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Abstract
Let 0 < α1 < · · · < αk be integers and f (x) =
∑k
i=1 aix2
αi +1 + bx ∈ F2m [x], ak = 0. Define S(f,n) =∑
x∈F2n e(f (x)) where m | n and e(x) = (−1)
TrF2n /F2 (x)
. We establish a relation among S(f,n) for all n
with the same 2-adic order. When ν2(α1) = · · · = ν2(αk), where ν2 is the 2-adic order function, we are able
to compute S(f,n) explicitly for all n with a given f . Moreover, we are able to compute S(ax2α+1 + cx,n)
explicitly for all α > 0, a ∈ F2m , m | n and c ∈ F2n .
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let Fq be the finite field with q elements. In this paper, q is always a power of 2 except at
the end of this introduction where parallel results in odd characteristics are mentioned. The trace
from F2n to F2m is denoted by Trn/m. The trace Trn/1 is denoted by Trn or simply by Tr if n is
clear from the context.
Let n be a positive integer. For x ∈ F2n , define e(x) = (−1)Tr(x). In [1], Carlitz determined
the exponential sum
∑
x∈F2n e(ax
3 + bx) where a, b ∈ F2n and a = 0. In the present paper, we
seek to generalize this result.
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f (x) =
k∑
i=1
aix
2αi +1 + bx ∈ F2m [x], ak = 0, (1.1)
where 0 < α1 < · · · < αk = α are integers. For every positive integer n with m | n, define
S(f,n) =
∑
x∈F2n
e
(
f (x)
)
. (1.2)
Note. In (1.2), f (x) is viewed as a polynomial in F2n [x] through an embedding F2m ↪→ F2n .
However, S(f,n) is independent of this embedding.
Our goal is to explicitly evaluate S(f,n) under certain conditions. Our approach is based on
several facts which we will establish in the paper. First, the quadratic rank and nullity of Tr(f ) are
easy to compute. Second, if ν2(n1) = ν2(n2), S(f,n1) and S(f,n2) are related through a Jacobi
symbol and the quadratic rank (or the nullity) of Tr(f ). Third, if ν2(α1) = · · · = ν2(αk) = ν2(α)
and ν2(n) > ν2(α), there is a formula for S(f,n). Using these facts, we are able to compute
S(f,n) explicitly for all n (m | n) with a given f satisfying ν2(α1) = · · · = ν2(αk) provided that
S(f,2em), 0  e  ν2(α) − ν2(m), are known; see Algorithm 5.4 for the details. When m and
ν2(α) − ν2(m) are small, the values of S(f,2em) can be easily determined using, for example,
Mathematica [9]. However, we must point out that when m or ν2(α) − ν2(m) is too large, the
algorithm becomes infeasible. We also consider the special case where f has only one nonlinear
term, i.e., f (x) = ax2α+1 + bx ∈ F2m [x]. We derive an explicit formula of S(f,n) that holds for
all such f and all n.
One can also consider the sum S(f (x)+ cx,n), where c ∈ F2n , i.e., the Fourier coefficient of
e(f (x)) at c. It turns out that S(f (x)+ cx,n) follows from S(f,n) if S(f,n) = 0, see Section 3.
The paper is organized as follows. In Section 2, we review the basic facts about binary
quadratic functions and compare two approaches to such functions: the multi-variable approach
and the single variable approach. In Section 3, we collect some preliminary results. These in-
clude a method to compute the nullity of Tr(f ) and a relation between S(f,n) and S(f + cx,n),
c ∈ F2n . In Section 4, we prove a relation between S(f,n1) and S(f,n2) with ν2(n1) = ν2(n2).
In Section 5, we derive a formula for S(f,n) under the condition ν2(α1) = · · · = ν2(αk) < ν2(n).
This allows us to compute S(f,n) explicitly for a given f with ν2(α1) = · · · = ν2(αk) and for
all n. Section 6 is devoted to the special case where f = ax2α+1 + bx. Numerous examples are
given in Sections 4–6.
We draw on the method of [1]. To a large extent, our method is an extension of that of [1]. At
several places, we also simplify the method of [1]. In [1], the basic idea used in the determination
of the sign of S(ax3 + bx,n) (n odd) is that this sign modulo the product of all distinct prime
factors of n can be explicitly computed. However, the computation in [1] is rather involved
and uses the classic Möbius function. We will see that a more general result can be obtained
rather easily using a Galois action; cf. the proof of Lemma 4.1. In a subsequent paper [2] of [1],
Carlitz also determined the sum
∑
x∈Fpn e(ax
p+1 + bx), where p is an odd prime, a, b ∈ Fpn ,
a = 0 and e(x) = e 2πip Tr(x) for x ∈ Fpn . In the same spirit, the results of the present paper can
also be generalized to exponential sums of nonbinary quadratic functions. We will deal with the
nonbinary case in a forthcoming paper.
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Let F(Fn2,F2) be the set of all functions from Fn2 to F2. For each F ∈F(Fn2,F2), let
S(F ) =
∑
x∈Fn2
(−1)F (x). (2.1)
We have
F(Fn2,F2)∼= F2[X1, . . . ,Xn]/(X21 − X1, . . . ,X2n − Xn) (2.2)
as an F2-algebra. This way of representing functions from Fn2 to F2 as elements in F2[X1, . . . ,
Xn]/(X21 −X1, . . . ,X2n −Xn) is called the multi-variable approach. We identify the two algebras
in (2.2); thus the notion of degree is meaningful in F(Fn2,F2). For 0 r  n,
R(r,n) = {F ∈F(Fn2,F2): degF  r}
is the r th order Reed–Muller code. It is well known (see, e.g., [3, Theorem 199], [4, Appendix A],
[5, Lemma 2.1]) that for each F(X1, . . . ,Xn) ∈ R(2, n), there is a unique integer ρ such that
0 ρ  n2 and elements u,v ∈ F2 such that
F(X1, . . . ,Xn) = Y1Y2 + Y3Y4 + · · · + Y2ρ−1Y2ρ + uY2ρ+1 + v, (2.3)
where (Y1, . . . , Yn) is an invertible affine transformation of (X1, . . . ,Xn) and (u, v) = (0,0),
(0,1) or (1,0). (If 2ρ = n, we define u = 0.) The integer 2ρ is called the rank of F and is
denoted by rankF . Put
L(F) = {z ∈ Fn2: F(X + z) − F(X) ∈ R(0, n)},
where X = (X1, . . . ,Xn). Then L(F) is a subspace of Fn2 and
dimF2 L(F2) = n − rankF.
We call dimF2 L(F) the nullity of F and denote it by l(F ). The restriction of F on any affine
translate of L(F) in Fn2 is an affine function. The invariant u in (2.3) is 0 if and only if the
restriction of F on L(F) (equivalently, on every affine translate of L(F)) is a constant.
For the quadratic function F in (2.3), we have [8, Chapter 15, Theorem 5]
S(F ) = 2n−ρ = 2 12 (n+l(F )), (2.4)
where
 =
{
(−1)v if u = 0,
0 if u = 1. (2.5)
Therefore, the sum S(F ) is determined by the nullity l(F ) and the invariants u and v.
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R(1, n), then
rankF = rank
⎡
⎢⎢⎣
0 a12 · · · a1n
a12 0 · · · a2n
...
...
. . .
...
a1n a2n · · · 0
⎤
⎥⎥⎦ .
The invariant u is characterized by
u =
{
1 if there exists z ∈ Fn2 such that F(X + z) − F(X) = 1,
0 otherwise.
(2.6)
The invariant v is characterized as follows: If there is a 12 (n+ l(F ))-dimensional affine subspace
of Fn2 on which F is constant, the constant is v and u = 0. If there is no such a 12 (n + l(F ))-
dimensional affine subspace, v = 0 and u = 1. Unlike rankF , the invariants u and v in (2.3) are
not always easy to determine. Very often, the difficult part of an explicit evaluation of S(F ) is
the determination of the number  ∈ {0,±1} in (2.4) which depends on u and v.
Identify F2n with Fn2 . Then every function F ∈F(Fn2,F2) is a composition
F
n
2
∼= F2n f−→ F2n Tr−→ F2,
where f ∈ F2n[x]/(x2n − x). This way of representing functions from Fn2 to F2 is called the
single variable approach. Every F ∈ R(2, n) can be uniquely expressed as
F(x) = Tr(f (x))+ c, x ∈ F2n ,
for some c ∈ F2 and
f (x) =
 n2 ∑
i=1
aix
2i+1 + bx ∈ F2n [x], (2.7)
where
ai ∈
{
F2n if i < n2 ,
F2n/F2n/2 if i = n2
and F2n/F2n/2 is a fixed set of coset representatives of F2n/2 in F2n . (To see the restriction on an/2,
note that for all x ∈ F2n , x2n/2+1 ∈ F2n/2 . Hence Tr(an/2x2n/2+1) = Tr n2 (Trn/ n2 (an/2)x2
n/2+1).
Thus Tr(an/2x2
n/2+1) = 0 if and only if Trn/ n2 (an/2) = 0, i.e., an/2 ∈ F2n/2 .) The nullity of F
can be easily computed from the polynomial f (x), as we will see in the next section. The main
question of our investigation is how to determine the value of , as defined in (2.4), from the
polynomial f (x).
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We follow the notation of Section 1. Recall that
f (x) =
k∑
i=1
aix
2αi +1 + bx ∈ F2m [x], ak = 0, (3.1)
where 0 < α1 < · · · < αk = α. For each positive integer n with m | n, put
ln(f ) = l
(
Trn(f )
)= n − rank Trn(f ),
which is the nullity of Trn(f ). By (2.4),
S(f,n) = n(f )2 12 (n+ln(f )), (3.2)
where n(f ) ∈ {0,±1}. In this paper, we will compute ln(f ) and n(f ) separately. However, to
save space, we will not assemble the formulas for ln(f ) and n(f ) in (3.2).
Let
g(x) =
k∑
i=1
(
a2
α
i x
2α+αi + a2α−αii x2
α−αi )
. (3.3)
Proposition 3.1. We have
ln(f ) = log2
[
deg
(
g(x), x2
n − x)] for all n > 0 with m | n. (3.4)
Let F2s be the splitting field of g(x) over F2m . Then
s = min{n: m | n, ln(f ) = 2α}
and
ln(f ) = l(n,s)(f ) for all n > 0 with m | n. (3.5)
Proof. For every x, z ∈ F2n , we have
Trn
(
f (x + z))− Trn(f (x))= Trn
[
k∑
i=1
ai
(
z2
αi
x + zx2αi )
]
+ Trn
(
f (z)
)
= Trn
[
x
k∑
i=1
(
aiz
2αi + a2−αii z2
−αi )]+ Trn(f (z))
= Trn
[
xg(z)2
−α ]+ Trn(f (z)), (3.6)
where 2−αi is the positive integer such that 2−αi · 2αi ≡ 1 (mod 2n − 1). Therefore,
L
(
Trn(f )
)= {z ∈ F2n : g(z) = 0}. (3.7)
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ln(f ) = dimF2 L
(
Trn(f )
)= log2[deg(g(x), x2n − x)].
The rest of the proposition is now obvious. 
Proposition 3.1 gives us a practical way to compute ln(f ) for all n > 0 with m | n. We compute
l1m(f ), l2m(f ), . . . by (3.4) until lrm(f ) = 2α. Then s = rm. For i > r , we have lim = l(i,r)m(f ).
As we will see in examples later, this algorithm is easy to implement on a computer.
Proposition 3.2. Let m | n and c ∈ F2n . Then we have
S(f,n)S(f + cx,n)
=
{
2n+ln(f )e(f (x0)) if S(f,n) = 0 and g(x) = c2α has a solution x0 ∈ F2n ,
0 otherwise.
(3.8)
Proof. We may assume that S(f,n) = 0. We have
S(f,n)S(f + cx,n) =
∑
x,y∈F2n
e
(
f (x) + f (y) + cy))
=
∑
x,y∈F2n
e
(
f (x + y) + f (y) + cy))
=
∑
x,y∈F2n
e
(
f (x) + yg(x)2−α + cy) (by (3.6))
=
∑
x∈F2n
e
(
f (x)
) ∑
y∈F2n
e
(
y
(
g(x)2
−α + c))
= 2n
∑
x∈F2n
g(x)=c2α
e
(
f (x)
)
.
If g(x) = c2α has no solution in F2n , then S(f,n)S(f + cx,n) = 0. If g(x0) = c2α for some
x0 ∈ F2n , the solution set of g(x) = c2α in F2n is
x0 +
{
x ∈ F2n : g(x) = 0
}= x0 + L(Trn(f )) (by (3.7)).
Since S(n,f ) = 0, Trn(f (x)) is a constant on x0 + L(Trn(f )). (Cf. the paragraph above (2.4).)
Thus
S(f,n)S(f + cx,n) = 2n
∑
x∈F2n
g(x)=c2α
e
(
f (x)
)= 2n ∑
x∈x0+L(Trn(f ))
e
(
f (x)
)
= 2n
∑
e
(
f (x0)
)= 2n+ln(f )e(f (x0)). 
x∈x0+L(Trn(f ))
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(3.8), we have
S(f + cx,n) = S(f,n)S(f + cx,n)
S(f,n)
=
{
e(f (x0))n(f )2
1
2 (n+ln(f )) if g(x) = c2α has a solution x0 ∈ F2n ,
0 otherwise.
Therefore, if n(f ) = 0, we have
n(f + cx) =
{
e(f (x0))n(f ) if g(x) = c2α has a solution x0 ∈ F2n ,
0 otherwise
(3.9)
for all c ∈ F2n .
The following is a sufficient condition for n(f ) to be nonzero.
Proposition 3.3. Let F2s be the splitting field of g(x) over F2m and let n be a positive integer
such that m | n. If ν2(n) > ν2(s), then n(f ) = 0 for all b ∈ F2m .
Proof. Suppose to the contrary that n(f ) = 0. By (2.6), there exists z ∈ F2n such that Trn(f (x+
z))−Trn(f (x)) = 1 for all x ∈ F2n . Then z ∈ L(Trn(f )) = {x ∈ F2n : g(x) = 0} ⊂ F2s . It follows
that f (z) ∈ F2s ∩ F2n = F2(s,n) . Thus we have
1 = Trn
(
f (z)
)− Trn(f (0)) (by assumption)
= Tr(s,n)
(
Trn/(s,n)
(
f (z)
))
= Tr(s,n)
(
n
(s, n)
f (z)
)
= 0,
which is a contradiction. 
Note. The converse of Proposition 3.3 is not true, see the entry f (x) = x24+1 + x23+1 + x2+1 +
bx ∈ F2[x] in Table 3, Section 4.
4. A relation between S(f,n1) and S(f,n2) with ν2(n1) = ν2(n2)
Because of (3.2), it suffices to relate n1(f ) and n2(f ).
Lemma 4.1. Let n be a positive integer such that m | n and let p be an odd prime. Then the
following statements hold.
(i) lpn(f )≡ ln(f ) (mod 2) and 2lpn(f )−ln(f ) ≡1 (mod p); hence 2 12 (lpn(f )−ln(f )) ≡±1 (mod p).
(ii) pn(f ) =
⎧⎨
⎩
( 2
p
)n
n(f ) if 2 12 (lpn(f )−ln(f )) ≡ 1 (mod p),
−( 2
p
)n
n(f ) if 2 12 (lpn(f )−ln(f )) ≡ −1 (mod p),
where ( 2 ) is the Legendre symbol [6,7].
p
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Then {x ∈ F2pn \ F2n : g(x) = 0} is a union of Gal(F2pn/F2n)-orbits of cardinality p. Therefore,
2lpn(f ) − 2ln(f ) = ∣∣{x ∈ F2pn : g(x) = 0}∣∣− ∣∣{x ∈ F2n : g(x) = 0}∣∣
= ∣∣{x ∈ F2pn \ F2n : g(x) = 0}∣∣
≡ 0 (mod p).
So, 2lpn(f )−ln(f ) ≡ 1 (mod p).
(ii) Define N(n) = {x ∈ F2n : Trn(f (x)) = 0}. Then we have
n(f )2
1
2 (n+ln(f )) = S(f,n) = 2∣∣N(n)∣∣− 2n.
It follows that
pn(f )2
1
2 (pn+lpn(f )) − n(f )2 12 (n+ln(f )) = 2
∣∣N(pn)∣∣− 2∣∣N(n)∣∣− (2pn − 2n)
≡ 2(∣∣N(pn)∣∣− ∣∣N(n)∣∣) (mod p)
= 2∣∣N(pn) \ N(n)∣∣ (since N(n) ⊂ N(pn)).
The Galois group Gal(F2pn/F2n) acts on N(pn) \ N(n). Note that N(pn) \ N(n) ⊂ F2pn \ F2n
since p is odd. It follows that N(pn) \N(n) is a union of Gal(F2pn/F2n)-orbits of cardinality p.
Thus ∣∣N(pn) \ N(n)∣∣≡ 0 (mod p).
Therefore, we have
pn(f )2
1
2 (pn+lpn(f )) − n(f )2 12 (n+ln(f )) ≡ 0 (mod p),
i.e.,
pn(f )2
1
2 (lpn(f )−ln(f ))2
1
2 (p−1)n ≡ n(f ) (mod p).
Since 2
1
2 (p−1) ≡ ( 2
p
) (mod p), we have
pn(f )2
1
2 (lpn(f )−ln(f ))
(
2
p
)n
≡ n(f ) (mod p). (4.1)
Statement (ii) follows from (4.1). 
Theorem 4.2. Let n be a positive integer such that m | n. Let p1, . . . , pt be odd primes (not
necessarily distinct) such that 2 12 (lp1···pin(f )−lp1 ···pi−1n(f )) ≡ (−1)δi (mod pi) for all 1  i  t .
Then
p1···ptn(f ) = (−1)δ1+···+δt
(
2
p1 · · ·pt
)n
n(f ),
where ( 2 ) is the Jacobi symbol [7].
p1···pt
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Recall that F2s is the splitting field over F2m of the polynomial g(x) in (3.3). Let m′ and s′ be
the odd parts of m and s respectively, i.e., m = 2ν2(m)m′, s = 2ν2(s)s′.
Corollary 4.3. Let e ν2(m) be an integer and n′ be an odd integer such that m′ | n′. We have
2en′(f ) =
(
2
n′/(n′, s′)
)2e
2e(n′,s′)(f ), (4.2)
where ( 2
n′/(n′,s′) ) is the Jacobi symbol.
Proof. Write n′
(n′,s′) = p1 · · ·pt where p1, . . . , pt are primes (not necessarily distinct). Since
(
p1 · · ·pt2e(n′, s′), s
)= (2en′, s)= (2e(n′, s′), s),
by (3.5), we have
lp1···pi2e(n′,s′)(f ) = lp1···pi−12e(n′,s′)(f ) for all 1 i  t.
It follows from Theorem 4.2 that
2en′(f ) = p1···pt2e(n′,s′)(t) =
(
2
p1 · · ·pt
)2e
2e(n′,s′)(f ). 
Once 2em′(f ) is known, the above results allow us to compute n(f ) for all n with m | n
and ν2(n) = e. We first use Lemma 4.1 or Theorem 4.2 to determine 2en′(f ) for all n′ such
that m′ | n′ and n′ | s′. Afterwards, (4.2) gives 2en′(f ) for all n′ with m′ | n′. For the rest of this
section, we illustrate this method through numerous examples. Examples which can be treated
more effectively by the methods in Sections 5 and 6 will be saved for those sections.
Example 4.4. Let
f (x) = x22+1 + x21+1 + bx = x5 + x3 + bx ∈ F2[x].
Then
g(x) = x22+1 + x22−1 + x22+2 + x22−2 = x16 + x8 + x2 + x.
Using Mathematica [9], we find deg(g(x), x2n − x) for n = 1,2, . . . (see Table 1).
Alternatively, the above data also follow from the factorization of g(x). In fact,
g(x) = x(x + 1)(x2 + x + 1)(x3 + x + 1)(x3 + x2 + 1)(x6 + x5 + x3 + x2 + 1),
where the factors are irreducible in F2[x]. Thus we have Table 2.
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n deg(g(x), x2n − x)
1 2
2 4
3 8
4 4
5 2
6 16
Table 2
n (g(x), x2
n − x)
1 x(x + 1)
2 x(x + 1)(x2 + x + 1)
3 x(x + 1)(x3 + x + 1)(x3 + x2 + 1)
4 x(x + 1)(x2 + x + 1)
5 x(x + 1)
6 g(x)
The splitting field of g(x) is F2s with s = 6. Write n = 2e3hn∗ where (2 · 3, n∗) = 1. By
Proposition 3.1, we have
ln(f ) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1 if e = 0, h = 0,
2 if e 1, h = 0,
3 if e = 0, h 1,
4 if e 1, h 1.
By Lemma 4.1(ii), we have
3(f ) = −
(
2
3
)
1(f ) = 1(f )
since 2
1
2 (l3(f )−l1(f )) = 2 ≡ −1 (mod 3). For e 1,
2e3(f ) = −2e (f )
since 2
1
2 (l2e3(f )−l2e (f )) = 2 ≡ −1 (mod 3). In general, it follows from (4.2) and the above that
n(f ) =
{
(−1)max{0,h−1}( 2
n∗
)
1(f ) if e = 0,
(−1)min{1,h}2e (f ) if e 1.
(4.3)
Formula (4.3) depends on 2e (f ). For small values of e, the value of 2e can be determined
directly or by computer. Unfortunately, for examples in this section, we do not have a general
formula for 2e (f ). In what follows, we compute 2e for e 4.
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S(f,1) =
∑
x∈F2
e
(
x5 + x3 + bx)= ∑
x∈F2
e(bx) =
{
2 if b = 0,
0 if b = 1.
Thus
1(f ) =
{
1 if b = 0,
0 if b = 1.
We also have
S(f,2) =
∑
x∈F22
e
(
x5 + x3 + bx)
=
∑
x∈F22
e
(
x2 + bx) (since x5 = x2 and x3 ∈ F2)
=
∑
x∈F22
e
(
(b + 1)x)
=
{
0 if b = 0,
22 if b = 1.
Thus
2(f ) =
{
0 if b = 0,
1 if b = 1.
The values of 22(f ), 23(f ) and 24(f ) are easily determined using Mathematica [9]:
22(f ) = (−1)1+b, 23(f ) = 1, 24(f ) = 1.
Having seen the details in Example 4.4, we simply tabulate the results of several similar
examples, including Example 4.4 (see Table 3).
Table 3
Evaluation of S(f,n) for some f ∈ F2[x]
f (x) = x22+1 + x21+1 + bx
g(x) = x24 + x23 + x2 + x, s = 6, n = 2e3hn∗
ln(f ) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1 if e = 0, h = 0,
2 if e 1, h = 0,
3 if e = 0, h 1,
4 if e 1, h 1,
n(f ) =
{
(−1)max{0,h−1}( 2
n∗ )1(f ) if e = 0,
(−1)min{1,h}2e (f ) if e 1,
1(f ) =
{1 if b = 0,
0 if b = 1, 2(f ) =
{0 if b = 0,
1 if b = 1,
22 (f ) = (−1)1+b, 23 (f ) = 1, 24 (f ) = 1
(continued on next page)
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f (x) = x23+1 + x22+1 + bx
g(x) = x26 + x24 + x22 + x, s = 10, n = 2e5hn∗
ln(f ) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1 if e = 0, h = 0,
2 if e 1, h = 0,
5 if e = 0, h 1,
6 if e 1, h 1,
n(f ) =
{
(−1)max{0,h−1}( 2
n∗ )1(f ) if e = 0,
(−1)min{1,h}2e (f ) if e 1,
1(f ) =
{1 if b = 0,
0 if b = 1, 2(f ) =
{0 if b = 0,
1 if b = 1,
22 (f ) = (−1)1+b, 23 (f ) = 1, 24 (f ) = 1
f (x) = x23+1 + x22+1 + x2+1 + bx
g(x) = x26 + x25 + x24 + x22 + x2 + x, s = 12, n = 2e3hn∗
ln(f ) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
1 if e = 0, h = 0,
2 if e = 1, h = 0,
3 if e = 0, h 1,
4 if e 2, h = 0,
or e = 1, h 1,
6 if e 2, h 1,
n(f ) =
{
(−1)max{0,h−1}( 2
n∗ )1(f ) if e = 0,
(−1)min{1,h}2e (f ) if e 1,
1(f ) =
{0 if b = 0,
1 if b = 1, 2(f ) =
{0 if b = 0,
1 if b = 1, 22 (f ) =
{1 if b = 0,
0 if b = 1,
23 (f ) = 1, 24 (f ) = 1
f (x) = x24+1 + x2+1 + bx
g(x) = x28 + x25 + x23 + x, s = 30, n = 2e3h1 5h2n∗
ln(f ) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1 if e = 0, h1 = 0, h2 = 0,
2 if e 1, h1 = 0, h2 = 0,
3 if e = 0, h1  1, h2 = 0,
4 if e 1, h1  1, h2 = 0,
5 if e = 0, h1 = 0, h2  1,
6 if e 1, h1 = 0, h2  1,
7 if e = 0, h1  1, h2  1,
8 if e 1, h1  1, h2  1,
n(f ) =
{
(−1)max{0,h1−1}+max{0,h2−1}( 2
n∗ )1(f ) if e = 0,
(−1)min{1,h1}+min{1,h2}2e (f ) if e 1,
1(f ) =
{1 if b = 0,
0 if b = 1, 2(f ) =
{0 if b = 0,
1 if b = 1,
22 (f ) = (−1)b, 23 (f ) = −1, 24 (f ) = −1
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f (x) = x24+1 + x22+1 + bx
g(x) = x28 + x26 + x22 + x, s = 12, n = 2e3hn∗
ln(f ) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
1 if e = 0, h = 0,
2 if e = 1, h = 0,
3 if e = 0, h 1,
4 if e 2, h = 0,
6 if e = 1, h 1,
8 if e 2, h 1,
n(f ) =
{
(−1)max{0,h−1}( 2
n∗ )1(f ) if e = 0,
2e (f ) if e 1,
1(f ) =
{1 if b = 0,
0 if b = 1, 2(f ) =
{1 if b = 0,
0 if b = 1, 22 (f ) =
{0 if b = 0,
1 if b = 1,
23 (f ) = −1, 24 (f ) = −1
f (x) = x24+1 + x23+1 + bx
g(x) = x28 + x27 + x2 + x, s = 14, n = 2e7hn∗
ln(f ) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1 if e = 0, h = 0,
2 if e 1, h = 0,
7 if e = 0, h 1,
8 if e 1, h 1,
n(f ) =
{
( 2
n∗ )1(f ) if e = 0,
2e (f ) if e 1
1(f ) =
{1 if b = 0,
0 if b = 1, 2(f ) =
{0 if b = 0,
1 if b = 1,
22 (f ) = (−1)b, 23 (f ) = −1, 24 (f ) = −1
f (x) = x24+1 + x22+1 + x2+1 + bx
g(x) = x28 + x26 + x25 + x23 + x22 + x, s = 18, n = 2e3hn∗
ln(f ) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1 if e = 0, h 1,
2 if e 1, h 1,
7 if e = 0, h 2,
8 if e 1, h 2,
n(f ) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
(−1)h( 2
n∗ )1(f ) if e = 0, h 1,
(−1)h−11(f ) if e = 0, h 2,
2e (f ) if e 1, h 1,
−2e (f ) if e 1, h 2,
1(f ) =
{0 if b = 0,
1 if b = 1, 2(f ) =
{1 if b = 0,
0 if b = 1,
22 (f ) = (−1)b, 23 (f ) = 1, 24 (f ) = 1
f (x) = x24+1 + x23+1 + x2+1 + bx
g(x) = x28 + x27 + x25 + x23 + x2 + x, s = 24, n = 2e3hn∗
(continued on next page)
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ln(f ) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1 if e = 0, h = 0,
2 if e = 1, h = 0,
3 if e = 0, h 1,
4 if e = 2, h = 0,
or e = 1, h 1,
6 if e 3, h = 0,
or e = 2, h 1,
8 if e 3, h 1,
n(f ) =
{
(−1)max{0,h−1}( 2
n∗ )1(f ) if e = 0,
(−1)min{1,h}2e (f ) if e 1,
1(f ) =
{0 if b = 0,
1 if b = 1, 2(f ) =
{0 if b = 0,
1 if b = 1, 22 (f ) =
{0 if b = 0,
1 if b = 1,
23 (f ) = (−1)1+b, 24 (f ) = 1
f (x) = x24+1 + x23+1 + x22+1 + bx
g(x) = x28 + x27 + x26 + x22 + x2 + x, s = 12, n = 2e3hn∗
ln(f ) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
1 if e = 0, h = 0,
2 if e 1, h = 0,
3 if e = 0, h 1,
6 if e = 1, h 1,
8 if e 2, h 1,
n(f ) =
⎧⎪⎨
⎪⎩
(−1)max{0,h−1}( 2
n∗ )1(f ) if e = 0,
2e (f ) if e = 1,
−2e (f ) if e 2,
1(f ) =
{0 if b = 0,
1 if b = 1, 2(f ) =
{1 if b = 0,
0 if b = 1,
22 (f ) = (−1)b, 23 (f ) = 1, 24 (f ) = 1
f (x) = x24+1 + x23+1 + x22+1 + x2+1 + bx
g(x) = x28 + x27 + x26 + x25 + x23 + x22 + x2 + x, s = 20, n = 2e5hn∗
ln(f ) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
1 if e = 0, h = 0,
2 if e = 1, h = 0,
4 if e 2, h = 0,
5 if e = 0, h 1,
6 if e = 1, h 1,
8 if e 2, h 1,
n(f ) =
{
(−1)max{0,h−1}( 2
n∗ )1(f ) if e = 0,
(−1)min{1,h}2e (f ) if e 1,
1(f ) =
{1 if b = 0,
0 if b = 1, 2(f ) =
{1 if b = 0,
0 if b = 1, 22 (f ) =
{0 if b = 0,
1 if b = 1,
23 (f ) = 1, 24 (f ) = 1
Note. Polynomials like x23+1 + bx, x23+1 + x2+1 + bx ∈ F2[x] are not included in Table 3 as
they will be treated more effectively in the subsequent sections.
Example 4.5. Let a ∈ F23 such that a3 = a + 1 and let
f (x) = x23+1 + ax22+1 + bx ∈ F23 [x].
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n = 3n′ deg(g(x), x2n − x)
3 2
6 4
9 8
12 16
15 2
18 16
21 2
24 16
27 8
30 4
33 2
36 64
Then
g(x) = x26 + ax25 + a2x2 + x.
Using Mathematica [9], we find deg(g(x), x2n −x) for n = 3n′, n′ = 1,2, . . . (see Table 4). Thus
s = 36. Write n = 3 · 2e · 3h · n∗ where (2 · 3, n∗) = 1. By Proposition 3.1,
ln(f ) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
1 if e = 0, h = 0,
2 if e = 1, h = 0,
3 if e = 0, h 1,
4 if e 2, h = 0 or e = 1, h 1,
6 if e 2, h 1.
By Lemma 4.1 and Corollary 4.3,
n(f ) =
⎧⎨
⎩
(−1)max{0,h−1}( 2
n∗ )3(f ) if e = 0,
(−1)min{1,h}3·2e (f ) if e 1.
The values of 3·2e (f ), e 2, are easily determined using Mathematica [9]:
3(f ) =
⎧⎪⎨
⎪⎩
0 if b = 0, a0, a4, a5,
1 if b = a2, a3, a6,
−1 if b = a1,
3·2(f ) =
{
0 if b = 0, a0, a4, a5,
1 if b = a1, a2, a3, a6,
3·22(f ) =
{
0 if b = a1, a2, a3, a6,
1 if b = 0, a0, a4, a5.
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The main result of this section is the following theorem.
Theorem 5.1. Let f (x) =∑ki=1 aix2αi +1 ∈ F2m [x], where ak = 0, 0 < α1 < · · · < αk = α and
ν2(α1) = · · · = ν2(αk) = ν. Let g(x) be given by (3.3). Assume that n is a positive integer such
that m | n and ν2(n) > ν. Then for every c ∈ F2n ,
n(f + cx) =
{
(−1) n+ln(f )2ν+1 e(f (x0)) if g(x) = c2α has a solution x0 ∈ F2n ,
0 otherwise.
(5.1)
Lemma 5.2. Let α1, . . . , αk  1 be integers. Then
gcd
(
2α1 + 1, . . . ,2αk + 1)> 1 if and only if ν2(α1) = · · · = ν2(αk).
When ν2(α1) = · · · = ν2(αk),
gcd
(
2α1 + 1, . . . ,2αk + 1)= 2gcd(α1,...,αk) + 1. (5.2)
Proof. It suffices to prove the lemma with k = 2.
(⇐) Since αi
(α1,α2)
, i = 1,2, is odd, 2(α1,α2) + 1 | 2αi + 1 for i = 1,2. Thus 2(α1,α2) + 1 |
(2α1 + 1,2α2 + 1).
On the other hand,
(
2α1 + 1,2α2 + 1) ∣∣ (22α1 − 1,22α2 − 1)= 22(α1,α2) − 1
= (2(α1,α2) + 1)(2(α1,α2) − 1).
Since (2α1 + 1,2(α1,α2) − 1) = 1, we have (2α1 + 1,2α2 + 1) | 2(α1,α2) + 1. Thus (5.2) holds.
(⇒) Assume to the contrary that ν2(α1) > ν2(α2). Write α1 = 2iα′1 and α2 = 2jα′2, where
i > j , α′1 and α′2 are odd. Then we have
(
2α1 + 1,2α2 + 1) ∣∣ (22iα′1α′2 + 1,22α2 − 1)∣∣ (22iα′1α′2 + 1,22iα′1α′2 − 1)= 1,
which is a contradiction. 
Lemma 5.3. Let α,β  1 be integers. Then
(
2α + 1,2β − 1)= {2(α,β) + 1 if ν2(β) > ν2(α),
1 otherwise.
(5.3)
Proof. If ν2(β)  ν2(α), (2α,β) = (α,β). Thus (22α − 1,2β − 1) = 2(2α,β) − 1 = (2α − 1,
2β − 1). It follows that (2α + 1,2β − 1) = 1.
If ν2(β) > ν2(α), write β = 2iβ ′ where i  1 and ν2(β ′) = ν2(α). By Lemma 5.2 and the part
of (5.3) already proved, we have
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2α + 1,2β − 1)= (2α + 1,22iβ ′ − 1)
= (2α + 1, (2β ′ − 1)(2β ′ + 1)(22β ′ + 1) · · · (22i−1β ′ + 1))
= (2α + 1,2β ′ + 1)
= 2(α,β ′) + 1. 
Proof of Theorem 5.1. By Lemmas 5.2 and 5.3, we have
gcd
(
2α1 + 1, . . . ,2αk + 1,2n − 1)= (2gcd(α1,...,αk) + 1,2n − 1)
= 2gcd(α1,...,αk,n) + 1
≡ 0 (mod 22ν + 1). (5.4)
Choose a prime factor p of 22ν + 1. Then 2ν+1 is the multiplicative order of 2 modulo p. Note
that since 2ν+1 | n, we have p | 2n − 1.
We first show that 2ν+1 | ln(f ). In fact, we show that L(Trn(f )) is a vector space over F22ν+1 .
Let z ∈ L(Trn(f )), i.e., z ∈ F2n and g(z) = 0, and let y ∈ F22ν+1 . By (3.3), we have
g(yz)2
−α =
k∑
i=1
(
aiy
2αi z2
αi + a2−αii y2
−αi
z2
−αi )
. (5.5)
We claim that y2±αi = y2α for all 1  i  k. By (5.4), 2αi ≡ −1 (mod p) (hence 2±αi ≡ −1
(mod p)) and 2α = 2αk ≡ −1 (mod p). Thus 2α ≡ 2±αi (mod p), i.e., 2α∓αi ≡ 1 (mod p). Since
the multiplicative order of 2 modulo p is 2ν+1, we have α ∓ αi ≡ 0 (mod 2ν+1). Therefore,
y2
α∓αi = y, i.e., y2α = y2±αi . Now by (5.5),
g(yz)2
−α = y2α
k∑
i=1
(
aiz
2αi + a2−αii z2
−αi )= y2αg(z)2−α = 0.
Hence yz ∈ L(Trn(f )).
Let η ∈ F2n such that its multiplicative order o(η) = p. Since 2αi + 1 ≡ 0 (mod p), 1 i  k,
we have
f (yx) = f (x) for all y ∈ 〈η〉.
Therefore,
n(f ) · 2 12 (n+ln(f )) = S(f,n)
= 1 +
∑
x∈F∗2n
e
(
f (x)
)
= 1 + p
∑
x∈F∗2n/〈η〉
e
(
f (x)
)
≡ 1 (mod p). (5.6)
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2
1
2 (n+ln(f )) = 22ν · n+ln(f )2ν+1 ≡ (−1) n+ln(f )2ν+1 (mod p). (5.7)
It follows from (5.6) and (5.7) that
n(f ) = (−1)
n+ln(f )
2ν+1 . (5.8)
By (3.9) and (5.8),
n(f + cx) =
{
(−1) n+ln(f )2ν+1 e(f (x0)) if g(x) = c2α has a solution x0 ∈ F2n ,
0 otherwise.

Proposition 3.1, Lemma 4.1, Corollary 4.3 and Theorem 5.1 make up an algorithm for us to
determine S(f,n) for all n ≡ 0 (mod m) with a given f satisfying ν2(α1) = · · · = ν2(αk).
Algorithm 5.4. Let f (x), g(x) ∈ F2m [x] be given in (3.1) and (3.3) such that ν2(α1) = · · · =
ν2(αk) = ν. The values of S(f,n) for all n ≡ 0 (mod m) can be determined by the following
steps.
Step 1. Use Proposition 3.1 to compute ln(f ) for all n ≡ 0 (mod m) and to determine s, where
F2s is the splitting field of g(x) over F2m .
Step 2. Let m′ be the odd part of m. Compute 2em′(f ) directly for all ν2(m) e ν.
Step 3. Use Lemma 4.1 and Corollary 4.3 to determine 2en′(f ) for all ν2(m)  e  ν and all
odd n′ ≡ 0 (mod m′). This gives n(f ) for all n ≡ 0 (mod m) such that ν2(n) ν.
Step 4. Apply formula (5.1) for n(f ) when n ≡ 0 (mod m) and ν2(n) > ν.
Example 5.5. Let a ∈ F23 such that a3 = a + 1 and let
f (x) = x23+1 + ax2+1 ∈ F23 [x].
We have
g(x) = x26 + ax24 + a22x22 + x.
From Table 5, which is generated using Mathematica [9], we have s = 18 and, with n =
3 · 2e3hn∗, (2 · 3, n∗) = 1,
ln(f ) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1 if e = 0, h = 0,
2 if e 1, h = 0,
3 if e = 0, h 1,
6 if e 1, h 1.
(5.9)
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n = 3n′ deg(g(x), x2n − x)
3 2
6 4
9 8
12 4
15 2
18 64
Note that α1 = 1, α2 = 3, ν2(α1) = ν2(α2) = 0 = ν and m′ = 3. The values of 3(f + bx),
b ∈ F23 , can be determined as follows. We have
S(f + bx,3) =
∑
x∈F23
e
(
x2
3+1 + ax2+1 + bx)
=
∑
x∈F23
e
(
ax2+1 + (b + 1)x)
= S(ax2+1 + (b + 1)x,3).
By (6.8), with a1 = a−2 and c = b + 1, we obtain
3(f + bx)
= 3
(
ax2+1 + (b + 1)x)
=
{−e(x2+10 + x0) if x22 + x = ((b + 1)a2 + 1)2 has a solution x0 ∈ F23 ,
0 otherwise.
By Lemma 4.1 and Corollary 4.3, we have
3·3hn∗(f + bx) = (−1)max{0,h−1}
(
2
n∗
)
3(f + bx).
For n ≡ 0 (mod 3) with ν2(n) > ν = 0 and c ∈ F2n , (5.1) gives
n(f + cx) =
{
(−1)min{1,ν2(n)−1}e(f (x0)) if g(x) = c23 has a solution x0 ∈ F2n ,
0 otherwise.
(Note that by (5.9), ν2(ln(f )) = 1; hence (−1) n+ln(f )2 = (−1)min{1,ν2(n)−1}.)
In Step 2 of Algorithm 5.4, the values of 2em′(f ), ν2(m)  e  ν, are not given explicitly;
they have to be computed on an individual basis. However, if m is a power of 2, these values are
given by a simple formula.
Proposition 5.6. Let m be a power of 2 and let f be in (3.1). Then for all ν2(m)  e 
min{ν2(αi): 1 i  k},
2e (f ) =
{
1 if ∑ki=1 ai + b2 = 0, (5.10)
0 otherwise.
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S(f,2e) =
∑
x∈F22e
e
(
k∑
i=1
aix
2αi +1 + bx
)
=
∑
x∈F22e
e
(
k∑
i=1
aix
2 + bx
) (
x2
αi = x since 2e | αi
)
=
∑
x∈F22e
e
[(
k∑
i=1
ai + b2
)
x2
]
=
{
22e if
∑k
i=1 ai + b2 = 0,
0 otherwise.
Hence (5.10) follows. 
Example 5.7. Let
f (x) = 223+1 + x2+1 ∈ F2[x].
Then g(x) = x26 +x24 +x22 +x. Using Mathematica [9], we find that s = 8 and, with n = 2en∗,
(2, n∗) = 1,
ln(f ) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1 if e = 0,
2 if e = 1,
4 if e = 2,
6 if e 3.
Note that α1 = 1, α2 = 3 and ν2(α1) = ν2(α2) = 0 = ν. By Corollary 4.3, for b ∈ F2 and for
odd n,
n(f + bx) =
(
2
n
)
1(f + bx),
where
1(f + bx) =
{
1 if b = 0,
0 if b = 1.
For even n and for c ∈ F2n , by Theorem 5.1,
n(f + cx)
=
{
(−1) n+ln(f )2 e(f (x0)) if g(x) = c23 has a solution x0 ∈ F2n ,
0 otherwise,
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⎧⎪⎨
⎪⎩
e(f (x0)) if ν2(n) = 1,2
−e(f (x0)) if ν2(n) 3
}
if g(x) = c23 has a solution x0 ∈ F2n ,
0 otherwise.
Example 5.8. Let
f (x) = 226+1 + x22+1 ∈ F2[x].
The results are as follows: g(x) = x212 + x28 + x24 + x, s = 16. For n = 2en∗, (2, n∗) = 1,
ln(f ) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
1 if e = 0,
2 if e = 1,
4 if e = 2,
8 if e = 3,
12 if e 4.
For e 1 and b ∈ F2,
2en∗(f + bx) =
{
( 2
n∗ )1(f + bx) if e = 0,
2(f + bx) if e = 1,
where
1(f + bx) = 2(f + bx) =
{
1 if b = 0,
0 if b = 1.
For n with ν2(n) > 1 and for c ∈ F2n ,
n(f + cx) =
⎧⎪⎨
⎪⎩
e(f (x0)) if ν2(n) = 2,3
−e(f (x0)) if ν2(n) 4
}
if g(x) = c26 has a solution x0 ∈ F2n ,
0 otherwise.
6. The sum S(ax2α+1 + cx,n)
In this section we consider the sum S(ax2α+1 + cx,n) where α > 0, a ∈ F∗2m , m | n and
c ∈ F2n . We will determine this sum generally and explicitly.
Let
f (x) = ax2α+1 ∈ F2m [x], a = 0. (6.1)
By (3.3),
g(x) = a2αx22α + ax = a2αx(x22α−1 + a1−2α ). (6.2)
We first determine ln(f ).
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exists y ∈ Z/klZ such that o(y) = kl and x = ly.
Proof. We have x = li¯ for some i ∈ Z such that (i, k) = 1, where i¯ is the image of i in Z/klZ.
Therefore, x = l(i¯ + j k¯) for all j ∈ Z. It suffices to show that there exists j ∈ Z such that
(i + jk, kl) = 1. To this end, it suffices to show that there are j1, j2, . . . ∈ Z such that i + j1k, i +
j2k, . . . are pairwise relatively prime. This of course follows from Dirichlet’s theorem on primes
in arithmetic progression [6, Chapter 16]. But the following simple argument is also sufficient.
We construct j1, j2, . . . by induction. Set j1 = 0. Assume that j1, . . . , ju have been con-
structed. Since i + jvk, 1  v  u, are pairwise relatively prime, by the Chinese remainder
theorem, there exists ju+1 ∈ Z such that
ju+1 ≡ jv + 1 (mod i + jvk), 1 v  u. (6.3)
For each 1 v  u,
(i + ju+1k, i + jvk) =
(
(ju+1 − jv)k, i + jvk
)
.
Note that (k, i + jvk) = (k, i) = 1 and, by (6.3), (ju+1 − jv, i + jvk) = 1. Thus (i + ju+1k, i +
jvk) = 1. 
Theorem 6.2. Let f be in (6.1) and
t = o(a)
(o(a),2α − 1) .
Then for each positive integer n with m | n,
ln(f ) =
{
(2α,n) if (22α − 1, 2n−1
t
) = 2(2α,n) − 1,
0 otherwise.
(6.4)
Proof. Let a′ = a1−2α . Then o(a′) = t . Choose η ∈ F2 (the algebraic closure of F2) such that
η2
2α−1 = a′. By Lemma 6.1, we may assume o(η) = (22α − 1)t . The roots of x22α−1 + a′ are
yη, y ∈ F∗22α . We identify 〈η〉 with Z/(22α − 1)tZ with η identified with 1. Then F∗22α ⊂ 〈η〉 is
identified with t (Z/(22α − 1)tZ). Therefore,
deg
(
x2
2α−1 + a′, x2n−1 − 1)
= ∣∣{it + 1 ∈ Z/(22α − 1)tZ: i ∈ Z, (2n − 1)(it + 1) ≡ 0 (mod (22α − 1)t)}∣∣
=
∣∣∣∣
{
i ∈ Z: 0 i < 22α − 1, it + 1 ≡ 0
(
mod
(22α − 1)t
((22α − 1)t,2n − 1)
)}∣∣∣∣.
This degree is 0 unless
1 =
(
t,
(22α − 1)t
((22α − 1)t,2n − 1)
)
= (t ((2
2α − 1)t,2n − 1), (22α − 1)t)
2α n((2 − 1)t,2 − 1)
X.-D. Hou / Finite Fields and Their Applications 13 (2007) 843–868 865= t (2
n − 1,22α − 1)
((22α − 1)t,2n − 1)
= 2
(2α,n) − 1
(22α − 1, 2n−1
t
)
,
or equivalently,
(
22α − 1, 2
n − 1
t
)
= 2(2α,n) − 1. (6.5)
When (6.5) holds, we have
deg
(
x2
2α−1 + a′, x2n−1)= (22α − 1) ((22α − 1)t,2n − 1)
(22α − 1)t
=
(
22α − 1, 2
n − 1
t
)
= 2(2α,n) − 1.
Therefore, we have
2ln(f ) = deg(g,x2n − x)
= 1 + deg(x22α−1 + a′, x2n−1) (by (6.2))
=
{
2(2α,n) if (22α − 1, 2n−1
t
) = 2(2α,n) − 1,
1 otherwise.
Thus the theorem is proved. 
In Theorem 6.2, ln(f ) = 2α if and only if s | n, where s = lcm(m, τ) and τ is the multiplica-
tive order of 2 modulo t (2α + 1). Thus, the splitting field of g(x) over F2m is F2s . To see the first
claim, first assume s | n. Then τ | n, so t (2α + 1) | 2n − 1, i.e.,
2α + 1
∣∣∣ 2n − 1
t
. (6.6)
In particular, 2α + 1 | 2n − 1. It follows from (5.3) that 2α | n. We also have
t
(
2α − 1)= o(a)(2α − 1)
(o(a),2α − 1)
= lcm(o(a),2α − 1)∣∣ lcm(2m − 1, 2α − 1)∣∣ 2n − 1,
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2α − 1
∣∣∣ 2n − 1
t
. (6.7)
By (6.6) and (6.7), 22α −1 | 2n−1
t
. Thus, by (6.4), ln(f ) = 2α. On the other hand, assume ln(f ) =
2α. Then by (6.4), 22α − 1 | 2n−1
t
. In particular, t (2α + 1) | 2n − 1, so τ | n. Since it is assumed
that m | n, we have s = lcm(m, τ) | n.
Now we evaluate n(f + cx).
Theorem 6.3. Let f ∈ F2m [x] be given in (6.1) and let t = o(a)(o(a),2α−1) . Let n be a positive integer
such that m | n and c ∈ F2n .
(i) Assume ν2(m) ν2(n) ν2(α). Write n = 2en′ where n′ is odd. Then
n(f + cx) =
⎧⎪⎨
⎪⎩
e(x2
α+1
0 + x0)( 2n′/(n′,α) )2
e if x22α + x = ( c
a1
+ 1)2α
has a solution x0 ∈ F2n ,
0 otherwise,
(6.8)
where a1 ∈ F2n is any element such that a = a2α+11 .
(ii) Assume ν2(n) > ν2(α). If g(x) = c2α has a solution x0 ∈ F2n , then
n(f + cx)
=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
e(f (x0)) if ν2(n) = ν2(α) + 1 and (22α − 1, 2n−1t ) = 2(2α,n) − 1
or ν2(n) > ν2(α) + 1 and (22α − 1, 2n−1t ) = 2(2α,n) − 1,
−e(f (x0)) if ν2(n) = ν2(α) + 1 and (22α − 1, 2n−1t ) = 2(2α,n) − 1
or ν2(n) > ν2(α) + 1 and (22α − 1, 2n−1t ) = 2(2α,n) − 1.
If g(x) = c2α has no solution in F2n , then
n(f + cx) = 0.
Proof. Part (ii) is a special case of Theorem 5.1. We only have to prove (i).
Since ν2(m)  ν2(α), by Lemma 5.3, (2α + 1,2m − 1) = 1; hence a = a2α+11 for some
a1 ∈ F2m . Thus
S(f + cx,n) =
∑
x∈F2n
e
(
(a1x)
2α+1 + cx)
=
∑
x∈F2n
e
(
x2
α+1 + c
a1
x
)
= S
(
x2
α+1 + c x,n
)
.a1
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n(f + cx) = n
(
x2
α+1 + c
a1
x
)
. (6.9)
To compute n(x2
α+1 + c
a1
x), we first determine n(x2
α+1 + x). By Proposition 5.6,
2e (x2
α+1 + x) = 1. Note that if in (6.1) f (x) = x2α+1, then in (6.2), g(x) = x22α + x, whose
splitting field is F22α . Thus by Corollary 4.3,
2en′
(
x2
α+1 + x)= ( 2
n′/(n′, α)
)2e
2e(n′,α)
(
x2
α+1 + x). (6.10)
We claim that
2e(n′,α)
(
x2
α+1 + x)= 2e(x2α+1 + x)= 1. (6.11)
To prove (6.11), it suffices to show that 2en′′p(x2α+1 + x) = 2en′′(x2α+1 + x) for all n′′ and
odd prime p such that n′′p | (n′, α). By Theorem 6.2, l2en′′(x2α+1) = (2α,2en′′) = 2e(α,n′′) and
l2en′′p(x2
α+1) = 2e(α,n′′)p. Thus,
2
1
2 (l2en′′p(x2
α+1)−l2en′′ (x2
α+1)) = (2 12 (p−1))2e(α,n′′) ≡ ( 2
p
)2e
(mod p).
By Lemma 4.1(ii), we have
2en′′p
(
x2
α+1 + x)= ( 2
p
)2e
·
(
2
p
)2e
2en′′
(
x2
α+1 + x)= 2en′′(x2α+1 + x).
Therefore, (6.11) is proved. Hence (6.10) becomes
2en′
(
x2
α+1 + x)= ( 2
n′/(n′, α)
)2e
. (6.12)
Now by (6.9), (6.12) and (3.9), we have
n(f + cx)
= n
(
x2
α+1 + x +
(
c
a1
+ 1
)
x
)
=
{
e(x2
α+1
0 + x0)( 2n′/(n′,α) )2
e if x22α + x = ( c
a1
+ 1)2α has a solution x0 ∈ F2n ,
0 otherwise.
This completes the proof of Theorem 6.3. 
868 X.-D. Hou / Finite Fields and Their Applications 13 (2007) 843–868Example 6.4. Let f (x) = x23+1 ∈ F2[x], n 1 and c ∈ F2n . We have
ln(f ) = (2 · 3, n).
For odd n,
n(f + cx)
=
{
e(x2
3+1
0 + x0)( 2n/(n,3) ) if x2
6 + x = (c + 1)23 has a solution x0 ∈ F2n ,
0 otherwise.
For even n,
n(f + cx)
=
⎧⎪⎪⎨
⎪⎪⎩
e(x2
3+1
0 ) if ν2(n) = 1
−e(x23+10 ) if ν2(n) > 1
}
if x26 + x = c23 has a solution x0 ∈ F2n ,
0 if x26 + x = c23 has no solution in F2n .
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