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An Operator-Based Approach for Modeling Influence
Diffusion in Complex Social Networks
Chenting Jiang, Anthony D’Arienzo, Weihua Li*, Shiqing Wu, and Quan Bai*
Abstract: Social media have dramatically changed the mode of information dissemination. Various models
and algorithms have been developed to model information diffusion and address the influence maximization
problem in complex social networks. However, it appears difficult for state-of-the-art models to interpret
complex and reversible real interactive networks. In this paper, we propose a novel influence diffusion model,
i.e., the Operator-Based Model (OBM), by leveraging the advantages offered from the heat diffusion based
model and the agent-based model. The OBM improves the performance of simulated dissemination by
considering the complex user context in the operator of the heat diffusion based model. The experiment obtains
a high similarity of the OBM simulated trend to the real-world diffusion process by use of the dynamic time
warping method. Furthermore, a novel influence maximization algorithm, i.e., the Global Topical Support
Greedy algorithm (GTS-Greedy algorithm), is proposed corresponding to the OBM. The experimental results
demonstrate its promising performance by comparing it against other classic algorithms.
Key words: influence diffusion; influence maximization; complex social networks; operator-based model; heat
diffusion-based influence modeling

1

Introduction

Online social networks have become one of the most
imperative platforms for information and opinion
sharing in the last decade[1]. Modeling and predicting
influence diffusion in online social networks have
important practical implications for optimizing the
diffusion process, maximizing propagation scope, and
controlling rumor spreading, among others.[2] Numerous
applications and algorithms have been developed in
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different domains, including public opinion
management[3−5], viral marketing[6−8], and rumor
detection[9−11].
Generally, two fundamental models, i.e., the
Independent Cascade (IC) model and the Linear
Threshold (LT) model[7], are applied to model the
diffusion process based on the network topology and
users’ activation status (active or inactive)[12−15].
However, the IC and LT models are oversimplified as
they barely consider the complexity of user interactions
and the reversible process of message interchange.
Although some studies have extended these two models
by considering features, such as time-delay[16], timebased functions[17], information content, user profile[18],
and information topic[19, 20], the progressive
dissemination characteristics of these models still
neglects the reversibility of diffusion process. That
means the messages can be only simulated by passing
among users unidirectionally[21], which is unrealistic in
real-world applications.
To address the defect of the IC-based and LT-based
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models, the Heat Diffusion (HD) model in physics, as a
non-progressive influence model, is employed to
describe the reversible information propagation process
in social networks[21, 22]. The HD-based modeling is
established on the network topology and the heat
conduction differential equation to investigate an
asymptotic diffusion process[23−25]. However, the HDbased model is too simplistic and abstract to reveal
complex user context in the real world. The weakness
stems from homogeneous users and single-type
messages in the HD-based model[23], which makes it
challenging to explain different user preferences on
information, varying user contexts, and trust relations.
In terms of user features, the Agent-Based Modeling
(ABM) is used to study the influence diffusion by
modeling each user as an individual agent. The ABM
focuses on users’ individual factors, such as likability,
social proof and consistency behavior, preference,
learning capacity, and user context[26−29]. Investigating
the detailed characteristics of the influence propagation
can help provide a more realistic simulation in complex
social networks[28]. However, generalizing a standard
method of the majority situation modeling and achieving
a full view of the entire social network is a challenge of
using the ABM[27].
Based on the above analysis, it is a challenge for stateof-the-art influence diffusion models to interpret
complex and reversible real interactive networks. In the
real world, messages with the same opinion or
understanding of a topic can be repeatedly delivered
among the same group of users. This reversible influence
exists when several individuals forward, reply or post
influencing messages about the same opinion among
each other multiple times, which will remain influential
in the network for a certain period. The reversibility of
the influence reinforces one opinion being transmitted
back and forth among a sub-group of users, generating
an “ echo chamber” in the online social networks[30].
Based on the continuous reinforcement of an opinion
about a topic in the echo chamber, this group of users can
act as an “influence source” for the entire network, which
guarantees long-term influence diffusion of a certain
opinion. The reversibility of influence diffusion greatly
helps to reveal the depth of influence on a group of users,
as it can demonstrate the potential of continuous
influence diffusion in a social network. Accordingly, our
primary motivation is to propose a comprehensive and

167

effective model to describe real user interactions and
message transmissions. This model can achieve a high
fidelity influence diffusion simulation and yield a
promising performance for influence maximization.
Meanwhile, the proposed model can prove that user
context is vital in revealing the complexity of
individuals’ interactions and determining the
performance of a simulated diffusion.
In light of this, we propose a novel diffusion model,
named the Operator-Based Model (OBM), which builds
on the Laplacian operator of the HD-based model by
adding the user context factors of the ABM. The concept
behind the OBM is to harness and bring together the
advantages of both the HD-based model and the ABM.
Its fundamental theories explain the possibility of
message transmission affected by variable user contexts
and diverse trust relationships during user interactions.
Significantly, the relations of user contextual elements,
such as user preference and user capacity, demonstrate
the complexity of user interactions and message
transmissions in the micro perspective. Based on this,
we propose a novel operator of the heat equation through
a differential equation of the network’s state evolution.
As a bridge between the ABM and the HD-based model,
the operator consists of all the micro factors of user
interactions and message transmissions, which plays a
critical role as the driving force of the influence diffusion
equation. The importance of this operator in micro and
macro aspects gives rise to the name of the OBM. The
theoretical logic of the OBM provides it with a strong
ability to interpret the complexity and reversibility of the
actual influence diffusion, overtaking state-of-art
influence diffusion models. Furthermore, we evaluate
the performance of the OBM by comparing it with
several other diffusion models. The experimental results
reveal that the OBM simulated trend appears more
similar to the actual diffusion trend than the other models.
In the application field, the OBM is further evaluated
by addressing the influence maximization problem in
complex social networks. Through the influence
maximization problem, we aim to identify a limited set
of influencers, expecting they can spread influence and
maximize the impact across the entire social
network[7, 21, 31−33]. Accordingly, we propose a novel
seed selection algorithm, i.e., Global Topical Support
Greedy algorithm (GTS-Greedy algorithm), to
accommodate the proposed OBM. The GTS-Greedy
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algorithm focuses on the overall support information of
a topic to maximize positive public opinion in influence
spread. Combining it with the OBM enables us to
achieve a close to realistic model for predicting the
positive influence maximization state of the network.
To summarize, the major contributions of this paper
are listed as follows:
• Development of theoretical foundation for how a
heat diffusion model emerges from the exchanges of
messages between users to reveal a complex and
reversible interactive network.
• Proposal of a novel influence diffusion model, i.e.,
OBM, by extending the HD-based model’s operator to
simulate the real influence diffusion process more
accurately.
• Demonstration of the importance of user context to
improve the similarity of influence diffusion simulation
and achieving of high quality influence maximization.
• Proposal of the GTS-Greedy algorithm by defining
global topical support messages as applied to the OBM
for achieving high performance in influence
maximization.
• Presentation of the asymptotic diffusion curve over
time by two types of measurements, i.e., the diffused
messages and the activated users, to comprehensively
exhibit the OBM results.
The rest of this paper is arranged as follows. Related
works are reviewed in Section 2. Section 3 describes the
theoretical background of OBM. In Section 4, we
introduce in detail the related term definitions and the
proposed OBM. In Section 5, we present the influence
maximization problem and propose a novel seed
selection algorithm. Section 6 discusses the
characteristics of OBM. The experimental setup and
results are demonstrated in Section 7. Finally, the
conclusion and suggestions for future research are
presented in Section 8.

2
2.1

Related Work
Influence Diffusion modeling

The IC model[34] and LT model[35] have been recognized
as two seminal information diffusion models[14]. Both
models primarily focus on the activation state of each
user−either active or inactive−in the information
diffusion process[12−15]. In both models, since the
synchronous diffusion occurs in the homogeneous social
networks[1], three obvious limitations can be observed:

no-time factor, no-individual factor, and no-message
factor. This leads to various key real characteristics to be
missed. To address this issue, several extended models
have been proposed by making improvements to the
classic influence diffusion models. In terms of the time
factor, Saito et al.[16] proposed the Asynchronous
Independent Cascades and Asynchronous Linear
Threshold (AsIC and AsLT) to improve the IC and LT
models by adding time delay on user interactions.
However, the AsIC and AsLT were only verified by
synthetic information diffusion results instead of
experiment in the actual propagation processes.
Moreover, Guille and Hacid[17] developed the TimeBased Asynchronous Independent Cascades (T-BaSIC)
model based on the AsIC and AsLT by introducing a
time-dependent probability. Nevertheless, it is
complicated and time-consuming to identify the
spreading path when implementing this model. In the
field of message and user factors, the Decaying
Reinforced User-Centric (DRUC) model is proposed by
Lagnier et al.[18] which, on the foundation of the LT
model, is used to highlight the content of information,
the user’s profile, as well as the user’s willingness to
diffuse. However, the difficulty of content classification
hinders its ability to make predictions on heterogeneous
information diffusion. Meanwhile, Barbieri et al.[20]
established the Topic-aware Independent Cascade (TIC)
model and Topic-aware Linear Threshold (TLT) model,
to categorize the content of each message and simulate
topic distribution. The models are yet unsuitable for
implementation in the real world due to the large number
of parameters. Furthermore, Wang and Street[6]
developed a Multiple-path Asynchronous Threshold
(MAT) model to reveal the influence diffusion of the
realistic viral marketing. The model describes the
influence spread as a 3A process (i.e., Awareness,
Aggregation, and Activation) with direct and indirect
influences, based on the threshold decision of the LT
model. Although the MAT model reflects a practical
purpose and detailed steps of influence diffusion, it
ignores the complexity of user context in information
exchanges. Therefore, the above-mentioned IC-based
and LT-based models are developed based on the
progressive propagating characteristic of the diffusion
process, which is unable to reflect the natural
reversibility of user interactions and message exchanges.
Some researchers apply the diffusion mechanism of
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physical heat diffusion to information propagation
modeling. For example, Ma et al.[31] adopted the HDbased model to simulate the information propagating
processes and performances in three networks and
optimize the marketing candidates selection. Golnari et
al.[21] introduced the heat conduction model as a nonprogressive model involving both social influence and
non-social influence to improve the existing nonprogressive models and address the influence
maximization problem. The HD-based model is
employed to estimate the influence of academic entities
in social media based on a two-layered graph[36]. The
benefits of the HD-based model include the reversibility
of diffusion, the asymptotic behavior of the networks,
and the state of the network in a closed-form solution.
However, the HD-based model has limitations regarding
its ability to reveal the complexity of user interactions
and message interchange based on homogeneous users
and uniform diffusion.
The ABM is also widely adopted to simulate influence
diffusion[12]. Van Maanen and Van der Vecht[26]
developed a multi-disciplinary approach to study online
social network influence. Chou and Chen[37] proposed a
multiple factors-aware diffusion model based on the
ABM. This model focuses on the influence transmission
of senders and the adoption decision of receivers to help
predict activation and estimate spreading in the
information diffusion field. Xu et al.[38] were inspired by
the ABM to integrate users’ interests, users’ attributes,
and users’ behaviors in a joint information diffusion
model. Li et al.[27] proposed a multi-agent-based
influence diffusion model that considers the individual’s
features, behaviors, and dynamic environmental factors
to reflect the complexity of influence diffusion and
simulate more accurate information dissemination
processes. However, it is difficult for the ABM to
generate a universe approach or achieve an overview of
the entire social network during a long-term asymptotic
diffusion process[27].
Hence, IC-based and LT-based models cannot aptly
describe the naturally reversible diffusion process. The
HD-based model can hardly reflect complex user
characteristics in a reversible and asymptotic diffusion
network. The ABM is unable to obtain an overall insight
of the asymptotic diffusion process. To mitigate these
deficiencies, in this paper, we introduce a
comprehensive model combining the user traits in the
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ABM and HD-based propagating mechanism to achieve
more accurate information regarding the influence
diffusion process.
2.2

Influence maximization

Influence maximization is acknowledged as an
application based on the influence diffusion model[7, 27].
Based on the HD-based model and the ABM, several
greedy algorithms have been developed to address the
influence maximization problem. The original greedy
algorithm calculates the marginal gain of each node
when selecting seeds at each iteration, which leads to
high computational costs[39−41]. To improve this
algorithm based on the HD-based model, Ma et al.[31]
proposed three influence maximization algorithms,
including the k-step Greedy algorithm. The critical step
of these algorithms concerns simulation of the network
evolution with various seed sets recursively. After
simulation, the user who achieves the highest margins
throughout the network is added to the seed set. The
algorithms are repeated until a seed set of size k is
constructed. Another algorithm was developed by
Golnari et al.[21], called the C2Greedy algorithm. Similar
to the k-step Greedy algorithm, C2Greedy recursively
identifies the most influential user and appends it to the
seed set. However, C2Greedy calculates the asymptotic
state that the network approaches after an infinite period
of time. Although these two algorithms have improved
the traditional greedy approaches by reducing the
potential overlaps in the long-term influence process,
both ignore the complex characterises of user
interactions and message transmissions.
Furthermore, Li et al.[27] presented the Enhanced
Evolution-Based Backward (2E2B) algorithm based on
a multi-agent-based model. The negative tendency and
influential capability of the individual are key indicators
of this algorithm for the selection of the seed set.
Nevertheless, the requirements of applying it are higher
than the general algorithms due to the specific preference
request. Wang and Street[6] developed the IV-Greedy
algorithm based on the MAT model in viral marketing.
However, this seed selection method inherits the same
limitation of the MAT model. Chen et al.[33] proposed a
best-effort algorithm and a faster topic sample based
algorithm based on the greedy algorithm by considering
user topic interests and user relationships. These
algorithms iteratively optimize the seed set by
estimating and sorting the upper bound of the user’s
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topic influence. Yet challenges exist surrounding the
accuracy of estimation of the bound and the substantial
calculations of the influence function.
Thus, the seed selection algorithms mentioned above
are impacted by unrealistic influence diffusion models,
which leads to distorted influence maximization results.
This paper addresses this limitation by producing a novel
algorithm based on the OBM. It focuses on maximizing
positive public opinions by calculating the number of
supported messages to draw a more accurate conclusion
of influence maximization.

3

Heat Diffusion Model

In heat diffusion, an undirected unweighted graph
G = (V, E) can be represented as a matrix with the form
of L = A − D, where A is the adjacency matrix and D

denotes the degree matrix. It serves as a discrete
analogue of the Laplacian operator ∆ . That is, if a
function ϕ : R × V → R satisfies
def

∂t ϕi =

∑
∂ϕi
=
ϕ j − ϕi
∂t
j∈N(i)

(1)

where N (i) denotes the set of all vertices v j such that
ei j ∈ E , then ∂t ϕ = Lϕ. This is equivalent to the heat
equation ∂t f = ∆ f .
For weighted bidirectional networks, we can define a
similar operator using Eq. (1) as an inspiration[31, 36].
Therefore, information diffusion can be modelled as a
heat diffusion process. The “ early adopters” can be
considered as “ heat sources”[23]. “ Diffusing their
influence” throughout the network stipulates a function
f : R × V → R that measures the degree of influence in the
network: early adopter vi begins such that f (t0 ) is very
large. The flow of f is determined by
∂t f = αH f (t)

(2)

where H denotes an operator that generalizes L to
weighted, directed graphs, and α represents a constant
determining the rate of diffusion. Equation (2) has a
closed-form solution:
f (t) = e

tαH

where

etαH

f (0)

(3)

is the matrix exponential:
eA =

A )m
= lim I +
m m→∞
m

∞
∑
Am
m=0

(

(4)

As a consequence of Eq. (1), heat-diffusion models on
indirect graphs equilibrate: ϕ converges to a state, where
ϕi = ϕ j for any i, j ∈ V . In reality, social networks hardly

achieve a global consensus. Therefore, more precise
models usually incorporate a more comprehensive
representation of the relationships between peers and
inherit the advantages of the heat-diffusion model, such
as
• An explicit differential equation modeling the
dynamics of the network.
• The state of the network can be expressed in a closedform solution.
• Minor computational complexity to evolve the
network over time.
• Capable of describing the asymptotic behavior of the
network.
Principle of superposition. Suppose a function on G,
ψ : R × V → R , evolves according to Eq. (2), where
α = 1 for the sake of simplicity. We have noted that the
solution for ψ , given an initial condition ψ(0) is given by
ψ(t) = etH ψ(0). Since etH is a linear operator, this
provides information on how combinations of solutions
evolve. ψ(0) denotes a vector whose components
describe the initial state of the network at each vertex.
We can deconstruct ψ(0) as: ψ(0) = δ1 (0) + · · · + δn (0),
where δi (0) represents the state of vi alone. Using Eq.
(3), we find
ψ(t) =etH ψ(0) =
etH (δ1 (0) + · · · + δn (0)) =
etH δ1 (0) + · · · + etH δn (0) =
δ1 (t) + · · · + δn (t)

(5)

Thus, we can understand the evolution of the network
as the sum of the evolution that is contributed by each
user. This is the principle of superposition. Applying it
to the problem of influence maximization, we find that
for a HD-based model, the total influence of an initial “s
eed set” of users equals to the total influence of each seed
user acting alone. Thus, we only need to consider the
most influential user to add to a seed set for influence
maximization on the HD-based model.

4
4.1

Operator-Based Model
Definition

A social network is a graph G = (V, E), where each vertex
vi ∈ V corresponds to a user in the social network. Each
def
edge ei j = (vi , v j ) ∈ E corresponds to an amicable
relationship between users vi and v j . In general, social
networks are directed and weighted. We account for the
directed nature by making edges ordered pairs and thus,
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ei j , e ji . For the purpose of investigating information
diffusion, an amicable relationship ei j is defined to
indicate that user vi directly influences the beliefs of user
v j . This will be formally described later in this paper.
For any pair of users (vi , v j ) ∈ V × V , we define a
quantity wi j ∈ [0, 1] to quantify the level of which user
v j trusts user vi . If wi j = 1, user v j trusts everything posted
by user vi . If wi j = 0, the activity of user vi has no direct
effect on user v j . Consequently, wi j = 0 if and only if
ei j < E .

Influence diffusion takes place between a user and its
neighbors of the graph G. Define Ni to be the set of all
users v j ∈ V such that ei j ∈ E . Similarly, define N i to be
the set of all users v j such that e ji ∈ E .
4.2

Derivation

Let ψ+i (t) and ψ−i (t) denote the number of messages in the
context of user vi in favor of topic ψ and irrelevant or
against topic ψ at time t, respectively.
Assumption 1 ψ+i + ψ−i is a constant, which we define
to be ci ∈ R : the capacity of the context of user vi .
Specifically, user context is a comprehensive concept
to describe the interactions of one user, which is related
to the information topic, user preference, and user
capacity. The capacity of user context is a changeable
constant ranging between the minimum and maximum
value of exchanged messages.
Assumption 2 User vi interacts with its neighbors
according to a Poisson process with rate Ri . Each
neighbor is equally likely to participate in an interaction
with user vi .
After interacting with user v j , a message is randomly
selected from the context of user vi , which is potentially
replaced. We then denote the probability that user v j
persuades user vi to adopt a message in favor of topic ψ
by P+ji , and the probability that user v j persuades user vi
to adopt a message irrelevant or against topic ψ by P−ji .
The probability that ψ+i increases by 1 at time t is
{
} ∑ 1
ψ−
P ∆t ψ+i = 1 =
P+ji i
di
ci

(6)

{
} ∑ 1
ψ+
P ∆t ψ+i = −1 =
P−ji i
di
ci

(7)

j∈N i

Similarly,

j∈N i

}
{
P ∆t ψ+i = 0 =
∑ 1(
) ψ− 1 (
) ψ+
1 − P+ji i +
1 − P−ji i
di
ci di
ci
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(8)

j∈N i

where di denotes the number of neighbors in N i .
Equations (6)−(8) imply the relationship of changed
{
}
{
}
P ∆t ψ+i = 1 + P ∆t ψ+i = −1 +
probabilities
as
{
}
P ∆t ψ+i = 0 = 1. With the user interactions, the expected
change of individual state is
[
]
1 ∑ + −
E ∆t ψ+i =
P ji ψi − P−ji ψ+i
di ci

(9)

j∈N i

By treating ψ as a random walk that evolves according
to a Poisson process, the evolution of the expected
network state is:
[ ]
]
[
])
1( [
∂t E ψ+i = lim E ψ+i (t + h) − E ψ+i (t) =
h→0 h
]
1 [
lim E ψ+i (t + h) − ψ+i (t) =
h→0 h
]
1 [
lim E ∆t ψ+i Ri h =
h→0 h
[
]
Ri E ∆t ψ+i

(10)

where h represents a time interval between two network
states and approaches zero. We denote the expected
value of the network state as ψ (taking advantage of a
significant abuse of notation). Moreover, we will replace
ψ+ with ψ , since ψ−i = ci − ψ+i . Combining Eqs. (9) and
(10), and mentioned replacements, we get
∂ t ψi =

Ri ∑ + −
P ji ψi − P−ji ψ+i =
di ci
j∈N i

Ri ∑ +
P ji (ci − ψi ) − P−ji ψi =
di ci
j∈N i

(
)
Ri ∑ +
P ji ci − P+ji + P−ji ψi
di ci

(11)

j∈N i

To determine the transition probabilities P+i j and P−i j ,
we note that the following criteria are supposed to be
satisfied
(1) If ψi = ψ j = 0, then P+ji = 0.
(2) If ψ−i = ψ−j = 0, then P−ji = 0.
(3) If ψi increases, then P+i j increases, and P−ji decreases.
(4) If ψ j increases, then P+ji increases, and P−ji decreases.
We note that the following definitions satisfy the
above criteria:
P+ji = w ji

ψi + ψ j
ci + c j

(12)

172

Journal of Social Computing, June 2021, 2(2): 166−182

P−ji = w ji

ψ−i + ψ−j
ci + c j

(
)
ψi + ψ j
= w ji 1 −
ci + c j

(13)

where wi j ∈ R is a constant encoding the strength of the
relationship between users vi and v j . We substitute these
into Eq. (11):
∂ t ψi =

ψi + ψ j
Ri ∑
w ji
ci − w ji ψi =
di ci
ci + c j
j∈N i

Ri ∑
ci
ci
w ji
ψ j + w ji
ψi − w ji ψi =
di ci
ci + c j
ci + c j

5

j∈N i

cj
Ri ∑
ci
w ji
ψ j − w ji
ψi
di ci
ci + c j
ci + c j

(14)

j∈N i

We can combine the interactions in Eq. (14) into a
matrix, giving the differential equation
∂t ψ = Hψ

should be iteratively calculated to f (0).
• The data structure should store the non-zero entries’
information of the operator H , which is extended by user
trust, user capacity, and the interaction rate.
Therefore, the diffusion process of the operator-based
model is different from the HD model, because these two
operators in the heat equation express diverse
connotations.

(15)

Influence Maximization (IM) aims to achieve the
highest impact on one topic through the entire social
network by triggering a minimum set of beginners[27, 32].
The beginners are seen as the seeds and the process of
seeking the seed set is considered as the seed selection.
The IM problem can be formulated as the following
equation[32]:

In Eq. (15), H is defined as


Ri



(
) w ji ,




 di ci + c j
H ji = 



Ri ∑
ck



wki
,
−
k∈N
i
di ci
ci + ck

4.3

I M M (G, k) = argmaxe⊆V,|e|=k σ M (e,G)
i , j;
(16)
i= j

Network diffusion process

Since the evolution of ψ is generated by H, we can utilize
the matrix exponential to evolve the network over time.
Discretizing time allows us to quickly approximate this
evolution using matrix-vector multiplication:
∆tH

e

≈

M
∑
∆tm H m

m

m=0

(

∆tH
≈ I+
M

)M
(17)

which can be applied to compute the diffusion process
by the heat diffusion equation:
(
f (t) = I +

∆tH
M

Operator-Based Influence Maximization

)M
(18)

f (0)

The unchangeable initial value f (0) in Eq. (18) for each
iteration of heat diffusion cannot satisfy the information
diffusion. This is because the network information can
be generated spontaneously and randomly by users
during the influence diffusion process. By considering
this spontaneity of information diffusion, we reset the
value of f (0) at each iteration, which is endowed with
changeability.
There are two techniques used for reducing the
computational complexity as follows:
(

∆tH
• The matrix exponent approximation I +
M

)M

(19)

where σ denotes a function of influence spreading,
determining the value that is used to measure the
influence. k represents the set of seeds as the beginner
(or the budget).
To solve this problem, an appropriate seed-selection
algorithm is required to be applied to identify the seed set
based on a particular diffusion model. Next, the selected
seed sets are used to achieve the maximum influence
coverage. Based on the different limited sizes of the seed
set, the trend of these maximum values can be used to
evaluate the seed selection algorithm’s performance
within the relevant diffusion model.
5.1

Global topical support

In the OBM, user preference has been considered in the
diffusion process. The positive influence diffusion of the
topic is mostly seen as the valid information spread in the
real world, especially in the commercial area.
Accordingly, we stipulate that the number of messages
or posts in favor of a collective topic (such as news
coverage praising the actions of a public figure) can be
used to measure the overall level of valid influence. With
this in mind, we define the Global Topical Support (GTS)
as an indicator to represent the propagation of operatorbased positive influence in a global perspective.
Corresponding to Eq. (19), GTS can be expressed by
using σGT S formulated as
σGT S =

∑
i∈V

ψi

(20)
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where σGT S represents the expected number of messages
in the user context by favoring a predetermined topic.
Therefore, the operator-based IM is different from the
traditional IM. The maximum influence coverage of the
OBM, i.e., the GTS, is measured by the number of
disseminated messages, whereas the traditional
influence coverage aims to maximize the number of
influenced users.
5.2

GTS-Greedy algorithm

The GTS-based seed selection algorithm, called the
GTS-Greedy algorithm, sets the objective for
maximizing the GTS. The algorithm is inspired by
several theories, which amalgamates the initial setting
of the k -step Greedy algorithm[31], the margin concept
of the traditional greedy algorithm[32], and the ranking
concept for identifying the top influencers. Firstly, the
initial setting of the k-step Greedy algorithm in the HD
model assumes the same opportunity for each node in the
network and sets up the same initial value to evaluate the
utility of its diffusion[31]. However, the k-step Greedy
algorithm justifies the maximum influencers by setting
a threshold, which makes it difficult to assume a
reasonable value in complex social networks. Secondly,
the margin of the greedy-based algorithm, as the core
feature, is able to be determined if the node can be
selected into the seed set[32]. Therefore, the margin in
GTS-based algorithm refers to the margin of the
influence of node/user vi , reflecting the difference
between the amount of messages after diffusing to
neighbors and before propagation, i.e., ∆in f s = ui (t)−
ui (0). Thirdly, once the margin of each node’s influence
is obtained the corresponding values are ranked for seed
selection. According to the size budget of each seed set,
the top-k influencers should be selected as the seed set.
The detailed description of the GTS-Greedy algorithm is
displayed in Algorithm 1.

6
6.1

Discussion
Time complexity of network evolution

In order to propagate the network influence, we must
calculate the kernel:
∆tH

e

(

∆tH
≈ I+
M

)M
(21)

Formula (21) is a matrix-matrix multiplication, thus
the time complexity to evolve the network over any
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Algorithm 1 The GTS-Greedy algorithm
Input: Graph of a social network G = (V, E)
Output: Seed set S (k)
1: for each Individual i do
2:

f (0) = 0 ; fi (0) = h0 ; ui (0) = sum[ f (0)] = h0;

3: Execute the OBM diffusion process f (t) = etαH f (0);
4: Generate ui (t) = sum[ f (t)];
5: Calculate ∆in f si = ui (t) − ui (0) ;
6: Ranking ∆in f si into the list I ;
7: end for
8: for l = 1 to k do
9: Select top-k ∆in f si for individual i into set S (k);
10: Output seed set S (k);
11: end for

period of time (∆t ∈ N ) is O(n3 M), where n denotes the
number of users in the network. The precision of the
approximation in Formula (21) is determined by the
magnitude of M , namely, larger values of M correspond
to more precise depictions of the network evolution.
However, this matrix only needs to be calculated once.
When taking the discrete approximation in Formula (17),
evolving the state one time-step ∆t is accomplished via
matrix-vector multiplication. Thus, the time complexity
of this approximation — once the kernel Formula (21) is
determined — is O(n2 t) where t is the number of
timestamps.
6.2

Generalizing the heat diffusion model

Recalling that Eq. (14) considers the case, where
ci = c j = c for all vi , v j ∈ V . We can make the substitution
w′ji =

Ri
w ji and simplify Eq. (14) to get
2cdi
∑
(
)
∂t ψi =
w′ji ψ j − ψi

(22)

j∈N i

Equation (22) characterizes heat diffusion on a
directed graph. If we consider an indirect graph w′ji = 1
for all i, j ∈ V , then we recover Eq. (1). Therefore, the
HD model incorporates a rudimentary form of user
context: the HD model implicitly hypothesizes that the
information capacity of each user, ci ∈ R , is a fixed
constant.
Conversely, the operator-based model can be seen as
the generalization of a heat diffusion model with the
hypothesis that ci varies between users.
6.3

Interpretation of micro-level factors

In this model, we involve several micro-level factors to
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establish the theoretical foundation of user interactions
and message transmissions. By measuring the change of
the number of messages we can observe two phases in
which a user is influenced. Firstly, from Eqs. (12) and
(13), the message transmission probability is determined
by two factors: user relationship and user context. The
former can be reflected as parameter wi j presenting the
probability of user j influenced by user i, while the latter
represents the impact of relevant previous messages,
expressed as

ψi + ψ j
. In this phase, we focus on the
ci + c j

interactive factors between users to build transmission.
Secondly, from Eqs. (6)−(8), the influence probability is
composed of reception capability, transmission
probability (i.e. P+i j and P−i j ), and the number of neighbors.
The reception capability is the available space of one
topical preference, indicated as

ψ+i
ψ−
and i . The user
ci
ci

influence possibility of this phase concentrates on the
individual factors.
As all the above micro-level factors are adjusted for
different users, our model is able to embody the realworld complexities of information diffusion. Meanwhile,
these factors extend the operator’s content in the heat
equation through a series of formula derivations.
6.4

Relation to agent-based modeling

The OBM is derived from the network evolutionary
states, which result from the exchanging of positive and
negative messages between users. These messages are
exchanged according to a Poisson process which is
unique to each user.
Each user in the social network can be modeled as a
proactive and autonomous agent, which randomly
interacts with neighbors and shares messages at the rate
of Ri . Such interactions may affect agent’s behaviors,
i.e., they intend to spread messages according to
transmission probabilities formulated in Eqs. (12) and
(13).
The derivation of the OBM is based on the expected
evolution of an agent-based model, outlined in the
preceding two paragraphs. Therefore, the obtaining of
average state of agent-based simulations aligns with the
state of OBM with the probability 1.

7

Experiment and Result

The experiments conducted have two major objectives.
Firstly, we aim to prove that the OBM can simulate a near

real-world diffusion process by measuring diffused
messages and activated users. We present the actual
similarity of the OBM in order to compare it against three
classic diffusion models by employing Dynamic Time
Warping (DTW) method[42, 43]. Secondly, the
performance of the proposed GST-Greedy algorithm is
evaluated by comparing it with state-of-the-art seed
selection algorithms. All experimental results recorded
in the following figures represent the average of multiple
tests.
7.1
7.1.1

Experiment setup

Dataset
The experiments are conducted based on two Twitter
datasets. Both contain a directed temporal social
network, constructed through one-to-one interactions
among users. The first dataset comes from Stanford
SNAP[44], i.e., Higgs Twitter Dataset (HTD)[45]. In the
experiments, we suppose that the HTD can be seen as a
relevant and positive influence dataset for particle
discovery with the Higgs boson features. In the social
network G = (V, E), there are 456 631 users as nodes and
14 855 875 influenced relationships as edges
corresponding to timestamps to set up a large-scale
network. Meanwhile, three types of interactions (i.e., “m
ention”, “retweet”, and “reply”) are used in this dataset
to imply the users’ influence relationship. For instance,
if vi retweeted the tweet “@vk The Higgs Boson plays a
crucial role in scientifically field”, which is sent by v j at
time t, then the following links are established:
• vi retweets (RT) v j at time t, meaning it is a direct
influence from user j to user i;
• vi mentions (MT) vk at time t, meaning it is an indirect
influence from user k to user i.
From this example, we identify the influence direction
based on user interactions and message state. In other
words, if vi mentions, replies, or retweets a message from
v j at time t, we say that vi is influenced by v j at time t.
We randomly selected several users and followed their
real diffusion to generate a network topology including
1000 users at the final timestamp, as shown in Fig. 1. The
red node represents user and the blue arrow line shows
the influence relationship between two nodes. The node
at the starting point of the arrow influences the one at the
end point. The HTD sample shows a diverging diffusion,
which implies that most of nodes are influenced by
several key nodes.
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Fig. 1

Network structure of sampled HTD.

The second dataset comes from an open-published
data platform (i.e. data.world) and refers to a series of
IRA troll tweets[46], called Troll data. As this dataset
contains angry, slanderous, and swear words in almost
every text message, it can be considered as a negative
influence dataset. There are 2860 users and 6958 retweet
messages corresponding to continuous timestamps
based on a single type of influence interaction. For
example, vi retweeted the tweet “@v j I hate something”
at time t , which only established the edge by vi
mentioning (MT) v j at time t. In other words, the
relationship is that vi was influenced by v j . Through the
same extraction method, the Troll data sample displays
a different network topology, as shown in Fig. 2 . This
topology looks like a converging network that means
there are a large number of senders and a small number
of receivers. Therefore, these two datasets represent two
different types of topology and information diffusion
based on opposite preference messages.
7.1.2 Model setup
Based on the principle of superposition, since the
influenced state of the actual user in these two datasets
is measured by the number of tweets posted by itself, the
network state can be regarded as the amount of totally
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accumulated messages at each timestamp. Meanwhile,
although the messages of these two datasets represent
different emotional preferences, their influence
diffusion can be interpreted in the OBM by the same
mechanism and symmetrical factors.
In terms of the parameter setting in the OBM, we use
the topological structure of real data. For user vi , its outdegree di means the number of neighbors who can
possibly influence the user. Furthermore, user capacity
ci is a fixed and random generated value, denoting how
much of a message can be totally exchanged by a user.
The range of this value is based on the summation of indegree and out-degree of actual users. According to the
statistical analysis of real data, the user capacity of the
first dataset is randomly selected between 1 to 20, while
in the second dataset it is randomly set between 20 to 100.
Therefore, the fixed value of ci varies with different users,
which forms the foundation for understanding and
presenting personalized user context. Further, each
interaction rate Ri is the same (refer to Subsection 4.2).
For a pair of users (vi and v j ), w ji ∈ [0, 1] represents the
influence degree, where v j is the influencer and vi is the
influence. w ji can be estimated by
w ji ≈

Number of instances where v j influences vi
Total number of influences affecting vi

(23)

During the simulation process, the operator H is
generated by each influence relationship and
dynamically determines the state of the network by
constant interactions.
After the simulation, two methods can be leveraged to
measure the results, i.e., the influenced state of the entire
network. The first method calculates the total diffused
messages. This method is based on the heat diffusion
equation, mainly reflecting the importance of message
transmission for the influence diffusion process. Since
the experimental datasets are supposed to represent the
one-side preference influence of a topic, the value of the
total diffused messages can be simplified as
∑

ψ−i .

∑

ψ+i or

i∈V

i∈V

Fig. 2

Network structure of Troll data.

The second method of the result’s measurements
estimates the total activated users. It stems from the IC &
LT models and focuses on the influence coverage of
users. This method could help forecast the potential
market or identify underlying public opinion supporters.
Since the OBM cannot directly obtain the count of

7.2

Performance evaluation of diffusion models
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Influence diffusion trend of sampled HTD.
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The goal of the first experiment is to simulate the natural
influence diffusion process by using different models
and comparing the similarity of each simulated trend to
real data trends. Before conducting the simulation, in
order to present the large-scale diffusion, a reasonable
initial point in the actual diffusion trends should be
chosen.
Primarily, we exhibit the influence diffusion process
of the first dataset in Fig. 3. This Real Diffusion (RD) of
the HTD sample is generated from the original dataset to
present the features of practical diffusion and simplify
the calculation. We randomly select the nodes at the
initial time, trace their real diffusion paths, and collect
the network relationships and states of their diffusion
process to obtain a real diffusion trend over time. In
Fig. 3, the x-axis denotes the timestamps and the double
y-axis represents the network state, i.e., the total diffused
message amount for the left y-axis and the total activated
user amount for the right y-axis. Both trends demonstrate
a steady increment trend before the 71st timestamp, and
then rise dramatically. Therefore, the 71st timestamp can
be selected as the initial point as it represents the largescope propagation beginning in the HTD.
Figure 4 displays the RD process of the original troll
dataset instead of the sampled data. It is noticeable that
this dataset exhibits two-time dramatic increases at the
60th and the 80th timestamps. This is due to the fact that
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Influence diffusion trend of Troll data.

numerous senders in this network structure intensively
enter the diffusion process at these two timestamps.
Accordingly, we select the 60th timestamp as the initial
point as it shows the most rapid increase of influence
propagation.
7.2.1 Simulating and comparing the influence
diffusion process by messages
Based on the selected initial points, we firstly utilize the
OBM and the HD-based model to simulate influence
propagation by measuring the spreading of messages
and comparing them with the RD process. However, the
IC and LT models only consider the activated users
rather than the propagated messages, and thus they are
excluded from this experiment.
Figure 5 shows the simulated diffusion trends based
on the first dataset (sampled HTD). Each trend displays
the total diffused messages against timestamps.
Intuitively, the OBM simulated curve is fairly close to
the RD curve and they intersect at around 100th
timestamp. On the contrary, the HD-based model
simulated curve appears far from the RD curve after a
rapid and wide-spreading initial increase. Therefore,
Total diffused message amount

activated users from its formula calculations, we define
that a user vi is activated if ψi > 0 . The sum number of
these users denotes the value of the total activated users.
These two types of measurements, i.e., the diffused
messages and the activated users, can comprehensively
exhibit the OBM results.

Total activated user amount
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Fig. 5 Influence diffusion trend comparison in sampled
HTD by messages propagation.
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topological structures and is able to express the network
state by the diffused messages. Meanwhile, user context
plays a critical role in determining the performance of
influence diffusion modeling.
7.2.2 Simulating and comparing the influence
diffusion process by users
Secondly, we simulate the influence diffusion process by
estimating the amount of activated users. The simulation
models include the OBM, the HD-based model, the IC
model, and the LT model. We analyse the models’
simulated performance on user coverage by comparing
each simulated trend with the natural propagation
process.
For the first dataset, Fig. 7 shows four simulated
diffusion curves and the actual diffusion curve. We can
intuitively notice that the OBM curve displays almost the
same tendency as the RD curve with the passage of time
since these two curves are almost coincident. Meanwhile,
the HD-based curve presents a rapid growth of the
influenced users at the beginning, which overestimates
the number of activated users. In addition, the simulated
curves by the IC and LT models (ICM and LTM) are
situated far lower than the RD trend, showing an
underestimated spreading process. Therefore, the results
reveal that the OBM has a stronger capacity for
expressing the characteristics of the actual diffusion
process through simulating the activated user increasing
trend.
Similarly, Fig. 8 displays the results based on the
second dataset. Specifically, the OBM simulation almost
coincides with the RD during the entire diffusion period,
whereas all other simulated trends present several
deviations from the RD trend. Since the OBM activated
users are produced from the OBM diffused messages,
the outstanding performance of this OBM simulation
Total activated user amount

Total diffused message amount

through these two simulated trends we can see that the
OBM simulation can roughly present a realistic largescale propagating process, whereas the HD-based
simulation process is distorted due to initial excessive
propagation.
Similarly, Fig. 6 displays diffusion curves based on the
second dataset. To be specific, the OBM simulated trend
presents a similar two-time dramatic increase as the RD
trend, while the HD-based simulated diffusion displays
a downtrend at the beginning and one uptrend around the
81st timestamp. Therefore, in terms of simulating
diffusion, the OBM performs better than the HD-based
model.
Through comprehensively analyzing the propagation
simulations in Figs. 5 and 6 , we find two particular
reasons why the OBM can yield better results in the two
datasets. Firstly, the OBM makes full use of the
continually updated network structure during timeseries propagation. Secondly, the OBM operator
considers the complex, personalized characteristics of
user context, which can correct the simulated influence
diffusion process to close the RD trend. On the other
hand, the poor performance of the HD-based model
stems from its out-degree-based operator that fails to
take user context into account. Meanwhile, the contrary
out-degree of two networks leads to overestimating and
underestimating of the actual propagation process by the
HD-based model. Therefore, the significance of user
context in influence diffusion modeling can be proven,
because user context complicates the diffusion equations
operator to adjust the range of simulated message
diffusion closing to the RD trend.
As a whole, the experimental results have shown that
OBM has a strong simulating capacity in various
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Fig. 6 Influence diffusion trend comparison in Troll data by
messages propagation.
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Fig. 7 Influence diffusion trends comparison in sampled
HTD by user activation.
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OBM
HD
RD
ICM
LTM

Method
DTW(HD, RD)-Msg
DTW(OBM, RD)-Msg
DTW(HD, RD)-User
DTW(OBM, RD)-User
DTW(ICM, RD)-User
DTW(LTM, RD)-User

1750
1500
1250
1000
55

60

65

Distance of simulated trends by DTW.
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Fig. 8 Influence diffusion trends comparison in Troll data
by user activation.

also benefits from complex user context. By contrast, the
unpromising performance of the HD-based simulation
stems from the use of partial matrix factors (only the outdegree di). Besides this, the IC & LT simulations deviate
from the RD trend as they cannot express complex user
context and reversible message transmissions.
To sum up, by estimating the number of activated
users, the OBM presents a better performance on
simulation than other compared models. The importance
of user context and reversible message transmission has
been proven in the influence diffusion modeling.
7.2.3 Comparing the similarity of trend comparison
by DTW
Finally, we introduce the DTW method to compare the
similarity of the model simulations. The DTW is able to
calculate the distance between two-time series and is
thus a common method to measure similarity[42, 43, 47].
This method intends to find the optimal alignment of two
temporal sequences with different lengths and speeds[48],
which results in better performance and more
meaningful discrepancy distances than other
approaches[42, 49]. The DTW result represents the
distance value in the scalar quantity[50], which is
employed to measure how similar two diffusion trends
are in time sequences. The evaluation criteria of the
results follow that a smaller value of the DTW
demonstrates a lower distance and a better similarity of
two sequences. Therefore, by computing the similarity,
the DTW method is recognized as an effective tool to
compare the overall performance of each simulation.
According to the results of Figs. 5–8, we produce the
similarity values between each simulated curve and RD
curve, shown as Table 1. In terms of influence diffusion
similarity by message propagation, DTW (OBM, RD)Msg outcomes are lower than the results of DTW (HD,

Distance
Sampled HTD
Troll data
577 113.90
4223.28
10 588.99
0
536.55
28.13
0
0
11 310.72
8756.03
11 940.09
8756.07

RD)-Msg in the two datasets. Regarding the simulated
trends of the activated users, the outputs of DTW (OBM,
RD)-User are zero. These results mean that the OBM
simulation is more similar to the actual diffusion
tendency than others; notably, in terms of the distance
and shape of the two curves, it is almost identical to the
actual user activation trend.
In summary, this experiment displays that the OBM
simulated diffusion process shows higher similarity to
the real-life process than other related types by
measuring DTW. These DTW outcomes support the
results of the above simulation experiments by
presenting the overall statistical value of each model’s
similarity.
7.3

Influence maximization with the GTS-greedy
algorithm

In the influence maximization experiment, we focused
on the seed selection algorithm comparison by
measuring the maximum number of the global topical
support messages. Each selection algorithm is based on
the same diffusion model (i.e., the OBM), since it has
been proven as a better model to simulate the RD process.
We compare the performances of the following four seed
selection approaches:
• Random Selection: Selecting each seed randomly,
so that the seed set increases incrementally[27, 32, 39].
• Degree Ranking Selection: Ranking the users based
on out-degree, i.e., the size of coverage
users[27, 32, 39].
• K -Step Greedy Selection: Finding the top-k
influential individuals by threshold and minimizing the
overlaps[31].
• GTS-Greedy Selection (Algorithm 1).
Figure 9 demonstrates the result of the maximum
global topical support of each seed selection method
based on the HTD topology. The x-axis denotes the seed
set size, and the y-axis denotes the global topical support

Maximum global topical
support (message)
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Fig. 9 Maximum global topical support comparison of the
seeding algorithms in sampled HTD.

Maximum global topical
support (message)

by measuring the total messages. In general, four curves
have continuously increasing trends by varying the seed
set size. This means the number of the supporting
message constantly grows with the increase of seed set
size by adopting these four seed selection algorithms. In
particular, the maximum influence of the GTS-Greedy
algorithm is higher than other algorithms, as the message
number of the GTS-Greedy algorithm is greater than that
of the others. Furthermore, the second higher curve is
from the k-step Greedy algorithm which appears higher
than the degree ranking selection and the random
selection.
Similarly, Fig. 10 presents the maximum GTS of each
seed selection method by employing the Troll data
topology. Remarkably, the GTS-Greedy algorithm
shows better performance on maximizing the whole
influence state of the network. However, the degree
ranking algorithm displays an unsatisfactory result. This
is due to the fact that most nodes are of low-out-degree
and no node owns extremely high-out-degree in this
network. This shows that the ranking out-degree is
Random selection
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k-step greedy selection
GTS-Greedy selection
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Fig. 10 Maximum global topical support comparison of the
seeding algorithms in Troll data.
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associated with inefficiency in this network structure.
To sum up, the GTS-Greedy algorithm outperforms
the other classic algorithms on influence maximization
in two different network topologies. This algorithm is
based on the OBM, where some micro factors can be
captured and utilized in seed selections. The OBM in
combination with the GTS-Greedy algorithm not only
simulates the real-world diffusion process but also
predicts the near real-life influence maximization state in
social networks. Meanwhile, two experimental datasets
provide different preferences of a topic, which indicates
that the GTS-Greedy algorithm can be applied to select
significantly favorable nodes to maximize the positive
influence or discover the source of adverse public
opinions to predict the worst influence situation.
7.4

Discussion

Results from both experiments reveal the promising
performance of the proposed OBM and the GTS-greedy
algorithm, respectively. The first experiment
demonstrated that the OBM simulated diffusion can
better match the real-world diffusion process than other
models by estimating the diffused messages and
activated users in two social networks. Significantly, the
OBM simulation accounts for the temporally updated
network topology, reversible message transmission, and
user contextual features to reveal the network state in the
actual propagation process, contributing to an
improvement in the similarity of influence diffusion
simulation. In the second experiment, the GTS-Greedy
algorithm based on the OBM is assessed as a better
method to achieve influence maximization in two types
of topologies.
The experiments have revealed the following insights:
(1) During influence diffusion, the diffused message
number is a fundamental element in terms of reflecting
the state of users and can be superimposed to reveal the
whole network influence state; (2) in complex social
networks, the user context is a significant aspect for the
quality and performance of simulated influence
diffusion; (3) due to the temporal updated topology, the
OBM has an excellent ability to simulate the actual
diffusion variation tendency in a long-time and
asymptotic sequence; (4) the GTS provides a novel
macro viewpoint for observing the overall network’s
state of positive influence maximization; (5) the GTSGreedy algorithm can be seen as a good application of
the OBM for the selection of critical users in complex
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social networks based on positive or negative influence
environments.

[6]

8

[7]

Conclusion

In this paper, we proposed a novel influence diffusion
model, i.e., the OBM, to simulate the real-world
influence propagation process. The mechanism of
information dissemination in this model stems from heat
diffusion, while the complexity of individuals is
emphasized by user context. Experimental results
demonstrated that the proposed model yields an
excellent simulation of the real-world information
diffusion process in two kinds of datasets by calculating
activated users and diffused messages. The OBM results
are more similar to the actual influence diffusion pattern
than other classic models since the user context is taken
into consideration. The applied network type and the
result type of the OBM are more comprehensive than
some classical diffusion models. Furthermore, we
proposed a novel influence maximization algorithm
based on the OBM, i.e., the GTS-Greedy algorithm.
Experimental results proved that the GTS-Greedy
algorithm can outperform several classic approaches.
Further improvements can be made to greater optimize
the OBM. Firstly, it can be extended by involving the
multiple-topic networks with positive and negative
preference influence diffusion. Secondly, more practical
datasets and problems can be used to validate the
significance of the OBM-based applications.
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