Reservoir fluid properties are very important in reservoir engineering computations such as material balance calculations, well test analysis, reserve estimates, and numerical reservoir simulations. Ideally, these properties should be obtained from actual measurements. Quite often, however, these measurements are either not available, or very costly to obtain. In such cases, empirically derived correlations are used to predict the needed properties. All computations, therefore, will depend on the accuracy of the correlations used for predicting the fluid properties.
Introduction
Reservoir fluid properties are very important in petroleum engineering computations, such as material balance calculations, well test analysis, reserve estimates, inflow performance calculations and numerical reservoir simulations. Ideally, these properties are determined from laboratory studies on samples collected from the bottom of the wellbore or at the surface. Such experimental data are, however, not always available or very costly to obtain. Then, the solution is to use the empirically derived correlations to predict PVT properties.
There are many empirical correlations for predicting PVT properties, most of them were developed using linear or non-linear multiple regression or graphical techniques.
Each correlation was developed for a certain range of reservoir fluid characteristics and geographical area with similar fluid compositions and API gravity. Thus, the accuracy of such correlations is critical and it is not often known in advance.
Among those PVT properties is the bubble point Oil Formation Volume Factor (B ob ), which is defined as the volume of reservoir oil that would be occupied by one stock tank barrel oil plus any dissolved gas at the bubble point pressure and reservoir temperature. Precise prediction of B ob is very important in reservoir and production computations. The objective of this study is to develop a new predictive model for B ob based on Artificial Neural Networks (ANN) using worldwide experimental PVT data.
A new algorithm for training feed forward neural networks was used. That algorithm was found to be faster and more stable than other schemes reported in the literature. Database of 803 published data from the Middle East, Malaysia, and Gulf of Mexico fields was used to develop the present model. Of the 803 data points, 402 were used to train the ANN models, 201 to cross-validate the relationships established during the training process and the remaining 200 to test the model to evaluate its accuracy and trend stability. Using the same 200 data points, several empirical correlations were used to predict B ob . The results show that the present model outperforms all the existing models in terms of absolute average percent error, standard deviation, and correlation coefficient. 
Empirical Models and Evaluation Studies
For the last 60 years engineers realized the importance of developing and using empirical correlations for PVT properties. Studies carried out in this field resulted in the development of new correlations. Standing 1,3 presented correlations for bubble point pressure and for oil formation volume factor. Standing's correlations were based on laboratory experiments carried out on 105 samples from 22 different crude oils in California. Katz 2 presented five methods for predicting the reservoir oil shrinkage. Vazquez and Beggs 4 presented correlations for oil formation volume factor. They divided oil mixtures into two groups, above and below thirty degrees API gravity. More than 6000 data points from 600 laboratory measurements were used in developing the correlations. Glaso 5 bubble point pressure correlation was found to contradict the physical laws. In 1992, Al-Marhoun 12 published a second correlation for oil formation volume factor. The correlation was developed with 11,728 experimentally obtained formation volume factors at, above, and below bubble point pressure. The data set represents samples from more than 700 reservoirs from all over the world, mostly from Middle East and North America.
Macary and El-Batanoney 13 presented correlations for bubble point pressure and oil formation volume factor. They used 90 data sets from 30 independent reservoirs in the Gulf of Suez to develop the correlations. The new correlations were tested against other Egyptian data of Saleh et al.
14 , and showed improvement over published correlations. Omar showed 3.9%. The study strongly supports the approach of developing a local correlation versus a global correlation.
Al-Fattah and Al-Marhoun 26 published an evaluation of all available oil formation volume factor correlations. They used 674 data sets from published literature. They found that AlMarhoun 12 correlation has the least error for global data set. Also, they performed trend tests to evaluate the models' physical behavior.
Finally, Al-Shammasi 27 evaluated the published correlations and neural network models for bubble point pressure and oil formation volume factor for accuracy and flexibility to represent hydrocarbon mixtures from different geographical locations worldwide. He presented a new correlation for bubble point pressure based on global data of 1661 published and 48 unpublished data sets. Also, he presented neural network models and compared their performance to numerical correlations. He concluded that statistical and trend performance analysis showed that some of the correlations violate the physical behavior of hydrocarbon fluid properties. Published neural network models miss major model parameters to be reproduced.
Neural Network Models
Artificial neural networks are parallel-distributed information processing models that can recognize highly complex patterns within available data. In recent years, neural network have gained popularity in petroleum applications. Many authors discussed the applications of neural network in petroleum engineering [28] [29] [30] [31] [32] . Few studies were carried out to model PVT properties using neural networks. In 1996, Gharbi and Elsharkawy 33 published neural network models for estimating bubble point pressure and oil formation volume factor for Middle East crude oils. They used two hidden layers neural networks to model each property separately. The bubble point pressure model had eight neurons in the first layer and four neurons in the second. The formation volume factor model had six neurons in both layers. Both models were trained using 498 data sets collected from the literature and unpublished sources. The models were tested by other 22 data points from the Middle East. The results showed improvement over the conventional correlation methods with reduction in the average error for the bubble point pressure oil formation volume factor.
Gharbi and Elsharkawy 34 presented another neural network model for estimating bubble point pressure and oil formation volume factor for universal use. They used three-layer neural network model to predict the two properties. They developed the model using 5200 data sets collected from all over the world representing 350 different crude oils. Another set of data consisting of 234 data sets was used for verifying the results of the model. The reported results for the universal model showed less improvement than the Middle East neural model over the conventional correlations. The bubble point pressure average error was lower than that of the conventional correlations for both training and test data. The oil formation volume factor on the other hand was better than conventional correlations in terms of correlation coefficient. The average error for the neural network model is similar to conventional correlations for training data and higher for test data than the best performing conventional correlation.
Elsharkawy 35 presented a new technique to model the behavior of crude oil and natural gas systems using a radial basis function neural network model (RBFNM). The model can predict oil formation volume factor, solution gas-oil ratio, oil viscosity, saturated oil density, undersaturated oil compressibility, and evolved gas gravity. He used differential PVT data of ninety samples for training and another ten novel samples for testing the model. Input data to the RBFNM were reservoir pressure, temperature, stock tank oil gravity, and separator gas gravity. Accuracy of the model in predicting the solution gas oil ratio, oil formation volume factor, oil viscosity, oil density, undersaturated oil compressibility and evolved gas gravity was compared for training and testing samples to all published correlations. The comparison shows that the proposed model is much more accurate than these correlations in predicting the properties of the oils. The behavior of the model in capturing the physical trend of the PVT data was also checked against experimentally measured PVT properties of the test samples. He concluded that although, the model was developed for specific crude oil and gas system, the idea of using neural network to model behavior of reservoir fluid can be extended to other crude oil and gas systems as a substitute to PVT correlations that were developed by conventional regression techniques.
Finally, Varotsis et al. 36 presented a novel approach for predicting the complete PVT behavior of reservoir oils and gas condensates using Artificial Neural Network (ANN). The method uses key measurements that can be performed rapidly either in the lab or at the well site as input to an ANN. The ANN was trained by a PVT studies database of over 650 reservoir fluids originating from all parts of the world. Tests of the trained ANN architecture utilizing a validation set of PVT studies indicate that, for all fluid types, most PVT property estimates can be obtained with a very low mean relative error of 0.5-2.5%, with no data set having a relative error in excess of 5%. This level of error is considered better than that provided by tuned Equation of State (EOS) models, which are currently in common use for the estimation of reservoir fluid properties. In addition to improved accuracy, the proposed ANN architecture avoids the ambiguity and numerical difficulties inherent to EOS models and provides for continuous improvements by the enrichment of the ANN training database with additional data. 37 (146). Each data set contains reservoir temperature, oil gravity, total solution gas oil ratio, and average gas gravity, bubble point pressure and oil formation volume factor at the bubble point pressure. The repeated data sets were reported by other investigators 26, 27 . Of the 803 data points, 403 were used to train the ANN models, the remaining 200 to cross-validate the relationships established during the training process and 200 to test the model to evaluate its accuracy and trend stability. A statistical description of training and test data are given in Table 1 and Table 2 , respectively.
Data Acquisition and Analysis

Neural Networks
An artificial neural network is a computer model that attempts to mimic simple biological learning processes and simulate specific functions of human nervous system. It is an adaptive, parallel information processing system, which is able to develop associations, transformations or mappings between objects or data. It is also the most popular intelligent technique for pattern recognition to date. The basic elements of a neural network are the neurons and their connection strengths (weights). Given a topology of the network structure expressing how the neurons (the processing elements) are connected, a learning algorithm takes an initial model with some "prior" connection weights (usually random numbers) and produces a final model by numerical iterations. Hence "learning" implies the derivation of the "posterior" connection weights when a performance criterion is matched (e.g. the mean square error is below a certain tolerance value). Learning can be performed by "supervised" or "unsupervised" algorithm. The former requires a set of known input-output data patterns (or training patterns), while the latter requires only the input patterns. This is commonly known as the feed forward model, in which no lateral or backward connections are used 38 .
Advantages of Artificial Neural Networks
Several advantages can be attributed to ANNs rendering them suitable to applications such as considered here. Firstly, an ANN learns the behavior of a database population by selftuning its parameters in such a way that the trained ANN matches the employed data accurately. Secondly, if the data used are sufficiently descriptive 39 , the ANN provides a rapid and confident prediction as soon as a new case, which has not been "seen" by the model during the training phase, is applied. Possibly, the most important aspect of ANNs is their ability to discover patterns in data that are so obscure as to be imperceptible to normal observation and standard statistical methods. This is particularly the case for data exhibiting significantly unpredictable nonlinearities 40 . Traditional correlations are based on simple models which often have to be stretched by adding terms and constants in order for them to become flexible enough to fit experimental data, whereas neural networks are marvelously self-adaptable. Using a sufficiently large database for training, ANNs allow property values to be accurately predicted over a very wide range of input data
36 . An ANN model can accept substantially more information as input to the model, thereby, improving significantly the accuracy of the predictions and reducing the ambiguity of the requested relationship. Moreover, ANNs are fast-responding systems. Once the model has been "educated" predictions about unknown fluids are obtained with direct and rapid calculations without the need for tuning or iterative computations. Furthermore, an outstanding attribute of the ANNs is their capability of becoming increasingly "expert" by retraining them using larger databases. Continuous enrichment of the ANN "knowledge" eventually leads to a predictive model exhibiting accuracy comparable to the PVT data itself 36 .
Neural Network Architecture
In this study, a backpropagation network (BPN) is used. A backpropagation network is multi-layered and information flows from the input to the output through at least one hidden/middle layer. Each layer contains neurons that are connected to all neurons in the neighboring layers. The connections have numerical values (weights) associated with them. During the training phase, the weights are adjusted according to the generalized delta rule. Training is completed when the network is able to predict the given output. A new algorithm was used to train the three-layer network 41 . The first layer consists of four neurons representing the input values of reservoir temperature, solution gas oil ratio, gas specific gravity and API oil gravity. The second (hidden) layer consists of 5 neurons, and the third layer contains one neuron representing the output values of the bubble-point formation volume factor B ob . A simplified schematic of the used neural network is illustrated in Fig. 1 . Details of the learning algorithm are given in Appendix A.
The data were divided into two groups: training group (603 data sets) and testing group (200 data sets). The training group is split into two groups: the first (402 data sets) was used to train the network; the second set was used to test the error during the training, this was called cross validation. It gives the ability to monitor the generalization performance of the network and prevent the network to over fit the training data 38 . In a BPN, the input activity is transmitted forward while the error is propagated backwards. The neurons in the BPN use a transfer function that is sigmoid or S shaped. A key feature of the sigmoid function is that it has a minimum value of 0 and a maximum value of 1 and is differentiable everywhere with a positive slope. The derivative of the transfer function is required to calculate the error that is backpropagated and the derivative of the sigmoid function is easy to calculate.
In designing the neural network, many important parameters that will control its overall performance such as the leaning constant and the number of middle layer neurons. The learning constant must be kept sufficiently low enough to ensure good training with minimum oscillations without compromising on the speed of the training procedure. The exponential decline method of varying the learning constant is an efficient process to obtain a well-trained network. The exercises involving the middle layer neurons have shown that for case studies involving little or no noise, using the least possible number (usually 1 or 2) of middle layer neurons result in a well trained network.
Over-training a network must be avoided and it is important to frequently monitor the error as training progresses. It has been shown that over training a network causes the network to memorize results rather than generalize. Then, the resulted model can perfectly predict the data similar to training data, but it will perform badly if new cases submitted to the network. The cross-validation method used in this study utilized as a checking mechanism in the training algorithm to prevent over-training.
Statistical Error Analysis:
To compare the performance and accuracy of the new model to other empirical correlations, statistical error analysis is performed. The statistical parameters used for comparison are: average percent relative error, average absolute percent relative error, minimum and maximum absolute percent error, root mean square and the correlation coefficient. Equations for those parameters are given below:
Average Percent Relative Error:
It is the measure of the relative deviation from the experimental data, defined by: 
Minimum and Maximum Absolute Percent Relative Error:
To define the range of error for each correlation, the calculated absolute percent relative error values are scanned to determine the minimum and maximum values. They are defined by:
Root Mean Square Error:
Measures the data dispersion around zero deviation, defined by:
The Correlation coefficient:
It represents the degree of success in reducing the standard deviation by regression analysis, defined by: 
Results and Discussion
After training the neural networks, the model becomes ready for testing and evaluation. To perform this, the last data group (200 data sets), which was not seen by the neural network during training, was used. To compare the performance and accuracy of the new model to other empirical correlations, five correlations were selected. Those are: Standing (1947) 1 , Vazquez and Beggs (1980) 4 , Glaso (1980) 5 , Al-Marhoun (1988) 6 , Al-Marhoun (1992) 12 . Equations describing those models are found in Appendix B. The statistical results of the comparison are given in Table 3 .
The Artificial Neural Network Model outperforms all the empirical correlations. The proposed model showed high accuracy in predicting the B ob values, and achieved the lowest absolute percent relative error, lowest minimum error, lowest maximum error, lowest root mean square error, and the highest correlation coefficient among other correlations.
The absolute percent relative error is an important indicator of the accuracy of the models. Figure 2 shows 
Trend Analysis
The above discussion shows that the developed model outperforms other empirical correlations in predicting Bob values. Now, the model must be tested to see whether it is physically correct or not, and to make sure that the model is stable. In order to perform these tests, trend tests must be conducted. The model was tested using hypothetical intermediate data points, and the dependence of B ob on solution gas oil ratio (R s ), reservoir temperature (T), oil gravity (γ o ) and gas relative density (γ g ) was studied. To study the effect of solution gas oil ratio R s on B ob , R s was varied between 20 and 4000 SCF/STB, while fixed values of other parameters were used ( T = 200ºF, γ g = 0.9, γ o = 0.85 (API=34.95) ). 
Conclusions
1.
A new model was developed to predict the oil formation volume factor at the bubble-point pressure. The model was based on artificial neural networks, and developed using 803 published data sets from the Middle East, Malaysia, Colombia, and Gulf of Mexico fields.
2. Of the 803 data sets, 403 were used to train the ANN model, 200 to cross-validate the relationships established during the training process and the remaining 200 to test the model to evaluate its accuracy.
3. A new algorithm was used to train a feedforward threelayer network. The first layer consists of four neurons representing the input values of reservoir temperature, solution gas oil ratio, gas specific gravity and API oil gravity. The second (hidden) layer consists of 5 neurons, and the third layer contains one neuron representing the output values of the bubble-point formation volume factor B ob .
4. The results show that the developed model provides better predictions and higher accuracy than the published empirical correlations. The present model provides predictions of the formation volume factor at the bubble point pressure with an absolute average percent error of 1.789%, and correlation coefficient of 0.988.
5. Trend analysis was performed to check the behavior of the predicted values of B ob for any change in reservoir temperature, solution gas oil ratio (R s ), gas gravity and oil gravity. The model was found to be physically correct. The stability of the model indicated that the neural network model does not over fit the data, which implies that it was successfully trained.
6. Incorporating additional data sets during training and cross-validation stages can further refine the new model to cover a wider range of input variables. In Abdel-Wahhab and Sid-Ahmed41, a new algorithm for training feed-forward neural networks was developed. This algorithm is shown to be faster and more stable than other schemes presented in the literature. The algorithm is summarized below. Figure 10 in the original paper is used for notations. 1. Initialization:
Nomenclature
• Randomize all weights in the network.
• For layers j = 1 through L, initialize the m j ×m j matrices S j by small non-zero random number. Where m j is the length of the vectors x j-1 .
• Equate the node offsets x j-1,0 of every node to some nonzero constant for layers j = 1 through L.
Choose a training pattern:
• Randomly select an input/output pair (x 0 , o) to present to the network.
• For each layer j, and for every node k, calculate the Here, N is the number of inputs to a node, and the constant a is the sigmoid slope.
3. Invoke the unweighted gain equations:
• For each layer j from 1 through L, the predicted residual variance inverse is given by
• and the unweighted Kalman gain is given by
4. Update the inverse matrix:
• Calculate: 
for the hidden layers from L-1 to 1 (A-9)
6. Find the desired summation output:
• For every node, k, in the output layer, calculate the desired summation output by using the inverse function 
• For each hidden layer j = 1 through L -1, weight vectors are updated by
8. Stopping criteria:
• Use the mean-square error of the network output as a convergence test, or
• Run the algorithm for a fixed number of iterations, or
• Split the data into 2 sets: one set to train the network and the other set to test the error. This method is called cross validation. It gives the ability to monitor the generalization performance of the network and prevent the network to over fit the training data. 
