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1. INTRODUCTION 
Let T, be a formally self-adjoint ordinary differential operator with constant 
coeffidients, of the form: 
To =(+ $)” + z: ck (+ $)’ (ck real). (1.1) 
Let Tl be a “perturbation” operator, which we assume to be symmetric (on 
test-functions) 
(1.2) 
Let T = T,, + Tl . We assume that the coefficients bJt) decay at infinity. 
Corresponding to the rate of this decay, there is a clear distinction between two 
cases: “Short-range” case, where the bk(t)‘s are &-functions (i.e., roughly 
speaking, j bk(t)l = O(] t I-1--E), E > 0, as 1 t / --f 03) and the “Long-range” case, 
where, apart from short-range terms, the coefficients are decaying and have 
short-range derivatives (i.e., roughly, j b,(t)] = O(j t I+) + “short-range”, 
6 >O, as j t I+co). 
Under suitable conditions on the coefficients of Tl (to be listed in detail in 
the next section), T has a self-adjoint “realization” in L, (which is unique only 
in the case that T is defined on the whole line), which we still denote by T. In 
a previous paper [2], we have studied some spectral properties of T. The main 
conclusion obtained can be summarized as follows: In the case that Tl is a long- 
range perturbation, the essential spectrim of T is absolutely continuous, apart 
possibly from a sequence of eigenvalues having at most a finite number of 
limit-points. In this paper, we study the completeness of the eigenfunctions of To 
and hence derive the unitary equivalence of T,, and the absolutely continuous 
part of T. 
Let go be the Fourier transform, 
(%f) (5) =f(.f) = (27r)-lj2 s” f(x) ecifx dx feLz(R). 
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Let P,,(h) be the characteristic polynomial of T,, , namely: 
n-1 
P,(h) = A" $ c CJ". 
k=O 
(1.3) 
Then it is very well-known that, for every f~ D( T,,), 
(%Tof) (8 = ~oct) (%f> (5). 
Hence, by the unitarity of so , T, is unitarily equivalent to the multiplication 
operator P,(t). The inverse transform: 
f(x) = (2~)-l/~/-~f(t) eiCx df 
can be viewed as an “expansion” off by the “eigenfunctions” eicx of T,, , which 
belong to the “eigenvalue” h = P,,(t). The number of such “eigenfunctions” 
related to any specified real A is precisely the number of real solutions of 
PO(f) = h, in accordance with the spectral multiplicity of T,, at h. 
We shall prove that a similar expansion theorem holds true for T, with 
ei@ replaced by suitable “eigenfunctions” of T. 
For general formally self-adjoint ordinary differential operators, Weyl [l 11, 
Stone [9], Titchmarsh [lo] and Kodaira [6] developed an eigenfunction expan- 
sion theorem which is formulated in terms of a measure matrix. However, this 
theorem is too general to be applicable in many specific cases, mainly because 
it does not provide any means for the determination of the rank of the measure- 
matrix. 
In the case that Tl is a short-range perturbation a Fourier-type eigenfunction 
expansion theorem can be derived as a special case of a general (multi-dimen- 
sional) theorem due to Agmon [l]. For the long-range second-order case (i.e. 
Sturm-Liouville operators) the same type of theorem follows as a result of a 
theorem of Ikebe ([5], w h ere, however, it is assumed that the long-range terms 
decay as 1 t j-1/2-r). The last two theorems are applicable for operators defined 
on the whole line. For the case of a short-range perturbation of ((l/i) (d/dt))27L 
defined on a half-line, an eigenfunction expansion theorem is proved in [8, Sec. 
24.21 (where it is also assumed that the operator is real.) 
We shall utilize the method of Garding [4] and Moutner [7] of direct integrals, 
following the presentation of Dunford-Schwartz [3]. Our final goal is the 
following: 
The absolutely continuous part of T is unitarily equivalent to To . This 
equivalence can be achieved explicitly via an eigenfunction expansion. 
The author wishes to express his thanks to Professor Shmuel Agmon for his 
many useful suggestions, concerning this work. 
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2. PRELIMINARIES 
In this section, we review briefly some notation and results of [2], which will 
be essential in the sequel. 
We assume that T is defined on an interval E, where: 
Case I. E=R-(-qi~). 
Case II. E = R+ = (0, co). 
We set L?’ = E n [(l, co) u (-co, l)] and define L,O(E’) as the space of all 
functions f(t) such that: 
f(t) E LdE’) 
I .f(t)i - 0 as jtI+m. 
Our assumptions on Tl are the following: 
(Al) The coefficients b,(t), k = O,..., n - 1, are locally L, and can be 
represented as: 
b,(t) = b,,,(t) + b&t) k = 0 )..., n - 1 
where: 
For 0 < k < n - 1, b,,,(t) is real, absolutely continuous, 
b,,,(t) --f 0 as I t / + co and 
For 0 < k < n - I, b,,,(t) EL~O(E’). 
(A2) The restriction of Tl to Corn(E) is symmetric. 
In Case II we do not assume local integrability of the coefficients at t = 0. 
Instead, we add the following assumption: 
(A3) There exists z. (may be real), such that all solutions of the equations 
Tu = zolc, Tu = 5u, are square-integrable at t = 0. 
The essential spectrum of T (in both cases) is given by: 
Z = (5 / 6 = P,(T) for some 7 E R). 
We denote by & the (finite) set of critical values of T, given by 
zc = {t 1 5 = PO(~), Pi(q) = 0 for some T}. 
In 2, the spectrum of T is absolutely continuous, apart possibly from a sequence 
of eigenvalues having no limit-points in C\& . 
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Let: 
n-1 
w, 4 = A" + c (Clc + b&N A"- 
k=O 
For any subset 8 of the complex plane, define the following subsets: 
Q*={(z~z~R,*Irnz>O} 
L?*={z(xEf2, &Imz>,O) 
Q,={zIzEQ,Imz=O}. 
Let x,, E Z\,ZC and Q a small neighborhood, such that in SL, the following 
assumptions are fulfilled: 
(Szl) The solutions of PO(p) = z, .z E Q, constitute n distinct analytic 
functions in Q, pi(x) ,..., pn(z). 
(Q2) The solutions of P(t, A) = z, x E Sz, constitute, for all t E E’, n 
distinct analytic (in z) functions, A,(& z),..., X,(t, z), satisfying: 
Define: 
w, z> ------+ ,t,+m pM 
j = l,..., n. 
I1 = (j 1 Im &z) > 0, z E Q+} 
I, = (j I Im pi(z) < 0, z E Q+} 
I; ={j]jEIr,Im~j(Zo) =0} 
Ii = {j ( j E I2 , Im &zo) = 0} 
and let: 
P = #VA 9 = #(I,) 
P’ = #W 4’ = #(I& 
For a function w, denote by 5, the vector (w, w’,..., I). 
The following lemmas will be formulated for neighborhoods of both +co 
and -CC (in brackets): 
LEMMA 2.1 (Lemma 3.2 in [2]). There exists to > 0 such that, for every 
z E.@, the equation Tw = zw has a set K1 (K,) of p(q) linearly independent 
solutions, Kl = Mt, 4 ,..., qdt, ~1) (K, = (A(& 4,..., &(t, z)>) having the 
following properties: 
(a) For 1 <j <p (1 <j < q), @(t, z) (&(t, z)) is continuous MZ E x 8+. 
(b) There exists a constant c such that for all t > to (t < -to) and z E fi+: 
I Mt, 4 < c 1 <j<P 
(I $k 4 G c 1 <j < 9). 
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(c) For ebery x E .Q+ there exists E > 0 such that for t 3 t, (t < -to) and 
1 <j<p(l fj<q)wehawe: 
LEMMA 2.2 (Lemma 3.3 in [2]). Let t, be the same as in Lemma 2.1. De&e a 
partition of {l,..., n} by: 
Jz = I; u I; 
Ja = &\I; (J3 = 4K). 
Then, for z E QR , the equation Tw = zw has a fundamental set of solutions 
S+ = {T1+(t, z),..., qn+(t, z)} (S- = {T1-(t, z),..., 7tn-(t, z)}) hawing the following 
properties : 
(a) Tt*(t, z), 1 < j < n, is continuous on E x 52, . 
(b) There exist E > 0, c > 0, such that every solution of the form u*(t, z) = 
&,, cyji*( t, 2) satisJies: 
Sup j e*%*(t, z)[ < c Sup / zi*(t, z)I < 00. 
t&l&<= t,<+t<m 
(c) Every solution of the form u*(t, z) = CioJ, (r&(t, z) is bounded, but 
vanishes at fco only in the trivial case, i.e., 
lim ti*(t, x) = 0 d C / rxi 1 = 0. 
t+*aj iEJ* 
(d) Every solution of the form u*(t, z) = CieJ, aiTi*(t, z) is unbounded, 
unless it is identically zero, i.e., 
We denote by Sis the subset of S* consisting of ~1, j E Ji , i = 1, 2, 3. Also, 
we shall denote by S:,, , and Sz,, the subsets of S,* corresponding to I; and I;I , 
respectively. 
LEMMA 2.3 (Lemma 3.4 in [2]). For .zESZ~, each vt E K1 (&E K,) is a 
linear combination of rlj+, j E I1 (Q-, j E I,). 
Corresponding to the above lemmas for Q+, we can obtain the same results 
for &. Due to the reality of P0 , P, it is easily seen that in this case p, q inter- 
change roles, so that we get two sets of solutions K,* = {&t, x),..., $(t, z)> and 
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Kz = {@(t, a),..., #s(t, x)} having (in 6) the same properties as KI and K2, 
,respectively. 
LEMMA 2.4. Let h E Sz, . Then the rank of the set of solutions A = (FI(t, A),..., 
ys(t, h), &t, X) ,..., vz(t, X)} is p + q’. Similarly, then rank qf B = {&(t, h) ,..., 
~&, 4, @(t, G..., 1Cl% 4) is P + 4’ = P’ + q. 
Proof. By Lemma 2.3 it follows that KI is equivalent to S,+ u SC, . Simi- 
larly, KT is equivalent to S,+ U Sz+,2 . Hence, K1 u KT is equivalent to 
S,+ u S,?, therefore its rank is #(Ii) + #(Ii) = p + q’. The same argument 
holds for B. (The equality p + q’ = p’ + q follows by the reality of PO). 
Q.E.D. 
In case II, we assume also that p = q. Then, assumption (A3) implies that we 
have to impose p = n/2 boundary conditions at t = 0 in order to define a self- 
adjoint extension of T. In this case, we replace the sets Kz and Kt by a 
set {h(t, z),..., $g(t, x), z E G} of solutions of Tw = zw satisfying the boundary 
conditions at 0 ([2], Lemma 5.4). 
Finally, we denote by G the (possible) discrete sequence of eigenvalues of T 
in C\& . 
3. THE EXPANSION THEOREM 
In this section we shall prove the eigenfunction expansion theorem. The 
following theorem is a summary of various results on the spectral representation 
of linear self-adjoint ordinary differential operators (Garding [4], Mautner [7]). 
We follow the presentation of [3, Sets. X11.3, X111.51. 
THEOREM 3.1. There exists an ordered representation U of L,(E) onto I? = 
XL, @L&J, relative to T. Let TV be the measure of U and {Di}El its multiplicity 
sets. Then m < n and for each i, 1 < i < m, there exists a kernel W$(t, h), defined 
on E x R and measurable with respect to dt x p (dt-Lebesgue measure), and 
having the following properties: 
(a) Wi(t, X) = o for h $ Di . 
(b) Wi(t, h) E H?(E) for every h E R and: 
TW&, X) = XW&, h). 
(c) For every compactly supported function .f (t) E L,(E), the ith component 
in the representation Uf satisJies: 
(uf )i (A) = j--f(t) Wd(t, A) dt. 
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(d) For every f E L,(E) we have: 
(e) If F is a bounded Bore1 fun&on on the line, then, ,for every f E L,(E): 
(F(T)f) (t) = j- f(s) K(F; 6 4 ds 
E 
where 
K(F; 4 s) = l& .i” f F(h) Wi(t, A) W&, A) d&I) 
--A i=l 
K(F; t, .) is in L,(E).for every$xed t E E. 
(f) For any k, 1 < k -5 m, the ,functions WI(t, A) ,..., Wk(t, A) are linearly 
independent for p-a.e. X E D,L . 
In what follows we shall be concerned with L2(E),, , the subspace of absolute 
continuity for T. For this subspace, we may assume that dp(X) =. dA, Lebesgue 
measure (i.e., multiplying Wi(t, A) by (dp/dA)l/z). 
Let us first treat case I, E = R. Let A,, E Z\(Z; u G) and Sz a small neighbor- 
hood of A, as in Section 2. 
LEMMA 3.1. The functions Wi(t, A@), 1 < i < m, are bounded on R. 
Proof. For non-real z, let R(z) = (T - x1)-l be the resolvent of T, and 
denote its kernel by K(t, s; x). By [2] it is known that K(t, s; z), K(t, s; ,%), 
have continuous boundary values for h E .QR, given, respectively, by: 
K-(t, s; A) = i c W) d~i(s, A) Tj+(t, 4 s<t 
i=l js.$uI~ 
where M~~G~~,M, y {sij(X))l~.i~a,jeJ,v,~ are regular continuous matrices in 
sz R. Therefore, if f, g are compactly supported &-functions such that 
inf supp g > sup suppf, and if {E(h)} is the spectral family corresponding to T, 
we have: 
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= gl ;, r,,hJ jf(S) $V, 4,) ds j g(t> rlj+(ta 4,) dt 
- f c 
i=l ioJ,vI; 
h(ho) j f6, #i(s,xo) ds j g(t) ?1j+(4 A,) dt. 
On the other hand, by Theorem 3.1, 
Choosing f such that: 
s _:fW wi(s, ho) ds=1; i=k i # k. 
We see that Wk(t, A,,) is a linear combination of Tj+(t, A,), Jo J1 u Jz and 
hence bounded by Lemma 2.2. We prove similarly that Wk(t, A,) is bounded at 
-03. Q.E.D. 
THEOREM 3.2. In QR , the spectral multiplicity 1 is equal top’ -k q’, z.e., to the 
number of real roots of the equation P,(f) = A, h E .QR . 
Proof. We prove first that 1 3 p’ + q’. Let f (s) be a compactly supported 
function such that: 
Since 6 = (6,) is regular, (3.1) gives q independent conditions. Therefore, by 
Lemma 2.4, the space of vectors /3 = (/3j)j.,l of the form: 
where f (s) ranges over all compactly supported functions satisfying (3.1), is of 
dimension p’. For any such f, it follows from the proof of Lemma 3.1 that: 
gl ( jIaf(s) w~(s, A,) ak) (j-1 g(t> wi(t, Xo) dt) = &PI J-1 g(t) ?jt(ty ‘0) c3e2) 
(we assume WL+l(t, 4) = ... = W,,(t, A,) =I 0) where g(t) is any compactly 
supported function, inf supp g > sup supp f. Therefore, there are at least p’ 
linearly independent combinations of {Wi(t, A,,)}lGi4E , which are spanned by 
s,+ u S& . Similarly, there are at least q’ linearly independent combinations of 
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(Wi(t, &,))rGiG1 which are spanned by Sr- u S,, . Now, applying the argument 
used in the proof of Theorem 4.2 in [2] we see that 
Sp(S,’ u s;,, n sp(s,- u S,,) = 0 (*) 
(otherwise h, is an eigenvalue of T). Therefore, there are at least p’ + 4’ linearly 
independent combinations of { Wi(t, h,)},uCl , i.e., 2 > p’ + Q’. 
Suppose 2 > p’ -+ 4’. Since, by Lemma 3.1, every Wi(t, &) is spanned by 
s,+ u S& u q, 9 where dim Sp(S&) = q’, we can choose I- q’ 3 p’ + 1 
linear combinations of { Wi(t, XO)}IC!icr spanned by S,+ u 5’;’ . All these combina- 
tions are spanned by S,p u S,, u S<, , where dim Sp(&,) = p’, so that we 
can choose at least one non-trivial combination of { W+(t, &,)}rciGl which belongs 
to 
SP(Sl’ u Xl) n sP(sl- u S,d 
which is a contradiction to (*). Q.E.D. 
Knowing the multiplicity of Tin a neighborhood of every point of the essential 
spectrum which is not an eigenvalue or a critical value, the following theorem 
is an easy consequence: 
THEOREM 3.3. (Expansion theorem on the whole line). Let P,, be the pro- 
jection of L,(R) onto L,(R),, . Th en there exists a parametrized family, O(t, A), 
dejined and measurable on R x R, such that: 
(a) For every$xed A, O(t, A) E HP(R) and 
T8(t, A) = PO(A) O(t, A) 
(b) Define the mapping: 
--- 
(yf) (5) = srn f(t) b(t, 6) dt f EL,(R) n CO 
--m 
then 9 can be extended as a unitary map of L2(R),, onto L,(R). 
(c) The inverse mapping S*, which is a unitary map of L,(R) onto L.JR),, , 
is given by: 
(9*f) (t) = $2 J-;f(5) W, 5) dS. 
(d) The following operator equality holds: 
P,,T = 9^*iVlp09. 
Here AI,, is the operator of multiplication by P,(e). 
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Proof. For h E ,Z\(& u G), let & ,..., & be the real roots of P,,(t) = A. By 
the preceding theorem the multiplicity of T in a neighborhood of h is I, so that 
we can define e(t, &) ,..., e(t, &) as Wr(t, h) ,..., Wz(t, h). For h E ZC u G, we may 
take e(t, 6) z 0. Our theorem now follows from the spectral representation 
theorem. Q.E.D. 
Remark. From the previous discussions (e.g., proof of Lemma 3.1) it is 
evident that the sum C:=, 0(t, &) e(s, &), where Ei are the real roots of P,,( ti) = A, 
is a continuous function of h on Z\(& u G), for every fixed t, s. However, we 
could not prove that e(t, 6) itself is a piecewise continuous function of 5, for 
fixed t. 
Let us now take up case II. As mentioned before, we assume here that p = Q, 
so that p’ = 4’. Theorem 3.2 will now be substituted by the following: 
THEOREM 3.4. In 52,) the spectral multiplicity 1 is equal to p’, i.e., half the 
number of real roots of P,(f) = A, h E ~2~ . 
Proof. Analogously to the proof of Lemma 3.1, the boundary values 
K*(t, s; z) of the resolvent kernel can be written: 
where y, 8 are regular p x p matrices, continuous in X E 9, . 
Let j,, E 1; . We can choose a compactly supported La-function f such that 
Then, as in the proof of Theorem 3.2 we obtain (compare (3.2)) the existence 
of a linear combination of {Wi(t, &,)}l~i~l which equals $(t, &) + q, 
+j E Sp(S,+ u S&J. In other words, we have at least p’ linearly independent 
linear combinations of { Wi(t, /\O)}l(i~z , hence 1 > p’. Suppose now that 1> p’. 
Since dim Sp(S&) = p’, we can find a linear combination u of { WJt, &)},Gitr 
which is spanned by S,+ u SZ+,a . By Theorem X111.6.3 in [3] u satisfies the 
boundary conditions defining T, therefore Ft(u, u) = 0, where F, is Lagrange’s 
bilinear form corresponding to T [3, Sec. X111.21. Inspecting the proof of 
Theorem 5.2 in [2] we see that this implies u E Sp(S,+), which means that u 
is an eigenfunction of T corresponding to the eigenvalue X, . Q.E.D. 
409/69/z-3 
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THEOREM 3.5 (Expansion theorem on Half-Line). Let P,, be the projection 
of L,(R+) onto L2(R+),c . 
Let A be a subset of the real line such that, for every /\ E Z\,Z;. , A contains exactly 
half of the real roots of P,(e) = h, 
Then there exists a parametrized family, e(t, X), de$ned and measurable on 
R-b x A, such that 
(a) For every Jixed X, e(t, h) E IIF and: 
Te(t, A) = p,(h) e(t, A). 
Moreover, e(t, h) satisjies the boundary conditions defining T at 0. 
Replacing R, by R,+ and R, by A, (b), (c), (d) of Theorem 3.3 hold true without 
further change. 
The set A of the theorem is, of course, not strictly unique. However, it is 
obvious that we can choose it as a union of a half-line plus a finite 
number of intervals. In the case that PO(e) = f*p (i.e., T is a perturbation 
of ((l/i) (d/dt))2p) A = R+. 
The eigenfunction expansion theorems imply, finally: 
COROLLARY. In both cases, the absolutely continuous part of T is unitarily 
equivalent to T, . 
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