Based on left type II censored samples from a Gumbel type II distribution, the Bayes estimators and corresponding risks of the unknown parameter were obtained under different asymmetric loss functions, assuming different informative and non-informative priors. Elicitation of hyper-parameters through prior predictive approach has also been discussed. The expressions for the credible intervals and posterior predictive distributions have been derived. Comparisons of these estimators are made through simulation study using numerical and graphical methods.
Introduction
Gumbel type II distribution is very useful in life testing. Kotz and Nadarajah (2000) have given a brief characterization of the Gumbel type II distribution. Corsini, Gini, Greco, and Verrazzani (2002) studied the maximum likelihood (ML) algorithms and Cramer-Rao (CR) bounds for the location and scale parameters of the Gumbel distribution. Mousa, Jaheen, and Ahmad (2002) considered the Bayesian estimation to analyze both parameters of the Gumbel distribution based on record values.
The probability density function of the Gumbel distribution of the second kind is given by
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The corresponding cumulative distribution function is:
The parameter υ (being known) is a shape parameter of the model, and τ is the scale parameter. The use of a Bayesian approach allows both sample and prior information to be incorporated into the statistical analysis, which will improve the quality of the inferences and permit a reduction in sample size. The decision-theoretic viewpoint takes into account additional information concerning the possible consequences of decisions (quantified by a loss function). The aim of this is to consider the statistical analysis of the unknown parameters when the data are left censored from the Gumbel distribution of the second kind. There is a widespread application and use of left-censoring or left-censored data in survival analysis and reliability theory. For example, in medical studies patients are subject to regular examinations. Discovery of a condition only tells us that the onset of sickness fell in the period since the previous examination and nothing about the exact date of the attack. Thus the time elapsed since onset has been left censored. Similarly, consider left-censored data when estimating functions of exact policy duration without knowing the exact date of policy entry; or when estimating functions of exact age without knowing the exact date of birth. Coburn, McBride and Ziller (2002) faced this problem due to the incidence of a higher proportion of rural children whose spells were left censored (i.e., those children who entered the sample uninsured), and who remained uninsured throughout the sample. As another example, job duration might be incomplete because the beginning of the job spells is not observed, which is an incidence of left censoring (Bagger, 2005) .
Likelihood Function and Posterior Distribution
Let X (r + 1) ,…, X (n) be the last n -r order statistics from a random sample of size n following Gumbel type II distribution. Then the joint probability density function of X (r + 1) ,…, X (n) is given by THE GUMBEL TYPE II DISTRIBUTION   114 where s = n -r, and
Prior and Posterior Distributions
The uniform prior is assumed to be
The posterior distribution under the uniform prior for the left censored data is:
The informative prior for the parameter τ is assumed to be exponential distribution:
The posterior distribution under the assumption of exponential prior is:
The informative prior for the parameter τ is assumed to be gamma distribution:
The posterior distribution under the assumption of gamma prior for the left censored data is:
The informative prior for the parameter τ is assumed to be inverse Levy distribution:
The posterior distribution under the inverse Levy prior for the left censored data is: 
The Bayes estimators and posterior risks under uniform prior are: 
The Bayes estimators and posterior risks under the rest of priors can be obtained in a similar manner.
Bayes Credible Interval for the Left Censored Data
The Bayesian credible intervals for type II left censored data under informative and non-informative priors, as discussed by Saleem and Aslam (2009) are presented in the following. The credible intervals for type II left censored data under all priors are:
Consider a probability elicitation method known as prior predictive elicitation. Predictive elicitation is a method for estimating hyper-parameters of prior distributions by inverting corresponding prior predictive distributions. Elicitation of hyper-parameter from the prior p(τ) is conceptually difficult task because we first have to identify prior distribution and then its hyper-parameters. The prior predictive distribution is used for the elicitation of the hyper-parameters which is compared with the experts' judgment about this distribution and then the hyperparameters are chosen in such a way so as to make the judgment agree closely as possible with the given distribution (see Grimshaw, 1993; Kadane, 1980; O'Hagan et al., 2006; Grimshaw, Collings, Larsen, & Hurt, 2001; Jenkinson, 2005; and León, Vázquez-Polo, & González, 2003) . According to Aslam (2003) , the method of assessment is to compare the predictive distribution with experts' assessment about this distribution and then to choose the hyper-parameters that make the assessment agree closely with the member of the family. He discusses three important methods to elicit the hyperparameters: (i) via the prior predictive probabilities (ii) via elicitation of the confidence levels (iii) via the predictive mode and confidence level. We will use the prior predictive approach by Aslam (2003) .
Prior predictive distribution
The prior predictive distribution is:
The predictive distribution under exponential prior is:
After some simplification it reduces as
The predictive distribution under gamma prior is:
. 
Posterior Predictive Distribution
The predictive distribution contains the information about the independent future random observation given preceding observations. The reader desire more details can see Bansal (2007) .
The posterior predictive distribution of the future observation 
Simulation Study
Simulations can be helpful and an illuminating way to approach problems in Bayesian analysis. Bayesian problems of updating estimates can be handled easily and straight forwardly with simulation. Because the distribution function of the Gumbel type II distribution can be expressed, as well as its inverse in closed form, the inversion method of simulation is straightforward to implement. The study was carried out for different values of (n, r) using τ ∊ 2.5 and υ = 0.5. Censoring rates are assumed to be 5% and 10%. Sample size is varied to observe the effect of small and large samples on the estimators. Changes in the estimators and their risks have been determined when changing the loss function and the prior distribution of τ while keeping the sample size fixed. All these results are based on 5,000 repetitions. Tables 2-6 give the estimated value of the parameter, posterior risks and 95% confidence limits 
Graphical Representation of Posterior Risks under Different Priors
The 
Conclusion
The simulation study displayed some interesting properties of the Bayes estimates. The risks under said loss functions are reduced as the sample size increases. The effect of censoring on estimation of τ is in the form of overestimation under uniform and exponential priors and underestimation assuming gamma and inverse Levy priors. Larger degrees of censoring results in bigger sizes of over or underestimation. However, the parameter τ is either underestimated or overestimated depending upon the prior distribution to be used when censoring is not done. Then extent of this over or under estimation is directly proportional to amount of censoring rates and inversely proportional to the sample size. Further, the increase in sample size reduces the posterior risks of τ.
Another interesting remark concerning the risks of the estimates is that increasing (decreasing) the censoring rate increasing (reduces) the risks of the estimates under said loss functions. The performance of squared-log error loss function and entropy loss function is independent of choice of parametric value. In comparison of informative priors and the uniform prior, the inverse Levy prior provides the better estimates as the corresponding risks are least under said loss functions except ELF and SLELF. Although the uniform and the exponential priors are equally efficient under ELF and SLELF, therefore they produce more efficient estimates as compared to the other informative priors.
The credible intervals are in accordance with the point estimates, that is, the width of credible interval is inversely proportional to sample size. From the Table 6 , appended above, it can be revealed that the effect of the prior information is in the form of narrower width of interval. The credible interval assuming inverse Levy prior is much narrower than the credible intervals assuming informative and non-informative priors.
It is the use of prior information that makes a difference in terms of gain in precision. To see the effects of the posterior risks assuming different priors 
