One of the authors (JAQ) has recently introduced a method of modelling random materials using excursion sets of Gaussian random fields. This method uses convex quadratic programming to find the optimal admissible field autocorrelation function, providing both theoretical and computational advantages over other techniques such as simulated annealing. In this paper, we discuss the application of this algorithm to model various aerogel systems given small-angle neutron scattering data. We also present new results concerning the robustness of this method.
Introduction
Models based on Gaussian random fields (GRFs) have been employed in the literature to study a variety of material systems [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] . These GRF models are often constructed using the twopoint phase probability function S 2 (r), defined to be the probability that two points x and y with r = |x − y| both lie in the solid phase. Throughout this paper, we will assume that S 2 depends only on the distance r between the two points x and y.
We define the phase autocorrelation function as
where φ is the volume fraction of the solid phase. Many techniques for measuring χ(r) for random materials have been proposed in the literature, including the use of small-angle scattering data as described in section 2.
In this paper, we consider isotropic GRFs Y with mean 0 and variance 1. Such GRFs are completely characterized by the field autocorrelation function G(r) 
is nonnegative. We notice that the inverse Fourier transform is defined by
so that the condition G(0) = 1 becomes
As we will see, this condition will be used in the algorithm described in section 2.
A one-cut GRF model (also called an excursion set) for a specified threshold α is defined as follows: assign all points x so that Y (x) α to phase 1, while all other points are assigned to phase 2. The value of α may be computed from the volume fraction φ through the relationship (13) , as discussed below.
Loosely speaking, the primary goal of modelling is to choose G(r) so that the resulting one-cut GRF model fits the experimental data. One method of achieving this is by assuming that G(r) has some given parametrized form, such as
This particular function is known to be positive definite if a > c > 0 and b > 0, and so the problem of finding the best G(r) reduces to optimizing over a portion of R 3 + [6] . However, there is no reason a priori to think that the optimal G(r) belongs to this or any other predetermined parametrized family of positive-definite functions.
One of the authors recently introduced a new algorithm which searches over discretizations of all positive-definite functions to find the optimal field autocorrelation function [20] . This discretization reduces the optimization problem to a convex quadratic program with linear constraints, thus optimizing over all positive-definite functions instead of only those within some parametrized family. Experience has shown that this algorithm is very efficient computationally, typically using only seconds of runtime on a desktop microcomputer.
In section 2, we describe the convex quadratic programming algorithm for threedimensional models using scattering data as input. In section 3, we present results of this algorithm for various aerogels. As seen in figures 1-4, the theoretical scattering curves of the GRF models provide an excellent fit to the experimental scattering data, thus indicating the viability of the GRF model for assessing the microstructure of these aerogels. Visualizations of these aerogels are presented in figures 5-13. We also discuss the robustness of this algorithm by considering perturbations when the source data is perturbed by small errors consistent with uncertainties which arise from experimental measurement.
Presentation of algorithm
In this section, we present the algorithm for computing the optimal one-cut GRF model given the scattering data. We will assume that, at M different frequencies q 1 < . . . < q M (also called scattering vectors in the parlance of experimental work), the scattering intensity data I 1 , . . . , I M has been measured. We also assume that the volume fraction φ is known. The output of this algorithm will be the field-field correlation function G(r) which defines the optimal one-cut GRF model. More discussion about this algorithm may be found in [20] .
Step 1. Compute χ(r) from the scattering data I (q).
In the absence of multiple scattering, the functions χ(r) and I (q) are related by [21] 
In this formula, I * is the background noise, V is the volume of the material and η is the scattering density of the solid phase.
In practice, formula (5) cannot be used alone because χ(r) must be a positive-definite function [22] , a requirement that may be violated due to both experimental and numerical uncertainties. Instead, we will use the present algorithm to construct a GRF model whose phase autocorrelation function X(r) is as close as possible to the χ(r) derived from (5) .
Since the integral in (5) is over a semi-infinite interval, we will need to estimate the asymptotic behaviour of the intensity data. We do this using the expansion [22] 
The background noise I * is estimated to be the number that gives the best approximation to this asymptotic behaviour. Furthermore, the values of a, b and c are obtained by least-squares fitting to some subset of the largest frequencies q j used in the experiment.
Using this approximation, we will replace (5) by
where
sin qr qr dq and Q = q M = max{q j }. For a given value of r, A 1 (r) may be approximated numerically:
where I * j = I j − I * is the background-corrected intensity at q j . Also, A 2 (r) may be computed analytically:
720Q 5 cos(Qr)
where Si(x) is the sine integral function
To use (7), we will also need to compute the constant V η 2 . To do this, we will use the fact that χ(0) = φ − φ 2 . Taking the limit r → 0 in (7) and rearranging, we see that [21] 
and
Summarizing, the phase autocorrelation function χ(r) is computed from the volume fraction φ and the scattering data {I j } at frequencies {q j } by the formula
where (8)- (11) define the individual terms in (12) and the parameters I * , a, b and c are determined by a certain least-squares fit of the scattering data to (6).
Step 2. Compute the cut parameter α. To do this, we will use the known formula for the volume fraction of the GRF model:
Since φ is assumed to be known, (13) can be used to solve for α by using a numerical technique like the Newton-Raphson method. Alternatively, solving for α in (13) is equivalent to finding a percentile of a standard normal distribution, and many mathematical software packages as well as hand-held scientific calculators have built-in functions for this purpose.
Step 3. Compute the field autocorrelation function g(r). This may be done by using the known expression [23] χ(r) = 1 2π
where α and χ(r) were computed in the previous two steps. This may be accomplished by using the Newton-Raphson method: fix r and define
Then the iterative sequence defined by
will converge to the value z * so that F (z * ) = 0; the above integral should be computed numerically. The function g(r) is defined to be this value z * . This process is then repeated to obtain values of g(r) for all r on some discretization.
Step 4. Compute the Fourier transformg i =g(i k) for i = 1, . . . , N, where N and k are chosen to specify a discretization of the Fourier transform ofg(k). This may be done by numerically computing
The values of g(r) computed in the previous step are used to evaluate (16) . This computation may be done by using any standard numerical integration technique; alternatively, a fast Fourier transform may be employed [24] .
To arise from a GRF model, the functiong(k) should be nonnegative. However, as discussed above, we will not expect each of the N numbers computed at this step to be nonnegative.
Step 5. Compute a nonnegative approximationG i for i = 1, . . . , N by solving the following convex quadratic programming problem:
This is the key step of the present algorithm, permitting a broad search over all positive-definite functions instead of only those within a predetermined parametrized family.
The convex quadratic programming problem (17) discretizes the problem of finding the closest (under the L 2 (R 3 ) norm) nonnegative functionG(k) tog(k) given the constraint (3), since the discrete representations of these two functions are the sequences {G i } and {g i }, respectively. (The i 2 term in the objective function is necessary to minimize the L 2 (R 3 ) norm.) In light of Parseval's equality, this minimization problem is equivalent to finding the closest positive-definite function G(r) to g(r) given the constraint G(0) = 1.
We now discuss the contraints of the optimization problem (17) . The first constraint requires that eachG i be nonnegative, so that G(r) is a positive-definite function. The second constraint arises from discretizing the requirement (3) with the trapezoid rule. These are the two constraints for a field autocorrelation function in a GRF model, as discussed in the introduction.
To solve (17), we used the '-m' option of the software package LOQO [25] , which supports an extension of the standard MPS format [26, 27] to solve optimization problems with quadratic objective functions and linear constraints. 7 We wrote our own C++ program which created the necessary MPS files implementing (17) using theg i as input; LOQO was subsequently executed using these MPS files. LOQO was created by Robert Vanderbei and is licensed by Princeton University; information about this software may be found at www.princeton.edu/∼rvdb.
Step 6. Evaluate G(r), the optimal positive-definite approximation to g(r). This may be done by numerically computing the inverse Fourier transform (2), which we repeat here:
In this expression, the functionG is discretized byG(i k) =G i , which were computed in the previous step. The computation of G(r) may be accomplished with either numerical integration or a fast Fourier transform. The field autocorrelation function G(r) and the cut level α specify the optimal one-cut GRF model, permitting visualizations of the model. We note that some visualization algorithms directly useG(k) instead of G(r); for these algorithms, visualizations may be produced without step 6.
To check how well this optimal model fits the original scattering data, we perform two additional steps.
Step 7. Evaluate X(r), the optimal phase autocorrelation function for χ(r) arising from a one-cut GRF model. This may be done by numerically computing the integral
which is essentially the same integral as (14) . This calculation is done over some discretized values of r.
Step 8. Compute the theoretical intensity data. This may be done by using the above discretized values of X(r) and a numerical evaluation of the integral
which is essentially the inverse transform of (5). This may be done by either numerical integration or a fast Fourier transform. The one-cut GRF model may be validated by comparing the graph of I (q) with the original scattering data.
Results

Comparison with experimental Data
In figures 1-3, we show small-angle neutron scattering (SANS) data for seven different tetramethoxysilane (TMOS) aerogels. The TMOS aerogels were synthesized from tetramethoxysilane (TMOS, Si(OCH 3 ) 4 ) in ethanol and aqueous solutions of varying pH. The samples were gelled and aged for three days in ethanol in 1 cm vials at 25
• C. The calculated solid-phase volume fractions of these seven TMOS aerogels ranged from 2.4% to 10.1%.
In figure 4 , we show SANS data for two different triethoxysilane (TES) aerogels. Triethoxysilane (H-Si-(OC 2 H 5 ) 3 ) was dissolved in ethanol and reacted with 18.2 M water to form TES aerogels. The calculated solid-phase volume fractions of these two TES aerogels were 8.0% and 7.3%, respectively.
The small-angle neutron scattering experiments were conducted on the NIST/NSF NG3 and NG7 30m SANS instruments at the NIST Center for Neutron Research (NCNR). Previous work on aerogels similar to TMOS have shown that these types of materials are made up of near periodic arrangements of globular moieties [28] . For these aerogels, figures 1-4 show the intensity data points I (q) (also known to experimentalists as the absolute calibrated differential scattering cross-section d /d ) as a function of the scattering vector q (in Å −1 ). Standard deviation uncertainties in the experimental data are not significantly greater than the size of the symbols and are indicated by a slight scatter in the data points.
Also shown in these figures are the theoretical scattering curves for the optimal GRF models. As discussed above, the SANS data and the volume fractions are used as input to construct these optimal GRF models.We see that the optimal GRF models provide excellent fits to the experimental data, suggesting that these GRF models are reasonable for these aerogels. The GRF model may be used to produce visualizations of aerogels. In figures 5-11, we show visualizations of the seven TMOS aerogels modelled in figures 1-3. In figures 12 and 13, we show visualizations of the TES aerogels modelled in figure 4 . These visualizations were generated using the turning-bands method [29, 30] for generating Gaussian random fields. Since these visualizations are randomly generated, they should be considered as statistical and not a deterministic rendering of the microstructure. 
Low wavenumbers
The fits in figures 1-4 are quite close for most values of q. However, the fits tend to diverge from the data for low values of q. To identify the source of this divergence, we analysed the different scattering curves that arise if the discretization parameters N and k (defined in step 4) are modified. From this analysis, we are confident that this discrepancy is due to computational error inherent in the discretizations used in the above algorithm, especially the Fourier transforms computed in steps 4, 6 and 8. We do not think that these discrepancies represent a fundamental inability of the GRF model to replicate the experimental scattering curves. We note that the experimental uncertainties for small q are larger because of poor statistics in this region and/or local ordering of the structure. We also note that, in principle, it is possible to approximate the theoretical intensity curve I (q) for low values of q by eliminating one of the Fourier transforms. For example, we may formally compute I (q) at q = 0 from (18) and (19) , as follows:
If the function G turns out to be monotonic, then we may reverse the order of integration, obtaining
This last integral may then be computed numerically. However, in practice, we observed that the output G(r) was not monotonic. Therefore, to use this idea for computing I (0), we would need to reverse the order of integration as
where a i (t) and b i (t) are defined by
Careful measurement of the endpoints a i (t) and b i (t) would then be critical for the computation of I (0). However, doing so would require a very precise evaluation of G(r) in step 6 of the algorithm of section 2. A similar analysis may be conducted for small but positive wavenumbers q. With the computational resources available at the time of writing this, however, it appears that such an analysis is beyond the numerical accuracy of the algorithm.
Robustness
In the previous calculations, we assumed that both the volume fraction φ and the scattering data I (q j ) were exactly known. However, in practice, the measurement of both quantities are subject to experimental uncertainties. In this section, we study the robustness of the algorithm in section 2 with respect to these measurement errors.
To do this, we reinvestigated the tetraethoxysilane (TEOS) aerogel which was modelled in [20] and created 100 intensity curves which were consistent with experimental errors. Specifically, we perturbed the scattering data I (q j ) by Gaussian random deviates whose standard deviations matched the standard deviations observed from the experiment. For the TEOS intensity data, the relative experimental error in the measurement of I (q j ) averaged 0.54%, with a maximum relative error of 2.36%. Furthermore, we also perturbed the volume fraction by a Gaussian random deviate with a relative standard deviation of 1.5%.
We then executed the algorithm in section 2 for each of these 100 intensity curves and calculated the range R(q j ) between the minimum and maximum values of the 100 calculated intensities at q j . In absolute terms, the range R(q j ) cannot be seen on the scale of the figures presented in this paper; the largest R(q j ) is more than 3000 times smaller than the peak intensity. In relative terms, the average of the ratios R(q j )/I (q j ) is 0.30%, while the median of these ratios is only 0.05%. Furthermore, the maximum ratio of 1.94% occurs at a high frequency q j , where I (q j ) is already indistinguishable from the frequency axis.
In summary, small perturbations in the input data create only small perturbations in the theoretical intensity curves. The algorithm for finding the optimal GRF model appears quite insensitive to the small errors inherent in experimental measurement.
Conclusions
We have used convex quadratic programming to efficiently find the optimal one-cut GRF model for fitting SANS experimental data. This algorithm permits visualizations of the aerogels which may be compared with images obtained by microscopy. This algorithm has also proven to be both versatile and robust, fitting a wide range of intensity functions and remaining mostly unchanged after small perturbations to the source intensity data.
Furthermore, visualizations produced using this algorithm may be used to initialize the stochastic optimization procedure, a more computational technique for constructing random media [31] [32] [33] [34] . Statistical information from these GRF models, either derived theoretically from the definition of GRFs or empirically from visualizations, can be expected to predict other properties of the aerogel besides the scattering function, such as connectivity and pore-size information. Also, statistical information may be used to predict bulk properties of the aerogels, such as electrical conductivity and mechanical strength [22] . Such an analysis would provide an important check for the model's viability. These and other microstructure characterizations will be considered in future papers.
