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Abstract
An interval k-graph is the intersection graph of a family I of intervals of
the real line partitioned into at most k classes with vertices adjacent if and
only if their corresponding intervals intersect and belong to different classes. In
this paper we discuss the interval k-graphs that are the incomparability graphs
of orders; i.e., cocomparability interval k-graphs or interval k-orders. Interval
2-orders have been characterized in many ways, but we show that analogous
characterizations do not carry over to interval k-orders, for k > 2. We describe
the structure of interval k-orders, for any k, characterize the interval 3-orders
(cocomparability interval 3-graphs) via one forbidden suborder (subgraph), and
state a conjecture for interval k-orders (any k) that would characterize them
via two forbidden suborders.
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1 Introduction
We discuss finite simple graphs and use the notation G = (V,E) to denote a graph
with vertex set V = V (G) and edge set E = E(G). For the complement of graph G
we use the notation G.
An ordered set (or strict partial order) is a pair P = (X,≺) consisting of a ground
set X and a binary relation ≺ on X that is irreflexive, transitive and therefore anti-
symmetric. If neither x ≺ y nor y ≺ x occurs in P , we say x and y are incomparable
and write x‖y, otherwise they are comparable. Two graphs are naturally associated
to the order P : its comparability graph and its incomparability graph. The graph
G = (V,E) is the comparability graph of P if V = X and, for x, y ∈ X, xy ∈ E if
and only if x and y are comparable. The incomparability graph of P has vertex set
X and vertices x and y adjacent if and only if x‖y in P . Note that although x‖x for
any x ∈ X, we choose not to clutter the incomparability graphs with loops so x‖x
does not yield an edge, and of course the complement of G is the incomparability
graph of P if G is the comparability graph of P . When the edges of G can be given
a transitive orientation, G is the comparability graph of some order and when the
edges of G can be transitively oriented, G is called a cocomparability graph and is
hence the incomparability graph of some order. Most of the graphs we discuss in this
paper are cocomparability graphs.
A family of sets F = {S1, S2, . . . , Sn} is an intersection representation of a graph
G if V (G) can be put into one-to-one correspondence with F so that Si ∩ Sj 6= Ø if
and only if vertices u and v are adjacent in G. For example, if graph G is from the
well-studied class of interval graphs, then G is a graph which can be represented so
that F is a family of intervals of the real line. In this paper we investigate graphs
which can be represented as intersection graphs of intervals of the real line, but unlike
interval graphs, with the property that certain subsets of intervals’ intersection in-
formation does not correspond to adjacency in the graph. Specifically, we investigate
graphs G = (V,E) for which there is a one-to-one correspondence between V and
a collection of intervals of the real line I partitioned into what we will call interval
classes or simply classes so that vertices are adjacent if and only if their correspond-
ing intervals intersect and belong to different classes. We use Iv to denote the interval
corresponding to vertex v. If for G = (V,E) there is such a representation I parti-
tioned into at most k classes I = I1 ∪ I2 ∪ · · · ∪ Ik, with vertices u and v adjacent in
G if and only if Iu ∩ Iv 6= Ø and Iu, Iv belong to different interval classes, then G is
an interval k-graph. The collection I with the partition into classes will be called an
interval k-representation or simply a representation if the context precludes ambigu-
ity. Note that the set of vertices corresponding to intervals from any class induce an
independent set. In the case k = 2, this class has been called the interval bigraphs
and has enjoyed considerable attention recently, see for example [6, 10, 17] and their
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references for more. Our focus is on the interval k-graphs that are cocomparability
graphs and hence those interval k-graphs which give rise to a strict partial order we
will call an interval k-order.
The class of probe interval graphs is another class of intersection graphs that has
enjoyed recent attention. See for example [7, 8, 20, 19, 22]. A probe interval graph is
another interval-intersection graph in which certain intervals’ intersection information
is ignored. A graph G is a probe interval graph if its vertices can be partitioned into
sets P (probes) and N (nonprobes) with an interval of the real line corresponding to
each vertex, and vertices adjacent if and only if their corresponding intervals intersect
and at least one is a probe. In [4] the probe interval graphs that are cocomparability
graphs, and hence incomparability graphs of probe interval orders, are characterized
in various ways. One characterization states the collection of intervals corresponding
to the nonprobes has the property that no interval contains another properly while the
probes’ intervals are not restricted. If a probe interval graph has such a representation,
it is called a nonprobe-proper probe interval graph.
Theorem 1.1 (Brown, Langley, [4]) The graph G is a cocomparability graph whose
vertices can be partitioned into sets P and N with N an independent set, and every 4-
cycle alternates between N and P if and only if G is a nonprobe-proper probe interval
graph.
The results we develop here are similar to those in [4] in that we are (1) trying to do
for interval k-orders what Fishburn did for interval orders (see [13]) and (2) we show
that the mechanism by which an interval k-graph may contain an obstruction to being
a cocomparability graph is having an interval from some interval class contain another
from that class properly. Whence we define the following restricted class of interval
k-graphs. Let G be an interval k-graph with an interval representation I partitioned
into classes I1, I2, . . . , Ik so that no interval from any class contains another from its
class properly. We call such an interval k-graph a class-proper interval k-graph, and
the collection of intervals representing it a class-proper representation.
Thanks to the monumental characterization of transitively orientable graphs by
Gallai (Theorem 1.2 below) we can find interval k-graphs which are not cocompara-
bility graphs by identifying odd asteroids. An odd asteroid is a sequence v0, P0, v1, P1,
v2, . . . , v2n, P2n, v0, where v0, v1, . . . , v2n are distinct vertices, Pi is a vi, vi+1-path, and
N(vi) ∩ Pi+n = Ø, where subscripts are taken modulo 2n + 1. If a graph has a set
of 2n + 1 vertices on which an odd asteroid exists, we will call the set of vertices a
(2n + 1)-asteroid. The graph, which we refer to as T2 in Figure 1 has a 3-asteroid
(also known as an asteroidal triple) on the vertices a, b, and c. The graph G of Figure
2 has a 5-asteroid on v0 = q, v1 = x, v2 = a, v3 = c, and v4 = b, whence it is not a
cocomparability graph, and neither is T2, via the theorem of Gallai we mentioned.
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Theorem 1.2 (Gallai, [15]) The complement of a graph G has a transitive orienta-
tion if and only if G has no odd asteroid.
But G and T2 have interval k-representations as illustrated and so the class of in-
terval k-graphs is not contained in the class of cocomparability graphs. The converse
containment relationship also does not hold; this will be shown below.
Figure 1: An interval 2-graph with an asteroidal triple and interval representation
illustrating how an asteroidal triple requires some interval to contain another from
the same class properly.
Figure 2: An interval 3-graph which is not a cocomparability graph and its represen-
tation showing it is not class-proper.
Any probe interval graph is an interval k-graph, as was shown in [6], but in
Figure 3 we have a cocomparability interval 3-graph M which is not a probe interval
graph. The poset P corresponds to a transitive orientation of the complement of
M . Therefore the class of cocomparability interval k-graphs contains the class of
cocomparability probe interval graphs.
A beautiful characterization of cocomparability graphs by Golumbic, Rotem, and
Urrutia (Theorem 1.3 below) shows they are precisely the function graphs. A function
graph G is the intersection graph of a family of curves of continuous functions fi :
[a, b]→ R; that is, vertices i and j are adjacent if and only if fi(x) = fj(x) for some
x ∈ [a, b]. It is easy to see that every function graph is a cocomparability graph:
orient i→ j in G if fi(y) < fj(y) for all y ∈ [a, b].
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Figure 3: A cocomparability interval 3-graph M which is not a probe interval graph,
its class-proper interval representation, and the Hasse diagram of the strict order P
obtained from a transitive orientation of M by the methods in Theorem 4.1.
Theorem 1.3 (Golumbic, Rotem, Urrutia, [16]) A graph is a function graph if and
only if it is a cocomparability graph.
A graph is weakly chordal if neither it nor its complement contains an induced cycle
on five or more vertices as an induced subgraph.
Theorem 1.4 (Brown, [6]) If G is an interval k-graph, then G is weakly chordal.
In Figure 4 we have a function representation of the complement of a 6-cycle, which
is not an interval k-graph, by Theorem 1.4; therefore there is no containment rela-
tionship between interval k-graphs and cocomparability graphs.
Figure 4: A function representation of the complement of a 6-cycle, which is not an
interval k-graph by Theorem 1.4.
2 Interval 2-Graphs and Orders
In the next section, we show that if an interval k-graph, for k ≥ 3, has a class-proper
representation, then it is a cocomparability graph. In this section we show that the
well-known and well-studied classes of bipartite cocomparability graphs, bipartite
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permutation graphs, and proper and unit interval bigraphs are precisely the class-
proper interval 2-graphs. We also show that for k > 2 none of the characterizations
in Theorem 2.1 extend to proper interval k-graphs or class-proper interval k-graphs.
Furthermore, for k > 2, the classes proper, unit, and class-proper interval k-graphs
are different.
To prove that class-proper interval 2-graphs are precisely the cocomparability
interval 2-graphs, we will take the circuitous route of proving the following cycle of
implications, referring to statements in Theorem 2.1: 1 =⇒ 2 =⇒ 3 =⇒ 4
=⇒ 5 =⇒ 1. In so doing we will establish a characterization via the existence of
an ordering of the graph’s vertices, statement 5, which is stronger than the strong
ordering referred to in statement 6. This is the most efficient way we could prove
this, possibly due to the fact that the class-proper restriction is not much of one; to
wit, intervals in one interval class could be distinct points while those in the other be
unit-length intervals for example. In the interest of brevity we will direct the reader
to the literature where the results and all definitions can be found; we will give only
the essential ones.
A bipartite graph G is a unit interval bigraph if it is an interval 2-graph which
has a representation where all intervals have identical length. G is a proper interval
bigraph if G is an interval 2-graph which has a representation in which no interval
contains another properly. A graph H is a permutation graph if V (H) = {1, 2, . . . , n}
and there is a permutation (pi1, pi2, . . . , pin) of the numbers V (H) such that vertices
are adjacent if and only if the numbers are in reversed order in the permutation.
Equivalently, and this is the definition we will use, a permutation graph G may be
defined as the intersection graph of line segments {`v : v ∈ V (G)} contained in the
space between parallel line segments L1 and L2, we will call channels. For the point
where `v intersects Li we will use p(v; i). For the intervals in an interval representation,
whether it be unit, proper, or class-proper, we will use I(v) = [L(v), R(v)] to denote
the interval corresponding to vertex v.
Theorem 2.1 Let G be a bipartite graph. The following are equivalent:
(1) G is a unit interval bigraph [1, 2, 17, 21];
(2) G is a proper interval bigraph [17];
(3) G is a class-proper interval 2-graph;
(4) G is a permutation graph [1, 17];
(5) V (G) can be ordered (v1, v2, . . . , vn) so that whenever vivk ∈ E(G) and i < j < k,
vj is adjacent to whichever of {vi, vk} is not in its partite set;
(6) G has a strong ordering [1];
(7) The bipartite adjacency matrix of G has a monotone consecutive arrangement
[21];
(8) G is the comparability graph of a poset of dimension at most 2 [12, 17];
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(9) G is the incomparability graph of a poset of dimension at most 2 [12, 17];
(10) G is a proper circular arc graph [17];
(11) G is contains no asteroidal triple [17].
Proof. (1 =⇒ 2) A unit representation is a proper representation.
(2 =⇒ 3) A proper interval bigraph is clearly a class-proper interval bigraph.
(3 =⇒ 4) Place a copy of the class-proper interval representation for G on
each of the channels L1 and L2. With IX and IY the intervals corresponding to G’s
bipartition, create `v, for v ∈ X, by connecting l(v) on L1 with r(v) on L2, and for
v ∈ Y , connect r(v) on L1 with l(v) on L2. The line segments for vertices from the
same partite set will not cross because the interval representation is class proper, and
xy ∈ E(G), for x ∈ X, y ∈ Y , if and only if r(x) > l(y) and r(y) > l(x) if and only
if `x crosses `y. Thus, the line segments {`v : v ∈ X ∪ Y } between the channels form
a permutation representation for G.
(4 =⇒ 5) Given a segment representation of a bipartite permutation graph,
consider the vertex ordering v1, v2, . . . , vn given by the order of p(v; 1), the endpoints
of the segments on channel L1. That is, i < j if p(vi; 1) is left of p(vj; 1). Consider
vi, vj, vk with i < j < k and vivk ∈ E(G). The segments `vi and `vk intersect before
reaching the other channel. Since `vj starts between `vi and `vk , it cannot reach the
other side without intersecting one of them. It does not intersect the segment for the
vertex in its own partite set, so it intersects the other. We have the vertex ordering
desired.
(5 =⇒ 1) Suppose the bipartite graphG’s vertices have been ordered (v1, v2, . . . , vn)
in accord with the statement 5 and label the partite sets X = {vi1 , vi2 , . . . , vir} and
Y = {vj1 , vj2 , . . . , vjs} so that the indices respect the ordering (e.g., vitvjq ∈ E(G)
implies vitvjp if it < jq < jp). For convenience, drop the indices on the indices and
put vit = xt for 1 ≤ t ≤ r, and vjq = yq for 1 ≤ q ≤ s. We construct a class-
proper representation for G by induction on n = r + s creating the set of intervals
{Iv = [L(v), L(v) + 1] : v ∈ V (G)} with left end-points distinct and respecting the
ordering; i.e., L(v1) < L(v2) < · · · < L(vn). If min{r, s} = 1, the construction is
obvious. Also, since the intervals of isolated vertices are easy to incorporate we will
assume there are none. Now, assume a class-proper representation has been created
for G induced on {x1, . . . , xr} ∪ {y1, . . . , ys−1}, switching the roles of X and Y if
necessary.
Lemma A: If xiyj, xtyq ∈ E(G) and i < t and q < j, then xiyq, xtyj ∈ E(G).
Proof of lemma: This is essentially the observation that the ordering restricted
to each partite set is the strong ordering developed in [1]. By symmetry we may
assume xi is first among {xi, xt, yj, yq}. The possible orderings of these four elements
are (xi, yq, yj, xt), (xi, yq, xt, yj), and (xi, xt, yq, yj). In each case xiyq, xtyj ∈ E(G) in
virtue of the properties of the ordering. This proves the lemma.
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Define q and j to be the smallest and largest index, respectively, for which
xryq ∈ E(G) and xryj ∈ E(G). Define i and t to be the smallest and largest in-
dex, respectively, for which xiys ∈ E(G) and xtys ∈ E(G). If t < r, then q = s
and xt+1, . . . , xr are isolated (vis-a-vis xt+1ys−1 ∈ E(G) =⇒ xrys ∈ E(G) by
Lemma A); hence t = r. Similarly, if j < s, then yj+1, . . . , ys are isolated; so j = s.
Note that by the properties of the ordering, ys is adjacent to each of xi, xi+1, . . . , xr
and xr is adjacent to each of yq, . . . , ys. Then by Lemma A the graph induced on
{xi, . . . , xr} ∪ {yq, . . . , ys} is a biclique and hence the intersection of all the intervals
corresponding to these vertices is not empty. Furthermore, since all endpoints are
distinct, this intersection is not a point. Therefore there is a point p in this inter-
section with p > L(ys−1), and defining I(ys) = [p, p + 1] completes the unit interval
construction.
Theorem 2.1 could be extended with at least seven more statements (cf. [5])
and we would like to see a proof incorporating all (at least) eighteen statements
characterizing cocomparability interval 2-graphs into a cycle of implications using no
extraneous results. Indeed, we have tried to produce such a proof, but statements
10 and 11 have been prohibitive. So far statement 11 has only tedious proofs with
exhaustive case analysis or an appeal to Theorem 1.2. Statement 10 so far requires
an appeal to a result of Spinrad in [23].
3 Autopsy of Theorem 2.1’s attempted extension
to k > 2
Although the classes of unit interval k-graphs and proper interval k-graphs are iden-
tical, see [3], the analogues of statements in Theorem 2.1 extend no further for proper
interval k-graphs with k > 2. In this section we show that the statements 3, 4, 5, 8,
9, 10, and 11 of Theorem 2.1 do not necessarily hold for a proper interval k-graph,
k > 2.
First we show that the vertices of any proper (or unit) interval k-graph can be
ordered as in statement 5 of Theorem 2.1, but the ordering does not characterize
proper interval k-graphs.
Theorem 3.1 If a k-partite graph G is a proper or unit interval k-graph, then V (G)
can be labeled v1, v2, . . . , vn so that, for i < j < k, if vivk ∈ E(G), then vj is adjacent
to each of {vi, vk} in a different partite set than vj.
Proof. Suppose G is a proper or unit interval k-graph with interval representation
{I(v) = [`(v), r(v)] : v ∈ V (G)}. Label the vertices v1, v2, . . . , vn so that `(vi) < `(vj)
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if and only if i < j. Suppose vivk ∈ E(G), where i < k, and consider vj with
i < j < k. Since `(vi) < `(vj) < `(vk) and no interval properly contains another,
we know r(vi) < r(vj) < r(vk) and r(vi) ≥ `(vk) since I(vi) ∩ I(vk) 6= Ø. So
I(vi) ∩ I(vj) 6= Ø and I(vj) ∩ I(vk) 6= Ø. Therefore vj is adjacent to whichever of
{vi, vk} is in a different partite set than vj.
The graph in Figure 5 is not a unit or proper interval k-graph (straightforward to
verify, or see [3] or [6]), but is labeled in accord with Theorem 3.1.
Figure 5: An obstruction for a proper interval k-graph with vertices labeled in accord
with Theorem 3.1.
The next theorem follows from a result of Corneil and others [9] and since proper
interval k-graphs are asteroidal triple free [6], but we give a short proof following from
the ordering of Theorem 3.1. A dominating pair of vertices in a graph G is a pair of
vertices that belong to a path P of G such that every vertex of G belongs to P or is
adjacent to a vertex of P .
Theorem 3.2 If G is a connected proper or unit interval k-graph then G has a
dominating pair of vertices.
Proof. Suppose G is a connected proper or unit interval k-graph and that the
vertices have been labeled v1, v2, . . . , vn as in Theorem 3.1. We claim {v1, vn} is a
dominating pair. Since G is connected there is a path between v1 and vn; suppose
the path is P = (v1 = vi0 , vi1 , vi2 , . . . , vip = vn). For each k ∈ {0, 1, 2, . . . , p− 1} and
any j satisfying ik ≤ j ≤ ik+1, since vikvik+1 ∈ E(G), vj is adjacent to at least one
of vik or vik+1 because vik , vj, and vik+1 belong to at east two different partite sets.
We have proved every vertex of G either belongs to P or is adjacent to a vertex of P .
The converse of Theorem 3.2 is not true since the vertices in the graph of Figure
5 labeled 2 and 5 are a dominating pair. It is an open problem to determine what
property characterizes those graphs which have a dominating pair of vertices.
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Let F be the graph of Figure 5. We use F and F − 3 (the graph F with vertex 3
deleted) to show that the class of class-proper interval 3-graphs is distinct from the
classes of proper (or unit) interval 3-graphs, and permutation graphs. See Figure 6,
first row, in which F , a class-proper representation for is is given as well as a permuta-
tion representation (the interval for 4 contains that for 5, but they are from different
classes). The graph F − 3 shows there are interval 3-graphs whose complements are
not circular arc graphs, Figure 6, third row. The second row of Figure 6 shows that
F is a cocomparability graph since F has been given a transitive orientation shown
via F tr.
Figure 6: Unit (or proper) interval 3-graphs are not equivalent to class-proper interval
3-graphs, permutation graphs, are not equivalent to cocomparability graphs of posets
of dimension three, and are not the complements of (proper) circular arc graphs.
The vertices in the complement of a cocomparability interval k-graph can be
covered with k cliques and hence any poset corresponding to a transitive orientation
can be partitioned into k chains. So the width of the poset is at most k and by a
theorem of Hiraguchi, the dimension of the corresponding poset is less than or equal
to k. But the converse is not true; that is, a poset of dimension less than or equal
to k does not necessarily have an interval k-graph as an incomparability graph. For
10
Figure 7: The Hasse diagram of a poset of dimension 3 that doesn’t correspond to
any cocomparability interval k-graph.
example the graph in Figure 4, C6, is the incomparability graph of the 3-crown in
Figure 7, which has dimension three. Furthermore, since C6 has no asteroidal triple,
the analog to statement 11 of Theorem 2.1 does hold for interval k-graphs, k > 2.
We have achieved the goal of this section: to show that essentially no statement
of Theorem 2.1 can be extended to unit or proper interval k-graphs, for k > 2.
4 Interval k-Graphs and Orders, k ≥ 3
In this section we focus attention on k ≥ 3 and will describe the structure of orders
corresponding to class-proper interval k-graphs. We give two proofs that class-proper
interval k-graphs are cocomparability graphs, one using Theorem 1.3.
Theorem 4.1 If G = (V,E) is a class-proper interval k-graph, for k ≥ 3, then G is
a cocomparability graph.
Proof. Assume G is a class-proper interval k-graph with representation such that
all interval endpoints are distinct. We now use Iv = [l(v), r(v)] to denote the interval
for vertex v. for vertex v. Index V (G) as v1, v2, . . . , vn so that i < j if and only
if r(vi) < r(vj). Now orient the edge vavb ∈ E(G) as va → vb if r(va) < l(vb) or
r(va) < r(vb) and va, vb belong to the same interval class.
We claim that this orientation is transitive. First, suppose va → vb, vb → vc
and vavc 6∈ E(G). We have r(va) < r(vb) < r(vc) and so l(vc) < r(va) in order for
Iva ∩ Ivc 6= Ø. But this means Ivb ∩ Ivc 6= Ø, and so Ivb , Ivc belong to the same interval
class. Hence Iva , Ivb belong to different interval classes. Now, unless l(vb) < l(vc), the
representation is not proper and vavb ∈ E(G), a contradiction.
Now suppose va → vb → vc → va is assigned to G. Then r(va) < r(vb) < r(vc) <
r(va), clearly a contradiction. Therefore the orientation is transitive.
(Alternatively:) We prove this via constructing a function representation for G;
since function graphs are cocomparability graphs, the result follows.
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Figure 8: A function representation for a class-proper interval k-graph.
Begin with class-proper interval k-graph G = (V,E) and find its interval represen-
tation I = {I1 ∪ I2 ∪ · · · ∪ Ik} in which each interval endpoint is distinct. Now take
k+1 horizontal lines L0, L1, . . . , Lk placed some distance apart from one another and
place I on each one. Define a function line fv corresponding to v ∈ V with Iv ∈ Ii.
The construction differs according to i ∈ {1, . . . , k − 2}, i = k − 1, and i = k. Each
function line is defined by k line segments, one with negative slope, one with positive
slope, and the rest vertical. For i ∈ {1, 2, . . . , k − 2}, connect via line segments l(v)
on Li to r(v) on Li+1 and r(v) on Li+1 to l(v) on Li+2, and use vertical line segments
connecting l(v)s between the horizontal lines where fv has not been defined. For
i = k− 1, construct fv with a line segment connecting l(v) on Lk−1 to r(v) on Lk and
a line segment connecting r(v) on L0 to l(v) on L1, then using vertical line segments
to complete fv. For i = k, connect l(v) on L0 to r(v) on L1 and r(v) on L1 to l(v) on
L2 and then vertical line segments for the rest of fv. See Figure 8 for a depiction of
this construction with k = 3.
It is easy to verify that, for u, v ∈ V , if uv 6∈ E, then fu and fv do not intersect
because Iu, Iv ∈ Ii, or Iu and Iv are in different classes and do not intersect. If uv ∈ E,
then fu and fv intersect twice. Now, orient G via u→ v if and only if fu(y) < fv(y)
for all y in the domain (on the vertical axis) of the functions. Clearly, this is a transi-
tive orientation of G; in fact it gives the same orientation as the one obtained above.
We now describe a vertex elimination scheme for class-proper interval k-graphs
which in a sense generalizes the notion of consecutive orderability of maximal cliques
in interval graphs (cf. [14]). Let G be a class-proper interval k-graph with class-proper
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representation I in which all interval endpoints are distinct. Order the vertices of G
as v1, v2, . . . , vn so that r(vi) < r(vj) if and only if i < j. Now, observe that in G
all intervals containing r(v1), including Iv1 , induce a complete multipartite subgraph
in G. Deleting the interval Iv1 produces a class-proper representation for G − v1,
and now the intervals containing r(v2) induce a complete multipartite subgraph in
G− v1. Clearly, this process may be repeated so that NH [vi] is complete multipartite
in H = G \ {v1, v2, . . . , vi−1}. We record this observation below.
Proposition 4.1 Let G be an n-vertex class-proper interval k-graph with class-proper
representation {Ivi : 1 ≤ i ≤ n} where V (G) = {v1, v2, . . . , vn} with r(vi) < r(vj) if
and only if i < j. Then, for 1 ≤ i ≤ n, NH [vi] is complete multipartite in H =
G \ {v1, v2, . . . , vi−1}.
With P = (V,≺) the strict partial order obtained from a class-proper interval
k-graph G = (V,E) and vertices ordered as in the proposition above, we have vi ≺
vj =⇒ i < j. Also, translating the above proposition into ordered set parlance, we
have Corollary 4.1. Denote by NP (x) the set of elements incomparable with x in P .
When we say an order (or suborder) has a decomposition into chains, we mean that
the elements of the order (or suborder) may be partitioned into chains C1, C2, . . . , Cm,
with x ∈ Ci incomparable to y ∈ Cj whenever i 6= j.
Corollary 4.1 Let P = (V,≺) be a strict partial order whose incomparability graph
is a class-proper interval k-graph G = (V,E) and V is indexed as in Proposition
4.1. Then, with P ′ = P \ {v1, v2, . . . , vi−1}, vi is minimal in P ′ and NP ′(vi) can be
decomposed into chains.
Remark. In Figure 3 an ordering of V (M) which corresponds to the prescriptions
of Proposition 4.1 is v1 = a, v2 = x, v3 = p, v4 = y, v5 = b, v6 = q. Note that this
order may be obtained also from P via Corollary 4.1. Begin by finding a minimal
element whose set of incomparable elements can be partitioned into chains with no
comparabilities between chains. For example a has NP (a) = {x, y, p} with C1 being
the 2-chain x ≺ y, and C2 the 1-chain p. So a is a suitable first element. The next ele-
ment in the ordering must be x, since NP−{a}(p) = {x, y, b} and x ≺ y, x ≺ b, and y‖b.
We now proceed from the other perspective to the end of characterizing interval
k-orders. However, and in distinction to the k = 2 case, the assignment of elements
of the order to classes (vertices of the incomparability graph to color/interval classes)
must be done with care, since the class assignment (coloring of the incomparability
graph) is not forced in the k > 2 circumstance. Figure 9 is intended to illustrate this
problem. In spite of this we will prove the following theorem after we prove that an
appropriate color/interval assignment can be found.
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Theorem 4.2 Let P = (V,≺) be a strict order with V labeled v1, v2, . . . , vn so that vi
is minimal in P ′ = P \ {v1, v2, . . . , vi−1} and NP ′(vi) can be decomposed into chains.
Then the incomparability graph of P is a class-proper interval k-graph.
To prove this theorem, we give a class-proper interval representation derived from
an order satisfying the hypothesis of Theorem 4.2 as follows. Define µ(vi) = min{j :
vi‖vj}, and put Ivi =
[
µ(i)− (1− i
n
)
, i
]
. Note that i ∈ {j : vi‖vj} since ≺ is strict,
and so Ivi is well-defined. We may assume, appealing to Dilworth’s theorem [11]
and the fact that cocomparability graphs are perfect (which follows essentially from
Dilworth’s theorem and the fact that the class of perfect graphs is closed under com-
plementation, see [18]), that width(P ) = χ(G) = k, and that the independent sets
of G correspond to the k chains that cover P . Now, referring to Figure 9, the order
M can be partitioned into chains in three different ways. One of these partitions
together with the above interval representation construction will not give back the
order desired. In particular P3, the third covering of M in the figure, yields v3 in-
comparable to the rest of the order when we should have v3 ≺ v5. Consequently we
must choose the covering carefully, whence the following claim.
Claim: There exists a covering of P by chains such that the chains in the decompo-
sition of NP ′(vi) are each contained in a unique class. That is, no chain of NP ′(vi)
contains vertices of two or more classes.
Proof of Claim. Suppose we have any covering. Let i be the smallest subscript
where vi fails the conditions of the claim. We will change the covering so v1, . . . , vi
meet the conditions of the claim, by successively increasing i.
Let x ≺ y be two vertices in a chain in the decomposition of NP ′ (vi) where x
and y are in different classes, there are no vertices between x and y, but all vertices
that precede x in the chain are in the same class as x. Let the class that contains
x be X = x1 ≺ x2 ≺ · · · ≺ xj = x ≺ · · · ≺ xm, and the class that contains y be
Y = y1 ≺ y2 ≺ · · · ≺ yl = y ≺ · · · ≺ yn.
Observe that xj+1 (if it exists) must satisfy vi ≺ xj+1, or y ≺ xj+1; otherwise
NP ′ (vi) would contain a component that is not a chain.
Observe also that, if yl−1 exists, either yl−1 ≺ vi, yl−1 ≺ xj or, if neither of those
are true, yl−1 is contained among v1, v2 . . . vi−1. For each of these cases, if both yl−1
and xj+1 exist, yl−1 ≺ xj+1 by transitivity and the observation above.
We form a new covering by replacing X and Y with two new classes as follows:
X ′ = x1 ≺ · · · ≺ x ≺ y ≺ · · · ≺ yn, and Y ′ = y1 ≺ · · · ≺ yl−1 ≺ xj+1 ≺ . . . xm.
We need to check that the new covering has several properties. First observe that,
because of the structure of NP ′ (vi), no other chain in the decomposition of NP ′ (vi)
has vertices in X or Y , so their classes remain unaltered at this step. Second observe
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Figure 9: The orderM and corresponding intervals constructed in accord with The-
orem 4.2. Also the different interval k-orders as a function of the three ways M
can be partitioned into chains. (We have solid, double-solid, and dashed intervals to
represent the class assignment given by the indicated partition into chains.)
that, in the chain in NP ′ (vi) that contains x and y, all of the vertices that precede
x must be in X and consequently become part of X ′ (and thus we can repeat this
process until the entire chain is in a single class, if necessary). Finally we need to
make certain that, for any vr with r < i, all chains in NP ′ (vr) stay in unique classes.
Suppose a chain in NP ′ (vr) does break into two classes. Then this chain must
contain either x = xj ≺ xj+1 or yl−1 ≺ yl.
Case 1: The chain contains xj ≺ xj+1. Recall that either yl ≺ xj+1 or vi ≺ xj+1.
In the first case since xj ≺ y ≺ xj+1, there would be a chain in NP ′ (vr) split between
X and Y which contradicts our choice of i. In the second case, since vr||xj+1 it follows
that vr||vi (since r < i, we know that vi ≺ vr is impossible). However the vertices
xj, xj+1, vi are all in NP ′ (vr) but do not form a chain, contradicting our labeling.
Case 2: The chain contains yl−1 ≺ yl. If yl−1 ≺ xj, then yl−1 < xj < yl for
part of the chain in NP ′ (vr) that is divided between X and Y , contradicting our
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choice of i. Suppose then that yl−1 and x are incomparable. By the ordering of the
vertices x 6≺ vr, however, since yl||vr, vr 6≺ x either. Consequently the vertices yl−1,
yl, and xj are part of a component of NP ′ (vr) which is not a chain, contradicting our
assumptions.
By successively forming these new coverings we make each chain of NP ′ (vi) fit
in a unique class and ultimately find a covering that satisfies the conditions of the
claim. This proves the claim. 
We return to the proof of Theorem 4.2 and verify that the interval representation has
the requisite properties.
Claim: The intervals are class proper.
Proof of Claim. Note that no interval is empty or trivial. Now, suppose some interval
contains another from its class. That is, suppose there are elements va, vd from
the same chain of P with va ≺ vd and b = µ(vd), µ(va) = c, and b < c. Hence,
l(vd) < l(va). But vd must be comparable to all elements vi with i < b, and va must
be comparable with all elements vi, with i < c. So vb ≺ va and transitivity forces
vb ≺ vd, contradicting µ(vd) = c.
Claim: If vi‖vj, then Ivi ∩ Ivj 6= Ø.
Proof of Claim. Suppose vi and vj are distinct vertices with vi‖vj and i < j. Then
µ(i), µ(j) ≤ i and both intervals contain the segment [i− (1− j/n), i].
Claim: If vi and vj are comparable, then vivj 6∈ E(G).
Proof of Claim. If vi, vj belong to the same chain in P , then their intervals belong to
the same class and do not induce adjacency regardless of whether they intersect. So
suppose vi ∈ Cr, vj ∈ Cs, where r 6= s, and say vi ≺ vj, hence i < j.
Claim: If x ≺ y or y ≺ x, then Ix ∩ Iy = Ø, unless Ix, Iy ∈ Ij.
Proof of Claim. Suppose x ≺ y and x and y are in different classes. Let x = vi and
y = vj (and necessarily i < j). We need to check that i < µ(j). Let k = µ(j), and
suppose i ≥ k. Since vk‖y, x 6= vk, so k < i < j. In this case, x = vi 6≺ vk, by
the structure of the labeling. On the other hand if vk ≺ x, by transitivity vk ≺ y,
a contradiction. Consequently vk‖x as well. However, now x and y are in the same
chain of NP ′ (vk), and therefore must be in the same class.
The proof of the theorem is complete.
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4.1 Characterization of Interval 3-Orders by One Obstruc-
tion
We have identified the mechanism by which a transitive orientation of the comple-
ment of an interval k-graph is prohibited: that an interval contain another from its
class properly. In this section we characterize interval 3-graphs that are cocompara-
bilty graphs via one forbidden induced subgraph (the complement of a 6-cycle) and
consequently also the interval 3-orders by one forbidden suborder (the order often
referred to as the 3-crown).
Theorem 4.3 A 3-chromatic cocomparability graph is a class-proper interval 3-graph
if and only if it contains no subgraph isomorphic to C6 of Figure 4.
Proof. Let G be a 3-chromatic cocomparability graph and note that no vertex of
C6 has an induced complete multipartite neighborhood, so G cannot have C6 as
an induced subgraph. Also note that any cocomparability graph on fewer than six
vertices is an interval k-graph, so suppose |V (G)| ≥ 6.
Now assume G is minimal counterexample to the result in that the neighborhood
of no vertex of G induces a complete multipartite neighborhood. Let P = (V (G),≺)
be the poset obtained from Corollary 3.1. Since G is 3-chromatic, and by Dilworth’s
theorem, P can be decomposed into three maximal chains, say C1, C2, and C3. Now
we argue by the number of minimal elements of P .
If P has one minimal element, say x, then x is isolated in G and its neighborhood
is complete multipartite. If P has two minimal elements, say x and y with (relabeling
if necessary) x ∈ C1 and y ∈ C2. Let z be the minimal element of C3, but z is not
minimal in P , so without loss of generality x < z. Then x is incomparable with a
subchain of C2 and is complete multipartite. [Details: Suppose x is minimal in C1
and y is minimal in C2. By design x‖y. Let C2 consist of y ≺ y1 ≺ · · · ≺ yk. Then we
may suppose yk  x, and so x‖y, y1, y2, . . . , yk−1. N [x] ∼= K1,k−1.] By dual arguments
we can also determine that P must have 3 maximal elements.
Suppose P has exactly three minimal elements, x ∈ C1, y ∈ C2, z ∈ C3. P must
have exactly 3 maximal elements as well. None of x, y, z have induced complete
multipartite neighborhoods in G, otherwise G is not minimal as assumed. We know
that each of C1, C2, and C3 have more than one element, otherwise x or y or z is
both a minimal and maximal element of P . Suppose x is such an element. Then x is
isolated in P , and either y or z has a complete multipartite neighborhood in G.
Suppose C1 consists of x ≺ x1 ≺ · · · ≺ xr, C2 consists of y ≺ y1 ≺ · · · ≺ ys, and
C3 consists of z ≺ z1 ≺ · · · ≺ zt. Relabeling if necessary, we may assume there is
an element yi, i ≥ 1 with x‖yi and z ≺ yi. Now N [z] is not complete multipartite.
If there is a yj, 1 ≤ j ≤ i, with yj‖z and x ≺ yj, then yj ≺ yi and hence x ≺ yi,
a contradiction. So there is an xk, k ≥ 1, with xk‖z and y ≺ xk. Now, N [y] is not
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Figure 10: The graph 2P 3; we conjecture it and C6 are the forbidden subgraphs that
characterize the incomparability graphs of interval k-orders.
complete multipartite in G. If there is an xl incomparable with y and with z ≺ xl,
then xl ≺ xk, a contradiction. Thus there is an element zm incomparable with y and
with x ≺ zm. But now the elements x, zm, z, yi, y, xk are related so that P contains
an induced 6-cycle; that is, G contains and induced C6.
We end with a conjecture.
Conjecture: If G is a cocomparability graph, then G is an interval k-graph if and
only if it has no induced subgraph isomorphic to C6 or 2P 3 (cf. Figure 10).
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