Quantum effects on magnetic ordering in body-centered-tetragonal antiferromagnets with only nearestneighbor interactions are studied in detail using interacting spin-wave theory. The model consists of M noninteracting (in a mean-field sense) antiferromagnetic planes which together form a body-centeredtetragonal structure. We obtain the leading quantum correction of order 1/S from the zero-point energy for a system of M planes whose staggered moments have arbitrary orientations. The infinite degeneracy of the ground-state manifold of this system is partially removed by collinear ordering in view of effects previously calculated by Shender at relative order J 2 ⊥ /(J 2 S), where J, the antiferromagnetic in-plane exchange interaction, is assumed to dominate J ⊥ , the out-of-plane interaction which can be of either sign. We study the complete removal of the remaining degeneracy of the collinear spin structures by assigning an arbitrary sign σ i (i=1,2,...M) to the staggered moment of the planes. Our result for the zero-point energy (for M>2) up to the sixth order in
I. INTRODUCTION
Recently there has been much attention on the phenomena of order by disorder in frustrated magnetic systems. 1 Thermal, 2,3 quantum, 4, 5 and even quenched disorder 6 may sometimes give rise to long-range ordering in systems with frustration, where one must often consider the selection among classically degenerate ground states which are not equivalent by any symmetry. An outstanding and the simplest example is the nearest-neighbor Ising antiferromagnet ͑AF͒ on a triangular or a face-centered-cubic ͑fcc͒ lattice. 2, 7, 8 These systems have highly degenerate ground states. Villain et al. showed that at any nonzero temperature thermal fluctuations break the degeneracies in these systems, producing well-defined long-range order. They called this phenomenon ''ordering due to disorder.'' 2 Later Henley 3 extended this phenomenon to a system of unit length n-component vector spins on a fcc lattice and showed that thermal fluctuations select the collinear states out of infinite degenerate groundstate manifold. At zero temperature where the thermal fluctuations are absent, ground-state selection occurs due to quantum fluctuations. This phenomenon was studied theoretically by Shender 4 and shortly thereafter confirmed experimentally by inelastic neutron scattering in some antiferromagnetic garnets. 9 Since the work of Ref. 4 , a large number of systems have been studied, 10 such as AF spins on a square and cubic lattice with nearest and next-nearest neighbor interactions, 11 AF spins on a kagomé lattice, [12] [13] [14] [15] [16] AF spins on a pyrochlore lattice, 17 and the axial next-nearest-neighbor Ising model, 18 etc. All of these studies show that ''order by disorder'' is very general in that it should exist in many quantum systems with a classically degenerate ground state. In the cases of interest to us here, it is found that quantum fluctuations favor states in which spins are collinear. Hence, for a system where all possible collinear states are symmetry equivalent, the removal of the infinite degeneracy of the ground-state manifold by quantum fluctuations is as complete as permitted by symmetry and one has a ground state with no accidental degeneracy. To the best of our knowledge all collinear systems studied so far are of this type and hence it is of interest to study how quantum fluctuations select a unique ground state if the collinear states are not all symmetry equivalent. This issue is addressed in this paper by studying a particular system, namely quantum spins with nearest-neighbor AF interactions on a body-centered-tetragonal ͑bct͒ lattice. In this system, the Shender mechanism can only resolve the continuous degeneracy of the ground-state manifold into an infinite discrete Ising-type degeneracy, as we shortly discuss below. The selection of a unique ground state out of this infinite Ising-type degenerate manifold by higher-order effects of quantum fluctuations is analyzed in detail in this paper. Another case where collinear configurations are not equivalent by symmetry is provided by the ''second kind of AF ordering'' on an fcc lattice 19 where one has two inequivalent collinear states; type A and type B. We studied this system elsewhere 20 and found that quantum fluctuations favor the state of type A.
Three-dimensional ͑3D͒ magnetic ordering in a bct antiferromagnet is of special interest because the magnetic properties of such structures are believed to be relevant to hightemperature superconductivity. The most important example of such layered structures is perhaps La 2 CuO 4 , 21 in which long-range magnetic order is observed below T N ϳ300 K. However it is now believed that most of the magnetic properties can be understood in terms of the DzyaloshinskiiMoriya interaction which arises due to the orthorhombic distortion. 22 Recently, new systems which preserve the tetragonal symmetry at all temperatures have been studied. Rare-earth (R) cuprates, R 2 CuO 4 ͑Ref. 23͒ ͑which superconduct after electron doping 24 ͒ and Sr 2 CuO 2 Cl 2 ͑Ref. 25͒ are the most studied ones. In particular, the latter compound is the best experimental realization of the system that we are going to study in this paper. However, as we have discussed in Ref. 26 , there are other type of interactions, such as the magnetic dipole interaction, magnetic anisotropy, and biquadratic exchange interactions, which may compete with the effective interactions due to quantum disorder we are going to calculate here. Accordingly, it is important calculate the effective interaction due to quantum fluctuations in order to compare its strength with that of other interactions.
We now describe in detail the model that we are going to study in this paper. We consider a bct antiferromagnet with dominant antiferromagnetic interactions between nearest neighbors in the same basal plane and weaker interactions between nearest neighbors in adjacent planes, as illustrated in Fig. 1 . ͑The interplane interactions may be either ferromagnetic or antiferromagnetic.͒ From the work of Ref. 4 , one may conclude that zero-point fluctuations give rise to a collinearity zero-point energy of order
where J (J Ќ ) is the antiferromagnetic coupling between nearest-neighbor spins in the same ͑adjacent͒ basal plane of the bct lattice and n i defines the orientation of the staggered magnetization in the ith plane. Thus the continuous degeneracy with respect to the orientations of the n 's, is resolved into a twofold degeneracy for each collinear n i . Actually, the exact symmetry of this Heisenberg system is such that if one fixes the n i for alternate ͑even-numbered, say͒ planes, then the configuration obtained by the replacement for all oddnumbered layers n i →Ϫn i is degenerate in energy with the original one. This exact symmetry ͑due to the fourfold axes of the tetragonal crystal͒ indicates that there is no possibility of finding an effective interaction of the form Cn i •n iϩ1 . However, symmetry does allow an interaction of the form Cn i •n iϩ2 , which would uniquely fix the orientation of all even numbered layers with respect to one another. One should note the physical origin of these zero-point effects: although the classical ground-state energy is independent of the n 's, the spin-wave spectrum does depend on these variables. Thus the quantum zero-point motion, which involves a sum over spin-wave energies, can introduce a dependence on the n 's and thus lead to ground-state selection. Very simple approximate calculations of these effects are possible. 29, 30 A discussion of quantum ground-state selection can be found in Ref. 1 .
As far as we know, there are two studies of the effect of quantum fluctuations on the structure of the bct antiferromagnet. 27, 28 On the whole, their conclusions are as expected from Ref. 4 in that collinear spin structures are favored. In contrast, some of the more detailed conclusions regarding the global spin structure of the ground state of bct antiferromagnets are less well established. For instance, Ref. 27 considered only helical configurations with particular emphasis on the structure with helical wave vector equal to 2î/a, which we refer to as ''Case I.'' In this structure nextnearest antiferromagnetic x-y planes are stacked in phase, as is illustrated in Fig. 2 . In this model adjacent x-y planes are forced to stack so as to form a helical configuration, corresponding to a single wave vector. This work did not address nonhelical stacking sequences in which successive layers have arbitrary phases. In particular ''case II,'' where nextnearest x-y planes are stacked out of phase, is not subject to a helical description. In a later work, 28 Rastelli et al. ered a less restrictive model in which even numbered planes were described by a helix with a given wave vector and initial phase angle and odd numbered planes were described by a helix with the same wave vector but with an independent initial phase angle. This formulation included more structures, and in particular it included case II of Fig. 2 . Their model was more general than the one considered here in that they allowed an interaction, J 3 ϵ j 3 J, between nearest neighboring spins in second neighboring x-y planes. However, they stated that ''for any j 3 р0 the AF 1 ͓i.e., I in Fig. 2͔ configuration is established.'' But they did not carry out any calculations for the case j 3 ϭ0, for which the infinite degeneracy still remains. We have decided to reopen the study of this situation for two reasons. First of all, it appears that no comparison has actually been made between structures I and II of Fig. 2 . Secondly, there still has not yet been given a treatment of arbitrary nonhelical configurations, which is the essential and correct way to treat this problem with its most general form. In order to treat arbitrary configurations we take advantage of the well established fact ͑which we rederive here͒ that zero-point fluctuations favor collinear structures. 4 The most general collinear stacking of antiferromagnetic planes is described by introducing one Ising-like variable for each plane to specify the phase of that plane. We then develop an expansion scheme in which we can calculate the zero-point energy for an arbitrary set of these Ising variables. We carry the calculations of the ground-state energy up to the order in J Ќ /J at which the classical degeneracy is first removed. In that way we establish that structure II of Fig. 2 is stabilized by zero-point fluctuations, at least if one considers only effects at order 1/S. This stabilization energy is of order J Ќ 6 S/J 5 . Since J Ќ /J can be very much smaller than 1/S, we carried out perturbation theory in 1/S, to locate contributions to the stabilization energy which were of order J Ќ 4 /J 3 but were higher order in 1/S. We found a stabilization energy of order J Ќ 4 /(J 3 S). As with the zero-point energy of linear spinwaves, this energy stabilizes structure II of Fig. 2 .
Briefly this paper is organized as follows. In Sec. II we describe the model and discuss the expected form of the results. In Sec. III we study the effects of zero-point energy associated with noninteracting spin waves. These corrections, all of relative order 1/S, indicate that the coupling energy between second-neighboring planes tends to set them antiparallel and, surprisingly, is of relative order j 6 , where jϭJ Ќ /J. In Sec. IV we find the coupling energy for secondneighboring planes which is of order j 4 . This contribution requires consideration of spin-wave interactions and is of relative order 1/S 3 . Finally our conclusions are summarized in Sec. V.
II. FORMALISM

A. Statement of the model
We consider M ϫ(2N) spins on the sites of a bct lattice consisting of M 2D antiferromagnetic layers, each consisting of 2N strongly coupled antiferromagnetic spins on a square lattice with periodic boundary conditions. We write the Hamiltonian as
where H p refers to the pth plane alone and is given by
and the interaction H p, pϩ1 between the pth and (pϩ1)th planes is Thus for p even, p ϭ1 means that the spin at xϭa/2, yϭ0 in the pth plane is up. These parametrizations are illustrated in Fig. 2 .
B. Transformation to bosons
We introduce the transformation to bosons in the usual way, 31 according to the Dyson-Maleev transformation. 32 For up spins we write
and for down spins
Here we should note that the form of the interaction depends on whether the interacting spins are parallel or are antiparallel. However, changing the interplanar interactions from antiferromagnetic to ferromagnetic only involves changing the sign of J Ќ . Hence all our results will be valid for either sign of J Ќ . In fact, to lowest order in J Ќ we will see that the results do not depend on the sign of this variable.
Fourier transformed variables are defined by
where the sum is over the N wave vectors in the magnetic Brillouin zone: ͉q x ͉Ͻ/a and ͉q y ͉Ͻ/a. Note that in each plane there are 2N spins and r i is a vector in the x-y plane. The Hamiltonian in Eq. ͑2͒ can be written in momentum space as
͑18͒
Here E G ϭϪ2M NzJS 2 is the classical ground-state energy, where zϭ4 is the coordination number within a layer, H p (2) and V(p,pϩ1) represent the interactions quadratic in boson operators, respectively, within the pth layer and between layers p and pϩ1, and H p (4) and H p, pϩ1 (4) are the analogous interactions quartic in boson operators.
We have
where
(i, j) is unity if spins i in plane p and j in plane pϩ1 are like ͑i.e., either both up or both down͒ and are nearest interplanar neighbors and is zero otherwise, ␥ p,pϩ1 (U) (i, j) is unity if spins i and j are unlike ͑i.e., one up and one down͒ and are nearest interplanar neighbors and is zero otherwise, and H.c. indicates the Hermitian conjugate of all the preceding terms inside the bracket. Thus
where we have the Fourier transforms 
where ␦ G ϭ␦(1ϩ2ϩ3ϩ4ϩG), 1ϵq 1 , 2ϵq 2 , etc., the wave vectors are all summed over the magnetic Brillouin zone, and G is summed over all reciprocal-lattice vectors: Gϭ(n 1 îϩn 2 ĵ)(2/a). The occurrence of the phase factor in Eq. ͑25͒ may not be familiar, so we discuss it in Appendix A. In carrying out a calculation for a single plane, these phase factors never have any significance ͑because they depend on the absolute placement of the origin͒, but here we must keep track of them ͑because the location of the origin of one plane relative to that of a neighboring plane is significant͒.
, the quartic part of the term describing the interaction between planes p and pϩ1 is given by
where the terms come from the S z S z , S ϩ S Ϫ , and S Ϫ S ϩ interactions, respectively. Then
and V NL (p,pϩ1) is obtained from V NL (pϩ1,p) by interchanging the roles of p and pϩ1. Equation ͑28͒ is discussed in Appendix A. We now introduce a Bogoliubov transformation to diagonalize H p
Then we rewrite the Hamiltonian in terms of magnon operators as
The presence of the factor comes from reordering operators so that creation operators are to the left of annihilation operators. In other words, indicates corrections due to quantum zero-point motion. However, since these corrections are all intraplane corrections, they do not affect our calculation in a significant way. As we will see, they simply rescale S and J in an inessential way. The quadratic part of the term describing pth plane alone is
where J ϭJ͓1ϩ/S͔ includes the effects of normally ordering H p (4) . The quadratic part of the term describing the interaction between planes p and pϩ1 is
where S ϭSϪN Ϫ1 ͚ q m q 2 includes the effects of normally or-
, and
The explicit expressions for the quartic part of the Hamiltonian in terms of normal-mode operators will be given in Sec. IV when we calculate the contributions at higher order of 1/S.
C. Perturbation theory in 1/S and J Ќ
We may write the quantum corrections to the ground-state energy as
where jϭJ Ќ /J. Shender's 4 result that the zero-point energy favors collinearity is contained in the term a 21 , as already mentioned in Eq. ͑1͒ and implicitly assumed by the form of the transformation to bosons. If we evaluate the zero-point energy in terms of the sum over all spin-wave modes of the 3D system, we will get all contributions to e of order 1/S. We will carry out such a calculation only to an order in j sufficient to obtain a dependence on the 's. As we shall see, this requires an evaluation of all terms of order 1/S up to and including order j 6 . It is somewhat surprising that to get a coupling between second-neighboring planes at order 1/S one has to go to order j 6 . In fact, if the calculations are extended to higher order in 1/S, we expect to eventually get a contribution to e of order j 4 which does depend on the 's. This calculation, requiring an evaluation of e up to order 1/S 3 is described in Sec. IV.
III. 1/S CALCULATION
We show here how the contributions to the quantum zeropoint energy can be calculated to arbitrary order in j at first order in 1/S for an arbitrary configuration of 's. Such a calculation seemingly requires a calculation of the normal modes of such a nonuniform system. Obviously, an exact calculation of the normal modes is out of the question. We start by noting from Eq. ͑34͒ that the Hamiltonian quadratic in the normal modes can be written in the form
where H 2 (q) is a product of matrices of the form
where E 0 (q)ϭ2zJ S⑀ q , X is a column matrix with elements taken from the operators which appear in the Hamiltonian, and H is a 2Mϫ2M square matrix formed with the coefficients of the Hamiltonian, i.e.,
in the above matrices the entries which are not shown are all zero, and
The square of the spin-wave energies of the Hamiltonian in Eq. ͑42͒ are the eigenvalues of the dynamical matrix
where 
The eigenvalues E i (q) are the solutions of the characteristic equation
where x i 2 (q)ϭ͓E i (q)/E 0 (q)͔ 2 Ϫ1. After normal ordering of operators, one finds
͑55͒
where the 's and 's are the exact normal modes of the M -layer system and ⌬E Q is given by
where ⌬e Q is normalized relative to the classical energy per plane and
Since F(E i ) given in Eq. ͑54͒ is of high degree, it cannot be solved explicitly. However, to calculate the quantum correction in ⌬E Q to any finite order of j we need, not the roots x i (q), but only the summation of any power of them. We can see this by writing ⌬e Q as
and then expanding in powers of x i 2 (q) to get
Note that the term with mϭ0 corresponds to the case where the planes do not couple with each other and hence the total quantum correction is just the number of planes times the quantum correction due to a single plane. In this expansion we find the desired dependence on the 's at order j 6 
In the last equation, the four-spin term is absent for M ϭ3. Thereby we finally obtain the result
where the positive constants are The consequences of this result depend on the number of planes M in the system. If M ϭ3, the -dependent part of the energy is proportional to Ϫ 1 3 , which indicates that in this case, planes 1 and 3 have lower energy when ferromagnetically coupled. For M ϭ4, the energy is proportional to Ϫ 1 2 3 4 . To this order the configuration of the layers still has some degeneracy and a full solution for the ground state would require evaluation of terms still higher order in j than we have here. For M Ͼ4, the energy is minimized when second-neighboring planes are antiparallel to one another: i ϭϪ iϩ2 . We now discuss briefly this result in the light of Refs. 27 and 28 for the case when j 3 ϭ0. The structure we find is the one they call AF providing their angle is fixed to be 90°so as to obtain a collinear structure. In principle, by comparing the spin-wave zero-point energy of this structure with that of the one ͑AF 1 ϭ structure I of Fig. 2͒ they find to be stabilized, one could verify our results. However, the procedure we follow is more general, more direct, and actually is much simpler computationally. In addition, we determine that the zero-point energy is proportional to J Ќ 6 . As we have said, this result motivates us to analyze spin-wave interactions to locate a stabilization energy which, although higher order in 1/S, is lower order in J Ќ /J. This analysis is relevant because in many cases J Ќ /J is much smaller than 1/S.
IV. EFFECTS OF SPIN-WAVE INTERACTIONS
In this section we consider the effect of spin-wave interactions, because we expect that these will give rise to a nonzero contribution to the -dependent energy at order j 4 . To start we record the form of the quartic interactions. The quartic interaction H DM within a single layer is obtained from Eq. ͑25͒ in terms of normal-mode operators as ͑with the layer subscript p on the operators omitted͒
where x i ϭm i /l i ϭm(q i )/l(q i ). We have corrected the results of Ref. 31 to treat umklapp processes properly. Now we consider the nonlinear interactions between layers. First we write down the quartic terms coming from the S z S z interactions. They will later be shown not to contribute at the order in 1/S to which we work. We have
We only wrote those terms in Eq. ͑71͒ which affect our calculation. Note from Eq. ͑27͒ that V zz is Hermitian. Here
The quartic perturbations from the transverse fluctuations written in Eq. ͑28͒ are
The other coefficients are obtained from the relations obtained in Appendix D of Ref. 34 :
Before starting the calculations we make some preliminary remarks. First of all, we are interested only in terms of order j 4 . So we only consider contributions which involve four powers of the interplane interactions, each of which could, in principle, be either the quadratic ones of Eq. ͑35͒ or the quartic ones of Eqs. ͑71͒ and ͑75͒. However, two will involve the coupling between planes 1 and 2 and two will involve the couping between planes 2 and 3. ͑We only need to consider three planes because four interplane perturbations cannot span four planes at order j 4 .) From now on we therefore write ϭ 1 2 and Јϭ 2 3 and set 1 ϭ1. In other words, for plane 1, 1 ϭ0, for plane 2, are locations of up spins in these planes ͑see Fig. 2͒ . Secondly, we have considered terms quadratic in the normal modes which result from normally ordering operators when we transformed to normal modes. As will become apparent, such terms do not contribute at the leading nonzero order in 1/S. Thirdly, since we are studying the structure as influenced by quantum corrections, we will only analyze terms which are proportional to Ј. ͑By symmetry there can be no terms proportional to or to Ј.) In this connection we should note that X (q)Y (q) is independent of . As as consequence, when we consider perturbative contributions involving two V(i, j)'s, we only keep diagrams having two X 's or two Y 's. Now we carry out the calculations indicated above. We first consider the perturbative contribution to the energy of order j 4 at leading order in 1/S. Such terms are represented by the diagrams 35 shown in Fig. 3 , where we label the propagators according to the layer they are in.
In principle, we should also give each propagator an index, such as ␣ or ␤ for excitations in the first layer. However, in evaluating diagrams we will count the number of ways of assigning such labels. For instance, we find the sum of the contributions from Fig. 3 to be
where ͓͔ Ј indicates the contribution of order Ј that we want. Here the subscript on X and Y gives the value of p pϩ1 . The prefactor to the sum in Eq. ͑85͒ includes a factor (4J Ќ S) 4 
for the four interlayer interactions, (8J S)
Ϫ3
to scale the three energy denominators, and a factor of 2 corresponding to interchanging the roles of ␣ and ␤. In Eq. ͑85͒ the factor 4 comes from the four different orderings of vertices possible for diagram ͑c͒ of Fig. 3 . In particular, note the crucial -dependent parts of X 2 and Y 2 :
Using this result one sees that the contribution to the energy written in Eq. ͑85͒ vanishes. This result was expected, of course, because the work of Sec. III indicated that there was zero contribution to ␦E at order SJ Ќ 4 /J 3 . At order S 0 ͑i.e., relative order S Ϫ2 ) we have contributions such as those represented in Fig. 4 , which involve a quartic intraplane interaction ͑in plane 2͒ and four quadratic interplane interactions or four interplane interactions, one of which is quartic. We label the wave vectors of the upper loop k and the lower loop q. Then for the Ј-dependent terms from each diagram one see that in the sum over q the summand includes the factor c q s q which is odd under interchange of q x and q y . Since the rest of the summand is an even under interchange of q x and q y , this sum over q vanishes. So, in this order we still get a vanishing contribution to the energy proportional to Ј. Note that the diagrams of Figs. 3 and 4 give zero contributions to the energy even in the presence of the spin-wave renormalizations, J→J and S→S .
Finally, we are led to consider the contribution to the energy proportional to J Ќ 4 Ј which is of order 1/S. As we shall see, we obtain a nonzero result at this order in 1/S. Accordingly, to get results at order j 4 which are correct to leading order in 1/S we henceforth set J ϭJ and S ϭS. At this order in 1/S there are six types of perturbative contributions, T i for iϭ1,6, which are represented schematically in Fig. 5 .
We consider the first type of term shown in Fig. 5 . We show that these contributions involving two V zz 's vanish. To see this consider the allowed ordering of vertices of this type. Note that the two quartic interplane interactions must be connected by three lines, all of which must go in the same direction. ͑For this analysis we use a diagrammatic formulation 35 in which only forward-going lines are allowed at zero temperature.͒ To obtain an allowed ordering we have only the diagrams ͑in which only forward-going lines occur͒ shown in Fig. 6 . Note that in all cases, we need the square of an interplane matrix element, H
(1) (1,2,3,4) or H (2) (1,2,3,4), which is given in Eqs. ͑72͒-͑74͒. There we see that the -dependent part of matrix element is proportional to x 2 2 Ϫx 1 2 . Since the rest of the integrand is even under interchange of k 1 and k 2 , such a factor vanishes when summed over k 1 and k 2 . Thus T 1 ϭ0.
We now consider terms of type No. 2 of Fig. 5 . The two possible topologies of diagrams of interest are those shown in Fig. 7 . In the first two of these, the insertions of two FIG. 4 . As in Fig. 3 , the topologies of diagrams at order 1. The quadratic vertices can be either X or Y , but to get a contribution proportional to Ј two quadratic vertices in the same loop must either both be X or both be Y . Here VDM denotes H p (4) and VNL denotes V NL .
FIG. 5. The six types of perturbation terms, T i , at order 1/S. Here VZZ denotes V zz , VNL denotes V NL , and VDM( p) denotes H p (4) .
quadratic perturbations occur in the same line. Otherwise the insertions occur in different lines. Note that the quartic interlayer perturbations have no terms involving either ␣ p ϩ ␣ p ϩ or ␤ p ␤ p . What this means is that it is impossible to have a diagram with two lines of the same type (␣ or ␤) connecting the two quartic vertices in Fig. 7 . This consideration indicates that the left-hand case of Fig. 7 cannot actually occur. Also, in the right-hand case the two lines with no insertion must be one of each type. Now we consider completing the quartic vertices with the other lines which do carry insertions. 36 For instance, the ''1'' vertex ͑i.e., the one with a ''1'' line͒ is completed by two additional lines. One of these is either a ␤ 2 (␤ 2 ϵ␦) outgoing line or an ␣ 2 (␣ 2 ϵ␥) incoming line. The other is either an ␣ 1 (␣ 1 ϵ␣) outgoing line or a ␤ 1 (␤ 1 ϵ␤) incoming line. The ''3'' vertex ͑i.e., the one which a ''3'' line͒ is also completed by two additional lines, one of which is either an ␣ 2 (␣ 2 ϵ␥) incoming line or a ␤ 2 (␤ 2 ϵ␦) outgoing line. The other is either an ␣ 3 (␣ 3 ϵ) outgoing line or a ␤ 3 (␤ 3 ϵ) incoming line. Bearing in mind that when time ordered, these diagrams must not have any backward-going ͑i.e., leftward͒ lines, we have the possible diagrams shown in Fig. 8 .
Each of the diagrams in Fig. 8 gives rise to one or two time-ordered diagrams. 35 For instance, diagram 1 of Fig. 8 can have the quadratic vertices in either of two time sequences. In diagram 2 of Fig. 8 only one time ordering is possible. ͑The quadratic perturbation of the second line down from the top must occur to the right of the quartic vertices in order for the two parts of this line to be forward going.͒ For the diagrams in Fig. 8 we get the respective contributions to the energy (21) always comes to the left ͑before͒ the vertex V NL (23) . The internal perturbations should be distributed over all time orderings such that all lines are forward going ͑i.e., have their arrows pointing to the right͒. There is a one-to-one correspondence between these diagrams and those in which V NL (21) comes to the right of V NL (23) . Here and in succeeding figures ␣ϵ␣ 1 , ␤ϵ␤ 1 , ␥ϵ␣ 2 , ␦ϵ␤ 2 , ϵ␣ 3 , and ϵ␤ 3 . The legend for the interactions is shown in Fig. 4 . In all figures we label lines with wave vectors q 1 ϵ1, q 2 ϵ2, q 3 ϵ3, q 4 ϵ4, starting from the top. where the prefactor comes from ͑a͒ 2 for the two orderings of the quartic vertices: ''1'' before ''3'' and ''3'' before ''1'' ͑In Fig. 8 we only show ''1'' to the left of ''3''͒, ͑b͒ (Ϫ2J Ќ /N) 2 from the nonlinear interactions, ͑c͒ (4J Ќ S) 2 from the linear interactions, ͑d͒ (8JS) 3 to scale the energy denominators, and ͑e͒ an overall minus sign. We have the results:
where ⌬ϭ⑀ 1 ϩ⑀ 2 ϩ⑀ 3 ϩ⑀ 4 and the final factor is the multiplicity of the graph ͑i.e., the number of ways the contractions can be made͒ and the first factor is the appropriate sum of the energy denominators over all time orderings The legend for interactions is the same as in Fig. 3.   FIG. 11 . Seven ways to assign directions to the topology of type T 4 . The diagram are numbered 1 through 7 in reading order. Here XϵX , XЈϵX Ј , etc. The legend for interactions is the same as in Fig. 3.   FIG. 12 . Various ways to assign directions to the topology of type T 5a . In each diagram one of the unlabeled lines is a ''1'' and the other is a ''3.'' The contribution from each of these two choices of labelings is the same. The legend for interactions is the same as in Fig. 3.   FIG. 13 . Topology of diagrams that contribute to A ϩϩ (m,n) of Eq. ͑109͒ ͑left panel͒, to A Ϫϩ (l,m) of Eq. ͑113͒ ͑right panel͒, where m and n are momentum labels of lines ͑starting with 1 for the top line and going to 4 for the bottom line͒. Any line without an arrow can be assigned either direction and can be made forward going by suitable time ordering of the perturbations. In each diagram one of the unlabeled lines is a ''1'' and the other is a ''3.'' The contribution from each of these two choices of labelings is the same.
͑97͒
In writing these results we used Eq. ͑86͒. We also used results for the sums of energy denominators over allowed time ordering of vertices from Appendix F of Ref. 34 . These results are simplified in Appendix F ͑Ref. 34͒ into the form   FIG. 14. Various ways, (iϭ1,9) , to assign directions to the topology of type T 6a . Further ways are shown in Fig. 15 . The second, and new, type has insertions on two different legs. ͑This was not possible within type T 4 .) The possible assignment of directions of lines is shown in Fig. 13 . The corresponding evaluation of their energy denominators summed over all possible time orderings is now obtained by the same formalism as was used above for T 4 . Now we discuss in more detail how to put all this together for T 5b . ͑More details are given in Appendix H of Ref. 34 .͒ Clearly the best way to think about these diagrams is to start with the entire family of diagrams generated by two DysonMaleev quartic interactions with at most two backward lines. Then we select two legs ͑including all the backward legs͒ for insertions. If all four lines are forward going we therefore have six choices for the two lines in which to make insertions. If we have only two forward lines in the bare diagram, then we must make insertions on both backward lines. We write
͑108͒
where t i (5b) comes from insertions in diagrams with iϪ1 backward lines. These three cases are shown in Fig. 13 . We are only interested in the contributions proportional to Ј. Here the factors Ϫ2J/N come from the Dyson-Maleev perturbation, the 8JS is for each energy denominator, and each interplane linear interaction carries a factor 4J Ќ S.
Thus we have
ϩA ϩϩ ͑1,4͒ϩA ϩϩ ͑2,3͒ϩA ϩϩ ͑2,4͒ϩA ϩϩ ͑3,4͔͒,
͑109͒
where A ϩϩ takes account of the possible arrow assignments in Fig. 13 :
Note that in Eq. ͑109͒ we included a factor of 2 for the degeneracy between labels ''1'' and ''3'' in the insertions. The factors 2cs come from the -dependent parts of X and Y . Recall that we have the restriction that in each leg either 2 X's or two Y 's ͑but not XY ͒ can appear to get the dependence. Likewise
where the insertion factor A Ϫϩ is given by
To summarize this result, we write T 5b ϭT 5bA ϩT 5bB , with
and with a change of some momentum labels, 
P(9), P(10), and P(11) come from combining T 6aB and T 5bB : many other small energies, such as dipolar energies would also have to be considered. 26 We may summarize our conclusions as follows:
͑1͒ We have calculated the contributions to the energy which distinguish between various orderings of antiferromagnetic planes in the bct antiferromagnet with weak nearest-neighbor interplane interactions J Ќ . At second order in jϭJ Ќ /J, where J is the in-plane interaction, the energy favors collinear structures, as expected from previous calculations.
͑2͒ If we write the quantum zero-point energy, E Q as E Q ϭE C ͓1ϩ⌬e Q ͔, where E C is the classical ground-state energy of a single plane, then ⌬e Q can be calculated as a perturbation series in j and 1/S. At first order in 1/S, the leading contribution to ⌬e Q which involves the configuration of the planes ͑assumed to be collinear͒ is of order j 6 , as written in the abstract. For systems consisting of more than four layers, this energy favors second-neighboring planes being antiparallel. Thus the entire structure has only the degeneracy associated with the relative phase of the odd-numbered layers relative to the even numbered layers. This degeneracy reflects a true symmetry of the system and cannot be removed.
͑3͒ At order j 4 , the leading contribution to ⌬e Q which involves the configurations of the layers is of order 1/S 3 and is given by the complex expressions of Sec. IV. Numerical evaluation of this result shows that this energy also favors second-neighboring layers being antiparallel.
͑4͒ An interesting result is found for a system consisting of a small number of bct layers. In particular, for a threelayer system, we find that the first and third layers are parallel to one another in the ground state. It would also be interesting to study experimentally a system with four bct layers. In that case our results indicate that all configurations in which both next-nearest neighboring planes are parallel are degenerate with those in which both next-nearest neighboring plnaes are antiparallel. Although this degeneracy will no doubt be removed by higher-order effects, it does suggest the possibility of obtaining unusual spin structures in extremely thin-film systems.
͑5͒ We mention a caution that in real systems there may be other energies, 26 such a single ion anisotropy, dipolar, or further-neighbor interactions, which might be more important than those discussed here. In particular, for La 2 CuO 4 , experiments 38 show that the Dzyaloshinskii-Moriya anisotropy determines the three dimensional spin structure.
͑6͒ In Ref. 4 it was shown that the most important effect of quantum fluctuations was to introduce an effective biquadratic exchange interaction between sublattices of the form written in Eq. ͑1͒. In agreement with Ref. 4 for the bcc case, this effective interaction can be shown 20 to give rise to nonzero frequencies of the ''optical'' modes at zero wave vector in which sublattices do not precess in phase. Because the collinearity energy ͑which is of order J Ќ 2 /J) is much larger than the energy which determines how spins in alternate planes orient relative to each other, these optical mode frequencies are essentially determined by the collinearity energy of Eq. ͑1͒ and are not very sensitive to the global spin structure.
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APPENDIX A: NONLINEAR MATRIX ELEMENTS
We first discuss the phase factor in Eq. ͑25͒. For illustrative purpose we consider only the first term in H p (4) ͑which we denote T 1 ) and for simplicity we temporarily omit the indices p. Then where iup means that r i is summed only over the positions of up spins ͓as in Eq. ͑5͔͒ and we noted that all positions were referred to 1 (p). Alternatively, we could refer positions to 2 (p) in which case we would have Similarly, we discuss Eq. ͑28͒. We have
