Abstract. We conduct an analysis of ideal error correcting codes for randomized unitary channels determined by two unitary error operators -what we call "binary unitary channels" -on multipartite quantum systems. In a wide variety of cases we give a complete description of the code structure for such channels. Specifically, we find a practical geometric technique to determine the existence of codes of arbitrary dimension, and then derive an explicit construction of codes of a given dimension when they exist. For instance, given any binary unitary noise model on an n-qubit system, we design codes that support n − 2 qubits. We accomplish this by verifying a conjecture for higher rank numerical ranges of normal operators in many cases.
Introduction
Error correction is a primary obstacle to continued experimental advances in quantum computing and related applications [1] . The challenges posed by quantum error correction also involve numerous compelling mathematical problems. In particular, a key issue is the need to identify and construct error-correcting codes for noise models (or channels) associated with open quantum systems evolving in time [2, 3, 4, 5] . While there have been notable successes in this direction (we reference the works [6, 7, 8, 9, 10, 11, 12] and, most importantly, the stabilizer formalism [13, 14] as examples), the general problem of identifying and constructing ideal error-correcting codes for arbitrary quantum channels appears to be an intractable one. Thus, one of the goals in quantum error correction is to describe the code structure for as many classes of noise models as possible.
The class of randomized unitary channels [15, 16] plays a central role in quantum computing, communication, and cryptography. Such channels are described by quantum operations in which a collection of 1 unitary errors occur during evolution of a given quantum system with varying probabilities. The "binary unitary channels" are described by a pair of possible unitary errors, and thus, up to a global unitary, the action of the associated map E on states ρ is described by E(ρ) = p ρ + (1 − p) Uρ U † ,
for some fixed probability 0 < p < 1 and unitary operator U.
In this paper, we conduct a detailed analysis of the ideal error correcting codes for binary unitary channels on arbitrary multipartite quantum systems. We focus on the identification and explicit construction of codes for channels in this class. Hence our results are suited to the problem of approximate error correction for quantum operations that induce two unitary errors with high probability. We also consider the problem of identifying those cases of binary unitary noise for which no ideal error correction is possible. In such cases one may try to design approximate error correction schemes for which the average fidelity of the outcome is optimized, but we will not pursue that line of investigation here.
If one was asked to find correctable codes for a given binary unitary channel E, a natural starting point would be to look for multidimensional subspaces -called "decoherence-free subspaces" [17, 18, 19, 20, 21] -such that states from the subspace are fixed by the action of E. Unfortunately, such subspaces only exist for a binary unitary channel when there is degeneracy in the spectrum of the unitary U; a situation that is not the case for a generic unitary of course. Nevertheless, it was shown in [12] that, even in the case of non-degenerate spectrum, the two-qubit binary unitary channels always have correctable qubit codes. However, the arguments of [12] for the two-qubit case do not extend to higher dimensions for topological reasons. Here we treat the general case with a number of new techniques.
Let us briefly discuss our main results. Suppose U acts on Ndimensional Hilbert space. Then an "[N, k]-code" for a noise model E is a k-dimensional subspace code that is correctable for E. In the case that N ≥ 3k, we derive a full description of the k-dimensional code structure for an arbitrary N-dimensional binary unitary channel. We accomplish this via constructive verification of the conjecture for higher rank numerical ranges from [22] in these cases. In particular, we show precisely how the existence or non-existence of codes depends on the structure of a certain polygon in the complex plane determined by the eigenvalues of the unitary, and we give an explicit construction of a code when one exists. As an illustration, on an n-qubit system (so
], a code of optimal size in the case of generic binary unitary noise is constructed which preserves n−2 logical qubits. In other cases, such as N = 5m and k = 2m, we verify the conjecture and thus determine the existence of codes. But the analysis in these cases is more delicate, and our proof is non-constructive in nature. Figure 1 in Section 3 provides a chart indicating the cases we verify, together with the various constraints.
The paper is organized as follows. Section 2 contains a review of some basics of quantum error correction, with emphasis on the role of randomized unitary channels. In Section 3 we discuss the higher rank numerical range conjecture, the verification of which immediately yields information on the code structure for binary unitary channels. Section 4 deals with the structure of the aforementioned polygon, and in particular with conditions under which it is nonempty. Section 5 includes the proof for N ≥ 3k and the construction of codes for such cases. In Section 6 we derive a number of other cases non-constructively based on the case N = 5 and k = 2. We finish with a brief discussion on possible further avenues of research and limitations in Section 7.
Error Correction and Randomized Unitary Channels
We begin with a quantum system in contact with an external environment having finitely many degrees of freedom represented on a Hilbert space H such that dim H = N < ∞. Consider a unitary time evolution of the combined system and environment induced by a given Hamiltonian associated with some quantum computation implemented on H. The action of the evolution map on the system is obtained by tracing out the environment, and the resulting map is called a quantum channel or operation. Such a map is described by a completely positive, trace preserving map E : L(H) → L(H), and can always be represented in the operator-sum form as E(ρ) = a E a ρE † a for a set of operators {E a } ⊆ L(H) satisfying a E † a E a = I. As a convenience we shall write E = {E a } when the operators E a determine E in this way. In the context of quantum error correction the E a are interpreted as the noise or errors induced by E.
In the "standard" approach to quantum error correction [4, 5] , a code on H is given by a subspace C ⊆ H of dimension at least two. Denote the projection of H onto C by P C . A code C is (ideally) correctable for an operation E if there is a quantum operation R : L(H) → L(H) that acts as a left inverse of E on C;
Given a representation for E = {E a }, the Knill-Laflamme condition [5] shows that a code C is correctable for E if and only if there are complex numbers (λ ab ) such that
Thus, the problem of finding correctable codes for E is equivalent to simultaneously solving the family of equations in Eqs. (2) for the scalars λ ab and projections P C , for all pairs a, b.
Of central importance in quantum computing, communication and cryptography is the class of randomized unitary channels. Such a channel has a representation of the form E = { √ p a U a } where each U a is a unitary operator and the {p a } form a classical probability distribution;
The associated quantum operation is given by the scenario in which the error U a occurs with probability p a . By Eqs. (2), finding ideal correctable codes for E = { √ p a U a } is equivalent to solving the (unnormalized) equations 
Proof. In fact, F = { √ p a U a } can be chosen so that the partial isometries U a P C have mutually orthogonal ranges for distinct a. This follows directly from the usual construction of a correction operation R for E on C [5] . The matrix (λ ab ) from Eqs. (2) is a density matrix, and the unitary which diagonalizes it can be used to find a set of error operators {F a } that implement E • P C , where
The polar decomposition yields a partial isometry U a , which can be extended to a unitary on the entire space,
} form a probability distribution by the trace preservation of E.
Of course, the randomized unitary channel given by the restriction of E to the code C can only be obtained when the code itself is known. Thus, this result in itself is of little practical use for the general problem of finding error correcting codes. Nevertheless, it indicates that the general problem is equivalent to finding codes for the class of randomized unitary channels.
The case of a single unitary error U = {U} is trivially corrected by applying the reversal of the noise U † = {U † }. Here we consider the case of two distinct unitary errors. Observe that a code is correctable 
for some unitary U ∈ L(H) and fixed probability 0 < p < 1. Thus, the action of E is given by 
Higher Rank Numerical Range Conjecture
Consideration of the error correction conditions Eqs. (2) naturally leads to the mathematical formalism of "higher rank numerical ranges" [22] . Given a fixed positive integer k ≥ 1 and T ∈ L(H), the kth numerical range of T is the set of complex numbers Λ k (T ) = λ ∈ C : P T P = λP for some rank−k projection P .
The classical numerical range W (T ) = Λ 1 (T ) is captured by the case k = 1. The cases k ≥ 2 are of immediate interest in quantum error correction as discussed in the previous section. The approach to construction of codes based on higher-rank numerical ranges was coined the "compression formalism" approach in [12] . Thus, Ω k (T ) is a convex subset of the complex plane that can be computed directly from the spectrum of T . Below we will show how this set can typically be computed as an intersection of much fewer than
sets.
It is easy to see that Ω k (T ) contains Λ k (T ) for normal T . We include a short proof for completeness.
Proposition 3.2. Let T ∈ L(H) be a normal operator and fix a positive integer
Proof. Let {|ψ 1 , . . . , |ψ N } be a complete set of orthonormal eigenvectors for T with eigenvalues T |ψ j = λ j |ψ j . Let λ ∈ Λ k (T ) and let P = k i=1 |φ i φ i | be a rank-k projection such that P T P = λP . Then T φ i |φ j = δ ij λ for all i, j. Let A be a subset of {1, . . . , N} with cardinality |A| = k − 1. Choose a unit vector |φ in the k-dimensional subspace P H = span{|φ 1 , . . . , |φ k } that is perpendicular to all the |ψ j for which j ∈ A; and so, |φ = j / ∈A z j |ψ j with j |z j | 2 = 1. Then we have
and it follows that λ belongs to Ω k (T ).
It is well-known and easy to verify that the numerical range of a normal operator T coincides with the convex hull of its eigenvalues (that is, Λ 1 (T ) = Ω 1 (T )). In [22] the following conjecture was asserted as a generalization of this fact.
Conjecture A. Let H be an N-dimensional Hilbert space and let k ≥ 1 be a positive integer. Then for every normal operator T ∈ L(H),
The Hermitian case [22] and the normal N ≤ 4 case [12] of the conjecture have been verified previously. As our focus here is on the unitary case, we introduce the following nomenclature. Let us note that the general normal case of Conjecture A can be reduced to the unitary case. Proof. First note that for a fixed k, a standard translation argument shows the statement
. We focus on the latter formulation.
Every normal operator T decomposes as T = T 1 ⊕0 m , where T 1 is normal and invertible. The case m ≥ k is easily handled, so assume m < k. Note that by invertibility we have
Thus, (i) follows from the more general principle that if T = X † SX where X is invertible, then 0 ∈ Λ k (T ) if and only if 0 ∈ Λ k (S). Indeed, if P is a rank-k projection such that P T P = 0, then the rank-k range projection Q of XP satisfies QSQ = 0.
For (ii), note that by definition 0 / ∈ Ω k−m (T 1 ) precisely when 0 does not belong to the convex hull of N − k + m + 1 of the eigenvalues {λ 1 , . . . , λ N −m }. This is equivalent to the existence of a line passing through the origin that does not meet this convex hull. By the same argument, this geometric condition is equivalent to 0 / ∈ Ω k−m (U). Figure 1 . Conj(N, k) for nondegenerate unitary U.
The Structure of Ω k
In this section we analyse the geometric structure of the set Ω k (U) for a unitary U on N-dimensional Hilbert space. Let us first establish notation we will use for the rest of the paper.
We shall consider the case of a unitary U with eigenvalues
Thus, the eigenvalues λ j are ordered counterclockwise around the unit circle ∂D in C (we use D to denote the closed unit disc). For multiple eigenvalues the numbering is arbitrary, but we choose an orthonormal system of eigenvectors |ψ j ∈ H such that (11) U|ψ j = λ j |ψ j .
When appropriate we extend the numbering of the λ j and |ψ j cyclically: for example, λ N +1 means λ 1 . Given integers i, j with i < j ≤ i + N, let D(i, j, U) denote the compact convex subset of C bounded by the line segment from λ i to λ j and the counterclockwise circular arc from λ j to λ i ; recall our conventions about cyclical numbering of the
We first show that the form of Ω k (U) is simpler than what Definition 3.1 suggests. In particular, Ω k (U) is a filled convex polygon with at most N sides.
Proof. Let Ω denote the intersection of Eq. (12) . The cardinality of the set
(where integers are interpreted modulo N) is |S| = N − k + 1. Thus
Since this holds for all i, we have Ω k (U) ⊆ Ω.
On the other hand, if
(it is understood here that i s+1 = i 1 ). Since between i j and i j+1 there are i j+1 −i j −1 integers that are omitted from S, we must have
It follows that Ω is contained in conv({λ j : j ∈ S}) for each such S. Hence Ω k (U) ⊇ Ω, and equality is verified.
The following containments are direct consequences of this result.
Corollary 4.2. For all U and all
Proof. In view of Lemma 4.1, we need only observe that, for any i,
Proof. It is enough to treat the case where spec(V ) = spec(U) ∪ {λ N +1 } and to arrange the geometric ordering so that spec(U) = {λ 1 , λ 2 , . . . , λ N } and spec Proof. Let S i = {i, i+k, i+2k, . . . , i+(m−1)k} (i = 1, 2, . . . , k); these index sets partition {1, 2, . . . , N}. In view of Lemma 4.1, the m-gons clearly the |φ i are unit vectors, and they are orthogonal because the S i are disjoint. We see that (U − λI)|φ i ⊥ |φ i ′ for all i, i ′ , so that V = span{|φ i : i = 1, 2, . . . , k} satisfies (U − λI)V ⊥ V. We can thus define the rank-k projection P = k i=1 |φ i φ i | onto V. Then P (U − λI)P = 0 and it follows that λ ∈ Λ k (U). Together with Proposition 3.2, we have verified Conj(N, k) in these cases.
Remark 4.5. The corollary above is usually of interest when
where V j is the unitary with spectrum spec(V ) \ {λ j }.
Proof. Arguing as in the proof of Corollary 4.3 we see that
, where
Let λ be a point in Ω k+1 (V ) (which is nonempty by hypothesis). Then λ ∈ C(N + 1) by Lemma 4.1. Note also that C(N + 1) includes the counterclockwise arc A(N + 1) of ∂D from λ N +k+1 = λ k to λ N +1−k ; since N + 1 − k > k (otherwise we would have N + 1 ≤ 2k < 2(k + 1) so that Ω k+1 (V ) would be empty), the arc A(N + 1) has nonempty interior (relative to ∂D). Likewise, for each j = 1, 2, . . . , N + 1 we have
where C(j) is a convex set containing λ and an arc A(j). It remains to show that j C(j) = D. The arcs A(j) (overlapping in general) cover all of ∂D and each C(j) includes the "sector" conv({λ} ∪ A(j)); these sectors certainly cover D.
The previous result raises the general question of which Ω k (U) are nonempty. This question is of course important for the identification and construction of error-correcting codes. In particular, Conj(N, k) may include cases where both Λ k (U) and Ω k (U) are empty, but this is not helpful for the applications. The question is somewhat clarified by the following. For any unitary U ∈ L(C N ), whether or not the eigenvalues are distinct, we have:
Proof. To see (1) note that D(j, j +k, U)∩D(j +k, j +2k, U) is the singleton {λ j+k } and that the {λ j+k } are distinct. See also Proposition 1 from [12] . The case (2) is a special case of Corollary 4.4. Here, Ω k (U) is non-empty (and a singleton set) precisely when the line segments [λ j , λ j+k ] intersect in a common point.
In view of Corollary 4.3, it is sufficient for the statement (3) to provide an example of U with N = 3(k − 1) and Ω k (U) = ∅. Such an example is provided by grouping k − 1 of the λ j close to and on the counterclockwise side of each of the cube roots of unity. It is then clear that
note that here N = 3k − 3 so that 3k − 2 ≡ 1 and 4k − 3 ≡ k. Again recalling Lemma 4.1, we see that a fortiori Ω k (U) = ∅.
Concerning the statement (4), we recall Helly's Theorem from convex analysis (see, for example, Chapter 3 of [23] ): a family of compact, convex subsets of R d has nonempty intersection provided any subfamily of size d + 1 has nonempty intersection. Since each D(i, i + k, U) is compact and convex in R 2 ≡ C we need only prove that N ≥ 3k − 2 implies
then invoke Helly's Theorem for d = 2 and Lemma 4.1. Such a triple intersection could only be empty if the complements in D covered all of D. In particular, the omitted arcs (strictly between λ a and λ a+k , etc) would cover ∂D. Each of these arcs contains k − 1 points from spec(U), so we would have the contradiction N ≤ 3(k − 1). Here N = 7 and k = 3; since N ≥ 3k − 2, the core Ω 3 (U) of this 7-pointed star must be nonempty.
Verification of the Conjecture for N ≥ 3k and Construction of Codes
In this section we give a constructive verification of Conj(N, k) in the cases N ≥ 3k. In such cases we explicitly construct error-correcting codes. We require more notation.
Let ∆ k (U) denote the set of those λ ∈ C such that for some k disjoint subsets S 1 , S 2 , . . . , S k of {1, 2, . . . , N} we have λ ∈ conv({λ j : j ∈ S i }) for each i. The ∆ in the notation ∆ k (U) is to recall the "disjoint" condition. Evidently ∆ k (U) ⊆ ∆ k (V ) whenever spec(U) ⊆ spec(V ).
A straightforward generalization of the construction used in Corollary 4.4 yields the following result.
Proof. Let λ ∈ ∆ k (U) be expressed as a convex combination of the eigenvalues for U for each i:
Let |φ i = j∈S i √ t ij |ψ j . Then |φ 1 , . . . , |φ k are orthonormal (orthogonal because the S i are disjoint). Let P be the orthogonal rank-k projection onto V = span{|φ 1 , . . . , |φ k }. Then for each |ψ ∈ V, the vector (U − λI)|ψ is orthogonal to V. Indeed, if i = i ′ then (U − λI)|φ i ∈ span{|ψ j : j ∈ S i }, which in turn is orthogonal to |φ i ′ because |φ i ′ ∈ span{|ψ j : j ∈ S i ′ } and S i ∩ S i ′ = ∅. On the other hand, (U − λI)φ i |φ i = Uφ i |φ i − λ and
Hence P UP = λP ; that is, λ belongs to Λ k (U).
The converse inclusion holds in a wide variety of cases.
Proof. Let T (a, b, c) denote the "eigentriangle" conv({λ a , λ b , λ c }). We shall say T (a, b, c) and T (a ′ , b ′ , c ′ ) are "disjoint" if the index sets {a, b, c} and {a ′ , b ′ , c ′ } are disjoint; of course, the eigentriangles themselves may very well overlap. We show that N ≥ 3k implies that every λ ∈ Ω k (U) lies in k (pairwise) disjoint eigentriangles, and so λ ∈ ∆ k (U) ⊆ Λ k (U) by Lemma 5.1. This is clear for k = 1 since any convex polygon (here Ω 1 (U), that is conv({λ j : j = 1, 2, . . . , N}) is (in many ways) a union of triangles formed from the vertices.
For k > 1 we proceed by induction. The wedge W = D(1, k + 1, U) ∩ D (N − k + 1, 1, U) ) contains Ω k (U). Consider the eigentriangles T (1, k + 1, 2k + 1) , . . . , T (1, k + (N − 3k + 1), 2k + (N − 3k + 1)); note that (because N ≥ 3k) 2k + 1 ≤ N − k + 1 and that the last eigentriangle in this list is T (1, N − 2k + 1, N − k + 1) . Thus the union of these overlapping eigentriangles covers the part of W that contains Ω k (U), and hence covers Ω k (U) itself. Given any λ ∈ Ω k (U), choose one of the eigentriangles from this list that contains λ. Let the chosen eigentriangle be T (1, b, c); note that b ≥ k + 1, c = b + k, and c ≤ N − k + 1. We claim that λ is also in Ω k−1 (W ), where spec(W ) = {λ j : j = 1, b, c}. Assuming this claim is correct for the moment, we see that the inductive step is achieved, since | spec(W )| = N − 3 ≥ 3(k − 1) so that λ lies in k − 1 disjoint eigentriangles drawn from spec(W ) as well as in T (1, b, c) , and hence that λ ∈ ∆ k (U).
To verify the claim keep Lemma 4.1 in mind and note that the sets D(j, j + k − 1, W ) that intersect to form Ω k−1 (W ) strictly contain one of the D(i, i + k, U) unless the arc omitted from D(j, j + k − 1, W ) includes one of λ 1 , λ b , λ c , in which case D(j, j + k − 1, W ) coincides with one of the D(i, i + k, U). The key point is that the arc cannot contain more than one of λ 1 , λ b , λ c since these are separated by at least k − 1 points in spec(W ). Thus, in fact, Ω k−1 (W ) ⊇ Ω k (U), and this completes the proof.
Let us discuss the construction of codes. The cases in which k divides N are perhaps the simplest cases in which codes can be explicitly constructed, as described in the proof of Corollary 4.4. The proof of Conj(N, k) for N ≥ 3k given in Theorem 5.2 is also constructive in the sense that the λ ∈ Λ k (U) and the corresponding projections P may be found explicitly by an algorithm based on the proof. We state this in terms of the general binary unitary channel error correction problem.
Let U be a unitary on C N and let k be a positive integer such that N ≥ 3k. Then by Theorem 4.7 (4) and Theorem 5.2, we have ∆ k (U) = Λ k (U) = Ω k (U) and this set is nonempty. Following the proof of Theorem 5.2 (and recalling our earlier notation), a k-dimensional correctable code for any channel of the form E = { √ p I, √ 1 − p U} can be constructed by: (i) Compute Ω k (U) from the eigenvalues {λ 1 , . . . , λ N } of U. This can be done by using Lemma 4.1 in general, or by simpler means in special cases, such as that of Corollary 4.4.
(ii) Choose λ ∈ Ω k (U). By Theorem 5.2, we can find k-eigentriangles T (a j , b j , c j ), j = 1, . . . , k, such that each contains λ and there are no repeats in the set {a j , b j , c j } k j=1 ⊆ {1, . . . , N}.
(iii) As λ belongs to each of the convex hulls conv{λ a j , λ b j , λ c j }, for j = 1, . . . , k, we can compute t 1j , t 2j , t 3j ≥ 0,
(iv) For j = 1, . . . , k, put s ij = √ t ij and define (orthonormal) states 
Non-Constructive Verifications of the Conjecture
In this section we derive a non-constructive verification of Conj(N, k) in the case N = 5, k = 2, and then we extend the proof to a variety of cases. For convenience we consider only U with distinct eigenvalues.
To move beyond the limitations of ∆ k (U) we introduce Σ k (U) as the set of all λ ∈ conv(spec(U)) such that for some single convex combina-
we have α ij ∈ C (i = 1, 2, . . . , k; j = 1, 2, . . . , N) with the following properties: |α ij | = √ t j for all i and j, and whenever i = i ′ we have both j α ij α i ′ j = 0 and j λ j α ij α i ′ j = 0. The symbol Σ in Σ k (U) is chosen to recall that we use a single convex combination to represent each λ.
It is easy to see that Σ k (U) ⊆ Λ k (U): consider any λ ∈ Σ k (U) and (using again the above notation) let |φ i = j α ij |ψ j . The conditions on the α ij directly imply that the |φ i are orthonormal, that Uφ i |φ i = λ for each i, and that Uφ i |φ i ′ = 0 whenever i = i ′ . Let P be the rankk orthogonal projection onto the subspace V = span{|φ 1 , . . . , |φ k }. Clearly (U − λI)V is orthogonal to V, so that P UP = λP and λ ∈ Λ k (U).
Let σ denote spec(U) considered as a vector (λ 1 , λ 2 , . . . , λ N ) ∈ C N . In terms of σ the following lemma provides a recipe for making elements of Σ 2 (U).
Proof. Let α 1j = |p j |/s(p) and α 2j = α 1j p j /|p j | (if p j = 0, let α 2j = α 1j (= 0)). With λ = f (p) and t j = |p j |/s(p) we easily verify the requirements for the α ij . For example,
Proof. Consider λ ∈ ∆ k (U). Using again the notation from the proof of Lemma 5.1, let t 1 * = (t 11 , t 12 , . . . , t 1N ) with the understanding that t 1j = 0 if j ∈ S 1 ; similarly define t 2 * . Let p = t 1 * − t 2 * . Then p = 0 since the supports of t 1 * and t 2 * are disjoint; (p, 1) = j t 1j − j t 2j = 1 − 1 = 0; (p, σ) = j t 1j λ j − j t 2j λ j = λ − λ = 0; similarly p is perpendicular to σ. Thus f (p) ∈ Σ 2 (U). Finally, since the supports of t 1 * and t 2 * are disjoint, f (p) = ( j t 1j λ j + j t 2j λ j )/2 = (λ+λ)/2 = λ.
Remark 6.3. Although Corollary 6.2 is sufficient for our present needs, it should be noted that in fact
. . , k; j = 1, 2, . . . , N) such that j t ij = 1, j t ij λ j = λ, and for each j at most one of the t ij is nonzero. Thus, setting s ij = √ t ij we have a k × N matrix S such that S diag(λ j )S * = λI k and SS * = I k . Let F be any k × k unitary matrix with |f ij | = 1/ √ k (for all i, j); for example, F could be the "finite Fourier transform", where f ij = ω ij / √ k with ω a primitive k-th root of unity. Setting R = F S we have R diag(λ j )R * = F λI k F * = λI k , and RR * = I k . Thus we may verify that λ ∈ Σ k (U) by considering α ij = r ij , since (for each j) |α ij | is then independent of i; in fact, for the given j just one s mj = 0 so that
It is clear that when N = 5 only the boundary ∂Ω 2 (U) is captured by ∆ 2 (U); each point on an edge of the pentagon Ω 2 (U) belongs both to a line segment conv({λ i , λ i+2 }) and to the complementary eigentriangle T (i − 1, i + 1, i + 3). To capture the interior of Ω 2 (U) we turn to Σ 2 (U). The topological techniques used in the proof of the following result are interesting mathematically but make the construction of specific projections P corresponding to λ ∈ Λ 2 (U) more difficult than we saw with techniques based on ∆ k (U).
Proof. By Corollary 6.2 we know that ∂Ω 2 (U) = ∆ 2 (U) ⊆ Σ 2 (U); to capture the interior we first elaborate the ideas in the proof of that corollary. Let a i be the vertex of Ω 2 (U) at the point of intersection between the line segment [λ i , λ i+2 ] (in other words, conv({λ i , λ i+2 })) and the line segment [λ i+1 , λ i+3 ]. Each a ∈ [a i , a i+1 ] also lies in [λ i+1 , λ i+3 ] and so has a unique representation as a convex combination j t ij (a)λ j with t ij (a) = 0 when j ∈ {i+1, i+3}. Likewise a ∈ [a i , a i+1 ] also lies in the eigentriangle T (i, i+2, i+4) and so has a unique representation as a convex combination j s ij (a)λ j with s ij (a) = 0 when j ∈ {i + 1, i + 3}.
For each a ∈ [a i , a i+1 ], let p i (a) = t i * (a)−s i * (a); as in the proof of the last corollary, we see that p i (a) ∈ X where X = { 1, σ, σ} ⊥ \{ 0} and that a = f (p i (a)). Note that X ≡ C 2 \ { 0} ≡ R 4 \ { 0}, so that X is simply connected. Moreover, each p i is continuous on [a i , a i+1 ]. Because of the uniqueness of the representations as convex combinations, t i * (a i+1 ) = s (i+1) * (a i+1 ) and s i * (a i+1 ) = t (i+1) * (a i+1 ). Thus p i (a i+1 ) = −p i+1 (a i+1 ). Let γ 0 : [0, 10] → ∂Ω 2 (U) be a (continuous) path traversing ∂Ω 2 (U) twice in the counterclockwise direction, beginning and ending at a 1 and such that γ 0 ([j, j + 1]) = [a j+1 , a j+2 ] (j = 0, 1, . . . , 9) with the understanding that the a i are numbered modulo 5 (= N). For t ∈ [j, j + 1] let Γ 0 (t) = (−1) j p j+1 (γ 0 (t)). The alternating signs ensure that Γ 0 is continuous (even at the integers), and the double circuit ensures that Γ 0 (0) = Γ 0 (10); in other words, that Γ 0 is a loop in X. Furthermore f (Γ 0 (t)) = f (±p j+1 (γ 0 (t))) = γ 0 (t).
Thus, given any λ in the interior of Ω 2 (U), the winding number of f • Γ 0 relative to λ is 2; that is, w λ (f • Γ 0 ) = 2. Since X is simply connected, the loop Γ 0 is part of a continuous family of loops Γ s (0 ≤ s ≤ 1) in X such that Γ 1 is the constant loop at some p * ∈ X. Suppose λ does not lie on any of the loops f • Γ s ; then
This result has a number of consequences, as follows. Proof. Let S j = {j, j + m, j + 2m, j + 3m, j + 4m} (j = 1, 2, . . . , m). The S j partition {1, 2, . . . , 5m} into m disjoint subsets. In view of Lemma 4.1, we have
where U j is the unitary with spectrum spec(U j ) = {λ i : i ∈ S j }. Thus Ω 2m (U) = Consider any λ ∈ Ω 2m (U); for each j = 1, 2, . . . , m this λ ∈ Λ 2 (U j ) and we have a 2-dimensional subspace V j of span({|ψ i : i ∈ S j }) such that (U − λI)V j ⊥ V j . Now V j and (U − λI)V j are subspaces of the mutually orthogonal span{|ψ i : i ∈ S j } (j = 1, 2, . . . , m). (15, 6) =⇒ Conj (16, 6) . Thus Conj (16, 6) remains undecided at the moment. Corollary 6.7. Conj(3k − 1, k) holds for all k ≥ 1.
Proof. The case k = 1 is trivial (for all N). The case k = 2, N = 5 was proved in Theorem 6.4. Based on this we can make an induction on k somewhat similar to that used in Theorem 5.2. For k + 1 > 2 consider U with | spec(U)| = N = 3(k + 1) − 1. Let W 1 denote the wedge
Note that Ω k+1 (U) ⊆ W 1 and in fact Ω k+1 (U) is contained in the eigentriangle T 1 = T (1, 1 + (k + 1), 1 + (2k + 1)), since (1 + (2k + 1)) − (1 + (k + 1)) = k < k + 1 and 1 + (2k + 1) + (k + 1) = N + 1 ≡ 1. Let U 1 be the unitary with spectrum
Since | spec(U 1 )| = 3k − 1 the inductive hypothesis ensures that λ ∈ Λ k (U 1 ) and there is a k-dimensional subspace V 1 of span({|ψ i : λ i ∈ spec(U 1 )}) such that (U − λI)V 1 ⊥ V 1 . Since λ ∈ T 1 we also have a 1-dimensional subspace V Similarly we have D(k+3) = D(k+3+k, k+3+(2k+2), U) such that λ ∈ Ω k+1 (U)∩D(k+3) implies λ ∈ Λ k+1 (U). Finally, D(1)∪D(k+3) = D, since 1 + (2k + 2) = k + 3 + k and k + 3 + (2k + 2) < N + 1 + k (if and only if k + 1 > 2).
Corollary 6.8. For N = 7, we at least have ∂Ω 3 (U) ⊆ Λ 3 (U).
Proof. Along the lines of the proofs above, we need only show that λ ∈ ∂Ω 3 (U) implies λ ∈ Ω 1 (U ′ ) ∩ Ω 2 (U ′′ ), where the spectra σ ′ , σ ′′ of U ′ , U ′′ partition the spectrum σ of U, |σ ′ | = 2, and |σ ′′ | = 5. Then λ ∈ Λ 1 (U ′ ) and, using Theorem 6.3 we also have λ ∈ Λ 2 (U ′′ ). To complete the argument note that, if λ belongs to one of the line segments forming a side of ∂Ω 3 (U), then λ ∈ [λ i , λ i+3 ] for some i and we set σ ′ = {λ i , λ i+3 }. Since λ i+1 and λ i+2 are the only points of σ ′′ = σ \ σ ′ in the counterclockwise arc from λ i to λ i+3 , we must also have λ ∈ Ω 2 (U ′′ ). (7, 3) seems to be the "smallest" case that remains unsettled at this time.
Outlook
For a generic binary unitary noise model acting on an n-qubit system we have constructed explicit error-correcting codes that support n − 2 qubits, and we have noted the optimality of this result. Our analysis was primarily based on the "compression formalism" approach from [22] . To apply this approach to broader classes of noise maps (or even randomized unitary channels with more than two unitary errors) as a means to construct ideal correctable codes, a better understanding is required of joint solutions to the family of equations given by Eqs. (2) . A class that may well lend itself to investigation via the compression formalism approach is the class of channels with mutually commuting error operators. Such families of operators are simultaneously diagonalizable, and thus have related spectral structures.
As discussed above, the full Conjecture A remains open. Here we have constructively verified the conjecture in a wide variety of cases, and, curiously, non-constructively in other cases. An overarching conceptual proof covering all cases would be of great interest. A possible avenue to such a result could come through a general convexity theorem for higher-rank numerical ranges, independent of normality or unitarity, though the present work suggests that establishing such a result would be a delicate matter. We have also not considered here possible infinite-dimensional extensions of these results.
Furthermore, we have not studied the more subtle subsystem codes [25, 26] for these channels, nor have we considered applications to approximate error-correction [27, 28, 29, 30] . But there are natural problems to consider in both directions. 
