We study the problem of finding min-max solutions for smooth two-input objective functions. While classic results show average-iterate convergence rates for various algorithms, nonconvex applications such as training Generative Adversarial Networks require last-iterate convergence guarantees, which are more difficult to prove. It has been an open problem as to whether any algorithm achieves non-asymptotic last-iterate convergence in settings beyond the bilinear and convex-strongly concave settings. In this paper, we study the HAMILTONIAN GRADIENT DESCENT (HGD) algorithm, and we show that HGD exhibits a linear convergence rate in a variety of more general settings, including convex-concave settings that are "sufficiently bilinear." We also prove similar convergence rates for the Consensus Optimization (CO) algorithm of [MNG17] for some parameter settings of CO.
Introduction
In this paper we consider methods to solve smooth unconstrained min-max optimization problems. In the most classical setting, a min-max objective has the form min x1 max x2 g(x 1 , x 2 ) where g : R d × R d → R is a smooth objective function with two inputs. The usual goal in such problems is to find a saddle point, also known as a min-max solution, which is a pair (x *
for every x 1 ∈ R d and x 2 ∈ R d . Min-max problems have a long history, going back at least as far as [Neu28] , which formed the basis of much of modern game theory, and including a great deal of work in the 1950s when algorithms such as fictitious play were explored [Bro51, Rob51] .
The convex-concave setting, where we assume g is convex in x 1 and concave in x 2 , is a classic min-max problem that has a number of different applications, such as solving constrained convex optimization problems. While a variety of tools have been developed for this setting, a very popular approach within the machine learning community has been the use of so-called no-regret algorithms [CBL06, Haz16] . This trick, which was originally developed by [Han57] and later emerged in the development of boosting [FS99] , provides a simple computational method via repeated play: each of In this paper, we focus on proving last-iterate convergence rates for min-max problems. Provable convergence rates are useful because they allow for quantitative comparison of different algorithms and can aid in choosing learning rates and architectures to ensure fast convergence in practice. Yet despite the extensive amount of literature on convergence rates for convex optimization, very few last-iterate convergence rates have been proved for min-max problems. Standard analysis of no-regret algorithms says essentially nothing about last-iterate convergence. In fact, widely used no-regret algorithms, such as Simultaneous Gradient Descent/Ascent (SGDA), fail to converge even in the simple bilinear setting where g(x 1 , x 2 ) = x 1 Cx 2 for some arbitrary matrix C. SGDA provably cycles in continuous time and diverges in discrete time (see for example [DISZ18, MGN18] ). In fact, the full range of Follow-The-Regularized-Leader (FTRL) algorithms provably do not converge in zero-sum games with interior equilibria [MPP18] . This occurs because the iterates of the FTRL algorithms exhibit cyclic behavior, a phenomenon commonly observed when training GANs in practice as well.
Existing work on last-iterate convergence rates has been limited to the bilinear or convex-strongly concave settings [Tse95, LS19, DH19, MOP19]. In particular, the following basic question is still open:
"What last-iterate convergence rates are achievable for convex-concave min-max problems?"
We give a partial answer for this question by proving linear last-iterate convergence rates for an algorithm called HAMILTONIAN GRADIENT DESCENT (HGD) under much weaker assumptions compared to previous results. HGD is gradient descent on the squared norm of the gradient, and it has been mentioned in [MNG17, BRM
+ 18]. Our results are the first to show non-asymptotic convergence of an efficient algorithm in settings that are not bilinear or strongly convex in either player. We show that HGD has linear convergence in settings where there are no spurious critical points provided that a "sufficiently bilinear" condition on the second-order derivatives holds. 2 Our result implies that HGD achieves linear convergence in convex-concave settings that are "sufficiently bilinear," which is surprising since general smooth convex-concave optimization can have rates no faster than poly(1/ ) due to lower bounds on smooth convex optimization [AH17, ASS17] . On the practical side, while vanilla HGD has issues training GANs in practice, [MNG17] show that a related algorithm known as Consensus Optimization (CO) can effectively train GANs in a variety of settings, including on CIFAR-10 and celebA. We show that CO can be viewed as a perturbation of HGD, which implies that for some parameter settings, CO converges at the same rate as HGD.
We begin in Section 2 with background material and notation, including some of our key assumptions. In Section 3, we discuss Hamiltonian Gradient Descent (HGD), and we present our linear convergence rates for HGD in various settings. In Section 4, we present some of the key technical components used to prove our results from Section 3. Finally, in Section 5, we present our results for Consensus Optimization. The details of our proofs are in Appendix F. 2 The condition can be fulfilled by adding a large, well-conditioned bilinear term to any objective 
Background

Preliminaries
In this section, we discuss some key definitions and notation. We will use ||·|| to denote the Euclidean norm for vectors or the operator norm for matrices or tensors. For a symmetric matrix A, we will use λ min (A) and λ max (A) to denote the smallest and largest eigenvalues of A. For a general real matrix A, σ min (A) and σ max (A) denote the smallest and largest singular values of A.
Notation Since g is a function of x 1 ∈ R d and x 2 ∈ R d , we will often consider x 1 and x 2 to be components of one vector x = (x 1 , x 2 ). We will use superscripts to denote iterate indices.
) to denote the signed vector of partial derivatives. Under this notation, the Simultaneous Gradient Descent/Ascent (SGDA) algorithm can be written as follows:
We will write the Jacobian of ξ as:
Note that unlike the Hessian in standard optimization, J is not symmetric, due to the negative sign in ξ. When clear from the context, we often omit dependence on x when writing ξ, J, g, H, and other functions. Note that ξ, J, and H are defined for a given objective g -we omit this dependence as well for notational clarity. We will always assume g is sufficiently differentiable whenever we take derivatives. In particular, we assume second-order differentiability in Section 3.
We will also use the following non-standard definition for notational convenience: Definition 2.5 (Higher-order Lipschitz). A function g :
We will consider a variety of settings for min-max optimization based on properties of the objective function g :
In the convex-concave setting, g is convex as a function of x 1 for any fixed x 2 ∈ R d and g is concave as a function of x 2 for any fixed x 1 ∈ R d . We can form analogous definitions by replacing the words "convex" and "concave" with words such as "strongly convex/concave", "linear", or "nonconvex". The bilinear setting refers to the case when g(x 1 , x 2 ) = x 1 Cx 2 for some matrix C. The strongly monotone setting refers to the case when ξ is a strongly monotone vector field, as in the case when g is strongly convex-strongly concave.
Notions of convergence in min-max problems
The convergence rates in this paper will apply to min-max problems where g satisfies the following assumption: Assumption 2.6. All critical points of the objective g are global min-maxes (i.e. they satisfy (1)).
In other words, we prove convergence rates to min-maxes in settings where convergence to critical points is necessary and sufficient for convergence to min-maxes. This assumption is true for convex-concave settings, but also holds for some nonconvex-nonconcave settings, as we discuss in Appendix D.
We will measure the convergence of our algorithms to -approximate critical points, defined as follows:
Convergence to approximate critical points is a common goal in standard convex and nonconvex optimization (see for example [AZH16, GL16, CHDS17]), as it is a necessary condition for convergence to local or global minima. For min-max optimization, it makes even more sense to use ||ξ|| to measure how close we are to convergence since the value of g at a given point gives no information about how close we are to a min-max.
Our main convergence rate results focus on this first-order notion of convergence, which is sufficient given Assumption 2.6. We discuss notions of second-order convergence and ways to adapt our results to the general nonconvex setting in Appendix A.
Related work
Asymptotic and local convergence Several recent papers have given asymptotic or local convergence results for min-max problems. [MLZ + 19] show that the extragradient (EG) algorithm converges asymptotically in a broad class of problems known as coherent saddle point problems, which include quasiconvex-quasiconcave problems. Quasiconvex functions are unimodal and have no local maxima, but they may have critical points that are not local minima. As such, coherent saddle point problems capture some settings for which Assumption 2.6 does not hold. 
Since a critical point occurs when ξ(x) = 0, we can find a (approximate) critical point by finding a (approximate) minimizer of H. Moreover, under Assumption 2.6, finding a critical point is equivalent to finding a saddle point. This motivates the HGD update procedure on
2 ) with step-size η > 0:
HGD has been mentioned in [MNG17, BRM + 18], and it strongly resembles the Consensus Optimization (CO) approach of [MNG17].
The HGD update requires a Hessian-vector product because ∇H = ξ J, making HGD a secondorder iterative scheme. However, Hessian-vector products are cheap to compute when the objective is defined by a neural net, taking only two gradient oracle calls [Pea94] . This makes the Hessian-vector product oracle a theoretically appealing primitive, and it has been used widely in the nonconvex optimization literature. Since Hessian-vector product oracles are feasible to compute for GANs, many recent algorithms for local min-max nonconvex optimization have also utilized Hessian-vector products [MNG17, BRM + 18, ADLH19, LFB
To the best of our knowledge, previous work on last-iterate convergence rates has only focused on how algorithms perform in three particular cases: (a) when the objective g is bilinear, (b) when g is strongly convex-strongly concave, and (c) when g is convex-strongly concave [Tse95, LS19, DH19, MOP19]. The existence of methods with provable finite-time guarantees for settings beyond the aforementioned has remained an open problem. This work is the first to show that an efficient algorithm, namely HGD, can achieve non-asymptotic convergence in settings that are not strongly convex or linear in either player.
Convergence Rates for HGD
We now state our main theorems for this paper, which show convergence to critical points. When Assumption 2.6 holds, we get convergence to min-maxes. All of our main results will use the following multi-part assumption:
1. Assume a critical point for g exists.
3 Specifically, they assume g(x1, x2)
, where f is smooth and convex, h is smooth and strongly convex, and A has full column rank. We make a brief comparison of our work to that of [DH19] for the convex-strongly concave setting in Appendix C.. 4 We note that the function H is not the Hamiltonian as in the sense of classical physics, as we do not use the symplectic structure in our analysis, but rather we only perform gradient descent on H.
Our first theorem shows that HGD converges for the strongly convex-strongly concave case. Although simple, this result will help us demonstrate our analysis techniques. Theorem 3.2. Let Assumption 3.1 hold and let g(x 1 , x 2 ) be α-strongly convex in x 1 and α-strongly concave in x 2 . Then the HGD update procedure described in (2) with step-size η = 1/L H starting from some
Next, we show that HGD converges when g is linear in one of its arguments and the cross-derivative is full rank. This setting allows a slightly tighter analysis compared to Theorem 3.4. Theorem 3.3. Let Assumption 3.1 hold and let g(x 1 , x 2 ) be L-smooth in x 1 and linear in x 2 , and assume the cross derivative ∇ 2 x1,x2 g is full rank with all singular values at least γ > 0 for all
Then the HGD update procedure described in (2) with step-size η = 1/L H starting from some
Finally, we show our main result, which requires smoothness in both players and a large, wellconditioned cross-derivative. Theorem 3.4. Let Assumption 3.1 hold and let g be L-smooth in x 1 and L-smooth in
2 ), and assume the cross derivative ∇ 2 x1x2 g is full rank with all singular values lower bounded by γ > 0 and upper bounded by Γ for all
Moreover, let the following "sufficiently bilinear" condition hold:
(3) Then the HGD update procedure described in (2) with step-size η = 1/L H starting from some
As discussed above, Theorem 3.4 provides the first last-iterate convergence rate that does not require strong convexity or linearity in either player. We even achieve linear convergence in convex-concave settings where (3) holds, which is surprising since linear convergence is impossible in general for convex-concave settings due to lower bounds for convex optimization. Thus, the "sufficiently bilinear" condition (3) is crucial for our linear rate. We give some explanations for this condition in the following section. In simple experiments for HGD on convex-concave and nonconvex-nonconcave objectives, the convergence rate speeds up when there is a larger bilinear component, as expected from our theoretical results. We show these experiments in Appendix H.
We can construct examples of objectives that satisfy the assumptions of Theorem 3.4 but are not strongly monotone or bilinear. One such example is f (x 1 ) + 3Lx 1 x 2 − h(x 2 ), where f and h are L-smooth convex functions. We discuss a simple example that is not convex-concave in Appendix D.
Explanation of "sufficiently bilinear" condition
In this section, we explain the "sufficiently bilinear" condition (3). Suppose our objective is g(x 1 , x 2 ) =ĝ(x 1 , x 2 ) + cx 1 x 2 for a smooth functionĝ. Then for sufficiently large values of c (i.e. g has a large enough bilinear term), we see that g satisfies (3). To see this, note that in the worst case (i.e. when the eigenvalues of ∇ We can understand this condition by appealing to an analogous min-max optimization setting. Suppose that we use SGDA on the objective g(x 1 , x 2 ) =ĝ(x 1 , x 2 ) + c ||x 1 || 2 − c ||x 2 || 2 for L-smooth convexconcaveĝ. According to [LS19], SGDA will converge at a rate of roughly c = 0, SGDA will diverge in the worst case. For c = o(L), we get linear convergence, but it will be slow because L+c c is large (this can be thought of as a large condition number). Finally, for c = Ω(L), we get fast linear convergence, since L+c c = O(1). Thus, to get fast linear convergence it suffices to make the problem "sufficiently strongly convex-strongly concave" (or "sufficiently strongly monotone").
Theorem 3.4 and condition (3) show that there exists another class of settings where we can achieve linear rates in the min-max setting. In our case, if we have an objective g(x 1 , x 2 ) =ĝ(x 1 , x 2 )+cx 1 x 2 for a smooth functionĝ, we will get linear convergence if ∇ 2 x1x2ĝ ≤ δL and c ≥ 3(1 + δ)L, which ensures that the problem is "sufficiently bilinear." Intuitively, it makes sense that the "sufficiently bilinear" setting allows a linear rate because the pure bilinear setting allows a linear rate.
Another way to understand condition (3) is that it is a sufficient condition for the existence of a unique critical point in a general class of settings, as we show in the following lemma, which we prove in Appendix E. Lemma 3.5. Let g(x 1 , x 2 ) = f (x 1 ) + cx 1 x 2 − h(x 2 ) where f and h are L-smooth. Moreover, assume that ∇ 2 f (x 1 ) and ∇ 2 h(x 2 ) each have a 0 eigenvalue for some x 1 and x 2 . If (3) holds, then g has a unique critical point.
Proof sketches for HGD convergence rate results
In this section, we go over the key components of the proofs for our convergence rates from Section 3.1. Recall that the intuition behind HGD was that critical points (where ξ(x) = 0) are global minima of H = 1 2 ||ξ|| 2 . On the other hand, there is no guarantee that H is a convex potential function, and a priori, one would not assume gradient descent on this potential would find a critical point. Nonetheless, we are able to show that in a variety of settings, H satisfies the PL condition, which allows HGD to have linear convergence. Proving this requires proving properties about the singular values of J ≡ ∇ξ.
The Polyak-Łojasiewicz condition for the Hamiltonian
We begin by recalling the definition of the PL condition.
The PL condition is well-known to be the weakest condition necessary to obtain linear convergence rate for gradient methods; see for example [KNS16]. We will show that H satisfies the PL condition, which allows us to use the following classic theorem.
. Suppose f satisfies the PL condition with parameter µ. Then if we run gradient descent from
For completeness, we provide the proof of Theorem 4.2 in Appendix B.
All of our results use Assumption 3.1, so we are guaranteed that g has a critical point. This implies that the global minimum of H is 0, which allows us to prove the following key lemma: Lemma 4.3. Assume we have a twice differentiable g(x 1 , x 2 ) with associated ξ, H, J. Let c > 0. If JJ cI for every x, then H satisfies the PL condition with parameter c.
Proof. Consider the squared norm of the gradient of the Hamiltonian:
The proof is finished by noting that H(x) = 0 when x is a critical point.
To use Theorem 4.2, we will also need to show that H is smooth, which holds when
The proof of Lemma 4.4 is in Appendix F.
To use Lemma 4.3, we will need control over the eigenvalues of JJ , which we achieve with the following linear algebra lemmas. We provide their proofs in Appendix F. 4.2 Proof sketches for Theorems 3.2, 3.3, and 3.4
We now proceed to sketch the proofs of our main theorems using the techniques we have described.
The following lemma shows it suffices to prove the PL condition for H for the various settings of our theorems: Lemma 4.7. Given g :
Proof. Since H satisfies the PL condition with parameter α and H is L H -smooth, we know by Theorem 4.2 that gradient descent on H with step-size 1/L H converges at a rate of H(
Substituting in for H gives the lemma.
It remains to show that H satisfies the PL condition in the settings of Theorems 3.2 to 3.4. First, we show the result for the strongly convex-strongly concave setting of Theorem 3.2. Lemma 4.8 (PL for the strongly convex-strongly concave setting). Let g be α-strongly convex in x 1 and α-strongly concave in x 2 . Then H satisfies the PL condition with parameter α 2 .
Proof. We apply Lemma 4.5 with H = J. Since g is α-strongly-convex in x 1 and α-strongly concave in x 2 we have M 1 = ∇ 2 x1x1 g αI and M 2 = −∇ 2 x2x2 g αI. Then the magnitude of the eigenvalues of J is at least α. Thus, JJ α 2 I, so by Lemma 4.3, H satisfies the PL condition with parameter α 2 .
Next, we show that H satisfies the PL condition for the nonconvex-linear setting of Theorem 3.3. We prove this lemma in Appendix F.4 by using Lemma 4.6. Lemma 4.9 (PL for the smooth nonconvex-linear setting). Let g be L-smooth in x 1 and linear in x 2 . Moreover, for all
Finally, we prove that H satisfies the PL condition in the nonconvex-nonconvex setting of Theorem 3.4. The proof for Lemma 4.10 is in Appendix F.5, and it uses Lemma F.2, which is similar to Lemma 4.6. Lemma 4.10 (PL for the smooth nonconvex-nonconvex setting). Let g be L-smooth in x 1 and L-smooth in x 2 . Also, let ∇ 2 x1x2 g be full rank and let all of its singular values be lower bounded by γ and upper bounded by Γ for all
2 ). Assume the following condition holds:
Then H satisfies the PL condition with constant α =
Combining Lemmas 4.8 to 4.10 with Lemma 4.7 yields Theorems 3.2 to 3.4. 8
Convergence rates for Consensus Optimization
The Consensus Optimization (CO) algorithm of [MNG17] is as follows:
where γ > 0. This is essentially a weighted combination of SGDA and HGD.
[MNG17] remark that while HGD has poor performance on nonconvex problems in practice, CO can effectively train GANs in a variety of settings, including on CIFAR-10 and celebA. While they frame CO as SGDA with a small modification, they actually set γ = 10 for several of their experiments, which suggests that one can also view CO as a modified form of HGD.
Using this perspective, we prove Theorem 5.1, which implies that we get linear convergence of CO in the same settings as Theorems 3.2 to 3.4 provided that γ is sufficiently large (i.e. the HGD update is large compared to the SGDA update). 
We also show that CO converges in practice on some simple examples in Appendix H.
[DP18]
Constantinos Daskalakis and Ioannis Panageas. The limit points of (optimistic) gradient descent in min-max optimization. 
A General nonconvex min-max optimization
In standard nonconvex optimization, a common goal is to find second-order local minima, which are approximate critical points where ∇ 2 f is approximately positive definite. Likewise, a common goal in nonconvex min-max optimization is to find approximate critical points where an analogous secondorder condition holds, namely that ∇ 2 x1x1 g(x) is approximately positive definite and ∇ 2 x2x2 g(x) is approximately negative definite. Critical points where this second-order condition holds are called local min-maxes. When Assumption 2.6 holds, all critical points are global min-maxes, but in more general settings, we may encounter critical points that do not satisfy these conditions. Critical points may be local min-mins or max-mins or indefinite points. A number of recent papers have proposed dynamics for nonconvex min-max optimization, showing local stability or local asymptotic convergence results [MNG17, DP18, BRM + 18, LFB + 19, MJS19]. The key guarantee that these papers generally give is that their algorithms will be stable at local min-maxes and unstable at some set of undesirable critical points (such as local max-mins). This essentially amounts to a guarantee that in the convex-concave setting, their algorithms will converge asymptotically and in the strictly concave-strictly convex setting (i.e. where there is only an undesirable max-min), their algorithms will diverge asymptotically. This type of local stability is essentially the best one can ask for in the general nonconvex setting, and we show how to give similar guarantees for our algorithm in Section A.1.
A.1 Nonconvex extensions for HGD
While the naive version of HGD will try to converge to all critical points, we can modify HGD slightly to achieve second-order stability guarantees as in various related work such as [BRM + 18, LFB + 19]. In particular, we consider modifying HGD so that there is some scalar α in front of the ∇H term as follows:
We now present two ways to choose α. Our first method is inspired by the Simplectic Gradient Adjustment algorithm of [BRM + 18], which is as follows:
where A is the antisymmetric part of J and λ = sgn ξ, J A ξ, J . [BRM + 18] show that λ is positive when in a strictly convex-strictly concave region and negative in a strictly concave-strictly convex region. Thus, if we choose α = λ = sgn ξ, J A ξ, J , we can ensure that the modified HGD will exhibit local stability around strict min-maxes and local instability around strict max-mins. This follows simply because we will do gradient descent on H in the first case and gradient ascent on H in the second case.
Another way to choose α involves using an approximate eigenvalue computation on ∇ 2 x1x1 g and ∇ 2 x2x2 g to detect whether ∇ 2 x1x1 g is positive semidefinite and ∇ 2 x2x2 g is negative semidefinite (which would mean we are in a convex-concave region). We set α = 1 if we are in a convex-concave region and −1 otherwise, which will guarantee local stability around min-maxes and local instability around other critical points. This approximate eigenvector computation can be done using a logarithmic number of Hessian-vector products.
B Proof of linear convergence rate under PL condition
Here we present a classic proof of Theorem 4.2.
Proof of Theorem 4.2.
where the first line comes from smoothness and the update rule for gradient descent, the second inequality comes from the PL condition. Applying the last line recursively gives the result.
C Comparison of Theorem 3.4 to [DH19]
In this section, we compare our results in Theorem 3.4 to those of [DH19] .
[DH19] prove a rate for SGDA when g is L-smooth and convex in x 1 and L-smooth and µ-strongly concave in x 2 and ∇ 2 x1x2 g is some fixed matrix A. The specific setting they consider is to find the unconstrained min-max for a function g :
where f is convex and smooth, h is strongly-convex and smooth, and A ∈ R d2×d1 has rank d 1 (i.e. A has full column rank).
Their rate uses the potential function P t = λa t + b t , where we have:
where (x * 1 , x * 2 ) is the min-max for the objective. Their rate (Theorem 3.1 in [DH19] ) is
for some constant c > 0. To translate this rate into bounds on ||ξ||, we can use the smoothness of g in both of its arguments to note that
and likewise for x 2 . So the rate on P k translates into a rate on ||ξ|| with some additional factor in front.
Their rate and our rate are incomparable -neither is strictly better. For instance when γ = Γ is much larger than all other quantities, their rates simplify
. While our convergence rate requires the sufficiently bilinear condition (3) to hold, we do not require convexity in x 1 or concavity in x 2 . Moreover, we allow ∇ 
hold
In this section we give a concrete example of a nonconvex-nonconcave setting where Assumption 2.6 and the conditions for Theorem 3.4 hold. We choose this example for simplicity, but one can easily come up with other more complicated examples.
For our example, we define the following function:
The first and second derivatives of F are as follows:
Figure 2: Plot of nonconvex function F (x) defined in (13), as well as its first and second derivatives
From Figure 2 , we can see that this function is neither convex nor concave.
Our objective will be g(
First, we show that g satisfies Assumption 3.1. We see that g has a critical point at (0, 0). Moreover, g is (L 1 , L 2 , L 3 )-Lipschitz for any finite-sized region of R 2 . Thus, if we assume our algorithm stays within a ball of some radius R, the (L 1 , L 2 , L 3 )-Lipschitz assumption will be satisfied. Since our algorithm does not diverge and indeed converges at a linear rate to the min-max, this assumption is fairly mild.
Next, we show that g satisfies condition (3). Condition (3) requires γ 4 > 4L 2 Γ 2 for g. We see that this holds because γ 4 = 4 4 = 256 and 4LΓ 2 = 4 * 3 * 4 2 = 192.
Therefore, the assumptions of Theorem 3.4 are satisfied.
We can also show that this objective satisfies Assumption 2.6, so we get convergence to the min-max of g. We will show that g has only one critical point (at (0, 0)) and that this critical point is a min-max. We first give a "proof by picture" below, showing a plot of g in Figure 3 , along with plots of g(·, 0) and g(0, ·) showing that (0, 0) is indeed a min-max.
We can also formally show that (0, 0) is the unique critical point of g and that it is a min-max. We prove this for completeness, although the calculations more or less amount to a simple case analysis. Let us look at the derivatives of g with respect to x 1 and x 2 :
Observe that if
] then critical points of g must satisfy 3 sin x 1 + 4x 2 = 0, which implies that x 2 ∈ [− From this, we can conclude that all critical points of g must satisfy the following:
These equations imply the following:
Figure 4: Plot of g(·, 0). We can see that there is only one min and it occurs at x 1 = 0.
Figure 5: Plot of g(0, x 2 ). We can see that there is only one max and it occurs at x 2 = 0.
That is, for all critical points of g, x 1 must be a fixed point of h 1 (x) = 3 4 sin − 3 4 sin x and x 2 must be a fixed point of h 2 (x) = − 3 4 sin 3 4 sin x . Since |h 1 (x)| < 1 and |h 2 (x)| < 1 always, h 1 and h 2 are contractive maps, so they have only one fixed point each. Thus, g will only have one critical point, namely the point (x 1 , x 2 ) such that x 1 is the unique fixed point of h 1 and x 2 is the unique fixed point of h 2 .
Finally, we can observe that (0, 0) is a critical point of g, so it must be the unique critical point of g. One can also see that this is a min-max by looking at the second derivatives of F in (15).
E Proof of Lemma 3.5
To prove Lemma 3.5, we will use the following lemma: Lemma E.1. Let g(x 1 , x 2 ) = f (x 1 ) + cx 1 x 2 − h(x 2 ) where f and h are L-smooth. Then if c > L, g has a unique critical point.
Proof of Lemma 3.5. Condition (3) is as follows:
Note that in our setting, γ = Γ = c. Next, observe that if ∇ 2 f (x 1 ) and ∇ 2 h(x 2 ) each have a 0 eigenvalue for some x 1 and x 2 , condition (3) reduces to:
Then by Lemma E.1, we see that g must have a unique critical point.
Next, we prove Lemma E.1.
Proof of Lemma E.1. Suppose our objective is g(x 1 , x 2 ) = f (x 1 ) + cx 1 x 2 − h(x 2 ) where f and h are both L-smooth convex functions. Critical points of g must satisfy the following:
In other words, x 2 must be a fixed point of
The function F will have a unique fixed point if it is a contractive map. We now show that for c > L, this is the case.
where the inequalities follow from smoothness of f and h. An analogous property can be shown by solving for x 1 instead. Thus, if c > L, then g will have a unique fixed point.
Condition (3) is thus a sufficient condition for the existence of a unique critical point for the class of objectives above.
F Proofs for Section 4
In this section, we prove our main results about the convergence of HGD, starting with some key technical lemmas.
F.1 Proof of Lemma 4.4
Proof. We have
Then we have:
. It suffices to show that for any eigenvalue δ of Z, |δ| ≤ . For the sake of contradiction, let v be an eigenvalue of Z with eigenvalue δ such that |δ| ≤ .
Since Zv = δv for |δ| ≤ and M 1 I and M 2 ≺ − I, we must have v 1 = 0 and v 2 = 0. Then we have:
This implies
LetM 1 = M 1 − δI and letM 2 = M 2 − δI. Note thatM 1 0 andM 2 ≺ 0. Then we can write
1 Bv 2 . Further, we can substitute into (35) to get
In other words, v 2 is an eigenvector of −M 
Since A 1/2 T A 1/2 is PSD, and AT is similar to A 1/2 T A 1/2 , we must have that all of the eigenvalues of AT are nonnegative. This contradicts that v 2 is an eigenvector of AT with eigenvalue −1.
Thus, all eigenvalues of Z must have magnitude greater than .
F.3 Proof of Lemma 4.6
Proof. Suppose λ is an eigenvalue of HH with eigenvector v = v 1 v 2 . WLOG, suppose λ < σ 2 min (C). Since v is an eigenvector, we have:
Thus, we have:
Since λ < σ 2 min (C), we have that C C − λI is invertible, so we can write v 2 = (C C − λI) −1 C Av 1 from the (41). Plugging this into (40) gives:
Write the SVD of C as C = U ΣV . Then we have:
where the second line follows because V V = I when C is full rank and where D is a diagonal matrix such that
. Then (43) becomes:
This means T = AM A + CC − λI has a 0 eigenvalue. A simple lower bound for the eigenvalues of T is
We will show that if λ < δ, where δ = σ
2 ) 2 − σ 4 min , then λ min (T ) > 0, which is a contradiction. It suffices to show the following inequality:
(54) has zeros at the following values:
Since (54) is a convex parabola, if λ is less than both zeros, we will have proved (54). This is clearly true if λ < δ.
As a last step, we can give a slightly nicer form of δ, using Lemma F.1. Letting x = σ Lemma F.1. For x ∈ (0, 1) and c ∈ (0, x 2 ), we have:
Proof.
H Experiments
In this section, we present some experimental results showing how SGDA, HGD, and CO perform on a convex-concave objective and a nonconvex-nonconcave objective. For our CO plots, γ refers to the γ parameter in the CO algorithm. All of our experiments are initialized at (5, 5). The stepsize η for HGD and SGDA is always 0.01, while the step-size η for CO with γ = {0.1, 1, 10} is {0.1, 0.01, 0.001} respectively to account for the fact that increasing γ increases the effective step-size, so the η parameter needs to be decreased accordingly. The experiments were all run on a standard 2017 Macbook Pro.
The main takeaways from the experiments are that CO with low γ will not converge if there is a large bilinear term, while CO with high γ and HGD all converge for small and large bilinear terms. When the bilinear term is large, CO with high γ and HGD both will converge in fewer iterations (for the same step-size). We did not optimize for step-size, so it is possible this effect may change if the optimal step-size is chosen for each setting.
H.1 Convex-concave objective
The convex-concave objective we use is g(
We show a plot of f in Figure 6 .
Figure 6: Plot of f (x) = log(1 + e x ) with its first and second derivatives. This is a convex, smooth function When c = 3, SGDA converges, and when c = 10, SGDA diverges. We note that HGD and CO (for large enough γ) tend to converge faster when c is larger.
H.1.1 SGDA converges (c = 3)
These plots show g when c = 3, so SGDA converges, as does CO with γ = 0.1. Figure 7: SGDA vs. HGD for 300 iterations for g(x 1 , x 2 ) = f (x 1 ) + cx 1 x 2 − f (x 2 ) where f (x) = log(1 + e x ) and c = 3. SGDA slowly circles towards the min-max, and HGD goes directly to the min-max. 
where f (x) = log(1 + e x ) and c = 3. The γ = 0.1 curve slowly circles towards the min-max, while the other curves go directly to the min-max. Figure 9: HGD vs. CO for 100 iterations for g(x 1 , x 2 ) = f (x 1 ) + cx 1 x 2 − f (x 2 ) where f (x) = log(1 + e x ) and c = 3 with different values of γ.
H.1.2 SGDA diverges (c = 10)
These plots show g when c = 10, so SGDA diverges, as does CO with γ = 0.1. Note that in this case, CO with γ ≥ 1 and HGD both require very few iterations (typically about 2) to reach the min-max.
(a)
Figure 10: SGDA vs. HGD for 150 iterations for g(x 1 , x 2 ) = f (x 1 ) + cx 1 x 2 − f (x 2 ) where f (x) = log(1 + e x ) and c = 10. SGDA slowly circles away from the min-max, while HGD goes directly to the min-max. 
H.2 Nonconvex-nonconcave objective
The nonconvex-nonconcave objective we use is g(x 1 , x 2 ) = F (x 1 ) + cx 1 x 2 − F (x 2 ) where F is defined as in (13) 
We show a plot of F in Figure 13 . Figure 13 : Plot of nonconvex function F (x) defined in (13), as well as its first and second derivatives
As in the convex-concave case, when c = 3, SGDA converges, and when c = 10, SGDA diverges. Again, HGD and CO (for large enough γ) tend to converge faster when c is larger.
H.2.1 SGDA converges (c = 3)
These plots show g when c = 3, so SGDA converges, as does CO with γ = 0.1. 
H.2.2 SGDA diverges (c = 10)
These plots show g when c = 10, so SGDA diverges, as does CO with γ = 0.1. Note that in this case, CO with γ ≥ 1 and HGD both require very few iterations (typically about 2) to reach the min-max. 
H.3 Convergence of HGD for nonconvex-nonconvex objective with different-sized bilinear terms
In this section, we look at the convergence of HGD for the same objective as discussed in the previous section, namely g(x 1 , x 2 ) = F (x 1 ) + cx 1 x 2 − F (x 2 ) where F is defined as in (13) 
In this case, we will vary c to show that HGD converges faster for higher c and will not converge for sufficiently low c. . Since all runs are initialized at (5, 5), when c is increased, the initial gradient norm also increases. Nonetheless, HGD still converges faster for the cases with higher c.
