We study analytical properties of the generalized λ-deformation, which modifies string theories while preserving integrability, and construct the explicit backgrounds corresponding to AdS p ×S p , including the Ramond-Ramond fluxes. For an arbitrary coset, we find the general form of the R-matrix underlying the deformation, and prove that the dilaton is not modified by the deformation, while the frames are multiplied by a constant matrix. Our explicit solutions describe families of integrable string theories depending on several continuous parameters.
Introduction
The last few years witnessed an impressive progress in finding new families of integrable string theories. Initially integrability was discovered in isolated models, such as strings on AdS p ×S q [1, 2, 3] , and in their extensions called beta deformations [4] . Recent developments, stimulated by the mathematical literature [5] , led to construction of very large classes of integrable string theories. One of the approaches originated from studies of the Yang-Baxter sigma models [6, 7, 8] , and it culminated in construction of new integrable string theories, which became known as η-deformations [9, 10, 11] . A different approach originated from the desire to relate two classes of solvable systems, the Wess-Zumino-Witten [12] and the Principal Chiral [13] sigma models, and it culminated in the discovery of a one-parameter family of integrable conformal field theories, which has WZW and PCM as its endpoints [14, 15] 1 . Such line of conformal field theories becomes especially interesting when the PCM point represents a string theory on AdS p ×S q space, and the corresponding families, which became known as λ-deformations, have been subjects of intensive investigations [18, 19, 20, 21, 22] . Recently the powers of the two approaches were combined to construct the generalized λ-deformations [23] 2 , the largest class on integrable string theories known to date, which encompasses all earlier examples. In this article we study the generalized λ-deformations of cosets with a special emphasis on describing integrable extensions of strings on AdS 2 ×S 2 , AdS 3 ×S 3 , and AdS 5 ×S 5 .
of the deformed metric and the dilaton, which are applicable to all cosets. The remainder of section 4 is devoted to constructing the supergravity backgrounds supporting the generalized λ-deformations of AdS p ×S p . Appendix A is devoted to exploration of analytical properties of a matrix that plays a pivotal role in constructing the generalized λ-deformations.
Review of the generalized λ-deformation
Lambda deformations of the Principal Chiral Models (PCM) were introduced in [14] and further studied in [20, 15, 18, 19, 21, 24] . Application of such deformation to any PCM leads to a one-parameter family of integrable conformal field theories. This deformation was generalized to a larger family in [23] , and we begin with reviewing this construction following section 5 of [23] .
The λ deformation interpolated between Conformal Field Theories described by a Principal Chiral Model (PCM) and a Wess-Zumino-Witten model (WZW), and we begin with looking at the WZW side:
Here g ∈ G is an element of some group G with generators T a , k is the level of the WZW model, R ± are the right-invariant Maurer-Cartan forms, 2) and f abc are the structure constants:
To construct the λ deformation one adds the action (2.1) to a generalized PCM on a group manifold 4 , 4) and gauges away half of the degrees of freedom in the resulting sum 5 . Parameters E ab in (2.4) represent an arbitrary constant matrix, and later its form will be restricted by the requirements of conformal invariance and integrability. The gauging procedure in the sum of (2.1) and (2.4) leads to the action [17, 23] S k,λ (g) = S W ZW,k (g) + k 2π 5) 4 In comparison with [23] we have rescaled the constant coefficients E ab by k so the level of the WZW appears as an overall factor in the sum of (2.1) and (2.4) . Such rescaling simplifies the formulas associated with λ-deformation. 5 See [23] for more details. (2.6) Application of this prescription to the standard PCM,
leads to a one-parameter λ-deformation, and integrability of the corresponding conformal field theory (2.5) was demonstrated in [14] . It is clear that the sigma model (2.5) would not be integrable for a generic matrix E, but the authors of [23] found a large class of integrable models extending (2.7) . We begin with reviewing this construction for groups, and then discuss the cosets, which will be the main objects of our study.
Generalized λ-deformation for groups.
To arrive at an integrable deformation (2.5) , one should start with an integrable generalized PCM (2.4) , and this already imposes severe restrictions on the constant matrix E ab . Extending the standard choice (2.7), one can start with the action of the η-deformed PCM [6] :
As demonstrated in [6] , this model is integrable, as long as the constant matrix R satisfies the modified classical Yang-Baxter (mCYB) equation
Then the interpolating model (2.5) with
is integrable as well, and it is called the generalized λ-deformation of (2.8) [23] .
Generalized λ-deformation for cosets. The authors of [23] also extended the construction of the generalized λ-deformation to cosets G/F by defining (2.11) This ansatz for E leads to inconsistent equations of motion for (2.5) unless all elements of the coset satisfy the constraint [23] 8 : (2.12) Assuming that this constraint is satisfied, the equations of motion for the action (2.5) with the matrix E from (2.11) can be written as the integrability condition of a Lax pair (see [23] for details).
To summarize, the generalized λ deformation can be defined on cosets, but integrability puts a severe restriction (2.12) on the Yang-Baxter operator R. In the next section we will consider several cosets arising in the type II string theory and discuss the corresponding Yang-Baxter operators R solving the modified classical Yang-Baxter (mCYB) equation (2.9) and the coset constraint (2.12) . Then in section 4 we will use these solutions to embed the generalized λ deformations of the corresponding cosets into supergravity.
R-matrices for Lie algebras and cosets
In string theory integrability was discovered by studying strings on AdS p ×S q [1, 2, 3] and the corresponding CFTs are the Principal Chiral models on various cosets. In this article we are interested in the generalized λ deformations of such backgrounds, so as outlined in the last section, we should find the Yang-Baxter operators R satisfying the mCYB equation (2.9) and the constraint (2.12) on the relevant coset. In subsection 3.1 we will discuss some general features of such operators, and in the remaining part of this section we will apply this construction to the specific cosets arising in string theory.
General construction
The generalized λ deformation reviewed in section 2 is based on the Yang-Baxter operator satisfying the mCYB equation (2.9) 9 , 1) and the constraint (2.12)
We further impose the skew-symmetry condition
where (., .) g is the Killing-Cartan form on the Lie algebra. While acting on generators T a , the operator R can be viewed as a tensor with one lower and one upper index (R b a ) and the skew-symmetry condition (3.3) means that (3.4) Finding the most general solution of (3.1) for an arbitrary group is an open problem, but one solution is well-known [6] , and now we will introduce its generalization. We will also find the most general solution of (3.1)-(3.3) for specific cosets arising in string theory.
Equations (3.1) , (3.4) in the adjoint representation imply that R ab is a real antisymmetric matrix, so it can be diagonalized using a unitary rotation, and all its eigenvalues are imaginary. In particular, some of these eigenvalues might vanish, then equation (3.1) implies that the corresponding eigenvectors (which are generators of g) must commute. Thus we conclude that the kernel of operator R b a is a subset of the Cartan subalgebra h and
The standard solution of the classical Yang-Baxter equation [6] corresponds to the case where the last inequality saturates, so the kernel of R b a coincides with the Cartan subalgebra: (3.6) Looking at an arbitrary X = H from this subalgebra, and representing this generator as an operatorĤ acting in the adjoint representation, we can rewrite (3.1) as
If Y is an eigenvector of R with an eigenvalue λ Y , thenĤY is an eigenvector with an eigenvalue − 1 λ Y for anyĤ. To proceed, we expand the eigenvector Y in the Weyl-Cartan basis, 8) where each |α (k) is an eigenvector of all Cartan generators 10 . Focusing on a particular Cartan generatorĤ i , we conclude that [Ĥ i ] N Y is an eigenvector of R, which is dominated by |α (k) with the largest eigenvalue ofĤ i . Removing this vector and repeating the argument for the second largest eigenvalue and so on, one can demonstrate that all |α (k) are eigenvectors of R. In other words, we have shown that matrix R must be diagonal in the Cartan-Weyl basis.
Let us now specify the Cartan-Weyl basis in more detail. Any semisimple Lie algebra admits a decomposition into the Cartan generators H i and ladder operators E α so that the full commutation relations have the form (3.9) In the expansion (3.8) the generator E α was denoted as |α (k) . By an appropriate rescaling of the ladder operators one can go to a more restrictive Chevalley basis, but such specification will not play any role in our discussion. As we have demonstrated, relation (3.6) implies that the R-matrix must be diagonal in the basis (3.9) , this leads to the explicit form of the Yang-Baxter operator:
Substitution into (3.7) leads to λ α = ±i, and application of the Yang-Baxter equation (3.1) to (X, Y ) = (E α , E β ) gives a constraint on the eigenvalues
In particular, λ α λ −α = 1, so the Yang-Baxter operator becomes: 12) where α are positive roots. This construction is known as the canonical R-matrix, and we have derived it from (3.6), which in turn follows from the assumption that the inequality (3.5) saturates.
The canonical R-matrix (3.12) can be easily generalized by modifying the first relation in (3.12) , and such extension will play an important role in the analysis presented in the rest of this section. Specifically, it is clear that equation (3.1) is solved by 3.13) for an arbitrary matrix R i j . In other words, the R-matrix can be modified in the Cartan subalgebra 11 . Notice that for the deformation (3.12) the inequality (3.5) is replaced by rank R = dim g − rank g + rank R . (3.14)
For future reference we also give the real form of (3.13):
The undeformed version of this solution (i.e., the one with R = 0) has been widely discussed in the literature [6, 26] , and the general form of (3.15) will be used later in this section. While (3.12) was the most general solution with saturated inequality (3.5) , the construction (3.13) is just one possible option for non-saturating (3.5) , and later we will present explicit examples of R-matrices which do not fit into (3.13) . However, we will now demonstrate that any solution that can be obtained as a continuous perturbation of (3.12) must have the form (3.13) .
Let us start with the canonical solution (3.12), which will be called R 0 , and perturb it by εR 1 with a small parameter ε. Applying (3.1) to two elements of the Cartan subalgebra 11 A similar construction has been discussed in the mathematical literature [26] .
((X, Y ) ∈ h) and expanding the result to the first order in ε, we find a system of linear constraints on R 1 : (3.16) Clearly, our ansatz (3.13) solves these constraints with
and since equations (3.16) are linear in R 1 , one can always subtract an appropriate solution (3.13) to ensure that R 1 X has a trivial projection on the Cartan subalgebra. In other words, without the loss of generality, we can write 17) where sum is extended over all roots of the Lie algebra, and c X (α) are some numerical coefficients. Substitution into (3.16) gives 18) where coefficients X(α) are defined using the commutation relations (3.9): (3.19) Since the roots E α are eigenvectors of R 0 (recall (3.12)), and they are linearly independent, equation (3.18) implies that (3.20) Substitution into (3.17) leads to 21) where c(α) depends on the root, but not on the element X of the Cartan subalgebra. To complete the argument, we definẽ (3.22) Notice that relations (3.12) for R 0 imply that expressions in the square brackets are cnumbers equal to ±i. Using (3.12), we conclude that 23) so in the leading order in ε operator R has the same number of zero modes as R 0 , so the solution is still given by (3.12) , but the Cartan subalgebra is rotated by (3.22) . To simplify the discussion we started with equation (3.17) by subtracting the part of R 1 that acts on the Cartan subalgebra, and in general equations (3.21) and (3.23) are replaced by 24) while equation (3.22) remains the same. Here R is an operator mapping the Cartan subalgebra on itself, so equation (3.24) is a perturbative expansion of (3.13).
To summarize, we have demonstrated that the most general solution of the mCYB equation (3.1) with rank R = dim g − rank g is given by (3.12) , and its most general perturbation fits the ansatz (3.13) . It would be interesting to find the most general solution of the mCYB equation without relying on perturbative argument, but such investigation is beyond the scope of this article.
So far we have focused on the Yang-Baxter equation (3.1) and have ignored the coset constraint (3.2) . This leads to the expression (3.13), which is not sensitive to the choice of the coset, but condition (3.2) projects out some solutions. If fact, as we will see in subsection 3.4, in the case of the SO(6)/SO(5) coset the constraint (3.2) eliminates all solutions preventing the construction of the generalized λ-deformation for AdS 5 ×S 5 . Note that while the construction (3.13) can be applied to any Cartan subalgebra and all resulting R-matrices would be related by a group rotation, a specific embedding of the subgroup F removes equivalence between different choices of the Cartan subalgebra. Thus the constraint (3.2) should be imposed on the R-matrices which have the form (3.13) for at least one Cartan subalgebra. Starting with one Cartan subalgebra, applying the prescription (3.13) , and rotating the result by an arbitrary element of the group, one constructs the most general R-matrix in the class (3.13), which depends on N parameters with
The constraint (3.2) should be imposed in the end. We conclude this subsection by presenting an explicit example of the construction (3.13), (3.2) for the simplest coset SU(2)/U(1). Since SU(2) has a one-dimensional Cartan subalgebra, the antisymmetric matrix R ij entering (3.13) must be trivial, so in the real basis the R-matrix has only two non-zero elements:
Rotation by a group element leads to a more general matrix in terms of the Euler angles (3.27) Direct calculation shows that this is the most general solution of the Yang-Baxter equation (3.1) . The coset constraint (3.2) is satisfied trivially.
In the next few subsections we will discuss some examples of cosets arising in string theory.
Solution for SO(3)/SO(2)
Let us discuss the most general solutions of the modified Yang-Baxter equation for the cosets SO(3)/SO(2) and SO(2,1)/SO (1, 1) , which arise in the deformation of AdS 2 ×S 2 . Strings on this background are described by the supercoset psu(1, 1|2) [27] , whose bosonic sector is represented by two 2 × 2 matrices g u (2) , g u(1,1) :
We will use the following explicit parameterization of generators 13 :
U (2) subgroup has two-dimensional Cartan subalgebra spanned by (F 13 , F 16 ), and the construction (3.12) gives
Rotation by a general group element gives (3.30) and direct calculation shows that this is the most general R-matrix for U (2) . Choosing the subgroup F spanned by (F 13 , F 16 ), one can check that the constraint (3.2) is satisfied. The R-matrix for U(1,1) is obtained by rotating the counterpart of (3.29) by an appropriate group element, and the result is
While constructing the integrable deformations of strings on AdS 2 ×S 2 , one can obtain the fields for U(1,1)/U(1) by analytic continuation of the result for U(2)/U(1). This is slightly easier than performing a separate calculations using (3.31) , but the answers are the same.
Solution for SO(4)/SO(3)
Next, we consider the coset
This coset, along with its counterpart SO(2, 2)/SO (1, 1) , arises in description of strings on AdS 3 ×S 3 . To simplify the evaluation of the R-matrix we pick the following generators of SU (2)×SU (2) (3.33) where σ i are the Pauli matrices. The subgroup SU (2) diag is generated by
Starting with the most general antisymmetric R matrix
and performing an SU(2) diag rotation, we can put the antisymmetric matrix A in the form
An additional rotation in the 2-3 plane can be used to set B 31 = 0. Direct substitution of (3.35) into the modified Yang-Baxter equation (3.1) and the coset constraint (3.2) leads to three families of the R matrices and one special solution R 4 : (3.37) As expected from the general analysis of subsection 3.1, only R 1 , which fits the ansatz (3.13), can be continuously connected to the canonical solution (3.12) . All other matrices are complex, and they cannot be transformed into R 1 or into each other by any action of SU(2)×SU(2) (recall that g ∈ SU(2)×SU(2) acts as a rotation R → gRg −1 ). Since matrices R 2,3,4 are complex, they are not acting in a proper real section of the SU(2)×SU(2) algebra, so they will not play any role in our construction. Interestingly, the generalized canonical solution (3.13) exhausts all real R matrices. While this result was proven in subsection 3.1 using perturbative techniques, the current example suggests that it might hold in general. On the other hand, example (3.37) illustrates that in complexified algebras solution (3.13) is not unique beyond perturbation theory. It would be interesting to study the counterparts of R 2,3,4 for other complexified algebras.
Absence of solution for SO(6)/SO(5)
Finally let us apply the construction (3.13) to the coset SO (6) SO (5) , (3.38) which arises in description of strings on AdS 5 ×S 5 . The generators of SO (6) are defined as
the Cartan subgroup is three-dimensional, and it can be represented by
The standard diagonalization procedure leads to twelve roots:
A root will be considered positive if the first non-zero entry is positive, and for such roots prescription (3.13) gives RE α = −iE α . For negative roots we have RE −α = iE −α . Since SO(6) has rank three, the antisymmetric matrix R ij appearing in (3.13) has only one nonzero element. Next we should specify the subgroup and check the coset constraint (3.2) . Instead of choosing a particular subgroup, we parametrize the entire family of SO (5) embeddings, which are in the one-to-one correspondence with the unit vectors in R 6 . In the simplest case of the unit vector with only one nontrivial component v 1 = 1, the coset generators are given by 6, (3.42) and in general we find
The SO(6) group element is parameterized in terms of the Euler angles as [28] (3.44) and the independent choices of the cosets (3.43) correspond to θ i,5 . Plugging the extended canonical R-matrix (3.13) into the coset constraint (3.2) we find that there are no solutions, which means that the coset SO(6)/SO (5) does not satisfy the coset constraint, and it is impossible to construct the generalized λ deformation of AdS 5 ×S 5 .
Graded Yang-Baxter equation
Although in this article we are focusing on deformations of bosonic cosets, in the future it might be interesting to extend the generalized lambda deformation to supercosets describing string theories on AdS p ×S p [27, 29, 30] . For the ordinary lambda deformation this has been done in [20] , but the generalized deformation is more involved. However, preliminary analysis indicates that an extension to supercoset would involve the graded Yang-Baxter equation, and in this subsection we will briefly discuss its properties and some solutions.
To define the Yang-Baxter equation on superalgebras and supercosets, one replaces the commutators in (2.9) by the graded commutators
To define the graded commutator we start with supermatrices X, Y written in the block form (3.46) where the blocks in the left upper and right bottom corners are called even (bosonic), and the blocks in the right upper and left bottom corners -odd (fermionic). If terms of supermatrices (3.46 ) the graded commutator is [31] [X,
The generalized canonical R-matrix for the supercoset can be constructed by a simple extension of (3.13) . After choosing bosonic Cartan subalgebras for blocks A and B in (3.46), we find the roots and the counterparts of the ladder operators E α in (3.9) , (3.48) but now some of E α are fermionic. Direct calculation shows that the R-matrix
solves the graded Yang-Baxter equation (3.45) . Let us present an explicit solution for the superalgebra psu(1, 1|2), which arises in description of strings on AdS 2 ×S 2 [27] .
The superalgebra psu(1, 1|2) is defined in terms of the 4 × 4 supermatrices
Parameterizing such matrix as 3.52) and choosing the canonical solution (3.49) with R = 0, we find 6 × 2 nonzero elements
In the alternative parametrization of the psu(1, 1|2) matrix in terms of the holomorphic variables, which is often used in the literature [19] ,
(3.54) the R-matrix is
Supercoset (3.54) has been used to construct the standard λ-deformation of strings on AdS 2 ×S 2 , and the generalized λ-deformation would be based on the solution (3.55) of the modified Classical Yang-Baxter equation (3.45) . However, before constructing such solutions one should prove that the resulting deformed supercoset leads to integrable theories, as was done for the standard λ deformation in [20] , and such analysis is beyond the scope of this paper. In the remaining part of this article we will focus on bosonic cosets.
SUGRA embeddings of the generalized λ-deformations
The general construction reviewed in section 2 gives the bosonic part of the string action (2.1), (2.5) for the integrable λ-deformation, and in this section we will extract metric and the dilaton from these expressions. After introducing the general procedure in subsection 4.1, we use it to derive the deformations of AdS 2 ×S 2 and AdS 3 ×S 3 in subsections 4.2 and 4.3. As in the case of integrable deformations encountered earlier [10, 15, 18, 19, 21, 24] , the Ramond-Ramond fluxes are recovered from solving the equations of motion of supergravity rather than from the fermionic part of the sigma model 14 .
General construction
We begin with constructing the metric and the dilaton for deformations of arbitrary cosets G/F . To do so, we need three ingredients from section 2: the matrix D ab , the left-invariant form L parameterizing the coset, and the matrixλ −1 specifying the deformation. These ingredients are given by (2.6) and (2.11) 15 :
Here P is the projector on the subgroup F , R is a solution of the modified Classical YangBaxter equation (3.1) satisfying the constraint (2.12), and (t,η) are free parameters. The authors of [23] introduced two convenient parameters (λ, ζ) instead of (t,η), 2) and to compare with the existing literature, our final solution will be expressed in terms of (λ, ζ). Note, however, that the deformation depends on (λ, ζ) and all free parameters appearing in the R-matrix, so the generalized λ-deformation can produce very large families of integrable string theories. The metric can be extracted from the symmetric part of the action (2.1), (2.5) 16 :
To rewrite this in terms of frames, we perform some algebraic manipulations which lead to
14 It has been shown in [21] that the extraction of the RR fluxes from the fermionic part of the sigma model is notoriously complicated. 15 Most results of this subsection would apply to any matrix E G , not only the one given in by (4.1). 16 Here we expressed everything in terms of L using R = DL and the orthogonality relation
In the case of the isotropic deformation, whereλ is proportional to the identity matrix, the expression in the square brackets is a constant, so the frames are given by
In general we begin with diagonalizing the symmetric matrixλ −1λ−T using an orthogonal transformation A:λ 6) then the metric (4.4) can be recovered from the frames
Note that a general n × n matrixλ −1 can be parameterized in terms of a diagonal matrix Λ and two orthogonal matrices A, B: 8) and for computational purposes we will use a slightly different but equivalent expression for the frames:
The dilaton is defined analogously to the regular λ-deformation [15] 
One can also extract the Kalb-Ramond field by taking an antisymmetric part of the action (2.5), but such B field vanishes in all our examples, so it will not be discussed further.
Expressions (4.7) and (4.10) have some remarkable properties which follow from the structure of matrices D andλ. As shown in the appendix, The canonical gauge is defined by the commutation relations (A.5), and such gauge will be imposed throughout this article. We will now demonstrate that properties (i)-(iii) lead to drastic simplifications in the frames (4.7) and in the dilaton (4.10).
The implication for the dilaton is obvious: property (iii) ensures that the deformation parameters appear in (4.10) only in a constant prefactor, and thus they can be absorbed into a shift of Φ 0 . For specific examples this property has been seen in [18] , but the analysis presented in the appendix establishes the factorization in full generality. It is worth mentioning that in the case of the ordinary λ-deformation (i.e., for ζ = 0), the metric (4.3) can support two integrable string theories: one is based on the coset construction, and its dilaton is given by (4.10) [15, 18] , while the alternative is based on super-coset, and the resulting dilaton does not factorize between the coordinates and the deformation parameters [20, 19, 21, 24] . It would be very interesting to find the supercoset counterpart of (4.10) for nonzero ζ, but such investigation is beyond the scope of this article.
To find the implications of the properties (ii)-(iii) for the frames, we rewrite equation (4.7) as
Recalling that Pλ −1 =λ −1 P = P (see (4.1)), we conclude that matrices (A, B, Λ) in (4.8) can be chosen in such a way that 17 P A = AP = P, P B = BP = B, ⇒ P Λ = ΛP = P.
(4.12)
Introducing an explicit split between the generators of the subgroup F and the coset G/F , one can rewrite (4.12) more explicitly: 14) then, using the property P T = P , the frames (4.11) can be rewritten as
Application of the property (iii) leads to the final result: (4.16) 17 Since matrixλ −1 has degenerate eigenvalues, relation (4.6) does not define A uniquely. In addition, one has a freedom of permuting eigenvalues, and equation (4.12) would be satisfied only for a particular ordering. Equation (4.16) has three distinct matrix factors. The first one ensures that frames point only along the coset directions. The second factor depends on the deformation, but not on the spacetime. The last factor gives the frames of the undeformed background, and it is not modified by the deformation. Thus application of the generalized λ-deformation (4.1) simply rotates the frames by constant matrices. This feature has been observed for several explicit examples [15, 18] , but it is proven in full generality by the analysis presented here and in the Appendix.
Deformation of AdS 2 ×S 2
In this subsection we embed the generalized λ-deformation of
into the type IIB supergravity. First we discuss the coset G/F ≡ SU(2)/U(1) corresponding to the sphere, and the AdS part of the geometry will be obtained by an analytic continuation.
The embedding of F = U(1) into G = SU (2) is unique up to an SU (2) rotation, so without loss of generality we choose the generators of F and G/F as
A general element of SU (2) can be written as 18) and the gauge freedom corresponding to U (1) is fixed by setting φ 2 = 0. As discussed in the end of subsection 3.1, the R-matrix for SU (2) is unique up to a global rotations parameterized by two Euler angles (see (3.27) ), but since we have already chosen the embedding of F into G, the deformations related by global rotations may not be equivalent. Since the rotation in (σ 1 , σ 2 ) plane does not distort the embedding (4.17), R-matrices (3.27) with different angles φ lead to equivalent deformations, but dependence on the parameter θ is nontrivial. Thus the most general deformation of the SU(2)/U (1) coset is parameterized by the R-matrix
We begin with discussion of the simplest deformation with θ = 0, and we will comment on the general case in the end of this subsection. The deformation matrixλ is evaluated using equations (4.1), (4.2) Then equation (4.9) gives the explicit expression for the frames, and to simplify them, we introduce new coordinates (p, q) following [19] :
The frames become
where i, j = 1, 2. The metric and the SU(2) contribution to the dilaton (see (4.10) ) are
The AdS 2 counterparts of the metric and the dilaton are found by performing the analytic continuation which has been used in the case of the regular λ deformation [15] , (4.25) and the result is
Note that the dilaton is real since we are working in the domain where 1 − x 2 + y 2 < 0. The Ramond-Ramond fluxes can be found by solving the equations of motion for type IIB supergravity (4.27) and the result is (4.28) Notice that the metric (4.26) and the flux (4.28) are complex unless ζ = 0. This is a peculiar feature of the generalized lambda deformation of AdS 2 ×S 2 , which does no persist for AdS 3 ×S 3 (the metric and the fluxed are real there). Although the metric (4.26) can be made real by an additional continuation of y (y → iy), this procedure is not very appealing since even the undeformed metric (λ = ζ = 0) has a wrong signature (2, 2) and a wrong isometry SO (3)×SO (3). Moreover, the fluxes remain complex. To compare the geometry (4.23), (4.26) with the standard lambda deformation constructed in [15] , we rescale coordinates by a convenient quantity [19] 4.29) This leads to the solution 2π k ds 2 = dp 2 + (dq + ζdp)
, which generalizes the geometry (2.7) of [21] . For the standard λ deformation (i.e., for ζ = 0), the AdS 2 ×S 2 geometry is recovered in the limit of small κ [19] , and application of such limit to (4.30) leads to a very simple ζ-dependence after some shifts and rescaling of coordinates. Indeed, the leading order in κ is 2π kκ ds 2 = − dp 2 + (dq + ζdp)
In the new coordinates defined as
the metric and fluxes become real, and ζ appears only in the radius of the AdS 2 ×S 2 and in the overall normalization of the fluxes:
To summarize, the generalized λ-deformation of AdS 2 ×S 2 is given by (4.30) . For generic values of λ and nonzero ζ the fluxes and metric are complex, if one insists on the correct signature. In the λ = 1 limit one finds the real solution (4.33), and apart from a very simple ζ dependence, it coincides with analytic continuation of AdS 2 ×S 2 discussed in [21] .
We conclude this subsection by writing the solution corresponding to the general Rmatrix (4.19) . To simplify the result, it is convenient to redefine the deformation parameters as
This brings matrixλ into a simple form, (4.35) and the deformed metric becomes
(1 + b 2 + ac + a + c)dp
The expressions for the fluxes are not very illuminating.
Deformation of AdS 3 ×S

3
In this subsection we construct SUGRA embedding of the generalized lambda-deformation based on the coset
The element of the first coset can be conveniently parameterized as
The variables α k , β k introduced in [15] are subject to two constraints
Following [15] , we fix the gauge for SU(2) diag by setting (4.41) and solve the constraints (4.40) by introducing a convenient variable γ:
Note that the three remaining coordinates α ≡ α 0 , β ≡ β 0 and γ have the following ranges:
The generators corresponding to the subgroup and the coset are related to (3.33) by a linear transformation: 5, 6. (4.44) In this basis the matrix R 1 from (3.37) becomes
The deformation matrixλ is obtained from (4.1), (4.2) , where the projector on the subgroup is
Evaluation of frames using (4.9) gives
47)
.
where we defined
Interestingly, the frames (4.47) depend on λ and ζ only through constant prefactors, exactly as it happened for the standard λ-deformation [15, 18] . This feature is guaranteed by the general discussion presented in subsection 4.1. Frames (4.47) exhibit one more interesting feature 19 : four parameters (k, λ, a, ζ) appear only through two independent combinations (c 1 , c 2 ). This implies that the generalized lambda deformation describes the same set of geometies as its standard counterpart [15, 18] . It would be very interesting to see whether the same feature persists for other cosets.
The AdS counterpart of (4.47) is obtained by performing an analytic continuation α →α, β →β, γ →γ, k → −k, (4.49) and changing the the range of coordinates from (4.43) to
Relation (4.10) gives the dilaton (4.51) and for the Ramond-Ramond fluxes, we take a simple ansatz inspired by the regular λ-deformation [15] :
Here C is an unknown constant, which is determined by solving the equations of type IIB supergravity reduced to six dimensions:
The final answer is (4.54) and in contrast to the deformation of AdS 2 × S 2 , the solution (4.47), (4.49), (4.52), (4.54) is real.
Discussion
In this article we have elaborated on the general procedure of constructing generalized λ-deformations of coset CFTs, and we have found several explicit solutions relevant for string theory. The main results of this paper can be separated into three categories.
In section 3 we found rather general solutions of the modified classical Yang-Baxter (mCYB) equation for arbitrary cosets and supercosets, and we also constructed the most general R-matrices for the cosets arising in string theory. It would be very interesting to find the most general solutions of the mCYB for any (super)coset and to apply the results of our section 3.5 toward generalizing the λ-deformation of supercosets discussed in [20] .
The second category of our results concerns insights into the analytical structure of the generalized λ-deformations. In section 4.1 we demonstrated that under and arbitrary deformation of an arbitrary coset, the frames are rotated by a constant matrix and the dilaton is multiplied by a constant factor. These properties have been observed a-posteriori in several specific examples [15, 18] , but our general proof allows one to drastically simplify calculations by focusing on the relevant constant matrices rather than evaluating coordinate-dependent frames.
Finally We begin with recalling the context in which matrix D AB arises in the λ-deformation of cosets. The metric is constructed using the frames (4.9), the dilaton is given by (4.10) , and both relations contain the expression
To construct the deformation of a coset G/F , one takes g ∈ G/F and a constant matrixλ
given by (4.1)λ
Here P is a projection on a subgroup F , and the explicit form of matrix E G , given by (4.1), will not be important for our group theoretic discussion here. The results of this appendix can be summarized in the following statement:
For any coset G/F there exists a canonical gauge (A.5) , where matrix D has three properties:
(i) matrix (I − P )D(I − P ) has constant entries;
(ii) matrix D(I − P ) factorizes as D(I − P ) = ST , where S does not depend on the deformation, and T is a constant matrix;
(iii) the dependences upon coordinates and constant deformation parameters factorizes in [det D].
By choosing the canonical gauge in sections 4.2 and 4.3, we found a very simple deformation dependence in the dilatons (4.24), (4.51) and frames (4.22) , (4.47) , in agreement with the general statements above. The specific examples discussed in [15, 18] provide additional illustrations of these statements.
We begin with specifying the convenient canonical gauge. The coset G/F introduces a decomposition of the Lie algebra into a subalgebra f and the remaining space l, and in this appendix the generators of f and l will be denotes using different labels 21 :
Algebra f closes under commutations, while the commutators of T α are gauge-dependent, and we will choose a convenient gauge where the structure constants have only three nontrivial blocks: .5) In this gauge the Killing metric η AB ∝ f AM N f BN M splits into two blocks (η ab , η αβ ) with vanishing off-diagonal elements η aα = 0.
Our statement (i) reduces to coordinate independence of D αβ , and to prove this, as well as the properties (ii) and (iii), we begin with writing matrices D andλ −1 in the canonical basis: .6) Notice that the all information about the deformation is contained in the constant matrix H αβ , which has indices only on the coset. To proceed it is convenient to label various components of (A.6) by different letters:
To invert the matrix D −1 and to compute its determinant, we introduce a triangular decomposition:
Then matrix D is given by 9) in particular, .10) Recalling that matrices (A, B, C) do not depend on the deformation, we conclude that proving the properties (i)-(iii) amounts to demonstrating than the matrix M does not depend on the coordinates. For example, equation (A.8) implies that
where S does not depend on the deformation and S αβ = −δ αβ , so the trivial coordinate dependence of M implies (i) and (ii).
To summarize, the properties (i)-(iii) would be proven if we demonstrate that M does not depend on coordinates, and this is equivalent to showing that
is a constant matrix. Since the deformation does not enter the last expression, we have arrived at a purely group-theoretic statement, and the rest of this appendix will be dedicated to proving it.
Let us define D 0 as the inverse of (D −λ −1 ) for H = 0:
] αβ , and we will show that these matrix elements do not depend on the coordinates (i.e., on g in (A.1)) by demonstrating that they remain constant along any one-parametric trajectory on a coset. Let us consider such a trajectory: .14) Evaluating the derivative of the matrix D AB , we find
Introducing a matrix
we can solve the differential equation (A.15): .17) In the canonical gauge (A.5) matrix f has only two types of components, f a β and f α b , so we can write .18) and evaluate the exponent
Here we defined two formal functions of matrix variables using series expansions: .20) Matrix D 0 is determined by substituting (A.17) and (A.19) into (A.13).
23 Due to antisymmetry of the structure constants, matrices M and N are related by (M η) T = −N η, where η is the Killing form. To avoid unnecessary complications, we use canonical generators with η AB = δ AB , but obviously the final results (i)-(iii) hold for any normalization, as long as conditions (A.5) are satisfied.
We begin with analyzing the generic case with det[MN] = 0. It is natural to identify the starting point D AB (0) of the trajectory (A.17) with the unit element of the group (i.e., with g = I in (A.1)), and in our normalization this choice gives
Substitution of (A.17) and (A.19) into (A.13) with the initial condition (A.21) gives
Direct calculation shows that, as long as matrices (MN) and (NM) are non-degenerate, 
