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Resumen
La adquisicio´n, reconstruccio´n y procesamiento digital de ima´genes es una
piedra angular en la comprensio´n de nuestro entorno. Por ello, en las u´ltimas
de´cadas, sus aplicaciones en distintos campos de la ciencia y la industria han
ido en aumento. Sin embargo, a pesar de los avances logrados, las te´cnicas
convencionales de formacio´n de ima´genes au´n fracasan al intentar adquirir
la imagen de un objeto inmerso en un medio turbio como, por ejemplo, una
cortina de humo provocado por un incendio, la niebla, el polvo, o los tejidos
humanos. Ya que, a diferencia de un medio transparente o semitransparente,
las part´ıculas del medio turbio presentan un elevado grado de desorden que
provocan el cambio de direccio´n de los fotones que interactu´an con e´stas,
lo que, junto con el feno´meno de la absorcio´n, hace que la cantidad de
informacio´n que se puede transmitir a trave´s de e´ste sea muy baja.
En el 2006 se propuso la ca´mara de un solo p´ıxel o ‘sinlge-pixel camera’
como alternativa a la ca´mara convencional. En e´sta, a diferencia de lo que
ocurre en una ca´mara tradicional que utiliza un arreglo matricial constituido
por millones de sensores, se usa so´lo un sensor. En la ca´mara ‘single-pixel’
se proyecta una secuencia de patrones de luz microestructurados sobre el
objeto, los cuales son codificados en un modulador espacial de luz program-
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xii
able, tipo pantalla de cristal l´ıquido o matriz de microespejos (DMD, de la
expresio´n digital micromirror device). La luz reflejada o transmitida por
el objeto es colectada con la ayuda de un sistema o´ptico sencillo y dirigida
hacia un detector constituido por un solo p´ıxel, por ejemplo, un fotodiodo.
El fotodiodo, previamente sincronizado con el modulador, realiza medidas
directas de las proyecciones de la sen˜al-objeto sobre el conjunto de funciones
codificadas sobre el DMD. La imagen se obtiene a partir de la resolucio´n de
un problema algebraico, bien directamente, o bien utilizando algoritmos de
muestreo compresivo tales como los basados en optimizacio´n convexa con
minimizacio´n de la norma L1. En estudios recientes se ha comprobado que
la ca´mara de un solo p´ıxel tiene cierta capacidad para formar ima´genes de
objetos a pesar de que estos se encuentren inmersos en un medio turbio
como el tejido biolo´gico.
Por otra parte, el uso de radiacio´n con longitudes de onda diferentes a las
que corresponden al rango visible, en concreto la radiacio´n infrarroja, ha
abierto un gran abanico de aplicaciones en el campo de la ciencia y la indus-
tria en las u´ltimas de´cadas. Por ejemplo, en astronomı´a se usa la radiacio´n
infrarroja para estudiar estructuras estelares como galaxias, cu´mulos o es-
trellas inmersas en un disco de materia luminosa y/o polvo. En el campo
de la biomedicina, el uso de la imagen infrarroja, aunada a otras te´cnicas
como la tomograf´ıa o la mastograf´ıa, permite la deteccio´n y el diagno´stico
no invasivo de enfermedades como el ca´ncer o el dolor cro´nico. En la in-
dustria, las aplicaciones relacionadas con la adquisicio´n de ima´genes con luz
infrarroja van desde el disen˜o de ca´maras te´rmicas, que permiten saber si el
aislamiento te´rmico de un edificio es adecuado o no, hasta la elaboracio´n de
complejos sistemas de seguridad. Sin embargo, a pesar de todos los avances
realizados, la principal desventaja de la adquisicio´n de ima´genes en el infrar-
rojo es el alto costo de fabricacio´n y mantenimiento de los sistemas o´pticos.
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En este contexto, el uso de la ca´mara de un solo p´ıxel en el infrarrojo es
una opcio´n que permite reducir los costes de una ca´mara convencional y al
mismo tiempo aprovechar las ventajas antes descritas.
El objetivo general de esta tesis ha sido desarrollar experimentalmente una
ca´mara que permita la adquisicio´n de ima´genes a trave´s de diferentes medios
turbios en distintas longitudes de onda pertenecientes tanto al rango visible
(400–700 nm) como al infrarrojo cercano (800–1000 nm). En este proyecto
cient´ıfico, se han mejorado las prestaciones de la ca´mara convencional y
la ca´mara de un solo p´ıxel al combinar la iluminacio´n estructurada con
la deteccio´n por carga de los sensores matriciales (CCD o CMOS). Como
resultado, se han obtenido ima´genes con mayor calidad y resolucio´n en
distintos niveles de iluminacio´n y rangos espectrales. En particular, se
han realizado las siguientes actividades: i) la elaboracio´n de un modelo
teo´rico-nume´rico que nos han permitido evaluar la relacio´n sen˜al-ruido de las
ima´genes obtenidas con la ca´mara de un solo p´ıxel en distintas condiciones
de iluminacio´n, temperatura y longitudes de onda (del visible al infrarrojo);
ii) la construccio´n y evaluacio´n de una ca´mara ‘single-pixel’ con un sensor
matricial en el rango visible; iii) la obtencio´n de ima´genes a trave´s de medios
turbios sinte´ticos combinando la ca´mara de un solo p´ıxel con las te´cnicas de
filtraje espacial de Fourier; y iv) el desarrollo de una ca´mara ‘single-pixel’
en el rango espectral infrarrojo.
La tecnolog´ıa propuesta en este proyecto tiene aplicaciones tanto a nivel
cient´ıfico como biome´dico e industrial. En el caso de la biome´dicina, esta
tecnolog´ıa podr´ıa permir alcanzar mayores niveles de penetracio´n y una
mejora substancial en la relacio´n sen˜al-ruido de las te´cnicas de imagen a
trave´s de tejidos. Por otro lado, en la industrial, las tecnolog´ıas basadas en
la ca´mara de un solo p´ıxel podr´ıan facilitar el desarrollo de protocolos de
seguridad con mayor versatilidad, sencillez y menor coste.

Abstract
Imaging through scattering media has been a longstanding issue in many
scientific fields. Several optical techniques have emerged to retrieve the
information of objects hidden in highly scattering media, for instance, ul-
trafast time-gating imaging, Fourier spatial filtering, polarization filtering,
and wavefront control methods based on measuring the transmission matrix
or on adaptive techniques. On the other hand, computational imaging with
a single-pixel camera (SPC), or single-pixel imaging (SPI) techniques, have
also proved to be a potential approach for imaging through scattering me-
dia. Although SPI techniques were proposed in the 1950’s, the first efficient
SPCs were developed by using a fast programmable spatial light modulator
(SLM) in 2006. Since then, SPCs have been successfully applied in many
different imaging areas. Among them, we can mention infrared imaging,
terahertz imaging, ultrasonic imaging, 3D computational imaging, 3D and
photon counting light detection and ranging (LIDAR), stereoscopic imaging,
microscopy, holography, and ophthalmoscope imaging.
In the present work, the nature of noise in SPCs has been thoroughly stud-
ied and we have addressed the challenge of recovering the image of an object
hidden behind scattering media using visible and NIR light. In particular,
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we have extensively studied SPI techniques to develop a numerical model of
SPC based on photodiodes. This model was characterized by two commer-
cial photodiodes, a Si and an InGaAs biased detector. On the other hand, we
have proposed a novel approach for imaging through scattering media that
combines the principles of Fourier spatial filtering and SPI techniques. Fi-
nally, we have studied experimentally the possibility of performing imaging
through turbid media using a SPC setup in a reflection configuration.
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Chapter 1
Introduction
1.1 Motivation and objective
The study of light dates back to ancient times. Following their daily obser-
vations, the ancient philosophers asked themselves several questions about
the nature of light, its properties, and its interaction with matter. One of
the questions that most interested great scientific minds, including Ibn al-
Haytham (965–1040 a.C.), Issac Newton (1642–1727 a.C.), Katharine Burr
Blodgett (1898–1979 a.C.), among others, was light scattering [1].
The phenomena of light scattering have been studied and described exten-
sively for a long time. Now we know that when light interacts with matter,
elastic scattering is present, and any spatial variation in the refractive index
contributes to it. By definition, scattering is a process of photon absorption
and re-emission without loss of energy but associated with a possibly change
in photon direction [2]. We could say that one of the clearest examples of the
1
2process of light scattering, which is caused by scattering of sunlight in the
atmosphere, is the blue appearance of clear sky or its reddish appearance at
sunrise or sunset. Moreover, this is also the process that gives clouds and
milk their white color.
On the other hand, imaging through scattering media has been traditionally
challenging in many scientific fields. Several optical techniques have emerged
to retrieve the information of objects hidden in highly scattering media, for
instance, ultrafast time-gating imaging [3], polarization filtering [4–6], and
wavefront control methods based on measuring the transmission matrix [7]
or on adaptive techniques [8], and Fourier spatial filtering [9]. This last
approach has recently shown promising results in imaging through scattering
media in combination with structured illumination [10]. Moreover, single-
pixel imaging (SPI) techniques have also proved to be a potential approach
for imaging through scattering media [11,12].
The use of radiation in spectral regions, different to those that correspond
to the visible range, in particular, infrared radiation, has also opened a wide
range of applications in imaging through scattering media during the last
decades. Scattering occurs in all regions of the electromagnetic spectrum,
but it is particularly strong in the ultraviolet (<450 nm), visible (450–650
nm), and near-infrared (650–1000 nm) spectral regions [2, 13]. However, in
general, light scattering decreases as the wavelength of the light increases.
After a thoroughly study of noise in single-pixel cameras, this thesis ad-
dresses the challenge of recovering the image of an object hidden behind
a scattering medium. To achieve this goal, we use SPI techniques in two
different spectral regions, the visible region, and the near-infrared one, re-
spectively. The general structure of this thesis is outlined below.
31.2 Thesis outline
The thesis is divided into five chapters, including the introduction one. In
particular, each chapter covers the following subjects:
In chapter 2, a model of single-pixel cameras (SPCs) based on photodiodes
is developed to describe the dependency of the signal-to-noise ratio (SNR)
with different optical parameters. Firstly, a theoretical description of SPCs
is made. Second, a numerical model of the SPC based on the character-
istics of the incident light as well as the specifications of the detector is
shown. The model takes into account the photocurrent, the dark current,
the photocurrent shot noise, the dark-current shot noise, and the Jonhson-
Nyquist (thermal) noise sources and infers the SNR of the SPCs in different
contexts. In particular, the SNR as a function of the optical power of the
incident light, the wavelength, and the photodiode temperature is analyzed.
The results of the model are compared with those obtained experimentally
with a SPC.
In chapter 3, a novel approach for imaging through scattering media that
combines the principles of Fourier spatial filtering and the SPI technique is
shown. First, an experimental arrangement of the SPC working by trans-
mission is carried out to analyze the influence of Fourier spatial filtering on
SPI techniques based on photodiodes. As an alternative, a digital camera
is used as single-pixel detector to develop a versatile digital Fourier filtering
technique. Finally, the technique is used to recover the image of an object
hidden behind a scattering medium.
In chapter 4, several experiments for imaging through scattering media using
infrared SPCs working by reflexion are described. Firstly, a description
4of the experimental configuration of the SPC using IR radiation is made.
Second, a study of the quality of the images based on the properties of the
scattering media at a wavelength of 650 nm is shown. A comparison of the
performance of the SPC at the visible spectral region (650 nm) and NIR
(800 nm) is also shown.
Finally, in the last chapter, the main contributions of this research work are
emphasized.
1.3 Publications
This doctoral thesis is composed of the following publications:
• Articles and proceedings
– Y. Jauregui-Sa´nchez, F. Soldevila, P. Clemente, E. Tajahuerce,
and J. Lancis, “Imaging through scattering media by Fourier fil-
tering with a single-pixel camera,” Proc. SPIE-OSA 10416, Co-
herence Imaging Techniques and Imaging in Scattering Media II,
10416 (2017). https://doi.org/10.1117/12.2285979
– Y. Jauregui-Sa´nchez, P. Clemente, J. Lancis, and E. Tajahuerce,
“Imaging through scattering media by Fourier filtering and single-
pixel detection,” Proc. SPIE 10502, Adaptive Optics and Wave-
front Control for Biological Systems IV, 105020W (2018). https:
//doi.org/10.1117/12.2290274
– Y. Jauregui-Sa´nchez, P. Clemente, P. Latorre-Carmona, E. Ta-
jahuerce, and J. Lancis, “Signal-to-noise ratio of single-pixel cam-
eras based on photodiodes,” Appl. Opt. 57, B67–B73 (2018).
5https://doi.org/10.1364/AO.57.000B67
– Y. Jauregui-Sa´nchez, Armin J. M. Lenz, P. Clemente, J. Lan-
cis, and E. Tajahuerce, “Vision through turbid media by Fourier
filtering and single-pixel detection,” Proc. SPIE 10677, Uncon-
ventional Optical Imaging, 1067715 (2018). https://doi.org/
10.1117/12.2307366
– Y. Jauregui-Sa´nchez, P. Clemente, J. Lancis, and E. Tajahuerce,
“Single-pixel imaging with Fourier filtering: application to vi-
sion through scattering media,” Opt. Lett. 44, 679–682 (2019).
https://doi.org/10.1364/OL.44.000679
• Book Chapter
– Y. Jauregui-Sa´nchez, P. Clemente, P. Latorre-Carmona, J. Lan-
cis, and E. Tajahuerce (2018). Single-Pixel Imaging using Photo-
diodes [Online First], IntechOpen, DOI: 10.5772/intechopen.79734.
Available from: https://www.intechopen.com/online-first/
single-pixel-imaging-using-photodiodes

Chapter 2
Single-pixel imaging
Computational imaging with a SPC, or SPI, is a remarkable alternative
to conventional imaging [14]. SPCs are based on sampling an object (or
a scene) with a sequence of microstructured light patterns codified onto
a programmable spatial light modulator (SLM), while the intensity of the
light transmitted or reflected by the object is measured by a bucket detector.
The image is obtained computationally from the fluctuations of the electrical
signal provided by the detector. Thus, the quality of this temporal signal
is a key factor in order to recover a high quality image. This technique is
closely related to ghost imaging [15–18] and dual photography [19].
The simplicity of the detection procedure in SPI is one of the main ad-
vantages of the technique. It can be exploited to use very sensitive light
sensors in low light level applications [20, 21]. It is also useful in order to
measure the spatial distribution of different parameters such as the spectral
content [20, 22] or the polarization state [23] of the light coming from the
objects. Besides, SPI has shown robustness to the presence of scattering
7
8media [24, 25]. Moreover, the SPC can be an interesting choice for imaging
using light with a spectrum beyond the visible region, such as in the infrared
(IR) and terahertz spectral regions.
Among the different possible detectors, photodiodes are the most common
sensors in general SPI applications. In this context, we develop a numerical
model of a SPC based on a photodiode, which considers the characteristics
of the incident light as well as the photodiode specifications. Our model
takes into account the photocurrent, the dark current, the photocurrent
shot noise, the dark-current shot noise, and the Johnson-Nyquist (thermal)
noise. This model allow us to study the signal-to-noise ratio (SNR) as a
function of the optical power level and the wavelength of the incident light
as well as the photodiode temperature. We restrict our study to silicon (Si)
and indium-gallium-arsenide (InGaAs) photodiodes.
In the following sections, firstly, SPCs are described in detail. Second, the
properties of the electrical signal provided by photodiodes based on Si and
InGaAs materials are reviewed. Third, the numerical model of the SPC
is shown. Next, this model is applied to study the SNR of SPCs in dif-
ferent contexts. Some of these numerical results are compared with those
experimentally obtained in the laboratory. Finally, the main conclusions are
emphasized.
2.1 The single-pixel camera
The ideas on which SPCs are based were already proposed by Golay in
1949 [26] and by Decker in 1970 [27]. However, the first efficient SPC was
created in 2006 by using a fast SLM [28]. Since then, SPCs have been
9successfully applied in many different imaging areas during the last decade.
Among them, we can mention infrared imaging [29, 30], terahertz imaging
[31], ultrasonic imaging [32], 3D computational imaging [33, 34], imaging
through scattering media [35, 36], 3D and photon counting light detection
and ranging (LIDAR) imaging systems [21,37,38], stereoscopic imaging [39],
microscopy [40,41], holography [42,43], and ophthalmoscope imaging [44].
The architecture of SPCs is basically an optical computer that sequentially
computes linear measurements of a selected object or a scene by using light
sampling patterns [14]. A schematic representation of the SPC is shown
in Figure 2.1. A set of k microstructured light patterns with an irradiance
distribution ψk(n,m) is codified onto a SLM and sequentially projected onto
an object O(n,m, t) at time (t). The light transmitted [see Figure 2.1(a)] or
reflected [see Figure 2.1(b)] by the object is collected by a lens and focused
onto a photosensor, for instance, a photodiode. The photosensor provides
us with an electrical current proportional to the integrated light intensity,
which is digitized by a data acquisition system (DAQ). The light intensity
(Iksp) can be represented by the dot product between each microstructured
light pattern and the object, i.e.,
Iksp =
M∑
m=1
N∑
n=1
ψk(n,m) ·O(n,m, t) + ε(t), (2.1)
where k = 1, . . . , N ×M denotes de pattern index, (n,m) are the discrete
spatial coordinates, (N,M) are the two spatial dimensions, and parameter
ε(t) takes into account the measurement noise. In absence of noise, an
exact replica of the sampled object is recovered. In this thesis, the object is
considered static, therefore O(n,m, t) = O(n,m).
10
Figure 2.1: Schematic representation of the single-pixel camera working by (a)
transmission and (b) reflexion.
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In SPI technique, the image of the object [O∗(n,m)] can be retrieved from
the photodiode signal and the microstructured light patterns by using a
simple linear superposition,
O∗(n,m) =
1
N ·M
N ·M∑
k=1
Iksp · ψk(n,m). (2.2)
The most common types of SLMs are the liquid crystal spatial light mod-
ulator (LC-SLM) and the digital micromirror device (DMD) [45, 46]. In
general, DMDs are used more frequently than LC displays in SPI appli-
cations, except when phase modulation is required, because they provide
larger frame rates. A DMD is a microelectromechanical system that con-
tains a pixelated display composed by millions of tiny switchable mirrors.
Each mirror is able to tilt to either ±12◦ with respect to the surface normal,
which corresponds to on or off states, respectively (see Figure 2.2). In the
last years, technology advances of DMDs have improved the performance of
SPCs. For example, the DMD Discovery series recently developed by Texas
Instruments (DLP Discovery TM4100 Development Kit) has a resolution up
to full HD (1920×1080 pixels) and pattern rates up to 32,500 Hz [47]. These
advances have allowed developing SPI applications at video rates [32,48].
In spite of the high frame rate of SLM based on DMDs, the measurement
time (tm) is still the main issue of SPCs. The measurement time can be
given by [49]
tm = K ·
(
1
RSLM
+ tr
)
, (2.3)
where K = N ×M is the number of microstructured light patterns used
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Figure 2.2: (a) Texas Instruments DLP digital micromirror device (DMD); (b)
Micromirror arrangement on a DLP chip; and (c) A schematic structure of a single
DMD micromirror (Extracted from [46,50,51]).
to sample the object, RSLM denotes the pattern rate of the SLM, and tr is
the rise time response of the photodiode. Note that to reduce tm, we must
sample the object with a small number of patterns at high speed. Of course,
increasing the DMD pattern rate means increasing its price. However, it
is possible to decrease the number of patterns, and still reconstruct the
image with high quality, by using compressive sampling (CS, also referred
to as compressive sensing) techniques [52, 53] or adaptive methods [54, 55].
Currently, photodiodes respond at nanoseconds, hence the value of tr does
not represent a limitation in the measurement time of SPCs.
The mathematical functions used to sample the object by codifying the
microstructured light patterns on the DMD are a key element in SPI tech-
niques. The sampling functions commonly used in SPCs are speckle pat-
terns, binary random distributions, noiselets [56], wavelets [57], Fourier [58],
and particularly Walsh-Hadamard (WH) functions. In this research work,
we selected the WH functions due to its attractive properties. These func-
tions are real, symmetric and orthogonal. The WH functions constitute a
basis that has associated a fast transformation and provide a good energy
compaction for most natural images [59]. This last property makes them
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excellent candidates for the use of CS methods. Moreover, WH functions
have some advantages over Fourier ones in image coding [60].
The Hadamard transform is based on the Hadamard matrix (H), which is a
square binary array of ±1’s whose rows (and columns) are orthogonal to one
another [60]. By definition, a normalized n × n Hadamard matrix satisfies
the relation [61]
HHT = I,
where HT is the transpose matrix of H, and I is the n× n identity matrix.
To obtain Hadamard matrices of orden n = 2l, we can use the Sylvester’s
construction [62]
H2l = H2 ⊗H2l−1 =
1√
2
[
H2l−1 H2l−1
H2l−1 −H2l−1
]
for 1 ≤ l, where ⊗ denotes the Kronecker product. As an example, the
orthonormal Hadamard matrices of degree n = 2, 4, 8 are shown below:
H2 = H2 ⊗H1 = H2 ⊗ 1 = 1√
2
[
+1 +1
+1 −1
]
H4 = H2 ⊗H2 = 1√
4

+1 +1 +1 +1
+1 −1 +1 −1
+1 +1 −1 −1
+1 −1 −1 +1

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H8 = H2 ⊗H4 = 1√
8

+1 +1 +1 +1 +1 +1 +1 +1
+1 −1 +1 −1 +1 −1 +1 −1
+1 +1 −1 −1 +1 +1 −1 −1
+1 −1 −1 +1 +1 −1 −1 +1
+1 +1 +1 +1 −1 −1 −1 −1
+1 −1 +1 −1 −1 +1 −1 +1
+1 +1 −1 −1 −1 −1 +1 +1
+1 −1 −1 +1 −1 +1 +1 −1

The number of sign changes along each row of the Hadamard matrix is called
the sequency of the row. The Hadamard matrix generated from Sylvester’s
construction is not sequency ordered. However, it is possible to construct
a Hadamard matrix of order n = 2l whose number of sign changes per row
increases from 0 to n−1 [61]. Additionally, the row vectors of the Hadamard
matrix can be considered a set of rectangular waves with a subperiod of
1
n units. These discrete functions are called Walsh functions and form a
complete orthonormal basis for square integrable functions [59]. For this
reason, the Hadamard matrix is also known as the Walsh-Hadamard (WH)
matrix. As an example, a schematic representation of the matrix H8 and its
Walsh functions are shown in Figure 2.3. The matrix was created directly by
using Sylvester’s construction. Note that, in principle, the rows are arranged
in natural sequency [see Figure 2.3(a)]. Figure 2.3(b) shows the matrix H8
but with the rows arranged following an increasing sequency from 0 to 7.
A profile of each row was plotted to represent graphically the frequency of
each Walsh function. Note that the frequency depends on the sequency, as
can be seen in Figure 2.3(d).
Two important practical questions should be considered when Hadamard
matrices are used in SPI techniques. On the one hand, we need to codify
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Figure 2.3: (a) Schematic representation of the Hadamard matrix of degree
n = 8 in a natural sequency; (b) the matrix in (a) with rows ordered in increasing
sequency from 0 to 7; (c) Walsh functions pertaining to the ordered matrix in (b);
(d) profile of the Walsh functions in (c).
2-D sampling patterns in the SLM to perform 2-D imaging. To create these
patterns, each Walsh vector that composes the Hadamard matrix H of de-
gree n is reshaped into a
√
n × √n matrix, as is shown in Figures 2.4(a)
and 2.4(b). In this thesis, these structured patterns will be called WH or
Hadamard (H) patterns indistinctly. On the second hand, these functions
are composed of values +1’s and -1’s. However, the DMD is able to codify
only binary values 1 and 0, corresponding to states on and off of the mi-
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cromirrors, respectively. To address this problem, each WH pattern (Hk)
can be considered to be composed of a positive (H+k ) and a complementary
part (H−k ), fulfilling the following relation:
Hk = H
+
k −H−k , (2.4)
where H+k =
Hk+I
2 and H
−
k =
I−Hk
2 are complementary matrices, I is the
identity matrix, and k = 1, . . . , n denotes the index of each WH pattern.
The coefficient Iksp associated to each WH pattern is given by
Iksp = I
k+
sp − Ik
−
sp , (2.5)
where Ik
+
sp and I
k−
sp correspond to the photodiode signal obtained from the
positive and the complementary pattern, respectively. Figure 2.4(c) shows
an example of the complementary WH patterns to be codified on the SLM.
Figure 2.4: (a) Hadamard matrix of degree n = 16, whose rows follow a sequency
order from 0 to 15; (b) a set of 16 WH patterns generated from the Hadamard
matrix in (a); and (c) a schematic representation of the positive and the comple-
mentary component of the WH pattern with index k = 12.
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2.2 The photodiode signal in SPCs
In SPCs, the image is computationally reconstructed from the electrical sig-
nal provided by the photosensor; in our case, a photodiode. In this context,
the photodiode signal represents the inner product of the set of microstruc-
tured light patterns with the scene. Therefore, to analyze the quality of
the image it is convenient to study the properties of the electrical signal
provided by the photodiode as well as the sources of noise.
A photodiode is a semiconductor device that converts an optical signal into
a current signal by electronic processes [63]. The electrical current of the
photodiode is composed by two terms, the photocurrent (IP ) and the dark
current (ID). The first one is due to the photoelectric effect on the photo-
diode surface and it is given by [64]
IP = Rλ · P, (2.6)
where P is the optical power level of the incident light and Rλ is the photo-
diode responsivity [ AW ]. The second current is always present in the photo-
diode, even without illumination, and it is originated by the thermal gener-
ation of electron-hole pairs in the Si p-n and InGaAs p-i-n photodiode lay-
ers. Four different sources contribute to the dark current: the generation-
recombination current in the depletion region, the diffusion current from
the undepleted regions, the tunneling current, and the surface leakage cur-
rent [65–67]. Nevertheless, the current-voltage of a p-n diode can be ideally
described by the Shockley equation, which is given by [63]
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ID = Is(T )
[
e
(
qVA
kBT
)
− 1
]
, (2.7)
where q = 1.602 × 10−19 C is the electron charge, VA is the bias voltage,
kB = 1.381 × 10−23 JK is the Boltzmann’s constant, and T is the absolute
temperature. Then, under the reverse-bias condition, the saturation current
(as a function of the temperature T ) can be written as
Is(T ) = CnAPT
3e
(
−Eg(T )kBT
)
+ CnAPT
3
2 e
(
−Eg(T )2kBT
)
. (2.8)
Assuming that the temperature is lower or close to room temperature, the
first term in Eq.(2.8) can be considered negligible [63]. Taking this into
account and substituting this expression in Eq.(2.7), the dark current is
given by
ID = CnAPT
3
2 e
(
−Eg(T )2kBT
) [
e
(
qVA
kBT
)
− 1
]
, (2.9)
where Cn is a constant factor
[
nA
cm2
]
, AP is the photodiode area [cm
2], and
Eg(T ) is the band gap energy of the photodiode material [eV] as a function
of the temperature. The band gap energy Eg(T ) is described by the Varshni
empirical relation for a Si p-n photodiode case [68]
Eg(T ) = E
Si
g (0)−
αSiT 2
T + βSi
, (2.10)
and by the Sajal Paul relation for the In1−xGaxAs p-i-n photodiode case [69]
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Eg(x, T ) = E
InAs
g (0)−
αInAsT 2
T + βInAs
+ [EGaAsg (0)−
αGaAsT 2
T + βGaAs
− EInAsg (0) +
αInAsT 2
T + βInAs
]x− 0.475x(1− x), (2.11)
where Eg(0), α and β are material constants. Table 2.1 shows typical values
of these parameters for Si and InGaAs materials [70, 71]. Therefore, when
the photodiode is illuminated, the total current (I) at room temperature is
given by
I = IP + ID
= Rλ · P + CnAPT 32 e
(
−Eg(T )2kBT
) [
e
(
qVA
kBT
)
− 1
]
.
(2.12)
Table 2.1: Values of material parameters Eg, α and β
Eg[eV ] at T = 0K α[
eV
K ] β[K]
Si 1.1557 7.021× 10−4 1108
GaAs 1.519 5.405× 10−4 204
InAs 0.417 2.76× 10−4 93
In the single-pixel camera, the photocurrent and the dark current signals
have an associated error due to the discrete nature of the electrical charge
[72]. The noise of the former one is known as the photocurrent shot noise
(σP ) and it is given by
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σP =
√
2qI¯PB, (2.13)
where B is the noise bandwidth and I¯P is the photocurrent mean value.
The noise of the second current is called the dark-current shot noise (σD),
defined as
σD =
√
2qI¯DB, (2.14)
where I¯D is the dark current mean value. Note that the photocurrent shot
noise depends on the optical signal level and the dark-current shot noise
does not. The sum of both noise values is known as shot noise (σshot) [64]
and it follows the Poisson distribution statistics (commonly approximated
by a Gaussian distribution when the current is large).
For the sake of completeness, we will consider the Johnson-Nyquist (or ther-
mal) noise (σthermal), which is produced by the random thermal motion of
electrons in a resistor, and it can be modeled as a stationary Gaussian ran-
dom process (nearly white noise) [64]. The thermal noise is given by [63]
σthermal =
√
4kBTB
RSH
, (2.15)
where RSH is the shunt resistance. Since σP , σD, σthermal are linearly
independent noise sources, and the total noise (σT ) can be written as
σT =
√
σ2P + σ
2
D + σ
2
thermal. (2.16)
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Consequently, the signal-to-noise ratio (SNR) of the electrical current signal
in units of decibels is defined as [64]
SNR = 10 log
(
I¯2P
σ2T
)
= 20 log
 I¯P√
2qI¯PB + 2qI¯DB +
4kBTB
RSH
 . (2.17)
2.3 Numerical model of SPCs
In this section, a numerical model of the SPC is described. The camera
model takes into account the optical power level (Pinp) and the wavelength
(λs) of the incident light, which is assumed to be a monochromatic light
beam. It also considers the photocurrent, the dark current, the photocurrent
shot noise, the dark-current shot noise, and the thermal noise as functions
of the photodiode parameters.
The numerical process developed to simulate the SPC, from the moment in
which the light source illuminates the DMD up to the image reconstruction
(see Figure 2.1), is as follows:
Step 1 Obtain the number of photons per second (γk
±
inp) corresponding to
the wavelength (λs) and to the optical power of the light (Pinp), ar-
riving at the DMD,
γk
±
inp = floor
(
Pinp
Eγ
)
, (2.18)
where Eγ =
hc
λs
is the photon energy.
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Step 2 Distribute the γk
±
inp photons spatially following a statistical Poisson
distribution in a matrix A(n,m)
Bk
±
(n,m) = γk
±
inp ·A(n,m), (2.19)
where indexes n and m take values from 1 to N , respectively.
Step 3 Multiply the photon matrixBk
±
(n,m) byH+k (n,m), andH
−
k (n,m),
respectively,
Ck
±
(n,m) = Bk
±
(n,m) ·H±k (n,m). (2.20)
Step 4 Calculate the number of photons per second (γk
±
out) that strike on
the photodiode by projecting Ck
±
(n,m) onto the object O(n,m) as a
dot product,
γk
±
out =
N∑
m=1
N∑
n=1
Ck
±
(n,m) ·O(n,m). (2.21)
Step 5 Obtain the optical power level (P k
±
out) at the photodiode,
P k
±
out = γ
k±
out · Eγ . (2.22)
Step 6 Calculate the total current as the sum of the photocurrent and the
dark current according to Eq.(2.12),
Ik
±
= Rλ · P k±out + CnAPT
3
2 e
(
−Eg(T )2kBT
) [
e
(
qVA
kBT
)
− 1
]
. (2.23)
Step 7 Obtain the noisy current (Ik±sp ) of the photodiode by adding the
photocurrent shot noise, the dark-current shot noise and the thermal
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noise to Ik
±
. The noise terms are generated following a Gaussian
distribution, taking into account Eqs.(2.13)-(2.15), respectively.
Step 8 Obtain the normalized photodetector signal related to Hk(n,m)
[taking into account Eq.(2.5)] as
Iksp =
1
I0
(
Ik
+
sp − Ik
−
sp
)
, (2.24)
where I0 is the signal measured by the photodiode when the object is
illuminated with the uniform pattern.
Step 9 Calculate the imageO∗(n,m) by a linear superposition of the Hadamard
patterns weighted by the current signal of the photodiode as follows
O∗(n,m) =
1
N2
N2∑
k=1
Iksp ·Hk(n,m). (2.25)
2.4 Results
2.4.1 Numerical results
The numerical model described in the previous section was used to ana-
lyze the performance of a SPC using photodiode detectors under different
circumstances. Three different studies were developed analyzing the image
quality when: (1) the optical power level of the light source changes; (2) we
use light sources with different wavelengths; and (3) the photodiode tem-
perature varies. The simulations were performed for two commercial photo-
diodes, DET36A Thorlabs and DET10C Thorlabs, whose specifications are
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shown in Table 2.2. Moreover, the dark current (ID), the dark-current shot
noise (σD), and the thermal noise (σthermal) curves are plotted as a function
of the temperature (see Figure 2.5). The curves were obtained taking into
account the Varshni empirical relation [Eq.(2.10)] for the Si detector case,
and the Sajal Paul relation [Eq.(2.11)] for the InGaAs detector case. The
material parameters are shown in Table 2.1.
Table 2.2: Photodiode parameters
Parameter Silicon Biased Detector InGaAs Biased Detector
Detector model DET36A Thorlabs DET10C Thorlabs
Photodiode active area AP 13.0 mm
2 0.8 mm2
Wavelength range 350-1100 nm 900-1700 nm
Band gap energy at 298K Eg 1.1114 eV 0.7379 eV
Rise time response tr 14.0 ns 10.0 ns
Noise bandwidth B 0.025 nHz 0.035 nHz
Bias voltage VA 10.0 V 5.0 V
Saturation current at 298K Is 0.35 nA 1.0 nA
Shunt resistance Rsh 1.0 GΩ 10.0 GΩ
NEP at λP 1.6× 10−14 W√
Hz
2.5× 10−14 W√
Hz
Figure 2.5: Simulated dark current, dark-current shot noise and thermal noise
as a function of the temperature for (a) Si biased detector (DET36A Thorlabs)
and (b) InGaAs biased detector (DET10C Thorlabs).
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Firstly, we analyzed the image quality as a function of the optical power level
of the light source. We fixed the wavelength of the light source to 520 nm and
the photodiode temperature to 298 K. Figure 2.6 shows the photocurrent,
the dark current, and the total current associated to the single-pixel camera
for two different optical power levels; (a) 42.49 µW and (b) 0.0085 µW,
respectively. We also show recovered images by applying SPI techniques to
the different current signals in the plot. We can see that for the case of low
light power in Figure 2.6(b), the photocurrent is noisier, the total current
is worst, and therefore the quality of the image deteriorates with respect to
the case in Figure 2.6(a).
We numerically evaluated the image quality using the SNR metric defined
in Ref. [73]. The reference image is obtained by SPI techniques but using
only the photocurrent values without considering the noise sources. We plot
in Figure 2.7 the SNR as a function of the optical power of the light source.
As expected, the image quality obtained by the SPC improves when the
optical power increases. In the same figure, we also plot the curve of the
SNR as a function of the optical power level measured from the photodiode
signal. The reference signal is again the photocurrent signal without noise.
Of course, the SNR is the same in both cases. Therefore we will use the
SNR measured from the reconstructed images, from now onwards.
In the second numerical experiment, we analyzed how the wavelength of
the light source influences the performance of the SPC. The optical power
of the light source was set to 8.49 µW and the photodiode temperature to
298 K. Figure 2.8(a) shows the dependence of the SNR versus wavelength
for the DET36A and the DET10C photodiodes. In Figure 2.8(c) we display
several images reconstructed with our model for different wavelengths of the
incident light. The key point to understand the relationship between the
image quality and the wavelength is the photodiode responsivity (Rλ). In
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Figure 2.6: Photocurrent, dark current, and total current with their associated
noise values as a function of the WH pattern index. Two different optical power
values were considered (a) 42.49 µW and (b) 0.0085 µW. The wavelength of the
light source was fixed at 520 nm and the photodiode temperature at 298 K. Images
computed from these electric signals are shown on the right. In both cases, the
resolution of the WH patterns is 64 × 64 pixels (Reprinted from [74]).
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Figure 2.7: SNR of the signal and the recovered images as a function of the
optical power Pinp. The recovered images on the right part are a set of samples
corresponding to the red data points in the SNR curve (Reprinted from [74]).
a photodetector, the incident optical power and the generated photocurrent
are proportionally related by the responsivity [Eq.(2.6)]. Therefore, the
photocurrent increases as the responsivity rises up, although the optical
power remains constant. The responsivity versus wavelength curves for both
photodiodes are presented in Figure 2.8(b) [75,76]. As we can see comparing
Figure 2.8(a) and (b), the behavior of the SNR and responsivity curves are
closely related.
Finally, we analyzed the dependence of the image quality with the photodi-
ode temperature. The wavelength of the light source was set to 520 nm and
1600 nm for the DET35A and the DET10C detectors, respectively. For each
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Figure 2.8: (a) SNR as a function of the wavelength of the light source; (b) re-
sponsivity data of both photodiodes [75,76]; and (c) recovered images for different
wavelengths (Reprinted from [77]).
detector, three curves of the SNR as a function of the photodiode temper-
ature are plotted for constant values of the optical power (42.49 µW, 8.49
µW and 0.21 µW) as shown in Figure 2.9. Moreover, several images for
different values of temperature and optical power are displayed. In general,
the SNR of the image decreases as the temperature increases. However,
as we can see in the figure, the influence of the temperature on the SNR
value is less significant for higher optical power levels. In particular, the
performance of these photodiodes is suitable even with high temperatures
whenever the optical power is higher than 8.50 µW. As previously shown in
Figure 2.5, the dark current and the dark-current shot noise increase when
the temperature increases. Although the current and its noise increase when
the temperature increases, this effect is negligible in the SNR curves if the
optical power level is high.
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Figure 2.9: SNR dependence with the photodiode temperature for three optical
power levels: 42.49 µW, 8.49 µW and 0.21 µW for (a) the Si biased detector
(DET36A Thorlabs), and (b) the InGaAs biased detector (DET10C Thorlabs).
The recovered images obtained for those optical power levels are shown as well.
For those images, the temperature range starts at 273 K and ends at 373 K in 25
K steps (Reprinted from [77]).
2.4.2 Experimental results
A scheme of the experimental setup by using transillumination is depicted in
Figure 2.10. In this case, a DMD (DLP Discovery 4100, Texas Instrument)
was illuminated with a collimated light beam generated with an incoherent
white-light source. A narrow band pass filter (P10-515-S 93819, Corion)
centered at a wavelength of 520 nm with a bandwidth of 20 nm was used to
avoid spectral artifacts. In order to apply SPI techniques, microstructured
light patterns corresponding to 2-D functions of the orthonormal WH basis
with 64× 64 pixels were coded on the DMD display in a chip area of 1024×
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1024 micromirrors with a micromirror pixel pitch of 10.8 µm. The WH
patterns were projected onto the object plane using a 4-f optical imaging
system formed by two achromatic lenses L1 and L2. The focal distances
of L1 and L2 were f1 = 100 mm and f2 = 100 mm, respectively. The
magnification factor of the 4-f optical system was 1.0. Therefore, the field
of view (FOV) was 1.10 × 1.10 cm, which is, in fact, the size of the WH
patterns on the DMD display. Note that a circular diaphragm was used on
the Fourier plane in order to filter unwanted diffracted orders produced by
the periodic micromirror arrangement on the DMD. The light transmitted
by the object was subsequently collected by lens L3 and focused onto a Si
biased detector (DET36A Thorlabs) located at the back focal point of L3;
f3 = 50 mm. The optical power level of the incident light was adjusted by
using a neutral density filter wheel (NDC-100S-4M-mounted step variable
ND filter) located in front of the lamp and measuring power with a power
meter (Coherent, FieldMaster GS) close to the photodiode sensor. Finally,
the signal was digitized and saved in a computer by using a data acquisition
system (NI-9215, National Instruments). The image was reconstructed by
using Eq.(2.25). The object was a black and white logo of our university
(UJI) printed in a transparent acetate slide. The object size was 1.10× 1.10
cm with a total transmittance factor of 0.12. It should be mentioned that
this object has the same features as the one used in subsection 2.4.1.
Figure 2.11(a) shows numerically and experimentally recovered images with
different levels of the optical power. We can see that, in both cases, the
noise level decreases with the optical power. This is corroborated by the
results in Figure 2.11(b), which shows that the SNR curve corresponding to
images obtained with the simulated and the experimental systems have a
similar dependence with the optical power. This fact confirms the validity
of our numerical model.
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Figure 2.10: Experimental setup of the single-pixel camera (Reprinted from [74]).
However, even though the model has been developed taking into account
the most important noise factors during the imaging process, there is still
a discrepancy in the values of the SNR for the experimental and the sim-
ulated images. This difference is produced by several other noise sources
not included in the model. First, we have considered that both the DMD
reflectance and the object transmittance are ideal binary functions, which
is not true in practice. Second, we did not introduce background, or ambi-
ent, light into the numerical model, with the unavoidable associated noise.
Finally, we did not consider the current-to-voltage and the analog-to-digital
conversion processes, which produce certain amount of noise. A clear exam-
ple in the last case is the quantization noise.
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Figure 2.11: (a) Numerically and experimentally recovered images for different
optical power levels Pinp; (b) SNR dependence with Pinp for the experimental and
numerical images (Reprinted from [77]).
2.5 Summary
In this chapter, a numerical model of a SPC has been developed, considering
the characteristics of the incident light and the physical properties as well
as the specifications of the photodiode. We have accomplished a careful and
rigorous mathematical review of the electrical behavior of Si and InGaAs
detectors. Our model takes into account the photocurrent, the dark current,
the photocurrent shot noise, the dark-current shot noise, and the Johnson-
Nyquist (thermal) noise of two commercial photodiodes, a Si and an InGaAs
detector.
Numerical simulations with our model have allowed us to analyze the be-
havior of the single-pixel imaging (SPI) technique in different contexts. In
particular, we have studied the quality of the final image as a function of
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the power of the light source. We have corroborated the reduction of the
SNR for low light levels. We have also observed the clear link between the
quality of the photocurrent signal and the quality of the reconstructed im-
age. These results can be useful to predict the behavior of imaging systems
working in low light level conditions.
We have also studied the dependence of the SNR with the wavelength of the
light source. In this case, we conclude that the influence of the wavelength
arises from the variation of the quantum efficiency and the responsivity of
the photodetector. Such analysis could be the first step in the application
of SPI techniques to multispectral imaging.
Finally, we have analyzed the quality of the images provided by the SPC as
a function of the photodiode temperature. The study is performed for both
a Si biased and an InGaAs biased detector. The main conclusion in this
case is that the SNR of the reconstructed images changes only slightly with
the temperature for high values of the light power. However, the reduction
is clearly significant for low light levels. Therefore, cooling the detector can
play an important role in photon counting or low light level applications.
An experimental SPC has been developed in order to validate the results
provided by our model. The quality of the images obtained experimentally
do not match perfectly with that predicted by the model. The discrepancy
is due to several unaccounted sources of uncertainty such as non uniformities
in the mirrors of the DMD or in the object substrate, as well as noise intro-
duced in the signal amplification process or the analog-to-digital conversion
procedure. However, we have shown that the quality of the final image, in
terms of the SNR, changes in a similar way with the light power. This allows
us to confirm that the model can be useful to predict the behavior of SPI
systems based on photodiodes under different circumstances.

Chapter 3
Imaging through scattering
media by Fourier filtering
Imaging through scattering media has been a longstanding issue in many
applications in science, mainly in biomedical imaging. Accordingly, different
optical approaches have emerged to retrieve the information of objects hid-
den in highly scattering media, which can be classified as a function of the
regime of light used to reconstruct the image. Techniques based on the di-
rectionality of the unscattered (or ballistic) light are an example of the most
successful techniques. These techniques provide better resolution although,
of course, paying the price of low penetration depth. In this context, Fourier
filtering is a practical and effective technique that allows the reduction of
scattered light in conventional imaging systems. However, the use of a spa-
tial filter also blocks high frequencies reducing the spatial resolution of the
final image. In fact, there is a tradeoff between image resolution and con-
trast inherent to this technique. In this chapter, we show how this tradeoff
can be overcome by combining Fourier filtering and SPI methods.
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In the following sections, firstly, a brief description of light scattering is
made. Second, an experimental SPC to analyze the influence of Fourier
spatial filtering on SPI techniques is developed. Third, structured illumi-
nation techniques with a CMOS image sensor are combined to perform SPI
with Fourier filtering techniques in a flexible way. Next, single-pixel imaging
(SPI) techniques with Fourier filtering are applied to recover the image of
an object hidden behind a turbid medium. Finally, the main conclusions
are summarized.
3.1 Light scattering
When light travels through a turbid medium, we can distinguish three main
components in terms of the degree of interaction of the photons with the
medium: diffusive, snake and ballistic. The diffusive component of light con-
sists of photons scattered randomly by the medium. The snake component
is formed by photons that propagate along zigzag paths slightly deviated
from the straight path. Photons that are not scattered but follow a straight
line through the medium are called ballistic. This is an important light com-
ponent in imaging applications because it carries very relevant information
about objects inside or behind the scattering medium [3,9]. In a highly scat-
tering medium, the diffusive component of the light is much stronger than
the snake and ballistic components. A good estimate of the amount of ballis-
tic light transmitted through a turbid medium is given by the Beer-Lambert
law [78]. According to this law, we have:
IT = I0e
−µe·d, (3.1)
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where I0 is the input light intensity, supposed perfectly collimated, d is
the thickness of the turbid medium, and µe = µs + µa is the extinction
coefficient [cm−1]. The parameters µs and µa are the scattering coefficient
and the absorption coefficient, respectively. The extinction coefficient can
be related to the mean-free path length (l) as follows:
l =
1
µe
=
1
µs + µa
, (3.2)
where l [cm] is defined as the average distance that a photon travels between
two consecutive scattering events in an isotropic medium [2]. However, if
the medium is anisotropic, i.e., if light propagates in a preferred direction,
is better to consider the transport mean-free path [cm], usually referred to
as l∗ or ltr (we chose the notation l∗), defined as [79]
l∗ =
1
µs(1− g) + µa , (3.3)
where g = 〈cos θ〉 is the dimensionless factor of the anisotropy, and 〈cos θ〉 =∫ 2pi
0
σ(θ) cos(θ)dθ is the average of the cosine of the scattering angle θ taking
into account the dependence of the scattering cross section σ with θ [80]. In
the macroscopic scale, g quantifies the anisotropy of scattering, for instance,
in biological tissue g is typically 0.7-1 [81]. Note that for the isotropic case,
when light propagates uniformly in all directions, 〈cos θ〉 = 0, g = 0, and
consequently l∗ = l.
Imaging in the presence of light scattering is a problem that can be addressed
from many different approaches. They can be classified in terms of the
depth of penetration measured in l∗ units [2, 82, 83]. In the macroscopic
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regimen, when light has traveled more than 10 l∗, diffuse optical techniques
such as diffuse optical tomography (DOT) are used to retrieve information
through highly scattering media [84]. In the mesoscopic regime, for depths
from l∗ to 10 l∗, techniques based on the control of light wavefronts with
spatial light modulators (SLM) have allowed recently to performing imaging
with good resolution [85, 86]. Finally, in the microscopic regimen, when
light travels depths smaller than 1 l∗, the information to perform imaging is
extracted directly from the directionality of the ballistic light. A schematic
representation of these regimes as a function of the distance in l∗ units is
shown in Figure 3.1.
Figure 3.1: Schematic representation of scattering light regimes as a function of
the penetration depth in transport mean free path (l∗) units. The scale depends
on the optical properties of the medium and the wavelength of the incident light
(Adapted from [2]).
Ballistic approaches that use coherence [87,88], temporal [3], or spatial gat-
ing [10] have proven to be the best options to obtain higher resolutions imag-
ing although, of course, at low penetration depths. For instance, time-gating
techniques select ballistic photons from light pulses by taking into account
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that they arrive earlier than the snake and diffuse photons to the detec-
tor [3]. Other techniques are based on the fact that the ballistic, snake and
diffuse photons can be separated spatially by performing an optical Fourier
transformation as is shown in Figure 3.2. Fourier filtering is a practical and
effective technique that, combined with ultrafast time-gating imaging, has
allowed reduction of the scattered light by 10 orders of magnitude [9]. Re-
cently, high-contrast images through scattering media have been obtained
employing both Fourier filtering and structured illumination [10]. However,
the use of a spatial filter to reduce the scattered light limits the achievable
spatial resolution of the final image because high frequencies of the object
are also blocked. In fact, there is a tradeoff between image resolution and
contrast inherent to this technique.
Figure 3.2: Diagram of the Fourier filtering technique. When light travels
through a turbid medium the ballistic, snake, and diffuse photons are spatially
separated on the Fourier plane. The ballistic and snake photons are located close
to the center of the zero order of the Fourier transformation, while diffuse photons
are far from the zero order. It is possible to block the diffuse photons by using a
pinhole located at back focal plane of a lens as is shown in the scheme.
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3.2 Single-pixel imaging with Fourier filtering
The experimental configuration to study the performance of the SPC with
Fourier filtering is shown in Figure 3.3(a). The microstructured light pat-
terns are generated with a DMD illuminated with a monochromatic colli-
mated light beam. An optical system in a 4-f configuration, constituted
by lenses L1 and L2, projects the patterns onto the object. A circular
diaphragm is used to filter unwanted diffracted orders produced by the peri-
odic micromirror arrangement on the DMD. Light transmitted by the object
is collected by lens L3 and focused onto a PMT. A pinhole with variable di-
ameter located at the back focal plane of L3 performs the spatial frequency
gating. With the aim of comparing, we use a second experimental setup
constituted by a conventional 4-f imaging system, formed by lenses L3 and
L4, and a digital camera, as is shown in Figure 3.3(b). Specifically, the light
beam is generated with an incoherent white-light source (HPLS200, Thor-
labs), and an interference filter (P10-515S 93819, Corion) with a bandwidth
of 20 nm centered at 520 nm. The DMD (DLP Discovery 4100, Texas In-
strument) is a chipset array constituted by 1920 × 1080 micromirrors with
a pixel pitch of 10.8 µm. The patterns codified on the DMD are 2-D func-
tions of the orthonormal WH basis. Due to the binary modulation nature
of the DMD, each WH function is projected combining two patterns, one
codifying the positive and another the negative component of the function,
as was shown in section 2.1. These functions are projected onto the object
at a frame rate of 20 Hz. The focal distances of L1, L2, and L3 are the same,
f1 = f2 = f3 = 100 mm, while that of L4 is f4 = 75 mm. The detector
in Figure 3.3(a) is a photomultiplier tube (PMM01, Thorlabs Inc.) and the
sensor in Figure 3.3(b) is a digital camera (UI-1540SE-M-GL, IDS) with
a CMOS image sensor of 1280 × 1024 pixels with a pitch of 5.2 µm. The
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magnification factor of the 4-f optical system in Figure 3.3(b) is 0.75. The
object in both arrangements is a sector star target R1L1S2P that contains
36 radial sector pairs.
Figure 3.3: Schematic diagram of (a) the single-pixel camera, and (b) the con-
ventional imaging setup (Reprint from [36]).
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To operate with the SPC obtaining the maximum resolution and a wide
field of view (FOV) in the shortest possible measurement time, we adopt
the following strategy. We project different sets of microstructured patterns,
all of them with a low number of pixels but with different sizes, adapting
the spatial resolution of the sampling patterns to that of the object. Our
approach is related with supersampling methods that use signal processing
techniques to obtain high-resolution images from multiple low-resolution
samples [55,89]. In particular, we project four sets of WH patterns each one
consisting of 64×64 pixels codifying the full collection of 4096 WH functions
for this resolution as is shown in Figure 3.4(a). Each pixel of the pattern is
codified with a number of micromirrors that varies from 8 × 8, for the set
with lower spatial resolution, to 1 × 1, for the patterns with higher spatial
resolution. By projecting these patterns onto the object, and reconstructing
the images with SPI techniques, we obtain four elemental images with 512×
512, 256 × 256, 128 × 128, and 64 × 64 pixels [see Figure 3.4(b)]. The
final image of the object is generated by combining the previous images
into a single one, overlapping digitally the images with higher resolution
over those with lower resolution, as is shown in Figure 3.4(d). Using this
strategy, we recover an image with 512 × 512 pixels, with the maximum
spatial resolution at the center, where the object has the smaller details, and
lower spatial resolution at the borders. The number of projected patterns
and, accordingly, the measurement time, is reduced by a factor of 16, equal
to the ratio of 512× 512 to 4× 64× 64. In our case, the reconstruction time
is ∼ 14 min (∼ 0.8 s by using a fast DMD working at 20 kHz). Of course,
the method is adjusted to the sector star target, but it will be easy to adapt
it also to other objects with non homogeneous resolution.
To evaluate the influence of Fourier filtering on SPI, we plot the Michelson
contrast, or visibility, as a function of the spatial frequency. The numerical
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Figure 3.4: Experimental results obtained with the single-pixel camera setup: (a)
Hadamard patterns with 64× 64 pixels of different size codified on the DMD with
different number of micromirrors; (b) images of the sector star target with different
spatial resolution recovered with the patterns in (a); (c) low resolution image with
512× 512 pixels [image marked blue in (b)]; (d) final image with 512× 512 pixels
obtained by digital combination of images in (b) (Reprint from [36]).
process to calculate the contrast is as follows (see Figure 3.5). First, the
four elemental images constituting the final image are considered. Second,
we sample each elemental image at different spatial frequencies (fr1) by using
ring masks with different internal radius (r1), as is shown in Figures 3.5(b)
and 3.5(c). Third, the gray levels of the sampled ring are represented in
polar coordinates as can be seen in Figure 3.5(d). The vertical axis denotes
the radial coordinate while the horizontal axis represents the arc length,
both in mm. To calculate the Michelson contrast, the maximum (Imax)
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and minimum (Imin) values are determined from the profile of intensity
values obtained by averaging the values along the radial coordinate [see
Figure 3.5(e)]. Finally, the Michelson curve as a function of the spatial
frequency is plotted for each elemental image as is shown in Figure 3.5(f).
The threshold of the spatial frequency, associated to the pixel size of the
specific WH pattern codified on the DMD, is marked with a vertical color
line for each curve. For our SPC, the highest spatial frequency is 46.29
line-pairs/mm. The solid black curve in Figure 3.5(f) shows the Michelson
contrast corresponding to the final image in Figure 3.5(a). This is the curve
that will be used for different filtering conditions from now onwards.
To study experimentally the influence of Fourier filtering on SPI, and com-
pare it with the case of Fourier filtering in conventional imaging, we use a
pinhole with variable diameter at the back focal plane of lens L3 in both
optical systems in Figure 3.3. The experimental results are shown in Figure
3.6. Images in the first row of Figure 3.6(a) were obtained with the SPC,
while those in the second row were recorded with the conventional one. Im-
ages on each column correspond to different Fourier filtering conditions: no
pinhole for the first column and pinholes with a diameter of 2.0, 1.0, 0.3,
and 0.2 mm for the subsequent columns, respectively. Note that by reducing
the pinhole diameter, the contrast remains approximately constant in the
SPI approach, even for small pinhole diameters. In this case, the loss in
resolution is negligible. On the contrary, the loss is quite noticeable in the
conventional imaging system as the pinhole diameter decreases. These ex-
perimental results are corroborated by plotting the Michelson contrast as a
function of the spatial frequency. Figures 3.6(b) and 3.6(c) show the results
for the SPC and the conventional camera, respectively.
The key point to understand the behavior of SPI techniques under Fourier
filtering is in the measurement process. As we have seen in section 2.1,
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Figure 3.5: Schematic representation of the numerical process to obtain the
Michelson contrast versus the spatial frequency: (a) final image formed by four
elemental images; (b) the ring mask with internal radius r1 from the star center;
(c) area of the image sampled by the ring mask in (b); (d) representation of the
ring in (c) in polar coordinates; (e) profile of the intensity values in (d); (f) curve
of the the Michelson contrast versus the spatial frequency for each elemental image
in (a). The black envelope curve shows the contrast of the final image.
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Figure 3.6: Experimental results obtained with the optical systems in Figure
3.3 and Fourier filtering techniques. (a) Images recorded by both cameras and
different size of the pinhole diameter on the Fourier plane. Michelson contrast
versus spatial frequency for (b) the single-pixel camera and (c) the conventional
imaging system.
the image is reconstructed by measuring the projection of the object onto
a set of test functions, in our case functions of the WH basis. Note that
full information about this projection is contained in just the zero order of
the Fourier transform of the sampled object. This is because the zero order
provides the spatial average of the function being transformed, as can be
verified from the expression of the Fourier transform with spatial frequencies
equal to zero. Therefore, the object is still obtained by a simple linear
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superposition of the functions of the basis with the measured coefficient,
even if we filter all frequencies except the zero order at the Fourier plane of
the detection side of the camera. The only effect of the filtering process is
a reduction of the light power efficiency. It should be mentioned that the
previous result will be different by doing an equivalent low-pass filtering in
the illumination side of the SPC, but this is not the case of our study.
3.3 Digital Fourier filtering
The complementary metal oxide semiconductor (CMOS) image sensor is a
device formed by a matrix array of light detectors. As is well know, these
sensors transform the spatial light distribution of the incident light beam
into a spatial distribution of electrical charges that can be measured and
digitized by means of electronic circuits. In general, CMOS image sensors
have a high sensitivity, work at high frame rates, and provide images with
a high SNR. In this section we will take advantage of these properties of
CMOS sensors to perform single-pixel imaging with a digital Fourier filtering
technique. In particular, we combine sampling techniques using structured
light patterns, typical of the SPCs, with light detection by using a digital
CMOS camera.
The experimental configuration is depicted in Figure 3.7(a). As in the pre-
vious experimental setup [Figure 3.3(a)], a 4-f optical system, formed by
lenses L1 and L2, projects the WH patterns onto the object. The light
transmitted by the object is collected by lens L3 and focused onto a digital
camera (UI-1540SE-M-GL, IDS), which is located at the back focal plane of
lens L3. The focal distances of L1, L2 and, L3 are f1 = f2 = f3 =100 mm.
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Figure 3.7: (a) Experimental setup of the single-pixel camera using a digital
camera as bucket detector; (b) examples of the set of WH patterns projected
onto the object plane; and (c) images of the zero order of the Fourier transform
associated to the WH patterns in (b) obtained with the digital CMOS camera.
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The digital camera contains a CMOS image sensor composed by a matrix
array with 1280 × 1024 pixels, with a pixel pitch of 5.2 µm. The digital
micromirror device and the digital camera are synchronized. In this way,
we are able to take an image of the light distribution at the focal plane for
each WH pattern codified on the DMD. In Figure 3.7(c) we show images of
the zero order of the Fourier transformation for different sampling patterns.
In this configuration, the coefficient associated to each sampling pattern
is proportional to the light intensity integrated by an area of the CMOS
sensor. As in the conventional SPI techniques with photodiodes, the image is
reconstructed by a linear superposition of the WH patterns weighted by the
corresponding coefficients. To perform the digital Fourier filtering operation,
we use digital circular masks with different diameters to filter spatially the
zero order of the Fourier transform as is shown in Figure 3.8.
Figure 3.8: (a) Digital circular mask with different diameter sizes; (b) zero order
of the Fourier transform corresponding to the uniform WH pattern filtered with
the digital circular masks in (a).
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Figure 3.9: (a) Experimental images obtained with a SPI setup. In the first
row, we show images obtained with a CMOS image sensor and the digital Fourier
filtering technique. In the second one, we show those recovered with a PMT sensor
and the pinhole Fourier filtering technique; (b) and (c) are plots of Michelson
contrast curves versus the spatial frequency of the images in (a).
The experimental results are shown in Figure 3.9. Images in both rows
of Figure 3.9(a) were obtained using a SPC arrangement. However, the
images in the first row were obtained by using the CMOS image sensor as
a bucket detector and the digital Fourier filtering technique, while those
in the second row were obtained by using a PMT detector and filtering in
the Fourier plane with a pinhole with variable diameter. Images on each
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column correspond to different Fourier filtering conditions: no spatial filter
for the first column and filter with a diameter size of 2.0, 1.0, 0.3, and 0.2
mm for the subsequent columns, respectively. To compare the quality of the
images obtained with both techniques, we plot the Michelson contrast as a
function of the spatial frequency in Figures 3.9(b) and 3.9(c). Note that the
curves of contrast do not depend with the size of the circular filter when
performing the Fourier spatial filtering, even for small diameters. Moreover,
comparing the curves in both Figures, we conclude that the results of the
digital Fourier filtering performed with the CMOS image sensor are similar
but slightly better than their counterparts. The reason is, probably, the
excellent sensitivity and SNR provided by a high-quality CMOS camera
when many pixels collaborate together to record the intensity signal with
the proper dynamic range. Furthermore, the alignment of the camera and
the subsequent application of a digital filter is easier than the alignment of
the PMT with the pinhole for each sequence of measurements.
3.4 Imaging through scattering media
A relevant application of Fourier filtering is on imaging through scattering
media. It has been used to reject scattered light, thus increasing the propor-
tion of ballistic light and, consequently, the image contrast [9,10]. However,
this technique may also degrade the image quality, because the spatial-
frequency gating operation will reduce also the spatial-frequency bandwidth
of the final image. In view of the results obtained in sections 3.2 and 3.3, we
propose to combine SPI techniques with Fourier spatial filtering to increase
the quality of the images of an object hidden behind a scattering medium
in a transmission configuration.
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To study the validity of the approach, we locate a turbid slab against the
object in the SPI arrangements shown in Figure 3.3(a), and Figure 3.7,
respectively. The influence of the location of the scattering medium in the
SPC has been widely discussed in Refs. [11,12,24]. It has been proved that a
turbid medium located between the object and the sensor, at the detection
side of the optical system, has no influence on the quality of the image.
This is because the quality of the final reconstruction depends only on the
properties of the projection of the sampling patterns onto the object plane.
On the other hand, if the turbid medium is located between the DMD and
the object, at the illumination side, the microstructure of the light patterns
projected onto the object is degraded by scattering, worsening the quality of
the reconstructed image. In this case, of course, the image quality depends
on the scattering properties of the medium.
In our study, we located the scattering medium at the illumination side,
the worse condition for SPI techniques. Again, we use a spatial filter with
variable diameter at the back focal plane of lens L3, now to block the diffused
photons and detect only the ballistic ones. For comparison, we repeated the
experiment with the conventional system in Figure 3.3(b). In this case, the
turbid slab was located at the detection side, as in Ref. [10]. It should be
noted that by applying the Helmholtz reciprocity principle of reversibility
of light, the single-pixel camera and the conventional one are equivalent
locating the scattering medium at different sides of the object. However,
the introduction of the spatial filter at the detection side, which is necessary
to filter the scattered photons, breaks the symmetry.
As scattering medium, we use a turbid slab with a thickness of 3.7 mm
and a coefficient of extinction of µe = 29.84 cm
−1. The slab was made
using epoxy resin, as substrate, and TiO2 microparticles, as scattering agent,
following the recipe in Ref. [90]. We mixed 0.725 (g/l) of TiO2 rutile powder
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(Titanium IV oxide, rutile powder, <5 µm particle size, Sigma Aldrich) with
a 1:2 ratio of hardener (component B) to epoxy resin (component A) as is
shown in Figure 3.10.
Figure 3.10: Process to make scattering phantoms with different thickness and
scattering coefficient: (a) materials; (b) epoxy resin and TiO2 microparticles mix-
ture; (c) drying process; and (d) final results of the scattering samples (Reprint
from [90]).
The experimental results with the scattering medium are shown in Figure
3.11. Images in the first and the second row in Figure 3.11(a) were obtained
using the SPC arrangements shown in Figure 3.3(a), and Figure 3.7, respec-
tively. Images in the first row were obtained using a CMOS image sensor as
bucket detector in a SPI configuration, whereas images in the the second row
were recovered using a PMT detector. To compare the performance of our
SPI systems with that of a conventional imaging one, we show in the third
row the images obtained by using the optical imaging setup shown in Figure
3.3(b). As in the previous sections, images on each column correspond to
different Fourier filtering conditions.
Based on the comparison of the images in the first column with those in
the second one in Figures 3.11(a), it can be concluded that the introduction
of Fourier spatial filtering improves the image contrast of all techniques in
imaging through turbid media. In fact, it is corroborated by evaluating the
54
Michelson contrast as a function of the spatial frequency. The Michelson
contrast curves are shown in Figures 3.11(b) and 3.11(c) for the case of
the SPI techniques, and in Figure 3.11(d) for the conventional imaging one,
respectively.
Note also that the resolution of the conventional imaging system [Figure
3.11(d)] worsens quickly when the spatial filter diameter decreases further.
The main reason is the low-pass filtering effect of the spatial frequencies,
as was shown in Figure 3.6(c). In the case of the SPC that uses the PMT
as a detector [Figure 3.11(c)], the image resolution is clearly better than
that of the conventional system. It only deteriorates for very small pinholes
because the SNR of the photocurrent provided by the PMT decreases for
small diameters of the pinhole. However, in the case of the SPC using the
CMOS image sensor [Figure 3.11(b)], the contrast of the images remains
acceptable, even for very small pinholes, showing that SPI with Fourier fil-
tering based on a digital camera filters scattering photons more efficiently.
The reason is, again, the high sensitivity and SNR provided by the CMOS
camera when many pixels are used together to record the signal. The advan-
tage of performing the Fourier filtering digitally, after recording the whole
set of projections, also influences, without doubt, the quality of the image.
On the other hand, the acquisition speed is strongly limited by the frame
rate of the camera, while the PMT permits higher frequency rates.
For the case of no pinhole, the image contrast is better with SPI techniques,
because the sampling process in the SPC provides an inherent filtering ef-
fect. Highly scattered photons generate a uniform background pattern onto
the object, instead of the well-defined WH pattern generated by the ballis-
tic photons, which is eliminated when the positive and the complementary
signals provided by the two patterns codifying each WH function are sub-
tracted in the reconstruction process of the image.
Figure 3.11: Experimental results with turbid medium. (a) Images recorded with different Fourier filtering
conditions. In the first row, images obtained using the SPI technique and digital Fourier filtering. In the
second one, images recovered using the SPC and Fourier filtering. In the last row, we show images obtained
combining a conventional camera with Fourier filtering; (b), (c), and (d) are plots of the Michelson contrast
curves versus the spatial frequency of images in (a).
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3.5 Summary
In this chapter, we have developed a new imaging system combining SPI
techniques with Fourier spatial filtering. We have compared the performance
of our optical setup with that of a conventional imaging system based on
Fourier filtering and using a CMOS camera as a detector. We have shown
that, without scattering media, the single-pixel camera does not reduce the
high frequency content of the object when a small pinhole is used as a low-
pass filter at the detection side. Moreover, when the scattering media are
introduced, the Fourier spatial filtering technique improves the contrast of
the images in both cases, the single-pixel camera and the conventional one.
We conclude that SPI fits better than conventional imaging in vision through
turbid media by Fourier filtering. We note that this effect is present in many
SPI configurations using a photosensor with a reduced size. Therefore, it
may contribute to improve the image quality in other applications of SPI
through scattering media.
Chapter 4
Infrared single-pixel imaging
The first experiment that demonstrated the existence of infrared (IR) ra-
diation was done by Sir William Herschel (1738–1822 a.C.) 219 years ago.
Herschel studied the sunlight spectrum measuring the temperature of each
color and he found that the highest temperature was beyond the visible
light, just below the red [91].
Since then, the use of IR radiation has opened an endless number of ap-
plications, including imaging through scattering media, in different areas
pertaining to science and industry. In astronomy, for instance, IR radia-
tion is used to study stellar structures such as galaxies and star clusters
immersed in visible light disks or dust [92]. In medicine, fluorescence and
thermal imaging in the IR spectral region, coupled with other techniques
such as tomography or mammography, has attracted tremendous scientific
interest due to the salient advantages of deep tissue penetration, fast imag-
ing, clear visualization, and non-invasive diagnosis of diseases such as cancer
or chronic pain [93–95]. In the industry, the applications range from the de-
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sign of thermal cameras, which allow to analyze if the thermal isolation of a
building is adequate or not, to the elaboration of complex security systems.
IR radiation has also numerous applications in visual assistance through
natural scattering environments, such as fog, dust, smoke, and rain of all
modes of navigation of vehicular transport [96]. One of the most recent
applications of IR imaging is the study of ancient buildings and the restora-
tion of art paintings [97]. Figure 4.1 illustrates some of the aforementioned
applications.
Figure 4.1: Comparison between visible and IR imaging in different circum-
stances: (a) stellar structure of the Andromeda galaxy; (b) human rescue in a
smoke environment; (c) aircraft landing in a foggy environment; and (d) study
and restoration of the painting Madonna in Preghiera (Extracted from [97–101]).
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Figure 4.2: History of the development of IR detectors (Extracted from [102]).
On the other hand, many different kinds of IR detectors have been devel-
oped along the last century. [102, 103]. A timeline showing their evolution
is illustrated in Figure 4.2. Because of this long history of research, a wide
variety of detectors can be used nowadays, such as Germanium (Ge), In-
dium Gallium Arsenide (InGaAs), Indium Antimonide (InSb), and Mercury
Cadmium Telluride (MCT or HgCdTe). Of these, InGaAs arrays detectors
have proved to be the most practical for imaging applications due to their
high quantum efficiency and low dark current at room temperature at an
operating spectral range of (0.9–1.7 µm) [104]. However, despite all the
technological advances made, to manufacture a camera with a large number
of pixels, high quantum efficiency and low noise in the IR spectral region is
still difficult. In this context, single-pixel cameras (SPCs) can be a practical
and economical solution [105,106].
In this chapter, several experiments for imaging through scattering media
using an infrared SPC working by reflexion are described. In the subsequent
section, first, a description of the experimental configuration of the IR SPC is
made. Secondly, a study of the quality of the images based on the properties
of the scattering media at a wavelength of 650 nm is shown. Afterward, a
comparison of the performance of the SPC at the visible spectral region (650
nm) and NIR (800 nm) is shown.
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4.1 Seeing through turbid water
In this section, an imaging system to obtain the image of an object hidden
behind a turbid medium based on the SPI technique and a near-infrared
(NIR) light source is described. In order to study a realistic case, the optical
system is designed in a configuration by reflection. A schematic representa-
tion of the experimental setup is shown in Figure 4.3(a).
In our optical system, a DMD (DLP Discovery 7000, Texas Instrument) is
illuminated uniformly with a collimated laser beam, which is generated by a
supercontinuum laser source (FYLA SCT500 SN 0818-1) coupled to optical
fiber, with a spectral range from 400 nm to 2400 nm. Microstructured
light patterns corresponding to 2-D functions of the orthonormal WH basis
with 64 × 64 pixels are coded on the DMD display in a chip area with
256 × 256 micromirrors with a micromirror pixel pitch of 13.7 µm. Each
WH function is projected combining two patterns, one codifying the positive
and the another the negative component of the function. A 4-f optical
system formed by two achromatic lenses L1 and L2 is used to project the
microstructured light patterns onto the object plane at a frame rate of 2
kHz. The focal distances of L1 and L2 are f1 = 100 mm, and f2 = 200
mm, respectively. A circular diaphragm is used at the back focal plane
of lens L1 to filter unwanted diffracted orders produced by the periodic
micromirror arrangement on the DMD. The light reflected on the object is
collected by lens L2 and focused onto a Si variable-gain avalanche detector
(APD410A/M, Thorlabs) located at the back focal point of L2. Additionally,
to compare the performance of our SPC with that of a conventional one, a
second 4-f imaging system formed by lenses L2 and L3 is carried out at the
end of the previous setup as is shown in Figure 4.3(b). The focal distance
of L3 is f3 = 100 mm. In this case, a digital camera (UI-3370CP-NIR-GL,
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IDS) with a CMOS image sensor of 1280 × 1024 pixels with a pitch of 5.5
µm is used as detector. In both experimental configurations, a positive 1951
USAF test target is used as object, and a water solution of milk on a glass
cuvette in front of the object is used as turbid medium.
Figure 4.3: Experimental diagram of (a) the single-pixel camera, and (b) the
conventional imaging setup working by reflection.
Milk is a very complex substance made up of spherical droplets of fat, called
milk fat globules, suspended in a water solute [107]. Because of this, a
strong scattering phenomenon occurs when light interacts with these parti-
cles. The white color of milk indicates that scattering is highly dominant
in comparison to absorption throughout the visible wavelength range. For
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our study, we selected a semi-skimmed milk. The fat globule size distribu-
tion was measured using a particle size analyzer based on laser diffraction
(Masterizer 2000, Malven Instruments). It was estimated that the refractive
index for milk fat is 1.460 at a wavelength of 633 nm, and 1.33 for water. The
measurements were performed at room temperature. The resulting curve of
the size distribution is shown in Figure 4.4(d). We note that the selected
semi-skimmed milk is constituted mainly by two different sizes of milk fat
globules, 0.15 and 0.6 microns. To corroborate this result, an image of the
milk fat globules was taken using an optical microscope [see Figure 4.4(e)].
Figure 4.4: Object and turbid medium: (a) the water solution of milk into the
glass cuvette; (b) the positive 1951 USAF test target placed hidden behind the
glass cuvette in (a); (c) image of the cuvette showing the scattered light in the
water solution of milk using a laser beam with a wavelength of 650 nm; (d) fat
globule size distribution curve of the semi-skimmed milk obtained from the particle
size analizer, and (e) microscope image of the milk fat globules. Scale bar= 2.7
µm.
To study experimentally the performance of the SPC as a function of the
turbidity level in water, 13 water solutions of milk were prepared. In these
solutions, we used 40 ml of distilled water as solvent and a variable of semi-
skimmed milk as scattering agent. The range of milk proportion starts at
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0.05 ml and ends at 0.6 ml in 0.05 ml steps. Distilled water is used as
reference solution. A representative set of samples with different solutions
is shown in Figure 4.5. In order to quantify the properties of the water
solutions of milk, the optical depth (OD) and absorbance (A) parameters
are measured.
Figure 4.5: A representative set of samples with different solution using water
and liquid milk. To prepare these solutions, we use 40 ml of distilled water and
semi-skimmed milk. The milk range starts at 0.05 ml and ends at 0.6 ml in 0.05
steps. The turbidity increases from left to right as is shown by the lower bar.
In a reflection geometry, the intensity of single backscattered light IR atten-
uates according to Beer’s law as follows [78]:
IR = I0e
−2µe·d, (4.1)
where I0 denotes the reference backscattered-light intensity, d is the sample
thickness, µe is the extinction coefficient [cm
−1], and the factor of 2 in
the exponent is due to the round-trip propagation. The optical depth, OD
[dimensionless] is defined as:
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OD = 2d · µe = − ln
(
IR
I0
)
, (4.2)
and the absorbance, A [dimensionless], is written as:
A =
OD
ln(10)
. (4.3)
Parameters A and OD are frequently used to characterize turbid media. The
first parameter, gives us a quick estimate of the amount of ballistic light
that travels through the turbid medium, and the second one, the amount
of scattering and/or absorption events occurred within the medium. For
most turbid liquids, the resulting optical depth range is 2 ≤ OD ≤ 9, which
corresponds to the intermediate scattering regime. On the other hand, if
OD ≤ 1, the single backscattering regime is assumed, and if OD ≥ 10, the
diffusive regimen is considered [108].
As is well known, the scattering properties of the medium depend strongly
with the wavelength of the incident light. Many applications in biomedical
optics research use wavelengths in the visible and near-infrared (NIR) spec-
tral regions (from 400 to 1000 nm) [109]. In fact, visible light is very useful
because it occupies the highest energy band that does not damage biological
molecules [83]. In addition, some studies employ NIR radiation (800–1000
nm) to extract parameters related to tissue water and lipid concentrations
on account of water and lipid have small absorption features near 970 and
930 nm, respectively. Moreover, to obtain more quantitative information
about biological tissue constituents, it is also possible to extend the spectral
region into the short-wave infrared (SWIR) radiation (∼1000 to 2000 nm).
The main applications of SWIR radiation are assessment and monitoring of
65
burns, characterization of atherosclerotic plaque, and detection and moni-
toring of cancer [109]. In fact, it is obvious the enormous importance of the
visible and IR radiation in the study of biological tissues composed mainly
of water. In this context, we develop a study of imaging through turbid
water, a water solution of milk, using two spectral windows centered in the
visible and NIR spectral regions.
We quantified the optical depth and the absorbance of water solutions of milk
using the optical system shown in Figure 4.3, and Equations 4.2 and 4.3.
The process to measurement the ballistic backscattering light is described
in Ref. [78]. To select the spectral windows, two narrow bandpass filters in
the illumination system were used. One filter (P10-650-S 1B029, Corion)
is centered at a wavelength of 650 nm with a bandwidth of 10 nm, for the
visible region, and the second one (FB800-40 Thorlabs) is centered at a
wavelength of 800 nm with a bandwidth of 40 nm, for the NIR region. The
resulting data are shown in Table 4.1. The data obtained in the visible range
are listed in the third and fourth columns, while those obtained in the NIR
range are in the fifth and sixth columns. Note that, in both spectral regions,
the values of OD and A increase as the amount of milk increases. However,
as expected, the values in the NIR region are lower than in the visible one
and increase slowly with the milk concentration.
We carried out several experiments of imaging through turbid media by
using the optical arrangements shown in Figure 4.3 and the turbid water
solutions described previously. The experimental results using light with
a wavelength of 650 nm are shown in Figure 4.6. Images in the first row
were obtained with the SPC, while those in the second row were recorded
with the conventional one. Images in each column correspond to results
obtained with different water solutions and turbidity: reference solution for
the first column and solutions 2, 4, and 6 for the subsequent columns. Note
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Table 4.1: Scattering parameters of water solutions of milk. The data obtained
in the visible range are listed in the third and fourth columns, while those obtained
in the NIR range are in the fifth and sixth columns.
No. Milka[ml] OD A OD A
1 0.05 1.89 0.82 0.61 0.27
2 0.10 2.59 1.12 1.01 0.44
3 0.15 3.76 1.64 1.36 0.59
4 0.20 4.23 1.84 1.88 0.82
5 0.25 5.15 2.30 2.39 1.04
6 0.30 5.84 2.54 3.49 1.52
7 0.35 – – 3.96 1.72
8 0.40 – – 4.47 1.94
9 0.45 – – 4.88 2.30
10 0.50 – – 5.57 2.42
11 0.55 – – 6.08 2.64
12 0.60 – – 6.77 2.94
aAmount of semi-skimmed milk in 40 ml of water.
that, in both optical systems, the influence of the scattering parameters of
the medium is very noticeable on the quality of the recovered images. As
expected, as the values of the optical depth (OD) and the absorbance (A)
increase, the quality of the reconstructed images becomes worse. In highly
scattering media, the number of ballistic photons that reach the detector is
very low and, therefore the sensibility of the detector plays a very impor-
tant role in the reconstruction process of the image. For instance, images
corresponding to solution 6 are clearly noisier than those corresponding to
the other solutions. In SPI techniques, the degradation of the SNR of the
photocurrent provided by the detector, due to the loss of ballistic photons,
causes a noisy background in the recorded images, while in the conventional
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imaging systems, the main effect of the reduction of ballistic photons is the
recording of dark noisy images. Note that in the case of the SPC, the gain of
the APD was gradually increased, as the dispersion increased, until reaching
its maximum value. On the other hand, for the conventional camera, it was
the integration time that was increased up to the maximum value allowed
by the camera while the camera gain remained constant. By adjusting the
camera gain, a noisy image of the object can also recovered.
Figure 4.6: Experimental images recovered for different milk concentrations us-
ing light with a wavelength of 650 nm by employing (a) the SPC setup, and (b)
the conventional one.
In order to do a comparative study of imaging through turbid media using
SPI techniques, two different spectral windows were selected. We know
that the diffuse component of the light scattering is strongly related to the
wavelength of the incident light on the sample. In fact, we corroborated it
by measuring the scattering parameters of the water solutions of milk at two
different wavelengths, 650 nm, and 800 nm, as was shown in Table 4.1. Then,
we selected the same spectral regions and carry out the imaging experiment
using the SPC setup shown in Figure 4.3. The experimental results are
shown in Figure 4.7. Images in the first row were obtained with visible
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light, whereas those in the second row were recovered with NIR radiation.
Images in each column correspond to results obtained using water solutions
of milk with different scattering parameters: distilled water for the first
column and solutions 3, 6, 9 and 12 for the subsequent columns. In both
spectral regions, the quality of the images decreases as a function of the
amount of milk. However, the quality of the images corresponding to NIR
illumination is better than those corresponding to the visible one. These
results suggest that it is possible to take images through scattering media
using wavelengths beyond the visible light with SPI techniques, which opens
the possibility to a wide range of applications in many fields such as health
sciences, security, or surveillance industry.
Figure 4.7: Experimental images of the positive 1951 USAF test target hidden
behind different water solutions of milk into a glass cuvette. These images were
obtained using the SPC working by reflection in two different spectral ranges.
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4.2 Summary
In this chapter, we have studied experimentally the possibility of performing
imaging through turbid water using a SPC with a double-pass configuration.
In particular, two wavelengths corresponding to the visible (650 nm) and
NIR (800 nm) spectral ranges were used. As a conclusion, it can be said
that SPI techniques under NIR illumination are more efficient than those one
working with visible light in imaging through scattering media. However,
the quality of the images is not as good as expected in comparison with the
conventional camera. Additionally, the studies carried out have also shown
the importance of the optical properties of the scattering medium.
In general, the simplicity of the detection stage in SPI techniques is a rele-
vant advantage over conventional imaging. In fact, it is easier and cheaper
to build detectors with only one pixel, than with hundreds of these that
work outside the spectral region of the visible. However, do not lose sight
of the fact that in certain IR spectral windows the detectors may have more
or less electronic noise.
These results suggest that it is possible to take images through scattering
media using wavelengths beyond the visible light with SPI techniques, which
opens a wide range of applications in many fields such as health sciences or
security and surveillance industry.

Chapter 5
General conclusion and outlook
5.1 Conclusions
Imaging through scattering media is a challenging issue that has interested a
large number of researchers for a long time, due to its relevance in biomedical
imaging applications. Accordingly, many optical techniques have emerged to
retrieve the information of objects hidden in highly scattering media, such
as ultrafast time-gating imaging, polarization filtering, wavefront control
methods based on measuring the transmission matrix or on adaptive tech-
niques, and Fourier spatial filtering techniques. Besides, the use of radiation
in spectral regions different to those that correspond to the visible range,
in particular infrared radiation, has opened a wide range of applications in
imaging through scattering media.
SPI techniques have proved to be a promising approach for imaging through
scattering media. Some relevant advantages of SPI techniques come from
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the use of very simple light sensors, that is, bucket detectors without pix-
elated structure. This fact has allowed to design cameras with high light
efficiency, able to work in spectral regions out of the visible spectrum, and
capable of performing multidimensional imaging with high flexibility. In the
last decade, for instance, the SPC has been applied successfully in many
different imaging areas. Among them, we can mention infrared imaging,
terahertz imaging, ultrasonic imaging, 3D computational imaging, LIDAR,
stereoscopic imaging, microscopy, holography, and ophthalmoscope imaging.
In this doctoral thesis, we have addressed the challenge of recovering the
image of an object hidden behind scattering media. We have shown that SPI
combined with the use of scattering filtering techniques and IR illumination
allows designing very powerful and promising methods to tackle the problem.
To achieve this goal, firstly, the nature of noise in SPCs has been thoroughly
studied. In addition, new methods to reject the background noise generated
by light scattering in imaging through turbid media have been developed.
In particular, we have developed a numerical model of SPCs based on pho-
todiodes, which considers the characteristics of the incident light, as well as
the photodiode specifications. The model takes into account many different
kinds of electrical noise and infers the SNR of the SPC in three different
circumstances: (1) when the optical power level of the light source changes;
(2) at different optical wavelengths of the light source; and (3) when the
photodiode temperature varies. The results of this model are compared
with those obtained experimentally.
We have also shown a novel approach for imaging through scattering me-
dia that combines the SPI technique and the principles of Fourier spatial
filtering. The performance of this approach has been compared with that of
a conventional imaging system based on a CMOS camera. We have shown
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that the Fourier filtering technique improves the spatial resolution of the im-
ages in both devices. Moreover, we have corroborated that SPI techniques
behave better than conventional imaging in vision through turbid media
by Fourier filtering. Additionally, we have proved that by using a CMOS
camera as bucket detector, and performing Fourier filtering digitally, it is
possible to improve the quality and efficiency of the images in comparison
with those obtained with SPI methods based on PMTs.
Finally, several experiments for imaging through scattering media using an
infrared SPC working by reflexion have been described. We have studied
the quality of the images as a function of the scattering properties of turbid
water samples and we have compared the performance of the SPC in two
different spectral windows, visible and NIR.
5.2 Outlook
The different studies, algorithms, and techniques developed in this thesis
could help to improve the performance of SPCs and to develop new relevant
imaging applications in different fields. For instance, our numerical model
for the SPC, conveniently updated to consider the influence of other sources
of noise, could be used to optimize the behavior of SPI techniques under a
large number of environmental conditions. The idea of using a digital image
sensor as bucket detector in SPI might be further exploited to develop a
smart SPC able to adapt to different light levels automatically. Furthermore,
all these improvements could be utilized to design an IR camera based on
single-pixel imaging techniques, well adapted to record high-quality images
in turbid environments such as fog, smoke and turbid water. In all cases,
it will be necessary to improve the image acquisition rate by using faster
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SLM devices or new CS methods. Of course, our main motivation, and one
of the purposes of all this research work, is to develop new optical imaging
methods for biomedical applications with better performance in terms of
resolution and penetration depth.
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