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Abstract
In this paper we initiate a general classification for Lie algebras of order 3 and we give all Lie algebras
of order 3 based on sl(2,C) and iso(1, 3) the Poincare´ algebra in four-dimensions. We then set the basis
of the theory of the deformations (in the Gerstenhaber sense) and contractions for Lie algebras of order
3.
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1 Introduction and motivation
The concept of symmetry, and its associated algebraic structures, is central in the understanding of the
properties of physical systems. This means, in particular, that a better comprehension of the laws of physics
may be achieved by an identification of the possible mathematical structures as well as their classification.
For instance, the properties of elementary particles and their interactions are very well understood within
Lie algebras. Moreover, the discovery of supersymmetry gave rise to the concept of Lie superalgebras which
becomes central in theoretical physics and mathematics. Of course not all the mathematical structures
would be relevant in physics. For instance, they are constraint by the principle of quantum mechanics and
relativity. This was synthesize in two no-go theorems which restrict drastically the possible Lie algebras [2]
and Lie superalgebras [15] one is able to consider in physics.
But it turns out that Lie (super)algebras are not the only allowed structures one is able to consider.
Several attempts to construct models based on different algebras were proposed. Here we focus on one of
the possible extensions called fractional supersymmetry [3, 4, 5, 6, 18, 19, 20, 21, 22, 24, 25, 28, 29] together
with its associated underlying algebraic structure named F−Lie algebra or Lie algebra of order F [26, 27]
(note that a different approach has been proposed in [17]). Lie algebras of order F lead to new models of
symmetry of space-time i.e. lead to some new non-trivial extensions of the Poincare´ algebra, which involves
F−arry (F ≥ 3) relations instead of the usual quadratic ones [20, 21, 22, 29]. These new structures can
be seen as a possible generalization of Lie (super)algebras. An F−Lie algebra admits a ZF−gradation, the
zero-graded part being a Lie algebra. An F−fold symmetric product (playing the role of the anticommutator
in the case F = 2) expresses the zero graded part in terms of the non-zero graded part.
Subsequently, a detailed analysis when F = 3 and for a specific extension of the Poincare´ algebra was
undertaken together with its explicit implementation in quantum field theory [20, 21, 22, 29]. However, this
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general study reveled some difficulties that are not already resolved. This means that in order to understand
the impact of these new structures, a general algebraic study should be undertaken. Thus, the aim of this
paper is two-fold. Firstly a general classification of Lie algebra of order 3 is initiated when the zero graded
part of the algebra is either (i) sl(2) or (ii) the Poincare´ algebra in four dimensions iso(1, 3). It is then
shown that the structure of the algebra is relatively rigid and a few examples of Lie algebras of order 3
are possible in the former case (see Theorem 3.1). Although in the latter cases, since the generators of the
space-time translation commute, there are many possible extensions of the Poincare´ algebra (see Theorem
4.8) Secondly, a theory of deformations and contractions is presented. This can be seen as a natural extension
of the theory of contraction/deformation of Lie (super)algebras (see for example [12, 13]) to Lie algebras
of order 3. Indeed, contraction/deformation are relevant in physics in the sense that they may provide a
relationship between two different theories. For instance, the Poincare´ algebra of special relativity and the
Galiean algebra of non-relativistic physics are related through an Ino¨nu¨-Wigner contraction. In the same
way it is known that the N−extended supersymmetric extension of the Poincare´ algebra can be obtained
through a contraction of the superalgebra osp(4|N). Similarly the extension of the Poincare´ algebra studied
in [20, 21, 22, 29] was obtained through a contraction of a certain Lie algebra of order 3 [26].
The content of the paper is organised as follow. In the next section the definition of Lie algebras of order
F is recalled. Explicit examples are then given. In section three a classification of all Lie algebras of order 3
associated to sl(2) is given. Section four is devoted to a general study of Lie algebras of order 3 associated to
the Poincare´ algebra in four dimensions iso(1, 3). In section five the general notion (in a topological sense) of
contractions is defined. This notion being too general more useful contractions (Ino¨nu¨-Wigner contractions)
are introduced. Section six is devoted to the implementation of the theory of deformations of Lie algebra of
order 3 in the Gerstenhaber sense. Infinitesimal and isomorphic deformations are then introduced.
2 Lie algebras of order 3
In this section we recall the definition and some basic properties of Lie algebras of order F introduced in
[26] and [27] and we define the algebraic variety of these algebraic structures.
2.1 Definition and examples of elementary Lie algebras of order 3
Definition 2.1 Let F ∈ N∗. A ZF -graded C−vector space g = g0 ⊕ g1 ⊕ g2 · · · ⊕ gF−1 is called a complex
Lie algebra of order F if
1. g0 is a complex Lie algebra.
2. For all i = 1, . . . , F − 1, gi is a representation of g0. If X ∈ g0, Y ∈ gi then [X,Y ] denotes the action
of X ∈ g0 on Y ∈ gi for all i = 1, · · ·F − 1.
3. For all i = 1, . . . , F − 1 there exists an F−linear, g0−equivariant map
µi : SF (gi)→ g0,
where SF (gi) denotes the F−fold symmetric product of gi, satisfying the following (Jacobi) identity
F+1∑
j=1
[Yj , µi(Y1, . . . , Yj−1, Yj+1, . . . , YF+1)] = 0,
for all Yj ∈ gi, j = 1, .., F + 1.
Remark 2.2 If F = 1, by definition g = g0 and a Lie algebra of order 1 is a Lie algebra. If F = 2, then
g is a Lie superalgebra. Therefore, Lie algebras of order F appear as some kind of generalisations of Lie
algebras and superalgebras.
Note that by definition the following Jacobi identities are satisfied by a Lie algebra of order F :
2
For any X,X ′, X ′′ ∈ g0,
[[X,X ′] , X ′′] + [[X ′, X ′′] , X ] + [[X ′′, X ] , X ′] = 0. J1
For any X,X ′ ∈ g0 and Y ∈ gi, i = 1, .., F − 1,
[[X,X ′] , Y ] + [[X ′, Y ] , X ] + [[Y,X ] , X ′] = 0. J2
For any X ∈ g0 and Yj ∈ gi, j = 1, . . . , F , i = 1, . . . , F − 1,
[X,µi(Y1, . . . , YF )] = µi([X,Y1] , . . . , YF ) + · · ·+ µi(Y1, . . . , [X,YF ]) . J3
For any Yj ∈ gi, j = 1, ..., F + 1, i = 1, ..., F − 1,
F+1∑
j=1
[Yj , µi(Y1, . . . , Yj−1, Yj+1, . . . , YF+1)] = 0. J4
Proposition 2.3 Let g = g0 ⊕ g1 ⊕ · · · ⊕ gF−1 be a Lie algebra of order F , with F > 1. For any i =
1, . . . , F − 1, the ZF−graded vector spaces g0⊕ gi is a Lie algebra of order F . We call these type of algebras
elementary Lie algebras of order F .
In [26] an inductive process for the construction of Lie algebras of order F starting from a Lie algebra
of order F1 with 1 ≤ F1 < F is given. In this paper we are especially concerned by deformation and
classification problems. Moreover, we restrict ourselves to elementary Lie algebras of order 3, g = g0 ⊕ g1.
We also denote the 3−linear map µ1 by the 3−entries bracket {., ., .} and we refer to it as a 3−bracket.
Non-trivial examples of Lie algebras of order F (finite and infinite-dimensional) are given in [26] and [27].
We now give some examples of finite-dimensional Lie algebras of order 3, which will be relevant in the sequel.
Example 2.4 Let g0 = so(2, 3) and g1 its adjoint representation. Let {Ja, a = 1, · · · , 10} be a basis of g0
and {Aa = ad(Ja), a = 1, · · · , 10} be the corresponding basis of g1. Thus, one has [Ja, Ab] = ad([Ja, Jb]).
Let gab = Tr(AaAb) be the Killing form. Then one can endow g0⊕g1 with a Lie algebra of order 3 structure
given by
{Aa, Ab, Ac} = gabJc + gacJb + gbcJa.
Example 2.5 Let g0 be the Poincare´ algebra in four dimensions and {Lmn, Pm : Lmn = −Lnm, m <
n,m, n,= 0, . . . , 3} be a basis of g0 with the non-zero brackets
[Lmn, Lpq] = ηnqLpm − ηmqLpn + ηnpLmq − ηmpLnq,
[Lmn, Pp] = ηnpPm − ηmpPn. (2.1)
Let now g1 be the 4−dimensional vector representation of g0, the action of g0 on g1 is given by
[Lmn, Vp] = ηnpVm − ηmpVn, [Pm, Vn] = 0
where {Vm : m = 0, . . . , 3} is a basis of g1. The following brackets on g1
{Vm, Vn, Vr} = ηmnPr + ηmrPn + ηrnPm, (2.2)
with the metric ηmn = diag(1,−1,−1,−1) endow g0⊕g1 with an elementary Lie algebra of order 3 structure.
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2.2 The variety elementary Fm,n of Lie algebras of order 3
Let g = g0 ⊕ g1 be an elementary Lie algebra of order 3 and let A = (g0 ⊗ g0) ⊕ (g0 ⊗ g1) ⊕ S3(g1). The
multiplication of Lie algebra of order 3 is given by the linear map
ϕ : A→ g
satisfying the conditions J1-J4. Let ϕ1, ϕ2, ϕ3 be the restrictions of ϕ to each of the terms of A
ϕ1 : g0 ⊗ g0 → g0,
ϕ2 : g0 ⊗ g1 → g1,
ϕ3 : S3(g1)→ g0.
We denote this by ϕ = (ϕ1, ϕ2, ϕ3).
Let {Xi : i = 1, . . . ,m} and resp. {Ya : a = 1, . . . , n} be a basis of g0 and resp. g1. The maps ϕi
(i = 1, 2, 3) are defined by their structure constants with regard to this basis
ϕ1(Xi, Xj) = C
k
ijXk, ϕ2(Xi, Yb) = D
c
ibYc and ϕ3(Ya, Yb, Yc) = E
i
abcXi. (2.3)
The structure constants (Ckij , D
c
ib, E
i
abc) verify the following conditions:
Ckij = −Ckji,
Eiabc = E
i
acb = E
i
bac = E
i
bca = E
i
cab = E
i
cba. (2.4)
and the polynomial equations corresponding to the Jacobi conditions J1-J4 are:
CℓijC
m
ℓk + C
ℓ
jkC
m
ℓi + C
ℓ
kiC
m
ℓj = 0,
CkijD
c
ka −DbjaDcib +DbiaDcjb = 0, (2.5)
EjabcC
k
ij −DdiaEkdbc −DdibEkadc −DdicEkabd = 0,
DℓiaE
i
bcd +D
ℓ
ibE
i
cda +D
ℓ
icE
i
dab +D
ℓ
idE
i
abc = 0.
Let CN be the vector space whose elements are the N−tuple (Ckij , Ekij , Dlijk), with N = mC2m+mn2+mC3n.
The polynomial equations (2.5) determine an algebraic variety Fm,n embedded in CN . Each point of Fm,n
correspond to an (m+ n)−dimensional Lie algebra of order 3. Thus we identify any elementary Lie algebra
of order 3 with the bracket ϕ to a point of Fm,n.
Let us now consider the action of the group GL(m,n) ∼= GL(m) × GL(n) on Fm,n. For any (h0, h1) ∈
GL(m,n), this action is defined by
(h0, h1) · (ϕ1, ϕ2, ϕ3)→ (ϕ′1, ϕ′2, ϕ′3)
where
ϕ′1(X1, X2) = h
−1
0 ϕ1(h0(X1), h0(X2)),
ϕ′2(X1, Y2) = h
−1
1 ϕ2(h0(X1), h1(Y2)),
ϕ′3(Y1, Y2, Y3) = h
−1
0 ϕ3(h1(Y1), h1(Y2), h1(Y3)), (2.6)
where (Y1, Y2, Y3) represents an element of S3(g1). The group GL(m,n) can be embedded in GL(n+m). It
corresponds to the subgroup of GL(m+ n) which let invariant the subspaces g0 and g1 of g. Denote by Oϕ
the orbit of ϕ = (ϕ1, ϕ2, ϕ3) with respect to this action. Then the algebraic variety Fm,n is fibered by theses
orbits. The quotient set is the set of isomorphism classes of (m + n)−dimensional elementary Lie algebras
of order 3.
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3 sl(2)-algebras of order 3
In this section we study complex Lie algebras of order 3, g0 ⊕ g1 for which g0 ∼= sl(2) and g1 is an arbitrary
representation of sl(2). We denote by X+, X−, X0 a standard basis of g0
[X0, X+] = 2X+, [X0, X−] = −2X−, [X+, X−] = X0, (3.1)
and Dℓ (ℓ ∈ N) an irreducible representation of dimension ℓ+ 1.
Theorem 3.1 The graded complex vector space g ∼= sl(2)⊕ g1, with g1 a representation of sl(2) is provided
with a non-trivial Lie algebra structure of order 3 if and only if:
1. g1 ∼= D2 (D2 = 〈Y2, Y0, Y−2〉), with the non-zero three-brackets
{Y2, Y−2, Y0} = X0, {Y0, Y0, Y0} = 6X0,
{Y2, Y−2, Y2} = 2X+, {Y2, Y0, Y0} = 2X+,
{Y−2, Y2, Y−2} = 2X−, {Y−2, Y0, Y0} = 2X−.
(3.2)
2. g1 ∼= D2 ⊕D(1)0 ⊕ · · · ⊕ D(k)0 (D2 = 〈Y2, Y0, Y−2〉,D(k)0 = 〈λk〉), with the non-zero three-brackets
{λi, λj , Y2} = αijX+,
{λi, λj , Y0} = αijX0, (3.3)
{λi, λj , Y−2} = αijX−.
and αij ∈ C.
3. g1 ∼= D1 ⊕D0 (D1 = 〈Y1, Y−1〉,D0 = 〈λ〉), with the non-zero three-brackets
{λ, Y1, Y1} = −2X+,
{λ, Y1, Y−1} = X0, (3.4)
{λ, Y−1, Y−1} = 2X−.
Proof. Since g1 =
⊕
k
Dℓk , with Dℓk an irreducible representation of dimension ℓk + 1, the 3−brackets
{g1, g1, g1} contain terms like (i) {Dℓ1 ,Dℓ1 ,Dℓ1}, (ii) {Dℓ1 ,Dℓ1 ,Dℓ2}, (iii) {Dℓ1 ,Dℓ2 ,Dℓ3}.
I. Consider firstly the case {Dℓ,Dℓ,Dℓ}. A simple weight argument shows that ℓ is even, furthermore
the non-vanishing three brackets are
{Yi, Yj , Yk} =


αijkX+ i+ j + k = 2,
βijkX0 i+ j + k = 0,
γijkX− i+ j + k = −2.
Suppose firstly that ℓ = 2. The action of sl(2) on D2 is
[X0, Y−1] = −2Y−1, [X−, Y0] = 2Y−1, [X−, Y1] = −Y0,
[X+, Y−1] = Y0, [X+, Y0] = −2Y1, [X0, Y1] = 2Y1. (3.5)
¿From symmetry considerations one has αijk = γ−i,−j,−k, and the Jacobi identity J3 gives α1,1,−1 = α1,0,0 =
γ−1,−1,1 = γ−1,0,0 = 2t, β1,−1,0 = t, β0,0,0 = 6t, with t ∈ C. Furthermore, a direct calculus shows that the
Jacobi identities J4 are satisfied for any t. If t = 0, the Lie algebra of order 3 is trivial. If t 6= 0 all the
algebras are equivalent. Since for sl(2) the Casimir operator is given by Q = 12H
2 + X+X− + X−X+ we
have Tr(X+X−) = g+− = g−+ = 1,Tr(X0X0) = g00 = 2 and the three-brackets (3.2) can be rewritten [26]
{Yi, Yi, Yk} = gijXk + gjkXi + gkiXj ,
(here X+, X0, X− are denoted X2, X0, X−2).
Now we assume that ℓ > 2 and we prove that {Dℓ,Dℓ,Dℓ} = 0.
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1. The bracket {Y0, Y0, Y0} = 0 as a consequence of J4 applied to (Yℓ, Y0, Y0, Y0).
2. The bracket {Y0, Y0, Yi} = 0 as a consequence of J4 applied to (Y0, Y0, Y0, Yi).
3. The bracket {Y0, Yi, Yj} = 0, i+ j 6= 0 as a consequence of J4 applied to (Y0, Y0, Yi, Yj).
4. The bracket {Y0, Yi, Y−i} = 0. If i 6= 2 this is a consequence of J4 applied to (Y0, Yi, Yi, Y−i) and if
i = 2 this is a consequence of J4 applied to (Yℓ, Y0, Y2, Y−2).
5. The bracket {Yi, Yj , Yk} = 0, i+ j + k 6= 0 as a consequence of J4 applied to (Y0, Yi, Yj , Yk).
6. The bracket {Yi, Yj , Y−i−j} = 0 as a consequence of J4 applied to (Yk, Yi, Yj , Y−i−j) with k 6= i, j,−i−
j, 0. Such a k always exists since the dimension of Dℓ is bigger than 5.
II. Consider now the case {Dℓ1 ,Dℓ1 ,Dℓ2}.
• We prove now that {Dℓ,Dℓ,D0} = 0 for all ℓ but ℓ = 1.
1. It is easy to see that ℓ = 0 leads to a trivial Lie algebra of order 3.
2. If ℓ = 1 we denote D0 =< λ > and D1 =< Y1, Y−1 >. The action of sl(2) on D1 is
[X0, Y1] = Y1, [X+, Y−1] = Y1,
[X−, Y1] = Y−1, [X0, Y−1] = −Y−1,
and a simple weight argument gives
{λ, Y1, Y1} = αX+, {λ, Y1, Y−1} = βX0, {λ, Y−1, Y−1} = γX−.
The Jacobi identities J3 and J4 give α = −2t, β = t, γ = 2t, t ∈ C.
3. If ℓ = 2 using the Clebsch-Gordan decomposition D2 ⊗ D2 = D4 ⊕ D′2 ⊕ D0, since the representation
D′2 is antisymmetric in the permutation of the two factors D2, we have {D2,D2,D0} = 0.
4. If ℓ > 2, we denote Dℓ =< Yℓ, Yℓ−2, . . . , Y−ℓ >. A simple weight arguments shows that the possible
non-vanishing 3−brackets are: {λ, Yi, Y−i+2}, {λ, Yi, Y−i} and {λ, Yi, Y−i−2}.
(a) The brackets {λ, Yi, Y−i+2} = 0, i 6= 0,−2, ℓ as a consequence of J4 applied to (λ, Yi, Yi, Y−i+2).
(b) The bracket {λ, Y0, Y2} = 0 as a consequence of J4 applied to (λ, Y0, Y2, Y2).
(c) The brackets {λ, Y−2, Y4} = 0 as a consequence of J4 applied to (λ, Y−2, Y−2, Y4).
(d) The brackets {λ, Yℓ, Y−ℓ+2} = 0 as a consequence of J4 applied to (λ, Yℓ, Y−ℓ+2, Y−ℓ+2).
(e) The brackets {λ, Yi, Y−i} = 0, i 6= 0 as a consequence of J4 applied to (λ, Yi, Yi, Y−i).
(f) The bracket {λ, Y0, Y0} = 0, as a consequence of J4 applied to (λ, Y0, Y0, Yℓ).
(g) The brackets {λ, Yi, Y−i−2} go along the same line as the brackets {λ, Yi, Y−i+2).
• We now consider the brackets of type {Dℓ,D0,D0}. By a weight argument and identity J4 one has ℓ = 2
and the non-trivial 3−brackets are:
{λ, λ, Y2} = αX+,
{λ, λ, Y0} = αX0,
{λ, λ, Y−2} = αX−.
• We now prove that {Dℓ1 ,Dℓ1 ,Dℓ2} = 0 with ℓ1, ℓ2 6= 0.
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1. Let ℓ1 = ℓ2 = 2, we denote D2 = 〈Y2, Y0, Y−2〉,D′2 = 〈Y ′2 , Y ′0 , Y ′−2〉 the two three-dimensional representa-
tions. In this case, we have four types of brackets : {D2,D2,D2}, {D′2,D′2,D′2}, {D2,D2,D′2}, {D2,D′2,D′2}.
The possible non-vanishing three-brackets are
{Yi, Yj , Yk} = αgijXk + αgjkXi + αgkiXj ,
{Y ′i , Y ′j , Y ′k} = α′gijXk + α′gjkXi + α′gkiXj
{Y2, Y2, Y ′−2} = α1X+ {Y ′2 , Y2, Y−2} = α2X+ {Y2, Y0, Y ′0} = α3X+ {Y ′2 , Y0, Y0} = α4X+
{Y−2, Y−2, Y ′2} = α1X− {Y ′−2, Y−2, Y2} = α2X− {Y−2, Y0, Y ′0} = α3X− {Y ′−2, Y0, Y0} = α4X+
{Y2, Y−2Y ′0} = β1X0 {Y2, Y0, Y ′−2} = β2X0 {Y ′2 , Y−2, Y0} = β3X0 {Y0, Y0, Y ′0} = β4X0
(3.6)
(plus similar terms with {Y ′, Y ′, Y } and coefficients α′1, · · · , β′4, as {Y ′2 , Y ′2 , Y−2} = α′1X+, etc.). Work-
ing out the Jacobi identity J4, one gets that the coefficients α, α1, · · · , β4, α′, α′1, · · · , β′4 must be zero.
In fact one has
(a) (Y2, Y2, Y
′
−2, Y
′
−2) gives α1 = α
′
1 = 0;
(b) (Y−2, Y−2, Y2, Y
′
2) gives α = α2 = 0 (resp. α
′ = α′2 = 0);
(c) (Y ′0 , Y
′
0 , Y0, Y2) gives α3 = 0 (resp. α
′
3 = 0);
(d) (Y0, Y0, Y0, Y
′
2) gives α4 = 0 (resp.α
′
4 = 0);
(e) (Y2, Y2, Y−2, Y
′
0) gives β1 = 0 (resp.β
′
1 = 0);
(f) (Y0, Y0, Y2, Y
′
−2) gives β2 = 0 (resp.β
′
2 = 0);
(g) (Y−2, Y0, Y
′
2 , Y
′
2) gives β3 = 0(resp. β
′
3 = 0);
(h) (Y2, Y0, Y0, Y
′
0) gives β4 = 0 (resp. β
′
4 = 0).
Thus all the brackets vanishes.
2. ℓ1 6= 2, ℓ2 arbitrary Dℓ1 =< Yℓ1 , Yℓ1−2, . . . , Y−ℓ1 > and Dℓ2 =< Y ′ℓ2 , Y ′ℓ2−2, . . . , Y ′−ℓ2 >. We consider the
bracket {Yi, Yj , Y ′k}. The identity J4 applied to (Yi, Yi, Yj , Y ′k) leads to the vanishing of the 3−brackets
except when 2i+k 6= 0,±2 or (i 6= ℓ and i+ j+k 6= 2). The identity J4 applied to (Yi, Yj , Yj , Y ′k) leads
to the vanishing of the 3−brackets except when 2j + k 6= 0,±2 or (j 6= ℓ and i+ j + k 6= 2). The cases
that remains to be studied are:
(a) If k = −2j + 2 = −2i+ 2 then i = j and the bracket {Yi, Yi, Y ′−2i+2} vanishes.
(b) If k = −2j + 2 = −2i then i = j − 1 which is not possible.
(c) If k = −2j+2 = −2i−2 then j = i+2 and the bracket reduces to {Yi, Yi+2, Y ′−2i−2}. Then identity
J4 applied to (Yℓ1 , Yi, Yi+2, Y
′
−2i−2) and to (Y−ℓ1 , Yi, Yi+2, Y
′
−2i−2) leads to {Yi, Yi+2, Y ′−2i−2} = 0.
(d) If k = −2j = −2i then i = j and the bracket vanishes as before. If k = −2j = −2i − 2 then
j = i+1 which is also excluded. If k = −2j− 2 = −2i− 2 then i = j and the bracket vanishes as
before.
3. Let ℓ1 = 2, ℓ2 6= 2 and consider the brackets of the type {D2,D2,Dℓ2}. The Jacobi identity J4 applied
on (Yi1 , Yi2 , Y
′
i3
, Y ′i3) with Yi1 , Yi2 ∈ D2 and Yi3 ∈ D3 leads to {D2,D2,Dℓ2} = 0.
III. Consider now the case {Dℓ1 ,Dℓ2 ,Dℓ3}.
If ℓ1 = ℓ2 = 0, by weight arguments we have ℓ3 = 2 and the possible non-vanishing three brackets are
{λ1, λ2, Y2} = α12X+,
{λ1, λ2, Y0} = α12X0,
{λ1, λ2, Y−2} = α12X−.
where D(1)0 =< λ1 >,D(2)0 =< λ2 > and D2 =< Y2, Y0, Y−2 > .
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• If ℓ1 = 0 and ℓ2, ℓ3 6= 0 the Jacobi identity J4 applied to (λ, Y, Y, Y ′) with λ ∈ D0, Y ∈ Dℓ2 , Y ′ ∈ Dℓ3 leads
to {λ, Y, Y ′} = 0 except if ℓ2 = ℓ3 = 1.
• If ℓ1 = 0 and ℓ2 = ℓ3 = 1, denoting D1 =< Y1, Y−1 >,D′1 =< Y ′1 , Y ′−1 >,D0 =< λ >, the non-vanishing
brackets are
{Y1, Y1, λ} = −2αX+, {Y1, Y−1, λ} = αX0, {Y−1, Y−1, λ} = 2αX−
{Y ′1 , Y ′1 , λ} = −2α′X+, {Y ′1 , Y ′−1, λ} = α′X0, {Y ′−1, Y ′−1, λ} = 2α′X−
{Y1, Y ′1 , λ} = β1X+, {Y1, Y ′−1, λ} = β2X0, {Y ′1 , Y−1, λ} = β3X0, {Y−1, Y ′−1, λ} = β4X−.
The Jacobi identity J4 with (λ, Y1, Y1, Y
′
−1) implies α = β2 = 0, with (λ, Y
′
1 , Y
′
1 , Y−1) implies α
′ = β′2 = 0,
with (λ, Y1, Y−1, Y
′
1) implies β1 = 0 and with (λ, Y−1, Y1, Y
′
−1) implies β4 = 0.
• If ℓ1, ℓ2, ℓ3 6= 0, let Y ∈ Dℓ1 , Y ′ ∈ Dℓ2 , Y ′′ ∈ Dℓ3 . Then J4 applied to (Y, Y, Y ′, Y ′′) leads to {Y, Y ′, Y ′′} = 0.
Taking all the cases obtained above, the only Lie algebras of order 3 associated to sl(2) are g = sl(2)⊕D2,
g = sl(2)⊕D2⊕D(1)0 ⊕ · · · ⊕D(k)0 or g = sl(2)⊕D0⊕D1 with brackets given in (3.2), (3.3) and (3.4). QED.
Remark 3.2 In [26] two families of algebras associated to sp(n) were constructed. We have however check
that they coincide when n = 1 i.e. for sl(2). This algebra is the one given in Eq.[3.2]. The algebra (3.3) was
also obtained in [26] and the algebra (3.4) in [26] and [1].
4 Poincare´ algebras of order 3
In this section we study and provide a systematic method to obtain all elementaries Lie algebras of order
3, g = g0 ⊕ g1 where g0 is isomorphic to the Poincare´ algebra and g1 is an arbitrary finite dimensional
representation of the Poincare´ algebra. Such algebras are called Poincare´ algebras of order 3.
To construct these algebras, we proceed in several steps. Firstly, we extend the action of so(1, 3,C) =
so(1, 3)⊗RC on g1, with g1 a finite dimensional representation of so(1, 3,C), to the action of the complexified
Poincare´ algebra on g1. Then, we construct the so(1, 3,C)−equivariant mappings from S3(g1) into D1,1, with
D1,1 the vector representation of so(1, 3,C). Finally, we obtain all Lie algebras of order 3, g =
(
so(1, 3,C)⊕
D1,1
)⊕ g1.
4.1 Finite dimensional representations of the Poincare´ algebra
The Poincare´ algebra in (1 + 3)dimensions iso(1, 3) (see Example 2.5 for notations) is given by
[Lmn, Lpq] = ηnqLpm − ηmqLpn + ηnpLmq − ηmpLnq,
[Lmn, Pp] = ηnpPm − ηmpPn, [Pm, Pn] = 0, (4.1)
where ηmn is the Minkowski metric. Let iso(1, 3,C) = iso(1, 3)⊗RC be the complexified of iso(1, 3). Its Levi
part is isomorphic to sl(2)⊕ sl(2). Consider in (4.1) the following change of basis
U0 = iL12 − L03; V0 = iL12 + L03;
U+ =
1
2 (iL23 − L31 − L01 − iL02) ; V+ = 12 (iL23 − L31 + L01 + iL02) ;
U− =
1
2 (iL23 + L31 − L01 + iL02) ; V− = 12 (iL23 + L31 + L01 − iL02) ;(
p+− p−−
p++ p−+
)
= Pmσ
m =
(
P0 + P3 P1 − iP2
P1 + iP3 P0 − P3
)
, (4.2)
(with σ0 the identity matrix and σi, i = 1, 2, 3 the Pauli matrices). In this basis the iso(1, 3,C) brackets are
given by
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[U0, U±] = ±2U±, [V0, V±] = ±2V±,
[U+, U−] = U0, [V+, V−] = V0,
[U+, p−ε] = p+ε, [V+, pε−] = −pε+,
[U−, p+ε] = p−ε [V−, pε+] = −pε−,
[U0, pεε′ ] = εpεε′ , [V0, pεε′ ] = ε
′pεε′ ,
(4.3)
(with ε, ε′ = ±).
Let Di be the irreducible (i+1)−dimensional representation of sl(2). We note by Di,j = Di⊗Dj, i, j ∈ N
the irreducible representation (since there is a factor 2 in the first line on equation (4.3) i belongs to N and
not to 12N) of dimension (i+ 1)(j + 1) of sl(2)⊕ sl(2) defined from
ρ(U0 + V0)(x ⊗ y) = [U0, x]⊗ y + x⊗ [V0, y].
Let g1 = ⊕kDik,jk be an arbitrary reducible representation of sl(2)⊕ sl(2).
Lemma 4.1 Let D be a (finite dimensional) representation of sl(2) ⊕ sl(2). The action of sl(2) ⊕ sl(2) on
D extends to an action of iso(1, 3,C) on D such that:
1. The operators ρ(Pm) (m = 0, · · · , 3), are nilpotent.
2. Let
Ap =
⋂
p0+p1+p2+p3=p
Ker
(
(ρ(P0))
p0 (ρ(P1))
p1 (ρ(P2))
p2 (ρ(P3))
p3
)
,
then, there exists an N such that we have the filtration
A1 ⊂ A2 ⊂ · · · ⊂ AN = D,
and for every 0 ≤ p ≤ N , Ap is an sl(2)⊕ sl(2) module.
3. D is indecomposable (i.e. one can find an irreducible representation D′ ⊂ D of iso(1, 3) such that it is
impossible to have D = D′ ⊕ D′′ where D′′ is stable under the action ρ(Pm) −see Examples 4.2 below
−),
0 A1
ρ(Pm)
oo A2
ρ(Pm)
oo · · ·ρ(Pm)oo AN
ρ(Pm)
oo = D.
Let Bmp = ρ(Pm) (Ap). Then B
0
p = B
i
p for i = 1, 2, 3. We denote by Bp this space and we have
Bp ⊂ Ap ⊗D1,1 ⊂ Ap−1.
Proof. 1. Let λ0 be an arbitrary eigenvalue of ρ(P0) and E0 = Ker (λ0 − ρ(P0)) ⊆ Ker (λ0 − ρ(P0))n0 ⊆
D (with Ker (λ0 − ρ(P0))n0 the generalised eigenspace). Denote λi (i = 1, 2, 3) an arbitrary eigenvalue of
ρ(Pi)|
E0
and let V = Ker
(
λi − ρ(Pi)|
E0
)
⊆
(
λi − ρ(Pi)|
E0
)ni ⊆ E0. Since [ρ(Pi), ρ(P0)] = 0 then E0 is
invariant by the action of Pi. In V we have ρ(P0)|
V
= λ0Id, ρ(Pi)|
V
= λiId, since [Li0, Pi] = P0 we have
λ0 = λi = 0. And ρ(P0), ρ(Pi) are nilpotent operators.
2. Since the operators ρ(Pm) are nilpotent (we denote nm the index of nilpotency of ρ(Pm)) and are commut-
ing operators, it is obvious that there exists an N ≥ max(n0, n1, n2, n3) such that AN = D. Furthermore,
since for all L ∈ sl(2)⊕ sl(2), there exists a P ∈ D1,1 such that [L, P ] = P0 we have [L, P p] = pP0P p−1. This
means that if v ∈ Ap, [L, v] ∈ Ap. Thus, Ap is an sl(2)⊕ sl(2) module.
3. Let w ∈ B0p, then there exists v ∈ Ap such that w = [P0, v]. Since Ap is an sl(2)⊕ sl(2) module we have
[L0i, v
′] = v (i = 1, 2, 3) with v′ ∈ Ap. Using the Jacobi identity of Lie algebras, w = [P0, v] = [P0, [L0i, v′]]
leads to [Pi, v
′] = w−[L0i, [P0, v′]] and Bip ⊆ B0p. The converse goes along the same lines and we haveB0p = Bip
for i = 1, 2, 3. Finally, the sl(2)⊕ sl(2) equivariance of the mapping guarantees that, Bp ⊂ Ap⊗D1,1 ⊂ Ap−1
and D is indecomposable. QED.
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Example 4.2 (1) If g1 = D1,1 ⊕ D0,0 the vector plus the scalar representations of sl(2)⊕ sl(2), Pm can be
represented by 5 × 5 nilpotent matrices. If we denote 〈vm,m = 0, · · · , 3〉 (resp. 〈w0〉) a basis of D1,1 (resp.
D0,0) we can define
ρ(Pm)w0 = vm, ρ(Pm)vn = 0.
(2) If g1 = D1,0 ⊕D0,1, since D1,0⊗D1,1 = D2,1⊕D0,1 ⊃ D0,1, Pm can be represented by the 4× 4 matrices
ρ(Pm) =
(
0 σm
0 0
)
such that for ψ ∈ D1,0, χ¯ ∈ D0,1 we have
ρ(Pm)ψ = 0, ρ(Pm)χ¯ = σmψ.
(3) The example above can be even refined. Let g1 = D1,0⊕D0,1⊕D′0,1. The action of the P ’s can be defined
as follow:
ρ(Pm)ψ = 0, ρ(Pm)ψ
′ = 0 ρ(Pm)χ¯ = σmψ,
with ψ ∈ D1,0, ψ′ ∈ D′1,0, χ¯ ∈ D0,1. Here, Ker(ad Pm) = D1,0 ⊕ D′1,0, Ker(ad Pm)2 = D1,0 ⊕ D0,1 ⊕ D′0,1
(m = 0, . . . , 3) and B2 = D1,0.
Remark 4.3 If g1 is an irreducible representation of sl(2)⊕ sl(2), then the action of ad P on g1 is trivial.
Indeed, since g1 is irreducible, Ker (ad Pm) is equal either to g1 or {0}. But since ad P 0, · · · , ad P 3 commute
they can be simultaneously diagonalised this means that Ker (ad Pm) 6= {0} and the action of ad P on g1 is
trivial.
4.2 sl(2)⊕ sl(2)−equivariant mappings
Now, we construct the possible sl(2)⊕sl(2)−equivariant mappings from S3(g1) into D1,1, with g1 an arbitrary
representation of sl(2)⊕ sl(2). We recall the following isomorphisms of representations of GL(A) × GL(B)
[8]:
Sp (A⊕B) =
p⊕
k=0
Sk (A)⊗ Sp−k (B)
Sp (A⊗B) =
⊕
Γ
$Γ (A)⊗ $Γ (B) , (4.4)
where the second sum is taken over all Young diagrams Γ of length p and $Γ (A) denotes the irreducible
representation of GL(A) corresponding to the Young symmetriser of Γ. In particular this gives
S3 (A⊕B ⊕ C) = S3 (A) ⊕ S3 (B) ⊕ S3 (C) ⊕ A⊗B ⊗ C ⊕
S2 (A)⊗B ⊕ S2 (A)⊗ C ⊕ S2 (B)⊗A ⊕ S2 (B)⊗ C ⊕ S2 (C)⊗A ⊕ S2 (C)⊗B (4.5)
S2 (A⊗B) = S2 (A)⊗ S2 (B) ⊕ Λ2 (A)⊗ Λ2 (B)
S3 (A⊗B) = S3 (A)⊗ S3 (B) ⊕ $ (A)⊗ $ (B) ⊕ Λ3 (A)⊗ Λ3 (B) .
Let g1 be a representation of sl(2)⊕ sl(2) and let D1,1 be the vector representation of sl(2)⊕ sl(2). Using
the first equation given in (4.5), since g1 is a reducible representation of sl(2) ⊕ sl(2), S3(g1) reduces to
three types of terms (i) S3 (D), (ii) S2 (D) ⊗ D′ and (iii) D ⊗ D′ ⊗ D′′ with D,D′,D′′ three irreducible
representations. Thus all possible sl(2) ⊕ sl(2)−equivariant mappings are of the type (i) S3 (D) −→ D1,1,
(ii) S2 (D)⊗D′ −→ D1,1 and (iii) D⊗D′⊗D′′ −→ D1,1. We now characterise more precisely these mappings.
Explicit description of the sl(2)⊕ sl(2) equivariant mappings
(i) Type I. sl(2)⊕ sl(2)− equivariant mappings: S3 (D) −→ D1,1
Let D = Da ⊗Db with a, b ∈ N, D1,1 ⊆ Da,b ⊗Da,b ⊗Da,b if a and b odd. ¿From the third equation of (4.5)
D1,1 ⊆ S3 (Da,b) if either
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IS : D1 ⊆ S3 (Da) and D1 ⊆ S3 (Db);
IA : D1 ⊆ Λ3 (Da) and D1 ⊆ Λ3 (Db);
IM : D1 ⊆ $ (Da) and D1 ⊆ $ (Db).
We call these sl(2)⊕ sl(2)− equivariant mappings, mappings of type IS (symmetric), IA(antisymmetric) and
IM (mixed) respectively. In particular, when D = Da,a and a odd, the mapping S3 (Da,a) −→ D1,1 is always
sl(2)⊕sl(2)− equivariant and is called type I0S , I0A, I0M respectively. The extension of the Poincare´ algebra
given in Example 2.5 is of type I0M with D = D1,1.
(ii) Type II. sl(2)⊕ sl(2)− equivariant mappings: S2 (D)⊗D′ −→ D1,1
Let D = Da,b and D′ = Dc,d, D1,1 ⊆ Da,b ⊗ Da,b ⊗ Dc,d if c, d odd, and there exists an n such that
2a − 2n − c = 1 or c − 2a + 2n = 1 (and similar relations for b, d). ¿From the second equation of (4.5)
D1,1 ⊆ S2 (Da,b)⊗Dc,d if either
IIS : D1 ⊆ S2 (Da)⊗Dc and D1 ⊆ S2 (Db)⊗Dd;
IIA : D1 ⊆ Λ2 (Da)⊗Dc and D1 ⊆ Λ2 (Db)⊗Dd.
We call these sl(2)⊕ sl(2)− equivariant mappings, mappings of type IIS and IIA respectively. In particular,
when a, b even D0,0 ⊆ S2 (Da,b) and D1,1 ⊆ S2 (Da,b) ⊗ D1,1 (type II0S). The extension of the Poincare´
algebra (5.6) is of type II0S with D′ = D2,0 ⊕D0,2,D = D1,1.
(iii) Type III. sl(2)⊕ sl(2)− equivariant mappings: D ⊗D′ ⊗D′′ −→ D1,1.
Let D = Da,b,D′ = Dc,d and D′′ = De,f with a ≥ c ≥ e, D1,1 ⊆ Da,b ⊗Dc,d ⊗De,f if a+ c+ e and b+ d+ f
are odd and if there exists an n such that a+ c+ e− 2n = 1 or e− a− c+ 2n = 1 (plus similar relations for
b, d, f). There are many sl(2)⊕ sl(2)−equivariant mappings of these types.
We now give explicit examples of sl(2)⊕ sl(2)−equivariant mappings of type I, II and III.
Example 4.4 Let D = D1 ⊗ D1 = D1,0 ⊗ D0,1. Using conventional notations for spinors, let D1,0 =
〈ψα, α = 1, 2〉 and D0,1 =
〈
χ¯α˙, α˙ = 1, 2
〉
be the spinor representations of sl(2) ⊕ sl(2). Introduce the Dirac
Γ−matrices ({Γm,Γn} = ΓmΓn + ΓnΓm = 2ηmnI4, with I4 the four dimensional identity matrix)
Γm =
(
0 σm
σ¯m 0
)
,
where σ0 = σ¯0 is the identity matrix and σ¯i = −σi, i = 1, 2, 3 with σi the Pauli matrices. The index structure
of the σm−matrices is as follow σm → σmαα˙, σ¯m → σ¯mα˙α. We also define ψα = εαβψβ , ψα = εαβψβ ,
χ¯α˙ = ε¯α˙β˙χ¯
β˙, χ¯α˙ = ε¯α˙β˙χ¯β˙ with the invariant antisymmetric sl(2) matrices ε, ε¯ given by ε12 = ε¯1˙2˙ = −1,
ε12 = ε¯1˙2˙ = 1. A direct calculation gives σ¯m
β˙β = εβαε¯β˙α˙σmαα˙. Furthermore since the Dirac Γ−matrices are
representations of the Clifford algebra, we have the relations σmσ¯n+ σnσ¯m = ηmnσ0, and thus σmαα˙σ¯n
α˙α =
Trσmσ¯n = 2ηmn.
Now, we consider the representation
D′1,0 ∼= $
1 3
2
(D1.0) .
We introduce the projector (Young symmetriser)
P
1 3
2
=
1
3
(1 − (12) + (13)− (123))
11
with
(a b) =
(
a b
b a
)
, (a b c) =
(
a b c
b c a
)
two cycles of S3 the group of permutation with three elements. A direct calculation gives
P
1 3
2
(
ψα ⊗ ψβ ⊗ ψγ
)
= εαβλγ
and D′1,0 = 〈λα, α = 1, 2〉 (the same result can be obtained using the usual calculus of the Clebsch-Gordan
coefficients). Proceeding along the same lines with D0,1 and introducing
D′0,1 ∼= $
1 3
2
(D0,1) =
〈
ρ¯α˙, α˙ = 1, 2
〉
we obtain
P
1 3
2
(
ψα ⊗ ψβ ⊗ ψγ
)⊗
P
1 3
2
(
χ¯α˙ ⊗ χ¯β˙ ⊗ χ¯γ˙
)
= εαβ ε¯α˙β˙λγ ⊗ ρ¯γ˙ .
Symmetrising the R.H.S. we then get
S3
(
(ψα ⊗ χ¯α˙)⊗ (ψβ ⊗ χ¯β˙)⊗ (ψγ ⊗ χ¯γ˙)
)
= εαβ ε¯α˙β˙λγ ρ¯γ˙ + εγαε¯γ˙α˙λβ ρ¯β˙ + εβγ ε¯β˙γ˙λαρ¯α˙. (4.6)
Now, from the isomorphism of D1,0 ⊗ D0,1 with the vector representation, and using the relation
σmαα˙σ¯n
α˙α = 2ηmn we have the correspondence
Vm = σ¯m
α˙αψα ⊗ χ¯α˙, ψα ⊗ χ¯α˙ = 12σmαα˙Vm,
Pm = σ¯m
α˙αλα ⊗ ρ¯α˙, λα ⊗ ρ¯α˙ = 12σmαα˙Vm,
(4.7)
(thus 〈Pm, m = 0, · · · , 3〉 ∼ D1,1, 〈Vm, m = 0, · · · , 3〉 ∼ D′1,1) and equations (4.6) reduce to
S3(Vm ⊗ Vn ⊗ Vp) = ηmnPp + ηnpPm + ηpmPn.
We denote 3iso(1, 3,C) = iso(1, 3,C) ⊕ D1,1 the corresponding Lie algebra of order 3. If we now take the
real form of sl(2)⊕ sl(2) corresponding to sl(2,C) (the universal covering group of SO(1, 3) being SL(2,C)),
the representation D1,0 and D0,1 become complex conjugate. Thus if we take χ¯α˙ = (ψα)⋆ (the complex
conjugate of ψα), and similarly ρ¯α˙ = (λα)
⋆, Vm and Pm become real vectors of so(1, 3).
Example 4.5 Let D = D3,3. Using spinor notations
D3,0 = 〈ψαβγ , α, β, γ = 1, 2〉 , D0,3 =
〈
χ¯α˙β˙γ˙ , α˙, β˙, γ˙ = 1, 2
〉
,
with ψαβγ , χ¯
α˙β˙γ˙ symmetric spinor-tensors. This case is more involved than the previous one, because
$
1 3
2
(D3,0)
is a reducible representation. However, using the correspondence (4.7) elements of D3,3 are symmetric
traceless tensors of order three
Tmnp = σ¯m
αα˙σ¯n
ββ˙σ¯p
γγ˙ψαβγ χ¯α˙β˙γ˙
(the symmetry of T comes from the symmetry of ψ and χ¯ and Tmnpη
nm = 0 from σmαα˙σ
m
ββ˙ = 2εαβ ε¯α˙β˙).
Now it is easy to see that the mapping
Tm1n1p1 ⊗ Tm2n2p2 ⊗ Tm3n3p3 −→ ηm1m2ηn1n2ηp1m3ηp2n3Pp3
is sl(2)⊕ sl(2)−equivariant. Thus, symmetrising the R.H.S we have
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S3(Tm1n1p1 ⊗ Tm2n2p2 ⊗ Tm3n3p3) = (4.8)
ηm1m2ηn1n2ηp1m3ηp2n3Pp3 + ηm2m3ηn2n3ηp2m1ηp3n1Pp1 + ηm3m1ηn3n1ηp3m2ηp1n2Pp2 .
Example 4.6 Let D = D1,1 ⊕ D2,0 ⊕ D0,2, we have C ⊆ S2(D2,0), C ⊆ S2(D0,2). Let D2,0 ⊕ D0,2 =
〈Ai, i = 1, 2, 3〉 ⊕
〈
A¯i, i = 1, 2, 3
〉
. From S2(Ai ⊗ Aj) = δij and S2(A¯i ⊗ A¯j) = δij the mappings
S3
(
D1,1 ⊕ D2,0 ⊕ D0,2
)
⊇
(
S2(D2,0) ⊕ S2(D0,2)
)
⊗ D1,1 −→ D1,1 follows immediately. This gives the
trilinear brackets obtained in (5.6).
Example 4.7 Let D = D1,0⊕D0,1⊕D0,0. The mapping S3(D1,0⊕D0,1⊕D0,0) ⊃ D1,0⊕D0,1⊕D0,0 −→ D1,1
is immediate. Such a mapping was considered in [26].
4.3 Lie algebras of order 3 associated to the Poincare´ algebra
Let us denote V the vector space isomorphic to D1,1 generated by the vectors Pm,m = 0, · · · , 3. Now, from
the characterisation of sl(2)⊕sl(2)−equivariant mappings from S3(D) into D1,1 and lemma 4.1, we construct
Lie algebras of order 3 whose zero graded part is isomorphic to the Poincare´ algebra.
Theorem 4.8 Let D be a reducible representation of sl(2)⊕ sl(2) such that:
1. the action of sl(2)⊕ sl(2) on D extends to an action of iso(1, 3,C) on D as in Lemma 4.1;
2. there exist an sl(2)⊕ sl(2)−equivariant mapping from S3(D) −→ V.
Then if g = iso(1, 3,C)⊕D is a Lie algebra of order 3, the action of V on D is trivial.
Proof.
Type I : Assume S3(Da,b) −→ V . This means that a, b are odd.
1. Suppose there exists a representation D′ ⊆ D (not necessarily irreducible) such that D′ ⊆ [V ,Da,b].
The Jacobi identity J4 with Y1 = Y2 = Y3 = Y4 ∈ Da,b leads to a contradiction, thus [V ,Da,b] = 0.
2. Suppose there exist a representation Dc,d ⊆ D such that Da,b ⊆ [V ,Dc,d]. Since a, b are odd, c, d are
even and thus V ⊆/ S2(Da,b) ⊗Dc,d. The Jacobi identity J4 with Y1, Y2, Y3 ∈ Da,b, Y ′4 ∈ Dc,d together
with S2(Da,b)⊗Dc,d = 0 gives a contradiction and [V ,Dc,d] = 0.
Type II : Assume V ⊆ S2(Da,b) ⊗ Dc,d and S3(Da,b) = S3(Dc,d) = 0 (not of type I). In this case c, d are
odd.
1. Suppose Dc,d ⊆ [V ,Da,b]. The Jacobi identity J4 with Y1 = Y2 = Y3 ∈ Da,b, Y ′4 ∈ Dc,d gives a
contradiction and [V ,Da,b] = 0.
2. Suppose Da,b ⊆ [V ,Dc,d], thus a, b are even and V⊆/ S2(Dc,d) ⊗ Da,b. The Jacobi identity J4 with
Y1 = Y2 ∈ Da,b, Y ′3 = Y ′4 ∈ Dc,d gives a contradiction and [V ,Da,b] = 0.
3. Suppose there exists De,f ⊆ D, with De,f 6= Dc,d, such that De,f ⊆ [V ,Da,b]. The same argument as
in the point 1. above gives [V ,Da,b] = 0.
4. Suppose there exists De,f ⊆ D, with De,f 6= Da,b, such that De,f ⊆ [V , Dc,d]. The Jacobi identity J4
with Y1 = Y2 = Y ∈ Dab and Y ′3 = Y ′4 = Y ′ ∈ Dcd gives [Y, {Y, Y ′, Y ′}] + [Y ′, {Y, Y, Y ′}] = 0. If we
suppose that {Y, Y ′, Y ′} = P ∈ V we know from the points 1. and 3. above that [P, Y ] = 0. Thus the
previous identity becomes [Y ′, {Y, Y, Y ′}] = [Y ′, P ] = 0 and [V , Dc,d] = 0.
5. Suppose there exists De,f ⊆ D, with De,f 6= Da,b and De,f 6= Dc,d such that either Da,b ⊆ [V ,De,f ]
or Dc,d ⊆ [V ,De,f ]. The Jacobi identity J4 with Y1 = Y2 = Y ∈ Da,b, Y ′ ∈ Dc,d, Y ′′ ∈ De,f gives
2[Y, {Y, Y ′, Y ′′}] + [Y ′, {Y, Y, Y ′′}] + [Y ′′, {Y, Y, Y ′}] = 0. If {Y, Y ′, Y ′′} ∈ V or {Y, Y, Y ′′} ∈ V since
[V ,Da,b] = [V ,Dc,d] = 0 (see 1.,2.,3. and 4. above), the previous identity reduces to [Y ′′, {Y, Y, Y ′}] =
[Y ′′, P ] = 0 and thus [V ,De,f ] = 0.
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Type III : Assume V ⊆ Da,b ⊗ Dc,d ⊗ De,f , S3(Da,b) = S3(Dc,d) = S3(De,f ) = 0 (not of type I) and
S2(Da,b)⊗Dc,d = S2(Da,b)⊗De,f = S2(Dc,d)⊗Da,b = S2(Dc,d)⊗De,f = S2(De,f )⊗Da,b = S2(De,f )⊗Dc,d = 0
(not of type II).
1. If we assume [V ,Da,b] ⊆ Dg,h with Dg,h = Dc,d or Dg,h 6= Dc,d,Dg,h 6= De,f , the Jacobi identity J4
with Y1, Y2 ∈ Da,b, Y ′3 ∈ Dc,d, Y ′′4 ∈ De,f leads to a contradiction and [V ,Da,b] = 0.
2. Suppose there exists Dg,h such that [V ,Dg,h] ⊆/ Da,b, the Jacobi identity J4 with Y1 ∈ Da,b, Y2 ∈
Dc,d, Y3 ∈ De,f and Y4 ∈ Dg,h leads to a contradiction and thus [V ,Dg,h] = 0.
This means that the action of V on D is trivial and thus [V ,D] = 0. The remaining Jacobi identities are
easy to be checked. Which ends the proof. QED.
Corollary 4.9 With the hypothesis of theorem 4.8 the action of V on D is trivial i.e. [V ,D] = 0.
Remark 4.10 Differently as in theorem 4.8 if g = (sl(2)⊕sl(2)⊕V)⊕D is a Lie algebra of order 3 satisfying
[V ,D] = 0 then S3(D) −→ V . Indeed if we suppose for contradiction that S3(D) −→ sl(2) ⊕ sl(2), and let
Y1, Y2, Y3 ∈ D such that {Y1, Y2, Y3} = aL with L ∈ sl(2) ⊕ sl(2), a ∈ C. The Jacobi identity J3 with P ∈ V
and Y1, Y2, Y3 as above leads to a = 0 since the elements of D commute with the elements of V and L do not
commute with P .
The following property classify all Lie algebras of order 3 based on the Poincare´ algebra such that the
representation D is of dimension 4.
Proposition 4.11 Let g = iso(1, 3,C)⊕D be an elementary Lie algebra of order 3, with D a representation
of dimension 4. Then,
1. D ∼= D1,1;
2. [V ,D1,1] = 0;
3. g ∼= 3iso(1, 3,C) (the complexified of the Lie algebra of order three of Example 2.5).
Proof. 1. Since the representationDℓ, ℓ ∈ N of sl(2) is of dimension ℓ+1, the four dimensional representations
of sl(2)⊕ sl(2) are (up a permutation of the action sl(2)⊕ sl(2)) :
D3,0, D2,0 ⊕ D0,0, D1,1, D1,0 ⊕D0,1, D1,0 ⊕D0,0 ⊕D0,0, D0,0 ⊕D0,0 ⊕D0,0 ⊕D0,0.
Since S3(D) −→ iso(1, 3,C), a simple weights argument shows that the only possibilities are (i) D = D1,1
with V ⊆ S3(D) (in agreement with the explicit description of sl(2)⊕ sl(2)−equivariant mappings) or (ii) by
Example 2.4 sl(2) ∼= D2,0 ⊆ S3(D2,0). In the second case we have by Remark 4.3 [V ,D2,0] = 0 and thus the
Jacobi identity J3 with P ∈ V , Y1, Y2, Y3 ∈ D2,0 leads to a contradiction since P commute with Yi and not
commute with U (see Eq.(4.3)). Thus, the only non-trivial Lie algebra of order 3 is then constructed with
D1,1.
2. Since D is an irreducible representation of sl(2)⊕ sl(2), by Remark 4.3, the action of V on D is trivial
and [V ,D] = 0.
3. Since [V ,D] = 0, by Corollary 4.10, we have V ⊂ S3(D) (a simple weights argument, as we have seen
in 1. above, also show that sl(2) ⊕ sl(2)⊆/ S3(D)). This means, introducing v++, v+−, v−+, v−− a basis of
D (with notations similar to (4.2)), and using a simple weights argument, that the only non-trivial trilinear
brackets are:
{v++, v++, v−−} = α1P++, {v−−, v−−, v++} = β1P−−,
{v++, v+−, v−+} = α2P++, {v−−, v−+, v+−} = β2P−−,
{v++, v+−, v−−} = γ1P+−, {v−−, v−+, v++} = δ1P−+,
{v+−, v+−, v−+} = γ2P+−, {v−+, v−+, v+−} = δ3P−+.
The action of sl(2)⊕ sl(2) on D is given by (see (4.3))
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[U+, v−ε] = v+ε, [V+, vε−] = −vε+,
[U−, v+ε] = v−ε, [V−, vε+] = −vε−,
[U0, vεε′ ] = εvεε′ , [V0, vεε′ ] = ε
′vεε′ ,
with ε, ε′ = ±. The Jacobi identity J3 gives
α2 = −1
2
α1, β1 = α1, β2 = −1
2
α1, γ1 =
1
2
α1, γ2 = −α1, δ1 = 1
2
α1, δ2 = −α1.
Il α1 6= 0, we set
v0 = − 3
√
1
2α1
(v+− + v−+) , v3 = − 3
√
1
2α1
(v+− − v−+) ,
v1 = − 3
√
1
2α1
(v++ + v−−) , v2 = i 3
√
1
2α1
(v++ − v−−) ,
and we get
{vµ, vν , vρ} = ηµνPρ + ηµρPν + ηνρPµ.
So, the algebra is isomorphic to the complexified elementary Lie algebra of order 3 of Example 2.5. This
results remains true if we consider its real form corresponding to the Lie algebra of order 3 of example 2.5. In
this case if α1 > 0 we rescale the coefficients by − 3
√
1
2α1
as above, and when α1 < 0 we rescale the coefficients
by 3
√
−1
2α1
. Q.E.D.
5 Contractions of the Poincare´-algebra of order 3
5.1 Contractions of elementary Lie algebras of order 3
The variety Fm,n being an algebraic variety, one can naturally endow it with the Zariski topology.
Definition 5.1 A contraction of ϕ is a point ϕ′ ∈ Fm,n such that ϕ′ ∈ Oϕ, the closure in the Zariski sense.
In the complex case, the notion of contraction is equivalent to the following. Let ϕ = (ϕ1, ϕ2, ϕ3) be a
given multiplication of elementary Lie algebras of order 3, g = g0⊕g1 and let (hp)p∈N (with hp = (h0,p, h1,p) ∈
GL(m,n)) be a sequence of isomorphisms. Define ϕp = (ϕ1,p, ϕ2,p, ϕ3,p) by
ϕ1,p(X1, X2) = h
−1
0,pϕ1(h0,p(X1), h0,p(X2)),
ϕ2,p(X1, Y2) = h
−1
1,pϕ2(h0,p(X1), h1,p(Y2)), (5.1)
ϕ3,p(Y1, Y2, Y3) = h
−1
0,pϕ3(h1,p(Y1), h1,p(Y2), h1,p(Y3)) .
If the limit lim
p→+∞
ϕp exists, this limit is in the closure of Oϕ. Then it is a contraction of ϕ. Note that, in
the complex case, every contraction of ϕ is obtained by this way [11].
Moreover, Ino¨nu¨-Wigner contractions [16] turn out to be a relevant subclass of contractions. We consider
the automorphisms hε = (h0,ε, h1,ε) of the form h0,ε = h
(1)
0 + εh
(2)
0 and h1,ε = h
(1)
1 + εh
(2)
1 with h
(1)
0 , h
(1)
1
singular, h
(2)
0 , h
(2)
1 regular and ε infinitesimal. A further particularisation inspired from the Weimar-Woods
construction [30] is given by
hε = diag(ε
a1 , . . . , εam , εb1 , . . . , εbn)
with ai, bj ∈ Z (i = 1, . . . ,m, j = 1, . . . , n). Hence h0,ε(Xi) = εaiXi and h0,ε(Yj) = εajYj and (5.1) become
ϕ1,ε(Xi, Xj) = ε
ai+aj−akCkijXk,
ϕ2,ε(Xi, Yj) = ε
ai+bj−bkDkijYk,
ϕ3,ε(Yi, Yj , Yk) = ε
bi+bj+bk−aℓEℓijkXℓ. (5.2)
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As already stated, one can define a contraction if the limit ε→ 0 exists, i.e. if ai+aj−ak ≥ 0, ai+bj−bk ≥ 0
and bi + bj + bk − aℓ ≥ 0 for any a and b.
Examples.
Let F1,1 be the algebraic variety of 2 = (1 + 1)−dimensional elementary Lie algebras of order 3. We
consider a basis {X,Y } of g = g0 ⊕ g1 adapted for this decomposition.
Proposition 5.2 Any two-dimensional Lie algebra of order 3 g = g0 ⊕ g1 is isomorphic to one of the
following Lie algebras of order 3
1. g31: {Y, Y, Y } = X, [X,Y ] = 0;
2. g32: [X,Y ] = Y, {Y, Y, Y } = 0;
3. g33: the trivial Lie algebra of order 3.
Proof. We consider the most general possibility for the structure constants of a two-dimensional elementary
Lie algebra of order 3:
[X,Y ] = α1Y, {Y, Y, Y } = α2X . (5.3)
The Jacobi identities J1-J4 imply α1α2 = 0, and we obtain
g31, α1 = 0, α2 = 1;
g32, α1 = 1, α2 = 0;
g33, α1 = 0, α2 = 0.
QED
Corollary 5.3 The variety F1,1 of 2−dimensional elementary Lie algebras of order 3, is the union of two
irreducible algebraic components U1 and U2 with
U1 = Og3
1
and U2 = Og3
2
.
Proof. One has the following contraction scheme
g32
&&
g31
xx
g33
where by A→ B we denote a contraction of the algebra A to the algebra B (B is a contraction of A). QED
Remark 5.4 The algebra g31 has been considered in [3, 4, 5, 6, 18, 19].
5.2 Contraction which leads to a non-trivial extension of the Poincare´ algebra
Let g = so(2, 3) ⊕ ad so(2, 3). Using vector indices of so(1, 3) coming from the inclusion so(1, 3) ⊂ so(2, 3)
we introduce {Mmn = −Mnm,Mm4 = −M4m,m, n = 0, . . . , 3, m < n} a basis of so(2, 3) and {Jmn =
−Jnm, Jm4 = −J4m,m, n = 0, . . . , 3, m < n} the corresponding basis of ad so(2, 3). The multiplication law
ϕ of the elementary Lie algebra of order 3 so(2, 3)⊕ ad so(2, 3) writes
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ϕ1(Mmn,Mpq) = −ηnqMmp − ηmpMnq + ηmqMnp + ηnpMmq,
ϕ1(Mmn,Mp4) = −ηmpMn4 + ηnpMm4,
ϕ1(Mm4,Mp4) = −Mmp,
ϕ2(Mmn, Jpq) = −ηnqJmp − ηmpJnq + ηmqJnp + ηnpJmq,
ϕ2(Mmn, Jp4) = −ηmpJn4 + ηnpJm4, (5.4)
ϕ2(Mm4, Jpq) = −ηmpJ4q + ηmqJ4p,
ϕ2(Mm4, Jp4) = −Jmp,
ϕ3(Jmn, Jpq, Jrs) = (ηmpηnq − ηmqηnp)Mrs + (ηmrηns − ηmsηnr)Mpq + (ηprηqs − ηpsηqr)Mmn,
ϕ3(Jmn, Jpq, Jr4) = (ηmpηnq − ηmqηnp)Jr4,
ϕ3(Jmn, Jp4, Jr4) = ηprMmn,
ϕ3(Jm4, Jp4, Jr4) = ηmpMr4 + ηmrMp4 + ηprMm4,
where ηmn = diag(1,−1,−1,−1). In [26], an Ino¨nu¨-Wigner contraction was done
Lmn = h0(Mmn) =Mmn,
Pm = h0(Mm4) = εMm4,
Vmn = h1(Jmn) =
3
√
εJmn,
Vm = h1(Jm4) =
3
√
εJm4, (5.5)
and the limit ε→ 0 realised the contraction. The contracted Lie algebra of order 3 is given by
ϕ1(Lmn, Lpq) = −ηnqLmp − ηmpLnq + ηmqLnp + ηnpLmq,
ϕ1(Lmn, Pp) = −ηmpPn + ηnpPm,
ϕ1(Pm, Pp) = 0,
ϕ2(Lmn, Vpq) = −ηnqVmp − ηmpVnq + ηmqVnp + ηnpVmq,
ϕ2(Lmn, Vp) = −ηmpVn + ηnpVm,
ϕ2(Pm, Vpq) = 0,
ϕ2(Pm, Vp) = 0,
ϕ3(Vmn, Vpq, Vrs) = 0,
ϕ3(Vmn, Vpq, Vr) = (ηmpηnq − ηmqηnp)Pr,
ϕ3(Vmn, Vp, Vr) = 0,
ϕ3(Vm, Vp, Vr) = ηmpPr + ηmrPp + ηprPm. (5.6)
Thus Lmn, Pm generate the Poincare´ algebra and Vmn and Vm are in the adjoint and vector representations
of so(1, 3).
Remark 5.5 The subalgebra generated by Lmn, Pm and Vm is the algebra of Example 2.5.
6 Deformations of Lie algebras of order 3
6.1 Definition
Let g = g0 ⊕ g1 be a Lie algebra of order 3 on the complex field (or on a field of characteristic zero). Let A
be a commutative local K-algebra, g its maximal ideal. We assume that the residual field is isomorphic to
K. A A-Lie algebra of order F is a Lie algebra of order F whose coefficients in a K-basis belongs to A. We
will assume that A admits an augmentation ǫ : A → K. The ideal mǫ := Ker ǫ is the maximal ideal of A.
In this context, a deformation λ of g with the base (A,m) or simply with the base A, is a A-Lie algebra of
order F on the tensor product A⊗KKn with brackets [., .]λ and {., ., }λ satisfying the Jacobi identities J1-J4.
17
Sometimes, we add hypothesis on A, for example A is finitely generated or A is noetherian. In this paper,
following [14], we assume that A is a valuation algebra. It is a local algebra with the following property : if x
belongs to the field of fractions of A but not to A, then the converse x−1 belongs to g. The most interesting
examples of deformations (the formal deformations of Gerstenhaber, the nonstandard perturbations) satisfy
this hypothesis. Moreover, a deformation in a valued algebra always admits a finite decomposition, that is
is defined by a finite number of ideals of A. Then every deformation has a finite Krull dimension and this
means that an hypothesis such as the noetherian property is superfluous.
6.2 The Gerstenhaber products
The Gerstehaber products have been introduced in [9] and [10] to study the deformations of associative
algebras and the structure of Hochschild cohomology groups. Let ϕ = (ϕ1, ϕ2, ϕ3) be a given multiplication
of elementary Lie algebras of order 3, g = g0 ⊕ g1 The identities J1-J4 are equivalent to
ϕ1(ϕ1(X1, X2), X3) + ϕ1(ϕ1(X3, X1), X2) + ϕ1(ϕ1(X2, X3), X1) = 0,
ϕ2(ϕ1(X1, X2), Y ) + ϕ2(ϕ2(X2, Y ), X1) + ϕ2(ϕ2(Y,X1), X2) = 0, (6.1)
ϕ1(X,ϕ3(Y1, Y2, Y3))− ϕ3(ϕ2(X,Y1), Y2, Y3)− ϕ3(Y1, ϕ2(X,Y2), Y3)− ϕ3(Y1, Y2, ϕ2(X,Y3)) = 0,
ϕ2(Y1, ϕ3(Y2, Y3, Y4)) + ϕ2(Y2, ϕ3(Y1, Y3, Y4)) + ϕ2(Y3, ϕ3(Y1, Y2, Y4)) + ϕ2(Y4, ϕ3(Y1, Y2, Y3)) = 0.
If ϕ and ϕ′ are two products of elementary Lie algebras of order 3, we can define
ϕ ◦1 ϕ′ : (g0 ⊗ g0 ⊗ g0) → g0
X1 ⊗X2 ⊗X3 7→ ϕ1(ϕ′1(X1, X2), X3) + ϕ1(ϕ′1(X3, X1), X2) + ϕ1(ϕ′1(X2, X3), X1),
ϕ ◦2 ϕ′ : (g0 ⊗ g0 ⊗ g1) → g1
X1 ⊗X2 ⊗ Y 7→ ϕ2(ϕ′1(X1, X2), Y ) + ϕ2(ϕ′2(X2, Y ), X1) + ϕ2(ϕ′2(Y,X1), X2),
ϕ ◦3 ϕ′ : (g0 ⊗ S3(g1)) → g0
X ⊗ (Y1, Y2, Y3) 7→ ϕ1(X,ϕ′3(Y1, Y2, Y3))− ϕ3(ϕ′2(X,Y1), Y2, Y3)
−ϕ3(Y1, ϕ′2(X,Y2), Y3)− ϕ3(Y1, Y2, ϕ′2(X,Y3)),
ϕ ◦4 ϕ′ : (g1 ⊗ S3(g1)) → g1
Y1 ⊗ (Y2, Y3, Y4) 7→ ϕ2(Y1, ϕ′3(Y2, Y3, Y4)) + ϕ2(Y2, ϕ′3(Y1, Y3, Y4))
+ϕ2(Y3, ϕ
′
3(Y1, Y2, Y4)) + ϕ2(Y4, ϕ
′
3(Y1, Y2, Y3)).
(6.2)
Proposition 6.1 The map ϕ endows g with a structure of elementary Lie algebra of order 3 iff
ϕ ◦i ϕ = 0 for i = 1, . . . , 4. (6.3)
6.3 Gerstenhaber deformations
In this section we assume that the algebra of valuation A is the algebra C[[t]] of formal sequence. Its law is
written ϕt
ϕt : A→ (g0 ⊕ g1)⊗ C[[t]] (6.4)
with
ϕt = ϕ+ tψ
(1) + t2ψ(2) + · · ·+ tnψ(n) + · · · , (6.5)
where the ψ(i)’s are linear applications from A to g, satisfying (6.3).
Proposition 6.2 Considering a deformation ϕt of ϕ, the maps ψ
(p) (with p ∈ N) satisfy the equations∑
p+q=r
ψ(p) ◦i ψ(r) = 0, for any i = 1, . . . , 4, r ∈ N (6.6)
where ψ(0) = ϕ.
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Proof. As ϕt is a deformation of ϕ it satisfies ϕt ◦i ϕt = 0. For i = 1, equation (6.6) is just the condition
of the deformations of Gerstenhaber for Lie algebras. We explicitly prove (6.6) for i = 2 the two remaining
cases being similar. If one checks only the terms in t2, only the terms ϕ+ tψ(1)+ t2ψ(2) will matter. Inserting
ϕt 1 = ϕ1 + tψ
(1)
1 + t
2ψ
(2)
1
ϕt 2 = ϕ2 + tψ
(1)
2 + t
2ψ
(2)
2
ϕt 3 = ϕ3 + tψ
(1)
3 + t
2ψ
(2)
3 (6.7)
in (6.1), the coefficient of degree 1 leads to
ϕ2(ψ
(1)
1 (X1, X2), Y ) + ψ
(1)
2 (ϕ1(X1, X2), Y ) + ϕ2(ψ
(1)
2 (X2, Y ), X1)
+ ψ
(1)
2 (ϕ2(X2, Y ), X1) + ϕ2(ψ
(1)
2 (Y,X1), X2) + ψ
(1)
2 (ϕ2(Y,X1), X2) = 0 (6.8)
and the coefficient of degree 2 gives
ϕ2(ψ
(2)
1 (X1, X2), Y ) + ψ
(2)
2 (ϕ1(X1, X2), Y ) + ψ
(1)
2 (ψ
(1)
1 (X1, X2), Y )
+ ϕ2(ψ
(2)
2 (X2, Y ), X1) + ψ
(2)
2 (ϕ2(X2, Y ), X1) + ψ
(1)
2 (ψ
(1)
2 (X2, Y ), X1)
+ ϕ2(ψ
(2)
2 (Y,X1), X2) + ψ
(2)
2 (ϕ2(Y,X1), X2) + ψ
(1)
2 (ψ
(1)
2 (Y,X1), X2) = 0. (6.9)
Then
∑
p+q=1
ψ(p) ◦2 ψ(r) = 0 and
∑
p+q=2
ψ(p) ◦2 ψ(r) = 0. Similarly, one proves (6.6) for any r ∈ N∗. QED
Definition 6.3 An infinitesimal deformation of ϕ is a deformation ϕt of the form
ϕt = ϕ+ tψ
(1).
Let ϕt = (ϕ1 + tψ
(1)
1 , ϕ2 + tψ
(1)
2 , ϕ3 + tψ
(1)
3 ). Identities (6.3) for the coefficient of t lead to
ϕ1(ψ
(1)
1 (X1, X2), X3) + ψ
(1)
1 (ϕ1(X1, X2), X3) + ϕ1(ψ
(1)
1 (X3, X1), X2)
+ ψ
(1)
1 (ϕ1(X3, X1), X2) + ϕ1(ψ
(1)
1 (X2, X3), X1) + ψ
(1)
1 (ϕ1(X2, X3), X1) = 0,
ϕ2(ψ
(1)
1 (X1, X2), Y ) + ψ
(1)
2 (ϕ1(X1, X2), Y ) + ϕ2(ψ
(1)
2 (X2, Y ), X1)
+ ψ
(1)
2 (ϕ2(X2, Y ), X1) + ϕ2(ψ
(1)
2 (Y,X1), X2) + ψ
(1)
2 (ϕ2(Y,X1), X2) = 0,
(6.10)
ϕ1(X,ψ
(1)
3 (Y1, Y2, Y3)) + ψ
(1)
1 (X,ϕ3(Y1, Y2, Y3))− ϕ3(ψ(1)2 (X,Y1), Y2, Y3)
− ψ(1)3 (ϕ2(X,Y1), Y2, Y3)− ϕ3(Y1, ψ(1)2 (X,Y2), Y3)− ψ(1)3 (Y1, ϕ2(X,Y2), Y3)
− ϕ3(Y1, Y2, ψ(1)2 (X,Y3))− ψ(1)3 (Y1, Y2, ψ(1)2 (X,Y3)) = 0,
ϕ2(Y1, ψ
(1)
3 (Y2, Y3, Y4)) + ψ
(1)
2 (Y1, ϕ3(Y2, Y3, Y4)) + ϕ2(Y2, ψ
(1)
3 (Y1, Y3, Y4))
+ ψ
(1)
2 (Y2, ϕ3(Y1, Y3, Y4)) + ϕ2(Y3, ψ
(1)
3 (Y1, Y2, Y4)) + ψ
(1)
2 (Y3, ϕ3(Y1, Y2, Y4))
+ ϕ2(Y4, ψ
(1)
3 (Y1, Y2, Y3)) + ψ
(1)
2 (Y4, ϕ3(Y1, Y2, Y3)) = 0.
Using (6.2) these equations write
ϕ ◦i ψ + ψ ◦i ϕ = 0, with i = 1, . . . , 4, (6.11)
which is just equation (6.6) for r = 1.
19
Furthermore, the coefficient of t2 obtained from (6.3) gives
ψ
(1)
1 (ψ
(1)
1 (X1, X2), X3) + ψ
(1)
1 (ψ
(1)
1 (X3, X1), X2) + ψ
(1)
1 (ψ
(1)
1 (X2, X3), X1) = 0,
ψ
(1)
2 (ψ
(1)
1 (X1, X2), Y ) + ψ
(1)
2 (ψ
(1)
2 (X2, Y ), X1) + ψ
(1)
2 (ψ
(1)
2 (Y,X1), X2) = 0,
ψ
(1)
1 (X,ψ
(1)
3 (Y1, Y2, Y3))− ψ(1)3 (ψ(1)2 (X,Y1), Y2, Y3) (6.12)
− ψ(1)3 (Y1, ψ(1)2 (X,Y2), Y3)− ψ(1)3 (Y1, Y2, ψ(1)2 (X,Y3)) = 0,
ψ
(1)
2 (Y1, ψ
(1)
3 (Y2, Y3, Y4)) + ψ
(1)
2 (Y2, ψ
(1)
3 (Y1, Y2, Y4))
+ ψ
(1)
2 (Y3, ψ
(1)
3 (Y1, Y2, Y4)) + ψ
(1)
2 (Y4, ψ
(1)
3 (Y1, Y2, Y3)) = 0,
which writes
ψ(1) ◦i ψ(1) = 0, with i = 1, . . . , 4. (6.13)
Definition 6.4 Denote by
Z(A) = {(ψ1, ψ2, ψ3) : A→ g},
where ψi (i = 1, 2, 3) satisfy (6.10) and (6.12). The vector space Z(A) is called the infinitesimal deformation
space of A.
6.4 Isomorphic deformations
Proposition 6.5 Let (g = g0⊕g1, ϕ) ∈ Fm,n be an elementary Lie algebra of order 3. We consider a formal
change of basis given by Id+ tf0 ∈ GL(g0⊗C[[t]]), Id+ tf1 ∈ GL(g1⊗C[[t]]). The isomorphic multiplication
ϕt writes as the deformation
ϕt = ϕ+ tψ +O(t2),
where ψ = (ψ1, ψ2, ψ3) is given by
ψ1(X1, X2) = ϕ1(f0(X1), X2) + ϕ1(X1, f0(X2))− f0(ϕ1(X1, X2)),
ψ2(X,Y ) = ϕ2(f0(X), Y ) + ϕ2(X, f1(Y )) − f1(ϕ2(X,Y )),
ψ3(Y1, Y2, Y3) = ϕ3(f1(Y1), Y2, Y3) + ϕ3(Y1, f1(Y2), Y3) + ϕ3(Y1, Y2, f0(Y3))− f0(ϕ3(Y1, Y2, Y3)).
(6.14)
Proof. We put
X˜i = (Id + tf0)(Xi) = Xi + tf0(Xi),
Y˜j = (Id + tf1)(Yj) = Yj + tf1(Yj), (6.15)
and we have
ϕ1(X˜1, X˜2) = h
−1
0 ϕ1(h0(X1), h0(X2)),
ϕ2(X˜1, Y˜2) = h
−1
1 ϕ2(h0(X1), h1(Y2)),
ϕ3(Y˜1, Y˜2, Y˜3) = h
−1
0 ϕ3(g1(Y1), g1(Y2), g1(Y3)). (6.16)
This can be written as
ϕ1(X˜1, X˜2) = ϕ1(X1, X2) + tψ1(X1, X2) +O(t2),
ϕ2(X˜, Y˜ ) = ϕ2(X,Y ) + tψ2(X,Y ) +O(t2),
ϕ3(Y˜1, Y˜2, Y˜3) = ϕ3(Y1, Y2, Y3) + tψ3(Y1, Y2, Y3) +O(t2), (6.17)
where, by a tedious but straightforward calculation, one has (6.14). QED
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Definition 6.6 An elementary Lie algebra of order 3 g = g0 ⊕ g1 is called rigid if all deformations of g are
isomorphic to g.
If g is rigid then g0 is a rigid Lie algebra and the representation g1 of g0 is also rigid.
As an example of rigid Lie algebra of order 3 one has sl(2) ⊕ ad sl(2) with α = 1 (see Theorem 3.1 for
notations). Other examples are given in subsections 5.1 and 5.2. An example of non-rigid Lie algebra of
order 3 is also exhibited in subsection 5.2. Finally, note that some rigidity properties of representations of
sl(2) can be found in [7].
Remark. Usually, rigidy is computed using cohomological methods with the Nijenhuis-Richardson theorem.
This implies that we are able to define cohomology of algebra of order 3 with values in a g-module. For
instance, it is easy to define 1 and 2 cochains and the corresponding cocycles and coboundaries space. For
degree greater than 2, this is an open problem. For degree 2, we can quickly summarize the construction.
One denotes ψ (see Proposition 6.5) by δϕf :
ψ1(X1, X2) = (δϕ1f)(X1, X2),
ψ2(X1, Y2) = (δϕ2f)(X1, Y2),
ψ3(Y1, Y2, Y3) = (δϕ3f)(Y1, Y2, Y3) (6.18)
for any Xi ∈ g0 and Yj ∈ g1. Let Z(A) = Z2(A) be the space of infinitesimal deformations (see Definition
6.3). Let B2(A) be the subspace of Z2(A) defined by
B2(A) = {ψ ∈ Z2(A) : ψ = δϕf},
we obviously have B2(A) ⊂ Z2(A). The theorem of Nijenhuis Richardson is written in this frame :
If H2 = Z2/B2 = {0}, then elementary Lie algebra of order 3 g is rigid.
6.5 Some deformations on the Poincare´ algebra of order 3
Let us consider the algebra (5.6). It leads to an explicit example of deformation. Let ϕ = (ϕ1, ϕ2, ϕ3) be the
law defined by (5.6). The deformation ϕt = (ϕt1, ϕt 2, ϕt 3) is given by
ϕt 1(Lmn, Lpq) = ϕ1(Lmn, Lpq),
ϕt 1(Lmn, Pp) = ϕ1(Lmn, Pp),
ϕt 1(Pm, Pp) = −t2Lmp,
ϕt 2(Lmn, Vpq) = ϕ2(Lmn, Vpq),
ϕt 2(Lmn, Vp) = ϕ2(Lmn, Vp),
ϕt 2(Pm, Vpq) = t(ηmpVq − ηmqVp),
ϕt 2(Pm, Vp) = tVmp,
ϕt 3(Vmn, Vpq, Vrs) = t((ηmpηnq − ηmqηnp)Lrs + (ηmrηns − ηms)Lpq + (ηprηqs − ηpsηqr)Lmn),
ϕt 3(Vmn, Vpq, Vr) = ϕ3(Vmn, Vpq , Vr),
ϕt 3(Jmn, Pp, Pr) = t ηprLmn,
ϕt 3(Vm, Pp, Pr) = ϕ3(Vm, Vp, Vr).
and we obtain (5.4).
Acknowledgment: We would like to thank M. J. Slupinski for help in proving Lemma 4.1.
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