Compound Sequential Change Point Detection in Multiple Data Streams by Chen, Yunxiao & Li, Xiaoou
Compound Sequential Change Point Detection in
Multiple Data Streams
Yunxiao Chen
London School of Economics and Political Science
Xiaoou Li
University of Minnesota
Abstract
We consider sequential change point detection in multiple data streams, where each
stream has its own change point. Once a change point is detected for a data stream, this
stream is deactivated permanently. The goal is to maximize the normal operation of
the pre-change streams, while controlling the proportion of post-change streams among
the active streams at all time points. This problem has wide applications in science,
social science, and engineering. Taking a Bayesian formulation, we develop a compound
sequential decision theory framework for this problem. Under this framework, an oracle
procedure is proposed that is optimal among all sequential procedures which control the
expected proportion of post-change streams at each time point. We also investigate
the asymptotic behavior of the proposed method when the number of data streams
grows large. Several non-standard technical tools involving partially ordered spaces
and monotone coupling of stochastic processes are developed for proving the optimality
result. Numerical examples are provided to illustrate the use and performance of the
proposed method.
Keywords: sequential analysis, change point detection, compound sequential deci-
sion
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1 Introduction
Sequential change detection studies the detection of time point after which there is
a distributional change in sequentially observed data. Methods for sequential change
detection have many applications in various fields, including engineering, education,
medical diagnostics, finance, among others, where a change point typically corresponds
to a deviation of a data stream from its ‘normal’ state. While early works on this topic
(Page, 1954; Roberts, 1966; Shewhart, 1931; Shiryaev, 1963) study the change in a
single data stream, many recent developments focus on change detection in multiple
data streams (Chan, 2017; Chen, 2019; Chen and Zhang, 2015; Mei, 2010; Tartakovsky
and Veeravalli, 2008; Xie and Siegmund, 2013).
In this paper, we consider a multi-stream sequential change detection problem,
where each stream has its own change point. Once a change point is detected for a
data stream, this stream is deactivated permanently and thus its data are no longer
collected. The goal is to maximize the normal operation of the pre-change streams,
while controlling the proportion of post-change streams among the active ones at all
time points.
This multi-stream sequential change detection problem is commonly encountered in
the real world. One such example is monitoring the item pool for a standardized high-
stake educational test (e.g., admission, licensing, and certification tests), which is one
of the most important problems in educational testing that has received much attention
in recent years (Choe et al., 2018; Cizek and Wollack, 2016; van der Linden and Lewis,
2015; Veerkamp and Glas, 2000). Almost every standardized test has an item pool,
where items in the pool are administrated repeatedly. As a consequence, an item faces
the risk of being leaked once exposed to the test takers in one administration. In this
application, each data stream corresponds to an item, and a change point corresponds
to the time point after which the item is leaked to a large number of future test takers.
Once a change point is detected for an item, the test administrator would like to remove
it from the item pool to ensure test fairness. On the other hand, due to the high cost of
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developing a new item, the test administrator has the incentive to maximize the usage
of an item before it is leaked. Besides educational testing, similar problems are also
widely seen in many other fields, including engineering (e.g., Basseville and Nikiforov,
1993; Li et al., 2014) and public health (e.g., Farrington et al., 1996).
We provide a compound sequential decision framework for this multi-stream change
point detection problem. First, a Bayesian formulation is provided for this problem
that imposes a distributional assumption on the stream-specific change points. This
formulation is an extension of the classical Bayesian setting for change point in a single
data stream; see e.g., Polunchenko and Tartakovsky (2012) and references therein.
Second, we propose performance metrics and optimality criteria under this formu-
lation. Specifically, we propose a compound decision risk measure, named the Local
Post-change Non-detection Rate (LPNR) which is defined as the conditional expecta-
tion of the Post-change Non-detection Proportion (PNP) given the up-to-date informa-
tion, where PNP is the proportion of post-change streams among the active streams at
a time point. Note that once a stream has been detected and deactivated, its data are
no longer collected and thus the stream is excluded from the evaluation of LPNR. As
a trade-off of the LPNR, we also define a stream utilization measure as the total num-
ber of data points collected from the beginning to each time point. By making more
detections, we tend to reduce the LPNR, but, in the meantime, the expected stream
utilization measure is reduced as well. Our compound sequential decision objective is
to maximize the expected stream utilization, while controlling the LPNR to be below
a pre-specified threshold at any time point.
Third, we propose a sequential decision procedure which controls LPNR under any
pre-specified threshold. Theoretical properties are established for the proposed proce-
dure. In particular, we show that the proposed procedure is optimal under suitable
conditions. That is, among all sequential procedures which control the same level
of LPNR, the proposed procedure leads to the highest stream utilization at each time
point. Furthermore, asymptotic theory is developed for characterizing the performance
of the proposed method as the number of data streams grows large, which supports its
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use in large-scale applications.
Our theoretical developments for the proposed procedure, especially its uniform
optimality, are non-trivial. Part of the challenge lies in the complexity of both the
information filtration and the decision space. That is, to make an appropriate sequen-
tial decision, one has to take into account all the historical information from all the
data streams. In addition, a compound sequential decision at one time point is a map-
ping from all historical information to the decision space, where the complexity of the
decision space is exponential in the number of active data streams at time t. More-
over, the uniform optimality result cannot be derived directly from standard stochastic
control theory such as backward induction for solving Bellman optimality equations
(Bellman, 1966). This is because a uniformly optimal sequential procedure simulta-
neously maximizes infinitely many stochastic optimization problems, while standard
methods, such as backward induction, focus on one stochastic optimization problem.
Our theoretical results provide mathematical characterizations for this highly complex
optimization problem and show that the proposed procedure gives the global optimal
solution under suitable conditions. To characterize this optimization problem, we de-
velop new mathematical tools, including a special partial order relationship defined
over unions of finite-dimensional cubes and a construction of monotone coupling for
several stochastic processes. These tools are of independent value for solving stochastic
control problems.
It is worth noting that our setting is different from most of the existing works
on multi-stream change point detection, including Tartakovsky and Veeravalli (2008),
Mei (2010), Xie and Siegmund (2013), Chen and Zhang (2015), Chan (2017), and
Chen (2019). Specifically, these works consider the detection of a single change point,
after which all (or part) of the data streams deviate from their initial states. They
develop sequential procedures for detecting this single change point by aggregating
information from multiple streams, and establish optimal properties for the proposed
procedures. In contrast, under the current setting, each stream has its own change
point and a compound decision is needed at each time point that consists of detection
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decisions for all active streams. Our theoretical developments share a similar flavor
as those in the sequential change detection literature on the optimality of sequential
procedures (e.g., Lorden, 1971; Moustakides, 1986; Pollak, 1985, 1987; Shiryaev, 1963),
though the classical optimality results are based on non-compound measures such as
false alarm rate and detection delay. In addition, the current one is essentially a multi-
stream stochastic control problem, due to the deactivation interventions on individual
streams, while the existing methods essentially solve a sequential estimation problem
without a control step. The stochastic control step leads to a much more complicated
information filtration compared with the existing works, bringing further challenge to
our theoretical development.
Finally, we provide a connection between the current work and compound decision
theory (see e.g., Zhang, 2003) which dates back to the seminal works of Robbins (1951,
1956). In particular, the LPNR metric in our framework is closely related to the local
false discovery and non-discovery rates developed in Efron et al. (2001) and Efron
(2004, 2008, 2012) for the compound decision of multiple testing. Similar to the local
false discovery and non-discovery rates for multiple testing, the proposed LPNR metric
is also scalable in that the same level of LPNR remains sensible, even when having a
very large number of data streams. In the sequential analysis literature, the idea of
compound decision is rarely explored, except in Song and Fellouris (2019) and Bartroff
(2018) who develop compound decision theory for sequential multiple testing. In terms
of multi-stream sequential change point detection, to our best knowledge, the proposed
one is the first compound decision theory framework.
The rest of the paper is organized as follows. In Section 2, we provide a Bayesian
setting for multi-stream change detection and propose a compound sequential decision
theory framework which includes the definition of the local post-change non-detection
rate and the stream utilization measure, and optimality criteria based on these two
metrics. In Section 3, a sequential procedure is proposed for solving the problem.
Its theoretical properties, including optimality and asymptotic results, are provided
in Section 4, followed by a proof sketch and several new mathematical tools. Fi-
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nally, numerical experiments are presented in Section 5 and discussions are provided
in Section 6. The proofs of all the technical results are provided in the supplementary
material.
2 Compound Sequential Change Detection
2.1 Change Point Models
Consider in total K data streams. For each k “ 1, ...,K, the observations from the kth
stream are Xk,t, t “ 1, 2, .... Each stream k is associated with a change point, denoted
by τk, which takes value in t0u Y Z`. The random vector pτ1, ¨ ¨ ¨ , τKq is assumed to
follow a known prior distribution. Given the change points, the data points Xk,t from
the kth stream at time t are independent for different t and k. It is further assumed that
the pre-change and post-change distributions of Xk,t have the density functions pk,tp¨q
and qk,tp¨q with respect to some baseline measure µ. That is, Xk,t has the following
conditional density functions
Xk,t
ˇˇˇ
τ1, ¨ ¨ ¨ , τK , tXl,s; 1 ď l ď K, 1 ď s ď t´ 1u „
$’’&’’%
pk,t if t ď τk,
qk,t if t ą τk.
(1)
Throughout the paper, we assume that pk,t and qk,t have the same support.
Equation (2.1) provides a general model for change points in multiple data streams.
It contains some commonly used models as special cases. We provide two examples
below.
Example 1 (A partially dependent model). Let τ0 be a non-negative random variable
and τ1, ¨ ¨ ¨ , τK are independent and identically distributed (i.i.d.) conditional on τ0,
with conditional distribution
P pτk “ m|τ0 “ mq “ η and P pτk “ 8|τ0 “ mq “ 1´ η
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for m “ 0, 1, ¨ ¨ ¨ and some parameter η P r0, 1s.
The above model describes the situation where there is a single change point for all
of the data streams. After the change point, all or part the the data streams have a
distributional change. If we further let pk,t be the density function of standard normal
distribution Np0, 1q, and qk,t be the density function of Npµ, 1q for some µ ą 0. Then
this model becomes a Bayesian formulation of the change point models studied in Chan
(2017); Mei (2010); Xie and Siegmund (2013). An interesting boundary case is η “ 1,
where all the change points τ1 “ ¨ ¨ ¨ “ τK are the same. This case can be viewed as a
single change point affecting all the data streams.
Example 2 (An i.i.d. change point model). Assume that τ1, ¨ ¨ ¨ , τK are i.i.d. geomet-
rically distributed random variables with Ppτk “ mq “ θp1´ θqm for m “ 0, 1, ¨ ¨ ¨ and
θ P p0, 1q. In addition, assume that all the pk,t’s are the same and all the qk,t’s are the
same. That is, there are density functions p and q such that and pk,tpxq “ ppxq and
qk,tpxq “ qpxq for all k, t, x. This model is referred to as model Ms in the rest of the
paper.
The geometric distribution assumption in the above example is a standard assump-
tion in the literature of Bayesian sequential change detection; see Polunchenko and
Tartakovsky (2012) for a review. With the geometric distribution assumption, the
posterior distribution of each change point has a nice form that is convenient to ana-
lyze. More discussions on this model will be provided in the sequel.
2.2 Compound Sequential Change Detection
We now describe the setting for compound sequential change detection. A compound
sequential change detection procedure is defined through an index set process, St Ă
t1, ...,Ku, where St indicates the set of active streams at time t. Specifically, if k P St,
then stream k is active at time t; otherwise, it is deactivated. We require the process
to satisfy that St`1 Ă St for all t “ 1, 2, ¨ ¨ ¨ , meaning that a stream is not allowed to
be re-activated once turned off. At the beginning of data collection (i.e., t “ 1), all
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the data streams are active, and thus S1 “ t1, ...,Ku. A compound sequential change
detection procedure St is then defined together with an information filtration, where
the definition is inductive. We first let F1 “ σpXk,1, k “ 1, ...,Kq. Then for any t ą 1,
we let Ft “ σpFt´1, St, Xk,t, k P Stq, where St Ă t1, ...,Ku is Ft´1 measurable. We
say tFtut“1,2,... is the information filtration for compound sequential change detection,
and the index set process tStutě1 describes a compound sequential change detection
procedure. Note that it is equivalently to represent the compound sequential change
detection procedure by a random vector T “ pT1, ¨ ¨ ¨ , TKq, where Tk P Z` is defined
as
Tk “ suptt : k P Stu.
It is easy to check that tTk “ tu P Ft for all t, and thus Tk is a stopping time under
the filtration tFtut“1,2,¨¨¨.
An illustrative example is given in Figure 1 with three data streams (i.e., K “ 3).
A circle represents a data point following the pre-change distribution and a square
represents a data point from the post-change distribution. For example, a change
point occurs to the first data stream at time t “ 3 (i.e. τ1 “ 3). As a result, data
collected after this change point, X1,4 and X1,5 are from the post-change distribution
as indicated by the squares. This change point is detected at time t “ 5, denoted by
T1 “ 5. Once this change point is detected, stream 1 is deactivated permanently and
thus no data is collected at t ě 6.
We provide a few remarks. First, the stopping time Tk indicates the time up to
which we collect data from the kth stream. In other words, starting from time Tk ` 1,
the kth stream is deactivated and its data are no longer collected. The index set at time
t is given by St “ tk : Tk ě tu. Second, the sigma field σpXk,s^Tk , s ď t, k “ 1, ...,Kq
is in Ft, meaning that our information filtration at time t contains all the information
from the streams when they are active. Third, in addition to the information from
observable data Xk,t, the filtration Ft also contains information about the sequential
decision history, as Ss is measurable with respective to Ft, for all s ď t.
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X1,1 X1,2 X1,3 X1,4 X1,5
X2,1 X2,3X2,2
X3,6X3,4 X3,5X3,3X3,2X3,1
Stream 1
Stream 3
Stream 2
⋯
St
PNPt
{1,2,3} {1,2,3}{1,2,3} {1,3} {3}
t1 65432
{1,3}
0 1/20 000
Figure 1: An illustration of the process of multi-stream change detection with three
streams (i.e., K “ 3). The pre- and post-change distributions are represented by circles
and squares, respectively. The change time τ1 “ 3, τ2 “ 2, and τ3 ą 6, and the detection
time T1 “ 5, T2 “ 3, and T3 ą 6. The index set and the corresponding post-change
non-detection proportion at each time point are also given.
2.3 Post-change False Non-detection Rate
The primary goal of this paper is to make a compound decision at each time point to
control the proportion of post-change streams among the active ones. More precisely,
we define the post-change non-detection proportion,
PNPt`1pTq “
ř
kPSt`1 1 pτk ă tq
|St`1| _ 1 “
řK
k“1 1 pTk ą t, τk ă tq”řK
k“1 1 pTk ą tq
ı
_ 1
,
where t “ 1, 2, ... a _ b “ maxpa, bq and |S| indicates the size of a set S. In this
definition, |St`1| represents the total number of streams being used at time t` 1, andř
kPSt`1 1 pτk ă tq represents the total number of the post-change streams being used
at time t ` 1. By having the ‘_1’, the denominator is guaranteed to be non-zero
and thus PNPt`1pTq is always well-defined. Finally, we let PNP1 “ 0, as τk ě 0 for
k “ 1, 2, ...,K. In the example in Figure 1, S5 “ t1, 3u and thus
PNP5pTq “ 1 pτ1 ă 4q ` 1 pτ3 ă 4q|t1, 3u| “
1
2
.
9
Controlling the PNP is practically meaningful. For example, in detecting compro-
mised items in educational testing, PNP represents the proportion of leaked items in
the item pool. To ensure test fairness, ideally, we would like to control the PNP to be
below an acceptable level at each time point. However, PNPtpTq cannot be directly
controlled, as the change points τk are not directly observable. As an alternative, we
control the local post-change non-detection rate (LPNR) which serves as an estimate
of PNPtpTq. The LPNR is defined as
LPNRt`1pTq “ EpPNPt`1pTq|Ftq, t “ 1, 2, ...
Since PNP1 “ 0, LPNR1pTq is set to 0. In what follows, we will focus on sequential
change detection procedures which control the LPNR to be below a pre-specified level
α (e.g., α “ 1%) all the time. More precisely, for a given α P r0, 1s, we consider the
following class of compound sequential change detection procedures which controls the
LPNR to be below α level at each time point t,
Tα “ tT “ pT1, ¨ ¨ ¨ , TKq P T : LPNRtpTq ď α a.s., for all t “ 1, 2, ¨ ¨ ¨ u ,
where T denotes the entire set of compound sequential change detection procedures.
We make two remarks. First, LPNRt`1pTq is a random variable measurable with
respect to Ft. It depends on both the change point model and the change detection rule
T. The calculation of this conditional expectation under specific models is discussed
in the sequel. Second, it is easy to observe that EpPNPtpTqq ď α for every t, for any
T P Tα. That is, the unconditional expectation of PNP is also controlled at the same
α level.
2.4 Stream Utilization and Optimality Criteria
Given a level α, the class Tα has many elements. We compare them based on their
utilization of data streams. More precisely, we consider the following measure of stream
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utilization
UtpTq “
tÿ
s“1
|Ss| “
tÿ
s“1
Kÿ
k“1
1pTk ě sq,
where T “ pT1, ¨ ¨ ¨ , TKq is a compound sequential change detection procedure and
UtpTq is the total number of data points collected from the beginning to time t. For
two sequential procedures T and T1 in Tα, we say T is more efficient than T1 at time
t if EpUtpTqq ě EpUtpT1qq; that is, T utilizes the data streams more efficiently during
the period from time 1 to t. In addition, we say T is uniformly more efficient than T1
if EpUtpTqq ě EpUtpT1qq for all t “ 1, 2, ....
Following the previous discussion, our goal becomes to develop a sequential proce-
dure which is not only efficient in data utilization, but also controls the LPNR to be
below a pre-specified α level all the time. In particular, we consider the following two
optimality criteria. These criteria will guide our development of compound sequential
change detection procedures to be discussed in Section 3.
Definition 1 (Uniform optimality). We say a sequential procedure T˚ P Tα is uni-
formly optimal in Tα, if T˚ is uniformly more efficient than T, for any T P Tα. That
is,
EpUtpT˚qq “ max
TPTα
EpUtpTqq,
for all t “ 1, 2, ....
Ideally, we would like to find this uniformly optimal T˚. However, such a procedure
does not necessarily exist. Thus, we also consider a weaker version of optimality, which
is referred to as the local optimality at a given time point.
Definition 2 (Local optimality). Given Ft at time t, we say the choice of St`1 Ă St
is locally optimal at time t` 1, if St`1 is Ft measurable,
E
˜ř
kPSt`1 1 pτk ă tq
|St`1| _ 1
ˇˇFt¸ ď α,
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and |St`1| ě |S| for any other S Ă St that is also Ft measurable and satisfies
E
ˆř
kPS 1 pτk ă tq
|S| _ 1
ˇˇFt˙ ď α,
Note that the local optimality criterion only looks at one step forward. It maximizes
the stream utilization in the subsequent step. Achieving local optimality in each step
does not necessarily lead to uniform optimality.
2.5 Connection with Existing Works
We now provide the connection between the proposed compound sequential change
detection framework and existing works on single-data-stream change detection and
on compound decision for non-sequential multiple testing.
A single-stream change detection procedure (see, e.g., Poor and Hadjiliadis (2008)
for a review) typically keeps a balance between the expected detection delay and false
alarm, where a false alarm is an event for which the change is declared by the decision
maker before the change actually occurs. A commonly used metric for false alarm is
the average run length - the expected stopping time until the first false alarm. Based
on these two metrics, a commonly adopted Bayesian optimality criterion is to minimize
the expected detection delay, while in the meantime to control the average run length
to false alarm above a pre-specified threshold.
The LPNR and stream utilization metrics proposed above share similar flavors
of the expected detection delay and average run length metrics, respectively. More
precisely, the LPNR, which is defined through PNPtpTq, can be viewed as a detection
delay measure aggregated over multiple streams and adaptive to the filtration Ft. In
fact, taking a limit of t in the numerator of PNPtpTq, we obtain
8ÿ
t“0
Kÿ
k“1
1 pTk ą t, τk ă tq “
Kÿ
k“1
pTk ´ τk ´ 1q`,
which is an aggregated version of the detection delays of multiple streams. Our ex-
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pected stream utilization measure has a similar flavor as the average running length by
its definition. We choose to maximize the stream utilization measure while controlling
for the LPNR instead of the other way around, because controlling the LPNR is more
sensible in most multi-stream change detection applications and a threshold is easier
to specify for LPNR due to its definition as an expected proportion.
Our LPNR metric is also closely related to the local false non-discovery rate met-
ric (Efron, 2004, 2008, 2012; Efron et al., 2001) which is developed for non-sequential
multiple testing. The local false non-discovery rate can be viewed as the expected
proportion of non-null hypotheses (i.e., false non-discoveries) among the non-rejected
hypotheses (i.e., non-discoveries), where the expectation is with respect to the poste-
rior probability measure under a Bayesian formulation of multiple testing. Under the
current framework, at each time point, the remaining active streams play the same
role as the non-discoveries, the undetected post-change streams serve as the false non-
discoveries, and the conditional probability measure under the current information
filtration corresponds to the posterior probability measure. In this sense, our LPNR
can be viewed as an extension of the local non-discovery rate metric to the current
sequential multi-stream change detection problem.
3 Proposed Method
3.1 One-step Update Rule
We first propose a one-step update rule for controlling the LPNR to be below a pre-
specified level. Let a certain sequential procedure be implemented from time 1 to t,
and Ft be the current information filtration. A one-step update rule decides the index
set St`1 Ă St based on the up-to-date information Ft, so that the LPNR at time t` 1
E
˜ř
kPSt`1 1 pτk ă tq
|St`1| _ 1
ˇˇFt¸
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is controlled below the pre-specified level α. In the meantime, this update rule tries
to maximize the size of St`1 to optimize stream utilization. The proposed one-step
update rule is described in Algorithm 1 below.
Algorithm 1 One-step update rule.
Input: Threshold α, the current index set St, and posterior probabilities
pWk,tqkPSt , where
Wk,t “ Ppτk ă t|Ftq.
1: Arrange the posterior probabilities in an ascending order. That is,
Wk1,t ď Wk2,t ď ¨ ¨ ¨ ď Wk|St|,t,
where St “ tk1, ..., k|St|u. To avoid additional randomness, when there exists
a tie (Wki,t “ Wki`1,t), we require ki ă ki`1.
2: For n “ 1, ..., |St|, define
Rn “
řn
i“1Wki,t
n
.
and define R0 “ 0.
3: Find the largest n P t0, 1, ..., |St|u such that Rn ď α.
Output: St`1 “ tk1, ..., knu if n ě 1 and St`1 “ H if n “ 0.
The proposed one-step update rule strictly controls the LPNR, as formally described
in Proposition 1.
Proposition 1. Suppose that we obtain the index set St`1 using Algorithm 1, given
the index set St and information filtration Ft at time t. Then the LPNR at time t` 1
satisfies
E
˜ř
kPSt`1 1 pτk ă tq
|St`1| _ 1
ˇˇFt¸ ď α.
3.2 Proposed Algorithm
The proposed compound sequential change detection procedure adaptively applies the
above one-step update rule. This method is formally described in Algorithm 2 below.
We will later refer to this procedure as TP, where the superscript ‘P’ stands for the
‘proposed’ method.
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Algorithm 2 Proposed Procedure (TP).
Input: Threshold α.
1: Let S1 “ t1, ¨ ¨ ¨ , Ku and Wk,1 “ Ppτk ă 1|F1q for k P S1.
2: For t “ 1, 2, 3, ¨ ¨ ¨ , input α, St and pWk,tqkPSt to Algorithm 1, and ob-
tain St`1 and Wk,t`1 “ Ppτk ă t ` 1|Ft`1q for k P St`1, where Ft`1 “
σpFt, St`1, Xk,t`1, k P St`1q.
Output: tStut“1,2,¨¨¨, or equivalently, TP “ pT1, ¨ ¨ ¨ , TKq, where Tk “ suptt : k P
Stu.
Making use of Proposition 1, it is easy to show that the proposed procedure controls
the LPNR at each step. This result is summarized in Proposition 2.
Proposition 2. Let TP be defined in Algorithm 2. Then, TP P Tα.
3.3 Calculation of Posterior Probabilities
The proposed update rule relies heavily on the posterior probability
Wk,t “ P pτk ă t|Ftq ,
which is the conditional probability of the change point has occurred to stream k before
the current time point t. In general, this posterior probability depends on data from
all the streams and thus its evaluation may be computationally intensive when K is
large and pτ1, ¨ ¨ ¨ , τKq has a complex dependence structure. In that case, a Markov
chain Monte Carlo method may be needed for evaluating this posterior probability.
However, under the special case of model Ms, this posterior probability is easy to
evaluate using an iterative update rule. This result is given in Lemma 1 below.
Lemma 1. Under model Ms, Wk,0 “ 0 for 1 ď k ď K and Wk,t can be computed
using the following update rule for 1 ď k ď K,
Wk,t`1 “
$’’&’’%
qpXk,t`1q{ppXk,t`1q
p1´θqp1´Wk,tq{pθ`p1´θqWk,tq`qpXk,t`1q{ppXk,t`1q for 1 ď t ď Tk ´ 1,
Wk,Tk for t ě Tk.
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We point out that the iteration in the above lemma is a slight modification of a
classical result for Bayesian sequential change detection (Shiryaev, 1963). Indeed, with
a single data stream, the statistic Wk,t is known to be the test statistic for the Shiryaev
procedure, a sequential change point detection procedure that has been proved the
Bayes rule for minimizing the average detection delay while controlling the probability
of false alarm. A slight difference here is that Wk,t stays the same after Tk due to the
control process.
4 Theoretical Results
In this section, we first show optimality results for the proposed one-step update rule
and the proposed procedure TP, under the optimality criteria given in Section 2.4.
Then, we present theoretical results regarding properties of the proposed method, when
the number of streams K grows large. Finally, we compare it with other sequential
procedures and provide a proof sketch.
4.1 Optimality Results
We first point out that the proposed update rule is locally optimal, following the notion
of local optimality given in Definition 2. We summarize this result in Proposition 3
below.
Proposition 3. Given LPNR level α and information filtration Ft, the index set St`1
given by Algorithm 1 is locally optimal at time t` 1.
In general, having local optimality in each step does not necessarily lead to uniform
optimality and a uniformly optimal procedure may not even exist. However, Theorem 1
below shows that a uniformly optimal procedure exists under change point model Ms
and in particular, the proposed procedure is uniformly optimal. In other words, the
uniformly optimal procedure is obtained by achieving local optimality in each step.
Theorem 1. Under model Ms, the proposed method TP is uniformly optimal in Tα.
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The proof of Theorem 1 is involved. Heuristically, for a given t, a larger value of
Wk,t “ Ppτk ď t ´ 1|Ftq suggests a higher chance that a change point has already
taken place for the kth data stream. This is why the proposed procedure chooses
to detect streams with the largest posterior probabilities Wk,t. Indeed, according to
Proposition 3, this update rule is locally optimal. However, the local optimality does
not necessarily imply uniform optimality. To show uniform optimality, one needs to
look into the future. More specifically, we need to deal with the situation where a large
value of Wk,t is due to random noise and the posterior probability of the stream may
become small at a future time point. In other words, supposing that Wk1,t ąWk2,t, we
need to show that it is more optimal to detect k1 than k2 at time t under our optimality
criteria, even though Wk1,t`s ă Wk2,t`s can happen with high probability for some
s ą 0. To establish the uniform optimality, we need the Wk,t process generated by the
proposed procedure to have some stochastically monotone property to be discussed in
the sequel. This property relies on the model Ms and may not hold under a more
general model. A proof sketch for Theorem 1 is provided in Section 4.3 and a detailed
proof is given in the supplementary material.
For models not inMs, there may not be a uniformly optimal sequential procedure.
One such example is given below.
Example 3 (Non-existence of uniformly optimal procedure). Let K “ 4 and τks be
independent, for k “ 1, ..., 4. The change point distributions satisfy Ppτk ě 4q “ 0 for
k “ 1, ¨ ¨ ¨ , 4. For m “ 0, 1, 2, 3 and k “ 1, 2, 3, 4, the probabilities Ppτk “ mq are given
below.
Ppτk “ mq m “ 0 m “ 1 m “ 2 m “ 3
k “ 1 0.1 0 0 0.9
k “ 2 0.4 0.6 0 0
k “ 3 0.43 0.57 0 0
k “ 4 0.55 0 0 0.45
In addition, let Xk,t|t ď τk „ Bernoullip0.5q and Xk,t|t ą τk „ Bernoullip0.51q for
17
k “ 1, ¨ ¨ ¨ , 4. Finally, we set α “ 0.34. This model is not in Ms, as the change points
are not identically distributed.
Enumerating all elements in Tα, we have
sup
TPTα
E pU2pTqq “ 7 and sup
TPTα
E pU4pTqq “ 10.
However, there is no such a sequential procedure maximizing stream utilization at both
t “ 2 and t “ 4. Consequently, there does not exist a uniformly optimal procedure
in this example. The calculation for this example is provided in the supplementary
material.
4.2 Asymptotic Theory
In modern multi-stream change detection problems, the number of data streams is
typically large. To improve our understanding of the proposed method in large-scale
applications, we study the asymptotic properties of the proposed method when the
number of streams K goes to infinity.
i.i.d. data streams We first study the structure of TP under model Ms. We
define the following process
V0 “ 0 and Vt`1 “ qpX1,t`1q{ppX1,t`1qp1´ θqp1´ Vtq{pθ ` p1´ θqVtq ` qpX1,t`1q{ppX1,t`1q ,
where parameter θ and densities pp¨q and qp¨q are given by the model Ms. We further
define λ0 “ 1 and
λt “ sup
!
λ : λ P r0, 1s and E
´
Vt
ˇˇˇ
Vt ď λ, Vs ď λs, 0 ď s ď t´ 1
¯
ď α
)
for t “ 1, 2, ¨ ¨ ¨ . Theorem 2 below shows that when K grows to infinity, the proposed
sequential procedure TP converges to a limiting procedure T:, for which the choice of
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index set S:t`1 is given by
S:t`1 “
!
k P S:t : Wk,t ď λt
)
.
It suggests that when K is large, we can replace the proposed procedure TP by the
limiting procedure T:. The latter is computationally faster, as the thresholds λt can
be computed offline and the updates for streams can be computed in parallel.
We make the following technical assumption.
A1. For Z1 following density function pp¨q and Z2 following density function qp¨q, the
likelihood ratios qpZ1qppZ1q and
qpZ2q
ppZ2q have continuous and strictly positive density
functions over R` (with respect to the Lebesgue measure).
The above assumption is easily satisfied by continuous random variables. For example,
it is satisfied when pp¨q and qp¨q are the density functions of two normal distributions
with different means and/or variances.
Theorem 2. Assume that modelMs holds and Assumption A1 is satisfied. To empha-
size the dependence on K, we denote the proposed procedure by TPK , the corresponding
information filtration at time t by FPK,t, and the index set at time t by SPK,t. Then, the
following results hold for each t ě 1.
1. limKÑ8 pλK,t “ λt a.s., where pλK,t “ max!Wk,t : k P SPK,t`1) is the threshold
used by TPK .
2. limKÑ8 LPNRt`1pTPKq “ E
´
Vt
ˇˇˇ
Vs ď λs, 0 ď s ď t
¯
a.s. Moreover,
E
´
Vt
ˇˇˇ
Vs ď λs, 0 ď s ď t
¯
“
$’’&’’%
1´ p1´ θqt, t ă logp1´αqlogp1´θq ,
α, t ě logp1´αqlogp1´θq .
(2)
3. limKÑ8K´1|SPK,t`1| “ P pV1 ď λ1, ¨ ¨ ¨ , Vt ď λtq a.s.
We remark that according to the definition of λt and the second statement of
Theorem 2, when t ă logp1´ αq{logp1´ θq, lim
KÑ8LPNRt`1pT
P
Kq ă α a.s. and no
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Figure 2: Properties of the limiting procedure T˚. Panels (a)-(c): Values of λt,
E
´
Vt
ˇˇˇ
V1 ď λ1, ¨ ¨ ¨ , Vt ď λt
¯
, and P pV1 ď λ1, ¨ ¨ ¨ , Vt ď λtq, respectively, when α “ 0.1.
Panels (d)-(f): Values of λt, E
´
Vt
ˇˇˇ
V1 ď λ1, ¨ ¨ ¨ , Vt ď λt
¯
, and P pV1 ď λ1, ¨ ¨ ¨ , Vt ď λtq,
respectively, when α “ 0.05.
deactivation of streams is needed yet. Otherwise, lim
KÑ8LPNRt`1pT
P
Kq “ α a.s., which
is achieved by deactivating suspicious streams. In what follows, we provide a numerical
example to illustrate the properties of the limiting procedure.
Example 4. In this example, we let the pre-change distribution be Np0, 1q and the
post-change distribution be Np1, 1q, and θ “ 0.075 for the geometric distribution in the
change points model. Two thresholds α are considered, α “ 0.1 and 0.05. The values
of λt, E
`
Vt
ˇˇ
V1 ď λ1, ¨ ¨ ¨ , Vt ď λt
˘
, and P pV1 ď λ1, ¨ ¨ ¨ , Vt ď λtq are shown in Figure 2.
Completely dependent change points Theorem 3 below provides theoretical
results for the case when all the change points are completely dependent, i.e., τ1 “
¨ ¨ ¨ “ τK “ τ0. We make the following assumption.
A2. For Z1 following density pp¨q and Z2 following density qp¨q, the density functions
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satisfy
E
ˆ
log
ppZ1q
qpZ1q
˙
ą 0,E
ˆ
log
qpZ2q
ppZ2q
˙
ą 0,
E
ˆ
log
ppZ1q
qpZ1q
˙2
ă 8, and E
ˆ
log
qpZ2q
ppZ2q
˙2
ă 8.
Note that E plogpppZ1q{qpZ1qqq and E plogpqpZ2q{ppZ2qqq are the Kullback-Leibler di-
vergence between pp¨q and qp¨q. Requiring them to be positive is the same as requiring
pp¨q and qp¨q to be densities of two different distributions.
Theorem 3. Suppose that data follow a special case of the model given in Example 1
when η “ 1 and τ0 „ Geompθq, and Assumption A2 holds. Let
Wt “ P
´
τ0 ă t
ˇˇˇ
Xk,s, 1 ď k ď K, 1 ď s ď t
¯
,
and
T “ mintt : Wt ą αu.
Then, TPK “ pT, ¨ ¨ ¨ , T q. Moreover, the following asymptotic results hold.
1. limKÑ8pT ´ τ0q “ 1 a.s.,
2. limKÑ8 LPNRt`1pTPKq “ 0 a.s.,
3. limKÑ8K´1|SPK,t`1| “ 1pτ0 ě tq a.s.
According to the above theorem, the detection time in the proposed procedure is the
same for all the data streams. This detection rule is the same as the classical Shiryaev
procedure (Shiryaev, 1963) for a single data stream. It thus has all the optimality
properties of the Shiryaev procedure. We further remark that the last limit in the
above theorem is non-degenerate in the sense that it is a Bernoulli random variable,
rather than a constant as in Theorem 2.
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4.3 More Theoretical Properties and a Proof Sketch
We first extend Theorem 1 by investigating a comparison between an arbitrary se-
quential procedure in Tα and a procedure which switches from this procedure to the
proposed procedure after a certain time point. This result provides further insights into
the proposed procedure. Specifically, we use TA P Tα to denote an arbitrary sequen-
tial procedure which controls the LPNR. We further consider a sequential procedure
TAPt0 , which takes the same procedure as TA for t “ 1, ..., t0. After time t0`1 and on-
wards, each step of TAPt0 follows the proposed update rule in Algorithm 1. Theorem 4
compares four sequential procedures, including TA, TAPt0 , TAPt0`1 , and TP.
Theorem 4. Let TA P Tα be an arbitrary sequential procedure. Further let TAPt0 and
TAPt0`1 be the switching procedures described above, with switching time t0 and t0` 1,
respectively, for some t0 ě 0. Then, TAPt0 ,TAPt0`1 P Tα and under model Ms
E
`
UtpTAq
˘ ď E `UtpTAPt0`1q˘ ď E `UtpTAPt0 q˘ ď E `UtpTPq˘ ,
for all t “ 1, 2, ¨ ¨ ¨
The above theorem implies that, under model Ms, TAPt0 is uniformly better than
TA. It also suggests to switch to the proposed procedure as soon as possible, if one
cannot use the proposed procedure at the beginning due to practical constraints. The-
orems 1 and 4 are implied by the following theorem.
Theorem 5. Suppose that model Ms holds. For any t0, s ě 0 and any sequential
detection procedure TA P Tα, let FAt be the information filtration and SAt be the set of
active streams at time t given by TA. Then,
E
“|SAt0`s|ˇˇFAt0 ‰ ď E ”|SAPt0t0`s |ˇˇˇFAt0 ı a.s. (3)
Theorem 5 is proved through an induction argument. Its proof is involved, relying
on some monotone coupling results on stochastic processes living in a special partially
ordered space. In what follows, we give a sketch of the proof to provide more insights
22
into the proposed procedure. When s “ 0, it is trivial that (7) holds. The induction
is to show that for any TA P Tα and any t0, (7) holds for s “ s0 ` 1, assuming that it
holds for s ď s0. The induction step is proved by the following three steps.
1. Show that TAPt0`1 is ‘better’ than TA conditional on FAt0 .
2. Show that TAPt0 is ‘better’ than TAPt0`1 conditional on FAt0 .
3. Show that TAPt0 is ‘better’ than TA conditional on FAt0 by combining the first
two steps.
Here, we say a procedure is ‘better than’ the other, if its conditional expectation
of the size of index set at time t0 ` s ` 1 is no less than that of the other, given the
information filtration FAt0 . Roughly, we prove the first step by replacing t0 with t0 ` 1
in the induction assumption and taking conditional expectation given FAt0 , and prove
the third step by combining the first and second steps. The main technical challenge
lies in the second step, for which we develop several technical tools. Among these tools,
an important one is the following monotone coupling result regarding a special partial
order relationship.
We define a partially ordered space pSo,ďq as follows. Let
So “
Kď
k“1
!
v “ pv1, ¨ ¨ ¨ , vkq P r0, 1sk : 0 ď v1 ď ¨ ¨ ¨ vk ď 1
)
Y t∅u,
where ∅ represents a vector with zero length. For u P So, let dimpuq be the length of
the vector u.
Definition 3. For u,v P So, we say u ď v if dimpuq ě dimpvq and ui ď vi for
i “ 1, ...,dimpvq. In addition, we say u ď ∅ for any u P So.
For any vector v “ pv1, ¨ ¨ ¨ , vmq, we use the notation rvs “ pvp1q, ¨ ¨ ¨ , vpmqq for its
order statistic. In addition, let r∅s “ ∅.
To emphasize the dependence on the sequential procedure, we use SAt and FAt to
denote the index set and the information filtration at time t given by the sequential
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procedure TA. We further define
WAk,t “ P
´
τk ă t
ˇˇˇ
FAt
¯
.
Similarly, we can define the index set S
APt0
t , information filtration FAPt0t , and posterior
probability W
APt0
k,t given by the sequential procedure T
APt0 .
Proposition 4. Let txt, st, 1 ď t ď t0u be any sequence in the support of the stochastic
process
 pXk,tqkPSAt , SAt , 1 ď t ď t0( following a sequential procedure TA P Tα. Then,
there exists a coupling of So-valued random variables pxW,xW 1q such that
xW d“ «´WAPt0k,t0`1¯kPSAPt0t0`1
ffˇˇˇˇ
ˇ!pXk,tqkPSAt “ xt, SAt “ st, 1 ď t ď t0) ,
xW 1 d“ «´WAPt0`1k,t0`1 ¯kPSAPt0`1t0`1
ffˇˇˇˇ
ˇ!pXk,tqkPSAt “ xt, SAt “ st, 1 ď t ď t0) ,
and xW ď xW 1 a.s., where d“ denotes that random variables on both sides are identically
distributed.
Remark 1. The support of the process
 pXk,tqkPSAt , SAt , 1 ď t ď t0( depends on the
sequential procedure TA. Moreover, the coupling pxW,xW 1q in the above proposition
depends on the sequential procedure TA and the sequence txt, st, 1 ď t ď t0u.
Let
Ys “
«´
W
APt0
k,t0`s
¯
kPSAPt0t0`s
ff
P So.
Under model Ms, the stochastic process Ys is stochastically monotone in that the
following monotone coupling result holds.
Proposition 5. Suppose that model Ms holds. Then for any y,y1 P So such that
y ď y1, there exists a coupling ppYs, pY 1s q, s “ 0, 1, ..., satisfying
1. tpYs : s ě 0u has the same distribution as the conditional process tYs : s ě 0u
given Y0 “ y, and tpY 1s : s ě 0u has the same distribution as the conditional
process tY 1s : s ě 0u given Y0 “ y1.
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2. pYs ď pY 1s , a.s. for all s ě 0.
Moreover, the process ppYs, pY 1s q does not depend on TA, t0, or the information filtration
FAt0 .
Roughly, Proposition 4 shows that the sequential procedure TAPt0 tends to have
a stochastically smaller detection statistic, in terms of the partial order ď, than that
of TAPt0`1 at time t0 ` 1, and thus tends to keep more active streams. Proposition 5
further shows that this trend will be carried over to any future time, including time
t0 ` s` 1. The second step of induction is proved by formalizing this heuristic.
5 Numerical Examples
5.1 Comparison with a Non-compound Decision Rule
We first compare the proposed method with a non-compound decision method. The
latter classifies the streams at each time point by comparing their current posterior
probabilities to a pre-specified threshold which is set to be a fixed constant across
different time points.
We simulate data from model Ms. Three values of stream size K are considered,
including K “ 10, 50, and 100. For all the data streams, we let the pre- and post-
change distributions be Np0, 1q and Np1, 1q, respectively. We set θ “ 0.1, under which
the mean change time is p1´ θq{θ “ 9.
We first compare the two approaches under the constraint of controlling LPNR
to be below α at each time point, where α is set to be 0.05. For the non-compound
decision method, to control LPNR, a conservative decision rule is taken that sets the
threshold to be α. For each value of K, we replicate the simulation 5,000 times and
present the resulting mean stream utilization and mean PNP at each time point. The
results are given in Figures 3. As we can see, both methods control the mean PNP
level to be below α, but the non-compound decision rule is more conservative. In
addition, the proposed approach achieves a higher level of mean stream utilization in
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Figure 3: Comparison of the proposed method and a non-compound decision method,
both of which control LPNR under level α “ 0.05. Panels (a)-(c) show the mean stream
utilization for K “ 10, 50, and 100, respectively, and Panels (d)-(f) show the mean
PNP for K “ 10, 50, and 100, respectively. The results are based on 5,000 independent
simulations.
any situation.
We then compare the two approaches across a wider range of α values. For each
time point t “ 3, 4, we draw a curve for each of these two approaches. A point on the
curve indicates the mean PNP level (x-axis) and the mean stream utilization (y-axis)
given by running the corresponding procedure at a certain level of α. Each point is
obtained by averaging over 5,000 independent simulations. Results are presented in
Figure 4. As we can see, the curve produced by the proposed method is always above
the one given by the non-compound decision method, suggesting the outperformance of
the proposed one. Although not presented in this figure, similar patterns are observed
for other time points.
5.2 A Simulated Example of Detecting Compromised Test
Items
We now provide a simulated example mimicing a more realistic setting for the sequential
detection of compromised items in educational testing. This setting is similar to that
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Figure 4: Comparison of the proposed method and a non-compound decision method,
under a wide range of α levels. Panels (a)-(c) show the results when t “ 3 for K “ 10, 50,
and 100, respectively, and Panels (d)-(f) show the results when t “ 4 for K “ 10, 50,
and 100, respectively. Each panel has two curves, where the solid curve is produced by
the proposed method and the dashed curve is produced by the non-compound decision
method. Each point on a curve indicates the corresponding mean PNP level (x-axis)
and mean stream utilization (y-axis) at a level of α. The results are based on 5,000
independent simulations.
of Veerkamp and Glas (2000).
Consider a standardized test with an initial item pool consisting of 500 items. Each
item constitutes a data steam and each time point corresponds to one period of test
administration (e.g., one day/one week). We assume that all the active items are used
in each test period. The test is assumed to follow a Rasch model (Rasch, 1960), one of
the most commonly used IRT models. Under the Rasch model, each item k is assumed
to have a parameter, known as the difficulty parameter, denoted by βk. A larger value
of βk indicates that the item is more difficult. Once an item is compromised, the
estimate of βk tends to be lower, as it becomes ‘easier’ to the student population due
to some students having preknowledge about the item. The value of βk is estimated
after each period of test administration for the monitoring of item leakage.
Similar to the setting of Veerkamp and Glas (2000), we let data Xk,t be the esti-
mate of βk after tth test administration period. We assume Xk,t to follow a normal
distribution Npβk˚ , 0.32q before the change point, and to follow a normal distribution
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Npβk˚ ´ 0.5, 0.22q after the change point, where βk˚ is the true difficulty parameter for
the item. In this example, βk˚ s are generated i.i.d., following a standard normal dis-
tribution. In practice, the variances of the pre-change and post-change distributions,
and the decrease in the difficulty parameter due to cheating, can be specified based
on historical data, and βk˚ can be set based on pre-test data. We further assume that
our data and change points follow the model Ms. We consider two possible values
for parameter θ in the geometric distribution, including θ “ 0.01 and 0.05. For these
values of θ, the corresponding expected time to leakage is 99 and 19, respectively. Two
values of α are considered, including α “ 0.01 and 0.05.
For each combination of α and θ, we replicate the simulation 1,000 times. Our
results are shown in Figures 5 and 6, where the two figures correspond to the three
change points models, θ “ 0.01 and 0.05, respectively. In each figure, Panels (a)-(c)
give the results when α “ 0.01 for the PNP, stream utilization, and active item size,
respectively, and Panels (d)-(f) give the results when α “ 0.05 for the same performance
metrics, respectively. Each panel shows the boxplots of the corresponding metric at
different time points. These results suggest that the proposed method sensibly controls
the quality of the remaining item pool and also makes good use of the items.
6 Discussions
Motivated by multi-stream change detection applications in the real world, specifically
the sequential detection of compromised items in educational testing, we provide a
compound decision framework for sequential change detection in multiple data streams
and propose a sequential procedure which is shown to be uniformly optimal under a
Bayesian change points model. We establish theoretical properties for the proposed
method and further show its superior performance through numerical examples.
The current work can be extended along several directions. First, different opti-
mality criteria may be considered and the proposed procedure can be extended accord-
ingly. For example, different streams may have different weights due to their diverse
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Figure 5: A simulated example of detecting compromised test items, for θ “ 0.01 in
the change points model. Panels (a)-(c) give the results when α “ 0.01 for the PNP,
stream utilization, and active item size, respectively, and Panels (d)-(f) give the results
when α “ 0.05 for the same performance metrics, respectively.
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Figure 6: A simulated example of detecting compromised test items, for θ “ 0.05 in
the change points model. Panels (a)-(c) give the results when α “ 0.01 for the PNP,
stream utilization, and active item size, respectively, and Panels (d)-(f) give the results
when α “ 0.05 for the same performance metrics, respectively.
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importance in practice. In that case, more general definitions of local post-change
non-detection rate and stream utilization measure can be given, for which a tailored
sequential procedure can be derived.
Second, in some real applications, the distribution for change points and the distri-
butions for pre- and post-change data may not be known in advance. Under suitable
models, these distributions can be consistently estimated when the number of streams
K goes to infinity. It is thus sensible to proposed an empirical Bayesian approach which
combines the proposed procedure together with sequential estimation of unknown dis-
tributions.
Third, optimal sequential procedures remain to be developed under reasonable mod-
els for dependent change points. In particular, in many multi-stream change detection
problems, the change points may be driven by a low-dimensional latent process, which
can be described by a factor-type model. Several questions remain to be answered
under a factor-type model for change points, including the existence of a uniformly
optimal procedure and the construction of the uniformly optimal procedure if it exists.
Finally, a more general setting is needed that allows new data streams to be added
dynamically. For example, in educational testing, once an item is removed from the
item pool, a new one needs to be developed to maintain the size of the pool. The
inclusion of new data streams changes the information filtration. Under the new infor-
mation filtration which contains information from both the original and new streams, a
locally optimal procedure can be developed under similar optimality criteria. However,
it is unclear whether this procedure is still uniformly optimal. This problem is worth
future investigation.
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Supplementary Material: Proof of Theoretical
Results
A Notations
For the readers’ convenience, we provide a list of notations below.
• XS,t for some set S Ă t1, ¨ ¨ ¨ ,Ku: XS,t “ pXk,tqkPS .
• Xk,s:t: Xk,s:t “ pXk,rqsďrďt.
• TA: an arbitrary sequential procedure.
• SAt : The set of active streams at time t given by procedure TA.
• FAt : σ-field of information obtained up to time t following TA.
• WAk,t: posterior probability Ppτk ă t|FAt q at the k-th stream following TA at time
t.
• WAS,t for some set S Ă t1, ¨ ¨ ¨ ,Ku: WAS,t “ pWAk,tqkPS .
• TP: the proposed sequential procedure.
• SPt , FPt , WPk,t, WPS,t are defined similarly for procedure TP.
• TAPt0 : the sequential procedure that takes the same steps as TA up to time t0
(meaning S
APt0
t “ SAt for 1 ď t ď t0) and updates by Algorithm 1 from time
t0 ` 1 and onward.
• SAPt0t , FAPt0t , WAPt0k,t , WAPt0S,t are defined similarly for procedure TAPt0 .
• d“: equal in distribution.
• ∅: a vector with zero length.
• dim: length of a vector, where dimp∅q “ 0.
• Z „ Np0, 1q: the notation ‘„’ means that the left side follows the distribution on
the right side.
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B Proof of Theorem 5
Theorem 5. Suppose that model Ms holds. For any t0, s ě 0 and any sequential
detection procedure TA P Tα, let FAt be the information filtration and SAt be the set of
active streams at time t given by TA. Then,
E
“|SAt0`s|ˇˇFAt0 ‰ ď E ”|SAPt0t0`s |ˇˇˇFAt0 ı a.s. (7)
Proof of Theorem 5. We will prove the theorem by inducting on s.
For the base case (s “ 0) the theorem is obviously true for all t0 and all TA P Tα
as the both sides of (7) are exactly the same.
We will prove the induction step in the rest of the proof. Assume (7) is true for
any strategy TA P Tα and any t0, for some s “ s0. Our goal is to prove that it is also
true for any t0, for s “ s0 ` 1, using the following steps.
Step 1: comparing TAPt0`1 and TA. For s “ s0`1, since we assume (7) is true
for all t0, we could replace t0 by t0 ` 1 and s by s0 in (7) and arrive at
E
”ˇˇ
SAt0`s0`1
ˇˇˇˇˇFAt0`1ı ď E ”ˇˇSAPt0`1t0`s0`1 ˇˇˇˇˇFAt0`1ı a.s.
Taking conditional expectation E
“¨|FAt0 ‰ on both sides, we arrive at
E
”ˇˇ
SAt0`s0`1
ˇˇˇˇˇFAt0 ı ď E ”ˇˇSAPt0`1t0`s0`1 ˇˇˇˇˇFAt0 ı a.s. (B.1)
Step 2: comparing TAPt0`1 and TAPt0 . First, define a function φt,s : So Ñ R,
φt,spuq “ E
”
dim
`“
WAPt
SAPtt`s ,t`s
‰˘ˇˇˇ“
WAPt
SAPtt ,t
‰ “ uı (B.2)
for t, s ě 0. From Proposition 5, we can see that φt,spuq does not depend on the
sequential procedure TA and the value of t. Thus, by replacing TA with TAPt0 , t with
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t0 ` 1, and s with s0 in (B), we obtain
φt0`1,s0puq “ E
”
dim
`“
W
APt0
S
APt0
t0`s0`1,t0`s0`1
‰˘ˇˇˇ“
W
APt0
S
APt0
t0`1 ,t0`1
‰ “ uı. (B.3)
Here, to see the superscript of the process in the above equation is APt0 , we used the
fact that if we follow the procedure TAPt0 and switch to the proposed procedure at
time t0 ` 1, then the overall sequential procedure is still TAPt0 .
Moreover, for any u ď u1 P So, there exists a coupling ppYs, pY 1s q such that pYs has the
same distribution as
“
WAPt
SAPtt`s ,t`s
‰
given
“
WAPt
SAPtt ,t
‰ “ u, pY 1s has the same distribution as“
WAPt
SAPtt`s ,t`s
‰
given
“
WAPt
SAPtt ,t
‰ “ u1, and pYs ď pY 1s a.s. Thus,
φt,spuq “ E
`
dimppYsq˘ and φt,spu1q “ E` dimppY 1s q˘.
According to the definition of the partial relationship ‘ď’, pYs ď pY 1s implies dimppYsq ě
dimppY 1s q. Combining this result with the above display, we conclude that φt,spuq ě
φt,spu1q for any u ď u1 P So.
Next, we write E
”ˇˇ
S
APt0`1
t0`s0`1
ˇˇˇˇˇFAt0 ı and E ”ˇˇSAPt0t0`s0`1 ˇˇˇˇˇFAt0 ı in terms of the conditional
expectation involving the function φt,s. We start with E
”ˇˇ
S
APt0
t0`s0`1
ˇˇˇˇˇFAt0 ı. By the
iterative law of conditional expectation and (B), we obtain
E
”ˇˇ
S
APt0
t0`s0`1
ˇˇˇˇˇFAt0 ı “E „E"ˇˇSAPt0t0`s0`1 ˇˇˇˇˇ“WAPt0SAPt0t0`1 ,t0`1
‰* ˇˇˇFAt0 
“E
„
E
"
dim
`rWAPt0
S
APt0
t0`s0`1,t0`s0`1
‰˘ˇˇˇ“
W
APt0
S
APt0
t0`1 ,t0`1
‰* ˇˇˇFAt0 
“E
„
φt0`1,s0
´“
W
APt0
S
APt0
t0`1 ,t0`1
‰¯ˇˇˇFAt0  .
According to the definition of the information filtration FAt0 , we further write the above
conditional expectation as
E
”ˇˇ
S
APt0
t0`s0`1
ˇˇˇˇˇFAt0 ı “ E „φt0`1,s0´“WAPt0SAPt0t0`1 ,t0`1
‰¯ˇˇˇ 
SAr , Xk,r, k P SAr , 1 ď r ď t0
(
.
(B.4)
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Similarly, we have
E
”ˇˇ
S
APt0`1
t0`s0`1
ˇˇˇˇˇFAt0 ı “ E
«
φt0`1,s0
´“
W
APt0`1
S
APt0`1
t0`1 ,t0`1
‰¯ˇˇˇ 
SAr , Xk,r, k P SAr , 1 ď r ď t0
(ff
.
(B.5)
We proceed to a comparison between (B) and (B). According to Proposition 4, for
each sequence txr, sr, 1 ď r ď t0u that is in the support of the process tXSAr ,r, SAr , 1 ď
r ď t0u there exists a coupling pxW,xW 1q such that
xW d“rWAPt0
S
APt0
t0`1 ,t0`1
s
ˇˇˇ
tXSAr ,r “ xr, SAr “ sr, 1 ď r ď t0u,
xW 1 d“rWAPt0`1
S
APt0`1
t0`1 ,t0`1
s
ˇˇˇ
tXSAr ,r “ xr, SAt “ sr, 1 ď r ď t0u,
and xW ď xW 1 a.s.
Thus,
E
„
φt0`1,s0
´“
W
APt0
S
APt0
t0`1 ,t0`1
‰¯ˇˇˇ
XSAr ,r “ xr, SAr “ sr, 1 ď r ď t0

“ Eφt0`1,s0
`xW ˘ (B.6)
and
E
«
φt0`1,s0
´“
W
APt0`1
S
APt0`1
t0`1 ,t0`1
‰¯ˇˇˇ
XSAr ,r “ xr, SAr “ sr, 1 ď r ď t0
ff
“ Eφt0`1,s0
`xW 1˘.
(B.7)
On the other hand, note that we have shown φt0`1,s0puq ě φt0`1,s0pu1q for any u ď
u1 P So and xW ď xW 1 a.s. by the coupling. Thus,
φt0`1,s0pxW q ě φt0`1,s0pxW 1q a.s.
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Combining the above inequality with (B) and (B), we arrive at
E
„
φt0`1,s0
´“
W
APt0
S
APt0
t0`1 ,t0`1
‰¯ˇˇˇ
XSAr ,r “ xr, SAr “ sr, 1 ď r ď t0

ěE
„
φt0`1,s0
´“
WA
SAt0`1,t0`1
‰¯ˇˇˇ
XSAr ,r “ xr, SAr “ sr, 1 ď r ď t0

for each sequence txr, sr, 1 ď r ď t0u that is in the support of the process tXSAr ,r, SAr , 1 ď
r ď t0u. Comparing the above inequality with (B) and (B), we conclude that
E
”ˇˇ
S
APt0
t0`s0`1
ˇˇˇˇˇFAt0 ı ě E ”ˇˇSAPt0`1t0`s0`1 ˇˇˇˇˇFAt0 ı a.s. (B.8)
Step 3: combining results from Steps 1 and 2. Combining (B) and (B), we
obtain
E
”ˇˇ
SAt0`s0`1
ˇˇˇˇˇFAt0 ı ď E ”ˇˇSAPt0t0`s0`1 ˇˇˇˇˇFAt0 ı a.s.,
which implies that (7) holds for arbitrary TA P Tα, t0, and s “ s0 ` 1. This completes
the induction.
C Proof of Theorems 1 and 4
It suffices to prove Theorem 4, as Theorem 1 is straightforwardly implied by Theorem 4.
Theorem 4. Let TA P Tα be an arbitrary sequential procedure. Further let TAPt0 and
TAPt0`1 be the switching procedures described above, with switching time t0 and t0` 1,
respectively, for some t0 ě 0. Then, TAPt0 ,TAPt0`1 P Tα and under model Ms
E
`
UtpTAq
˘ ď E `UtpTAPt0`1q˘ ď E `UtpTAPt0 q˘ ď E `UtpTPq˘ ,
for all t “ 1, 2, ¨ ¨ ¨
Proof of Theorem 4. Applying Theorem 5 but replacing t0 by t0 ` 1, and taking ex-
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pectation on both sizes of the inequality, we obtain
E|SAt0`1`s| ď E|SAPt0`1t0`1`s |
for every t0 ě 0 and s ě 0. That is, for every t ě t0 ` 1,
E|SAt | ď E|SAPt0`1t |.
For t ă t0 ` 1, as TA and TAPt0`1 share the same index set, we have
E|SAt | “ E|SAPt0`1t |.
Combining the above inequalities, we obtain
E|SAt | ď E|SAPt0`1t |
for all t ě 0. This further implies
EtUtpTAqu “
tÿ
s“1
E|SAs | ď
tÿ
s“1
E|SAPt0`1s | “ EtUtpTAPt0`1qu.
This proves the inequality for comparing procedures TA and TAPt0`1 . We then compare
TAPt0`1 and TAPt0 , based on the same arguments above except that we replace TA by
TAPt0`1 , and replace TAPt0`1 by TAPt0 . We obtain
EtUtpTAPt0`1qu ď EtUtpTAPt0 qu
for all t ě 0.
Finally, we compare TAPt0 and TP “ TAP0 using a similar argument, which gives
EtUtpTAPt0 qu ď EtUtpTPqu.
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D Proof of Propositions 4 and 5
The proof of Propositions 4 and 5 is involved. We will first introduce some concepts
in stochastic ordering, followed by several useful lemmas, and then present the proof
of the propositions.
D.1 Stochastic ordering
We first review a few important concepts and classic results on partially ordered spaces.
More details about stochastic ordering and coupling can be found in Kamae et al.
(1977); Lindvall (1999, 2002); Thorisson (2000).
Definition 4 (Partially Ordered Space (pospace)). A space pS,ďq is said to be a
partially ordered space (or pospace) if ď is a partial order relation over the topological
space S and the set tpx, yq P S2 : x ď yu is a closed subset of S2.
Definition 5 (Increasing functions over a partially ordered space). Let pS1,ďS1q and
pS2,ďS2q be partially ordered polish spaces. A map g : S1 Ñ S2 is said to be increasing
if gpuq ďS2 gpvq for all u ďS1 v with u, v P S1.
Definition 6 (Stochastic ordering of real-valued random variables). Let X and Y be
two random variables, we say X is stochastically less than or equal to Y , if PpX ě
xq ě PpY ě xq for all real number x. In this case, we write X ďst Y .
The following statements give some equivalent definitions for X ďst Y
Fact 1. The following statements are equivalent.
1. X ďst Y .
2. For all increasing, bounded, and measurable functions g : R Ñ R, EpgpXqq ď
EpgpY qq.
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3. There exists a coupling p pX, pY q such that pX d“X, pY d“Y , and
pX ď pY a.s.
Here,
d“ denotes that the random variables on both sides have an identical distri-
bution.
In particular, the equivalence between 1 and 3 is known as the Strassen’s Theorem
(Strassen, 1965).
Definition 7 (Stochastic ordering on a partially ordered polish space). Let pS,ďq be
a partially ordered polish space, and let X and Y be S-valued random variables. We
say Y stochastically dominates X, denoted by X ďst Y if for all bounded, increasing,
and measurable function g : S Ñ R, EpgpXqq ď EpgpY qq.
Fact 2 (Strassen’s theorem for polish pospace, Theorem 2.4 in Lindvall (2002)). Let
pS,ďq be a polish partially ordered space, and let X and Y be S-valued random vari-
ables. Then, X ďst Y if and only if there exists a coupling p pX, pY q such that pX d“X,pY d“Y and pX ď pY a.s.
Definition 8 (Stochastic dominance for Markov kernels). Let K and rK be transition
kernels for Markov chains over a partially ordered polish space pS,ďq. The transition
kernel rK is said to stochastically dominate K if
x ď y ùñ Kpx, ¨q ďst rKpy, ¨q.
In particular, if the above is satisfied for the same kernel K “ rK, then we say K is
stochastically monotone.
Fact 3 (Strassen’s theorem for Markov chains over a polish pospace). Let tXtu and
tYtu be Markov chains over a partially ordered polish space, pS,ďq, with transition
kernels K and rK where rK stochastically dominates K. Then, for all initial points
x0 ď y0, there is a coupling tp pXt, pYtqu of tXtu starting at x0 and tYtu starting at y0
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such that pXt ď pYt @t a.s.
Fact 3 is a special case of Theorem 5.8 in Lindvall (2002).
D.2 Stochastic ordering and Markov chains on Su and So
In this section, we provide some supporting lemmas regarding properties of the partial
order relationship defined in Section 4.3, and show stochastic ordering of several Markov
chains. The proof of these lemmas is given in Section D.4.
Recall that in Section 4.3, we define a space
So “
Kď
k“1
!
v “ pv1, ¨ ¨ ¨ , vkq P r0, 1sk : 0 ď v1 ď ¨ ¨ ¨ vk ď 1
)
Y t∅u.
Here, we also define a space with unordered elements.
Su “
Kď
k“1
r0, 1sk Y t∅u.
We first present a lemma showing that the space pSo,ďq is a polish partial order space.
Lemma D.1. pSo,ďq is a partially ordered space. In addition, So is a polish space
equipped with the metric
dpu,vq “
$’’’’’’&’’’’’’%
max1ďmďdimpuq |um ´ vm| if dimpuq “ dimpvq ě 1
0 if u “ v “ ∅
2 if dimpuq ‰ dimpvq
for u,v P So.
We define mappings Io : So Ñ t0, ¨ ¨ ¨ ,Ku and Ho : So Ñ So as follows. For any
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u P So, define
Iopuq “
$’’&’’%
sup
!
n :
řn
i“1 ui ď αn, n P t0, ...,dimpuqu
)
if dimpuq ě 1,u “ pu1, ..., udimpuqq
0 if dimpuq “ 0,
(D.1)
and
Hopuq “
$’’&’’%
pu1, ¨ ¨ ¨ , uIopuqq if Iopuq ě 1,
∅ otherwise.
The mapping Ho is closely related to the one-step update rule in Algorithm 1, as
summarized in the next lemma.
Lemma D.2. If we input pWk,tqkPSt “ u and an index set St with |St| “ dimpuq in
Algorithm 1, then the output St`1 satisfies
|St`1| “ Iopuq and rpWk,tqkPSt`1s “ Hoprusq.
Other compound sequential detection rules in Tα are characterized through the next
lemma.
Lemma D.3. T “ pT1, ¨ ¨ ¨ , TKq P Tα if and only if
T P T and
Kÿ
k“1
1pTk ą tqWk,t ď α ¨
Kÿ
k“1
1pTk ą tq for t “ 0, 1, 2, ¨ ¨ ¨
The above expression is equivalent to
St`1 is Ft measurable , St`1 Ă St,
ÿ
kPSt`1
Wk,t ď α ¨ |St`1|
for t “ 0, 1, 2, ¨ ¨ ¨ , and Tk “ suptt : k P Stu.
The next lemma compares the second statement in the above lemma with the output
of the function Ho.
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Lemma D.4. Let u “ pu1, ¨ ¨ ¨ , umq P Su with dimpuq “ m ě 1. Let k1, ¨ ¨ ¨ , kl P
t1, ¨ ¨ ¨ ,mu be distinct and satisfy
lÿ
i“1
uki ď αl.
Then, Hoprusq ď rpuk1 , ¨ ¨ ¨ , uklqs. Moreover, if Hoprusq “ ∅, then for any S Ă
t1, ¨ ¨ ¨ ,mu with |S| ě 1, řiPS ui ą α|S|.
Lemma D.5. For any u ď v P So, Hopuq ď Hopvq. That is, the mapping Hopuq is
increasing in u.
Next, we present several lemmas on the stochastic ordering of random variables
and Markov chains. We start with a simple but useful result regarding the stochastic
monotonicity of a likelihood ratio under a mixture model.
Lemma D.6. Let ppxq and qpxq be two density functions with respect to some baseline
measure µ and assume that pp¨q and qp¨q have the same support. Let Lpxq “ qpxqppxq be the
likelihood ratio. For δ P r0, 1s, let Zδ be a random variable with the density function
δq ` p1´ δqp and Lδ “ LpZδq. Then, for 0 ď δ1 ă δ2 ď 1, we have
Lδ1 ďst Lδ2 .
This result is intuitive: if we have more weights in q for the mixture distribution,
then the likelihood ratio will be larger, giving more evidence in favor of q.
Lemma D.7. Assume model Ms holds. Let Vk,t “ P pτk ă t|Xk,1, ¨ ¨ ¨ , Xk,tq. Then,
Vk,0 “ 0 and Vk,t`1 “ qpXk,t`1q{ppXk,t`1qp1´ θqp1´ Vk,tq{pθ ` p1´ θqVk,tq ` qpXk,t`1q{ppXk,t`1q .
(D.2)
Moreover, tVk,tut“0,1,¨¨¨ are independent and identically distributed processes for differ-
ent k.
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Lemma D.8. Assume model Ms holds. Let δk,t “ P pτk ď t|Xk,1, ¨ ¨ ¨ , Xk,tq, then
δk,t “ θ ` p1´ θqVk,t,
where Vk,t is defined in (D.7).
Lemma D.9. Under modelMs, the process tV1,tutě0 defined in (D.7) is a homogeneous
Markov chain. In addition, its transition kernel is stochastically monotone. We will
later refer to this transition kernel as Kp¨, ¨q.
Lemma D.10. For any t ě 1 and TA, rWA
SAt`1,t`1s is conditionally independent of F
A
t
given rWA
SAt`1,t
s. Moreover, the conditional density of “WA
SAt`1,t`1
‰
at v given
“
WA
SAt`1,t
‰ “
u P So is
Kapu,vq :“
$’’’’’’&’’’’’’%
ř
piPPdimpuq
śdimpuq
l“1 Kpul, vpiplqq if dimpuq “ dimpvq ě 1,
1 if dimpuq “ dimpvq “ 0,
0 otherwise,
where Pm denotes the set of all permutations over t1, ¨ ¨ ¨ ,mu.
Lemma D.11. For each u P So with dimpuq “ m ě 1, generate an So-valued random
variable V as follows,
1. For each k P t1, ¨ ¨ ¨ ,mu, generate Zk „ Kpuk, ¨q independently for different k.
2. Let V “ rpZ1, ..., Zmqs.
In addition, if m “ 0, we let V “ ∅. Then, V „ Kapu, ¨q.
Lemma D.12. For u,u1 P So with u ď u1, we have Kapu, ¨q ďst Kapu1, ¨q.
Lemma D.13. For any t, s ě 0 and TA, “WAPt
SAPtt`s`1,t`s`1
‰
is conditionally independent
of FAPtt`s given
“
WAPt
SAPtt`s ,t`s
‰
. Moreover, the conditional density of
“
WAPt
SAPtt`s`1,t`s`1
‰
at v
42
given
“
WAPt
SAPtt`s ,t`s
‰ “ u P So is
Kopu,vq :“ KapHopuq,vq “
$’’’’’’&’’’’’’%
ř
piPPIopuq
śIopuq
l“1 KpHopuql, vpiplqq if dimpvq “ Iopuq ě 1
1 if dimpvq “ Iopuq “ 0
0 otherwise,
where Pm denotes the set of all permutations over t1, ¨ ¨ ¨ ,mu.
Remark D.1. There is a key difference between Lemma D.10 and Lemma D.13, though
they may look similar at a first glance. In Lemma D.10, we consider the conditional
distribution of
“
WA
SAt`1,t`1
‰
given
“
WA
SAt`1,t
‰
, where the index set SAt`1 is the same for
the two random vectors. In Lemma D.13, we consider the conditional distribution of“
WAPt
SAPtt`s`1,t`s`1
‰
given
“
WAPt
SAPtt`s ,t`s
‰
, where the two random vectors are associated with
two different index sets SAPtt`s`1 and S
APt
t`s . This difference reflects a key difference
between the proposed one-step update rule and an arbitrary procedure.
Lemma D.14. For each u P So and m “ Iopuq, generate an So-valued random variable
V as follows,
1. For each k P t1, ¨ ¨ ¨ ,mu, generate Zk „ KpHopuqk, ¨q independently for different
k.
2. Let V “ rpZ1, ..., Zmqs.
In addition, if m “ 0, we let V “ ∅. Then, V „ Kopu, ¨q.
D.3 Proof of Propositions 4 and 5
Proposition 4. Let txt, st, 1 ď t ď t0u be any sequence in the support of the stochastic
process
 pXk,tqkPSAt , SAt , 1 ď t ď t0( following a sequential procedure TA P Tα. Then,
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there exists a coupling of So-valued random variables pxW,xW 1q such that
xW d“ «´WAPt0k,t0`1¯kPSAPt0t0`1
ffˇˇˇˇ
ˇ!pXk,tqkPSAt “ xt, SAt “ st, 1 ď t ď t0) ,
xW 1 d“ «´WAPt0`1k,t0`1 ¯kPSAPt0`1t0`1
ffˇˇˇˇ
ˇ!pXk,tqkPSAt “ xt, SAt “ st, 1 ď t ď t0) ,
and xW ď xW 1 a.s., where d“ denotes that random variables on both sides are identically
distributed.
Proof of Proposition 4. First, given
 
XSAt
“ xt, SAt “ st, 1 ď t ď t0
(
,
“
WA
SAt0
,t0
‰
is
determined. To simplify the notation, we assume WA
SAt0
,t0
“ wt0 P Su given
 
XSAt
“
xt, S
A
t “ st, 1 ď t ď t0
(
.
In addition,
“
WA
SAt0`1,t0
‰
is determined by
 
XSAt
“ xt, SAt “ st, 1 ď t ď t0
(
and the
sequential procedure TA. To simplify the notation, we assume
“
WA
SAt0`1,t0
‰ “ wt˚0`1 P So
given tXSAt “ xt, SAt “ st, 1 ď t ď t0u. We clarify that wt˚0`1 is a deterministic (and
measurable) function of xt, st for 1 ď t ď t0 (depending on the sequential procedure
TA). According to Lemma D.10 (replacing t by t0), the conditional distribution of“
WA
SAt0`1,t0`1
‰
given
 
XSAt
“ xt, SAt “ st, 1 ď t ď t0
(
is the same as the conditional dis-
tribution given
“
WA
SAt0`1,t0
‰ “ wt˚0`1. Moreover, the conditional density is Kapwt˚0`1, ¨q.
We perform a similar analysis by replacing TA by TAPt0 in the above analysis. We
denote
“
W
APt0
S
APt0
t0`1 ,t0
‰ “ wt0`1 and obtain that the conditional density of “WAPt0
S
APt0
t0`1 ,t0`1
‰
given
 
XSAt
“ xt, SAt “ st, 1 ď t ď t0
(
is Kapwt0`1, ¨q.
According to the above analysis and Strassen Theorem for pospace (Fact 2), to prove
the proposition, it is sufficient to show Kapwt0`1, ¨q ďst Kapwt˚0`1, ¨q. By Lemma D.12,
we have Kapu, ¨q ďst Kapu1, ¨q for any u ď u1 P So. Thus, it is sufficient to show that
wt0`1 ď wt˚0`1.
Now we compare wt0`1 and wt˚0`1. According to the definition of T
APt0 and
Lemma D.2, we know wt0`1 “ Hoprwt0sq. There are two cases: 1) wt˚0`1 “ ∅, and
2) wt˚0`1 ‰ ∅. We analyze these cases separately. For the first case, wt0`1 ď wt˚0`1
by definition of the partial order. For the second case, according to Lemma D.3 and
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Lemma D.4, we can see that wt0`1 “ Hoprwt0sq ‰ ∅. Write wt0 “ pwt0,1, ¨ ¨ ¨ , wt0,mq
for some m, then wt˚0`1 can be written as wt˚0`1 “ pwt0,k1 , ¨ ¨ ¨ , wt0,klq for some distinct
k1, ¨ ¨ ¨ , kl P t1, ¨ ¨ ¨ ,mu. According to Lemma D.3, for TA to control LPNR at time
t0 ` 1, wt˚0`1 satisfies
řl
i“1wt0,ki ď αl. Thus, according to Lemma D.4, wt0`1 “
Hoprwt0sq ď rwt˚0`1s “ wt˚0`1.
Proposition 5. Suppose that model Ms holds. Then for any y,y1 P So such that
y ď y1, there exists a coupling ppYs, pY 1s q, s “ 0, 1, ..., satisfying
1. tpYs : s ě 0u has the same distribution as the conditional process tYs : s ě 0u
given Y0 “ y, and tpY 1s : s ě 0u has the same distribution as the conditional
process tY 1s : s ě 0u given Y0 “ y1.
2. pYs ď pY 1s , a.s. for all s ě 0.
Moreover, the process ppYs, pY 1s q does not depend on TA, t0, or the information filtration
FAt0 .
Proof of Proposition 5. Recall Ys “
«´
W
APt0
k,t0`s
¯
kPSAPt0t0`s
ff
. By letting t “ t0 in Lemma D.13,
we obtain that tYsusě0 is a homogeneous Markov chain, whose transition kernel is Ko,
which is independent of the sequential procedure TA, t0, and the information filtration
FAt0 . For the rest of the proof, according to Definition 8 and Fact 3, it is sufficient
to show that Ko is stochastically monotone. That is, Kopu, ¨q ďst Kopu1, ¨q for any
u,u1 P So with u ď u1. Thus, it is sufficient to show that for all u ď u1 there exists
a coupling ppV , pV 1q such that pV „ Kopu, ¨q, pV 1 „ Kopu1, ¨q and pV ď pV 1 a.s. In what
follows, we construct such a coupling.
For u ď u1 with u,u1 P So, we know that Hupuq ď Hupu1q by Lemma D.5. By
the definition of the partial order, this implies that dimpHupu1qq ď dimpHupuqq and
Hupuqk ď Hupu1qk for each 1 ď k ď dimpHupu1qq. By Lemma D.9, this further implies
KpHupuqk, ¨q ďst KpHupu1qk, ¨q
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for k “ 1, ...,dimpHupu1qq. Thus, by Strassen’s Theorem for random variables (Fact 1),
this implies that there exists a coupling p pZk, pZ 1kq such that
pZk „ KpHupuqk, ¨q, pZ 1k „ KpHupu1qk, ¨q, and pZk ď pZ 1k a.s.
for k “ 1, ...,dimpHupu1qq. In addition, we choose the coupling so that p pZk, pZ 1kq are
independent for different k. For dimpHupu1qq ă k ď dimpHupuqq, we construct pZk „
KpHupuqk, ¨q so that pZk’s are independent for different k. Let pZ “ p pZ1, ¨ ¨ ¨ , pZdimpHupuqqq
and pZ 1 “ p pZ 11, ¨ ¨ ¨ , pZ 1dimpHupu1qqq.
For this coupling, it is easy to verify
dimp pZq ě dimp pZ 1q and pZk ď pZ 1k for 1 ď k ď dimp pZ 1q a.s.
Thus, r pZs ď r pZ 1s a.s. Let pV “ r pZs and pV 1 “ rZ 1s. Then, our coupling ppV , pV 1q gives
pV ď pV 1 a.s.
On the other hand, by Lemma D.14, we have
pV „ Kopu, ¨q and pV 1 „ Kopu1, ¨q.
Therefore,
Kopu, ¨q ďst Kopu1, ¨q.
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D.4 Proof of supporting lemmas in Section D.2
Lemma D.1. pSo,ďq is a partially ordered space. In addition, So is a polish space
equipped with the metric
dpu,vq “
$’’’’’’&’’’’’’%
max1ďmďdimpuq |um ´ vm| if dimpuq “ dimpvq ě 1
0 if u “ v “ ∅
2 if dimpuq ‰ dimpvq
for u,v P So.
Proof of Lemma D.1. First, So is the union of polish spaces tu “ pu1, ¨ ¨ ¨ , umq : 0 ď
u1 ď ¨ ¨ ¨ ď um ď 1u and t∅u. Thus, it is also a polish space. Second, it is straightfor-
ward to verify that dpu,vq is a metric defined over So.
Now, we verify that the partial order relationship ď is closed over So. To see
this, let u,v P So satisfying u ­ď v. There are two cases: 1) dimpuq ă dimpvq, or
2) dimpuq ě dimpvq and there exists m P t1, ¨ ¨ ¨ , dimpvqu such that um ą vm. Let
Bdpu, δq and Bdpv, δq be d-balls centering at u and v with δ chosen according to
different cases: δ “ 1{2 for the first case; and δ “ um´vm4 for the second case. Then, it
is easy to verify that for all u1 P Bdpu, δq and v1 P Bdpv, δq, we have u1 ­ď v1. That is,
the partial order relationship ď is closed over So.
Lemma D.2. If we input pWk,tqkPSt “ u and an index set St with |St| “ dimpuq in
Algorithm 1, then the output St`1 satisfies
|St`1| “ Iopuq and rpWk,tqkPSt`1s “ Hoprusq.
Proof of Lemma D.2. If u “ ∅, then rus “ ∅ and |St| “ 0. This implies Ioprusq “ 0
and Hoprusq “ ∅. In the rest of the proof we assume that u ‰ ∅. By Step 1 of
Algorithm 1, we obtain that rus “ pWk1,t, ¨ ¨ ¨ ,Wk|St|,tq where St “ tk1, ¨ ¨ ¨ , k|St|u and
Wk1,t ď ¨ ¨ ¨Wk|St|,t. According to Step 2 and 3 of the algorithm and the definition of
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Ioprusq in (D.2), the largest n making Rn ď α is Ioprusq and Hoprusq “ rpWk,tqkPSt`1s.
Lemma D.3. T “ pT1, ¨ ¨ ¨ , TKq P Tα if and only if
T P T and
Kÿ
k“1
1pTk ą tqWk,t ď α ¨
Kÿ
k“1
1pTk ą tq for t “ 0, 1, 2, ¨ ¨ ¨
The above expression is equivalent to
St`1 is Ft measurable , St`1 Ă St,
ÿ
kPSt`1
Wk,t ď α ¨ |St`1|
for t “ 0, 1, 2, ¨ ¨ ¨ , and Tk “ suptt : k P Stu.
Proof of Lemma D.3. By definition and the Ft measurability of St`1,
LPNRt`1pTq “ E
«ř
kPSt`1 1pτk ă tq
|St`1| _ 1
ˇˇˇ
Ft
ff
“
ř
kPSt`1 Ppτk ă t|Ftq
|St`1| _ 1 “
ř
kPSt`1 Wk,t
|St`1| _ 1 .
Thus, T P Tα if and only if ř
kPSt`1 Wk,t
|St`1| _ 1 ď α a.s.,
which is equivalent to ÿ
kPSt`1
Wk,t ď α|St`1| a.s.,
for every t.
Lemma D.4. Let u “ pu1, ¨ ¨ ¨ , umq P Su with dimpuq “ m ě 1. Let k1, ¨ ¨ ¨ , kl P
t1, ¨ ¨ ¨ ,mu be distinct and satisfy
lÿ
i“1
uki ď αl.
Then, Hoprusq ď rpuk1 , ¨ ¨ ¨ , uklqs. Moreover, if Hoprusq “ ∅, then for any S Ă
t1, ¨ ¨ ¨ ,mu with |S| ě 1, řiPS ui ą α|S|.
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Proof of Lemma D.4. We first prove the ‘Moreover’ part of the lemma by contradiction.
If on the contrary Hoprusq “ ∅ and there exists a non-empty set S Ă t1, ¨ ¨ ¨ ,mu such
that
ř
iPS ui ď α|S|, then there exists i P S such that ui ď α. This further implies
rus1 ď ui ď α and Ioprusq ě 1, which contracts with the assumption Hoprusq “ ∅.
We proceed to the proof of the rest of the lemma. We first prove that l in the lemma
satisfies l ď Ioprusq. To see this, recall that prus1, ¨ ¨ ¨ , rusmq is the order statistic of
pu1, ¨ ¨ ¨ , umq. Thus,
lÿ
i“1
rusi ď
lÿ
i“1
uki ď αl. (D.3)
Recall Ioprusq “ suptn : řni“1rusi ď αn, n P t0, ¨ ¨ ¨ ,muu. Thus, (D.4) implies l ď
Ioprusq.
Next, we prove that Hoprusq ď rpuk1 , ¨ ¨ ¨ , uklqs. Without loss of generality, assume
uk1 , ¨ ¨ ¨ , ukl are ordered. That is, uk1 ď ¨ ¨ ¨ ď ukl and rpuk1 , ¨ ¨ ¨ , uklqs “ puk1 , ¨ ¨ ¨ , uklq.
Then, according to the definition of the order statistic rus, we have rusi ď uki for i “
1, ¨ ¨ ¨ , l. Recall Hoprusq “ prus1, ¨ ¨ ¨ , rusIopuqq. This implies Hoprusq ď rpuk1 , ¨ ¨ ¨ , uklqs.
Lemma D.5. For any u ď v P So, Hopuq ď Hopvq. That is, the mapping Hopuq is
increasing in u.
Proof of Lemma D.5. If v “ ∅, then Hopvq “ ∅ and Hopuq ď ∅ “ Hopvq by the
definition of the partial order. In the rest of the proof we assume dimpvq ě 1 and
v “ pv1, ¨ ¨ ¨ , vdimpvqq. As we assumed u ď v, this implies dimpuq ě dimpvq ě 1. We
further denote u “ pu1, ¨ ¨ ¨ , udimpuqq
We first show that if
řL`1
i“1 vi ď αpL` 1q for some L, then
řL
i“1 vi ď αL. That is,
přLi“1 viq{L is increasing in L. To see this, consider two cases. If vL`1 ď α, then v1 ď
¨ ¨ ¨ ď vL ď α and thus řLi“1 vi ď αL. If vL`1 ą α, then řLi“1 vi ď řL`1i“1 vi ´ α ď αL.
This result implies that
řL
i“1 vi ď αL for all 1 ď L ď Iopvq.
Now we show that Iopuq ě Iopvq by contradiction. If on the contrary Iopuq ă Iopvq,
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then Iopuq ` 1 ď Iopvq ď dimpvq and
Iopuq`1ÿ
i“1
ui ď
Iopuq`1ÿ
i“1
vi ď αpIopuq ` 1q.
This contradicts with the definition of Iopuq. Therefore, Iopuq ě Iopvq.
We proceed to showing Hopuq ď Hopvq. By the definition of Ho, we have Hopuq “
pu1, ¨ ¨ ¨ , uIopuqq and Hopvq “ pv1, ¨ ¨ ¨ , vIopvqq. Since we assume u ď v, we have ui ď vi
for all i “ 1, ¨ ¨ ¨ , Iopvq. This shows that Hopuq ď Hopvq.
Lemma D.6. Let ppxq and qpxq be two density functions with respect to some baseline
measure µ and assume that pp¨q and qp¨q have the same support. Let Lpxq “ qpxqppxq be the
likelihood ratio. For δ P r0, 1s, let Zδ be a random variable with the density function
δq ` p1´ δqp and Lδ “ LpZδq. Then, for 0 ď δ1 ă δ2 ď 1, we have
Lδ1 ďst Lδ2 .
Proof of Lemma D.6. Let g be a bounded increasing function. Then,
EgpLδ2q ´ EgpLδ1q
“EZ„δ2q`p1´δ2qpg
`
LpZq˘´ EZ„δ1q`p1´δ1qpg`LpZq˘
“δ2EZ„qg
`
LpZq˘` p1´ δ2qEZ„pg`LpZq˘
´  δ1EZ„qg`LpZq˘` p1´ δ1qEZ„pg`LpZq˘(
“pδ2 ´ δ1q
 
EZ„qg
`
LpZq˘´ EZ„pg`LpZq˘( .
Note that LpZq “ qpZq{ppZq and EZ„qg
`
LpZq˘ “ EZ„p  LpZqg`LpZq˘(. Thus, the
above display can be further written as
EgpLδ2q ´ EgpLδ1q “ pδ2 ´ δ1qEZ„p
 `
LpZq ´ 1˘g`LpZq˘( .
For notational simplicity, let Y “ LpZq with Z „ p. Then, EpY q “ 1 and the above
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display implies
EgpLδ2q´EgpLδ1q “ pδ2´δ1qE tpY ´ 1qgpY qu “ pδ2´δ1qE tpY ´ 1qpgpY q ´ gp1qqu ě 0.
The last inequality in the above display is due to the fact that pY ´1qpgpY q´gp1qq ě 0
for all increasing function g. We remark that it is also a special case of Harris inequality
(Harris, 1960).
Lemma D.7. Assume model Ms holds. Let Vk,t “ P pτk ă t|Xk,1, ¨ ¨ ¨ , Xk,tq. Then,
Vk,0 “ 0 and Vk,t`1 “ qpXk,t`1q{ppXk,t`1qp1´ θqp1´ Vk,tq{pθ ` p1´ θqVk,tq ` qpXk,t`1q{ppXk,t`1q .
(D.1)
Moreover, tVk,tut“0,1,¨¨¨ are independent and identically distributed processes for differ-
ent k.
Proof of Lemma D.7. First, it is easy to see that tVk,susě0 are independent and iden-
tically distributed processes for different k. For the rest of the proof, it is sufficient to
prove the lemma for k “ 1. First, P pτ1 ă t|X1,1:0q “ Ppτ1 ă 0q “ 0 “ V0. Thus, it is
sufficient to verify the update rule for V1,t. A direct calculation gives
Ppτ1 ď t´ 1|X1,1:tq
“
řt´1
s“0 Ppτ1 “ sq
śs
r“1 ppX1,rq
śt
r“s`1 qpX1,rqřt´1
s“0 P pτ1 “ sq
śs
r“1 ppX1,rq
śt
r“s`1 qpX1,rq ` P pτ1 ě tq
śt
r“1 ppX1,rq
“
řt´1
s“0 θp1´ θqsL1,ps`1q:třt´1
s“0 θp1´ θqsL1,ps`1q:t ` p1´ θqt
“ Q1,t
Q1,t ` p1´ θqt
where we write Lk,ps`1q:t :“
śt
r“s`1
qpXk,rq
ppXk,rq , the likelihood ratio between pp¨q and qp¨q
based on the data X1,ps`1q:t, and Q1,t “
řt´1
s“0 θp1´ θqsL1,ps`1q:t. Then,
Q1,t “ p1´ θq
tPpτ1 ď t´ 1|X1,1:tq
1´ Ppτ1 ď t´ 1|X1,1:tq .
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Note that
Q1,t`1 “
tÿ
s“0
θp1´ θqsL1,ps`1q:t`1 “ qpX1,t`1q{ppX1,t`1q
 
θp1´ θqt `Q1,t
(
.
Thus,
Ppτ1 ď t|X1,1:t`1q
“ Q1,t`1
Q1,t`1 ` p1´ θqt`1
“ qpX1,t`1q{ppX1,t`1q
 
θp1´ θqt `Q1,t
(
qpX1,t`1q{ppX1,t`1q tθp1´ θqt `Q1,tu ` p1´ θqt`1
“ qpX1,t`1q{ppX1,t`1q
qpX1,t`1q{ppX1,t`1q ` p1´ θq{ tθ ` p1´ θq´tQ1,tu
“ qpX1,t`1q{ppX1,t`1q
qpX1,t`1q{ppX1,t`1q ` p1´ θq{
!
θ ` Ppτ1ďt´1|X1,1:tq1´Ppτ1ďt´1|X1,1:tq
) .
We complete the proof by simplifying the above result.
Lemma D.8. Assume model Ms holds. Let δk,t “ P pτk ď t|Xk,1, ¨ ¨ ¨ , Xk,tq, then
δk,t “ θ ` p1´ θqVk,t,
where Vk,t is defined in (D.7).
Proof of Lemma D.8. By symmetry, it is sufficient to prove the lemma for k “ 1.
Recall Lk,ps`1q:t “
śt
r“s`1
qpXk,rq
ppXk,rq and Qk,t “
řt´1
s“0 θp1´ θqsL1,ps`1q:t.
A direct calculation using Bayes formula gives
δk,t “
řt´1
s“0 Ppτ1 “ sq
śs
r“1 ppX1,rq
śt
r“s`1 qpX1,rq ` P pτ1 “ tq
śt
r“1 ppX1,rqřt´1
s“0 P pτ1 “ sq
śs
r“1 ppX1,rq
śt
r“s`1 qpX1,rq ` P pτ1 ě tq
śt
r“1 ppX1,rq
“
řt´1
s“0 θp1´ θqsL1,ps`1q:t ` θp1´ θqtřt´1
s“0 θp1´ θqsL1,ps`1q:t ` p1´ θqt
“Q1,t ` θp1´ θq
t
Q1,t ` p1´ θqt
“V1,t ` θp1´ V1,tq
“θ ` p1´ θqV1,t.
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Lemma D.9. Under modelMs, the process tV1,tutě0 defined in (D.7) is a homogeneous
Markov chain. In addition, its transition kernel is stochastically monotone. We will
later refer to this transition kernel as Kp¨, ¨q.
Proof of Lemma D.9. We first study the conditional distribution ofX1,t`1 given V1,0, ¨ ¨ ¨ , V1,t.
According to the change point model Ms, we know that X1,t`1 is conditionally inde-
pendent of V1,0, ¨ ¨ ¨ , V1,t given the event tτ1 ď tu. That is, given V1,0, ¨ ¨ ¨ , V1,t, the
conditional density function of X1,t`1 is δ1,tqpxq ` p1 ´ δ1,tqppxq, which depends on
X1,1, ¨ ¨ ¨ , X1,t only through V1,t.
Let the function Lpxq :“ qpxq{ppxq and let Lk,t`1 :“ qpXk,t`1q{ppXk,t`1q. Then,
L1,t`1 “ LpX1,t`1q, whose conditional distribution given V1,0, ¨ ¨ ¨ , V1,t only depends
on V1,t. According to the iteration (D.7), this implies that the process tV1,tutě0 is
a Markov process. Note that δ1,t and the iteration (D.7) depend on t only through
V1,t. Thus, this Markov chain is a homogeneous Markov chain. We now show that its
transition kernel is stochastically monotone.
Let δpxq “ θ`p1´θqx. For x P p0, 1q, we consider the following steps of generating
a random variable V pxq.
1. Generate Zpxq with the density δpxqqp¨q ` p1´ δpxqqpp¨q.
2. Let
V pxq “ LpZpxqq
LpZpxqq ` p1´ θqp1´ xq{pθ ` p1´ θqxq .
From the iteration (D.7) and X1,t`1|Vt “ x „ p1´ δpxqqqp¨q` δpxqpp¨q, we can see that
V pxq has the same distribution as that of V1,t`1 given V1,t “ x. In other words, V pxq
has the density function Kpx, ¨q.
Now we show that Kpx, ¨q ďst Kpx1, ¨q for any 0 ă x ď x1 ă 1 by coupling.
Specifically, since δpxq is increasing in x, δpxq ď δpx1q. Then, by Lemma D.6, we
know LpZpxqq ďst LpZpx1qq. According to the Strassen Theorem for random variables
(Fact 1), there exists a coupling ppL, pL1q, such that pL d“LpZpxqq, pL1 d“LpZpx1qq and pL ď pL1
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a.s. Then, let pV “ pLpL`p1´θqp1´xq{pθ`p1´θqxq d“V pxq and pV 1 “ pL1pL1`p1´θqp1´x1q{pθ`p1´θqx1q d“V px1q.
Because pL ď pL1 and x ď x1,
pV “ pLpL` p1´ θqp1´ xq{pθ ` p1´ θqxq
ď pL1pL1 ` p1´ θqp1´ xq{pθ ` p1´ θqxq
ď pL1pL1 ` p1´ θqp1´ x1q{pθ ` p1´ θqx1q
“ pV 1 a.s.
That is, pV ď pV 1 a.s., and ppV , pV 1q is a coupling of pV pxq, V px1qq. Thus, V pxq ďst V px1q
and so is Kpx, ¨q ďst Kpx1, ¨q.
Lemma D.10. For any t ě 1 and TA, rWA
SAt`1,t`1s is conditionally independent of F
A
t
given rWA
SAt`1,t
s. Moreover, the conditional density of “WA
SAt`1,t`1
‰
at v given
“
WA
SAt`1,t
‰ “
u P So is
Kapu,vq :“
$’’’’’’&’’’’’’%
ř
piPPdimpuq
śdimpuq
l“1 Kpul, vpiplqq if dimpuq “ dimpvq ě 1,
1 if dimpuq “ dimpvq “ 0,
0 otherwise,
where Pm denotes the set of all permutations over t1, ¨ ¨ ¨ ,mu.
Proof of Lemma D.10. First, if dimpuq “ 0, then u “ ∅, and “WA
SAt`1,t
‰ “ u means
that SAt`1 “ H. Thus, the conditional distribution of
“
WA
SAt`1,t`1
‰
given
“
WA
SAt`1,t
‰ “ u
is a point mass at ∅, and Kap∅,∅q “ 1. In the rest of the proof, we focus on the case
that u ‰ ∅.
We start with deriving the conditional density of WA
SAt`1,t`1 at v P Su given XSA1 ,1 “
x1, S
A
1 “ s1, ¨ ¨ ¨ , XSAt ,t “ xt, SAt “ st, SAt`1 “ st`1 and WASAt`1,t “ u for some x1, ¨ ¨ ¨ , xt
and s1, ¨ ¨ ¨ , st`1, and u P Su. Clearly, the conditional density is 0 when dimpuq ‰
dimpvq, and is arbitrary when dimpuq ‰ |st`1| (the density of the random variable
being conditional on is zero). Thus, we will focus on the case where dimpuq “ dimpvq “
54
|st`1| “ m for some m P t1, ¨ ¨ ¨ ,Ku, and we will write u “ pu1, ¨ ¨ ¨ , umq and v “
pv1, ¨ ¨ ¨ , vmq.
Note that given SAt`1 “ st`1,WASAt`1,t “ u, W
A
k,t`1’s are independent for different k P
st`1. Moreover, given SAt`1 “ st`1,WASAt`1,t “ u, W
A
k,t`1 is the same as Vk,t`1 (defined
in (D.7)) for k P st`1, and is independent of XSA,1 “ x1, SA “ s1, ¨ ¨ ¨ , XSA,t “ xt and
SAt “ st. Thus, WASAt`1,t is conditionally independent of F
A
t given S
A
t`1 “ st`1,WASAt`1,t “
u, and its conditional density (by Lemma D.9) is
mź
l“1
Kpul, vlq,
Because
“
WA
SAt`1,t
‰
is the order statistic of WA
SAt`1,t
, we further obtain its conditional
density at v P So given SAt`1 “ st`1,WASAt`1,t “ u,
ÿ
piPPm
mź
l“1
Kpul, vpiplqq “
ÿ
piPPm
mź
l“1
Kprusl, vpiplqq “ Kaprus,vq,
for v P So with dimpvq “ m. Observe that the above function is independent of st`1
for |st`1| “ m and depend on u only through its order statistic rus. Thus, we further
conclude that
“
WA
SAt`1,t`1
‰
is conditionally independent of FAt given
“
WA
SAt`1,t
‰ “ u P So
satisfying dimpuq “ m, and its conditional density is Kapu, ¨q.
Lemma D.11. For each u P So with dimpuq “ m ě 1, generate an So-valued random
variable V as follows,
1. For each k P t1, ¨ ¨ ¨ ,mu, generate Zk „ Kpuk, ¨q independently for different k.
2. Let V “ rpZ1, ..., Zmqs.
In addition, if m “ 0, we let V “ ∅. Then, V „ Kapu, ¨q.
Proof of Lemma D.11. The lemma is obviously true when m “ 0. When m ě 1, let
z “ pz1, ¨ ¨ ¨ , zmq. By step 1, the joint density for pZ1, ¨ ¨ ¨ , Zmq at z is
mź
i“1
Kpui, ziq.
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By step 2, V is the order statistic of pZ1, ¨ ¨ ¨ , Zmq. Thus, its density is
ÿ
piPPm
mź
i“1
Kpui, zpipiqq “ Kapu, zq.
Lemma D.12. For u,u1 P So with u ď u1, we have Kapu, ¨q ďst Kapu1, ¨q.
Proof of Lemma D.12. The lemma is obvious if u1 “ ∅. In what follows, we assume
dimpu1q “ m1 ě 1 and dimpuq “ m. Then, u ď u1 means m ě m1 ě 1 and ul ď u1l
for 1 ď l ď m1. Let pZ1, Z 11q, ¨ ¨ ¨ pZm, Z 1mq be independent random vectors such that
Zl „ Kpul, ¨q, Z 1l „ Kpu1l, ¨q and Zl ď Z 1l a.s. Such random vectors exists because of
Strassen Theorem and Lemma D.9 that the kernel Kp¨, ¨q is stochastically monotone.
In addition, for m ă l ď m1, let Z 1l „ Kpu1l, ¨q be independent random variables.
Let Z “ pZ1, ¨ ¨ ¨ , Zmq „ Kapu, ¨q, Z 1 “ pZ 11, ¨ ¨ ¨ , Z 1m1q, V “ rZs and V 1 “ rZ 1s.
Then, V ď V 1 a.s. On the other hand, by Lemma D.11, we have
V „ Kapu, ¨q and V 1 „ Kapu1, ¨q,
and V ď V 1 a.s. By Fact 2, the existence of such a coupling implies Kapu, ¨q ďst
Kapu1, ¨q.
Lemma D.13. For any t, s ě 0 and TA, “WAPt
SAPtt`s`1,t`s`1
‰
is conditionally independent
of FAPtt`s given
“
WAPt
SAPtt`s ,t`s
‰
. Moreover, the conditional density of
“
WAPt
SAPtt`s`1,t`s`1
‰
at v
given
“
WAPt
SAPtt`s ,t`s
‰ “ u P So is
Kopu,vq :“ KapHopuq,vq “
$’’’’’’&’’’’’’%
ř
piPPIopuq
śIopuq
l“1 KpHopuql, vpiplqq if dimpvq “ Iopuq ě 1
1 if dimpvq “ Iopuq “ 0
0 otherwise,
where Pm denotes the set of all permutations over t1, ¨ ¨ ¨ ,mu.
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Proof of Lemma D.13. Apply Lemma D.10 by replacing TA by TAPt and t by t`s, we
obtain that
“
WAPt
SAPtt`s`1,t`s`1
‰
is conditionally independent of FAPtt`s given
“
WAPt
SAPtt`s`1,t`s
‰
.
On the other hand, according to the one-step update rule in Algorithm 1 and Lemma D.2,
we can see that
“
WAPt
SAPtt`s`1,t`s
‰ “ Ho´“WAPt
SAPtt`s ,t`s
‰¯
. Therefore, we further obtain that“
WAPt
SAPtt`s`1,t`s`1
‰
is conditionally independent of FAPtt`s given
“
WAPt
SAPtt`s ,t`s
‰
.
We proceed to derive its conditional density at v given
“
WAPt
SAPtt`s ,t`s
‰ “ u. We first
notice that dimpvq “ |SAPtt`s`1| “ Iopuq (by Lemma D.2). Thus, the conditional density
is zero when dimpvq ‰ Iopuq. For dimpvq “ Iopuq, by Lemma D.10 and the above
analysis, the conditional density is
KapHopuq,vq “
ÿ
piPPIopuq
Iopuqź
l“1
KpHopuql, vpiplqq “ Kopu,vq.
This completes the proof of the lemma.
Lemma D.14. For each u P So and m “ Iopuq, generate an So-valued random variable
V as follows,
1. For each k P t1, ¨ ¨ ¨ ,mu, generate Zk „ KpHopuqk, ¨q independently for different
k.
2. Let V “ rpZ1, ..., Zmqs.
In addition, if m “ 0, we let V “ ∅. Then, V „ Kopu, ¨q.
Proof of Lemma D.14. The lemma is a direct application of Lemma D.11 andKopu,vq “
KapHopuq, vq.
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E Proof of Lemma 1 and Propositions 1 - 3
Lemma 1. Under model Ms, Wk,0 “ 0 for 1 ď k ď K and Wk,t can be computed
using the following update rule for 1 ď k ď K,
Wk,t`1 “
$’’&’’%
qpXk,t`1q{ppXk,t`1q
p1´θqp1´Wk,tq{pθ`p1´θqWk,tq`qpXk,t`1q{ppXk,t`1q for 1 ď t ď Tk ´ 1,
Wk,Tk for t ě Tk.
Proof of Lemma 1. For each k P St`1, according to the independence assumption for
model Ms,
Wk,t`1 “ Ppτk ă t` 1|Ft`1q “ Ppτk ă t` 1|Xk,1:t`1q.
On the other hand, according to Lemma D.7, we have
Ppτk ă t` 1|Xk,1:t`1q “ qpXk,t`1q{ppXk,t`1qp1´ θqp1´Wk,tq{pθ ` p1´ θqWk,tq ` qpXk,t`1q{ppXk,t`1q .
Thus, for k P St`1,
Wk,t`1 “ qpXk,t`1q{ppXk,t`1qp1´ θqp1´Wk,tq{pθ ` p1´ θqWk,tq ` qpXk,t`1q{ppXk,t`1q . (E.1)
Note that k P St`1 is equivalent to Tk ě t ` 1. Thus, (E) holds for 1 ď t ď Tk ´ 1.
Moreover, for t ě Tk,
Wk,t`1 “ Ppτk ă t` 1|Ft`1q “ Ppτk ă t|X1,1:Tk , Tkq “Wk,Tk .
This completes our proof.
We proceed to the proofs of propositions.
Proposition 1. Suppose that we obtain the index set St`1 using Algorithm 1, given
the index set St and information filtration Ft at time t. Then the LPNR at time t` 1
satisfies
E
˜ř
kPSt`1 1 pτk ă tq
|St`1| _ 1
ˇˇFt¸ ď α.
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Proof of Proposition 1. First, it is easy to see that St`1 obtained from Algorithm 1 is
Ft measurable. Thus,
E
˜ř
kPSt`1 1 pτk ă tq
|St`1| _ 1
ˇˇFt¸ “ řkPSt`1 Wk,t|St`1| _ 1 .
On the other hand, according to the second and third steps of the algorithm,
ř
kPSt`1 Wk,t
|St`1| _ 1 “ Rn ď α.
Therefore, E
ˆř
kPSt`1 1pτkătq
|St`1|_1
ˇˇFt˙ ď α.
Proposition 2. Let TP be defined in Algorithm 2. Then, TP P Tα.
Proof of Proposition 2. This proposition is proved by combining the results of Propo-
sition 1 and Lemma D.3.
Proposition 3. Given LPNR level α and information filtration Ft, the index set St`1
given by Algorithm 1 is locally optimal at time t` 1.
Proof of Proposition 3. Let St`1 be the index set obtained by Algorithm 1. By Lemma D.2,
|St`1| “ IoprWSt,tsq and rWSt`1,ts “ HoprWSt,tsq. There are two cases: 1) |St`1| “ 0,
and 2) |St`1| “ n ě 1. For the first case, rWSt`1,ts “ ∅. Note that E
´ř
kPS 1pτkătq|S|_1
ˇˇFt¯ “ř
kPSWk,t|S|_1 . By the ‘Moreover’ part of Lemma D.4, we can see that the only set S satis-
fying E
´ř
kPS 1pτkătq|S|_1
ˇˇFt¯ ď α is S “ H. That is |S| “ 0. Thus, |St`1| ě |S|.
For the second case where |St`1| “ n ě 1 and any set |S| satisfying E
´ř
kPS 1pτkătq|S|_1
ˇˇFt¯ ď
α, we use Lemma D.4 again and obtain that rWSt`1,ts “ HoprWSt,tsq ď rWS,ts. This
implies |St`1| “ dimprWSt`1,tsq ě dimprWS,tsq “ |S|.
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F Proof of Theorem 2 and Theorem 3
F.1 Proof of Theorem 2
Theorem 2. Assume that modelMs holds and Assumption A1 is satisfied. To empha-
size the dependence on K, we denote the proposed procedure by TPK , the corresponding
information filtration at time t by FPK,t, and the index set at time t by SPK,t. Then, the
following results hold for each t ě 1.
1. limKÑ8 pλK,t “ λt a.s., where pλK,t “ max!Wk,t : k P SPK,t`1) is the threshold
used by TPK .
2. limKÑ8 LPNRt`1pTPKq “ E
´
Vt
ˇˇˇ
Vs ď λs, 0 ď s ď t
¯
, a.s. Moreover,
E
´
Vt
ˇˇˇ
Vs ď λs, 0 ď s ď t
¯
“
$’’&’’%
1´ p1´ θqt, t ă logp1´αqlogp1´θq ,
α, t ě logp1´αqlogp1´θq .
3. limKÑ8K´1|SPK,t`1| “ P pV1 ď λ1, ¨ ¨ ¨ , Vt ď λtq a.s.
We start with a lemma that is useful for the proof of Theorem 2. Its proof is
provided in Section F.3.
Lemma F.1. Under model Ms and Assumption A1, we have the following results.
1. For each t ě 1, pV1, ¨ ¨ ¨ , Vtq has a continuous and strictly positive joint density
function over p0, 1qt (with respect to the Lebesgue measure).
2. For any pv1, ¨ ¨ ¨ , vtq P p0, 1qt, PpV1 ď v1, ¨ ¨ ¨ , Vt ď vtq ą 0.
3. For any pv1, ¨ ¨ ¨ , vtq P p0, 1qt, the conditional distribution of Vt`1 given V1 ď
v1, ¨ ¨ ¨ , Vt ď vt has a continuous and positive density function over p0, 1q.
Proof of Theorem 2. For a sufficiently large t0 (t0 ą t), let P˚ denote the probability
measure for pV1, ¨ ¨ ¨ , Vt0q, and let Q be an arbitrary probability measure for a t0-
dimensional random vector. We define several mappings iteratively as follows. We
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initialize the mapping Λ0pQq “ 1 for every Q. Then, for t ě 1, define
Dtpλ,Qq “ Q pVt ď λ,Vt´1 ď Λt´1pQqq ,
Ntpλ,Qq “ EQ rVt1 tVt ď λ,Vt´1 ď Λt´1pQqus ,
Gtpλ,Qq “ Ntpλ,Qq
Dtpλ,Qq “ EQ rVt|Vt ď λ,Vt´1 ď Λt´1pQqs ,
and
ΛtpQq “ sup tλ : Gtpλ,Qq ď α and λ P r0, 1su .
In the above equations, we use notation Vt “ pV1, ¨ ¨ ¨ , Vtq and ΛtpQq “ pΛ1pQq, ¨ ¨ ¨ ,ΛtpQqq.
In addition, tVt ď ΛtpQqu denotes the event tV1 ď Λ1pQq, ¨ ¨ ¨ , Vt ď ΛtpQqu.
The next lemma, whose proof is given in Section F.3, provides results about the
above mappings. For two probability measures Q and Q1 for a t0-dimensional ran-
dom vector Vt, their sup-norm is defined as }Q ´ Q1}8 “ supvPRt0 |QpVt ď vq ´
Q1pVt ď vq|. Then, we say a mapping fpQ1q is sup-norm continuous at Q1 “ Q if
limδÑ0 supQ1:}Q1´Q}8ďδ |fpQ1q ´ fpQq| “ 0.
Lemma F.2. For each 1 ď t ď t0, we have the following results.
1. For any fixed Q, Gtpλ,Qq is non-decreasing in λ. Moreover, Gtpλ,P˚q is strictly
increasing in λ P p0, 1s under Assumption A1.
2. For any fixed λ P p0, 1s, Dtpλ,Qq, Ntpλ,Qq, and Gtpλ,Qq are sup-norm continu-
ous in Q at Q “ P˚ under Assumption A1.
3. ΛtpQq is sup-norm continuous at Q “ P˚ under Assumption A1. In addition,
ΛtpP˚q ą 0.
By definition, λt “ ΛtpP˚q, where P˚ denotes the true probability measure of
pV1, ¨ ¨ ¨ , Vt0q. On the other hand, define the empirical measure (recall Vk,t “ Ppτk ă
t|Xk,1, ¨ ¨ ¨ , Xk,tq)
PK “ 1
K
Kÿ
k“1
δpVk,1,¨¨¨ ,Vk,t0 q.
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It is not hard to verify that pλK,t “ ΛtpPKq.
Now we are able to prove the first part of theorem. Let
C “  p´8,xs : x P Rt0(
where p´8,xs denotes the set p´8, x1sˆ¨ ¨ ¨ˆp´8, xt0s. It is known that C is a Vapnik-
Cˇhervonenkis class and thus, limKÑ8 supCPC |PKpVt0 P Cq ´ P˚pVt0 P Cq| “ 0 a.s.
(see, e.g., Shorack and Wellner (2009)). In other words,
lim
KÑ8 }PK ´ P
˚}8 “ 0 a.s. (F.1)
This result combined with the third statement of Lemma F.2 implies
lim
KÑ8ΛtpPKq “ ΛtpP
˚q a.s.
That is, limKÑ8 pλK,t “ λt a.s. This completes our proof for the first statement of the
theorem. We proceed to the second and third statements of the theorem. Let
JtpQq “ EQ pVt1 tVt ď ΛtpQquq and HtpQq “ Q pVt ď ΛtpQqq .
We can see that the mapping Ht is the composition of Dtp¨,Qq and ΛtpQq. According to
Lemma F.1 and Lemma F.2, both mappings are sup-norm continuous at Q “ P˚, and
as a result, their composition HtpQq is also sup-norm continuous at Q “ P˚. Similarly,
according to Lemma F.1 and Lemma F.2, we can also see that JtpQq is sup-norm
continuous at Q “ P˚.
These results, combined with (F.1), give
lim
KÑ8HtpPKq “ HtpP
˚q a.s., (F.2)
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and
lim
KÑ8 JtpPKq “ JtpP
˚q a.s. (F.3)
Note that
HtpPKq “ K´1|SPt`1| and JtpPKqHtpPKq “ EpPNPt`1pTq|Ftq. (F.4)
(F.1), (F.1), and (F.1) together complete the second and third statements of the the-
orem.
In the rest of the proof, we show that (2) holds.
We first show that for t ď L :“ logp1´αqlogp1´θq , λt “ 1. We show this by induction. For
t “ 0, λ0 “ 1 by definition. Assume that for some t ě 1, λ0 “ ¨ ¨ ¨ “ λt´1 “ 1, then
Gtpλ,P˚q “ E rVt|Vt ď λ,Vt´1 ď Λt´1pP˚qs “ E rVt|Vt ď λs .
In addition, Gtp1,P˚q “ EpVtq “ Ppτ1 ă tq “ 1´p1´θqt ď α for t ď L. By Lemma F.2,
we know that Gtpλ,P˚q is increasing in λ. Thus,
λt “ sup tλ : Gtpλ,P˚q ď α and λ P r0, 1su “ 1.
This completes the induction. As a result, for 1 ď t ď L, E rVt|Vt ď λt,Vt´1 ď λt´1s “
Gtp1,P˚q “ 1´ p1´ θqt.
We proceed to the proof of (2) for t ě L. Note that Ntpλ,P˚q and Dtpλ,P˚q
are continuous in λ P p0, 1q (note that Vt has a joint probability density function by
Lemma F.1). Moreover, by Lemma F.2 and Lemma F.1, Dtpλ,P˚q ą 0 for λ ą 0.
Thus, for each t, Gtpλt,P˚q “ α is equivalent to
Gtp1,P˚q ě α. (F.5)
We will show (F.1) t ą L by induction. Let tLu be the largest integer smaller or equal
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to L. According to the definition of L, we can see that
GtLu`1p1,P˚q “ EpVtLu`1q “ 1´ p1´ θqtLu`1 ą α.
This proves the base case for the induction.
Assume that for 1 ď s ď t´ 1, Gsp1,P˚q ą α. Then,
Gtp1,P˚q “ E rVt|Vt´1 ď λt´1s “ E rEpVt|X1,1:t´1q|Vt´1 ď λt´1s , (F.6)
where λt´1 “ pλ1, ¨ ¨ ¨ , λt´1q. On the other hand,
EpVt|X1,1:t´1q
“E rP pτ1 ă t|X1,1:tq|X1,1:t´1s
“P pτ1 ă t|X1,1:t´1q
“P pτ1 ď t´ 1|X1,1:t´1q
“δ1,t´1
“θ ` p1´ θqVt´1,
where the last two equations are due to Lemma D.8. The above display and (F.1) give
Gtp1,P˚q “ E rθ ` p1´ θqVt´1|Vt´1 ď λt´1s “ θ ` p1´ θqE rVt´1|Vt´1 ď λt´1s .
By induction assumption, we have
E rVt´1|Vt´1 ď λt´1s “ α.
The above two equations give
Gtp1,P˚q “ θ ` p1´ θqα ą α.
This completes our proof.
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F.2 Proof of Theorem 3
Theorem 3. Suppose that data follow a special case of the model given in Example 1
when η “ 1 and τ0 „ Geompθq, and Assumption A2 holds. Let
Wt “ P
´
τ0 ă t
ˇˇˇ
Xk,s, 1 ď k ď K, 1 ď s ď t
¯
,
and
T “ mintt : Wt ą αu.
Then, TPK “ pT, ¨ ¨ ¨ , T q. Moreover, the following asymptotic results hold.
1. limKÑ8pT ´ τ0q “ 1 a.s.,
2. limKÑ8 LPNRt`1pTPKq “ 0 a.s.,
3. limKÑ8K´1|SPK,t`1| “ 1pτ0 ě tq a.s.
Proof of Theorem 3. We first note that under the model considered in this theorem,
W1,t “ ¨ ¨ ¨ “ WK,t “ Ppτ0 ă t|Ftq. Thus, according to TP, if W1,t ď α, thenř
kPStWt,k ď α|St|, and St`1 “ St. Moreover, if for some t such that St “ t1, ¨ ¨ ¨ ,Ku
and W1,t`1 ą α, then for any S ‰ H, řkP|S|Wk,t`1 “ Wk,t`1|S| ą α|S|, and thus
St`1 “ H. Thus, TP “ pT, ¨ ¨ ¨ , T q. In other words, St “ t1, ¨ ¨ ¨ ,Ku for t ď T and
St “ H for t ą T .
Note that for t ď T , Ft “ σptWk,su, 1 ď s ď t, 1 ď k ď Kq. Let ĂWk,t “ Ppτ0 ă
t|Xk,s, 1 ď k ď K, 1 ď s ď tq, which is the conditional probability without deactivating
any stream. Then, Wk,t “ ĂWk,t for t ď T where we recall T “ inftt : ĂW1,t ą αu. We
have
ĂWk,t “ řt´1s“0 θp1´ θqsśtr“s`1śKk“1 qpXk,rq{ppXk,rqřt´1
s“0 θp1´ θqs
śt
r“s`1
śK
k“1 qpXk,rq{ppXk,rq ` p1´ θqt
“
řt´1
s“0 θp1´ θqs expt
řK
k“1 lk,s,tuřt´1
s“0 θp1´ θqs expt
řK
k“1 lk,s,tu ` p1´ θqt
,
(F.7)
where we define lk,s,t “ řtr“s`1 logpqpXk,rq{ppXk,rqq.
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For each u P Z` Y t0u, let Au “ tτ0 “ uu. By the strong law of large numbers,
under Assumption A2,
P
˜
lim
KÑ8
1
K
Kÿ
k“1
lk,s,t “ Epl1,s,t|τ0 “ uq
ˇˇˇ
Au
¸
“ 1 (F.8)
for each s, t, u P Z` Y t0u with s ă t. In particular,
Epl1,s,t|τ0 “ uq “
$’’&’’%
´pt´ sqEZ1„p logpppZ1q{qpZ1qq ă 0 if t ď u
EZ2„q logpqpZ2q{ppZ2qq ą 0 if t “ u` 1 and s “ u.
Thus, for each s ă t ď u we have
P
˜
lim
KÑ8
Kÿ
k“1
lk,s,t “ ´8
ˇˇˇ
Au
¸
“ 1, (F.9)
and for t “ u` 1 “ s` 1,
P
˜
lim
KÑ8
Kÿ
k“1
lk,s,t “ 8
ˇˇˇ
Au
¸
“ 1.
According to (F.2), (F.2) and (F.2), we have that for each t ď u
P
ˆ
lim
KÑ8
ĂWk,t “ 0ˇˇˇAu˙ “ 1.
Moreover, for t ě u` 1,
P
ˆ
lim
KÑ8
ĂWk,t “ 1ˇˇˇAu˙ “ 1.
Combining the above two equations for different u P Z` Y t0u, we arrive at
P
ˆ
lim
KÑ8
ĂWk,t “ 1pt ě τ0 ` 1q˙ “ 1.
In other words,
lim
KÑ8
ĂW1,t “ 1pt ě τ0 ` 1q a.s.
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Now we turn to the analysis of Wk,t and St for the proposed procedure. Let ω be a
sample path with limKÑ8ĂWk,tpωq “ 1pt ě τ0pωq ` 1q for all t “ 1, 2, ¨ ¨ ¨ . Then, there
exists K0pωq large enough such that ĂW1,tpωq ă α for t ď τ0pωq and ĂW1,τ0pωq`1pωq ą α
for all K ě K0pωq. Then, we have T pωq “ inftt : ĂW1,tpωq ą αu “ τ0pωq ` 1. Note that
the set of such sample path ω has a probability of one. Thus,
lim
KÑ8pT ´ τ0q “ 1 and limKÑ8Wk,t “ 0 for t ď τ0 a.s.
This proves the first statement of the theorem. For the second statement, we have
lim
KÑ8E
`
PNPt`1pTPq|Ft
˘ “ lim
KÑ8
řK
k“1 1pT ą tqWk,t
třKk“1 1pT ą tqu _ 1 “ limKÑ8Wk,t1pT ą tq “ 0 a.s.
For the third statement, we have
lim
KÑ8K
´1|St`1| “ lim
KÑ81pT ą tq “ 1pτ0 ě tq a.s.
F.3 Proof of supporting lemmas in Section F.1
Lemma F.1. Under model Ms and Assumption A1, we have the following results.
1. For each t ě 1, pV1, ¨ ¨ ¨ , Vtq has a continuous and strictly positive joint density
function over p0, 1qt (with respect to the Lebesgue measure).
2. For any pv1, ¨ ¨ ¨ , vtq P p0, 1qt, PpV1 ď v1, ¨ ¨ ¨ , Vt ď vtq ą 0.
3. For any pv1, ¨ ¨ ¨ , vtq P p0, 1qt, the conditional distribution of Vt`1 given V1 ď
v1, ¨ ¨ ¨ , Vt ď vt has a continuous and positive density function over p0, 1q.
Proof of Lemma F.1. Note that the second statement of the lemma is obvious given
the first statement, and the third statement is a straightforward application of a com-
bination of the first and second statements. Thus, it suffices to show the first statement
of the lemma. In what follows, we prove the first statement by induction.
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For Z1 follow the density function pp¨q, Z2 follows the density function qp¨q, let f1p¨q
and f2p¨q be the density functions of qpZ1q{ppZ1q and qpZ2q{ppZ2q. By Assumption
A1, fipzq ą 0 for all z ą 0 and i “ 1, 2.
For t “ 1, under the modelMs, X1,1 follows the mixture density p1´θqpp¨q`θqp¨q.
Thus, qpX1,1q{ppX1,1q has the density function p1´θqf1`θf2, which is strictly positive
and continuous over R`. Note that V1 “ qpX1,1q{ppX1,1qp1´θq{θ`qpX1,1q{ppX1,1q . By standard calculation
of density of random variable after transformation, we can see that the density of V1 is
fV1pvq “ cp1´ vq2
"
p1´ θqf1
ˆ
cv
1´ v
˙
` θf2
ˆ
cv
1´ v
˙*
, (F.10)
where c “ p1 ´ θq{θ. This density function is strictly positive and continuous for
v P p0, 1q.
Assume the induction assumption that the joint density for pV1, ¨ ¨ ¨ , Vtq, denoted
by fV1,¨¨¨ ,Vtpv1, ¨ ¨ ¨ , vtq, is strictly positive and continuous over p0, 1qt. We proceed
to showing fV1,¨¨¨ ,Vt`1pv1, ¨ ¨ ¨ , vt`1q is strictly positive and continuous over p0, 1qt`1.
Recall that Vt`1 “ qpXt`1,1q{ppXt`1,1qp1´θqp1´Vtq{pθ`p1´θqVtq`qpX1,1q{ppX1,1q . With a similar derivation as
that for (F.3), we have the conditional density of Vt`1 given V1 “ v1, ¨ ¨ ¨ , Vt “ vt is
fVt`1|V1“v1,¨¨¨ ,Vt“vtpvq
“ ctp1´ vq2
"
p1´ θtqf1
ˆ
ctv
1´ v
˙
` θtf2
ˆ
ctv
1´ v
˙*
,
where we define ct “ p1´θqp1´vtqθ`p1´θqvt ą 0 and θt “ Ppτ1 ď t|V1 “ v1, ¨ ¨ ¨ , Vt “ vtq “
vtp1 ´ θq ` θ P p0, 1q. It is easy to see that both ct and θt are continuous in vt. As
a result, fVt`1|V1“v1,¨¨¨ ,Vt“vtpvt`1q is strictly positive and is continuous in v1, ¨ ¨ ¨ , vt`1 for
v1, ¨ ¨ ¨ , vt`1 P p0, 1q and so is fV1,¨¨¨ ,Vt`1pv1, ¨ ¨ ¨ , vt`1q “ fV1,¨¨¨ ,Vtpv1, ¨ ¨ ¨ , vtqfVt`1|V1“v1,¨¨¨ ,Vt“vtpvt`1q.
This completes our induction and the proof of the lemma.
Lemma F.2. For each 1 ď t ď t0, we have the following results.
1. For any fixed Q, Gtpλ,Qq is non-decreasing in λ. Moreover, Gtpλ,P˚q is strictly
increasing in λ P p0, 1s under Assumption A1.
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2. For any fixed λ P p0, 1s, Dtpλ,Qq, Ntpλ,Qq, and Gtpλ,Qq are sup-norm continu-
ous in Q at Q “ P˚ under Assumption A1.
3. ΛtpQq is sup-norm continuous at Q “ P˚ under Assumption A1. In addition,
ΛtpP˚q ą 0.
Proof of Lemma F.2. For t “ 0, 1, ¨ ¨ ¨ and λ ă λ1, let rV be a random variable following
the same distribution as Vt|Vt´1 ď Λt´1pQq. Then, by the definition of conditional
expectation, we have
Gt
`
λ1,Q
˘´Gt pλ,Qq
“Z´1
”
EQ
´rV 1!rV ď λ1)¯Q´rV ď λ¯´ EQ ´rV 1!rV ď λ)¯Q´rV ď λ1¯ı
“Z´1
”
EQ
´rV 1!λ ă rV ď λ1)¯Q´rV ď λ¯´ EQ ´rV 1!rV ď λ)¯Q´λ ă rV ď λ1¯ı
where Z “ Q
´rV ď λ¯Q´rV ď λ1¯. Let rV 1 be an independent copy of rV , then the
above display implies
Gt
`
λ1,Q
˘´Gt pλ,Qq
“Z´1
”
EQ
´rV 11!λ ă rV 1 ď λ1, rV ď λ)¯´ EQ ´rV 1!λ ă rV 1 ď λ1, rV ď λ)¯ı
“Z´1EQ
”´rV 1 ´ rV ¯1!λ ă rV 1 ď λ1, rV ď λ)ı ,
(F.11)
Because
´rV 1 ´ rV ¯1!λ ă rV 1 ď λ1, rV ď λ) ě 0, Gt pλ1,Qq ´ Gt pλ,Qq ě 0 from the
above display.
In what follows, we use induction to prove the rest of the lemma. Namely, for
λ P p0, 1q, we will prove the following statements for t “ 1, 2, ¨ ¨ ¨ , t0:
Gtpλ,P˚q is strictly increasing in λ; (F.12)
Dtpλ,Qq, Ntpλ,Qq, and Gtpλ,Qq are sup-norm continuous at Q “ P˚; (F.13)
ΛtpQq is sup-norm continuous at Q “ P˚. (F.14)
We start with the base case that t “ 1. In this case, the conditional distribution
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V1|V0 ď Λ0pQq is the same as the unconditional distribution of V1 for anyQ. According
to Lemma F.1, V1 has a strictly positive and continuous density function over p0, 1q
under P˚. Thus, P˚
´´rV 1 ´ rV ¯1!λ ă rV 1 ď λ1, rV ď λ) ě 0¯ ą 0 for rV and rV 1 are
identically distributed as V1. According to (F.3), G1pλ1,P˚q ´G1pλ,P˚q ą 0. That is,
G1pλ,P˚q is strictly increasing in λ. This proves the base case for (F.3). For (F.3) and
(F.3) the proof of the base cases is similar to that of the induction given below. Thus,
we omit the proof for their base cases here.
Now we assume that (F.3), (F.3), and (F.3) hold for t “ 1, 2, ¨ ¨ ¨ , s ´ 1. We
proceed to prove these equations for t “ s. First, note that Vt|Vt´1 ď Λt´1pP˚q has a
continuous and strictly positive density function over p0, 1q. Thus, (F.3) is proved by
combining (F.3) with similar arguments as those for the base case where t “ 1.
Proof of (F.3) for t “ s. By the induction assumption, Λ1pQq, ¨ ¨ ¨ ,Λs´1pQq
is sup-norm continuous in Q at Q “ P˚. This implies that pλ,Λs´1pQqq, a vector-
valued mapping, is also sup-norm continuous in Q at Q “ P˚. On the other hand,
pλ,Λs´1pP˚qq P p0, 1ss by induction assumptions, and Vt has a continuous joint proba-
bility cumulative function at pλ,Λs´1pP˚qq (by Lemma F.1). Combining these results,
we can see that P˚ pVs ď λ,Vs´1 ď Λs´1pQqq is sup-norm continuous at Q “ P˚.
Now we analyze the mapping Dspλ,Qq “ Q pVs ď λ,Vs´1 ď Λs´1pQqq.
|Dspλ,Qq ´Dspλ,P˚q|
“ |Q pVs ď λ,Vs´1 ď Λs´1pQqq ´ P˚ pVs ď λ,Vs´1 ď Λs´1pP˚qq|
ď |Q pVs ď λ,Vs´1 ď Λs´1pQqq ´ P˚ pVs ď λ,Vs´1 ď Λs´1pQqq|
` |P˚ pVs ď λ,Vs´1 ď Λs´1pQqq ´ P˚ pVs ď λ,Vs´1 ď Λs´1pP˚qq|
ď}Q´ P˚}8
` |P˚ pVs ď λ,Vs´1 ď Λs´1pQqq ´ P˚ pVs ď λ,Vs´1 ď Λs´1pP˚qq| .
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Therefore,
lim sup
}Q´P˚}8Ñ0
|Dspλ,Qq ´Dspλ,P˚q|
“ lim
}Q´P˚}8Ñ0
}Q´ P˚}8
` lim
}Q´P˚}8Ñ0
|P˚ pVs ď λ,Vs´1 ď Λs´1pQqq ´ P˚ pVs ď λ,Vs´1 ď Λs´1pP˚qq|
“0.
That is, Dspλ,Qq is sup-norm continuous at P˚. Moreover, by Lemma F.1 and pλ,Λs´1pP˚qq P
p0, 1ss, we have Dspλ,P˚q ą 0. This further implies that Dspλ,Qq´1 is also sup-norm
continuous at P˚.
We proceed to the analysis of Nspλ,Qq. We have
Nspλ,Qq “EQ rVs1 tVs ď λ,Vs´1 ď Λs´1pQqus
“EQ
„ż 1
0
1tr ă Vsudr1 tVs ď λ,Vs´1 ď Λs´1pQqu

“
ż 1
0
Q pr ă Vs ď λ,Vs´1 ď Λs´1pQqq dr
“Q pVs ď λ,Vs´1 ď Λs´1pQqq
´
ż λ
0
Q pVs ď r,Vs´1 ď Λs´1pQqq dr
“Dspλ,Qq ´
ż λ
0
Dspr,Qqdr
(F.15)
We have already shown that the first term Dspλ,Qq on the right-hand side of the above
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display is sup-norm continuous at P˚. We take a closer look at the second term,
ˇˇˇˇż λ
0
Dspr,Qqdr ´
ż λ
0
Dspr,P˚qdr
ˇˇˇˇ
ď
ż λ
0
|Q pVs ď r,Vs´1 ď Λs´1pQqq ´ P˚ pVs ď r,Vs´1 ď Λs´1pQqq| dr
`
ż λ
0
|P˚ pVs ď r,Vs´1 ď Λs´1pQqq ´ P˚ pVs ď r,Vs´1 ď Λs´1pP˚qq| dr
ď}Q´ P˚}8
`
ż λ
0
|P˚ pVs ď r,Vs´1 ď Λs´1pQqq ´ P˚ pVs ď r,Vs´1 ď Λs´1pP˚qq| dr
(F.16)
Since Λs´1pQq is sup-norm continuous at Q “ P˚, for any ε ą 0, there exists δ ą 0
such that }Q´ P˚}8 ď δ implies }Λs´1pQq ´Λs´1pP˚q} ď ε. Then, for each r P r0, 1s
and }Q´ P˚}8 ď δ, }pr,Λs´1pQqq ´ pr,Λs´1pP˚qq} ď ε, and
sup
}Q´P˚}ďδ
|P˚ pVs ď r,Vs´1 ď Λs´1pQqq ´ P˚ pVs ď r,Vs´1 ď Λs´1pP˚qq|
ď sup
}vs´v1s}ďε,vs,v1sPr0,1ss
ˇˇ
P˚ pVs ď vsq ´ P˚
`
Vs ď v1s
˘ˇˇ (F.17)
By Lemma F.1, Vs has a continuous density function. Thus, its cumulative distribution
function, P˚ pVs ď vsq, is continuous over r0, 1ss. As r0, 1ss is compact, this continuity
implies that the cumulative distribution is also uniformly continuous over r0, 1ss. That
is, for any 1 small enough, there is  ą 0, such that
sup
}vs´v1s}ďε,vs,v1sPr0,1ss
ˇˇ
P˚ pVs ď vsq ´ P˚
`
Vs ď v1s
˘ˇˇ ď ε1.
Combine the above inequality with (F.3) and (F.3), we can see that for any ε1 ą 0,
there is 0 ă δ ă ε1 such that for }Q´ P˚}8 ď δ,
ˇˇˇˇż λ
0
Dspr,Qqdr ´
ż λ
0
Dspr,P˚qdr
ˇˇˇˇ
ď δ ` ε1 ď 2ε1.
Therefore,
şλ
0 Dspr,Qqdr is sup-norm continuous at Q “ P˚. This result, combined
with (F.3), shows that Nspλ,Qq is sup-norm continuous at Q “ P˚.
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Finally, the sup-norm continuity of Gspλ,Qq is implied by that of Dspλ,Qq´1 and
Nspλ,Qq for λ P p0, 1s.
Proof of (F.3) for t “ s. Recall ΛspQq “ sup tλ : Gspλ,Qq ď α and λ P r0, 1su .
We discuss two cases.
Case 1: ΛspP˚q “ 1. For any sufficiently small ε ą 0, by the strict increasing
property of Gspλ,P˚q there exists ε1 ą 0 such that Gspλ1,P˚q ă GspΛspP˚q,P˚q ´ 2ε1
for all λ1 ď ΛspP˚q ´ ε. On the other hand, according to the sup-norm continuity
of GspΛspP˚q ´ ε,Qq at Q “ P˚, there exists δ ą 0 such that |GspΛspP˚q ´ ε,Qq ´
GspΛspP˚q ´ ε,P˚q| ď ε1 for all }Q ´ P˚}8 ď δ. Then, for all }Q ´ P˚}8 ď δ and
λ1 ď ΛspP˚q ´ ε, we have
Gspλ1,Qq
ďGspΛspP˚q ´ ε,Qq
ďGspΛspP˚q ´ ε,P˚q ` |GspΛspP˚q ´ ε,Qq ´GspΛspP˚q ´ ε,P˚q|
ďGspΛspP˚q ´ ε,P˚q ` ε1
ďGspΛspP˚q,P˚q ´ ε1
ďα´ ε1.
This implies 1´ ε “ ΛspP˚q ´ ε ď ΛspQq ď 1 for all }Q´ P˚}8 ď δ.
Case 2: ΛspP˚q ă 1. Using similar arguments as those for the Case 1, we arrive at
that for any ε ą 0 there exists δ ą 0 such that ΛspP˚q´ε ď ΛspQq for all }Q´P˚}8 ď δ.
We proceed to an upper bound of ΛspQq.
Note that in this case, GspΛspP˚q,P˚q “ α. According to the definition of ΛspP˚q,
for any ε ą 0, then there exists ε1 ą 0 such that Gspλ1,P˚q ą α ` 2ε1 for all λ1 ě
ΛspP˚q ` ε. On the other hand, according to the sup-norm continuity of GspΛspP˚q `
ε,Qq at Q “ P˚, there exists δ such that |GspΛspP˚q` ε,Qq´GspΛspP˚q` ε,P˚q| ď ε1
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for all }Q´ P˚}8 ď δ. Then, for all }Q´ P˚}8 ď δ and λ1 ą ΛspP˚q ` ε, we have
Gspλ1,Qq
ěGspΛspP˚q ` ε,Qq
ěα` 2ε1 ´ |GspΛspP˚q ` ε,Qq ´GspΛspP˚q ` ε,P˚q|
ěα` ε1.
This implies that for λ1 ą ΛspP˚q ` ε and }Q ´ P˚}8 ď δ, Gspλ1,Qq ą α. Thus,
ΛspQq ď ΛspP˚q ` ε for }Q´ P˚}8 ď δ. Combining the upper bound and lower bound
of ΛspQq, we arrive at
|ΛspQq ´ ΛspP˚q| ď ε
for }Q´ P˚}8 ď δ.
This completes the proof of (F.3).
Finally, we show ΛtpP˚q ą 0. This is true because Gtpλ,P˚q is continuous and
strictly increasing in λ and limλÑ0`Gtpλ,P˚q “ 0 ă α.
G Calculations for Example 3
We start with calculating P pτk “ 0|Xk,1 “ xk,1, ¨ ¨ ¨ , Xk,t “ xk,tq. Let t1 “ t4 “ 3 and
t2 “ t3 “ 1. Under the model specified in the example, we have τk “ 0 or τk “ tk a.s.
for k “ 1, ¨ ¨ ¨ , 4. As a result, we have
Ppτk ď t´ 1|Xk,1 “ xk,1, ¨ ¨ ¨ , Xk,t “ xk,tq “ 1
for t ě tk ` 1.
To simplify the calculation for the other cases, we first prove the following auxiliary
result: under the model specified in this example, for any xk,1, ¨ ¨ ¨ , xk,t P t0, 1u and
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0 ď t ď tk,
P pτk ď t´ 1|Xk,1 “ 0, ¨ ¨ ¨ , Xk,t “ 0q
ďP pτk ď t´ 1|Xk,1 “ xk,1, ¨ ¨ ¨ , Xk,t “ xk,tq
ďP pτk ď t´ 1|Xk,1 “ 1, ¨ ¨ ¨ , Xk,t “ 1q .
(G.1)
Indeed, direct calculation gives
P pτk ď t´ 1|Xk,1 “ xk,1, ¨ ¨ ¨ , Xk,t “ xk,tq
“ Ppτk “ 0qp0.51q
řt
s“1 xk,tp0.49qt´řts“1 xk,t
Ppτk “ 0qp0.51q
řt
s“1 xk,tp0.49qt´řts“1 xk,t ` Ppτk “ tkqp0.5qt .
(G.2)
The above display is monotonically increasing in
řt
s“1 xk,t. Thus, (G) is proved.
Let ĂWk,t :“ P pτk ď t´ 1|Xk,1 “ xk,1, ¨ ¨ ¨ , Xk,t “ xk,tq. Using (G) and (G), we ob-
tain that for 0 ď t ď tk,
ĂWk,t P „ Ppτk “ 0qp0.49qtPpτk “ 0qp0.49qt ` Ppτk “ tkqp0.5qt , Ppτk “ 0qp0.51q
t
Ppτk “ 0qp0.51qt ` Ppτk “ tkqp0.5qt

.
Plugging Ppτk “ 0q and Ppτk “ tkq “ 1´Ppτk “ 0q into the above equations, we obtain
that ĂWk,t “ 1 for t ě 4, and for 0 ď t ď 3, the a.s. range of ĂWk,ts are given below
(numbers are rounded to the third decimal place).
ĂWk,t P t “ 1 t “ 2 t “ 3
k “ 1 r0.098, 0.102s r0.096, 0.104s r0.095, 0.105s
k “ 2 r0.395, 0.405s t1u t1u
k “ 3 r0.425, 0.435s t1u t1u
k “ 4 r0.545, 0.555s r0.540, 0.560s r0.535, 0.565s
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With these numbers, the following inequalities can be verified.
ĂW1,1 ă α ă ĂW2,1 ă ĂW3,1 ă ĂW4,1,
1
3
pĂW1,1 `ĂW2,1 `ĂW3,1q ď 0.314 ă α “ 0.34,
1
3
pĂW1,1 `ĂW2,1 `ĂW4,1q ě 0.346 ą α
1
2
pĂW1,1 `ĂW4,1q ď 0.329 ă α.
The above inequalities implies that ErPNP2pTq|F1s ď α is equivalent to
S2 P
 t1, 2, 3u, t1, 2u, t1, 3u, t1, 4u, t1u,H(.
Now we consider S3. We can verify the following inequalities.
ĂW1,2 ă α ă ĂW4,2 ă ĂW2,2 “ ĂW3,2,
1
2
pĂW1,2 `ĂW2,2q “ 1
2
pĂW1,2 `ĂW3,2q ě 0.548 ą α
1
2
pĂW1,2 `ĂW4,2q ď 0.332 ă α.
The above inequalities implies that ErPNP3pTq|F2s ď α is equivalent to that S3 Ă S2
and
S3 P
 t1, 4u, t1u,H(.
Similarly, for S4, we have
ĂW1,3 ă α ă ĂW4,3 ă ĂW2,3 “ ĂW3,3,
1
2
pĂW1,2 `ĂW2,2q “ 1
2
pĂW1,2 `ĂW3,2q ě 0.547 ą α
1
2
pĂW1,2 `ĂW4,q ď 0.336 ă α.
This implies that ErPNP4pTq|F3s ď α is equivalent to that S4 Ă S3 and
S4 P
 t1, 4u, t1u,H(.
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Finally, since ĂWk,t “ 1 for all t ě 4 and k “ 1, ¨ ¨ ¨ , 4, we obtain St “ H for t ě 5.
Enumerating all the index sets satisfying the constraint, we obtain that supTPTα EpU2pTqq “
7 and the maximum achieved if and only if S1 “ t1, 2, 3, 4u and S2 “ t1, 2, 3u.
In addition, supTPTα EpU4pTqq “ 10 and the maximum is achieved if and only if
S1 “ t1, 2, 3, 4u, S2 “ t1, 4u, S3 “ t1, 4u and S4 “ t1, 4u. However, these two maxima
cannot be achieved at the same time as they require different choices of S2.
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