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Using molecular simulations, we show that the aperiodic growth of quasicrystals is controlled
by the ability of the growing quasicrystal ‘nucleus’ to incorporate kinetically trapped atoms into
the solid phase with minimal rearrangement. In the system under investigation, which forms a
dodecagonal quasicrystal, we show that this process occurs through the assimilation of stable icosa-
hedral clusters by the growing quasicrystal. Our results demonstrate how local atomic interactions
give rise to the long-range aperiodicity of quasicrystals.
PACS numbers:
Quasicrystals[1] are a unique class of ordered solids
that display long-range aperiodicity, which distinguishes
them from ordinary crystals. It is not known what ‘spe-
cial’ qualities systems must possess in order to form qua-
sicrystals versus crystals. Quasicrystals, like crystals,
form via nucleation and growth[1], where a microscopic
‘nucleus’ of the solid phase spontaneously arises in the
supercooled liquid and spreads outward, converting the
system from liquid to solid[2]. A fundamental puzzle
in quasicrystal physics is to understand how the growth
phase of nucleation and growth can lead to a structure
with long-range aperiodicity. Quasicrystals cannot grow
like crystals, where the nucleus surface acts as a template
for copying a unit cell via local interactions. Rather, qua-
sicrystals, require specialized “growth rules” that dictate
their formation[3].
Quasicrystal (QC) growth rules fall into two cate-
gories: energy-driven quasiperiodic tiling models[4, 5]
and entropy-driven random tiling models[6, 7]. While
energy-driven models rely on “matching rules” to dic-
tate how atomic clusters or tiles attach to the nucleus,
entropic models allow tiles to attach randomly to the
nucleus with some probability. Although these mod-
els provide important insight into how QCs might form,
the physical driving force underlying QC growth, and
whether it is based on local interactions or long-range
correlations, is not well understood.
In this section, we elucidate the physical mechanism
underlying QC growth by studying the post-critical irre-
versible growth of a metastable dodecagonal QC from a
simulated supercooled liquid. We show that QC growth
is facilitated by structurally persistent atoms in low en-
ergy motifs that become kinetically trapped in their lo-
cal configurations in the region surrounding the solid nu-
cleus. As the nucleus grows, it incorporates these atoms
in a way that minimizes expensive rearrangements and
hastens solidification, allowing the QC to form instead of
the stable crystalline approximant phase. In the system
under investigation, we find that structurally persistent
atoms were in icosahedral clusters prior to attaching to
the nucleus. Our results demonstrate how the long-range
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FIG. 1: Dodecagonal QC and approximants. (a) 17,576
atom dodecagonal QC formed by the Dzugutov system using
molecular dynamics at T=0.42 and ρ=0.85, instantaneously
quenched to T=0. The image on the right shows the aperi-
odic tiles formed by connecting the centers of the dodecagonal
rings of atoms. (b) Unit cells of various QC approximants.
aperiodicity of QCs arises from local atomic interactions,
thus providing a significant step forward in understand-
ing the origin of the QC state.
To obtain these results, we perform three distinct sets
of computer simulations. First, we use canonical (NVT)
Monte Carlo (MC) to observe the growth of the QC
from a static seed nucleus. We then use isothermal-
isobaric (NPT) MC to observe the growth of large QC
nuclei, generated via umbrella sampling[8]. Finally, we
use umbrella sampling to generate many configurations
containing nuclei to study the relationship between QC
nuclei and icosahedral clusters. All simulations con-
tain 3375 atoms with pair interactions modeled via the
Dzugutov potential[9]. The form of the Dzugutov po-
tential is identical to the 12-6 Lennard-Jones potential
up to a distance at which an additional repulsive term
dominates, suppressing the formation of BCC, FCC,
and HCP crystals and favoring polytetrahedral order-
ing, where the 13-atom icosahedron is the ideal local
structure. In the Dzugutov supercooled liquid, atoms are
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2FIG. 2: Dependence of QC tiling ar-
rangement on liquid structure. The
images show characteristic results
from MC runs with the same qua-
sicrystalline seed (blue) but with a
different random number sequence.
At certain points in space, high-
lighted in yellow in the overlay, the
tiling arrangements differ.
known to organize into local energy-minimizing icosahe-
dral clusters comprised of face-sharing and interpenetrat-
ing icosahedra[10–12], which exhibit lower mobility than
the bulk[11, 12]. The number of atoms that participate
in icosahedral clusters at any time increases with the de-
gree of supercooling[12, 13]. At certain state points, the
system forms a dodecagonal QC from the melt, which
exhibits long-range polytetrahedral ordering[14, 15] (see
Fig. 1a). Although the QC is physically stable over the
timescale of a typical simulation, it is thermodynami-
cally metastable with respect to the σ-phase periodic
approximant[15] (see Fig. 1b). Here, we run simula-
tions at temperature T=0.55, pressure P=3.5 and density
ρ=0.85, which is slightly below the degree of supercool-
ing (T/Tm ∼ 0.7) at which the system forms a QC in the
absence of a seed nucleus or specialized simulation tech-
niques. At this state point, the growth of the solid phase
occurs from a single nucleus, although under deeper su-
percooling many nuclei may grow simultaneously[16].
To observe the growing nucleus in our simulations, we
define an order parameter to detect QC local ordering.
Our order parameter is a modification of the q6(i) ·q6(j)
scheme of reference [17]. There, the nearest-neighbor di-
rections of an atom i are expanded in spherical harmonics
Y`(θ, φ) (with ` = 6) to construct a 2` + 1 dimensional
complex vector q6(i), which can be thought of as a clus-
ter “shape-descriptor” containing information regarding
the shape and orientation of the cluster. An atom i
forms a solid-like connection with neighbor j if the vec-
tor dot product q6(i) ·q6(j) exceeds a certain value, and
atoms with many solid-like connections are defined as be-
ing solid-like, reflecting the fact that in simple crystals
all atoms have identical coordination shells. This scheme
must be modified for QCs and approximants, since neigh-
boring atoms have non-identical coordination shells cor-
responding to different Frank-Kasper polyhedra[18]. For
dodecagonal QCs, we increase the range of the neighbor
cutoff to rcut = 2.31σ, corresponding to the first ∼2.5
neighbor shells. Also, we modify the set of harmonics
from ` = 6 to ` = 12, since we find that q12 is sensi-
tive to the symmetry of the dodecagonal QC, whereas
q6 produces no signal. Pairs of atoms form a solid-like
connection if q12(i) · q12(j) ≥ 0.45, with q12(i) · q12(j)
normalized on the interval [0,1]. Atoms with ≥ 50%
solid-like connections are solid-like, otherwise they are
liquid-like. These cutoffs are chosen so as to maximize
the distinction between liquid and QC; however, we note
that the distinction becomes ambiguous near the liquid-
solid interface where atoms exhibit properties that are
intermediate between liquid and solid. Therefore, for a
diffuse nucleus, the solid-like atoms identified using this
scheme represent only the nucleus core.
We next define q6(t) ≡ q6(i; t0) · q6(i; t), autocorrela-
tion function that measures how correlated atomic con-
figurations are at time t to their configurations at an
earlier or later time t0. We base our scheme on q6 rather
than q12, since our goal is to quantify how closely clus-
ters match in terms of shape orientation, rather than to
detect quasicrystalline correlations between non-identical
neighbor shells. We define rcut = 1.65 to include the first
neighbor shell in our analysis. We normalize q6(t) such
that 1 is the maximum value and 0 represents the value
for random correlations. Configurations that are less cor-
related than the average random value have q6(t) < 0.
We begin by considering the growth of the solid phase
from a small static seed nucleus in the form of a periodic
approximant[19] that is inserted into the MC simulation
cell (see Fig. 2). Approximants are crystals with iden-
tical local ordering to QCs; therefore, for small nuclei,
QCs and approximants are identical and the difference in
long-range ordering results from a different growth mech-
anism. Constraining the seed in the form of an approxi-
mant allows us to determine whether the system requires
a seed with a ‘special’ structure to grow a QC. We ran-
domize our MC simulations at high temperature starting
at time tr before quenching to T=0.55 at tq, at which
point atoms begin to attach to the seed, causing rapid
solidification. We observe that the system consistently
forms a QC for all seed sizes, positions, and approximant
structures, indicating that the system does not copy the
seed, but rather incorporates atoms into the solid via a
different paradigm.
Energy-driven QC growth models suggest that atomic
attachment to the nucleus is deterministic, whereas
entropy-driven models suggest that it is stochastic. We
test the applicability of these models for our system by
modifying the random number sequence (RNS) used dur-
ing the simulation, holding all else constant. As depicted
3in Fig. 2, for the same seed nucleus (blue), we consis-
tently obtain distinguishable QC tiling arrangements, in-
dicating that QC growth has a stochastic element. It is
clear that the growth is energetically constrained as well,
since most of the tiling discrepancies (yellow) represent
“phasons[20],” tiling arrangements with nearly identical
local energy. Thus elements of both growth models ap-
pear relevant to QC growth.
Although the growth of the QC is affected by the RNS,
the attachment of tiles to the nucleus is not random. For
random attachment, a change to the RNS causes an im-
mediate change in the growth pathway, resulting in differ-
ent tiling arrangements. In contrast, our system exhibits
an appreciable lag time between changes to the RNS and
the appearance of tiling discrepancies. For example, if
we change the RNS at tq, we observe fewer tiling discrep-
ancies in the area immediately surrounding the nucleus
than if we make a change at tr. (Note that in both cases,
the nucleus is identical since the solid does not begin to
grow until tq). This implies that QC growth is affected
by stochasticity only insofar as it engenders differences
in the local arrangement of atoms around the nucleus.
We can test this idea quantitatively by using q6(t) to
detect structural correlations between atoms surround-
ing the nucleus and the QC tiles that they subsequently
form. First, we generate many independent nucleation
events in which the system grows a QC. Previously, we
used a seed to initiate nucleation; here we use umbrella
sampling to generate many configurations with growing
nuclei. Our NPT MC runs are biased according to the
harmonic weight function w = 12k (N −N0)2 [17, 21].
Here, k = 0.075, N is the number of atoms comprising
the nucleus (measured by q12(i) ·q12(j)), and N0 is spec-
ified such that nucleus sizes near N0 are sampled selec-
tively. We slowly increase the bias from N0 = 10, 20, ...90
so that nuclei reach N = 80−100. We then use these mi-
crostates as starting points for unbiased NPT MC runs.
We observe that nuclei with N > 75 atoms tend to grow,
although factors other than size (e.g., shape, structure,
etc.) may affect nucleus stability as well[22]. We run MC
simulations of growing nuclei for 75,000 MC cycles, the
time it takes for nuclei to grow from N ∼100 to N ∼500.
We measure 〈q6(t)〉 versus t in the non-equilibrium nu-
cleating system described above for atoms that attach to
the growing QC nucleus at t0 = 0, which we refer to here-
after as “attaching atoms.” For t < 0, attaching atoms
are in the region surrounding the nucleus, and for t ≥ 0,
attaching atoms are in the solid nucleus (see Fig. 3a, mid-
dle curve). We include only the atoms that attach per-
manently to the nucleus in our analysis, to ensure that we
measure correlations between atoms in the QC and their
former (non-solid) configurations rather than correlated
reattachments of solid atoms. Specifically, we exclude
atoms that recross the 50% threshold for solid-like con-
nections (defined above) after fluctuations are averaged
out. Roughly 60% to 70% of the atoms attach without
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FIG. 3: Structural correlations. (a) Average value of q6(t)
versus t (MC steps). From top to bottom: atoms in the do-
decagonal QC, atoms in the non-equilibrium nucleating sys-
tem that attach to the nucleus at t = 0, atoms in the liquid.
For all runs, the reference time t0 = 0. (b) Average value of
q6(t) versus t for attaching atoms. Top: attaching atoms in
icosahedral configurations. Bottom: all attaching atoms. (c)
Probability distribution of q6(t) at < q6(t) = 0.35 >. Dotted
line: the typical distribution for < q6(t) = 0.35 >, calculated
from atoms in the supercooled liquid. Solid line: attaching
atoms in icosahedral configurations.
ever detaching.
We compare 〈q6(t)〉 for attaching atoms to atoms in
the bulk QC and the bulk supercooled liquid at the same
state point (Fig. 3a). The value of 〈q6(t)〉 is proportional
to the degree of correlation to the reference structure at
t = 0. This is exemplified by the high, constant value of
〈q6(t)〉 observed for attaching atoms (t > 0) and bulk QC
atoms, which indicates a solid-like environment. (The
initial drop is due to thermal fluctuations). For t < 0,
attaching atoms exhibit relatively high 〈q6(t)〉, indicating
that atoms joining the nucleus at t = 0 are highly corre-
lated to their former (pre-solidification) configurations.
We can dissect the 〈q6(t)〉 curve for attaching atoms
into components based on local structure. Overall, the
dodecagonal QC consists of atoms in four different types
of coordination shells: icosahedral, Z13 , Z14, and Z15
configurations, where, ‘Zn’ stands for the Frank-Kasper
polyhedron[18] with coordination number ‘n.’ We find
that icosahedral atoms exhibit high 〈q6(t)〉 (Fig. 3b),
whereas other motifs do not deviate significantly from
the average. We rationalize the high value of 〈q6(t)〉 for
icosahedral atoms by considering the probability distri-
bution of q6(t) at each point on the 〈q6(t)〉 curve (Fig. 3c).
We find that atoms in icosahedra, and, to a lesser ex-
tent, atoms in Z13 configurations (not shown), exhibit
an unusually high proportion of strong correlations. This
indicates that as the nucleus grows, it incorporates a
certain subset of icosahedral and Z13 atoms with min-
imal structural rearrangement. Interestingly, Z14 atoms
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FIG. 4: Icosahedral environment. (a) Simulation snapshot
showing a QC nucleus (red) together with icosahedral clusters
(yellow for icosahedral centers, white for surface atoms) in
the liquid (blue). (b) The average probability of observing an
atom at the center of an icosahedron versus r, the distance
from the nucleus surface.
do not exhibit either high 〈q6(t)〉 or a skewed q6(t) dis-
tribution, which indicates that although the icosahe-
dral glass formed by the Dzugutov system has vibra-
tional modes similar to the thermodynamically stable σ-
phase[23] (25% icosahedra and 75% Z14), the most cor-
related atoms do not exhibit σ-like character. Rather,
the high degree of icosahedrality and the presence of cor-
related Z13 atoms (which do not appear in the approx-
imants but are highly present in the supercooled liquid)
indicate that atoms in liquid-like icosahedral clusters sur-
rounding the nucleus tend to retain their configurations
during incorporation into the nucleus.
We can obtain a more intuitive picture of the role of
icosahedral clusters by considering their spatial arrange-
ment in relation to the growing QC nucleus. We gener-
ate a large number of nuclei using the umbrella sampling
scheme outlined above. To expedite sampling, we allow
configuration swapping between simulations via parallel
tempering[21]. In all, we run 10 simultaneous MC simula-
tions for 3.5 million MC steps, where each simulation has
a unique biasing potential minimum N0 = 10, 20, . . . 100
for a given simulation. We save configurations every 100
MC steps, giving us 35,000 total microstates containing
nuclei of sizes N=10-110 for analysis. We identify icosa-
hedral clusters in our microstates using the method of
reference[24], an extension of the method of reference[25].
As depicted in Fig. 4a, we find that icosahedral clusters
(yellow, white) “wet” the core of the QC nucleus (red),
a mechanism that may reduce interfacial tension[2]. We
quantify the tendency for icosahedral clusters to aggre-
gate around the nucleus by calculating Pico(r), the av-
erage probability of observing an atom at the center of
an icosahedron a distance r away from the nucleus sur-
face (see Fig. 4b). For nuclei of all sizes, we observe that
Pico(r) starts with a value of 0.15 near the nucleus sur-
face and decreases to the liquid value of 0.06 over a range
of about three particle diameters, indicating that there
is an increased presence of icosahedral clusters in the
region surrounding the nucleus. As the nucleus grows,
it must change the connectivity of these clusters from
liquid-like local-energy minimizing arrangements to or-
dered quasicrystalline arrangements. The tendency to
retain the configurations of some of the clusters rather
than copying the nucleus surface template is the “growth
rule” underlying the formation of the QC.
Our results demonstrate how QCs provide a ‘path of
least resistance’ for solid phase growth versus crystals. In
this case, whereas the stable σ-phase approximant must
rearrange kinetically trapped atoms into a crystal lat-
tice, the less constrained QC is able to reach a ‘struc-
tural compromise’ with the surrounding atoms to grow
more rapidly. Our results explain why QCs often form
in rapidly quenched metallic alloys, as these systems pro-
duce rapidly growing nuclei as well as low-energy icosahe-
dral clusters. In terms of QC growth models, our results
give physical insight into how the nucleus ‘decides’ to
form a particular tile as it grows. We note that although
icosahedral clusters are not the energy-minimizing struc-
tural motif for all QCs, the basic mechanism at hand
– the tendency for certain atoms to retain their liquid
configuration when incorporated into the growing solid
nucleus – should hold generally for QC-forming systems.
Acknowledgements: We thank D. Frenkel and A.
Cacciuto for assistance with umbrella sampling. We
also thank M.N. Bergroth and J. Mukherjee. Funding
provided by NASA (DE-FG02-02ER46000) and DoEd
(GAANN).
[1] D. Shechtman, I. Blech, D. Gratias, and J. W. Cahn,
Physical Review Letters 53, 1951 (1984).
[2] K. F. Kelton, Solid State Physics-Advances in Research
and Applications 45, 75 (1991).
[3] U. Grimm and D. Joseph, Quasicrystals: An Introduc-
tion to Structure, Physical Properties, and Applications
(Springer, 2002), chap. Modelling Quasicrystal Growth,
pp. 49–66.
[4] D. Levine and P. J. Steinhardt, Physical Review Letters
53, 2477 (1984).
[5] H. C. Jeong and P. J. Steinhardt, Physical Review B 55,
3520 (1997).
[6] V. Elser, Physical Review Letters 54, 1730 (1985).
[7] M. Oxborrow and C. L. Henley, Physical Review B 48,
6966 (1993).
[8] G. M. Torrie and J. P. Valleau, Journal of Computational
Physics 23, 187 (1977).
[9] M. Dzugutov, Physical Review A 46, R2984 (1992).
[10] J. P. K. Doye, D. J. Wales, F. H. M. Zetterling, and
M. Dzugutov, The Journal of Chemical Physics 118,
2792 (2003).
[11] M. Dzugutov, S. I. Simdyankin, and F. H. M. Zetterling,
Physical Review Letters 89, 195701 (2002).
[12] M. N. J. Bergroth and S. C. Glotzer, Arxiv preprint cond-
mat/0610395 (2006).
[13] F. H. M. Zetterling, M. Dzugutov, and S. I. Simdyankin,
Journal of Non-Crystalline Solids 293, 39 (2001).
5[14] M. Dzugutov, Physical Review Letters 70, 2924 (1993).
[15] J. Roth and A. R. Denton, Physical Review E 61, 6845
(2000).
[16] F. Trudu, D. Donadio, and M. Parrinello, Physical Re-
view Letters 97, 105701 (2006).
[17] P. R. ten Wolde, M. J. Ruiz-Montero, and D. Frenkel,
The Journal of Chemical Physics 104, 9932 (1996), ISSN
0021-9606.
[18] F. C. Frank and J. S. Kasper, Acta Crystallographica 11,
184 (1958).
[19] A. I. Goldman and R. F. Kelton, Reviews of Modern
Physics 65, 213 (1993).
[20] J. E. S. Socolar, T. C. Lubensky, and P. J. Steinhardt,
Physical Review B 34, 3345 (1986).
[21] S. Auer and D. Frenkel, The Journal of Chemical Physics
120, 3015 (2004).
[22] D. Moroni, P. R. ten Wolde, and P. G. Bolhuis, Physical
Review Letters 94, 235703 (2005).
[23] S. I. Simdyankin, S. N. Taraskin, M. Dzugutov, and S. R.
Elliott, Physical Review B 62, 3223 (2000).
[24] C. R. Iacovella, A. S. Keys, M. A. Horsch, and S. C.
Glotzer, Physical Review E 75, 040801(R) (2007).
[25] P. J. Steinhardt, D. R. Nelson, and M. Ronchetti, Phys-
ical Review B 28, 784 (1983).
