A data automaton is a finite automaton equipped with variables (counters) ranging over a multi-sorted data domain. The transitions of the automaton are controlled by first-order formulae, encoding guards and updates. We observe, in addition to the finite alphabet of actions, the values taken by the counters along a run of the automaton, and consider the data languages recognized by these automata. The problem addressed in this paper is the inclusion between the data languages recognized by such automata. Since the problem is undecidable, we give an abstraction-refinement semi-algorithm, proved to be sound and complete, but whose termination is not guaranteed. The novel feature of our technique is checking for inclusion, without attempting to complement one of the automata, i.e. working in the spirit of antichain-based non-deterministic inclusion checking for finite automata [1]. The method described here has various applications, ranging from logics of unbounded data structures, such as arrays or heaps, to the verification of real-time systems.
Introduction
Many verification problems can be formulated as inclusion between two languages recognized by finite automata A and B, i.e. LpAq Ď LpBq. Traditional automata-based model checking of finite-state systems [17] use A as a specification of the system and B to describe the correctness property. Then LpAq Ď LpBq means that every execution trace of the system satisfies the required property, and a counterexample trace τ P LpAqzLpBq indicates a violation of this property. Systems using variables that range over infinite data domains would thus benefit from a trace inclusion procedure between data automata.
On the other hand, deductive verification techniques also boil down to deciding a number of entailments between formulae ϕ Ñ ψ, known as verification conditions. When ϕ and ψ can be translated to finite automata A ϕ and A ψ , using well-known logic-automata connections [14] , deciding a verification condition reduces to checking the inclusion LpA ϕ q Ď LpA ψ q. However, when the entailment occurs in a logic using infinite data types, translation to data automata and inclusion of languages of such automata becomes tantamount to an effective entailment procedure.
The bottleneck of such inclusion checks is the complementation of the righthand side automaton, which incurs an unavoidable worst-case exponential blowup. For data automata, this becomes even more difficult, as most classes (e.g. timed automata) are not closed under complementation.
In this paper we present a novel method for checking inclusion between the data languages of finite automata equipped with variables (counters) ranging over infinite data domains. Our technique combines non-deterministic inclusions checking [1] with interpolation-based abstraction refinement [15] in a semi-algorithm that is proved to be sound (modulo termination) and complete. Our inclusion checking semi-algorithm essentially enumerates (product-)states of the form xq, P y, where q is a control state of A and P is a set of control states of B and builds paths, e.g. finite sequences of edges xq 0 , P 0 y σ 1 Ý Ñ xq 1 , P 1 y σ 2 Ý Ñ . . . σn ÝÑ xq n , P n y, where q 0 σ 1 Ý Ñ q 1 . . . σn ÝÑ q n is a control path of A and P 0 σ 1 Ý Ñ P 1 . . . σn ÝÑ P n corresponds to the subset construction of B for the word σ 1 . . . σ n . The path is labeled with boolean assignments to predicates associated to the edges of A and B. A path is accepting (in the abstract sense) when the predicate-based over-approximation of the (data) traces of A along this path is not included in the under-approximation of the traces of B for the same path.
An accepting path can witness a real counterexample τ P LpAqzLpBq, or can be the effect of a too coarse abstraction. The abstraction refinement is based on a new interpolation scheme, called generalized interpolation, that provides local (edge) interpolants for valid entailments between path formulae. These interpolants are used to eliminate the spurious counterexample from future searches.
In general, for predicate abstraction verification of safety properties, termination depends on finding inductive interpolants that prove the given assertion. In our case, divergence might occur even when the set of predicates does not change, and the procedure explores longer and longer paths, repeating path segments labeled with the same interpolants, over and over. The solution we adopted consists in defining a subsumption relation between paths, based on folding the repeating edges into a finite automaton, and checking inclusion between the regular languages of these finite automata.
We have evaluated our method on a number of small examples of inclusion between integer-valued data automata with linear arithmetic transition relations. Finally, we have considered two examples steming from real verification problems: (i) a verification condition of a program with arrays which is translated into an inclusion between integer-valued counter automata generated from formulae of array logics [3] , and (ii) a verification problem of a real-time system, translated into an inclusion between real-valued counter automata obtained from timed automata modeling of a train crossing system [13] and a timed property.
To improve readability, all proofs of lemmas and theorems are given in Appendix 6.
Related Work The study of data languages and data automata [2, 7] traditionally focuses on decidability of such logics for simple data theories (typically infinite data domains with equality). Our approach considers an undecidable problem, the inclusion of data languages of automata whose transition rules are controlled by generic first-order theories, such as xZ,`, ďy or xR,`, ďy, and provides a solution based on a (potentially infinite) abstraction refinement loop.
Other approaches to proving program refinement (equivalence) use abstraction refinement for solving recursive systems of Horn clauses [8] . Such techniques however can be used to test inclusion (equivalence) between the input-output summary relations of programs, instead of the data languages thereof. This occurs because Horn clauses use query variables of finite arity, whereas the data words of unbounded length would require unbounded arity.
Concerning entailments between formulae defining data structures with unbounded data elements, our previous works [11, 10] also use integer-valued counter automata. Inclusion of data languages is avoided by negation of the right-hand side formulae followed by complex normalization of formulae that lead to blowup. Finally, the fragment of Separation Logic with data described in [16] uses prooftheoretic techniques based on partial unfoldings of recursively defined predicates and needs acceleration lemmas to ensure termination.
Preliminary Definitions
We denote by Z the set of integers, and by N the set of positive integers, including zero. For any k, P N, k ď we write rk, s for the set tk, . . . , u. By R we denote the set of real numbers. For a finite set S, we denote by ||S|| P N its cardinality.
Given a set D " tD 1 , . . . , D m u of data domains, the multi-sorted first order theory ThpDq " xD 1 , . . . , D m , f 1 , . . . , f y is a set of syntactically correct firstorder formulae with functions having multi-sorted signatures, i.e. f i : D ji,1.
. .ˆD j i,k i Ñ D j i,k i`1 , for some j i,1 , . . . , j i,ki`1 P t1, . . . , mu. Examples of multisorted theories include sets, multisets, arrays, stacks, queues, etc. Let x " tx 1 , . . . , x n u be a set of variables. For any variable x P x, let typepxq P r1, ms denote its type, i.e. typepxq " j indicates that x ranges over the data domain D j . A variable x is said to be free in a formula φ, denoted as φpxq, if it does not occur under the scope of a quantifier.
A valuation ν : x Ñ Ť m i"1 D i is an assignment of the variables in x with values, compatible with their type, i.e. νpx i q P D typepxiq , for all i P r1, ns. For a formula φpxq, we denote by ν |ù ThpDq φ the fact that substituting each x P x by νpxq yields a formula equivalent to true in the theory ThpDq. In this case ν is said to be a model of φ. We denote by rrφss " ν | ν |ù ThpDq φ ( the set of models of φ. A formula φ is said to be satisfiable whenever rrφss ‰ H.
For a formula φpx, x 1 q, where x 1 " tx 1 | x P xu, and two valuations ν, ν 1 : x Ñ Ť m i"1 D i , we denote by pν, ν 1 q |ù ThpDq φ the fact that the formula obtained from φ, by substituting each x P x with νpxq, and each x 1 P x 1 with ν 1 px 1 q is equivalent to true in the theory ThpDq.
Data Automata (DA) Data Automata (DA) are extensions of standard nondeterministic finite automata with typed variables ranging over a set of data domains D, equipped with a first order theory ThpDq. Formally, a DA is a tuple A " xΣ, D, x, Q, I, F, ∆y:
-Σ is a finite alphabet, and˛P Σ is a special padding symbol, -D " tD 1 , . . . , D m u is a set of data domains, -x " tx 1 , . . . , x n u is a set of typed variables, -Q is a finite set of states and I, F Ď Q are the initial and final states, -∆ is a set of rules of the form q σ,φpx,x 1 q Ý ÝÝÝÝ Ñ q 1 , where σ P Σ is an alphabet symbol and φpx, x 1 q ‰ false is a formula in the multi-sorted first-order theory ThpDq. We assume w.l.o.g. that, for each q, q 1 P Q and σ P Σ there exists at most one rule q
Ý ÝÝÝÝÝ Ñ q i is a rule in ∆, for each i P r1, ns. A pair pq, νq, where q P Q is a state, and ν : x Ñ Ť m i"1 D i is a valuation of the typed variables in x, is called a configuration of A. A trace τ corresponding to the control path π above, is a sequence τ of the form pσ 0 , ν 0 q, pσ 1 , ν 1 q, . . . pσ n´1 , ν n´1 q, p˛, ν n q, where ν i : x Ñ Ť m i"1 D i are multi-sorted valuations of the typed variables in x, for all i P r0, ns, and pν i´1 , ν i q |ù ThpDq φ i , for all i P r1, ns. One can also define a data automaton as a finite automaton reading words over the infinite alphabet Σˆp
The language of A from q, denoted L q pAq is the set of traces corresponding to paths from q to a final state, and the language of A is LpAq " Ť qPI A L q pAq. The trace inclusion problem asks, given two DA A and B, whether LpAq Ď LpBq.
Trees Let N˚be the set of sequences of natural numbers. We denote by P Nt he empty sequence, by |p| the length of a sequence p P N˚, and by p.q the concatenation of two sequences p, q P N˚. In the following, we use p, q, r, . . . P Nf or sequences, and i, j, k, . . . P N for integers. We say that q is a prefix of p, denoted q ĺ p if p " q.r, for some sequence r P N˚. A prefix-closed set S Ď Nh as the property that, for all p P S, q ĺ p implies q P S. Given a finite set of symbols Θ, a tree is a finite partial function t : N˚á f in Θ, whose domain, denoted domptq, is a finite prefix-closed subset of N˚. For each position p P domptq, an integer i P N such that p.i P domptq is called a child of p. A tree is deterministic if every position p P domptq has at most one child.
The set of edges of a tree is defined as edgesptq " tpp, p.iq | p.i P domptqu. We define the height of a tree t as htptq " max t|p| | p P domptqu, and denote by Frptq " tp P domptq | @i P N . p.i R domptqu the set of leaves (frontier) of the tree t. The yield of a tree Ydptq " ttppq | p P Frptqu denotes the set of symbols occurring on leaves. If Ω Ď Θ, we define tÓ Ω to be the restriction of t to the set tp P domptq | Dq P Frptq . tpqq P Ω^p ĺ qu, i.e. the maximal subtree u of t, such that Ydpuq Ď Ω.
For two trees t and u, we denote t ‚ u the tree obtained from t by appending a copy of u to each leaf p P Frptq, such that tppq " up q. If U " tu 1 , . . . , u k u is a
set of trees such that u i p q ‰ u j p q, for all i, j P r1, ks, i ‰ j, we write t ‚ U for p. . . pt ‚ u 1 q . . . ‚ u k q. Given a tree t and a position p P domptq, we consider the deterministic restriction t |p , defined as the restriction of t to the set dompt |p q " tq | q ĺ pu. Let xxtyy " t |p | p P Frptq ( be the set of maximal deterministic restrictions of t.
Generalized Interpolants
If ϕpxq and ψpyq are formulae, we write ϕ Ñ ψ for the universal formula @x Y y . ϕ_ψ. Such formulae are called entailments in the following. Given formulae ϕpxq and ψpyq such that x X y ‰ H and ϕ Ñ ψ, the Craig Interpolation Lemma [6] guarantees the existence of a formula Ipx X yq such that ϕ Ñ I and I Ñ ψ. This formula is called a Craig interpolant, in the following. We assume, from now on, that Craig Interpolation Lemma applies to any multi-sorted theory ThpDq under consideration in this paper, such that, e.g. the additive theories of integers xZ,`, ďy and reals xR,`, ďy.
For a set of variables x and an integer i ě 0, let x i " x i | x P x ( be a set of stamped variables. We write x 0...i for x 0 Y . . . Y x i , in the following. For simplicity, we denote by ϕpx i , x j q the formula ϕrx i {x, x j {x 1 s. We may chose to omit the set of free variables of a formula, when it is clear from the context.
A labeled tree is a pair T " pt, λq, where t is a tree and λ : edgesptq á f in ThpDq is a function labeling each edge pp, p.iq of t by a formula λ i p px, x 1 q. From now on, for a labeled tree T " pt, λq, we will systematically write λ i p px, x 1 q instead of λppp, p.iqqpx, x 1 q, and λ p px 0...|p| q for the conjunction of all edge labels along the sequence p, i.e. λ p " Ź q.jĺp λ j q px |q| , x |q|`1 q. For a labeled tree T " pt, λq, we write dompT q and edgespT q for domptq and edgesptq, respectively. A labeled tree T " pt, λq is said to be deterministic if t is deterministic, and we denote xxT yy " tpu, λq | u P xxtyyu. The characteristic formula of a labeled tree T " pt, λq is defined as Υ pT q "
Observe that the set of free variables of Υ pT q is x 0...htptq , for T " pt, λq.
In the rest of this section we address entailment problems of the form Υ pAq Ñ Υ pBq, where A " pt, λq and B " pu, µq are labeled trees, and, in particular, A is deterministic 2 . We show that the entailment Υ pAq Ñ Υ pBq holds if and only if there exist two labeled trees I " pt, Iq and J " pu, Jq, called interpolants, such that Υ pAq Ñ Υ pIq Ñ Υ pJ q Ñ Υ pBq hold (Thm. 1). This result is the main ingredient of the abstraction refinement procedure presented in the next section. We start by defining the building bricks of this interpolation calculus. Definition 1. Given a labeled tree T " pt, λq, an over-approximating interpolant (OI) for T is a labeled tree I " pt, Iq where, for all pp, p.iq P edgesptq, we have λ i p px, x 1 q Ñ I i p px, x 1 q. Symmetrically, an under-approximating interpolant (UI) for T is a labeled tree I " pt, Iq, where, for all pp, p.iq P edgesptq, we have
The next technical lemma is needed in the proof of Thm. 1.
Lemma 1.
Given any deterministic labeled tree T , and a formula ϕ, we have:
We formalize the entailment problem Υ pAq Ñ Υ pBq, for two labeled trees A and B, by asking for the existence of generalized interpolants, defined below. Definition 2. Let A " pt A , λ A q and B " pt B , λ B q be two labeled trees. A generalized interpolant (GI) for pA, Bq is a pair of labeled trees pI, J q, where I " pt A , Iq is a OI for A, J " pt B , Jq is a UI for B, and Υ pIq Ñ Υ pJ q.
The following theorem gives the main result of this section. Theorem 1. Let A " pt A , λ A q be a deterministic labeled tree, and B " pt B , λ B q be a labeled tree. Then Υ pAq Ñ Υ pBq iff there exists a GI for pA, Bq.
We illustrate the construction of generalized interpolants by an example: Example 1. Let A " pt A , λq and B " pt B , µq be the two trees shown in Fig. 1 , for which Υ pAq Ñ Υ pBq holds. The generalized interpolants I " pt A , Iq and J " pt B , Jq are shown in thick boxes in Fig. 1 .
A: 
Trace Inclusion Algorithm
Let A " xΣ, D, x, Q A , I A , F A , ∆ A y and B " xΣ, D, x, Q B , I B , F B , ∆ B y be two DA working on the same alphabet Σ, same data domain D and same set of variables x. We denote in the following
. A product path (called a path in the following, for simplicity) is an alternating sequence of product states and edges, starting and ending with product states. For a path ρ :
Ý ÝÝ Ñ s n , we denote by |ρ| " n´1 the number of edges on ρ, by ρ i "´s i σ i Ý Ñ s i`1¯t he i-th edge on ρ, for all i P r1, |ρ|s, and by srcpρq " s 1 and destpρq " s n its source and destination state, respectively.
Let us start by giving first an informal overview of the trace inclusion semialgorithm 1. Since the trace inclusion problem is undecidable, termination of the semi-algorithm 1 is not guaranteed; in the following, we shall however call it an algorithm, for the sake of brevity. Algorithm 1 is a classical worklist iteration, that builds an abstract product reachability tree (APRT), whose positions are labeled with nodes of the form xq, P, py, where q P Q A , P Ď Q B and p P N˚. We add the tree position p P N˚explicitly to the node in the APRT to distinguish nodes labeled with the same product states, and to handle sets of APRT nodes and edges, in the following.
Each path in the APRT starts with a node of the form xi , I B , y, where I A " ti 1 , . . . , i K u and P r0, K´1s, for some K ą 0. For each node s of the APRT, the set Edges keeps the edges of the APRT, allowing to retrieve the unique path from a root node xi, I B , y to s (line 6). The processed nodes are kept in a global set Visited. The set Next keeps track of the frontier of the APRT, i.e. the newly generated nodes that have not been processed so far. Clearly, we always have that Visited X Next " H.
The successor edges of the APRT are generated using a predicate map Π that associates pairs of states pq, q 1 q P QˆQ with sets of formulae from the theory ThpDq, called predicates. These formulae define the abstract state space in which the successor is computed; instead of computing the successors by applying concrete operations, we define a boolean assignment to the available predicates, in the spirit of predicate abstraction [12, 15] . The successor edges are kept in a set Edges Ď VisitedˆpVisited Y Nextq.
The convergence of the algorithm, and its overall efficiency depend on a subsumption relation Ď between paths in the APRT. Intuitively, ρ Ď ρ 1 if any continuation of ρ leading to a potential counterexample (i.e. a trace τ P LpAqzLpBq), can be also be fired as a continuation of ρ 1 . The algorithm uses a set of subsumption edges Subsume Ď VisitedˆpVisited Y Nextq, such that EdgesXSubsume " H, that keeps the destinations s and t of two paths ρ and τ , respectively, such that ρ can be extended in one step to a path subsumed by τ . 
Algorithm 1 Trace Inclusion Algorithm
input: A " xΣ, D, x, Q A , ti1, . . . , i K u, F A , ∆ A y and B " xΣ, D, x, Q B , I B , F B , ∆ B y output: true if LpAq Ď LpBq, otherwise a counterexample trace τ P LpAqzLpBq 1: global Π Ð λ pq, q 1 q . tfalseu 2: global Subsume Ð H, Next Ð txi , I B ,
32:
for ps 1 , uq P Edges Y Subsume . u P rem do
33:
add ps 1 , tq to Subsume
34:
remove rem from xΠ, Visited, Next, Edges, Subsumey
35:
add t to Next
36:
add ps, tq to Edges
37: return true
An accepting path may witness a possible counterexample trace τ P LpAqzLpBq. Since, however, we work in the abstract state space defined by the predicate map Π, acceptance of a path ρ is defined with respect to Π (line 7). If the test is negative, then no concrete counterexample can be found by analyzing ρ. If, one the other hand, the test is positive, two situations are possible: (i) the trace contains a concrete counterexample, or (ii) the acceptance was induced by a too coarse abstraction; in this case we say that ρ is spurious. In the first case, we report the counterexample (line 20), while in the second case we refine the abstraction. To this end, we compute the pivot, which is the rightmost position on the path that can prove its spuriousness (line 9). Once a pivot k ě 1 is found, we compute a generalized interpolant for the labeled trees witnessing the actions of A and B alongside the product path ρ (line 8). This interpolant provides a new set of predicates that is added to the edges of A and B, in order to avoid analyzing the same trace in the future (line 12).
To reflect the changes in the APRT due to the refinement of Π, we need to recompute only the subtree of the APRT which is rooted at the node designated by the pivot. We remove this subtree from the APRT (line 15) and add the pivot node into Next for future processing (line 16).
In the case when the considered path ρ is not accepting (line 21), we add all successors (i.e. the destination states of the one-step continuations τ 0 , . . . , τ m ) of ρ into Next (lines 35 and 36), only if they are not subsumed by (the path to the root of) an existing node u P Visited Y Next. In this latter case, a subsumption edge ps, uq is added to Subsumed (line 26).
As an optimization, all nodes u P Next, that are strictly subsumed by the destination of the currently considered successor τ i (line 29), call this node t, are removed from the APRT (line 34), and each edge ps 1 , uq P Edges Y Subsume is replaced with a subsumption edge ps 1 , tq (line 33).
Basic Definitions
This section gives the formal definitions of the main primitives of Algorithm 1. We define namely, the notions of path trees, predicate abstraction of paths, (concrete and abstract) feasible paths and successor relations.
Intuitively, a (product) path ρ is associated a pair of labeled trees pA ρ , B ρ q, where A ρ is deterministic, such that A ρ and B ρ capture all traces produced by A and B following the sequence of rules along ρ, respectively. Since we are looking for counterexamples τ P LpAqzLpBq, we must consider all possibilities in which B responds to the actions taken by A. For this reason, B ρ is usually a nondeterministic tree that accounts for all possible ways in which B can consume the traces produced by A.
Formally, a path ρ :
Ý ÝÝ Ñ xq n , P n y corresponds to an inductively defined sequence of pairs of labeled trees pA 0 , B 0 q, pA 1 , B 1 q, . . . , pA n´1 , B n´1 q:
where domptq " t , 0u, tp q " q, tp0q " q 1 , and λ 0 " true, -B 0 " pu, µq, where dompuq " t u Y r0, ks, up q " p, P 1 " tup0q, . . . , upkqu, and µ 0 " . . . " µ k " true;
and, for all i P r1, n´1s:
Observe that A i is deterministic, for all i P r0, n´1s. Since the final pair pA n´1 , B n´1 q is entirely determined by the path ρ, we shall write pA ρ , B ρ q for pA n´1 , B n´1 q, and call A ρ and B ρ path trees, in the following.
Aρ: Bρ: Let Π : QˆQ Ñ 2 ThpDq be a mapping of pairs of control states into sets of formulae, called predicates in the following. We assume from now on that each predicate ϕ P Πpq, q 1 q is a formula over the free variables x Y x 1 , and moreover, that false P Πpq, q 1 q, for all q, q 1 P Q. If Π 1 and Π 2 are two predicate maps, we denote by Π 1 Ď Π 2 the fact that Π 1 pq, q 1 q Ď Π 2 pq, q 1 q, for all q, q 1 P Q.
A predicate map Π induces a coverage of a pair of path trees pA ρ , B ρ q, denoted by pΠpA ρ q, ΠpB ρ qq, and defined next. Intuitively, ΠpA ρ q is an overapproximation of A ρ , i.e. it describes more traces of A than A ρ , while ΠpB ρ q is an under-approximation of B ρ , i.e. it describes fewer traces of B than B ρ . In other words, the entailments Υ pA ρ q Ñ Υ pΠpA ρand Υ pΠpB ρÑ Υ pB ρ q will hold. The reason behind this definition is that Υ pΠpA ρÑ Υ pΠpB ρconstitutes then a sufficient condition for the fact that no counterexample τ P LpAqzLpBq is captured by the particular path ρ.
Formally, considering the path trees A ρ " pt, λq and B ρ " pu, µq, defined above for the path ρ, we have ΠpA ρ q " pt, αq and ΠpB ρ q " pu, βq, where the edge labelings α and β are defined inductively as:
for each pp, p.iq P edgespt A q, let α 0 " true and, assuming that α j q is already defined for each pq, q.jq P edgesptq, such that q.j ĺ p, we have, further:
for each pp, p.iq P edgespuq, let β 0 " true and, assuming that β j q is already defined for each pq, q.jq P edgespuq, such that q.j ĺ p, we have, further:
Example 3. Let Π be the predicate map: Πps 1 , s 2 q " Πpr 1 , r 3 q " tfalse, x 1 ą x^y 1 ď y 1 u, Πps 2 , s 1 q " Πpr 3 , r 1 q " tfalse, x 1 ď x^y 1 ą y 1 u, Πpr 1 , r 2 q " tfalse, x 1´y1 ą x´yu, and Πpr 2 , r 1 q " tfalse, x 1´y1 ă x´yu. Fig. 3 shows the coverage of the path trees pA ρ , B ρ q from Fig. 2 , induced by Π.
ΠpAρq: ΠpBρq: A path ρ is said to be feasible iff the formula Υ pA ρ q is satisfiable, and Πfeasible (for a given predicate map Π) iff the formula Υ pΠpA ρis satisfiable, respectively. A path is said to be infeasible (Π-infeasible) if it is not feasible (Π-feasible). Observe that, for each predicate map Π, if ρ is Π-infeasible then any extension of it must be Π-infeasible as well. This is because, assuming that ΠpA ρ q " pt, αq as in the previous, we have false P Πptppq, tpp.iqq for any pp, p.iq P edgespt A q, hence, according to the previous definition, we obtain that α i p " false if α j q " false, for some q.j ĺ p. For a path ρ " xq 1 , P 1 y σ 1 Ý Ñ¨¨¨σ n´1 Ý ÝÝ Ñ xq n , P n y, and an alphabet symbol σ P Σ, we define Postpρ, σq to be the set of feasible extensions xq 1 , P 1 y σ 1 Ý Ñ¨¨¨σ n´1 Ý ÝÝ Ñ xq n , P n y σ Ý Ñ xq, P y of ρ, and Post Π pρ, σq to be the set of Π-feasible extensions of ρ. We write Postpρq for Ť σPΣ Postpρ, σq and Post Π pρq for Ť σPΣ Post Π pρ, σq. The following lemma shows that restricting the predicate map by considering, for each q, q 1 P Q, a subset of Πpq, q 1 q, will enlarge the set of feasible extensions of a path. This is useful in proving the soundness of the trace inclusion algorithm.
Lemma 2. For any two predicate maps Π Ě Π 1 , any path ρ, and any σ P Σ, we have Post Π pρ, σq Ď Post Π 1 pρ, σq.
Interpolant-based Refinement of Trace Abstractions
We now introduce the notions of acceptance and spuriousness, before describing how the generalized interpolants defined previously can be used to eliminate spurious counterexample paths. Intuitively, an accepting path is a symbolic encoding of counterexample traces τ P LpAqzLpBq, for which: (i) A has a run over τ , starting in an initial state i P I A and ending in a final state q P F A , and (ii) there is no run of B over τ , starting in an initial state j P I B and ending in a final state r P F B .
Let us consider the path ρ : s 1 σ 1 Ý Ñ¨¨¨σ n ÝÑ s n`1 . Formally, ρ is said to be accepting, denoted Acceptpρq, if and only if:
YdpA ρ q Ď F A , and 3. cex pA ρ , B ρ q is satisfiable, where, for a pair of path trees pT, U q, cex pT, U q stands for Υ pT q^ Υ pU Ó F B q and U Ó F B is the maximal subtree of U whose leaves are labeled only by final states of B. It is not very difficult to see that an accepting path constitutes a proof of the fact that LpAq Ę LpBq. In fact, any model of cex pA ρ , B ρ q can be used to extract a counterexample τ P LpAqzLpBq for the trace inclusion.
Example 4. Fig. 4 shows the path ρ : xs 1 , tr 1 uy a Ý Ñ xs 2 , tr 2 uy a Ý Ñ xs 2 , tr 2 uy and the corresponding path trees. The formula:
In the following, we shall work with an abstract version of acceptance, induced by the predicate map Π, and denoted Accept Π pρq. The formal definition is the same as the one of Acceptpρq, except for the third condition, asking that cex pΠpA ρ q, ΠpB ρis satisfiable instead. A path ρ is said to be spurious (w.r.t. a given predicate map Π) if Accept Π pρq^ Acceptpρq holds. Basically, a path ρ which ends in a product state xq, P y, with q P F A , is spurious if either: (i) P X F B " H, i.e. no state in P is final, or (ii) no state from P X F B can be reached by B, following a trace produced by A along ρ, i.e. a model of Υ pA ρ q.
Example 5. Let us consider the path ρ, the path trees A ρ and B ρ from Fig. 2 , and the covered trees ΠpA ρ q and ΠpB ρ q from Fig. 3 . The path ρ is spurious, because cex pΠpA ρ q, ΠpB ρis satisfiable, but cex pA ρ , B ρ q is not.
If ρ is a spurious path, its spuriousness can be shown by replacing, for some k P r1, ns, only the last n´k abstract edges from (the path trees of) ρ with their concrete versions. Since we would like this number to be as small as possible, we need to consider the greatest such k. The pivot of ρ is the maximal position k P r1, ns that proves the spuriousness of ρ. Formally, if A ρ " pt, λq, B ρ " pu, µq, ΠpA ρ q " pt, αq and ΠpB ρ q " pu, βq are the labeled trees defined above, we define Π |k pA ρ q " pt, λ |k q and Π |k pB ρ q " pu, µ |k q, where:
Bρ:
λ 0 : true µ 0 : true Fig. 4 . Path trees for an accepting path, witnessing the counterexample traces pa, 0qpb, 0qpb, 0q and pa, 1qpb, 1qpb, 1q.
We define pivotpρq " max k P r1, ns | cex pΠ |k pA ρ q, Π |k pB ρ( , where, by convention, we let max H "´8. Observe that pivotpρq "´8 if ρ is not spurious.
Notice that cex pΠ |k pA ρ q, Π |k pB ρmeans that the entailment Υ pΠ |k pA ρÑ Υ pΠ |k pB ρ Ó F Bmust hold. Then, by Thm. 1, there exists a generalized interpolant (GI) pI, J q for the pair pΠ |k pA ρ q, Π |k pB ρ Ó F B qq, where I " pt, Iq and J " puÓ F B , Jq. We recall that B ρ Ó F B and uÓ F B are the restrictions of B ρ and u to the positions that are prefixes of leaves labeled with final states of B.
A predicate map Π is compliant with the GI pI, J q if and only if:
for each pp, p.iq P edgesptq, we have I i p P Πptppq, tpp.iqq, and for each pq, q.jq P edgespuÓ F B q, we have J j q P Πpupqq, upq, jqq. where, as before, I " pt, Iq and J " puÓ F B , Jq. The next lemma shows that any spurious path has a GI that proves its spuriousness, and furthermore, updating to predicate map to become compliant with this GI guarantees that Algorithm 1 will never explore the same spurious path again in the future. Lemma 3. Given two predicate maps Π, Π 1 : QˆQ Ñ 2 ThpDq and a path ρ " s1 σ 1 Ý Ñ¨¨¨σ n ÝÑ s n`1 which is spurious w.r.t. Π, let pivotpρq " k. Then there exists a GI pI, J q for the pair pΠ |k pA ρ q, Π |k pB ρ Ó F B qq. Moreover, for any predicate map Π 1 , which is compliant with pI, J q, we have Accept Π 1 pρq.
Defining Subsumption for Faster Convergence
The following notion of subsumption between paths is crucial for the practical use of Algorithm 1. On one hand, a good definition of subsumption guarantees convergence of the algorithm in a majority of non-trivial cases. On the other hand, even when the algorithm is bound to terminate (with subsumption trivially defined as identity of paths), more general definitions of subsumption will make the algorithm converge within significantly smaller numbers of steps.
Definition 3. Given a predicate map Π, a partial order Ď Π is said to be a subsumption if and only if the following hold, for all paths ρ Ď Π ρ 1 and σ P Σ:
Observe that the subsumption relation Ď Π depends, in general, on the predicate map under consideration. However, we will omit specifying the predicate map in the following, in order to avoid cluttering the notation.
A simple-minded implementation of subsumption may use the following definition: ρ ő ρ 1 if and only if Υ pΠpA ρÑ Υ pΠpA ρ 1and Υ pΠpB ρÐ Υ pΠpB ρ 1 qq. It is not difficult to check that ő is indeed a subsumption relation, according to Def. 3. However, Algorithm 1, running with this implementation of subsumption, will not terminate even in some simple case, as shown by the example below. Example 6. Let Π be the predicate map: Πps 1 , s 2 q " Πpr 1 , r 1 q " tfalse, x 1 " y 1 u and Πps 2 , s 2 q " tfalse, x´x 1 " y´y 1 u. Fig. 5 shows the Π-covered path trees corresponding to the diverging path ρ : xs 1 , tr 1 uy a Ý Ñ xs 2 , tr 1 uy a Ý Ñ xs 2 , tr 1 uy a Ý Ñ xs 2 , tr 1 uy . . .
A more sophisticated definition of subsumption has to address the problem of divergence caused by multiple repetitions of the same subpath within a path. To this end, we view a path ρ : s 1 σ 1 Ý Ñ¨¨¨σ n ÝÑ s n`1 as the word wpρq " pσ 1 , s 1 q . . . pσ n , s n qp˛, s n`1 q P`ΣˆpQ Aˆ2 Q B q˘˚, and we define the folding of ρ, for the predicate map Π, as the finite automaton Fold Π pρq recognizing all paths obtained from ρ by repeating certain subpaths of ρ arbitrarily many times.
A basic requirement on the folding operation is that, for any path ρ, we must have wpρq P LpFold Π pρqq, i.e. by folding a path we do not lose it. Then subsumption is defined as: ρ Ť ρ 1 if and only if LpFold Π pρqq Ď LpFold Π pρ 1 qq, where LpFold Π pρqq denotes the language recognized by the automaton Fold Π pρq.
In order to ensure that the relation defined above is indeed a subsumption relation, one needs, moreover, to provide sufficient conditions that guarantee the two points of Def. 3 above. A sufficient condition for point (a) of Def. 3 is that no accepting paths (w.r.t. the given predicate map Π) are introduced by the folding operation. Formally, for every path ρ and every predicate map Π:
It is easy to check that, whenever condition (1) is satisfied, we deduce: Algorithm 2 implements the folding operation, needed for the subsumption test described above. First, the algorithm sweeps the input path ρ in order to find matching pairs of states, that become candidates for the cycles of the automaton. The sweeping is implemented by the simpleCycles function which will always detect only the innermost cycles, among all possibilities. The result is a list of pairs, each of which marks the beginning and the end of a cyclic subpath of ρ, i.e. that starts and ends with the same product state (we always consider only simple cycles that do not repeat any state, except for the endpoints). In the following, for any i, j P r1, ns, i ď j, we write ρ i for the edge s i σ i Ý Ñ s i`1 , and ρ i,j for the subpath s i
Ý Ñ s 1 be a path. The result of simpleCyclespρq is the list of pairs p2, 3qp4, 5q indicating the positions of the sources and destinations of the innermost loops on ρ, respectively.
The core of the folding procedure described by Algorithm 2 is the loop between lines (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) , which traverses the list of simple cycle candidates generated by simpleCycles, in order to identify the paths that can be folded into loops, without breaking condition (1) above. This test takes into account the loop candidate, the predicate map Π, as well as the previously folded loops and linear path segments, kept in two lists, pastCycles and pastPaths, respectively. The need for these lists will be made clear next, when we explain the implementation of the isFoldable test (line 14). Observe that the set states of the automaton Fold Π pρq are pairs xs i , jy, where s i is a state that occurs on ρ and j P r1, n`1s is a unique identifier, that distinguishes different occurrences of the same state. These identifiers are handled by the newPath and newCycle primitives that add linear path segments and cycles to the automaton, respectively. The result of the folding operation is thus always a finite automaton recognizing languages of the form π 1¨λ1¨π2¨. . .¨π k¨λk¨πk`1 , where π 1 , . . . , π k are possibly empty words, and π k`1 , λ 1 , . . . , λ k are non-empty words 3 .
Let us first prove that the folding operation implemented by Algorithm 2 satisfies point (b) of Def. 3. Notice that the isFoldable condition plays no role in this proof, which uses a combinatorial argument based on the "shape" of the folded language.
Lemma 4. Given a predicate map Π and two paths ρ Ť ρ 1 , for any path τ P Post Π pρ, σq there exists a path τ 1 P Post Π pρ 1 , σq such that τ Ť τ 1 .
Finally, we discuss the implementation of the isFoldable test from Algorithm 2 (line 14). We provide two sets of sufficient conditions that will ensure soundness of this test with respect to condition (1) , which in turn, is sufficient to ensure that condition (a) of Def. 3 is satisfied by the folding operation. Observe first that the isFoldable test takes as arguments a cyclic subpath ρ i,j of ρ, a predicate map Π and two lists of pairs, pastPaths and pastCycles containing the source and destination positions of the previous linear paths and (folded) cycles. More precisely, if is the current position of the path we wish to fold, then pastPaths " p1, i 1 q¨pi 2 , i 3 q¨. . .¨pi p , q and pastCycles " pi 1 , i 2 q¨. . .¨pi p´1 , i p q, for some strictly increasing sequence i 1 ă i 2 ă . . . ă i p P r1, s. The intuition is that the already folded part of ρ, up to , is of the form: ρ 1,i1¨ρi 1 ,i2¨ρ i2,i3¨. . .¨ρi p´1,ip¨ρ ip, . With the above notations, the first set of conditions is: (S1) for all pp,in pastPaths¨p , iq, we have Υ pΠpA ρp,Ñ Υ pΠpB ρp,, (S2) for all pp,in pastCycles¨pi, jq, we have Υ pΠpA ρp,Ñ Υ pΠpB ρp,. It is not very difficult to see that, if the conditions above hold, then for any instance π " ρ 1,i1¨ρ k1 i1,i2¨. . .¨ρ ,i¨ρ kp i,j of the folded path, for some k 1 , . . . , k p ě 0, we have Accept Π pπq. Consequently, at the end of the main loop of Algorithm 2, the condition (1) will be satisfied. Fig. 3 shows (covered) paths trees corresponding to the cyclic path ρ : xs 1 , tr 1 uy Ý Ñ xs 2 , tr 2 , r 3 uy Ý Ñ xs 1 , tr 1 uy. We check the condition (S2):
The entailment is valid, so the path ρ can be safely folded into a loop.
There are however cases in which the simple conditions (S1-S2) are not enough, as shown in the example below. In this example, the knowledge propagated from the context of the cycle is essential for deciding that the cycle can be folded soundly, with respect to the condition (1).
Example 10. Let Π be the predicate map: Πps 1 , s 2 q " tfalse, x " 0^y " 0^x 1 " x^y 1 " yu, Πps 2 , s 2 q " tfalse, x 1´x " y 1´y u, Πpr 1 , r 2 q " tfalse, x P r0, 1s^y P r0, 1s^x 1 " x^y 1 " yu, Πpr 2 , r 3 q " Πpr 3 , r 3 q " tfalse, x ď y^x 1 ě y 1 u. Fig. 6 shows diverging Π-covered path trees for the path ρ : xs 1 , tr 1 uy Ý Ñ xs 2 , tr 2 uy Ý Ñ xs 2 , tr 3 uy Ý Ñ xs 2 , tr 3 uy Ý Ñ . . ..
A:^y 1 ě y`1 x 1 ď x`1 B: x P r0, 1s^y P r0, 1ŝ
x 1 " x^y 1 " y^x 1 ě y 1
x ď y x " 0^y " 0 x 1 " x^y 1 " y Further notation is needed in order to formalize the folding conditions for this case. For a labeled tree T " pt, λq, we define the characteristic relation of T by the formula:
ΞpT q " Dx 0...htptq Υ pT q^x " x 1^x1 " x htptq .
Intuitively, ΞpT q defines the relation between the variables at the first and last level on any maximal path in the tree 4 . Observe that the free variables of ΞpT q are x Y x 1 . Then, for a path ρ, ΞpA ρ q and ΞpB ρ q define the transformations performed by A and B on the values of the variables along the path ρ, respectively.
For two formulae ϕpx, x 1 q and ψpx, x 1 q defining relations, let pϕ˝ψqpx, x 1 q " Dy . ϕpx, yq^ψpy, x 1 q denote their composition. The reflexive and transitive closure ϕ˚px, x 1 q " Ž 8 i"0 ϕ i px, x 1 q, where ϕ 0 is the identity relation x " x 1 , and ϕ i " ϕ˝ϕ i´1 , for all i ą 0. Incidentally, for a formula ψpx 0...n q, we define ϕ^mpx 0...m¨n q " ψpx 0...n q^. . .^ψpx m¨pn´1q...m¨n q.
A relation ϕpx, x 1 q is said to be extensive if ϕ Ñ ϕ˝ϕ and reductive if ϕ˝ϕ Ñ ϕ. A cyclic path ρ is said to be quasi-foldable with respect to Π if ΞpΠpA ρis reductive and ΞpΠpB ρis extensive. The intuition is that, by increasing the number of iterations of a quasi-foldable path one also decreases the chance that this path becomes accepting, since ΞpΠpA ρ nÐ ΞpΠpA ρ mand ΞpΠpB ρ nÑ ΞpΠpB ρ m qq, whenever n ě m.
However this condition alone does not guarantee (1), for which reason we introduce the following sufficient set of conditions: (C1) ρ i,j is quasi-foldable w.r.t. Π, and (C2) P ρ pi 1 , . . . , i p q^Υ pΠpA ρi,j qq^2 Ñ Υ pΠpB ρi,j qq^2, where, as in the previous, ρ i,j is a cycle, and: P ρ pi 1 , . . . , i p q : ΞpΠpA ρ1,i 1 qq˝ΞpΠpA ρi 1 ,i 2 qq˚˝. . .˝ΞpΠpA ρi p´1 ,ip qq˚˝ΞpΠpA ρi p ,i.
Observe that condition (C2) requires the computation of a relation P ρ pi 1 , . . . , i p q which consists of zero or more transitive closures. In general, this is not always possible, for e.g. arbitrary linear arithmetic relations. However, several works have shown that it is possible to compute transitive closures (accelerate) for restricted classes of linear arithmetic [4] . An implementation of the folding method using conditions (C1-C2) could use such results, and apply over-and underapproximation of the more general classes of relations into relations that can be effectively accelerated.
The following lemma proves that implementing isFoldable using the conditions (C1-C2) is sufficient to ensure the soundness condition (1).
Lemma 5. Let Π be a predicate map, ρ be a path, |ρ| " n its length, and i P r1, ns be a index, such that ρ i,n is a quasi-foldable cyclic path, and the following hold: 1. @τ . wpτ q P LpFold Π pρ 1,i qq¨wpρ i,n q ñ Accept Π pτ q, 2. P ρ pi 1 , . . . , i p q^Υ pΠpA ρi,n qq^2 Ñ Υ pΠpB ρi,n qq^2, for some sequence 1 ď i 1 ă i 2 ă . . . ă i p ď i, then the following holds:
@τ . wpτ q P LpFold Π pρqq ñ Accept Π pτ q .
The following example shows that the diverging path from Example 10 can now be folded soundly using conditions (C1-C2).
Example 11. (contd. from Ex. 10) Consider again the path from Ex. 10 ρ : xs 1 , tr 1 uy Ý Ñ xs 2 , tr 2 uy Ý Ñ xs 2 , tr 3 uy Ý Ñ xs 2 , tr 3 uy. We would like to fold ρ into xs 1 , tr 1 uy Ý Ñ xs 2 , tr 2 uy Ý Ñ ñ xs 2 , tr 3 uy. For this, we have to show: -(C1) ρ 3,3 is quasi-foldable:
‚ ΞpΠpA ρ3,3: x 1´x " y 1´y is reducible:
px 1´x " y 1´y q˝px 1´x " y 1´y q Ñ px 1´x " y 1´y q .
‚ ΞpΠpB ρ3,3: x ď y^x 1 ě y 1 is extensible:
px ď y^x 1 ě y 1 q Ñ px ď y^x 1 ě y 1 q˝px ď y^x 1 ě y 1 q -(C2) The entailment P ρ^Υ pΠpA ρ3,3 qq^2 Ñ Υ pΠpB ρ3,3 qq^2 is valid, where:
Soundness of the Trace Inclusion Algorithm
In this section we address the soundness of our trace inclusion semi-algorithm 1. Since termination is not guaranteed, in general, we prove that, whenever the algorithm terminates without reporting a counterexample, we have indeed that LpAq Ď LpBq holds. The dual question "if there exists a counterexample trace τ P LpAqzLpBq, will Algorithm 1 discover it ?" can also be answered positively, using an implementation that enumerates the abstract paths in a systematic way, e.g. by using a breadth-first path exploration. This can be done using a queue to implement the Next set in Algorithm 1.
If P Ď N is a set of positive integers, we denote by min P the (unique) least integer in P , and min P " 8 if and only if P " H. For a path ρ and a predicate map Π : QˆQ Ñ 2 ThpDq , we denote by Dist Π pρq the minimal k ě 0 for which there exists a sequence of paths τ 0 , . . . , τ k , τ 0 " ρ and τ i`1 P Post Π pτ i q, for all i P r0, k´1s, such that Accept Π pτ k q. Obviously, Dist Π pρq " 8 if there is no such sequence. Intuitively, Dist Π pρq is the length of the minimal accepting continuation of ρ, under the predicate map Π. For a finite set S of paths, we define Dist Π pSq " min tDist Π pρq | ρ P Su.
For simplicity, from now on we identify any node s " xq, P, py in the APRT built by Algorithm 1 with the unique path xi, I B y ÝÑ xq, P y that can be recovered from the path leading to s in the APRT. An APRT A " xΠ, Visited, Next, Edges, Subsumey is said to be closed, if and only if for every s P Visited and every successor t P Post Π psq there exists an edge ps, uq P Edges Y Subsumed such that t Ď u. Proving soundness of Algorithm 1 relies on the following invariants: Lemma 6. Let Roots " txi, I B , ´1y | P r1, Ksu, where I A " ti 1 , . . . , i K u. Then the following hold, each time line 4 is reached by Algorithm 1:
The following technical lemma is needed in the following arguments, concerning soundness (under the termination assumption) and completeness of (a slightly refined version of) Algorithm 1.
Lemma 7. Let A and B be two DA such that LpAq Ę LpBq, Then, there exists a path ρ such that, for every predicate map Π, we have Accept Π pρq.
The following soundness theorem is the main result of this section. Essentially, it shows that whenever Algorithm 1 terminates and reports that the inclusion holds, this is indeed the case. At this point, a dual question arises: if LpAq Ę LpBq, can Algorithm 1 prove this fact ? In the current presentation, this is not guaranteed, because Algorithm 1 may explore paths in a non-exhaustive way and miss a concrete accepting path. However, an implementation of this algorithm that would explore the paths systematically (e.g. in breadth-first order) will meet the latter requirement (this can be ensured by using a FIFO queue for the implementation of the Next set).
Suppose that LpAq Ę LpBq. By Lemma 7, we have Dist Π pRootsq ă 8, for every predicate map Π. Then, by Lemma 6 (Inv 2 ), the number of steps between each refinement (change of the predicate map Π) must be finite, since Dist Π pVisitedq ą 0 decreases each time all nodes from Next have been processed. Since all accepting paths are explored in an exhaustive manner, the counterexample will be eventually reported.
Verification Examples
The implementation of the semi-algorithm presented is currently undergoing. To validate the method, we have simulated the abstraction refinement loop on two examples steming from existing verification problems. The first example is a verification condition in an array logic, proved in [3] using integer-valued counter automata. The second example is the verification of a train crossing real-time system [13] using real-valued counter automata translated from timed automata, using the technique from [9] . We have computed the interpolants using the MathSAT5 SMT solver [5] .
Array Example
We experimented our method on a practical verification task from the area of verification of array manipulating programs. Namely, we consider the code fragment shown in Fig. 7 , which rotates array a by one position to the right, storing the result into array b. The inductive loop invariant needed to prove that the code performs the rotation, is:
ϕ : 0 ď i ă n^@0 ď j ă i . brj`1s " arjs .
Following the approach proposed in [3] , the invariant can be encoded using the DA shown in Fig. 5.1(a) . The main idea of the encoding is viewing the sequences Fig. 8 . DA for the array example, with the covered path trees for the unique diverging path, after 3 refinements of values that variables a and b can have in accepting runs of the automaton as possible contents of arrays a and b.
Using our method, we show that the case when the entire contents of a is rotated in b (apart from cell a[n-1] that is handled outside of the loop), which can be expressed by the formula: ψ : i " n´1 ě 0^@0 ď j ă i . brj`1s " arjs encoded by the DA shown in Fig. 5.1(b) , is entailed by the loop invariant, i.e. ψ Ñ ϕ holds. Our technique was able to establish that this is indeed the case using 3 refinements. Fig. 5.1(c) shows the path trees corresponding to the diverging path ρ : xs 0 , tr 0 uy Ý Ñ xs 1 , tr 1 uy Ý Ñ xs 1 , tr 1 , r 2 uy Ý Ñ xs 1 , tr 1 , r 2 uy Ý Ñ . . . Using the conditions (S1) and (S2), we can fold the path ρ into the automaton: which is sufficient to terminate the abstraction-refinement loop.
Timed Automata Example
The second verification example we consider is a real-time controller of the train crossing example from [13] (Section 6.2, pg. 235). The example models a system composed of a train and a railway crossing gate, modeled by timed automata. The two systems communicate via signals app (approaching), in (the crossing), out (of the crossing), (gate) down, (gate) up. The synchronous composition of the two systems is a timed automaton, which is translated into a real-valued counter automaton A ( Fig. 5.2 (a) ) using the technique from [9] (Example 1, pg. 4). For the composed system we check the property that the gate never stays closed for more than 5 minutes 5 . The property is given by a timed automaton translated to the real-valued counter automaton B, in Fig. 5.2 (b) .
B:
A:
(a) (b) Fig. 9 .
First, our method detects that the path: is infeasible, since the edge 11 Ý Ñ 21 in the corresponding covered path tree ΠpA ρ1 q is labeled by false. Then, after 3 refinements of the predicate map, we obtain the diverging path: 
ΠpAρq: Fig. 10 .
Conclusions
We have presented an interpolation-based abstraction refinement method for trace inclusion between general data automata, with the only restriction that the Craig Interpolation Lemma holds for the base theory, which describes the transition rules. The technique uses predicates that label the edges of the automata and does refinement using a novel interpolation scheme. The procedure has been applied to several examples, including a verification problem for array programs, and a real-time system. Future work includes the extension of the method to data tree automata, and application to logics for heaps with data.
Proofs
Proof of Lemma 1
Proof. Since T " pt, λq is deterministic, we have domptq " ti 1 . . . i k | k P r1, N suY t u, for some integers i 1 , . . . , i N P N, where N " htptq. We denote p 0 " and p j " i 1 . . . i j , for all j P r1, N s, in the rest of this proof. With this notation, we have Υ pT q " Ź N´1 j"0 λ ij`1 pj px j , x j`1 q.
(1) "ñ" By induction on k, we prove the existence of a sequence of formulae I i1 p0 px, x 1 q, . . . , I i N p N´1 px, x 1 q, such that, for all k P r0, N´1s:
The first point above ensures that I " pt A , Iq is a OI for A. The second point ensures that Υ pIq Ñ ϕ, by taking k " N´1. To prove the invariants, consider first the base case k " 0:
By the Craig Interpolation Lemma, there exists I i1 p0 px, x 1 q such that:
For the induction step k Ñ k`1, k P r0, N´1s, we have:
By the Craig Interpolation Lemma, there exists a formula I i k`2 p k`1 px, x 1 q such that:
"ð" We compute, successively:
Proof of Lemma 4
Proof. Let s " destpρq be the last product state on ρ, and s σ Ý Ñ t be the last product edge on τ , i.e. wpρq " u¨p˛, sq and wpτ q " u¨pσ, sqp˛, tq. Let LpFold Π pρqq " π 1¨λ1 . . . λk¨π k`1 and LpFold Π pρ 1" ν 1¨µ1 . . . µ˚ ¨ν `1 . Since LpFold Π pρqq Ď LpFold Π pρ 1 qq, then both π k`1 and ν `1 must end with the same symbol p˛, sq, and since wpρ 1 q P LpFold Π pρ 1 qq, we have destpρ 1 q " s. Then we define τ 1 to be the extension of ρ 1 with the edge s σ Ý Ñ t. We must show next that LpFold Π pτĎ LpFold Π pτ 1 qq.
For simplicity, we assume that k " " 1, i.e. Fold Π pρq " π 1¨λ˚¨π2 and Fold Π pρ 1 q " ν 1¨µ˚¨ν2 . The general proof for k, ě 1 uses essentially the same argument. We have that, for any x ě 0 there exists y ě 0 such that π 1¨λ x¨π 2 " ν 1¨µ y¨ν 2 , and consequently, |π 1 |`x|λ|`|π 2 | " |ν 1 |`y|µ|`|ν 2 |. Taking x 1 " x`1, there exists y 1 ě 0 such that |λ| " py 1´y q|µ|. Since λ is a simple cycle, in which no two same symbols occur, the only possibility is thus y 1 " y`1, i.e. |λ| " |µ|.
We shall prove that |π 1 | " |ν 1 | as well. Suppose, by contradiction, that |π 1 | ą |ν 1 | (the case |π 1 | ă |ν 1 | is symmetric). By taking a sufficiently large x ě 0, we have π 1¨λ x¨π 2 " ν 1¨µ y¨ν 2 for some y ě 0, and π 1 " ν 1¨α , for some prefix α ĺ µ and some ě 0. But π 1 may not have repeating symbols either, then the only possibility is " 1, i.e. µ " α¨β, for some word β. Since |λ| " |µ|, we obtain that λ " β¨α, again, by considering a sufficiently large x ě 0. But then we have wpρq " π 1¨λ p¨π 2 " ν 1¨p α¨βq p´1 α¨π 2 , for some p ą 0, in which case LpFold Π pρqq " ν 1¨µ˚¨α¨π2 , which leads to a contradiction (the first repeating state on ρ must be the last state occurring on π 1 , instead of the last one on ν 1 , which clearly occurs earlier). Hence, we have that |π 1 | " |ν 1 |, and consequently |π 2 | " |ν 2 |, which leads to π 1 " ν 1 , λ " µ and π 2 " ν 2 .
Finally, since wpρq " u¨p˛, sq, we have π 2 " v¨p˛, sq, for some word v. We recall also that wpτ q " u¨pσ, sqp˛, tq. There are two possibilities:
π 2 does not have a symbol of the form pσ 1 , tq, and either does ν 2 , hence:
LpFold Π pτ" tu¨pσ, sqp˛, tq | u¨p˛, sq P LpFold Π pρqqu Ď tu 1¨p σ, sqp˛, tq | u 1¨p˛, sq P LpFold Π pρ 1 qqu " LpFold Π pτ 1π 2 " ν 2 " u¨pσ 1 , tq¨v¨p˛, sq, hence:
LpFold Π pτ" ! w¨ppσ 1 , tq¨v¨pσ, sqq k¨p˛, tq | w¨pσ 1 , tq¨v¨p˛, sq P LpFold Π pρqq, k ě 0 ) Ď ! w 1¨p pσ 1 , tq¨v¨pσ, sqq k¨p˛, tq | w 1¨p σ 1 , tq¨v¨p˛, sq P LpFold Π pρ 1 qq, k ě 0 )
" LpFold Π pτ 1[ \
Proof of Lemma 5
Proof. Let τ be a path such that wpτ q P LpFold Π pρqq, and ρ i,n occurs at least once as the suffix of τ . Hence τ can be factorized as τ " µ¨ρ m i,n , where wpµq P Proof. Suppose Dist Π pρq " k ă 8, otherwise there is nothing to prove. Let τ 0 , τ 1 , . . . , τ k be a sequence of paths, such that τ 0 " ρ, Accept Π pτ k q and τ i`1 P Post Π pτ i q, for all i P r0, k´1s. Applying Def. 3 inductively, we prove the existence of a sequence τ 1 0 , τ 1 1 , . . . , τ 1 k such that τ 1 0 " ρ 1 , Accept Π pτ 1 k q and τ 1 i`1 P Post Π pτ 1 i q, for all i P r0, k´1s. Then Dist Π pρq ě Dist Π pρ 1 q, because for any sequence originating in ρ and leading to an accepting path, there exists a sequence of the same length originating in ρ 1 and leading also to an accepting path.
[ \ (i) if the control reaches line 6, the first change is the update of the predicate map to a predicate map Π new Ě Π old (line 12). The next configuration of the APRT is A 1 " xΠ new , Visited old , Next old , Edges old , Subsume old y. We show first that A 1 is closed. Let s P Visited old and t P Post Πnew psq be a successor of s. Then, by Lemma 2, we have t P Post Π old psq. Moreover, since s P Visited old and A old is closed, there exists an edge ps, uq P Edges old Y Subsume old such that t Ď u. Hence A 1 is closed. Second, if s p P Visited old is the pivot state of the current path (s p " srcpρ k q, on line 9), A new is obtained from A 1 by the following successive transformations: (a) let T " subTreeps p q (b) move the set of nodes S " ts | Dt P T . ps, tq P Subsume old u from Visited to Next (lines 13-14), (c) remove T from Visited Y Next (line 15), (d) add s p to Next (line 16). To prove that A new is closed, let s P Visited new " Visited old zpS Y T q, and t P Post Πnew psq. Then, by Lemma 2, t P Post Π old psq as well. Since A old is closed, there exists an edge ps, uq P Edges old Y Subsume old such that t Ď u. It is thus sufficient to show that ps, uq P Edges new Y Subsume new . To this end, we distinguish two cases: (a) if ps, uq P Edges old , again, we distinguish two cases. If u P T , since s R T , the only possibility is u " s p and s is the predecessor of u in A old . 
