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Abstract
In [AIK12] the authors created type-II Ricci flow neckpinch singulari-
ties. In this paper we construct solutions to Ricci flow whose initial data
is the singular metric resulting from these singularities. We show in par-
ticular that the curvature decreases at the same rate at which it blew up.
This is the first example of Ricci flow starting from a type-II singularity.
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1 Introduction
The study of singularities is central to the study of Ricci flow. In the absence
of a weak formulation of Ricci flow, topological surgery is used to continue
the flow through a singularity. This was the technique proposed by Hamilton
and completed by Perelman in dimension 3 to prove Thurston’s geometrization
conjecture. The flow through the singularity depends on the parameters of the
surgery. Perelman conjectured that, by sending the size of the surgery to zero,
the surgically modified flows converge to a flow through the singularity, which
we may call the Ricci flow [Per02].
In [ACK12], Angenent, Caputo, and Knopf considered the singular metric
on Sn+1 resulting from a rotationally symmetric regular neckpinch singularity.
They showed that there is a Ricci flow which emerges from that singular data,
and it indeed can be constructed by the limit of small surgeries. Their work
furthermore tells us the precise asymptotics of the metric after the singularity.
In particular, the curvature |Rm | decreases at a rate slightly faster than the
rate at which it blew up. In a recent preprint [KL14], Kleiner and Lott have
shown that in three dimensions Perelman’s conjecture holds, although there is
no proof that the resulting limit is independent of subsequence.
This paper parallels [ACK12] for the case of degenerate neckpinches. This
is the first explicit example of Ricci flow through a type-II singularity. We show
that unlike the case of the regular neckpinch, the degenerate neckpinch heals at
the same rate as it formed. The asymptotics of |Rm | for both of these cases is
shown in Table 1.
Asymptotics of |Rm | Before singularity After singularity
Type-I Neckpinch 1T−t
| log(t−T )|
t−T
Type-II Neckpinch 1
(T−t)2−2/k
1
(t−T )2−2/k
Table 1: The asymptotics of curvature before and after examples of neckpinches.
In the case of the degenerate neckpinch, k ≥ 3 is an odd integer.
Recall that a finite time singularity of Ricci flow on (0, T ) ×Mn is called
Type-I if |Rm | ∼ (T − t)−1, and Type-II if the curvature blows up faster. It
appears to be the case that Type-II singularities only arise as degenerate cases.
In [AIK12], Angenent, Isenberg, and Knopf constructed “degenerate neckpinch”
metrics on Sn+1, n ≥ 2, which develop a type-II singularity in finite time. For
any integer k ≥ 3, there is a degenerate neckpinch singularity for which the
curvature blows up as |Rm | ∼ (T − t)2−2/k. For k even, the metric goes to 0
on the entire manifold Sn+1. On the other hand, for k odd, only a set of partial
g(0)−measure is destroyed. We prove the existence of, and find asymptotics
for, solutions to Ricci flow which emerge from the final metrics corresponding
to odd k. This paper fills in the lower-right hand corner of Table 1.
Type-II singularities with other asymptotic blow-up rates have been ob-
served. In [Wu14], Wu constructed non-compact examples which blow up at
rate (T − t)−(λ+1) for any λ ≥ 1.
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Figure 1: The three regions mentioned in the theorem. The parabolic and inner
regions shrink to nothing as t↘ 0.
1.1 Main Theorem
Theorem 1.1. Let ginit be a metric on S
n+1−{NP} satisfying the conditions in
Section 2.2. Here NP is a point (the “North Pole”) in Sn+1. (In particular, ginit
could be the metric arising in the limit t↗ T from the degenerate neckpinch for
odd k, constructed in [AIK12], with b = 1− 2/k below.) There exists a smooth
Ricci flow g(t) on Sn+1 × [0, t∗] emerging from ginit. Any such Ricci flow must
be compact. The flow may be constructed as the limit as k →∞ of gωk(t), where
each gωk(t) is a solution to Ricci flow, and gωk(0) is a modification of ginit in a
small neighboorhood of NP.
In a neighboorhood of the North Pole the metric can be written as
g(t) =
(dr)2
v(r, t)
+ r2gSn
where r is a coordinate in the neighboorhood, v(r, t) ∈ [0, 1], and gSn is the round
metric on Sn with unit radius.
The curvature tensor of the solution has norm |Rm | ∼ t−(1+b) as t ↘ 0,
and the solution g(t) satisfies the following asymptotic profile.
• Outer Region: For ρ∗
√
t < r < r∗,
v(r, t) = [1 + o(1)]
(
1 + 2(n− 1)(1 + b) t
r2
)
r2b.
• Parabolic Region: For σ∗
√
t1+b < r < ρ∗
√
t,
v(r, t) = [1 + o(1)]
(
1 + 2(n− 1) t
r2
)1+b
r2b.
• Inner Region: For r < σ∗
√
t1+b,
v(r, t) = [1 + o(1)]B
(
(2(n− 1))−(b+1)/2 r√
t1+b
)
,
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where B is such that the Bryant soliton is
gBryant =
(dr)2
B(r)
+ r2gSn .
1.2 Outline of Techniques
The techniques we use follow closely those in [ACK12]. All of the metrics we
consider are rotationally symmetric. Our initial metric is smooth except at
one point, which we call the North Pole, NP. Using the rotational symmetry,
solving Ricci flow in a neighboorhood of the North Pole is equivalent to solving
the quasilinear parabolic PDE
vt = vvrr − 1
2
v2r +
n− 1− v
r
vr +
2(n− 1)
r2
v(1− v)
with boundary data v(0, t) = 1. The initial singular metric corresponds to the
initial data vinit(r) = (1 + o(1))r
2b, where b = 1 − 2/k ∈ (0, 1). The fact that
the initial metric is not smooth at the North Pole corresponds to the fact that
vinit(0) 6= 1.
In Section 2 we describe the coordinate system we use throughout the pa-
per, and the initial conditions which come out of the neckpinch constructed in
[AIK12]. In Section 3 we find a formal solution, and in Section 4 we construct
barriers based on the formal solution.
In Section 5 we prove our main theorem. Lemma 5.3 shows that any solution
must be compact. Results in Section 5.2 show any solution within the barriers
constructed in Section 4 satisfies curvature bounds. In Section 5.3 we construct
modified initial metrics gω for small ω > 0, which lie between the barriers,
evaluated at time ω. Using the curvature bounds, we show a subsequence of
the gω converge. We show any solution which lies within our barriers satisfies
curvature bounds, which allows us to extract a convergent subsequence of the
modified metrics in Section 5.4.
1.3 Acknowledgements
I thank my advisor Dan Knopf for the suggestion of and significant help with
the problem.
2 Coordinates, Equations, and Initial Data
2.1 Basic Coordinates
In this paper we consider Ricci flow of SO(n+1) invariant metrics on Sn+1. For
such a metric there are two well-defined poles {NP,SP}; by removing the two
poles, we can identify Sn+1 with (0, 1) × Sn, with the metric invariant under
the action of SO(n+ 1) on the Sn factor. The metric can be written as
g = ϕ(x)2(dx)2 + ψ2(x)gSn ,
where gSn is the standard, round metric on S
n. A coordinate which is more
geometrically natural than x is the arclength coordinate
s =
∫ x
0
ϕ(x)dx
4
0 1
x
0
1
ψ
0 pi/2
s
Figure 2: ψ for half of the sphere Sn+1 with the standarded metric, in both the
x¯ and s coordinates. The point we call NP is the leftmost point of the sphere.
in which the metric is written as
g = (ds)2 + ψ(x)gSn .
Remark. If we want to see the manifold as the rotation of a graph over R, it
is necessary that |ψs| ≤ 1. (Otherwise, the height of the graph would have to
increase faster than the arclength.) In that case, we can define the coordinate
x¯ =
∫ s
0
√
1− ψ2sds
Then rotating the graph of ψ in terms of x¯ in Rn+2 yields an embedding of the
manifold.
There are two distinguished sectional curvatures:
K =
−ψss
ψ
which is the curvature of a plane containing ∂∂s , and
L =
1− ψ2s
ψ2
which is the curvature of a plane tangent to a spherical slice {x0} × Sn. The
Ricci curvature is given by
Rc = nK(ds)2 + (K + (n− 1)L)ψ2gSn .
In order for the addition of NP (x = 0) and SP (x = 1) to yield a complete,
compact, smooth manifold, it is necessary that ψ is smooth in terms of s, and
that
ψs
∣∣∣∣
x=0
= 1, ψs
∣∣∣∣
x=1
= −1 (1)
to ensure that the sectional curvature L does not blow up at the north or South
Pole.
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Figure 3: v = ψ2s for half of the sphere S
n+1 with the standard metric.
Remark. For smoothness it is also necessary that all even derivatives of ψ (with
respect to s) vanish at x = 0 and x = 1 [AK04, Prop. 4.1]. Instead of checking
this directly we construct our solution as the limit of smooth flows, and we
bound the derivatives of Rm for the smooth flows.
Let Nr0 the connected neighboorhood of NP where ψ(x) < r0. As ψs(0) = 1,
we may always choose r0 small enough so that ψ is increasing Nr0 . (This will
also be true of our singular initial data, even though ψinit,s(0) = 0.) Therefore
we may use ψ to replace x as a coordinate in Nr0 . Set
r = ψ(x).
(So really r and ψ are the same thing, but we want to emphasize when we are
using r as a coordinate.) The key function which describes the geometry in
these coordinates is ψs; the metric can be written as
g =
(dr)2
ψ2s
+ r2gSn .
We set
v(r) = ψ2s(r)
which has simpler evolution equations than ψs. The sectional curvatures K and
L become
K =
−vr
2r
L =
1− v
r2
,
the Ricci curvature is
Rc =
nK
v
(dr)2 + (K + (n− 1)L)r2gSn ,
and the boundary condition necessary for smoothness at NP is v(0) = 1.
The arclength between r = r0 and r = r1 is given by∫ r1
r0
1√
v
dr
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Thus a manifold with a complete, noncompact end, instead of the North Pole,
would have v going to zero at r = 0 so fast that v−1/2 is not integrable.
In the s coordinate, Ricci flow reads
ψt = ψss − (n− 1)1− ψ
2
s
ψ
(2)
In the r coordinate, Ricci flow reads
vt = Fr[v] (3)
where Fr is the differential operator
Fr[v] = vvrr − 1
2
v2r +
n− 1− v
r
vr +
2(n− 1)
r2
v(1− v)
For convenience we write a = 2(n−1). (One significance of a is that the cylinder
ψ ≡√a(T − t) is a solution of Ricci flow collapsing at time T .) For the analysis,
it’s useful to see Fr as
Fr[v] = Lr[v] +Qr[v]
where Lr[v] and Qr[v] are the linear and quadratic parts of Fr[v], namely
Lr[v] =
a
2 rvr + av
r2
Qr[v] =
v(r2vrr)− 12 (rvr)2 − v(rvr)− av2
r2
(4)
We use Qr[v1, v2] to mean the symmetric bilinear form such that Qr[v] =
Qr[v, v]. We set [v]r to be the pointwise norm
[v]r = |v|+ r|vr|+ r2|vrr|.
The way we’ve written (4) makes it clear that
|Lr[v]| ≤ C [v]r
r2
|Qr[v1, v2]| ≤ C [v1]r[v2]r
r2
(5)
The bounds (5) will be the main way we control “throwaway” terms.
2.2 Initial Data
In this section we describe properties of the singular initial data ginit. In [AIK12],
a family of degenerate neckpinches was proven to exist, corresponding to integers
k ≥ 3. The results we require are summarized in Theorem 2.1 below.
Theorem 2.1. For any dimension n ≥ 2 and odd integer k ≥ 3, there exists
an initial metric g on Sn+1 such that
• The metric is rotationally invariant, as described above. We will write
Sn+1 = (−1, 1)× Sn ∪ {NP,SP}.1
• The metric g satisfies the bound |ψψss − ψ2s + 1| < A <∞
• Under Ricci flow, the metric devolopes a singularity at time T < ∞. On
(−1, 0)× Sn the metric approaches 0 as t↗ T .
1whereas for the rest of this paper, x lies in (0, 1), although this is of small importance.
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• On Sn+1 − {NP} the metric stays smooth, and has a smooth limit as
t ↗ T . For some r0, the radius is increasing in the neighboorhood Nr0
of the north pole, so we can use r = ψ as a coordinate. Then v(r, T ) =
ψs(x(r), T )
2 satisfies
v(r, T ) = r2b +O(r4b), r ↘ 0
where b = 1− 2/k.
Below we describe the properties we require for our initial data, all of which
are satisfied by the limits as t↗ T of the Ricci flows described in Theorem 2.1.
The initial data is described in terms of the radius function ψinit(s), where s is
the arclength from the singular tip NP, and is defined for s in [0, l].
1. The metric is defined and smooth on Sn+1 − {NP}. The metric space
completion is Sn+1. The metric is rotationally symmetric, as described in
Section 2.1.
2. For some r#, the radius, ψ(s) is increasing on Nr# , and the slope function
vinit satisfies vinit = (1 + o(1))r
2b for some b ∈ (0, 1).
For the neckpinches constructed in [AIK12], the solution approaches v(r) =
(1 + o(1))r2(1−2/k), where k ≥ 3 is an odd integer. We never use that k is
an integer, and it’s cleaner to forget it, setting b = 1− 2/k.
3. |ψs(s)| < 1 for 0 < s < l.
This inequality is preserved under Ricci flow [AK04, Prop. 5.1]. To un-
derstand this, recall
ψt = ψss − (n− 1)(1− ψ2s)/ψ.
So if |ψs(s)| < 1, then wherever ψss ≤ 0 we have ψt ≤ 0.
4. There is an A > 0 such that |(1− v + r2vr)| = |r2(K − L)| < A.
Lemma 3.1 of [AK04] shows that the supremum over the manifold of
|r2(K − L)| is nonincreasing. This bound will be helpful because our
control of the evolution is based on sub- and super-solutions for the slope
function v = ψ2s . Bounds on v let us control the sectional curvatures L =
1−v
r2 which are tangent to the spherical cross sections, but not K = −vr2r .
The bound on (L−K) gets us past that problem. (This occurs in Lemma
5.4.)
3 Formal Matched Asymptotics
In this section we construct a formal solution to the PDE vt = Fr[v]. Our initial
metric is
vinit = (1 + or→0(1))r2b.
So for our formal solution we will have
vformal(r, 0) = v0(r),
where v0(r) = r
2b.
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3.1 Outer Region
The outer region will be a time-dependent region where r  √t. The exact def-
inition will be determined when we construct barriers. As a first approximation
to vt = Fr[v], we consider
v ≈ v0 + tFr[v0]. (6)
Calculate
Fr[v0] = 1
r2
[(a
2
2b+ a
)
r2b +
(
2b(2b− 1)− (2b)
2
2
− 2b− a
)
r4b
]
=
1
r2
(1 + o(1))(a(1 + b)r2b).
So take vout to be the approximation
vout = r
2b
(
1 + a(1 + b)
t
r2
)
. (7)
The approximation (6) only makes sense as long as v does not change very
much, but if we look at the definition of vout in (7) this is only true if t  r2.
Set ρ = r√
t
. We expect vout to be a good approximation where ρ 1, and the
outer region will be defined as ρ ≥ ρ∗ for some ρ∗ to be determined. We will
have to find another approximation where ρ ≤ ρ∗.
3.2 Parabolic Region
In the parabolic region, where ρ ∼ 1, we will use the rescaled coordinates
τ = log(t), ρ =
r√
t
= re−τ/2.
Write the approximation vout in the parabolic coordinates:
vout = ρ
2b
(
1 + a(1 + b)ρ−2
)
ebτ .
For ρ ∼ 1 and fixed τ , vout(ρ, τ) is bounded. We will try to find terms in the
asymptotic expansion for v in terms of ebτ :
v ∼
∞∑
j=1
v(j)(ρ)ejbτ (8)
If we write the Ricci evolution equations (3) in the parabolic coordinates we
get
vτ = Lˆρ[v] +Qρ[v]. (9)
The operator Qρ[v] is the same as Qr[v] defined in (4) but with r’s and r
derivatives replaced with ρ’s and ρ derivatives, and Lˆρ[v] is
Lˆρ[v] =
1
2aρvρ + av
ρ2
+
1
2
ρvρ.
By vτ we will always mean the partial derivative of v with respect to τ , keeping
ρ fixed, whereas vt means the partial derivative with respect to t, keeping r
9
fixed. Space derivatves are unambiguous, since fixing τ is the same as fixing t.
The extra term in Lˆρ[v] compared to Lr[v] comes from the time derivative
vt = vττt + vρρt = vτe
−τ − 1
2
ρe−τ
If we substitute the ejbτ expansion (8) into the evolution equation (9) and
equate coefficients of ebτ we get the ODE
bv(1) − Lˆρ[v(1)] = 0
for v(1). We set v
(1)
para to be a solution to this ODE, which is given by
v(1)para(ρ) = Kρ
2b
(
1 + aρ−2
)1+b
= Kρ−2
(
ρ2 + a
)1+b
and set vpara to be the approximation
vpara(ρ, τ) = v
(1)
para(ρ)e
bτ .
We check that the parabolic approximation vpara can match the outer ap-
proximation vout as ρ→∞ with fixed τ :
vpara(ρ, τ) = Kρ
2b(1 + (1 + b)aρ−2 +O(ρ−4))ebτ , ρ→∞
Thus we see if we choose K = 1 the approximations match to order O(ρ2b−4).
Note that this error does go to zero as ρ→∞, because b < 1.
Remark. In [AIK12], which describes the shape of the neckpinch before the
singularity, the corresponding region is called the “intermediate” region. (The
name “parabolic” is used for the region near the neck.) The formal solution
before the singularity is
vpara
∣∣
t<0
= ρ2(a− ρ2)1+be−bτ = ρ2(a− ρ2)1+be−b|τ |
here τ is approaching ∞ as we approach the singularity (as t ↗ 0). This is
similar to our formal solution
vpara
∣∣
t>0
= ρ2(a+ ρ2)1+be−b|τ |
the difference – the minus sign inside the parentheses – causes the solution to
become cylindrical (v → 0) near ρ = √a.
The formal solution vpara = ρ
−2(ρ2 +a)1+bebτ becomes large if ebτ & ρ2, i.e.
if t(b+1)/2 & r. So we let
σ = rt−(b+1)/2
be a rescaled space coordinate, and
θ = t(b+1)/2
be a rescaled time coordinate. The left boundary of the parabolic region will be
defined by
σ & 1
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3.3 Inner Region
We calculate the evolution of v in the (σ, θ) (inner) coordinates. First calculate
the partial derivatives
vt = θtvθ + σtvσ vr = σrvσ = θ
−1vσ vrr = θ−2vσσ.
The partial derivative vθ is always calculated keeping σ fixed. Using rθ
−1 = σ,
rvr = σvσ, r
2vrr = σ
2vσσ.
Then by looking at the form of Fr[v] in (4) we find that vt = Fr[v] is equivalent
to
θtvθ − σθ−1θtvσ = θ−2Fσ[W ] (10)
(where Fσ is obtained from Fr by replacing r with σ) so
θθt(θvθ − σvσ) = Fσ[v]. (11)
Notice that θθt =
1
2 (b + 1)θ
2b/(b+1). If we put vpara in the σ, θ coordinates
we see, for fixed σ,
vpara = σ
2b(aσ−2 + tb)1+b
= a1+bσ−2 + (1 + b)abtb +O(t2b)
= a1+bσ−2 + 2abθθt +O((θθt)2) (12)
Inspired by this, and comforted by θθt ↘ 0 as t ↘ 0, we look for the first
couple of terms of a series expansion in powers of θθt. That is, we will make an
approximation of the form
vin = v
(0)
in + v
(1)
in θθt
By now, the equations are exactly as in [ACK12]; the coordinates are differ-
ent but the evolution equation (11) and the boundary data (12) are the same.
We summarize the reasoning here.
The constant-in-time term in the series expansion will solve
Fσ[v(0)in ] = 0
which has as its solutions
v
(0)
in = B(κσ),
where B is the function corresponding to the Bryant soliton, and κ ∈ R>0 is
arbitrary. For further details of the Bryant solition in the current coordinate
system, see appendix C of [ACK12]. The important facts for us are
B(σ) =
1
σ2
+ o(σ−2), σ →∞, (13)
B(σ) = 1 + b2σ
2 + o(σ2), σ → 0, (14)
with b2 < 0, and the smoothness condition B(0) = 1.
11
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Figure 4: The Bryant soliton in the r coordinate system.
Note that the first term in the series expansion, which we just computed,
can only match the first term of (12). Now we search for the next term in the
expansion. Plugging v = v
(0)
in (σ) + θθtv
(1)
in (σ) into the left side of (11) yields
θθt(θvθ − σvσ) = θθt(θ(θθt)θv(1)in − σ(v(0)in,σ + θθtv(1)in,σ))
= −θθtσv(0)in,σ + o(θθt), θ → 0 (15)
and to the right side yields
Fσ[v] = Fσ[v(0)in + θθtv(1)in ]
= Fσ[v(0)in ] + θθtdFv(0)in [v
(1)
in ] + o(θθt), θ → 0
= θθtdFv(0)in [v
(1)
in ] + o(θθt), θ → 0. (16)
Here dF
v
(0)
in
[v
(1)
in ] is the differential of Fσ at v(0)in in the direction v(1)in , that is
d
d
Fσ[v(0)in + v(1)in ]
∣∣
=0
which is given by
dF
v
(0)
in
[v
(1)
in ] = Lσ[v(1)in ] + 2Qσ[v(0)in , v(1)in ].
So by equating (15) and (16) (the left- and right-hand sides of (11)) we find
that v
(1)
in must satisfy
dF
v
(0)
in
[v
(1)
in ] = −σvin0,σ (17)
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The following lemma is [ACK12, Lemma 4]2
Lemma 3.1. The equation
dFw0 [w1] = −σw0,σ, w0(σ) = B(σ) (18)
has a strictly positive bounded solution w1 = C : [0,∞) → [0,∞), with the
asymptotics
C(σ) = Mσ2 + o(σ2), σ → 0
C(σ) =
2
a
+ o(σ−2), σ →∞
and any other solution which is bounded at 0 is given by C(σ) + λφ(σ), where
φ(σ) = −σB′(σ) and λ is arbitrary. The solutions to (18) with w0 = B(κσ)
which are bounded at 0 are given by
C(κσ) + λφ(κσ)
κ2
In order to find the correct choice for λ in an approximation, we would
have to calculate more terms in the parabolic region, to match with the σ−2θθt
terms which are affected by λ. We don’t neeed such a good approximation for
our purposes, so we just drop the λφ(κσ) term.
So, we take our formal solution to be
vin = B(kσ) + κ
−2C(kσ)(θθt).
We now find k by matching with the parabolic solution. Note
vin = κ
−2σ−2 + κ−2
2
a
(θθt) + o(σ
−2), σ →∞.
Comparing this with what we found in (12), we find we must choose
κ = κ0 := a
−(b+1)/2
4 Barriers
In this section we construct upper and lower barriers to the evolution equation
(3). By barriers, we mean properly ordered sub- and super-solutions to ( ∂∂t−Fr).
At time 0, the barriers will surround the initial data vinit. In Section 5 we will
apply the maximum principle given by Lemma 5.1 to the barriers we find in this
section.
We first find barriers, based on our formal solutions, which are valid only in
the outer, intermediate, and inner regions. The barriers, and regions in which
they are valid, are briefly summarized in Table 2. Constants appear in the
barriers, which must be chosen correctly.
2The statement and proof of the lemma in [ACK12] state C(σ) = a
2
+ o(σ−2) as σ → ∞,
and later C(σ) = 2
a
+ o(σ−2) is used. Following the proof shows that the latter is correct, as
we state below.
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Outer (1± δ)v0(r) + (1± )tFr[(1± δ)v0(r)] ρ∗
√
t < r < r∗
Intermediate (1± γ)v(1)paraebτ ± Dρ4 e2bτ σ∗ebτ/2 < ρ < 3ρ∗
Inner B(κ±σ) + (1∓ )θθtκ−2± C(κ±σ) 0 < σ < 3σ∗
Table 2: The barriers in each of the regions
The constants appearing in each of the barriers have restrictions on how
they may be chosen, simply to ensure each barrier is a sub- or super-solution
within its region of definition. For example, in order to make  smaller, we must
increase ρ∗.
Furthermore, we will choose the constants to satisfy gluing conditions. We
explain these conditions for the case of the upper barrier; the lower barrier has
similar conditions. The upper barrier (across all regions) is defined as
v+ =

v+in σ ≤ σ∗
min(v+in, v
+
para) σ∗ ≤ σ ≤ 3σ∗
v+para 3σ∗e
bτ/2 ≤ ρ ≤ ρ∗
min(v+para, v
+
out) ρ∗ ≤ ρ ≤ 3ρ∗
v+out 3ρ∗
√
t ≤ r ≤ r∗
For this to yield a piecewise smooth function we need
v+in(σ∗) < v
+
para(σ∗), v
+
para(3σ∗) < v
+
in(3σ∗); (19)
v+para(ρ∗) < v
+
out(ρ∗), v
+
out(3ρ∗) < v
+
para(3ρ∗). (20)
These conditions are the gluing conditions for the supersolution. We will show
in Sections 4.4 and 4.5 that the constants may be chosen so that the barriers
satisfy these conditions.
4.1 Barriers in the Outer Region
We state the outer barrier theorem here a little more generally, to highlight the
inequalities which are vital to the argument. Recall that [·]r was defined in (2.1)
and gives a simple way to control Lr and Qr:
r2Lr[v] ≤ [v]r, r2Qr[v1, v2] ≤ [v1]r[v2]r. (21)
Theorem 4.1. For all δ,  sufficiently small, the functions
v±out = (1± δ)v0 + (1± )tFr[(1± δ)v0]
are properly ordered barriers in the region
{(r, t) : √tρ∗ ≤ r ≤ r∗}
where ρ∗ = C/
√
, and C depends on v0 and r∗.
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 δ
r∗
ρ∗
D γ±
σ∗
κ±
B1
G1
G1 G1
B0
B2
B2, G2
G2
G2
B2, G2
G2
Figure 5: The directed acyclic graph showing the dependencies of the constants,
e.g. r∗ depends on δ. The edge labels reference how the dependencies come
up: B0, B1, and B2 indicate the steps where we find barriers in the outer
and parabolic regions, G1 and G2 indicate the two gluing steps. All constants
depend on n and b, and the time at which the barriers are no longer valid (t∗)
depends on everything and must be made smaller finitely many times.
Recalling that our initial data vinit satisfies
vinit(r) = (1 + o(1))v0(r),
and taking a glance at the (1± δ) factor in v±out, we see that for any δ there is
r∗ so that v−out(r, 0) < vinit(r) < v
+
out(r, 0) for r ∈ [0, r∗], i.e. we have barriers
for our initial data vinit, not just our approximate initial data v0.
Proof (of Theorem 4.1). Set w0 = (1 ± δ)v0 and ¯ = (1 ± ). The information
we use about v0 is the following. v0 is continuous on [0, r∗] and for r ∈ [0, r∗]
and δ sufficiently small,
[Fr[w0]]r ≤ C|Fr[w0]| (22)
and
Fr[w0] > 0 (23)
To see these bounds, note that r2[Fr[u]]r consists of terms of the form rj ∂ju∂rj ,
(0 ≤ j ≤ 3) and of the form rj+l ∂ju∂rj ∂
lu
∂rl
, (0 ≤ j + l ≤ 4). Similarly, r2[Fr[u]]r
consists of terms of the form rj ∂
ju
∂rj , (0 ≤ j ≤ 1) and of the form rj+l ∂
ju
∂rj
∂lu
∂rl
,
(0 ≤ j + l ≤ 2). Since v0 = r2b is just a power of r, both sides of (22) are sums
of powers of r, with the same smallest power, namely r2b−2. Furthermore, the
coefficient on r2b in Fr[r2b] is a(b+ 1) > 0. Thus (22) and (23) hold for v0, for
small enough r∗, and for w0 for small enough δ.
Inequality (23) immediately shows that the barriers are properly ordered.
We only need to show that they are sub- and super-solutions.
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(∂t −Fr)v±out = (1± )Fr[w0]−Fr[w0] − {Fr[w0 + (1± )tFr[w0]]−Fr[w0]}
= ±Fr[w0] − {Fr[w0 + (1± )tFr[w0]]−Fr[w0]}
=: ±Fr[w0] −H(r, t) (24)
The first term has the correct sign for δ sufficiently small, by inequality (23).
We will bound the norm of the second term, which we have named H(r, t). Note
that the second term is 0 for t = 0, so at least for each r, the two terms together
have the correct sign for small enough t.
Split Fr into its linear and quadratic parts to see
H(r, t) = (1± )tLr[Fr[w0]] + 2(1± )tQr[w0,Fr[w0]] + (1± )2t2Qr[Fr[w0]].
We wish to bound this by a product of Fr[w0] with something we can make
smaller than , for use in (24). Using the bounds on Lr and Qr in (21), then
the upper bound in inequality (22):
|H(r, t)| ≤ C
(
t
[Fr[w0]]r
r2
+ t
[w0]r[Fr[w0]]r
r2
+ t2
[Fr[w0]]2r
r2
)
= C (1 + [w0]r + t[Fr[w0]]r) t
r2
[Fr[w0]]r
≤ C (1 + [w0]r + tFr[w0]) t
r2
Fr[w0]
Thus for r ≥ ρ∗
√
t we have
|H(r, t)| ≤ C
(
1 + [w0]r +
r2
ρ2∗
Fr[w0]
)
1
ρ2∗
Fr[w0]
≤ C
(
1 + [w0]r +
[w0]r
ρ2∗
+
[w0]
2
r
ρ2∗
)
1
ρ2∗
Fr[w0]
In the last line we again used the bound (21) on Lr and Qr. Then, demanding
ρ∗ > 1 and using continuity of [w0]r within [0, r∗], we have
|H(r, t)| ≤ C 1
ρ2∗
(1 + 2[w0]r + [w0]
2
r) ≤ Cr∗
1
ρ2∗
Fr[w0]
Using this inequality in (24),
∂tv
+
out −Fr[v+out] ≥
(
− Cr∗
ρ2∗
)
Fr[w0]
∂tv
−
out −Fr[v−out] ≤ −
(
− Cr∗
ρ2∗
)
Fr[w0]
So for ρ∗ >
√
Cr∗
 the claim holds.
4.2 Barriers in the Parabolic Region
Here we construct barriers based on the approximation in the parabolic region:
v ≈ vpara(ρ, τ) = v(1)para(ρ)ebτ = ρ−2(a+ ρ2)1+bebτ
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Theorem 4.2. For all ρ∗, there are σ∗, D, τ∗ such that for all γ < 1
v±para = (1± γ)v(1)paraebt ±
D
ρ4
e2bt
are barriers in the region
{(ρ, τ) : σ(ρ) > σ∗, ρ < 3ρ∗, 0 ≤ τ < τ∗} = {(ρ, τ) : σ∗ebτ/2 < ρ < 3ρ∗, 0 ≤ τ < τ∗}
Proof. We are looking for sub and super solutions of the form
v±para = (1± γ)v1(ρ)ebτ ± v2(ρ)e2bτ
where v1 = v
(1)
para = ρ−2(a+ ρ2)1+b. For this proof let d = (1± γ). Calculate
eτ (∂tv
±
para −Fr[v±para]) = ∂τv±para − Lˆρ[v±para]−Qρ[v±para]
= d(bv1 − Lˆρ[v1])ebτ ± (2bv2 − Lˆρ[v2])e2bτ − d2Qρ[v1]e2bτ
± 2dQρ[v1, v2]e3bτ −Qρ[v2]e4bτ
= ±(2bv2 − Lˆρ[v2])e2bτ − d2Qρ[v1]e2bτ
± 2dQρ[v1, v2]e3bτ −Qρ[v2]e4bτ (25)
where for the last line we recall we defined v1 as a solution to bv1 − Lˆρ[v1] = 0.
The plan is to make the first term have the correct sign, and bound the other
terms.
Bounding [v1]ρ : Calculate
∂ρv1
v1
=
1
ρ
bρ2 − a
ρ2 + a
∂2ρv1
∂ρv
=
1
ρ2
(b2 − b)ρ4 + (3− b)aρ2 + 2a2
(ρ2 + a)(bρ2 − a)
From which we see
|∂ρv1| ≤ C
ρ
|v1| |∂2ρv1| ≤
C
ρ2
|v1|
so
[v1]ρ ≤ C|v1| = Cρ−2(ρ2 + a)1+b
which gives
[v1]ρ ≤ Cρ2+2b∗ ρ−2
provided we assume, say, that ρ2∗ ≥ a.
Causing the first e2bτ term in (25) to swallow the second e2bτ terms
with a choice of D:
From the bound (5) on Qρ with [·]ρ:
|Qρ[v1, v1]| ≤ C
ρ2
|v1|2 ≤ Cρ2+2b∗ ρ−6 (26)
The ρ−6 inspired the choice v2 = Dρ−4. Calculate
(2bv2 − Lˆρ[v2]) = D(aρ−6 + 2(b+ 1)ρ−4 + a(2b+ 1)ρ4b−2) ≥ Dρ−6 (27)
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Comparing (26) and (27) we see we can choose D = 4Cρ2+2b∗ to obtain
(2bv2 − Lˆρ[v2]− d2Qρ[v1, v1])e2bτ ≥ Cρ−6e2bτ (28)
(taking the case of the super solution, for example)
Causing the e2bτ terms in (25) to swallow the higher order terms
by choosing σ∗
We calculate some bounds on the higher order terms. Calculate
[v2]ρ ≤ Cρ∗,Dρ−4,
which implies by the bound (5)
|Qρ[v1, v2]| ≤ Cρ∗,Dρ−8,
|Qρ[v2, v2]| ≤ Cρ∗,Dρ−10.
Use these bounds on the higher order terms:
Qρ[v1, v2]e3bτ ≤ Cρ∗,Dρ−8e3bτ = Cρ∗,Dρ−2ebτρ−6e2bτ (29)
Qρ[v2, v2]e4bτ ≤ Cρ∗,Dρ−10e4bτ = Cρ∗,Dρ−4e2bτρ−6e2bτ (30)
Where on the right side, for both terms, we have peeled off a factor of ρ−6e2bτ
to make comparison with (28) possible. The remaining factor is bounded in the
region mentioned in the statement of the theorem. That is, in the region
eτ/2σ∗ ≤ ρ
(
equivalently ρ−2eτ ≤ 1
σ2∗
)
we have
Qρ[v1, v2]e3bτ ≤ Cρ∗,D
σ2∗
ρ−6e2bτ (31)
Qρ[v2, v2]e4bτ ≤ Cρ∗,D
σ4∗
ρ−6e2bτ (32)
So comparing (28) with (31, 32) we see we can choose σ∗ = σ∗(ρ∗, D, γ) so
that
eτ (∂tv
+
para −Fr[v+para]) = (2bv2 − Lˆρ[v2]− d2Qρ[v1])e2bτ
+ 2dQρ[v1, v2]e3bτ −Qρ[v2]e4bτ
≥ Cρ∗,Dρ−6e2bτ
and the corresponding inequality also holds for the subsolution.
4.3 Barriers in the Inner Region
The following theorem gives sub- and super-solutions to be used in the inner
region. These are identical to [ACK12, Theorem 6]. As mentioned in the formal
derivation of the inner solution (Section 3.3), our equations here are the same
as the equations in [ACK12]; only the coordinates are different. Recall that in
the inner region we have the approximation
v ≈ v(0)in (σ) + v(1)in (σ)(θθt) = B(κ0σ) + κ−2C(κ0σ)
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Theorem 4.3. For any σ∗ and  there exists t∗ = t∗(σ∗, ) such that for any
κ ∈ [κ02 , 2κ0] the functions
v±in(σ, t) = B(κσ) + (1∓ )κ−2C(κσ)θθt
are sub- and super-solutions in the region
{(σ, θ) : 0 ≤ σ ≤ 3σ∗t(b+1)/2, θ ≤ t∗}
We include the proof here. The upper and lower barriers will have to have
different choices of κ, because the (1 ∓ ) factor in the second term causes v±
to not be properly ordered for fixed κ.
Proof. For this proof let
v0(σ) = B(κσ), v1(σ) = C(κσ)/κ
2.
We deal with the case of the subsolution, given by
v−in = v0(σ) + (1 + )v1(σ)θθt.
Copying equation (11), Ricci flow is given by Din[v] = 0, where Din[v] is
Din[v] = θθt(θvθ − σvσ)−Fσ[v]
We calculate
Din[v−in] = (1 + )(θθt)θ(θθt)tv1 − (θθt)σv0,σ − (θθt)2σv1,σ
−Fσ[v0 + (1 + )θθtv1]
= (1 + )(θθt)θ(θθt)tv1 − (θθt)σv0,σ − (θθt)2σv1,σ
−Fσ[v0]− (1 + )(θθt)dFv0 [v1]− (1 + )2(θθt)2Qr[v1] (33)
Recall that v0 and v1 were chosen in Section 3.3 so that the constant-in-time
term and the (θθt) term of
Din[v0 + v1(θθt)]
are zero, i.e. so that
Fσ[v0] = 0, dFv0 [v1] = −σv0,σ.
Thus we cancel these terms in (33) and arrive at
Din[v−in] = σv0,σ(θθt) + ((1 + )θv1 − σv1,σ − (1 + )2Qσ[v1])(θθt)2 (34)
Since v0 is strictly decreasing, the first term, σv0,σ, has the correct sign. We
want to show that the first term dominates the rest, for small enough t. Since
we are dealing with bounded σ, and the bound on t may depend on the bound
of σ, the only difficulty is at σ = 0; there the first term goes to 0.
From the power expansion of v0 at 0:
v0(σ) = 1 + b2κ
2σ2 + o(σ2), for some b2 < 0,
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and since v0(σ) is strictly decreasing, we see that for σ in [0, σ∗] there is Cσ∗ > 0
such that
σv0,σ ≤ −Cσ∗σ2, σ ∈ [0, σ∗].
(Since κ is universally restricted to be in [κ02 , 2κ0] the onstant does not depend
on κ.) Additionally, we can bound the spatial parts of the second term from
above, with a similar bound. Looking at the expansion of C(σ) in Lemma 3.1
we see that there is C ′σ∗ > 0 such that
|v1|+ |σv1,σ|+ |Qσ[v1]| ≤ C ′σ∗σ2, σ ∈ [0, σ∗]
So applying these bounds to (34) we have
Din[v−in] ≤ −Cσ∗(θθt) + C ′σ∗(θθt)2
from which we see that v−in is a subsolution in the region desired if we choose
t∗ = t∗(σ∗, ) small enough.
4.4 Gluing the Outer and Parabolic Barriers
In this section, we show that the gluing conditions for the outer and parabolic
barriers, i.e. (20) and the corresponding inequalities for the subsolution, hold
for certain choices of the constants in the barriers. We outline the argument,
taking the case of the supersolution as an example. We show that we can choose
ρ∗, γ depending on , δ so that
• limτ→−∞ v+out(2ρ∗, τ)/v+para(2ρ∗, τ) = 1
• The limit limτ→−∞ v+out(ρ, τ)/v+para(ρ, τ) is decreasing in ρ, for ρ ∈ [ρ∗, 3ρ∗].
These facts show (20) holds in the limit τ → −∞, and we choose τ∗ small
enough so the inequalities still hold for τ < τ∗.
Theorem 4.4. With v±out and v
±
para defined as in Theorems 4.1 and 4.2, for any
, δ we can choose ρ∗, τ∗, γ± so that v±out and v
±
para satisfy the gluing conditions
v−para(ρ∗, τ) > v
−
out(ρ∗, τ), v
−
out(3ρ∗, τ) > v
−
para(3ρ∗, τ);
v+para(ρ∗, τ) < v
+
out(ρ∗, τ), v
+
out(3ρ∗, τ) < v
+
para(3ρ∗, τ),
for all τ < τ∗.
Proof. Write ¯, δ¯, γ¯ for (1± ), (1± δ), (1± γ±).
Write both v±para and v
±
out in the parabolic coordinates:
v±para = γ¯ρ
2b(1 + αρ−2)1+bebτ ± D
ρ4
e2bτ
v±out = δ¯r
2b(1 + tr−2(¯(b+ 1)a+O(r2b))), r → 0
= δ¯ρ2b(1 + ¯(b+ 1)aρ−2)ebτ +O(e2bτ ) τ → −∞
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This makes it clear that
lim
τ→−∞
v±out(ρ, τ)
v±para(ρ, τ)
=
δ¯
γ¯
1 + ¯(1 + b)aρ−2
(1 + aρ−2)1+b
=:
δ¯
γ¯
H(ρ)
We choose γ¯ = γ¯(, δ, ρ∗) to be
γ¯ = δ¯H(2ρ∗),
which, recalling γ¯ = (1± γ) and δ¯ = (1± δ), means
γ± = ±((1± δ)H(2ρ∗)− 1)
and therefore
lim
τ→−∞
v±out(2ρ∗, τ)
v±para(2ρ∗, τ)
= 1,
as foretold in the outline before the proof.
However, we must show that both γ+ and γ− are positive. For this, it suffices
to show that H(2ρ∗) < 1 in the case of a subsolution, and H(2ρ∗) > 1 in the
case of a supersolution. Figure 6 has the graph of H(ρ). Note that
lim
ρ→∞H(ρ) = 1.
Computing the derivative of H(ρ) shows that H increasing is equivalent to
a(1± )ρ−2 ≥ ±
In the case of the subsolution this shows that H(ρ) is strictly increasing, so
indeed H(2ρ∗) < 1. In the case of a supersolution, H(ρ) is strictly decreasing
as long as ρ >
√
ab(+1)√

. Thus by possibly increasing the constant C in the
definition of ρ∗ in Theorem 4.1, we can ensure that H(ρ) is strictly decreasing on
[ρ∗,∞). Thus H(2ρ∗) > 1 in the case of a supersolution. These considerations
show that both γ+ and γ− are positive.
Finally, because H(2ρ∗) is increasing on [ρ∗, 3ρ∗] in the case of a subsolution,
and decreasing on [ρ∗, 3ρ∗] in the case of a supersolution, the inequalities in the
statement of the theorem hold at τ = −∞, and we can choose τ∗ small enough
so that they hold for τ < τ∗.
4.5 Gluing the Parabolic and Inner Barriers
In this section, we show the gluing conditions for the parabolic and inner bar-
riers. The proof is similar to the one for the gluing conditions for the outer
and parabolic barriers. Instead of considering the quotient of the barriers, we
consider the difference.
Theorem 4.5. For any ρ∗, τ∗, γ±, we can choose D,σ∗ > 0, κ± ∈ [κ0/2, 2κ0],
and find t∗ small so that v±para and v
±
in satisfy the gluing conditions
v−in(σ∗, t) > v
−
para(σ∗, t), v
−
para(3σ∗, t) > v
−
in(3σ∗, t);
v+in(σ∗, t) < v
+
para(σ∗, t), v
+
para(3σ∗, t) < v
+
in(3σ∗, t),
for t < t∗.
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Figure 6: H(ρ) for the case of a supersolution (solid) and subsolution (dashed).
Proof. The limit of v±in, as t→ 0 (for fixed σ) is
B(κ±σ) = (κ±σ)−2 +O((κ±σ)−4).
Since we’re demanding that κ± lie in the closed interval [κ02 , 2κ0], this means
that we can write
lim
t→0
v±in = (κ±σ)
−2 + Ch(σ)σ−4
where |h(σ)| < 1
Written in terms of (σ, t), the barriers v±para are
v±para = σ
−2(σ2t−b + a)1+b ±Dσ−4
which, in the limit t→ 0 are
(κ0σ)
−2 ±Dσ−4
where we recall that κ0 = a
−(b+1)/2.
So we have
H˜(σ) := lim
t→0
σ2(v±para − v±in) = κ−20 − κ−2± ± (D ∓ Ch(σ))σ−2. (35)
Now, force D > 2C so that D2 < (D ∓ Ch(σ)) ≤ 3D2 . For the rest of the
proof we take the case of a supersolution. Calculate
H˜(σ∗) ≥ κ20 − κ2+ +
D
2
σ−2∗
H˜(3σ∗) ≤ κ20 − κ2+ +
(
3D
2
)
(3σ∗)−2 = κ20 − κ2+ +
D
6
σ−2∗
So we see we can choose κ+ = κ+(D,σ∗) > κ0 so that H(3σ∗) < 0 < H(σ∗):
choose it so that κ20 − κ2+ = −D3 σ−2∗ . However, we must first choose σ∗ large
enough (depending on D) so that the resulting κ+ lands in the interval [κ0, 2κ0].
Finally choose t∗ small enough so that the inequalities hold for t < t∗.
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5 Bounds Yielding Convergence of Regularized
Solutions
In this section we find regularizations of the initial metric and show that they
converge to a solution to Ricci flow coming out of our singular initial data.
In section 5.1 we give the maximum principle we will use to show that the
regularizations stay within our barriers. We also construct a special barrier,
which is used to prove the part of Theorem 1.1 which claims that the solution
must stay compact. In section 5.2 we find bounds which any solution within
the barriers must satisfy. In section 5.3 we construct modifications of the initial
metric, and in section 5.4 we explain why and how the regularizations converge.
5.1 Maximum Principles
In [ACK12], the authors state and prove the following maximum principle.
Lemma 5.1. Let v− and v+ be nonnegative, sub- and super-solutions of vt =
Fr[v], that is: (
∂
∂t
−Fr
)
v+ ≥ 0
(
∂
∂t
−Fr
)
v− ≤ 0
Here v− may be the maximum of smooth subsolutions, and v+ may be the min-
imum of smooth supersolutions, which satisfy the gluing conditions.
Assume either v− or v+ satisfies
vrr ≤ C, − vr
2r
≤ C, 1− v
r2
≤ C
for some C <∞, on Ξ = [0, r¯]× [0, t¯].
If v−(r¯, t) ≤ v+(r¯, t) and v−(0, t) ≤ v+(0, t) hold for 0 ≤ t ≤ t¯, and
v−(r, 0) ≤ v+(r, 0) holds for 0 ≤ r ≤ r¯, then v− ≤ v+ holds throughout Ξ.
We need a way to verify the inequality on the right edge of the domain r = r¯
in the hypothesis of the theorem above. To do this, we will use the barriers
in the following lemma from [ACK12]. We call these barriers the collars, and
they give us a way to connect what happens close to the North Pole with what
happens in the rest of the manifold.
Lemma 5.2. For any 0 < m < 1, r¯ > 0, and small enough α > 0, there exists
T = T (α) > 0 such that for 0 < t < T (α), the functions
v−col(r, t) = max
{
0,m−e−t/α
2 −
(
r − r¯
α
)2}
v+col(r, t) = min
{
1,m+e
3t/α2 +
(
r − r¯
α
)2}
are sub- and super-solutions of vt = Fr[v], respectively.
The following lemma is the analogue to Lemma 2 of [ACK12]. It allows us to
conclude that there are no noncompact solutions coming out of the singularity,
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as in Theorem 2 of [ACK12]. The main reason is that near the North Pole,
the arclength between r = r1 and r = r2 is given by
∫ r2
r1
v(r)−1/2dr, which is
integrable at r = 0 if we have the lower bound v ≥ r2b∗ . Notice the hypotheses
do not impose boundary conditions at r = 0, only that the equation is satisfied
in the interior, so we can apply it to a solution with v(r, 0) = vinit.
Lemma 5.3. Let b∗ ∈ (1/2, 1). Let v be a nonnegative smooth function satis-
fying (
∂
∂t
−Fr
)
v ≥ 0
on (0, r0]× [0, t0] and
v(r, 0) > r2b∗
for r ∈ (0, r0]. Then v ≥ r2b∗ on (0, r1)× [0, t1] for some small r1, t1.
Proof. Let v¯(r) = r2b∗ . Choose r1 =
(
ab∗
2b2∗+b∗+a
)1/4b∗
, or r1 = r0 if that is
smaller. Demand that t1 is small enough so that v¯(r1) < v(r1, t) for 0 ≤ t ≤ t1.
For arbitrary  > 0 let
f(r, t) = v(r, t)− v¯(r) + (1 + t).
We prove f(r, t) > 0 for 0 < r < r1 and 0 < t < t1. The lemma follows by
sending  to 0.
From our demand on t1 and our hypotheses, we have
f(r, 0) ≥ , for all r ∈ [0, r1]
and
f(0, t) ≥ , f(r1, t) ≥ , for all t ∈ [0, t1].
Suppose for contradiction we have a first time t¯ ∈ (0, t1] where f has a zero,
and take r¯ minimal such that f(r¯, t¯) = 0.
Then, on one hand, since we have ( ∂∂t −Fr)v ≥ 0,
0 ≥ ∂f
∂t
(r¯, t¯) ≥ Fr[v(r¯, t¯)] +  (36)
On the other hand, we have
0 =
∂f
∂r
(r¯, t¯), 0 ≤ ∂
2f
∂r2
(r¯, t¯)
so at the point (r¯, t¯)
v < v¯, vr = v¯r, vrr ≥ v¯rr
so using the formula (3) for Fr[v],
r¯2Fr[v(r¯, t¯)] = a
2
r¯vr + av + r¯
2vrrv − 1
2
(r¯vr)
2 − r¯vrv − av2
≥ a
2
r¯v¯r − 1
2
(r¯v¯r)
2 − r¯v¯rv¯ − av¯2
= abr2b − (2b2 + b+ a)r4b
In the first inequality we used that v and vrrv ≥ v¯rrv are positive. From the
last line, we see from our choice of r1 above that r¯Fr[v(r¯, t¯)] > 0, contradicting
(36).
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5.2 Curvature Bounds for Solutions within the Barriers
Lemmas 5.4 and 5.5 let us understand the curvature of anything between the
barriers created in Section 4. Lemma 5.4 gives, in particular, an upper bound
on curvature strictly away from t = 0, and Lemma 5.5 gives an upper bound on
curvature strictly away from r = 0. Recall that K = −vr2r and L =
1−v
r2 are the
sectional curvatures of the manifold. The results of this section are entirely on
the level of the PDE vt = Fr[v] on (0, r∗)× (0, t∗).
Lemma 5.4. Let v(r, t) be a solution to vt = Fr[v] on (0, r∗)× (0, t∗). Let v±
be the barriers created in Section 4. Suppose that v satisfies v− < v < v+, as
well as the assumptions 3 and 4 on the initial data, i.e. that
|v(r, t)| < 1, for r > 0,
|r2(L−K)| = |(1− v) + 1
2
rvr| < A.
There is C = C(A, r∗, t∗, δ, ) <∞ such that
1
C
1
t1+b
≤ sup
r∈(0,r∗)
|K|+ |L| ≤ C 1
t1+b
Remark. The exact upper bound C 1
t1+b
is not important for the following sec-
tions; but it is important that the bound does not depend on v. We will not
use the lower bound. The purpose of the more exact estimates is to give the
conclusion |Rm | ∼ 1
t1+b
in Theorem 1.1.
Proof. The fact that v lies between our barriers will give us an immediate bound
on |L|. As we mentioned when describing the initial data, we will have to use
the bound on |r2(L−K)| to bound K.
As v < 1, ∣∣∣∣1− vr2
∣∣∣∣ = 1− vr2 ≤ 1− v−r2
Outside of the inner region σ ≥ σ∗ by definition, which translates to 1r2 ≤ 1σ2∗t1+b .
In particular |L| ≤ C 1
t1+b
. In the inner region, we have∣∣∣∣1− vr2
∣∣∣∣ ≤ 1− v−inr2 = 1−B(k−σ) + (1− )k−2− C(k−σ)θθtr2 .
which, checking the asymptotics of B and C, gives the bound
|L| =
∣∣∣∣1− vr2
∣∣∣∣ ≤ Cσ2r2 = C 1t1+b .
Thus, the bound |L| ≤ C 1
t1+b
holds throughout. The same argument implies
the lower bound in the statement of the theorem:
|K|+ |L| ≥ |L| =
∣∣∣∣1− vr2
∣∣∣∣ ≥ 1− v+inr2 ≥ 1C 1t1+b
All that is left is the upper bound on |K|. We apply the bound on |L−K|
from the hypotheses:
|K| ≤ |L|+ A
r2
≤ C
(
1
t1+b
+
1
r2
)
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Outside of the inner region, 1r2 is dominated by
1
t1+b
. Therefore the bound
|K| ≤ C 1
t1+b
follows for r
2
t1+b
< σ2∗.
In the inner region, the rescaling argument from [ACK12, Lemma 10] carries
through. For arbitrary (r¯, t¯) in the inner region, consider
w(x, y) =
t¯1+b
r¯2
(1− v(r¯ + r¯x, r¯ + r¯2y)) = σ¯−2(1− v(r¯ + r¯x, r¯ + r¯2y)).
One checks that w is bounded and solves a strictly parabolic equation on
[− 12 , 12 ] × [− 12 , 12 ]. (The coefficient of wxx is (1 − σ¯2w) = v, which is bounded
from below in the inner region.) Furthermore, w and the ellipticity constant are
bounded independently of (r¯, t¯). Applying interior estimates yields wx(0, 0) < C
for some constant independent of (r¯, t¯), and scaling back we find vr(r¯, t¯) <
C 1
t¯1+b
.
Lemma 5.5. Let v(r, t) be as in the hypotheses of Lemma 5.4. Then for any
r1 there is C = C(r1, r∗, t∗, δ, ) such that for r ∈ (r1, r∗)
sup
(r,t)∈(r1, r1+r∗2 )×(0,t∗)
|K|+ |L| ≤ C.
Proof. On (r1/2, r∗) × (0, t∗), v satisfies vt = Fr[v]. As v > v− > 0 this is
a parabolic equation, with the ellipticity constant only dependent on r1, r∗,
t∗, δ, and . The boundary data also satisfies bounds dependent only on the
same numbers. Therefore we have an upper bound on vr in the smaller region
(r1,
r1+r∗
2 ) × (0, t∗). Looking at K = −vr2r and L = 1−vr2 we see we have proved
the theorem.
Remark. In section 5.3 we want to apply Lemmas 5.4 and 5.5, but instead of
the hypothesis v− < v < v+ we will have
v−(r, t+ ω) < v(r, t) < v+(r, t+ ω).
If we define
v˜−(r, t) = sup
ω∈[0,ωmax]
v−(r, t+ ω)
v˜+(r, t) = inf
ω∈[0,ωmax]
v+(r, t+ ω)
then for small enough ωmax, and possibly decreasing t∗, the proofs carry through
with v− < v < v+ replaced with v˜− < v < v˜+.
5.3 Regularizations
We construct the smooth evolution from our singular initial data as the limit
of a sequence of regularized metrics. We will describe the construction of the
regularized metrics here.
Let Nr0 be the connected neighboorhood of the North Pole where ψinit(x) <
r0. Recall r# is defined so that ψs > 0 if 0 < ψ < 2r#. For small ω ≥ 0, we
will construct a smooth rotationally-invariant metric gω = (ds)
2 + ψω(s)
2gSn
on Sn+1. On Sn+1 \ Nρ∗√ω we let gω coincide with our initial metric ginit.
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On Nρ∗√ω we will still have ψs > 0, so we may use r as a coordinate. There,
vω = ψ
2
ω,s satisfies
v−(r, ω) < vω(r) < v+(r, ω)
as well as |r2(K − L)| < A. (Recall this last condition also holds for our initial
data vinit, and it is preserved under Ricci flow.)
Lemmas 5.6 through 5.8 give properties of gω which are independent of ω.
Lemma 5.6 (Uniform short time existence). There is t∗ > 0 such that the
modified initial metrics gω all have a Ricci flow on the time interval [0, t∗]. The
time derivatives ∂gω∂t are bounded independently of ω. On Nr# , ψω is increasing
with respect arclength from the North Pole.
Lemma 5.6 is proven in Section 2.1 of [ACK12].
Lemma 5.7 (Barrier trapping). There is a t∗ > 0 such that
v−,δ(r, t+ ω) < vω(r, t) < v
+
,δ(r, t+ ω)
for all (r, t) ∈ [0, r∗]× [0, t∗].
Proof. Figure 7 illustrates this argument, which follows Lemma 8 of [ACK12].
Choose the constants m± and α in the definitions of vcol from Lemma 5.2 so
that
v−col(r, 0) < vinit(r, 0) < v
+
col(r, 0) (37)
for all r ∈ (0, r#], and
v−,δ(r∗, 0) < v
−
col(r∗, 0), v
+
col(r∗, 0) < v
+
,δ(r∗, 0). (38)
We want these inequalities to hold for the vω and the time-shifted barriers. The
first inequality (37) actually holds for vinit replaced with vω (for ω small enough)
since we do not modify vinit near r∗, and near 0
v−col(r, 0) = 0 < vω(r, 0) < 1 = v
+
col(r, 0).
Shrink t∗ and demand ω is small enough to turn the second inequality (38) into
v−,δ(r∗, t+ ω) < v
−
col(r∗, t), v
+
col(r∗, t) < v
+
,δ(r∗, t+ ω).
for 0 < t < t0.
Now we apply the maximum principle (Lemma 5.1) twice. First, we apply it
with the collar sub- and super-solutions. For all ω we have |ψs| < 1, and this is
preserved under Ricci flow. Since 0 < v(r, t) < 1 the condition on the right edge
of the domain is satisfied. Therefore vω stays between the collars, in particular
v−,δ(r∗, t+ ω) < v
−
col(r∗, t) < vω(r∗, t) < v
+
col(r∗, t) < v
+
,δ(r∗, t+ ω)
which allows us to apply the maximum principle to v±,δ, on [0, r∗]× [0, t0].
Lemma 5.8 (Bounds away from the singularity). For fixed t1 > 0 and any
p ∈ N (possibly 0) there is Cp = Cp(p, , δ) such that the regularized solutions
satisfy
|∇p Rm | < Cp
t1+b1
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r ∗
0
1
r ∗
m−
m+
Figure 7: Left: The collars (green), separating v±(r∗, 0) (red) from vinit(r∗)
(blue). Right: A closer look at the initial situation (solid) and the situation
after a small time (dashed). The collars are still keeping the solution away from
v±(r∗, t).
on Sn+1 × [t1, t∗].
For fixed r1 > 0 and any p ∈ N (possibly 0) there is C ′p = C ′p(r1, p, , δ) such
that the regularized solutions satisfy
|∇p Rm | < C ′p
on (Sn+1 \ Nr1)× [0, t∗].
Remark. The t−(1+b) factor in the bound for positive time is not important,
except for the claim in our main theorem that |Rm | ∼ t−(1+b).
Proof. The full proof is Lemma 11 of [ACK12]. Here we only outline where the
estimates come from.
The estimates for |Rm | come in the following ways:
• The bound on |Rm | in Nr∗ × [t1, t∗] comes directly from Lemma 5.4.
• The bound on |Rm | in (Nr∗ \ Nr1) × [0, t∗] comes directly from Lemma
5.5.
• The bound on |Rm | in (Sn+1 \ Nr∗) comes from the parabolic maximum
principle applied to
∂|Rm |2
∂t
≤ ∆|Rm|2 + cn|Rm|3
Then the estimates for the derivatives of Rm come in the following ways:
• The bounds in (Nr∗ \ Nr1)× [0, t∗] come directly from Lemma 5.5.
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• The bounds in (Sn+1 \ Nr∗) × [0, t∗] come from modifications of Shi’s
local estimates ([LT, Appendix] or [CCG+07b, 14.4.1]). The modifications
allow us to use the fact that we know gω(0) = ginit to get bounds on the
derivatives of |Rm | which are uniform in time.
• The bounds in Sn+1 × [t1, t∗] come from Shi’s global estimates ([Shi89,
Theorem 1.1] applied to the metric at t1/2.
5.4 Convergence to a Solution
We expect to prove convergence of the solutions gω, on any compact subset of
Sn+1 × [0, t∗] which does not contain (NP, 0).
At the present moment, however, showing convergence of the metrics gω
near the point NP is difficult because we have only defined them up to some
diffeomorphisms. The regularized metric gω(0) coincides with ginit on S
n+1 \
Nρ∗√ω but in Nρ∗√ω they are only defined in terms of vω.
A metric on [0, x#]× Sn of the form
g(x, p) = ϕ(x)2dx2 + ψ(x)2gSn
with ψ′(x) > 0 and ψ(0) = 0 is determined by v(r) = ψ
′(ψ−1(r))
ϕ(ψ−1(r)) , but only up to
pullbacks by diffeomorphisms which are invariant under the SO(n + 1) action.
Such a diffeomorphism given by
Φ(x, p) = (f(x), p)
yields the pulled-back metric
(Φ∗g)(y, p) =
ϕ(f−1(y))2
f ′(f−1(y))2
(dy)2 + ψ(f−1(y))gSn
From this we see that by applying such a diffeomorphism we can destroy any
bound of the form cg ≤ gω ≤ Cg or |∇pggω| ≤ Cp on [t1, t∗] × Sn+1. We would
like to deal with this problem by using Hamilton’s compactness result [Ham95].
We could apply this to Sn+1 × [t1, t∗] and use a diagonal argument to take t1
to 0. This would give us a sequence of diffeomorphisms Φk : S
n+1 → Sn+1 so
that the pullbacks Φ∗kgωk converge in C
∞
loc(S
n+1× (0, t∗]). Then we would want
to show that away from the North Pole, Φ∗kgωk converges as t ↘ 0 to some
pullback of ginit. The issue is that we would have no control on Φk.
Instead, we first show that there is a subsequence gωk which converge to g∗ in
C∞loc((S
n+1\NP)× [0, t∗]). This is easy because for any t1 the metrics eventually
agree with ginit on [t1, t∗]. Then we find a sequence of diffeomorphisms Φk
so that Φ∗kgk converge in C
∞
loc(S
n+1 × (0, t∗]), and so that Φk converge to a
diffeomorphism Φ. Then Φ∗kgk converge to Φ
∗g∗ in C∞loc(S
n+1× [0, t∗]\ (NP, 0)).
Notice that by then applying (Φ−1)∗ we get that gk converge to g∗ in C∞loc(S
n+1×
[0, t∗] \ (NP, 0)).
Section 6.4 of [ACK12] accomplishes the same thing as we do here, but
instead finds the solution away from the North Pole, then shows that it is
smooth by controling the evolution forwards and backwards in time from some
t1.
The compactness result we use is Theorem 5.9 below.
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Theorem 5.9. Let K be a compact subset of a manifold M with background
metric g. Let gk be a collection of solutions to Ricci flow on a neighboorhood of
K ⊂M , on the time interval [0, t∗], and let t0 ∈ [0, t∗]. If on K
1. There are 0 < c < C <∞ such that for all k
cg ≤ gk(t0) ≤ Cg
2. There are constants Cp, p ≥ 1, such that for all k
|∇pggk(t0)|g ≤ Cp
3. There are constants C ′p, p ≥ 0 such that for all k and t ∈ [0, t∗],
|∇pgk(t) Rmgk(t) |gk(t) ≤ C ′p
Then the metrics gk converge to some metric g∗ in C∞(K × [0, t∗]).
The proof of this theorem is contained in the proof of Hamilton’s full com-
pactness theorem; it is applied once metrics on a limiting manifold are con-
structed. See the end of Section 2 in [Ham95] or Section 2.2.2 of Chapter 1 of
[CCG+07a]
Theorem 5.10. A subsequence gωj of the regularized solutions converge to a
solution g∗ of Ricci flow on C∞loc(S
n+1 × [0, t∗] \ (NP, 0)), with g∗(0) = ginit.
Proof. For any r1, for small enough ω, the regularizations gω(0) coincide with
ginit on S
n+1 \ Nr1 . By Theorem 5.9 with the bounds from Lemma 5.8, a
subsequence ωk ↘ 0 of the regularized flows converge to some metric g∗. Let
us call the subsequence gk := gωk , and label any geometric quantities related to
gk with a k. By diagonalization we can extend the convergence to C
∞
loc((S
n+1 \
NP)× [0, t∗]). The limiting metric g∗ will be of the form
g∗(x, p) = ϕ∗(x)2(dx)2 + ψ2∗(x)gSn
Now we describe the diffeomorphisms Φk : S
n+1 → Sn+1 described leading
up to the theorem. We will have Φk(x, p) = (fk(x), p). Pick t1 ∈ (0, t∗). Let
x# = ψ
−1
init(r#) so that all of the ψk are increasing for x < x#. On [0, x#/2] ×
Sn+1 we will have fk(x) = ψk(x, t1). We have found that ψk converge to ψ∗ on
[x#/4, x#] (in particular), so we can extend the fk to be smooth diffeomorphisms
which converge to a smooth limit f on the entire interval [0, 1]. Let Φ(x, p) =
(f(x), p).
The important thing is that fk(x) = ψk(x) near the north pole, so there
(Φ∗gk(t1))(y, p) =
(dy)2
vk(y, t1)
+ y2gSn
The functions vωk are bounded from below and have uniformly bounded deriva-
tives. (In fact, even Kk = −vk(r, t1)/2r have uniformly bounded derivatives, by
Lemma 5.8.) Thus the pullbacks Φ∗kgk(t1) satisfy conditions 1 and 2 of Theorem
5.9, near the north pole. Away from the north pole, Φ∗kgωk converges in C
∞ to
Φ∗g∗, so there the conditions are satisfied as well.
Thus Φ∗kgωk converges to Φ
∗g∗ on C∞loc(S
n+1 × [0, t∗] \ (NP, 0)).
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A Notation
Symbol Meaning First use/explanation
a 2(n− 1) Page 7
L,K Sectional Curvatures Section 2.1
v The slope function describing the metric. Section 2.1
Nr A neighborhood of the North Pole where r < 0. Section 2.1
b Number in (0, 1) describing initial data Page 8
vinit The slope function for the initial metric.
vout, vpara, vin Formal solutions Section 3
κ0 a
−(b+1)/2 Page 13
[v]2 |v|+ r|vr|+ r2|vr2 | Page 7
, δ,D, γ, κ± Constants appearing in the barriers Section 4
r∗, ρ∗, σ∗ Constants demarcating the regions Section 4
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