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Abstract
Patch-based approaches such as Block Matching and 3D collaborative Filtering (BM3D) algo-
rithm represent the current state-of-the-art in image denoising. However, BM3D still suffers
from degradation in performance in smooth areas as well as loss of image details, specifically in
the presence of high noise levels. Integrating shape adaptive methods with BM3D improves the
denoising outcome including the visual quality of the denoised image; and also maintains image
details. In this study, we proposed a framework that produces multiple images using various
shapes. These images were aggregated at the pixel or patch levels for both stages in BM3D,
and when appropriately aggregated, resulted in better denoising performance than BM3D by
1.15 dB, on average.
Keywords: Digital Image Processing, Image Restoration, Additive White Gaussian Noise,
Image Denoising, Block Matching and 3D Filtering Algorithm (BM3D), Flat kernel, Adaptive
Kernel, Adaptive Shape Algorithms.
I
Lay Abstract
Noise in images usually occurs during image acquisition and/or transmission, when image
information can be lost, and because of this, research in denoising digital images focuses on
improving image information. BM3D the most prominent image denoising algorithm for the
last decade, it utilizes a process of searching for matching patches to improve image quality.
Similar to BM3D, Our proposed framework uses different shapes next to the square shape to
improve patch matching. However, Instead of obtaining only one output image, our framework
combines various obtained images. The combination of these images improves the numerical
and visual quality of the denoised imageto a greater extent than BM3D.
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1 Introduction
1.1 Problem Definition
The field of digital image processing started evolving early in the year 1920s when associated
with the newspaper industry. One of the biggest problems in this field is the quality of the
digital images. Fig. (1.1) shows the first picture sent through a submerged cable in the Atlantic
ocean between New York and London, UK. There is a disturbance in all the grey intensity levels
of the image. Even though digital image processing evolved greatly since this picture, it still
faces many challenges nowadays.
Figure 1.1: Digital Image produced in 1921 [1]
The primary source of noise in digital images emerges either during image acquisition or
1
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transmission or both. Image acquisition relay on imaging sensors that are sensitive to bright
light. Same as the role of the light receptors that are located in the retina membrane inside
the human eye.
Imaging devices, for example, Charge-coupled device (CCD), which is a type of camera
sensors, contains a sensor presented as a 2-D array of several million tiny solar cells. Each cell
in this grid corresponds to a pixel in the digital image. The light from the object is reflected
in the sensor grid allowing the solar cells to estimate the number of photons projected in each
cell. Finally, the analog-to-digital converter (ADC) turns each of these estimated charges into
a digital pixel value. In more detail, the cell in the sensor subjected to more light produces
a high photon estimated value, which is converted to a high-intensity value. In greyscale im-
ages, the pixel will have a value close to 255 (white) and vice versa. Logically, increasing the
number of cells in the sensor increases the resolution and accuracy of the details in the image
to perfectly match the scene. However, this is not a hundred percent fact due to several reasons.
On one hand, the image acquisition environment involves a lot of variables such as light
levels and sensor quality. Those factors affect the estimation of the final pixel values in the
images causing noise and artifacts to appear in the picture. On the other hand, image trans-
mission through wired or wireless networks causes variations in the real pixel values due to
atmospheric conditions or in general flows in the medium of transformation.
Noise is divided into two types: dependent and independent noise. Dependent noise de-
pends on the pixel value, like multiplicative noise. While, independent noise is uncorrelated
with the pixel intensity like white Gaussian noise, rayleigh noise, erlang (gamma) noise, expo-
nential noise, and salt-and-pepper noise. Different noise models are simulated by generating
an array that is similar in size to the given image. The intensity values are stochastic numbers
with specific probability density function except for salt and pepper noise.
In real-world applications, dealing with noisy images is a much harder problem. First,
images captured usually contain multiple noise models. For instance, Images obtained using
2 Chapter 1
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satellite imaging include speckle noise, Gaussian noise, and impulse noise. Secondly, choosing
the appropriate denoising approach requires prior knowledge of the noise model(s) present in
the image. Finally, assuming that the noise model is known, many of the current denoising
methods cause either loss in some of the image details, blurring, disturbance in smooth areas
or ringing artifacts around the edges.
1.2 Motivation
Additive white Gaussian noise (AWGN) is one of the most common types of noise in images.
AWGN is randomly distributed over images.
Block matching and 3D collaborative filtering (BM3D) is a state-of-art patch-based algo-
rithm. BM3D is a two-stage algorithm. In both stages, block matching is applied between
neighbouring patches. Because of the existing noise, the matching process does not always give
good results. Consequently, BM3D still suffers from degradation in the denoising performance
at high noise levels. The degradation appears as a disturbance in smooth areas and data loss
in edge and texture areas.
1.3 Thesis Contribution
This research aims to develop a framework for BM3D that modifying the patch matching step,
where multiple geometric shape kernels are utilized to generate multiple denoised BM3D images.
These images are aggregated, either at the pixel or patch level. We are aiming in the future to
aggregate these images automatically.
1.4 Thesis Outline
Our thesis is divided into five chapters, as follows:
Chapter 1 3
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 Chapter One: Discussing some of the image denoising problems and applications.
 Chapter Two: Explaining in detail some image denoising algorithms.
 Chapter Three: Discussing the proposed methodology.
 Chapter Four: Presenting the experimental results of our proposed framework and com-
paring it to current state-of-art methods.
 Chapter Five: Offering thesis conclusions and future work.
4 Chapter 1
2 literature Review
In this chapter, additive white Gaussian noise is explained. Then a brief explanation for image
quality assessment methods. Finally, some of the methods proposed by researches are discussed
and compared to show the improvement in the quality of image denoising.
2.1 Additive White Gaussian Noise
Gaussian noise occurs in images due to changes in the values of the original signal. It is called
white noise. The naming came from the fact that the Fourier spectrum of this noise model is
constant. Meaning that it carries the physical properties of the white light, which is composed
of equal proportions of the color spectrum. AWGN is simulated in grey images as a disturbance
in the grey values of image pixels, caused by adding random values to the pixel values, as shown
in Equ. (2.1),
Inse = I + σ × rand(m× n) (2.1)
Inse is the AWGN image, σ is the standard deviation, m × n represents the size of the im-
age. rand is a function that generates normal (Gaussian) distributed variables that can be
represented by the following probability density function (pdf) function. The noise and its
corresponding PDF curve is shown in Fig. (2.1),
f(x) =
1
2πσ2
exp
−(x−µ)2
2σ2 (2.2)
Where x refers to a pixel in the image, µ is the mean of all pixels, finally, σ2 is the variance. In
the case of Gaussian noise, the mean is equal to zero. Images with AWGN are presented in Fig.
(2.1). The x-axis shows the increase in the range due to the increase of standard deviation.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 2.1: Noise levels with sigma equals to 20, 40, 60, and 80, respectively, and the corre-
sponding pdf curves. (a) Noise sigma = 20. (b) AWGN pdf curve for noise with
sigma = 20. (c) Noise sigma = 40. (d) AWGN pdf curve for noise with sigma = 40.
(e) Noise sigma = 60. (f) AWGN pdf curve for noise with sigma = 60. (g) Noise
sigma = 80. (h) AWGN pdf curve for noise with sigma = 80.
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2.2 Measurements of Image Quality
There are many image quality assessment metrics that are used to evaluate and measure the
quality of the image after processing. The image quality is measured by methods like Mean
Square Error (MSE), Peak Signal to Noise Ratio (PSNR), Structured Similarity Index Method
(SSIM) . Despite all these metrics Human Vision System (HVS) cannot be underestimated in
evaluating image quality. In this paper, The approaches are evaluated using PSNR .
2.2.1 Mean Square Error (MSE)
MSE is one of the most common measurements of image quality. The MSE is the variance in
the estimated value of the processed image from the original clean image; meaning MSE is the
difference between the estimated value and the expected value. The closer the value of MSE
to zero the higher the image quality. The MSE function is defined as Equ. (2.3).
MSE =
1
MN
M∑
n=1
∑
m=1
[ĝ(n,m)− g(n,m)]2 (2.3)
2.2.2 Peak Signal to Noise (PSNR)
PSNR is used to calculate logarithm of the ratio between the maximum signal power, estimated
by 255, and the power of the noise alternations with affects the quality of the information. PSNR
is the commonly used to estimate the quality of the reconstructed image quality as close as
possible to the human vision estimation. The PSNR relation is inverse to MSE, so the highter
the PSNR value the better the image quality and vice versa. PSNR is defined as the following
Equ. (2.4).
PSNR = 10 log10
(peakval)2
MSE
(2.4)
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2.2.3 Structure Similarity Index Method (SSIM)
In this method, image degradation is dealt with as the change in the structural data in the
image. The structural data refer to spatial closed pixels , contrast and luminance information.
SSIM is used to measure the structure similarity not just the intensity level similarity, which
can be some times miss leading. SSIM gives a value between 0 and 1, if the SSIM value is closer
to 1 this indicates a higher similarity when compared to the original image, hence a better
quality and vice versa. SSIM is calculated by Equ. (2.5).
SSIM(x, y) =
(2µxµy + C1)(2σxσy + C2)
(µ2x + µ
2
y + C1)(σ
2
x + σ
2
y + C2)
(2.5)
µxand µy refer to the means. σx and σy refer to the standard deviation and σxy is the
cross-covariance for given x , y images.
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2.3 Dataset
We use eight images to explain the performance of the discussed algorithms. The used images
are composed of both smooth and texture area. Images are shown in Fig. (2.2).
(a) (b) (c)
(d) (e) (f)
(g) (h)
Figure 2.2: Images used in the comparison of performance measures. (a) Baboon image. (b)
Cameraman image. (c) Couple image. (d) Barbara image. (e) Lake image. (f)
Lena image. (g) Boat image. (h) Goldhill image.
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2.4 Image Denoising Methods
Image denoising have applications with huge significance. For instance, medical image denois-
ing [2], [3], [4] and remote sensing image denoising [5]. In addition to denoising is used as a
pre-processing for classification, segmentation, edge detection,...,etc.
In this chapter, image denoising techniques are divided into two categories: spatial domain,
and methods that combine spatial and transform (hybrid) domain denoising. Later, some of
the proposed methods to improve the denoising performance are discussed. In this study low
level noise refers to noisy images with sigma = 10, 20, and 30. While high level noise refers to
noisy images with sigma = 40, 50, 60, 70, 80, 90, and 100.
2.5 Spatial Domain Image Denoising
Denoising images in the spatial domain are divided into two categories: Linear and non-linear.
An averaging filter is an example of a linear filter while the median filter is a non-linear filter.
State-of-art spatial denoising methods mainly classified as linear methods. The linear method
can be sub-divided into two categories: pixel-based, such as Bilateral Filter(BL) and patch-
based, such as Non-Local Means (NLM). The idea of most of these algorithms is about replacing
the noise pixel with the average value of the neighboring pixels. Spatial Domain algorithms are
good in preserving most of the high contrast image features but does not preserve low contrast
details.
2.5.1 Bilateral Filter (BF)
Bilateral filter firstly introduced [6] by Tomasi and Manduchi. BF is a non-linear smoothing
edge-preserving filter used in image denoising. The idea of BF involves both the spatial domain
and range domain. BF takes advantage of having close similar pixels in the image. First, the
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spatial domain filter applied to the image f is represented by Equ. (2.6)
h(x) =
1
Kd(x)
∫ ∞
−∞
∫ ∞
−∞
f(ξ)c(ξ, x)d(ξ) (2.6)
Kd(x) =
∫ ∞
−∞
∫ ∞
−∞
f(ξ)c(ξ, x)d(ξ)
Where kd(x) is the normalization factor, c(ξ, x) is the Gaussian shift-invariant function of the
Euclidean distance between the center pixel x and the nearby pixel ξ to represent the closeness
between those pixels. As shown in Equ. (2.7)
c(ξ, x) = e
− 1
2
(
d(ξ,x)2
σd
)
, d(ξ, x) = d(x, ξ) = ||ξ − x|| (2.7)
Second, range domain filter is shown as Equ. (2.8)
h(x) =
1
Kr(x)
∫ ∞
−∞
f(ξ)s(f(ξ), f(x))d(ξ) (2.8)
Kr(x) =
∫ ∞
−∞
f(ξ)s(f(ξ), f(x))d(ξ)
Where s(f(ξ), f(x))d(ξ) is the photometric(intensity) similarity between the center pixel
and another nearby pixel. As shown in Equ. (2.9). In which δ(φ, f) is the distance between
similar intensity values φ, f .
s(ξ, x) = e−
1
2
(
δ(f(ξ),f(x))
σr
)2 , δ(φ, f) = δ(φ− f) = ||φ− f || (2.9)
Both the spatial and range domain filters are integrated to present the bilateral filter in Equ.
(2.10), in which the pixel is replaced by the average of the nearby pixels that have almost the
same brightness.
h(x) =
1
K(x)
∫ ∞
−∞
∫ ∞
−∞
f(ξ)c(ξ, x)s(f(ξ), f(x))d(ξ) (2.10)
K(x) =
∫ ∞
−∞
∫ ∞
−∞
f(ξ)c(ξ, x)s(f(ξ), f(x))d(ξ)
BF is considered a good edge-preserving denoising method. However, it is not robust and highly
sensitive to noise, especially high noise levels. Due to the previous reason artifacts like staircase
effect and false edges appears in the image. Besides, it is computationally expensive to scan
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and apply the filter to each pixel in the image. The range kernel is the reason behind the high
computational burden as the averaging process of the intensities is non-linear.
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2.5.2 A three stage integrated denoising approach for grey scale images
Goyal et al. [7] introduce a new method by integrating BF and bit slicing to denoise images.
The technique is composed of the following three steps:
 Step one: An estimate of the denoised image is generated by applying the following Equ.
(2.11)
ˆIγ1 = θ1 ˆIγa + θ2 Îγb (2.11)
ˆIγa is the denoised input image using weighted bilateral filter (WBF), Îγb is the input
image denoised by applying the standard bilateral filter (SBF) followed by applying the
robust bilateral filter (RBF). and θ1, θ2 refer to the weights adjusted using SURE unbiased
risk estimator to combine those two results into a final single denoised image.
 Step two: Anistropic diffusion filter (ADF) is applied using a partial differential equation
(PDE) on the residual noise image for two main reasons. First, ADF is used to remove
artifacts. Second, reduce the blurriness caused by averaging Gaussian filter.
 Step Three: During the inspection of the 8-bit planes (0-7), it is noticed that the noise
is mainly concentrated in the lower bit planes. While the high bit planes contain most
of the image features. After testing, denoising the three lowest order bit planes using
bitonic filter while leaving 3,4,5,6 and 7-bit planes unchanged gives the best denoising
results while preserving most of the image small features.
2.5.3 Non-local Means (NLM)
Non-local Means is an image de-noising filter that relies on patch matching between close regions
in the same image [8],[9],[10] and [11]. Given the noisy image v, such that v = v(i)|i ∈ I. The
weighted average multiplied by noisy pixel at spatial location j is shown by Equ. (2.12).
NLu[v](i) =
∑
j∈I
w(i, j) v(j) (2.12)
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The weighted average relies on the similarity between two patches one centered by the pixel of
interest i the other is centered by a neighbouring pixel j. These weights are defined as,
w(i, j) =
1
Z(i)
e−
||v(Ni)−v(Nj)||
2
2,α
h2 (2.13)
Z(i) =
∑
j
e−
||v(Ni)−v(Nj)||
2
2,α
h2
Where h is the degree of filtering used to control the amount of exponential decay. Practically,
h takes the value of the variance in the image. The weight w outputs values within the range
[0,1]. v(Ni) and v(Nj) represent square patch of certain size centered by pixel i and j respec-
tively, contained in a search window of a pre-determined size.
The w function that assigns weights to numerically represent the similarity between patches
those weights relies on the Euclidean distance as an input. The Euclidean distance is evaluated
as the difference of intensity between corresponding values in those two patches. If the distance
is small then the Gaussian function output weight is large and vice versa, mathematically the
distance is represented by ||v(Ni) − v(Nj)||22,α, where a > 0 is the standard deviation of the
Gaussian kernel. For instance, in Fig. (2.3) the patch centered by pixel p which is the pixel of
interest and another patch centered by pixel qi the distance between them is measured. Then
the Gaussian weight function which is the line between patches is the descriptor distance. In
other words, the weight of the patch given the distance value. Finally, All those patches get
multiplied by there weights then added to get the final average and multiply by the value of the
pixel of interest. NLM shows more robustness towards noise than BF and produces improved
results.
NLM is considered to be an important reference in image denoising methods due to its
simplicity, good numerical and visual results shown in table (2.1)1 and Fig. (2.7). NLM as a
data-adaptive algorithm faces huge problems in estimating the parameters. First, NLM does
not preserve low contrast details. Second, the algorithm is computationally expensive when
running for each pixel in the image. Consequently, one solution is searching for similar patches
1This results are obtained from the code written by Jose Vicente Manjon-Herrera https://www.mathworks.
com/matlabcentral/fileexchange/13176-non-local-means-filter
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Figure 2.3: NLM Strategy
that occur within a search window boundaries. By default the search window of size 21 × 21
and patch size of size 7 × 7. These parameters are used to look for similarities in the whole
image casing the reduction of the computational burden from O(N2M2W 2) to O(R2NMW 2),
where the image of size N ×M , W 2 is the number of elements in the patch and R is the search
window. Thirdly, when no matching patches found during search then the pixel keeps its noisy
value causing problems like ringing artifacts around the edges, and the images still contain low
noise levels.
NLM modifications are mainly concentrated on four aspects:
1. Approaches that address the high time consumption problem in NLM, this problem is
tackled by many methods. For instance, methods that avoid unnecessary calculations
for the distances and weights of unmatching patches , another is speeding up by using
Fourier transform (FFT) [12]. Finally, approaches that use dictionaries and tree structures
to speed the search for similar patches[13].
2. Methods that improve the similarity metric. For example, shape adaptive, rotation-
invariant approaches [14] and approaches that consider the permutations of texture in
patches[15].
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3. Methods that improve the weight of similar patches by using other kernels like flat ker-
nel [16], Euclidean median [17], Hausdorff distance [18], or adjusted Gaussian weight
coefficients with Laplace operator[19].
4. Methods to optimize NLM parameters: patch size, search window, and smoothing pa-
rameter using Stein’s unbiased risk estimator (SURE) [20].
Table 2.1: PSNR comparison between the noisy images and NLM denoising performance at
different noise levels (sigma) = 20, 40, 60, 80
Sigma Method baboon barbara boats camera couple goldhill lake lena
20 Noisy 22.25 22.10 22.25 22.45 22.23 22.14 22.10 22.12
NLM 29.15 27.59 30.28 29.40 29.37 28.42 31.18 28.75
40 Noisy 16.41 16.13 16.38 16.67 16.57 16.64 16.26 16.28
NLM 24.50 24.92 25.95 25.60 25.63 24.91 27.25 25.03
60 Noisy 13.34 13.00 13.24 13.54 13.46 13.61 13.15 13.15
NLM 21.92 23.60 23.46 22.68 23.30 22.64 24.79 23.10
80 Noisy 11.46 11.14 11.36 11.56 11.53 11.74 11.29 11.31
NLM 20.21 22.68 21.97 20.70 21.66 20.76 23.32 21.82
2.5.4 Statistical Nearest Neighbors for Image Denoising
A new approach [21] is introduced to improve the quality of the patches extracted during patch
matching. Hence improve the quality of the output. The reduction in the number of matching
patches can help in reducing the loss in details and time complexity, but it can also cause
low-frequency artifacts. The matching patches are selected using the Nearest Neighbour (NN)
approach. NN introduces bias to the search results due to the present noise. The reference
patch is referred to as µr. While γk refer to the matching patches selected and the prediction
error is defined by µ̂(µr). In NN search, Equ. (2.14), bias is introduced to the search results
due to the noise present in the reference patch.
d2(µr, γk) = (2σ
2P )
P−1∑
i=0
G(0, 1)2 (2.14)
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Where G(µ, σ2) ) refers to the Gaussian function with mean 0 and variance σ2. The sum of the
total pixel values P has χ2P distribution and the estimated distance is shown by Equ. (2.15).
E[d2(µr, γk)] = 2σ
2 (2.15)
The proposed SNN estimation for the noise free patch µ̂((µr)) γk, is defined as the following
Equ. (2.16), the image contains multiple patches k = 1, ..., Nn
E[µ̂((µr))] =
4δ
Nn
∑
δ
∑
k=1..Nn
E[γk|δ].p(δ) (2.16)
Where 4δ is a small interval value. Meaning that the neighbouring patches γk lies within
the range [µr − γ, µr + γ].
||d2(µr, γk)− o.2σ2|| (2.17)
Where o refers to the offset, in case of NN o = 0, while in SNN o = 1. Equ. (2.14) is applied
for the central pixel in patch generating Equ. (2.18),
d(µ.γ) ∼= σ.
√
2P − 1 +G(0, σ2) = σ +G(0, σ2) (2.18)
Meaning that the distance between the noisy patches an the reference patch is almost equivalent
to σ. SNN consider all the patches within the range of µ± o.σ.
The variance in the SNN approach is more than the variance in NN. Even though, the bias
estimate is removed, causing a decrease in noise-to-noise matching and better noise removal.
Problems appear in SNN when the noise level is low SNN tends to gather more patches that
are not closely correlated to the current reference patch causing low-contrast blur details. Also,
as the number of patches increases more in SNN than NN, so the variance increase and finally
leading to a smaller expected error. A comparison between NLM, NN, and SNN methods are
shown in table (2.2)2 and visual results are shown in Fig. (2.7).
2SNN results are obtained from the following code, https://github.com/NVlabs/SNN
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Table 2.2: PSNR comparison between noisy, non-local means (Original NLM), nearest neigh-
bour (NN) and statistical nearest neighbour (SNN) methods for different noise
(sigma) values.
Sigma Method barbara baboon boat camera goldhill lake lena couple
20 Noisy 22.25 22.10 22.25 22.45 22.23 22.14 22.10 22.12
Original NLM 29.15 27.59 30.28 29.40 29.37 28.42 31.18 28.75
nlm-NN 28.52 27.48 29.42 27.03 29.00 26.82 30.53 28.32
nlm-SNN 28.54 27.42 29.79 27.19 29.11 26.93 31.22 28.42
40 Noisy 16.41 16.13 16.38 16.67 16.57 16.64 16.26 16.28
Original NLM 24.50 24.92 25.95 25.60 25.63 24.91 27.25 25.03
nlm-NN 24.71 24.28 25.28 24.34 25.02 24.19 25.90 24.63
nlm-SNN 24.96 24.88 25.89 24.54 25.20 24.59 27.63 25.19
60 Noisy 13.34 13.00 13.24 13.54 13.46 13.61 13.15 13.15
Original NLM 21.92 23.60 23.46 22.68 23.30 22.64 24.79 23.10
nlm-NN 21.82 21.92 22.32 21.78 22.14 21.82 22.78 21.90
nlm-SNN 21.89 23.53 22.76 21.68 22.16 22.05 25.07 22.81
80 Noisy 11.46 11.14 11.36 11.56 11.53 11.74 11.29 11.31
Original NLM 20.21 22.68 21.97 20.70 21.66 20.76 23.32 21.82
nlm-NN 19.69 20.16 20.33 19.76 20.10 19.88 20.72 20.03
nlmSNN 18.45 22.37 20.04 18.84 19.35 18.64 22.24 20.41
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2.5.5 Non-local Methods with Shape-Adaptive Patches (NLM-SAP)
A proposed approach [22] suggested replacing the common square patch used in the NLM al-
gorithm by other arbitrary shapes.ie. Disks, Half-pies, Quarter-pies, and Bands. The shapes of
the patches used are determined using Stein’s Unbiased Risk Estimate (SURE). Fast Fourier
transform is used to apply the arbitrary patches to NLMs.
To determine the shapes of the arbitrary patches shown in Fig. (2.4), the Euclidean
distance between two pixels is generalized using the following:
d2S(x, x
′) =
∑
Sτ (Y (x+ τ)− Y (x′ − τ))2 (2.19)
Where S refers to the shape parameter. For instance, in the original NLM square shape of the
patches is represented by:
S(τ) =
exp(−(τ
2
1 + τ
2
2 )/2a
2) ,if ||τ ||∞ ≤ p−12
0 ,otherwise
(2.20)
While the flat kernel patch represented by:
S(τ) =
1 ,if ||τ ||2 ≤
p−1
2
0 ,otherwise
(2.21)
The general pie form used in Fig. (2.5) next to some alternation resulting from variations in
the values of two angles θ1, θ2, and radius R to determine the shape structure. Finally, patches
with a simple rectangle shape with different sizes are also considered as a patch choice. Fig.
(2.6).
The adaptive patch approach decreases the ”halo noise” caused due to the problem of not
extracting enough patches to remove the noise from the neighboring area while preserving the
image features. The patches considered in this approach can have different sizes and orienta-
tions.
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Figure 2.4: Arbitrary patch shapes used in NLM image denoising
To compute the weights of the patches 2D-FFt is applied using Equ. (2.22).
d2S(x, x+ δ) =
∑
τ∈Ω
S(τ)(Y (x+ τ)− Y (x+ δ + τ))2 = (Š ?4δ)(x) (2.22)
This distance measured between the patches of shape S is the difference between reference
patch and the δ translated patch. Š(τ) = S(−τ),4δ(x) = (Y (x) − Y (x + δ))2 and ? refer to
the convolution operator. The convolution of two functions Š and 4δ can be computed in the
transform domain as the multiplication of the two functions in the Fourier transform, shown in
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Figure 2.5: Pie patch shape with two angles θ1, θ2 and a radius R to determine the shape
structure
Figure 2.6: Rectangle patch shape with l0 height, lr width and θ orientation
Equ. (2.23), causes a huge decrease in the required computational efforts.
Š ?4δ = F−1(F(Š)F(4δ)) = F−1( ¯F(S)F(4δ)) (2.23)
F refers to 2D-discrete Fourier transform (2D-FFT), F−1 is inverse 2D-FFT transform.
Assume that noisy pixel x in the image has f̂1(x), ...., f̂K(x) pixel estimates obtained from
different patch shapes. Then the estimated values are aggregated to obtain the pixel value.
The first proposed estimate is a uniformly weighted aggregation (UWA) to estimate x:
f̂UWA(x) =
1
K
K∑
k=1
f̂k(x) (2.24)
The second proposed estimate to limit the halo of noise weighted average variance (WAV) is
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used to assign weights for each estimated value for the pixel. However, having large variance
estimates cause over-smooth edges and details. A third method used to take into consideration
the bias of the estimated values instead of the variance is Stein’s Unbiased Estimator of the
Risk (SURE) which is used to determine the parameters.i.e: bandwidth h and the patch size
p to derive the weights to produce an unbiased estimate of the risk of NLM-SAP denoiser.
And finally, since combining several estimates produces better results Exponentially Weighted
Aggregation (EWA) is also considered as an estimator that gives better results than other
estimators in most images.
The numerical results shows a good deal of improvement shown in the following table (2.3)
3.
3This results are obtained from the following code http://josephsalmon.eu/code/index_codes.php?page=
NLMSAP
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Table 2.3: Images PSNR comparison between noisy, original nlm (Orig NLM), original shape adaptive
patches (Orig-SAP), fast shape adaptive patches (fastSAP) and 8 Gaussian shapes (8
Gaus.dir.) for different sigma noise levels 20, 40, 60 and 80
Sigma Method barbara baboon boat camera goldhill lake lena couple
20 Noisy 22.25 22.10 22.25 22.45 22.23 22.14 22.10 22.12
Orig NLM 29.15 27.59 30.28 29.40 29.37 28.42 31.18 28.75
Orig SAP 29.25 27.22 30.21 29.57 29.11 28.12 31.47 28.73
fastSAP 29.24 27.31 30.34 29.56 29.22 28.39 31.53 28.69
8 Gau.dir 27.34 26.11 28.69 27.95 27.67 26.28 29.85 27.21
40 Noisy 16.41 16.13 16.38 16.67 16.57 16.64 16.26 16.28
Orig NLM 24.50 24.92 25.95 25.60 25.63 24.91 27.25 25.03
Orig SAP 23.67 24.54 25.40 24.94 24.79 23.80 27.19 24.35
fastSAP 24.03 24.67 25.79 25.53 25.19 24.57 27.45 24.65
8 Gau.dir 22.48 24.32 24.60 23.56 24.13 22.59 26.34 23.68
60 Noisy 13.34 13.00 13.24 13.54 13.46 13.61 13.15 13.15
Orig NLM 21.92 23.60 23.46 22.68 23.30 22.64 24.79 23.10
Orig SAP 20.43 23.51 22.69 21.29 22.28 21.03 24.28 22.28
fastSAP 20.78 23.59 22.96 21.84 22.54 21.65 24.59 22.49
8 Gau.dir 20.51 23.60 22.78 21.09 22.24 20.79 24.30 22.34
80 Noisy 11.46 11.14 11.36 11.56 11.53 11.74 11.29 11.31
Orig NLM 20.21 22.68 21.97 20.70 21.66 20.76 23.32 21.82
Orig SAP 18.85 22.81 21.31 19.25 20.59 19.16 22.76 21.16
fastSAP 18.99 22.84 21.41 19.53 20.73 19.42 22.88 21.24
8 Gau.dir 19.30 22.95 21.66 19.63 20.93 19.50 23.12 21.42
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(a) (b)
(c) (d)
(e)
Figure 2.7: Lena Denoising using non-local means (nlm), statistical nearest neighbour (SNN), and fast
shape adaptive non-local means (SA-Fast-NLM) approaches at sigma = 20. (a) Original
image. (b)Noisy image (PSNR = 22.10 db). (c) Denoised using NLM (PSNR = 31.18 db).
(d) Denoised image using SNN (PSNR = 31.22 db). (e) Denoised using SA-Fast-NLM
(PSNR = 31.53 db)
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2.6 Hybrid Domain Image Denoising
Image denoising methods that contribute both spatial domains and transform domain denoising
as complements, proved to be powerful denoising tools, such as the current state-of-art BM3D.
The spatial domain methods produce good quality images, but many of the small details are
smoothed during the denoising process. While, the transform domain method might not pro-
duce the same good quality. It produces ringing artifact around the edges. They also preserve
tiny details in the texture of the image.
2.6.1 Block-matching and 3D filtering (BM3D)
BM3D [23] is a denoising filter that depends on self similarities that the images have alongside
collaborative filtering. BM3D is divided into two main stages: Stage one in which similar
patches are stacked and wavelet shrinkage is applied. Stage two uses the estimated output
from stage one and apply the Wiener filter on 3D grouped patches.
Figure 2.8: BM3D filtering flowchart
Stage One: Basic Estimation
The first stage in BM3D is to stack matching or neighboring blocks into a 3D array so that
when the transform domain is applied the data sparsity is improved. Sparsity is defined as the
matrix or the vector where most of its values are zero. The corresponding image processing is
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a wavelet transform.
Patch Grouping
Assuming that a noisy reference patch is denoted by ZxR, x is the spatial coordinates of the
pixel. Z(x) as a central patch pixel and the patch size is N21 . In Fig. (2.8) the first step in
stage one of BM3D algorithms starts by block matching using normalized Euclidean distance
measure between Zx blocks which are defined by Equ. (2.25).
d(ZxR, Zx) =
||Ὺ(τ 2Dhard(ZxR))−Υ(τ 2Dhard(Zx))||22
(Nhard1 )
(2.25)
To reduce the noise, hard thresholding (thr) is applied after 2D transform as referred to
by the unitary transform operator τ2D is applied on the patches similar to ZxR , then hard
threshold operator Υ with λ2Dσ is applied. Patch grouping is done by including the patches
with distances less than the threshold value to exclude the less similar patches. As shown in
the following expression(2.26):
Υ(λ, λthr) =
λ if |λ| > λthr0 otherwise (2.26)
λthr is the maximum distance between two patches that allow the patch to join the set of similar
patches called ZSxR .
Collaborative Hard Threshold
Given a 3D array ZSxR with N1×N1×|SxR | dimension. 3D transform consists of 2D transform
over the patches and 1D Walsh-Hadamard transform over the third dimension. The Walsh-
Hadamard transform requires an even number of similar patches such that Nhard is always a
power of two. If an even number of patches is not accessible then we decrease the number
of extracted patches until a power of two can be obtained. The noise is removed using hard
threshing. τ−13D . Finally, the denoised block is estimated as the inverse 3D transform value, as
defined in Equ. (2.27)
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ŶSxR = τ
−1
3D (Υ(τ3D(ZsxR ), λthr3Dσ
√
2log(N21 ))) (2.27)
The projecting from the wavelet transform domain to the image spatial domain is not
perfect because a single patch can be a correct solution if placed in multiple places in the
original image.
Patch Aggregation
The weighting method gives more weight to homogeneous patches unlike areas that combine
multiple different textures, causing the preservation of edges and the avoiding of ringing artifact
around the edges. The weights of the patches in original BM3D is calculated as the product of
the estimated patch after inverse 3D transform and the Kaiser window a Currently, each pixel
has more than one estimated average weight due to patch overlap, that is why aggregation is
used to estimate the proper weight that contributes to the final pixel value. In original BM3D
the weight of the pixel is inversely proportional to the total block variance estimate. Weight is
defined for each block in the final set of patches using the following Equ. (2.28).
wxR =

1
Nhar
ifNhar ≥ 1
1 otherwise
(2.28)
Nharis the number of transform coefficients with values other than zero after applying a thresh-
old. Meaning that the more different the 3D block is the less this block contributes to the
weight. The final estimate of the pixel ŷ is given by Equ. (2.29)
ŷ =
∑
xR∈X
∑
xm∈SxR
wxR Ŷ
xR
xm (x)∑
xR∈X
∑
xm∈SxR
wxRχ
xR
xm(x)
,∀x ∈ X (2.29)
Stage Two: Wiener Filter
In this stage, the basic estimate of stage one and the noisy image is used to obtain a better-
denoised estimate of the image. The final denoised image is obtained by applying Wiener filter
shrinkage is applied in the 3D transformed domain stack extracted from the basic image.
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Patch Grouping
The second stage in BM3D involves applying the Wiener filter as shown in Fig. (??). The first
step is to find the matching blocks within the estimated image resulting from stage one using
a hard threshold on d-distance measure defined by Equ. (2.30).
SxR = x ∈ X|
||(Exr − ĒxR)− (Ex − Ēx)||22
N thr1
< τmatch (2.30)
ExR and Ex are two matching with ĒxR and Ēx referring to the mean values respectively.
The mean is subtracted to prevent the patch similarity searching to be biased.
Wiener Filter Shrinkage
The Wiener filter is evaluated in 3D transform by Equ. (2.31).
WsxR =
|τ3D(ESxR )|
2
|τ3D(ESxR )|
2 + σ2
(2.31)
ESxR is a 3D array of stacked matching patches. The 3D array of noisy observation ZSxR
have the 3D transform and Wiener filter WSxR corresponding elements multiplied and then the
inverse 3D transform is applied giving Equ. (2.32).
ŶSxR = τ
−1
3D (WSxRτ3D(ZSxR )) (2.32)
Patch Aggregation
Patch aggregation is the same as stage one. The final weight assigned to the patches is inversely
proportional of ŶSxR defined as:
WxR = (
N1∑
i=1
N1∑
j=1
|SxR |∑
y=1
|WSxR (i, j, t)|
2)−1 (2.33)
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Figure 2.9: BM3D Parameters [24]
The results of BM3D, table (2.4)4, show a high noticeable improvement in both PSNR
and the image quality. Although, BM3D have many drawback points. First, implementation
is considered to be more complex than other denoising algorithms, Second BM3D performance
during patch matching is both time consuming and does not always obtain the best match-
ing results. Third, BM3D cannot preserve details in high textural images in addition to the
disturbance in smooth areas in images with high standard deviation noise.
Table 2.4: PSNR comparison between noisy image and BM3D denoised results for 20, 40, 60,
80 sigma noise levels
Sigma Method barbara baboon boat camera goldhill lake lena couple
20 Noisy 22.25 22.10 22.25 22.45 22.23 22.14 22.10 22.12
BM3D 30.23 28.24 31.50 30.29 30.56 29.40 32.70 30.30
40 Noisy 16.41 16.13 16.38 16.67 16.57 16.64 16.26 16.28
BM3D 25.96 25.60 27.86 26.79 27.06 25.85 29.30 26.67
60 Noisy 13.34 13.00 13.24 13.54 13.46 13.61 13.15 13.15
BM3D 23.52 24.54 25.35 23.84 24.54 23.42 27.18 24.55
80 Noisy 11.46 11.14 11.36 11.56 11.53 11.74 11.29 11.31
BM3D 21.65 23.63 23.70 21.82 22.50 21.55 25.51 22.97
4The BM3D results are generated from the code in http://www.cs.tut.fi/~foi/GCF-BM3D/
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(a)
(b) (c)
Figure 2.10: Lena image denoised by BM3D at sigma = 20. (a) Original image. (b) Noisy
image (PSNR = 22.25). (c) Denoised image (PSNR = 30.23)
2.6.2 Image denoising with morphology-and size-adaptive
block-matching transform domain filtering
An approach is proposed in order to improve BM3D search performance in the smooth areas and
low contrast details called Shape Adaptive Block Matching and 1D - 3D filtering (SA-BM1-3D)
[25]. The flow of the proposed algorithm is shown in Fig. (2.11)
Step(1) : Apply patch matching, same as BM3D, but instead of applying 3D transform, we per-
form 1D Haar transform on the third dimension. To avoid artifacts caused by thresholding
small noise values from highly noisy coefficients allowing the preservation of details.
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Figure 2.11: Explanation of the algorithm flow of image denoising with morphology and size
adaptive block-matching transform domain filtering (SA-BM1-3D) [25]
Step(2) : The resulting image from step 1 is used as a reference and Wiener filter is applied on 3D
transform coefficients of the original noisy image, even though 3D transform threshold is
not good in preserving image edges.
Step(3) : DCT is applied on the reference patches then Alternating Current (AC) energy of the
DCT coefficients is calculated by Equ. (2.34). AC is used to classify the image into three
areas contour, texture, and smooth components. According to the regional energy the
block size is adaptively determined. Specifically, small patches are used for contour areas,
medium patches are used for texture areas and large patches are used for smooth areas.
EAC =
N∑
i=1
N∑
j=1
|B̂R(i, j)| − |B̂R(1, 1)| (2.34)
B̂ refers to the resulting image blocks of inverse transform of the shrank values of the
transform values. The morphological components of an image patch are determined as
follows.

Ccontour ,if EAC−cσ ≥ K1
Ctexture , if K2 ≤ EAC−cσ < K1
Csmooth , if EAC−cσ < K2
(2.35)
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K1, K2 values are empirically determined, c = 0.18. Then block-matching on the original
noisy image is applied and we use these blocks to extract patches at the same location to
implement 1D Haar transformation followed by thresholding on the blocks.
Step(4) : Apply the same steps applied in Step 3 to obtained adaptive similar patches by deter-
mining the type of the reference patch and chose the appropriate patch size. Then 3D
Wiener filter is applied.
The results of this approach, according to the paper and the table (2.5)5, give better results
and fewer artifacts than BM3D and SAPCA-BM3D. However, the time complexity of SA-BM1-
3D is more than BM3D since BM3D is only two stages while SA-BM1-3D is applied in four
stages.
Table 2.5: Compared PSNR of noisy, BM3D and shape adaptive BM3D with various noise
sigma 5, 15, 25 and 35.
Image Name Method sigma = 5 sigma = 15 sigma = 25 sigma = 35
Barbara Noisy 34.16 24.59 20.18 17.25
BM3D 38.01 31.56 28.76 26.89
SAP-BM3D 38.34 33.30 30.99 29.35
boat Noisy 34.13 24.56 20.17 17.26
BM3D 39.39 32.98 30.43 28.76
SAP-BM3D 37.47 32.29 30.03 28.51
camera Noisy 34.18 24.61 20.21 17.27
BM3D 38.20 31.72 29.25 27.76
SAP-BM3D 38.53 32.36 29.81 28.17
goldhill Noisy 34.14 24.56 20.13 17.23
BM3D 37.94 31.97 29.37 27.83
SAP-BM3D 37.30 32.05 29.96 28.62
lena Noisy 34.15 24.63 20.14 17.21
BM3D 40.26 34.29 31.63 29.94
SAP-BM3D 38.82 34.42 32.22 30.72
5SAP-BM3D results are taken from [25], BM3D code results are from the code present in http://www.cs.
tut.fi/~foi/GCF-BM3D/
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2.6.3 Image denoising based on non-local means filter and its method
noise thresholding
Figure 2.12: The stages used in the combination of wavelet thresholding and NLM algorithm
Denoising method based on the NLM filter and wavelet threshold by Kumar in [26]. This
approach tries to minimize the problem of losing too many details, especially at high noise levels
as NLM performance deteriorates. The methods shown in Fig. (2.12). The NLM denoising is
applied on noisy image I then the difference between the original image and the NLM result
image is called method noise. Method noise contains the noise and all the details lost during
NLM de-noising, defined in Equ. (2.36)
MN = I − IF (2.36)
Where I is the given original noisy image. IF is the output of the de-noised operator.
MN = D +N (2.37)
Where D stand for image details and N us the Gaussian noise. Now the problem is to determine
the details, like features and edges in the MN image, overlooked by NLM denoising using the
wavelet domain. Equ. (2.38) represented,
Y = W +Nω (2.38)
Where Y is noisy wavelet coefficients (method noise), W is coefficients of the detail image
and Nω is the Gaussian noise. Estimating W by thresholding Y with adaptive BayesShrink.
ByesShrink is adaptive, soft thresholding in which the wavelet coefficients are assumed to have
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Gaussian distribution. The threshold value is determined such that Bayesian risk is minimized
in each sub-band, the threshold value is defined by Equ. (2.39),
T =
σ2n
sigmaω
(2.39)
Where σ2n is the variance of the noise for a sub-band HH1. The noise variance is determined
by the median estimator σω is the standard deviation of the wavelet coefficients.
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2.7 Summary
Table 2.6: Comparison of PSNR for noisy, non-local means (NLM), non local means nearest
neighbour (nlmNN), non-local means statistical nearest neighbour (nlmSNN), shape
adaptive non-local means (Original-SAP) and Block Matching and 3D Collaborative
Filtering (BM3D) for multiple noise levels 20, 40, 60, and 80.
Method Sigma barbara baboon boat camera goldhill lake lena couple
20 Noisy 22.25 22.10 22.25 22.45 22.23 22.14 22.10 22.12
Orig NLM 29.15 27.59 30.28 29.40 29.37 28.42 31.18 28.75
nlmNN 28.52 27.48 29.42 27.03 29.00 26.82 30.53 28.32
nlmSNN 28.54 27.42 29.79 27.19 29.11 26.93 31.22 28.42
fastSAP 29.24 27.31 30.34 29.56 29.22 28.39 31.53 28.69
BM3D 30.23 28.24 31.50 30.29 30.56 29.40 32.70 30.30
40 Noisy 16.41 16.13 16.38 16.67 16.57 16.64 16.26 16.28
Orig NLM 24.50 24.92 25.95 25.60 25.63 24.91 27.25 25.03
nlmNN 24.71 24.28 25.28 24.34 25.02 24.19 25.90 24.63
nlmSNN 24.96 24.88 25.89 24.54 25.20 24.59 27.63 25.19
fastSAP 24.03 24.67 25.79 25.53 25.19 24.57 27.45 24.65
BM3D 25.96 25.60 27.86 26.79 27.06 25.85 29.30 26.67
60 Noisy 13.34 13.00 13.24 13.54 13.46 13.61 13.15 13.15
Orig NLM 21.92 23.60 23.46 22.68 23.30 22.64 24.79 23.10
nlmNN 21.82 21.92 22.32 21.78 22.14 21.82 22.78 21.90
nlmSNN 21.89 23.53 22.76 21.68 22.16 22.05 25.07 22.81
fastSAP 20.78 23.59 22.96 21.84 22.54 21.65 24.59 22.49
BM3D 23.52 24.54 25.35 23.84 24.54 23.42 27.18 24.55
80 Noisy 11.46 11.14 11.36 11.56 11.53 11.74 11.29 11.31
Orig NLM 20.21 22.68 21.97 20.70 21.66 20.76 23.32 21.82
nlmNN 19.69 20.16 20.33 19.76 20.10 19.88 20.72 20.03
nlmSNN 18.45 22.37 20.04 18.84 19.35 18.64 22.24 20.41
fastSAP 18.99 22.84 21.41 19.53 20.73 19.42 22.88 21.24
BM3D 21.65 23.63 23.70 21.82 22.50 21.55 25.51 22.97
In this chapter, results in table 2.6 show that the BM3D algorithm is the best so far. We
discussed various types of image denoising algorithms. Algorithms with significant improve-
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ments are presented visual results. The shape and size adaptive algorithms explained with
respect to both NLM and BM3D shows an improvement in numerical and visual results. Our
suggested framework highlights this idea to produce better image denoising results and also
gives high significance to all shape image structures.
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3 Methodology
3.1 Introduction
Block-matching and 3D filtering (BM3D) is considered as a prominent state-of-art denoising
algorithm. In Fig. (3.1) smooth areas in BM3D suffer from distortion. While edge areas loss
details (Lena’s hat).
BM3D still has room for improvement. In this chapter, a framework is proposed to add
different kernel shapes to the original BM3D. BM3D originally uses the Kaiser (Gaussian) ker-
nel to determine the denoised pixel value. Instead, the suggested kernel shapes shown in Fig.
(3.2) are used.
The reason for choosing these shapes is that the edge areas in images can be quantized into
four angles 0, 45, 90, and 135 degrees. Besides, using these shapes allows BM3D to preserve
image details while maintaining smooth areas [25]. This framework can be used with more
shapes that can improve the denoising performance. However, for this study this shapes are
sufficient.
The multiple kernels are used to produce various images with different performances. The
combination of these images is the most crucial part of the framework.
37
Chapter 3
(a) (b)
(c) (d)
Figure 3.1: Lena image at sigma = 40, denoised using BM3D algorithm showing disturbance
in smooth areas and loss in fine details. (a) Original Image. (b) Noisy image sigma
= 40. (c) Denoised after stage one, (d) Denoised after stage two.
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
(m) (n)
Figure 3.2: Different shaped Gaussian Kernels:(a) Square flat kernel.(b) Numerical represen-
tation of square flat kernel. (c) Circular flat kernel. (d) Numerical representation
of circular flat kernel. (e) Horizontal flat kernel. (f) Numerical representation of
horizontal flat kernel.(g) Vertical flat kernel. (h) Numerical representation of verti-
cal flat kernel. (i) D45 flat kernel. (j) Numerical representation of D45 flat kernel.
(k)D135 flat kernel. (l) Numerical representation of D135 flat kernel. (m) Kaiser
Kernel. (n) Numerical representation of kaiser kernel.
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3.2 Framework Analysis
An experiment is conducted to show the benefit of using various kernel shapes. The kernels are
used to estimate the final weights of the pixels from multiple patches. The weights are based
on the distances from the reference patch. The multiple kernels are applied in the aggregation
step after stages one and two of the original BM3D. The output after utilizing the six shapes
are images, as shown in Fig. (3.3) after BM3D stage one and Fig. (3.4) after stage two. The
images show an improvement in the PSNR between the noisy image and the denoised images.
However, the improvement is less than the original BM3D results in most cases (except for
square kernel in some cases when the noise is low). The combination of the resulting images
using either pixel-based or patch-based methods is a significant improvement in PSNR values
and consequently, on the quality of the image.
40
(a)
(b) (c)
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(d) (e)
(f) (g)
(h) (i)
Figure 3.3: Lena image denoised by BM3D using different shaped kernels for stage one: (a)
Original image. (b) Noisy image with sigma = 20 (PSNR = 22.10). (c) Original
BM3D stage one denoised image (PSNR = 32.30). (d) square kernel (PSNR =
32.19). (e) Circular kernel (PSNR = 32.12). (f) Horizontal kernel (PSNR = 32.16).
(g) Vertical kernel (psnr = 32.15). (h) Diagonal with angle 135 kernel (PSNR =
32.20). (i) Diagonal with angle 45 kernel (PSNR = 32.16).42
(a)
(b) (c)
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(d) (e)
(f) (g)
(h) (i)
Figure 3.4: Lena image denoised by BM3D using different shaped kernels for stage two: (a)
Original image. (b) Noisy image with sigma = 20 (PSNR = 22.10). (c) Original
BM3D stage two denoised image (PSNR = 32.83). (d) Square kernel (PSNR =
33.43). (e) Circular kernel (PSNR = 33.44). (f) Horizontal kernel (PSNR = 33.44).
(g) Vertical kernel (PSNR = 33.42). (h) Diagonal with angle 135 kernel (PSNR =
33.44). (i) Diagonal with angle 45 kernel (PSNR = 33.45).44
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3.3 Proposed Framework
It is assumed that the given image is corrupted by AWGN, i.e., the noise and image are
uncorrelated. Our proposed framework replaced the square Gaussian kernel used in BM3D
aggregation step by six various flat kernels. Shown in Fig. (3.5), Fig. (3.6). BM3D originally
uses a window of size 8 × 8 for noise levels less than 40. Otherwise, it uses a window of size
12× 12.
The input of the aggregation step is 3D stacked patches. These patches should be placed
back in there original locations in the image. However, due to overlapping and similarities
between image patches, each pixel has multiple evaluations. In original BM3D, the evaluation
of a normalized sum of the pixel values (in each patch) multiplied by the kernel values is used
to give final pixel estimation. as shown in Equ. (3.1),
ŷ =
∑
xR∈X
∑
xm∈SxR
wxR Ŷ
xR
xm (x)∑
xR∈X
∑
xm∈SxR
wxRχ
xR
xm(x)
,∀x ∈ X (3.1)
Where Ŷ refers to the pixel value in patch x. ωxR refers to the weight of the pixel obtained
from evaluating its location from the center pixel using the kernel in the original BM3D. The
proposed framework applies to Equ. (3.1) six times, each time with a different kernel.
The flat kernel gives similar weights to all the pixels in the given patch area, thus reducing
the computations. Instead of multiplying each pixel by a different value in the kernel depending
on its distance from the pixel at the patch center, all the pixels in the patch are multiplied
by the same value. Another reason for using a flat kernel is its ability to fit the underlying
structure of the image, i.e., instead of relying on the distance from the central pixel, we rely on
the shape of the extracted patch and how much it is similar to the structures surrounding it.
The most crucial step in the framework is aggregating the output images into one final
denoised image. Using the original noiseless image, we combine the results. The framework
does not rely on the original image or consider it as part of the algorithm, it is used for feasibility
only. The original image allow use to estimate the optimal results for the framework and prove
that there is still a room for improvement by using adaptive shapes. Even though, in our future
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work, we are looking for other approaches the can be used to aggregate the image automatically.
Figure 3.5: Stage one for the proposed framework
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Figure 3.6: Stage two for the proposed framework
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Given the six images that represent the solution space for each pixel or patch and the
original image, the optimal solution is the one with the least pixel or patch error. The least
error choices are shown in the following Fig. (3.7) for stage one and Fig. (3.8) for stage two.
Another approach to determine the relationship between the six images is to used patches
comparison to the original image patches. Extract the corresponding patches from the six
images obtained from different kernel weights, then compare it to the corresponding original
image patch and choosing the absolute minimum difference patch results, as in Fig. (3.9) for
stage one and Fig. (3.10) for stage two.
The patch size chosen is 3 × 3, as when the size of the patch increases the improvement
declines due to the increase of the mismatching between the estimated value and the kernel.
The kernel used to calculate the final pixel value is not necessarily the same kernel used for all
its neighbouring pixels.
Finally, the results of aggregated pixels are shown in Fig. (3.11) for stage one and stage two.
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(a) (b)
(c) (d)
(e) (f)
Figure 3.7: Lena image, after stage one, comprising six images that represent the locations of
the pixels that should be taken from each image to form the optimal denoised image.
(a) Square kernel image. (b) Circular kernel image. (c) Horizontal kernel image.
(d) Vertical kernel image. (e) D45 kernel image. (f) D135 kernel image.
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(a) (b)
(c) (d)
(e) (f)
Figure 3.8: Lena image, after stage two, comprising six images that represent the locations of
the pixels that should be taken from each image to form the optimal denoised image.
(a) Square kernel image. (b) Circular kernel image. (c) Horizontal kernel image.
(d) Vertical kernel image. (e) D45 kernel image. (f) D135 kernel image.
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(a) (b)
(c) (d)
(e) (f)
Figure 3.9: Lena image, after stage one, comprising six images that represent the locations of
the patches that should be taken from each image to form the optimal denoised
image. (a) Square kernel image. (b) Circular kernel image. (c) Horizontal kernel
image. (d) Vertical kernel image. (e) D45 kernel image. (f) D135 kernel image.
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(a) (b)
(c) (d)
(e) (f)
Figure 3.10: Lena image, after stage two, comprising six images that represent the locations of
the patches that should be taken from each image to form the optimal denoised
image. (a) Square kernel image. (b) Circular kernel image. (c) Horizontal kernel
image. (d) Vertical kernel image. (e) D45 kernel image. (f) D135 kernel image.
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(a) (b)
(c) (d)
(e) (f)
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(g) (h)
Figure 3.11: Denoised Lena image results using the proposed framework. (a) Original image.
(b) Noisy image with sigma = 20 (PSNR = 22.14). (c) Original BM3D after
stage one. (PSNR = 32.23) (d) Original BM3D after stage two (PSNR = 33.77).
Pixel based results, (e) Proposed framework after stage one (PSNR = 33.69). (f)
Proposed framework after stage two (PSNR = 33.99). Patch based results, (g)
Proposed framework after stage one (PSNR = 32.74). (h) Proposed framework
after stage two (PSNR = 33.26)
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4 Results
In this chapter, we will discuss the results of the proposed framework. The performance of the
framework is compared to the original BM3D after stage one and two. The dataset of images
used in the evaluation is shown in Fig. (2.2). Finally, we will conclude the overall numerical
and visual results.
4.1 Numerical Results
We have applied the proposed framework after both stages one and two of the BM3D scheme
on multiple images for various noise levels 10, 20, 30, 40, 50, 60, 70, 80, 90 and 100. The results
include the PSNR of the noisy image, the original BM3D image after stage one and stage
two, the images obtained from using the different kernels (square, circle, horizontal, vertical,
diagonal 134 and diagonal 45) and the image generated from the proposed framework. For
Stage one results, see tables 4.1, 4.3, 4.5, 4.7, 4.9, 4.11, 4.13, 4.15. For Stage two results, see
tables 4.2, 4.4, 4.6, 4.8, 4.10, 4.12, 4.14, 4.16. The results show that the performance of the
proposed framework surpasses the performance of the original BM3D scheme. This is true,
although the denoising performance of each kernel is slightly less than the original BM3D and
in some cases.
55
Chapter 4
Table 4.1: Barbara image PSNR for noisy, original BM3D, six kernel images, the pixel proposed
framework and improvement after stage one form 10 to 100 sigma noise levels.
Sigma Noisy Original Square Circle Horizontal Vertical Diagonal Diagonal Proposed Improv.
135 45
10 28.12 33.54 33.55 33.15 33.30 33.43 33.47 33.17 34.89 1.35
20 22.14 29.73 29.66 29.18 29.53 29.59 29.63 29.44 31.14 1.41
30 18.58 27.13 27.04 26.67 27.00 27.03 27.00 26.90 28.57 1.44
40 16.11 25.65 25.54 25.15 25.48 25.51 25.50 25.40 27.18 1.53
50 14.18 24.01 23.90 23.57 23.86 23.85 23.89 23.76 25.57 1.56
60 12.52 23.06 22.98 22.61 22.89 22.91 22.93 22.80 24.53 1.47
70 11.24 22.53 22.44 22.06 22.35 22.39 22.37 22.21 24.11 1.58
80 10.10 21.69 21.63 21.35 21.56 21.51 21.64 21.42 23.15 1.46
90 9.05 21.09 21.02 20.80 20.88 20.96 20.98 20.80 22.65 1.56
100 8.15 19.45 19.50 18.85 18.98 19.29 19.29 18.65 21.40 1.95
Table 4.2: Barbara image PSNR for noisy, original BM3D, six kernel images, the pixel proposed
framework and improvement after stage two form 10 to 100 sigma noise levels.
Sigma Noisy Original Square Circle Horizontal Vertical Diagonal Diagonal Proposed Improv.
135 45
10 28.12 33.97 34.38 34.38 34.38 34.39 34.40 34.44 35.21 1.24
20 22.14 30.01 30.52 30.49 30.49 30.51 30.51 30.52 31.32 1.31
30 18.58 27.62 28.23 28.17 28.17 28.21 28.20 28.17 28.93 1.31
40 16.11 26.09 26.65 26.63 26.64 26.65 26.65 26.64 27.16 1.07
50 14.18 24.87 25.49 25.46 25.49 25.49 25.47 25.46 25.98 1.11
60 12.52 24.00 24.63 24.60 24.62 24.63 24.62 24.60 25.11 1.11
70 11.24 23.48 24.16 24.09 24.15 24.14 24.15 24.09 24.64 1.16
80 10.10 22.61 23.25 23.20 23.24 23.22 23.26 23.19 23.74 1.13
90 9.05 22.22 22.92 22.88 22.91 22.91 22.90 22.86 23.42 1.20
100 8.15 21.32 22.38 22.31 22.36 22.38 22.34 22.33 22.96 1.64
(a) (b)
Figure 4.1: Barbara image PSNR comparison between noisy, original BM3D and the proposed
framework at various noise levels (Sigma). (a) After stage one. (b) After stage two.
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Table 4.3: Baboon image PSNR for noisy, original BM3D, six kernel images, the pixel proposed
framework and improvement after stage one form 10 to 100 sigma noise levels.
Sigma Noisy Original Square Circle Horizontal Vertical Diagonal Diagonal Proposed Improv.
135 45
10 28.10 31.72 31.69 31.58 31.57 31.67 31.65 31.55 32.80 1.08
20 22.15 28.13 28.08 28.03 27.99 28.06 28.06 28.00 29.18 1.05
30 18.56 26.42 26.38 26.32 26.29 26.37 26.36 26.28 27.49 1.07
40 16.06 25.39 25.36 25.26 25.23 25.32 25.33 25.21 26.51 1.12
50 14.18 24.66 24.63 24.51 24.52 24.58 24.59 24.47 25.82 1.16
60 12.57 24.19 24.17 24.04 24.02 24.12 24.11 23.94 25.45 1.26
70 11.20 23.58 23.57 23.42 23.38 23.49 23.51 23.30 24.81 1.23
80 10.05 23.19 23.18 23.01 22.97 23.08 23.11 22.86 24.49 1.30
90 9.05 22.80 22.80 22.61 22.57 22.73 22.71 22.47 24.10 1.30
100 8.13 21.84 21.94 21.37 21.41 21.75 21.71 21.07 23.49 1.65
Table 4.4: Baboon image PSNR for noisy, original BM3D, six kernel images, the pixel proposed
framework and improvement after stage two form 10 to 100 sigma noise levels.
Sigma Noisy Original Square Circle Horizontal Vertical Diagonal Diagonal Proposed Improv.
135 45
10 28.10 32.06 32.53 32.52 32.51 32.53 32.53 32.50 32.98 0.92
20 22.15 28.39 28.94 28.91 28.89 28.92 28.92 28.86 29.30 0.91
30 18.56 26.65 27.20 27.16 27.16 27.19 27.18 27.13 27.55 0.90
40 16.06 25.69 26.23 26.21 26.20 26.22 26.22 26.17 26.53 0.84
50 14.18 25.04 25.55 25.53 25.53 25.54 25.54 25.50 25.86 0.82
60 12.57 24.65 25.20 25.17 25.17 25.19 25.18 25.14 25.54 0.89
70 11.20 24.16 24.71 24.68 24.67 24.68 24.71 24.65 25.06 0.90
80 10.05 23.87 24.42 24.40 24.38 24.40 24.41 24.37 24.79 0.92
90 9.05 23.51 24.06 24.03 24.04 24.05 24.05 24.03 24.45 0.94
100 8.13 23.13 23.79 23.74 23.77 23.78 23.77 23.75 24.22 1.09
(a) (b)
Figure 4.2: Baboon image PSNR comparison between noisy, original BM3D and the proposed frame-
work at various noise levels (Sigma). (a) After stage one. (b) After stage two.
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Table 4.5: Boat image PSNR for noisy, original BM3D, six kernel images, the pixel proposed frame-
work and improvement after stage one form 10 to 100 sigma noise levels.
Sigma Noisy Original Square Circle Horizontal Vertical Diagonal Diagonal Proposed Improv.
135 45
10 28.16 34.79 34.76 34.56 34.56 34.73 34.69 34.54 36.10 1.31
20 22.10 31.16 31.08 30.99 31.00 31.07 31.07 31.01 32.50 1.34
30 18.60 29.03 28.93 28.85 28.88 28.90 28.95 28.86 30.39 1.36
40 16.10 27.42 27.35 27.16 27.25 27.28 27.34 27.16 28.83 1.41
50 14.14 26.05 25.99 25.75 25.84 25.94 25.94 25.71 27.48 1.43
60 12.59 25.21 25.15 24.89 25.02 25.09 25.09 24.84 26.68 1.47
70 11.20 24.46 24.42 24.16 24.25 24.34 24.37 24.11 25.93 1.47
80 10.10 23.82 23.77 23.58 23.63 23.72 23.70 23.52 25.27 1.45
90 9.06 23.18 23.14 22.97 22.91 23.07 23.08 22.84 24.64 1.46
100 8.16 21.83 21.92 21.32 21.25 21.67 21.69 20.92 23.78 1.95
Table 4.6: Boat image PSNR for noisy, original BM3D, six kernel images, the pixel proposed frame-
work and improvement after stage two form 10 to 100 sigma noise levels.
Sigma Noisy Original Square Circle Horizontal Vertical Diagonal Diagonal Proposed Improv.
135 45
10 28.16 35.26 35.74 35.71 35.75 35.74 35.74 35.75 36.42 1.16
20 22.10 31.57 32.14 32.10 32.11 32.13 32.13 32.11 32.79 1.22
30 18.60 29.56 30.19 30.16 30.15 30.17 30.18 30.15 30.82 1.26
40 16.10 28.09 28.70 28.67 28.68 28.68 28.68 28.66 29.11 1.02
50 14.14 26.97 27.64 27.61 27.60 27.61 27.63 27.60 28.05 1.08
60 12.59 26.28 27.00 26.95 26.96 26.98 26.98 26.95 27.44 1.16
70 11.20 25.41 26.17 26.14 26.13 26.16 26.16 26.13 26.62 1.21
80 10.10 24.87 25.62 25.57 25.57 25.59 25.60 25.56 26.05 1.18
90 9.06 24.29 25.06 25.01 25.01 25.03 25.04 25.00 25.50 1.21
100 8.16 23.70 24.71 24.64 24.65 24.66 24.70 24.65 25.21 1.51
(a) (b)
Figure 4.3: Boat image PSNR comparison between noisy, original BM3D and the proposed framework
at various noise levels (Sigma). (a) After stage one. (b) After stage two.
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Table 4.7: Cameraman image PSNR for noisy, original BM3D, six kernel images, the pixel proposed
framework and improvement after stage one form 10 to 100 sigma noise levels.
Sigma Noisy Original Square Circle Horizontal Vertical Diagonal Diagonal Proposed Improv.
135 45
10 28.14 33.33 33.40 32.98 33.03 33.29 33.26 32.87 34.56 1.23
20 22.13 30.10 30.09 29.85 29.87 30.02 30.01 29.79 31.34 1.24
30 18.60 28.30 28.25 28.09 28.09 28.21 28.19 28.04 29.59 1.29
40 16.09 26.93 26.85 26.74 26.79 26.84 26.81 26.73 28.28 1.35
50 14.14 25.75 25.65 25.55 25.59 25.64 25.62 25.55 27.12 1.37
60 12.57 24.96 24.86 24.84 24.74 24.83 24.86 24.75 26.39 1.43
70 11.23 24.03 23.96 23.80 23.84 23.92 23.91 23.76 25.43 1.40
80 10.06 23.32 23.24 23.13 23.12 23.20 23.21 23.07 24.81 1.49
90 9.02 22.34 22.31 22.02 22.07 22.23 22.21 21.89 23.97 1.63
100 8.10 20.62 20.71 20.00 20.05 20.49 20.53 19.63 22.90 2.28
Table 4.8: Cameraman image PSNR for noisy, original BM3D, six kernel images, the pixel proposed
framework and improvement after stage two form 10 to 100 sigma noise levels.
Sigma Noisy Original Square Circle Horizontal Vertical Diagonal Diagonal Proposed Improv.
135 45
10 28.14 34.00 34.47 34.40 34.43 34.45 34.44 34.41 35.11 1.11
20 22.13 30.25 30.76 30.68 30.70 30.74 30.72 30.68 31.47 1.22
30 18.60 28.51 29.04 28.95 28.96 29.02 29.01 28.96 29.78 1.27
40 16.09 27.07 27.55 27.56 27.56 27.56 27.55 27.57 28.02 0.95
50 14.14 26.11 26.61 26.62 26.62 26.62 26.61 26.63 27.07 0.96
60 12.57 25.38 25.91 25.90 25.90 25.90 25.91 25.90 26.36 0.98
70 11.23 24.56 25.12 25.10 25.12 25.12 25.11 25.11 25.57 1.01
80 10.06 24.08 24.73 24.72 24.70 24.74 24.70 24.71 25.18 1.10
90 9.02 23.33 24.04 24.02 24.02 24.02 24.04 24.01 24.51 1.18
100 8.10 22.51 23.68 23.60 23.62 23.65 23.65 23.60 24.24 1.73
(a) (b)
Figure 4.4: Cameraman image PSNR comparison between noisy, original BM3D and the proposed
framework at various noise levels (Sigma). (a) After stage one. (b) After stage two.
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Table 4.9: Goldhill image PSNR for noisy, original BM3D, six kernel images, the pixel proposed
framework and improvement after stage one form 10 to 100 sigma noise levels.
Sigma Noisy Original Square Circle Horizontal Vertical Diagonal Diagonal Proposed Improv.
135 45
10 28.16 33.71 33.69 33.43 33.49 33.65 33.63 33.44 34.97 1.26
20 22.08 30.17 30.11 29.94 29.99 30.08 30.07 29.93 31.49 1.32
30 18.57 27.93 27.86 27.66 27.79 27.85 27.83 27.73 29.25 1.32
40 16.07 26.54 26.45 26.33 26.38 26.43 26.44 26.38 27.97 1.43
50 14.18 25.47 25.40 25.25 25.30 25.38 25.34 25.25 26.88 1.41
60 12.57 24.56 24.50 24.30 24.41 24.41 24.46 24.27 25.99 1.43
70 11.26 23.75 23.70 23.49 23.55 23.66 23.61 23.46 25.20 1.45
80 10.04 23.24 23.20 22.97 23.06 23.15 23.11 22.92 24.70 1.46
90 9.09 22.81 22.78 22.58 22.55 22.66 22.73 22.51 24.31 1.50
100 8.08 21.00 21.06 20.48 20.43 20.85 20.80 20.15 23.09 2.09
Table 4.10: Goldhill image PSNR for noisy, original BM3D, six kernel images, the pixel proposed
framework and improvement after stage two form 10 to 100 sigma noise levels.
Sigma Noisy Original Square Circle Horizontal Vertical Diagonal Diagonal Proposed Improv.
135 45
10 28.16 34.11 34.59 34.57 34.57 34.60 34.57 34.56 35.18 1.07
20 22.08 30.56 31.11 31.06 31.09 31.11 31.09 31.06 31.70 1.14
30 18.57 28.50 29.12 29.06 29.10 29.13 29.09 29.08 29.69 1.19
40 16.07 27.28 27.84 27.80 27.82 27.83 27.83 27.81 28.26 0.98
50 14.18 26.20 26.81 26.75 26.79 26.78 26.79 26.75 27.23 1.03
60 12.57 25.63 26.27 26.23 26.24 26.23 26.28 26.24 26.72 1.09
70 11.26 24.77 25.47 25.40 25.46 25.43 25.47 25.44 25.93 1.16
80 10.04 24.10 24.83 24.79 24.81 24.82 24.81 24.80 25.31 1.21
90 9.09 23.93 24.70 24.65 24.64 24.65 24.70 24.63 25.17 1.24
100 8.08 23.02 24.12 24.06 24.08 24.11 24.10 24.08 24.70 1.68
(a) (b)
Figure 4.5: Goldhill image PSNR comparison between noisy, original BM3D and the proposed frame-
work at various noise levels (Sigma). (a) After stage one. (b) After stage two.
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Table 4.11: Lena image PSNR for noisy, original BM3D, six kernel images, the pixel proposed frame-
work and improvement after stage one form 10 to 100 sigma noise levels.
Sigma Noisy Original Square Circle Horizontal Vertical Diagonal Diagonal Proposed Improv.
135 45
10 28.11 35.87 35.83 35.61 35.71 35.75 35.81 35.61 37.23 1.36
20 22.11 32.30 32.19 32.12 32.16 32.15 32.20 32.16 33.77 1.47
30 18.61 30.04 29.94 29.86 29.87 29.90 29.94 29.85 31.52 1.48
40 16.05 28.31 28.20 28.13 28.15 28.14 28.23 28.13 29.84 1.53
50 14.14 27.23 27.14 27.02 27.03 27.06 27.12 26.96 28.79 1.56
60 12.56 26.05 25.97 25.85 25.80 25.89 25.94 25.76 27.63 1.58
70 11.24 25.25 25.15 25.09 25.00 25.05 25.17 24.98 26.90 1.65
80 10.10 24.53 24.43 24.40 24.23 24.36 24.40 24.26 26.20 1.67
90 9.09 23.95 23.91 23.74 23.63 23.79 23.84 23.54 25.59 1.64
100 8.14 22.22 22.30 21.78 21.62 22.01 22.08 21.31 24.28 2.06
Table 4.12: Lena image PSNR for noisy, original BM3D, six kernel images, the pixel proposed frame-
work and improvement after stage two form 10 to 100 sigma noise levels.
Sigma Noisy Original Square Circle Horizontal Vertical Diagonal Diagonal Proposed Improv.
135 45
10 28.11 36.34 36.82 36.83 36.86 36.82 36.84 36.88 37.47 1.13
20 22.11 32.83 33.43 33.44 33.44 33.42 33.44 33.45 34.06 1.23
30 18.61 30.67 31.34 31.32 31.32 31.33 31.34 31.32 31.91 1.24
40 16.05 28.99 29.61 29.62 29.61 29.61 29.61 29.63 30.06 1.07
50 14.14 28.22 28.90 28.89 28.90 28.89 28.91 28.91 29.36 1.14
60 12.56 27.21 27.94 27.93 27.93 27.93 27.95 27.94 28.40 1.19
70 11.24 26.60 27.38 27.35 27.37 27.35 27.39 27.36 27.86 1.26
80 10.10 25.93 26.75 26.73 26.73 26.73 26.75 26.74 27.25 1.32
90 9.09 25.41 26.19 26.17 26.17 26.17 26.19 26.18 26.68 1.27
100 8.14 24.46 25.46 25.43 25.47 25.45 25.46 25.47 26.01 1.55
(a) (b)
Figure 4.6: Lena image PSNR comparison between noisy, original BM3D and the proposed framework
at various noise levels (Sigma). (a) After stage one. (b) After stage two.
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Table 4.13: Couple image PSNR for noisy, original BM3D, six kernel images, the pixel proposed
framework and improvement after stage one form 10 to 100 sigma noise levels.
Sigma Noisy Original Square Circle Horizontal Vertical Diagonal Diagonal Proposed Improv.
135 45
10 28.15 33.65 33.63 33.36 33.42 33.58 33.57 33.34 34.97 1.32
20 22.07 29.76 29.69 29.56 29.60 29.67 29.68 29.58 31.15 1.39
30 18.61 27.49 27.40 27.32 27.36 27.43 27.38 27.35 28.83 1.34
40 16.04 26.12 26.05 25.98 25.96 26.01 26.05 25.95 27.46 1.34
50 14.15 24.87 24.79 24.70 24.73 24.78 24.77 24.71 26.22 1.35
60 12.56 24.04 23.98 23.85 23.90 23.95 23.94 23.85 25.37 1.33
70 11.22 23.29 23.24 23.12 23.13 23.20 23.20 23.09 24.62 1.33
80 10.10 22.82 22.78 22.64 22.64 22.74 22.72 22.60 24.15 1.33
90 9.05 22.29 22.26 22.08 22.09 22.20 22.19 21.97 23.67 1.38
100 8.14 21.08 21.17 20.62 20.60 20.98 20.96 20.28 22.91 1.83
Table 4.14: Couple image PSNR for noisy, original BM3D, six kernel images, the pixel proposed
framework and improvement after stage two form 10 to 100 sigma noise levels.
Sigma Noisy Original Square Circle Horizontal Vertical Diagonal Diagonal Proposed Improv.
135 45
10 28.15 34.05 34.53 34.53 34.51 34.54 34.53 34.53 35.19 1.14
20 22.07 30.28 30.87 30.84 30.83 30.86 30.85 30.82 31.51 1.23
30 18.61 28.10 28.75 28.70 28.71 28.74 28.72 28.69 29.34 1.24
40 16.04 26.75 27.36 27.33 27.33 27.35 27.35 27.32 27.74 0.99
50 14.15 25.72 26.36 26.33 26.32 26.34 26.35 26.32 26.74 1.02
60 12.56 24.96 25.62 25.58 25.59 25.60 25.61 25.58 26.01 1.05
70 11.22 24.28 24.96 24.92 24.93 24.95 24.95 24.92 25.37 1.09
80 10.10 23.71 24.39 24.34 24.35 24.37 24.37 24.34 24.77 1.06
90 9.05 23.24 23.96 23.87 23.93 23.93 23.94 23.89 24.36 1.12
100 8.14 22.67 23.51 23.44 23.46 23.47 23.49 23.44 23.97 1.30
(a) (b)
Figure 4.7: Couple image PSNR comparison between noisy, original BM3D and the proposed frame-
work at various noise levels (Sigma). (a) After stage one. (b) After stage two.
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Table 4.15: Lake image PSNR for noisy, original BM3D, six kernel images, the pixel proposed frame-
work and improvement after stage one form 10 to 100 sigma noise levels.
Sigma Noisy Original Square Circle Horizontal Vertical Diagonal Diagonal Proposed Improv.
135 45
10 28.15 33.02 33.02 32.76 32.73 32.95 32.95 32.69 34.30 1.28
20 22.07 29.21 29.14 28.98 29.04 29.11 29.13 29.03 30.54 1.33
30 18.55 27.09 26.99 26.91 26.94 26.97 26.99 26.96 28.46 1.37
40 16.12 25.65 25.54 25.47 25.53 25.54 25.54 25.52 27.05 1.40
50 14.14 24.51 24.42 24.31 24.35 24.41 24.38 24.32 25.90 1.39
60 12.52 23.55 23.45 23.41 23.37 23.47 23.42 23.40 24.98 1.43
70 11.23 22.85 22.77 22.68 22.69 22.75 22.75 22.68 24.25 1.40
80 10.09 22.15 22.07 21.99 21.99 22.04 22.06 21.96 23.56 1.41
90 9.08 21.48 21.43 21.27 21.23 21.40 21.33 21.13 22.98 1.50
100 8.14 20.16 20.22 19.62 19.64 20.01 20.01 19.27 22.16 2.00
Table 4.16: Lake image PSNR for noisy, original BM3D, six kernel images, the pixel proposed frame-
work and improvement after stage two form 10 to 100 sigma noise levels.
Sigma Noisy Original Square Circle Horizontal Vertical Diagonal Diagonal Proposed Improv.
135 45
10 28.15 33.43 33.85 33.83 33.83 33.85 33.85 33.85 34.65 1.22
20 22.07 29.43 29.95 29.90 29.93 29.93 29.94 29.92 30.76 1.33
30 18.55 27.43 28.00 27.92 27.97 27.99 27.99 27.97 28.79 1.36
40 16.12 26.04 26.58 26.55 26.57 26.58 26.57 26.55 26.98 0.94
50 14.14 24.99 25.58 25.55 25.57 25.57 25.57 25.55 25.98 0.99
60 12.52 24.09 24.69 24.67 24.68 24.68 24.69 24.67 25.11 1.02
70 11.23 23.47 24.10 24.07 24.06 24.08 24.09 24.06 24.50 1.03
80 10.09 22.84 23.47 23.44 23.44 23.45 23.46 23.44 23.88 1.04
90 9.08 22.30 22.97 22.95 22.95 22.97 22.95 22.95 23.39 1.09
100 8.14 21.66 22.57 22.51 22.52 22.55 22.55 22.50 23.05 1.39
(a) (b)
Figure 4.8: Lake image PSNR comparison between noisy, original BM3D and the proposed framework
at various noise levels (Sigma). (a) After stage one. (b) After stage two.
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Table 4.17: Average PSNR for noisy, original BM3D, six kernel images, the pixel proposed framework
and improvement after stage one form 10 to 100 sigma noise levels.
Sigma Noisy Original Square Circle Horizontal Vertical Diagonal Diagonal Proposed Improv.
135 45
10 28.14 33.70 33.70 33.43 33.48 33.63 33.63 33.40 34.98 1.27
20 22.11 30.07 30.01 29.83 29.90 29.97 29.98 29.87 31.39 1.32
30 18.59 27.93 27.85 27.71 27.78 27.83 27.83 27.75 29.26 1.33
40 16.08 26.50 26.42 26.28 26.35 26.38 26.41 26.31 27.89 1.39
50 14.16 25.32 25.24 25.08 25.15 25.21 25.21 25.09 26.72 1.40
60 12.56 24.45 24.38 24.22 24.27 24.33 24.34 24.20 25.88 1.43
70 11.23 23.72 23.66 23.48 23.52 23.60 23.61 23.45 25.16 1.44
80 10.08 23.10 23.04 22.88 22.90 22.98 22.99 22.83 24.54 1.45
90 9.06 22.49 22.46 22.26 22.24 22.38 22.38 22.14 23.99 1.50
100 8.13 21.03 21.10 20.51 20.50 20.88 20.88 20.16 23.00 1.98
Table 4.18: Average PSNR for noisy, original BM3D, six kernel images, the pixel proposed framework
and improvement after stage two form 10 to 100 sigma noise levels.
Sigma Noisy Original Square Circle Horizontal Vertical Diagonal Diagonal Proposed Improv.
135 45
10 28.14 34.15 34.61 34.60 34.61 34.62 34.61 34.62 35.28 1.12
20 22.11 30.42 30.97 30.93 30.94 30.95 30.95 30.93 31.61 1.20
30 18.59 28.38 28.98 28.93 28.94 28.97 28.96 28.93 29.60 1.22
40 16.08 27.00 27.57 27.55 27.55 27.56 27.56 27.54 27.98 0.98
50 14.16 26.02 26.62 26.59 26.60 26.61 26.61 26.59 27.03 1.02
60 12.56 25.28 25.91 25.88 25.89 25.89 25.90 25.88 26.34 1.06
70 11.23 24.59 25.26 25.22 25.24 25.24 25.25 25.22 25.69 1.10
80 10.08 24.00 24.68 24.65 24.65 24.67 24.67 24.64 25.12 1.12
90 9.06 23.53 24.24 24.20 24.21 24.22 24.23 24.19 24.69 1.16
100 8.13 22.81 23.78 23.72 23.74 23.76 23.76 23.73 24.30 1.49
(a) (b)
Figure 4.9: Average PSNR comparison between noisy, original BM3D and the proposed framework
at various noise levels (Sigma). (a) After stage one. (b) After stage two.
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4.1.1 Discussion on Numerical Results
The previously discussed results show an improvement in the PSNR between the original BM3D
and the final result of the proposed framework. Despite the fact that the six different kernel
images have lower PSNR in stage one. For instance the average table (4.17) the square kernel,
circular kernel, horizontal kernel, vertical kernel, diagonal 135 , and diagonal 45, for all sigma
values, are less than original BM3D stage one result by 0.04, 0.26, 0.22, 0.11, 0.11, and 0.31
respectively. Also, the square kernel in some cases gives the same or better results than original
BM3D such as Cameraman, Lake images.
The framework stage one output image is the input of stage two. Consequently, stage two
six kernels give higher results than stage two original BM3D. As shown in average table (4.18),
the square kernel, circular kernel, horizontal kernel, vertical kernel, diagonal 135 , and diagonal
45, for all sigma values, are more than original BM3D stage two result by 0.64, 0.61, 0.62,
0.63, 0.63, and 0.61 respectively. Finally, the combined image produced after stage two gives a
significant increase with respect to the PSNR. The average improvement between the original
BM3D and the proposed work for the given dataset in Fig. (2.2) is approximately 1.15 dB.
4.2 Visual Results
In this section, we show the improvement of the framework on a sample image (Couple image).
The results is viewed at different noise levels 10, 20, 30, 40, 50, 60, 70, 80, 90 and 100 as shown
in Fig. (4.10), Fig. (4.11), Fig. (4.12), Fig. (4.13), Fig. (4.14), Fig. (4.15), Fig. (4.16), Fig.
(4.17), Fig. (4.18) and Fig. (4.19) respectively. We compare the original image, noisy image
with the corresponding stage one, two of the original BM3D in addition to, stage one, two of
the proposed framework.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.10: Denoising Couple image with sigma = 10 using original BM3D and the proposed
framework. (a) Original image. (b) Noisy image. (c) Original BM3D stage one. (d)
Original BM3D stage two. (e) Proposed BM3D stage one. (f) Proposed framework
stage two.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.11: Denoising Couple image with sigma = 20 using original BM3D and the proposed
framework. (a) Original image. (b) Noisy image. (c) Original BM3D stage one. (d)
Original BM3D stage two. (e) Proposed BM3D stage one. (f) Proposed framework
stage two.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.12: Denoising Couple image with sigma = 30 using original BM3D and the proposed
framework. (a) Original image. (b) Noisy image. (c) Original BM3D stage one. (d)
Original BM3D stage two. (e) Proposed BM3D stage one. (f) Proposed framework
stage two.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.13: Denoising Couple image with sigma = 40 using original BM3D and the proposed
framework. (a) Original image. (b) Noisy image. (c) Original BM3D stage one. (d)
Original BM3D stage two. (e) Proposed BM3D stage one. (f) Proposed framework
stage two.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.14: Denoising Couple image with sigma = 50 using original BM3D and the proposed
framework. (a) Original image. (b) Noisy image. (c) Original BM3D stage one. (d)
Original BM3D stage two. (e) Proposed BM3D stage one. (f) Proposed framework
stage two.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.15: Denoising Couple image with sigma = 60 using original BM3D and the proposed
framework. (a) Original image. (b) Noisy image. (c) Original BM3D stage one. (d)
Original BM3D stage two. (e) Proposed BM3D stage one. (f) Proposed framework
stage two.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.16: Denoising Couple image with sigma = 70 using original BM3D and the proposed
framework. (a) Original image. (b) Noisy image. (c) Original BM3D stage one. (d)
Original BM3D stage two. (e) Proposed BM3D stage one. (f) Proposed framework
stage two.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.17: Denoising Couple image with sigma = 80 using original BM3D and the proposed
framework. (a) Original image. (b) Noisy image. (c) Original BM3D stage one. (d)
Original BM3D stage two. (e) Proposed BM3D stage one. (f) Proposed framework
stage two.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.18: Denoising Couple image with sigma = 90 using original BM3D and the proposed
framework. (a) Original image. (b) Noisy image. (c) Original BM3D stage one. (d)
Original BM3D stage two. (e) Proposed BM3D stage one. (f) Proposed framework
stage two.
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Figure 4.19: Denoising Couple image with sigma = 100 using original BM3D and the proposed
framework. (a) Original image. (b) Noisy image. (c) Original BM3D stage one. (d)
Original BM3D stage two. (e) Proposed BM3D stage one. (f) Proposed framework
stage two.
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4.2.1 Discussion on Visual Results
The proposed framework visual results at low noise levels cannot be spotted visually. However,
for high noise levels, areas like the floor in Couples images appear smoother and details like the
door area in the images appear more clear than original BM3D results in both stages one and
two.
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5 Conclusion and Future Work
5.1 Conclusion
In this chapter, we will summaries the conclusion of our framework and the possible approaches
that can be considered to apply the combination of various kernel images automatically.
In this framework, we conduct an experiment to improve denoising performance using
shape adaptive shapes. First, The results show, for low noise images (sigma = 10, 20, and 30),
the average improvement of the pixel-based over the eight images is 1.18 approximately. As for
high noise images (sigma = 40, 50, 60, 70, 80, 90, and 100), the average improvement of the
pixel-based over the same images is 1.13 approximately. Second, the pixel-based combination
approach is better than the patch-based approach. However, the patch approach has less
computational requirements than the pixel approach.
In the proposed approach, an expansion to the BM3D algorithm is introduced. This
method outperforms the original BM3D scheme, where the minor details are preserved while
maintaining the smoothness of texture-less areas. The proposed geometric kernels enable shape
adaptivity to the inner image structure details.
5.2 Future Work
The proposed approach can be improved in many ways:
 The pixels or patches angles might be a good representation of the relationship between
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the kernel used and the pixel location.
 Supervised learning can be used to learn how to choose the pixels or patches with the
least error value from the output images. Networks used can be as simple as multilayer
perceptron (MLP) or more sophisticated as a deep learning network as Deep convolution
neural network (DCNN).
 Mean square error estimators as [27] can be used to give the option of discarding the
reference image from the calculations.
 Parallelisation in the aggregation step can be applied to generate various images at the
same time instead of running BM3D multiple times.
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