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In this paper we study the serializability and the concurrent access to a database by making use 
of the tools of the combinatorics of words. We first define a model in which the behavior of the 
concurrent execution ofp  transactions i  reduced to a word over the alphabet defined by the ac- 
cess of the transactions to the entities. After having studied the free, the conflictless and the 
serializable systems by measuring the degree of parallelism that they allow, we characterize a 
scheduler (algorithm controlling the concurrent access to the database), by three quantities, 
respectively evaluating the mean number (among p) of active, inactive and aborted transactions 
that it allows. We compute these quantities for the timestamp ordering (in the general case of p 
concurrent transactions) and for two-phase locking (in the case of p = 2 transactions) and then 
we compare these two schedulers. We also evaluate the frequency of deadlocked executions of 
two transactions in the case of the control by the two-phase locking algorithm. Some of the above 
results are generalized to the usual case where the transactions can lock some entities before the 
beginning of their concurrent execution and a method is proposed to generalize the study of the 
two-phase locking algorithm in the case of an arbitrary number of transactions. Then these results 
are compared with the statistical results obtained by Franaszek and Robinson by making use of 
a simulation study. 
Introduction 
Un impor tant  p rob leme dans la theor ie  comme dans la prat ique est de comparer  
les per fo rmances  des a lgor i thmes de contr61e de la concurrence d 'acces h une base 
de donnees.  Ceci  peut etre realise de deux fa~ons fort  d i f ferentes.  Dans la premiere 
approche ,  le systeme compose  du contr61eur,  des t ransact ions et des entit6 est mode-  
lise par  un reseau de files d 'at tente .  Les resultats obtenus dans cette premiere ap- 
p roche  sont lies aux hypotheses faites sur les parametres  intervenant  dans la 
descr ipt ion du mode le  (par exemple,  loi d 'a r r ivee  des demandes  d 'acces) ,  cf. [12, 
13, 17, 18]. Dans la seconde approche  le mode le  utilis6 est issu de la combinato i re  des 
mots ,  cf. [2, 3, 5-7, 9, 14-161. C 'est  cette seconde approche  que nous ut i l isons ici pour  
6tudier quant i ta t ivement  dans la premiere part ie de cet article, la not ion  de serial isa- 
bil ite, not ion  fondamenta le  comme forme de synchron isat ion dans l 'e tude de la con-  
currence d 'acces  h une base de donnees (cf. [19, Chap i t re  11]). Cette not ion  peut 
&re ddfinie de la faqon suivante:  
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L'etat d 'une base de donnees (ensemble des valeurs des entitds constituant la base) 
est soumis ~. des contraintes dites contraintes d'integrite ou de coherence. Une tran- 
saction (ou processus) est une suite finie d'opdrations sur les entites, chaque opera- 
tion ne transformant pas necessairement un etat coherent de la base en un 6tat 
coherent, mais la transaction dens son ensemble, agissant seule, 6tant elle supposee 
transformer un etat coherent en un nouvel etat coherent. Par consequent, route 
composit ion sequentielle (appelde execution sdrielle) de transactions transforme un 
dtat coherent en un etat coherent. Le problbme de la sdrialisabilitd est alors de 
synchroniser l 'execution concurrente des transactions de faqon a n'autoriser que les 
executions qui sent 6quivalentes fi une execution serielle (c'est h dire qui produisent 
le meme effet sur la base de donndes et assurent pour cheque transaction la m~me 
execution qu'une execution serielle). 
Nous evaluons ~ Section 2 le nombre moyen de processus actifs (notion definie 
Section 1) autorises par le systbme libre (systbme qui autorise l'execution sans 
aucune contrainte des transactions en concurrence), par le systbme sans conflit 
(systbme qui n'autorise que les executions sans conflit des transactions, i.e. qui 
impose aux transactions de ne pas acceder aux memes entites), par le systbme seriali- 
sable (systbme qui n'autorise que les executions erialisables des p transactions etu- 
dices). On montre alors ~_ Section 3 comment cette etude combinatoire de la 
serialisabilite permet d'evaluer les performances du contr61eur par "estampillage" 
de la concurrence d'acces d 'un nombre quelconque p de transactions: on evalue en 
particulier les hombres moyens de processus actifs, inactifs et avortes par l'estampil- 
lage au tours de la serialisation. Ces trois notions quantitatives, definies a Section 
1, qui caracterisent les performances d 'un contreleur sent ensuite evaluees dans le 
cas plus complexe du "verrouillage biphase" pour l'execution concurrente de deux 
transactions (une methode pour generaliser ces resultats ~. un nombre quelconque 
de transactions est proposee); les methodes introduites dans l 'etude de la serialisabi- 
lite se generalisent dans ce cadre du verrouillage biphase et permettent egalement 
d'evaluer la proport ion d'executions donnant lieu a interblocage. A la  fin de Section 
3, les performances precedemment evaluees de ces deux contreleurs ent comparees. 
Section 4 compare t montre la coherence de ces resultats avec ceux obtenus par Fra- 
naszek et Robinson (cf. [10]) darts le cadre d 'une simulation statistique realisC'c :'l 
partir d 'un modble probabilisle. 
1. D~finit ions 
1.1. Le mod~le combinatoire 
Les entites constituant la base de donnees, sent les objets atomiques accessibles 
par les transactions. Dens la suite, elles seront representees par les entiers de 
.W {1,2 . . . . .  r}. 
On considbre un ensemble .'~, de p transactions. Chaque transaclion (ou proces- 
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sus) est definie par une date d'activation suivie d 'une suite finie d'accbs de la tran- 
saction aux entites. On numerote T 1 . . . .  , T p ces p transactions dens l 'ordre de leurs 
activations respectives. La transaction T / est alors naturellement associee ~un mot 
(encore note T l) codant la suite de ses accbs aux entites, disons i 1, ..., ira: 
T / = I/L t (  • , ,  lm • 
Les acces en lecture et les accbs en ecriture ne sont pas distingues. 
On appelle execution (concurrente) d 'un ensemble de p transactions, un melange 
(interclassement, shuffle) des actions des p transactions (l 'ordre interne des actions 
de chaque transaction etant inchange). Le mot e naturellement associe dens notre 
modble a une telle execution des p transactions est le mot obtenu en melangeant les 
roots associes ~ chaque transaction de faqon ~t traduire l 'ordre dens lequel se font 
les actions• Notons I J I le classique produit de melange (shuffle)• Une execution 
concurrente de @= {T 1 . . . . .  T p} sera donc un mot e de l'ensemble: 
T I ] I I T 2 Lt~ ... I i I T p. 
On appelle exdcution s~rielle d'un ensemble de transactions, leur execution les 
unes aprbs les autres. 
Une execution de ~p est dite sans con fl it si les ensembles d'entites respectivement 
accedes par les p transactions ont deux b, deux disjoints. 
1.2. Exdcution (conflictuellement) s~rialisable 
Deux executions concurrentes d 'un meme ensemble ~p de p transactions, de 
mots associes e e te ' ,  sont 6quivalentes, i et seulement si pour toute entite ie  [1,r], 
les sous-mots de e e te '  constitues des lettres indicees par i, sont identiques. 
Une execution d 'un ensemble Ojp de p transactions est sOrialisable si elle est 6qui- 
valente h une execution serielle de ,~. Se reporter ~t [19] ou [4] pour une etude 
detaillae de la serialisabilite. 
1.3. ContrOleur de la concurrence d'acc~s ~ une base de donndes 
D~finition 1.1. Un algorithme de contrele de la concurrence d'accbs, appel6 con- 
tr61eur ~, est un protocole qui revolt en entree une suite de demandes d'accbs aux 
entites de la part des transactions, c'est ~ dire une execution quelconque , et restitue 
en sortie quand c'est possible, aprbs rearrangement eventuel, une execution ~(e) 
serialisable. 
Schdmatiquernent. On peut representer un contraleur selon Fig. 1. Avec: 
E,,p: ensemble de toutes les executions de p transactions quelconques 
sur une base a r entites; 
S~,p: ensemble de toutes les executions erialisables de p transanctions 
sur une base ~ r entites; 
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ensemble des executions acceptees par ~' et serialisees, sans 
qu 'aucune transact ion 'ait  et6 avortee; 
ensemble des executions que t 'a  rejetees, i.e. au cours de la seria- 
l isation une transact ion au moins a ere avortee (et dans la pra- 
tique relancde: tout se passe alors comme si l 'on avait en entree 
une autre execution); 
ensemble des executions erialisables produites en sortie par ~. 
Remarque 1.2. Pour les contreleurs usuels, tels ceux decrits ci-dessous, toute exe- 
cution de C,,v ' res t  acceptee par f ' sans  aucun rearrangement:  oct ensemble st ana- 
logue au " f ixpo im set" introduit  par Papadimit r iou  (cf. [16]). 
1.3.1. Conlreleur pat" eslampil lage (J 
Ce contr61eur estampil le, h l 'a ide d 'un  entier, les transact ions dans leur ordre 
d 'act ivat ion.  L 'estampi l le  donnee par ( ,dans  notre modble est donc l ' indice sup6- 
rieur i de la transact ion T i dans l 'ensemble ~ ={T I, f : '} .  
Definilion 1.3. Une execution e de ..~¢, sera acceptee par (' si et seulement si les 
transact ions accbdent a cbaque entire dans l 'ordre non dOcroissant de leurs estam- 
pilles. 
Proposition 1.4. L 'ensemble A, ,v, (  des executions accepldes el l 'ensemble C,,v,( 
des executions produites en sortie par l 'eslampil lage dans notre module sont exacte- 
ment  / 'ensemble des executions sdrialisables dquivalentes it I 'ex&'ution sdrielle: 
T 1 ... f v .  
1.3.2. ContrOleur pal" verrouillage biphase '1 
Le contr61eur par verroui l lage biphase / contr61e l 'execution concurrente de plu- 
sieurs transact ions en posant et deposant des verrous selon les rbgles suivantes: 
L'accbs de la transact ion T j ~ une entite non verrouil lee i est protege par la pose 
d 'un  verrou immediatement avant le premier accbs de T / h i et par la depose du 
m&ne verrou aprbs le dernier accbs (achbvement) de T I (cette definit ion est plus 
restrictive que la definit ion usuelle mais est generalement celle implantee en pra- 
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tique). Toute transact ion voulant accdder/t  une entit6 et qui la trouve verrouil lde, 
est mise en attente. 
La situation d'interblocage st ceIle off chaque transact ion d 'un  ensemble S de 
deux ou plus transact ions est en attente d'accbs 5. une entit6 verrouil lde par une autre 
transact ion de S. Les exdcutions rejetdes par ~ sont exactement celles dormant lieu 
5. interblocage. 
1.4. Performances d'un cdntroleur 
On note dans la suite n la longueur de l 'exdcution de p transact ions et l=  n/p, la 
longueur moyenne d 'une transact ion agissant sur la base. On considdrera comme 
fixdes et caractdristiques de la situation 6tudide, les quantitds p et 27 = r/I ( rapport  
entre la taille de la base et la longueur moyenne d 'une transaction).  Pour  ddfinir ci- 
dessous les quantitds combinatoires mesurant les performances d 'un  contrdleur (et 
plus gdndralement d 'un  systbme), nous nous sommes placds dans la suite de l 'art icle 
dans la situation asymptot ique off net  r tendent simultandment vers l ' inf ini  (puisque 
lids par la relation r = (27/p)n). Ceci permet de ne garder de ces quantitds que ce qui 
en fait la croissance xponentiel le en n (il est ~ noter que dans la rdalit6, r et n sont 
suf f isamment grands pour  considdrer que cette limite est atteinte). 
Pour  un langage L, on note L(n) l 'ensemble des roots de longueur n de Let  #L(n) 
le nombre de roots de longueur n de L. 
D~finition 1.5. Soit ~ un contrdleur de l 'exdcution concurrente de p transact ions 
sur une base de donndes /~ r (= (Z/p)n) entitds. Les langages intervenant dans les 
expressions ci-dessous ont dt6 ddfinies /~ Section 1.3. 
(a) On appelle degrd de paralldlisme apparent autorisd par ~, ou nombre de pro- 
cessus actifs (en moyenne parmi p) de ~: 
ce(~,p,z) = lira (# r.p,~( ) . 
n~c~ 
C'est intuit ivement le nombre moyen de processus qui sont actifs 5. un instant donn6 
et qui s 'achbveront sans avoir  6t6 avortds. 
(b) On appelle degrd d'attente apparent de ~, ou nombre de processus inactifs 
(en moyenne parmi p) de ~: 
I'r 1 t (~,p ,27)= lira - (#Ar ,  p,~(n)) 1/n -~(~,p ,27) .  n~oe 
C'est intuit ivement le nombre moyen de processus qui sont inactifs 5. un instant 
donn6 et qui s 'achbveront sans avoir dt~ avortds. 
(c) On appelle degrd de travail perdu de ~', ou nombre de processus avortds au 
cours de la sdrialisation par ~: 
e(~,P,27) = p-  c~,(~, p, 27) -t(~,p,27). 
C'est  intuit ivement le hombre moyen de processus qui seront avortds. 
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Remarques 1.6. Lesdegresa ins idef in i s  'ont  desensques i  les l imitesexistent,  ce 
qui sera le cas pour les denx contr61eurs etndi~:s dans la suite. 
(a) Nous montrerons fl Theoreme 2.1 que le nombre d'exOcutions concurrentes 
de longueur n possibles ans aucune contrainte de/ )  transactions sur une base de 
donnees fl 1" entitds est #E, . : , (n ) - ( r t ) ) " .  l.e calcul de la premibre limite ci-dessus, 
quc nous noterons encore cz(E,p,)O donne (evident) cz(E,p,X) p, ce qui corres- 
pond bien au fait intuitif, que, dans le cas off il n'y a aucun contr61e, tousles proces- 
sns sent actifs el s'achbveront. D'autre part, les executions produites en sortie pal 
f,:, sent (of. Remarque 1.2) exactement celles qui presentees en entree de cc contr6- 
lcur passent "sans attcune attente",  i.e. attcune transaction 'attend une demande 
d'accbs, n'est inactive ( t  ' n ' impose an niveau des roots aucune permutat ion de let- 
tres, dn moins pour les contr61eurs usuels que nous dtudions). Ainsi, cet ensemble 
d'executions C,./,. ,rest constitue par les executions off tousles processus ent actil's 
et s'achbveront. Ces deux remarques expliquent que l 'on ait defini ci-dessus le nom- 
bre moyen de transactions actives parmi p transactions pour un contr61eur t(', 
comme le nombre c~ de transactions, qui agissant sans aucun contr61e, donnent le 
meme nombre d'exdcutions que le noinbre &executions produites en sortie par Z'. 
(b) Remarquons enfin que C,,/, ~ est inclus dans l 'ensemble A,..:,, ~ des executions 
acceptdes en entree par Z" (c'est fl dire des executions pour lesquelles tonic trallsac- 
tion s'ach/evera sans avoir ~St6 rejetee), l.es cx(}cutions de A,,:,,~ qui ne sent pas 
clans C,.:,,,~, sent celles pour lesquelles certaines demandes d'accbs sent raises en 
attente: en plus des transactions actives, il y a done des transactions inactives: ceci 
explique la definit ion donnde ci-dessus du nombre /  de transactions inactives et qui 
s'achbveront parmi p, pour un contr61eur, l . 'explication de la definit ion de g est 
alors dvidente. 
(c) Le hombre de transactions actives parmi p transactions, pour un contreleur 
donne, est major6 pal 
o' (S ,p ,Z)  linl [#St / ( , '7)  I "//'] 
I I  • coo 
(m0me abus de langage que ci-dessus), puisque routes les executions produites en 
sortie pal un contr61eur sent sdrialisables. I1 est minor6 (evident) par 
c~(SC, p ,z ) - l i ra  [#SC,, : , (n) I ';/r] 
/1 • oc  
off SC,,:, est l 'ensemble des executions ans conflit des p transactions (route entitO 
est accedee par au plus une seule transaction). 
Nous determinons explicitement fl Section 2 ces trois quantites a , ( f ,p , z ) ,  
c((S,1),7~) et ~(SC, p,):') qui reprdsentent respectivement les nombres de processus 
actifs atttorises par les St'SlOmes Iibre, sans conflit et serialisable. 
1.5. Nolat ions compl&nentaires 
• i .  ~. Soit ,~,/ un sous-ensemble d ;'~', on note ,~/' 1 <_i<_p, I 'alphabet ~::. t: ~,~/ 
Soit ;~; un alphabet, ~#1" le monmde libre sur ,'~, L(/J, ~) est le sous-ensemble d
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,~* constitu6 des mots de ,°/3* ayant au moins une occurrence de chaque lettre de :~]. 
G,/i) * est note ,~ i . ,  1 est le mot vide, ~+-~*-{1} .  
+ ou ~ denote une reunion d'ensembles deux /~ deux disjoints. 
On note /~(z)=~,,> 0 #L(n)z" et L(z)=~,,>0 #L(n)z" /n! ,  la serie ganeratrice 
(resp. generatrice xponentielle) du langage L. 
r ( r -1 )  ..- (r k+ l ) ,  si k__>_l, 
(r)k 1, si k O. 
S,,,/~ est le nombre de Stifling de deuxiEme espbce d'indices n, k. 
2. Etude combinatoire de la serialisabilit6 
2.1. Systbme libre 
Theoreme 2.1. Le nombre de processus actifs parmi p pour le systbme libre est: 
a(E, p, X) - P. (2.1) 
i (acc~s de T i fi l'entit6 Demonslrat ion. Un mot de E,,p(n) est form6 de n lettres tj 
j )  sans aucune contrainte sur i et j. I1 y a donc rp choix possibles pour chaque lettre 
d 'o6  #E, , , (n)=(rp) ' .  On en deduit le resultat annonce. 
2.2. Systbme sans con flit 
Theoreme 2.2. Le nombre de processus actifs du systbme sans conflit est: 
p(x  ReR )x '~ 
a(SC, p ,z )  - (2.2) 
eRz 
o~ Rest  l'unique solution positive de 
e/~= p-1  
p-zR  " 
Demarche. 
(1) L'ensemble des executions ans conflit des p transactions T j, ..., T v sur la 
base /i r entites est: 
SC, .p= I ,  I { l+{t )}~+. . .+{t~}+}.  (2.3) 
j l,...,r 
(2) La serie generatrice xponentielle associ6e ace  langage est: 
SCr, p(Z) = (pe = + 1 -py .  (2.4) 
(3) Sous l'hypothEse r= (Z/p)n, le nombre d'ex6cutions sans conflit de longueur 
nest  asymptotiquernent: 
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#SCr,~(n)-- Z+~ P ~R J n-~oo 
off Rest  l 'unique solution positive de 
e/e_ p - I  
p zR  
(4) D'ofi  le nombre de processus actifs du systeme sans conflit. 
(2.5) 
D~mons l ra l ion .  
(1) (2.3) resulte de la definition d'une execution sans conflit. 
(2) La serie gdndratrice exponentielle du langage ( l+{t)} ~ +- - -+{ty} ' )  est 
pe=+ 1 -p  (evident). On obtient (2.4) en remarquant  que la sdrie gdndratrice xpo- 
nentielle du produit de melange de r langages ur des alphabets disjoints est dgal au 
produit des series gdndratrices exponentielles respectivement assocides fi chacun de 
ces r langages. 
(4) La formule (2.2) rdsulte de l 'appl ication de la definition de la fonction c~, en 
utilisant (2.5) que l 'on obtient de la fa¢on suivante: 
(3) On ddduit de la formule (2.4), avec n fixe et 1" (X/p)n que: (1/n!)#SC,., / ,(n) 
est le coefficient de ~," dans (pe=+ 1-p)(Z ~*k En appliquant la formule de Cauchy 
~. la fonction entibre (pe=+ 1 _p)IX ?,),,, on obtient: 
- -#SC, . / , (n )  = (pc=+ 1 p)(Z'/')n/7/~+ldc, 
II ! , ~ = R,, 
1 t' ch(=)dz l~ 
2i7r. ~ /,',, 
off dans notre situation, 
h(z) = (Z/p)n • Log(pe= + 1 -p ) - (n  + 1). Log(z.). ! 
La determination d 'un equivalent asymptot ique de ce type d'intdgrale s'obtient 
par la tres classique mdthode du col (dont on trouvera le detail par exemple dans 
[81. Cette methode consiste h choisir le contour &integration {z: Izl = R,,} passant 
par un point  col R,, de la fonction h, i.e. R,, tel que h'(R,,) 0. Sous certaines 
contraintes, la partie dominante de l' intdgrale I,, ci-dessus est concentrde au voisi- 
nage de R,, et I,, se ramene alors /t l ' intdgrale d'une Gaussienne. On obtient alors 
l '6quivalent: 
ehlR,;) 
I,, l/2~'h"(R,,) n ~ oo 
Dans notre situation, on obtient explicitemenl: 
(a) R,, est solution de: 
R,,e le'' (n + 1) 
Z 1 -p+pe/e"  n 
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Donc, Rn-R ,  n~oo,  unique solution dans ]O,p/z[ de: eR=(p-1) / (p -xR) .  
(Pour prouver l'existence t l'unicite de R, il suffit de representer graphiquement les 
deux membres de cette dernibre equation.) 
p(1 - p)re ~ n + 1 
h"= +- -  
[ pe= + (1 - p)]  2 z2 (b) 
D'ofi 
h"(R) ~ [ Z(1 -P)eR 1 1 
[peR +( l _p ) ]2  +-  ~ .n,  n-~oo 
(c) En remarquant que #SCr, p (n )=n! I  n, l 'equivalent de / ,  donne ci-dessus per- 
met aprbs simplification par la formule de Stifling, d'obtenir la formule (2.5). 
2.3. Systbme sdrialisable 
Notat ion .  
G(z)  = 
, =0 k-m m! 
est le k ~ polyneme de Laguerre (au changement de z en - z  prbs). 
Th~or+me 2.3. Le nombre de processus actifs du systbme sdrialisable, qui fourni t  
une borne supdrieure du nombre de processus actifs que peut permettre un contre- 
leur (cf. Section 1.4), est: 
P 
a(S, p, Z) = ~z(Lp-  t (R)eR) x/p (2.6) 
o~t, R est l 'unique solution dans ]0, P/X[ de l'dquation: 
zR( I  + L;, I(R)/L,~ I(R)) = p. 
Demarche .  
(1) Pour a, permutation de { 1 . . . . .  p}, l 'ensemble des executions erialisables des 
p transactions de ,~p, qui sont equivalentes /t l 'execution serielle e°= T a(l) ' ' '  T (~(p) 
est le langage: 
S~p= I J I ({tj(l)} *- {tj(z)}*...{tj~P)}*). (2.7) 
j 1 ..... r 
(2) La serie generatrice xponentielle associee ~ ce langage est: 
L10 ,,-, ST'P(Z)  = (p - 1)! OZ p- J (zp- le:) = [Lp l(Z)eZ] r. (2.8) 
(3) Toujours sous l 'hypothbse r = (Z/p)n, le nombre &executions erialisables de 
longueur n, equivalentes h e ° est asymptotiquement: 
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#Sr~t,(n) ~ ~xR+R_p/Z[ (L I ,  l(R)ee)Z"/'/(eR)]"n '', n - - ,m,  (2.9) 
off R est l 'unique solution dans ]O,p/x[ de l 'equation: 
zR( I  + L/, I(R)/Lp I (R ) ) -p .  
(4) Le nombre de processus actifs du systbme serialisable est alors obtenu en 
remarquant: 
( ' I) a(S ,p ,x )  = ~(S~,p ,z )  l ira a 7" ( # S'7"~'(n))1 " (2.10) 
D{}mons l ra l ion .  
(1) La formule (2.7) resulte de la definition d 'une execution serialisable quiva- 
lente h e ~. 
(2) La serie generatrice donnee par la formule (2.8) se deduit (comme dans la 
demonstration de la formule (2.4) de Theoreme 2.2) de la determination de la serie 
gdneratrice xponentielle du langage: 
-.- t 6r(2)1 ~¢ . I /~7(]QI * ) .  
({ /7 (1 /}  +" { t /  , "" , / f 
Or le hombre de mots de Iongueur n dans ce [angage st 6gal au hombre de fa¢ons 
de placer p 1 coupures en (n + 1) places (de fa¢on h partager un mot de longueur 
n en p sous-mots eventuellement vides). Ce nombre est le coefficient du terme en 
if,  1 dans ( l -y )  " i (on marque chaque coupure placee darts I 'une des n+l  
places par un y, (1 -y )  iest alors la serie generatrice du nombre de coupures posi- 
tionnees dans une place donnee et (1 -y )  " i est la serie gdneratrice du hombre de 
coupures placees dans les n + 1 places), soit: 
,1+l, 1 ) .  
11 
La serie generatrice precitee est donc: 
I n+p-1  ~." 1 Ov i 
,,>_0 ~ ( n (p 1)! 0z/' I(zp le : )=L / '  1(7')e: [11, p. 10371. 
On en deduit la formule (2.8). 
(3) Comme h Theoreme 2.2, la formule (2.9) s'obtient en appliquant la methode 
du col h I'integrale I,," 
1 I 
- -#S,Tp(n)  - - -  
n! ' 2i7r 
1 
2irr 
off dans notre situation, 
h(=) (Z/p)n.  Log(L v 
z = R,, 
(Lp l(z)e:)~z'l'~"/z" * I d= 
ch~z ldz  = In ,  
~(=) -e  ~) (n + l )  - Log( : , ) .  
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(a) Le col R nest solution de: 
ZRn(I + L'p_ l(Rn)/Lp l(Rn)) = p(n + 1)/n. 
Par le thdor6me des fonctions implicites, on en ddduit que: R n - R, n -,  oo, oh l 'on 
note R, l 'unique solution dans ]0, p /g [  de: 
Zx(I + Lp l(x)/Lp i (X))=p.  (2.11) 
L'unicit6 de la solution R de l '6quation pr6c6dente s'obtient en montrant que la 
fonction ql(X)=ZX(Lp l(X)+Lp l(X))-pLp_l(X) admet un z6ro unique sur ]O,p/z[. 
A cette fin, on 6tudie les d6riv6es successives de ~, en utilisant pour simplifier ~,', 
le fair que Lp I est solution de l '6quation diff6rentielle: 
xy" + (1 +x)y '+ (1 -p )y  = 0. (2.12) 
(b) h"(~)=r(Lp_l(z)/Lp_l(Z))-r(Lp_l(z)/L p l ( z ) )2+(n+l ) / z  2. 
En utilisant l '6quation diff6rentielle (2.12) ci-dessus, on en d6duit: 
h"(z) r (p -1) /z - r ( l+Z)Lp 1/(~Lp l)-r(Lp 1/Lp l)2+(n+l)/z ".
D'ofi, en exprimant L'p I(R)/Lp_I(R) en fonction de R par l '6quation (2.11) ci- 
dessus, et en se rappelant que r= (Z/p)n, on obtient: 
h"(R) -  Z+I -  , n - .  oo. 
(c) En remarquant que # Sr~.p(n)= n !In, l '6quivalent de I n donn6 ft Th6orbme 2.2 
permet aprbs simplification par la formule de Stirling, d'obtenir la formule (2.9). 
(4) L'6galit6 (2.10) se d6duit de la d6finition de la fonction a et de la double in- 
6galit6: 
# ST, p(n ) <<_ # Sr, p(n ) ~-~ p! # ST, p(n). 
On a ainsi d6montr6 le r6sultat (2.6). [] 
2.4. Reprdsentation graphique, interprdtation 
On a reprdsent6 ci-dessous les trois fonctions p ~ c~(E, p, Z), a(SC, p, Z) et a(S, p, X) 
d6termin6es dans les sections prdcdentes, et qui repr6sentent lenombre de processus 
effectivement actifs parmi p processus en concurrence, respectivement pour les sys- 
throes libre, sans conflit et sdrialisable. Ces trois courbes sont repr6sent6es ft Fig. 2 
pour Z = 100. 
Remarque 2.4. On voit apparaTtre, ft l 'occasion de cette repr6sentation, une nou- 
velle notion: celle de plage de rendement optimum d'un syst~me de caract6ristique 
Z, g6rant l'accbs concurrent ft une base de donn6es. Pour le systbme sans conflit, 
c'est l'intervalle [0, Pma~(Z)] au delft duquel, permettre ft un plus grand nombre de 
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(z(E,P,Z) =P// 
............................................................ (~(S ,p ,x )  
50 82 100 
l ' ig.2. 
transactions de s'executer concurremment 'augmente pas, mais au contraire dimi- 
nue le hombre de transactions qui s'executent reellement en concurrence. 
En fait, cette notion est surtout interessante dans l'6tude de contraleurs precis. 
II faut comparer de tels contr61eurs, non seulement en fonction du hombre de pro- 
cessus actifs qu'ils autorisent mais aussi en fonction des deux autres parambtres 
introduits dens Definition 1.5: Un contr61eur pourrait en effet permettre un plus 
grand nombre de processus actifs qu 'un autre, mais ceci au detriment, par exemple, 
du hombre de transactions faisant l 'objet d 'un rejet. Une telle etude si elle etait 
menee pour differents contreleurs, pourrait permettre de definir, en fonction du 
nombre de transactions pen  concurrence, quel contreleur choisir pour "opt imiser"  
le nombre de processus actifs et le nombre de ceux qui font l 'objet d 'un rejet. 
3. Etude de I'estampillage et du verrouillage biphase 
3,1. Le contre leur  par  estampil lage (,. 
Rappel .  Si l 'on note ~- id ,  la permutation identit6, on a montr6 (cf Proposit ion 
1.4) que les ensembles A, .v  ' ~ et C,.v ' c des executions acceptees et produites en sor- 
.~id des executions erialisables tie par l'estampillage sont identiques ~. l 'ensemble ~r.p 
6quivalentes ~ l'execution serielle: T 1. T2. . -T  v. 
L 'etude de l'estampillage se rambne donc ~_ l'etude du systbme serialisable (cf Sec- 
tions 2.3 et 2.4 pour les resultats detailles). 
R~sultat. 
~((~4 P, X) = a(S,  p, X) (cf formule (2.6)), 
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/(C, p, Z) = O, 
~(~, P,Z) =P - c~(~, P,Z). 
Les courbes p ~ a, l, Q, pour l'estampillage s  d6duisent alors facilement de celle 
p --, a(S, p, Z) donn6e ~ Fig. 2. 
3.2. Le contr61eur par verrouillage biphase ~F 
L'6tude du verrouillage biphase a 6t6 r6alis6e dans [3] pour p = 2 processus. Afin 
de permettre la comparaison entre ce mod6le de la combinatoire des mots et le 
modble statistique de [10] nous rappelons ici ces r6sultats ans d6monstration etdans 
les notations de cet article. Nous donnerons ~ Section 3.4 des indications sur la 
m6thode permettant de g6n6raliser ces r6sultats h p quelconque. 
R6sultat. 
a(~2,Z)  =2(zReR)Z/2/(eRz)  = ~(SC,2,Z), 
t("F,,2,Z)=2-a(7/,,2,Z), 
O(~J;2,Z)=0. 
La d6marche prdsentde ~Sections 3.2.1 et 3.2.2 pour obtenir ces rdsultats uit les 
m~mes 6tapes que pour l'6tude des syst6mes ans conflit ou s6rialisable, & la diff6- 
rence prbs que les langages caract6risant les ex6cutions produites en sortie ou accep- 
t6es en entr6e par le verrouillage biphase sont trop compliquds pour que l'on puisse 
obtenir une formule close ou une relation fonctionnelle pour leur s6rie g6ndratrice. 
Aussi est-on amen6 ~ utiliser d'autres techniques asymptotiques que celle de Th6o- 
rbme 2.2, adapt6es ~t cette situation. Nous renvoyons ~ [1,3] off ces techniques ont 
d6tailldes. 
3.2.1. Nombre  de processus actifs autorisds par r /  
Th6or6me 3.1. 
(1) L "ensemble C,,2,~ des exdcutions (rialisables produites en sortie par le ver- 
rouillage biphase est: 
1,2 C2,1 Cr, z,'t =SCr ,  2+Cr ,  2, y + r, 2, ~, (3.1) 
O~l, P'q C;. 2, ~ est le sous-ensemble des exdcutions drialisables produites en sortie par 
~V, ayant au moins un con f l i t  et dquivalentes gt I'exdcution sdrielle T p. Tq: 
P, q = Cr~,2, y ~ [L (dP)  l J l (~ \~)q* ] 'd  q ~q*, (3.2) 
(2) L "ensemble des exdcutions de longueur n clans Cr, 2, ~ a pour cardinal: 
/m+k\  
#CrP"2q" (n) =,n+m'=n~ o<_k<_m'~ (r)/Sm,,[ k ) ( r - l )k l rm'  k-1 (3.3) 
O<_l<_r 
l<_m 
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(3) Pour r QZ)n, on en d6duit I'dquivalenl" 
2'R J 2' i_~ (zRe"e) z -~ "n", 
- - .  tt-~. oo. (3.4) 
#C, ,2 ,~(n) -  2 2'R 2'+2'R 2 eR 
2(zRe/, ')X ' 
(4) a(:t ,2,Z) cs(SC, 2,2'). (3.5) 
eR 2" 
3.2.2. Nombres de processus inacttfs el avort~s de "/ 
Th(7or6me 3.2. 
(1) L'ensemble A,,2, ~ des executions acceptees pat" le verrouillage biphase esl: 
A, 2., - sc,  2+A):_~, +A~.'L,, (3.6) 
At  ), (] oD :-,,. 2, '1 est le sous-ensemble d s ex(culions accept~es pat" le conlrf leur '1 et (YFcl#ll 
pour premier con fl it ttne demande d'accbs pat" T q d'tme entit6 prec6demment ver- 
/'ouillee par T/': 
A s'`'/ ~ [L(.~.//')],IL(,~/]'I)].,.~I <t [(,"A>\//I)i"LL_J,'A ,~t' ] (3.7) 
1",2,7 " " 
. i . . l ]  c . ' i ;  
(2) L'ensemble des exdcutions de Iongueur n dans AI:'~t,~ a pour cardinal: 
# A[:'~(, (m 
( ) " '  1 
/t(r)h~/,(2r k)" I h+k ~, S : , I , . I , - -  (3.8) 
i:~t,- ~---, h i / , -~ (2r  k)  i " 
h> l, k ->(I 
(3) Pour r (+2")n, on en deduit l'Oquivalent: 
1 4 
#A,.2,~ (n) (1 -e  1x)2 2"n Z'~n''' n~ oo. 
(4) 1(~,2,2') 2-cs('/ ,2,2") et £~('/ ,2,Z) = 0. 
(3.9) 
(3.10) 
3.3. Comparaison de I'estampilla:Te t du verrouillage biphase." 
Estimation de I'interblocctge 
3.3.1. Frdquence d'interblocage 
The, or+me 3.3. Darts le cas de l'exdcuUon concurrente de longueur n de deux tran- 
sactions agissant sur une base de t'= (½x)n entitds, la proportion px(n) d'executions 
dormant lieu ~l interblocage dans le cas du contrOle pat" verrouillage biphase est: 
p.f.(n) - 1 #A,.2,~ (n)/(2r)" 
4 
1 - - (1 - -e  IX) 2 #l_~.  (3.11) 
xn 
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D6monstrat ion.  La formule (3.11) d6coule (evident) de la formule (3.9). [~ 
Remarque 3.4. Dans le cas oO r est fix6 fini et n tend vers l'infini, la frequence 
d'interblocage est asymptot iquement 6gale 5. 
1 - 2 / ( r+ 1) (3.12) 
Cette formule necessite une demonstrat ion directe, que l 'on trouvera darts [2]. 
Interprdtation. Lorsque la taille de la base de donndes et la longueur des ex6cu- 
tions tendent simultandment vers l ' inf ini tout en restant dans un rapport  constant 
~X, Theorbme 3.3 montre que si, comme il est intuitif, la frequence d' interblocage 
tend vers 1, cette limite s'effectue n 1 -O(1 /n) :  cette croissance st donc trbs lente 
comparee fi la croissance xponentiel le intuit ivement attendue (puisque les ensem- 
bles d'exdcutions dont le rapport  des tallies donne le terme en 1/n, ont des tallies 
qui croissent exponentiel lement avec n). 
En particul ier, dans le cas off r reste constant et n tend vers l ' infini,  le rasultat 
de la remarque montre que la proport ion d' interblocage est asymptot iquement 6gale 
5. 1 - 2/(r + 1), quantitd strictement plus petite que 1 et ne ddpendant que de la taille 
de la base! Ce rdsultat n'est pas du tout intuitif. 
3.3.2. Comparaison de I'estampillage t du verrouillage biphase 
Les notions de processus act i fou inactif(qui s'achbvera sans rejet par opposit ion 
5_ la notion de processus.. .) ,  avortd ont 6t6 d6finies 5_ Section 1. 
On constate par Th6orbmes 3.1 et 3.2 que clans le cas du verrouillage biphase et 
pour  p - 2 processus, toutprocessus est (dans la situation asymptot ique consid6r6e) 
soit actif, soit inactif. Ceci traduit  le fait qe le verroui l lage biphase effectue un 
important  ravail  de r6arrangement de l 'ordre des accbs des transactions se pr6sen- 
tant en entr6e afin qu'el les satisfassent aux contraintes qu' i l  impose et soient 
accept6es. 
A l 'oppos6e, pour le contr61eur par estampil lage ( t un hombre p quelconque de 
processus), il n 'y  a pas de transact ion inactive: l 'estampi l lage s contente de contr61er, 
sans effectuer aucune r6organisation de l 'ordre des accbs, qu 'une ex6cution se pr6- 
sentant en entr6e satisfait 5_ la rbgle d 'ordre  qu' i l  impose, auquel cas elle est accept6e, 
sinon e[le est rejet6e (aucune transact ion 'est donc inactive 5. un moment donn6: 
il n 'y  a aucune attente dans les demandes d'accbs). Dans le cas de l'estampillage, 
on constate donc que tout processus est soit actif, soit avortd: on retrouve bien par 
ce raisonnement intuitif, les r6sultats obtenus par le calcul 5. Section 3.1. 
Darts le cas de deux processus, on constate doric que si le hombre de processus 
actifs autoris6 par l 'estampi l lage est sup6rieur 5. celui autoris6 par le verrouil lage 
biphase (of formules 2.6), (3.5) et Section 2.4), ceci s 'obt ient au d6triment du nom- 
bre 61ev6 de processus avort6s par l 'estampil lage. C'est ~galement la conclusion 
obtenue par simulation (cf [10, p. 20]). 
I1 serait int6ressant de prouver que cette conclusion reste vraie pour un hombre 
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p quelconque de transactions dans le cadre du modble math6matique. L 'obtent ion 
de cette conclusion necessite de generaliser ~ p (quelconque) transactions l'6tude du 
verrouillage biphase: 
3.4. G~n&alisation de l'dtude du verrouillage biphase 
Nous proposons ici de g6n6raliser l '6tude de l'ensemble C,,,,~ des ex6cutions 
produites en sortie par le verrouillage biphase. 
Dans la ddfinition du verrouillage biphase, une entit6 accbd6e par une transaction 
est verrouillde par cette transaction depuis le premier accbs de la transaction considd- 
r6e 5. l'entit6 jusqu'fi l 'achbvement (dernier accbs) de la transaction. De cette fa¢on, 
le verrouillage biphase assure l'accbs en exclusion mutuelle des transactions aux enti- 
t6s. D'autre part les ex6cutions produites en sortie par Y/ (i.e. C,,p,~) sont exacte- 
ment celles qui pr6sent6es en entr6e sont accept6es "sans aucun d61ai", c'est ~ dire 
sans qu'aucune demande d'accbs ne provoque d'attente (interversion de lettre impo- 
s4e par ~//) de la transaction demandeuse: Autrement dit, lorsqu'une transaction T i 
demande l'accbs ~ une entit4 pr6d6tenue par une autre transaction T k c'est que T ~ 
est d6j~ achev6e et a donc lib6r6 l'entit6 objet du conflit. 
On note d i, 1 _< i<  p, des ensembles d'entit6s deux ~ deux disjoints, et Cr, p, .~ ( ,4 i, 
1 _<i_< p) l 'ensemble des ex6cutions produites en sorties par ;t, de p transactions 
T 1, . . . ,  T p ayant respectivement accbd6, et doric verrouill6 avant le d6but de leur 
ex6cution en concurrence les ensembles deux a deux disjoints d'entit6s ~¢1 . . . . . .  sdv. 
On conclut des remarques pr6c6dentes la relation de r6currence, obtenue sur les lan- 
gages en faisant apparahre (s'il existe) le ler conflit t~: 
Th6or~me 3.5. 
C,,v ' ~ (.d", 1 _< i_< p) 
= s ( 
~,d = ,,V/U ~B/ 
les ~,e ctam 
2 a. 2 dis jo ints 
+k, je{~ .... p} 
I 
k4: j  
l. G ~,l 
I i I L( ,~I) )  
/=1 . . . . .  p 
~Cr., ,., (~',  ..., ~J, ..., ~k U {t,3, ... )] 
(3.13) 
Le terme correspondant au couple k, j dans la somme situ6e dans le crochet, cor- 
respond a l 'ensemble des ex6cutions de Cr, p ,y (d i ,  l< i  < _ p) ayant au moins un 
conflit et ayant pour premier conflit une demande d'accbs de T k a une entit6 t o 
pr6c~demment d6tenue par T j (processus qui est donc d6j& achev6 par le raisonne- 
ment ci-dessus). 
Le . . . . .  dans le crochet indiquant alors que le processus Tj ne fait plus partie des 
p -  1 processus restants et que le terme ~J ne fait plus partie de la suite d'ensem- 
bles d'entit6s pr6verrouill6es. 
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Le terme 1 du crochet correspond ~la  prise en compte dans la decomposit ion de 
C~,p,y ( j i ,  l<_i<_p), de l'ensemble des executions sans conflit, note SC~,p(J  i, 
1 _<i_< p) (etudi6 ~ Section 3.5), avec I 'hypothese supplementaire qu'avant le debut 
de l 'execution concurrente des p transactions de ~p, chacune de ces p transactions 
T i, 1 _<i_< p, a dej& accede (intuitivement predetient) l 'ensemble v~ 'i d'entites, ces 
ensembles etant deux a deux disjoints. 
Remarque 3.6. Cette hypothese de predetention d'entites par les transactions tra- 
duit la realite courante off certains processus ne peuvent commencer h s'executer 
qu'une fois qu'ils se sont assures l'acces h certaines ressources particulieres telles que 
bandes magnetiques .....  Cette hypothese peut 6galement ~tre une approche pour 
traduire la situation classique off l 'on impose ~ tout processus de predetenir les enti- 
tes dont il aura besoin au cours de son execution avant de commencer cette execu- 
tion. Aussi, l 'etude de l'ensemble SC~,pe~ i, 1 <_i<_p) et des ensembles analogues 
Er, p(,y~ i, 1 <-i<_ p) et S~,p(d i,1 <_i< p), respectivement pour le systeme fibre et le 
systeme serialisable, presente n tant que tel un inter~t. L 'etude menee a Section 2 
pour les trois systemes e generalise integralement dans cette situation: 
3.5. G~ndralisation de l'~tude des syst~mes libre, sans con flit et sdrialisable 
En plus des notations de la section precedente, on note ai = #,~,i, ,q, la reunion 
des d iet  a la  somme des a i pour i variant de 1 h p. Lorsque n tend vers l'infini, 
on se place de plus dans la situation asymptotique off: ai=otin et a=an. 
On obtient alors les nombres de processus actifs respectivement autoris~s par les 
syst~rnes libre, sans con flit et s~rialisable (par la m~me demarche que celle de la sec- 
tion 2; nous ne detaillons pas les demonstrations): 
(1) Pour le syst~me libre: "Rien n'est change":  
a(E,p,z ,  (d  i, 1 <_i<_ p)) = p. 
(2) Pour le syst~me sans con flit, avec s=X/P, suppose > a: 
a (SC, p, X, (d  i, 1 _< i < p)) = ( p(s - cOR)~- ~eRS/(eRs), 
of R=R(p ,s ,a )  est l 'unique solution positive de 
(3) Pour le systkrne s~rialisable, avec s=z/p:  
P 
a(S, p, Z, (,~i, 1 _< i< p)) = max L)~j::~(Ro) II Lj'~(Ro)eR°V(eRos), 
a i= l  
o/1 a est une permutation de {1 . . . . .  n} et Ro est l 'unique solution dans ]0, 1/s[ de 
I 'equation: 
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R, [ s+(s-  cO. 
, i, [ 
L v I(R~)/Lp i(Ro)+ Y. a~li). Lj~ i(RG)/L/) i (Ra)  = 
/ I 
1. 
4. Comparaison avec les r~sultats obtenus dans [10] par simulation 
Les rdsultats presentes ci-dessus peuvent 6tre compares avec certains des resultats 
obtenus par Franaszek et Robinson,  cf [10], a l 'a ide d 'une simulat ion statistique 
part i r  d 'un  modele probabi l iste.  
Nous renvoyons h l 'art ic le [10] pour les details sur cette s imulat ion. Nous don- 
nons juste ici les points de compara ison essentiels avec notre etude. 
4.1. Comparaison des deux modbles 
Ces deux modules considbrent un ensemble de r entites distinctes, const ituant la 
base de donnees, sur lesquelles agissent p transact ions concurrentes. 
Dens le modble statist ique une transact ion est constituee d 'une etape d' init ial isa- 
t ion suivie d 'un  hombre / d 'etapes d'accbs ( let  les entites accedees etant choisis alea- 
toirement),  puis d 'une etape d'achbvement (si la transact ion 'a  pas ete avortee). 
Darts ce modble, il y a en permanence p transact ions en concurrence, une transact ion 
qui s'achbve tant remplacee par une nouvelle transact ion,  une transact ion avortee 
etant remplacee par une nouvelle incarnat ion de cette meme transact ion.  
Toute demande d'accbs d 'une transact ion est interpretee comme une demande 
d'accbs exclusif a l 'entite, accbs exclusif commenqant au debut de l '6tape o0 la 
demande d'accbs a ere effectuee t s 'achevant a la  fin de l 'etape ou la transact ion 
s'est achevee ou a ete avortee. En fonct ion de la decision du contreleur,  la transac- 
tion soit execute son accbs, soit se met en attente, soit est avortee. Nous renvoyons 
[10] pour le detail sur la gestion des confl its par les contreleurs.  Une premiere dif- 
ference importante ntre les deux modbles, est que dans ce modele statistique, routes 
les transact ions qui ne sont pas en attente s'ex#eutent en parallOle, si bien qu'h 
cheque unitd de temps, il peut s 'effectuer jusqu 'a  p drapes s imultanement (une par 
t ransact ion on en attente). Une telle contrainte de "para l le l i sme"  est absente de 
notre modble mathemat ique.  Intuit ivement,  cette simultaneit6 de l 'execution des 
transact ions favorise l 'appar i t ion  des confl its et donc des avortements de transac- 
tions dans le modble statistique. 
Les resultats presentes dens [10] portent sur l 'evaluat ion statistique au tours  
d 'une  simulat ion de longue duree, du hombre moyen parmi p, de transact ions effec- 
tuant h un moment donne: 
- une #tape utile: c'est une etape d' in i t ia l isat ion,  d'accbs ou d 'achbvement d 'une 
incarnat ion qui sera achevee, 
-une  dtape d'attente: c'est une Crape d 'at tente d 'une incarnat ion qui sere 
achevee, 
- une #tape perdue: c'est une etape quelconque d 'une incarnat ion qui sere ulte- 
r ieurement avortee. 
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Ces trois quantitds tatistiques correspondent dans notre modele aux trois fonc- 
tions ce, t, et co. 
Celle des simulations presentdes dans [10] que nous considerons est rdalisee avec 
r= 1000 entitds, et des transactions de longueur 1choisie aldatoirement entre 8 et 12. 
Ceci correspond 5-une longueur moyenne l des transactions 6gale 5- 10. Ce choix de 
r et /dans  le mod6le statistique correspond ans notre modble mathematique 5- 
x=r / l=  100 (cf Section 1.4), situation que nous avons choisie pour presenter les 
courbes de Fig. 2. 
On note 5. ce propos une seconde difference ntre les deux modbles: dans notre 
modele mathdmatique aucune contrainte n'est en effet imposde snr les longueurs 
minimum ou maximum des transactions autour de leur longueur moyenne. Ls- 
encore, en interdisant les transactions de petite taille et en imposant fi toutes les tran- 
sactions d'avoir ~ peu prbs la meme longueur, le modble statistique se place dans 
le cas le plus ddfavorable concernant la probabilite d'apparition d'un conflit, maxi- 
misant ainsi les risques d'avortement des transactions. 
Notons enfin que le contreleur optimiste simule dans [10], diff6re notablement 
dans sa definition du contr61eur par estampillage que nous avons modelis6. 
4.2. Comparaison des r~sultats 
Nous renvoyons le lecteur 5- [10] pour les courbes obtenues par simulation pour 
le contreleur optimiste t le contr61eur par verrouillage biphase. 
4.2.1. Concernant l" estarnpillage 
Les trois courbes a, ~ et t obtenues pour l'estampillage, dans le cadre du modele 
mathematique, sont d'apres les resultats de Section 3.1, respectivement lescourbes 
p ~ a(S, p, X) (representee 5- Fig. 2), p ~ p -  a(S, p, X) et p ~ 0. 
En comparant ces trois courbes 5- celles presentees par Franaszek et Robinson 
pour le contr61eur optimiste on constate que les trois courbes ont la marne forme 
dans les deux cadres. En particulier, la courbe associee aux transactions inactives 
ou effectuant des pas d'attente st identiquement ulle dans les deux modeles. Ceci 
est une caracteristique des contr61eurs optimistes, pour lesquels toute transaction 
qui n'effectue pas des etapes utiles, effectue des etapes perdues. Aucune transaction 
n'effectue donc des etapes d'attente. 
La seule difference notable est que dans le cadre du modele mathematique, la 
courbe a (cf Fig. 2) monte "plus vite" que la courbe donnant le nombre de transac- 
tions effectuant un pas utile pour le contreleur optimiste: Dans le cadre de notre 
modble, le nombre de processus actifs autorises par le contreleur optimiste st supe- 
rieur au nombre de processus actifs (i.e. realisant des pas utiles) dans le cadre de 
la simulation. Ceci s'explique par les differences constataes ci-dessus entre les deux 
modeles, differences qui favorisent dans le cadre du mod6le de simulation le nombre 
de transactions avortees au detriment du nombre de transactions effectuant des pas 
utiles. 
4.2.2. Concernam le wrruuiliuge biphase 
Les rPsultats quc nous avons dans le cadre du modele mathkatiquc son1 encore 
incomplers. On peut cependant constater que: 
- 1.a courbe dormant le nombre de processus acrifs du verrouillage hiphase doit 
@tre situ& (cf Sections I .4 et 2.4) entre les courbes du syskrne skialisable: p -+ a(& 
p,x) et du systkme sans conflit: p + u(SC, p, x). I .a forme de la cow-be dormant Ic 
nombre de processus actifs du verrouillage biphase dans notre mod& imposcra 
done dcs contraintes gdornPtriqucs A la courbe associk au systPrnc saw conflit. Si 
I’on compare cerre dernikre courbe (reprksentee A Fig . 2) Z!I celle dormant le nombrc 
de transactions cxkutant un pas utile dans [IO], on constate bien qu’elles ont la 
nGmc formc gtom~trique. La scule diffkrencc notable ktant, conmic pour lc cont6 
leur optimistc, une valeur du maximum sup&kwre pour le modkle math&natiquc a 
ccllc dc la simulation. 
- Pour /I= 2 processus, nows avow trouvk. dans notre moditle, que le nombre de 
processus avortks pour Ic verrouillage biphase est nul. Cette valeur asymptotique 
corrcsponcl bicn aux rksultats dc la simulation donnant Ic nornbrc dc transacrions 
exkcutant un pa.s perdu pour le verrouillnge biphase: on constate en cffet que la 
courbe dormant dans [IO] le nombre de transactions effcctuant un pas perdu puur 
Ic verrouillagc biphasc cst pratiquemcnt constante Cgalc A 0, quelquc soit p cntrc 0 
et 300. 
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