This study proposes a mathematical model that can forecast national defense expenditures. The ongoing European debt crisis weighs heavily on markets; consequently, government spending in many countries will be constrained. However, a forecasting model to predict military spending is acutely needed for South Korea because security threats still exist and the estimation of military spending at a reasonable level is closely related to economic growth. This study establishes two models: an Auto-Regressive Moving Average model (ARIMA) based on past military expenditures and Transfer Function model with the Gross Domestic Product (GDP), exchange rate and consumer price index as input time series. The proposed models use defense spending data as of 2012 to create defense expenditure forecasts up to 2025.
Introduction
Military expenditures include any spending for the purpose of national security; consequently, they are a necessary expense to generate public goods of 'security' (Baek et al., 2002) . Spending is necessary because it protects people and their property and because national security is related to economic growth that it demonstrates a nation' willingness to protect national interests. This is particularly relevant in South Korea, a divided nation with an ongoing military confrontation between South and North. The development of a forecasting model to predict defense expenditures is salient due to internal and external security factors such as the transfer of wartime operational control. High spending on national defense is considered to weakens trade competitiveness and disperses investment with a negative influence on economic growth (Mintz and Huang, 1990; Rothschild, 1973) ; however, Korea has achieved a high rate of economic growth while maintaining high national defense spending (Chan and Mintz, 2002) . In this case, the threat of military confrontation between the two Koreas means that a strong commitment to defending national security plays a critical role to boost the South Korean economy. The correlation between Korea's spending on national defense and its economic growth rate supports the hypothesis of Aizenman and Glick (2006) , which claims that defense expenditures in the presence of threats have a positive impact on economic growth despite the direct negative impact of military expenditures and security threats on economic growth (Chan and Mintz, 2002) .
Factors that influence defense expenditures are largely categorized into economic conditions such as fiscal capability and national security threats. A country's existence would be at risk if defense spending were too low in the presence of security threats. Excessive spending on defense disproportionate to general economic circumstances would hamper economic growth. Economic conditions have a stronger impact on Korean military expenditures than any other factor because the national policy direction focuses on the growth of the economy (Korean Defense Ministry, 2006) . Other issues (such as security threats, the modernization of military facilities, and internal and external issues in response to the transfer of wartime operational control) must also be considered when estimating Korea's defense expenditures.
An appropriate forecast defense spending model is important if the ongoing European sovereigndebt crisis continues to make it impossible for the Korean government to increase spending. Current studies have focused on choosing variables that affect the estimation of defense expenditures and how to allocate them; however, economic conditions matter most when forecasting a country's military expenditures. This study suggests using an ARIMA model (Anderson, 1971; Box and Jenkins, 1976) based on past defense expenditures and a Transfer Function model (William, 1996) with GDP, exchange rate and consumer price index as input variables to generate an appropriate military spending forecasting model. Based on the estimates obtained from these models and other variables that affect the forecast of military spending, security threats and economic conditions, it would be rational for economic and military experts to revise forecasting methods to produce more reasonable forecasts.
This paper sees a sense of urgency to develop a mathematical model based on time series data of past defense expenditures. This paper determines an appropriate forecast model that is mathematically feasible and provides basic data to estimate defense expenditures. This study utilizes and analyzes military spending data from 1970 to 2012 published by the Ministry of National Defense, the Population Projection for Korea released by Statistics Korea, GDP, exchange rate and consumer price index released by the Bank of Korea.
The Forecasts of Korea Defense Expenditures based on the Univariate Time Series Model
The defense expenditure per person(z t ) is a sequence of observations taken over time and it is needed to investigate the stationary, trend, periodicity and autocorrelation before analyzing the defense expenditure data. The ARIMA model developed by Box and Jenkins (1976) assumes that the time series is stationary; therefore, raw data is transformed to defense expenditure per person to obtain stationary time series that has a constant mean and a constant variance. It gradually increases over time and shows that variance stabilization is needed through data transformation (Figure 1 ). We used square root transformation in order to obtain data with constant variance. Table 1 shows that since the p-values from a unit root test of √ z t are not significant, unit root exists. If the presence of a unit root is not rejected, then one should apply the difference operator to the series. After differencing, we consider ARIMA model. Figure 2 confirms that the first differenced square root transformed data is stationary, with a constant mean and a constant variance. The three types of parameters in the ARIMA (p, d, q) model are: the autoregressive parameter "p", the number of differencing passes "d", and the moving average parameter "q". In general, the parameters p and q in the model can be identified based on the shape of the autocorrelation function (ACF) and partial auto correlation function (PACF). Since ACF and PACF show that there is drastic decreasing after time lag 1 from Figure 3 , we start with an ARIMA(1, 1, 1) model, then the ARIMA(1, 1, 0) model, finally, the ARIMA(0, 1, 1) model. Table 2 compares two models having significant estimates using Akaike Information Criterion(AIC) and Schwartz Bayesian Criterion(SBC). In Table 2 , AIC and SBC choose the ARIMA(1, 1, 0) model as the best identified model. Table 3 shows estimates and standard errors of parameter from the identified model. The estimates are significant with p-values less than 0.05. After we verify the residuals are not autocorrelated and are white noise, the identified ARIMA(1, 1, 0) model is considered to be a proper model for forecasting. Table 4 shows Portmanteau's chi-square test to check the assumption that the residuals are a random series such as white noise. We can conclude that the ARIMA(1, 1, 0) model is considered to be proper because the p-value is adequate based on the autocorrelation diagnosis proposed in Table 4 .
Following is the final ARIMA(1, 1, 0) model for √ z t , the square root transformed defense expen-
The correlation coefficient between the square root transformed defense expenditure per person of this 
The Forecasts of Korea Defense Expenditures using the Transfer Function
Defense expenditure is affected by national financial affairs. Korea's policy direction focuses on growing the economy; consequently, economic conditions have a stronger impact on its military expenditures than other factors (Aizenman and Glick, 2006 
where N t is a zero-mean stationary process, uncorrelated with {X i,t , i = 1, . . . Before setting a transfer function model, the input-output data are first transformed to stationary data, and the ARIMA(p, d, q) model for input data and output data are found through the prewhitening procedure which changes the input (output) data into white noise beforehand. In order to apply the prewhitening procedure, it is first necessary to investigate the time series plot of GDP. The increase gradually becomes larger as time goes by in Figure 4 (left), so the variance can be stabilized by a cube root transformation of data. The cube root transformed GDP has a trend factor from Figure 4 (right), and it can be removed from first order differencing. Figure 5 verifies that the data is transformed into an approximately stationary time series which has a constant mean. We choose ARIMA(1, 1, 1) as the fitted model since the ACF and PACF for first order differencing GDP after cube root transforming show a spike at time lag 1 in Figure 6 . All estimates in Table 5 are significant, and because p-value of Portmanteau's chi-square test is large enough so that the hypothesis "The autocorrelation is equal to zero" cannot be rejected in every time lag as a results of autocorrelation diagnosis of residuals from Table 6 .
We can verify that the ARIMA(1, 1, 1) model of the cube root transformed GDP is suitable since the ACF and PACF of residuals are all included in twice of standard error. Figure 7 shows that the exchange rate (c t ) and consumer price index (x t ) have to be transformed into the stationary time series by an appropriate transformation. The variance of c t is stabilized by root transformation and then we consider the difference in the transformed data √ c t . By inspecting the ACF and PACF of ▽ √ c t , we choose the white noise as the fitted model. Figure 7 (right) shows that since the increase gradually becomes larger as time goes by, we can eliminate the trend by first order differencing; consequently, ▽x t is transformed into an approximately stationary time series. By inspecting the ACF and PACF, we choose the ARIMA(1, 1, 1) model as the fitted model of ▽x t .
The parameters (b, s, r) of the Transfer Function model should be decided through cross covariance and cross correlation after fitting the same model to the square root of defense expenditures per person which is the output time series data. First, we consider GDP (g t ). The cross correlation between ▽ √ z t and ▽ 3 √ g t can be decided to be 0 in negative time lag, which means it is reasonable to use the first order differencing GDP data after square root transforming as the input time series variable of our Transfer Function model. We determine that the parameters (b, s, r) are (1, 0, 0) or (1, 0, 1) since the cross correlations between ▽ √ z t and ▽ 3 √ g t are significant at time lag 1 and not significant after time lag 1 and display a cutoff. Second, we consider exchange rate (c t ). The cross correlations between ▽ √ z t and ▽ √ c t are significant at time lag 1 and 2 and cut off after lag 2. Thus, we determine that the parameters (b, s, r) are (1, 1, 0) or (1, 1, 1). Finally, we consider consumer price index (x t ). By inspecting the cross correlations between ▽ √ z t and ▽x t , since cross correlations are not significant and cut off after lag 0, we decide that the parameters (b, s, r) are (0, 0, 0) or (0, 0, 1). We must search the most satisfactory Transfer Function model with significant independent variables and parameters using parameters of the Transfer Function model to the input variables ▽ 3 √ g t ,
▽
√ c t and ▽x t . We can test eight models using the parameters identified above. From results of maximum likelihood estimation to eight models, we choose significant transfer function models ▽ 3 √ g t (1, 0, 0) and ▽x t (0, 0, 0) at level of significance 0.1. Table 7 shows the maximum likelihood estimation for the selected final model with input variables of GDP and consumer price index and an output variable of defense expenditure.
After deciding the parameters of the Transfer Function model, it is necessary to estimate the model for noise series of the Transfer Function model based on the residual series of the model. Table  8 shows estimates and standard errors of parameter from the final Transfer Function model for noise series. In Table 8 , the p-value of Portmanteau's chi-square test for verification of autocorrelation of residual series is satisfactory that the null hypothesis, "There is no correlation", cannot be rejected, which shows this residual series is a random series such as white noise. Hence, the final Transfer Function model is a good fitted model.
The cross-correlations of the final residuals and prewhitened input time series in Table 9 and Table 10 suggest that both series are independent. The hypothesis "The cross-correlation is equal to 0" cannot be rejected since the p-values of both series are adequate.
From Table 7 , Transfer Function model is derived as follows:
1) where b1 = 1, s1 = 0, r1 = 0, b2 = 0, s2 = 0 and r2 = 0. Finally, the following model can be constructed using the estimates in Table 7 .
As a result, defense expenditure can be estimated from the above formula.
Forecasting
After fitting a model, we estimate a future value at time n based on the fitted model, while the actual value is unknown. We proposed the forecasts for the defense expenditure constructed by the ARIMA model and the Transfer Function model. We let the forecasted value w n (l) of √ z t at time t = n + l. For the ARIMA model, we use the following equation to calculate the values of the forecast:
From the equation (2.1) of the fitted ARIMA model,μ = 17.82,φ 1 = 0.38 andσ 2 = 74.08. We can also obtain the standard error from the equation
The forecasts can be obtained by iterating recursion for equation (3.2) of the fitted transfer function model. The final forecasts of defense expenditures are obtained by multiplying the forecasted defense expenditure by the population of Korea. Table 11 shows the forecasts and standard errors of defense expenditures up to 2025. Based on our final fitted models and Korea's projected population from the National Statistical Office, we can predict that defense expenditures in 2025 will reach 48667.334 billion KRW.
AIC, SBC and MSE are model selection criteria and the best model is the model that minimizes that criterion. 
Concluding Remarks
This paper proposed forecasting time series models for Korean defense expenditures using an ARIMA model based on past defense expenditures and a Transfer Function model with GDP, exchange rate and consumer price index as input time series. We omitted some complex formulas and intermediate results for the sake of simplicity. We can see that the Transfer Function model is an appropriate model for defense expenditures, since AIC, SBC and MSE values achieved in the Transfer Function model are smaller than those achieved in the ARIMA model. The forecasting accuracy improved with the Transfer Function model. We verified that the proposed forecasting models are mathematically feasible to help provide basic data to estimate defense expenditures. We would like to also compare the trend of national defense expenditures on the two Koreas, but we cannot obtain proper data. GARCH models account for certain characteristics such as Volatility that are commonly associated with financial time series; therefore, it is not considered an alternative model. In the next study, we will analyze national defense expenditures compared to the GDP of Korea and neighboring nations (China, Russia and Japan) and will consider other time series models such GARCH models.
