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Abst ract - -We describe, devise, and augment dynamic data-driven application simulations 
(DDDAS). DDDAS offers interesting computational nd mathematically unsolved problems, such 
as, how do you analyze, compute, and predict the solution of a generalized PDE when you do not 
know either where or what the boundary conditions are at any given moment in the simulation in 
advance? A summary of DDDAS features and why this is a intellectually stimulating new field are 
included in the paper. 
We apply the DDDAS methodology to some examples from a contaminant transport problem. We 
demonstrate hat the multiscale interpolation and backward in time error monitoring are useful to 
long running simulations. (~) 2006 Elsevier Ltd. All rights reserved. 
Keywords - -DDDAS,  CFD, MultiscMe methods, Automatic model changing, Remote supercom- 
puting and steering. 
1. INTRODUCTION 
In recent years, immense computing power has become available at the national and international 
supercomputer centers and local clusters of fast PCs. We also have had a proliferation of data 
acquisition and generation through the deployment of sophisticated new generations of sensors. 
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The lack of coordination between current computational capacity and sensor technology impairs 
our ability to effectively utilize the flood of information available. This is a substantial barrier 
to achieving the potential benefit computational science can deliver to many application areas 
including contaminant tracking, wildfire modeling, transportation optimization, and many other 
fields. 
We have identified four relatively diverse areas that have common issues that must be addressed 
for dynamic data driven application simulation (DDDAS) informational and computational sci- 
ences to have the promised impact oward addressing important problems. 
These issues include the following. 
1. Effectively assimilating continuous treams of data into running simulations. These data 
streams most often will be as follows. 
2. Noisy data, but with known statistics. 
• Received from a large number of scattered remote locations and therefore, must be 
assimilated to a usable computational grid. 
• Missing bits or transmission packets, as for example is the case in wireless transmis- 
sions. 
• Injecting dynamic and unexpected ata input into the model. 
• Limited to providing information only at specific scales, specific to each sensor type. 
3. Warm restarts of simulations by possible incorporation of new data into parallel or dis- 
tributed computations. Such processes are sensitive to communication speeds and data 
quality. 
4. Tracking and steering of remote distributed simulations to efficiently interact with the 
computations and to collaborate with other researchers. 
5. Components to assist researchers in their interpretation and analysis of collections of 
simulations. This will include designing and creating an application program interface 
and middleware. 
Sensors and data generating devices may take many forms including other running computa- 
tional simulations. The intent of this paper is to address everal DDDAS enabling technologies 
in the context of a specific application area in order to provide techniques and tools to effectively 
demonstrate he potential of dynamic data driven simulations for other areas. 
The primary application is contaminant tracking, which in groundwater reservoirs is modeled 
by strongly coupled systems of convection-reaction-diffusion equations. The solution process of 
such systems becomes more complicated when modeling remediation and clean-up technologies 
since they exhibit strong nonlinearities and local behavior. For efficient solution of this class of 
problems, we need 
(a) accurate, fast, and locally conservative approximation methods and 
(b) parallel adaptive methods that are dynamic in time. 
Many applications are essentially computer models that solve nonlinear, unsteady, coupled, 
partial differential equations. All require consistent initial conditions, adequate forcing fields, 
and boundary conditions to advance the solution in time. Collectively, these fields represent 
the input data necessary to run the models. The input data can originate from observations, 
e.g., sensor based telemetry, can be internally generated from ensemble type simulations, or can 
be externally generated (e.g., providing boundary conditions for very high resolution regional 
models). The skill of these models to adequately represent realistic conditions is intimately tied 
to the quality, spatial and temporal coverage, and intelligent use of their input data sets. These 
applications in turn generate large amounts of output data that must be either analyzed or passed 
on to other more specialized subcomponents. 
The traditional operating mode for most CFD applications i a static initialization with fixed 
forcing and boundary conditions followed by a limited exploration of the parameter space. This 
is clearly inadequate for many long term simulations, particularly when advances in observations 
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capabilities, data assimilation techniques, and computers and networking can be leveraged to 
determine an optimal enough set of parameters needed for accurate and realistic forecasts. 
DDDAS endows applications with dynamic data input capabilities by coupling the model and 
algorithms to the observations. The ultimate aim is to leverage the current state of the art in 
computing, networking, and observational instruments to produce a more realistic and accurate 
depiction of the state of a system than can be derived using either model or observations alone. 
We stress the fact that continuous data streams from observational instruments and sensors call 
for a radical change in model philosophy from static to dynamic data input. 
Several hurdles stand in the way of achieving such an integrated, dynamically driven model- 
ing system. These hurdles can be classified as data quality and management, computing and 
networking power, data assimilation and modeling algorithms, visualization, and hardware re- 
quirements. 
Consider two justifications for doing DDDAS, which is distinctly more complicated than stan- 
dard simulation methodologies. Many applications (e.g., seven day weather forecasting) run fast 
enough already on parallel supercomputers. Starting a new simulation every time new data is 
available is then reasonable. However, much longer forecasts can be achieved when new data that 
is used to self-correct errors in predictions and automatically rescale for interesting features. 
Some situations warrant a different approach. Major disaster simulation in real time is one. 
Suppose sensors can be placed and data collected quickly. Having access to a large parallel 
supercomputer is not a given. A set of WiFi connected laptops is much more likely. While 
current laptops have the computing power of a 1990 vintage Cray processor, this is insufficient 
for the simulations envisioned in this paper. Parallel calculations will have to cope with laptops 
dropping out of the communications etwork, returning unexpectedly, and how to distribute data 
as it arrives from sensors. Even how data can be assimilated and how much is needed or usable 
are open questions that must be addressed. 
2. A GENERAL STRATEGY 
FOR DDDAS 
CONTAMINANT TRACKING 
In this section, we will discuss the general strategy and concepts of DDDAS that we employ in 
contaminant tracking problems. For the software development we use new or improved modules 
and interfaces of SCIRun [1-4] to implement various numerical methods for porous media flows. 
We now have several simulators that work both for rectangular as well as on general three- 
dimensional unstructured grids. A finite-volume element framework is utilized since this method 
maintains numerical conservation of flux. 
Our first application is a single component contaminant transport in heterogeneous porous 
media taking into account convection and diffusion effects. Currently, we are extending this 
model to take into account he nonlinear effects. The mathematical formulation of the problem 
is given by coupled equations that describe pressure distribution and the transport equations. 
The pressure field is described by the elliptic (or parabolic, in the presence of compressibility) 
equation and the transport of components i  described by a convection-diffusion equation that is 
dominated by convection effects. 
Advanced computational tools, methods, and algorithms for porous media flows, directly re- 
lated to DDDAS, have also been of major research interest and efforts. We have worked in two 
main directions, namely, computational techniques and multiscale methods related to multicom- 
ponent porous media flows and adaptive methods for general transport and diffusion equations. 
One of the objectives of dynamic data driven simulations is to incorporate the sensor data 
into the real time simulations. A number of important issues related to virtual telemetry will be 
described below. As the data injected into the simulator, we propose updating the solution as 
well as the input parameters of the problems, such as permeability field and initial conditions. 
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The update can be performed based on the sensor measurements a well as other large scale 
measurements. As data is injected, we propose to update 
(1) the solution, 
(2) the initial condition, and 
(3) the permeability data. 
Here, by initial condition, we mean the solution at some early time (previous time). Since DDDAS 
computations span large time interval it is not desirable to update the solution at very early 
times. This procedure can be very expensive. Updating initial data reduces the computational 
errors associated with incorrect initial data and improves the predictions. We consider initial 
data in a finite-dimensional space. The dimension of this space plays an important role. Larger 
dimensions make the problem more ill-posed. One can reduce the the dimension of this space by 
using multiscale basis functions. The first approximation ofthe initial data is recovered using first 
set of injected data. As new data are incorporated into the simulator, we update the initial data 
using an objective function. We would like to note that though the data is injected continuously, 
only some portion of it is useful. In particular, we found that measurements at nearby time 
instants are strongly correlated and do not add any new information. Consequently, despite 
the fact that the actual amount of recorded data is large, most of it redundant. The number 
of independent data can be determined approximately from the analysis of eigenvalues of the 
approximate Hessian for the objective function. In our simulations, we have clearly observed 
this fact, and use the data points at certain fixed time instants. Some numerical examples are 
presented in the next section. The main objective of these examples is to show how crucial the 
initial data update is. In particular, with the correct choice of penalty terms, one can improve 
the prediction of the initial data. The improved predictions of the initial data provides us with 
more accurate solution at later times. In the paper, we only consider a few updates because, in 
dynamic data-driven applications simulations, our approach will be used only locally in time by 
updating the solution at the previous time steps rather than at time zero. The latter can provide 
significant computational savings. 
Because of the heterogeneities of the porous media, we employ multiscale interpolation tech- 
nique for updating the solution. One of our approaches i the use of multiscale interpolation 
techniques to map the sensor data from sparse locations into the solution space during simula- 
tions. The interpolation operator is built for general nonlinear parabolic equations that include 
various porous media processes. Moreover, we take advantage of the interpolation operator and 
use multiscale numerical methods for the problem. These methods are significantly faster then 
single scale methods. We have tested our method on a variety of synthetic examples. In particular 
we can show that frequent updating of the sensor data in the simulations ignificantly improves 
the prediction results. The frequency of sensor data updating in the simulations is related to the 
streaming capabilities. 
For updating permeability and initial data (for nonlinear problems), we have used Markov 
chain Monte Carlo (MCMC) based methods. Both of these problems are nonlinear and MCMC 
allows us to explore parameter space and quantify uncertainties. In MCMC computations, we 
use efficient techniques to increase the acceptance rate. For updating permeability field we 
use the solutions of the coarse-scale problems to screen the fine-scale simulations. This allows 
us to increase the acceptance rate (the number of accepted fine-scale simulations divided by 
the number of fine-scale simulations). For initial data recovery, we use randomized maximum 
likelihood method [5,6]. This method can be thought as MCMC approach, where the proposals 
are calculated as a solution of inverse problems. 
Data that is transmitted through a telecommunications system is commonly referred to as 
telemetry. The transmission media can be one or more of land lines, underwater lines, microwave, 
or satellite based. There is both latency and broadcast time based on distance and resistance in 
the physical media that determines how long the data takes to get to the receiver. 
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Real telemetry used in predictive contaminant monitoring comes in small packets from sensors 
in wells or placed in an open body of water. There may be a few sensors or many. With virtual 
telemetry, we can trivially vary the amount of telemetry that we sample and its frequency. 
Real telemetry based on high resolution photographs from space on a slow space to land 
transmission system can be quite a challenge. However, we are not dealing with this situation 
presently. 
Real telemetry is usually expensive to receive (if it is even available on a long term basis), 
tends to be messy, comes in no particular order, and can be incomplete or erroneous due to 
transmission problems or sensor malfunction. For predictive contaminant telemetry, there are 
added problems that due to pesky legal reasons (Corporation X does not want it known that it 
is poisoning the well water of a town), the actual data streams are not available to researchers, 
even ones providing the simulation software that will do the tracking. 
Virtual telemetry has the advantage that it is inexpensive to produce from real time simulations 
and can easily be transmitted using modified forms of open source streaming software. 
We will generate multiple streams continuously for extended periods (e.g., months or years): 
clean data, somewhat error prone data, and quite lossy or inaccurate data. By studying all of the 
streams at once we will be able to devise DDDAS components useful in predictive contaminant 
modeling. 
The basic technique that we are using is to take an old, robust, formerly state of the art, but 
different model. (A different model guarantees different errors in predictions.) The corresponding 
code uses only static input data and makes long term predictions with the capability of getting 
the transient data throughout the simulation. Instead of trying to run the old code very, very 
fast, we run it in real time using small time steps for all components. We run the old code on 
either a fast, cheap PC or a small parallel computer depending on how much data we wish to 
generate per time step. The code sleeps most of the time while waiting for the wall clock to catch 
up. Our sample time steps range from one minute to a few hours. 
The old code uses a 3D tensor product mesh with finite differences. The code is conserva- 
tive, which is essential in the situation we are interested in. We use data from a small subset 
of computed values and assume that a sensor is placed there. The location (or some unique 
identification), time, and a few pieces of floating point data are all that have to be transmitted 
on a per sensor time dependent basis. Broadcasting the telemetry as audio has the advantage 
that there are many programs to choose from to generate the data streams and to "listen" to 
them on the receiving end. 
Broadcasting the telemetry as a movie stream or a full 3D visualization has the advantage that 
it can be trivially visualized on the receiving end. This is particularly attractive when studying 
incomplete and/or erroneous data streams. 
Eventually, we decided to place MP3 data headers around the telemetry data. A small program 
was written that takes sample data and produces an output file containing the same data only 
with MP3 headers placed where they need to be. This is the basis of the CH3 encoding we have 
developed. 
We decided that we had to use OPEN SOURCE software since we determined uring the project 
that we would have to modify both the streaming code and the receiving client in order to 
eliminate unwanted ata compression and filtering techniques aimed at integer data. 
MP3 normally uses Huffman encoding. Many encoders also implement filters based on knowing 
which audio or visual frequencies humans cannot hear or see, respectively. Since the data is integer 
based, the values out of range are zeroed out. Imagine a floating point number whose exponent 
has been zeroed (e.g., 1.2_1031 might become just 1.2, a small, but rather noticeable rror in 
data transmission). 
We are using a modified version of the Gini streaming server [7]. Gini must be modified since it 
checks the data to see if it corresponds to legitimate MP3 audio data. Our Ch3 format data fails 
this criteria. The fix is to comment out a few lines of code in one file (mp3.c) of the streamer. 
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Receiving the data as audio is a function of modifying an OPEN SOURCE MP3 client like 
XMMS [8]. We added the CH3 format o produce anew version of XMMS which we call xccs. 
The xccs code for the receiver has been integrated into a multithreaded SCIRun module called 
"StreamReader." This module ispart of the DDDAS package inSCIRun. 
As a preliminary step, we first implemented a DDDAS module called Reader that is capable 
of parsing aflat file containing 3D tensor product mesh data and visualizing the data as either a 
3D "LatVol" mesh (the LatVol mesh is one of the basic SCIRun Fields) or a basic "PointCloud" 
mesh (specific for unstructured data). This step separates the problem of accurately parsing and 
visualization from the problem of receiving data from a stream. 
From the perspective of the Reader and StreamReader modules, the 3D tensor product mesh 
data is a set of n cell-centered solution points that represent values at nodes in a 3D structured 
grid. As mentioned earlier, SCIRun represents this type of grid as a LatVol mesh. Since the 
incoming mesh data always has a header indicating the total number of solution points in the 
mesh, the dimensions ofthe resulting 3D structured grid can be derived from the header. Once 
the header isparsed, the Reader module reads the appropriate number of floats (solution points) 
in and fills the LatVol mesh with them. The LatVol is then visualized with existing SCIRun 
modules. Additionally, the ability to continually update the LatVol (or PointCloud) mesh by 
reading in data files from sequential time steps is a feature of the visualization capabilities ofthe 
Reader module, allowing the the simulation of continual updates from a data stream. 
The next step was to couple the parsing and visualization capability with the xccs stream 
receiver code mentioned above. The result was a SCIRun module called StreamReader that 
continually reads data from a stream on a remote machine, parses the contents, and produces a 
viewable LatVol mesh from the solution points contained in the data. The StreamReader module 
is multithreaded with two threads, one that reads and caches away the data, and another that 
waits for a complete mesh, processes it, and sends it downstream to be processed. There is 
some data loss between reads because ofboth network latency and processing that necessarily 
occurs between reads. Currently, this data loss is ignored since the solution headers are relatively 
infrequent and lack the information todetermine which chunks of data have been lost. Hence, 
the LatVol meshes produced generally have some degree of error and this shows up as nodes in 
the mesh being shifted from their correct position. 
We have found that in order to get complete meshes, the incoming CH3 needs to be modified 
to include intermediate h aders in the mesh data. This way, we can eventually get complete 
meshes even if some stream data is lost. This change will most likely be a natural outgrowth of
development with more realistic sensor data. 
The StreamReader module is designed to be extensible with the ability to accommodate dif-
ferent formats of streamed data. A new form using XML is being developed presently. 
The StreamReader module is easily coupled to the adaptive mesh refinement modules in 
SCIRun, so that quite general meshes and finite elements are readily available in constructing 
DDDAS applications quickly and robustly. 
A new, highly sophisticated DDDAS enabled code is being completed. The legacy finite dif- 
ference code is broadcasting several streams of data, which are received by the StreamReader 
module in SCIRun. 
We are developing a comprehensive sensor data format, which we hope will work with real, 
digital sensor data as well as our own virtual telemetry. We include mechanisms to identify 
sensors by an id tag, GPS, and/or GIS information. Quite general data can be sent. 
For our current application, very simple data is sent from fixed sensors. Hence, we only need 
to identify the sensor and provide its data. Using 25 wells randomly scattered across the domain, 
we can broadcast data from 1000 sensors in less than six seconds using a very general sensor 
format. Using a minimal sensor format allows a transmission time well under six seconds. 
Data is interpolated onto the new code's mesh using a SCIRun module. The finite element 
module in SCIRun has been modified to allow much more general finite elements. We are devel- 
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oping techniques to inject the telemetry data into the simulation in a manner that is nonintrusive 
when error analysis indicates that the simulation is already within error tolerances. Theoretical 
tools for both linear and nonlinear problems are being investigated. Unlike data assimilation 
methods, there is no reason to inject telemetry that will have no real bearing on the accuracy of 
previous predictions. Only when the predictions are provably outside of error bounds in a region 
of the domain do we have to inject the telemetry at some time step of the simulation. Once 
telemetry is injected, we have to determine if a warm restart is required or if solving a correction 
problem will allow continuing the simulation. 
3. BACKWARD ERROR ANALYS IS  AND 
INITIAL DATA RECOVERY FOR DDDAS 
One of our goals in DDDAS computations i  to find the error sources and correct hem. As new 
data is injected from sensor measurements, "the initial data" can be updated. Here, by initial 
data we mean contaminant distribution at some early time. Due to poor knowledge of the initial 
location of contaminant, his type of errors can be dominant in simulations. For simplicity, we 
will consider a linear transport dominated by convection and diffusion, 
OC 
O--'-t + v .  VC  - V .  (D~TC) = 0, in f~, (3.1) 
where by Darcy's law, we have v = -kVp ,  with the pressure p satisfies 
-V .  (kVp) = O, (3.2) 
with some prescribed boundary conditions and initial condit ion/data C(x, 0) = C°(x). Here, the 
variable C(b, t) is designated for a contaminant concentration over the porous medium gt and at 
time level t, k is the permeability of the porous medium, and D is the diffusion coefficient. 
We seek the initial data in a finite-dimensional space. The dimension of this space is an 
important factor in our simulations. The problem becomes more ill-posed if this dimension 
increases. In general, one can reduce this dimension using multiscale representation of the initial 
data (note that initial data represents the solution at early times, not necessarily at time zero). 
These issues will be discussed elsewhere. As new data are incorporated into the simulator, we 
update the initial data using an objective function. Before we formulate the objective function, we 
note that the formulated problem is ill-posed. Two facts can be attributed to this ill-posedness. 
First, the data gathered from the sensor measurements always contain some defects that come 
from factors such as human errors and inherent factory errors of the sensors. Second, the number 
of sensors that can be installed are limited, and in general are much fewer than the finite- 
dimensional space describing the initial data. For the latter, we can regularize the problem by 
using the prior information about the initial data. This prior information is the updated initial 
data. The penalization constants depend on time of update and can be associated with the 
relative difference between simulated and measured values. 
To formulate the objective function we introduce some notations. Let N~ be the number of 
sensors installed in various points in the porous medium and {xj }jY__~ 1denote such points. Let Nt 
r t )Nt denote be the number of how many times the concentration is measured in time and l k~k=l 
such time levels. Furthermore, Vj (tk) denotes the measured concentration at sensor located in xj 
and at time tk. We set 
M(7, tk) = {7j(t~), j = 1, . . .  ,N~}. (3.3) 
Furthermore, let tic C ~ be the predicted location at which the initial data exist inside the porous 
medium ~. Moreover, we denote by We, a finite-dimensional space that lives on ~ and let Nc 
be its dimension. The finite-dimensional space We is equipped with a set of linearly independent 
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functions that we denote by fCO(x~lNc Note that any function that belongs to W~ can be t i k ) J i= l "  
written as a linear combination of IC° (x  ~aN¢ Denote the initial data by l i k )S i= l "  
gc  
C°(x) = (3.4) 
i=1 
for some a = (~1, 62 , . . . ,  aN,).  Furthermore, let Ci(x, t) be the solution of (3.1) using an initial 
condition C°(x). Then, by superposition principle, the solution of (3.1) using C°(x) in (3.4) as 
an initial condition has the following form, 
Nc 
C(x, t) = E a~C,(x, t). (3.5) 
i=1  
The objective function which can be formulated in terms of a,  quantifies the difference between 
the measured concentration, M(3',t), and the simulated concentration, C(x, t ) .  In general, the 
number of the sensors are less than the dimension of Wc (i.e., N~ < N~). Hence, an attempt 
to minimize an objective function that only contains the difference between measurements and 
simulations will lead to an ill-posed problem. To regularize the problem, we add a penalty term 
that contains the prior information related to the initial data, and consider the following objective 
function, 
F : R Nc ---.4 R, (3.6) 
such that 
F (a )  --- E a iC i (x j ,  t) - 7j (t) + E hi (c~i - /3 , )  2 . (3.7) 
j= l  i=1  
Here, ~ = (~1, ~2, . . . ,  ~Nc) is the penalty coefficients for an a priori vector/3 = (/31,/32,.--,/3No)" 
This prior information will be updated during the simulation to achieve higher accuracy. Mini- 
mization of the target function (3.7) is done by setting, 
OF(a) _ O, m = 1, . . . ,  gc, (3.8) 
OCXm 
which gives the linear system, 
Aa = R, (3.9) 
where for m, n = 1 , . . . ,  No, 
gs 
Amn = ~¢m(X j , t )Cn(X j , t )+  
j= l  
(3.10) 
with  (~mn ---- 1 if m = n and zero otherwise, and 
Ns 
Rm = E Cm(xj, t )T j ( t )+  ~m/3m. (3.11) 
j= l  
Next, we present several numerical examples. We use ~ = [0, 1] x [0, t]. The boundary 
conditions in the subsurface flow for the pressure equation (3.2) are given pressure at the inlet 
and outlet edges (i.e., x = 0 and x = 1, respectively), and no flow at the bottom and top edges 
(i.e., z = 0 and z = 1, respectively). The permeabil ity k is generated with given correlation 
length l~ = 0.25 and Iz = 0.02, with a spherical variogram using GSLIB algorithms [9]. For 
the convection-diffusion equation (3.1), we set the diffusion coefficient D = 0.1 over all domain. 
We assume zero concentration at the inlet, bottom, and top edges, and a zero diffusion, i.e., 
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Figure 2. Concentration atseveral time levels. The (x) indicates the sensor location. 
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(DVC)  • g = 0, at the outlet edge, with ~ being the unit normal vector pointing outward on the 
outlet edge. The initial condition C°(x, z) is set to be nonzero in the region (0.2, 0.4) × (0.2, 0.4) 
and zero elsewhere. 
Both pressure and convection-diffusion equations are solved by the finite-volume method using 
rectangular grids• We discretize the domain into 100 × 100 elements, i.e., 100 elements in each 
direction. The sensors information are obtained from the concentration solved with the given 
"true" initial condition. We use time step At = 0.01. As mentioned earlier, the initial condition 
is nonzero in the region (0.2, 0.4) × (0.2, 0.4) and zero elsewhere in the domain. For the examples 
presented in this paper, we use initial condition shown on the right side of Figure 1. It has the 
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form, 
9 
C°(x, z) = ~ ci¢i(x, z), (3.12) 
i=1  
where ¢i(x, z) are the standard bilinear basis functions for nodes i = 1 , . . . ,  9. 
The data from measurement M(-y) are taken from multiple set of numerical simulations with 
the initial condition mentioned earlier. The measurement is assumed to be conducted at time 
level 
tl = 0.1, t 2 = 0.2, t3  = 0.3, and t4  = 0.4. 
A number of sensors are installed at various locations in the porous medium. Figure 2 shows 
the concentration profile at each of these time levels along with the sensor locations which are 
denoted by (x) indicator. 
Figure 3 shows the sequence of updated initial condition using smaller support prior. As the 
data is injected we solve the inverse problem and recover the new initial data• Then the obtained 
initial data is used as a prior for the initial data recovery. We observe that the initial condition 
obtained from the first update has larger support than the true initial condition. During further 
updates, we improve the accuracy of the recovered initial data. 
In addition to updating fl, we can update ~. In particular, K is increased uring the simulations 
to reflect the fact that the updated initial condition is a better representation of the true initial 
condition. In general, one can change ~ in various ways. In our examples, we update ~i by 
increasing ten times after each update. Figure 4 shows the updated initial condition with both fl 
0 = 2 x 10 -12 for all i, and and ~ updated for the case of larger support. The prior for n is ~i
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when updated it is multiplied by ten. The figure shows significant improvement on the predicted 
initial condition. 
As mentioned earlier, sensor measurements contain errors and uncertainties. In our numerical 
simulations, we can take into account hese uncertainties by sampling the sensor data from 
the known distribution. As a result, one obtains various realizations of the initial data. In our 
subsequent work [10], we will employ the least squares approach in developing Bayesian methods. 
To quantify uncertainties in the measurements and a priori knowledge about the initial data, the 
Markov Chain Monte Carlo method (MCMC) can be used. Because this method is expensive due 
to rejection of the proposals, we propose an approach that combines the least squares method with 
Bayesian approaches that will give high acceptance rates. This approach is directly applicable to 
nonlinear problems and the results will be presented in [10]. 
4. INTERPOLAT ION TECHNIQUES FOR DDDAS 
In this section, we will discuss an interpolation technique for multiscale problems. Because 
the locations of the sensors are sparse (i.e., the distance between the sensors are larger than 
the physical scale of the problem), one often needs to have some interpolation techniques for 
evaluating the data between the sensor points. The use of interpolation methods that do not 
represent the physical heterogeneities can cause large errors. In this section we will present a set 
of interpolation techniques that incorporate the physical heterogeneities into the interpolation 
operators. Such interpolation methods can be used in dynamic data driven simulations in calcu- 
lating the solution at the points different from the sensors. Moreover, this technique can be used 
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in initial recovery problem to represent the initial data in a multiscale basis. As a consequence, 
the parameter space becomes maller, and the inverse problem is more robust. 
The proposed interpolation is quite general and applicable to various classes of equations. We 
consider general nonlinear parabolic equations, 
0 
-~u~ = V .  (ac(x,t, uc,Vu~))+ao,~(x,t ,  ue, Vu~), in gt x [0,T], (4.1) 
where e indicates the presence of the small scales heterogeneities. This equation includes various 
physical process that occur in subsurfaces. Assume the domain is divided into the coarse grid 
such that the sensor points are the nodal points of the coarse grid. Note that we do not require all 
nodal points to be sensor locations. Further denote by S h the space of piecewise linear functions 
on this partition, 
Sh = {Vh E C°(ft) : the restriction vh is linear for each triangle K e Hh}. 
Our objective now is to map the function defined on S h to the fine grid that represents the 
heterogeneities. This grid is obtained from a priori information about he field using geostatistical 
packages. Denote by the operator E the mapping from the coarse dimensional space into the fine 
grid, 
E : sh - ,  v? ,  
which is constructed as follows. For each element in Uh E S h at a given time t,~ we construct 
space time function U~,h(x,t) in K × [tn, t~+l] such that it satisfies 
0 
= v .  (adx, (4.2) 
in each coarse element K, where U is the average of Uh. u~,U(x, t) is calculated by solving (4.2) on 
the fine grid, and thus it is a fine scale function. To complete the construction ofE, we need to set 
boundary and initial conditions for (4.2). One can set different boundary and initial conditions 
and this will give rise to different maps. We can take the boundary and initiM condition for 
the local problems to be linear with prescribed nodal values. These values are obtained from 
the sensor data, if available. If the sensor data is not available at some location we use the 
values obtained from the simulations. Different local boundary conditions can be also imposed 
and will be discussed later. For example, we can use the solution at earlier time to construct 
the boundary conditions for the local problem. We found this to be useful for two-phase flow 
simulations, where the streamlines do not change significantly. Using the pressure solution at 
time zero, we can construct the boundary conditions for the local problem. Mathematical spects 
of this interpolation operator, such as convergence, tc., are described in [11]. 
Once the solution at time t = t n is computed its values with sensor data at the sensor locations 
are compared. After changing the values of the solution, we interpolate it to the fine grid and use 
it for the next time step. At the last step, we use multiscale approach which is computationally 
efficient. In particular, the solution at the next time step is calculated based on 
j f  (Uh (X, tn+l) -- Uh (X, tn)) vh dx -[- ~___kK /t~ /K ((ae (x, t, rl, VUe,h) , VVh) 
+no, e (z,t,l], VUe,h)Vh) dxdt  = f dxdt. 
J t,~ 
Here, f~ refers to the spatial domain and K are the coarse elements. We would like to note that 
our approach as limitations and it is not applicable when there are large deviations between 
sensor data and the solution. 
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Figure 5. Comparisons ofthe average solutions across x and z directions for nonlinear 
case. The true field is consists of the realizations ofthree random fields as described 
above with different probabilities and a -- 1, while the same random fields with 
a = 2 are used for the simulations. Solid line designates the true solution, dotted 
line designates the solution obtained using our simulations with four updates, and 
the dashed line designates the solution that has not been updated. The 12 error 
between true and updated solution is five percent, while the error between the true 
solution and non-updated solution is nine percent. 
Next, we present some numerical results that  demonstrate the accuracy and l imitations of our 
proposed method. The systems we consider is the cross sections (in x - z) of the subsurface. 
All of the fine grid fields used in this study are 121 x 121 realizations of prescribed overall 
variance (a 2) and correlation structure. The fields were generated using GSLIB algorithms [9] 
with an exponential covariance model. In the examples below, we specify the dimensionless 
correlation lengths l~ and l~, where each correlation length is nondimensionalized by the system 
length in the corresponding direction. In the calculation below, we consider (4.1) with a fixed 
concentration and at the inlet edge of the model (x = 0) and a fixed concentration at the outlet 
edge (x = Lx) of the model. The top and bottom boundaries are closed to flow. Initially 
zero contaminant concentration is assumed in the domain. For comparison purposes, results 
are presented in terms of cross sectional averages and l~ norm errors. The computations are 
carried out till the final t ime t --- 0.1 with different frequency of updating. We consider nonlinear 
equations, 
Dtu~ = div (a~(x, u~)D~u~), 
where a~(x, 7/) = k~(x)/(1 + ~)~(~). k~(x) = exp(fl~(x)) is chosen such that  fl~(x) is a realization 
of a random field with the exponential vaxiogram and with some correlation structure, c~(x) is 
chosen such that c~e(x ) = k,(x)+ const with the spatial average of 2. For the numerical examples 
we will only specify fl~(x). We consider a case where three different heterogeneous fields with 
exponential variograms are used with different probabilit ies. In particular, the true field consists 
of l~ = 0.1, lz = 0.02 with probabil i ty 0.1, l~ = 0.2, lz = 0.02 with probabi l i ty 0.8, l ,  = 0.4, 
lz = 0.02 with probabi l i ty 0.1. For all these fields we take a = 1. For our simulations we use 
these random fields with a -- 2 and with different probabilit ies. In particular, we take the field 
with l ,  = 0.1, l~ = 0.02 with probabil i ty 0.3, l~ --- 0.2, l~ = 0.02 with probabi l i ty 0.4, l~ = 0.4, 
lz = 0.02 with probabil i ty 0.3. This is a typical field scenario when one does not know the 
probabi l i ty distr ibutions of the random fields. In our numerical example the sensor data is used 
four times during simulations, i.e., the frequency of updat ing is four. In Figure 5, we plot the 
average of the solutions. Solid line designates the fine scale (true) simulation results, while dotted 
line represents the results obtained using our methodology with four updating. The dashed line 
represents the simulation results with no updating. As we see from this figure the simulation 
with data updat ing performs better compare to that with no updating. The 12 error between the 
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true solution and the one corresponding with four updating is about five percent, while 12 error 
corresponding with no updating is almost nine percent. 
5. CONCLUSIONS 
In this paper, we describe how we are using dynamic data to drive a simulation. The data 
is transferred using a technique similar to Internet radio stations using a new, lossless data 
streaming method. The data is introduced into the simulation using new, inexpensive multiscale 
interpolation and geostatistical filtering methods. 
We monitor the error using a backward in time analysis method. We are able to continuously 
update a sliding window in time of predictions. By correcting the earliest data in this window 
we can continuously improve the predictions that we will carry forward in time. This allows us 
to reduce both local and global errors so that we can run the simulations far longer without a 
restart than is the case normally. 
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