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ABSTRACT
We study the cohomology of certain recently developed moduli spaces of mixed
characteristic shtukas, which act as representation spaces for certain Lie groups and
Galois groups. These spaces generalize Rapoport-Zink spaces, which provided a nat-
ural framework for studying moduli spaces of p-divisible groups. To construct them,
one inputs the datum of a Lie group, a particular cocharacter for a maximal torus
inside that group, and suitable data for a “G-isocrystal.” In particular, for a judi-
cious choice of this datum for the group GLn, one recovers the Lubin-Tate tower at
infinite level, whose cohomology is used to realize the transfer functors predicted by
the Local Langlands Correspondence, which connect certain representations of the
Lie group to representations of a Galois group. In this new setting, we discuss how
some conjectures on the cohomology of Rapoport-Zink spaces at infinite level can
be generalized to the setting of shtukas. We are particularly interested in the sit-
uation where the datum used to construct the spaces includes a cocharacter which
is not minuscule, as the corresponding shtuka spaces have no classical analogue in
the setting of Rapoport-Zink. In particular, when the Lie group involved is GLn, we
demonstrate how the Kottwitz and Harris-Viehmann conjectures for Rapoport-Zink
vii
spaces constructed via minuscule cocharacters implies similar conjectures about the
cohomology of moduli spaces of shtukas. Our techniques rely crucially on very recent
progress on the “Geometrization of the Local Langlands Program.” In particular,
the cohomological computations required to relate the conjectures will involve an in-
terpretation using geometric Hecke operators, and this work will outline an intimate
connection to Fargues’s conjectures on the existence of Hecke eigensheaves on the
stack of vector bundles on the Fargues-Fontaine curve. Our main results include a
careful verification of the existence of a Hecke eigensheaf on the stack of rank 2 vector
bundles on the curve associated to a supercuspidal representation of GL2(Qp), with an
argument that works more generally given the validity of the classical conjectures for
GLn. Arguments that such a connection with Hecke eigensheaves go back to Fargues’s
original outline of his Geometrization program, but at the time lacked a sufficiently
developed theory of diamonds and v-stacks to give a fully rigorous verification and
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Let N ∈ N. The space of cuspforms Sk(Γ1(N)) has an action by the Hecke algebra
generated by Tn and 〈n〉 for n ∈ N. These satisfy the relations Tnm = TnTm for
(n,m) = 1 and Tpr = TpTpr−1 − pk−1〈p〉Tpr−2 when p is prime not dividing N , r ≥ 2
(cf. (Diamond and Shurman, 2005)). We also have the diamond operators satisfy
〈nm〉 = 〈n〉〈m〉 unconditionally. In other words, the Hecke and diamond operators
for primes can be used to recursively generate all of the others. We call f a Hecke
eigenform if f is an eigenfunction under all of these operators. The relations between
Hecke operators imply the following simple principle:
Theorem 1.1.1 (“Recursion Principle”). Any f ∈ Sk(Γ1(N)) is a Hecke eigenform
if and only if it is an eigenform for Tp and 〈p〉 for all primes p.
We can view f as an automorphic form for GL2, in which case there is a corre-
sponding automorphic representation. The local component at p with p - N then
admits an action of a local (spherical) Hecke algebra
H = C∞c (GL2(Zp)\GL2(Qp)/GL2(Zp),Q`)
of smooth compactly supported functions on the double quotient of GL2(Qp). Choos-
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ing a Haar measure µ on GL2(Qp) induces a convolution product on H given by





where f1 and f2 are viewed as functions on GL2(Qp), which makes H a unital com-
mutative algebra (cf. (Bushnell and Henniart, 2006)). This is compatible with the
action of the global Hecke algebra in the sense that
Tp ↔ χ(1,0), 〈p〉 ↔ χ(1,1),
where χ(−a,−b) is the indicator function on the double coset represented by the diagonal
matrix with entries pa, pb, induces a homomorphism between H and the subalgebra
of the global Hecke algebra generated by Tp and 〈p〉. This amounts to verifying that
χ(1,0) and χ(1,1) satisfy the same recursion relations as Tp and 〈p〉.
The Satake isomorphism (cf. (Satake, 1963), (Gross, 1998)) provides another
perspective by explaining why χ(1,0) and χ(1,1) generate H. Let T ⊂ GL2 be the
maximal torus of diagonal matrices, and let X•(T ) be the lattice of cocharacters









By the theory of elementary divisors, every double coset in GL2(Zp)\GL2(Qp)/GL2(Zp)





with a ≥ b. This gives a map
X•(T ) ∼= Z2 → H via (a, b) 7→ χ(a,b).
Let R be the representation ring of GL2, which is its own dual group. Then
every element of X•(T )
+, the subset of positive dominant cocharacters relative to
the Borel of upper triangular matrices (i.e. (a, b) with a ≥ b ≥ 0), corresponds to
a unique irreducible algebraic representation V−µ of GL2 having highest weight −µ
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(the negation arising from passing to the dual group).
The Satake isomorphism in this setting then states the map R → H sending Vµ
to χ−µ induces an isomorphism of algebras. Hence the fact that Tp and 〈p〉 generate
H is a reflection of the fact that V(1,0) = Std and V(1,1) = det Std generate R, and
the recurrence relations for Tpr can be read from the corresponding relations between
representations of GL2. Here Std is the standard tautological representation coming
from the identity map GL2 → GL2.
These local Hecke algebras play a critical role in understanding the local compo-
nents of automorphic representations, and recently there has been progress in “ge-
ometrizing” the objects of the classical theory. This technique had been used by
Deligne (see e.g. (Tóth, 2011) for a survey) to give a geometric proof of class field
theory for global function fields. Later, Drinfeld (cf. (Drinfel’d, 1983)) used geo-
metric ideas to prove the “Galois to automorphic” direction of the global function
field Langlands correspondence for GL2. These techniques have enjoyed wild success
as further developments allowed for more general Langlands correspondences to be
proven in the function field setting.
Both situations described require an interpretation of
GLn(K)\GLn(AK)/GLn(ÔK) = Bunn(X)(k)
as a moduli space of rank n vector bundles on the smooth projective curve X over
the finite field k corresponding to the global function field K. This can be thought
of as a higher dimensional analogue of the familiar relation between the idèle class
group and the Picard group of the ring of integers in a global number field. In ad-
dition, (unramified) Galois representations of GK correspond to representations of
πét1 (X), the latter of which are in canonical bijection with local systems on X (with
the étale topology). Given a local system on X then, one attempts to use this infor-
4
mation to construct sheaves on this moduli space whose corresponding function under
Grothendieck’s function-sheaf dictionary is an automorphic form which corresponds
to the original Galois representation in the way predicted by the Langlands program.
Recently, geometrization techniques for the Local Langlands program for p-adic
fields have been developed. The Fargues-Fontaine curve X, described in (Fargues and
Fontaine, 2018), is meant to play the role of the smooth projective curve appearing in
the story for a global function field, but in the setting of local p-adic fields. Fargues (cf.
(Fargues, 2016a)) then describes conjectures about X and a stack BunG associated to
any reductive group G over a p-adic field. He uses the theory of the curve to provide
a new proof of local class field theory (cf. (Fargues, 2020)) in the style of Deligne.
These conjectures rest on the theory of perfectoid spaces and diamonds developed
by Scholze in (Scholze, 2017) and (Scholze and Weinstein, 2020). More recently,
Fargues-Scholze (Fargues and Scholze, 2021) have announced significant progress on
this geometrization project, including a proof of a “Geometric Satake isomorphism”
paralleling the classical one described above. Their work also allows for the precise
definition of the geometrization of Hecke operators in this setting.
The goal of this paper then is to provide a geometrization of the Recursion The-
orem (1.1) described here. (The precise statement is given by Corollary 4.7.7.) In
particular, we show when G = GLn /E that if a sheaf on BunG is an “eigensheaf” for
the Hecke operators corresponding to minuscule cocharacters of G, then it must be
an eigensheaf for all of the Hecke operators. This has a close relationship with the
Kottwitz and Harris-Viehmann conjectures concerning the cohomology of Rapoport-
Zink spaces. As a corollary, we obtain the existence of Hecke eigensheaves on BunGL2
associated to any supercuspidal representation of GL2(E) due to known results for
the Kottwitz and Harris-Viehmann conjectures in this case, which then yield gener-
alizations of those conjectures using the “Recursion Principle.”
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The structure of the thesis is as follows. Chapter 2 includes a review of some of
the recent developments of the theory of perfectoid spaces, and their generalization
to diamonds and v-stacks. These provide the correct geometric framework to view
the objects discussed above. They can be thought of as a special incarnation of the
idea of “p-adic manifold,” a concept which has experienced a variety of realizations
over the past century. These have found a multitude of applications in modeling the
moduli spaces that arise when naturally considering the ideas presented here. The
chapter also includes a primer on how cohomology of these spaces can be computed
in a systematic way mirroring the standard techniques, and a few lemmas are pre-
sented and proven which are similar to classical results but not necessarily appearing
elsewhere in the context of these sorts of p-adic manifolds.
In Chapter 3, we recall some of the theory of the Fargues-Fontaine curve and
related ideas. This curve shares a special relationship to the field of p-adic numbers
very similar to that between a smooth projective curve over a finite field and its field of
rational functions. We also recall a few ideas from representations of algebraic groups
and isocrystals which are important for using combinatorial data to understand vector
bundles and their modifications.
In Chapter 4, we talk about the moduli stack of vector bundles on the Fargues-
Fontaine curve (BunG) and related spaces. This includes the BdR-affine Grassman-
nian, which is analogous to the classical affine Grassmannian appearing in the usual
Geometric Langlands Program. This space has important subspaces analogous to
Schubert varieties in the classical theory, which allows for the eventual statement of
the Geometric Satake theorem in this setting. With that, we can define geometric
Hecke operators using certain “intersection cohomology complexes,” or IC-sheaves,
which act as a geometrization of a kernel for defining an integral operator. When
viewing proper pushforward of a sheaf as a geometrization of integration, this gives
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a conceptual motivation for defining geometric Hecke operators using an analogue of
the usual Hecke correspondence.
In Chapter 5, we finally introduce moduli spaces of shtukas (in this mixed char-
acteristic setting, as opposed to the theory which has been well-studied in the equal
characteristic function field setting). We recall how they relate to Rapoport-Zink
spaces through work of Scholze-Weinstein, and state some of the classical conjec-
tures regarding these spaces. After a suitable generalization of those conjectures,
we prove one of the main results of this thesis (Theorem 5.6.4) which relates those
generalized conjectures to the existence of Hecke eigensheaves on BunG through a
careful cohomological computation. After this, we deduce the generalized Kottwitz
and Harris-Viehmann conjectures for all cocharacters of GL2 using the known results
in the minuscule cases (see Corollary 5.7.6), along with the “Recursion Principle”
outlined above, whose geometric realization appears as Corollary 4.7.7.
1.2 Historical Notes
This work originally grew out of a question from the 2017 Arizona Winter School on
Perfectoid Spaces where David Hansen and Jared Weinstein asked whether one could
relate shtukas for minuscule cocharacters to those for non-minuscule cocharacters, in
a concrete way. In this context, a shtuka is an injective map of vector bundles on the
Fargues-Fontaine curve X with cokernel supported along a divisor, with some extra
conditions. One can classify simple vector bundles on X so that they are parametrized
by rational numbers which encode their “slopes” in the same way isocrystals are
parametrized by Newton polygons. As a curve, X is defined over Qp, so one can
imagine a bundle of slope r/s as taking a degree s extension E of Qp, and then
pushing forward a line bundle “O(r)” forward under the map X ×Qp E → X, similar
to how one might create rank s vector bundles on P1Qp with degree r. (See section 3.4
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for precise definitions.)
Specifically, the situation from AWS was as follows: for G = GL2 and µ the





, we have a moduli space M1 of modifications of
vector bundles O2 → O(1/2) and M2 of modifications O(1/2) → O(1)2 such that
the cokernel is “bounded of type µ,” which in this case is a vacuous condition. If
one considers then a moduli space M of modifications O2 → O(1)2, then there is a
clear map M1 ×M2 → M via composing the maps between vector bundles. The
spaces M1 and M2 have a close relationship with the Lubin-Tate tower at infinite
level for GL2, so their cohomology is more easily understood. The goal then would
be to translate this understanding into understanding the cohomology of M.
Using period maps one can relate spaces like M to Grassmannians, and one can
hope to appeal to their simpler structure to help the situation. In particular, a
conjectural geometrization of the Satake isomorphism seemed crucial in trying to
make the sketch above into an actual theorem. At the time this project started, there
were many conjectures on what should be true without rigorous proofs. We now
mention some developments since then. In 2019, Imai used a similar approach with
a form of a conjectural Geometric Satake theorem to prove the Kottwitz conjecture
for GL2 and some special cases for GLn (cf. (Imai, 2019)). More recently, in 2021
Fargues-Scholze have released a proof of the Geometric Satake isomorphism, building
the foundation of a rigorous framework to realize Fargues’s original program (cf.
(Fargues and Scholze, 2021)). In addition, Hansen has recently announced a proof of
the Kottwitz conjecture for GLn using global methods.
This work fits into this story in the following way. First, we provide an alterna-
tive proof to Imai for the Kottwitz conjecture for GL2, and spell out explicitly the
relationship to Hecke eigensheaves and the Harris-Viehmann conjecture. This makes
explicit use of the developments of Fargues-Scholze in precisely defining ICµ sheaves
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and other notions. Second, the proof works generally for GLn (if provided the validity
of the classical Kottwitz conjecture for GLn) and the strategy will be stated in further
generality for other reductive groups in a future work. We also remark that although
global methods are the only known way at the moment in verifying the “base cases”





In this chapter, we will study the various p-adic manifold objects which provide the
appropriate context to discuss the moduli spaces mentioned in the introduction. The
material of this chapter primarily follows (Scholze and Weinstein, 2020) and (Scholze,
2017).
2.1 Perfectoid Spaces
To do p-adic geometry, we would like our spaces to have rings of functions which re-
member their natural p-adic topology. In classical scheme theory, all rings are discrete.
Instead, we enlarge the category of schemes to handle this additional information.
Definition 2.1.1. A topological ring R is called Huber if it has an open subring which
has the I-adic topology for a finitely generated ideal I. We call (R,R+) a Huber pair
if R is Huber and R+ ⊂ R is an open, integrally closed subring of powerbounded
elements.
Example 2.1.2. The Tate algebra (R,R+) = (Qp〈T1, . . . , Tn〉,Zp〈T1, . . . , Tn〉) gives
us a Huber pair.
Example 2.1.3. If R is a Huber ring, then one can take R+ = R◦, the ring of
powerbounded elements, to get a Huber pair (R,R◦).
These pairs of rings act as the data of “functions on a space” for the type of p-adic
manifold we will use in this thesis.
Definition 2.1.4. Let (R,R+) be a Huber pair. Then the corresponding (affinoid)
adic space will be denoted Spa(R,R+). This is the space of equivalence classes of
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continuous valuations v on R with v(R+) ≤ 1 equipped with the topology gen-
erated by rational subsets. It has a structure sheaf O with subsheaf O+ so that
O(Spa(R,R+)) = R and O+(Spa(R,R+)) = R+.
A general adic space is a ringed space (with structure sheaves O and O+) which
is locally isomorphic to one of the form Spa(R,R+). If X is an adic space, we will
write |X| for the underlying topological space.
Remark 2.1.5. For us, all Huber pairs will be sheafy, namely that the natural
structure sheaf on Spa(R,R+) is actually a sheaf.
Remark 2.1.6. If X is affinoid, then |X| is a spectral space, i.e. homeomorphic to
the spectrum of a ring. In particular, |X| is quasicompact.
Remark 2.1.7. If R is a Huber ring, we will sometimes write Spa(R) for Spa(R,R◦).
Example 2.1.8. If (K,K+) is a Huber pair with K a topological field, then X =
Spa(K,K+) has |X| just a point.
Example 2.1.9. If K is a nonarchimedean local field, then X = Spa(OK ,OK) con-
sists of two points: |X| = {η, s} where η is the usual p-adic valuation, and s is the
trivial norm pulled back under the reduction map OK → OK/mK .
Example 2.1.10. Using the Tate algebra example, Spa(Qp〈T1, . . . , Tn〉,Zp〈T1, . . . , Tn〉)
is the adic space incarnation of the usual p-adic n-disk.
We will find two more definitions useful in our p-adic geometry discussions.
Definition 2.1.11. A Huber ring R is Tate if it contains a pseudouniformizer, i.e.
an element $ which is a topologically nilpotent unit.
Definition 2.1.12. Let X = Spa(R,R+) be an adic space. We say v ∈ X is non-
analytic if the kernel of v is open in R. Otherwise we say v is an analytic point of X.
We call X analytic if all points are analytic.
Example 2.1.13. If K is a p-adic field, then any Huber ring R which is a K-algebra
is automatically Tate. One can take $ = p ∈ K ↪→ R as a pseudouniformizer.
Perfectoid spaces are a special type of adic space, which can be locally defined
using a special type of Huber pair.
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Definition 2.1.14. Let R be a complete Tate ring. We say R is perfectoid if R◦ is
bounded, and there exists $ ∈ R a pseudouniformizer with $p | p and
Φ : R◦/$ → R◦/$p
an isomorphism, where Φ is the Frobenius map x 7→ xp. An adic space X is a
perfectoid space if X admits a covering by Spa(Ri, R
+
i )’s with each Ri perfectoid.
Remark 2.1.15. By (Scholze and Weinstein, 2020) Theorem 7.1.1, if R is perfectoid
then (R,R+) is automatically sheafy, so one can always form the corresponding adic
space Spa(R,R+).
Perfectoid spaces make a full subcategory of adic spaces which we denote by Perfd.
We will use the notation Perf for the category of perfectoid spaces in characteristic
p. As usual, we write PerfS for the slice category relative to S ∈ Perf.
Remark 2.1.16. These categories are quite large, so the skeptical reader may have
set-theoretic concerns. To adequately address these, we will follow the conventions in
(Scholze, 2017) [Sec. 4] in which an appropriately large cardinal κ is used to bound
the size of |X| for all perfectoid spaces X, along with the size of A if Spa(A,A+) ⊂ X.
This cardinal κ is chosen so that usual set theoretic constructions, e.g. forming power
sets, products, etc. still have cardinality bounded by κ, so we will make no further
reference to this issue. All definitions and results can be shown to be independent of
the choice of κ.
In order to do interesting geometry with these spaces, we will need some of the
usual topological notions, along with a generalization that works specifically well in
this setting.
Definition 2.1.17. Let f : Y → X be a map of perfectoid spaces.
1. We say f is injective if for any perfectoid space Z, we have the induced map f∗ :
Hom(Z, Y )→ Hom(Z,X) is injective. We say f is an (open/closed) immersion
if it is injective, and |f | : |Y | → |X| is an (open/closed) immersion.
2. We say f is finite étale if for all affinoid Spa(R,R+) ⊂ X the preimage
f−1(Spa(R,R+)) = Spa(S, S+)
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is affinoid with S a finite étale R-algebra, and S+ the integral closure of R+ in
R.
3. More generally, the map f is étale if for all y ∈ Y , there exists open subsets
V ⊂ Y and U ⊂ X with y ∈ V such that f(V ) ⊂ U and f : V → U factors as
an open immersion followed by a finite étale morphism.
4. We say f is affinoid pro-étale if X and Y are affinoind, and f = lim←−i fi for
fi : Yi → X étale with Y = lim←−i Yi and each Yi is affinoid perfectoid.
5. More generally, we say f is pro-étale if for every y ∈ Y there exists open subsets
y ∈ V ⊂ Y and U ⊂ X with f(V ) ⊂ U and f |V : V → U is affinoid pro-étale.
These can be used to define a few different topologies on Perfd.
Definition 2.1.18. Let {fi : Ui → X} be a collection of maps of perfectoid spaces
which are jointly surjective. The following sites with underlying category Perfd are
defined by the conditions which make the collection fi a cover:
1. the analytic site: each fi is an open immersion.
2. the étale site: each fi is étale.
3. the pro-étale site: each fi is pro-étale, and for all U ⊂ X quasicompact open,
there exists a finite index set J ⊂ I and quasicompact opens Vj ⊂ Uj for j ∈ J
such that U = ∪j∈Jfj(Vj).
4. the v-site: for all U ⊂ X quasicompact open, there exists a finite index set
J ⊂ I and quasicompact opens Vj ⊂ Uj for j ∈ J such that U = ∪j∈Jfj(Vj).
Write X∗ for the category PerfdX with the topology ∗ ∈{an, ét, pro-ét, v}.
In the hierarchy above, each topology is strictly finer than the preceding one,
giving morphisms of sites:
Xv → Xpro−ét → Xét → Xan
where each subscript has the obvious meaning.
A fundamental aspect of the study of perfectoid spaces is tilting.
13





with the limit topology. This is endowed with a ring structure where multiplication





We write the projection onto the first factor R[ → R by x 7→ x].
Proposition 2.1.20. The addition defined above endows R[ with the structure of a






Proof. See (Scholze and Weinstein, 2020) Lemma 6.2.2.
We can perform the tilting process for a general perfectoid space.
Definition 2.1.21. Let X = Spa(R,R+) be a perfectoid space. Then we write
X[ = Spa(R[, R+,[). In general, if X is covered by Spa(Ri, R
+
i ) then write X
[ for the
perfectoid space obtained by tilting each Spa(Ri, R
+
i ) and gluing in a similar fashion.
Proposition 2.1.22. Let X = Spa(R,R+) be a perfectoid space. Then there is a
natural continuous map of topological spaces from |X| to |X[| given by v 7→ v[ where
v[(f) := v(f ]) for v ∈ X and f ∈ R[.
This induces a homeomorphism |X| ∼= |X[| for general perfectoid spaces.
Proof. See (Scholze, 2012) Theorem 6.3.
Thus X and X[ share an underlying topological space. In fact they share a lot
more information than just that.
Proposition 2.1.23 (Tilting Equivalence). Let R be a perfectoid ring. Tilting in-
duces an equivalence of categories between perfectoid R-algebras and perfectoid R[-
algebras via S 7→ S[. This extends to an equivalence of categories between PerfdX
and PerfX[.
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Proof. See (Scholze, 2012) Theorem 5.2.
In fact, this statement can be refined to line up étale covers on each side.
Proposition 2.1.24 (Almost Purity). Tilting induces an equivalence of étale sites
Xét ∼= X[ét sending Y → X to Y [ → X[.
Proof. See (Scholze, 2012) Theorem 7.2.
Tilting then gives us a bridge from characteristic 0 objects to characteristic p
objects in a way that lines up useful information. We will see the other direction, the
process of “untilting” also plays a major role in the theory.
Definition 2.1.25. Let X be a perfectoid space in characteristic p. We say (Z], ι) is
an untilt of X if Z] is a perfectoid space and ι : (Z])[ → X is an isomorphism. We
also write Z] = (Z], ι) is an untilt of X to ease notation.
Example 2.1.26. Let K = Fp((t1/p
∞
)) (t-adically completed). Then the fields K]1 :=
Qp(ζp∞) and K]2 := Qp(p1/p
∞
) (both p-adically completed) provide examples of two
(non-isomorphic) untilts of K.
2.2 Diamonds
In studying moduli problems in algebraic geometry, algebraic spaces have been used
as a tool for enlarging the category of representable functors to include those which
are represented by schemes modulo a mild equivalence relation. For example, Artin’s
criterion provides some simple conditions on when a moduli functor is represented by
an algebraic space. In the theory of perfectoid spaces, diamonds were invented to play
a similar role as algebraic spaces. In contrast with the classical theory, in practice
diamonds are much more plentiful, generalizing at once the category of analytic adic
spaces over Zp and the category of compact Hausdorff spaces. Diamonds are directly
analogous to the algebraic space definition as quotients of perfectoid spaces, but by
a pro-étale equivalence relation.
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For schemes, this is achieved by passing from a scheme X to its functor of points
hX via the Yoneda embedding. Then one can take certain quotients of hX as a sheaf
on the étale site to create algebraic spaces. We mimic this construction for perfectoid
spaces.
Throughout, when talking about sheaves on (the pro-étale site) Perf, we will freely
use the Yoneda embedding to talk about a perfectoid space X as a sheaf on Perf.
Definition 2.2.1. A pro-étale sheaf D on Perf is called a diamond if D = X/R where
X is a perfectoid space, and R is a pro-étale equivalence relation on X. This means
R ⊂ X ×X with pri : R→ X pro-étale for each projection.
As usual, we can talk about morphisms between diamonds having properties fa-
miliar from morphisms between perfectoid spaces.
Definition 2.2.2. We say a map between diamonds f : D′ → D has property P if
for any map Y → D from a perfectoid space Y , then fiber product Y ′ := D′ ×D Y is
a perfectoid space, and the map Y ′ → Y has property P , for the following values of
P :
• P = (open/closed) immersion;
• P = finite étale;
• P = étale (if f is also locally separated: e.g. f is separated over some open
cover of D′);
• P = closed immersion (if we only require “Y is totally disconnected”);
Furthermore, we say f is separated if ∆f : D′ → D′ ×D D′ is a closed immersion.
An important feature about diamonds is that they come with some underlying
structure.
Proposition 2.2.3. Let D be a diamond with presentation D = X/R. Then |D| :=
|X|/|R| is independent of the choice of presentation.
Proof. See (Scholze, 2017) Proposition 11.13.
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Hence it makes sense to talk about the underlying topological space of a dia-
mond. Unlike the theory of schemes, the topological space associated to a diamond
D plays a fundamental role in understanding its geometry. In particular, we have
some nice theorems about how open and closed subspaces related to open and closed
subdiamonds.
Proposition 2.2.4. Let D be a diamond. If D′ ⊂ |D| is a locally closed and gener-
alizing subspace, then there exists a diamond D′ with a locally closed immersion into
D characterized by the property: for any perfectoid S → D, the map on diamonds
factors through D′ if and only if the map on topological spaces factors through D′.
Proof. See (Hansen, 2016) Theorem 2.42.
A natural source of diamonds comes from adic spaces, as demonstrated by the
following proposition.
Proposition 2.2.5. Let X be an analytic adic space over Spa(Zp). Define the pre-
sheaf on Perf by
X♦(T ) = {(T ], f : T ] → X)}
where T ] is an untilt of T and f is a map of adic spaces. Then X♦ is a diamond.
Proof. See (Scholze, 2017) Lemma 15.6.
When X = Spa(R,R+) is affinoid, we will sometimes write Spd(R,R+) or just
Spd(R) for Spa(R,R+)♦.
This can be thought of as a generalized tilting procedure, as the next example
demonstrates.
Example 2.2.6. Let X be a perfectoid space. Given T ∈ Perf, we have X♦(T )
parametrizes maps T ] → X where (T ])[ ∼= T . But by the tilting equivalence
(Theorem 2.1.23), maps T ] → X are in bijection with (T ])[ = T → X[. Hence
X♦(T ) ∼= X[(T ), so X♦ ∼= X[.
Sending an analytic adic space to its associated diamond also preserves other
properties preserved by tilting.
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Proposition 2.2.7. Let X be an analytic adic space over Zp. Then |X| ∼= |X♦|.
Proof. See again (Scholze, 2017) Lemma 15.6.
We will see that in fact étale sites make sense for diamonds, and the étale sites of
X and X♦ will be equivalent.
The category of diamonds is a bit too large to be amenable to study. For exam-
ple, it contains the category of compact Hausdorff topological spaces. Because we
would like to study objects that resemble p-adic manifolds, we will make some mild
topological assumptions on our diamonds to be able to develop the theory.
Before going further, however, we need to recall a very general definition for a
sheaf on a site to be quasicompact/quasiseparated.
Definition 2.2.8. Let T be a topos, e.g. for us, this will be the category of sheaves
on Perf with respect to one of the topologies previously defined.
1. (Quasicompact Object) X ∈ T is quasicompact (qc) if for any collection of
jointly surjective maps fi : Xi → X with Xi ∈ T, i ∈ I, there exists a finite
index subset J ⊂ I with fj : Xj → X jointly surjective.
2. (Quasiseparated Obect) X ∈ T is quasiseparated (qs) if for all qc Y, Z ∈ T with
maps to X, we have Z ×X Y is also qc.
3. (Quasicompact Morphism) A morphism f : X → Y is qc if for all qc Z ∈ T ,
the product Z ×X Y is qc.
4. (Quasiseparated Morphism) A morphism f : X → Y is qs if ∆f : X → X×Y X
is qc.
An object/morphism is called qcqs if it is both qc and qs.
Hence it makes sense to describe a diamond as qc or qs. The key definition that
makes a diamond “resemble a p-adic manifold,” i.e. arising from the world of adic
spaces, is the following.
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Definition 2.2.9. We call a diamond D spatial if it is qcqs and |D| has a basis of
opens |U | arising from qc open immersions U → D. We say D is locally spatial if it
admits an open cover by spatial diamonds.
The comment about how this relates to things resembling adic spaces is justified
by the fact that the underlying topological space of a spatial diamond is spectral
(cf. (Scholze, 2017) Prop. 11.18), so this class of diamonds rules out most compact
Hausdorff spaces, for example.
The topologies associated with a perfectoid space extend naturally to diamonds,
and we will denote them similarly, e.g. Dv,Dpro−ét,Dét.
We recall an important class of perfectoid spaces, used heavily in descent argu-
ments about diamonds.
Definition 2.2.10. Let X be a qcqs perfectoid space.
• X is totally disconnected if every (analytic) open cover of X splits, i.e. tUi → X
admits a section for Ui an open cover of X.
• X is strictly totally disconnected if every étale cover of X splits.
One can relate these notions to more classical ones of connectedness e.g. via the
following.
Proposition 2.2.11. Suppose X is a qcqs perfectoid space. Then X is strictly totally
disconnected if and only if the connected components of X are of the form Spa(C,C+)
with C an algebraically closed field.
Proof. See (Scholze, 2017) Proposition 7.16.
Their claim to playing a fundamental role in the story of descent for diamonds is
justified by the next lemma.
Lemma 2.2.12. Let X be an affinoid perfectoid space. There exists a strictly totally
disconnected space X̃ with a pro-étale universally open surjection X̃ → X.
Proof. See (Scholze, 2017) Lemma 7.18.
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Remark 2.2.13. When first learning topology, one appreciates the value of connect-
edness in gluing continuous functions which agree on overlaps to get a new function on
their union, a simple example of the descent philosophy in doing topology/geometry.
But when a space is very disconnected, open subsets often do not intersect, and gluing
is too trivial to yield interesting geometric theorems. Hence in trying to do p-adic
geometry, one is met with the challenge of creating an interesting sheaf theory out of
objects which a priori are totally disconnected. This led to the development of rigid
geometry, Berkovich spaces, and adic spaces.
The reader may find it amusing then to see that totally disconnected spaces return
to play a pivotal role in helping to understand the geometry of these new p-adic
manifolds, created to avoid this exact “deficiency” of lacking suitable connectivity
properties! This is sometimes compared to the fact that any compact Hausdorff
space admits a presentation as a reasonable quotient of a totally disconnected space.
Lastly, we close this section with a brief discussion about a generalization of
diamonds.
Definition 2.2.14. A small v-stack X is a category fibered in groupoids over PerfS
with the v-topology satisfying the usual gluing properties, and admitting surjections
from perfectoid spaces Y → X and Z → X ×S X. Here Y and Z are interpreted as
v-stacks in the usual way as PerfY and PerfZ . We say a map X → Y is representable
in (locally spatial) diamonds if for any diamond D → Y , the pullback D′ = D×Y X is
a (locally spatial) diamond. We say a map X → Y which is representable in (locally
spatial) diamonds has property P if its pullback under any map from a diamond to
the target does.
These will arise primarily in the following way for us.
Proposition 2.2.15. Let X be a diamond, and G a locally profinite group acting on
X. Then [X/G] is a small v-stack.
Proof. Taking a perfectoid cover Y → X gives the surjection Y → X → [X/G], and
we have X ×[X/G] X = X ×G also has perfectoid cover Y ×G. That [X/G] satisfies
the usual gluing properties follows from v-descent for G-torsors.
We extend the notions of topologies and sheaves on small v-stacks. Much of the
theory carries over readily to this setting.
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2.3 Cohomology
In order to study the cohomology of diamonds, we adopt the modern perspective
that cohomology arises from derived categories and derived functors. In particular,
we will use the general framework that if A is an abelian category, then we can form
D(A), its derived category. The objects of this category are complexes of objects in
A, but maps are now a bit different than just morphisms of chain complexes. Indeed,
one formally inverts quasi-isomorphisms, those maps which induce isomorphisms on
cohomology, which reflects the desire that one ultimately cares about the cohomology
of certain complexes.
In particular, if X is a site, one writes D(X) for D(Sh(X)), the derived category
of the abelian category of sheaves (of abelian groups) on X. If Λ is a ring, one writes
D(X,Λ) for the derived category of sheaves of Λ-modules on X.
In the previous section, we saw a few examples of sites associated with a diamond.
Unfortunately taking naive derived categories of each of these is not well-behaved,
so a small modification will be made to define the appropriate derived categories
associated to each of these.
Definition 2.3.1. If X is a strictly totally disconnected perfectoid space, define the
usual derived category of Λ-modules over X:
D(Xét,Λ) ⊂ D(Xv,Λ).
If Y is a diamond, then define Dét(Y,Λ) as the full subcategory of D(Yv,Λ) of com-
plexes A such that for all totally disconnected perfectoid spaces f : Ỹ → Y one has
f ∗A ∈ D(Ỹét,Λ), the usual derived category of Λ modules on the étale site of Ỹ .
Remark 2.3.2. Note the difference in notation: D(Yét,Λ) is the usual derived cat-
egory of the étale site, but Dét(Y,Λ) is defined somewhat indirectly using the v-site
and strictly totally disconnected spaces. This subtle difference, though inessential to
understanding this text, deserves a slightly longer explanation.
The quick summary is that if Y is locally spatial, then Dét(Y,Λ) is the “left-
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completion” of D(Yét,Λ). So one could view this as fixing a deficiency of the naive
derived category. A more sophisticated interpretation involves ∞-categories. Given
an abelian category A, one creates the derived ∞-category D(A), which is a cer-
tain category enriched in the category of topological spaces. In particular, one can
form its homotopy category hD(A), which preserves objects and defines morphisms
via HomhD(A)(X, Y ) = π0(HomD(A)(X, Y )). One can then more canonically present
Dét(Y,Λ) = hD(Yét,Λ). This latter viewpoint also plays an essential role in creating
certain adjoints needed for the six-functor formalism, using a theorem of Lurie for
creating adjoints of functors between ∞-categories.
Given the appropriate definitions for the derived category of a diamond, there
exists an analogue of the Grothendieck six-functor formalism in this setting, which
form the primary toolkit for all cohomological computations. Before stating it, we
need a few more definitions.
Definition 2.3.3. Let f : Y → X be a map of diamonds.
• Then f is proper if it is quasicompact, separated, and universally closed.
• We say f is partially proper if f is separated and satisfies the following valuative
criterion: for any Tate ring R with open integrally closed bounded subring




there exists a dotted area making the diagram commute.
• The map f is said to be compactifiable if it factors as an open immersion followed
by a partially proper morphism.
A more colloquial way to think about the partially proper condition is that (R,R+)
points of Y over X are independent of the choice of R+. In such a situation, one may
write Y (R) = Y (R,R◦) in place of Y (R,R+).
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Remark 2.3.4. A similar valuative criterion for a map to be proper can be found in
(Scholze, 2017) Proposition 18.3.
Before defining our cohomology with compact support functors, we need a notion
of relative dimension of a map in this setting.
Definition 2.3.5. The following define a notion of relative dimension of morphisms.
• Let C ⊂ C ′ be algebraically closed complete nonarchimedean fields. Then the
topological transcendence degree tr .c(C ′/C) ∈ Z∪{∞} is the smallest integer n
for which there exists C ⊂ F ⊂ C ′ with F dense in C ′ and F/C of transcendence
degree n.
• We use a variant of the previous definition t̃r .c(C ′/C) given by the minimum
value of tr .c(C ′′/C) where C ′′ runs over all algebraically closed complete exten-
sions of C.
• If f : Y → X is a map of analytic adic spaces, then the geometric transcendence
dimension of f is
dim . trg f ∈ Z≥0 ∪ {−∞,∞}
given by the supremum of t̃r .c(C(y)/C(x)) where y runs over the points of Y ,
x = f(y) ∈ X, and C(y), C(x) denote the completed algebraic closures of the
completed residue fields.
We can now describe the full six functor formalism in this setting.
Theorem 2.3.6. Let f : X → Y and g : Y → Z be maps of small v-stacks. Then we
have the following functors and properties.
(a) There is a pullback functor f ∗ : Dét(Y,Λ) → Dét(X,Λ) satisfying (g ◦ f)∗ =
f ∗ ◦ g∗.
(b) The functor f ∗ has a right adjoint Rf∗ : Dét(X,Λ)→ Dét(Y,Λ), which implies
R(g ◦ f)∗ = Rg∗ ◦Rf∗.
(c) (Base Change) If f is a quasicompact quasiseparated (qcqs) map, then Rf∗
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satisfies base change. Namely, given a diagram





we have h∗ ◦Rf∗ ∼= Rf ′∗ ◦ h
′∗.
(d) The usual tensor product −⊗LΛ− on D(Xv,Λ)×D(Xv,Λ) restricts to Dét(X,Λ)×
Dét(X,Λ). Given A,B ∈ Dét(Y,Λ), we have f ∗(A⊗LΛ B) = f ∗A⊗LΛ f ∗B.
(e) Given A ∈ Dét(X,Λ), the functor B 7→ A ⊗LΛ B admits a right adjoint C 7→





(f) Given A ∈ Dét(Y,Λ) and B ∈ Dét(X,Λ), we have
Rf∗RH omΛ(f
∗A,B) ∼= RH omΛ(A,Rf∗B).
Suppose now that f, g are representable in locally spatial diamonds, compactifiable,
and have finite dim . trg. Then we have the following.
(g) (Proper Pushforward) There exists a proper pushforward functor Rf! : Dét(X,Λ)→
Dét(Y,Λ) satisfying R(g ◦ f)! = Rg! ◦Rf!. If f is proper, then Rf! = Rf∗.
(h) (Proper Base Change) With a base change diagram as above, we have h∗◦Rf! ∼=
Rf ′! ◦ h
′∗.
(i) (Projection Formula) Given A ∈ Dét(Y,Λ) and B ∈ Dét(X,Λ), we have
Rf!(B ⊗LΛ f ∗A) ∼= Rf!B ⊗LΛ A.
(j) The functor Rf! admits a right adjoint Rf
! : Dét(Y,Λ) → Dét(X,Λ). If f is
étale, then Rf ! = f ∗.




(l) Given A ∈ Dét(X,Λ) and B ∈ Dét(Y,Λ), we have
RH omΛ(Rf!A,B) ∼= Rf∗RH omΛ(A,Rf !B).
(m) Given A,B ∈ Dét(Y,Λ), we have
Rf !RH omΛ(A,B) ∼= RH omΛ(f ∗A,Rf !B).
From these properties, we can recover some classical topological facts. One that
will be important to us is the Kunneth formula for cohomology with compact support.
Definition 2.3.7. Let f : X → {∗} be a compactifiable map of locally spatial
diamonds with dim . trg f finite. Then
RΓc(X,F) := Rf!F
for F ∈ Dét(X,Λ).
2.4 Computational Tools
We record here a few standard tools that are useful for computing the cohomology of
some special situations. The first involves spaces with a stratification.
Definition 2.4.1. Let U,Z, and X be small v-stacks. We say U and Z stratify X if
there is an open immersion j : U → X and a closed immersion i : Z → X such that
|X| = |U | t |Z|.
Proposition 2.4.2. Let U,Z, and X be small v-stacks with j : U → X an open
immersion and i : Z → X a closed immersion so that U and Z stratify X. Then the
following hold:
(i) j and i are also compactifiable, representable in locally spatial diamonds, and
have finite dim . trg;
(ii) j∗Rj∗ ∼= j∗Rj! ∼= Rj!Rj∗ ∼= id on Dét(U,Λ) and i∗Ri∗ ∼= id on Dét(Z,Λ);
(iii) j∗Ri∗ = 0 as a functor Dét(Z,Λ) → Dét(U,Λ) and i∗Rj! = Ri!Rj∗ = 0 as
functors Dét(U,Λ)→ Dét(Z,Λ);
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(iv) there are distinguished triangles
Rj!j
∗K → K → Ri∗i∗K →+1
and
Ri∗Ri
!K → K → Rj∗j∗K →+1
for all K ∈ Dét(X,Λ);
Proof. (i) We see j is compactifiable since it is an open immersion (itself) followed
by a partially proper map (the identity). Similarly i is compactifiable since it
is an open immersion (the identity) followed by a partially proper map (itself,
since a closed immersion is proper). Implicitly, since the maps are open/closed
immersions, they must be representable in diamonds, and in fact they are rep-
resentable in locally spatial diamonds since an open/closed subdiamond of a
locally spatial diamond is locally spatial. The statement about having finite
dim . trg is clear from its definition in (?).
(ii) First we show j∗Rj∗A ∼= A for all A ∈ Dét(U,Λ). This follows by base change
using U ×X U ∼= U , so that j∗Rj∗A ∼= Rid∗id∗A = A. Now we use Rj! is
left adjoint to j∗ when j is étale: Hom(j∗Rj!A,B) = Hom(Rj!A,Rj∗B) =
Hom(A, j∗Rj∗B) = Hom(A,B). So j
∗Rj! ∼= id by the Yoneda lemma. The last
equality then follows from Hom(A,Rj!Rj∗B) = Hom(j
∗Rj!A,B) = Hom(A,B),
and Yoneda again.
The statement for i∗Ri∗ is analogous to j
∗Rj∗.
(iii) The first statement follows from base change since U ×X Z = ∅ as U and
Z stratify X. The equality i∗Rj! = 0 then follows from the first using the
adjunctions Hom(i∗Rj!A,B) = Hom(Rj!A,Ri∗B) = Hom(A, j
∗Ri∗B) = 0. The
last equality is similar as Ri!Rj∗ is right adjoint to j
∗Ri! = j
∗Ri∗.
(iv) First we note that since Dét(X,Λ) is the homotopy category of a stable ∞-
category, it is triangulated (cf. (Lurie, 2017) Theorem 1.1.2.24). Next we show
that Dét(U,Λ) ∼= Dét(X,Λ)/Dét(Z,Λ). The map j∗ : Dét(X,Λ) → Dét(U,Λ)
factors through this quotient since j∗Ri∗ = 0, and Ri∗ provides the full embed-
ding Dét(Z,Λ) → Dét(X,Λ). On the other hand, the map Rj∗ : Dét(U,Λ) →
Dét(X,Λ)→ Dét(X,Λ)/Dét(Z,Λ) provides the inverse functor.
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With this setup, the result now follows as a special case of Theorem 2.1(ii) of
(Cline et al., 1988).
We will use the above in computing the cohomology of a space with a stratification
arising in a special way. We need a bit about the combinatorics of posets.
Definition 2.4.3. Let (X,≤) be a finite partially ordered set. If a ∈ X, we write
X≥a for the elements b ∈ X with b ≥ a, and we analogously define X>a.
Suppose T is a topological space with a map T → X. Write T≥a for the preimage
of X≥a and similarly for T>a. We also write T a for the preimage of a. We say the
map is upper semicontinuous if T>a is closed in T≥a, or equivalently T a is open in
T≥a, for all a ∈ X.
This situation allows us to create a special stratification of the space T .
Proposition 2.4.4. Let (X,≤) be a finite partially ordered set and suppose T is
a topological space with an upper semicontinuous map T → X. Then T admits a
stratification
T = S1 t S2 t · · · t Sk
with Si open in T\(ti−1j=1Sj) = tkj=iSj, and each Si is a disjoint union of T aj ’s for
some finite subset {aj} ⊂ X. In particular, S1 = tjT aj where {aj} ⊂ X is the set of
minimal elements.
Proof. We induct on the cardinality of X. Let {aj} ⊂ X be the set of minimal
elements of X. Then set S1 = tjT aj . Since the aj’s are minimal, we have T =
∪jT≥aj , and by semicontinuity we see S1 is open in T . But now we have an upper
semicontinuous map T\S1 → X\{aj}, and as X\{aj} has fewer elements than X, we
can find a stratification of T\S1 of the desired form by induction.
Another important computation is in handling the following special case.
Definition 2.4.5. Let S be a Hausdorff topological space. Let S be the sheaf on
Perf which sends Spa(R,R+) to C0(| Spa(R,R+)|, S), the set of continuous functions
from | Spa(R,R+)| to S.
In this situation, we can compute the cohomology by hand.
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Proposition 2.4.6. Let S be a totally disconnected space. Let C be an algebraically
closed perfectoid field. Then
RΓc(S × Spa(C,C+),Λ) = C∞c (S,Λ),
the ring of Λ-valued locally constant, compactly supported functions on S, concentrated
in degree 0.
Proof. Let α(S) = S∪{∞} be the one-point compactification of S. Then we have an
open immersion j : S×Spa(C,C+)→ α(S)×Spa(C,C+). Let f : S×Spa(C,C+)→ ∗
and g : α(S)× Spa(C,C+)→ ∗. We check g is proper using (?) Prop. 18.3. We note
since α(S) is compact Hausdorff, the map is separated, which is stronger than the 0-
truncated assumption appearing in loc. cit., and it is also qcqs. The valuative criterion
is then satisfied since any map into |S| factors through the maximal Hausdorff quotient
of the domain, and Spa(K,OK) and Spa(K,K+) have the same such quotient.
Then by definition RΓc(S × Spa(C,C+),Λ) = Rf!Λ = Rg∗j!Λ, where j! is defined
as the left adjoint to pullback j∗ for j étale. Since S is strictly totally disconnected,
we have Dét(S,Λ) = D(S ét,Λ) (cf. loc. cit. Remark 14.14). Hence j! agrees with the
usual extension by zero functor.
Now we see that j!Λ has global sections given by continuous maps a : S∪{∞} → Λ
which vanish at∞. Since Λ is discrete, this means a vanishes on an open neighborhood
at∞. Hence a is supported on a compact subset, and by continuity it must be locally
constant. By loc. cit. Lemma 7.2, the cohomology of this space is concentrated in




3.1 Preliminaries on Lie Theory
In this section we develop some of the basics about algebraic Lie groups and isocrystals
needed to discuss vector bundles on the Fargues-Fontaine curve and their generaliza-
tion to G-bundles for G a connected reductive group. Recall an algebraic group G is
reductive if its category of algebraic representations is semisimple1. Ultimately our
applications within this thesis will focus on the case G = GLn, but we will often use
the language required to handle the general case, which will appear in a future work.
In particular, if E is a p-adic local field and G is a connected reductive group over
E, we write G(E) for the E-points of G with the p-adic topology. This makes G(E)
into a locally pro-p group.
We will use a little of the following algebraic group theory in this chapter, and
then much more in the next chapter. See e.g. (Milne, 2017) or any standard text on
algebraic groups as a reference for the material of this section.
Definition 3.1.1. Let G/E be a connected reductive group, and fix T ⊂ G a maximal
torus, i.e. a subgroup such that TE
∼= Gn
m,E
for some n, and a Borel subgroup B
containing T . By a Borel subgroup we mean a maximal (Zariski) closed and connected
solvable algebraic subgroup of G. This defines a partial ordering on the character
lattice X•(T ) = Hom(TE,Gm,E), described later. We write X•(T ) = Hom(Gm,E, TE)
for the cocharacter lattice. These both have natural actions by Γ = Gal(E/E).
1This definition doesn’t quite work in characteristic p, but we will only discuss reductive groups
over characteristic 0 fields.
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We will make a crucial assumption that G is split in this thesis. Namely, G
contains a maximal torus isomorphic to Gnm,E for some n. This means Γ acts trivially
on X•(T ) and X•(T ) which simplifies much of the notation to come.
Remark 3.1.2. In the case G = GLn, we can make some explicit choices, which
we will always make when discussing GLn. We will use T the subgroup of diagonal
matrices, and B the subgroup of upper triangular matrices. This let’s us identify
X•(T ) and X•(T ) with the free lattice Zn. The canonical pairing X•(T )×X•(T )→
Hom(Gm,Gm) ∼= Z becomes the usual Euclidean inner product on Zn. In particular,
we will represent the cocharacter µ : Gm → T by t 7→ diag(tk1 , . . . , tkn) by the n-tuple
(k1, . . . , kn).
The representation theory of algebraic groups is simplified by the fact that each
group comes with a canonical representation, the adjoint representation. This allows
one to describe their representations via combinatorial data.
Definition 3.1.3. The root datum for G is the ordered collection of the following
objects:
• the character lattice X•(T ),
• Φ the finite subset of X•(T ) consisting of roots of G,
• the cocharacter lattice X•(T ),
• Φ∨ the finite subset of X•(T ) of coroots of G.
Over an algebraically closed field, the root datum of an algebraic group completely
determines the group up to isomorphism.
Remark 3.1.4. For us, when G = GLn, we will denote the roots by
αij = (. . . , 1, . . . ,−1, . . . ) ∈ X•(T ),
i.e. the cocharacters with 1 in the ith spot and −1 in the jth spot. We will use the
notation α∨ij for the similarly expressed coroot.
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Because the root datum (X,Φ, X∨,Φ∨) determines G up to isomorphism over an
algebraically closed field, we can swap the roles of X the Φ to create a new group.
Definition 3.1.5. Let G be an algebraic group with root datum (X,Φ, X∨,Φ∨).
Then the dual group Ĝ is the algebraic group over C with root datum (X∨,Φ∨, X,Φ).
Example 3.1.6. Since the character and cocharacter lattices are naturally dual for
GLn, we see that ĜLn = GLn /C.
In particular, characters of G become cocharacters of Ĝ and vice versa.
We will now describe the partial order on the lattices.
Definition 3.1.7. The Bruhat order on X•(T ) is defined by µ1 ≥ µ2 if µ1 − µ2 =∑
i,j ci,jαi,j with ci,j ≥ 0. We define the same order on X•(T ) replacing αi,j with α∨i,j.
Conjugation in G by an element normalizing T permutes the (co)character lattice.
Definition 3.1.8. We call a (co)character of T dominant if 〈µ, α〉 ≥ 0 for all positive
(co)roots α determined by T and B. For GLn this is equivalent to being represented
by (k1, . . . , kn) with k1 ≥ · · · ≥ kn. The set of dominant (co)characters will be denoted
X•(T )+ and X•(T )
+ respectively.
In the case G = GLn, the Weyl group W := N(T )/T ∼= Sn then acts by permu-
tations on the n-tuples. Each Weyl orbit of (co)characters then contains a unique
dominant element.
Example 3.1.9. We can describe the Bruhat ordering for GLn intrinsically in terms











i=1 `i. For example, when n = 3, we have
(4, 0, 0) ≥ (3, 1, 0) ≥ (2, 2, 0) ≥ (2, 1, 1)
and this is a maximal chain of dominant elements in X•(T ).
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We recall how the preceding combinatorial discussion relates to the representation
theory of G.
Definition 3.1.10. Given an algebraic representation ρ : G → GL(V ) (i.e. a mor-
phism of group schemes), restrict ρ to T . Then we say µ ∈ X•(T ) is a weight of ρ if
ρ|T contains µ as a direct summand.
Proposition 3.1.11. Let G be an algebraic group, and ρ : G→ GL(V ) an algebraic
representation. If ρ is irreducible, then there is a unique dominant weight νρ ∈ X•(T )
of ρ such that νρ ≥ µ for all other weights µ of ρ. We say ρ is of “highest weight νρ.”
In addition, given a dominant character ν, there exists a unique irreducible rep-
resentation ρν : G→ GL(Vν) of highest weight ν.
Proof. See (Milne, 2017) Theorem 22.2.
Part of the content of the preceding proposition is that all weights appearing in
an irreducible representation are comparable under the Bruhat order.
Example 3.1.12. Let G = GL2 with the usual notation. Then we write Std for
the tautological representation id : GL2 → GL2, and det for the determinant rep-
resentation. Each are irreducible representations. First we compute the weights of
det.
We write (a, b) for the diagonal matrix with entries a and b and use explicit integer
pairs (n,m) for the corresponding character of T . Then det(a, b) = ab = (1, 1)(a, b),
so det has only the weight (1, 1) appearing.
For the weights of Std, we have Std(a, b) = (a, b) = (1, 0)(a, b) + (0, 1)(a, b). We
see the unique dominant character appearing is (1, 0).
For a general pair of representations of GLn, we can form their tensor product
and then decompose into a direct sum of irreducible ones. This is possible because
GLn is reductive, i.e. all of its algebraic representations are semisimple.
Example 3.1.13. ConsiderG = GL2 again, and consider Std⊗ Std. This 4-dimensional
representation has weights (2, 0), (1, 1), (1, 1), and (0, 2). The combinatorics suggests
that det is a direct summand, and we can verify that is true. In fact, Std⊗ Std ∼=
Sym2(Std)⊕det. We see that the weights of the 3-dimensional representation Sym2(Std)
are in fact (2, 0), (1, 1), (2, 0), the representation is irreducible, and it has highest
weight (2, 0).
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Example 3.1.14. In general, the irreducible representations of G = GL2 are of the
form Symm(Std)⊗ detn which has highest weight (m+ n, n).
We summarize some general facts about how weights appear in tensor products
that we will need later.
Proposition 3.1.15. Let µi be a set of weights for G, and let Vµi be the corresponding
highest weight representations. Then
• ⊗iVµi has highest weight µ =
∑
i µi,
• Vµ appears as a summand in ⊗iVµi with multiplicity one, and
• if Vν appears as a summand in ⊗iVµi, then ν ≤ µ.
Proof. Let V (µ) be the 1-dimensional weight space for µ ∈ X•(T ). Then the Propo-
sition follows from the fact that if V (ν) ⊂ Vµ, then ν ≤ µ, and V (µ) ⊂ Vµ with
multiplicity one (cf (Milne, 2017) Theorem 22.2).
Finally, we close with an important construction involved in classifying isocrystals
in the general story.
Definition 3.1.16. Let G be an algebraic group. The Borovoi fundamental group of
G relative to the maximal torus T , denoted π1(G, T ), is the group X•(T )/〈α∨〉.
Remark 3.1.17. A different choice of torus in fact changes π1(G, T ) by conjugation,
so the isomorphism class of the group depends only on G. Because of this, we will
just write π1(G).
Example 3.1.18. Let G = T be a (split) torus. Then there are no coroots, and we
get π1(T ) = X•(T ) ∼= Zrk(T ).
Example 3.1.19. Let G = GLn. Then π1(G) = Zn/〈α∨i 〉 where α∨i = (. . . , 1,−1, . . . )
with 1 in the ith place. This yields π1(G) ∼= Z naturally.
This is meant to capture the usual fundamental group of the corresponding man-
ifold, but in a way which is independent of the base field. From the construction, we
have a natural relationship between characters of T and π1(G).
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Definition 3.1.20. The canonical map X•(T )→ π1(G) will be denoted µ 7→ µ\.
Example 3.1.21. For G = GLn, if µ = (k1, . . . , kn), then µ
\ =
∑
i ki ∈ Z under the
above identifications.
Given µ ∈ X•(T )+, we can create a flag variety over E associated to it.
Definition 3.1.22. Let µ ∈ X•(T )+/Γ. Then for every representation G→ GL(V ),
the map µ : Gm → T induces a filtration on V by weights denoted Fil•(µ). The sta-
bilizer of this flag is the parabolic subgroup Pµ ⊂ G, and the corresponding algebraic
variety is F`G,µ = G/Pµ (cf (Caraiani and Scholze, 2017) Sec. 3.4.).
One of the simplest nontrivial examples is when G = GL2, and µ = (1, 0). Then
Pµ = B, the upper triangular matrices, and G/Pµ = GL2 /B ∼= P1, parametrizing full
flags in 2-dimensional affine space.
We will need the following observation later on.
Lemma 3.1.23. Let G be a connected (split) reductive group with maximal torus T .
Let µ ∈ X•(T )+. Then the set of ν ∈ X•(T )+ with ν ≤ µ is finite.
Proof. By picking a faithful representation G → GLn, we can reduce to the case
G = GLn. Let µ = (µ1, . . . , µn). Then ν = (ν1, . . . , νn) ≤ µ if and only if
∑j
i=1 νi ≤∑j
i=1 µi for all j with equality if j = n. Suppose ν ≤ µ. Then we see νi ≤ µ1 for all
i since µ1 ≥ ν1 and ν1 is the largest of the νi. On the other hand, we claim νn ≥ µn.




i=1 µi, contradicting the condition above.
Hence νn ≥ µn, and νi ≥ µn for all i. This bounded the possible values of νi between
µ1 and µn, from which the finiteness result follows.
3.2 Isocrystals
Isocrystals arise naturally as vector spaces with additional structure abstracting that
coming from the crystalline cohomology of projective smooth varieties over a finite
field. They will play a fundamental role in understanding the geometry of the Fargues-
Fontaine curve.
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Definition 3.2.1. Let k be a perfect field of characteristic p, and let E = W (k)[1/p].
Write σ : E → E for the lift of Frobenius. An isocrystal over k is a pair (V, ϕ) where V
is a finite-dimensional E-vector space and ϕ is a σ-semilinear automorphism. Namely,
ϕ : V → V is an isomorphism of vector spaces, and ϕ(c · v) = σ(c)ϕ(v) for c ∈ E.
Isocrystals over k form a category Isock with morphisms linear maps commuting with
the ϕ actions.
Example 3.2.2. The canonical examples are given by the following construction.
With notation as above, let k be a subfield of Fp. Let (r, s) be a pair of coprime
integers with s 6= 0. Set Er/s to be the s-dimensional E-vector space with basis
e1, . . . , es and ϕ action
ϕ(ei) = ei+1 if 1 ≤ i < s,
ϕ(es) = p
re1.
Proposition 3.2.3. The category of isocrystals over k is an abelian tensor category.
In particular, it is closed under direct sums, (co)kernels, and taking tensor products.
Proof. One takes the usual sum and tensor products of vector spaces, which is compat-
ible with the ϕ-structure. Since ϕ is linear, kernels are stable under ϕ, and similarly
for cokernels.
To study isocrystals over a finite field k, one considers what happens after “base
changing” to k. On the level of vector spaces, this goes from E-vector spaces to
Ĕ-vector spaces, where Ĕ := W (k)[1/p]. The situation is much more manageable
here.
Theorem 3.2.4 (Dieudonné-Manin). The category of isocrystals over Fp is semisim-
ple, with simple objects given by (Q̆p)r/s for r, s coprime. (The number r/s ∈ Q is
called the slope of the isocrystal.)
Proof. See (Manin, 1963) Section 3 “Classification Theorem.”
A general Fp-isocrystal can then be described completely by some relatively simple
combinatorial data. We will use some more generic language to hint at a possible
generalization of the preceding theorem, and to gain some notation that will be useful.
35
The following story is due to Kottwitz, who found a similar classification of G-
isocrystals, where G is an arbitrary reductive group. Without providing specific
details, these can be thought of via a Tannakian perspective as exact functors from
RepG(E), the category of algebraic representations of G over E, to the category of
isocrystals Isock.
Definition 3.2.5. Let k be a finite field and let Ĕ be as before. Let G be a reductive
group over E and set B(G) = G(Ĕ)/ ∼ denote the Kottwitz set of G, where b ∼ b′ if
there exists g ∈ G(Ĕ) with b′ = gbσ(g)−1.
The relation with isocrystals in the case G = GLn is straightforward.
Proposition 3.2.6. With notation as above, there is a map B(GLn)→ Isock sending
b to Nb an isocrystal of dimension n. It is given by the formula
Nb = (Ĕ
n, [ϕ] = bσ)
where [−] denotes matrix associated to the linear map. Furthermore, viewed as a
functor, the map is essentially surjective.
Proof. We see the map bσ is σ-semilinear, so Nb is an isocrystal. Furthermore, if
b′ = gbσ(g)−1, then Nb′ ∼= Nb via g, thought of as a map Ĕ → Ĕ. The essential
surjectivity statement then follows by the Dieudonne-Manin classification, as the σ-
conjugacy classes of possible bσ are determined by their slopes (the p-adic valuation
of the eigenvalues of ϕ).
Remark 3.2.7. Because B(−) is functorial, any representation of a general G induces
a map B(G) → B(GLn), which we then postcompose with the above map to get
B(G) → Isock. Hence a choice of b ∈ B(G) yields an exact ⊗-functor from RepG
to Isock which fits into the Tannakian definition of a G-isocrystal, but we will not
require this.
From now on we will freely refer to elements of B(GLn) as (rank n) isocrystals.
In particular, we can talk about the slopes of b ∈ B(GLn), meaning the set of slopes
appearing in the semisimple decomposition of the corresponding isocrystal.
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Definition 3.2.8. Given b ∈ B(GLn), write νb for the Newton polygon of b. This is
the usual piecewise linear graph with increasing slopes equal to the slopes of b. The
set of Newton polygons with fixed endpoints is totally ordered by the usual “lying
above” order.
The set of Newton polygons can be identified with a collection of rational slopes.
For the general theory, the appropriate setting for the rational slopes is X•(T )⊗Q =:
X•(T )Q, so we may write νb ∈ X•(T )Q. Here the “lying above” order can be expressed




i where ci ∈ Q≥0.
Remark 3.2.9. We saw that already νb is enough to determine b, but for a general
group G 6= GLn the story can be a bit more complicated. Kottwitz associates still
a “Newton point” νb to any b ∈ B(G) with the property that representations of G
turn νb into classical Newton polygons. This is not enough to determine νb in general,
however, in part due to B(G)→ B(GLn) not necessarily being injective. (The fibers
are controlled by certain H1(GalE, G) type Galois cohomology groups.)
To work with this, Kottwitz adds an additional invariant. He defines a map
κ : B(G)→ π1(G), the Borovoi fundamental group, somewhat indirectly, using some
functorial properties to pin it down. In the case G = GLn, κ(b) is the slope of the nth
exterior power of the corresponding isocrystal. Or alternatively, it is the valuation of
the determinant of the ϕ of the isocrystal. Note in general if G is not split, then one
must replace π1(G) with π1(G)Γ in Kottwitz’s construction.
Together then, νb and κ(b) completely determine b ∈ B(G).
Given an element b ∈ B(G), we can create another algebraic group from it.
Definition 3.2.10. Let b ∈ B(G). Define Jb to be the algebraic group defined by
Jb(R) = {g ∈ G(R) : gbσ(g)−1 = b}.
It is clear that Jb is then the automorphism group of the isocrystal Nb.
Definition 3.2.11. We say b ∈ B(G) is basic if νb is isoclinic, i.e. consists of a tuple
with only one slope. The set of such b is denoted B(G)basic.
These elements play an important role in the sense that their Newton points νb
are maximal. Another important feature is the following.
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Proposition 3.2.12. Suppose b ∈ B(G)basic. Then Jb is an inner form of G. In
particular, it is a reductive algebraic group.
Proof. See (Rapoport and Zink, 1996) 1.12.
Example 3.2.13. Let G = GLn. Let b ∈ B(G)basic be isoclinic of slope d/n with
(d, n) = 1. Then Jb = D
×
d/n, the units in the central simple division algebra of
invariant d/n.
For example, when n = 2 and b is isoclinic of slope 1/2, we see Jb is the unit group
of the quaternion algebra.
We record a simple observation.
Proposition 3.2.14. Let b ∈ B(G). Then Jb−1 ∼= Jb.
Proof. Let (Jopb , ∗) be the opposite group of Jb. Then we see g ∈ Jb−1(R) if and only
if g = b−1σ(g)b = b ∗ σ(g) ∗ b−1, which gives a bijection Jb−1(R) ∼= Jopb (R). Compose
with the isomorphism Jopb
∼= Jb via g 7→ g−1 to get the result.
Following (Rapoport and Viehmann, 2014), we make a definition generalizing the
usual one of (Kottwitz, 1997). For the rest of the section, assume G = GLn, and
write κ(b) as the sum of the slopes of νb for b ∈ B(G).
Definition 3.2.15. Fix b ∈ B(G) and µ ∈ X•(T )+. Denote the quotient map
X•(T )→ π(G)Γ by µ 7→ µ\. The set of neutral, acceptable elements of B(G) for b, µ,
denoted B(G, µ, b), is the set of b′ ∈ B(G) such that νb−νb′ ≤ µ and κ(b)−κ(b′) = µ\.
In particular, if b = id ∈ B(G), then B(G, µ, b) = B(G, µ) as in (Kottwitz, 1997).
Here the ≤ relation is the usual extension of the Bruhat order to X•(T )⊗ R.
We have the following fact.
Proposition 3.2.16. Let b ∈ B(G)basic and µ ∈ X•(T ). Then there exists a unique
b′ ∈ B(G, µ, b) basic.
Proof. Let m = κ(b) + µ\ ∈ Z. Then take b′ such that νb′ is isoclinic of slope m/n
(where our group is G = GLn).
We will need a finiteness property in relation to the Bruhat ordering.
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Proposition 3.2.17. Let b ∈ B(G) and µ ∈ X•(T )+/Γ. Then B(G, µ, b) is finite.
Proof. Let νb = (λ1, . . . , λn) be the slopes of the Newton polygon of b, and µ =
(µ1, . . . , µn). Let b
′ ∈ B(G) with νb′ = (λ′1, . . . , λ′n). Then b′ ∈ B(G, µ, b′) if and only






i λi + µi. As in the proof of Lemma 3.1.23 we
see this constricts the values of λ′i to a finite set.
3.3 The Adic and Schematic Curve
In this section we introduce the Fargues-Fontaine curve, which has an incarnation as
an adic space and as a scheme. Both perspectives are useful for performing various
calculations, and they are related by a GAGA principle.
As a motivation, consider the following set-up. Let k be a field of characteristic
p, and let R be a Huber ring over k. In this setting, we can create the punctured
R-disk via:
DR := Spa(R)×Spa(k) Spa(k((t)), k[[t]]).
What is the analogue in mixed characteristic? One would like to replace k((t)) with Qp,
for example, and take a product “Spa(R)×Fp Spa(Qp,Zp)” but of course this doesn’t
make sense, due to the incompatibility of the characteristics. The Fargues-Fontaine
curve allows us to make sense of this sort of object.
Let Spa(R,R+) be an affinoid perfectoid space in characteristic p. We will con-
struct the adic version of the Fargues-Fontaine curve relative to Spa(R,R+), denoted
XSpa(R,R+) or X(R,R+), though it will not admit a map of adic spaces to this.
Definition 3.3.1. Fist define the curve YSpa(R,R+) relative to Spa(R,R
+), (or some-
times denoted Y(R,R+), or even just YR when R
+ is understood, by the equation
Y(R,R+) = Spa(W (R
+))\V (p[$])
where $ is a pseudouniformizer in R. The adic Fargues-Fontaine curve relative to
Spa(R,R+) is then Y(R,R+)/ϕ
Z. Glue these constructions to yield YS and XS for
general S ∈ Perf.
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A few justifications are in order. First, we need to know that YR is an adic space.
This is justified by the following.
Proposition 3.3.2. The space Y(R,R+) is covered by spaces Spa(BI) for I ⊂ [0,∞]
an open interval. Each BI is strongly Noetherian, hence sheafy, so Y(R,R+) is an adic
space.
Proof. See (Kedlaya, 2016) Theorem 4.10.
Next, note that ϕ, the lift of Frobenius to W (R+), preserves the vanishing locus
of p and [$]. We need to understand how ϕ acts on Y(R,R+) to justify taking the
quotient and getting an adic space.
Proposition 3.3.3. The map κ : Y(R,R+) → [0,∞] via κ(v) = log |v([$])|log |v(p)| is continuous,
and κ(ϕ(v)) = pκ(v), so ϕ acts strictly discontinuously on Y(R,R+).
Proof. Sketch. We see v(ϕ([$])) = v([$p]), so log |v(ϕ([$]))| = p log |v([$])|, so
κ ◦ ϕ = pκ. For more details, see (Scholze and Weinstein, 2020) Section 12.2.
This implies X(R,R+) really is an adic space, and these glue to form XS for S an
arbitrary perfectoid space. In fact, XS is an analytic adic space, so we can take its
associated diamond.
Proposition 3.3.4 (The Diamond Formula). We have
X♦S
∼= S × SpdQp.
Proof. See the Adic Spaces notes, Proposition 4.2.1, of (Bhatt et al., 2019).
This has the spirit of the “mixed characteristic punctured disk” alluded to at the
start of the section, where now we have found a way to take a product with something
like Spa(Qp) in characteristic p.
Remark 3.3.5. Using the homeomorphism |X| ∼= |X♦|, we get a map |XS| → |S| on
topological spaces. Note that there is no map of adic spaces XS → S because XS lives
in characteristic zero while S lives in characteristic p. Nevertheless, this relationship
will prove useful to us.
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Proposition 3.3.6. Let T → S be a map in Perf. Then this induces a map XT →
XS.
Proof. We reduce to the case where T and S are affinoid, in which case the result
follows from functoriality of the Witt vector construction to define XS.
Remark 3.3.7. In light of the previous remark, one should think of XT as the fiber
product of T → S with “XS → S” if the latter existed as an adic space morphism.
In fact, the diagram makes sense and is true on the level of topological spaces. In
particular, XS can be thought of intuitively as an S-family of curves X(C,C+) where
C is an algebrically closed field, and this perspective informs the theory as we will
see when studying vector bundles on XS.
We close this section with a brief discussion about the algebraic curve. Although
historically discovered before the adic incarnation, it is common now to start with
the adic curve and construct the algebraic version by constructing an “ample line
bundle” on XS.










This has some similarities with P1S, but they are not the same. In particular, X
alg
S
is not a finite-type scheme over any field, so it is not a “projective algebraic curve”
in the usual sense. Despite this, it is still a reasonably behaved scheme.
Proposition 3.3.9. The following holds if S = Spa(C,C+) is the adic spectrum of
an algebraically closed perfectoid field.
1. H0(XalgS ,OXalgS ) = Qp, so XS is defined over Qp.
2. XalgS is a regular Dedekind scheme.
Proof. See (Fargues and Fontaine, 2018).
There is a map as usual f : XS → XalgS , and this allows for a comparison between
the coherent theory.
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Proposition 3.3.10. The map f : XS → XalgS induces an equivalence of categories
of vector bundles on each incarnation of the Fargues-Fontaine curve.
Proof. See (Kedlaya and Liu, 2015) Theorem 8.7.7.
This was originally used to classify vector bundles on XS. In particular, when S =
Spa(C,C+) for C an algebraically closed nonarchimedean field, Fargues and Fontaine
classified vector bundles on XalgS first, and then later they could be transferred to the
adic setting.
3.4 Vector Bundles on the Curve
In this section we describe vector bundles on XS, and their moduli stack. Recall
there is a bijection between B(G) and isomorphism classes of G-isocrystals, written
b 7→ Nb. If Nb is simple of slope λ, we will also write Nλ.
Theorem 3.4.1. There is a faithful, essentially surjective functor from Isock to the
category of vector bundles on XC when C is an algebraically closed field, written









If λ = r/s in reduced form, then O(λ) has rank s and detO(λ) ∼= O(r). In particular,
every vector bundle on XC is isomorphic to a direct sum of O(λi)’s.
Remark 3.4.2. This is a deep theorem in the sense that it implies a few hard
theorems from p-adic Hodge theory. In particular, it can be used to prove the so-
called “fundamental exact sequence of p-adic Hodge theory.”
Remark 3.4.3. Note the sign flip from vector bundles to isocrystals, which can be
better appreciated by the following example. Analogous to the usual algebraic curve
setting, if λ = r/s we say λ has degree r and slope λ.
Example 3.4.4. We see from the construction that




By Proposition 3.3.6, we can take a general vector bundle E on XS and pull it
back to a geometric point x̄ = Spa(C,C+) → S to get Ex̄ a vector bundle on XC .
This is classified by the preceding theorem. The next shows how the slopes of Ex̄ vary
with x̄ ∈ S.




∼= Qn given by sending x̄ to the slopes of Ex̄ is upper semicontinuous, where
the codomain is given the topology from the Bruhat order.
Example 3.4.6. In other words, this means that vector bundles on XS can specialize
by their Newton polygons “snapping downwards” along closed subsets of S. For
example, O(1/2) specializes to O(1)⊕O, and the loci of x ∈ S where a given rank 2
vector bundle E is isomorphic to O(1)⊕O is closed inside |S| and the locus where E
is isomorphic to O(1/2) is open in |S| since the slope represents a maximum of slopes
in the Bruhat order.
Definition 3.4.7. Call a vector bundle E on XC semistable or isoclinic of slope λ if
E ∼= O(λ).
By the previous result, we are justified in saying that being semistable is “generic”
behavior for a vector bundle on XS.
We saw that the map from isocrystals to vector bundles is faithful and essentially
surjective, but it turns out it is not full in general. Namely, there are more maps
between vector bundles than there are between isocrystals. We will see the general
situation later (Proposition 4.2.3).
Example 3.4.8. Let G = GL2. Take b ∈ B(G) basic of slope 1/2. Then Eb = O(1/2)
has Aut(Eb) = D×1/2(E).













where the upper × in the middle means invertible such matrices. Note this is not
just a locally profinite group, like in the preceding example, due to the presence of
Bϕ=p, which surjects onto A1,♦.
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3.5 Untilts and Modifications of Vector Bundles
We have seen that given S ∈ Perf, there can be multiple nonisomorphic spaces S]1 and
S]2 which both tilt to S. This prompts a natural question, answered by Kedlaya-Liu
(cf (Kedlaya and Liu, 2015)), on how to completely describe all untilts of a given
perfectoid space in characteristic p. Unsurprisingly, the Witt vectors play a major
role.
Theorem 3.5.1. Let R be a perfectoid algebra in characteristic p with pseudouni-
formizer $. Then there is a bijection between untilts of R and ideals I ⊂ W (R◦)[1/[$]]
which are generated by an element ξ “primitive of degree 1,” meaning ξ = [$]+up+. . .
with u a unit. This bijection is realized by I 7→ W (R◦)[1/[$]]/I and is independent
of the choice of $.
This suggests a relationship between the geometry of XS and untilts of S.
Proposition 3.5.2. Let S ∈ Perf. Then given an untilt S] of S over E up to ϕ-
equivalence, i.e. a map S → Spd(E)/ϕZ, there is an associated closed Cartier divisor
of XS denoted S
] ↪→ XS.
Proof. See (Scholze and Weinstein, 2020) Proposition 11.3.1.
This motivates the notation Div1X for the space Spd(E)/ϕ
Z. By convention, the
divisors arising from the preceding proposition are said to be of “degree 1.”
To define mixed characteristic shtukas and their moduli, we need to understand
a special type of map between vector bundles on XS.
Definition 3.5.3. Let E , E ′ be vector bundles on XS and D ∈ Div1X(S) a closed
Cartier divisor on XS. A modification between E and E ′ at D is an isomorphism
E|XS\D ∼= E ′|XS\D
which is “meromorphic alongD,” namely the above map extends to a genuine injective
map of vector bundles E → E ′(nD) for n sufficiently large, via the inclusion E ′ →
E ′(nD). (Here E ′(nD) denotes E ′ ⊗O(D)⊗n.)
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In the next chapter we will study the moduli space of such modifications when E
is the trivial bundle, yielding the affine Grassmannian. Our moduli spaces of shtukas
will then live over certain subspaces of these in a controlled manner.
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Chapter 4
Geometric Hecke Operators on BunG
We start by discussing some notions about representations of locally pro-p groups
and how these are geometrized. Then we discuss the stack of G-bundles on X, the
Fargues-Fontaine curve. Finally, we discuss the geometrization of Hecke operators in
this context and relate them to a version of an affine Grassmannian.
The B+dR-affine Grassmannian will be an analogue of the classic affine Grassman-
nian parametrizing G-lattices over an infinitesimal family for G a reductive algebraic
group. More precisely, the classical affine Grassmannian is defined as sheafification
of R 7→ G(R((t)))/G(R[[t]]). When G = GLn, we think of a matrix over R((t)) as an
infinitesimal family of rank n lattices over R, and their automorphisms are given by
matrices with values in R[[t]]. The key idea is to replace the construction R 7→ R[[t]]
with (R,R+) 7→ B+dR(R) when R is a perfectoid ring.
Throughout this chapter we fix an algebraically closed nonarchimedean field C
over Qp.
4.1 Locally Pro-p Groups and the Stack [∗/G]
In this section we record a few preliminary results in geometrizing smooth represen-
tations of locally pro-p groups. These will later be applied to understanding the stack
of G-bundles on X.
Let G be a locally profinite group, namely G is a topological group with an open
profinite subgroup. We recall some notions regarding the representation theory of
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such groups.
Definition 4.1.1. Let Λ be a commutative local ring. A representation (ρ, V ) of G
over Λ is an action ρ : G → GL(V ) of G on a free Λ-module V . We will frequently
just write either ρ or V and use ρ also to refer to the space V when there is no chance
for confusion.
Definition 4.1.2. A representation (ρ, V ) of G over Λ is said to be smooth if V =
lim−→K V
K , where the direct limit is over compact open subgroupsK ⊂ G. Equivalently,
every vector v ∈ V is stabilized by some compact open subgroup. The category of
smooth representations of G over Λ will be denoted RepG(Λ), and its derived category
as D(G,Λ). As usual, given a complex ρ• ∈ D(G,Λ), we write (ρ•)k := ρk, the
representation at the kth position.
Proposition 4.1.3. Let (ρi, Vi) ∈ RepG(Λ). Then V1 → V2 → V3 is exact if and only
if V K1 → V K2 → V K3 is exact for all compact open subgroups K ⊂ G.
Proof. Assume first Λ is a field. Then the result is standard (see e.g. (Bushnell
and Henniart, 2006), 2.3 Cor. 1). The general statement follows by Nakayama’s
lemma.
We will now study the classifying stack of G-torsors that appears in p-adic geom-
etry. From now on we predominantly work with locally pro-p groups, i.e. topological
groups with an open pro-p subgroup. In particular, they are special cases of locally
profinite groups, and the generalities from above carry over to this setting.
Definition 4.1.4. Let G be a locally pro-p group. Then [∗/G] is the classifying stack
of G-torsors. In particular, a map S → [∗/G] is equivalent to a map S̃ → S which is
a G-torsor, arising as pullback from the map ∗ → [∗/G].
Proposition 4.1.5. For G a locally pro-p group, we have [∗/G] is a small v-stack.
Proof. The fact it is a v-stack follows from v-descent for morphisms, as a G-torsor
is a map f : Y → X which is v-locally of the form G × X → X. It is small as it
admits a surjection from Spa(C,C+) → ∗ → [∗/G] for any perfectoid field C, and
Spa(C,C+)×[∗/G] Spa(C,C+) ∼= G× Spa(C,C+) is perfectoid.
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If X is a small v-stack, then we may write [X/G] for X× [∗/G]. This parametrizes
G-torsors on perfectoid spaces over X. Fargues-Scholze characterize sheaves on the
small v-stack [∗/G].
Theorem 4.1.6. Let G be a locally pro-p group, and let Λ be a local ring with nΛ = 0
for some n prime to p. Then
Dét([∗/G],Λ) = D(G,Λ)
as symmetric monoidal categories. When ρ is a smooth representation of G, the
equivalence is given by ρ 7→ Lρ, where
Lρ(S) = HomG,cts(|S̃|, Vρ)
where S̃ → S is the G-torsor corresponding to the structure map S → [∗/G] and Vρ
is the space for the representation ρ. A general complex ρ• ∈ D(G,Λ) is sent to L•ρ
where (L•ρ)k = Lρk .
Proof. See (Fargues and Scholze, 2021), Theorem V.1.1.
We wish to describe an inverse to this equivalence, so that we may concretely go
from sheaves to representations.
Lemma 4.1.7. Let G be a locally pro-p group. Let K ⊂ G be a compact open
subgroup, and write qK : [∗/K] → [∗/G] for the natural map. The functor V :




in an equivalence, where the limit is over all compact open subgroups.
Proof. We will show that V is an inverse functor to L : ρ 7→ Lρ described in The-
orem 4.1.6. First, we note that RΓ([∗/G],Lρ) = ρG for any locally pro-p group,
since
Lρ([∗/G]) = HomG,cts(| ∗ |, Vρ) = ρG.
Hence we observe for any ρ ∈ RepG(Λ),
lim
K⊂G




by smoothness of ρ. This provides the isomorphism V ◦ L = id on RepG(Λ), which
extends to the derived setting. As L is an equivalence, we see V is also an equivalence.
We will also need a dictionary between derived Hom’s between sheaves and rep-
resentations.
Lemma 4.1.8. Let G be a locally pro-p group. Let A,B ∈ Dét([∗/G],Λ), and write
RHomD([∗/G])(A,B) for RΓ([∗/G], RH omΛ(A,B)). Then we have
RHomD([∗/G])(A,B) = RHomG(V(A),V(B)).
Proof. We use a standard adjunction argument along with the monoidal equivalence
of Theorem 4.1.6. We have for any C ∈ Dét([∗/G],Λ),
HomD([∗/G])(C,RH omΛ(A,B)) = HomD([∗/G])(C ⊗LΛ A,B),
= HomD(G,Λ)(V(C ⊗LΛ A),V(B)),
= HomD(G,Λ)(V(C)⊗LΛ V(A),V(B)),
= HomD(G,Λ)(V(C), RHomΛ(V(A),V(B))).
As C is arbitrary, we have V(RH omΛ(A,B)) ∼= RHomΛ(V(A),V(B)). The result
then follows from the observation that applying RΓ([∗/G],−) on the sheaf side cor-
responds to taking G-fixed points on the representation side.
We will need the following lemma for dealing with [∗/K] where K ⊂ G is a
compact open subgroup.
Lemma 4.1.9. Let G be a locally pro-p group, and let K ⊂ G be a compact open
subgroup. Then the map [∗/K]→ [∗/G] is étale.
Proof. Because K ⊂ G is open, the set of cosets G/K is discrete. To check the map




and the top map is clearly étale, since each point has a neighborhood (itself) mapping
homeomorphically down to ∗.
4.2 The Stack BunG
Let G = GLn in this section, although everything generalizes with slight modifi-
cations. We are interested in studying G-bundles on XS where G is a connected
reductive algebraic group over E. For us, we can define them as G-torsors over XS,
but this notion is equivalent to any other reasonable one (cf. (Scholze and Weinstein,
2020) Theorem 19.5.2). When S is a point, these have a simple description.
Recall that although XS does not admit a map of adic spaces to S, given T → S
there is a “pullback map” from sheaves on XS to those on XT .
Proposition 4.2.1. Let BunG(S) be the groupoid of G-bundles on XS for any S ∈
Perf. Then BunG is a small v-stack. In addition, there is a map B(G) → BunG(S)
for any S ∈ Perf sending b to Eb,XS . This induces a bijection from B(G) to |BunG(S)|
when S = SpdC is a geometric point, and has the property that the pullback of Eb,XS
to any geometric point SpdC is Eb,SpdC. In addition, Eb,SpdC is semistable relative to
the Harder-Narasimhan filtration if and only if b ∈ B(G) is basic.
Proof. See (Fargues and Scholze, 2021) for the first statement, and (Scholze and
Weinstein, 2020) for the others.
Hence G-bundles on XSpdC are the same as G-isocrystals. We will often write Eb
for Eb,XS if there is no chance for confusion.
In light of the last proposition, we can evaluate ν and κ from the previous section
on |BunG |. The important facts are as follows.
Proposition 4.2.2. The map ν : |BunG | → (X•(T )+⊗Q)Γ is upper semicontinuous,
and the map κ : |BunG | → Z is locally constant.
Proof. The first is a reinterpretation of (Kedlaya and Liu, 2015) Theorem 7.4.5 and
the second is (Fargues and Scholze, 2021) Theorem III.2.7 specialized to GLn.
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Denote by BunbG the substack of bundles abstractly isomorphic to Eb. Then these
admit a simple description in terms of classifying stacks.
Proposition 4.2.3. Let J̃b(S) = Aut(Eb,XS). Then J̃b is a diamond, and in fact if
b is basic then we have J̃b = Jb(E), where Jb is defined as in the last section. In




where Jb(E) is a parabolic subgroup in G(E).
Furthermore, we have BunbG





Proof. See (Fargues and Scholze, 2021) III.5.3.
In the next sections, we will need to discussion modifications of vector bundles.
This will be essential for geometrizing Hecke operators and relating these objects to
p-divisible groups and Rapoport-Zink spaces.
Definition 4.2.4. A modification of G-bundles is an injective map fS : Eb,XS → Eb′,XS
such that the cokernel is supported along some Cartier divisor DS for all S ∈ Perf
subject to a meromorphicity condition (see (Scholze and Weinstein, 2020)). We say
f is of type µ ∈ X•(T )+ if for all geometric points SpdC → S, the cokernel of the





where (ξ) = DSpdC . We say f is bounded by µ if it is of type ν for some ν ≤ µ.
A somewhat strange feature of the Fargues-Fontaine curve is that the space of
degree 1 Cartier divisors is not just the curve itself. This turns out to be very useful,
as the space of degree 1 divisors is allowed to have a different fundamental group. In
fact, we have the following.
51
Proposition 4.2.5. Let Div1X(S) be the set of degree 1 Cartier divisors on XS. Then
Div1X is a diamond. In fact, one has
Div1X = Spd Ĕ/ϕ
Z.
Furthermore, there is a map ψ : Div1X → [∗/WE] where WE is the Weil group of E.
If Y is a small v-stack, the map ψY : Y ×Div1X → Y × [∗/WE] induces a fully faithful
map
ψ∗Y : Dét(Y × [∗/WE],Λ)→ Dét(Y ×Div1X ,Λ)
which is an equivalence if the pullback map Dét(Y,Λ) → Dét(Y × SpdC,Λ) is an
equivalence when C is algebraically closed complete.
Proof. See (Fargues and Scholze, 2021) Prop. IV.7.1.
The last condition is satisfied in some important cases.





G×Div1X ,Λ) ∼= Dét(Jb(E)×WE,Λ).
Proof. For the first statement, see (Fargues and Scholze, 2021) Prop. V.2.2. The
second then follows from Proposition 4.2.3 and Proposition 4.2.5, using [∗/G1×G2] ∼=
[∗/G1]× [∗/G2].
4.3 The Space GrG
We begin by generalizing the construction of Fontaine’s period rings B+dR and BdR to
the relative setting.
Definition 4.3.1. Let B+dR be the sheaf on PerfdC which sends (R,R
+) to
B+dR(R,R
+) := ̂W (R◦,[)[1/p]ker(θ)
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where the completion is with respect to the kernel of Fontaine’s θ map θ : W (R◦,[)→
R by θ([(xi)]) = x
]




Some justifications for the definition need to be made.
Proposition 4.3.2. Let R be a perfectoid ring. The kernel of the θ map θ : W (R◦,[)→
R is principal. In addition, the construction defined above glues to give a sheaf on
PerfdC (with respect to the v-topology).
Proof. The θ map having principal kernel is classical using a Hensel lemma type
argument. For the v-sheaf statement, one can use (Bhatt et al., 2019) Theorem 4.5.4
to see that R 7→ B+dR(R)/(ker θR)i is a diamond for all i, and then take a limit over
i. As diamonds are examples of v-sheaves, and v-sheaves are preserved under limits,
the result follows.
With this new object in hand, we can realize the plan outlined in the introduction
to this chapter.
Definition 4.3.3. Let G be a reductive algebraic group over C. The B+dR-affine
Grassmannian GrG is étale sheafification of the functor PerfSpdC → Sets sending
Spa(R,R+) to G(BdR(R
]))/G(B+dR(R
])). Here (R], R+]) is the untilt of (R,R+) over
(C,OC) corresponding to the structure map Spa(R,R+)→ SpdC.
We also use the notation:
LG :R 7→ G(BdR(R]))
L+G :R 7→ G(B+dR(R
])),
so that GrG = LG/L
+G.
This object can be interpreted in a few different ways. Most important to us is
its relationship with vector bundles on the Fargues-Fontaine curve.
Proposition 4.3.4. We have GrG is a small v-sheaf. It is naturally isomorphic to the
sheaf sending Spa(R,R+) over SpdC to the set of G-torsors E over Spec(B+dR(R]))
with a trivialization over Spec(BdR(R
])).
Proof. See (Scholze and Weinstein, 2020) Proposition 19.1.2.
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4.4 Schubert Varieties
The classical affine Grassmannian is stratified by Schubert varieties, whose defini-
tions we adapt to our setting. Keeping with the convention that C is our fixed
algebraically closed field, we will use K to denote a generic algebraically closed field,
e.g. Spa(K,K+) will represent geometric points. As usual, we abuse notation and
write X(K) for X(Spa(K,K+)) if X is a functor on Perfd.
Proposition 4.4.1. Let K be an algebraically closed field. Then the action of L+G(K)
on GrG(K) decomposes it into orbits parametrized by cocharacters µ ∈ X•(T )+ for T





Proof. Choose an isomorphism of rings BdR(K) ∼= K((ξ)). Then the statement follows





Example 4.4.2. When G = GLn, then the Cartan decomposition becomes the state-
ment: if R is a DVR, then an invertible n×n matrix with entries in R can be unique
reduced via row and column operators to a diagonal matrices with entries πki for π a
choice of uniformizer in R. The sequence (k1, . . . , kn) becomes unique after ordering
from largest to smallest, and this corresponds to a unique positive dominant cochar-
acter of G. Hence in the decomposition above, the matrix belongs to the orbit of the
cocharacter picking out its Smith Normal Form, and this is the classical theory of
elementary divisors.
We now stratify GrG using this.
Definition 4.4.3. Let µ ∈ X•(T )+ be a dominant cocharacter. Define a subfunc-
tor GrG,≤µ (resp. GrG,µ) of GrG characterized by the condition that a map of v-
sheaves S → GrG factors through GrG,≤µ (resp. GrG,µ) if for all geometric points
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Spa(K,K+)→ S the corresponding point of GrG(K) lies in⊔
µ′≤µ
L+G(K) · µ′(ξ)
(resp. just L+G(K) · µ(ξ)). Here µ′ ≤ µ denotes the usual Bruhat order.
These spaces are well-behaved in that they define reasonable geometric objects.
This is one of the main theorems from the Berkeley Notes (Scholze and Weinstein,
2020).
Theorem 4.4.4. For any µ ∈ X•(T )+, we have GrG,≤µ is a closed subfunctor of GrG,
and GrG,µ ⊂ GrG,≤µ is an open subfunctor. Furthermore, GrG,≤µ is a proper spatial
diamond. Hence GrG,µ is a locally spatial diamond.
Example 4.4.5. In the case µ is minuscule, we see GrG,µ = GrG,≤µ, and in fact this
space can be described quite explicitly. In general, Caraiani-Scholze construct a map
πG,µ : GrG,µ → F`♦G,µ, called the Bialynicki-Birula map, where F`G,µ = G/Pµ for Pµ
the parabolic subgroup stabilizing the flag associated to µ under any representation
of G (Caraiani and Scholze, 2017). They then show this is an isomorphism when µ
is minuscule.
Example 4.4.6. Let G = GL2 and set µ = (2, 0). Then GrG,≤µ has an open sub-
diamond GrG,(2,0) with closed complement GrG,(1,1). By the preceding example, the
latter space is just a point, since P(1,1) = GL2 as (1, 1) is a central cocharacter. By
analogy with the classical affine Grassmannian, one imagines GrG,≤(2,0) as being a
2-dimensional proper surface with singular point GrG,(1,1).
In general, one has that GrG,µ inside of GrG,≤µ is the “smooth locus.” Classically,
one resolves the singularities using Demazure resolutions, which can be adapted to
this setting as well.
In the setting where Z is a smooth curve over some field k, Beilinson-Drinfeld de-
fine their family of affine Grassmannians GrG,Xn → Xn which above (x1, . . . , xn) ∈ Xn
parametrizes G-torsors with a trivialization over X\{x1, . . . , xn}. When the points
collide, i.e. x1 = · · · = xn, the fiber looks like the usual affine Grassmannian GrG.
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They construct the variant G̃rG,Xn whose fiber above x1 = · · · = xn now parametrizes
G-torsors P1, . . . , Pn with a trivialization of P1 on X\{x1} and an isomorphism be-
tween Pi and Pi+1 on X\{xi+1}.
We now describe analogues of these constructions replacing X above with SpdQp.
Definition 4.4.7. We make the following definitions.
1. Beilinson-Drinfeld Grassmannian: GrG,(SpdQp)m → (SpdQp)m sends S = Spa(R,R+)
with m untilts S]i = Spa(R
], R+]) over Qp to the set of G-torsors P on XS with
a trivialization away from the divisor ∪iS]i meromorphic along ∪iS
]
i .
2. Convolution Beilinson-Drinfeld Grassmannian: G̃rG,(SpdQp)m → (SpdQp)m sends
S = Spa(R,R+) with m untilts S]i to the set of G-torsors Pi on XS with a
trivialization of P1 away from S
]
1 and isomorphisms Pi
∼= Pi+1 away from S]i ,
meromorphic along S]i .
Remark 4.4.8. Via a moduli reinterpretation of GrG over SpdC above, one shows
immediately that in the case m = 1 we have GrG,(SpdQp)× SpdC ∼= GrG.
Inside of these spaces we can define analogues of the Schubert varieties.
Definition 4.4.9. Let µ• = (µ1, . . . , µm) be anm-tuple of conjugacy classes of cochar-
acters of G with µi defined over Ei. We define
1. GrG,SpdE1×···×SpdEm,≤µ• ⊂ GrG,(SpdQp)m ×(SpdQp)m SpdE1×· · ·×SpdEm parametriz-





2. G̃rG,SpdE1×···×SpdEm,≤µ• ⊂ G̃rG,(SpdQp)m×(SpdQp)mSpdE1×· · ·×SpdEm parametriz-
ing those Pi’s whose isomorphisms Pi ∼= Pi+1 away from S]i are bounded by µi.
Remark 4.4.10. When G over Qp is split, then the notation involving SpdEi is
irrelevant, as all conjugacy classes of cocharacters are defined over Qp already. This
will hold for example in our case of interest when G = GLn.
Remark 4.4.11. In light of the previous remark, we will often drop the SpdE1 ×
· · · × SpdEm subscripts in the notation above, and just write e.g. GrG,≤µ• .
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Proposition 4.4.12. The functors GrG,(SpdQp)m and G̃rG,(SpdQp)m are small v-sheaves,
and GrG,≤µ• and G̃rG,≤µ• are locally spatial diamonds.
4.5 Classical Hecke Algebras
Let G be a locally profinite group (which will always be locally pro-p for us). Then we
have an associated Hecke algebra which replaces the group ring in studying smooth
representations of G.
Definition 4.5.1. We define the Hecke algebra H (G) = C∞c (G) to be the space of
functions f : G→ Q` which are compactly supported and locally constant.
Remark 4.5.2. The choice of ` is immaterial above, since there is no reference to
the `-adic topology, and Q`1 ∼= Q`2 for any `1, `2. Sometimes it is conventional to
choose C here, but we use `-adic coefficients to be consistent with representations
taking values in Z`-modules.
Fix a representation ρ : G→ GL(V ). If λ : G→ GL(W ) is another representation,
then we write W [ρ] for the “ρ-component” of W , defined as
W [ρ] := HomG(W,V ).
Note that H (G) is a representation of G in two ways: we have for f ∈H (G),
(`g · f)(h) = f(g−1h),
(rg · f)(h) = f(hg).
Proposition 4.5.3. The representations ` and r are smooth.
Proof. Let f ∈ H (G), and let K be a compact open subgroup of G on which f is
supported. Then as f is locally constant, there exists an open cover K = ∪iUi of







where 1Ui is the indicator function for Ui. Since the topology of G is generated by
finite index subgroups of O, a profinite neighborhood of the identity, we can assume
Ui = giKi where [O : Ki] <∞.
Observe that rh(1giKi) = 1giKih, so if h ∈ Ki we have rh(1giKi) = 1giKi . Let
K = ∩ni=1Ki. Then K is a compact open subgroup as each Ki is, and f ∈ H (G)K
for the r action, so r is smooth.
For the rest of this section, we assume that G is unimodular, namely that left and
right Haar measures agree. Let µ denote a Haar measure on G. Then we can give
H (G) the structure of an algebra using the formula




for f, g ∈ H (G). There are no convergence issues since f and g are compactly
supported. In general H (G) need not have an identity element for this multiplication.
We will show now that H (G) has a similar property as the group ring of a finite
group: it “contains” all (well-behaved) representations of G in it.
Lemma 4.5.4. Consider H (G) as a representation of G via ` as above. Then for
any smooth admissible representation ρ : G→ GL(V ), we have H (G)[ρ] is a smooth
admissible representation of G which is naturally isomorphic to ρ.
Proof. Given ϕ ∈H (G)[ρ], we define the G-action via
(h · ϕ)(f) = (g 7→ ϕ(f(gh−1))).
We check
((h1h2) · ϕ)(f) = (g 7→ ϕ(f(gh−12 h−11 )))
= (g 7→ ϕ(f((gh−12 )h−11 )))
= h1 · (h2 · ϕ)(f)
so this is a G-action.
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Note this lands in H (G)[ρ] since we have













where we use that the integral is a finite sum to pull out the ρ(h) factor.
Let ϕ : V → H (G)[ρ] be the map ϕ(v) = Iv. This map is clearly additive and
commutes with scalars (since integration is linear), so we need to show this map is


















= h · Iv(f)
using the definition of the action defined above.
Injectivity. Suppose v 6= 0. We can assume v ∈ V K where K ⊆ G is a compact
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but this equals µ(K)
∑
g∈G/K 1K(g)ρ(g)v since k acts trivially on v. This sum reduces
to
Iv(1K) = µ(K)ρ(k)w = µ(K)v.
Since µ(K) 6= 0 and v 6= 0, we have Iv 6≡ 0, so ϕ(v) = 0 implies v = 0.
Surjectivity. Let ψ ∈ HomG(H (G), V ). Then for any compact open subgroup
K of G, we have ψ(1K) ∈ V K since k · 1K = 1K and ψ is G-equivariant. Let
v = (1/µ(K))ψ(1K) ∈ V . We will show that ψ = Iv = ϕ(v) so ϕ is surjective. Note
it’s enough to show that ψ(1H) = Iv(1H) for all compact open subgroups H of G
since the 1H generate H (G).





since v ∈ V K . But this is equal to ψ(1K) by construction.
Next, let K ′ ⊇ K be a compact open subgroup with K ′/K = {a1K, . . . , anK}
(this is finite because it is compact and discrete). Then 1K′ =
∑n
i=1 1aiK . Since
ai ·1K = 1aiK , we see by G-equivariance of ψ, Iw and linearity that ψ(1K′) = Iw(1K′).





since v ∈ V H . On the other hand, writing K/H = {b1H, . . . , bmH}, we get by G-
equivariance that ψ(1H) = (1/m)ψ(1K) = (1/m)µ(K)v. But mµ(H) = µ(K) by
translation invariance shows ψ(1H) = Iv(1H).
Finally, suppose H is an arbitrary compact open subgroup of G. Then H ∩ K
is a compact open subgroup of G contained in K. The second argument shows
ψ(1K) = Iv(1K) implies equality of ψ(1H∩K) = Iv(1H∩K). Then the first argument
replacing K with H ∩K shows this implies equality of ψ(1H) and Iv(1H).
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4.6 Geometric Satake
Before discussing anything geometric, we start by recalling the classical Satake iso-
morphism, relating the structure of certain local Hecke algebras with the representa-
tion ring of a Lie group. Because this section blends both the algebraic theory of G
and the p-adic theory of G(E), we will make sure to always write then with different
notation, though the literature sometimes writes G instead of G(E).
Definition 4.6.1. Let ` 6= p. Let K ⊂ G(E) be a compact open subgroup, and write
C∞c (G(E)//K) for the Hecke algebra of K-biinvariant compactly supported smooth
functions on G(E) valued in Q`. These are locally constant functions f : G(E)→ Q`
with f(k1gk2) = f(g) for all k1, k2 ∈ K.
As the name implies, these form an algebra, where multiplication is via a convo-
lution. Now 1K is an identity element for the multiplication.
Example 4.6.2. Let G = GLn, so G(E) = GLn(E) and set K = GLn(OE). Then
we have C∞c (G(E)//K) is generated by the set of 1L for L a compact open subgroup
of G. Any f ∈ C∞c (G(E)//K) factors through a function f : K\G(E)/K → Q`, and
the domain of this space decomposes according to the Cartan decomposition (using
the theory of elementary divisors) into⊔
µ∈X•(T )+
µ(π−1)K
for π a uniformizer in E. Hence we see C∞c (G(E)//K) is generated by functions
1µ(π−1)K . This gives a combinatorial description of C
∞
c (G(E)//K) in terms of the
cocharacters of G, which by the theory of section 3.1 can be described in terms of
representations of Ĝ.
We will see in a moment the preceding example in fact generalizes to other Lie
groups.
Definition 4.6.3. Let R(G) be the representations ring of the algebraic group G;
this is the free abelian group on isomorphism classes of (algebraic) representations
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of G with product given by ⊗, and relations given by isomorphisms between repre-
sentations. In particular, by Proposition 3.1.11, we see R(G) is generated by Vµ for
µ ∈ X•(T )+.
We then get a comparison with the Hecke algebra.
Theorem 4.6.4 (Satake Isomorphism). Let G be an algebraic group over E and
K ⊂ G(E) a maximal compact subgroup. Then we have an isomorphism of algebras
C∞c (G//K)
∼= R(Ĝ)
via 1µ(π)−1K 7→ Vµ.
In particular, this means that the convolution product decomposes into character-
istic functions in exact the same way tensor products of irreducible representations
of the dual group decompose into simple representations.
Example 4.6.5. Let G = GL2 and K = GL2(OE) ⊂ G(E). Normalize the measure
so that dx(K) = 1. Write 1µ for 1µ(π−1)K . Then we compute






































K. Since dx is a Haar measure with respect to the multiplication,









K respectively. In each case the volume is 1 by invariance of volume
under scaling, so we have
(1(1,0) ∗ 1(1,0))(g) = 1(2,0)(g) + 1(1,1)(g).
This reflects the representation theoretic story V(1,0) ⊗ V(1,0) ∼= V(2,0) ⊕ V(1,1) as
worked out in Example 3.1.12.
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We want to geometrize the previous situation, replacing smooth compactly sup-
ported functions on K\G(E)/K with certain sheaves on a “local Hecke stack” to
be defined momentarily. The Geometric Satake Equivalence will then relate such a
category of sheaves with the representation category of the dual group.
Definition 4.6.6. Let HckG be the local Hecke stack associated to G. Namely, this
is the small v-stack
HckG = L+G\LG/L+G = L+G\GrG .
This has a moduli interpretation as parametrizing pairs of G-torsors with an identi-
fication away from a divisor D ∈ Div1X .
We note the similarity of this definition with the space K\G(E)/K. We have a
map from the affine Grassmannian
GrG → HckG
which sends a modification of vector bundles E1 → E2 with trivialization of E1 to the
G-torsors E1, E2 with isomorphism away from the support of the cokernel.
Definition 4.6.7. We have the Schubert varietiesHckG,µ ⊂ HckG,≤µ ⊂ HckG defined
by requiring the modification E1 → E2 mapping to them is bounded of type µ (of type
≤ µ respectively).
As before, we can form a convolution local Hecke stack mirroring the construction
for the affine Grassmannian.
Definition 4.6.8. Let H̃ckG,k be the moduli space of modifications of vector bundles
E1 → E2 → · · · → Ek.
This admits a natural map G̃rG,(SpdQp)k → H̃ckG,k.
This space now has projection maps pri : H̃ckG,k → HckG which sends a sequence
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of modifications E1 → E2 → · · · → Ek to the modification Ei → Ei+1. It also has a
“composition map” m : H̃ckG,k → HckG sending the sequence to E1 → Ek.
If µ• = (µi) are a k-tuple of cocharacters of G, then we can define H̃ckG,k,≤µ•
as the locus where Ei → Ei+1 is bounded of type µi. Then G̃rG,(SpdQp)k,≤µ• maps to
H̃ckG,k,≤µ• and
m : H̃ckG,k,≤µ• → HckG,≤∑i µi .
We can now describe the special sheaves that allow us to geometrize the Satake
isomorphism.
Inside Dét(Hck,Λ), there is a full subcategory of sheaves which are closed under a
symmetric monoidal operation, called the fusion product. The subcategory, denoted
SatG(Λ), is defined as those which satisfy the properties of being “universally locally
acyclic” and “flat perverse.” The latter is somewhat more familiar from the classical
geometric Satake equivalence (cf. (Mirković and Vilonen, 2007)), whereas the for-
mer is introduced to handle subtleties arising from the p-adic setting. For a precise
definition, we defer to (Fargues and Scholze, 2021).
Theorem 4.6.9 (Geometric Satake). The category SatG(Λ) admits a symmetric
monoidal structure ∗ making it a Tannakian category, with fundamental group LG.
Namely, (SatG(Λ), ∗) ∼= (RepLG,⊗). Concretely, the fusion product ∗ is defined as
follows: let H̃ck
k
be the convolution Hecke stack parametrizing successive modifica-




A1 ∗ · · · ∗ Ak = Rm∗(p∗1A1 ⊗LΛ · · · ⊗LΛ p∗kAk)
where m : H̃ck
k
→ Hck is the convolution map sending E1 → E2 → · · · → Ek to
E1 → Ek.
Proof. This summarizes one of the main results of (Fargues and Scholze, 2021).
An important fact about these sheaves follows from their definition.
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Corollary 4.6.10. Let A ∈ SatG(Λ). Then the Verdier dual D(A) := RH om(A,
←−
h !Λ)
is isomorphic to A, and for any B ∈ Dét(BunG,Λ) we have
D(A)⊗LΛ
←−
h ∗(B) ∼= RH omΛ(A,Rf !B).
Proof. The self-duality is a consequence of being perverse, and the latter statement
is a consequence of being universally locally acyclic (cf. (Fargues and Scholze, 2021)
Prop IV.2.19).
We now transport representations of LG to sheaves on HckG.
Definition 4.6.11. Given V ∈ RepLG(Λ), we write SV for the corresponding object
in SatG(Λ) ⊂ Dét(Hck,Λ). Following tradition, if µ ∈ X•(T )+ has corresponding
representation Vµ of
LG with highest weight µ, then we write ICµ for SVµ , and often
use the same notation for any of its pullbacks to spaces with natural maps to HckG.
An important special case is when µ is minuscule. Here we can explicitly describe
ICµ.
Proposition 4.6.12. Let µ ∈ X•(T )+ be minuscule. Then ICµ = Λ[〈2ρ, µ〉](〈2ρ, µ〉/2)
where ρ is the usual half sum of the coroots.
Proof. Let µ ∈ X•(T )+ be minuscule and let F`G,µ = G/Pµ be the flag variety
parametrizing flags of type µ as in Definition 3.1.22. Then there is a Bialynicki-Birula
isomorphism GrG,µ → F`♦G,µ by (Caraiani and Scholze, 2017) Theorem 3.4.5. By the
tilting equivalence, we see ICµ for GrG,µ is identified with the analogous intersection
cohomology sheaf on F`G,µ. But since F`G,µ is smooth, Poincaré duality implies this
is the constant sheaf, shifted by its dimension, which is 〈2ρ, µ〉, with a Tate twist by
〈2ρ, µ〉/2.
Example 4.6.13. Let G = GL2 and µ• = ((1, 0), (1, 0)). We have the map
m : G̃rG,µ• → GrG,≤(2,0)
sending E0 → E1 → E2 to E0 → E2. Then we compute
Rm∗(IC(1,0)  IC(1,0)) =: IC(1,0) ∗ IC(1,0) ∼= IC(2,0) ⊕ IC(1,1)
using the analogous decomposition of representations for GL2.
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4.7 Geometric Hecke Operators
We can now define geometric Hecke operators in this setting.








where s : Hck → Div1X is the structure map,
←−
h (E1 → E2) = E2 and
−→
h (E1 → E2) = E1.
Given V ∈ RepLG(Λ), we define the associated Hecke operator TV : Dét(BunG,Λ)→
Dét(BunG×Div1X ,Λ) by




h ∗F ⊗LΛ q∗SV ).
When V = Vµ for µ ∈ X•(T )+/Γ, we may write Tµ for TVµ .
Given V,W ∈ RepLG(Λ), we define the composition TW ◦ TV : Dét(BunG,Λ) →
Dét(BunG×Div1X ,Λ) using the diagram
HckG HckG ×Div1X







and then pulling back under the diagonal 1×∆ : BunG×Div1X → BunG×Div1X ×Div1X .
This is some flexibility in how to define Hecke operators, and we will need another
interpretation.
Lemma 4.7.2. We can replace R(
−→
h × s)! with R(
−→
h × s)∗ in the definition of Hecke
operators. Namely,




h ∗F ⊗ SV ).
Proof. The sheaf SV is supported on some union of HckG,≤µ’s, and when restricted
here the map
−→
h is proper by Theorem 4.4.4. Hence we may replace proper pushfor-
ward with ordinary pushforward.
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Geometric Satake provides us with an important fact about composing Hecke
operators, reflecting a familiar property when composing classical Hecke operators.
Proposition 4.7.3. Let V,W ∈ RepLG(Λ). Then TV ◦ TW = TV⊗ΛW . In particular,
TV ◦ TW = TW ◦ TV .
Proof. First, we note that SV and SW are supported on Schubert cells, i.e. have
proper support. Hence in what follows, every map can be restricted to a proper map
of v-stacks, so we may use the appropriate six functor formalism.














G = HckG ×BunG×Div1X (HckG × Div
1
X) is the convolution Hecke stack
parametrizing successive modifications of G-bundles E0 → E1 → E2 along the same
divisor. The chain E0 → E1 → E2 is sent to (E1 → E2) under α, and is sent to
(E0 → E1, D) under β, where D is the support of the cokernel of E1 → E2.



















where m is the convolution map sending E0 → E1 → E2 to E0 → E2. The left rhombus
we recognize as the Cartesian diagram above, and we see everything commutes. Using




h on the top, to the HckG on the far right):









h ∗F ⊗LΛ α∗SW ⊗LΛ β∗SV ),
= (1×∆)∗R(
−→
h × s× 1)!Rβ!(m∗
←−
h ∗F ⊗LΛ α∗SW ⊗LΛ β∗SV ),
= (1×∆)∗R(
−→
h × s× 1)!((Rβ!m∗
←−
h ∗F ⊗LΛ α∗SW )⊗LΛ SV ),
= (1×∆)∗R(
−→
h × s× 1)!(Rβ!(α∗
←−
h ∗F ⊗LΛ α∗SW )⊗LΛ SV ),
= (1×∆)∗R(
−→
h × s× 1)!(Rβ!α∗(
←−
h ∗F ⊗LΛ SW )⊗LΛ SV ),
= (1×∆)∗R(
−→
h × s× 1)!((
←−
h × 1)∗TW (F)⊗LΛ SV ),
= TV ◦ TW (F).
Now that we have geometrized Hecke operators, we can geometrize automorphic
forms.
Definition 4.7.4. We say F ∈ Dét(BunG,Λ) is a (Hecke) eigensheaf for V ∈ RepLG(Λ)
if there exists λV ∈ Dét(Div1X ,Λ) such that
TV (F) = F  λV .
We call λV the eigenvalue of F . Similarly, F is a (Hecke) eigensheaf for µ ∈ X•(T )+
if a similar formula holds for Tµ(F). We say F is a (Hecke) eigensheaf if it is an
eigensheaf for all V ∈ RepLG(Λ).
Proposition 4.7.5. Suppose F is an eigensheaf for V,W with eigenvalues λV , λW .
Then F is an eigensheaf for V ⊗W with eigenvalue λV ⊗ λW .
Proof. By Proposition 4.7.3, we have
TV⊗W (F) = ∆∗TW (F  λV ),
= ∆∗R(
−→
h × s× 1)!((
←−
h ∗F  ΛV )⊗LΛ SW ),
= ∆∗(TW (F)  λW ),
= F  (λV ⊗LΛ λW ),
= F  (λV ⊗Λ λW ).
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We can now fulfill the promise of the introduction and write down a geometrization
of the “Recursion Theorem.”
Definition 4.7.6. Let S ⊂ X•(T )+. Then we say S is a generating set if the Z≥0-
linear combinations of elements of S span X•(T )
+.
The cocharacters in a generating set form the “base case” of the inductive proce-
dure to create Hecke eigensheaves.
Proposition 4.7.7 (Geometric Recursion). Let G be a connected reductive group and
let S ⊂ X•(T )+ be a generating set. Suppose F is an eigensheaf for all µ ∈ S with
eigenvalue rµ◦σ for some σ a representation of WE. Then we have F is an eigensheaf
for all µ ∈ X•(T )+ with eigenvalue rµ ◦ σ.
Proof. We decompose X•(T )
+ into maximal chains for the Bruhat order. In particu-
lar, pick µ ∈ X•(T ) a minimal counterexample to F being an eigensheaf for Tµ in its
respective chain, which is possible by Lemma 3.1.23. Then write µ =
∑k
i=1 niµi with




V ⊗niµi = Vµ ⊕ V
′
where V ′ decomposes into weight spaces with ν < µ. By Proposition 4.7.5, we have F
is an eigensheaf for W with eigenvalue ⊗ki=1rniµi ◦σπ. On the other hand, by minimality
of µ, we see F is an eigensheaf for V ′ with eigenvalue ⊗ki=1rniµi ◦ σπ − rµ ◦ σπ. Hence
we see F is an eigensheaf for Tµ with the correct eigenvalue.
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Chapter 5
On The Kottwitz and Harris-Viehmann
Conjectures
In this chapter we define various moduli spaces of mixed characteristic shtukas. These
generalize Rapoport-Zink spaces at infinite level, and have interesting cohomology
groups associated with them. As in the classical theory, mixed characteristic shtukas
can have multiple “legs,” but for our purposes we will stick to the case of one leg,
which makes the definition a bit more concrete.
Then we recall some classical conjectures on the cohomology of Rapoport-Zink
spaces, and suggest a natural generalization to the situation of mixed characteris-
tic local shtukas. Then we show how the various cases of the generalization as the
parameter µ varies are related to one another by relating them to statements about
Hecke operators, and using Geometric Satake. In particular, this allows for the reduc-
tion of the generalized Kottwitz and Harris-Viehmann conjectures to the case with µ
minuscule.
In this chapter, we exclusively specialize to the setting G = GLn with the usual
conventions, though some statements admit natural generalizations to arbitrary re-
ductive G.
5.1 Shtukas and Period Morphisms
Fix a reductive group G over E. Let µ be a cocharacter of G whose conjugacy class is
defined over E. Let k be the residue field of E. Recall the definition of modifications
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of vector bundles Definition 4.2.4.
Definition 5.1.1. Let b, b′ ∈ B(G). We define the moduli of mixed characteristic
shtukas Shtb,b′,≤µ to be the functor sending S ∈ Perfk to isomorphism classes of pairs
(S], α) where
• S] is an untilt of S over E;
• α is a modification from Eb,S to Eb′,S meromorphic along the divisor S] and
bounded of type ≤ µ.
Remark 5.1.2. Here we break with some of the standard notation to allow for more
general modifications of vector bundles. Normally, one might force Eb′,S to be trivial
above (i.e. b′ = 1), and then writes ShtG,b,µ instead. We will only have use for the
case when b′ is basic, in which case Sht(b,b′,≤µ) ∼= Sht(bb′−1,1,≤µ) where the right side is
relative to Jb′ , but prefer the somewhat more symmetric notation.
Our first priority is to verify this has a reasonable geometric structure. For this,
we will take advantage of certain period morphisms.
Definition 5.1.3. We have two period morphisms:
• Hodge-Tate: πHT : Sht(b,b′,≤µ) → GrJb′ ,≤µ,
• Grothendieck-Messing: πGM : Sht(b,b′,≤µ) → GrJb,≤µ,
sending Eb → Eb′ to the same modification forgetting the isomorphism class of Eb or
Eb′ respectively.
Proposition 5.1.4. For b, b′, µ as above, we have Shtb,b′,µ and Shtb,b′,≤µ are locally
spatial diamonds, and Shtb,b′,µ is an open subfunctor of Shtb,b′,≤µ.
Proof. The latter follows from continuity of the period morphisms and the corre-
sponding statement for Grassmannians. The first statement follows from GrG,µ and
GrG,≤µ being locally spatial diamonds.
An important fact for us will be the following.
Proposition 5.1.5. Suppose Sht(b,b′,≤µ) is non-empty with b
′ ∈ B(G) basic. Then
b′ ∈ B(G, µ, b).
Proof. This is (Imai, 2019) Lemma 1.6, which reduces the argument to (Caraiani and
Scholze, 2017) Prop. 3.5.3 via twisting.
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5.2 Rapoport-Zink Spaces
In this section we relate the spaces Shtb,b′,µ constructed above to some classical moduli
problems appearing in number theory. In this section we fix G = GLn and focus on
spaces of the form Sht1,b,µ with µ minuscule.
In what follows, pick b isoclinic of slope d/n and set µ = (1, . . . , 1, 0, . . . 0) with d
1’s. By the classification of p-divisible groups over Fp by their corresponding isocrys-
tals, there exists a unique (up to isomorphism) p-divisible group X = Xb corresponding
to b.
Rapoport-Zink define a deformation problem associated to X as follows. Given a
formal scheme S over Spf Z̆p with reduction S = S ×Spf Z̆p Spec(Fp), DefX(S) is the
set of pairs (X, ρ) where X is a p-divisible group over S and ρ : X ×S S → X ×Fp S
is a quasi-isogeny.
Theorem 5.2.1 (Rapoport-Zink). DefX is representable by a formal scheme over
Spf Z̆p, denoted MX.
We denote byMX,Q̆p the adic generic fiber. Recall one first takes the rigid generic
fiber in the sense of Raynaud, then passes to adic spaces via a functor globalizing the
functor Spf(A) 7→ Spa(A,A). This is then an analytic adic space over Spa(Q̆p). In
particular, it has an associated diamond.
Theorem 5.2.2 (Scholze-Weinstein). Let H be a p-divisible group over Fp of height
h and dimension n. Let b = id ∈ B(GLn) and choose b′ ∈ B(GLn) to be the basic ele-
ment corresponding to the rank n isocrystal of slope h/n. Set µ = (1, . . . , 1, 0, . . . , 0) ∈
X•(T )
+ where there are h ones. Then
M♦H,∞ = Sht(b,b′,≤µ)
and in fact, M♦H,m = Sht(b,b′,≤µ) /K for an appropriate compact open subgroup K ⊂
GLn(Qp) associated to level m.
Proof. See (Scholze and Weinstein, 2013), or (Scholze and Weinstein, 2020) for the
modern language with diamonds.
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We end with a discussion about an important special case of the above story. When
b is isoclinic of slope 1/n, the corresponding p-divisible group Xb is 1-dimensional of
height n. Hence deformations of this fit into the classical theory of Lubin-Tate formal
groups, and the story of moduli of p-divisible groups begins there.
Deformations of such a p-divisible group can be given a level structure, and the
Lubin-Tate tower is the collection of moduli problems parametrizing these deforma-
tions with increasing level structure. The above isomorphism can be interpreted via
the slogan, “Moduli spaces of mixed characteristic shtukas generalize the Lubin-Tate
tower at ‘infinite’ level.”
5.3 The Local Langlands Correspondence
In this section, we develop some ideas to discuss the Local Langlands Correspon-
dence. This is a theorem which relates certain representations of a p-adic Lie group
to representations of a Galois group. The correspondence is considered as a non-
abelian generalization of local class field theory. In the original proof of the theorem,
Harris-Taylor make critical use of the Lubin-Tate tower at infinite level. Their work
translates, under the tilting equivalence, into an understanding of the cohomology of
certain moduli spaces of mixed characteristic shtukas, which plays an important part
in the “base case” of the Kottwitz conjecture, as explained in chapter 5.
In this section, G = GLn(E), though many concepts will make sense for GLn
replaced by a general reductive group. Recall this is now given the p-adic topology,
making it a locally profinite group, so the generalities of section 4.5 apply. This group
may seem a bit too large to get a handle on its representations, but by restricting to
those which are smooth and/or admissible, we both capture those occurring in nature
while shrinking the category of representations to something manageable.
In order to effectively study representations of G, we need to understand some
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special subgroups it has.
Definition 5.3.1. We say P ⊂ G is a parabolic subgroup if P = P (E) is the E-points
of an algebraic parabolic subgroup of G, i.e. one such that the quotient of functors
of points G/P is represented by an algebraic variety.
Concretely, for G = GLn, all parabolic subgroups P are block upper triangu-
lar, up to conjugation. Block upper triangular matrices admit a decomposition into
block diagonal matrices times a unipotent group. This is codified abstractly into the
following.
Proposition 5.3.2. Let P be a parabolic subgroup of G. Then P admits a Levi
decomposition P = MN where M is (the E-points of) a reductive group and N is
(the E-points of) a unipotent algebraic group.
As alluded above, concretely M will be a product of GLn1(E)×· · ·×GLnk(E) with
n1 +· · ·+nk = n, up to conjugation. Such an M appearing from a Levi decomposition
is called a Levi subgroup of G.
When studying representations of G, it is hard to ignore various GLni(E) sitting
inside. One can restrict a representation to those and hope via induction these will
illuminate the representation theory of G. One strategy for using this idea to classify
representations of G hinges on the following.
Definition 5.3.3. Let P be a parabolic subgroup of G with Levi decomposition MN .
Let π be a smooth admissible representation of G. The Jacquet module of π relative
to N is defined as VN , the space of N -coinvariants of V . This is a representation of
the Levi subgroup M .
Using Frobenius reciprocity, one can translate questions about representations of
a parabolic subgroup P into questions about the Jacquet module at the corresponding
N , which is a representation of a simpler group (a product of GLk’s with smaller k’s).
Langlands and others use this to understand representations of P , and then transfer
this into knowledge about G, via parabolic induction.
Of particular interest is when the Jacquet modules are as simple as possible.
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Definition 5.3.4. Let π be a smooth admissible representation of G. We say π is
supercuspidal if πN = 0 for all N associated to a parabolic subgroup.
Under the Local Langlands correspondence, these are the representations that are
of an arithmetic nature, i.e. they correspond with certain Galois representations.
Definition 5.3.5. Let WQp be the Weil group of Qp. This is the preimage of
Z, the subgroup of Gal(Fp/Fp) generated by Frobenius, under the reduction map
Gal(Qp/Qp)→ Gal(Fp/Fp).
This is the “right” Galois group for phrasing reciprocity laws in the modern lan-
guage. All known local reciprocity laws for GLn are subsumed in the following.
Theorem 5.3.6 (Local Langlands Correspondence). Let π be a supercuspidal rep-
resentation of G. Then there exists a unique irreducible representation σπ : WQp →
GLn(Qp) with the following properties:
• π and σπ have the same L-functions and ε-factors.
• det ◦σπ corresponds to the central character of π under local class field theory.
Before stating how this relates to Lubin-Tate space, we need one more important
result.
Theorem 5.3.7 (Jacquet-Langlands). Let b ∈ B(G) be isoclinic of slope d/n, and
Jb(E) = D
×
d/n(E) as before. (Here if d = kd
′ and n = kn′ with (d′, n′) = 1, then we
interpret D×d/n as GLk(Dd′/k′).) Then there exists a unique bijection between supercus-
pidal representations of G and of Jb, denoted π 7→ πb, characterized by the property
that π and πb have the same L-functions and ε-factors.
We now have the main result of Harris-Taylor which ties everything together.
Theorem 5.3.8 (Harris-Taylor). Let b ∈ B(G) be isoclinic of slope 1/n. Let X
be the p-divisible group of dimension 1 and height n over Fp, and let MX be the
deformation space, i.e. the Lubin-Tate tower of infinite level. Set d = dimMX. Then
the cohomology of MX realizes the Local Langlands correspondence. Specifically, if π
is a supercuspidal representation of GLn(E), then
Hdc (MX,Q`)[π] ∼= πb  σπ
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as representations of Jb(E)×WE, where we write V [π] for HomG(V, π).
Using the tilting equivalence, we immediately get a corollary.
Corollary 5.3.9. With b ∈ B(G) isoclinic of slope 1/n and µ = (1, 0, . . . , 0), we have
Hdc (Sht1,b,µ,Q`)[π] ∼= πb  σπ.
5.4 The Classical Conjectures
Recall if µ ∈ X•(T )+, then we write rµ for the associated highest weight represen-
tation of GLn. Let b ∈ B(G) be isoclinic of slope d/n, and µ = (1, . . . , 1, 0, . . . 0
the associated cocharacter with d 1’s. In this situation, we have the Rapoport-Zink
space at infinite level MX associated to X = Xb. There are two main conjectures in
understanding the cohomology of these spaces (cf. (Rapoport and Viehmann, 2014)
Conjectures 7.3 and 8.1), which we present here.
We use a slightly non-standard notation to denote a “weak π-isotypical compo-







as objects in the Grothendieck category of representations of Jb ×WE.
The classical Kottwitz conjecture then states:
Conjecture 5.4.1 (Kottwitz). Keep the notation as above, and let π be a supercus-
pidal representation of G. Then
H•c (MX){π} = πb  rµ ◦ σπ.
A few remarks are in order.
Remark 5.4.2. This statement is vastly simplified from the statement for the general
group G, using a multitude of coincidences and good behavior for the group GLn.
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Remark 5.4.3. The key assumptions for this to be true are: b is basic, and π is
supercuspidal. The conjecture is expected to be false in general without these.
Remark 5.4.4. By work of Renard, the left side should simplify quite nicely. With π
supercuspidal, one expects the ExtjG’s appearing to vanish for j > 0. See (Rapoport
and Viehmann, 2014) Remark 7.4 for more.
Remark 5.4.5. For the group GLn, a further simplification of the left side is possible.
Work of Dat implies HomG(H
i(MX), π) = 0 for i 6= d = dim(MX).
In the situation where b is not basic, we have the following.
Conjecture 5.4.6 (Harris-Viehmann). Let b ∈ B(G) and suppose Jb is an inner
form of a proper Levi subgroup in G with corresponding parabolic subgroup Pb. Then
H•c (MX) is induced from Pb(E) as a G(E) representation. In particular, if π is
supercuspidal, then
H•c (MX){π} = 0.
We will later discuss some situations where a stronger version of this conjecture
is true.
5.5 The Derived Conjectures
We continue specializing to the case G = GLn for the rest of the thesis to simplify
the following discussion. The major reason to do this is that L-packets for GLn
are singletons, and the Jacquet-Langlands correspondence then is well-defined on the
level of representations.
We state now two conjectures on the cohomology of Sht(b,b′,≤µ) meant to directly
generalize their Rapoport-Zink space counterparts. A similar statement for the Kot-
twitz conjecture appears in this form in (Imai, 2019) (Conjecture 7.2) for the group
GLn. Given a supercuspidal representation π of G, we write πb for the corresponding
representation of Jb(E) under Jacquet-Langlands when b is basic.
Conjecture 5.5.1. Let G/E be a connected reductive group with maximal torus T ,
and let µ ∈ X•(T )+ be fixed. Let π be a supercuspidal representation of G. We have
the following “derived” variants of the classical conjectures:
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• Kottwitz K(µ): for any b, b′ ∈ B(G)basic, we have
lim−→
K
RHomJb′ (E)(RΓc(Sht(b,b′,≤µ) /K, ICµ), πb′) = πb  rµ ◦ σπ
in D(Jb′(E)×WE,Λ), where σπ corresponds to π under local Langlands and the
limit is over compact open subgroups K ⊂ Jb(E).
• Harris-Viehmann HV (µ): suppose b′ ∈ B(G)basic. Then if b ∈ B(G) is not
basic, then we have
RHomJb′ (E)(RΓc(Sht(b,b′,≤µ) /K, ICµ), πb′) = 0,
where again K ranges over compact open subgroups of Jb(E).
These conjectures are “derived” versions of the classical ones appearing above.
A priori these seem a bit stronger. For example, K(µ) implies that supercuspidals
are concentrated in one degree, and many extension groups vanish in the usual al-
ternating sum approach. Additionally, HV (µ) is usually stated in terms of saying
the representation on cohomology if parabolically induced from Pb(E) ⊂ Jb(E) when
Jb is an inner form of a proper Levi subgroup of G, which would imply the vanish-
ing result by Frobenius reciprocity. However, in the classic setting, the cohomology
representation is virtual, living in the Grothendieck group of representations, so the
vanishing result here seems stronger. Yet we will see these versions should be true
if Fargues’s geoemtrization program is to hold. A particularly promising sign is the
following.
Theorem 5.5.2 (Harris-Taylor, Dat). Let G = GLn and µ = (1, 0, . . . , 0) ∈ X•(T )+.
Let b ∈ B(GLn) be isoclinic of slope 1/n. Then the derived Kottwitz conjecture
K(µ) is true for the shtuka space corresponding to (1, b, µ). In particular, for π a




∼= π  σπ
where K runs over compact open subgroups of GLn(E).
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Proof. This follows from Proposition 4.6.12, along with (Dat, 2007) Théorème A,
generalizing the work of Harris-Taylor on the Lubin-Tate tower (Harris and Taylor,
2001) and Theorem 5.2.2.
This gives at least a special case towards proving K(µ) for G = GLn. We will say
a bit more about known special cases in a later section.
5.6 Relation to Hecke Eigensheaves
We will now relate the conjectures discussed in the previous section to Fargues’s
geometrization conjectures (cf. (Fargues, 2016b)) using the following construction.
Definition 5.6.1. Let π be a supercuspidal representation of G. We define the





where jb : [∗/Jb(E)] ∼= BunbG → BunG and Lπb is the sheaf on [∗/Jb(E)] corresponding
to πb.
Then Fargues conjectured the following properties should hold.
Conjecture 5.6.2. Fix µ ∈ X•(T )+. Then we have the conjecture
• Fargues F (µ): for any π a supercuspidal representation of G, the sheaf Fπ is a
Hecke eigensheaf for Tµ. In particular, Tµ(Fπ) = Fπ  rµ ◦ σπ, where rµ is the
irreducible representation of LG of highest weight µ.
Fargues sketches out some ideas on how to relate all of the above conjectures. We
wish to verify them carefully now. First we need a calculation.
Lemma 5.6.3. Let b′ ∈ B(G)basic and let πb′ be a smooth representation of Jb′(E).
Let jb′ : Bun
b′




∼= D(Jb′(E),Λ) via Proposition 4.2.3. Then for any b ∈ B(G) with
jb : Bun
b
G → BunG the inclusion, we have
V(Rj!bTµ(Fb′)) = lim−→
K
RHomJb′ (E)(RΓc(Sht(b,b′,≤µ) /K, ICµ), πb′)
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in Dét(Jb(E)×WE,Λ).
Proof. We follow the strategy as in (Hansen et al., 2021) to compare Hecke operators
with the cohomology of shtuka spaces, though we adapt it to handle the non-basic lo-
cus of BunG. We first perform a cohomological calculation expressing this relationship
precisely, then see how it implies the theorem statement.




















where each square is Cartesian. Note that qK is defined via the inclusion K →
Jb(E)→ J̃b(E).
We compute using Corollary 4.6.10 and Lemma 4.7.2 that
Rj!bTµ(Fb′) = Rj!bR(
−→
h × s)∗(RH omΛ(ICµ, R
←−
h !Fb′)).
By proper base change (Theorem 2.3.6(h)), this is
j!bTµ(Fb′) = Rh∗Rγ!bRH omΛ(ICµ, R
←−
h !Fb′).
Since pullback under [∗/Jb(E)]→ [∗/J̃b(E)] induces an equivalence of derived cat-
egories (see Proposition 4.2.3), this sheaf is determined by its corresponding represen-
tation of Jb(E) under V . In order to compute this, we apply RΓ([∗/K]×Div1X , q∗K(−))
and base change (Theorem 2.3.6(c)) to get
RΓ([∗/K]×Div1X ,q∗KRj!bTµ(Fb′))
= RΓ([∗/K]×Div1X , q∗KRh∗Rγ!bRH omΛ(ICµ, R
←−
h !Fb′)),
= RΓ([GrbG,≤µ /K]×Div1X , g∗KRγ!bRH omΛ(ICµ, R
←−
h !Fb′)).
In the last line above and later in the proof we use for a map f : X → Y and
F ∈ Dét(X,Λ) that RΓ(Y,Rf∗F) = RΓ(X,F).
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by Theorem 2.3.6(j). Using Theorem 2.3.6(m), then (l), we get
RΓ([∗/K]×Div1X ,q∗KRj!bTµ(Fb′))
= RΓ([GrbG,≤µ /K]×Div1X , RH omΛ(ICµ, Rg!KRγ!bR
←−
h !Fb′)),
= RΓ(BunG, RH omΛ(R(gKγb
←−
h )! ICµ,Fb′)).
Now recall Fb′ = Rjb′,∗Lπ′b . So by Theorem 2.3.6(f) and proper base change (h),
we get












Since Sht(b,b′,≤µ) /K is the J̃b(E)-torsor corresponding to the map αK , we get
RΓ([∗/K]×Div1X , q∗KRj!bTµ(Fb′)) = RHomJb′ (E)(RΓc(Sht(b,b′,≤µ) /K, ICµ), πb′)




RHomJb′ (E)(RΓc(Sht(b,b′,≤µ) /K, ICµ), πb′).
We now prove the main equivalence between the Hecke eigensheaf property and
the classical conjectures on Rapoport-Zink spaces generalized to moduli of shtukas.
Theorem 5.6.4. For any µ ∈ X•(T )+, we have the equivalence
F (µ) ⇐⇒ K(µ) +HV (µ),
where K(µ) and HV (µ) appear as Conjecture 5.5.1 and F (µ) appears as Conjec-
ture 5.6.2.
Proof. For b ∈ B(G) we write jb : BunbG → BunG for the inclusion. Suppose b′ is
basic and set Fb′ = Rjb′,∗Lπb′ , where π is a supercuspidal representation of G. By
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By Proposition 4.2.2 the map to B(G,−µ, b′) is upper semicontinuous, and this
set is finite by Proposition 3.2.17. So by Proposition 2.4.4 this space is stratified into
S1, . . . , Sn where each Si is a disjoint union of spaces of the form Bun
b′′
G ×Div1X for
some b′′ ∈ B(G, µ, b′). Note that S1 = BunbG×Div1X where b ∈ B(G, µ, b′) is the
unique basic element using Proposition 3.2.16. In particular, Sk is a disjoint union of
Bunb
′′
G ×Div1X with b′′ not basic for k > 1.
Let jk : Sk → tni=kSi be the open inclusion and ik : tni=k+1Si → tni=kSi the closed










0→ Ri!n−1 . . . Ri!1Tµ(Fb′)→ Rjn,∗j∗nRi!n−1 . . . Ri!1Tµ(Fb′)→+1 .
Let sk : Sk → B(G, µ, b′) be the locally closed immersion. We note that
j∗kRi
!





Hence we wish to understand Rs!kTµ(Fb′). Since Sk is a disjoint union of spaces
Bunb
′′
G ×Div1X , this reduces to understanding Rj!bTµ(Fb′) for b ∈ B(G, µ, b′) arbitrary.
We can now prove the equivalence.
Suppose K(µ) +HV (µ) is true. By HV (µ), we see V(Rj!bTµ(Fb′)) = 0 unless b is
basic by Lemma 5.6.3. Thus Rs!kTµ(Fb′) = 0 for k > 1. By the last distinguished
triangle above, this implies Ri!n−1 . . . Ri
!
1Tµ(Fb′) = 0. But then using the line second
from the bottom, we get that Ri!n−2 . . . Ri
!
1Tµ(Fb′) = 0 as well. Continuing up in this
fashion, we get eventually Ri1,∗Ri
!
1Tµ(Fb′) = 0, and we therefore deduce
Tµ(Fb′) ∼= Rj1,∗j∗1Tµ(Fb′).
Now j1 is the inclusion of Bun
b
G where b ∈ B(G,−µ, b′) is the unique basic element.
By K(µ) and the above calculation, we have Tµ(Fb′) ∼= πb  rµ ◦ σπ. Since all
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functors involved commute with direct sums, we see the full Fargues sheaf then has
the eigensheaf property, proving F (µ).
Suppose F (µ) is true. Then Tµ(Fb′) ∼= Rjb′,∗Lπb′  rµ ◦ σπ for any b
′ ∈ B(G)basic.
In particular, since this is a pushforward from the basic locus of BunG, we see
Ri!1Tµ(Fb′) = 0, so Rs!kTµ(Fb′) = 0 for k > 1. Using the distinguished triangles
again along with Lemma 5.6.3, this establishes HV (µ). If b ∈ B(G,−µ, b′) is the
unique basic element, then the isomorphism
Lπb′  rµ ◦ σπ = Tµ(Fb′) ∼= Rj1,∗j
∗
1Tµ(Fb′)
yields K(µ), as j1 = jb.
5.7 Some Special Cases
In this section we investigate a few special examples of the previous discussion. In
particular, there is a bit known in the case of G = GLn, so we continue to specialize to
this situation. Hence G-bundles are just rank n vector bundles. We can then identify
X•(T )
+ in the usual way with n-tuples of integers (k1, . . . , kn) with k1 ≥ · · · ≥ kn ≥ 0,
and b ∈ B(G) is determined by a list of slopes (of its Newton polygon). If b is isoclinic
of slope λ, we may write Eb as O(λ).
First, we prove some lemmas for reducing proving K(µ) and HV (µ) to particular
cases. We will write K(b, b′, µ) and HV (b, b′, µ) for the analogous statements on the
cohomology of shtuka spaces just for particular b, b′ ∈ B(G). Hence the statement
K(µ) is that K(b, b′, µ) is true for all b, b′ ∈ B(G) (necessarily basic) and similarly
for HV (µ).
In particular, we can interpret Theorem 5.5.2 for GLn as the statement
K(1, b, (1, 0, . . . , 0))
where b has slope 1/n, via Theorem 5.2.2.
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Lemma 5.7.1 (Twisting). Let b, b′ ∈ B(G) and µ ∈ X•(T )+. Suppose λ is a central
cocharacter, and $ ∈ E is a uniformizer. Then we have equivalences K(b, b′, µ) ⇐⇒
K(λ($)b, λ($)b′, µ) and HV (b, b′, µ) ⇐⇒ HV (λ($)b, λ($)b′, µ).
Proof. Let λ = (k, . . . , k). Then Eλ($)b = E$kb ∼= Eb ⊗ O(k). Hence tensoring with
O(k) induces an isomorphism Sht(b,b′,≤µ) → Sht(λ($)b,λ($)b′,≤µ) with inverse given by
tensoring with O(−k), and this is equivariant for the group actions, using the identi-
fication Jλ($)b(E) ∼= Jb(E). This also preserves the WE-action since the isomorphism
preserves the map down to Div1X . Hence the cohomology of each space agrees as
representations of Jb(E)× Jb′(E)×WE.
Lemma 5.7.2 (Duality). Let b, b′ ∈ B(G) and µ ∈ X•(T )+. Then we have the
equivalences K(b, b′, µ) ⇐⇒ K(b′−1, b−1, µ) and HV (b, b′, µ) ⇐⇒ HV (b′−1, b−1, µ).
Proof. We have a map Sht(b,b′,≤µ) → Sht(b′−1,b−1,≤µ) given by α : Eb → Eb′ goes to
α∨ : H om(E ′b,O) → H om(Eb,O). We see then that (α∨)∨ = α, so this is an
isomorphism of diamonds which is equivariant under the identifications Jb−1 ∼= Jb
and Jb′−1 ∼= Jb′ (see Proposition 3.2.14).
There is a large class of cases where HV (b, b′, µ) is known, thanks to work of
Gaisin-Imai (with similar results in the case b = 1 and G = GLn independently
discovered by Hansen, cf. (Hansen, 2018)). First we need to recall a definition.
Definition 5.7.3. Let b ∈ B(G) and µ ∈ X•(T )+. Let b′ ∈ B(G, µ, b). Then we
say (b, b′, µ) is Hodge-Newton reducible (HN-reducible) if there exists a proper Levi
subgroup L of G and b0, b
′
0 ∈ B(L) such that
• b and b′ are equal to the image of b0 and b′0 respectively under B(L)→ B(G);
• µ factors through L; and
• b′0 ∈ B(L, µ, b0).
Theorem 5.7.4. Suppose (b, b′, µ) are HN-reducible. Then the cohomology of Sht(b,b′,≤µ)
is induced from Pb′(E). In particular, HV (b, b
′, µ) is true.
Proof. This follows from (Gaisin and Imai, 2016) Theorem 4.23 and the usual spectral
sequence for computing RHom’s.
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The simplest nontrivial cases of the conjectures to verify “by hand” are the fol-
lowing.
Proposition 5.7.5. Let G = GLn and µ = (1, . . . , 1). Then K(µ) and HV (µ) are
true.
Proof. Let b ∈ B(G) and µ = (1, . . . , 1). We will first show that B(G, µ, b) = {pb}.
Let b′ ∈ B(G, µ, b), meaning νb′−νb ≤ µ. Write out the n-tuple of (decreasing) slopes
as νb = (s1, . . . , sn) and νb′ = (s
′
1, . . . , s
′
n). Then the condition says (1+s1−s′1, . . . , 1+
sn−s′n) ≥ 0, i.e. the left side is a (positive) linear combination of coroots. This means









forces s′i = 1 + si for all i, so that b
′ = pb.
Now if Sht(b,b′,≤µ) is non-empty, we must have b
′ ∈ B(G, µ, b) by Proposition 5.1.5,
so for µ = (1, . . . , 1) the only interesting space to consider is Sht(b,pb,≤µ). If b is not
basic, then a σ-conjugate belongs to the image of some proper Levi subgroup of GLn,
and so the same applies to pb. Since µ factors through the image of any proper Levi
subgroup, we see the tuple (b, pb, µ) is then HN-reducible, so HV (µ) follows from
Theorem 5.7.4.
If b is basic, then we need to verify K(b, pb, µ). Let α : Eb → Epb be a modi-
fication of type µ. Because µ is central, the action of Jpb(E) is trivial, so we can
identify Sht(b,pb,≤µ) with Jb(E) ·α. The cohomology of this space is the Hecke algebra
C∞c (Jb(E)), so the result follows by an elementary calculation that the π-isotypic
component is π  det(σπ), using local class field theory.
We now have enough to cover all cases for GL2. We note F ((1, 0)) appears in
(Gaisin and Imai, 2016) as Theorem 6.3.
Corollary 5.7.6. Let G = GL2. Then we have F (µ), and hence K(µ) and HV (µ),
is true for all µ ∈ X•(T )+.
Proof. By Corollary 4.7.7 and Theorem 5.6.4, it suffices to prove K(µ) and HV (µ)
for µ = (1, 1) and µ = (1, 0) since these form a generating set of X•(T )
+. The first
is handled by Proposition 5.7.5. By Lemma 5.7.1 we can restrict to K(b, b′, µ) and
HV (b, b′, µ) with b, b′ having minimal slopes between 0 and 1.
To handle K(b, b′, µ), we enumerate the remaining cases. Since b and b′ must be
basic, we have the cases of slopes 0 and 1/2, or slopes 1/2 and 1 respectively. The
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latter follows from the former by a twist and applying Lemma 5.7.2. The former is
Theorem 5.5.2 and Theorem 5.2.2.
For HV (b, b′, µ), we have either b′ has slope 1/2 or 1. In the former case, we
have Sht(b,b′,≤(1,0) is non-empty unless b is basic of slope 0 by surjectivity of the
Grothendieck-Messing period map, so H(b, b′, µ) is vacuously true here. If b′ has
slope 1, then b is non-basic if and only if it has slope 0 and 1. But then (b, b′, µ) is
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