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Introduction
The role of renewable energy is gradually increasing in modern economic and social development. Over the last couple of decades the deployment and use of renewable energy sources (RES) have been significantly growing worldwide. According to the International Energy Agency's statistics, the share of renewable electricity generation in the global electricity mix increased from 18 per cent in 2007 to almost 22 per cent in 2013 (IEA 2014) .
Worldwide, renewable electricity generation is now on par with that of natural gas.
Indisputably, renewable energy helps to mitigate air pollution and increases energy security and diversification for countries that are net energy importers. However, the net economic effects of increasing renewable energy on economic growth and employment are ambiguous and subject to empirical and modelling scrutiny. As discussed by Lehr, Lutz et al. (2012) , in the short run, the gross effect of increasing investments into renewable energy sources on economic activity and employment of RES related industries is obviously positive.
1 This argument is usually highlighted by policy makers when promoting the development of renewable energy. However, in the long-run, these positive short-run effects might be diminished or even offset by negative impacts which originate from two different sources:
first, green energy investments might crowd out investments in other potentially more productive conventional energy sectors; second, renewable energy, at least initially, translates into additional energy costs for households and firms. This reduces their expenditure in other sectors resulting in lower output and fewer jobs in the respective sectors.
Renewable energy has been promoted through different support schemes in several European
Union (EU) member states for a long time ago. However, only in the early 1990s, promotional programs picked up the speed across most EU member states. 2 Since then the cost of subsidising renewable energy has been rapidly growing in all EU countries. In 2011 the annual subsidies to renewable energy in the EU amounted to EUR 36 billion, more than half of the total worldwide subsidies to renewable energy (European Commission 2014). The 1 The European Commission expects that the development of renewable energy will bring benefits in terms of growth and jobs. Gross employment in the renewable sector is forecasted to rise to 3 million by 2020. While the net employment effect of renewable policy (taking into account job losses in other sector) is forecasted to range between 300,000 -400,000 new jobs (European Commission 2014).
costs of supporting renewable energy are still increasing. For instance, in Germany they increased from EUR 9.5 billion in 2010 to EUR 12.7 billion in 2012, and in Spain -from EUR 5.4 billion to EUR 8.4 billion in 2012 (European Commission 2014) .
From the economics perspective, only a mix of three externalities, namely, air pollution, energy security and promotion of learning-by-doing (or knowledge spillover), can justify the strong support for renewable energy expansion (Canton and Johannesson Lindén 2010) . The negative externality of air pollution has been largely addressed by the EU's Emission Trading System and other national climate change programmes. Therefore the remaining key objective 3 of the EU's renewable energy support policies is to create economies of scale and to induce new technology developments through learning-by-doing and knowledge spillovers in the relevant industrial sectors.
However, in general, industrial and innovation policies, which can be defined as attempts by governments to promote growth of particular industrial sectors, remain controversial. For example, the Economist's article "Picking Winners, Saving Losers" (The Economist 2010, August) criticises increasing subsidies to promote certain green technologies warning that "picking industrial winners nearly always fails."
Given the intensifying debates whether governments should use industrial/innovation policy strategies to promote particular renewable energy technologies, the main objective of this study is to investigate the long-run effects of renewable energy support policies on economic growth and employment in 15 European Union (EU-15) 4 member states for the time period by using panel-data time-series econometric techniques, such as heterogeneous estimators, unobserved common factor models and panel causal analyses in a vector error correction model. In particular, this paper aims to expand the existing literature in the following three unexplored directions. 3 In this study, we consider energy security objective as less important since, according to Canton and Johannesson Lindén's (2010) conclusions, which are based on the literature review, the benefits of increased energy security seem to be quite modest.
First of all, this study focuses on a rather development-wise homogenous EU-15 region, which has promoted renewable energy for a long time and which is the most coordinated in Secondly, instead of using total renewable energy consumption or generation, as done in the earlier similar empirical studies on renewable energy-economic growth nexus (see our literature review below), we use renewable energy capacity of solar and wind energy as the proxy variables for the EU's renewable energy policies. 5 The rationale of using capacity instead of consumption is that capacity, not its consumption, is a better measure for comparing the efforts of renewable energy policies to enhance the learning-by-doing effects.
Thirdly, we perform our analysis at three different data aggregation levels to understand the effects of renewable capacity expansion not only on overall economy, but also on total manufacturing and manufacturing of machinery and equipment. By performing analysis at three different economic activity levels, we will be able to provide more insights about the impacts of renewable energy policies on the EU economy.
Specifically, this study tests two hypotheses. The first hypothesis is that the EU's renewable energy support policies lead to technological advancement, followed by economy growth, in the long-run. The second hypothesis states that the EU's renewable energy support policies at 5 We are not oblivious to the fact that renewable energy policies are not only limited to solar and wind, and therefore our proxy variables might not completely cover all renewable policies. Nevertheless, solar and wind are the leading renewable energy sources that are attracting the greatest interest among policy makers and in the industry, at least at the EU level. Therefore most of the renewable energy policies in the EU are often centred on solar and wind.
least generate an increase in output and employment in the short-run. In summary, our results provide evidence in support of the second hypothesis that the EU's renewable energy policies promote growth and employment in the short-run, especially in the case of wind capacity, but do not support the first hypothesis that these policies promote growth in the long-run.
The remainder of the paper is organised as follows: Section 2 provides a short summary and a discussion of the relevant literature on renewable energy-economic growth nexus. In Section 3 we present the theoretical considerations, the main hypotheses, the empirical strategy and the data. Section 4 contains the empirical results and their discussion. A short summary and the concluding remarks are presented in the final section.
Brief Literature Review
The question of renewable energy-economic growth nexus has been researched rather intensively for more than one decade. On one hand the recent surge in this literature has been endorsed by the focus of policy-makers to promote renewable energy worldwide. On the other hand, the advances in time-series and panel-data econometric techniques as well as the availability of long data series have allowed researchers to investigate this question for different countries and regions. Also, growing number of studies in this area suggests that researchers have not yet found a consensus on whether or not renewable energy is promoting economic growth. A recent study by Sebri (2015) synthesises the empirical literature on this topic using the meta-analysis approach and finds that the variation in the supported hypothesis is due to a number of characteristics, including model specification, data characteristics, estimation techniques, and the country's level of development.
Below we summarise some of the results from 16 empirical studies that used time-series and panel-data econometric techniques to analyse the question of renewable energy-economic growth nexus for the European Union's countries or for a group of countries that includes at least one EU country. (Menegaki 2011, Ohler and Fetters 2014) find that renewable energy contributes to employment. Ohler and Fetters (2014) analyse this relationship for each renewable energy source and find that biomass, hydro and wind energy support employment.
Unlike the summarised previous studies, this paper aims to expand the existing literature in the following unexplored directions. First of all, this study focuses on the EU-15 region, which is the most homogenous in terms of renewable energy policies. Secondly, instead of using total renewable electricity consumption or generation, we use renewable energy capacity of solar and wind energy as the proxy variables to capture the effect of the EU's renewable energy policies on economic growth. Thirdly, we disaggregate the data to understand the effects of renewable capacity expansion not only on the total economy, but also on the total manufacturing and the machinery and equipment sector. By doing this we will be able to provide more answers about the economic impacts of renewable policies. (1) Total renewable energy consumption; (2) the share of total renewable energy consumption to total energy consumption. 0.105 n/a n/a 3. Methodology
Theoretical Considerations
As previous research discussed above, this study augments the neoclassical Cobb-Douglas production function by incorporating energy in addition to capital and labour inputs. In particular, our model contains four explanatory variables: capital, labour, total energy consumption and the state of technology.
Generally, the production function can be written as
where represents the aggregate output at time t for country i, is capital stock, is labour, is total energy consumption, and is the state of technology. The state of technology is assumed to be the function of two variables:
where denotes EU policies for inducing renewable energy development at time t, and is an exogenous technological change.
Since the beginning of 1990s most EU countries have introduced various policies to increase the share of renewable energy production in total energy production. These policies include investment subsidies, tax breaks, feed-in tariffs, among others (EWEA 2005) . To examine the effects of RE policies on economic activity and employment it is virtually impossible to account for a wide range of these policies in our empirical setting. Thus, we need a proxy variable which could help us to aggregate different policy measures. We use solar and wind electricity production capacity (denoted by SOL and WND) as such proxy variables arguing that capacity is a better measure for comparing the efforts of renewable energy policies across EU countries.
Consequently, the following log-linear reduced-form of aggregate Cobb-Douglas production function is used to investigate the long-run and short-term relationships between economic activity, employment and RES policies:
The economic explanation of α, β, γ, δ, θ and are the elasticities of output with respect to capital, labor, total energy consumption, solar electric capacity and wind electric capacity, respectively. stands for the exogenous technical change and denotes the error term.
To deepen our analysis, we estimate eq. (3) at three different data aggregation levels: (1) total economy, (2) total manufacturing and (3) manufacturing of machinery and equipment.
Consequently, three different models are estimated: 
Hypotheses
Based on the available data and the literature on renewable energy-economic growth nexus, we test and discuss two key hypotheses. The first hypothesis is based on the assumption that the expansion of renewable energy penetration through subsidies brings technological improvements and substantial benefits in terms of economic growth in the long-run. After decades of significant support to wind and solar electricity generation capacity across EU countries one might expect that these policy efforts should bear fruit, particularly, in sectors that are involved in producing renewable energy technologies. 
Econometric Strategy
Formally we specify the empirical production model as:
where i denotes EU-15 member states, t is time and s indicates the level of data aggregation (Total economy, Manufacturing and Machinery). The variables are in natural logarithms and is economic activity, is capital, is labor, is final energy consumption, is solar capacity, is wind capacity, ′ is a vector of coefficients to be estimated and is composed of both unobserved common factors and a random error term. Eq. (4) is a general empirical representation of the growth model presented in the model section. In particular, the functional form is not specified and the vector of coefficients can be allowed to be country specific (heterogeneous) or constant across country (homogeneous). In this study, we will restrict the functional form to a log-linear specification just for simplicity (the issue of functional forms and its implication is beyond this study, for such issues see Li and Racine (2007) . However, we will consider both -restricting the vector of coefficients to be homogeneous and allowing it to vary across countries (heterogeneous). As a consequence we apply two variants of estimators: homogeneous estimators, such as fixed-effect (FE), pooled OLS first-difference estimator among others and heterogeneous estimators such as Pesaran and Smith's (1995) mean group estimator (MG), Pesaran's (2006) common correlated mean group (CCMG) and the Eberhardt and Teal's (2010) augmented mean group estimator (AMG).
The econometric strategy is to apply a non-heterogeneous panel estimator (fixed-effect model) and three variants of the heterogeneous estimators -MG, CCMG and the AMG.
Further, we assess the different estimators on how each fit the data generation process based on diagnostic testing to choose the best model among them, and base our analysis on the chosen estimator. Estimating Eq.(4) based on the usual panel estimators such as a fixed-effect model in a situation where unobserved common factors varies across country and time and are correlated with the included covariates, might result in estimates that are biased. To appropriately account for unobserved common factors, we apply an econometric modelling approach based on the "unobserved common factor framework" that will account for unobserved factors including spillovers on the estimated parameters of interest. (2006) and Kapetanios, Pesaran et al. (2011) . Both the CCMG and AMG estimators are designed based on the unobserved common factor framework as described above, while the MG estimator is not (it only relaxes the homogeneous slope coefficients assumption but do not account for unobserved common factors). The MG approach allows for heterogeneity across panel units by making both the slope coefficients and the error variances to vary across panels units, it however does not incorporate information on unobserved common factors 6 that might be present in the data. The CCMG model unobserved common factors by including cross-sectional averages of the dependent and independent covariates as additional regressors. The idea is to strip-off all (potentially) unobserved common factor effects from the estimates of interest via the included cross-sectional averages. The AMG approach is an alternative to the CCMG, and was developed by Eberhardt and Teal (2010) .
The only difference between the AMG and the CCMG is in, how the correction is done for the unobserved common factors. Whereas in the CCMG approach, the correction parameters are treated as nuisance, in the case of the AMG estimator, it is treated as a common dynamic process which can have useful interpretation.
Before estimating the four models as presented, four key steps are needed in our empirical strategy: first, a unit root test to determine the time series properties of the data. Second, a cross-sectional dependency test to determine if unobserved common factors need to be accounted for in the estimation process. Third, a cointegration test to determine the long-run relationships between the variables in the model and lastly causality analysis to determine the causal dynamics and to answer our two key hypotheses as presented in the theoretical section.
Two unit root testing procedures are implemented in this study, specifically Pesaran (2007) CIPS test that allows for both heterogeneity and cross-sectional dependency in the unit root test, and CADF test which also accommodate both heterogeneity and cross-sectional dependence, but only differ from the CIPS test in the sense that the test statistic is not an average over the panel units . Details on the CIPS unit root test specification and the CADF test are in Pesaran (2007) and Pesaran (2003) , respectively.
Cross-sectional dependence is tested using Pesaran ( is commonly applied in the literature as a consequence, we refer the reader to Pedroni (1999 Pedroni ( , 2004 for details on this approach.
The last step in our empirical approach is to test for causality based on Granger methodology.
We proposed to account for both short-run causality and long-run causality via an error correction framework, while at the same time allowing for parameter heterogeneity in the testing procedure. 
Data description
The annual data for a set of EU-15 member states covering the period from 1990 to 2012 is collected from Eurostat between May and September of 2014. This gives us a panel of maximum 345 country-level observations.
As discussed in the previous sub-section, we perform our analysis at three different data aggregation levels. Accordingly, three different sets of data are collected. Table 2 provides the detail description and measurement units of each variable used in the analysis.
In Model 1, gross domestic product (GDP) is used as a proxy for total economic output. Gross fixed capital formation proxies capital input, and total employment for labour input. Final energy consumption is used for total economy's energy consumption. In Model 2, gross value added in manufacturing sector, gross fixed capital formation in manufacturing sector, total employment in manufacturing sector and final energy consumption of manufacturing sector proxies total manufacturing's output, capital, labour and energy consumption, respectively. 7 All models use total solar photovoltaic and thermal electric capacity and total wind electrical capacity as the proxy variables of renewable energy policies.
From the descriptive statistics presented in Table 3 it is evident that, on average, the manufacturing sector in the EU is rather energy intensive as it uses about 28 per cent of total economy's final energy consumption. * Note that as the several sample countries for a few years had no wind or/and solar electricity generation capacity, in order to be able to transform the data series to logarithms we have added 1 to the whole set of data on renewables.
Results and Discussion
The empirical analysis is done by estimating a fixed-effect model and the three variants of heterogeneous panel models motivated by different assumptions as indicated in the empirical approach section. Before presenting the results from the various estimators, it is important to present the time series properties of the data series and information on cross-sectional dependence before the estimations are done. We tested each of the series for unit root for each of the three levels of aggregation (total economy, manufacturing level and machinery level). The unit root testing is done using both CIPS and CADF tests. The results for the unit root test are presented in Table A1 to A3 in the appendix and provide evidence in support of (1) I process for each of the series at the 5 per cent statistical significance level.
Further, we also tested for cross-sectional dependence and the results as presented in Table 4 indicate that each of the series in our data could not pass the null hypothesis test of cross-sectional independence, implying that each of the data series are correlated across panel units and therefore the econometric strategy should incorporate this into the estimation process, in order to reduce the potential problem of producing bias estimates. We also tested for cointegration, since each of the series in our data-set follow a (1) I process and therefore the need to test if there is a long-run relationship between the variables as specified in equation (4). Pedroni's (1999) panel cointegration approach was implemented in the testing procedure and based on the t (non-parametric t-test) and
Augmented Dickey Fuller (ADF) test statistics, the null hypothesis of no cointegration relationship is rejected at the 5 per cent significance level, implying evidence of the long-run relationship between the variables. This result is presented in Table A4 in the appendix.
The results for each of the four estimators (fixed-effect, MG, CCEMG and AMG) for the long-run model are presented in Table 5 . In discriminating between the estimators, we relied on the models diagnostics, especially if the models' residuals pass the cross sectional independence test (Pesaran, 2006 CD-test) and are stationary -I(0). The diagnostic test results as reported in Table 5 favour only the AMG estimator -its residuals are stationary implying non-spurious regression and also pass the CD-test at the 5 per cent significance level, which means that estimates are free from unobserved common factors bias. Whereas the residuals from both the MG and CCEMG estimators are stationary, they however did not pass the CD-test at the 5 per cent significance level for each of three levels of data aggregation. The FE model's residuals only passed the CD-test for both the economy and manufacturing levels of data aggregation at the 5 per cent level of significance, its residuals are however I(1) for each of the three levels of our data analysis. The diagnostic tests therefore provide strong support for the AMG estimator relative to the other three estimators. Notes: Under the null hypothesis of cross-section independence CD ~ N (0, 1), implying that a p-value less than 0.05, we reject the null of cross-section independence at the 5% significance level and will imply cross-sectional dependence.
We present the results of long-run elasticities of all estimated modes in Table 5 . According to the estimates from the AMG model, in the long-run a 1 per cent increase in solar and wind capacity will result in 0.004 and 0.002 per cent drop in total EU economy's GDP, respectively. However, these point estimates are barely significant at conventional significance levels. Our findings oppose the common findings of the comparable empirical studies that in the long-run expansion of renewable energy enhance economic growth. Interestingly, all our estimated long-run models provide similar long-run estimates for wind and solar capacity.
One might expect that the positive effects of renewable energy support schemes should be visible at least in manufacturing sectors, if any. However our estimators for our variables of interest remain largely consistent for total manufacturing and the sector of machinery and equipment (see Table 5 ).
Therefore we conclude that we find no support for Hypothesis 1. I (0) Notes: Under the null hypothesis of cross-section independence CD ~ N (0, 1), the integration indicate if the residual is stationary (I (0)) or otherwise. Fixed effect, mean group, augmented mean group and the common corrected mean group models are represented as FE, MG, AMG and CCEMG, respectively. Standard errors in parentheses (robust standard errors), * p < 0.05, ** p < 0.01, *** p < 0.001 Table 6 reports the panel causality results from estimating the panel vector error correction models for each data aggregation level. In line with the findings of Ohler and Fetters (2014) we find that there is evidence of short-term Granger causality stemming from wind capacity to output at all data aggregation levels. This result lends support to our Hypothesis 2 suggesting that in the short-run the EU's renewable policies directed to wind capacity expansion have a direct positive impact on the EU's economy. This finding could be explained by the fact that local EU wind turbine manufactures have been competitive across the globe (European Commission 2014). 
Manufacturing
When it comes to the effects of wind capacity expansion on employment, we find that wind capacity has a positive and statistically significant impact on total employment in the short-run at the total economy level (again, in line with Ohler and Fetters (2014) ), but not at the manufacturing and machinery sector levels. While this finding lends support to Hypothesis 2 for the case of wind capacity development, we do not find the same results for solar capacity.
The results presented in Table 6 show that solar capacity expansion has a negative effect on output not only in the long-run but also in the short-run (though this result is only significant at the machinery level). Given the very high subsidies per installed capacity for solar, this finding might be explained by crowding-out of capital from more productive sectors to less productive ones. Even though, we find that solar capacity expansion has a positive impact on employment in manufacturing of machinery and equipment, this is not the case at both the manufacturing and total economy levels.
In summary, our findings on the impacts of renewable energy expansion on total economic growth and total employment give us some evidence to support Hypothesis 2 in the case of wind power capacity expansion but not in the case of solar.
Conclusions and final remarks
Renewable energy has attracted a lot of interest both in the academia and among policy makers for the last decade, especially in the EU region. This surge in interest in renewable energy and consequently policies targeting the promotion of renewable energy is as a result of the increased awareness of the impact of human activities on the climate and the security concerns posed by high reliance on fossil fuel based energies. Promoting renewable energy is therefore seen as one of the options to mitigate climate change and foster learning-by-doing and knowledge spillovers in related manufacturing sectors. It is also seen as a measure to reduce energy insecurity and lastly as growth enhancing measure via job creation. These potential positive outcomes associated with renewable energy make it very appealing to policy makers.
In this paper we provided a detailed but careful analysis of the data to understand the impact of the EU's renewable energy policies on output and employment in the EU-15 region. Given the EU's Renewable Energy Directive requirement (that renewables accounts for at least 20 per cent of its total energy need), it is important to understand the potential implication of such a policy on output and employment both in the short-run and in the long-run. As a consequence, we explored many econometric methods that account for unobserved common factor effects, endogeneity, and both homogeneous and heterogeneous parameters to answer our key questions.
Moreover, instead of relying on renewable energy consumption or generation as commonly done in the literature, we use solar and wind capacity as the proxies for renewable energy policies. In general our results provide evidence in support of the hypothesis that renewable energy policies promote growth and employment in the short-run, especially in the case of wind capacity, but do not support the hypothesis that these policies promote growth in the long-run. A possible explanation for the insignificant effect of renewable energy on output in the long-run is that the renewable energy technologies are still not well developed to benefit from international trade that can generate employment opportunities beyond domestic markets to levels that can generate positive impact on growth. Another explanation could be from the crowding out channel, where renewable energy investments crowd out investments in other sectors that are more productive relative to the renewable energy sector. However, we must recognise that the potential total impact of renewable energy policies depends on many factors including the growth in the global demand for renewable energy, the primary target of the policy (such as reduction in fossil fuel use and related air pollution, security and sustainability concern and environmental damages from fossil fuel extraction), and the interactions between the renewable energy sector and the other sectors in the economy. Therefore the economic impacts of renewable energy policies are multi-dimensional: a poor outcome in one dimension might be overcome by a positive outcome in another dimension. (0.000) (0.000) The null hypothesis is that of a unit root, both the CIPS and CADF test allows for heterogeneity and cross-sectional dependency in the unit root test. The first difference (change) is denoted by ∆ and the numbers in parenthesis are the Pvalues for the unit root test statistic. The lag length is chosen base on AIC. (0.000) (0.000) The null hypothesis is that of a unit root, both the CIPS and CADF test allows for heterogeneity and cross-sectional dependency in the unit root test. The first difference (change) is denoted by ∆ and the numbers in parenthesis are the Pvalues for the unit root test statistic. The lag length is chosen base on AIC. (0.000) (0.000) The null hypothesis is that of a unit root, both the CIPS and CADF test allows for heterogeneity and cross-sectional dependency in the unit root test. The first difference (change) is denoted by ∆ and the numbers in parenthesis are the Pvalues for the unit root test statistic. The lag length is chosen base on AIC.
