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Resumen
Se presenta un estudio detallado de la ma´quina de Szilard cua´ntica con un nu´mero N de
part´ıculas. Se calcula el trabajo total realizado de part´ıculas WTOT, la funcio´n de particio´n del
sistema asociada a cada uno de los procesos involucrados y la posicio´n de equilibrio de la pared.
En particular se estudian de forma expl´ıcita los casos N = 1 y N = 2 tanto para part´ıculas
boso´nicas como fermio´nicas. En todos los casos los resultados encontrados son comparados con
su contraparte cla´sica. Se encuentra que, en general, WTOT depende de la naturaleza boso´nica
o fermio´nica de las part´ıculas.
Palabras Claves: Informacio´n cua´ntica, termodina´mica y meca´nica estad´ıstica cua´ntica.
Abstract
A detailed study of the quantum Szilard engine with a number N of particles is presented.
The total work done by the engine,WTOT , the partition function of the system associated to each
of the processes involved and the equilibrium position of the wall are calculated. Particularly,
the cases N = 1 and N = 2 are explicitly studied for bosonic and fermionic particles. In all
cases, the results found are compared to their classical counterpart. It is found that, in general,
WTOT depends on the bosonic or fermionic nature of the particles.
Keywords: Quantum information, thermodynamics and quantum statistical mechanics.
1 Introduccio´n
El demonio de Maxwell fue mencionado por primera vez en 1871 en el
libro “Theory of Heat” escrito por el f´ısico escoce´s James Clerk Maxwell
[1]. En este experimento mental, se considera una caja dividida en dos
compartimientos A y B. La divisio´n tiene un pequen˜o hueco y un demonio
que puede ver las mole´culas individuales abre y cierra el hueco de tal forma
que solo permite pasar las mole´culas ra´pidas del compartimiento A al B y
las part´ıculas lentas de B a A. Como resultado, despue´s de un tiempo, la
energ´ıa cine´tica promedio de las part´ıculas en B sera´ mayor que la de las
de A. De esta forma, el demonio, sin realizar ningu´n trabajo aumentara´
la temperatura de B y disminuira´ la de A, ver Fig. 1. Este resultado
contradice la segunda ley de la termodina´mica, la cual en la interpretacio´n
de Clausius afirma que: “no es posible ningu´n proceso cuyo u´nico resultado
sea la transferencia de calor de un cuerpo de menor temperatura a otro de
mayor temperatura”. Dicho de otra forma, en la paradoja planteada por
Maxwell el demonio disminuye la entrop´ıa del sistema sin realizar ningu´n
trabajo sobre dicho sistema.
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Figura 1. Demonio de Maxwell. Los c´ırculos oscuros representan las mole´culas ra´pidas y los
claros las lentas. Inicialmente ambos compartimientos tienen la misma energ´ıa cine´tica promedio.
Despue´s de la accio´n del demonio el compartimiento B tiene una energ´ıa cine´tica mayor a la de
A.
Esta paradoja suscito´ una amplia discusio´n en torno a sus posibles
explicaciones. Una de las respuestas ma´s ce´lebres fue dada por L. Szilard
en 1929 [2]. Su respuesta a la contradiccio´n planteada por Maxwell se baso´
en la afirmacio´n de que el demonio transforma informacio´n en entrop´ıa
negativa. Para determinar las velocidades de las part´ıculas es necesario
realizar un proceso de medicio´n. Por lo tanto, es necesario que el demonio
interactu´e con el gas. Desde este punto de vista no es correcto considerar al
gas como un sistema aislado sino que, por el contrario, se deben considerar
el demonio y el gas como un solo sistema aislado. De esta forma aunque la
entrop´ıa del gas disminuye la del demonio debe aumentar. En la respuesta
de Szilard la segunda ley es salvada debido a que el proceso de medicio´n
es de naturaleza irreversible. Otras interpretaciones se encuentran en las
Refs. [3, 4, 5, 6].
En este art´ıculo se presenta una revisio´n detallada de la ma´quina de
Szilard cua´ntica basada principalmente en el trabajo de Kim et al. [7].
Sin embargo, en este art´ıculo se presentan detalladamente los ca´lculos que
llevan a las conclusiones reportadas en Ref. [7]. De esta forma se ofrece un
material ma´s detallado enfocado a un pu´blico ma´s general.
2 Ma´quina de Szilard
La ma´quina de Szilard es una versio´n sofisticada del demonio de Maxwell
[7, 8]. Para empezar se considera nuevamente una caja con una sola
mole´cula dentro de ella, ver la etapa 1 en la Fig. 2. En la etapa 2, sin
realizar trabajo, se coloca una pared que divide la caja en dos partes iguales.
As´ı, al final de esta etapa el demonio no sabe a que´ lado de la pared esta´ la
mole´cula. Como se muestra, en la etapa 3 el demonio mide y determina en
que´ lado de la caja se encuentra la mole´cula. Despue´s de esto el demonio
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sujeta una masa m a la pared tal y como se muestra en la etapa 4 de la
Fig. 2. De esta forma, usando la informacio´n obtenida en la medicio´n el
demonio puede extraer trabajo del sistema. Por ejemplo, si la expansio´n es
isote´rmica, la cantidad de trabajo extra´ıdo esta´ dado por:
Figura 2. Maquina de Szilard. El ciclo esta´ formado ba´sicamente por cuatro procesos: insercio´n,
medicio´n, expansio´n y remocio´n. Es importante notar que la informacio´n recaudada en el proceso
de medicio´n es vital para determinar a que´ lado de la pared se debe sujetar la masa para as´ı
extraer trabajo del sistema.
W =
∫ V
V
2
P dV =
∫ V
V
2
kB T
dV
V
= kB T Ln2. (1)
Al final de la expansio´n la pared es removida sin realizar trabajo
y el sistema vuelve al estado inicial. Este proceso puede repetirse
indefinidamente creando una ma´quina perfecta, lo cual por supuesto va
en contradiccio´n de la segunda ley. Durante cada ciclo, la entrop´ıa del
sistema disminuye dado que antes de la medicio´n el nu´mero de estados
posibles es Ω = 2 puesto que la mole´cula puede encontrarse a la izquierda
o a la derecha de la pared. Sin embargo, despue´s de la medicio´n so´lo hay
un estado, Ω = 1. De esta forma, teniendo en cuenta que la entrop´ıa del
sistema esta´ dada por S = kB LnΩ tenemos que el cambio en S esta´ dado
por:
∆S = −kBLn2. (2)
Se puede ver que el trabajo extra´ıdo del sistema es proporcional al
cambio de entrop´ıa del mismo. De esta forma la segunda ley se encuentra
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4
a salvo. Sin embargo, en 1982 Bennett sen˜alo´ que los procesos de medicio´n
no necesariamente deb´ıan ser irreversibles [5]. En su trabajo, Bennett
considera que el demonio tiene un aparato que se encuentra en el estado
esta´ndar (E) antes de la medicio´n, tal y como se observa en la etapa 1 de la
Fig. 2. El proceso de grabar informacio´n sobre una cinta en blanco es un
proceso reversible. Por el contrario, si la cinta no esta´ en blanco el proceso
es irreversible. Supongamos que el demonio inicia el proceso con un aparato
de medida que tiene una cinta en blanco. Una vez realizado el proceso de
medida el aparato pasa del estado esta´ndar (E) a uno de los dos estados
resultantes posibles (R) o (L) dependiendo de si la mole´cula se encuentra
al lado derecho o izquierdo de la divisio´n, respectivamente. Para volver
al estado inicial es necesario que el aparato de medida vuelva al estado
(E). Esto es posible borrando la informacio´n de la medicio´n contenida
en el aparato. En el enfoque de Bennett lo que salva la segunda ley es
la naturaleza irreversible del proceso de borrado de informacio´n. Dicha
informacio´n es requerida para saber donde colocar la masa y de esta forma
extraer trabajo del sistema. El proceso de borrado del aparato de medida
es irreversible y por lo tanto viene acompan˜ado de generacio´n de entrop´ıa.
El trabajo requerido para borrar un bit de informacio´n es precisamente
kB T Ln2. Bennett alcanza la misma conclusio´n de Szilard, pero por razones
diferentes.
3 Ma´quina de Szilard Cua´ntica
Consideremos ahora el ana´logo cua´ntico de la ma´quina de Szilard. Para
modelar el contenedor tenemos un potencial de la forma V (x) = 0 si
0 < x < L y V (x) =∞ en caso contrario. Se tienen N part´ıculas ide´nticas
de masa M confinadas de la forma mencionada anteriormente. El espectro
de energ´ıa de cada part´ıcula se obtiene solucionando la ecuacio´n de valores
propios:
Hφ(x) = En φ(x), (3)
en donde las funciones propias esta´n sujetas a φ(0) = φ(L) = 0 y
H es el hamiltoniano del sistema de una part´ıcula libre. El resultado
es bien conocido, los valores propios del hamiltoniano esta´n dados por
En(L) = h
2 n2/8M L2 [9]. En el modelo cla´sico, la insercio´n de la
pared puede realizarse sin necesidad de trabajo. En el sistema cua´ntico
sin embargo, la insercio´n tiene asociado un trabajo ya que al limitar el
espacio disponible que tienen las part´ıculas se altera el espectro de energ´ıa
del sistema. El trabajo cua´ntico puede calcularse como se muestra en el
Ape´ndice A. Sea x = L/2 la posicio´n de insercio´n de la pared. El trabajo
asociado a la insercio´n isote´rmica de la pared, WINS, se obtiene tomando
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x2 = L/2 y x1 = L en la Ec. (22) llevando a:
WINS = kB T (LnζN (L/2, β)− LnZN (L, β)) , (4)
con ZN (L, β) =
∑
n e
−β En(L). Por su parte, dado que justo al final de la
insercio´n la medida au´n no ha sido tomada entonces se tiene ζN (x, β) =∑N
m=0 zm(x, β) con zm(x, β) la funcio´n de particio´n del sistema cuando hay
m part´ıculas a la izquierda y N−m a la derecha con la pared en la posicio´n
x. Note que la suma sobre m tiene en cuenta todas las configuraciones
posibles antes de la medicio´n. Una vez se hace la medicio´n, el gas se
expande hasta que alcanza la posicio´n de equilibrio leqm . Naturalmente, la
posicio´n de equilibrio depende del nu´mero de part´ıculas que se encuentran
a cada lado de la pared. El trabajo realizado durante la expansio´n esta´
dado por:
WEXP = kB T
N∑
m=0
fm(L/2) Ln
(
zm(l
eq
m , β)
zm(L/2, β)
)
, (5)
en donde fm(x) = zm(x, β)/
∑N
m=0 zm(x, β) es la probabilidad de encontrar
m part´ıculas a la izquierda al momento de medir dado que la divisio´n esta´
en la posicio´n x. Aqu´ı hemos asumido que el tiempo de expansio´n es
mucho menor que el tiempo de tunelamiento. La posicio´n de equilibrio
esta´ determinada por el balance de fuerzas a cada lado de la divisio´n:
Fd + Fi = 0, (6)
con F = −∑n ∂En∂x e−β En(x)/Z(x, β) (ver Ec. ( 21)). Es importante resaltar
que la posicio´n de equilibrio x = leqm es, en general, diferente de la que
se obtiene cla´sicamente. A partir de la ecuacio´n de los gases ideales se
tiene que Fi = mkB T/x y Fd = −(N − m) kB T/(L − x). Es claro que,
cla´sicamente la posicio´n de equilibrio es leqm = mL/N . Tal y como se
muestra en el ape´ndice B, la solucio´n de la Ec. (6) tiende a mL/N en el
l´ımite de altas temperaturas.
Para calcular el trabajo de remocio´n es necesario tener en cuenta el
tunelamiento durante la remocio´n de la divisio´n. Esto es debido al hecho
de que a medida que disminuye el potencial que modela la pared, el tiempo
de tunelamiento se hace comparable con el tiempo de la remocio´n. Por
lo tanto, la funcio´n de particio´n inicial es ζN (l
eq
m , β) =
∑N
n=0 zn(l
eq
m , β) en
lugar de simplemente zm(l
eq
m , β). Partiendo de esto podemos escribir:
WREM = kB T
N∑
m=0
fm(L/2)Ln
(
ZN (L, β)
ζN (l
eq
m , β)
)
. (7)
6Despue´s de un poco de a´lgebra es posible mostrar que el trabajo total,
WTOT , puede escribirse como:
WTOT = WINS +WEXP +WREM
= −kB T
N∑
m=0
fm(L/2) Ln
(
fm(L/2)
gm(l
eq
m)
)
, (8)
con gm(l
eq
m) = zm(l
eq
m , β)/ζN (l
eq
m , β).
3.1 Caso N = 1
Consideremos el caso de una part´ıcula (N = 1) en donde la insercio´n de la
pared se realiza en la posicio´n x = L/2. Siguiendo el ape´ndice C y usando
las ecuaciones (4), (5) y (7) se encuentra que los trabajos de insercio´n,
expansio´n y remocio´n esta´n dados por:
WINS = kB T Ln2− kB T ∆, (9)
WEXP = kB T ∆, (10)
y
WREM = 0, (11)
respectivamente. Note que se ha usado:
∆ = Ln
(
Z1(L, β)
Z1(L/2, β)
)
. (12)
El trabajo total coincide con el resultado cla´sico WTOT = KB T Ln2.
Sin embargo, es importante resaltar que en este caso WINS = 0 en contraste
con su contraparte cla´sica. En el l´ımite de bajas temperaturas, β  1, so´lo
contribuye el primer te´rmino de la suma (n = 1) en la Ec. (25). De esta
forma se tiene ∆ ≈ E1(L/2) − E1(L). Por su parte, en el l´ımite de altas
temperaturas, β  1, la suma sobre n puede reemplazarse por medio de
una integral llevando a ∆ ≈ Ln
(
L
L/2
)
= Ln2. Esto impl´ıca que, como era
de esperarse, en el l´ımite cla´sico WINS = KB T Ln2−KB T ∆ = 0.
3.2 Dos part´ıculas N = 2
En el caso de N ≥ 2 es importante tener en cuenta la naturaleza de las
part´ıculas. Como se observa en la Fig. 3, si las part´ıculas son distinguibles
el nu´mero total de estados despue´s de la insercio´n de la pared es cuatro. Por
su parte, si consideramos que las part´ıculas son indistinguibles la situacio´n
cambia radicalmente. En el caso de los bosones despue´s de la insercio´n hay
tres estados posibles mientras que para los fermiones solo hay uno.
3.1  Caso  N = 1
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Figura 3. Posibles estados del sistema despue´s de la insercio´n de la pared. En el caso de
part´ıculas distinguibles hay cuatro estados posibles (fm = 1/4 con m = 0, 1 o 2), para bosones
hay tres (fm = 1/3 con m = 0, 1 o 2) y para fermiones tan solo uno (fm = 1 con m = 1).
3.2.1 Dos Bosones
Consideremos ahora el caso de dos bosones, N = 2. Nuevamente la posicio´n
de insercio´n es x = L/2. En este caso hay tres estados posibles despue´s de
la expansio´n, los dos bosones quedan a la derecha de la divisio´n (m = 0),
los dos bosones quedan a la izquierda (m = 2) o uno queda a la derecha
y el otro a la izquierda (m = 1), ver Fig. 4. En cada uno de estos casos
las posiciones de equilibrio de la pared son leq0 = 0, l
eq
2 = L y l
eq
1 = L/2,
respectivamente. Un esquema de esta situacio´n se muestra en la Fig. 4.
Figura 4. Ma´quina de Szilard con dos part´ıculas. Los cuatro procesos esta´n indicados para
cada unos de los casos posibles m = 0, m = 1 y m = 2.
No´tese que la probabilidad de que despue´s de la insercio´n los dos
bosones este´n a la derecha o a la izquierda de la pared es igual, es decir
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f0(L/2) = f2(L/2). Teniendo en cuenta las relaciones mostrada en el
ape´ndice C j nto con la Ec. (8) s encuentra:
WTOT = −2 kB T f0(L/2) Ln (f0(L/2)) , (13)
con
f0(L/2) =
d+ 1
4 d+ 2
y d =
Z1(L/2, β)
2
Z1(L/2, 2β)
, (14)
con Z1(x, β) la funcio´n de particio´n de una part´ıcula confinada en una
regio´n de longitud x a una temperatura inversa β.
3.2.2 Dos Fermiones N = 2
Consideremos nuevamente el caso N = 2 pero ahora con fermiones en lugar
de bosones. Se puede realizar el mismo procedimiento descrito en la seccio´n
anterior pero teniendo en cuenta ahora la funcio´n de particio´n fermio´nica
dada en el Ape´ndice C. Teniendo en cuenta esto, se puede escribir:
f0(L/2) =
d− 1
4 d− 2 , (15)
con d tal y como esta´ definido en la Ec. (14). El comportamiento de f0 se
muestra en la Fig. 5 para bosones y fermiones. Como es de esperar, para
altas temperaturas WTOT = kB T Ln2 sin importar si se trata de fermiones
o bosones puesto que, en este l´ımite, en ambos casos f0 tiende a 1/4. En
el caso de los fermiones, a bajas temperaturas se tiene WTOT = 0 debido a
que el principio de exclusio´n de Pauli requiere que f0 = f2 = 0 y f1 = 1.
Por su parte, en el caso de bosones WTOT =
2
3kB T Ln3 ya que f0 = 1/3
debido a que hay tres estados igualmente probables despue´s de la insercio´n,
ver Fig. 4.
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Figura 5. Comportamiento de f0 como funcio´n de
1
T∗ = β h
2 n2/8M L2. Note que para valores
altos de T el gas se comporta cla´sicamente. Por su parte, para bajas temperaturas los efectos
cua´nticos se hacen importantes y f0 depende de la naturaleza de las part´ıculas.
4 Conclusiones
La ma´quina de Szilard cua´ntica proporciona un excelente ejemplo que
ilustra los efectos de la naturaleza fermio´nica o boso´nica de las part´ıculas.
La funcio´n de particio´n cua´ntica entonces debe considerar los efectos de
indistinguibilidad y de intercambio de part´ıculas.
La descripcio´n cua´ntica del proceso requiere tener en cuenta el
trabajo requerido para la insercio´n y remocio´n de la pared mientras que
cla´sicamente ambos trabajos son nulos. Para T  1 el trabajo total
depende de la naturaleza fermio´nica o boso´nica de las part´ıculas. Para
T  1 el trabajo total se reduce a su contraparte cla´sica puesto que en este
l´ımite WINS y WREM tienden a cero.
La posicio´n de equilibrio de la pared en la ma´quina cua´ntica difiere
en general del resultado cla´sico coincidiendo solo en el l´ımite de altas
temperaturas.
La ma´quina de Szilard cua´ntica constituye un excelente ejemplo de
los efectos de la estad´ıstica cua´ntica permitiendo realizar fa´cilmente el
contraste con su ana´loga cla´sica. Debido a esto el sistema descrito es sin
duda de alto valor pedago´gico para estudiantes de un curso intermedio de
meca´nica estad´ıstica.
A Trabajo Cua´ntico
Por definicio´n la energ´ıa interna U esta´ dada por:
U =
∑
n
En Pn, (16)
con Pn = e
−β En/Z siendo Z la funcio´n de particio´n cano´nica. Por lo tanto:
dU =
∑
n
(dEn Pn + Pn dEn) . (17)
El trabajo es el cambio en la energ´ıa interna debido al cambio en los
para´metros externos, es decir, dW = −∑n dEn Pn. Teniendo en cuenta
adema´s la identidad:
∂Ln(Z)
∂En
= −β Pn, (18)
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se encuentra inmediatamente que:
dW = kB T
∑
n
dEn
∂Ln(Z)
∂En
. (19)
En nuestro caso el para´metro externo es la longitud de la caja que cambia
debido a la insercio´n de la pared. Sea E = E(x), por lo tanto:
dW = kB T
∑
n
∂En
∂x
∂Ln(Z)
∂En
dx. (20)
Si el para´metro externo cambia de x1 a x2 tenemos que el trabajo cua´ntico
total esta´ dado por:
W = kB T
∑
n
∫ x2
x1
∂En
∂x
∂Ln(Z)
∂En
dx. (21)
De forma expl´ıcita:
W = kB T (Ln(Z(x2))− Ln(Z(x1))) . (22)
B Posicio´n de Equilibrio
Como se menciono´ en el texto, la posicio´n de equilibrio de la pared despue´s
de la expansio´n no es simplemente x = mL/N como ocurre cla´sicamente.
Consideremos, por ejemplo, el primer caso no trivial N = 3 y m = 1. En
este caso, la funcio´n de particio´n para el compartimiento a la derecha de
la pared esta´ dada por Z2(L− x, β) mientras que para el de la izquierda es
Z1(x, β), ver Ape´ndice C. De esta forma, las fuerzas sobre la pared esta´n
dadas por:
Fi(x) = −
∞∑
n=1
e−β En(x)
Z1(x, β)
∂En(x)
∂x
=
h2
4M x3
∞∑
n=1
n2
e−β
h2 n2
8M x2
Z1(x, β)
,
(23)
y
Fd(x) = − 1
2
∑
m,n
e−βE
T
m,n(L−x)
Z2(L− x, β) (1± δm,n)
∂ETm,n(L− x)
∂x
= − h
2
8M (L− x)3
∑
m,n
e
−β h2 (n2+m2)
8M (L−x)2
Z2(L− x, β)un,m
(24)
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en donde se uso´ ETm,n(L − x) = En(L − x) + Em(L − x) y un,m =
(1± δm,n)(n2 +m2). En la Fig. B se muestra el comportamiento de Fi(x)
y Fd(x) como funcio´n de x.
(a) (b)
Figura 6. a) Comportamiento de |Fi(x)| y |Fd(x)| para diferentes valores de x con L = 1.
Naturalmente la posicio´n de equilibrio esta´ dada por la interseccio´n de las dos curvas. b) Posicio´n
de equilibrio para diferentes valores de 1/T ∗ = β h2 n2/8M L2. A medida que la temperatura
aumenta se recobra el l´ımite cla´sico leq1 =1/3.
C Funcio´n de Particio´n
C.1 N=1
En este caso, la funcio´n de particio´n antes de la insercio´n esta´ dada por:
Z1(L, β) =
∞∑
n=1
e−β En(L), (25)
con En(L) = h
2 n2/8M L2. Si la pared se coloca en la posicio´n x entonces
z1(x, β) = Z1(x, β) y z0(x, β) = Z1(L − x, β). Entonces, despue´s de la
insercio´n y antes de la medicio´n, la funcio´n de particio´n esta´ dada por:
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De la misma forma, en el caso m = 1, x = leq0 = L:
ζ1(l
eq
1 , β) = z1(l
eq
1 , β) = Z1(L, β). (28)
Como consecuencia tenemos que:
f (L/2) = z0(L/2, β)/ζ(L/2, β) = 1/2, (29)
y
f1(L/2) = z1(L/2, β)/ζ1(L/2, β) = 1/2. (30)
C.2 N=2
Consideremos ahora el caso de dos part´ıculas. Antes de la insercio´n y
despue´s de la remosio´n, el estado del sistema con dos bosones esta´ dado
por el ket sime´trico:
|n1, n2〉(+) = |n1, n2〉+ |n2, n1〉 , (31)
mientras que en el caso de dos fermiones el estado esta´ descrito por el ket
antisimetrizado:
|n1, n2〉(−) = |n1, n2〉 − |n2, n1〉 . (32)
A partir de ahora se tratara´n de forma simulta´nea los casos de fermiones y
bosones. La funcio´n de particio´n Z2(L, β) esta´ dada por:
Z2(L, β) =
1
2
〈n,m| e−β En(L)+Em(L) |n,m〉(+,−) , (33)
por lo tanto:
Z2(L, β) =
1
2
∑
m,n
e−β(Em+En)(1± δm,n)
=
1
2
(Z1(L, β)
2 ± Z1(L, 2β)), (34)
el signo superior corresponde al caso de los bosones y el inferior al caso
de los fermiones. Consideremos ahora el caso en que hay una pared en la
posicio´n x. Hay tres posibilidades, las dos part´ıculas quedan a la derecha
de la pared, las dos quedan a la izquierda o queda una part´ıcula a cada
lado de la pared. Claramente, la funcio´n de particio´n en los dos primeros
casos esta´ dada por:
z0(x, β) = Z2(L− x, β), (35)
y
z2(x, β) = Z2(x, β). (36)
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En el caso en que cada part´ıcula queda a un lado de la pared la funcio´n de
particio´n se escribe como:
z1(x, β) =
∑
m,n
e−β(Em(x)+En(L−x)) = Z1(x)Z1(L− x). (37)
Cuando la pared se inserta en la posicio´n x = L/2, las expresiones anteriores
se reducen a:
z0(L/2, β) = z2(L/2, β) = Z2(L/2, β), (38)
y
z1(L/2, β) = Z1(L/2, β)
2. (39)
As´ı mismo, despue´s de la expansio´n tenemos que si m = 0:
z2(l
eq
0 , β) = z1(l
eq
0 , β) = 0 y z0(l
eq
0 , β) = Z2(L, β). (40)
En el caso de m = 1:
z0(l
eq
1 , β) = z2(l
eq
1 , β) = Z2(L/2, β), (41)
y
z1(l
eq
1 , β) = Z1(L/2, β)
2. (42)
Finalmente, para m = 2 se cumple:
z2(l
eq
2 , β) = Z2(L, β) y z0(l
eq
1 , β) = z1(l
eq
1 , β) = 0. (43)
A partir de las Ecs. (35) y (36) es claro que las probabilidades de que las
dos part´ıculas queden a la izquierda o a la derecha son iguales, es decir,
f0(L/2) = f2(L/2). Expl´ıcitamente:
f0(L/2) =
z0(L/2, β)
z0(L/2, β) + z1(L/2, β) + z2(L/2, β)
=
z0(L/2, β)
2 z0(L/2, β) + z1(L/2, β)
=
Z2(L/2, β)
2Z2(L/2, β) + Z1(L/2, β)2
(44)
en donde Z1(L/2, β) y Z2(L/2, β) esta´n dados por las Ecs. (25) y (34)
respectivamente.
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dos part´ıculas queden a la izquierda o a la derecha son iguales, es decir,
f0(L/2) = f2(L/2). Expl´ıcitamente:
f0(L/2)
z0(L/2, β)
z0(L/2, β) + z1(L/2, β) + z2(L/2, β)
z0(L/2, β)
z0( /2, β) z1(L/2, β)
=
Z2(L/2, β)
2Z2(L/2, β) + Z1(L/2, β)2
4
en donde Z1(L/2, β) y Z2(L/2, β) esta´n dados por las Ecs. (25) y (34)
respectivamente.
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