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Abstract—This paper investigates optimal puncturing and
shortening distributions for nonbinary LDPC codes over the
binary erasure channel (BEC). The analysis is done by means
of density evolution and optimal distributions are found with
differential evolution. We show that puncturing or shortening
entire variable nodes results in bad performance; instead, for
best performance, puncturing and shortening distributions have
to be designed carefully, where generally, most variable nodes
are punctured/shortened only partially. Our results indicate that
properly designed punctured and shortened nonbinary LDPC
codes can maintain a very small gap to capacity through a wide
range of rates.
I. INTRODUCTION
Rate-adaptive error-correction codes are well suited for
low-complexity systems operating over time varying chan-
nels. Their main property is that they require only one
encoder-decoder pair to operate at a variety of different code
rates, which enables them to adapt the code rate to momen-
tary channel conditions and thus maximize throughput.
Rate-adaptive binary low-density parity-check codes have
been well studied in the literature. Li et al. investigated
puncturing of LDPC codes in [1]. Ha et al. developed a
framework for analysis of rate-compatible punctured binary
LDPC codes at both long [2] and short [3] block lengths.
Further, the application of puncturing to binary LDPC codes
was considered (among others) in [4], [5], [6], [7]. One
conclusion that can be derived from these works is that
systematic puncturing (and shortening) can result in sig-
niﬁcant performance improvement over random puncturing.
However, unpunctured codes speciﬁcally designed for a
given rate generally outperform punctured codes.
One way to improve performance of rate-adaptive systems
over binary input channels may be to employ codes over
Galois Fields (GF) of larger sizes. Namely, it is well known
that nonbinary LDPC codes can signiﬁcantly outperform
binary LDPC codes at short block lengths [8]. It was
reported in [9] that rate-adaptive nonbinary LDPC codes
can signiﬁcantly outperform their binary counterparts over
the binary input AWGN channel. Their analysis, however,
was less theoretical and relied mostly on empirical observa-
tions, as density evolution for nonbinary LDPC very quickly
becomes computationally infeasible. Most importantly, they
observe that the puncturing problem with nonbinary LDPC
codes becomes one of not only which variable nodes to
puncture, but also how many bits per variable node should
be punctured1.
In this paper we investigate optimal puncturing and short-
ening distributions over the binary erasure channel (BEC).
Rathi et al. established in [10] that the analysis of nonbinary
LDPC codes over the BEC by means of density evolution
can be reduced to tracking of only one parameter, and thus
becomes computationally feasible. We extend their results
to account for puncturing and shortening, and introduce
a framework that enables us to optimize puncturing and
shortening distributions for a wide variety of rates via
differential evolution [11]. We show that puncturing entire
variable nodes, i.e. all bits in their binary representation, is
generally bad and results in very poor performance. Instead,
while some variable nodes can be punctured entirely, most
of them should be punctured only partially to achieve best
performance. If puncturing is applied systematically the
gap to capacity is preserved through the entire range of
considered code rates. Similar conclusions are drawn for
shortening as well.
It is known that results obtained over the BEC channel
in many cases provide useful insight into the behavior over
general binary memoryless symmetric (BMS) channels [12].
Therefore we conjecture that similar results would apply to
general BMS channels, where analysis via density evolution
is signiﬁcantly more complex.
We note that nonbinary LDPC codes do not outperform
binary LDPC codes over the BEC, as binary LDPC codes are
known to achieve capacity both when unpunctured [13] and
punctured [14]. To approach capacity, however, the variable
node and check node degrees of binary codes must be very
high, which can complicate implementation. We do not yet
know if capacity achieving distributions for nonbinary LDPC
codes exist, but we do know that for large ﬁelds regular
nonbinary LDPC codes with variable node degree 2 perform
very well.
The paper is organized as follows. Section II introduces
relevant notation and deﬁnitions. Section III summarizes the
results in [10], where density evolution is developed for
nonbinary LDPC codes over the BEC. Next, in section IV we
1With nonbinary LDPC codes over binary input channels each variable
node is represented by multiple bits.modify density evolution equations to account for puncturing
and shortening and we set up the optimization problem. In
section V we present the optimization results and discuss
performance of optimized puncturing and shortening distri-
butions over the BEC. Finally, in section VI, a brief summary
is given.
II. DEFINITIONS AND NOTATION
We consider nonbinary LDPC codes over the BEC and
restrict our analysis to LDPC codes over ﬁelds GF(2m),
where m is an integer. Thus, each ﬁeld element, also referred
to as symbol, has a ﬁxed binary representation of length m.
As in the case of binary LDPC codes, nonbinary LDPC
codes can be speciﬁed by a Tanner graph with the difference
that its edges also bear multipliers which can be any nonzero
GF(2m) symbols. A multiplier indicates that the correspond-
ing variable node must be multiplied by it before the variable
node enters the parity check equation.
Suppose that some symbols in a codeword are punctured.
We deﬁne the puncturing pattern to be the set of all bits
that are set to be punctured. If at least one bit of a symbol
is punctured, we say that that symbol is in the puncturing
pattern. A symbol is said to be punctured entirely, if all bits in
its binary representation are punctured, or partially, if some
of the bits in its binary representation remain unpunctured.
If all symbols in a puncturing pattern are punctured entirely,
we say the code is punctured symbolwise, otherwise it is
punctured bitwise. Further, we deﬁne the notion of punctur-
ing depth, which is used for each symbol individually and
indicates how many bits in its binary representation were
punctured. For instance, if 3 bits of a symbol were punctured,
we say that the symbol’s puncturing depth is 3. Analogous
deﬁnitions extend to shortening as well.
The standard notation is employed to describe degree
distributions of LDPC codes: a degree distribution is given
by a pair of polynomials (x) =
Pdv
i=2 ixi 1 and (x) = Pdc
i=2 ixi 1, where i and i denote fractions of edges em-
anating from variable nodes and check nodes, respectively,
of degree i.
Here we consider regular codes with a variable node
degree 2. In general, and especially for large ﬁelds, code
design via density evolution is computationally very intense,
if not prohibitive. However, there is a ﬁrm belief supported
by some experimental evidence that it is hard to beat 2-
regular codes, especially for ﬁelds of size  25.
In order to describe puncturing distributions we deﬁne
i = [i;0 i;1  i;m]; (1)
where i;j denotes a fraction of variable nodes of degree i
and puncturing depth j. In general, for a given set of i’s
and for a mother code of rate R0, the overall fraction of
punctured bits is given by
p(0) =
1
m
dv X
i=2
0
i
m X
j=1
j i;j; (2)
where 0
i denotes the fraction of variable nodes of degree
i and equals (i=i)=(
Pdv
i=2 i=i). The increased rate after
puncturing is then
Rp =
R0
1   p(0): (3)
Similarly, for the purpose of describing shortening distri-
butions we deﬁne
i = [i;0 i;1  i;m]; (4)
where i;j denotes a fraction of variable nodes of degree i
and shortening depth j. For a given set of i’s and for a
mother code of rate R0 the overall fraction of shortened bits
is given by
s(0) =
1
m
dv X
i=2
0
i
m X
j=0
j i;j: (5)
The decreased rate after shortening is then
Rs =
R0   s(0)
1   s(0) : (6)
In the analysis of density evolution over the BEC in the
next section Gaussian binomial coefﬁcients will be needed.
A Gaussian binomial coefﬁcient is deﬁned by

m
k

=
(
1; if k = 0 or k = m;
Qk 1
l=0
2
m 2
l
2k 2l ; otherwise.
(7)
and represents the number of different subspaces of dimen-
sion k over the vector space over ﬁeld GF(2m).
III. DENSITY EVOLUTION OVER THE BEC
Density evolution is a method to track the probability den-
sity function of messages on the Tanner graph of an LDPC
code through iterations. It has been employed successfully
for the analysis of binary LDPC codes, but its complexity
grows rapidly for larger ﬁelds and therefore restricts its
applicability to nonbinary LDPC codes.
For nonbinary LDPC codes over GF(2m) a message sent
over an edge in the Tanner graph is a vector with 2m
components, where the i-th component is the probability that
the variable node connected to the edge is the i-th element
of the nonbinary ﬁeld. As it was observed in [10], density
evolution for nonbinary LDPC codes is greatly simpliﬁed
over the BEC channel.
Suppose an m-bit symbol is transmitted over the BEC,
where k bits are erased and m k bits are received error-free.
Any combination of bits at k erased positions is possible,
therefore the decoder sees each of the 2k possible symbols
as equally probable. We say, that a message has dimension k
if it has 2k non-zero components. All the remaining 2m 2k
components have probability 0. It is shown in [10] (see
Lemma 4.2) that in a belief propagation decoder over BEC all
non-zero components of a message have equal probabilities
through iterations. Therefore it sufﬁces to track the dimen-
sion of a message through iterations and density evolution
can be expressed via a (m + 1)-dimensional recursion. The
following is a summary of results in [10].Let P
(l)
v (k;r) be the probability that a randomly chosen
message emanating from a variable node of degree r, after
permutation due to an edge multiplier, is of dimension k.
Iteration number is denoted by l. Further, let P
(l)
c (k;r) be
the probability that a randomly chosen message emanating
from a check node of degree r, after permutation due to an
edge multiplier, is of dimension k. We have the following
recursive relationships between probabilities on the check
node side
P(l)
c (k;3) =
k X
i=0
P(l)
v (i)
k X
j=k i
Ac(m;i;j;k;l) (8)
P(l)
c (k;r) =
k X
i=0
P(l)
c (i;r   1) 

k X
j=k i
Ac(m;i;j;k;l) (9)
with
Ac(m;i;j;k;l) =

m   i
m   k

i
k   j


m
m   j
 2(k i)(k j)P(l)
v (j)
(10)
and P
(l)
v (i) is the average over the variable node degree
distribution
P(l)
v (j) =
dv X
i=2
iP(l)
v (j;i) (11)
Firstly, P
(l)
c (k;r) is evaluated for two incoming variable
node messages in (8) and thereafter, if a check node’s degree
is higher than 3, P
(l)
c (k;r) after each additional incoming
variable node message is calculated recursively via (9).
Suppose we are interested in a probability that the dimension
of a sum of two messages is k. If one message has dimension
i, i  k, the dimension j of the second message must satisfy
k   i  j  k. Ac(m;i;j;k;l) denotes the probability
that the 2j non-zero components of the second message
are arranged such that the sum of two messages will have
dimension k.
On the variable node side the equations for the probabili-
ties in (l + 1)-th iteration is
P(l+1)
v (k;2) =
m X
i=k

m
i

i(1   )m i 

m i+k X
j=k
Av(m;i;j;k;l) (12)
P(l+1)
v (k;r) =
m X
i=k
P(l+1)
v (i;r   1) 

m i+k X
j=k
Av(m;i;j;k;l) (13)
where
Av(m;i;j;k;l) =

i
k

m   i
j   k


m
j
 2(i k)(j k)P(l)
c (j) (14)
and P
(l)
c (j) is the average over the check node degree
distribution
P(l)
c (j) =
dc X
i=2
iP(l)
c (j;i)
The initial probability at the variable node for each dimen-
sion is P
(0)
v (k;2) =
 m
k

k(1   )m k.
For a given degree distribution pair ((x);(x)), the
threshold th is the maximum erasure probability  on the
BEC channel, for which
lim
l!1
P(l)
v (0) = 1
lim
l!1
P(l)
v (k) = 0 for all 1  k  m:
IV. OPTIMIZATION OF PUNCTURING AND SHORTENING
DISTRIBUTIONS
In this section we investigate how nonbinary LDPC codes
should be punctured and shortened to achieve best perfor-
mance over the BEC channel. We investigate the asymptotic
case, that is when block length very long.
We use density evolution to evaluate performance, but the
equations of section III have to be modiﬁed to account for
puncturing and shortening. Let us start with puncturing.
Suppose an m-bit symbol has puncturing depth p. The
dimension of the corresponding message will initially be p or
higher if some of the m p transmitted bits are erased. With
systematic puncturing, the initial probability that a message
from a variable node is of a certain dimension depends on
the degree of a variable node. Consequently, the recursion
in (12) and (13) must be performed for each variable node
degree separately. For a group of nodes of degree d this
recursion becomes
P(l+1);d
v (k;2) =
m X
i=k
P(0)
v;p(i;d) 

m i+k X
j=k
Av(m;i;j;k;l) (15)
P(l+1);d
v (k;r) =
m X
i=k
P(l+1);d
v (i;r   1) 

m i+k X
j=k
Av(m;i;j;k;l) (16)
where P
(0)
v;p(k;d) is the probability that the initial message
from a randomly chosen variable node of degree d has
dimension k. We have
P(0)
v;p(k;d) =
k X
i=0

m   i
k   i

d;ik i(1   )m k; (17)where d;0 = 1 
Pm
i=1 d;i denotes the fraction of unpunc-
tured variable nodes of degree d. The initial message will
have dimension i if p bits are punctured and i   p bits are
erased on the channel for any 0  p  i. P
(0)
v;p(k) is an
average over all variable node degrees and is obtained like
in (11).
Next we investigate what happens when an LDPC code is
shortened. Suppose an m-bit symbol has shortening depth
s. Hence, at the initialization in the decoder s bits are
guaranteed to be known and thus the dimension of the
initial message can be at most m   s. Similarly as above,
the recursion in (12) and (13) must be performed for each
variable node degree separately. For a group of variable
nodes of degree d this recursion becomes
P(l+1);d
v (k;2) =
m X
i=k
P(0)
v;s(k;d) 

m i+k X
j=k
Av(m;i;j;k;l) (18)
P(l+1);d
v (k;r) =
m X
i=k
P(l+1);d
v (i;r   1) 

m i+k X
j=k
Av(m;i;j;k;l) (19)
Here, for variable node of degree d we have
P(0)
v;s(k;d) =
m k X
i=0

m   i
k

d;i k(1   )m i k; (20)
where d;0 = 1 
Pm
i=1 i;p denotes the fraction of unshort-
ened variable nodes of degree d. P
(0)
v;s(k) is an average over
all variable node degrees and is obtained like in (11).
Within this framework, the puncturing optimization prob-
lem is set up as follows. For a given regular mother code
with distribution (x;xdc 1) of rate R0 and desired fraction
of punctured bits p(0), maximize the threshold
max
2
th;
subject to
Pm
i=1 i2;i
m
= p(0) and
m X
i=1
2;i  1:
On the other hand, for a given fraction of shortened bits
s(0), the optimization problem is to maximize the threshold
max
2
th;
subject to
Pm
i=1 i2;i
m
= s(0) and
m X
i=1
2;i  1:
V. RESULTS
In this section, we investigate the performance of rate-
adaptive nonbinary LDPC codes designed with the proposed
framework and compare it with some alternate design ap-
proaches. We choose a regular LDPC code over GF(26) with
degree distribution (x) = x;(x) = x3 and optimize its
puncturing and shortening distributions over a range of rates
from 0.091 to 0.9. While binary LDPC codes are known
to beneﬁt from an irregular structure, nonbinary LDPC,
especially for larger ﬁelds ( 25), are believed to perform
best when all their variable nodes have degree 2; hence the
choice for the mother code.
We vary fractions of punctured and shortened bits, p(0)
and s(0), from 0.05 to 0.45 in steps of 0.05 and optimize
distributions for each of them with differential evolution [11].
The results are given in Table I and II, together with all
thresholds.
For comparison we design rate-adaptable codes using two
alternate approaches. In one case we puncture/shorten the
mother code symbolwise (6 bits per symbol), and in the
other we puncture/shorten bitwise uniformly. That is, each
punctured/shortened symbol has equal puncturing/shortening
depth; here, depth 3 is chosen. The gap to capacity of these
codes is depicted in Fig 1.
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Fig. 1. Performance comparison between the proposed optimized codes
(DiffEv), symbolwise shortening and puncturing (6bps), and uniform bitwise
shortening and puncturing (3bps).
Clearly, symbolwise puncturing and shortening result in
poor performance. The overall fraction of punctured sym-
bols is minimized, but the high uncertainty in the decoder
has unfavorable consequences, especially at high punctur-
ing fractions. The highest achievable rate with a positive
threshold is merely over 0.7. On the other hand, spreading
punctured and shortened bits improves performance. Gains
are seen at both ends of the code rate range. Nevertheless,
the best performance is achieved with nonuniform puncturing
and shortening distributions obtained through optimization.
A small gap to capacity is maintained over the entire range
of considered code rates.TABLE I
OPTIMIZED PUNCTURING DISTRIBUTIONS OBTAINED VIA DIFFERENTIAL EVOLUTION. MOTHER CODE IS A REGULAR (2,4), RATE 0.5, LDPC CODE
OVER GF(26). CODE RATES RANGE BETWEEN 0.5 AND 0.9091.
p(0) 0 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45
rate 0.5 0.5263 0.5556 0.5882 0.6250 0.6667 0.7143 0.7692 0.8333 0.9091
2;1 0.00000 0.00722 0.22891 0.51850 0.76528 0.88677 0.58875 0.31502 0.07773 0.00041
2;2 0.00000 0.00068 0.00064 0.00798 0.00346 0.01412 0.31195 0.57751 0.80031 0.74116
2;3 0.00000 0.00265 0.00074 0.00009 0.00039 0.00030 0.00070 0.00394 0.00115 0.10915
2;4 0.00000 0.00047 0.00010 0.00043 0.00148 0.00111 0.00081 0.00033 0.00011 0.00267
2;5 0.00000 0.00080 0.00028 0.00082 0.00034 0.00009 0.00045 0.00011 0.00009 0.00005
2;6 0.00000 0.04626 0.06097 0.05991 0.06984 0.09653 0.09662 0.10271 0.11955 0.14648
% punct.symb. 0.00 5.81 29.16 58.77 84.08 99.89 99.93 99.96 99.89 99.99
th 0.4746 0.4489 0.4185 0.3847 0.3474 0.3054 0.2561 0.2002 0.1366 0.0607
TABLE II
OPTIMIZED SHORTENING DISTRIBUTIONS OBTAINED VIA DIFFERENTIAL EVOLUTION. MOTHER CODE IS A REGULAR (2,4), RATE 0.5, LDPC CODE
OVER GF(26). CODE RATES RANGE BETWEEN 0.5 AND 0.0909.
s(0) 0 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45
rate 0.5 0.4737 0.4444 0.4118 0.3750 0.3333 0.2857 0.2308 0.1667 0.0909
2;1 0.00000 0.01281 0.01029 0.00599 0.00600 0.00189 0.00284 0.00158 0.00017 0.00030
2;2 0.00000 0.08612 0.10069 0.32999 0.24670 0.16036 0.04052 0.00471 0.00015 0.00036
2;3 0.00000 0.03298 0.12435 0.06993 0.22820 0.39056 0.56579 0.69001 0.65232 0.51284
2;4 0.00000 0.00315 0.00247 0.00428 0.00385 0.00061 0.00370 0.00384 0.10973 0.28933
2;5 0.00000 0.00051 0.00026 0.00102 0.00000 0.00064 0.00370 0.00053 0.00023 0.00058
2;6 0.00000 0.00015 0.00069 0.00034 0.00010 0.00000 0.00042 0.00016 0.00041 0.00004
% short.symb. 0.00 13.57 23.87 41.15 48.49 55.41 61.36 70.08 76.30 80.35
th 0.4746 0.4998 0.5276 0.5590 0.5943 0.6345 0.6808 0.7349 0.7977 0.8727
On the puncturing side there is always a notable fraction
of variable nodes that are punctured entirely, while the
remaining bits are heavily spread over the remaining variable
nodes so that their depth is small. For p(0) of 0.25 and higher,
the puncturing pattern is spread over all variable nodes (see
row “% punct. symbs”). We can view the nonuniformity of
the puncturing pattern as an irregular structure imposed on a
regular LDPC code that results in signiﬁcant improvements
in performance.
0 0.2 0.4 0.6 0.8 1
0.015
0.02
0.025
0.03
0.035
0.04
0.045
rate
g
a
p
 
t
o
 
c
a
p
a
c
i
t
y
 
(
Δ
 
ε
)
GF(2
4)
GF(2
6)
GF(2
10)
Fig. 2. Performance of regular rate-adaptive nonbinary LDPC codes over
GF(24), GF(26) and GF(210).
Fig. 2 shows how the performance varies with the ﬁeld
size. We consider ﬁelds GF(24), GF(26) and GF(210). The
performance of the mother code improves with size of the
ﬁeld until GF(26) and then starts falling again. In fact, the
mother code has a lower threshold over GF(210) than over
GF(24). However, while the performance of unpunctured
codes does not always improve with the increasing ﬁeld size
[10], it seems that that the code’s ability to recover from
systematically applied puncturing improves with the ﬁeld
size. It is seen, most notably with puncturing, that the gap
to capacity very quickly drops to values around 0.02 when
the ﬁeld is GF(210).
VI. CONCLUSION
When nonbinary LDPC codes are used over binary input
channels the puncturing problem becomes one of not only
determining which variable nodes to puncture but also the
extent to which they are punctured. In this paper a framework
was developed for optimization of puncturing distributions
over BEC and shown that systematic puncturing signiﬁcantly
improves performance of rate-adaptable nonbinary LDPC
codes. Similar conclusions apply to shortening.
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