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The existence of polyexcitons, the N-body complexes of excitons for N > 2 in 3D bulk systems,
has been controversial for more than 40 years since its first theoretical suggestion. We investi-
gated the stability of fundamental excitonic complexes in diamond numerically with the stochastic
variational method (SVM) and an explicitly correlated Gaussian (ECG) basis. The electron-hole
many-body system is described by an effective mass Hamiltonian. Our model includes the effective
mass anisotropy and multiple valley and band degrees of freedom. We show that the excitons,
trions, biexcitons, charged biexcitons, and triexcitons are stable in diamond. Numerical calcula-
tions reproduce from 81% to 86% of the experimentally reported binding energies for neutral bound
states.
I. INTRODUCTION
A wide variety of electron-hole bound states appears
in photo-excited semiconductors due to the attractive
or repulsive Coulomb interaction between the carriers.
The fundamental composite particles are the excitons (e−
+ hole), charged excitons (trion, exciton + e−(hole)),
and biexcitons. The polyexcitons (PEn), excitonic n-
body complexes are considered to be one of such various
electron-hole many-body bound states. Although there
have been some theoretical studies calculating the bind-
ing energies of charged biexcitons and smaller complexes
in bulk or 2D systems1-4, numerical investigations of PEn
(n > 2) are still missing except in quantum dots5. In this
paper, we report the first numerical evidence for triexci-
ton stability resulting from the effects of multiple valley
and band degrees of freedom and large effective mass
anisotropy of diamond.
The identification of excitonic complexes has a great
significance since they play an essential role in the op-
tical response of solids. Large excitonic effects in the
photoluminescence or photoabsorption spectrum can be
seen not only in bulk systems6,7 but also in 2D systems
like MoS2
8,9,10, WSe2
11, and WS2
12, or lower dimen-
sional systems like quantum dots13. Complexes such
as the exciton and biexciton form insulating gas phases
in electron-hole many-body systems. Phase diagrams
of such systems are roughly estimated for fundamental
semiconductors like silicon6 or diamond7. Identification
of possible excitonic bound states is essential to establish
the phase diagrams.
It is not easy to show the stability of PEn for n > 2, or
in general, complex particles of strongly interacting nega-
tively and positively charged particles. For example, the
positronium trimer (Ps3) was shown to be unstable by a
precise numerical calculation14, and the hydrogen trimer
(H3) is also known to be unstable
15. This fact suggests
that PEn for n > 2 are unstable in direct gap semicon-
ductors. However, in the case of indirect gap semicon-
ductors, it has been predicted that degenerate valleys and
valence bands relax the Pauli repulsion between identical
particles and make PEn stable. The possible existence of
PEn was first pointed out by Wang and Kittel
16, and
they estimated the binding energy of polyexcitons in the
heavy hole limit me ≪ mh, where me (mh) is the effec-
tive mass of the electron (hole).
The concept of the PEn in bulk systems has been well
accepted, and experimental signatures of polyexcitons
are reported in the silicon and diamond. Steele, Mc-
Mullan, and Thewalt first observed a series of peaks in
the four-particle decay process (two electron-hole pairs
decay into one photon) in high-purity silicon17, and they
attributed the peaks to biexciton decays in PEn up to
n = 4. However, the indistinct line shape of the spec-
tra and the small binding energy of the exciton brought
about controversial discussions including the alternative
interpretation of the observed spectra by a new kind
of electron-hole plasma6,17-20. Recently in diamond,
Omachi et al.21 reported six photoemission peaks ener-
getically lower than the single exciton peak and they at-
tributed these peaks to exciton decay in PEn(n = 2− 6).
Here, the peak positions were precisely observed thanks
to the large exciton binding energy in diamond.
Numerical simulations of electron-hole systems with
more than six particles are challenging, and there are
few theoretical studies of polyexcitons. One reason is
the high computational cost of solving strongly corre-
lated few-body problems with more than 6 particles, and
other reasons are the complexities of degenerate multiple
valley and band and the large effective mass anisotropy.
Cancio and Chang reported numerical calculations up
to PE4 by the Quantum Monte Carlo method
22. They
employed a spherical effective mass model and a trial
function that was symmetrized under the permutation of
electrons(holes). This symmetrization cannot be justi-
fied since it makes the wave function unchanged under
a permutation of identical particles. It possibly overesti-
mates the binding energy since the exchange interaction
between identical particles becomes attractive.
The Hylleraas-type basis function or James-Coolidge-
2type functions23 are frequently used to express the wave
function of quantum few-body systems. One reason is
that the value of {Ψ−1(∂Ψ/∂r)}r=0, where Ψ is the wave
function and r is an inter-particle distance, is equal to
the known exact value. This is known as the cusp con-
dition. Another is that they reproduce the long range
behavior of the wave function of Coulombic few body
system, decaying as e−αr, where α is constant. On the
other hand, they require numerical integrations to calcu-
late matrix elements of the Coulomb potential. The other
possible candidate is the explicitly-correlated-Gaussian
(ECG) type basis. The ECG type basis function is pro-
vided by a Gaussian which depends on relative coordi-
nates like
ψ(r) ∝ exp{−
N∑
i<j
1
2
Aij(ri − rj)
2}, (1)
where Aij is a variational parameter which determines
the width of the Gaussian. A great advantage of the
ECG type function is that all matrix elements of Hamil-
tonian of the Coulombic system can be calculated ana-
lytically. Considering the fact that the analytical form
of the cusp condition is unknown in strongly anisotropic
systems like diamond, the ECG basis possibly becomes
a more powerful choice.
In this paper, we report the stability of excitonic com-
plexes in diamond up to the triexcitons. Our results are
the first numerical evidence for the triexciton stability
in bulk systems in the sense that the bound states are
calculated by diagonalizing directly the few-body Hamil-
tonian with anisotropic effective masses and degenerate
valley and band degrees of freedom. The effective mass
Hamiltonian, the ECG basis function for the trial wave
function, and a stochastic method for parameter opti-
mization are introduced in Sec. II. We report the ground
state binding energies and separation energies of the ex-
citons, trions (charged exciton), biexcitons, charged biex-
citons(CBE), and triexcitons in Sec. III. The separation
energy is defined as an energy to separate an exciton from
a PEn, trion, and CBE. Our conclusions are summarized
in Sec. IV.
II. THEORETICAL FORMULATION
A. Model Hamiltonian
In the Brillouin zone of diamond, the valence band
maximum is triply degenerate at the Γ point belonging
to Γ25′ representation of the Oh group. The conduction
band has six energetically equivalent minima (valleys)
on the ∆ axes which belong to the ∆1 representation
of the C4v group (See Fig. 1(b)). Hereafter we use the
notation Γxy, Γyz, Γzx for the triply degenerate valence
bands and ∆(±kc00), ∆(0±kc0), ∆(00±kc) for six equivalent
valleys, where the subscripts are the coordinates of the
valleys in the Brillouin zone. We employed the following
k · p effective mass Hamiltonian for a general N -body
electron-hole system in diamond with multiple valley and
band.
H =
Nh∑
i=1
∑
Γ
t
(Γ)
h,i · |Γi〉〈Γi|+
Nh∑
i
∑
Γ,Γ′
t
(ΓΓ′)
h,i · |Γi〉〈Γ
′
i|
+
Ne∑
i=1
∑
∆
t
(∆)
e,i · |∆i〉〈∆i|+
Ne+Nh∑
i,j
Vij (2)
The first and third terms are the kinetic energy of the
holes and electrons, respectively. The second term is the
inter-band coupling of the holes. The last term is the
isotropic Coulomb interaction which is screened by the
dielectric constant ǫ as follows :
Vij =
eiej
ǫrij
. (3)
ei(j) is the charge of i(j)-th particle and rij = |ri − rj |.
In the present notation, the subscripts Γ and ∆ run over
valley and band degrees of freedom, respectively. |γi〉
(γ = ∆, Γ) is the Bloch function of i th particle which
satisfies the orthonormality relation :
〈γi|γ
′
i〉 = δγiγ′i . (4)
Here we show an example of how to evaluate the kinetic
energy term
∑
γ t
(γ)
h,i · |γi〉〈γi| for the trial wave function
|ψ〉 = f(r) ·
∏Ne
i=1 |∆i〉
∏Nh
i=1 |Γi〉 :
〈ψ′|
∑
γ
t
(γ)
h,i · |γi〉〈γi||ψ〉
=
∑
γ
∫
dr3Nf ′(r)t
(γ)
h,if(r)
×
Ne∏
j=1
〈∆′j |
Nh∏
j=1
〈Γ′j ||γi〉〈γi|
Ne∏
j=1
|∆j〉
Nh∏
j=1
|Γj〉
=
∫
dr3Nf ′(r)t
(Γi)
h,i f(r) · δΓ′iΓi
×
Ne∏
j=1
δ∆′
j
∆j
Nh∏
j( 6=i)
δΓ′
j
Γj . (5)
Here, f is the envelope function factor and |∆〉 and |Γ〉
are the Bloch function factors of the trial wave function.
We excluded the spin function for simplicity. The ana-
lytical form of the kinetic energy terms is given by


t
(Γyz)
h,i = L∂
2
x +M(∂
2
y + ∂
2
z )
t
(Γzx)
h,i = L∂
2
y +M(∂
2
x + ∂
2
z )
t
(Γxy)
h,i = L∂
2
z +M(∂
2
x + ∂
2
y)
(6)


t
(∆(±kc00))
e,i = −
1
2{
1
ml
(∂x ± ikc)
2 + 1mt (∂
2
y + ∂
2
z )}
t
(∆(0±kc0))
e,i = −
1
2{
1
ml
(∂y ± ikc)
2 + 1mt (∂
2
x + ∂
2
z )}
t
(∆(00±kc))
e,i = −
1
2{
1
ml
(∂z ± ikc)
2 + 1mt (∂
2
x + ∂
2
y)}.
(7)
3Similarly, the inter-band coupling terms are given by

t
(ΓyzΓzx)
h,i = N∂x∂y
t
(ΓzxΓxy)
h,i = N∂y∂z
t
(ΓxyΓyz)
h,i = N∂z∂x,
(8)
where ∂x, ∂y, and ∂z are partial derivatives with respect
to the x, y and z components of the one-particle coordi-
nates. We used experimental values of the effective mass
parameters and the dielectric constant24. L = −2.06,
M = −4.48, N = 5.32 in units of ~
2
2m0
, where m0 is
the free electron mass. Similarly, ml = 1.56m0,mt =
0.280m0, and the dielectric constant is ǫ = 5.70. In
Eq. (6) and (7), the effective mass along one axis is heav-
ier than along the other directions. Each valley or band
is distinguished by the direction of this axis.
The spin-orbit splitting of top of the valence band, the
inter-valley scattering effect, and the electron-hole ex-
change interaction are neglected in our model for sim-
plicity. In diamond, the spin-orbit splitting is 6 meV and
the electron-hole exchange interaction is also of the same
order25, and these values are relatively small compared
with the observed binding energy of exciton in diamond
(80 meV26). This smallness justifies our approximations
which neglect these two effects.
B. Trial Wave Function
To overcome the complexities due to the strongly
anisotropic environment of diamond and the high com-
putational cost of calculating the PEn eigenfunction by
frequently used methods, we use the explicitly correlated
Gaussian (ECG) basis in Eq. (1) for the trial wave func-
tion. As we mentioned above, the Hylleraas-type func-
tion or James-Coolidge-type functions23 are frequently
used for the description of quantum Coulombic few-body
systems. These basis states explicitly depend on the
inter-particle distances e.g. r12 = |r1 − r2| like
ψk ∝ r12 exp{−αkr12}. (9)
Their characteristic properties are that (i)they satisfy the
exact value of the derivative of wave function at the origin
of inter-particle distance {(∂Ψ/∂r)/Ψ}r=0, i.e. the cusp
condition, and (ii)they reproduce the exponential decay
of the wave function of the Coulombic few-body system
at large inter-particle distances. In particular (i) is ex-
pected to greatly reduce the number of basis states. A
significant disadvantage of using this type of basis state
is the high computational cost due to the numerical inte-
grations needed for calculations of matrix elements. The
analytical form of the exact cusp condition is unknown
for anisotropic systems. Therefore, it is uncertain that
the property (i) reduces the number of basis states in
our case. On the other hand, the ECG basis state repro-
duces the value of the exact wave function in the vicinity
of origin and in the long range limit with a sufficient
number of basis states27, although the ECG basis state
in Eq. (1) does not satisfy the exact cusp condition. This
property is expected to be valid even in the case of the
anisotropic Hamiltonian in Eq.(2). The ECG basis en-
ables us to calculate all matrix elements of the anisotropic
Hamiltonian Eq. (2) analytically, and therefore the ECG
basis should be superior for time consuming calculations
of PEn (n > 2) in strongly anisotropic systems.
For the description of excitonic N -body bound states,
we express the trial wave function |Ψ〉 in terms of a non-
orthogonal basis set as |Ψ〉 =
∑
k Ck|ψk〉. Ck is a real
expansion coefficient. Each |ψk〉 is factorized into the en-
velope function fk(r), the spin function χsms , and Bloch
functions |∆i〉 and |Γi〉 as follows :
|ψk〉 = A{fk(r) · χsms ·
Ne∏
i=1
|∆i〉
Nh∏
i=1
|Γi〉}. (10)
The Bloch function of the i th electron(hole), |∆i〉 (|Γi〉),
satisfies the orthonormality relation in Eq. (4). A is an
antisymmetrizer operating on the trial wave function so
that the Pauli exclusion principle is satisfied. To con-
struct the envelope function, we introduce the Jacobi
coordinate xi as a set of relative coordinates which is
defined by
xi =
Ne+Nh∑
j=1
Uijrj (11)
U =


1 −1 0 · · · 0
m1/M2 m2/M2 −1 · · · 0
m1/M3 m2/M3 · · · · · · 0
· · ·
· · ·
· · ·
m1/MN m2/MN · · · · · · mN/MN


, (12)
where Mn is a sum of the geometric mean of the ef-
fective mass, i.e. Mn = m1 + m2 + · · · + mn and
mi = {mi,xmi,ymi,z}
1/3 where mi,j (j = x, y, z) is the
effective mass of i th particle along direction j and ri
is an one-particle coordinate. The envelope function is
constructed from the ECG basis28 by using the Jacobi
coordinates as follows :
fk(r) = θL(vk) · exp{−
1
2
xAkx}
Ne∏
i
exp{ik∆i · ri}.(13)
Here θL(vk) is the non-spherical factor and consists of a
real solid spherical harmonic that depends on the global
vector v =
∑Ne+Nh−1
i=1 uk,ixi
29. The coefficient uk,i is a
variational parameter.
θL(v) =


|v|L{YLM (vˆ) + YL−M (vˆ)} (M > 0)
i|v|L{YLM (vˆ)− YL−M (vˆ)} (M < 0)
|v|LYLM (vˆ) (M = 0)
(14)
In Eq. (14), YLM (vˆ) is a spherical harmonic depend-
ing on the direction of v, i.e. vˆ = v/|v|. In the
envelope function Eq. (13), the Gaussian factor is
4characterized by the variational parameter Ak,ij where
xAkx =
∑Ne+Nh−1
i,j xiAk,ijxj . k∆i is the constant wave
vector of valley ∆i. Our trial function does not depend
on the center-of-mass coordinate xN (N = Ne + Nh).
The ECG basis has been used to obtain accurate ener-
gies for many different few-body systems28. Superposi-
tion of different angular-momentum states is essential to
express the orbital deformation of the envelope function
caused by the effective mass anisotropy. Due to the plane
wave factor, the contribution from the valley wave vector
completely vanishes in the matrix elements of the Hamil-
tonian in Eq.(2). We fixed the total spin of the trial wave
function as a singlet in neutral (or even particle number)
systems and 1/2 in charged (or odd particle number) sys-
tems.
C. Parameter optimization
To optimize the trial wave function, we employed the
stochastic variational method (SVM)30. In the SVM, the
number of basis states is increased one by one up to an
arbitrary number, and in each step the variational pa-
rameters uk,i and Ak,ij are determined by random sam-
pling. The original SVM consists of the following two
steps.
(i)Increasing process. Assume that there are K basis
states with the ground state energyEK . In the increasing
process, first, P random basis states are generated. New
ground state energies are calculated by using existing K
basis states and one of generated P basis states. Then
new ground state energies Ei (i = 1, · · ·, P ) are given.
The (K + 1) th basis state is chosen so that it gives the
lowest ground state energy, and is added to the exist-
ing K basis states. This increasing process is repeated
until the number of basis states reaches a certain num-
ber which is chosen so that the binding energy converges
within the desired accuracy. In our case, we repeatedly
increased the maximum number of basis states until pre-
determined accuracy was achieved.
(ii)Refinement process. In the refinement process, the
K-dimensional basis set, that is determined in the in-
creasing process, is improved by replacing the basis states
by better ones with the total number of basis states fixed.
P ′ basis states are randomly generated as new candidates
for the k-th basis states and new ground state energies
Ei (i = 1, · · ·, P
′) are calculated, in which the k-th basis
state is replaced by the candidates. If the energy which is
lowest in the newly calculated Ei (i = 1, · · ·, P
′) is lower
than the original states, then the existing k-th basis state
is replaced with the new basis state. This procedure is
repeated for k = 1, · · ·,K.
By using step (ii), an energy improvement less than
0.1% is reported for a ground state calculation of positro-
nium molecule31. We obtained the convergence of bind-
ing energies within 1 % in the following results without
imposing the step (ii), and it is sufficiently accurate to
show the stability of excitonic complexes. Typical num-
bers of basis states in our calculations range from 50 to
100 in excitons and from 1000 to 1800 in triexcitons.
III. RESULTS AND DISCUSSIONS
A. Contribution of the inter-band coupling to
exciton binding energies
To examine the accuracy of the present method, we
first applied it to excitons in GaN with anisotropic effec-
tive masses in one valley and one band. We defined the
exciton binding energy as the energy to separate an ex-
citon into a free electron-hole pair. We obtained 24.809
meV for a heavy-hole exciton, 15.445 meV for a light-hole
exciton, respectively. These values are in excellent agree-
ment with earlier theoretical binding energies obtained
by exact diagonalization of a single-band electron-hole
effective mass Hamiltonian32: 24.809 meV for the heavy-
hole exciton, 15.458 meV for the light-hole exciton, re-
spectively.
Before showing the results for excitons in diamond,
we discuss the contribution of the inter-band coupling
Eq. (8) to the binding energy. It is clear from symme-
try that s-type orbitals are not coupled with one another
by the inter-band coupling. From parity conservation,
d-type orbitals are the lowest angular-momentum states
which can couple with s-type orbitals. Matrix elements
of the inter-band coupling between two angular momen-
tum eigenstates |lm〉 and |l′m′〉 are non-zero only if |l′m′〉
satisfies following relations.

t
(ΓyzΓzx)
h,i : |l
′m′〉 = |l m± 2〉, |l ± 2 m± 2〉
t
(ΓxzΓxy)
h,i : |l
′m′〉 = |l m± 1〉, |l ± 2 m± 1〉
t
(ΓxyΓyz)
h,i : |l
′m′〉 = |l m± 1〉, |l ± 2 m± 1〉
(15)
Fig. 1(a) shows s- and five d-type orbitals coupled with
one another by the kinetic energy term (solid lines) and
inter-band coupling terms (dotted lines) of the Hamilto-
nian Eq.(2). Matrix elements of the Hamiltonian Eq. (2)
between two orbitals are non-zero only if the two orbitals
are connected by a solid or dotted line in Fig. 1(a). We
compare the following two trial functions to see the con-
tribution of the inter-band coupling terms.

(i){fs + fd
z2+c
+ fd
x2−y2
}|∆(0kc0)〉|Γxy〉
+fdzx|∆(0kc0)〉|Γyz〉+ fdxy |∆(0kc0)〉|Γzx〉
(ii){fs + fd
z2+c
+ fd
x2−y2
}|∆(00kc)〉|Γyz〉
(16)
Here f is the envelope function and |∆〉 and |Γ〉 are fac-
tors of the Bloch function of trial wave function. The
subscripts of the envelope function f denote the sym-
metry of the real solid spherical harmonic. Eq. (16)(i)
corresponds to the second cluster from the right hand
side in Fig. 1(a) and it is fully connected by the kinetic
energy and inter-band coupling. Eq. (16)(ii) corresponds
to the same cluster but with the inter-band coupling ne-
glected. In the above expressions, we omitted the spin
5function for simplicity. We obtained the binding energy
from the trial wave function in Eq. (16)(i) as 67.7 meV
and in Eq. (16)(ii) as 67.9 meV . The energy improvement
from the inter-band coupling is only 0.3 % and the con-
tributions from the second and third terms in Eq. (16)(i)
are negligible. In the following calculations, we therefore
neglect the inter-band coupling. Then each bound state
is characterized by a single product of valleys and bands
like in Eq. (16)(ii). Hereafter we denote a combination
of valleys and bands by, for example ∆(00kc)/Γyz in the
case of Eq. (16)(ii).
(a)
|Γyz〉 s
dz2+c dx2−y2
dxy dzx dyz
|Γzx〉 dxy s
dz2+c dx2−y2
dyz dzx
|Γxy〉 dzx dyz s
dz2+c dx2−y2
dxy
(b)
Γ25′
kz
kx
ky∆1
(c)
PE3
PE2
exciton
X3
X2
EX
FIG. 1. (Color online) (a)Diagram showing couplings between
orbitals by the kinetic energy (solid lines) and inter-band cou-
pling (dotted lines) of the Hamiltonian Eq. (2). Orbitals in
the first, second and third rows belong to the |Γyz〉, |Γzx〉 and
|Γxy〉 bands. (b)The first Brillouin zone of diamond. The
six blue spots are valleys on ∆ axes. (c)Schematic picture
of exciton decay in polyexcitons(PEn). X3 and X2 are pho-
tons emitted from exciton recombination in PE3 and PE2,
respectively. EX is photoemission from a free exciton recom-
bination.
B. Experimentally observed binding energy of
polyexciton
Now we introduce our method of estimating the bind-
ing energies of polyexcitons from the experimentally ob-
served photoluminescence spectrum. Omachi et al.21 ob-
served five peaks (X2 – X6) below the peak of the free ex-
citon recombination(EX) in the photoluminescence spec-
trum. They attributed Xn(n = 2 – 6) to exciton decays
in PEn. Fig. 1(c) is a schematic diagram of the process.
The energy gap
SPEn = EXn − EEX (17)
is interpreted as the energy to separate PEn into PEn−1
and an isolated exciton. Here EXn and EEX are en-
ergies of the peak Xn and a photon emitted from the
free exciton recombination process, respectively. Accord-
ing to the paper of Omachi et al., SPE2/R = 0.15, and
SPE3/R = 0.31, where R = 80 meV is the binding energy
of a free exciton. Then the binding energy of a biexciton
Ebiex and a triexciton Etriex can be calculated as Ebiex =
2R+ SPE2 = 172 meV, Etriex = Ebiex +R + SPE3 = 277
meV.
C. Stability of Excitonic Complexes in diamond
We show the binding energies of excitons in Fig. 2(a).
Here, we defined the binding energy as that required
to separate excitonic complexes into free electrons and
holes. We obtained 71.8 meV for the combination of
∆00kc/Γxy (black broken line) and 67.7 meV for the com-
bination of ∆00kc/Γzx(black solid line). The energy gap
between these two states is attributed to the difference
of effective mass anisotropy between the Γxy band and
the Γzx band. These results amount to 90% and 85%
of the experimental value (80 meV26), respectively. This
is enough precision to obtain bound states of triexciton
as we will see later. The energy discrepancy between
the calculated and experimental values is possibly due
to the approximations of our model in which the spin-
orbit splitting and electron-hole exchange interaction are
excluded. The inter-valley scattering effect may also be
present, while the order of contribution in this discrep-
ancy is not clear.
In the case of the trion, we depicted the threshold en-
ergies in Fig. 2 to make it easy to see the stability of the
trion. If the binding energy of the trion is smaller than
the threshold energy, the trion is unstable and sponta-
neously dissociates into an exciton and a free electron or
a free hole. The binding energies and threshold energies
of the trion+ and trion− are shown in Fig. 2(b) and (c),
respectively. The number of possible combinations of in-
equivalent valleys and bands under the spatial symmetry
operations are six for trion+ and four for trion−. The av-
erage binding energies are 72.6 meV for trion+ and 73.1
meV for trion−. These results show that trion binding
energies are not sensitive to the large difference between
the electron and hole effective mass. We also depicted
the threshold energies for trion+ and trion− by black
solid and broken lines in Fig. 2. The average binding
energy of the trion+ and trion− are 105% and 106% of
the exciton binding energy, and these values are close to
the results of an earlier theoretical study for trions with
isotropic effective mass1. There is no experimentally ob-
served value for the trion in diamond, to our knowledge.
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FIG. 2. (Color online) (a)Binding energies of excitons. Black
lines are calculated values. Blue solid line is the experimen-
tally observed value (Ref. 26). (b)Binding energies of trion+
(exciton + hole). Black solid lines show threshold energy
of dissociation into a pair of a free exciton and a hole for
∆00kc/ΓyzΓyz and ∆00kc/ΓyzΓzx. Black broken lines show
threshold energies of dissociation into a pair of free exciton
and a hole for ∆00kc/ΓyzΓxy and ∆00kc/ΓxyΓxy . Colored lines
are calculated values. (c)Binding energies of trion− (exci-
ton + electron). Black solid lines and black broken lines are
threshold energies of dissociation into a pair of free exciton
and an electron. Colored lines are calculated values.
Next, we show the binding energies of biexcitons,
charged biexcitons(CBE+ and CBE−), and triexcitons
in Fig. 3(a)–(d). Depending on the combination of val-
leys and bands, the binding energies of biexcitons vary
from 140 meV to 148 meV, and amount to 83% of the
experimentally observed value on average. In the case
of triexcitons, the binding energies reproduce 81% of the
experimental value on average, and vary from 223 meV
to 229 meV. The calculations of biexciton binding ener-
gies showed that all combinations of valleys and bands
are stable against dissociation into a pair of excitons.
The stabilization of charged biexcitons and triexcitons in
3D bulk systems has a great significance. In direct gap
semiconductors without any band degeneracy, the triex-
citons are predicted to be unstable because of the Pauli
blocking effect. The charged biexciton is also unstable
unless the condition (σ = me/mh < 0.2) is satisfied ac-
cording to an earlier accurate numerical calculation1. If
we take the geometric mean of effective masses of elec-
tron and hole in diamond as m∗ = {mxmymz}
1/3, the
effective mass ratio becomes σ = m∗h/m
∗
e = 0.58 and
does not satisfy this condition. Our results of triexciton
and charged biexciton binding energies in Fig. 3(d) are
the first numerical evidence supporting the existence of
the triexcitons and charged biexcitons in a semiconduc-
tor with multiple valley and band degrees of freedom.
It should be also mentioned that we obtained unbound
states in the case of the charged biexciton and triexciton
when the three identical particles occupy one valley or
band. This calculation condition corresponds to the case
of a single band. Therefore, our results do not contra-
dict with those of the earlier calculation1 and indicate
that the stability of charged biexcitons and triexcitons
originates from the multiple valley and band degrees of
freedom. The next important point is the variation of
ground state energy level caused by the effective mass
anisotropy of the respective valleys or bands. The width
of the energy level distribution varies from about 4 meV
to 8 meV depending on the combinations of particles. We
expect that the width of the binding energy distribution
contributes to the form of the experimental photoemis-
sion spectra. To see this effect, we discuss the separation
energies in the next subsection.
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FIG. 3. Binding energies of (a)biexciton, (b)CBE+(biexciton
+ hole), (c) CBE−(biexciton + electron), and (d)triexciton.
Solid lines are the calculated binding energy. The dashed-
dotted line is the binding energy of the biexciton calculated
from experimentally observed peak positions in the photolu-
minescence spectrum (Ref. 21).
D. Separation energies
To compare with the experimentally observed photolu-
minescence spectra, we calculate the separation energies.
The separation energy SPEn is defined as the minimum
energy needed to separate PEn into a PEn−1 and a free
exciton as follows:
EPEn = EPEn−1 + Eexciton + SPEn , (18)
where EPEn , EPEn−1 , and Eexciton are binding energies
of a PEn, PEn−1, and exciton, respectively. In the cases
of trion and CBE,
Etrion± = Ee−(hole) + Eexciton + Strion± (19)
ECBE± = Etrion± + Eexciton + SCBE± . (20)
Here Ee−(hole) is the energy of free electron or hole, and
we set it to zero in our calculation. Etrion± and ECBE±
7are the binding energies of the trion± and CBE±, re-
spectively. SPEn is as defined in Sec. III B and has a
one-to-one correspondence with the energy gaps between
experimentally observed peak positions in exciton recom-
bination spectra Xn in PEn. Calculated separation ener-
gies are shown in Fig. 4. The black solid lines are separa-
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FIG. 4. (Color online) Separation energies of PEn(n = 2,3,4),
Trions (trion+,−)), and Charged Biexcitons (CBE+,−)). The
black lines are values calculated from the theoretical binding
energies. The red diamonds are averaged values. The blue
triangles are the experimentally observed values (Ref. 21).
tion energies of PEn and charged bound states. We can
see widely distributed separation energies in the width of
few meV in Fig. 4 as is seen in Fig. 3. Our calculations
underestimate the separation energies of PEn and repro-
duce 36% and 41% of the experimental values for PE2
and PE3, respectively. See Table I. The ratio SPE3/SPE2
gives 113% of the experimental value and hence our re-
sults coincide qualitatively with the experimental values.
SPE2 can be interpreted as the energy of inter-exciton
bonding. The fact that SPE3 is almost two times larger
than SPE2 suggests a simple picture in which PE3 is a
particle in which 3 excitons are weakly bound with each
other.
SPE2 [meV] SPE3 [meV] SPE3/SPE2
Calculated Value 4.36 10.2 2.33
Experimental Value 12.0 24.8 2.06
TABLE I. Comparison of calculated and experimentally ob-
served value (Ref. 21) of the separation energy SPEn for
n = 2, 3.
We can make two predictions by comparing the sep-
aration energy distribution with the photoluminescence
spectra. First, the experimentally observed photolumi-
nescence components of PE2 and PE3 (i. e. X2 and X3)
may also contain components originating from the trion
and CBE, respectively. Secondly, in addition to the tem-
perature of the excitonic complex gas, the separation en-
ergy distribution also contributes to the peak width of
EX and Xn. This is because the distribution of the sep-
aration energy is roughly interpreted as that of the peak
position of the Xn in the photoluminescence spectrum,
since the separation energies correspond to the energy
gap between the peak positions of the free exciton emis-
sion (EX) and the complex particle decay (Xn). In par-
ticular the second point will make it difficult to extract
the temperature of the excitonic complex gas from the
peak width of Xn.
IV. CONCLUSION
In this paper, we investigated the stability of exci-
tonic complexes in diamond by numerical calculation.
The electron-hole system in diamond was described by a
k ·p effective mass Hamiltonian with multiple valley and
band and Coulomb interaction. The spin-orbit splitting
and electron-hole exchange interaction were neglected for
simplicity. The ECG basis, which has been used for pre-
cise calculations of binding energies in many few-body
systems28, was employed for the trial wave function.
Numerical simulations show the stability of triexci-
ton and charged biexciton. The stability of these bound
states is one of the most remarkable consequences of the
multiple valley and band degrees of freedom in a 3D bulk
system. We obtained 81% to 90% of the experimentally
observed binding energies of PEn, and 113% of the sep-
aration energy ratio SPE3/SPE2 . Thus, our calculation
quantitatively reproduces binding energies and qualita-
tively reproduces separation energies. These results sup-
port the existence of polyexcitons which were hitherto
suggested only through experimental photoemission mea-
surements.
We also obtained bound states of fundamental ex-
citonic complexes like excitons, trions, biexcitons, and
charged biexcitons, although the presence of trion± and
CBE± is not yet experimentally verified in diamond. Our
analysis of separation energies indicates that peak posi-
tions of exciton decays in trion± and CBE± mingle with
those of biexcitons and triexcitons respectively, in the
photoemission spectrum. It would be possible to iden-
tify these charged species experimentally in photolumi-
nescence spectrum. This can be done by applying a gate
voltage to inject excess carriers in a doped environment
so that extra electrons or holes are captured by excitons
and form trions33,34.
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Appendix A: Binding energies and separation
energies of excitonic complexes
Here we show the value of the total binding energy
EPEn and separation energy SPEn for every possible in-
equivalent bound state. The columns ”electron” and
”hole” show the subscript of the valley or band. (00kc)
means the valley on kz axis and yz means the Γyz band,
for instance. There are 6 valleys (∆(±kc00), ∆(0± kc0),
∆(00 ± kc)) and 3 bands (Γyz, Γzx, Γxy) in diamond.
We regard two combinations as equivalent if they can be
transformed into each other by rotation and inversion.
The factor g is the degeneracy of each state.
Exciton:
electron hole EPEn [meV] SPEn [meV] g
(00kc) xy −7.181× 10
1 - 6
(00kc) yz −6.774× 10
1 - 12
Average −6.909× 101 -
Trion
+
:
electron hole EPEn [meV] SPEn [meV] g
(00kc) yz yz 7.113 × 10
1 3.39 12
(00kc) yz xy 7.345 × 10
1 1.64 12
(00kc) yz zx 7.110 × 10
1 3.36 6
(00kc) xy xy 7.505 × 10
1 3.24 6
Average 7.255 × 101 2.78
Trion
−
:
electron hole EPEn [meV] SPEn [meV] g
(00kc) (00kc) yz 7.138 × 10
1 4.09 12
(00kc) (00kc) xy 7.564 × 10
1 3.83 6
(00kc) (00− kc) yz 7.183 × 10
1 4.09 6
(00kc) (00− kc) xy 7.564 × 10
1 3.83 3
(00kc) (0kc0) yz 7.158 × 10
1 3.84 12
(00kc) (0kc0) xy 7.386 × 10
1 2.05 24
Average 7.310 × 101 3.23
Biexciton:
electron hole EPEn [meV] SPEn [meV] g
(00kc) (00kc) yz yz 1.412× 10
2 5.73 12
(00kc) (00kc) yz zx 1.409× 10
2 5.40 6
(00kc) (00kc) yz xy 1.446× 10
2 5.04 12
(00kc) (00kc) xy xy 1.482× 10
2 4.60 6
(00kc) (00− kc) yz yz 1.410× 10
2 5.49 6
(00kc) (00− kc) yz zx 1.411× 10
2 5.59 3
(00kc) (00− kc) yz xy 1.446× 10
2 5.01 6
(00kc) (00− kc) xy xy 1.479× 10
2 4.24 3
(00kc) (0kc0) yz yz 1.407× 10
2 5.20 12
(00kc) (0kc0) yz zx 1.427× 10
2 3.13 24
(00kc) (0kc0) xy xy 1.443× 10
2 4.74 24
(00kc) (0kc0) xy zx 1.450 × 10
2 1.40 12
Average 1.433 × 102 4.36
CBE
+
:
electron hole EPEn [meV] SPEn [meV] g
(00kc) (00kc) yz yz yz unbound - -
(00kc) (00kc) yz yz zx 1.521 × 10
2 1.09× 101 12
(00kc) (00kc) yz yz xy 1.534 × 10
2 8.77 12
(00kc) (00kc) yz zx xy 1.537 × 10
2 9.07 6
(00kc) (00kc) yz xy xy 1.551 × 10
2 6.86 12
(00kc) (00kc) xy xy xy unbound - -
(00kc) (00 -kc) yz yz yz unbound - -
(00kc) (00 -kc) yz yz zx 1.516 × 10
2 1.06× 101 6
(00kc) (00 -kc) yz yz xy 1.539 × 10
2 9.30 6
(00kc) (00 -kc) yz zx xy 1.540 × 10
2 9.44 3
(00kc) (00 -kc) yz xy xy 1.555 × 10
2 7.62× 101 6
(00kc) (00 -kc) xy xy xy unbound - -
(00kc) (0kc0) yz yz yz unbound - -
(00kc) (0kc0) yz yz zx 1.523 × 10
2 9.61 24
(00kc) (0kc0) yz zx zx 1.533 × 10
2 8.97 24
(00kc) (0kc0) yz zx xy 1.539 × 10
2 8.85 12
(00kc) (0kc0) xy xy zx 1.546 × 10
2 9.60 24
(00kc) (0kc0) xy xy xy unbound - -
Average 1.535 × 102 9.31
CBE
−
:
electron hole EPEn [meV] SPEn [meV] g
(00kc) (00kc) (00kc) yz yz unbound - -
(00kc) (00kc) (0kc0) yz yz 1.513 × 102 1.01× 101 24
(00kc) (00kc) (kc00) yz yz 1.537 × 102 9.11 24
(00kc) (00kc) (00− kc) yz yz 1.524 × 102 1.11× 101 12
(00kc) (00kc) (00kc) yz zx unbound - -
(00kc) (00kc) (kc00) yz zx 1.527 × 102 1.18× 101 12
(00kc) (00kc) (00− kc) yz zx 1.518 × 102 1.07× 102 6
(00kc) (00kc) (00kc) yz xy unbound - -
(00kc) (00kc) (00− kc) yz xy 1.547 × 102 1.01× 102 12
(00kc) (00kc) (kc00) yz xy 1.549 × 102 9.91 24
(00kc) (00kc) (0kc0) yz xy 1.538 × 102 9.18 24
(00kc) (00kc) (00kc) xy xy unbound - -
(00kc) (00kc) (00− kc) xy xy 1.587 × 102 1.05× 101 6
(00kc) (00kc) (kc00) xy xy 1.552 × 102 6.98 24
(00kc) (00 -kc) (kc00) yz yz 1.540 × 102 9.46 12
(00kc) (00 -kc) (0kc0) yz yz 1.516 × 102 1.07× 101 12
(00kc) (00 -kc) (kc00) yz zx 1.530 × 102 1.03× 101 12
(00kc) (00 -kc) (kc00) yz xy 1.554 × 102 1.04× 101 12
(00kc) (00 -kc) (kc00) xy xy 1.559 × 102 7.70 12
(00kc) (0kc0) (0− kc0) yz zx 1.540 × 102 9.49 12
(00kc) (0kc0) (kc00) xy xy 1.539 × 102 9.57 24
(00kc) (0kc0) (kc00) xy zx 1.540 × 102 9.00 48
Average 1.539 × 102 9.51
Triexciton:
electron hole EPEn [meV] SPEn [meV] g
(00kc) (00kc) (00kc) yz yz yz unbound - -
(00kc) (00kc) (00kc) yz yz zx unbound - -
(00kc) (00kc) (00kc) yz yz xy unbound - -
(00kc) (00kc) (0kc0) yz yz yz unbound - -
(00kc) (00kc) (0kc0) yz yz zx 2.229 × 10
2 9.91 24
(00kc) (00kc) (0kc0) yz yz xy 2.238 × 10
2 1.13× 101 24
(00kc) (00kc) (kc00) zy yz yz unbound - -
(00kc) (00kc) (kc00) yz yz zx 2.259 × 10
2 1.32× 101 24
(00kc) (00kc) (kc00) yz yz xy 2.278 × 10
2 1.14× 101 24
(00kc) (00kc) (00− kc) yz yz yz unbound - -
9(00kc) (00kc) (00 − kc) yz yz zx 2.223× 10
2 1.34× 101 12
(00kc) (00kc) (00 − kc) yz yz xy 2.249× 10
2 1.19× 101 12
(00kc) (00kc) (00kc) zy zx yz unbound - -
(00kc) (00kc) (00kc) yz zx xy unbound - -
(00kc) (00kc) (00 − kc) yz zx xy 2.249× 10
2 1.20× 101 6
(00kc) (00kc) (00kc) yz xy xy unbound - -
(00kc) (00kc) (00 − kc) yz xy xy 2.292× 10
2 1.28× 101 12
(00kc) (00kc) (kc00) yz xy xy 2.266× 10
2 6.56 24
(00kc) (00kc) (0kc0) yz xy zx 2.254× 10
2 9.01 24
(00kc) (00kc) (00kc) xy xy yx unbound - -
(00kc) (00kc) (00 − kc) xy xy xy unbound - -
(00kc) (00kc) (kc00) xy xy zx 2.256× 10
2 9.66 24
(00kc) (00kc) (kc00) xy xy xy unbound - -
(00kc) (00 -kc) (kc00) yz yz yz unbound - -
(00kc) (00 -kc) (kc00) yz yz zx 2.245× 10
2 1.17× 101 12
(00kc) (00 -kc) (kc00) yz yz xy 2.265× 10
2 1.02× 101 12
(00kc) (00 -kc) (0kc0) yz yz yz unbound - -
(00kc) (00 -kc) (0kc0) yz yz zx 2.237× 10
2 1.09× 101 12
(00kc) (00 -kc) (0kc0) yz yz xy 2.243× 10
2 1.18× 101 12
(00kc) (00 -kc) (kc00) yz zx xy 2.257× 10
2 9.33 12
(00kc) (00 -kc) (kc00) yz xy xy 2.275× 10
2 7.87 12
(00kc) (00 -kc) (kc00) xy xy zx 2.265× 10
2 1.09× 101 12
(00kc) (00 -kc) (kc00) xy xy xy unbound - -
(00kc) (0kc0) (kc00) xy xy xy unbound - -
(00kc) (0kc0) (kc00) xy xy yz 2.246× 10
2 8.55 48
(00kc) (0kc0) (kc00) xy zx yz 2.255× 10
2 8.62 8
Average 2.253× 102 1.02× 101
Appendix B: Matrix elements of Hamiltonian
Here we give the matrix elements of the Gram matrix
and the Hamiltonian with multiple valley and band in
anisotropic systems. The details of derivations of the ma-
trix elements for isotropic systems are in the text book of
Suzuki and Varga27. The book does not treat anisotropic
systems, but the derivations described there can be gen-
eralized to anisotropic systems as follows. We assume the
following type of basis.
|LM,v, A〉 = fLM(r) · χsms ·
Ne∏
i=1
|∆i〉
Nh∏
i=1
|Γi〉 (B1)
The envelope function fLM (r) is given by a product of a
solid spherical harmonic, a Gaussian, and a plane wave
part.
fLM (r) =
|v|LYLM (vˆ) · exp{−
1
2
xAx}
Ne∏
i
exp{ik∆i · ri} (B2)
The matrix elements of the Gram matrix is given by
〈L′M ′,v′, A′|LM,v, A〉
=
(2L+ 1)!!
4π
{
(2π)N−1
detB
} 3
2
ρLδL′LδM ′M
×〈χs′m′ |χsm〉
Ne∏
i
δ∆′
i
,∆i
Nh∏
i
δΓ′
i
,Γi , (B3)
ρ =
N−1∑
i,j
u′i(B
−1)ijuj (B4)
where B = A′ + A and ui is a coefficient of the global
vector v =
∑N−1
i uixi. Next, we give matrix elements of
the anisotropic kinetic energy of the electron:
〈L′M ′,v′, A′|
Ne∑
i=1
∑
γ
t
(γ)
e,i · τˆγγ,i|LM,v, A〉
=
1
2
(B0LB0L′)
−1
{
(2π)
detB
} 3
2
L!L′!
×{g1(L,M,L
′,M ′, Rx, Ry, Rz)
+g2(L,M,L
′,M ′, Px, Py , Pz)
+g2(L
′,M ′, L,M, P ′x, P
′
y , P
′
z)
+g3(L,M,L
′,M ′, Qx, Qy, Qz)}
×〈χs′m′ |χsm〉, (B5)
Bnl =
4π(2n+ l)!
2nn!(2n+ 2l + 1)!!
. (B6)
The functions g1, g2, andg3 are defined as follows:
g1(L,M,L
′,M ′, Rx, Ry, Rz)
=
1
L!
(
∑
µ=x,y,x
Rµ)ρ
LB0LδLL′δMM ′ , (B7)
Rµ = Tr{A
′ΛµAB
−1} (B8)
Λµ,jk =
∏
i=1
δ∆′
i
∆i
∑
i=1
1
m
(∆i)
i,µ
UjiUki, (B9)
g2(L,M,L
′,M ′, Px, Py, Pz)
= {
1
3c20
(
Pz −
Px + Py
2
)
CL
′M
20,LMδMM ′
+
1
4c22
(Px − Py)(C
L′M−2
2−2,LMδM ′M−2 + C
L′M+2
22,LM δM ′M+2)}
×B0LD2LL′
1
L′!
ρL
′
δL′L−2, (B10)
Pµ = −
Nall−1∑
ij
ui{B
−1A′ΛµA
′B−1}ijuj, (B11)
P ′µ = −
Nall−1∑
ij
u′i{B
−1AΛµAB
−1}iju
′
j . (B12)
Here, Cl3m3l1m1,l2m2 is a Clebsch-Gordan coefficient, Nall =
Ne +Nh, and
c20 =
1
4
(
5
π
)1/2
, c22 =
1
4
(
15
2π
)1/2
, (B13)
Dl3l1l2 =
{
(2l1 + 1)(2l2 + 1)
4π(2l3 + 1)
}1/2
Cl30l10l20, (B14)
10
g3(L,M,L
′,M ′, Qx, Qy, Qz)
=
1
c210
{(Qx −Qy)[C
L−1M−1
LM,1−1 C
LM ′
L−1M ′+1,1−1δM−1M ′+1
+CL−1M+1LM,1+1 C
LM ′
L−1M ′−1,1+1δM+1M ′−1]
−(Qx +Qy)[C
L−1,M−1
LM,1−1 C
LM ′
L−1M ′−1,1+1
+CL−1M+1LM,1+1 C
LM ′
L−1M ′+1,1−1]δMM ′
+2QzC
L−1M
LM,10C
LM ′
L−1M ′,10δMM ′}
×DL−1L1DLL−11δLL′B0L−1ρ
L−1, (B15)
Qµ = 2
Nall−1∑
ij
u′i{B
−1AΛµA
′B−1}ijuj , c10 =
(
3
2π
)1/2
.
(B16)
These expressions are applied to the matrix elements of
hole kinetic energy. Next we give the matrix elements of
inter-band coupling.
〈L′M ′,v′, A′|
Nh∑
i=1
t
(ΓxyΓyz)
h,i · τˆΓxyΓyz ,i|LM,v, A〉
= (B0L′B0L)
−1L′!L!
{
(2π)N−1
detB
}
×{h1,xz(L,M,L
′,M ′, Sxz)
+h1,xz(L
′,M ′, L,M, S′xz)
+h2,xz(L,M,L
′,M ′, Txz)}〈χs′m′ |χsm〉, (B17)
h1,xz(L,M,L
′,M ′, Sxz)
=
Sxz
4c22
DL2L′(C
L′M−1
LM,2−1δM ′,M−1 − C
L′M+1
LM,21 δM ′,M+1)
×B′0L
1
L′!
ρL
′
δL′,L−2,
(B18)
h2,xz(L,M,L
′,M ′, Txz)
= −
Txz
23/2c211
DL−1,1,LDL,1,L−1B0L−1
1
(L− 1)!
ρL−1δL′L
×{CL−1MLM,10 (C
LM ′
L−1M,1−1δM ′M−1 − C
LM ′
L−1M,11δM ′M+1)
+CLM
′
L−1M ′,10(C
L−1M ′
LM,1−1δM ′M−1 − C
L−1M ′
LM,11 δM ′M+1)},
(B19)
〈L′M ′,v′, A′|
Nh∑
i=1
t
(ΓyzΓzx)
h,i · τˆΓyzΓzx,i|LM,v, A〉
= i(B0L′B0L)
−1L′!L!
{
(2π)N−1
detB
}
×{h1,xy(L,M,L
′,M ′, Sxy)
+h1,xy(L
′,M ′, L,M, S′xy)
+h2,xy(L,M,L
′,M ′, Txy)}〈χs′m′ |χsm〉, (B20)
h1,xy(L,M,L
′,M ′, Sxy)
=
Sxy
4c22
DL2L′(C
L′M−2
LM,2−2δM ′,M−2 − C
L′M+2
LM,22 δM ′,M+2)
×B′0L
1
L′!
ρL
′
δL′,L−2,
(B21)
h2,xy(L,M,L
′,M ′, Txy)
= −
Txy
2c211
DL−1,1,LDL,1,L−1B0L−1
1
(L− 1)!
ρL−1δL′L
×(CL−1M−1LM,1−1 C
L′M ′
L−1M ′+1,1−1δM ′+1M−1
−CL−1M+1LM,11 C
L′M ′
L−1M ′−1,11δM ′−1M+1),
(B22)
〈L′M ′,v′, A′|
Nh∑
i=1
t
(ΓzxΓxy)
h,i · τˆΓzxΓxy,i|LM,v, A〉
= i(B0L′B0L)
−1L′!L!
{
(2π)N−1
detB
}
×{h1,yz(L,M,L
′,M ′, Syz)
+h1,yz(L
′,M ′, L,M, S′yz)
+h2,yz(L,M,L
′,M ′, Tyz)}〈χs′m′ |χsm〉, (B23)
h1,yz(L,M,L
′,M ′, Sxz)
=
Syz
4c22
DL2L′(C
L′M−1
LM,2−1δM ′,M−1 + C
L′M+1
LM,21 δM ′,M+1)
×B′0L
1
L′!
ρL
′
δL′,L−2,
(B24)
h2,yz(L,M,L
′,M ′, Txz)
= −
Tyz
23/2c211
DL−1,1,LDL,1,L−1B0L−1
1
(L − 1)!
ρL−1δL′L
×{CL−1MLM,10 (C
LM ′
L−1M,1−1δM ′M−1 + C
LM ′
L−1M,11δM ′M+1)
+CLM
′
L−1M ′,10(C
L−1M ′
LM,1−1δM ′M−1 + C
L−1M ′
LM,11 δM ′M+1)}.
(B25)
Here,
Sµ = −
∑
i,j
ui{B
−1A′ZµA
′B−1}ijuj (B26)
S′µ = −
∑
i,j
u′i{B
−1AZµAB
−1}iju
′
j (B27)
Tµ =
∑
i,j
ui{B
−1A′ZµAB
−1}iju
′
j, (B28)
where, e.g. for µ = xy,
Zxy,jk = −N
Nh∑
i=1
UjiUkiδΓyzΓ′iδΓ′iΓ′zx
Nh∏
j 6=i
δΓ′
j
Γj (B29)
11
and c11 = c10/2. Finally, we show the matrix elements
of the Coulomb potential:
〈L′M ′,v′, A′|
1
rij
|LM,v, A〉
= 〈L′M ′,v′, A′|LM,v, A〉
×
L∑
n=0
L!
(L− n)!
(
σσ′
cρ
)n√
2c
π
(−1)n
(2n+ 1)n!
, (B30)
where
c−1 =
∑
k,l
w
(ij)
k {B
−1}klw
(ij)
l , (B31)
σ = c
∑
k,l
w
(ij)
k {B
−1}klul, (B32)
σ′ = c
∑
k,l
w
(ij)
k {B
−1}klu
′
l, (B33)
w
(ij)
k = {U
−1}ik − {U
−1}jk. (B34)
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