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1. INTRODUCTION 
The relationship between the asymptotic behavior of a homogeneous 
differential equation and a nonhomogeneous perturbation of that differential 
equation has been widely investigated. The problem considered in this 
article is in the general spirit of the investigations of Antosiewicz and 
Davis [l], Bellman [2], Bridgland [3]-[5], Krein [7], and KuEer [S]. In partic- 
ular, the problem is concerned with the following question: What conditions 
can be imposed on the homogeneous linear system 
x’ = A(t) x (1) 
in order that all of the solutions of the nonhomogeneous linear system 
x’ = A(t) x + p(t) (2) 
possess a specified asymptotic growth property such as boundedness or 
convergence ? 
In the above systems (1) and (2) A(t) is an 71 X 12 matrix, p(t) is an n-vector, 
all of whose real-valued components are defined for t 3 0 and Lebesgue 
integrable on each finite subinterval of the interval [0, co). The norm of a 
matrix or a vector is defined to be the sum of the absolute value of each of the 
components and will be denoted by I/ . 11 . We shall denote by cP(t; t,,) the 
fundamental matrix of (1) which satisfies the initial condition @(to; to) = I; 
I, the n x n identity matrix; X(t) will be used to denote any fundamental 
matrix of (1). Using some of the techniques of the above-mentioned authors 
we shall formulate the problem so that it leads to an extensive generalization 
of the types of asymptotic growth previously considered. In general, a 
comparison technique (which determines the growth of a vector by comparing 
its components with a scalar function) is used to establish certain bounds on 
the behavior of the solutions of the nonhomogeneous ystem (2). 
The following terminology will be used. 
* This research was supported in part by the National Science Foundation under 
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DEFINITION 1. An n-vector q(t) will be called $-bounded as t approaches 
injnity for the scalar function I/J = $(t) if q(t) = 0($(t)) as t approaches 
infinity (i.e. if there exists a constant B > 0 and a t,, > 0 such that 
II q(t) II < B I W) I for t 2 to). 
DEFINITION 2. An n-vector q(t) will be called #-convergent as t approaches 
injnity for the scalar function 4 = $(t) if there exists a constant n-vector L 
such that q(t) -L+(t) as t approaches infinity. If q(t) is #-convergent as t 
approaches infinity with asymptotic constant vector L f 0 then q(t) will be 
called nonsingularly #-convergent as t approaches injinity. 
If 9 = a)(t) is a constant then Definition 1 reduces to the usual definition 
of boundedness and Definition 2 reduces to the convergence of Bridgland [3]. 
If Q(t) is a matrix then the same terminology as used above for vectors will be 
used for the analogous properties as in Definitions 1 and 2. Since all order 
relations considered in this article are as “t approaches infinity,” this quali- 
fying phrase will usually be omitted. 
The specific problem considered here is to determine when, for given 
scalar functions I/ = 4(t) and 4 = d(t), all of the solutions of equation (2) 
are #-bounded (or #-convergent) for each +-bounded (or $-convergent) 
forcing term p(t). Bellman [2] and Antosiewicz and Davis [l] have considered 
the above problem when 4(t) are constants (or z,b(t) in certain Lp-classes). 
Bridgland [3], [4] considers the convergence problem with 4(t) and $(t) 
constant functions. We shall now extend these results to larger classes of 
functions. For convenience of notation, the following terminology is intro- 
duced. 
DEFINITION 3. The system of differential equations (2) will be called 
#-bounded (#-convergent) if every solution y(t) of (2) is #-bounded (#-con- 
vergent) as t approaches infinity. 
2. BOUNDEDNESS 
In this section the asymptotic growth of the solutions of the nonhomogene- 
ous system (2) will be determined by showing that the solutions of (2) satisfy 
a certain order relation. The lemma below is similar in structure and in 
proof to one in Coppel [6], p. 68, or Massera and Schgffer [9], p. 534. 
LEMMA 1. Let #(t) and 4(t) be absolutely continuous on any bounded sub- 
interval of [t, , a3) and #(t) # 0 for t in [t, , a~). 
Furthermore, suppose that the order relation 
s IO II W; 4 b(s) II ds = W(t)) 
256 HALLAM 
is satisfied. Then, there exist constants N > 0 and k > 0 such that 
I/ W) II < N I W) I exp(- 4?(t)), t 2 t, , (4) 
where Q(t) is an antiderivative of ; 4(t) #-l(t) / . 
PROOF. We observe that the condition (3) together with 4(t) f 0 implies 
z,h(t) f 0 for all t > t, . Consider the function 
q(t) = II C-‘(t) X(t) 11-l. 
Now, from 
f q(s) ds . X(t) = J“ @(t; s)~(s) . X(s) 11 X(s) 11-l ds, 
to tlJ 
we obtain 
II( q(s) ds . X(4 1, G M I W I 1 (5) 
where M is the asymptotic bound determined by (3). Denoting by z(t) 
the expression z(t) = siO q(s) ds, the above inequality (5) may be written as 
M-l j+(t) #-l(t) 1 < z-lx’. 
For t > t, > to an integration leads to 
44 > 46) exp [M-l 11, I 4(s) V(s) I ds] . 
Using the inequality (5) we have 
II -WI II G fi!r I ?w I +(t) 
G M I #(t) I+PJ exp(- M-X?(t) - QW- 
Choosing N where N 3 Mz-‘(t,) exp M-lQ(t,) sufficiently large so that 
II W> II < N I W I exd- M-lQ(tN 
for all t > to , we have the conclusion of the lemma with k = M-l. 
Lemma 1 does not depend upon X(t) being a fundamental matrix; all 
that is necessary is that X(t) be nonsingular and continuous for t > to . 
The proof is also easily extendable to include a projection (see Coppel [6], 
p. 68). 
The special case t,h(t) = tm, 4(t) = t7, m < r + 1 will be considered in 
more detail later. For this reason we observe that (4) in this case reduces to 
11 X(t) II < Ntm exp(- k(r - m + 1)--l P-+l). (6) 
The main theorem on +boundedness is now given. 
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THEOREM 1. Let the absolutely continuous functions C(t) f 0, #(t) be 
given. The nonhomogeneous ystem (2) is #-bounded for every +-bounded forcing 
term p(t) if and only ;f 
J ‘1, II @(t; 44(s) II ds = O(W)). (7) 
PROOF. The proof does not differ substantially from that of Bellman [2]. 
In order to show that (7) is necessary we consider the integral equation for 
y(t), a solution of (2) 
y(t) = @(t; to) y,, + It @Cc s) P(S) ds. 
h 
Since p(t) = 0 and y(t) are $-bounded, Eq. (8) implies that @(t; to) y0 
is also #-bounded. Thus, P(t) = siO @(t; s)p(s) ds is #-bounded for any 
+-bounded forcing term p(t). An application of the Banach Steinhaus Theo- 
rem (for a particularly appropriate formulation, see Bellman [2], p. 517, or 
more generally Zaanen [ll], p. 135) to P(t) considered as 
p(t) = 1;. @Cc 4W [P(S) 4-W ds 
leads to condition (7). 
To establish that condition (7) is also sufficient for the above asymptotic 
growth we have from (8), 
llr(t) II < II @(c to) II IIYO II + f. II w; 4 P(S) II ds 
Applying Lemma 1 to the matrix @(t; t,,) we obtain the existence of constants 
N > 0, k > 0 such that 
II W to) II d N I WI I exp(- WN 
Thus, by using condition (7) there exists a constant Nr > 0 where 
!I y(t) (1 < N1 ] t)(t) I; that is, y(t) is #-bounded. 
It is interesting to note that no boundedness requirement is placed on the 
coefficient matrix A(t) as opposed to the results of references [l]-[4], [lo]. 
In fact, this is true for the entire article; some of the most interesting, asymp- 
totic behaviors discussed here are exhibited when the coefficient matrix is 
unbounded as t approaches infinity. 
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A linear perturbation problem will now be considered. The perturbation 
systems corresponding to (1) and (2) are to be 
x’ = B(t) .a (9) 
and 
W’ = B(t) w + p(t), (10) 
where B(t) is an n x 12 matrix with locally integrable elements. Denote by 
D(t) = A(t) - B(t) where A(t) is as in (1). W e will tacitly assume throughout 
the remainder of the article that I,!J = #(t) and 4 =4(t) are absolutely con- 
tinuous functions on any bounded subinterval of [t, , ok) and that 4(t) # 0 
on [to, 03). 
THEOREM 2. If D(t) 4(t) = of,+(t)) then the +boundedness of (2) for 
every +-bounded p(t) implies the +boundedness of (10) for every +-bounded p(t). 
PROOF. Let @(t; to) and Y(t; to) be the fundamental matrices of (1) and (9) 
respectively @(to; to) = Y(t,; to) = I. Th en, as differentiation and uniqueness 
verify 
Y(t; to) = @(t; t,,) - jt @(t; S) D(S) Y(S; to> ds. 
to 
(11) 
The conclusion of the theorem follows by virtue of Theorem 1 if it is esta- 
blished that Y(t; to) satisfies the order relation 
1 :, II W 4 4(s) II ds = W(t)). (12) 
Multiplication of both sides of (11) by d(t,,) and then integration leads to 
+ j” jt II @(c 4 W) W; y) d(y) II dsdy to c 
d s t /I W; 4W II dr to 
t jt js II W; 4 D(s) W; y)#) II dsdy 
to to 
< s t II W; r)#Q) II dr to 
+ 1:. II W; 4 II II W II [fm II W; r)W II dr] h. 
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Now, let 
then, from the above inequality, 
+ j, II qw; 4 II II D(s) II u!s . w4. 
There exists a w* in [to, t] such that 
K(t) = jr,’ 11 y(W*; Y) b(Y) 11 dr 
.w* 
< J to 
II @(w*; 4$(4 II dr + jr; II ‘%*; 4 II II D(s) II ds - W*). 
Since K(e) is a nondecreasing function on [t, , t], in the last estimate 
K(w*) may be replaced by K(t). By hypothesis, @ satisfies the order relation 
(7); hence, let 
M = sup 1 jt II ~-‘@) @Pi 44(4 II A/ . t>to to 
Then, from the inequality, 
K(t) d jy; II qw*; y)W II dy + K(t) j:; II @(w*; 4 II D(s) II ds 
we obtain 
I CM 1-l W) d MU + $J$] IIC-‘(4 w II WN. (13) 
Using the fact that D(t) 4(t) = 0(+(t)) we suppose that to is sufficiently large 
so that 
(7 = yp{ll C-‘(s) D(s) $+I II -=c M-l I s E [&I 9 tl>. 
From (13) we obtain 
W) < M[l - Jm-’ I VW) I
from which the conclusion of the theorem follows. 
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REMARK 1. The condition D(t) #(t) = 0(4(t)) is somewhat sharp in the 
sense that it may not be weakened to a O-order relation. The following 
example illustrates this fact. Consider the scalar equation 
x’= -(Y + I)t’x y 3 0, t 2 0, (14) 
Equation (14) has 
x = e-(t--f;+‘) , t 3 t, (15) 
as its fundamental solution. For convenience, we take to = 0. Selecting 
d(t) = tT and $(t) = 1, Theorem 1 shows that equation 
Y’ = - (y + 1) try +P(t) 
is l-bounded for every t’-bounded p(t). As the function D(t) of Theorem 2, 
select 
D(t) = - (Y + 1) t’ 
(B(t) of Eq. (10) is B(t) = - (Y + 1) t’ + (Y + 1) t7 = 0) so that Eq. (10) is 
w’ =p(t). (16) 
However, (16) is not l-bounded for every t’-bounded p(t). 
3. CONVERGENCE 
In this section the question of when system (2) is $-convergent for every 
$-convergent forcing term p(t) is considered. We shall see that this problem 
leads to an interesting sideline in the area of asymptotic stab,,. .y. 
THEOREM 3. Let the condition 
j-x I C(t) P(t) I dt = ~0 (17) 
be satisfied. The system (2) is #-convergent for every $-convergent p(t) if and 
only if the following two conditions hold: 
Every solution of (2) is #-bounded for every $-bounded p(t). (18) 
I 
’ Q(t; s) 4(s) ds ~/3$(t) for some constant matrix /3. (19) 
to 
PROOF. First, it will be shown that conditions (18) and (19) are sufficient 
to obtain the desired behavior. As we have observed before, the solution y(t) 
of (2) satisfying the initial condition y(t,,) = y0 may be written as 
u(t) = @(t; 4,) y. + It @(t; 4 e(s) ds + I” @(t; s) d(s) ds l L, 
to to 
(20) 
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where we have assumed that p(t) N L+(t) and have written 
e(s) = $-l(s) p(s) -L. By Lemma 1, (3) is satisfied, i.e., 
for positive constants N and K. Using the hypothesis srn I+(t) $-l(t) j dt = CO, 
the right-hand side of (21) is seen to be 0(4(t)). 
The assumption (18), by Theorem 1, gives 
s :, II @(c 4 C(s) II ds=0(W); (22) 
this in turn implies 
It II @CC 4 4(s) 44 II ds = 4(t)). (23) 
The order relation (23) may be established by using the relation (22) the 
fact that e(t) = o(l), and an argument similar to that of Bridgland ([3], 
p. 547). 
The combination of the remark following (21), with (22) and (23) into 
Eq. (20) yields 
r(t) - PWQ (24) 
In order to prove the converse, take y0 = 0 and p(t) =4(t) ci where l i 
is the unit column vector having 1 in the ith row. To establish that the limit 
in (19) is valid we use the hypothesis y(t) N K+(t) and equation (8) to obtain 
W(t) - ,I, @Cc 4 4(s) ds * pi , i = 1, 2,..., n, 
from which (19) follows. 
Theorem 1 will be used to verify that (18) holds; that is, we will show 
Consider the Banach space C, of locally integrable functions p(t) from the 
interval [to , co) into En such that p(t) N k+(t) for some k with norm 
<P> = sup IlN)4W 118 I 
(11$, denotes the Euclidean norm), I = [to, co). Let x,(t, s) denote the ith row of 
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@(t; s) and consider the linear transformation Tf defined on C, into I? by 
T,“p = 
I 
I, G-‘(t) xi(t; s) p(s) ds. 
An estimate gives 
I T,“P I < ,:, II #-l(t) xi(c 4 d(s) IL ds * <P>. 
Let 
and define 
We observe that 
Moreover, 
T,“& = s IO $-l(t) II xi(c 4 IL ~44 ds 
= s” V(t) It -dt; 4 IL 46) ds - I“ k’(t) II xdc 4 IL 4(s) rg) A. 
to A 
Therefore, 
I T,it, I 2 Jtl II tCI-‘(t) dc 4 d(s) IL ds + 41) 
as A -+ t-; hence, the norm of T,i is j’iO 11 #-l(t) xi(t; s) fls) JJe ds. Thus, for 
each fixed t, Tti is a bounded operator from C, to El and for each fixed p in 
C, , T,‘p is bounded on I; so by the Banach-Steinhaus Theorem, Tti is 
uniformly bounded on I x C, , say by Ki . That is, 
s 
t 
t0 II 4-‘(t) xi(t; 4 d(s) 118 ds < Kc > t > t, , 
from which the order relation (18) follows (with order constant (ny’* Czl K,). 
This concludes the proof of the theorem. 
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REMARK 2. The differential equation (14) of Remark 1 is a scalar equation 
which possesses the asymptotic relation (18) when #(t) and b(t) are taken to 
be 1 and tr, Y > 0, respectively. The constant p of (19) is (r + 1)--l in this 
instance. 
REMARK 3. The conditions (18) and (19) with the asymptotic constant 
/3 # 0 imply that the differential equation (2) is nonsingularly #-convergent 
for each p(t) which is nonsingularly +-convergent. This follows from the 
definition of “nonsingularly #-convergent” and the sufficiency argument of 
the proof of Theorem 3. 
The next theorem is concerned with the perturbation problem associated 
with the property of +-convergence. We shall consider Eqs. (9) and (10) with 
D(t) as previously designated. 
THEOREM 4. If D(t) $(t) = o@(t)) and (17) holds then the +cunwergence 
of (2) for every $-convergent p(t) implies the #-convergence of (10) for every 
+convergat p(t). 
PROOF. We shall use the notation as in the proof of Theorem 2; from 
Theorem 2, it follows immediately that condition (18) is satisfied. To com- 
plete the proof of the theorem, it remains to show that (19) hoIds for the 
matrix 
The function Q(t) satisfies the differential equation 
Q’ = B(t)Q +#I 
and the initial condition Q(to) = 0. Hence, using the variation of parameters 
formula, we obtain 
Q(t) = - II0 @Cc 4 D(s) Q(s) ds + 1;. @(c 4 4(s) ds. (25) 
Since Q(t) = 0(+(t)) and D(t) #(t) = 0($(t)) (proceed as in the proof of the 
sufficiency of Theorem 3) the first integral on the right in Eq. (25) tends to 
zero as t tends to infinity. Hence, 
~~~ #-l(t) Q(t) = ki. j-’ #-l(t) @(t; s) 4(s) ds 
to 
(26) 
so that (19) is satisfied for system (10). 
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REMARK 4. The specialization of some of the previous results by con- 
sidering 4 and4 to be powers oft and some consequences of this specialization 
will be considered in this remark. For the choices #(t) = t”l and 4(t) = tr 
the condition (17) is fulfilled if the exponents satisfy the inequality m < r + I. 
In the special case m = r, using the above perturbation theorem, it can be 
shown that Eq. (2) is tr-convergent for every t’-convergent p(t), Y 3 0, if and 
only if Eq. (1) is l-convergent for every l-convergent p(t). In fact, the follow- 
ing more general statement will be established. 
The transformation z’ = t-by, R f 0, applied in Eq. (2) leads to the 
equation 
v’ = (A(t) - kt-11) v + p,(t), (27) 
where p,(t) = t-4(t). Ob serving that D(t) = At-l1 satisfies the order relation 
D(t) tnf = O(tr) we apply Theorem 4 assuming that (2) is tm-convergent for 
every tr-convergent p(t). This leads to the result that (27) is t”-convergent 
for every tr-convergent pi(t); that is, every solution y(t) of (2) is tm+k-con- 





t-m-W(t; S) s’+~ ds = lim 
t-x I 
t-‘Q(t; s) s’ ds (28) 
to tll 
for all K f 0 by virtue of (26). Th e e q uivalence of P-convergence of (2) for 
every P-convergent p(t) and the l-convergence of (2) for every l-convergent 
p(t) follows from (28) by taking m = Y and --K = Y = m there. 
REMARK 5. The example of Remarks 1 and 2 leads to certain asymptotic 
stability considerations which appear to be new. The solution (15) 
x = e-‘t--t:+” of the differential equation (14) leads to the investigation 
of systems (1) which satisfy for positive constants N and 01 (independent of t,). 
11 @(t; tl) 11 < N exp( - CL) (f+l - t[+‘), t > t, > t, > 0. (29) 
Note that when Y = 0 then the system (1) is exponentially asymptotically 
stable on [to, co). Thus, as is well known (see Bridgland [4]) in the case 
that $ and $ are constants (that is, Y = 0) to have exponential asymptotic 
stability a stronger condition than (3) is needed. 
However, returning to the condition (29), we observe that (29) with Y > 0 
implies exponential asymptotic stability. To see this, observe that 
t’ - t,’ = (t - tl) (f-1 + Pt, + r3tx2 + a*-) 
> (t - t1) (F-1 + r2t, + ... + f-%l”) 
> (t - t1) [Y] t+,-l. 
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Choosing 71 = a[~] to’-l, then we see that the system (1) is exponentially 
asymptotically stable on the interval [to, co) with the role of the constants N 
and (Y in (29) with Y = 0 played by N and 7, respectively. 
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