ABSTRACT Caching is a promising technology to alleviate the transmission pressure of the 5G heterogeneous networks. To overcome the drawbacks of the existing caching schemes that ignore the heterogeneity or the cooperation characteristics of the heterogeneous networks, this paper proposes a cooperation-based caching scheme (CBCS). Based on the scheme, the average energy consumption incurred by a user equipment (UE) to obtain its desired content is formulated as an NP-hard optimization problem, and two greedy heuristic algorithms are developed to solve the problem. In addition, our simulation results show the gains of the proposed CBCS over the existing caching schemes with some parameters changing.
I. INTRODUCTION
The exponential growth of global mobile data traffic, especially mobile video stream is a significant challenge for 5G network to be solved. The main challenge comes from the contradiction between the limited wireless bandwidth and the increasing mobile data. Some manufactures of communication equipment like Cisco [1] indicate that in 2015, global mobile data traffic reached 3.7 Exabyte per month, 74% higher than that of 2014 (2.1 Exabyte per month). We are in a big data era now [2] . When the content server responds to a content request, it will incur a certain amount of network overheads. The overheads mainly consist of energy consumption and latency incurred by the server and the intermediate network entities to handle and transmit the content passing through content streaming. With so heavy traffic, the network may suffer intolerable network overhead and network congestion, disastrously decreasing users' QoS. To address the challenge that how to mitigate the network pressures among different entities, 5G network applies various technologies including network heterogeneity and edge caching [3] - [6] . Heterogeneity is a main trend of the evolution of the 5G network architecture, because the wireless resources are obvious insufficient in the conventional homogeneous network to support so many user equipments (UEs). In a heterogeneous network as shown in Fig. 1 , dense small cells (microcells or femtocells, etc.) overlap with the conventional homogeneous cells, which serves as a macrocell. Instead of the conventional situation where a UE is served by the macrocell base station (MBS) directly, in the heterogeneous network a UE is served by a small cell base station (SBS), and then the SBS connects the MBS or directly connects the core network. Therefore, an MBS may serve the UE directly or via the retransmission of an SBS. Also, the adjacent SBSs cooperatively exchange signaling or transfer data via wireless or wired connections. As a result of network heterogeneity, the transmission pressure of the MBS largely offloads to the SBSs.
Applying caching technology is another method to cope with the transmission pressure of the 5G network [7] . Network entities with storage capacity prefetch the contents or files that UEs may be interested at the network service off-peak period such as the midnight hours. When a UE requests a content that has cached in the entity, the request can be directly satisfied at the entity, rather than forwarding to the remote Internet server. By caching contents at the entities, the data delivery from the server to the caching entity is omitted, largely saving the network overheads. Also, the cached content can be visited by all the UEs that can access to that entity, which further alleviates the transmission overhead of the network. Note that the distance between the entity and the UE has an inverse relation with the resource saving. In fact, the objective of caching technology is to utilize the relative inexpensive storage resource in order to save the scarce transmission bandwidth cost in return. However, the storage capacity of each network entity is limited, thus when considering the caching technology, we must answer two basic questions: where to cache and what to cache [8] ? In general, two places can be envisioned for deploying caches, namely core network caching and radio access network (RAN) caching. Core network caching means deploying caches at the core network entities, while in RAN caching, all the local base stations (BSs), including the MBS and the SBS, have caching capacities. The caching capacity of an SBS is always lower than an MBS. In this paper, we focus on the RAN caching. The popularity of a content is a very important parameter when considering what to cache in BSs. The popularity depicts the times or frequency of a content requested by UEs in a particular area and time period. In the big data era, the popularity can be determined or forecasted by using big data analysis technologies such as machine learning, or by applying some reasonable probability distributions like Weibull, Zipf, and α-stable distributions. Intuitively, the BSs should cache the most popular contents while those with low popularity should be abandoned. We call this caching policy as popularity-based caching scheme (PBCS). In this scheme, the most popular contents are prefetched at the local BSs, which highly decrease the transmission traffic. However, in the heterogeneous network scenario, if we consider the cooperation of adjacent SBSs at the cache-level, the PBCS may not be suitable anymore. When an SBS caches a content, the neighboring SBSs do not necessarily have to cache the same content since the fact that adjacent SBSs can share and exchange contents with each other.
Recently, many works have been done to analyze the caching technology in mobile networks. The PBCS applied in [9] - [12] is the most classical and is originally applied in homogeneous systems like cellular network, social wireless network, and vehicular ad-hoc network (VANET). In these schemes, BSs do not overlap with each other and always prefetch the most popular contents until their storage spaces are full. If the UE cannot obtain its desired content from the local BS, then the request is forwarded to the Internet server. Reference [13] proposed a multicast-aware caching scheme under small cell network architecture. In this scheme, the MBS and the SBSs collect UEs' requests within a time period. During the collection period, the SBS only receives the requests which are cached in its storage, and the remain requests are forwarded to the MBS. After the period, the SBS transmits the contents to the related UEs, while the MBS fetches the remain contents and multicasts them to the UEs. This multicast-aware scheme decreases the required resources with the cost of incurring high delay, which needs to be further optimized. In [14] authors proposed a caching scheme named Femtocaching under small cell network infrastructure. In Femtocaching, the authors assumed adjacent SBSs may overlap with each other. When residing in the overlapping area, a UE can be served by any one of these SBSs. Under the assumption, these SBSs can be seen as an ensemble at the cache-level. When a UE requests a content in case of absence caching at the overlapped SBSs, then the request will be forwarded to Internet server. On the basis of the Femtocaching, some other cooperative caching schemes have been proposed in literature. For example, in the conventional cooperationbased caching scheme (CCBCS) proposed by [15] , the storage space of each SBS is partitioned into two parts, one is for caching the most popular contents, and the remain is used for caching the not-so-popular items. And the caches of the first part of each SBS are the same, while that of the second part are different with each other. These cooperative caching schemes always focus on the cooperative transmission, considering the cache policy very rough. In addition, although the above mentioned schemes are applied under small cell networks, they only analyze what to cache in SBSs, ignoring the influence of the MBS. So their schemes are still homogeneous caching schemes in nature. Moreover, the cooperation of these schemes mainly bases on the fact that a UE can be served by several SBSs, but fails to consider the fact that adjacent SBSs can exchange signaling and transfer data. Thus, a novel caching scheme that considers all these characteristics is needed.
In this paper, we take the challenge to propose a cooperation-based caching scheme (CBCS) to optimize the performance of caching technology under the heterogeneous network. In the CBCS, several adjacent SBSs follow an SBS group and are seen as an ensemble at the cache-level. When a UE requests a content, if the serving SBS does not have the desired content, the request may be satisfied by the SBS group or the MBS. Only when none of the serving SBS, the SBS group and the MBS has the desired content, then the request will be forwarded to the remote Internet server. Thus, determining what to cache in every SBS and MBS should be quite carefully, and the cache policies of the serving SBS, the SBS group and the MBS should be jointly considered to optimize the performance of the CBCS. Taking the energy consumption as metric, in the analytical part, we study the CBCS in detail and formulate the average energy consumption incurred by a UE to fetch its desired content as an NP-hard optimization problem which is solved thereafter by two algorithms.
Our main contributions are as follows. Firstly, in the CBCS, we fully exploit the heterogeneity and the cooperation of the RAN caching. We not only consider the cache policy at the SBS level, but also consider the MBS level as well. Moreover, determining the cache policies, we consider the cooperation between adjacent SBSs, and inter SBSs and MBS as well. This consideration highly complicates our analysis. Secondly, we formulate the CBCS into an NP-hard optimization problem to minimize the average energy consumption of a UE to get its desired content. To solve the problem efficiently, we develop two heuristic algorithms. Thirdly, in the performance evaluation part, by a series of experiments we show the significant energy savings over the conventional caching schemes.
The rest of the paper is organized as follows. In Sect. II, the system model and the cache placement policy are presented. Afterward, in Sect. III, we formulate the energy consumption incurred by a UE to get its desired content as an NP-hard optimization problem. The problem is solved by two heuristic algorithms in Sect. IV. Then Sect. V shows the flexibility of the algorithms, and the gains of the CBCS over the conventional caching schemes through a series of experiments. Finally, this paper concludes in Sect. VI.
II. CACHE PLACEMENT POLICY
As is shown in Fig. 1 , a heterogeneous network consists of one MBS and a number of SBSs. Focused on the RAN caching, we simplify the core network and the remote Internet server as a remote cloud. It is assumed that N adjacent SBSs form an SBS group and are seen as an ensemble at the cachelevel. Every SBS shares its caches with other members in the group via wireless or wired backhaul connections. Define a symmetrical matrix d i,j ∈ D N ×N , 1 ≤ i, j ≤ N to determine the distance between two arbitrary SBSs, say SBS i and SBS j , of the group. Here the distance d i,j represents the number of relay links needed when SBS i wants to transfer a file to SBS j . For example, in Fig. 1 , the data flow from SBS 1 to SBS 3 is SBS 1 → SBS 2 → SBS 3 , then d 1,3 = 2. In our heterogeneous model, every transmitter (T) always incurs a certain amount of energy consumption to transfer a file to a receiver (R) and the required energy cost is denoted as E TR . In the heterogeneous network, T can be the remote cloud (r), an MBS (m), and an SBS (s); and R may be an MBS, an SBS, and a UE (u). Depending on the transmission distance and resource utilization, in general we have E ss < E ms < E rs .
Suppose a finite content library containing J different contents or files. UEs may request random contents from a directory of files F = {f 1 , · · · , f J }, where f j , j = 1, · · · , J , is the j-th most popular file (content), and each file is assumed with normalized size equal to 1. This assumption is reasonable and is applied by many related literatures [13] , [16] . With Zipf distribution, the request probability of f j is given by
where r is the skewness parameter of the distribution and is proportional to the concentration degree of UEs' requests. In terms of a certain UE k corresponding to an arbitrary SBS i which serves O i UEs, we assume its content request process is a Poisson process with rate λ i,k and is independent with the other UEs. Thus, the number of requests the SBS i collects per unit time, denoted by Q i , is given by
and the number of requests toward f j among the Q i requests, denoted by Q i,j , is given by
The cache placement policies of an SBS group and an MBS can be determined by two binary matrices c s i,j ∈ C S N ×J and c m j ∈ C M 1×J , respectively. c s i,j = 1/c m j = 1 means f j is cached in the SBS i /MBS, and otherwise c s i,j = 0/c m j = 0. The caches in an SBS and an MBS are limited to their storage capacities. In this paper, we define S s and S m the cache capacities of an SBS and an MBS, respectively; and in general we have S s < S m . Define a binary matrix cl j ∈ CL 1×J to represent whether f j is cached within the SBS group, where cl j = 1 means a UE can fetch the content from the SBS group and otherwise cl j = 0. Thus, cl j can be given by
In the CBCS, when an SBS caches a content, we assume the MBS also records the index of the content. The size of an index is negligible compared with the size of a content. Thus, the MBS performs as a cache helper and stores the indexes of the contents cached in every SBS (i.e., the matrix C S N ×J ) and the topology information of the SBS group (i.e., the distance matrix D). When a request comes to the MBS, the MBS can easily determine whether the content is cached in the SBS group by checking the index. Depending on the value of the index and the topology information, the MBS can choose an appropriate SBS in the SBS group to deliver the content to the UE.
III. ENERGY CONSUMPTION IN THE COOPERATION-BASED CACHING SCHEME
On the basis of the heterogeneous network architecture and the cache placement policy, in this section, we move on to depict the detail process when the UE k corresponding to SBS i VOLUME 5, 2017 Compared with the content delivery process in the conventional schemes that the UE gets its desired content from the serving SBS(s), or directly from the MBS or the remote cloud, in the CBCS we offer a new choice to get the content from the SBS group, which may incur lower energy consumption. Fig. 2 shows the flow chart of the process that the UE gets its desired content in the CBCS. When a UE k corresponding to the SBS i requests f j , the request first goes to the SBS i . By checking the value of c s i,j , the SBS i determines whether the content is cached. If c s i,j = 1, the UE obtains the content from its serving SBS with energy consumption E su . Otherwise if c s i,j = 0, then the SBS i forwards the request to the MBS. The MBS then checks the values of cl j and c m j to determine whether the MBS and the SBS group have the cache. Based on the values of the two parameters, there exists the following four cases:
Case I: c m j = cl j = 1, i.e., both the MBS and the SBS group have the cache. The UE should choose an entity that incurs lower energy consumption to obtain the content. For the case to fetch the content from the SBS group, the UE needs to choose the nearest SBS among the candidate ones that contain the desired content. Define the nearest SBS as SBS l , and d l,i is given by
Then the energy cost to fetch the content from the SBS group is E ss d l,i + E su . Similarly, for the case to fetch the content from the MBS, the needed energy consumption is E ms + E su . Thus in the case that both the MBS and the SBS group have the cache, the energy to get the content is min(d l,i E ss , E ms ) + E su ; Case II: c m j = 0 and cl j = 1, i.e., the content is only cached in the SBS group. In this case the UE needs to fetch it from the SBS group with energy consumption d l,i E ss + E su ; Case III: c m j = 1 and cl j = 0, i.e., only the MBS has the desired content. In this case the UE obtains the content from the MBS with energy consumption E ms + E su ; Case IV: c m j = cl j = 0. The content is not cached at local BSs. In this case the UE gets the content from the remote cloud with energy consumption E rs + E su . From the above process, one may find that no matter where the UE obtains the desired content f j , the energy consumption incurred by the transmission from the serving SBS to the UE, i.e., E su , is needed. This part of energy consumption does not influence our analysis, but highly increases the complexity. Many works set E su = 0 and ignore it for simplification [13] . We follow the setting in this paper.
In conclusion, the energy consumption when a UE k corresponding to SBS i requests the file f j , denoted by E i,j , is given by
Denote by E the energy consumption of the whole SBS group incurred by content delivery per unit time, and E can be determined by
where Q i,j is formulated in (2) . Finally, the average energy consumption incurred by a UE to fetch its desired content, denoted by E a , is given by
The next we aim to search for the optimal C S N ×J and C M 1×J to minimize the average energy consumption E a . The realization of the aim can be translated to the solution of the following optimization problem
IV. SOLUTION ALGORITHMS
In the previous section, we formulated the average energy consumption for a UE to obtain its desired content as an optimization problem. Due to the fact that the complexity of the objective function (6) exponentially increases with the increase of N and J , together with binary characteristics of constraints (3), (10) and (11), and the inequalities of constraints (7), (8) and (9), the formed programming problem is NP-hard, and thus, is general difficult to obtain a global optimal solution. Also, the relation between the constraint (3) and (10) make it very difficult to relax the binary characteristic of (3). In this section, we propose to exploit two common-used heuristic algorithms to acquire two local optimal solutions: one is simulated anneal (SA) algorithm [17] , and the other is genetic algorithm.
A. SIMULATED ANNEAL ALGORITHM
As an entry of the algorithm, we put into the initial values of C S and C M , and determine the maximum and the minimum temperature parameters T max and T min , respectively. It should be noted that the initial values of C S and C M need to meet the constraints (7) and (8), respectively. Denote the set that contains C S and C M as x best = (C S , C M ) and denote the current temperature T = T max . With the initial values, we obtain the result of the objective function E a (x best ). Then we choose new C S and C M through the following process. We randomly select a column i of C S (1 ≤ i ≤ N ) and 
find a x new in the neighborhood of x best ; 6: compute E a (x new ) and E = E a (x new )− E a (x best ); 7: if E < 0, then x best = x new ; 8: elseif E > 0 then p = exp(− E/T ); 9: if c = random[0, 1] < p, then x best = x new ; 10: else x best = x best ; 11: end if 12: end if 13: end for 14: T = αT ; 15: end while 16: Output: the optimal solution x best , and the corresponding E a (x best );
generate new elements limited to the constraints (7) and (10). By doing this, the cached content in SBS i is changed. In a similar way, a new C M is generated and denote the new generated
, or E a (x new ) ≥ E a (x best ) and the Metropolis criterion is satisfied, then we set x new as x best . Otherwise, x new is abandoned. The process is repeated K times and afterwards, the temperature parameter T decreases to αT , where 0 < α < 1. With the new T , the above iterations repeats another K times. Finally, the whole algorithm terminates until T < T min . Then the generated x best is the local optimal solution of our problem.
B. GENETIC ALGORITHM
Different from the SA algorithm that analyzes the evolution of one initial caching scheme, the genetic algorithm applies a caching scheme group x cur containing m chromosomes. Each chromosome is generated by transforming a caching
Note that all the m caching schemes in x cur are chosen randomly and should meet the constraints. The corresponding fitness of each chromosome is evaluated by calculating 1/E a in (6) . After determining the fitness of each chromosome in the previous generation, the next we need to determine the caching scheme group of the next generation. There are two candidate operators to generate a ''child'' chromosome: mutation and crossover. There is a very low probability p mu for a chromosome to perform mutation to another new chromosome. The mutated chromosome is directly inherited to the next generation x new . Before crossover, N c ''parent'' chromosomes should be selected to a pool from the current generation chromosomes. Note that the probability for a chromosome to be selected to the pool is proportional to its fitness. Thus, the chromosomes in the pool are very likely elite ones randomly select a caching scheme in the chromosome group, and further randomly select a row of x and mutate the caching policy to a different one. Inherit the mutated chromosome to the "child" generation x new ; 7: end if 8: select the N c highest fitness chromosomes into the pool; 9: while length(x new ) < m 10: randomly select two "father" chromosomes from the pool; 11: randomly select a crossover point from
the elements after the crossover point of the two chromosomes exchange with each other and two "child" chromosomes are generated; 13: end while 14: x cur = x new ; 15: end for 16: Output: max f (x cur ) and the corresponding (C S , C M ).
from the parents generation. For our algorithm, we directly select the chromosomes with the N c highest fitness into the pool. Afterward, two random elite chromosomes are chosen from the pool and a crossover point is randomly selected. The genes after the crossover point of the two selected chromosomes are exchanged with each other and two ''child'' chromosomes are thus generated. The generation repeats until the number of ''child'' chromosomes x new reaches m. Note that to guarantee the constraints of the problem during the exchange process, the crossover point should be randomly chosen from {J , 2J , · · · , NJ }. The algorithm terminates when the above iteration process goes K times, and then the chromosome with the highest fitness is the optimized caching scheme and its corresponding energy consumption is the local optimal solution of our proposed optimization problem.
V. NUMERICAL RESULTS AND ANALYSIS
Based on the previous problem formulation and the proposed local optimal solutions analysis, in this section, through a series of simulations, we move on to analyze the gains of our proposed CBCS over the existing caching schemes. As comparison, we apply the following three different schemes.
• NoCaching: the caching technology is not applied. Every UE's request is satisfied at the remote server with energy consumption E rs ;
• PBCS [9] : every SBS and MBS cache the most popular contents until their storage spaces are full;
• CCBCS [15] : the storage capacities of every SBS and MBS are partitioned into two parts. The first part caches the most popular contents, while the other part caches not-so-popular contents. Note that the first part of every BS (SBS or MBS) are the same, whereas the caches of the other part are different with each other. Before the performance analysis, we need to check the correctness of the formulation (6) by a series of simulations. Note that the values of the parameters used for simulations can be easily determined by the network deployment and UEs' characteristics and are given in Tab. 1. Most of the settings and values are based on [18] and unless otherwise specified, the values are applied throughout this section. 
A. VALIDITY CHECK
In this subsection, we propose to check the validity of the formulation (6) by conducting a series of simulations. In the simulation process, we apply the parameters stated in Tab. 1 and the example caching placement policy as shown in (12) and (13) . As recorded in Tab. 2, the relative error between the numerical result and the simulation result is negligible. To avoid contingency, the numerical results and the simulation results of E a with varying popularity parameter r are calculated, and the relative errors of these cases are also approaching zero. Hence, the correctness of the formulation (6) can be guaranteed. B. THE IMPACT OF POPULARITY PARAMETER r Fig. 3 shows the gains of the CBCS over the comparison schemes with the skewness parameter r changing from 0 to 2 when J = 7. As illustrated in this figure, the other caching schemes significantly outperform the NoCaching scheme. This performance indicates the effect of caching technologies in terms of energy saving. Among the three caching schemes, our proposed CBCS performs the best, following by CCBCS and PBCS, respectively. This demonstrates the novelty of our proposed CBCS in alleviating the energy consumption of the heterogeneous networks. From the trends of the three caching schemes, we can observe the following findings. First, the energy consumption and the difference among the three schemes respectively have an inverse relation with the popularity skewness parameter r. The explanation of the findings are intuitive. A higher r means the requests are more concentrated to the most popular contents, which further means more contents can be satisfied at the local BSs. Thus, the required energy consumption for a UE is reduced, no matter which caching scheme is applied. Also, when the requests are very concentrated to the most popular contents, even the PBCS and CCBCS can also reach a very good performance by caching these most popular contents, and thus the difference among these three schemes decreases with a high r. What's more, in this figure we illustrate the local optimal results solved by the SA and the genetic algorithms developed in the previous section. The effectiveness of the two algorithms can be partially proved by the matched trends of the three schemes.
C. THE IMPACT OF THE CONTENT LIBRARY SIZE J Fig. 4 shows the influence of the content library size J on the performance of the CBCS and the comparison schemes when S s = {2, 8}. The first observation from this figure is that the total performance of the CBCS is better than the other schemes, which is coincident with the conclusion from Fig. 3 . Secondly, A higher S s means the SBS can store more contents and satisfy more requests. Thus, the energy consumption of the both schemes are reverse-proportional with the increase of S s . Also, a higher J indicates the requests are more dispersive and more of them need to be satisfied at the remote cloud, incurring higher energy consumption. Thus the trends of all the schemes are proportional with the increase of J . Another very interesting observation from this figure is that compared with the performance of the PBCS when S s = 2, both of applying a more advanced scheme (CCBCS or CBCS), and just increasing the S s to 8 can save the energy consumption, and the latter method outperforms the former when J is small. The explanation is also intuitive. When J is small, both the CBCS/CCBCS with a small S s and the PBCS with a large S s can store most of popular contents at the local BSs. However, fetching contents from the SBS group incurs higher energy consumption and that is why the performance of the CBCS is inferior to the other two schemes. As J increases, more contents cannot be cached at the local BSs and to obtain these contents from the remote cloud incurs more energy than from the SBS group or the MBS. Thus, the CBCS outperforms the other two schemes gradually. As a conclusion from the above explanation, increasing the cache capacities of BSs and applying more advanced caching schemes are two potential ways to increase the performance of the caching technologies. Also, compared with the PBCS and the CCBCS, the performance of CBCS can be guaranteed even with very small S s , especially when the number of contents UEs may request is very large. In terms of the SA and genetic algorithms, Fig. 3 and Fig. 4 illustrate that their performances are commensurate and in some cases the latter performs better than the former. The main reason is that the SA algorithm gets the the local optimal solution by one initial feasible solution, while the genetic algorithm applies a group of feasible solutions. The latter method is more likely to reach the global optimal solution than the former one. However, the better performance of the genetic algorithm is achieved with the price of a higher calculation complexity.
VI. CONCLUSIONS
To overcome the drawbacks of the existing caching schemes applied in the heterogeneous networks, this paper proposed a CBCS. Compared with the existing caching schemes, our scheme adequately exploited the cooperation and the heterogeneity characteristics of the heterogeneous network. Based on the proposed CBCS, we determined the detailed process to satisfy an arbitrary UE's requested content. Afterward, we formulated the average energy consumption of a UE to obtain its desired content as an NP-hard optimization problem. The problem was thereafter solved by an SA algorithm and a genetic algorithm, and the flexibility of the algorithms was verified by a series of simulations. The results of this paper show the impact of heterogeneity and cooperation of neighboring SBSs on the caching schemes applied. Besides, UEs' mobility pattern, channel condition, time-and area-varying popularity, storage capacities of different network entities and different application scenarios also have important impact on the performance of the caching schemes. As advocated in [19] , the objective of caching is to utilize relative inexpensive storage cost in order to reduce the transmission pressure of the network, while the objective of the mobile computing is to utilize the computation ability in order to lesson the cached content and alleviate the pressure of transmission. Thus, as a future work, it is meaningful to study the trade-off among caching, transmission, and computation, and to make joint optimization.
