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Introduction 
High energy physics studies the ultimate constituents of matter and the forces acting 
upon them. Presently the constituents of matter are thought to be six leptons and 
six quarks. These elementary particles can interact through four forces: the electro-
magnetic force, the weak nuclear force, the strong nuclear force and the gravitation 
force. 
On the particle level the strength of the gravitation force is very small and can be 
safely neglected. However, its strength grows proportional to the amount of matter 
considered; it is the dominating force on a cosmic scale. 
The strong nuclear force can only be felt by the quarks; it is the force that binds 
the quarks into nucléons and the nucléons into the atomic nuclei of matter. The 
electromagnetic force interacts between all particles that have charge; it is the force 
that builds the atoms and molecules; it governs the processes of chemistry and the 
physics of materials. The weak force is responsible for radioactive decays and for 
the fusion processes in the sun. All leptons and quarks undergo weak interactions. 
The electromagnetic and the weak force arc the subject of study in this thesis. 
The physical laws of the particle world are governed by quantum mechanics. 
The first fully developed quantum theory was the theory of the electromagnetic 
interactions; Quantum Electro-Dynamics (QED). In this theory an electromagnetic 
interaction is succesfully described as an exchange of a massless quantity, the photon 
7. Later, the weak force could be included in this scheme by supposing that weak 
interactions occur through the exchange of a massive particle, either charged (W+, 
W~), or neutral Z0. The unifying description of the electromagnetic and weak forces 
resulted in the electroweak theory. It was a great succes for the electroweak theory 
that the W and Ζ bosons were found at the CERN proton - anti-proton collider 
(SppS) in 1983, with masses as predicted by theory. The strength of an electroweak 
interaction was seen to be inversely proportional to the square of the mass of the 
intermediate particle. Thus the high masses accounted for the fact that the weak 
nuclear force is indeed weak in "standard" low energy circumstances. However, when 
particles arc collided with energies equivalent to the mass of the W and Z, so-called 
resonance behaviour occurs; the weak interactions become two orders of magnitude 
stronger than the electromagnetic interaction. This provides an ideal playground to 
test the laws of the electroweak theory. 
In the Large Electron Positron collider (LEP) electrons are collided with positrons, 
at center-of-mass energies equivalent the mass of the Z0. In an electron - positron 
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collision the electroweak interactions are "clean"; contrary to a proton - anti-proton 
collision in the SppS, their is no "background" of strong interactions. T h e interac­
tion studied in this thesis is e+e~ —» ( Z 0 , 7 ) —> e+e~(*f), generally called (radiative) 
Bhabha scattering. Bhabha events give a simple and easily identifiable final s tate 
which allows precise measurements. Furthermore, Bhabha scattering is the only 
interaction in which the final state contains the same particles as the initial state, 
thus making possible a study of the coupling of the Z0 boson to purely electrons. 
In this thesis the measurement of Bhabha scattering events and the implications 
for t h e quantum mechanical electroweak theory are presented. The organization is 
as follows. 
Chapter 1 summarizes the Standard Model for electroweak interactions. Em­
phasis is placed on the basic parameters of the model, which can be measured with 
the help of the Bhabha interaction. 
Chapter 2 describes the experimental setup. It deals with t h e L E P accelerator 
producing the e+e~ interactions at the Z0 energy and the L3 detector which measures 
the decay products of these interactions. 
In chapter 3 a detailed study of calorimetry as applied in the L3 B G O detector 
is presented. After a discussion of the elementary processes in shower formation, we 
explain how electromagnetic showers in BGO are simulated for the decay particles 
of the e+e~ interactions, using Monte Carlo techniques. 
Chapter 4 provides the next step in the measurement: the readout system of the 
B G O crystal detector. In this system the light signals inside the detector crystals 
are translated into digitized voltages which are written onto magnetic tape. 
In chapter 5 the different subdetector signals are translated and combined into 
event-quantities; this is the chapter dealing with reconstruction and calibration. 
In chapter 6 the measurements of the e + e _ —» ε+ε~(η) interaction are presented. 
These measurements include cross sections for this process and forward-backward 
asymmetries. 
In chapter 7 the interpretations of the measurements are presented and conclu­
sions are drawn with respect to the Standard Model. 
We conclude this introduction with a practical note; in this thesis all quantities 
are expressed in so-called natural units: h = 1 and с = 1. 
Chapter 1 
Bhabha Scattering in Electroweak 
Theory 
1.1 Introduction 
To our present understanding the ultimate constituents of matter are fermions (par-
ticles of half integer spin), while all forces arc generated by the exchange of bosons 
(particles of integer spin). The theory that describes the behaviour of elementary 
particles and the forces acting upon them is the quantum field theory. The usual 
departure point in such a theory is the Lagrangian. 
In a gauge theory the Lagrangian is constructed such that it has certain symme-
try properties. These symmetry properties define the dynamics of the interactions. 
There are two types of symmetries in the Lagrangian, called internal symmetries 
and external (or geometrical) symmetries, respectively. The geometrical symmetries 
express the invariance of the system under transformations of coordinates and lead 
to kinematical conservation properties. A well-known example of this symmetry is 
the invariance of a Lagrangian under translations in space and time describing a 
system which conserves momentum and energy. Internal symmetries lead to con-
servation of internal quantities, like charge. It is the latter symmetries which are 
considered in a gauge theory. 
Using gauge symmetries the interactions of the electromagnetic, weak and strong 
type can be described in a unifying way. The theoretical model is called the Standard 
Model. 
The part of the Standard Model that describes the electromagnetic and weak 
forces was developed by Glashow, Salam and Weinberg (GSW) and is generally 
called the Electroweak Standard Model [1]. The underlying group symmetry of the 
electroweak model is SU(2)L ® t^(l)y· 
In this chapter the basic framework of the electroweak theory is discussed. Most 
of the attention will be paid to the behaviour of the fundamental parameters of the 
model, in particular, to how these parameters can be translated into experimentally 
observable quantities, both at tree level and after implementation of higher order 
3 
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Table 1.1: Particles and fields in the GS W model. The quantum numbers for weak 
isospin Гз, hypercharge Y and charge Q are given; they are related by Q = Тз + -¿Y. 
quantum corrections. 
The process through which the model will be tested in this thesis, is Bhabha 
scattering. In Bhabha scattering an electron and a position interact by the elec-
troweak force yielding a new electron-positron final state. The tool with which the 
underlying physics is studied is the cross section dependence on the center of mass 
energy of the initial state and on the angular distribution of the final state. 
1.2 Standard Model 
1.2.1 Massless Theory 
In table 1.1 the elementary matter particles and force carriers in the electroweak 
theory are given. The ordering of the particles already hints at an underlying sym-
metry; the quantum numbers related to this ordering are shown in the last three 
columns. 
The usual framework in field theory is the Lagrangian formalism, which describes 
the dynamics of the interactions [2]. From the Lagrangian the Feynman rules are 
derived, which are then used to calculate cross sections in perturbation theory. In 
this section the structure of the interaction Lagrangian associated with electroweak 
interactions is discussed. 
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The Lagrangian which describes free massless fermion fields with 3ρίη=Ί is duc 
to Dirac: 
¿ = ^ ( ΐ 7 μ 0 μ ) ν - (1-1) 
where the fermion fields are represented by the Dirac spinors φ, and 7 μ are the 
familiar Dirac matrices satisfying the relation {f11,^} = 2g>1'/. 
Interactions are introduced by imposing that the Lagrangian must be invariant 
under specific gauge transformations, i.e by imposing that: 
• The physics does not depend on a variation of the phase of the wave function 
of the matter fields. 
• The physics does not depend on the internal rotations of the left-handed doub­
let fields. 
The first condition leads to the formulation of QED, the second to the parity vio­
lation weak interactions. The conserved quantities following from these symmetries 
are called the hypercharge У and the weak isospin vector T, respectively1. 
Introducing the following notation to determine left and right handed helicity 
fields: 
^ = 5 ( 1 - 7 5 ) ^ , Фп = 1(1+ъ)Ф , (1.2) 
the symmetry is then mathematically imposed by requiring that the Lagrangian is 
invariant under the following transformations of the spinor fields: 
U(1)Y : ф{х) - e-,9>ai{l) ìY • ф(х) (1.3) 
SU(2)L : <Mx) -» C -*«»M-T · φ^χ) , (1.4) 
for arbitrary 01(2:) and c*3(x). 
The Lagrangian in eq.(l.l) is not invariant under these transformations. Invari­
ance can be obtained by introducing four gauge fields B^ and W^, which transform 
simultaneous with the Dirac spinors as: 
U(1)Y : Βμ(χ) -> Β ^ + Ο,,α^χ) (1.5) 
SU(2)L : W / 1 ( Ï ) -» Wß{x) + d„a,(x) + g2a2{x)x Г„(χ) . (1.6) 
The difference in the transformation properties of the Βμ and WM fields are due to 
the abelian and non-abelian character of the U(l) and SU(2) groups respectively. 
The Lagrangian then becomes gauge invariant by replacing the derivative dß by the 
so-called covariant derivative ϋμ: 
Ομ -> Ομ = θμ + igj i Βμ • Y + ig2 Wß • Τ , (1.7) 
'The symbols printed in bold face indicate vectors in weak isospin space. 
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where the constants gi and g^ are called the coupling constants of the U(\)Y and 
the SU(2)[/ group respectively. The factor | in the U(l) term is added ad hoc for 
later convenience. 
The fermion-gauge boson interactions are contained in the Lagrangian: 
υ = ψ{ι
Ί
,ί
ϋμ)φ . (1.8) 
The familiar charged current weak couplings are then obtained by introducing the 
isospin highering and lowering operators and their corresponding gauge fields: 
π ± _ Γι ± гТ2 
yft 
(1.9) 
The electromagnetic and neutral current weak couplings of the physical photon field 
Αμ and the physical weak neutral boson field Ζβ are embedded in the remaining 
terms of eq.(1.7); ig^B^Y + г^г^з^Гэ, in the form: 
Wa^  = cos θ\νΖμ + sinon/ Αμ 
Βμ = — з'т \у2ц + сово уЛд , (1-11) 
provided the following relations hold: 
Q = T3 + ±Y , (1.12) 
с с 
cosOw — — sinOw = — . (1-13) 
9\ 92 
(1.14) 
Introducing the electromagnetic and neutral current couplings: 
9ι 92 
e = . 
УІ9І + 92 
92 = \/9Ì+9Ì= •
 a
 e
 . , (1.15) 
v
 sin Uw COS Vw 
the interaction part of the Lagrangian (1.8) can then be written in the form: 
-cml = J%MAll + Jbczlt + j&wt + j£w; , (1.16) 
where the currents are defined as: 
JEM = еФГЯФ 
JNC = 9
г
ФГ(ТІ-5\п2 у С)ф 
Jcc = 92ФГТ£ф , 
with the abbreviations EM for electromagnetic, NC for neutral weak current and 
С С for charged weak current. 
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From these currents the Feynman rules for fermion-gauge boson couplings can be 
derived. The charged current weak couplings arc seen to couple to W bosons through 
the factor 7^ — 7M7s, the familiar vector minus axial vector (V—A) coupling. The 
electromagnetic interaction is purely of the vector type, while the Ζ neutral weak 
interaction now contains a mixed V, A coupling, given by: 
JNC = Φ (gv - 9ΑΊ&) Φ , (1-17) 
where 
gv = П-2д^у 
2sin0iy COSt'n' 
s* = о · / ¿ д ' t 1 · 1 9) 
2 sin öiv cos θ\γ 
are the vector and axial vector couplings of the Z-boson to the fermion spinors. 
Further on we will use a quantity ρ defined as: 
> = &££ • (1-20) (32/Λί, w 
From eq.(1.16) it can be shown that ρ is the ratio of the effective neutral and 
charged weak coupling strengths in low energy weak interactions; i.e. the ratio 
of these strengths in the limit that single boson exchange can be replaced by an 
effective four-fermion contact interaction, the so-called Fermi-model. 
1.2.2 Spontaneously Broken Symmetry 
In the model as discussed above all particles are massless. Spontaneous symmetry 
breaking is a mechanism for generating the masses of the intermediate bosons and 
the fermions, without explicitly putting mass terms in the Lagrangian, i.e. without 
introducing terms that would destroy gauge symmetry. The end result is a physical 
system in which the ground state possesses less symmetry than the Lagrangian. 
The mechanism is based on the introduction of an isospin doublet of complex 
scalar fields Φ, which leads to additional potential energy terms in the Lagrangian 
of the form [3]: 
V = μ'ΙΦΙ2 + \\Φ\4 , (1.21) 
where μ2 and A are free parameters, with the constraint that A > 0. These additional 
terms are symmetric around the point corresponding to the zero-boson mass situa­
tion; i.e. they still respect the gauge symmetry. However, choosing the parameter 
μ2 < 0, the potential has a minimum at 
ΙΦ 12
 =
 _ I fL = _ Ι
υ
2 (ι 02) 
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i.e. it allows for a set of states lying below the symmetry point referred to above (see 
fig.1.1). Physically this means that the Φ-field has a non-zero vacuum expectation 
value, determined by the parameter v. The symmetry of the original Lagrangian 
is reflected in the fact that there exist a continuum of ground states grouped sym­
metrically around the origin. The reahzation (i.e. choice) of a specific vacuum state 
defines a preferred direction in isospin space and breaks the symmetry. In this sym­
metry breaking, energy originally stored in the Higgs field becomes revealed in the 
form of mass terms. Again the original £-symmetry remains effective by giving all 
the ground states equal probability of being reached after the symmetry breaking. 
V 
/ ^  
( > 
V-i^A 
f 
> ΙΦΙ 
Figure 1.1: The Higgs potential. 
In working out the full consequences of a spontaneously broken symmetry one 
hits upon new terms in the Lagrangian predicting massless scalar particles, the so-
called Goldstone bosons. Such a boson is found to arise for every generator of the 
SU(2)i ®U{\)Y group that transforms the vacuum state into another degenerate 
vacuum state. However for a local gauge theory it is possible to 'absorb' these 
unwanted massless bosons into parameters determining the longitudinal polarization 
of the gauge bosons, and into one new extra particle with unknown mass: the Higgs 
particle. This is referred to as the Higgs mechanism. It can furthermore be seen 
that the charge operator Q, as defined by eq.(1.12) leaves the vacuum invariant. The 
net result is that the photon remains massless, while the W + , W~ and Z0 bosons 
acquire masses given by: 
Mw = 2 ^ f (1-23) 
Mz = \y/gi + giv . (1.24) 
1.2. Standard Model 9 
Using eqs. (1.13) and (1.14) these masses are also related by the weak mixing angle: 
cos 0W = ^ - or s in
i f l l v = l - 4 § · · (1.25) 
Mz Mz 
Besides mass terms for the bosons, the Higgs mechanism also provides mass 
terms for the fermions through a Yukawa-type coupling. However the strength 
of this coupling is a free parameter; the masses of the fermions therefore remain 
unpredicted in the Standard Model. 
Remark that more complex Higgs symmetry breaking mechanisms are possible; 
the one described above is just the simplest one. It is usually referred to as the 
minimal Higgs model. 
Also note that in this minimal model, the p-parameter as defined in eq.(1.20) 
would be equal to 1. Small corrections (to be described below) make ρ slightly 
different from 1 at LEP energies. 
1.2.3 Parameters 
The basic free parameters of the GSW model are: 
9i , 92 , ν , rrif , MH . (1.26) 
The first three determine the masses of the gauge fields and the interaction strengths. 
The masses of the fermions mj and of the Higgs scalar Мц, are not predicted. 
It is customary to replace the first three basic parameters by quantities which 
are experimentally measurable: 
9i , 92 , ν -• a , M
w
 , Mz , (1.27) 
using the relations given by eqs. (1.14), (1.23) and (1-24). The fine structure 
constant α = ε2/4π = 1/137.0 is accurately known from the Thomson limit (Q2 = 
ml) of Compton scattering. The masses of the W and Ζ bosons can be determined 
experimentally. 
Another well measured electroweak quantity is the muon decay time. In the 
framework of the Fermi model it is found to be: G F = 1.166 • IO - 5 GeV - 2 [4]. From 
the fact that in the low energy limit GSW theory must be equivalent with the Fermi 
model, one finds the correspondance: 
Together with eq.(1.23) this fixes the vacuum expectation value of the Higgs field 
at: 
v = {y/2GF)-ì =246 GeV . (1.29) 
Since it is numerically better known, the parameter G^ often takes over the role of 
Mw 
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Another generally used quantity is: 
ΤΓΓΫ 
A = -=— = (37.28 GeV) 2 , (1.30) 
V2GF 
in terms of which the masses of the W and Ζ bosons can be expressed as: 
M¿, = A/sm29w (1.31) 
Mf = A/ sin2 0W cos2 ew . (1.32) 
This shows that the parameter sin2 \у could replace Mz; however, since a very 
precise measurement of Mz is available from LEP, this is usually not done. 
Using a value of sin2 \у = 0.230 ± 0.007, determined from the ratio of charged-
current to neutral-current neutrino scattering [5], the masses of the gauge bosons 
are predicted as: 
M
w
 = (77.7 ± 2.4) GeV (1.33) 
Mz = (88.6 ± 2.7) GeV . (1.34) 
The fact that these predicted Ζ and W masses are approximately 3% less than 
the actual measured ones (see chapter 7 for the measured Ζ mass) indicates that the 
model as presented above is not yet completely consistent with the data. Indeed, 
higher order corrections are needed to correctly predict results. 
1.3 Bhabha Scattering 
The cross section for electron-positron scattering through photon exchange (i.e. 
QED) was first calculated by Bhabha [6]. In electroweak theory an additional process 
becomes available: Z-boson exchange. In this thesis the name Bhabha scattering is 
used to refer to all processes of the type e + e - —• e + e - . 
In addition, in any interaction in which charged particles are accelerated there 
can always be a number of radiated secondary photons. Theoretically, the contri­
bution of these photons is such that it is infinite in the limit of zero photon energy. 
Such infinities can be cancelled by a renormalization procedure. The remaining fi­
nite corrections to the Born cross section are called the radiative corrections (see 
section 1.3.2). 
In general, the differential cross section for the interaction: 
e-{pl) + e+{p2)^e-(q1) + e+{q2) + 1{q3) + ... + 1(qn) , (1.35) 
where pi, рг, ci, 921 ··· Яп represent the four-vectors of the particles (see fig.1.2), can 
be written in the form: 
άσ
 - І (2^=ϊ ' M |2 d(P5)" ( 1 · 3 6 ) 
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e"(Pi) — > 
e+(q2) 
e"(qi ) 
^ — e
+(p2) 
with 
Figure 1.2: The kinematics of the e+e —• e+e (7) interaction. 
d(PS)
n
 = 6n(Pl +ρ2-4ί- ... - qn) Π dnq, 8{q2t - τη]) , (1.37) 
where Ai is the matrix element and d(PS)
n
 represents the phase space factor. 
In the case of a high energy e + e _ —» e + e _ interaction, η = 2 and the mass of the 
electrons can be neglected. The differential cross section can then be written as: 
da 
dû 64жЦр1+р2)2 
\M\> (1.38) 
The interaction contains two independent invariant kinematical variables. Usual 
choices are the so-called s and t variables, defined as: 
^ = (Pi+P2r = m (1.39) 
* = (ii - Pi) 2 = - 2 £ L
m
 (1 - cosfl) = - - ( l - coso) . (1.40) 
The matrix element M is a function of s and t or, more commonly, of s and coso. 
It is the matrix element for which the Standard Model makes predictions. 
1.3.1 Born Approximation 
Cross Section 
The matrix element is constructed with help of the Feynman rules, following from 
the Lagrangian. In first order, the matrix element in Bhabha scattering has four 
contributions, schematically depicted in fig.1.3. The diagrams are of the general 
form: current χ propagator x current. The currents contain the coupling of the 
initial and final state particles to the intermediate boson, while the propagator 
represents the contribution of the intermediate virtual particle. 
The four contributions to the matrix element are respectively called: s-channel 7 
exchange, s-channel Z0 exchange, t-channel 7 exchange and t-channel Z0 exchange. 
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Figure 1.3: ТЛе contributions to the matrix element in Bhabha scattering. 
Explicitly, the matrix element can be written as: 
Μ = ΣΜ> = 
ie 
ге
2 
—QeQeg"1' 
S 
2 
„μ" S-MI + ιΤ
ζ
Μ
ζ
 » 
YQeQeíT 
ге 
t-щ· 
(1.41) 
["(9ι)7μ(ί/ν - 9Als)v{q-i)\ ]v{Pi)lÁ9v - Í U T S M P I ) ] + 
[W(P2)7MU(Ç2)] [ U ( Ç I ) 7 ^ ( P I ) ] + 
[ϋ(ρ2)7μ(</ν - ίί>475)υ(92)] [u(çi)71/(i7v - 9АІъ)и{р{)) , 
where u, υ are the momentum dependent Dirac spinor functions for the electrons 
and positrons, respectively. 
The s-channel Z0-exchange propagator has the form of a Breit-Wigner ampli­
tude. For energies around the Z0-mass it will lead to resonance behaviour, i.e. to a 
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peak in the cross section. The term ΓχΜζ in the denominator represents the fact 
that the Z-boson is not a stable particle, but has a decay width Г This decay 
width controls the width of the resonance peak, and thus the so-called Z0-line shape 
of the cross section. 
The total differential cross section for Bhabha scattering is a sum of 10 terms, as 
each of the contributing terms has to be multiplied with itself as well as with each 
of the others; the latter are the interference terms. With the notation: 
x{s)
 =(S-MI + ΪΓ,Μ,) ; χ'{ί) = ϊνΦτ) ' ( L 4 2 ) 
and by writing с for the cosine of polar angle Θ, the Bhabha cross section can be 
written as [7]: 
άσο Д ¿σο(,) 
díi - Σ dn ( L 4 3 ) 
with 
^ " ' b W . ï W ] = <g)(i + c·) 
,ο 
2 
^
{ 2 )
 [Z(s),Z(s)} = (^-
s
)\x(s)H(g2
v
+92A)2(l+c>) + S9WAc) 
^
( 3 )
 b(s),Z(s)} = ф2[Ке
Х
(з)}Ы(1+с2) + 2
д
\с} 
f f wt).7W] - ejthri(i+cr + *] 
ί ί ( Τ
η
( 5 )
 η
2 
-^ [Z(t),Z(t)} = ( _ ) 2 [
x
' ( 0 ] 2 [ ( ^ + ^ ) 2 { ( l + c ) 2 + 4}
 + 
( 4 « ^ ) { ( 1 +
С
) 2 - 4 } ] 
( ί σ η ( 8 ) г,2 
-^ [Ζ(,), Z(t)) = (-) - 2 [Rex(s)] x'(t) [{gl + g\ f + IgUW (1 + ^)2 
-£ h(3),Z(t)) = ф-2х'(і)(9Ь+д\)(1+сГ 
^
( 1 0 )
 [Z(S)Mt)] = ф-2ІКех(з)Ы+д\){-0£ . 
The above lowest order cross section for Bhabha scattering is called the Born ap-
proximation. 
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The cross section for the s-channel is given by the first three terms of eq.(1.43). 
The process e+e~ —* e+e~ differs from all other e+e~ —> / + / _ processes (where ƒ 
stands for any fermion) by the fact that there are also contributions from t-channel 
exchanges. Theoretically, the t-channel 7 contribution causes a complication due to 
the fact that it diverges for θ —> 0 (i.e. along the beam direction). Physically this 
divergency is caused by infinitely small momentum transfers allowed in the t-channel 
photon exchange process; this introduces a term of the type l/t2 = l/[s2(l — c)2] 
for the pure t-channel photon exchange, and a term of the type l/t = l/[s(\ — c)] 
for any interference term that includes the t-channel photon exchange. Here lies the 
reason why, at small polar angles, this process (which is pure QED) dominates all 
other contributions. For small angles the differential cross can be approximated by: 
άσο 32πα2 1 
1в"—р ' ( 1 · 4 4 ) 
and the integrated cross section in a low θ angle domain (θχ < O2) by: 
1 1 Ібтго 
σ0 « ßi й 2 
(1.45) 
•'г. 
The fact that the QED cross section is known with high precision is used to measure 
the LEP beam luminosity with small angle Bhabha event counters (see chapter 6). 
The more interesting contributions to the cross section, however, are the con­
tributions of the s-channel exchanges. Since the t-channel processes are dominated 
by QED 7-cxchange, they are rather insensitive to the Z0 parameters. Just like the 
t-channel 7-exchange process is the dominant contribution to the cross section in the 
region of small polar angle as a result of the 7-cxchange singularity, the s-channel 
Z-exchange dominates around θ = 90° and for s ~ M | , due to the resonance "sin­
gularity" of the Z-pole. Events in the θ = 90° region are usually referred to as large 
angle Bhabha events, while the ones used for luminosity measurements are called 
small angle Bhabha events. 
In order to compare the Bhabha cross section to the other fermion final states 
of the e+e~ interactions one needs to extract the s-channel contribution from the 
total cross section. This procedure is generally called the t-channel subtraction; it 
will be explained in detail in chapter 6. 
The total s-channel contribution to the Bhabha scattering process can be de­
termined by integrating the first three terms of eq.(1.43). In the limit of massless 
fermions the cross section is expected to be identical for all interactions of the type 
е
+
е~ —+ (7, Ζ) —» ff, and can be written as: 
"oOO = - ^ - {QlQ2j - 2Q
e
QfglrgJv**x(s) + 
ІХООІ
2
 1(9 )2 + (9ел)7} [ ( ^ ) 2 + tó)2]}, (1-46) 
where the indices e and ƒ indicate the coupling constants of the Z0 propagator to 
the initial (electron) and final (fermion) states, respectively. In the case of Bhabha 
scattering one has of course: ƒ = e. 
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In eq.(l .46), the contributions of respectively, photon exchange, interference term 
and Z0 exchange are easily recognized. The factor |x(s) | 2 in the Z0-exchange term 
leads to the familiar Breit-Wigner resonance shape of the cross section. The inter­
ference term contains a factor Re|x(s)|, which can be written as: 
R e |
x
(
a
) | = ( l - ^ ) ΙχΟΟΙ2 , (1.47) 
thus showing that the contribution of the interference term is very small for center 
of mass energies close to the Z0-mass. The cross section on the peak is given by: 
Forward-Backward Asymmetry 
The forward-backward asymmetry is defined as: 
A F B
 =
 ^ £ (L49) 
with the forward and backward cross section given by: 
aF = 27Γ f* d(cose) -£- , σΒ = 2τ Γ d(cosO) -¡¡г . (1.50) 
Jo ail J-i dil 
Taking into account only the s-channel contributions in eq.(1.43), and neglecting 
terms of the order (Γ^/Λ/ζ)2 arising from the photon exchange channel, the asym­
metry can be written as: 
AFBÍS) И
 W^^WÔ^WM • í1·51) 
Арв is an important quantity, since it provides a measurement of the weak mixing 
angle sinôvy. Indeed, on the Z0 resonance (s = M| ) and using eqs. (1.18) and 
(1.19), the asymmetry is approximately given by: 
A
"
iMi)
"
3
-{fñí) =3 
2 (1 -4s in 2 0,v) 
1 + (1 -4 s in 2 0w) 2 (1.52) 
The absolute values of the neutral current electroweak coupling constants gv and 
дд can be determined from a combination of the peak cross section measurement, 
yielding (gy + g^), and the forward backward measurement, yielding {gv9A)/{9v + 
ti)-
The energy dependence of the asymmetry can be simplified using the fact that 
sin2 Ow и 0.23 and therefore д /дл «С 1. In this approximation the asymmetry 
becomes: 
11. (л-*п* 
2 5Ì l s 
AFB{s) ъ AFB{MI) + - — ( 1 - - 2 ) (1.53) 
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1.3.2 Radiative Corrections 
Calculating matrix elements by using the Feynman graph technique is equivalent 
with applying perturbation theory in an expansion of powers of the coupling con-
stant. The lowest order diagrams contain two vertices (see fig.1.3). At the one-loop 
level, the matrix element includes all diagrams with up to four vertices. Examples 
of the most important radiative diagrams are given in fig. 1.4. 
Bremsstrahlung Correction 
Propagator Correction 
Vertex Correction 
Figure 1.4: Examples of the most important radiative correction diagrams: real pho-
ton bremsstrahlung, intermediate boson vacuum polarization and vertex correction. 
Part of the higher order diagrams contain loops. These loop diagrams lead to 
divergent expressions for the corresponding matrix element. In general such diver-
gences can be removed by re-interpreting the basic parameters of the Lagrangian; 
this is called renormalization. The remaining (finite) corrections to the Born level 
predictions, the radiative corrections, can in our case be split into two categories. 
• The photonic or QED corrections. These corrections include all diagrams with 
one photon added to the Born level diagrams. Although theoretically not so 
interesting they are generally large at LEP energies. The QED corrections 
contain the diagrams with radiation of real bremsstrahlung photons, photons 
which in principle can be explicitly measured in the final state. 
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• The clectroweak corrections or non-photonic corrections. These corrections 
include all one-loop corrections not included in the previous QED corrections; 
they are sensitive to the mass of the top and Higgs particles, and therefore to 
new physics. 
The QED and the purely weak corrections are treated separately. The reason 
behind this separation is the following. The weak corrections include only loop cor­
rections. Thus the number of final state particles remains two, just like in the Born 
approximation. As a consequence (assuming azimuthal symmetry) the phase space 
contains only one degree of freedom: the polar scattering angle Θ. The resulting cross 
section after applying pure weak corrections still has a form similar to the Born level 
expression. When applying QED corrections, however, one or more real photons can 
be radiated off and appear in the final state. Whether these photons are measured 
depends on the experimental acceptance of the detector used. As a consequence, the 
calculation of the cross section becomes a complicated multidimensional integration 
problem, whose form will be not only very different from the Born expression, but 
also depend on the acceptance and resolution of the experiment in question. The 
separate treatment of the QED corrections is furthermore theoretically allowed since 
the corresponding set of diagrams form a gauge invariant subset. 
The following subsections summarize how the weak and QED corrections are 
implemented. A more detailed treatment can be found in the literature [8, 9]. 
Electroweak Corrections 
The weak corrections can be divided into propagator (or 2-point) corrections, vertex 
(or 3-point) corrections and box diagram (or 4-point) corrections. The propaga­
tor and vertex corrections relevant for Bhabha scattering are shown graphically in 
fig. 1.5. The box diagram corrections are very small and can be neglected here [8]. 
The radiatively corrected (or dressed) propagators are also called the particle 
self-energies; they depend on the momentum transfer in the propagator and there­
fore cause s-dependent deviations from the tree level propagators. The resulting 
correction, the so-called vacuum polarization, can be absorbed in an overall (but 
s-dependent) modification of the electromagnetic coupling e into e(s), and a modi­
fication of the weak neutral coupling gz into gz{s)- Around the Z-pole these modi­
fications result in the replacement of: 
α by aWl) Ξ — 2 — (1.54) 
1 — Δα 
φ
2
 by ^GFM¡p= v / 2 G F M i T - ^ - , (1.55) 
where the /)-parameter, defined in eq.(1.20) has been introduced in order to express 
the neutral current coupling strength gz in terms of the accurately numerically 
known charged current quantity Gp- For low energies the radiative corrections 
become negligible and the value of ρ is equal to 1. However, at energies around the 
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Figure 1.5: ГЛе propagator corrections and the vertex corrections. 
Z0 resonance, due to the "running" of gz(s) its value becomes slightly different from 
1. 
An explicit calculation shows that the quantity Δα does not depend on ("decou­
ples" from) the mass of the top quark [10]. As a consequence the correction can be 
directly calculated: Δ α sa 0.06. For the Z0 propagator there is no heavy fermion 
decoupling, and Δρ does depend on the unknown top mass: 
Δ ^ : 3y/2GF 
16π2 (1.56) 
For the Ζ propagator there is an additional change due to the s-dependence 
of the resonance function [8]; this can be taken into account by introducing an 
s-dependent width: i.e. by replacing: Г2Мг by (s/M^) · VzMz- There is also a 
correction required by the fact that a Ζ propagator, after a virtual loop, can turn into 
an photon propagator. This change can be viewed as a redefinition of the neutral 
current vector coupling constant and can be accounted for by the replacement: 
sin20w —• sin2övv. The angle θ\ν is called the effective weak mixing angle. 
Finally, the vertex corrections change the coupling of the vector boson to the 
initial and the final state fermions. Their effect can be accounted for by introducing 
s-dependent vector and axial vector form factors, i.e. by replacing gv and дл with 
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effective coupling constants g
v
 and gA: 
9v = 
9A = 
\ftGFMl 
4πα 
^GFMl 
ι
1/2 
η 1/2 
{T3-2Qsm20w) 
4πο 
(1.57) 
(1.58) 
a 
9v 
9A 
MZTZ 
-» a(Afz) 
- • 5V 7 
-• 57 
- M J « 
These equations lead to the following expression for the effective weak mixing angle 
[8]: 
sm
2
ew ~sm
29w+ cos20w^p • (1.59) 
The Improved Born Approximation 
Since the weak corrections depend on unknown or imprecisely known quantities (m (, 
Μη and Mw), they cannot be evaluated explicitly without making assumptions. It 
is for this reason that these corrections are absorbed in redefined parameters of the 
model, which then become effective parameters. 
The nature of the weak corrections is such that after introducing the following 
replacements: 
(1.60) 
(1.61) 
(1.62) 
z i z , (1-63) 
the cross section can still be written in a form which is similar to the original Born 
approximation. The resulting expression is called the improved Born approximation. 
It is accurate to better than 1 percent [8]. 
QED corrections 
Charged particles that undergo scattering (i.e. acceleration) emit electromagnetic 
radiation. This radiation shows up in the form of real photons in the final state. 
These events are the so-called radiative Bhabha events. Photons can be radiated 
either from the initial state or from the final state. In addition to the real photon 
corrections there are virtual photon corrections. Both the real corrections and the 
virtual corrections are found to diverge for low photon momenta. However, when 
taking the sum of both contributions their infrared divergences cancel. 
For this reason the QED corrections arc not subdivided according to whether or 
not a photon has been radiated, but into: 
• a hard bremsstrahlung part, where radiative photons are required to have 
momenta larger then a so-called cut-off momentum: к > fco; this yields a 
finite correction. 
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• a soft bremsstrahlung part, which is a sum of the contributions of soft brems-
strahlung (k < ko) and virtual photon corrections; it is this part which contains 
the cancelling infrared divergences. The net result is again a. finite correction. 
The choice of the cut-off value will depend on the resolution of the experiment for 
which the calculation is done. 
The QED corrections to the total cross section change the lineshape considerably. 
They are implemented by a structure function method, in which the corrected cross 
section is expressed as [11, 12]: 
a(s) = J dx1dx2dy1dy2 c0(s')De-(xus)De+(x2,s)DJ-(yl,s")D}+(y2,s") , (1.64) 
with 
á — XjX2^ 
s = г/12/2-s · 
where 1^2 and yit2 are the fractions of the longitudinal momentum carried by the 
initial and final state fermions, respectively. The integration limits are those allowed 
by the kinematics and are suppresssed here. The structure functions D
e
(x,s) and 
Df(y,s) represent the probability for the initial and final state to radiate a photon 
with fractional momentum Xy/s and ys/s', respectively. The cross section a0(s') 
stands for the (improved) Born scattering process at the reduced energy s'. 
The Line Shape 
The line shape of the Bhabha cross section is given in fig. 1.6. The Bhabha cross 
section shown is the one for the polar angular domain 44° < 0 < 136°. Displayed are 
the radiatively corrected total cross section, its s-channel contribution, and the Born 
approximation of this 5-channel contribution. One observes that close to the Z0 peak 
the 5-channel cross section is indeed almost equal to the total cross section, while 
away from this resonance it is the larger contribution of the i-channel 7-exchange 
which dominates. 
The effects of the radiative corrections are most readily visible in a comparison 
of the s-channel cross sections with and without these corrections. The largest 
corrections to the line shape are caused by initial state radiation and for events 
above the Z0-peak. Indeed, for processes at energies s > Μχ, emission of a radiative 
photon by one of the initial state beam particles allows for an "on resonance" (s = 
iVf|) Z0-exchange, i.e. leads to an increase of the cross section. This results in a 
large positive radiative correction, the so-called radiative tail of the line shape, on 
the high energy side of the resonance. For energies at or below the resonance, initial 
state radiation will take the beam particles away from the resonance and thus yield 
a decrease of the cross section. Furthermore, the combined effect of the dynamics 
of the initial state radiation and the Z0 resonance exchange, is such that the cross 
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section increase at the high energy side of the resonance is stronger than the decrease 
at the low energy side. The net effect is a broadening of the resonance, which results 
in a reduction of its height by approximately 27%, and a shift of its peak position 
to higher mass values by approximately 107 MeV. 
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Figure 1.6: The hneshapc of the Bhabha cross section. 

Chapter 2 
LEP and L3 
2.1 L E P 
The Large Electron Positron (LEP) storage ring of CERN presently accelerates elec­
trons and positrons up to 45.6 GeV. The center of mass energy of the collisions is 
therefore around the mass of the Z0 resonance, thus providing copious Z0 produc­
tion. The accelerator is housed in a 26.7 km long tunnel roughly 50 to 150 meters 
under the surface of the French-Swiss border near Geneva. The ring is tilted for 
geological reasons with a maximum tilt of 1.4%. It contains eight straight and eight 
curved sections as is shown in fig.2.1. 
^ 
France 
ι i l km 
Switzerland 
Geneva 
Airport 
Figure 2.1: The LEP ring. 
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Both electrons and positrons are concentrated in four equidistant bunches run-
ning in opposite directions, which collide in the middle of each of the eight straight 
sections. Four of these areas (points 2, 4, 6, and 8) are equipped with large gen-
eral purpose detectors: L3 (LEP proposal number 3), ALEPH (Apparatus for LEP 
Physics), OPAL (Omni Purpose Apparatus for LEP) and DELPHI (Detector with 
Lepton, Photon and Hadron Identification), respectively. A detailed description of 
the LEP set-up can be found in the LEP design reports [13, 14]. 
2.1.1 The LEP Injection System 
Before being injected into the LEP ring, bunches of electrons and positrons need 
to be accumulated and pre-accclerated to 20 GeV. A schematic overview of the 
injection system is given in fig.2.2. 
Figure 2.2: The injection setup for LEP. 
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The system uses four accelerators: 
• The LEP Injector Linacs (LIL), which creates electrons and positrons in pulses 
of 12 ns and accelerates them up to 600 McV. 
• The Electron Positron Accumulator (EPA), which accumulates the particles 
of the LIL pulses into so-called bunches. 
• The Proton Synchrotron (PS), which accelerates the electron and positron 
bunches up to 3.5 GeV. 
• The Super Proton Synchrotron (SPS), which accelerates these same bunches 
from 3.5 GeV to 20 GeV and injects them into the LEP ring. 
The LIL system consists of two linacs which operate in tandem mode. The first 
linac is a high intensity machine accelerating electrons to 200 McV and shooting 
them onto a tungsten target (the converter), such that positrons are generated. 
These positrons are then accelerated up to 600 MeV by a second linac. When 
generating electrons for LEP the first linac is not used. The electrons are then 
produced by an additional gun located near the converter, close to the LIL machine-
axis. 
The timing of the whole injection system is determined by the SPS operation. 
Due to limitations on the magnet power consumption needed, the SPS proton pro­
gram runs in so-called SPS supercycles of 15.12 s, with a dead time of approximately 
5 s (i.e. there are no protons in the machine for 5 s). During this time a number 
of electron operation cycles can be performed, since the magnet power consumption 
during electron acceleration is negligible. A timing diagram for the various injection 
machines is given in fig.2.3. 
During LEP fills, an SPS supercycle consists of ρ, e+ , e + , e~ , e~ sub-cycles, i.e. 
after every proton cycle there are two positron and two electron cycles respectively. 
The e±-cyclcs require three times 1.26 s and once 1.02 s. The time needed per 
cycle is dictated by the time needed by the magnets to increase and decrease their 
magnetic fields. The last e-cycle is somewhat shorter since the fields only have to 
decrease to a value corresponding to the proton injection momentum (10 GeV/c), 
instead of to the electron injection momentum (3.5 GeV/c). 
The LIL system switches several times from positron injection to electron in­
jection within one SPS supercycle. Since the electrons are more readily produced 
than the positrons, the linac operation times for e~ and e+ are in the ratio 1:5. The 
sequence is as follows. First, positrons are generated during a period of 11.22 s. 
Next a switch to electrons is made within 1.38 s. The electrons are then generated 
in two cycles of 1.14 s interrupted by a 0.12 s pause. Finally the switch-back to 
positrons requires another 0.12 s. The total time matches the SPS supercycle. 
Both injector linacs deliver 12 ns long beam pulses at a repetition rate of 100 
Hz, each time filling one bucket in the EPA. The peak current of the injector is 8 
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Figure 2.3: The timing of the injection of particles into LEP. Shown are the SPS 
magnet cycle, the PS magnet cycle, the EPA beam current and the linac pulsing 
periods, all during one supercycle of the SPS. The full, dashed and dotted lines 
indicate the presence of positrons, electrons or protons respectively. All times are m 
seconds. 
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mA for positrons and 40 mA for electrons. The number of particles accumulated is 
2.5 • IO 1 0 for e + and 1.3 • IO 1 0 for e " . 
The EPA collects the electrons or positrons in eight bunches. The race track 
shape is chosen for optimal use of the available space. The circumference of the 
EPA (exactly 1/5 of the PS circumference) is chosen such, that all eight bunches 
can be loaded equidistantly into the PS within a single PS turn of the particles. 
The positron ejection from the EPA into the PS is done in two cycles. As a result, 
the PS supercycle contains two positron cycles and two electron cycles, each 1.26 s 
long. During each of these cycles t h e particles are accelerated up to an energy of 
3.5 GeV. For the transfer of the EPA to the PS an efficiency of 80 % is obtained, 
yielding a number of 1.0 · 10 1 0 particles per bunch. 
The PS ejects the particles in two batches of four bunches into the SPS. Transfer 
of the particles from PS to SPS is done with an efficiency of 81%, which amounts 
to 0.81 · IO 1 0 particles, or equivalently to an average current of 45 μΑ/bunch. As 
one SPS supercycle of 15.12 s contains two electron cycles and two positron cycles, 
and as during each of these cycles, there are simultaneously eight bunches in the 
machine, the rate at which LEP is filled is 0.25 mA/min. 
After the filling of LEP is completed ( » 15 minutes) the particles are accelerated 
(ramped up) to the required beam energy. The accelerating structure consists of 
128 R F copper units, each containing a five cell accelerating cavity. This system 
is grouped in two pairs of stations, one station on either side of collision points 
number 2 and 6 of LEP. T h e whole structure is powered by 16 klystrons, each of 1 
MW nominal continuous output power. 
Once the acceleration is completed, the beam size in the experimental points 
is minimized (the so-called ß-squeeze) by superconducting focussing quadrupoles. 
Horizontal and vertical beam sizes of 300 μιη and 12 μτη respectively, are obtained. 
The /3-squeeze is performed in order to increase the luminosity of the L E P beams 
in the detectors. 
The main parameters of LEP are summarized in table 2.1. 
2.1.2 Energy calibration 
The absolute scale of the L E P beam energy is of utmost importance since it deter­
mines directly the measured value of the Z0 mass. The absolute beam momentum is 
derived from the magnetic field strength of the LEP dipole magnets. The L E P main 
ring consists of 3280 identical dipole bending magnets each 5.75 m long, distributed 
over 8 bending sections. When accelerating the electrons from the injection energy 
of 20 GeV to 50 GeV the magnetic field on the beam equilibrium orbit rises from 
0.02 Τ to 0.05 T. 
The cores of the dipole magnets are built of regularly spaced soft magnetic 
laminations. T h e space between the laminations is filled with cement mortar, which 
is a strong bonding agent and ensures the mechanical rigidity of the cores [15]. 
Mortar shrinkage at hydration induces compressive stresses in the steel. These 
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Circumference 
Rf frequency 
RF gradient 
Total RF power 
Number Rf cavities (Cu) 
Harmonic number 
Revolution time 
Number of bunches per beam 
Number of interaction points 
Number of experimental areas 
Number particles per bunch 
Filling time 
Average beam current 
Horizontal beam radius 
Vertical beam radius 
Dipole field 
Maximum luminosity 
Beam lifetime 
Injection Energy 
CM. energy resolution 
26658.883 m 
352.20904 MHz 
1.474 MV/m 
16 MW 
128 
31320 
88.92446 /ÍS 
4 
4+4 
4 
41.6 · 1010 
0.25 mA/min 
3 mA 
300 /im 
12 /im 
0.05 Τ 
1 · IO31 c m - V 1 
« 8 h 
20GeV 
« 50 MeV 
Table 2.1: Nominal LEP parameters. 
stresses influence the magnetic properties of the steel as function of time [16]. 
The LEP beam momentum during each fill is obtained from a field measurement 
of a reference magnet which is connected in series with the LEP main dipole magnets. 
The reference magnet is similar to the main dipoles, but in order to ensure the best 
possible magnetic stability, it is not filled with mortar, but mounted in a special 
frame. Furthermore it is equipped with a flip coil measuring system which measures 
the absolute value of the magnetic field. 
In order to calibrate the reference magnet for the time dependent behaviour of 
the other dipoles two methods are used: the flux loop calibration and the proton 
calibration. In practice the calibration is done on the level of the momenta predicted 
by the reference field. 
2.1. LEP 2â 
Flux Loop Calibration 
The presence of a thin mortar layer on the poles of the dipole cores made it possible 
to grind with high precision small grooves on the lower poles into which a single loop 
copper coil (the flux loop) was installed. In each bending octant of LEP approxi-
mately 400 dipoles are linked in series thus forming a flux loop. In the calibration 
procedure the current is cycled between +2900 A and -2900 A. The induced voltage 
in the flux loop is measured by a digital integrator. 
The ratio of the flux linked by the flux loop to the average field on the gap centre 
line can be defined for each core and is called the effective surface: 
>Uir = | · (2.1) 
Repetitive measurements on a sample of cores have shown that the effective surface is 
stable in time to better than 10 -4 . The core-to-core fluctuations of the surface have 
a standard deviation of less than 10~3. Therefore the contribution of the effective 
surface error is negligible for the determination of the field integral [16]. 
A particle with charge q and momentum ρ travelling through a magnetic field В 
describes a circle with a radius given by: 
The momentum of a particle with unit charge can therefore be determined from: 
p = ^LB , (2.3) 
¿TT 
where L is the accelerator circle circumference. In LEP the momentum is derived 
using eq.(2.1): p
=¿¿l>L' · (2·4> 
where L,· is the measured length of, and Φ, the measured flux in, each of the 8 curved 
octants of LEP. 
The contribution of various systematic errors on the measurement lead to an 
overall relative calibration error of 5 · Ю - 4 [17]. 
Proton Calibration 
Energy calibration with protons is done at the injection energy (20 GeV). It is based 
on the fact that these protons are not ultrarelativistic, i.e. that their velocity is still 
measurably different from the speed of light. During this type of energy calibration 
one first injects positrons at 20 GeV. After orbit corrections the RF-frequency is 
measured by which the positrons are captured. This frequency is related to the 
LEP circumference according to: 
JRFe jRFe 
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where /д^
е
 is the observed frequency and h
c
 the observed harmonic number, i.e. 
the number of RF oscillations in one positron turn. 
Next, protons are injected into LEP with the same magnet settings. In this case 
eq (2.5) changes into: 
2
π Λ =
Μ £ . (2.6) 
JRFp 
The protons are trapped by the RF-system at a different frequency /RFP and at a 
different harmonic number hp, but in such a way that they follow the same orbit as 
the positrons. The proton velocity is obtained by dividing (2.6) by (2.5): 
hpJRFp 
The momentum of the proton and its relative error are then given by: 
ρ = mocßp-fp — moe- ßp 
to-jf. (2.8) 
р о 
At 20 GeV the results of the flux loop calibration and proton calibration are found 
to agree within 0.02%. In order to obtain a calibration at collision energies, one 
starts from the proton calibration at 20 GeV. Subsequently the flux loop calibration 
is used to scale from 20 GeV to 45 GeV. The final precision on the absolute energy 
scale of the Z-peak is « 20 MeV [17]. 
The event-to-event energy fluctuations are determined by the beam energy width; 
measurements yield an estimated value of χ 50 MeV [18]. 
2.2 The L3 Detector 
2.2.1 General Overview 
The Z/3 experimental hall [19, 20, 21] is located approximately 50 meters below the 
surface at interaction point 2 of LEP. The detector set-up is shown in fig.2.4. The 
whole detector is housed in a solenoidal magnetic field with a maximum strength 
of 0.51 T. The 7800 t magnet rests on a concrete cradle embedded in the hall 
foundation; its core has a diameter of 11.4 m and a length along the beam direction 
of 11.9 m. Both poles of the magnet are split in two doors enabling acces to the 
detectors inside the magnetic volume. All subdetectors are supported by a 32 m 
long and 4.45 m diameter tube, subdividing the detector into an inner and an outer 
part. 
Viewed from the vertex outwards, the detector contains: 
• a central track detector, the Time Expansion Chamber (TEC), 
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Figure 2.4: The L3 detector. 
• an electromagnetic calorimeter, based on Bismuth-Germanate (BGO) crystals, 
• a ring of scintillator counters, 
• a hadron calorimeter, based on depleted uranium, 
• a muon filter, 
• a muon spectrometer, consisting of 3 concentric layers of wire drift chambers. 
Except for the large muon chambers, all subdetectors aie mounted inside the support 
tube. The coordinate system used throughout this thesis is also shown in fig.2.4. 
The ö-angle is defined eis the polar angle with respect to the г-axis, while φ is the 
azimuthal angle in the x-y plane with φ = 0 coinciding with the x-axis. 
Although the Bhabha study is based mainly on the data from the electromagnetic 
calorimeter and the central track detector, we include in our description the other 
detector components for completeness. 
2.2.2 The Central Track Detector 
The design purposes of the central track detector are: 
• To detect charged particles and precisely measure the location and direction 
of their tracks. 
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• To determine the transverse momentum and the charge-sign of particles up to 
50 GeV/c. 
• To accurately predict the position of the point of impact of the charged particle 
in the BGO calorimeter. 
• To determine, at trigger level, the number of tracks originating from the in­
teraction region. 
• To reconstruct the interaction point. 
• To reconstruct the secondary vertices of particles with lifetimes greater than 
IO" 1 3 s. 
In order to fulfill these requirements the TEC detector consist of two concentric 
gas drift chambers operating in the so-called time expansion mode. The TEC prin­
ciple is demonstrated in fig.2.5, where a small section of a TEC sector is shown. The 
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Figure 2.5: The pnnciple of the TEC chamber. 
drift volume is subdivided in two areas: a slow drift velocity area (drift region) and 
a high drift velocity area (multiplication or detection region). The sense wires (the 
anodes) are located in the detection region. Here the drift velocity is high, to ensure 
a high multiplication, and consequently a large readout signal. The multiplication 
region is separated from the drift region by an additional grid of wires in order to 
obtain a homogeneous drift field. The drift velocity is very low, typically 6 /im/ns 
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(about 10% of a conventional drift chamber). The low drift velocity allows for a 
time "center of gravity" measurement (TCoG) of the ionization clusters as they 
pass the grid. As electrons drift towards the grid their distribution in χ (i.e. in the 
longitudinal direction) is described by: 
a
x
 = aL\[L , (2.9) 
where L is the drift length, and σι is the longitudinal diffusion after 1 cm of drift. 
In a conventional drift chamber, a discriminator and a TDC system measures the 
rising edge of the anode pulse, caused by the first arriving electrons. The diffusion 
causes a spread of this measurement given by [20, 22]: 
<7t = 
7Г<7£, 
2v/3 1пЛг
е 
VZ , (2.10) 
^ v/Z . (2.11) 
where Af
e
 is the number of drift electrons collected by the anode. Using the "time 
expansion" mechanism, measuring the TCoG of the ionization clusters, a resolution 
is found of [20] : 
The TEC uses a drift gas mixture of 80% CO2 and 20% ÌSO-C4H10, with low 
longitudinal diffusion. Under nominal circumstances (<7£ = 120 /zm/cm, A^ e = 50 
e - ) , the estimated precision of the TEC after 5 cm of drift distance is approximately 
40 μτη. This can be compared to 125 μπ\ for a conventional chamber, approximately 
a factor 3.2 larger then for the TEC. 
In the TEC chambers all wires run parallel to the beam pipe (z-axis). It actually 
consists of two concentric drift chambers, the 'inner TEC' and the 'outer TEC'. The 
inner TEC is segmented in 12, the outer TEC in 24 ö-sectors. A schematic view of 
an inner sector and (part of) an outer sector is given in fig.2.6. 
There are two types of signal wires: standard wires measuring the (θ, φ) coor­
dinates of the tracks, and charge division (CD) wires to determine the z-coordinates 
by comparing the size of the read-out signal at both wire ends. In addition, for part 
of the standard wires, groups of five grid wires on each side of the amplification 
region are read out (pick-up wires). The signals of the pick-up wires on both sides 
of the anode wires are compared in order to solve the so-called left-right ambiguity 
[23]. This ambiguity is due to the fact that a signal on an anode wire does not dis­
tinguish on which side of the wire it has originated. The innei sector has 6 standard 
and 2 CD wires, the outer sectors 31 standard, 14 LR and 9 CD wires. 
Each TEC segment has its outer surface covered with a plastic scintillating fiber 
(PSF) ribbon, consisting of 143 wires running parallel to the beam line. Each fiber 
yields an azimuthal position measurement with an r.m.s. of 700/ І2 μτη [21]. The 
drift velocity for each anode is obtained by plotting the average drift time versus the 
PSF position. In a test beam measurement, it was found that typical drift velocities 
can be monitored with an accuracy of 0.1% [24]. 
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Figure 2.6: The wiring m part of a TEC sector. 
The TEC outer chambers are surrounded by a z-detector, consisting of two 
cylindrical proportional chambers with cathode strip readout. The strips of the 
four cathodes form angles of 90°, 70.1°, —70.1°, and 0° with respect to the beam 
direction. The г-detector measures the z-coordinates of tracks over a polar angle 
45° < 0 < 135° with a single track precision of about 300 μτη. The double track 
resolution is 7 mm at 90% confidence level [25]. 
2.2.3 The Electromagnetic Calorimeter 
The Electromagnetic Calorimeter measures both the energy and position of photons 
and electrons present in the final states of events. The detector consists of 11360 
Bismuth Germanate (BGO) crystals, which form the showering as well as the active 
medium (see chapter 4). The orientation of the crystals as function of the polar angle 
θ and azimuthal angle φ is displayed in fig.2.7 α and b respectively. The detector is 
subdivided in: 
• Two half-barrels. Each half-barrel consists of 3840 crystals mounted in 24 
rings of 160 crystals each. The barrel crystals cover the polar angular domain 
of 42° < θ < 138°. 
• Twoendcaps. Each endcap consists of 16 (/»-sectors of 96 crystals. The forward 
endcap extends the angular coverage to 12°; the backward one to 168°. 
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The calorimetrie properties of BGO crystals will be studied in chapter 3. All 
crystals are truncated pyramids pointing to the interaction region, with a small 
angular offset (10 mrad in 0) to suppress particle leakage in between the crystals. 
The exact crystal dimensions vary slowly as a function of the polar angle 0 [21, 26], 
however their dimensions always stay very close to the average numbers shown in 
fig.2.8. The support frame of the crystals consists of an epoxy resin carbon fiber 
composite [21], which also carries all the preamplifier electronics, cooling circuitry 
and monitoring devices. In order to minimize the dead space inbetween the crystals 
the walls arc kept as thin as possible; they vary between 200 /zm and 250 μπι. An 
additional nominal clearance of 100 /im is left between the crystal sides and the 
carbon fiber walls in order to allow for a possible deformation of the structure over 
time, without stressing the crystals. All in all, the dead area between the crystals 
amounts to only approximately 1.75 % of the solid angle covered [21]. 
Figure 2.8: A BGO crystal as mounted in the barrel. 
The light yield of BGO is dependent on the temperature, the gradient being 
— 1.55%/0C. It is therefore desirable to keep the temperature as low as possible; one 
has of course to stay safely above the dew point in the experimental hall. More im­
portantly, in order to obtain the optimal energy resolution, the temperature should 
be kept constant within a few tenths of a degree. To keep a low temperature, a 
cooling system has been designed which removes the heat from the preamplifier cir­
cuitry located in the back of the crystals [27]. The electronics is separated from the 
crystals by a brass screen, onto which copper cooling pipes are soldered. In addition, 
the BGO detector is surrounded by a very thin thermal shield, to prevent heat flow 
from outside into the detector. 
The temperature in the front and back sides of the crystals is monitored by 1280 
AD590 sensors, providing one front and one back temperature measurement with 
0.1 0 C precision for every 12th crystal. The results are used to correct the light 
response of the crystals during the reconstruction of the data (see Chapter 5). 
2.2. The L3 Detector 37 
PFB 
[Ю3—<®" 
Ε^ΐ—<®~ 
Reference Ρ M 
SF 
BGO crystol 
ÌT © 
cu 
Reference Ρ D 
(Τ) Fiber from another lamp 
(2) Fiber from another mixer 
Figure 2.9: A schematic view of the xenon monitoring system. PFB: primary fiber 
bundle, SFB: secondary fiber bundle, SF: Spectral filter, F: attenuation filter (op­
tional). 
In order to monitor the light collection efficiency of each crystal, as well as to 
check its read-out channel, a system has been developed using xenon light flashers 
and optical fibers [28]. Light is generated from 16 xenon flasher lamps. After 
passing an attenuation filter it is transmitted in four bundles of 14 optical quartz 
fibers (PFB), over a distance of 35 m to four light mixers, installed close to the 
detector. The mixers ensure a stable sharing of the light between the individual 
crystals. A spectral filter suppresses the ultraviolet and infrared components of the 
lamp light in order to match the spectrum to the one from BGO scintillation light. 
From each mixer a bundle of 240 quartz fibers (SFB) is used to carry the light 
signals over 1.5 m to the crystals. The intensity of the light pulses is measured by 
two systems: a photomultiplier system and a photodiode system. A schematic view 
of the xenon monitoring system is given in fig.2.9. 
The analog part of a crystal read-out channel consists of a circuit for high energy 
signals and a circuit for low energy signals (see chapter 4). To monitor both channels 
each crystal receives light from two independent xenon flashers: a high intensity one 
(equivalent to a incoming electron of 35 GeV) and a low intensity one (equivalent 
to a 1.5 GeV electron). With this system, changes in the crystal response can be 
monitored with an accuracy of 0.7% [29]. 
In front of each BGO endcap, four drift chambers measure the position and 
direction of each arriving charged particle with a spatial resolution better than 200 
μτη and angular precision better than 10 mrad. 
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2.2.4 The Luminosity Monitor 
The luminosity monitor is designed to measure the LEP beam-beam luminosity 
inside the L3 detector. The luminosity is calculated by measuring the rate of small 
angle Bhabha events (see chapter 6). The luminosity monitor consists of two mirror 
symmetric halves with respect to the beam axis. Each half-detector has two parts: 
• A BGO crystal array of 304 crystals (see fig.2.10). These crystals are mounted 
in a cylindrical symmetry around the beam axis. The angular coverage is 
31 mrad < θ < 62 mrad. 
• A tracking chamber with good position resolution mounted in front of the 
BGO crystals. The purpose of the tracking chamber is to measure precisely 
the geometrical acceptance of the luminosity BGO crystals. Knowledge of 
this geometry is important in order to translate the observed event rate into 
a luminosity measurement. 
The luminosity monitor is positioned at a distance of 2.65 m from the interaction 
region. The distance chosen is a compromise, it is: 
• sufficiently far away from the interaction point in order to measure events at 
very low Θ, i.e. in the region where the effects of the Z0 exchange contribution 
to the observed cross section can be neglected, 
• sufficiently close to the origin for the systematic effects due to event selection 
not to dominate the final measurement error. 
A light emitting diode (LED) is mounted on each crystal to monitor radiation 
damage and recovery of the crystals. Radiation damage mainly occurs during LEP 
fillings or during acceleration when the beams have not yet reached their final orbits. 
In order to avoid damaging the crystals, the luminosity BGO array is made moveable. 
It is split into two halves; each halve is mounted on a hydraulic device which can 
keep the crystals away from the beam pipe till the beam reaches it final orbit. Then 
the detector is closed with a position precision of 10 μτη. 
The luminosity tracking chambers consist of a stack of 4 planar multiwire propor­
tional chambers. The dimensions of the chambers are 400 mm χ 200 mm χ 10 mm. 
The chambers were tested in a calibration beam at CERN. A track efficiency of 
99.8% and a spatial resolution of 350 μιη was obtained. 
2.2.5 The Scintillation Counters 
In order to distinguish cosmic muon events passing through the detector center from 
genuine di-muon Z0 decays, scintillator counters with a very good time resolution are 
used. The scintillator counters are mounted between the electromagnetic calorimeter 
and the hadron calorimeter. The barrel counters are at a distance of 875 mm from 
the vertex. For a cosmic event, this results into a time difference of 5.8 ns between the 
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<r 
Figure2.10: The crystal arrangement in the luminosity monitor. The arrows display 
the direction in which the detector can be opened and closed. 
time digitization at the upper and at the lower scintillator. Di-muon events resulting 
from a Z0-decay show (of course) no time difference between the scintillator hits. 
The counters are installed in the barrel region only and have an polar angle 
coverage of 34° < θ < 146°. In the azimuthal angle φ the scintillators cover 93% of 
the solid angle. 
2.2.6 The Hadron Calorimeter 
Together with the BGO crystals the uranium hadron calorimeter measures the 
energy of hadrons emerging from e+e~ interactions. Like the electromagnetic calori­
meter it consists of a barrel, covering the angular region 35° < 0 < 145°, and two 
endcaps, covering 5.5° < θ < 35° and 145° < θ < 174.5°, respectively (see fig.2.11). 
The detector uses uranium plates as an absorber interspersed with gas wire 
proportional chambers (80% Ar + 20% CO2 mixture) as the active medium. The 
chambers yield a signal proportional to the number of charged tracks in the shower, 
which in turn is linearly related to the energy of the incoming particle. In a prototype 
set-up a linear energy response was observed and a resolution on hadron jet energies 
of σ/Ε = {b5/xŒ + 5)% was obtained [21]. 
Because uranium has a very short nuclear absorption length, the calorimeter also 
functions as a filter which allows only non-showering particles to reach the muon 
detector. 
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Figure 2.11: The location of the scintillators relative to the hadron calonmeter. 
Barrel 
The barrel detector has a modular structure. It consists of 9 rings of 16 modules 
each. There are two types of modules: the three central rings consist of long modules; 
the remaining 6 rings of short modules. Each module in turn consists of 60 (long) 
or 53 (short) layers of multi-wire proportional chambers interspersed with 58 (long) 
or 51 (short) uranium plates. The wires of the proportional chambers run either 
parallel to the beam axis (the «/»-chambers), or normal to this axis (the z-chambers). 
In total the barrel contains 7968 chambers and 371,764 wires. To avoid separate 
readout channels for every wire without losing granularity, the wires are organized in 
so-called towers. Each towers points to a specific area of the detector. The resulting 
tower segmentation per module is 9 in the φ angle and the г direction, and 10 (8) 
in the radial direction for the long (short) modules. 
Endcap 
The hadron calorimeter endcaps consist of three separate rings (see fig.2.11), one 
outer ring (HCl) and two inner rings (HC2 and HC3). Each ring is split vertically 
in half rings, resulting in a total of 12 modules for the whole endcap detector. 
This modularity allows fast mounting and dismounting, i.e fast access to the inner 
detectors during shutdown periods. The HCl, HC2 and HC3 modules contain 77, 
27 and 23 layers of chambers respectively. One layer consists of 8 chambers, each 
covering an interval Δ0 = 45°. The wires in the chambers run in the azimuthal 
direction and measure θ directly. The chambers in consecutive layers are rotated by 
Αφ = 22.5°, in order to ensure that the gaps between chambers of different layers 
do not coincide and to obtain a full coverage in the φ angle. The endcap calorimeter 
consists of 2284 chambers with in total 54,140 wires. As in the barrel case, the wires 
are grouped in towers. The segmentation here is approximately I o in Θ, 22.5° in φ 
and 7,3,2 layers in ζ for HCl, HC2 and HC3 respectively. 
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2.2.7 The Muon Filter 
The purpose of muon filter is to add absorption capacity to the hadron calorimeter, 
to ensure that only non-showering particles reach the muon detector. It consists 
of 8 identical octants each containing 6 brass (65% Cu + 35%Zn) absorber plates, 
interleaved with 5 layers of proportional chambers. In addition 5 thick (1.5 cm) 
absorber plates are installed, matching the shape of the circular support tube. 
2.2.8 The Muon Chambers 
The ¿3 muon chambers are designed to measure the momentum of muons with an 
accuracy Δρ/ρ = 2% at 50 GeV/c. This is achieved by measuring the curvature of 
a muon track over a lever arm of 2.9 m in a 0.5 Τ magnetic field. The detector is 
built in the form of two ferris wheels each containing 8 octants (see fig.2.4). One 
octant contains 5 chambers distributed over 3 layers: an inner layer (MI) of one 
chamber, a middle layer (MM) and an outer layer (MO) of two chambers each. The 
main part of the muon detector is formed by the precision chambers (P-chambers), 
which measure with high accuracy the г , φ projection of the momentum of a muon 
track. The number of wires in a wire plane (i.e. the number of measurements per 
track) are: NMI = 16, NMM — 24 and NMO = 16, for the inner, middle and outer 
chambers, respectively. A schematical view of an octant is given in fig.2.12. 
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Figure 2.12: An octant of muon chambers. 
42 C h a p t e r 2. LEP and L3 
The resolution of the muon momentum measurement can be expressed as: 
Ap/p~As/s , (2.12) 
with the sagitta s given by: 
s ~ 
3 L2B 
80 pt ' 
(2.13) 
where 
L = the measurement lever arm, 
В = the magnetic field strength, 
pt = the transverse momentum of the muon. 
For a 45 GeV transverse momentum muon and a magnetic field of 0.5 T, a sagitta 
of 3.4 mm is expected. In order to measure the momentum with 2% accuracy the 
sagitta must be measured with a As Ξ e « 70 μτη. 
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Figure 2.13: Momentum measurement of muons with the sagitta method. 
The measurement of the sagitta s by measuring the distances Si, s? and Sj 
is displayed in fig.2.13. The error on the sagitta measurement comes from three 
sources: 
• The intrinsic resolution of the drift chambers. The sagitta s and its error ε 
are defined as: 
s = S2- -(.s i + S3) 
ε = \ΙεΙ + -(εΙ + εΙ) , 
(2.14) 
(2.15) 
2.2. The L3 Detector 43 
where the numbers ε, are the errors on the distances s,. Starting from a single 
wire precision of 200 μτη [30], one obtains chamber precisions of: 
ει 
£2 
£3 
Thus the intrinsic resolution contribution to the sagitta error is approximately 
54 μιη. 
• The multiple coulomb scattering of the muon while traversing the muon cham­
bers. The total contribution to the sagitta error resulting from scattering on 
the gas and on the material, is calculated to be 31 μπι [30]. 
• The internal (mis-)alignments of the 3 chamber layers in the octant. Since 
the sagitta is determined as the drift distance relative to the wires, the wire 
positions inside the octant must be accurately known. The wire position makes 
a contribution to the error of the sagitta of approximately 33 μπι [30]. 
The total error on the sagitta is taken as the square root quadratic sum of the 
separate contributions, and thus yields ε = 69.8 μτη, i.e. nearly exactly the value 
required for a 2% overall accuracy. In order to reach this accuracy it is necessary to 
continuously monitor the position of the chambers [31]. During 1991 LEP datataking 
the best resolution obtained was (2.5 ± 0.2) % [32]. 
The 0-angle of the outgoing muon tracks is measured by the z-chambers. The 
г-chambers are installed on the top and the bottom of the MI and MO layers. The 
resolution of the г-chambers, measured using a prototype in a tcstbeam, was found 
to be typically 500 μτη [21]. 
200 μτη 
~7W 
200 μτη 
s/Ñ¡ 
200 μτη 
~7W 
(2.16) 
(2.17) 
(2.18) 

Chapter 3 
Calorimetry with В GO Crystals 
3.1 Introduction 
Ideally, the purpose of a detector is to measure the four-vectors of all outgoing 
particles in an elementary particle interaction. For many years the bubble chamber 
technique was used because of its 4π angular acceptance and its good position resolu­
tion. With the introduction of colliding beam experiments and the increase of event 
rates in the last decade, the bubble chamber had to be replaced by digital recording 
systems. The main new developments were wire chambers and calorimeters. In this 
chapter calorimetry is discussed, as it is used in the L3 detector. 
Conceptually, a calorimeter is a block of matter that interacts with an incident 
particle in such a way that all the energy gets absorbed. This energy deposition 
occurs in the form of particle cascades of ever degrading energies. Most of the 
energy is eventually dissipated in the form of heat. However, a generally small 
but constant fraction of the deposited energy is used to create a detectable signal 
(e.g. scintillation light, Cherenkov light, ionization charges). At this point the two 
following types of calorimeters can be distinguished. 
• Homogeneous calorimeters, in which upon passage of a charged particle, the 
absorber material generates light by an intrinsic mechanism. Such calorimeters 
are said to be fully active. Typically, they consist of an array of crystals that 
generate light either by scintillation or by Cherenkov radiation. Homogeneous 
calorimeters are mainly used to detect electrons, positrons and photons. 
• Sampling calorimeters, in which sensitive layers are interspersed by passive 
absorber material. This technique is often used to detect hadrons since a very 
dense absorber is needed to fully absorb a hadron shower. Besides scintillators, 
the active layer can consist of wire chambers measuring directly the charge 
generated via ionization by the showering particles. 
Although a range of different techniques are used, all calorimeters have a number 
of characteristics in common [33, 34]: 
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• They are sensitive to both charged and neutral particles. 
• The energy resolution improves in a natural way with increasing energy of the 
incident particle. The calorimeter effectively measures the total track length 
of the secondary particles. The number N of these secondaries is a statistical 
quantity with fluctuation vN. Since N is proportional to the incident energy 
E, the resolution σ(Ε)/Ε is proportional to l / v N ~ 1/vE. 
• At fixed σ(Ε)/Ε the detector dimensions increase only logarithmically with the 
particle energy. This is in contrast with the size of magnetic spectrometers, 
which scale with ^/p for a fixed resolution (σ)ρ/ρ. As a result, calorimeters 
can be kept compact as required for multipurpose detectors. In addition, no 
magnetic field is needed. 
• In a segmented calorimeter, the information on the direction and development 
of the shower can be used for measurement of the position and direction of 
incoming particles, as well as for the separation of hadron, electron and muon 
showers. 
The L3 electromagnetic calorimeter is of the homogeneous type; the absorber 
material used is a scintillator; Bismuth Germanate (BGO) crystal. After an overview 
of some general principles of calorimetry we discuss the Monte Carlo technique as 
it is used for studying the energy and space resolution of BGO crystal arrays in the 
¿з electromagnetic calorimeter. 
3.1.1 History of BGO 
BGO or Bismuth Germanate used as scintillator material is a 2:3 mixture of Bismuth 
oxide (ВІ2О3) and Germanium oxide (СеОг). Other crystalline phases are known, 
however the ВІ4СезОі2 compound has the best known fluorescence. This compound 
will be referred to simply as BGO. 
BGO was first synthesised in 1957 by Menzer [35]. The first BGO crystals 
were grown by Nitsche using the so-called Czochralski method [36]. In 1973 its 
fluorescence properties were observed by Weber and Monchamp [37], and in 1975 
Nestor and Huang [38] proposed its use as a scintillator. The first proposals to 
use BGO as a calorimeter scintillator/absorber were made around 1982 [39]. The 
.Z/3-crystals were grown with a later technique, the so-called Bridgeman method. 
3.2 Interactions of a Particle with Matter 
In an electromagnetic shower detector we are mainly concerned with the interactions 
of electrons, positrons and photons with the absorber material. Although the cross 
sections presented below apply in some cases to all types of (charged) particles, a 
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"charged particle" should primarily be understood here to mean an electron or a 
positron. 
In principle shower interactions should be described (like the interactions in 
LEP) by the "full" electroweak theory. However, the energy of the particles inside 
a shower are much lower than the Z-boson mass and the influence of the weak force 
is completely negligible. In the following, a brief overview is made of the physical 
processes that occur in an electromagnetic shower. 
Broadly speaking, we can distinguish processes between charged particles and 
the absorber, and between photons and the absorber. On their most fundamental 
level, all electromagnetic interactions are described by the theory Q u a n t u m Elec­
trodynamics (QED). Phenomenologically, when considering the overall interaction 
of an incoming particle beam with a piece of matter, the fundamental interactions 
are seen to manifest themselves in two possible ways, leading to two different types 
of behaviour for a particle beam in matter. 
In the first kind of processes, the incoming particle will loose only a small fraction 
of its energy during each individual interaction. Ль л consequence, each of t h e parti­
cles in the incoming beam only gradually deposits its energy in the absorber. These 
kind of processes are called continuous, and the energy loss of all these processes 
can be absorbed into a quantity called dE/dx. 
In the second kind of processes, the incoming particle is removed from the beam 
in a single interaction. These processes are called discrete or one-shot processes. In 
this case the gradual energy loss is not a meaningful quantity to use. Instead, the 
attenuation of the beam, dl/dx is used, a quantity derived from the probability for 
such an interaction to occur (Ф). This interaction probability Φ is related to the 
cross section σ by Φ = (ΝΑ/Α)σ, where Φ is measured in c m 2 g _ 1 and the cross 
section σ in cm 2 . Л'л stands for Avogadro's numbei and Л is the atomic weight. 
As a consequence of the nature of the basic QED vertex (which couples two 
charged particles to a photon), to first order, an incoming photon cannot survive an 
interaction. Therefore all photonic processes are of the second kind. For electrons 
or positrons, however, both situations are possible. The particle can lose a small 
amount of its energy (collision loss, low energy brcmsstrahlung) as well as all or most 
of its energy in one shot (annihilation, delta rays, high energy bremsstrahlung). 
Finally, from the individual collision point of view and apart from being discrete 
or continuous, all charged particle and photon collisions with an absorber can also 
be classified according to their impact parameter relative to the atomic nucleus [40]. 
In the following we will discuss these collisions as they occur with decreasing impact 
parameter. 
Charged part ic le interact ions 
If the distance of closest approach of a charge particle is large compared to the 
dimensions of the atom, the atom will react as a whole to the field of the passing 
particle. This generally results in the excitation or the ionization of the atom. 
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When the distance is of the order of the radius of the atom, the passing par-
ticle will interact with the individual electrons rather than with the atom. As a 
consequence, an electron is ejected with considerable energy from the atom. This 
is usually called 6-ray production. If the energy of the secondary electron is large 
compared to the binding energy of the atom, the process can be treated as scattering 
on a free electron. In case of an incoming electron or positron, the process is known 
as Möller scattering or Bhabha scattering respectively. 
When the distance of closest approach becomes smaller than the atomic radius 
the particle will mainly interact with the coulomb field of the nucleus. In this 
situation the particle trajectory will be deflected and radiation of photons (brems-
strahlung) will become the most important effect. 
P h o t o n interact ions 
The same division according to the impact parameter can be made for incident 
photons. Interactions at large distance are known as the photoelectric effect; they 
are only important for very low photon-energies. For distances at the atomic scale, 
collisions of the photon with free electrons (Compton scattering) become dominant, 
while for interactions of the photon in the Coulomb field of the nucleus the main 
process will be the creation of electron-positron pairs. 
We now discuss each of the above interaction processes in more detail. At the 
end a short discussion of a collective effect is presented: multiple scattering. 
3.2.1 Ionization Loss 
A charged particle can interact with atomic electrons. In such an interaction the 
particle transfers a small amount of energy to the electron, thus exciting or ionizing 
the atom. Since the energy loss per collision is usually small (in the order of 1 eV), 
a large number of collisions are required before the particle is stopped. The average 
energy loss per unit track length of a particle with charge ζ passing through an 
element with atomic number Ζ and atomic weight Л, is given by the well-known 
Bethe-Bloch formula [4, 41]: 
dx 
= 47rr: m . c 2 , 2 
NA 
' * 
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Here m , is the electron mass and r, 
The factor 7гг|У д · ^ is equal to 0.150 ^ cm 2 g 1 and represents the total "area" 
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 the classical radius of the electron. 
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І c  g 
covered by electrons in one gram material if each electron is considered to be a 
sphere with radius r
e
. The qualitative behaviour of the energy loss by collision, 
as function of the energy of the incoming particle, can be divided in three energy 
regimes: 
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• At low (non relativistic) energies the energy loss falls with 1//32, a conse-
quence from the fact that the momentum transfer AP between the incoming 
particle and the atomic electron is proportional to their interaction time, i.e. 
inversely proportional to the particle velocity. Hence, the energy transfer, 
AE = Ap2/2M, is inversely proportional to the velocity squared. 
• At relativistic energies the Lorentz-elongatcd transverse component of the elec-
tric field of the passing particle grows with 7, thus increasing the total number 
of atomic electrons within the range of this field. The energy loss rises loga-
rithmically with the particle energy [42]. The quantity I appearing in the 
denominator, is the average ionization potential and is approximately given 
by the relation I — 16Z0·9 eV [43]. It specifies the minimum amount of energy 
to be transferred in a single collision for an ionization to occur. 
• At ultra-relativistic energies the logarithmic rise is stopped by the so-called 
density effect ¿(Z, E) [44]. The reach of the Lorentz elongated transverse field 
is reduced due to electric polarization of the medium; the latter producing 
a field which counteracts the one of the ionizing particle. As a consequence, 
far away electrons can no longer be 'ejected' and thus no longer contribute 
to the energy loss of the incident particle. For sufficiently high energies the 
relativistic rise is stopped completely and the energy loss reaches a constant 
value, the so-called Fermi plateau. 
The difference between the energy loss at the Fermi plateau and the minimum 
ionizing value (the overall minimum of the dE/dx curve) is strongly dependent on 
the medium. In BGO, as in most solids, the difference is rather small. The precise 
values are [45]: 
^ \ m , n ' 0 0 л, „ 1 /dE\Ferm' 
dx / 
coll. 
/ jp\ ¡•er i 
= 8 .3MeVcm- 1 , -(-J1) =УЛ MeV c m - 1 . (3.2) 
\ / coil. 
3.2.2 Bremsstrahlung 
When a charged particle enters the Coulomb field of a nucleus, it will be accelerated 
and hence emit electromagnetic radiation. This process is called bremsstrahlung. 
The direct contribution from the atomic electrons to the acceleration of the incident 
particle will be Z~l times the nuclear one and can be ignored at first instance; it 
has been shown by Wheeler and Lamb [46] that their effect can be accounted for 
by replacing Z2 by Z 2 + Ζ in the final expressions. The electrons, however, have 
a more important indirect influence through their screening of the nuclear charge. 
The probability for an electron to radiate a photon with energy between E' and 
E' + dE' as it travels a distance dx through the absorber is called the differential 
radiation probability Фьгет{Е, E')dE'dx of electrons. The theoretical expression for 
50 Chapter 3. Calor imetry w i th B G O Crystals 
Фьгет can be written as [40]: 
NA dE' 
Ф 6 г е т ( £ , E') dE' = 4ar2e -f Z(Z + 1) - — F(E, v) . (3.3) 
where ν — E'/(E + m
e
c
2 ) is the fractional energy of the photon and F(E,v) a 
slowly varying function of E and ν which takes into account the screening effect of 
the atomic electrons. 
The energy loss by bremsstrahlung is then found by integrating over all possible 
photon energies. The result for a high energy incident electron, assuming full screen­
ing based on the Fermi-Thomas model of the atom, is given by the Bcthe-Heitler 
formula [40, 47]: 
dE\ a W , n , , 
- ) =Aar
e
 — Z(Z
 + l)E 
I brem 
, / 1 8 3 \ 1 
l n
 feJ + 18 
E_ 
X0 
ΤΓ • (3.4) 
The radiation length ΛΌ defined here is a material constant. It is the average distance 
t h a t an electromagnetic particle traverses until its energy is reduced by radiation 
to a factor 1/e times its original value. The radiation length is a convenient unit 
to employ, since also the pair production process is governed by it. In addition, it 
can also be used to compare the energy loss due to collision and bremsstrahlung. 
Radiation losses are dominant for highly energetic tracks while ionization losses are 
the main mechanism at low energies. T h e energy at which the two processes are of 
equal importance is called the critical energy t. Strictly, e is defined as the energy 
loss by collisions in the last radiation length before a particle is stopped. Using the 
equations (3.1) and (3.4) the following approximate value is found: 
650 
Ζ 
MeV (3.5) 
For BGO (Z=65), the value f к 10 MeV is found'. 
At energies around the critical energy, the loss by collision is nearly energy 
independent: 
_ldE\ ^_t_ 
dx J coll Xa 
Combined with eq.(3.4) the approximate ratio: 
ax brem 
dE\ _ E ^ ZE 
dx J ._„ e 650 
(3.6) 
(3.7) 
colt 
is found to be valid, with E expressed in MeV. 
^ог a composite system as the BGO molecule, an effective Ζ is defined as Ze¡j — Σ\ν,Ζ,, 
where the weights W, are determined according to W, = Ρ,Λ,/ΣΡ,Α, with P, the number of atoms 
of component ι and A, the atomic weight of component ι. 
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3.2.3 Delta Rays 
When a collision between an incoming electron or positron and an atomic electron 
results in a large momentum transfer to the atomic electron one speaks of a close 
collision. In these interactions the atomic electron can be considered to be quasi-
free. The differential collision probabilities for an incoming electron and an incoming 
positron were given by Möller [48] and Bhabha [6] respectively: 
®Moller{E, E')dE 
®Bhabha{E, E')dE' 
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(3.9) 
3.2.4 Pair Production 
As mentioned before, the quantity "energy loss" is not meaningful! when discussing 
the interaction of photons with matter. Photons are removed from a beam with 
constant probability per unit of distance travelled. Defining this probability as Φ, a 
beam attenuation can be derived, gh'en by: 
/ = / o c — Φ X (3.10) 
where IQ is the initial photon intensity. The total interaction probability Φ can be 
written as a sum of the partial probabilities: 
^ — ^ р а і г τ ^Compton ' ^ photo (3.11) 
The process of pair production is closely related to bremsstrahlung as can be seen 
from the diagrams in fig.3.1. In the pair production case the quantity Ф
раіг
(Е, E')dE'dx 
л<' 
\ e -
0 
N 
Pair Production 
^ - < r \ e -
0 
N 
Bremsstrahlung 
Figure 3.1: Pair production and bremsstrahlung. The presence of the nucleus is 
required to absorb the recoil momentum. 
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represents the probability for a photon of energy E traversing a distance dx to 
produce a pair, in which the positron2 has a kinetic energy between E' and E' + dE'. 
The theoretical expression is similar to the one for bremsstrahlung [40]: 
TV dE' 
Ф
ра
,
т
(Е,Е') dE' = 4arl -fZ(Z + l)— G(E,v) . (3.12) 
A ~ v ~ ' " ' E' 
Now ν = (E' + m
e
c
2)/E is the fractional positron energy. The only diiTerence with 
the bremsstrahlung formula is in the screening function G(E,v). The total cross 
section follows from an integration over all possible positron energies. For highly 
energetic photons and again assuming full screening, the total reaction probability 
is found to be energy independent [40]: 
Φ
ρ
.,
Γ
 = 4 α Γ
β
2
- ^ Ζ ( Ζ + 1) [I,„(183Z-"V¿ (3.13) 
The probability for pair creation in one radiation length is then approximately 
given as: 
Ρ = Φ,»,, · Xo « 7/9 . (3.14) 
3.2.5 Compton Scattering 
For photons of energy under the pair production threshold, Compton scattering 
dominates the attenuation. The diflerential probability for Compton scattering is 
described by the Klein-Nishina formula [40, 49, 50]: 
Я>сотр{Е,Ь )db =π — Ζ γ-^ 1 +
 І £ E. E 
sin2 θ (3.15) 
where, cissuming an elastic collision, the scattering angle θ is related to the energy 
E' by the Compton formula: 
E' = 
m
c
 + E(l — coso) 
The total interaction probability is obtained by integrating over all energies E' 
(3.16) 
Ф
Сотрі
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3.2.6 Photoelectric Effect 
In general, the photoelectric effect only gives a small contribution. A derivation 
of the cross section for the photoelectric effect was given by Landau and Lifschitz 
[51]. For the highly rclativistic case, the general probability formula for a photon to 
produce an electron with energy E, reduces to: 
2 T h e choice between specifying either the positron or the electron energy is an arbitrary one. 
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Note that this is proportional to Z 5 , so that for high Ζ materials the photoelectric 
effect contribution becomes important at low energies. 
3.2.7 Low Energy Electron-Positron Annihilation 
The electron-positron annihilation is an example of a charged particle interaction 
occuring in a one-shot process. The positrons created in a shower eventually meet 
an electron with which they annihilate and decay into a two photon final state. The 
cross section of the process e+e~ —» 77 was first derived by Dirac [52]: 
NA r2 
with 7 = Ε /τη. For values of 7 > 2 this can be approximated by [53, 54]: 
Φ
α η η ι
( 7 ) « 1 - 6 0 π Γ £ 2 ^ Ζ 7 - 7 / 9 , (3.20) 
from which it follows that the annihilation cross section is mainly important at low 
values of 7, and therefore at low positron energies. 
The contribution of annihilation into a single photon is insignificant; it amounts 
to approximately 3% at 2 GeV [54]. For higher energies its relative contribution 
becomes somewhat more important. However, as shown above, then the electron-
positron annihilation process as a whole becomes negligible. 
3.2.8 Multiple Scattering 
Described above is the energy loss of an electromagnetic particle, as a function of 
its longitudinal position in an absorber, due to either single or multiple collision 
effects. Another collective effect is the change in lateral position of the incoming 
particle. When moving through an absorber a particle undergoes many (usually 
small) direction-changing collisions. Most of these are interactions with the nuclear 
Coulomb field of the absorber atoms. These interactions are referred to as multiple 
Coulomb scattering. 
As a result of multiple scattering the particle, after traversing a distance χ 
through the absorber, undergoes a change in direction and a displacement relative 
to its original path. Assuming that each individual scattering process is described 
by the Coulomb scattering formula, Rossi [40] showed that the mean square spatial 
angle of scattering is given by: 
<φ!> » iï/is *· ' (3·21) 
where E, = у/іж/а m
e
c
2
 = 21.2 MeV. 
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Figure 3.2: Multiple scattering. After a distance χ the electron has changed direction 
by an angle 0 and undergone a displacement y. 
In practice one usually deals with the planar effects of multiple scattering. The 
situation is depicted in fig.3.2, where 9 and у are the projected angle and displace­
ment, respectively. In order to find the distribution of the piojected scattering angle 
θ and the displacement y, Rossi and Gleisen [55] considcied a narrow beam of par­
ticles incident upon a plane of scattering substance. A function P(T,y,0)dydO was 
introduced representing the number of particles at distance χ having a lateral dis­
placement between у and у + dy and a scattering angle between θ and θ + d9. A 
solution of the diffusion equations corresponding to a single incident particle yielded 
P{X,y,0)dydO = 
2>/3 1 4 Ö2 M
 + Zyi)]dyd0. (3.22) 
π ψ°χ' Ф^ χ χ' χ-
2 
By integrating Ρ over all у, the angular distribution Q irrespective of lateral dis­
placement is obtained: 
1 1 Л2 
Q(x,e)dO = exp(-
ф2 
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On the other hand, by integrating Ρ over 0, the ьрасіаі displacement distribution 5 
irrespective of angle is found: 
3y2 
Both functions Q and 5 are Gaussian distiibutions, with means given by: 
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For a particle energy equal to the critical energy of the absorber, the average dis­
placement is proportional to: 
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This lateral deflection is usually expressed in terms of the so-called Molière radius, 
defined as: 
β 
Рм = — λ'ο , (3.28) 
с 
which, in the case of BGO, corresponds to a value of 2.2 cm. The usefulness of 
this variable follows from the fact that transverse shower development in different 
materials scales when expressed in рм-
3.3 Electromagnetic Shower Characteristics 
In the processes of bremsstrahlung and pair production two secondary particles 
emerge for a single incoming particle. The energy of each of these secondaries can 
run up to the energy of the primary particle. Since radiation and pair production 
are the dominating processes at high energy, any absorber placed in an electron 
or photon beam, will yield a multiplication of particles. The result is a so-called 
cascade shower containing thousands of particles. 
In order to understand the response of a calorimeter a good knowledge of the 
shower development is required. It has been found that the basic characteristics 
of a shower can be understood analytically when a number of simplifications are 
introduced (see e.g. Rossi's approximation B) [40]. The full development of showers, 
however, can be tackled with the Monte Carlo technique. 
To understand the "rules of thumb" of an electromagnetic shower the following 
crude model is considered [40, 53]. An electron beam with electrons of energy EQ is 
injected into an infinitely thick piece of absorber material. After one radiation length 
each electron with an energy larger than the critical energy e radiates a photon 
with half the electron energy. After another radiation length the photon in turn 
converts into two electrons of equal energy. The process continues until the electron 
energy is below the critical energy e, whereupon it is stopped shortly thereafter by 
collision loss. This simple model already contains all the basic characteristics of an 
electromagnetic cascade: 
• The shower amplification. In the early part of the shower the number of 
particles grows according to the power law N(t) = 2', where t is the depth in 
the absorber expressed in radiation lengths. 
• The total number of particles. The particle amplification stops when all parti­
cles have an energy e. Therefore, Np — Eo/e particles can in total be created. 
• The depth of the shower. This depth ( i
m a
i ) is given by 2 t m " = Eo/e ; it follows 
that і
т а і
 = \n(E0/t)/ In 2. Thus, the shower depth grows logarithmically with 
the energy of the incoming particle. 
• The intrinsic resolution. Generally, a shower particle contributes to the de­
tected signal only when its energy is above some detector dependent cut-off 
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energy E
c
. Below this energy the shower particle remains undetected. Since 
the total number of particles Np is a statistical quantity it will vary approx­
imately as <T(NP) = y/Np. The total detected energy E is, therefore, equal 
to 
E = Eo- NPEC = E0(l - ^ ) (3.29) 
and will fluctuate according to 
σ(Ε) = JÑPEC = ^Ес ~ ^ Ё . (3.30) 
These fluctuations are usually expressed in the form 
σ(Ε) , E
c
 1 fc_ 
E * y/iy/Ê ~ \[F/ (3.31) 
An estimate of the intrinsic lower limit for the resolution can be obtained by 
setting the cut-off energy to its lowest possible value: the electron mass (0.5 
MeV). Inserting this value and the critical energy of BGO (e = 10.7 MeV), 
one finds 
σ{Ε) 0.5% 
E /я 
(3.32) 
with E expressed in GeV. 
3.4 Simulation 
3.4.1 The Monte Carlo Technique 
In the words of F. James [56] a Monte Carlo technique is any technique making 
use of random numbers to solve a problem. The problem at hand is how physical 
particles created by LEP interact with our detector, or more specifically, how the 
detector response to events of the type e + e _ —·> e + e _ (7) differs from the response 
to other final states of the e + e - annihilation process. 
In the present experiment the Monte Carlo technique is used in two stage. The 
first stage is event generation. Here large numbers of events of all possible reactions 
are generated according to their probability of occurring in LEP. In the second stage, 
the event simulation, the interaction of the final state particles of the generated 
events with the detector components is simulated. Using this technique the detector 
response to generated events can be treated just like real detected LEP events. This 
process is called full detector simulation. Thus in order to study electromagnetic 
showers, a simulation Monte Carlo is needed. The event generating Monte Carlos 
(Generators) are discussed in chapter 6. 
3.4. Simulation 57 
3.4.2 GEANT 
The interaction of final state particles with the detector material is simulated by the 
GEANT [45] program. In this program the particle is tracked through the material 
in a large number of small (user defined) steps. GEANT subdivides all possible 
interactions the particle can undergo into two classes: continuous processes and 
discrete processes. The discrete processes are individually calculated and the final 
states of these interactions immediately replace the incoming track. The continuous 
processes are taken into account by their combined result after traversion of each 
step between discrete processes. 
The continuous processes include multiple scattering, the ionization loss and 
bremsstrahlung with the energy of the secondary particle under a preset threshold. 
This threshold is user defined and should be set as low as possible; a value of 10 
keV turns out be a practiclc lower limit. For even lower values the tracking of a 
particle shower would be too much (computer-) time consuming. Ionization losses 
and low-energy bremsstrahlung are added to produce an overall energy loss. 
The discrete processes are simulated as follows. At the beginning of a track 
the mean free path (A) of the particle is calculated from the material constants 
and particle energy. The probability for a particle to undergo an interaction after 
traversing a distance χ is: 
P{x) = l - e - * . (3.33) 
Therefore, the total number of mean free path-lenghts a given particle will traverse 
before it interacts can be generated according 
Т л = - 1п(Д) , (3.34) 
where R is a random number generated in the domain (0,1 ). During tracking through 
the medium, the value for N\ is updated after each step Δχ according to: 
Δ ι 
7VA - N'x = У Л - — . (3.35) A(x) 
An interaction is triggered as soon as N\ reaches zero . If the particle survives the 
reaction, the step length N\ is calculated anew and the sequence repeated. 
The above algorithm is applied to all discrete interaction mechanisms. For each 
of these interactions the step length N\ is calculated separately. The first step 
counter N\ to reach zero causes an interaction of the corresponding type. 
After each step Δ ι the continuous energy loss over that step is calculated from: 
Δ £ = ( f ) Δ , . (3.36) 
This energy is then deposited as a "hit" at its actual position in the detector. For 
each particle in the shower this process is repeated until its energy reaches the 
threshold value of 10 keV. 
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Another continuous effect that is taken into account is the change of direction 
θ and the displacement y of the particle, resulting from multiple scattering after 
traversing the step Δ χ . As discussed in section 3.2.8, the distributions for θ irre­
spective of y, and y irrespective of θ are Gaussian. In practice, however, one wants to 
determine both the angle and the displacement for a particle and, therefore, needs to 
find the displacement y given a certain value of Θ. This distribution is not Gaussian. 
However in [45] it is shown that when using the variables 
и = ^ - i V 5 - (3.37) 
θ
 (3.38) 
ν — 
<re 
the function P(x,y, Θ) factorizes into Pi(u)-P2(v), such that и and ν can be generated 
independently. In practice, two random numbers R
v
 and ñu are generated, each 
according to a Gaussian with unit standard deviation. From these, the angle θ and 
the displacement у are obtained as 
θ = -=R
v
O
s
x 
1/2 
5 ^ + >- r
3/2 
(3.39) 
(3.40) 
3.4.3 Shower Simulation in BGO 
The shape of electromagnetic showers has been studied extensively [40, 54, 57]. We 
have simulated the electron showers in BGO material with the G E A N T program, 
treating each of the interaction mechanisms as discussed before. The medium in 
which the shower is simulated is a large block of BGO material, 40 XQ long and 4 рм 
wide, large enough to neglect energy losses due to leakage. The relevant quantities 
for BGO are given in table 3.1 where they are compared with the characteristics of 
Nal and Lead-glass. 
Material 
BGO 
Nal 
Lead glass 
XQ (cm) 
1.12 cm 
2.59 cm 
2.36 cm 
Рм (cm) 
2.20 cm 
4.39 cm 
4.24 cm 
t (MeV) 
10.7 MeV 
12.5 MeV 
11.8 MeV 
σ(Ε)/Ε GeV"1 
0.5%/Я1/2 
om/E1'4 
Table 3.1: BGO characteristics. 
T h e size of the cross section of each of the discretely simulated processes as well 
as the amount of continuous energy loss is depicted in fig.3.3. T h e cross sections in 
this plot are expressed in terms of the quantity: 
(3.41) 
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Figure 3.3: The physical processes as they are used in GEANT for BGO m func­
tion of the incident particle energy. A) The photon cross sections: pair production, 
Compton scattering and the photoelectric effect. B) The electron processes that are 
discretely simulated: high energy bremsstrahlung, Bhabha scattenng, Moller scatter­
ing and positron annihilation. C) The energy losses due to the ionization and the 
low energy photon part of bremsstrahlung. 
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Eo (GeV) 
0.20 
1.00 
10.0 
50.0 
a 
1.162 
2.129 
3.142 
3.928 
Ò 
0.420 
0.463 
0.467 
0.468 
tmax 
2.767 
4.602 
6.727 
8.390 
Table 3.2: Longitudinal shower parametnzation. 
which relates to the mean free path Λ as: 
λ = 1/Σ . (3.42) 
The shape of the shower is studied for four different energy values; at each energy 
1000 events are generated. The properties of the resulting showers are shown in 
fig.3.4. 
Longitudinal Shower Shape 
The longitudinal shower shape can be parametrized as [57]: 
dE ba+ï
 a 
with 
b = a/tmax 
t = X/XQ • 
The fitted parameters are given in table 3.2. The parameter <
т о г
 is the depth in 
the material at the position of the shower maximum. The value of i
m o l can be 
parametrized as: 
¿max = 4.420 + 1 . 0 1 4 In E . (3 .44) 
It is indeed seen to scale logarithmically with the energy of the incoming particle as 
expected on the basis of the simple model discussed in section 3.1. The parameter 6 
specifies the exponential tail of the shower and is approximately energy independent. 
Lateral Shower Shape 
The lateral shape of the shower is mainly determined by multiple scattering. As 
discussed above (eq. 3.21) the average change of the multiple scattering angle is 
inversely proportional to incident particle's energy. On the other hand, in order to 
contribute to the lateral spread of the shower, the electron needs an energy large 
enough to travel away from the center of the shower. On average, the maximum 
(3.43) 
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Figure 3 4 Properties of BGO Showers as generated by GEANT 
A) The energy deposition as function of the depth in BGO in radiation lengths XQ, 
for showers of 0 2, 1, 10 and 50 GeV, respectively 
B) The radial shower development in Moliere radii рм, the curve shown is found to 
be energy independent 
The results are given on a linear as well as on a logarithmic scale 
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energy of an electron that does not radiate is given by the critical energy t. The 
typical displacement related to such an electron after traversing a distance χ of 
material is governed by the Molière radius (see eq. 3.27). In fig.3.4 the lateral 
shower distribution is plotted as function of this radius. Two things can be noted: 
• On a logarithmic scale the distribution consists of two components. The main 
component, multiple scattering, contributes to the central part of the shower. 
In the tails of the shower, however, most of the energy spread is caused by 
low energy photons radiated by electrons emitted away from the shower axis. 
These photons have a long mean free path and can therefore carry energy over 
large distances. The shower shape can be parametrized by: 
^- = Eo (3.18e-6 5T/PM + O-Sle-^") , (3.45) 
dr 
• The lateral shape expressed in Molière radii is scale invariant for the energies 
considered. This has the important consequence that when analyzing lateral 
shower developments, the same analysis can be applied to all incoming parti-
cles, irrespective of their energy. 
Leakage Fluctuations 
The showers discussed above were simulated in a large (40 XQ) piece of BGO, which 
for all practical applications can be considered as infinitely large; thus the Monte 
Carlo showers are completely contained in the material. The BGO crystals used in 
the L3 detector, however, have a length of 22 XQ or 24 cm. In this case, part of the 
energy will leak out of the crystals. This leakage has been simulated for 500 showers 
ranging in energy from 1 GeV to 50 GeV. The distribution of the fraction of energy 
"leaking" out of the crystals is asymmetric; it contains a long tail caused by the 
relatively rare occurrences of a large energy leakage. This is the so-called Landau 
tail. After fitting the data with a Landau curve (i.e. a Gaussian corrected for the 
Landau fluctuations) the resulting values for the energy leakage and the leakage 
fluctuation are shown in fig.3.5. Routinely the widths of these Landau curves are 
taken as the fuli-wtdth-half-maximum (FWHAfj of the distribution divided by 2.36. 
The average longitudinal energy leakage can be parametrized as: 
^ - = 0.0040 ln(l + 0.20 Eo) , (3.46) 
Eo 
while the fluctuations can be described by: 
^ | £ 2 * = 0 . 2 0 - J % t . (3.47) 
EQ y EQ 
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Figure 3.5: Average shower leakage and leakage fluctuations in BGO beyond 22 
radiation lengths. 
In Ζ/3 the average leakage is corrected for in the detector calibration procedure (see 
chapter 5). However event-to-event fluctuations in the leakage cannot be compen­
sated and just decrease the energy resolution of the detector. 
In a finite absorber also lateral energy leakage occurs, again with fluctuations; 
however these fluctuations are smaller than the longitudinal ones [33]. Moreover 
they are less important since in the ¿з BGO detector the particles leaking through 
a (lateral) crystal-side are detected by the neighbouring crystals. 
3.5 Position Measurement with B G O Crystals 
3.5.1 The Set-up 
To simulate properties of the BGO crystals as they are used in the Ь
э
 detector, an 
array of 5 by 5 crystals of 22 radiation lengths is defined with the GEANT program. 
Using this matrix, showers are studied as they are initiated by electrons, positrons 
and photons from c+e~ —» e+e~(^) events. The geometry of this setup and an 
example of such a shower is displayed in fig.3.6. In the simulation all crystals arc of 
identical size and all point to an origin 48 cm away from the matrix front. From this 
point (the "vertex") a total of 5000 Bhabha events are generated with the ВЛВЛМС 
program [58] at an energy y/s = 91.16 GeV. The electron or positron emerging from 
the Bhabha interaction is injected into the central crystal of the matrix at a randomly 
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chosen impact point. In addition, a high energy photon is allowed to emerge from 
the interaction region and may enter the crystal matrix at an arbitrary point. The 
simulation includes the effect of a magnetic field of 0.5 Tesla, bending the electron 
away from the photon. The setup is used to study the precision of the position 
measurement of a Bhabha electron or positron. 
, = 22 X. 
e 
->-
2 cm I 
Figure 3.6: Electron shower in a 5 χ 5 BGO crystal matrix. 
3.5.2 The Method 
In order to analyse the data, a crystal coordinate system and three matrix energy 
sums, a sum-of-25 (Σ25), a sum-of-9 (Σ9) and a sum-of-5 (Σ5) are defined as shown 
in fig.3.7. These energy sums arc also used in the analysis of the real LEP data. 
The main quantity used to determine the position of impact of an incoming particle 
is the "center of gravity", defined as: 
y _ 
л
сд — 
E, Etxt 
Σ, ζ. 
Ус9 = 
Σ, E,y, 
Σ, у, 
(3.48) 
where the sum extends over the crystal array considered (25, 9 or 5 crystals). The 
algorithm to reconstruct the true impact point is based on two assumptions: 
• The center of gravity, although not being the true impact point, is accurately 
related to it. In other words, the true impact coordinates Xtn and Ym can be 
expressed as a monotonous function of their center of gravity counterparts XCg 
and Y
cg. 
• The sample of all actual impact points of the tracks shows a distribution of 
uniform density when mapped onto the crystal coordinate system. 
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Figure 3.7: Definition of crystal coordinate system and Σ25, Σ9 and Σ5. 
The first assumption is verified by the Monte Carlo results shown in fig.3.8 
where the center of gravity components X
cg and Ycg are plotted as function of the 
true impact point components Xin and Ytn. The second assumption is certainly true 
for our Monte Carlo events since the point of impact is randomly generated. For 
real LEP data the second assumption is not a priori true since the cross section for 
Bhabha events is not uniform in the polar angle 0, This effect will cause a shift in 
the mean value of the center of gravity distribution, introducing in principle a bias 
in the method. As will be seen in chapter 5 this effect is however negligible. 
The impact point of each track is reconstructed as follows. The measured center 
of gravity components for all tracks are ordered in size. The lowest XCg component 
is given the value X
rec
 = —1.0, the highest one X
rec
 = 1.0. All other values are 
distributed in ascending XCg order at points equidistant over the crystal. The same 
algorithm is applied for the у coordinate. This way three impact points are calcu­
lated for each shower, belonging to the sum of 25, 9 and 5 crystals, respectively. 
In fig.3.8 the reconstructed impact point components (A'reci Утес) are plotted versus 
the true impact point (Xtn,Yln). Almost all points are seen to fall on the lines 
X
rec
 = Xin and Yrec = Ym demonstrating that the reconstructed impact point is a 
good approximation for the true impact point. 
3.5.3 Precision of the Impact Point Measurement 
The accuracy of the method is related to the intrinsic precision of the center of 
gravity used as a measure for the impact point. In order to find this precision we 
can look at the spread of the difference between the reconstructed and true impact 
point. The resulting distribution is fitted with a Gaussian; the standard deviation 
of this Gaussian is used as a measure for the precision. In order to trace its variation 
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X-coordinate Y—coordinate 
Figure 3.8: Monte Cai-lo impact point determmations with the center of gravity 
method. 
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over the crystal face, the central crystal is subdivided into 21 bins in χ and 21 bins 
in y. For each of these bins the precision, as defined above, is plotted in fig.3.9, 
again using the 25, 9 and 5 crystal matrices, respectively. One observes t h a t the 
highest precision is obtained near the edge of the crystal, where the center of gravity 
is sensitive to a small change in impact point; the precision becomes worse as the 
point of impact nears the center. (This behaviour could already have been guessed 
from the "snake-plots" in fig.3.8, where the curve is more sharply defined at the 
edges than in the centre of the crystal). 
From these Monte Carlo fits the following overall numbers arc obtained as upper 
limits for the precision of the method: 
σ < 0.65 m m using the Σ25 or Σ 9 matrix, 
σ < 0.85 mm using the Σ5 matrix. 
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Figure 3.9: Precision of impact point determination with the center of gravity algo­
rithm using the GEANT Monte Carlo. 

Chapter 4 
Data Acquisition System 
An elementary particle of high energy entering a BGO crystal gradually deposits 
its energy by developing a particle shower. Because of the scintillating properties 
of BGO a light pulse proportional to the energy loss occurs inside the crystal. It is 
the task of the readout system to accurately measure this light signal in all of the 
11360 crystals and to process these data into a logical event. 
In this chapter a detailed description of the BGO part of the ¿3 data acquisition 
(DAQ) system is given. Although the data acquisition forms a crucial link between 
interactions of elementary particles and their observation, the less technically minded 
reader can skip this chapter with little or no loss of continuity. 
The chapter starts with an overview of the hierarchy of the system. Subsequently 
the readout system will be followed the way an event does: first the front-end 
electronics, i.e. the analog part of the circuitry, then the levels -1 , -2, -3 and, finally, 
the level-4 of digital data collection system. 
4.1 Organization of the readout 
The BGO barrel, endcaps and luminosity monitor comprise of a total of 11360 crys-
tals, each with an independent readout channel. The scintillation light is measured 
by two silicon photodiodes, each with an 1.5 cm2 active surface, glued to the rear 
side of the crystals. Since a photodiode has no internal amplification (there is only 
one electron-hole pair produced for every detected photon), an additional low noise 
preamplifier is needed. These preamplifiers are installed on a board mounted a few 
centimeters behind the crystals. Each board contains the preamps for one crystal 
row in θ (24 crystals). 
The output signal of the preamp is к, 50 /¿V/MeV and is digitized on specially 
designed ADC cards [26]. To keep the system compact and the losses low, the 
digitization is done inside the L3 detector. The ADC cards are mounted 3 meters 
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Figure 4.1: Schematic overview of the data acquisition system. 
4.1. Organization of the readout 71 
away from the crystals, just outside the hadron calorimeter. This way no analog 
preamplifier signal travels more than a few meters and a considerable amount of 
cable space is saved by sending digital signals serially to the upper readout levels. 
Each ADC card contains 12 ADC channels. All cards are mounted in boxes carrying 
20 ADC cards for the BGO barrel and 8 for the endcap detector. Each of the 
preamp and ADC boards contain a hardware identification specified by the value 
of respectively 2 and 3 resistors. These resistor values can be read out by the data 
acquisition system to check if everything is wired correctly. 
A schematic view of the DAQ-system is given in fig.4.1. It shows the path a 
signal undergoes from scintillation in the BGO to digitization on magnetic tape. 
The system is driven by the run control program. This program runs on a VAX 
8800 computer. It writes the collected data onto tape and provides monitoring. 
The run control communicates with a FASTBUS based acquisition system, which 
collects the data from all subdetectors and builds it into a logical event. Below the 
Í/3 fastbus each subdetector has its own data collection tree. 
The BGO data collection system consists of four readout levels. The lowest level, 
level-1, is formed by the ADC boards containing the analog front-end electronics and 
the single chip microcomputers that perform the digitization. The level-1 channels 
are organized in token ring networks of 60 (barrel), 48 (endcap) or 38 (luminosity) 
crystals and are read out by a level-2 computer. The level-2 is a single board 
Motorola 68010 in a VME crate, located more than 100 meters away in the counting 
room. A VME crate contains sixteen level-2 modules and is controlled by a level-3 
computer, the VME crate controller. There are 13 of these crates, including those 
for the BGO barrel and endcaps and the luminosity monitor. Each level-3 computer 
gets the data from the level-2 over the VME crate databus and sends it to the level-
4 system by a VME to VME link. The level-4 collects the data from all crates in 
First-In First-Out (FIFO) memory buffers and sends it to a FASTBUS memory in 
the main L3 data acquisition system. 
The system is built flexible in order to allow data collection during different run 
types. These run types are: 
• The LEP beam data taking run, i.e. the standard run type: The signal in the 
BGO is created by the particles produced in a LEP collision (or their decay 
products). 
• The pedestal run: The BGO crystals are read out while there is no signal (i.e. 
no light creation) present. The resulting values are called the pedestal. They 
need to be subtracted from any real signal during LEP runs or calibration 
runs. 
• The cosmic calibration run: Cosmic muons traverse BGO crystals and deposit 
an energy according to the minimum ionization level. Using the information of 
the L3 muon chambers the path length in the BGO crystal can be calculated 
and the BGO crystals calibrated. 
72 Chapter 4. Data Acquisition System 
• The xenon calibration run: A well known amount of light is injected into each 
crystal using a xenon light flasher. The resulting signal is used to calibrate 
the crystal. 
• The Lumi-LED run: Like in xenon runs a known amount of light is injected 
into the BGO crystals. In this case the light source is a yellow light emitting 
diode. This run type is used in order to monitor the radiation damage and 
the recovery of the BGO crystals in the luminosity monitor. 
4.2 Front-End Electronics 
At the front-end the electronics deals with analog signals; to a large extent it is 
these electronics that determine the performance of the detector. Three steps can 
be distinguished. Firstly the generation of an electric signal, then the acquisition 
including the amplification and the shaping of the pulse, and finally its digitiza-
tion. After completion of these three steps the data collection phase is entered. A 
schematic view of the front-end electronics chain is given in fig.4.2. 
Photodiode Preomp Pole Zero Front-End Integrator Sample/Hold 
Puls+e Shoper Amplifier 
Figure 4.2: Schematic view of the front-end electronics. 
Pulse generation 
Only a small percentage of the energy of an incident particle is converted into 
scintillation light. Because of the high refractive index of BGO (n=2.13) most of 
this light will remain trapped inside the crystal. The number of photons that reach 
the back of a BGO crystal is about 1400 per MeV incident energy and cm2 surface. 
The readout system must be able to read out this signal with a precision that 
does not limit the accuracy of the detector. This is translated into the demand that 
the electronic non-linearity should be less than 0.1% over a range from 1 MeV to 100 
GeV. Furthermore, it is required that the noise is less than an equivalent particle 
energy of 1 MeV per channel. 
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In general the most accurate way of quantifying an amount of light is by the use 
of photomultipliers. In our case however, this is very impractical: 
• The system must be able to operate in a 0.5 Tesla magnetic field. Photomul-
tipliers would therefore need shielding. 
• Although photomultipliers are very accurate, fluctuations in the gain require 
a substantial overhead of electronics for gain stabilization. 
• Photomultipliers are sizeable and require too much space in a compact detec-
tor. 
• It is not easy to make a good optical coupling between a photomultiplier and 
a BGO crystal surface. 
An alternative is the use of a solid s tate device, a silicon photodiode. Such a 
photodiode consists of a very thin (AÍ 0.2 μτη) η-type silicon layer on the B G O side 
and a p-type layer on the other side. Under a reverse bias voltage of 15 Volts a 
depletion layer is formed that covers nearly t h e full size of the diode (100 μηπ). A 
photon that is absorbed in the depletion layer creates an electron-hole pair that will 
drift in the electric field, thus creating a photocurrent. 
Two Hamamatsu S2662 photodiodes with 1.5 cm 2 surface each are glued to the 
rear end of every crystal. T h e glue is made of high refractive index material to get 
optimal optical coupling of the BGO crystals to the photodiode. As shown in fig.4.3 
the spectral sensitivity of the photodiode is well matched to the BGO luminescence 
range. The quantum efficiency for detecting a photon is about 70%. Contrary to a 
photomultiplier, a photodiode has no internal amplification, since only one electron-
positron pair is created for each absorbed photon. Since the output signal is typically 
only 1400 electrons per MeV incident energy, an accurate amplifier is required. 
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Figure 4.3: The emission spectrum of BGO and the photodiode quantum efficiency. 
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Acquis i t ion 
The pre-amplifier used is of the charge sensitive type and uses a Toshiba 2SK147 
F E T in the input stage. As a particle enters the BGO crystal, the photodiode 
output pulse will follow the BGO luminescence. Tha t means that the pulse will 
have a rapid rise time of a few ns, and a ( temperature dependent) decay of ± 350 
ns. This signal charges the capacitor Cp and as a result the output voltage of the 
preamp steps by Vp = Q / C p . The capacitance is chosen to be 4 pF so that the 
output voltage is 50 /¿V/MeV. The feedback resistor provides stable biasing and is 
chosen to be very large: Rp = 200 Mil , in order to keep the thermal noise (~ 1/Rp) 
low. As the capacitor discharges over the resistance, the output voltage decays with 
a time constant τ — RpCp — 800 μβ. The linearity of the preamps is tested to be 
better than 0.1% [59]. 
T h e preamp output signal is carried over 3 meters to the level-1 electronics, the 
ADC boards. Here it is fed into a shaping circuit, consisting of a 'pole-zero' and an 
RC network. The pole-zero has a time constant matched to the one of t h e preamp; 
its purpose is to cancel the long exponential tail of the signal, thus removing the 
low frequency noise components. This implies no loss of information, since all the 
information is contained in the height of the signal. With a final RC-chain the steep 
initial rise of the signal is rounded off in order to prevent non-linearities. As a result 
the tail now only has a time constant of 1.2 μ$. 
Digi t i zat ion 
The shaped signal is used for two purposes: it is sent to the L3 energy trigger and 
it is digitized and processed by the BGO data acquisition. Since not every BGO 
crystal has the same light response for a given amount of deposited energy, the signal 
to the trigger is multiplied by an adjustable gain. This gain is set after calibration 
of all channels in the test beam. The analog sum of 30 crystals (a matrix of 6 by 
5) is made and sent to the trigger electronics. Based on this information and the 
level-1 information of the other sub-detectors the trigger decides whether to accept 
or reject the event. If the event is accepted, a signal (the L3ACCEPT) is sent to all 
sub-detectors before the next beam crossing occurs (after 22 /is). 
Digitization of the analog signal takes about 220 /is. Therefore, t h e preamp 
pulse must be converted into a stable DC voltage before digitization can be done. 
This is obtained by integrating the pole zero output signal over a fixed time of 5 / ÍS. 
Since the time constant of the pulse is 1.2 μ$ the integration captures Ä 9 8 . 5 % of 
the signal. The resulting voltage is held until digitization is finished. The integrator 
is resettable; this means that the digitization is only executed in case the event is 
accepted by the level-1 trigger. Usually this is not the case; then the integrator is 
reset and the "Sample/Hold" signal switched to Sample in order to be ready for 
the next beam crossing, 22 μβ later. The timing of the integrator and Sample/Hold 
signals is discussed in the level-1 section. 
Since good precision is required on a wide dynamic range of signals, high and low 
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Figure 4.4: The level-1 ADC circuit. 
energy signals are treated separately. In the low energy chain signals are multiplied 
by a factor 32 before they are integrated, improving the accuracy of digitization for 
small signals. The high energy signals are integrated in a separate chain having a 
gain equal to 1. Л general scheme of the ADC circuitry is shown in fig.4.4. 
Apart from the initial amplification the high and low energy circuitry is identical. 
In both channels the current pulses are converted to DC voltages by the integrator 
and Sample/Hold. These DC voltages represent the energy deposition in a crystal. 
To obtain an accurate digitization over a wide range of voltage levels, an amplifier 
comparator network is used. The voltage is multiplied twice by a factor 4, and 
compared with a preset voltage before and after the first multiplication and after 
the second multiplication. Thus, in total there are 6 comparators: 3 for the low 
energy channel, and 3 for the high energy channel. The result (1 or 0) of each 
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1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
+ 15 Volt supply 
-12 Volt supply 
preamp ID resistor 1 
preamp ID resistor 2 
ADC ID resistor 1 
ADC ID resistor 2 
ADC ID lesistor 3 
temperature sensor 
temperature sensor 
temperature sensor 
-15 Volt supply 
+5 Volt supply 
Table 4.1: Comparator 7 readings. 
comparator is presented to the level-1 micro-computer. It is the task of the level-1 
program to choose the best comparator and to digitize the signal selected. It also 
provides the correct reference voltage at start-up time. 
Besides the 6 comparator signals mentioned above, 2 additional ones are pro-
vided. One of these (comparator 8) monitors the photodiode leakage current. The 
other (comparator 7) provides the so-called special reading. This special reading is 
multi-purpose. Each of the 12 ADCs on an ADC board is wired to provide specific 
information; the assignment of each channel is given in table 4 1. Channels 1, 2, 11 
and 12 monitor the power voltages, channels 3 to 7 provide the preamp and ADC 
board identification and channels 8, 9 and 10 read the temperatures from the sensors 
mounted on the crystals. Because of the presence of temperature values, an event 
with special readings is also called a temperature event. During normal data-taking 
temperature events are taken every 1000 events. This means that every 1000-th 
event contains a reading from comparator 7 in addition to the regular BGO data. 
4.3 Level-1 
Level-l is the lowest level in the data collection system. A single chip Hitachi 6305 
microcomputer controls the digitization of the BGO signal. Specifically the level-1 
computer chooses the appropriate comparator signal and performs the digitization 
by a successive approximation method. As mentioned above the level-1 CPUs are 
organized in token ring networks of 60 level-Is. Each ring is controlled by a master 
microcomputer: the level-2. 
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4.3.1 The Token Ring Network 
The name "token ring" refers to the communication protocol. When communication 
starts, level-2 sends out a control signal (the token) to the first level-1. This level-1 
keeps the token while it communicates to the master by handshake control, but 
passes the token to the next level-1 when it is finished. After the token has returned 
to level-2, the latter will pass a "token clear" signal through the ring to reset the 
token lines. The reason for using a token passing ring network is that it allows the 
implementation of a so-called "sparse-scan" run mode, a run during which only hit 
crystals are read out while empty channels are skipped. During normal data-taking 
this reduces the amount of data by at least a factor of 5. A further advantage of 
such a network is tha t 60 level-1 CPUs share common data lines and the number of 
control signals is very low. The communication protocol is shown for an arbitrary 
level-1 in fig.4.5. 
4.3.2 The Level-1 Processes 
Rese t 
A level-1 microcomputer is always initialized by a hardware reset. It then waits for 
the token to be sent into the ring by the level-2 master. When the token arrives 
the start-up mode word is "handshaken in". With this word level-2 informs level-1 
about the kind of action it should take. This can be to start a data run or to perform 
one of various available test routines (e.g. to check the performance of level-1 or the 
communication in the token ring). If a real run has been started, level-1 will first 
acknowledge to the master that the message has been accepted and next start the 
initialization sequence of the data-mode. 
D a t a m o d e Init ia l izat ion 
During initialization of the datamode, level-1 expects 7 bytes of information from 
level-2. These words are given in table 4.2. 
The at tenuation byte (ATTEN) is used to set the 8 bit DAC (DAC888) which 
reduces the analog sum signal by a known number. The offset values are added to 
the integrated preamp signal so that the pedestal values can be adjusted on every 
level-1 circuit. The threshold values are used in a "sparse scan" run. In such a run, 
level-1 sends up only data when the digitized signal is larger than the downloaded 
threshold value, thus ensuring that only the active part of the detector is read out 
when an event occurs. The sparse scan run type is used during physics runs. During 
normal data-taking approximately 10% to 20% of the channels yield data . During 
pedestal runs all channels are read out. All information concerning the kind of run 
that is about to begin, is masked in the DATMODE word. 
Together with the sparse scan option, the run can be of either one of the following 
types: 
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BYTE 
ADDRESS 
OFFSMS 
OFFSLS 
ATTEN 
THRSHMS 
THRSHLS 
DATMODE 
Meaning 
The address of the level-1 
Most significant byte of integrator offset 
Least significant byte of integrator offset 
Setting of the analog sum attenuation 
Most significant byte of threshold setting 
Least significant byte of threshold setting 
Datamode information on the kind of run 
Table 4.2: Datamode initialization bytes. 
• ONCE : Every event is read out once. The comparator used is the most 
sensitive one of those that have less than 7/8 of full scale reading of the ADC. 
• TWICE : The event is read out twice using the same comparator. 
• BUMP : Digitization is performed on two different comparators. The first 
reading uses the most sensitive, none full scale comparator, while the second 
digitization uses the next less sensitive comparator. The BUMP mode is used 
in order to intercalibrate the various comparator channels. 
• TRUMP : As in the BUMP mode two different comparators are used. The 
first comparator is again the most sensitive one of those with less than 7/8 of 
the full scale, but the second reading is from comparator 4. This mode is used 
when taking the pedestals of the HIGH and LOW readout chains. 
The BUMP and TRUMP run modes are very important during calibration runs, 
as the gains between various comparator channels can be measured. The BUMP 
mode is mostly used during beam calibiation runs and the TRUMP mode primarily 
in Xenon calibration runs. 
Data-taking 
After the data-mode is initialized the interrupts are enabled and the system is ready 
to go. When an interrupt occurs, i.e. when the L3 trigger accepts an event, all 
level-1 processors start the digitization sequence. First, level-1 will set a busy signal 
so that further events are inhibited; during digitization the BGO detector is in dead 
time. 
The digitization is done as follows. First, the 12 bit DAC312 providing the 
comparator reference signal is set to the hexadecimal number £00 (7/8 of full scale: 
FFF). Then level-1 selects the most sensitive comparator which has not been 
set, i.e. the largest signal smaller than the reference signal. Next, a digit-by-digit 
approximation of the data signal is made. In this way a 12 bit digitization is achieved 
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comparator 
1 
2 
3 
4 
5 
6 
channel 
low 
low 
low 
high 
high 
high 
gain 
512 
128 
32 
16 
4 
1 
full scale 
19.52 mV 
78.11 mV 
312.42 mV 
624.84 mV 
2499.39 mV 
9997.56 mV 
least count 
0.43 /iV 
1.71 μΥ 
3.42 μΥ 
13.67 / ÍV 
54.69 μΥ 
250 μΥ 
Table 4.3: comparator conversion numbers. 
in 12 steps. The comparator number is saved together with the ADC. With this 
information the voltage from the preamplifier, (and thus the energy deposited in 
BGO) can be calculated. Table 4.3 gives the conversion factors for each comparator. 
T h e total dynamical range of the ADC is 2 9 (obtained with comparators) times 2 1 2 
(obtained from the ADC) yielding 2 2 1 or 2 · 107. This is equivalent with an energy 
range from 100 keV to 200 GeV. 
As mentioned before the digitization process takes 220 /ÍS. The result of the 
digitization consists of 2 bytes of data stored in the level-1 FIFO buffer. After 
completion of the digitization the busy signal is released and the detector is ready 
to accept new events. 
The level-1 FIFO buffer can hold a maximum of 41 events. As long as this buffer 
is not full, level-1 sends up its da ta to level-2 as a background process, thus causing 
no detector dead time. In this process each level-1 CPU checks its FIFO for data. It 
then waites until the token in the ring arrives and then sends up the event to level-2 
and passes the token to the next level-1. 
A level-1 event consists of 3 or 5 bytes, depending on the run-type in operation 
(single or double reading). The first byte always contains the address of the level-
1 processor so tha t later the location in the detector can be retrieved. The two 
following bytes contain the digitization information. The first four bits (nibble) of 
the first byte contain the comparator number, and the remaining 12 bits contain 
the ADC value. In addition to the physics information the very first bit of every 
dataword is used to validate the data. This bit is set such that the total number of 
bits in this dataword (called the parity) is odd. By checking the overall parity at a 
later stage (e.g. in an online monitoring program, or in an offline analysis program) 
errors in the datatransfer can be traced. 
4.3.3 Level-1 Timing 
In order to capture signals from the BGO various timing signals are required. In 
the analog part of the level-1 electronics the basic period of time is the length of 
the integration of the preamp signal. The integration time of this signal should be 
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of fixed length as fluctuations deteriorate the energy resolution. Six points in time 
can be distinguished in an operation cycle of the Ievel-1 electronics. These are: 
• to, also called MARK: At this time the bunch crossing occurs. It flags that 
detection of an event can take place in the BGO. 
• tEOR) the End-Of-Reset: At this time the integrator stops the reset period and 
starts integrating the signal from the photodiode. This signal occurs a few /zs 
before MARK. 
• tEOH) the End-Of-IIold: At this time the Sample/Hold switches to Sample and 
the output of the integrator is tracked. 
• tBoib the Begin-Of-Hold: At this time the tracking of the integrator is stopped; 
this occurs exactly 5 μβ after MARK. The current DC voltage level is held for 
digitization for the case a trigger signal arrives. 
• teoEb the Begin-Of-Reset: At this time the integrator is cleared to be ready 
for the next event; IBOR occurs 500 ns after tuoii· 
• txRiGi also called TRIG: At this time the trigger signal arrives. The occurence 
of the TRIG is not fixed. If the trigger signal arrives before ΪΕΟΗ> then the Hold 
to Sample transition is not effectuated, the signal is held and the digitization 
sequence commences. The detector is now in dead time for at least 220/is. 
During most cycles the TRIG signal will not arrive, since not every bunch 
crossing is triggered. In that case the integrator switches to Sample in order 
to track the signal related to the following bunch crossing. 
All the above time signals are generated by a dedicated timing system installed 
in the counting room. This system is discussed in section 4.6. 
Different kinds of run require different trigger and timing systems. The situation 
described above applies to LEP beam data-taking. The following two basic trigger 
modes can be distinguished: 
• Global running: the trigger signal is generated by the L3 trigger system, the 
trigger for normal LEP data-taking. 
• Local running: the trigger is internally generated by BGO, as e.g. in BGO 
pedestal runs. 
Besides the trigger modes there are two basic timing modes: 
• Synchronous running: possible events can only occur at a fixed time; i.e. 
when there is a bunch crossing. As such, the reference signal MARK and the 
Reset and Sample/Hold transitions always occur at fixed times. Examples are 
normal data-taking and pedestal runs. 
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A) Synchronous Timing 
MARK JL 
~l 
TRIG 
B) Asynchronous Timing 
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Figure 4.6: Timing signals for A) synchronous running and B) asynchronous run­
ning. The logic levels II and S denote the "Hold" and ''Sample" states of the sam­
ple/hold switch, R and I are the "Reset" and "Integrate" states of the integrating 
circuit. 
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• Asynchronous running: the occurrence of an event in the detector is not known 
a priori. T h e MARK signal is not used; events may occur at any point within 
a time window called the Tg
a
te· An external signal (EXT) must be fed into 
the system to indicate that an event has occurred. The calibration runs in the 
testbeams, where an event is triggered by an array of scintillators and wire 
chambers, are an example of this mode of operation. Runs taken with the 
Xenon light flasher are another example. 
The basic timing signals are shown for both synchronous and asynchronous runs 
in fig.4.6. In both cases, the time difference between the occurrence of the event 
(MARK or EXT) and the Sample to Hold transition is fixed (5 μβ). This t ime 
difference is the signal integration time. Note however, that the total or pedestal 
integration time is not fixed in asynchronous runs. In the latter case the pedestal 
contribution to the reading depends on the exact moment of occurrence of E X T 
inside the T g a t e . 
4.4 Level-2 
The level-2 computer is a commercial Mizar 8115 micro-computer using a Motorola 
MC68010 C P U . Sixteen level-2 modules are installed in a VME crate controlled by 
a level-3, the master of the crate. T h e Mizar modules are half height VME boards. 
The lower half of the level-2 boards is formed by the driver-receivers, interfaced to the 
Mizar 8115 through a side connector. The driver-receivers transform the standard 
level-2 T T L logic signals into T T L differential signals that can be t ransmitted over 
long multiconductor cables ( « 100 m) to the level-1 rings in the experiment. At the 
end of these cables a matching pair of driver-receivers is installed translating the 
signals back to the standard logic used on the level-1 boards. 
The level-2 controls a token ring of up to 60 level-1 processors. It uses the 
communication protocol as described above in the level-1 section. To see if any of 
the level-1 channels has data, level-2 sends out a token. If the token returns, no 
level-1 in the ring has data. If the token does not return, at least one level-1 has 
something to say and level-2 starts reading out. Every level-1 that has d a t a will send 
up 3 (single reading) or 5 (double reading) bytes of data. T h e first byte contains 
the address of the level-1, the second and the third contain the ADC digitization 
and comparator number. 
The address of the level-1 is used to calculate the theta and phi position of the 
crystal. Before data-taking a map is downloaded that converts a (level-3, level-
2, level-1) identification sequence into a (theta,phi) number of the crystal in the 
detector. Optionally, level-2 can replace the level-1 address by this t h e t a and phi 
location. 
To speed up the communication between level-1 and level-2, the handshaking 
mechanism on the level-2 side is performed by a hardware circuit installed on the 
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driver/receiver card. This system is leferred to as the Princeton Read Out Engine 
or PROE. 
The maximum speed of data-taking up to level-2 is controlled by the following 
facts. 
• Level-1 needs 220 /ÍS to digitize an event. 
• Level-1 needs 86 /zs to send a single reading event to level-2 and to pass the 
token to the next processor in the ling. 
• Level-1 needs 10 /xs to inform level-2 that it has no da ta and to pass the token. 
• Setting-up a parity bit in order to check the data quality requires 300 //s. 
• Clearing the ring requires 480 /ÍS. 
For a reason which is discussed later (section 4.8), two différent kinds of runs 
are implemented. The first is the buffered run. As soon as level-1 starts digitizing 
the trigger is blocked. Since level-1 has a FIFO buffer, the trigger is released again 
as soon as the event is stored in this local buffer. Very high trigger rates can be 
obtained in this way for a short period of time (for very high lates the buffer fills 
up quickly). The long time trigger rate is determined by the average time needed 
by level-2 to read out a level-1 ring. For high trigger rates the buffering in lcvel-1 
is used in such a way that digitization and parity set-up of level-1 are done while 
level-2 reads the previous event from the buffer. Assuming the BGO occupancy to 
be x, i.e. assuming that χ is the fraction of crystals that have data above the sparse 
scan threshold, then the average readout time up to level-2 in a buffered run is: 
T = x-60-86fis + (l - a · ) · 60- lO/i.s-HSO/i.s . (4.1) 
Table 4.4 shows the results for occupancies of 10%, 15%, 20% and 100%, respec­
tively. 
T h e second type of run is the unbuffered run. Again the trigger is blocked as 
a lcvcl-1 starts digitizing, but now the buffering capacities of level-1 are not used. 
T h e trigger is only released when the event is read out by the level-2. Since the 
occupance will not be the same in every ring the trigger will have to wait for the 
last level-2 to finish. The slowest level-2 is the one that has to read at most all 60 
channels in the ring (i.e. the ring corresponding to the part of the BGO-detector 
where a high energy particle has entered). Thus the estimated readout time here 
will be: 
T = 2 2 0 / Í S + 300/is + 60 · S6/is + 480/is = 6160/iS . (4.2) 
In the approximation given here this number is independent of the occupancy of the 
detector. The maximum trigger rate then is 162 Hz (see table 4.4). 
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Average 
Occupancy 
max peak 
trig rate 
max longterm 
ti ig rate 
event time 
Buffered Mode Run 
10% 
15% 
20% 
100% 
4500 Hz 
4500 Hz 
4500 Hz 
4500 Hz 
651 Hz 
567 Hz 
502 Hz 
177 Hz 
1536 /ib 
1764 μ3 
1992 ßs 
5640 /ÍS 
Unbuffered Mode Run 
All 162 Hz 162 Hz 6160 /ÍS 
Table 4.4: Level-2 readout speed. 
4.5 Level-3 
The lcvel-3 computer controls a crate of 16 level-2 cards. During data-taking, level-3 
collects the data from all level-2s in the crate, adds some status information and 
sends the result to level-4. Like level-2, lcvel-3 is a Mizar 8115 computer. The only 
difference in hardware is that it runs at a slightly highei speed (12.5 MHz vs 10 
MHz). Furthermore level-3 is wired such that it is the only computer having control 
over the VME data-bus. Level-3 functions as the crate controller of the readout 
crate. It also serves as an interface between run control (a VAX computer) and the 
lower level readout system. 
4.5.1 Readout Crate 
The readout crate is a VME system split in two halves, each containing 96 pin 
connectors per slot. The upper half is the standard unextended VME bus. On this 
bus the communication and data transfers between level-2 and level-3 take place, as 
it interconnects the Mizar parts of the level-2 and level-3. The Mizars contain "dual 
ported ram" i.e. the memory of each Mizar can be accessed both on board and over 
the bus. The offboard address of the ram is selected by Programmable Adjustable 
Logic chips (PALs). This way all level-2 programs can be identical while level-3 sees 
the data of each level-2 at a different address. Level-3 is the only module that is 
allowed to access data on offboard locations. When a level-2 tries to do this a bus 
error occurs. 
The lower half of the bus is user defined. Of the 96 pins, 64 are not bussed 
as they connect the level-2 modules to the flatcables leading to the token rings in 
the experimental hall. The remaining 32 bussed pins cairy the timing and control 
signals needed to perform data-taking. 
Besides level-3 and level-2 modules, a readout crate contains two additional 
boards: the so-called T-card and a non-volatile memoiy board. 
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T h e T-card (or termination card) interfaces the readout crate with the timing 
control system. The T-card puts the timing signals and interrupts on the lower part 
of the VME bus. The interrupts are picked up by the level-2s while the other signals 
are immediately sent to the level-1 circuitry by the driver-receivers. The T-board 
also sends back the level-1, level-2 and level-3 busy signals of the readout crate to 
the timing system. 
The non-volatile memory board or "ram-disk" consists of 512 kbytes of CMOS 
static ram. It uses low power and can store data for years after power is shut off. 
The ram-disk contains all the programs and parameters that a readout crate needs 
for data-taking. During a reset in the crate all ram information on level-2 and level-3 
is erased and reloaded from the ram-disk. This reset is done during the start of a 
run and requires only a few seconds. T h e ram-disk is only reloaded from the ЛХ 
when the data-taking program or parameters arc changed. This usually takes place 
after major shutdown periods and takes approximately 15 minutes. 
4.5.2 Start of Run 
The following sequence is performed at the start of a run. First, a busy signal (B3) 
is set in the crate in order to prevent triggers to occur before the readout system 
is initialized. Next, the number of "alive" level-2 CPUs is checked. If this number 
does not match the expected number an error signal is sent to run control and the 
run will stop. Subsequently, level-3 starts up all level-2 datamode programs, each of 
which initializes its token ring as discussed above. At this point the readout chain 
up to level-3 is ready to go. Level-3 now waits for a message from level-4 indicating 
t h a t the higher levels are also ready, and reports the total number of active token 
rings to level-4. In the final step, the busy signal is released, thus indicating to the 
timing system that triggers may occur and the run has started. 
During running, the main task of level-3 is to read the data from level-2 memory 
and send it as fast as possible over a VME-to-VME link to the level-4 FIFO buffers. 
In order to provide status and debugging information, level-3 adds a number of 
words to the d a t a stream. These are: 
• The word count (WC) and the level-3 identity number (L3ID): WC is the total 
number of data words from a level-3 including the WC itself. It is an essential 
tool for decoding the d a t a offline. L3ID is used to address the crystals when 
theta-phi mapping is not used. In this case the sequence (L3ID, L2ID, LUD) 
determines the location of the crystal. 
• T h e hardware event number (HEV) and the trigger pat tern word (TPAT): 
These words are put on the lower VME bus of a readout crate by the T-card. 
T h e T-card receives these words from the timing system. It is essential that 
every crate has identical event numbers. If not, we have event mixing and the 
run must be stopped. The trigger pattern word indicates which level-1 trigger 
condition caused the event at hand to be accepted. 
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• The ERRC0D2 and the ERRC0D3 words: If level-3 or any of the level-2 
CPUs detect a data or communication error, the error will be encoded and 
added as a dataword to the stream. 
• The CHECKSUM word. Together with the parity bit, the check-sum is the 
most important tool for validating the data. The check-sum is made as level-3 
sends the level-2 data to level-4. The logical operation exclusive or (EOR) is 
taken between the bits of a data word and the check-sum. The result replaces 
the check-sum and this is repeated for the next dataword. Thus the check-
sum for each level-2 is calculated and added at the end of the level-2 data 
to the data stream. If at any stage during further processing an error occurs 
which causes a bit to flip anywhere in the data, this error can be detected 
by constructing the check-sum off-line and comparing the result to the on-line 
check-sum. 
• The sequential (or software) event number word (SEQ) and a final word to 
align the event (IMEVEN). The SEQ is the number of events counted by Icvel-
3; it should always be equal to the IIEV. The IMEVEN word is added to the 
data in order to obtain an even number of 16 bit data-words. It is a copy of 
the SEQ word. 
The estimated speed of sending data from the level 2 memory to level-4 while 
constructing the checksum is 3.3 /is/word. 
4.6 Timing System 
The BGO timing system provides all timing signals needed for the BGO readout 
to operate. It forms the interface between the L3 trigger and the BGO readout 
systems. The system is installed in the counting room, next to the data collection 
system to which it is interfaced. The hardware consists of a number of CAMAC 
modules that are interconnected by a timing bus, the 'UBUS'. The various modules 
are listed in table 4.5. 
As the timing signals to various parts of the detector have different cable lengths, 
signal delays must be introduced in such a way that all timing signals arrive at the 
same time everywhere in the detector. Therefore, a subdivision of six different areas 
is made, each with a separate interface to the timing system. These areas are the 
two half barrels, the two endcaps and the luminosity counters at each side of the 
interaction region. Within one area all cables have the same length. The interface 
between the timing and the readout system is shown in fig.4.7. 
As there are several special run modes for calibration purpose (xenon runs, lumi-
LED runs, ¿3 cosmic runs) the timing system is interfaced to various external de-
vices. Here, the basic operation during LEP beam data-taking is described. 
In order to operate in the LEP data-taking mode, the timing system needs to 
know the time of the bunch-crossing and its frequency. The frequency is derived from 
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Figure 4.7: The timing system interface to the readout. The abbreviation CL stands 
for cable length. 
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Module 
L3IF 
LRS 4208 
ФСК 
EVTN1 
EVTN2 
TTIF 
L50HZ 
LTCU 
CKGEN 
DSP 
Short explanation 
Interface between BGO timing and L3 trigger 
LeCroy TDC; digitizes timing signals 
Phase clock measures AC phase at event time 
Reads L3 trigger pattern and adds it to data 
Reads L3 event number and adds it to data 
Trigger and Timing interface to BGO readout 
Module that reads the AC phase at trigger time 
Lep Timing Control Unit; generates R,S/H,IRQ signals 
Syn. clock and timing réf.; generates SYSCLK and MARK 
CAMAC crate controller; interfaces to run control 
Table 4.5: Timing system. 
the LEP RF clock of 352.2 MHz. Since one LEP cycle takes 31320 clock ticks, the 
bunch crossing frequency is 44.98 KHz in a 4+4 bunch LEP operation. The phase of 
the bunch crossing is derived from the beam pick-up signal. In an additional piece 
of hardware (the SYNC card) the RF signal is delayed such that it coincides with 
the beam pick-up. This delayed signal is input for the CHKGEN module which 
provides the basic BGO timing signals: a system clock SYSCLK (200 cycles per 
bunch crossing) and the MARK. The MARK signal occurs 790 ns before the bunch 
crossing. Before this signal is sent to the readout, various delays are inserted such 
that MARK arrives at t=0 everywhere in the electronics inside the detector. 
The LTCU unit then generates the Sample/Hold and Integrate/Reset transitions, 
for the analog level-1 electronics, at a fixed number of SYSCLK cycles after MARK. 
These numbers are downloaded from the VAX-computer during the start-of-run 
sequence. When a trigger occurs the following sequence is performed: 
• The system goes busy (SYSBSY), so that no more triggers are accepted. 
• The LTCU module goes into the DIGITIZE state and the Hold to Sample 
transition is inhibited. 
• After a preset delay an IRQ (interrupt request) is generated. The IRQ is sent 
to the backplane of the readout crates through the T-boards. This causes 
interrupts in the level-1 and level-2 processes, thus signalling that the current 
event should be read out. 
• Upon completion of the level-1 digitization, the level-1 busy signal is released. 
The T-board takes the logical OR of all busy signals and sends this back to 
the timing crate. 
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• After all level-Is are ready, the SYSBSY is released, and the system is ready 
to accept new triggers. 
The trigger information present in the timing system is not lost, but is also 
read out and added to the event data. For this purpose one of the lcvel-2 Mizars 
does not read out a level-1 ring, but instead communicates with the CAMAC DSP 
controller of the timing crate. At start-of-run all the information for the timing is 
downloaded through this specific level-2. During a run the level-2 reads out the 
following modules: 
• TDC: a module holding the digitized time of all the timing occurences: the 
RF signal delay, the beam pick-up and the readout signals (i.e. trigger time, 
begin of hold and end of reset). 
• EVTN1: a module holding the L3 trigger pattern. 
• EVTN2: a module which during a global run reads the L3 hardware event 
number, and which in a local run generates the hardware event number. 
• EVTN3: a module counting the number of bunch crossings. 
• CKGEN: a module providing status information. 
• 50HZ: a module reading the AC phase at the trigger time. 
4.7 Level-4 
Level-4 is the final step in the BGO readout chain. It collects the data from all 
readout crates. These include 8 crates for the barrel, 4 for the endcaps and 1 for 
the luminosity monitor. Furthermore, level-4 forms the interface between the VME 
based BGO readout tree and the fastbus L3 data acquisition system. The BGO 
level-4 is a scaled down version of the TEC readout system. A block scheme of 
level-4 is shown in fig.4.8. Two "sub-levels" can be distinguished. 
4.7.1 Crate Master and FIFOs 
The lowest sub-level is formed by a number of VME crates consisting of a crate 
master (CM) and a set of FIFOs. The FIFOs are connected to the level-3 driver-
receivers from which they receive the data. The actual number of FIFOs per crate 
master and the number of crate masters is kept flexible. The maximum number of 
crate masters in the chain is 15, while the number of FIFOs per crate is limited by 
speed requirements. As will be discussed below, it is desirable not to use more then 
3 FIFOs in one crate. The configuration that has been used is as shown in fig.4.8. 
The CM module consists of three interconnected PC boards built around a Mo-
torola 68000 chip running with a 10 MHz clock frequency. There are two memory 
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Figure 4.8: The level-4 readout system. The FIFOs are labelled with hexadecimal 
numbers: 1-8 contain BGO barrel data, 9,A,B,C contain BGO endcap data, F con­
tains luminosity data. The crate masters are labelled with the roman numbers I to 
V for later reference. 
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blocks. The first block consists of 16 Kbyte EPROM and an additional 16 Kbyte 
static RAM. This memory block contains the program driving the crate master dur-
ing data-taking. The second memory block contains 64 Kbyte fast dual ported RAM 
and is used to store an event after it is read from the FIFOs. 
The CM module has two data ports. A 16 bit wide communication port (CP) is 
used for initial program downloading and for programmed da ta transfers (monitoring 
the events). The main da ta stream is transferred through an output memory (OM) 
port , which puts the da ta in a pipeline mode on an ECLine with a speed of 12 
Mbytes/sec. 
The level-4 FIFOs are used for data transfer between level-3 and level-4. Besides 
the main datast ream going from level-3 to level-4, there is also traffic in the other 
direction. For example, during "start-of-run" level-4 signals level-3 that it is ready. 
In principle, the system is built in such a way that program downloading of level-3 
and all communication with run control on the VAX, can take place through level-4. 
The direction of communication through the FIFOs is controlled by level-3. In order 
to control da ta transfer through the FIFOs two flag signals are available: 
• AVA: The "available" signal. This flag gives the FIFO status: either at least 
one long-word of da ta can be sent to the FIFO or at least one long-word can 
be read from the FIFO. 
• AFU: The "almost full" signal. As level-3 sends the da ta in bursts of 256 
long-words (this speeds up the transfer), the AFU indicates whether there is 
enough space available. If not, the level-3 will wait before it sends another 
burst of data . 
During data-taking, the crate master loops over the FIFOs and checks if they 
contain a complete event. This is done by comparing the level-3 word count with 
the number of bytes already read in. Furthermore, an endflag is set when the level-3 
finishes sending an event into the FIFO. The matching between the actual numbers 
read by the crate master and the location of the end flag is used as a consistency 
check. As soon as the FIFOs contain a complete event, the crate master reads the 
da ta with a rate of 1.1 /is/word into the output memory. Next, control of this 
memory is switched to the DATABOX which sends the data to FASTBUS with a 
speed 0.17 /ÍS per word. 
As not all crate masters read out the same number of FIFOs and since in general 
the BGO endcap and luminosity counter will have a higher occupancy then the 
BGO barrel (i.e. a higher percentage of crystals fired), the event processing time 
will differ for the different crate masters. The level-4 operation is such that , ets 
one crate master is sending its data to the databox, the others are reading in their 
FIFO data. As a consequence, the overall level-4 event ra te is equal to the event 
cycle of the crate master processing the largest amount of datawords. The other 
crate masters spend part of their time waiting for the "slow" one. Thus, the level-4 
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operation will be optimal when all crate masters have an equal amount of data. The 
size of an event per FIFO, i.e. per level-3 is: 
NBarrei _ 8 + 1 6 · ( 7 + 2 · 6 0 · Χ Β ) = 120 + 1920XB 
NEndCap _ 8 + 1 б . ( 7 + 2.48-Х£;) = 120 + 1536х£; (4.3) 
Λ
г
з
í
'
um,
 = 8-( -16-(7 + 2 - 3 8 - x L ) = 1 2 0 + 1 2 1 6 x ¿ , 
where хд, х^, XL arc the occupancy of BGO barrel, endcaps and luminosity monitor, 
respectively. The distribution of 8 BGO barrel FIFOs, 4 BGO endcap FIFOs and 1 
forward luminosity FIFO over 5 VME crates is shown in fig.4.8. 
4.7.2 Databox 
The second sublevel within level-4 is the DATABOX. The DATABOX forms the 
interface to the L3 fastbus system; it is able to communicate with up to 120 VME 
crates distributed over 8 chains of 15 crate masters each. 
In the BGO level-4 system only one chain of five crate masters is used. The 
BGO DATABOX contains the following modules: 
• Output Memory (OM) chain coupler: This module couples the crate master 
output memory ports to the DATABOX. As soon as the data in the crate 
master output memory are available, the OM coupler puts it on the pipeline 
bus to the receiving modules: the LeCroy 1892 coupler and the spy coupler. 
• LeCroy 1892 coupler. This module links the LeCroy 1892 FASTBUS memory 
module to the DATABOX. It sends data from the pipeline to the FASTBUS 
module. Communication is controlled by the status bits "ready" and "warning 
full". Only when the LeCroy 1892 memory is "ready", the DATABOX will 
start sending an event. If a "warning full" status occurs, the data transfer will 
pause until! more space is available in the LeCroy memory and then continue. 
• Spy Coupler: This module reads an event from the main stream and writes 
it into the spy memory module, where it is checked by a debugging program 
running on a dedicated crate master. The spy system is used as a monitor. 
The program looks for errors in the logical construction of an event and checks 
on error flags. If any error is detected it is saved in a logfile. The spy system 
is designed such that it can never block the data transfer in the main data 
stream. 
• Readout Scanner (RS): A module which controls the readout of a crate master 
chain by the OM coupler. It can only operate in conjunction with the Lookup 
Table module. 
• 
Look Up Table (LUT): A module which contains a two byte wide memory 
specifying the action RS must undertake. The OM, RS and LUT operate in 
conjunction. 
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• Communication Port (CP) coupler: A module which links the DATABOX to 
the crate master communication ports. Through this port the data-taking 
program is down-loaded from the VAX into the crate master during start-of-
run. It is also used for programmed communication during a run. 
• DEC coupler: A module which connects the DATABOX to the run control 
program on the VAX. It is connected via two 40 pin flatcables to a standard 
DEC DRV11 interface mounted on a VAX UBUS. To communicate the DRV11 
disposes of two 16 bit ports for input and output. The speed of the link between 
the VAX and the DATABOX is about 70 Kbytes/s, fast enough to perform 
level-4 program downloading in a few seconds. It is also over this link, that 
the operation of the complete level-4 is permanently monitored and controlled 
by a program running on the VAX. 
4.8 Performance 
A schematic view of the levels 1 through 4 of the BGO readout system is displayed 
in fig.4.9. It is a hierarchical system with data buffering on all levels. As discussed 
below, the use of buffering speeds up the data-taking by a large factor. Furthermore, 
the use of "sparse scanning", which implies that only the occupied part of the 
detector is read out (section 4.3), reduces the average data size at the level-1 to less 
than 20% of its maximum value (i.e. the data size corresponding to a readout of all 
channels). 
One additional remark is required here. It was found that communication signals 
between the level-2 in the counting room and level-1 in the experimental hall are a 
source of noise, as these signals interfere with the analog electronics signals. For the 
runs in 1990 and 1991 this noise source was removed by running in the unbuffered 
mode (see section 4.4), i.e. by not using the buffering capacity of levcl-1. For the 
1992 runs a new communication system was developed, which should enable the 
readout to run at full buffering without causing additional noise. 
4.8.1 Data-taking Rate 
In this section the readout speed for the various sublevéis is discussed. The calcu-
lation of the time needed by the data to pass through a given readout level always 
assumes that the other levels are available. In the following the average occupancy 
is again specified by the variable x. For the case of the unbuffered run the variable 
x' is used. In the latter case the trigger is blocked until all data are transferred to 
level-2. Thus, the read-time is the one corresponding to the slowest level-2; it is 
a safe estimate to make the assumption x' = 1. The numbers ni and П2 indicate 
the number of level-1 processors in a ring and the number of level-2s in a crate, 
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Figure 4.9: The levels of the BGO readout system. 
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respectively. The number N is either 1 (for a single reading run) or 2 (for a double 
reading run) . 
The transfer time from level-1 to level-2 is: 
χ • n1 · 86 /ÍS + (1 — χ ) • ni • 10/ís + 480 / ÍS (4.4) 
χ • ni · 120 / ÍS + (1 - χ ) · n i · 10/ís + 480 /ÍS (4.5) 
χ' • щ • 86 /ÍS + (I - ι ' ) · zij · 10μβ + lOOO/zs (4.6) 
х ' - п і · 120/is + (l -χ') -n i • 10/is + 1 1 7 0 / Í S . (4.7) 
The average time needed by level-3 to move a da ta word from the memory of a 
level-2 module into the FIFO memory of level-4 is estimated to be 3.3/is. Therefore 
the time required to transfer the data of a complete readout crate to a level-4 FIFOs 
is: 
N=1 
N = 2 
N = 1 
N = 2 
гпі—г 
1bufJ 
1buIS 
Til->2 
1
 unbufj 
Til->2 
1
 unbuff 
P2-.4 
= { 8 + η 2 · [ 7 + (Ν + 1 ) · η ι -χ] } ·3.3/ί5 (4.8) 
rp4->FB 
1
 UI 
Finally, the step from level-4 to fastbus requires 1.27 /is/word leading to transfer 
times for each of the level-4 crate master systems: 
= { 6 + 3-[120 + (У + 1 ) - 9 6 0 - х в ] }-1.27/15 (4.9) 
= { 6 + 2-[120 + ( + 1 ) - 9 6 0 - а : в ] 
+ [120+ ( N + 1 ) · 608-а^] } ·1.27/ί5 (4.10) 
= { 6 + 2 • [120 + ( Λ Γ + 1 ) · 768· і я ] } · 1.27/« . (4.11) 
Г 
•4—FB 
III 
rpA-^FB 
х
і у 
The indices I to V refer to the different crate masters as they were defined in fig.4.8. 
The differences between the various level-4 crate masters arise from the difference in 
numbers of channels between the BGO barrel, the BGO endcaps and the luminosity 
rings, as well as from differences in occupancy. 
w 
2 
occupancy 
XB XE XL 
0.10 0.10 0.10 
0.20 0.20 0.20 
0.20 0.40 0.40 
0.15 0.30 1.00 
1.00 1.00 1.00 
1.00 1.00 1.00 
l-»2 
buff. 
1536 /ÍS 
1992 /ÍS 
2419 /ÍS 
3748 /is 
5640 /ÍS 
7680 /ÍS 
l -»2 
unbuff. 
<6160 /ÍS 
< 6 1 6 0 / Í S 
<6160 /is 
< 6 1 6 0 / Í S 
6160 μ5 
8370 μ5 
2-+3-+4 
1023 /ÍS 
1657 /ÍS 
2417 /ÍS 
4402 /ÍS 
6725 /ÍS 
9893 /ÍS 
4 ^ F B 
1196 /ÍS 
1928 /ÍS 
2058 /ÍS 
2741 /ÍS 
7780 /ÍS 
11438 /ÍS 
speed 
buff. 
1.5 ms 
2.0 ms 
2.4 ms 
4.4 ms 
7.8 ms 
11.4 ms 
speed 
unbuff. 
<6.2 ms 
<6.2 ms 
<6.2 ms 
<6.2 ms 
7.8 ms 
11.4 ms 
Table 4.6: Readout Speeds. 
The overall readout speeds for a number of realistic situations are given in table 
4.6. During normal LEP runs the average occupancy of the BGO barrel is 10 % to 
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15 %, while the occupancy for the BGO endcaps and luminosity counter is typically 
somewhat higher, 15 % to 20 %. 
The effect of multi-level buffering can be demonstrated by estimating the delay 
time, i.e. the delay between the trigger time and the arrival of the data in the L3 
fastbus system. The results for the same situations as before are given in table 4.7. 
N 
2 
occupancy 
Z ö 3-Е XL 
0.10 0.10 0.10 
0.20 0.20 0.20 
0.20 0.40 0.40 
0.15 0.30 1.00 
1.00 1.00 1.00 
1.00 1.00 1.00 
delay 
time 
8.4 ms 
9.7 ms 
10.6 ms 
13.3 ms 
20.7 ms 
29.7 ms 
Table 4.7: Data Delay Times. 
Average 
Occupancy 
dead time 
(10 Hz) 
dead time 
(50 Hz) 
dead time 
(100 Hz) 
dead time 
(500 Hz) 
Buffered Mode Run 
10% 
15% 
20% 
100% 
1.0 % 
1.3% 
1.5% 
5.6% 
5.0% 
6.3% 
7.6% 
28.2% 
10.0% 
12.5% 
15.1% 
56.4% 
49.8% 
62.7% 
75.6% 
-
Unbuffered Mode Run 
All 6.2% 30.8% 61.6% -
Table 4.8: Dead Times. 
These delay times should be compared with the minimal dead time of the fully 
buffered system which is 220 με for single reading and 390 /is for a double reading 
run. 
The actual detector dead time depends on the trigger rate. As long as the level-1 
buffer is not full, the dead time is 220 μβ per trigger. When the level-1 buffer is full, 
the dead time depends on the readout time of level-2. Results can be found in table 
4.8. 
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4.8.2 Noise 
When an electronic channel is read out while there is no data in the BGO crystal, 
a certain offset voltage, the so-called pedestal value is obtained. This "zero energy" 
reading needs to be subtracted from the reading of a real event (i.e. an event with 
real energy deposition in the crystal). In order to know the pedestal value of each of 
the readout channels, special "pedestal runs" arc performed on a day-to-day basis. 
These runs are done between LEP fills and require only a few minutes of running 
time. 
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Figure 4.10: The pedestal readings of typical channels. 
The pedestal value for two typical channels is shown in fig.4.10. While the 
average value of the pedestal is unimportant, the event-to-event fluctuations are 
important and should be kept as small as possible. The noise of a channel is defined 
as the r.m.s. of the pedestal distribution. Figure 4.10 shows the pedestal distribution 
of a typical low noise and a typical high noise channel. The noise distribution for all 
channels of the barrel and the endcaps is shown in fig.4.11. Note that on average, 
the noise of the endcap channels is reduced with respect to the barrel channels, 
which were installed earlier. 
The calorimetrie measurement of the energy of a particle involves the sum of 
readings of a number of crystals. Usually a matrix of 3 by 3 (the Σο) or a matrix 
of 5 by 5 (the Σ25) crystals are used. In order to know the precision of such a 
measurement we need to know how the single noise of η separate crystals transform 
into a noise level for a Σ^ crystals. The single crystal noise can be subdivided in an 
uncorrelated (<TU) and a correlated (ac) component, each having different sources. 
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The uncorrelated part is the intrinsic noise. It is fixed by design and therefore 
approximately equal for all channels. This noise is called uncorrclated since its 
instantaneous level is not related to that of any other readout channels. 
This is different for the correlated component. The correlated noise has a com-
mon external source which couples into the system by an often unknown mechanism 
[60]. Correlated noise components can vary in amplitude from channel to channel 
since they depend on the quality of the shielding and the grounding; however since 
the external noise source is the same for adjacent channels, they will be phase re-
lated. Therefore, one can write the noise in a measurement using a sum of N crystals 
as: 
σ
Ν
 = y/Nal + mal , (4.12) 
showing that it is desirable to keep the correlated component of the noise as small 
as possible. 
In fig.4.12 the noise values for a sum of 5, sum of 9 and sum of 25 crystals is shown. 
In these plots two different peaks can be seen. The low noise peak corresponds to 
areas in the detector where correlated noise is highly reduced and can be neglected. 
For these areas one finds: 
a
u
 ss 4 0 / Í V ± 1 0 ¿ Í V 
ac κ ΟμΥ 
The second peak corresponds to the situation where the correlated noise cannot be 
suppressed and yields: 
σ„ « 40μν±10μν 
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Figure 4.12: Multiple crystal noise. 
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T h e plots, and the numbers derived from these plots, confirm that a large fraction 
of the multiple crystal noise is indeed dominated by the correlated component. They 
also show that in order to measure low energy signals, it is advisable to use a small 
number of crystals only. 
To convert the above noise readings in voltage to equivalent energy depositions 
in the crystals, the global calibration of 50 μΥ = 1 McV can be used with about 
5% accuracy. One can thus calculate that , in principle, using the sum of 5 crystals 
in principle allows obtaining a low energy precision of 2-12 MeV, depending on the 
position in the detector. In practice however, also the (energy dependent) shower 
fluctuations come into play. 
Chapter 5 
Calibration and Reconstruction 
5.1 Introduction 
The previous chapters 3 and 4 described how an electromagnetic particle deposits its 
energy in the .L3-BGO crystals and how this signal is detected and transformed into 
an ADC value for each crystal. How the particle energy is subsequently calculated, 
using the ADC numbers obtained, is the subject of this chapter. 
In the first part of this chapter the calibration procedure of the BGO calorimeter 
is described. It results in the energy resolution function for the detector. The 
second part discusses the reconstruction of the energy of the incoming particle. 
The emphasis is placed on the reconstruction of showers around 45 GeV, which are 
typical for Bhabha events: e+e~ —• e+e~(j). 
The reconstruction is performed in two steps. In the first step the energy depo-
sition in a single crystal is derived from the voltage given by the readout channel. 
Since not every crystal or its readout channel are identical this step needs additional 
information. The source of this information is the database, containing permanent 
as well as temporal information. Examples of permanent information are the sizes 
and the positions of the crystals in the detector and their calibration constants. A 
calibration constant relates a voltage to a corresponding energy. The relation only 
holds under certain fixed circumstances, the so-called reference conditions. The 
actual circumstances are usually different from these reference values. Therefore 
quantities such as the temperature, read-out channel pedestal values, and the num-
ber of dead channels are continously recorded in the database by the online data 
acquisition system. These quantities form the temporal information. 
In the second step of the reconstruction, the particle energy is derived from the 
energy deposition in an array of adjacent crystals. Here again, the relation between 
the measured crystal energies and the energy of the incoming particle is non-trivial 
and corrections are needed on top of a simple sum of crystal energies. One source of 
information are Monte Carlo programs which simulate the experimental situation. 
Another source are the LEP data itself. The latter option is preferred over Monte 
Carlo corrections since it avoids any dependence on a theoretical model. 
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5.2 Calibration 
The procedure of calibration of the DGO calorimeter is discussed in detail [26, 61, 
62, 63]. Here a short summary of the method is given. Then the results on the 
energy resolution arc discussed, obtained by measuring electrons over a range of 
energies. 
5.2.1 The Calibration Problem 
The calorimeter response to an amount of deposited energy E is an output voltage 
V from the photodiodes. In the calibration the link between these quantities is made 
for every crystal. For the energy E and the voltage V we can write: 
E = Í£(r}df (5.1) 
V = J S (г) С [Τ (η] L(r) G dr , (5.2) 
where 
— £(r) is the differential amount of energy deposited at position r. 
— C[T(f)] is the amount of fluorescence light generated at f per unit de­
posited energy. It depends on the temperature (Γ) and thus also on the 
position in the detector. 
— L(f) is the fraction of the light collected in the photodiode from the 
amount of light generated at location f. 
— G is the electronic gain constant. It relates the amount of light collected 
to the voltage measured and includes the quantum efficiency of the pho­
todiode. In general, also this quantity can be energy dependent, but its 
dependence will be neglected since the linearity of the electronics is better 
than 1% over the full energy range of this experiment [21]. 
To simplify the problem, the three dimensional problem is reduced to a one 
dimensional one, assuming cylindrical symmetry around the main crystal axis and 
keeping only the distance along this axis as a parameter. The deposited energy and 
measured voltage then become: 
E = ¡S{x)dx (5.3) 
V = G j S{x)C[T{x)\L(x)dx . (5.4) 
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5.2.2 The Energy Deposition 
The longitudinal shape of the energy shower can be parametrized by (see eq. 3.43): 
with t = X/XQ. An important quantity is the location of the shower maximum 
tmax — <x/b; it can be parametrized as: 
i
m
« = 4.420+ 1.014 In Я (5.6) 
or, expressed in cm (using XQ = 1.12 cm): 
i m « = 4.950 +1.136 In £ . (5.7) 
5.2.3 The Light Yield Temperature Dependence 
The scintillation light yield of BGO decreases with increasing temperature. The 
behaviour can be described by [21]: 
I ^ ~ - 1 . 5 5 % C C ) - 1 . (5.8) 
In order to optimize the light output, the BGO detector is kept at the lowest possible 
temperature, but safely above the dew point. As an optimum 180C is maintained. 
The actual temperature is monitored by 1280 AD590 sensors, glued on the front and 
back end sides of every 12-th crystal. On the basis of these data a 2-dimensional fit 
is performed yielding the temperature at the front and back end side of each crystal 
in the detector. Assuming a linear temperature gradient, the temperature value at 
the location of a shower maximum is given as 
•Imax = 1J τ ont τ %max\l back *• front) · {y·") 
The temperature correction is then applied for T
max
, as if this were the temperature 
of the whole crystal. 
5.2.4 The Light Collection Efficiency 
For an uncoated tapered crystal with six polished faces, and a photodiode connected 
to the large endface of the crystal (fig.5.lb), the light collection efficiency increases 
strongly with the distance between the photodiode and the light source [39]. The 
efficiency is made more uniform by coating the surfaces with a 40 to 50 μτη thick 
layer of high reflectivity NE560 paint. The light collection curve L{x) is measured 
using a cosmic muon bench [64]. A schematic view of the setup is given in fig.5.la. 
Two scintillators (Si and S2) trigger an event of a cosmic muon traversing the BGO 
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Figure 5.1: The cosmic muon bench. 
crystal, and two pairs of multiwire proportional chambers (X1,Y1,X2,Y2) measure 
the position of its track. By selecting muons traversing the crystal at various values 
of the coordinate χ (see fig.S.lb), the light yield function L(x) is obtained by dividing 
the ADC reading by the path length of the muon inside the crystal. The light 
collection efficiency for crystals is found [65] to follow a 3rd order polynomial: 
L(x) = αο + αχΧ + azx2 + a3x3 (5.10) 
In a rigorous treatment of this effect the efficiency function must be convoluted 
with the shower shape. However a simpler algorithm can be used in the calibration. 
The crystal uniformity is quantified by a single number R defined as: 
R = 
L(x0) - L(xL) 
Цхь) 
(5.11) 
where L(x0) is light collection efficiency for a point source at the front of the crystal 
(the small end) and Σ(χι,) the efficiency for an identical point at the photodiode 
side. The relative change of the light collection efficiency as function of the energy 
of the incoming electron can be parametrized by a set of curves depending on R 
only. These curves are shown in fig.5.2b for a few typical R values [65]. All curves 
pass through the same point at E = 10 GeV, the calibration point; in this point 
the light collection efficiency is per definition equal to 1. In fig.5.2a the distribution 
of the measured R-values of the crystals is displayed. Since most of the crystals 
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are seen to have an R-value around —10%, a correction for light collection is only 
necessary at low energies. For high energy signals the light yield is linear in energy 
to a good approximation. 
5.2.5 Calibration Constants 
Using the temperature correction method as described above and the fact that the 
correction for light collection is small, eq.(5.3) and eq.(5.4) simplify into a single 
equation: 
V = (l + tT)(l + tRjS)jfE , (5.12) 
expressing directly the relation between measured voltage and total deposited energy. 
Here, ej- and бл,я specify the corrections due to temperature and light collection, 
respectively. The calibration constant K, in which the gain constant G is absorbed, 
is defined by this equation. The calibration constants are chosen such that the 
corrections 6χ and CRE are zero for a specific temperature and energy, called the 
reference temperature and reference energy. The purpose of the calibration is then 
twofold: 
• to determine the calibration constant К for each crystal under reference con­
ditions, 
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• to determine the corrections ет and бн,£ needed to extrapolate from the ref­
erence energy and temperature to other energies and temperatures. 
The reference conditions were chosen at an energy of 10 GeV and a temperature 
of 180C. In the summers of 1987 and 1988 all crystals of, respectively, the first and 
second half-barrel were calibrated under these conditions. The electrons used for 
these tests were extracted from a test beam (the X3 beam line) of the CERN Super 
Proton Synchroton (SPS) [26, 62, 63]. In order to accurately position each crystal 
in the beam, the detector was mounted on a turning table, allowing a positioning 
precision of 10 μπι. At least 1500 events per crystal were taken. To stabilize the 
temperature to (18 ±0.5)oC, the half-barrel was enclosed in an air-conditioned tent. 
In order to calibrate the crystals two different methods can be used: 
• The single crystal method: The calibration constants are determined by com­
paring the voltage of the crystal at hand with the momentum Pbeam of the 
beam electron. The calibration constant ΑΊ is found using: 
1<г=(1 γ"'™) , (5.13) 
where F^0 is the expected average energy fraction deposited in the crystal, 
based on Monte Carlo calculations. This method has the disadvantage that 
the energy deposited in the crystal is strongly dependent on the impact point 
of the beam electron on the crystal surface. Furthermore, statistical shower 
fluctuations, causing energy leakage into neighbouring crystals, are sizeable 
and limit the precision of the method. 
• The multiple crystal method: The calibration constants are determined by 
comparing the voltage of a crystal with the beam momentum minus the energy 
deposited in a surrounding matrix (n=3x3 or n=5x5) of crystals: 
Kn Г "
 РЬсат
 "-
1
 \ , (5.14) 
where F^c is the expected average energy fraction deposited in the crystal 
matrix, while E™*™ represents the measured total energy in the crystals sur­
rounding the central crystal; i.e. the total energy excluding the crystal to 
be calibrated. This method is less sensitive to statistical energy fluctuations 
and to fluctuations due to variations of the impact point. However, a pre-
calibration with the single crystal method is needed in order to find the quan­
tity E™'°' for each incoming electron. For each crystal, the multiple crystal 
calibration constant can be determined either by taking the mean value or the 
peak value of the distribution of the 1500 measured events. Both alternatives 
agree within 0.2% [21]. 
An estimate of the systematic error on the calibration procedure can be obtained 
by comparing the calibration constants of the single and multiple crystal method. 
They are found to agree within 0.4% [21, 26]. 
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5.2.6 Test Beam Resolution 
The resolution of the detector is obtained by comparing the reconstructed track 
energy with the beam momentum. The resulting distributions are slightly asym­
metric; for this reason the energy resolution quoted at each point is FWHM/2.36. 
The resulting values are plotted in fig.5.3 for the barrel and a test matrix. 
^ 8 
Borrel 1 9 8 7 - 1988 
Test Matrix 1985 
. -1 
- I • ' • ' • 
10 1 10 
Figure 5.3: Test beam energy resolution of the BGO detector. 
The data points can be approximated by the function: 
σ(Ε) 
10 
E (GeV) 
E 
ITI l o О О О / ^ 
— ψ + Vmat I + Vleak + ^
no
„e + "beom + σ ί α / > ( 5 · 15) 
containing the following components: 
• σ ) η, the intrinsic resolution due to shower fluctuations; estimated in chapter 3 
to be % 0.5%. 
• 0mau the contribution of material and light collection inhomogeneities in the 
BGO crystals; estimated to be ss 0.3% [61]. 
• іеак, the contribution due to the fact that the showers are not completely 
contained in the crystals; its effect on the resolution was studied in chapter 3 
( aleak = 0.2^Eleak/E ). 
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• <7no>se, the contribution from electronic noise; in chapter 4 we arrived at an 
electronic noise contribution of approximately 4 MeV. 
• "beami the contribution to the observed resolution coming from the spread of 
the momenta of the incoming beam particles; the observed spreads can be 
parametrized by aj,eam = 1.25%/\/£ [63]. 
• acai, the precision of the calibration constants; in the previous section a value 
of 0.4% was derived. 
At low energies, the detector resolution is dominated by shower fluctuations and 
electronic noise, while at high energies the performance is limited by the leakage 
fluctuations and the calibration precision. 
5.3 Crystal Energy Reconstruction 
Using the results of the electron calibration it is possible to reconstruct the energy 
of electrons, positrons or photons from the photodiode voltages. As explained in 
chapter 3 all these particles are expected to cause showers which are similar in shape. 
Two steps are distinguished in the reconstruction process: 
• Crystal energy reconstruction: Starting from ADC digitizations one calculates 
the energy deposited per crystal. 
• Particle energy reconstruction: Using the information of the energy deposited 
in an array of crystals, the total energy of the incoming particle is recon-
structed. 
5.3.1 From ADC Counts to Voltage 
The electronic gain characteristics of every comparator in every readout channel 
were measured in a test setup before the installation. In addition, they were also 
measured in the calibration beams. It turnes out [26] that the digitized output is 
linear with respect to the input voltage. The gains are therefore described by a 
slope (S) and an offset (0) . For each channel these two numbers are saved in the 
database and used for retreiving a voltage from the ADC count: 
V = SxADC + 0 . (5.16) 
The offsets arise from the differences in the non-zero offset voltages of the operational 
amplifiers used in the comparators; they occur in addition to an overall pedestal 
value of the readout channel. 
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5.3.2 The Pedestal Subtraction 
As defined in section 4.8.2 the ADC output value of a level-1 channel in the absence 
of a light signal in the BGO crystal is called the pedestal value. Since LEP provides 
a synchronous environment (i.e. signals always occur at fixed points in time), the 
total integration time of the signal, and therefore the pedestal value for a channel, 
is a constant P. (During the calibration runs in the SPS-X3 test beam the trigger 
environment was not synchronous and the pedestal subtraction was more complex.) 
There are two pedestal values for each crystal, one for the high energy channel, and 
one for the low energy channel, denoted as the low pedestal and the high pedestal 
respectively (see chapter 4). Pedestal values are measured on a daily basis inbetween 
LEP fills. The measured values are saved in the database. The pedestal subtracted 
voltage is given by: 
V¿·2'3 = V-Plow 
v*fiß = V-PKiah . (5.17) 
During reconstruction, the pedestal values of the corresponding day are used for 
pedestal subtraction. For each reading of the comparator 1, 2 or 3 the low pedestal 
value is subtracted from the ADC value, while for each reading of the comparator 
4, 5 or 6, the high pedestal value is subtracted. 
5.3.3 From Voltage to Energy 
The step from voltage to energy means application of formula (5.12) in reverse. In 
addition to the temperature and light collection correction, and additional correction 
is needed to take into account possible changes with time of the calibration constants: 
the so-called xenon monitor correction. Thus the energy is calculated from the 
voltage using: 
E=K(l+ eT) (1 + eñtE) (1 + £A.e) · V (5.18) 
Calibration Constant 
A first order approximation of the energy deposited in a crystal is found by multi-
plying the pedestal subtracted voltage with the corresponding calibration constant 
К saved in the database: 
Er = К Vp . (5.19) 
The ET thus obtained is the raw or uncorrected energy. 
Temperature Correction 
The most important correction to the raw energy is the temperature correction. 
The temperature information of the sensors glued to the crystals is read out in the 
main data stream. Every 1000-th event the temperature digitizations are added to 
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data stream. This event is then called a 'temperature event'. Temperature data are 
saved in the database and during reconstruction a correction is applied, using: 
Et = [l+ 0.0155(Tm« - Tnf)} • ET , (5.20) 
where Tmax is the temperature at the shower maximum as defined in eq.(5.9) and 
TTej is the reference temperature of 180C; Et is the temperature corrected energy. 
Light Collection Uniformity 
The reference energy of the calibration constants is 10 GeV. However, the electrons 
and positrons emerging from a Bhabha event typically have an energy of 45 GeV. 
Application of the 10 GeV constants is allowed only if the BGO detector is linear 
in this domain of energies. 
The size of the alinearity is estimated by convoluting, for different energies, the 
measured crystal light collection curve of each crystal with the energy deposition 
shower-shape. For this purpose, a comparison is performed between the relative 
amount of light detected for showers of 10 and 50 GeV. In fig.5.4 the ratio fí, 
defined as: 
SSS0(x)L(x)dx/ f£m(x)dx 
ƒ £10{x) L{x) dx I f £l0(x) dx { ' > 
is plotted for every crystal, with €ъо(х) and El0(x) taken from the fitted energy 
deposition parametrizations presented in chapter 3. The convolution of the energy 
deposition and then light collection curves is performed numerically. 
Figure 5.4 shows that the deviation of linearity is of the order of 0.25 %. As­
suming that this deviation grows logarithmic with energy (since the dimensions of 
the shower grow logarithmically with energy) the light uniformity corrected energy 
becomes: 
~i+(!nfr!n?„V £/ = Et , (5.22) 'In 5 0 - I n 10 
with Ει the energy value corrected for light collection uniformity. 
Xenon Monitor Correction 
The calibration of each crystal is monitored by a system using xenon flash lamps and 
optical fibers [28]. With this system, light pulses of known amplitude are injected 
into the back of each crystal and subsequently read out by the BGO data acquisition. 
As for pedestal runs, runs of this type are taken inbetween LEP fills. By comparing 
the read-out value of these runs with the xenon runs taken during calibration in 
the test beam, changes of the calibration constants can be monitored to a precision 
of 0.7% [29]. Again, these numbers are saved in the database for later use, when 
making the final correction to the crystal energy reconstruction: 
£* = (l + e X e ) £ | , (5-23) 
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Figure 5.4: The light collection effect for showers of 10 and 50 GeV. 
where E
x
 is the crystal energy used to reconstruct the energy of an incoming particle 
and tx
e
 represents the xenon correction. 
5.4 Particle Energy Reconstruction 
Since the electromagnetic particle shower is spread out over a number of crystals, 
the particle energy in principle is optimally reconstructed by adding the energies 
of all crystals which were hit by the shower. The algorithm used to decide which 
crystal energies to include or to leave out is called the cluster algorithm. In this 
algorithm a cluster is an array of neighbouring crystals all having an energy above 
a preset threshold. The crystals in a cluster are subdivided in so-called bumps. 
A bump is formed around a crystal that has an energy higher than each of its 
surrounding crystals (a local maximum). A cluster always consists of at least one 
bump. Physically a bump will be caused by a single incoming particle, a cluster by 
a jet of particles. The following cut-off quantities are used: 
£I ti = 10 MeV, the minimum energy in a crystal to be part of a cluster, 
Zbump = 40 MeV, the minimum energy for a bump to be formed, 
Zdtis = 40 MeV, the minimum energy for a cluster to be formed. 
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These values form a compromise between rejecting noisy crystals and maintaining 
resolution for the low energy signals. 
For each event, the reconstruction program groups the crystal energies into clus­
ters and bumps using the above cut-off values. The energy of a particle can be 
represented by a combination of the crystal energies in a bump. The algorithm 
used, is based on the sum of respectively 25 (Σ25), 9 (Σ9), 5 (Σ5) or all (Σ,
α
ιι) crys­
tals of the bump 1 . The method is optimized to determine the energy of particles 
emerging from Bhabha events. 
T h e following cluster algorithm is used. First, the Σ25 around the local maximum 
crystal is considered. If this matrix contains no dead channels, it is used for further 
analysis. If one channel or more in the Σ25 are dead, the Σ9 is taken. Again this 
matr ix is checked for empty channels. If there are any, then the Σ5 is used. Finally 
if even the Σ5 has dead channels the energy sum of all crystals in the bump (the 
Σα/;) is taken, and no further corrections are applied. 
For each event only the three most energetic bumps are considered, since they 
characterize a (radiative) Bhabha event. The most energetic b u m p is denoted as 
bump-1, the second as bump-2 and the least energetic one as bump-3. In table 5.1 
the b u m p statistics are given for the crystal matrices used in this algorithm. The 
percentages specify for each of the bump types, the number of times this type is 
analysed by either a Σ25, Σ9, Σ5 or Σ
α
ιι matrix. 
It may occur that two particles (a charged particle and a photon) enter the BGO 
at such a close distance that their showers overlap. In piactice this means that the 
ΣΛΓ] area of particle 1 contains partly the same crystals as the ΣΛΓ2 area of particle 
2. In this case the energy of each crystal is distributed proportional to the energy 
of the particle and inversely proportional to the square of the distances to the local 
maxima crystals. 
T h e energy values thus obtained are also used for a measurement of the point of 
impact of the particle. It should be stressed that the determination of the particle 
impact point, as well as the corrections applied on the reconstiucted energy related 
to this impact point (following from incomplete shower containment) are all based 
on information contained in the data itself. No corrections are derived from Monte 
Carlo calculations, although the behaviour of the real data and Monte Carlo data is 
compared at each step. The Monte Carlo events used in this comparison are gener­
ated with the program BABAMC [58]. The detector response to the interactions of 
the final s tate particles with the L3 detector is simulated in a so-called full detector 
simulation. T h e results of this simulation are reconstructed the same way as the 
real data. 
The definitions of crystal matrices are given in chapter 3 
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bump-1 
bump-2 
bump-3 
sum-25 
71.4% 
60.3% 
0.6% 
sum-9 
23.3% 
25.1% 
20.7% 
sum-5 
1.8% 
1.8% 
10.5% 
sum-all 
3.5% 
12.8% 
68.2% 
Table 5.1: Bump statistics. 
5.4.1 Impact Point 
The impact point is determined using the center of gravity method discussed in 
chapter 3. The advantage of this method is that it does not rely on Monte Carlo 
simulations. However the method uses the assumption that all impact points form 
a distribution of uniform density when mapped onto the crystal surface coordinate 
system (defined in fig.3.7). This assumption is in principle invalidated by two possi­
ble effects: Bhabha events have a non-uniform angular distribution (chapter 6), and 
the crystals do not all have exactly identical sizes. The effect of these deviations 
can however be estimated from the data. 
The average value of the center of gravity distribution should be zero. A sys­
tematic non-uniformity of the distribution results in a shift of the mean value to a 
non-zero value. Near the origin, the approximate relation between impact position 
and center of gravity is: 
X,
n
*F
x
XCG , Ytn~FyYCG , (5.24) 
where using the Σ25 or Σ9 analysis the approximate values F
x
 ss 3 and Fy « 3 are 
found, while in the case of the Σ 5 one finds Fx ~ 4 and Fy Ä 4. Assuming the 
size of this shift to be SXCG and SYCG for the χ and y component respectively, the 
systematic error on the determination of the impact position is approximately given 
by: 
6X,
n
*F
x
6XcG , 6Yin*Fy6YcG • (5.25) 
In fig.5.5 the center of gravity distributions are shown. Using the observed values 
of I ^ C G I a n < l l^^ccl) the position measurement error induced on \SXi
n
\ and |£У,
П
|, 
turns out to be less than 0.3 mm in all cases; this error can therefore be neglected. 
The data in fig.5.5 are seen to follow the distribution for the simulated events, 
discussed in chapter 3. Thus, the experimental data are expected to have an impact 
point accuracy which is approximately equal to the one found for MC events, i.e.: 
σ < 0.65 mm using the Σ25 or Σ9 matrix, 
σ < 0.85 mm using the Σ5 matrix. 
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Figure 5.5: Distribution of the centre of gravity. The curves represent the Monte 
Carlo distribution discussed m chapter 3. The crosses are the data points. 
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5.4.2 Bump Energy 
The energy of the bump, obtained by taking any of the energy sums of a crystal 
matrix as discussed above, depends on the point of impact on the central crystal. 
This dependence is shown in fig.5.6 for the Σ25, Σ9 and Σ5 matrices as a function of 
the parameter p, defined as: ρ = X^
ec
 + Y^
ec
. The energy decreases as the point of 
impact approaches the edge of the central crystal. An analysis using Σ5 is of course 
more sensitive to this effect than Σ25 or Σ9. When comparing the behaviour for 
data and Monte Carlo both are seen to follow a similar curve. The energy can be 
fitted as a function of ρ with a 2-nd order polynomial function (J^s ip), - ^ ( p ) ) for 
the Σ25 and the Σ9 and a 4-th order polynomial (^(/з)) for the Σ5. The results of 
these fits are given in table 5.4.2. 
do Ol a-i a j a4 
Data 
Σ25 
Σ 9 
Σ5 
43.47 ± 0.07 
41.87 ± 0.04 
39.75 ± 0.08 
-0.78 ± 0.22 
-1.18 ± 0.07 
-1.25 ± 0.27 
-0.46 ± 0.14 
-0.33 ± 0.05 
-1.06 ± 0.24 -0.09 ± 0.05 -0.19 ± 0.03 
Monte Carlo 
Σ 2 5 
Σ9 
Σ5 
43.58 ± 0.02 
42.05 ± 0.03 
40.14 ± 0.03 
-0.07 ± 0.07 
-0.33 ± 0.11 
-0.60 ± 0.13 
-0.74 ± 0.05 
-0.73 ± 0.07 
-1.92 ±0.18 1.10 ± 0.16 -0.76 ± 0.06 
Table 5.2: Energy fit !F{p) = a0 + αλρ + a^p2 + a^p^ + a^p11. 
The correction to the energy is based on these fitted functions: 
EL· = 
ECQ = 
El = 
ЫР) 25 
TAP) 
(5.26) 
^ ( 0 ) 
Ть{р) E; 
where ET and Ê c stand for raw (uncorrected) and corrected energies respectively 
and the parameter ρ is obtained from the method discussed in chapter 3. T h e result 
of this correction is shown in fig.5.7 for both real data and Monte Carlo events. 
It is seen that after applying the correction the width of the energy distribution 
decreases, and therefore the precision increases. Furthermore, the average of the 
peak is seen to shift to a higher, and more correct, value as a consequence of the 
compensation of the energy loss for particles entering a crystal near its edges. 
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Figure 5.7: The bump energy correction due to impact point variations for real data 
and for Monte Carlo using the Σ25, Σ9, Σ5 matrices. 
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In a final step, the effect due to shower leakage is taken into account. This effect 
is already visible in fig.5.6 and 5.7, through the general feature: Es < Eg < Eis. 
The energy of the particle is finally given by: 
Ep = A/Vs #25 ι 
Ep = ЯъЩ, (5.27) 
EP = Ms Et. 
where the factors Л/) are the leakage correction factors for each of the crystal sum 
possibilities. The ratios Aíg/ÁÍ^s and Áfs/Ms can be obtained from the data near 
ρ = 0. Then there is one more unknown factor 7V25, being the fraction of the total 
particle energy contained in a Σ25. This factor is fixed by the demand that the 
energy of an emerging electron from a Bhabha event is on top of the beam energy. 
Actually, when the beam energy is near the Z0 mass, a BABAMC Monte Carlo 
study shows that the peak of the electron energy is expected at 0.997 times the 
beam energy. 
The energy distribution obtained for electrons from Bhabha events is shown in 
fig.5.8 both for real data events and for Monte Carlo events. An estimate for the 
resolution is obtained by taking the FWIIM/2.36 of these peaks. The data peak is 
seen to be somewhat wider than the Monte Carlo peak, because the xenon correction 
factors (applied to data only) are only known to an accuracy of 0.7% [29]. In order 
to compare the Monte Carlo with the data, a Gaussian distribution with a width 
of 0.7% is convoluted with the Monte Carlo distribution. Comparing the resulting 
distribution with the data distribution (fig.5.8c) good agreement (χ2/ΝDF = 1.23) 
is observed. 
In conclusion the above analysis leads to an in situ BGO energy resolution for 
Bhabha events of 1.35%, to be compared with 0.7% at comparable energies in the 
test beam set-up. It should be emphasized however, that our analysis includes all 
events reconstructed as Bhabhas, even events containing bumps with "dead" crystals 
(see section 5.4). 
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Chapter 6 
Cross Section Measurements 
In the previous chapters, methods were described to accurately measure energy 
deposition in the BGO calorimeter. The electromagnetic calorimeter can thus be 
used, in conjunction with the central track detector, to measure the cross section 
and angular distribution of Bhabha events. 
Strictly speaking the name 'Bhabha event' refers to an elastic interaction of the 
type e+e~ —> 7 —> e + e _ . As was discussed in chapter 1, we use the name 'Bhabha 
event' in this thesis to identify all possible interaction channels of e + e _ —• e+e"(7) 
events. This includes events due to the exchange of a Zu as well as a 7. In addition, 
an arbitrary number of radiative photons, denoted by (7), can be present in the 
final state. Experimentally, two different event samples are distinguished: 
• The small angle Bhabha sample. These are e + e _ —* e+e~(7) interactions 
measured in the forward luminosity detectors. The polar angle 6 of these 
events lies in the domain defined by 30.92 mrad < В or (π — 0) < 64.41 mrad. 
The main contribution to this sample comes from t-channel 7-exchange. Since 
the cross section for these events is well-known from QED, they can be used 
to determine the luminosity of the LEP beams. 
• The large angle Bhabha sample. These are e + e _ —> e + e _ (7) interactions 
measured in the BGO barrel detector. They consist mainly of s-channel Z 0 
exchange events; they are used to study the properties of the Z 0 boson. 
In order to distinguish between these two data samples the following notation is 
introduced: quantities related to large angle Bhabhas are given the index ее, while 
for quantities related to small angle Bhabhas the index lumi is used. 
In general the cross section for a given type of events (the signal) is determined 
using the relation: 
1'signal -ί'feqcfc /c i\ 
σ
 stgnal =
 r
 , ( D . l ) 
t r Ea L* 
where 
^signal is the measured number of events of the desired type, 
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Ntack is the number of background events, 
ε
τ
 is the trigger efficiency, 
ε
α
 is the detector acceptance, 
С is the measured luminosity of the electron-positron beams. 
The trigger efficiency gives the fraction of signal events that fire the trigger. The 
meaning of detector acceptance is most easily seen from the quantity (1 — e0); it 
represents the fraction of signal events not measured for reasons other than a missed 
trigger. The detector acceptance includes a geometrical part (the detector does 
not have Air angular coverage) as well as an efficiency part (non-working readout 
channels, reconstruction errors, etc). The luminosity is a measure of the intensity 
of the LEP particle beams; it is the ratio of the number of electrons and positrons 
colliding per second over the effective collision surface. Assuming that the beams 
hit head on, it is defined as: 
£ = ^ M l ^ ,
 (6.2) 
where: 
пь is the number of bunches per particle type. 
ƒ is the LEP circle frequency. 
iVi, N2 are the numbers of electrons and positrons per bunch. 
σ
χ
, σ
ν
 are the Gaussian r.m.s. of the horizontal and vertical beam sizes. 
Substituting the relevant numbers from table 2.1 a luminosity of С ~ 1031 c m - 2 s - 1 
is expected. The actual luminosity at run time is derived from the rate of small 
angle Bhabha scattering. 
The data sample investigated in this analysis comprises the data taken during 
the 1990 LEP running period (March - August), a period in which the L3 detector 
collected an integrated luminosity of 5.5 p b _ 1 at seven energy points in the range 
88.22 < y/s < 94.22 GeV. 
For the present analysis, the signal type of events are the large angle Bhabha 
events. Each of the quantities in eq.(6.1) will be discussed in turn. First, a short 
overview of the trigger system and the luminosity measurement is given. This is 
followed by a more detailed discussion of the event selection procedure for Bhabha 
events and the related detector acceptances and backgrounds. Finally, the total 
and differential cross sections are determined, together with the related forward-
backward asymmetries. 
6.1 Trigger System 
In the LEP storage ring there is a bunch crossing every 22 ßs. The rate of Z0 physics 
events, however, is less then 1 per second. Since it is neither possible, nor necessary, 
to read out the full detector after every bunch crossing, a trigger system is needed 
to filter the physics events from the noise and beam gas events. 
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The trigger system is set up in such a way that any negative trigger decision can 
be taken before the next bunch crossing occurs and therefore does not contribute to 
the detector dead time. If a positive decision is taken the detector must be read out. 
This introduces a dead time of 500 μβ and causes a loss of possible interactions for, 
approximately, 23 bunch crossings. Thus, an efficient trigger system is characterized 
by a low overall data taking rate coupled to a minimum of rejection of genuine events. 
In the ¿з experiment a positive trigger decision can come from 5 sources: 
• the calorimeter trigger, 
• the muon trigger, 
• the TEC trigger, 
• the scintillation trigger, 
• the luminosity trigger. 
In general, the calorimeter trigger is a combination of signals from the electromag­
netic calorimeter and the hadronic calorimeter. A detailed description of these 
triggers is given in ref. 21. 
The primary trigger source for large angle Bhabha events is the calorimeter 
trigger and in particular the BGO barrel analog sum trigger. In the BGO barrel 
the analog signals are summed in groups of 30 crystals to obtain a segmentation 
of 32 channels in φ and 8 channels in Θ. In the hadron calorimeter, each module 
provides 2 trigger signals, one corresponding to the first interaction length in the 
detector (layer A) and one corresponding to the remaining part (layer B). This way 
a segmentation of 16 in φ and 11 (layer A) or 13 (layer B) in θ is obtained. 
The small angle Bhabha events are captured by the luminosity trigger. The 
luminosity monitors provide 16 signals on each side of the interaction point, corre­
sponding to 16 segments of 22.5° in φ. 
The total calorimeter trigger segmentation is shown in fig.6.1. 
As a backup for the calorimeter trigger the TEC track trigger is used. From each 
of the 24 outer TEC segments, 14 wires (the LR anodes, see chapter 2) are used in 
the trigger [66]. By dividing the drift times in two bins and by solving the left-right 
ambiguity with the help of grid wires on both sides of the anode wires, the detector 
becomes effectively subdivided in 96 φ bins each containing 14 data points. For each 
of these bins a track finder module searches for the presence of tracks which leave 
the TEC in the bin under examination and originate from the beam line. 
The large angle Bhabha events used in the present analysis are selected by the 
logical or of the following trigger conditions: 
• The energy trigger: Either at least 10 GeV is registered in the BGO barrel, 
or 15 GeV jointly in the BGO barrel and the hadron barrel, or 20 GeV in all 
calorimeters, including the endcaps. 
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Figure 6.1: The segmentation of the calorimeter trigger in the R — 0 plane. 
• The charged track trigger: At least two tracks are observed in the TEC with 
a transverse momentum greater than 0.15 GeV and with an opening angle 
greater than 120° in the R — φ plane. 
In the data-stream a so-called trigger word is saved, specifying which triggers were 
fired for the particular event under consideration. Using the total sample of selected 
Bhabha events (see section 6.3.1) and assuming that both triggers are statistically 
independent, the energy trigger efficiency is found to be (99.75±0.09)% and the track 
trigger efficiency to be (82.67 ± 0.61)%. The combined efficiency of both triggers is 
(99.96 ± 0.02)%. 
The small angle Bhabha (or luminosity) events are triggered by a logical OR of 
the following conditions: 
• Back-to-back trigger: At least 15 GeV is deposited in opposite Α50φ sectors of 
the calorimeters. 
• Asymmetric double-tag trigger: At least 25 GeV is deposited in one calorimeter 
and at least 5 GeV in the other. 
• Prescaled single-tag trigger: At least 30 GeV is deposited in one of the calorime­
ters. 
The selected luminosity events have to satisfy either the back-to-back trigger or the 
asymmetric double tag trigger. The number of events triggered by the single tag 
trigger is used to calculate the luminosity trigger efficiency; it is found to be better 
than (99.9 ±0.1)% [18]. 
6.2. Luminosity Measurement 125 
6.2 Luminosity Measurement 
The actual luminosity is determined by measuring the rate of small angle Bhabha 
scattering. Since the cross section for these events is well known [58], the luminosity 
can be obtained from: 
= , (6.3) 
where (T/
um
, is the cross section for the luminosity events in the polar range: 30.92 mrad < 
θ or (π - θ) < 64.41 mrad. 
гі+ tx+ 
Figure 6.2: A Bhabha event in the luminosity monitor. 
The selection procedure for luminosity events is described in detail in ref. 18. 
A example of a Bhabha event in the luminosity detector is displayed in fig.6.2. 
Typically two back-to-back energy clusters are detected, one in the forward detector 
and one in the backward detector. In order for an event to be selected these clusters 
have to satisfy the following criteria: 
1. Fiducial volume cut: 
To avoid systematic errors at least one of the energy clusters should be at 
least one crystal away from the detector boundaries. This translates into the 
following requirement for the reconstructed point of impact: 
(a) 30.92 mrad < θ < 64.41 mrad, 
(b) \φ-90ο\> 11.25° and \φ - 270ο| > 11.25°. 
No further restrictions are imposed on the cluster on the opposite side. 
Every event is subjected twice to this selection criterium, once with the tight 
fiducial cut applied to the +Z side and once to the -Z side. This way two event 
samples are obtained, the average of which is used to calculate the luminosity. 
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2. Energy cut: 
To reject beam gas events, the reconstructed energy on one side has to be more 
than 0.8 · Ebeam and the energy on the opposite side more than 0.4 · Еь
еат
. The 
energy cut is taken asymmetrical in order to keep Bhabha events of which 
the measured electron energy is less than the beam energy on one side, either 
because of the occurrence of an undetected radiative photon, or because of 
non working detector channels. 
3. Coplanarity cut: 
To further suppress beam background, the coplanarity angle, Αφ, of the two 
clusters must satisfy: \Αφ - I80ù\ < 10°. 
The background due to beam gas is derived from the distribution of events in the 
coplanarity domain 10° < \Αφ — 180| < 30°. The background is found to be (0.2 ± 
0.1)%. 
Taking the average of the two event samples reduces the systematic effects on 
detector misalignment and vertex displacements. The fill-to-fill displacements of the 
vertex position are less than 0.5 mm [67], such that systematic errors due to this 
effect are less than 0.1%. The variation of the luminosity as obtained by changing 
the cut-parameters leads to an estimate for the total systematic error due to event 
selection of 0.5%. 
Furthermore, since there is no TEC information for the angular region covered 
by the luminosity counters, it is not possible to distinguish showers initiated by 
electrons or photons; i.e. events of the type e+e~ —> 77 cannot be distinguished 
from e+e~ —» e+e~ events. This leads to an additional cross section correction of 
0.02%. 
The total visible cross section for energies around the Z0 peak is found to be 
88.5 nb. The systematic error on this number comes from three sources: 
• The limited amount of Monte Carlo events, contributing 0.3%. 
• The uncertainty in the precise knowledge of the geometry of the detector, 
contributing 0.4%. 
• The theoretical uncertainty of the cross section. The theoretical cross section 
for the Bhabha events in the luminosity monitor angular domain is obtained 
with a program called ВЛВАМС, which is a 0(a) Monte Carlo generator 
[58]. An analytical calculation of the leading log 0(a2) contribution results in 
a 0.4% increase of the visible cross section [68]. The total effect of all higher 
order corrections is estimated to be less than 0.5%. 
The various contributions to the systematic error on the luminosity measurement 
are summarized in table 6.1. The total systematic error of 0.9%, is obtained by 
taking the square root of the quadratic sum of each contribution. Since the number 
of accepted luminosity events is rather high (R¿ 5 Χ 10s events), the uncertainty in 
the luminosity measurement is dominated by the systematic error. 
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Source of systematic uncertainty 
Luminosity trigger 
Geometry of calorimeters 
Bhabha event selection criteria 
Background subtraction 
Monte Carlo statistics 
Theory 
Total systematic uncertainty 
Contribution 
to Δ £ 
0 . 1 % 
0.4% 
0.5% 
0 . 1 % 
0.3% 
0.5% 
0.9 % 
Table 6.1: Systematic errors on the luminosity. 
The luminosity is calculated on a run-to-run basis from the number of selected 
small angle Bhabha events. The results are saved in a file called the LUMLIST. If 
during the reconstruction procedure one finds that a subdetector was not working 
properly, the data from this run, as well the luminosity corresponding to this run, 
can be discarded without introducing an error. 
y/s (GeV) 
88.220 
89.222 
90.223 
91.218 
92.214 
93.217 
94.211 
total 
£ (nb-1) 
390.83 
538.18 
368.67 
2999.81 
394.64 
529.80 
491.75 
5713.7 
Table 6.2: Luminosity results. 
For the 1990 LEP runs the cross section was measured at 7 energy points, ranging 
from 88.2 to 94.2 GeV. The beam energy scale was calibrated to a precision of 20 
MeV, while the beam energy spread was 36 MeV [17]. The average energy value at 
each of the seven points is then calculated according to: 
(V-s) = ^ ß , (6.4) 
where the sum is taken over all runs at the energy point under consideration. The 
resulting energy values and the corresponding luminosities are given in table 6.2. 
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6.3 The e + e —* e + e (7) Cross Section 
Applying the cross section equation (6.1) to the case of large angle Bhabha events 
one obtains: 
Nee - Nback Vee = ^ · (6.5) 
£( ε
α
 L 
The trigger efficiency £t and the luminosity С have been discussed above. The num­
bers 7V
ee
, N^ack a n d the efficiency e
a
 aie discussed in the following three subsections. 
6.3.1 Event Selection 
The majority of the events occuring at LEP are events of either one of the following 
types: 
1. e + p - -> qq{g) 
2. e + c _ —• e + e _ (7) 
3. e + e _ —> μ+μ~(7) 
4. e + e _ —>T + r - (7) 
Events of each of these types have been generated with specific Monte Carlo 
programs: JETSET 7.2 [69] for the hadronic events, BABAMC [58] for the Bhabhas, 
and KORALZ [70] for the di-muon or and tau-tau events. The detector response to 
the decay particles of these interactions is simulated with the GEANT3 program [45]. 
Finally the events of the Monte Carlo generators are reconstructed in the same way 
as the real LEP data. The details of the reconstruction were described in chapter 5. 
The detector response to a typical Bhabha event is displayed in fig.6.3. The event 
is characterized by two back-to-back tracks reconstructed in the central detector 
(TEC), each of which lines up with the reconstructed point of impact of two large 
showers in the electromagnetic calorimeter (ECAL). 
In order to select Bhabha events out of the total event sample, an adequate set 
of variables is required. In fig.6.4 Monte Carlo events for each of the four channels 
mentioned above are displayed as a function of two variables measured with the 
BGO detector: 
• The number of reconstructed particles ('bumps'). 
• The sum of the reconstructed energy of the two most energetic particles. 
Using these variables a clear separation between the four different channels is seen. 
The main aim here is to isolate the Bhabha events; the plot shows that the energy 
sum £] + Ei is an adequate selection parameter. The number of bumps, is however 
a useful variable to reject the bulk of the hadronic events in a pre-selection stadium. 
The full selection criteria contain the following cuts: 
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Figure 6.3: Transverse and longitudinal view of a Bhabha event in the Ls detector. 
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Figure 6.4: Number of bumps versus the energy sum of the two most energetic 
particles in the BGO. 
1. On the number of particles: 
The number of particles reconstructed in the ECAL is less than 8. 
2. On the energy: 
The particle energies satisfy at least one of the following two criteria: 
(a) The electromagnetic energy sum of the two most energetic particles lies 
in the domain: 
Ei + E2> ОЛуД . 
(b) T h e energy of the most energetic particle lies in the domain: 
Ει > QA5y/s , 
while simultaneously, the energy of the second most energetic particle 
satisfies: 
E2 > 2 GeV 
3. On the acollinearity: 
The acollinearity angle ζ (180 degrees minus the opening angle) between the 
two most energetic particles satisfies: 
C < 2 5 0 
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Figure 6.5: The energy of the second most energetic particle in the BGO (Ei) versus 
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4. On the track quality: 
At least one TEC track is reconstructed in the central detector. In addition the 
«^-coordinate of at least one of the reconstructed TEC track as extrapolated to 
the impact position in the BGO, differs less than 2.5° (the size of a crystal) from 
the «^-coordinate of the corresponding particle as measured with the BGO. 
5. On the polar angle: 
The reconstructed impact point of the particles is at least one crystal away 
from the detector edge. This implies that the 0-coordinate lies inside the range: 
44° < 0 < 136° . 
The most important criteria are the energy cuts 2(a) and 2(b). Their consequence 
for Monte Carlo events is demonstrated in fig.6.5. Requirement 2(a) uses the energy 
sum of the two most energetic particles, rather than the total energy sum in the BGO. 
In this way a clearer separation between Bhabha events and background is obtained, 
since in Bhabha events typically all energy is concentrated in two particles, while 
hadronic or tau events often lead to a large total electromagnetic energy deposition, 
with only a moderate energy signal for the two highest particles. The possibility 2(b) 
is included to make the event selection less sensitive to the number of non-working 
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readout channels ('dead crystals') in the calorimeter. If a final-state electron enters 
a crystal of which the readout does not work, the energy in the surrounding crystals 
will still be high enough to let the event pass the 2 GeV cut of requirement 2(b). 
However, in order to prevent additional background contributions, the energy cut 
on the other particle (cut 2(a)), is then taken closer to the beam energy. 
The requirement that at least one matching TEC track is reconstructed rejects 
the background of the electromagnetic process e+e~ —• 77, since the photons leave 
no track in the TEC, while the event is otherwise identical to a Bhabha. 
The polar angle cut (cut 5) is designed to avoid or reduce systematic effects at 
the edge of the detector. 
To understand the systematic errors introduced by the selection criteria, each 
of the cut parameters is varied in turn over a wide domain. The cut-parameter 
values actually used are always chosen in a 'stable' region, i.e. they are placed 
at a position where the resulting cross section is insensitive to the exact location 
of the cut. The change of the cross section is then calculated as function of the 
cut-parameter varied, while all other parameters are kept at their central value. In 
calculating these varying cross sections all effects due to acceptance and background 
are incorporated (see below). The results are shown in fig.6.6. 
The consequence of changing the polar angle cut is not studied here; evidently, 
when this angle is changed, the cross section changes. The effect of varying this cut 
will be studied (see section 6.5) when looking at the Z0 contribution to the cross 
section, and when the extrapolation to a Air angular domain is made. The overall 
systematic error on the event selection is found to be 0.4%. 
The sample of events obtained with the above cuts will be used to calculate 
the cross section and to compare the results with a semi-analytical calculation by 
Beenakker, Berends and van der Marck [68], contained in the ALIBABA program. 
A second, more restricted event sample is selected for comparison with an analytical 
calculation due to Greco [71], as is implemented in a computer program by Greco, 
Caffo and Remiddi (GCR) [7]. In this calculation the contributions to the cross 
section of hard (Ε
Ί
 = к > ко) photons making a large angle with the nearest charge 
particle (¿ > Smax) are excluded. Contributions of this kind must therefore also be 
eliminated from the data. Hard acoliinear photons radiated off in the direction of 
the beam line cannot be detected. However, events of this type can be rejected by 
an acollinearity cut (Cmoi) on the final state. For every choice of С
тах
 there is a 
corresponding k0. The exact choice of Çmax (or k0) is a matter of some care. The 
value of k0 must be taken as small as possible to make the calculation as precise as 
possible. The experimental detector resolution however, puts a lower limit on Cmar· 
The following additional cuts are imposed on the data sample used for comparison 
with the GCR program: 
6. On the acollinearity: 
The acollinearity must satisfy: ζ < 5°. This cut is a more restrictive version of 
cut number 3. An acollinearity of 5° corresponds to a distance of approximately 
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Figure 6.6: The change in cross section as a result of changing the cut variables. The 
plots show the effect of varying: a) The number of reconstructed particles (selection 
I). b)The energy sum of the two most energetic particles (selection 2a) c) The 
energy of the most energetic particle (selection 2b) d) The energy of the second 
most energetic particle (selection 2b) e) The acolhneanty angle (selection 3) f) The 
matching angle between the TEC and DGO (selection 4)· The arrows give the actual 
position of the cuts used to select the Bhabha events. 
134 Chapter 6. Cross Sect ion M e a s u r e m e n t s 
2.5 crystals in the detector, i.e. to the radius of a matrix of 5x5 crystals (see 
chapter 5). T h e value ζ = 5° is equivalent to the choice ko = 3.8 GeV. 
7. On photons: 
No photons are present in the final s tate with energy Ε
Ί
 > 3.8 GeV and angle 
δ > 5°. Here, a photon is identified as the third most energetic bump in an 
event. 
The two sets of events will be denoted as being of type 1 or 2, respectively. 
The acceptance and background are determined for each set separately. The total 
number of events left after application of the selection criteria are: 
Number of events of type 1 = 4391 . 
Number of events of type 2 = 4059 . 
6.3.2 Acceptance 
As can be seen from the Monte Carlo plots 6.4 or 6.5, not all real Bhabha events 
satisfy the cut requirements. The acceptance ε
α
, defined as the ratio of the number 
of accepted Bhabha events over the number of generated Bhabhas is determined using 
the BABAMC Monte Carlo. The detector response is simulated and reconstructed 
using 30.000 events generated at -y/s = 91.16 GeV. In the reconstruction, the effect 
of non-working readout channels is taken into account by setting the energy values 
for these crystals equal to zero. 
The standard method used to determine the detector acceptance is to generate 
a number of Monte Carlo events in the total 47Γ sr angular area, and to calculate the 
fraction of events that are detected and pass all the selection criteria. However, in 
the case of Bhabha scattering, the cross section diverges at θ — 0. The acceptance 
must therefore be calculated for a limited angular domain. The angular domain 
considered is the same as the one used for selecting the events: 44° < 0 < 136°. 
Some caution is required, however. The acceptance is defined as the ratio of the 
number of events selected over the number of events generated in a given angular 
domain. Events generated just outside this area might fall inside this area after 
reconstruction. It is important t h a t this effect is taken into account by the Monte 
Carlo program. Therefore the angular domain over which the Monte Carlo events 
are generated must be larger than the acceptance-domain. Here, it is chosen to be 
38° < д
еп
 < 142°, a domain which even extends beyond the physical BGO detector; 
this eliminates all systematic effects due to the detector boundaries. 
In order to obtain a valid result, the Monte Carlo program should reproduce the 
data distributions for all quantities used in the selection criteria. It turns out that the 
bump multiplicity found in the real data is somewhat higher than in the Monte Carlo 
data. This is caused by adjoining read-out channels having temporally correlated 
noise values, just above the energy cut-off. The net effect is a reconstruction of 
fake extra particles. This effect can be taken into account in the Monte Carlo on a 
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Figure 6.7: The number of reconstructed bumps m the ECAL. 
statistical basis, by assuming that in each event there exists a constant probability 
λ for such a "noise particle" to occur. The probability that in an event Nj extra 
fake particles are reconstructed is then given by: 
P(Nf) = λΝ> (6.6) 
Using a (fitted) value for A of 0.2, the Monte Carlo gives a satisfactory description 
of the multiplicity of the data. (See fig.6.7.) 
The Monte Carlo and the data also agree very well in terms of the reconstructed 
bump energies. This is shown in fig.6.8. 
In fig.6.9, the quality of the Monte Carlo data is further studied by comparing 
the distributions for the acollinearity of the two particles with the highest energy 
(usually the electron and the positron), as well as the energy spectrum and angular 
distribution of the radiative photon. A photon is accepted only when its energy 
E-, > 0.5 GeV and when its angular separation with the nearest charged track is 
at least 5°. These criteria are met by 287 events. One again observes that the real 
data and the Monte Carlo data are in good agreement. 
The acceptance and its precision for selecting Bhabha events are determined 
according to: 
e
· - - ^ — ·
 Δ ε
° - /— i f^r- > (6·7) pjgen 
where 
N9en is the number of generated events in 44° < θ < 136° , 
Ν"
1
 is the number of selected events in 44° < θ < 136° . 
Note that the Дб
а
-еггог results from using binomial statistics. 
In the Monte Carlo sample used, the 30,000 events previously mentioned are 
generated in the interval 38° <
 деп
 < 142°. Of these, 25,300 (22,804) are generated 
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within 44° <
 деп
 < 136° and 24 410 (22 010) are selected as type 1 (type 2) events. 
The resulting values for the acceptance are: 
Events type 1: e¿ = (96.48 ± 0.12)%. 
Events type 2: -2 _ (96.52 ±0.12)%. 
6.3.3 Background 
As discussed in the previous subsection the selection criteria do not find all the 
Bhabha events. This is corrected for by an acceptance factor derived from a Monte 
Carlo comparison. On the other hand, the selection criteria will also allow some 
contamination from events other than Bhabhas. In general, the total number of 
selected events will thus consist of: 
N"' = m + ^Ьаск ε back 
Therefore: 
Nïr = — (N'el - №,::,• „back Ï 
(6.8) 
(6.9) 
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or, since the number of events generated is proportional to the cross section: 
T 5 e / ~back 
- σ] back (6.10) 
The above equation is used to perform the background subtraction. 
To determine the size of the different background sources, qq, μ+μ~ and τ+τ~ 
events were generated with the programs mentioned earlier. By subjecting recon­
structed events resulting from these programs to the Bhabha selection criteria, one 
finds that qq and μ+μ~ events have an acceptance of less than 0.1% and can be ne­
glected. The background from τ+τ~ events on the other hand, cannot be neglected. 
For this background the following acceptances are found: 
Events type 1: 
Events type 2: 
el = (0.95 ±0.06)%. 
el = (0.83 ± 0.06)%. 
Figure 6.8 shows that the data are well described by the sum of e + e" signal events 
and τ+τ~ background events generated by the Monte Carlo programs. Since the 
relative contribution of the electron and tau events is not a constant as a function 
of the beam energy, the background subtraction must be performed for each of the 
energy points separately. 
6.3.4 Cross sections 
The Bhabha cross sections obtained from the events of type 1 and type 2 are valid 
for the angular region: 44° < θ < 136° with restrictions on the acollinearity angle: 
ζ < 25° (type 1) and ζ < 5" (type 2). The results are presented in table 6.3. In 
fig.6.10 the cross section for the type 1 events is plotted and compared with the 
ALIBABA prediction for the same angular domain and with the same acollinearity 
restriction. The extraction of the s-channel contents will be discussed in section 6.5. 
V ^ (GeV) 
88.220 
89.222 
90.223 
91.218 
92.214 
93.217 
94.211 
totals 
С (nb-1) 
390.83 
538.18 
368.67 
2999.81 
394.64 
529.80 
491.75 
5713.7 
/V1 
1
 eventi 
128 
278 
323 
3072 
268 
216 
106 
4391 
'i.e.. (nb) 
0.337 ± 0.030 
0.531 ± 0.033 
0.899 ± 0.051 
1.047 ± 0.022 
0.693 ± 0.044 
0.417 ± 0.029 
0.219 ± 0.022 
/V2 
' events 
116 
263 
304 
2857 
250 
195 
77 
4059 
<eas (nb) 
0.306 ± 0.029 
0.503 ± 0.032 
0.846 ± 0.050 
0.974 ± 0.021 
0.647 ± 0.042 
0.376 ± 0.028 
0.159 ± 0.019 
Table 6.3: Cross sections for Bhabha events. The superindex 1 or 2 refers to mea­
surements of type 1 and type 2 as explained in the text. 
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6.4 The e + e —• e + e (7) Angular Distr ibutions 
Together with the total cross section, a measurement of the angular distribution 
yields predictions for the basic parameters of the Standard Model. Presented in this 
section are the differential cross sections as function of the polar angle Θ, as well as 
the so-called forward-backward asymmetries. In order to measure these quantities 
the charge of the outgoing electrons must be determined, i.e. the electron must be 
distinguished from the positron. The charge determination is discussed in the first 
part of this section. 
6.4.1 Charge Determination 
Two different methods are used in order to assign a charge-sign to the outgoing 
positron and the electron in the Bhabha event. One method is based on a measure­
ment of the curvature of each track; the other one uses the difference in (^-position 
of the two particles after travelling a certain distance in the magnetic field. The 
latter method is here called the 2-point method. 
In order to determine the charges, the reconstructed TEC tracks are subjected 
to additional selection criteria. In each event two TEC tracks are required which 
line up with BGO bumps within 2.5°. Each of the these tracks must in addition 
satisfy the following requirements: 
1. At least 30 wires are hit out of a maximum of 62. 
2. The span between the inner hit wire to the outer hit wire is at least 40 wires. 
3. The reconstructed distance of closest approach to the vertex is less than 5 mm. 
4. The acollinearity for all events is restricted to ζ < 5°. 
Out of the 4389 Bhabha events initially selected, 3003 survive these additional 
requirements. This corresponds to an overall acceptance of (68.42 ± 0.48)%. 
The 2-Point Method 
Measurement of the charge using this method is based on the fact that for the 
majority of Bhabha events, the final state particles are emitted almost exactly back-
to-back. Close to the vertex their difference in φ is therefore 180°. However, by the 
time these particles enter the BGO detector their difference in φ is different from 
180° due to the fact that they traversed approximately 0.55 metres of 0.51 Tesla 
magnetic field. From this difference the charges of the particles can be deduced (see 
fig.6.11). 
One first notices that in the exact back-to-back approximation the electron and 
positron lie on the same circle, since they leave the interaction region in opposite 
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Figure 6.11: Charge determination with 2-point method. 
directions with opposite charge but equal momentum. The sagitta s of this circle is 
given by a well-known relation: 
0 3BZL
2 
8pi 
(6.11) 
where the sagitta s and the tracklength L are both expressed in meters, the magnetic 
field Bz in Tesla and the transverse momentum pt in GeV. In our case L « 2R, where 
R is equal to the radius of the BGO detector. A measurement of the sagitta can be 
obtained from: 
R-A<t> = s' , (6.12) 
where the quantity Δ<^ is given by: 
Αφ = φ\ — <{>2 — ж . 
Thus a quantity "reconstructed charge" фгр can be defined as: 
О -
Q l 
Чгр = 
Q2 іАфрі 
O.WzR 
(6.13) 
(6.14) 
the modulus of which is 1, but the sign of which determines the charge of both 
particles. The transverse momentum p ( is given by р( = .Esine), where E and θ are 
the energy and the polar angle of either the electron or the positron, as measured 
with the BGO calorimeter; the actual pt value used is the average of the values found 
for the electron and positron separately. The value R is determined on an event by 
event basis using the position of the BGO crystals containing the reconstructed 
impact points. 
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In order to obtain useable results with this method an accurate measurement of 
the position of impact in the BGO is needed. For an electron with 45 GeV transverse 
momentum, the required precision is approximately 0.6 mm, i.e. a value close to 
the BGO position measurement resolution (see chapter 3). The position of this 
impact point can, however, also be predicted by the TEC, using the standard L3 
reconstruction program1. The TEC method will be seen to yield somewhat better 
results then the BGO method. 
In addition to a precise BGO impact position, also an accurately determined 
vertex-position is needed. Assuming that all subdetectors are perfectly centered, 
and that the interaction vertex is in the common center of these subdetectors, turns 
out to be too coarse a method. Thus the position of the vertex has to be determined 
experimentally. In addition, as in general the centers of the subdetectors are not 
identical, the vertex has to be determined for the BGO and TEC detector separately. 
This is done using the sample of Bhabha events themselves. Per event, the two 
measured positions of impact in R and φ of the back-to-back particles in the BGO 
detector (as predicted by BGO and TEC separately) are connected by a straight 
line. The vertex is then defined as the point in space which has the closest average 
distance to all the back-to-back lines of all selected events. In fig.6.12 a contour plot 
is given of the average distances found for the space points around the vertex. The 
average position of the vertex relative to the BGO and TEC centers are found to 
be: 
BGO: X
ve
rtex = ( 0.76 ± 0.02) mm T E C : * „ „ « « = (-0.18 ± 0.01) mm 
Yvertex = (-0.19 ± 0.02) mm У;
е г ( е і = (-0.25 ± 0.01) mm . 
BGO TEC 
Figure 6.12: Determination of the position of the interaction vertex relative to the 
centers of the BGO and TEC detectors. 
'The routine TEINCY of the program REL3V153 was used for this purpose. 
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Using these vertex positions the measured φ positions of the two electrons can 
be transformed from the 'detector coordinate system' into the 'vertex coordinate 
system'. 
Since not all events arc perfectly back-to-back, the 2-point method does not 
determine the charge with 100% efficiency. The efficiency for charge determination 
using the 2-point method has been studied with a Monte Carlo, assuming that the 
impact position in the BGO is measured with a perfect detector, i.e. with no error. 
The final states of 10 000 events were generated with the BABAMC program; each 
event was required to have an acollinearity less than 5°. The results of the charge 
measurement are shown in fig.6.13. The efficiency for assigning the correct charges 
to the positron and electron is found to be (91.1 ± 0.3)%. 
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Figure 6.13: A Monte Carlo study of the charge determination with the 2-point 
method, assuming a perfect measurement of the impact point in the BGO detector. 
For a real detector the efficiency will be lower since the impact point is measured 
with finite precision. In fig.6.14 the Q2P distributions are given as obtained using the 
TEC and BGO detectors, respectively. The data distributions are consistent with 
the Monte Carlo predictions, after a position measurement error of respectively 3.5 
mm for the TEC and 5.1 mm for the BGO is added to the previous zero-error Monte 
Carlo data. The expected charge confusion for the TEC and BGO are then found 
to be (11.4 ± 0.6)% and (13.4 ± 0.6)% respectively. 
Using the Monte Carlo distributions, each event can be assigned a probability 
Р(Ягр) that the charges have been assigned correctly. In fig.6.14 these probabilities 
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• Real Data • Monte Carlo! All 
• Monte Carlo' Wrong: 
13.4 55 
Figure 6.14: Charge measurement for the 2-point method using respectively the TEC 
and the BGO to predict the impact points. 
are plotted as a function of Q2P As expected, around Q2P = 0 the probability goes 
to 0.5, i.e. one finds equal probability for a conect or a wrong prediction. Near 
Q2P = ±1 the probabilities are almost 1. Events that fall outside the range of this 
plot also have a probability close to 0.5. These events aie rejected from the final 
sample used for charge determination 
In order to combine the results of the measurement of the TEC and the BGO 
the following simple algorithm is used: 
• If the charge prediction of the BGO and TEC measurement agree, the 2-point 
charge is taken accordingly. 
• If the charge prediction of the BGO and TEC disagree, the one with the largest 
probability is taken. 
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Curvature Method 
A second method to determine the charge of each of the tracks emerging from the 
vertex is to measure the transverse curvature of that track. The cuivature of a track 
is determined by fitting a circle through its associated TEC hits. The curvature с is 
then defined as с = 1/Д, where R is the radius of the fitted circle. This fit is applied 
to charged particle tracks in the reconstruction phase. 
To assign a charge, the relation: 
c = 3-10 .sQB, 
Pi 
(6.15) 
is used, where Q, p t and Вг are defined as before. Again a "reconstructed charge" 
can be defined, in this case by: 
¿ о, (6.16) 
Using the measured TEC curvature and the transverse momenta resulting from the 
BGO energy deposition, one obtaines a QCUT distribution as displayed in fig.6.15. 
Also shown are the results from a Monte Carlo simulation. From this simulation 
the efficiency for assigning the correct charge to the tracks is found to be (88.9 ± 
0.8)%. Just as in the case of the 2-point method, the Monte Carlo data can again 
be used to assign a probability to each event; this is also shown in fig.6.15. 
Figure 6.15: Charge measurement for the curvature method. 
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Combining the 2-Point and Curvature Methods 
In order to obtain an optimal assignment of the charges, the results of the 2-point 
and the curvature method are combined, using a simple algorithm. All events, for 
which one of the two methods does not predict a charge, are rejected. For the 
remaining 2610 events the results of the curvature method are compared with the 
results of the 2-point method in fig.6.16. Events for which the charge determination 
of the two point method and curvature method agree (events lying in the areas 
labelled A), are accepted, while the events where the two methods disagree (areas 
labelled R), are rejected. This procedure rejects an additional 484 events so that the 
final sample becomes 2126 events. 
Figure 6.16: Comparison of the charge determined with the 2-point method with the 
charge determined using the track curvature. 
The percentage of the events in the final sample that have a wrong assignment of 
charges is called the charge confusion C. This number can be obtained from a Monte 
Carlo calculation which simulates the event rejection algorithm described above. A 
charge confusion is found of: С = (0.83 ± 0.09)%. The same calculation can also 
be used to evaluate the rejected fraction of events: (18.55 ± 0.04)%, in very good 
agreement with the fraction found in the data: (18.54 ± 0.14) %. 
The correctness of this procedure of assigning charges depends on the magnitude 
of curvature of the tracks; the larger this curvature the better the charge assignment 
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will be. Tracks with a polar angle around 90° will be the most difficult ones to assign 
a charge, since they have maximal transverse momenta, and therefore the smallest 
curvatures. As a consequence more events in the central region (0 sa 90°) will 
be rejected with the above algorithm, than events from the forward and backward 
regions. This leads to a ^-dependent acceptance. The domain —0.72 < coso < 0.72 
has been subdivided in 9 intervals. The acceptance for each of these intervals is 
given in table 6.4, assuming symmetry around coso = 90°. 
Domain 
-0.08 < coso < 0.08 
0.08 < |cos6>|< 0.24 
0.24 < |cos0| < 0.40 
0.40 < |cos0| < 0.56 
0.56 < |cos0| < 0.72 
Acceptance (%) 
56.0 ± 3.1 
56.3 ± 2.3 
58.1 ± 2.1 
58.7 ± 1.9 
56.7 ± 3.1 
Table 6.4: The acceptance as function ofcos9. 
6.4.2 The Forward Backward Asymmetries 
The definition of a 'forward' and a 'backward' event is given in fig.6.17. The forward-
backward asymmetry is defined by: 
AFB = 
σψ — ад 
Op + СТд 
Л
г
, Nb 
NF + NB 
(6.17) 
As is discussed in chapter 1 the measurement of this quantity together with the total 
cross section leads to a determination of the basic parameters of the electroweak 
model. 
e+ — > <— e" e — > 
Forward 
<— e" 
Backward 
Figure 6.17: Definition of a forward event and a backward event. 
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Experimentally, there are 3 possible ways to decide whether an event is forward 
or backward: 
1. by looking in which hemisphere the polar angle of the electron is reconstructed, 
irrespective of the direction of the positron, 
2. by looking in which hemisphere the polar angle of the positron is reconstructed. 
irrespective of the direction of the electron, 
3. by looking in which hemisphere either the positron or the electron is recon-
tructed, but with the additional requirement that the pair is reconstructed in 
opposite hemispheres. 
The experimental results of each of these 3 possiblities are compared with the ALI­
BABA program. The relative differences are found to be negligible. In the following 
only results obtained with possibility 1 are presented. 
The number of forward and backward events are counted using the results of the 
charge assignment. Corrections are made on a cos #-bin basis by giving each event a 
weight 1/e,, where ε, is the acceptance of the cosO-bin in which the event is found. 
Thus: 
^ f r f · ( 1 + 2 ί ! ) ' (6Л8) 
where N'F and N'B are the number of forward and backward events corrected for the 
angular acceptance, and the factor (1 +2C) is the correction for the charge confusion. 
The ratio Αρ-β is determined for each of the 7 energy points as function of the 
acollinearity cut ζ. In fig.6.18 the results are shown for the peak energy 91.22 GeV. 
A smooth curve is fitted through the data points. The value predicted by this curve 
at ζ = 5° is taken as the measuicd forward-backward asymmetry at this energy. A 
systematic error of 0.01 is obtained by determining the change of the asymmetry for 
a varying acollinearity cut. 
The same method is repeated for all other energy points. Results are summa­
rized in table 6.5. The measurements are also displayed in fig.6.19, where they are 
compared with the theoretical prediction of the ALIBABA ptogram. 
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Figure 6.18: The systematic error on the forward-backward asymmetry, shown here 
for the peak energy: y/s = 91.22 GeV. 
y/s (GeV) 
88.220 
89.222 
90.223 
91.218 
92.214 
93.217 
94.211 
AFB 
0.546 ± 0.111 
0.343 ± 0.081 
0.201 ± 0.074 
0.111 ± 0.026 
-0.031 ± 0.090 
0.253 ± 0.103 
0.259 ± 0.154 
Table 6.5: The forward-backward asymmetry. 
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Figure 6.19: The measured forward-backward asymmetries compared with the ALI­
BABA predictions. Observe that the ALIBABA contributions of the s-channel, 
t-channel and s-t-interference channel are defined by: (σρ — σβ)/(σρί — σ^1), where 
the numerator is evaluated using only the F/B component of the specific contribu­
tion considered, while the denominator considers the total F/B cross section. Note 
in particular, that the s-channel curve does not correspond to the s-channel for­
ward-backward asymmetry, which is discussed in section 6.5. 
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6.4.3 The Differential Cross Section 
Using the charge measurements of the previous section one can also determine the 
differential cross section. In fig.6.20 the result is presented at the peak energy 
•v/s = 91.22 GeV, for the domain -0.72 < coso < 0.72. As before, this domain 
is subdivided in 9 cos ^-intervals, in each of which the cross section is determined 
separately. The acceptances used are those presented in table 6.4. 
Figure 6.20 also shows a comparison with the prediction from the ALIBABA 
program. Again, good agreement with the data is observed. 
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Figure 6.20: da/dcosO as function of cos θ for e+e —> e+e (7) events. The black 
points represent the data and the curve is the prediction of the ALIBABA program. 
6.5 s-Channel Contribution to the Cross Section 
As was discussed in chapter 1 at the Bhabha cross section at Born level contains 
contributions from ten terms: of those ten, the three corresponding to the s-channel 
contribution are the most interesting ones for extracting the electroweak parameters. 
Furthermore, the s-channel cross section can be extrapolated to the full 4π angular 
domain, and thus be directly compared to processes such as e + e" —• μ+μ~(7), 
r
+ T (7), processes which do not contain a ¿-channel contribution. 
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The process of extracting the s-channel contribution from the total cross section 
is usually referred to as the ¿-channel subtraction. Actually, it not only includes the 
subtraction of the i-channel but also of the s-i-channel interference contribution. 
However, in this section (and only in this section!) the name t-channel is used to 
refer to both ¿-channel as well as s-i-interference terms. 
In practice, two methods can be used to extract the s-channel cross section. 
They are based on the following formulae: 
' T « , = < - « c u t - ^ i , c U t ) (6Л9) 
c^ut = < · β Η (6-20) 
In these equations the indices 'exp' and 'th' stand for experimental and theoretical 
cross sections. Furthermore, the index 'cut' on the theoretical cross sections indicates 
that they have been calculated with the same cuts (on polar angle θ and acollinearity 
ζ) as used for the experimental data. In the first method one subtracts the ¿-channel 
contribution from the measured total cross section; Standard Model theory is used 
to estimate the absolute size of the amount to be subtracted. In the second method 
one takes into account the ¿-channel contribution by scaling down the measured 
total cross section; again Standard Model theory is used to evaluate the reduction 
factor. 
For most data-points, the s-channel extraction implies a rather small correction 
to the total measured cross section and the difference between the two methods is 
negligible. However, for the first energy point (y/s = 88.22 GeV), the correction 
is large and the difference between the methods sizeable. Nevertheless, for the 
final overall results of our analysis (i.e. the electroweak parameters) the difference 
between the two methods remains very small. Originally the first method was used 
[18]; here we only give the results using the second method. 
The ratio σ*
ΗiCUt/<T{h!cut w a s calculated with the ALIBABA program. The theo­
retical uncertainties in this calculation lead to an additional systematic error on the 
measured s-channel cross section. By comparing different programs this error is 
estimated to be 0.8% [18]. The total systematic error is obtained by combining the 
0.6% selection error from section 6.3.3 with this theoretical error, yielding a total 
error of 1.0 % on the s-channel data. The extracted s-channel cross sections axe 
compared with the ALIBABA calculations in fig.6.21a, where a good agreement is 
observed. 
The s-channel cross section obtained within the experimental cuts (44° < θ < 
136° and ζ < 25°) can be extrapolated to a full acceptance cross section, using the 
relation: 
, , "th.fuU tot "th.full /о
 0 1 \ 
σ
ω ] = σ2,αιΙ · —, = σ
ε
χ ρ · tot ' l " · ^ 
"th.cut "th.cut 
where the full theoretical cross section (σ*
Η ω ι
) is again evaluated using the ALI­
BABA program. The systematic error on the extrapolation is determined by varying 
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y/a (GeV) 
88.220 
89.222 
90.223 
91.218 
92.214 
93.217 
94.211 
^.cut (nb) 
0.130 ± 0.019 
0.271 ± 0.023 
0.611 ± 0.042 
0.904 ± 0.020 
0.675 ± 0.043 
0.409 ± 0.029 
0.205 ± 0.021 
tff-ii (nb) 
0.227 ± 0.032 
0.455 ± 0.038 
1.000 ± 0.069 
1.467 ± 0.033 
1.099 ± 0.069 
0.675 ± 0.047 
0.344 ± 0.035 
A'FB 
-0.054 ± 0.140 
-0.124 ± 0.072 
-0.079 ± 0.072 
-0.001 ± 0.024 
-0.053 ± 0.080 
0.240 ± 0.072 
0.212 ±0.110 
Table 6.6: s-Channel cross sections and forward-backward asymmetries for Bhabha 
events. 
the polar angle cut between 42° and 46°; this yields 0.5%. The overall systematic 
error on the full acceptance з-channel data is then found to be 1.1%. The s-channel 
cross sections both for the limited and total angular domain are presented in table 
6.6. 
The same .s-channel extraction procedure can be applied for the forward-backward 
asymmetries. The s-channel contents of the forward and backward cross sections 
are obtained as in the case of the total cross section, by: 
σ
Κ,ουΙ 
_ tot Ι σΕ,^,σιΙ \ 
í'.exp ' 1 „tot ¡ 
tot | ^B.th.cut 
σ
Β,<!Χρ ' \ tot 
"fl.th.cut 
(6.22) 
(6.23) 
where the indices F and В indicate the forward and backward cross sections, respec­
tively. The index 'cut' now indicates the experimental cuts used on the forward-
backward data sample: 44° < θ < 136° and ζ < 5°. The asymmetries are then 
defined as: 
Arn — 
'F,cut 7B,cut (6.24) 
"F.cut + "β,οιιί 
The results are presented in table 6.6 and displayed in fig.6.21(b). Once more, 
agreement is observed between the experimental and the Monte Carlo data. 
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Figure 6.21: a) The extracted experimental s-channel Bhabha cross section com­
pared with the ALIBABA prediction, b) The extracted s-channel forward-backward 
asymmetry compared with the ALIBABA prediction 
Chapter 7 
Determination of the Electroweak 
Parameters 
In chapter 1 the theoretical framework for the weak interactions on the Z0 reso­
nance was presented. In this chapter the electroweak parameters governing these 
interactions are determined using the Bhabha cross section and the asymmetry data 
presented in chapter 6. 
In the first section the so-called Z0 line shape parameters are determined. Using 
these results, a fundamental parameter of nature can be derived: the number of 
"light" neutrino generations; this is treated in the second section. In the third 
section, the parameters of the Z0 exchange interaction are determined: the vector 
and axial vector coupling constants, the weak mixing angle and the ρ parameter. In 
the final section these measurements are used to set limits on the, not yet directly 
observed, top quark. 
7.1 Mass and Decay Width of the Z 0 Resonance 
In chapter 1 the cross section for an interaction e+e~ —* (7,2) —y ff was given in 
the so-called improved Born approximation. In this approximation the line shape 
can be written in the form of experimentally measurable quantities. To achieve this 
we replace the eflective vector and axial vector couplings g
v
 and 'gA (see eqs. (1.18) 
and (1.19) ) by the couplings Gv and G^: 
which are now independent of Mz, GF and a. The vector and axial vector couplings 
G
v
 and GA thus defined, depend on the fermion final states considered. 
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(7.1) 
(7.2) 
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The total decay width of the Z0 is given as the sum over all partial decay widths: 
ƒ 
(7.3) 
where the partial decay width of any Z0 into a fermion-anti fermion state is given 
by: 
Γ , = 
6nV2 
{(G'vf + CG'J] (7.4) 
Using the partial and total decay widths, the Born approximated line shape takes 
the form: 
(s - M¡y + a2 T2 
•Щ
1
г 
ΜτΓ,Γ/ I (s-Ml) 
+ 
ZO-exch. Interference 
Απα
2(Μ2
ζ
) 
3s 
* - • * 
Ύ—exch. 
(7.5) 
with the interference term I given by: 
I = -y/2aGFMiGIvÖIA (7.6) 
The cross section contribution of the Z0 exchange term is expressed in terms of 
Λ/ζ) Γζ, Γ f only. Thus, a fit can be performed in which Mz, Τ ζ and Γ/ are treated 
as free variables, i.e. a fit in which they can take values different from the predictions 
of the Standard Model. This is usually referred to as a "model-independent" fit. 
Note however, that the interference term cannot be expressed in terms of Γj. 
This means that in a truly model independent fit the value of the interference term 
is unknown. To proceed, an additional assumption must be made, namely that 
the ratio of Gv over G A is approximately known. Close to the peak however, the 
contribution of the interference term is very small. A study shows that when the 
value of the interference term is changed between zero and twice the predicted 
Standard Model value, the observed Z0 mass changes by only 3 MeV [18]. This 
indicates that the model dependence is indeed very small. 
The photon exchange contribution to the cross section causes no complication 
since the value of the electromagnetic coupling o;(M|) is accurately known [4]. 
As discussed in chapter 6, two kind of event samples were selected. One sample 
is compatible with the conditions used in the calculation of Greco-CafTo-Remiddi 
(GCR) the other one with the ALIBABA program. The optimal way to proceed is 
to fit all electroweak parameters directly to the total cross section. This procedure is 
followed with the GCR program. The same method is not feasible using ALIBABA, 
since the calculation is too computer-time consuming. For this reason ALIBABA 
is only used to extract the s-channel contents of the experimental Bhabha cross 
section following the procedure discussed in chapter 6. The resulting cross section 
is then fitted with the ZFITTER [72] program. In both cases (i.e. using GCR or 
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e+e--»/¿V(7) 
92 96 
Vs (GeV) 
88 92 96 
Vs (GeV) 
92 96 
Vs (GeV) 
Figure 7.1: The fitted lineshape for the reactions e+ e~ —• e+ e (7), e+e —> μ+μ~['/), 
e
+
e~ —> τ + τ _ ( 7 ) and e + e - —+ 99(7). 
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ZFITTER) the programs perform a χ 2 minimization based on the MINUIT package 
[73]. 
In order to determine the mass and the width of the Z 0 boson, the Bhabha 
cross section Z0 —• e + e - (7) data are used together with data of the other Z0 decay 
channels as measured by the Zo-collaboration: Z0 —» μ + μ _ ( 7 ) , Ζ0 —» τ+τ~(·/) and 
Ζ
0
 —У «79(7); the cross sections of these channels can be found in ref. 18. A joint four-
parameter fit is performed leaving free the mass of the Z0 boson {Mz), the width of 
the Z0 resonance (Г^), the total hadronic decay width (Fhad) a n d the leptonic decay 
width (Г]
е
р), but assuming lepton universality (Г
е е
 = Γ μ μ = Γ τ τ = Г]Ср). The fit 
takes into account both the statistical and the systematic errors on the cross section 
data. However, an additional uncertainty of 0.02 GeV in the absolute energy scale 
of LEP (see chapter 2) must be added to the error on the Z0 mass. 
The resulting fitted line shape is shown for each channel in fig.7.1. The fit has a 
X2/NDF of 21/24, with contributions χ 2 =2.3, 7.5, 10.2, and 1.1 from the qq, e+e - , 
μ+μ~ and τ+τ~ channels, respectively. The results are: 
Mz = (91.180 ±0.010) GeV 
Γ
ζ
 = (2496 ± 1 7 ) MeV 
Phad = (1741 ± 1 9 ) MeV 
Гіер = (83.4 ± 0 . 8 ) MeV 
in good agreement with she Standard Model predictions for a Z0 mass of 91.18 GeV: 
Tz = 2490 MeV 
rhad = 1738 MeV (7.8) 
Гіер = 83.7 MeV 
In fig.7.2, our values for the line shape parameters are compared with those 
obtained by the other LEP experiments in similar fits [74]; the experiments agree 
within errors. 
The mass and the total decay width of the Z0 are mainly determined by the 
hadron cross section data, since the statistics in this channel is larger than in the 
leptonic channels by an order of magnitude. The partial decay width into the e+e~ 
final state on the other hand, is determined by a fit to the Bhabha data only. As 
mentioned before we fit the total Bhabha cross section with the GCR program and 
the s-channel cross section with ZFITTER. Furthermore, two kinds of fit can be 
done in each case. In the so-called free fit the mass and the total width are fitted 
together with the partial decay width, while in the constrained fit the mass and total 
width are fixed to the values of eq.(7.7). The results are displayed in fig.7.3 and 
summarized in table 7.1. 
Again, all parameters agree within errors with the Standard Model. In comparing 
the results of the ZFITTER and GCR fits one observes differences at the percent 
level. The line shape in the GCR fit differs considerably between the free fit and 
(7.7) 
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Figure 7.2: A comparison of the Z0 line shape parameters Mz, Γχ, Гьан and Г\
ер
 of 
the four LEP experiments: Aleph (A), Delphi (D), L3 (L) and OPAL (0). 
the constrained fit. Furthermore, the GCR fit has a χ2 which is worse by a factor 
of 2 to 3 compared to the ZFITTER fit. We must therefore conclude that the GCR 
fit, although it has the advantage of being able to fit the total Bhabha cross section 
data, does not allow an accurate reproduction of the data. The combination of the 
serni-analytical ALIBABA program with the ZFITTER fit provides more reliable 
results. For this reason the remaining fits in this chapter will be done using only 
the ZFITTER program and the s-channel data. 
The partial electron decay width is mainly determined by the peak value of the 
e
+
e
_
 —> e + e _ cross section, as can be seen from: 
127Γ Yl 12x 
Ml Γ | ^ - = ^ВІ (7.9) 
where B
c
 is the electronic to hadronic branching ratio. Using the ZFITTER results 
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Figure 7.3: The line shape fits to the Bhabha cross section, a) The free fit and the 
constrained fit to the total cross section data using the GCR program, b) The free 
fit and the constrained fit to the s-channel cross section data using the ZFITTER 
program. 
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SM 
Mz (GeV) Tz (GeV) 
2.490 
Γ6 (MeV) 
83.8 
X2/NDF 
free fit 
G-C-R 
ZFITTER 
91.08 ± 0.07 
91.16 ± 0.06 
2.52 ± 0.14 
2.53 ± 0.10 
85.1 ± 3.8 
83.8 ± 2.8 
16.6/4 
7.1/4 
Mz, Τ ζ fixed 
G-C-R 
ZFITTER 
91.18 (fixed) 
91.18 (fixed) 
2.496 (fixed) 
2.496 (fixed) 
83.8 ± 1.0 
83.3 ± 0.9 
19.4/6 
7.3/6 
Table 7.1: Lmeshape fits to the Bhabha cross sections 
from the constrained fit one finds: 
σζ = ( 1.95 ± 0 . 0 4 ) nb 
B
e
 = ( 0.0334 ± 0.0002 ) 
Г
е
 = (83 3 ± 0 . 9 ) MeV 
(7.10) 
The results obtained for the electronic decay width can again be compared with 
the values found by the other LEP experiments (see fig.7.4); also here all values 
agree within errors. 
85 
84 
83 
82 -
81 
Γ„ (MeV) 
Figure 7.4: A comparison of the electronic decay width Y
ee
, of the four LEP experi­
ments: Aleph (A), Delphi (D), L3 (L) and OPAL (0). 
7.2 T h e N u m b e r of Light Neutr ino Generations 
In the Standard Model the number of fermion generations is related to the number of 
neutrino generations. Thus a measurement of the number of neutrino final states in 
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a Z0 decay fixes the number of fermion generations in the Standard Model. However, 
only decays into neutrinos with a mass т
и
 less than Mz/2 are kinematically possible; 
one therefore speaks of the determination of the number of "light" neutrinos. 
Although decays of the form Z0 —> uV are in our experiment not directly de-
tectible, they do contribute to the total width of the Z-resonance: 
with: 
Γζ = r h a d + Ге + Γμ + Γτ + Γ,, 
NUT. 
(7.11) 
(7.12) 
where ΓΊ, is the partial decay width of the Z0 into a neutrino pair 1. In the Standard 
Model Γ„ « 167 MeV. The line shapes expected for the Standard Model Z0 decay, 
assuming respectively 2, 3 and 4 neutrino generations, are shown in fig.7.5, where it 
is compared with the experimental 5-channel Bhabha cross sections. 
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Figure 7.5: The Standard Model line shape predictions for 2, 3 and 4 neutrino 
generations respectively. The Z0 boson mass has been fixed to 91.18 GeV. 
The above method assumes that all contributions to the invisible width are due to 
neutrinos. More generally, any deviations from the Standard Model prediction points 
a c t u a l l y , Г„ refers to the reaction Z0 —<· ι Ί ^ γ ) Thus, strictly speaking, a fraction of these 
decays can be detected when they are accompanied by an initial state radiative photon, this 
provides an additional way of measuring the number of neutrino families 
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to the presence of either an additional neutrino generation, or to the contribution of 
new physics, e.g. the presence of an additional Ζ boson (Z'). The latter possibilities 
will not be considered here. 
The determination of the number of neutrino species using eq.(7.12) has the 
disadvantage that the Standard Model prediction of the neutrino decay width is 
sensitive to the top mass and, to a lesser extent, also to the Higgs mass. It is 
therefore more advantageous to use: 
N. = 1 mv / 1 Iep λ 
Гіеп V Γ,, 
Α ιην  A . 
lep \ Ι ¡ζ / 
SM 
lep . Γ , J 
SM 
(7.13) 
(7.14) 
where these unknown factors cancel to a large extent by using the ratio of the 
Standard Model partial widths: 
Г|ер 
Г„ 
SM 
= 0.502 ±0.001 (7.15) 
The number of neutrino generations can then be determined using the values 
of the total width, the hadronic width and the leptonic width from eq.(7.7). In 
order to determine the error on the number of neutrino species some care is required 
however, since these input parameters arc correlated. 
In the improved Born approximation the peak cross sections are related to the 
partial widths according to: 
127г Γ,™ Γ 
^had = 
τ? -
lep 1 had 
One can therefore write: 
'lep 
Thad 
Гіер 
Σι. 
Гіер 
12π Γι6ρΓι6ρ 
Μ
2
Ζ
Γ
2
Ζ 
'had 
71ер 
12π 
\м. 
(7.16) 
(7.17) 
(7.18) 
(7.19) 
Z 0 l ep 
Thus, the number of neutrino generations can be written in a form in which the 
correlations are more easily recognized, namely: 
N
u
 = 
12π 
\Щ Z "lep 
'had 
' lep 
- 3 
Γ
 ν SM 
Г J (7.20) 
The electron cross section in the first term carries an error Δσι,,ρ, resulting from the 
error in the leptonic cross section, as well as an error due to the luminosity AC. 
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In the second term the luminosity error disappears when taking the ratio of the 
hadronic and leptonic cross sections; only the leptonic cross section error and the 
hadronic cross section error ( Δ σ ^ ) remain. The error AN,, can then be written as: 
ΔΜ, = 
ώ
1
 lep / \ "fep / \ 2 1 )'(¥)•• 
A welcome feature of the above method is that the influence of the relative large error 
on the lepton cross section (following from its more limited statistics as compared 
with the hadrons) is suppressed. 
Using the results of eq.(7.7) for the total, the hadronic and the leptonic widths 
and using for the relative errors the numbers: 
• Δσίορ/σι,ρ = 0.020, following from the combination of the error on the e+e~ 
cross section (chapter 6) with the errors on the μ+μ~ and τ+τ~ cross sections 
quoted in ref. 18, 
• ΔοΊ,^/σι««) = 0.004; the error on the qq cross section, quoted in ref. 18, 
• AC/С = 0.009 ; the error derived from the luminosity (chapter 6), 
one obtains for the number of neutrinos: 
' (7.22) N
v
 = 3.04 ±0.10 
7.3 The Neutral Current Coupling Constants 
The interactions of the Z0 boson arc controlled by the effective neutral current 
coupling constants Gv and G A· In terms of these couplings the peak values of the 
cross sections and the forward-backward asymmetries for interactions of the type 
e
+
e~ —• /+/~ (where / is either e, μ, or τ) are approximately given by: 
r
peak ^ G%M^ ¡—
е
2^7^2\ (-¡42 
ñe Tí' 
6π Π 'f φϊ+7%) ffî+7%) , (7.23) 
АГ
в
к
 « 3 ^ ^ . (7.24) 
Ь
А
 GA 
For the Bhabha scattering process one has / = e and therefore, a determination of 
|Gy| and \GA\ becomes possible. For the other decay channels, the observed cross 
section and the asymmetry only yield combinations of \Gy\ with |Gy| and of |CJ^| 
with |Gy|. 
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The equations (7.23) and (7.24) do not determine the signs of the constants 
G
v
 and GA. Actually, according to its definition in eq.(7.1), GA has a negative 
sign for electron, muon and tau decays. In order to determine the sign of Gy 
input from other experiments is needed. From the ratio of the neutral to charged 
current coupling strength in electron - neutrino scattering experiments, the values 
sin2 e
w
 = 0.230 ± 0.007 and Δρ = 0.01 ± 0.02 can be derived [5]. Using the relation 
between the weak mixing angle and the effective weak mixing angle (see chapter 1): 
s'm
2
 0w = sin2e
w
 + cos2 Ow^p , (7.25) 
together with the eq.(7.2) it can be seen that these measurements predict a negative 
sign also for Gy. In the rest of the analysis we will use this fact as an input 
constraint. 
We fit the 5-channel Bhabha data as obtained in chapter 6 with the ZFITTER 
program, again both with a free and a constrained fit (Mz = 91.18 GeV, Γ ζ — 2.496 
GeV). The results of these fits are given in table 7.2. The fitted cross section and 
asymmetry of the constrained fit are also shown in fig.7.6. 
Mz (GeV) 
Tz (GeV) 
GeA 
Gy 
Ρ 
sin2 θ\ν 
X2/NDF 
free fit 
91.156 ± 0.045 
2.551 ± 0.100 
-0.504 ± 0.009 
-0.040 ig ЙЗ 
1.014 ±0.036 
0.230 ί Π η 
14/10 
constrained fit 
91.18 
2.496 
-0.499 ± 0.004 
-0.042 ígjgf 
0.996 ± 0 015 
0.229 ÍS g?? 
15/12 
Standard Model 
— 
2.490 
-0.501 
-0.035 
1.004 
0.232 
— 
Table 7.2: Neutral current coupling constants. 
The errors on the Gy and GA parameters are better represented in the form of 
contours of equal confidence level in the Gy - GA plane. In fig.7.7 these contours 
are shown for 68% confidence level (one sigma deviation) and 95% confidence level 
(two sigma deviation), respectively. 
The values obtained for Gy and GA indicate that the Z0 interaction is dominated 
by axial vector coupling, in contrast to the η interaction, which is purely vector 
coupling. 
Instead of the electronic vector and the axial vector coupling constants one can 
also determine the effective weak mixing angle sin уу and the ρ parameter for elec­
trons, using the relations of (7.1) and (7.2). The resulting values are also given in 
table 7.2. 
We can also fit the coupling constants assuming lepton universality; i.e. Gy = 
Gy = Gy = Gv and GA = GA = GA = GA. We then fit these universal couplings 
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Figure 7.6: A comparison of the s-channel Bhabha cross section and asymmetry data 
with the Standard Model predictions resulting from the Gy - GA fit. 
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v
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to the combined leptonic cross section and asymmetry data, again fixing the mass 
and the width of the Z0 to the values of (7.7). The resulting values are: 
GA = -0 499 ±0.002 
G
v
 = -0.051 + 0 0
0 ! 0
3
 , 
or, equivalently 
Ρ 
9W 
= 0.993 ±0.009 
- 0 224 + 0 007 
— U.¿¿t _ 0005 . 
(7.26) 
(7.27) 
(7.28) 
(7.29) 
The quality of the fit is good; a χ 2 = 38 for 40 degrees of freedom is obtained. 
It should be emphasized that all quoted values either of Tr
v
 and ϋ ^ or of sin2 θ\γ 
and ρ are obtained from fits in which these parameters are not constrained; i.e. in 
which they can take values different from the ones allowed in the Standard Model. 
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7.4 Limits on t h e Mass of the Top Quark 
The fact that the top-quark is not observed in Z 0 —» it decays excludes a mass of the 
top quark below Mz/2. Measurements at Fermi-lab have lead to a lower limit on the 
top mass of 89 GeV with 95% confidence level [75]. There is however, an indirect way 
to "observe" the top at LEP energies, or rather, to observe the consequences of its 
existence, namely through its effects on the radiative corrections. Among these, the 
top quark is most significantly felt in the vacuum-polarization of the Z0-propagator 
(see fig.7.8). Numerically this contribution was given in eq.(1.56): 
A / , * b f ^ m ? . (7.30) 
The correction is larger the heavier the top mass; the fact that the correction be­
comes infinite for an infinitely massive top quark, is a reminder of the fact that the 
Standard Model without a top quark is not renormalizable. 
Z0 
Figure 7.8: Vacuum polarization effects on the Zc'-propagator due to a heavy top 
quark loop. 
We determine the limits on the top mass by a simultaneous fit to the electron, 
muon, tau cross sections, to their forward-backward asymmetries and to the hadron 
cross sections. For the electron data the results of chapter 6 are taken; all the other 
data are taken from ref. 18. We perform a fit with ZFITTER within the Standard 
Model, varying Mz, m t, while fixing Ми to 100 GeV and using the constraint 
a{s) = 0.115 ± 0.009 [76]. The fit has а х 2 / Ш Г
 0f 43/47. T h e Zo m a s s f o u n d ¡s 
still equal to the result in (7.7) and for the top mass we find: 
mt0p = (184 ±581? ) GeV , (7.31) 
where the first error represents the experimental uncertainty for a fixed Higgs mass, 
while the second error represents the change to the fitted top mass when the Higgs 
mass is varied in the domain of 10 GeV to 1000 GeV. 
The dependence of the lineshape parameters Tz and Г]
е
р on the top mass is 
shown in figs.7.9(a) and 7.9(b), respectively. The dependence of the fitted top mass 
on the Higgs mass is shown in fig.7.10. 
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Figure 7.9: Standard Model prediction of the top mass as a function of (a) the 
total and (b) the leptonic decay width. The shaded broad vertical band gives the 
experimental error. The curves are obtained by allowing the Ζ mass and a, to vary 
within one sigma of their measured values, and the Iliggs mass inside the domain: 
50 GeV < MH < 1000 GeV. 
In the Standard Model the masses of the Ζ and the W bosons are related by the 
weak mixing angle: 
(7.32) 
Using the fitted value of the top mass (and thus fixing the value of the radiative 
corrections), a value of sin2 цг can be obtained from our measurement of the effective 
weak mixing angle (7.29), by substituting (7.30) in (7.25). We find for the radiative 
correction: 
Ap = 0.010 t00Z , (7.33) 
leading to a weak mixing angle: 
o;„2/) _ η OIR + 0 0 0 7 + о · 0 0 5 Sm Uw = U.¿lb _ o^ oos _ 0.008 (7.34) 
where the first error is due to the measurement error on sin2 у and the second error 
results from a variation of the top mass. 
This result can be compared with the value obtained from neutrino scattering: 
sin2 dw = 0.230 ± 0.007; it agrees within errors. 
From our result (7.34), and using eq.(7.32), the mass of the W boson is predicted 
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10 
MH(GeV) 
Figure 7.10: The fitted top mass as function of the Higgs mass in the minimal 
Standard Model; from this plot the error on the top mass resulting from the unknown 
Higgs mass is determined. 
to be: 
Mw = (80.7 ± 0.3 ± 0.3) GeV (7.35) 
where again the first error is due to the error on the effective mixing angle, while the 
second error follows from the variation of the top mass. Our result is in agreement 
with measurements from the FERMILAB CDF experiment: Mw = (79.9±0.4) GeV 
[77] and with the CERN UA2 experiment: Mw/Mz = 0.8813 ± 0.0041 [78] which 
predicts Mw = (80.4 ±0.4) GeV. The value of the W mass will be determined more 
precisely at LEP phase II, where the W boson should be directly produced. 
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7.5 Conclusions 
The line shape of the Bhabha cross section around the /^-resonance is well described 
using the parameters Mz, Tz, ΓΗ«Ι and Γι
ε
ρ. The values for these parameters ob­
tained by fitting the measured Bhabha cross sections together with the results for 
e
+
e~ —> qq, c+e~ —• μ+μ~ and e+e~ —• r + r ~ , are all in excellent agreement with the 
Standard Model. The invisible width obtained from these combined fits excludes a 
fourth generation of fermions with high probability; this has profound implications, 
both for elementary particle physics and for cosmology. Moreover, the fact that the 
measured number of neutrino generations found is so close to the integer number 3, 
gives reason to believe that the Standard Model is the correct electroweak theory 
for energy scales at least up to the Z0 boson mass. 
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Summary 
Study of Bhabha Scattering at the Z0 Resonance 
using the L3 Detector 
In this thesis a study of the (radiative) Bhabha scattering interaction e+e~ —> 
(Z,f) —> e+e_(7) is reported at collision energies near the mass of the Z0 boson. 
In Bhabha scattering the intermediate vector boson can be exchanged in the t-
as well as the 5-channel mode. The ¿-channel part of the cross section is dominated 
by the 7-exchangc; this process is quantitatively well known and used to monitor the 
LEP beam luminosity in the detector region. The s-channel part is dominated by the 
Z0-exchange; the study of this part forms the primary goal of our experiment. The 
theoretical expressions for the cross sections and the forward-backward asymmetries 
are discussed in chapter 1. 
In the LEP accelerator electrons and positrons are collided in bunches of 4 · 10n 
particles, crossing each other every 22 μβ. This provides a luminosity of 1031 c m - 2 
s
- 1
, and leads to the production of approximately one Z0 event per second. The 
decay particles of Z0 events are measured with the L3 detector, a detector specialized 
for measuring photons, electrons and muons with high accuracy. As described in 
chapter 2, this detector consists of a charged particle tracker (the Time Expansion 
Chamber), a high resolution electromagnetic calorimeter based on BGO crystals, 
scintillator counters, a uranium hadron calorimeter and a precise three-layer muon 
chamber system. 
In chapter 3 a special study is made of electromagnetic calorimetry in BGO. The 
intrinsic precision with which electromagnetic showers can be measured is limited 
by track length fluctuations and given by σ(Ε)/Ε = 0.5%/ VE. Using the Monte 
Carlo technique, the longitudinal and transverse shapes of the showers are studied. 
A method is introduced to determine the impact point of a particle on a BGO crystal, 
using the "center of gravity" of the crystals containing an energy deposition. The 
method leads to a precision better than 0.65 mm when using either a sum of 25 or 
a sum of 9 crystals and to a precision better than 0.85 mm when using a sum of 5 
crystals. 
In chapter 4 the data acquisition system of the BGO detector is described. It is 
the task of this system to accurately measure the light signal created in the BGO 
crystals and to translate this signal into a digitized voltage on magnetic tape. The 
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system is built as a flexible 4-levcl system in which analog signals are only used at 
the first level; i.e. in the experimental hall. The electronic noise associated with 
this system typically contributes about 1 MeV per crystal. 
Chapter 5 deals with the calibration and reconstruction of the raw data; this 
is needed in order to translate the crystal voltage readings of the data acquisition 
system into to particle energies. In a test beam an energy resolution of better than 
1% was obtained for showers above 10 GeV. At LEP the measured Bhabha peak is 
used as a calibration reference; a resolution of 1.35% is obtained. 
In chapter 6 the measurements of Bhabha cross sections are presented. A clean 
selection of Bhabha events is obtained with an acceptance of (96.5 ± 0 . 1 ) % and with 
a background of less than 1%. By combining the information of the T E C tracking 
chamber and the BGO calorimeter, the charge of the electron and positron tracks 
is determined with an average acceptance of (57 ± 2)% and a charge confusion of 
(0.8 ± 0 . 1 ) % . Starting from this information the forward-backward asymmetries are 
determined. 
In chapter 7 the cross section and asymmetry d a t a of chapter 6 are interpreted 
together with the data from other Z0 decay channels. T h e line shape of the Z0 is 
well described by Mz = (91.180 ± 0.010) GeV, and Γ
ζ
 = (2.496 ± 0.017) GeV. T h e 
partial decay width for electrons is found to be Г
с
 = (83.3 ± 0.9) MeV. The data are 
used to determine the number of neutrino generations: N,, — 3.04 ± 0 . 1 0 ; this result 
excludes a fourth generation. Furthermore, the vector and axial vector couplings 
are determined both for the e lec t ron-^ 0 coupling and for a flavor blind lepton-
Z coupling; a nearly pure axial vector coupling is found in both cases. Finally, 
using the size of the radiative corrections, the mass of the top quark is found to 
be Tnt — ( 184 ± 58Í34 ) GeV, where the first error represents the experimental 
uncertainty for a fixed Higgs mass, while the second error represents the change to 
the top mass when the Higgs mass is varied in the domain of 10 GeV to 1000 GeV. 
Samenvatting 
Studie van Bhabha Verstrooiing op de Ζ Reso­
nantie met behulp van de L3 Detector 
Dit proefschrift bevat een studie van Bhabha verstrooiing e+e~ —» (Z,*/) —» 
e
+
e~(-f) bij elektron-positron botsings-energieën rond de massa van het Z0 boson. 
In Bhabha verstrooiing kan er een intermediair vector boson uitgewisseld worden 
zowel in het zogenaamde t- als in het s-kanaal. Het i-kanaal deel van de botsings-
doorsnede wordt gedomineerd door photon uitwisseling; dit proces kan theoretisch 
tot op hoge precisie berekend worden en wordt gebruikt om de luminositeit van de 
LEP bundels in de L3 detector te bepalen. Het s-kanaa] deel wordt gedomineerd door 
uitwisseling van het Z0 boson; het is de studie van dit proces dat in dit proefschrift 
op de voorgrond staat. De theoretische verwachtingen voor de werkzame doorsncdes 
en voor het verschil in de voorwaartse en achterwaartse werkzame doorsnedcs (de 
zogenaamde F/B-asymmetrie) worden behandeld in hoofdstuk 1. 
In de LEP versneller botsen elke 22 /¿s elektronen en positronen in geconcen-
treerde pakketjes van 4 · 1011 deeltjes op elkaar; dit resulteert in een luminositeit van 
1031 cm - 2 s_1, en leidt tot een produktie van ongeveer een Z0 boson per seconde. 
De vervalsdeeltjes van het Z0 worden geregistreerd met de L3 detector, welke geopti-
maliseerd is voor precisie metingen aan fotonen, electronen en muonen. In hoofdstuk 
2 wordt de L3 detector beschreven; hij bestaat uit: een centrale sporen detector (de 
zogenaamde TEC), een hoge resolutie elektromagnetische calorimeter gebaseerd op 
bismuth-germanaat (BGO) kristallen, scintillatie tellers, een uranium calorimeter 
en een, in drie lagen opgedeelde, muonen detector. 
In hoofdstuk 3 wordt een studie gemaakt van elektromagnetische calorimetrie 
in BGO. De intrinsieke precisie waarmee de energie van elektromagnetische deeltjes 
bepaald kan worden is beperkt door weglengte-fluctuaties in de cascade en wordt 
gegeven door: σ(Ε)/Ε = О.ЬУо/у/Е. Met behulp van Monte Carlo technieken kan de 
longitudinale en transversale vorm van de cascade worden bestudeerd. Er wordt een 
methode ingevoerd om het invals punt van een deeltje in een BGO kristal te bepalen, 
gebruik makend van het zogenaamde "energie-middelpunt" van de kristallen waarin 
de cascade energie gedeponeerd heeft. De methode resulteert in een precisie van 
beter dan 0.65 mm, wanneer gebruik gemaakt wordt van een matrix van of vijf-bij­
vijf of drie-by-drie kristallen en in een precisie van beter dan 0.85 mm voor een kruis 
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van 5 kristallen. 
In hoofdstuk 4 wordt het uitlees-systeem van de BGO detector beschreven. Dit 
systeem heeft tot taak om de lichtflitsen, die gecreëerd worden in de BGO kristallen, 
om te zetten in een digitale spanning, en die vervolgens weg te schrijven op mag-
netische band. Het systeem is opgebouwd uit 4 niveau's; analoge signalen worden 
alleen op het laagste niveau gebruikt. De elektronische ruis geassocieerd met dit 
uitlees-systeem is typisch 1 MeV per kanaal. 
Hoofdstuk 5 behandelt de kalibratie en de reconstructie van de ruwe data. Kali-
bratie en reconstructie zijn essentieel om de geregistreerde signalen te vertalen in 
energieën van gedetecteerde deeltjes. In een test bundel werd bij het meten van 
deeltjes met meer dan 10 GeV een energie resolutie van beter dan 1% verkregen. In 
het LEP experiment wordt de Bhabha piek als een kalibratie punt gebruikt; daarmee 
is een resolutie van 1.35 % bereikt. 
In hoofdstuk 6 worden de werkzame doorsnedes en asymmetrieën van de Bhabha 
verstrooiing gepresenteerd. Een zuivere verzameling van Bhabha events wordt ges-
electeerd met een acceptatie van (96.5 ± 0 . 1 ) % en met een achtergrond van minder 
dan 1%. Door de gegevens van de TEC detector te combineren met die van de BGO 
calorimeter blijkt het mogelijk om de lading van het electron en het positron in de 
eindtoestand te bepalen met een gemiddelde efficiëntie van ( 5 7 ± 2 ) % en een fout van 
(0.8 ± 0.1)%. Met behulp van deze informatie kan de asymmetrie worden bepaald. 
In hoofdstuk 7 worden de resultaten van de werkzame doorsnedes en de asym-
metrieën, zoals gepresenteerd in hoofdstuk 6, geïnterpreteerd samen met de mee-
tresultaten van de andere Z0 vervals kanalen. De zogenaamde 'line-shape' van de 
Z0 wordt goed beschreven door de parameters: Mz = (91.180 ± 0.010) GeV en 
Tz = (2.496 ± 0.017) GeV. De partiële vervalsbreedte van het Z0-boson naar twee 
elektronen blijkt Г
е
 = (83.3 ± 0.9) MeV te zijn. Deze gegevens worden gebruikt 
om het aantal neutrino generaties te bepalen: N
v
 — 3.04 ± 0.10. Dit resultaat 
sluit een vierde neutrino generatie uit. Verder worden de vector en axiale vector 
koppelings-constanten bepaald zowel voor de e lekt ron-Z 0 koppeling als voor een 
algemene l e p t o n - Z 0 koppeling; de koppeling blijkt in beide gevallen bijna zuiver 
axiaal te zijn. Tenslotte kan, met behulp van de zogenaamde stralingscorrecties, 
de massa van de, tot dusverre niet direct waargenomen, top-quark bepaald worden: 
rrit — ( 184 ± 58Í34 ) GeV, waarbij de eerste fout de experimentele onzekerheid geeft 
bij een vaste massa voor het Higgs deeltje, de tweede fout de verandering van de top 
massa als de Higgs massa gevarieerd wordt tussen 10 GeV en 1000 GeV. 
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