Numerous studies of ecological genetics have found that alleles contributing to local adaptation sometimes cluster together, forming "genomic islands of divergence." Divergence hitchhiking theory posits that these clusters evolve by the preferential establishment of tightly linked locally adapted mutations, because such linkage reduces the rate that recombination breaks up locally favorable combinations of alleles. Here, I use calculations based on previously developed analytical models of divergence hitchhiking to show that very few clustered mutations should be expected in a single bout of adaptation, relative to the number of unlinked mutations, suggesting that divergence hitchhiking theory alone may often be insufficient to explain empirical observations. Using individual-based simulations that allow for the transposition of a single genetic locus from one position on a chromosome to another, I then show that tight clustering of the loci involved in local adaptation tends to evolve on biologically realistic time scales. These results suggest that genomic rearrangements may often be an important component of local adaptation and the evolution of genomic islands of divergence. More generally, these results suggest that genomic architecture and functional neighborhoods of genes may be actively shaped by natural selection in heterogeneous environments. Because small-scale changes in gene order are relatively common in some taxa, comparative genomic studies could be coupled with studies of adaptation to explore how commonly such rearrangements are involved in local adaptation.
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chromosomal rearrangement | genetic architecture | migration-selection balance | synteny U nderstanding the genetic basis of adaptation is a central problem of evolutionary biology. In light of a rapidly growing body of empirical data, there has been considerable interest in how many genes contribute to local adaptation, the distribution of their effect sizes, and where they are located in the genome (1) (2) (3) . Numerous studies have found evidence that the loci that are most strongly differentiated between populations are sometimes clustered together (i.e., in close physical linkage), in what have been termed "genomic islands of divergence" (4) (5) (6) (7) (8) (9) (10) (11) . However, other studies have found little or no evidence of divergent alleles clustering in large genomic islands (6, 10, 12) . In light of these conflicting patterns, further research is necessary to clarify when and how genomic islands should be expected to evolve.
Genomic islands may evolve as a byproduct of natural selection or as direct response to natural selection (or some combination of the two). In the byproduct case, selection increases the frequency of a focal allele, causing alleles at linked neutral loci to also increase in frequency (13) (14) (15) (16) (17) . This yields a signature of divergence at adjacent loci that decreases with increasing rates of recombination (i.e., distance from the selected site), and will gradually disappear following the initial selective sweep in populations that diverged in allopatry. If divergent selection occurs in the face of continued gene flow, genetic divergence at linked neutral loci will tend to persist, owing to a reduction in the effective rate of migration (18, 19) , which is a limited "neutral" form of divergence hitchhiking (20) .
Genomic islands can also evolve as a direct adaptive response to divergent selection with gene flow. If adaptation to a given environment is based on changes in allele frequency at multiple loci, then recombination between the chromosomes of a locally adapted parent and a maladapted immigrant will tend to break up combinations of alleles with high fitness that have been established by selection (21) (22) (23) (24) . As long as migration rates are low enough that the descendents of a locally adapted allele spend a large proportion of their time in the patch where they are fittest, then it is beneficial to be tightly linked to other alleles that are also locally adapted.
There are at least four different mechanisms for the evolution of genomic islands as a direct response to selection, based on the general advantage of reduced recombination between locally adapted alleles: (i) increased establishment probability of linked locally adapted alleles [divergence hitchhiking (5, 25, 26) ], (ii) increased persistence time of linked locally adapted alleles following secondary contact (6, 27) , (iii) competition among combinations of alleles with similar phenotypic effects but different linkage relationships [competition among genetic architectures (28) ], and (iv) the fixation of genomic rearrangements that move locally adapted loci into close genetic linkage [competition among genomic architectures (28) ]. For all four of these mechanisms, the fitness benefits due to linkage tend to decrease with increasing rates of recombination between locally adapted alleles (21, 24, 25, 28, 29) . As a result, genomic islands are more likely to evolve in areas of the genome with low rates of recombination, such as coldspots or regions with segregating inversions (17, (30) (31) (32) (33) . It should be noted, however, that these regions are also more likely to have high levels of divergence due to the byproduct mechanism discussed above (17) .
Unfortunately, it is often very difficult to evaluate which of these mechanisms may be involved in building genomic islands of divergence, especially because they are not necessarily mutually
Significance
Genome scans often find that the loci involved in local adaptation tend to cluster together on chromosomes. A leading explanation suggests that clusters evolve because the probability of a new mutation establishing is higher when occurring near another locally adapted mutation, because such architectures are seldom disrupted by recombination. I show that this theory is unlikely to explain empirically observed clusters. Instead, simulations show that clusters are more likely to form through genomic rearrangements that bring coadapted loci close together. This suggests that ecological selection may play an important role in shaping genome architecture, in contrast to many nonadaptive explanations.
exclusive. Very few studies have been able to identify whether loci with signatures of divergence are in fact contributing to local adaptation or just neutral alleles "along for the ride." Several empirical studies have identified multiple signatures of divergence that map to chromosomal inversions (34) (35) (36) (37) , but others have found that inversions were only weakly implicated in adaptive divergence (e.g., ref. 38) . Beyond understanding the origins and maintenance of local adaptation, determining the importance of these various mechanisms also has implications for understanding the nature of genome evolution. If islands of divergence are actively built by the fixation of genomic rearrangements (mechanism iv), then adaptation-with-gene flow could be an important and underappreciated driver of evolution of genomic architecture.
This "competition among genomic architectures" mechanism could provide a partial explanation for the dramatic variation in the rates at which rearrangements accumulate in the genomes of different taxa. Rates of coarse-scale chromosomal rearrangement are more than three orders of magnitude higher in Drosophila than in mammals (39) . Although relatively low rates of change in gene order have been found in Lepidopterans based on coarsescale mapping data (40) , fine-scale genomic analyses have shown rates of rearrangement as high as or higher than those in Drosophila, largely due to numerous small-scale transpositions and inversions (41, 42) . However, genomic analyses of birds reveal rates of gene-order evolution even lower than those in mammals at both the micro-and macroscale (43, 44) . Rates of rearrangement accumulation also vary across the genome; some highly conserved regions have very low rates of accumulation, relative to so-called fragile regions that experience higher rates of accumulation (45, 46) . Explanations for this dramatic variation in rates of genome evolution have largely focused on nonadaptive arguments based on rearrangement rate, the activity of transposable elements, or demographic drift-based mechanisms that modify the efficacy of purifying selection to purge mildly deleterious rearrangements (39, (47) (48) (49) (50) . If rearrangements tend to be involved in local adaptation, then ecologically mediated positive selection may play a role in driving some of these differences in rates and patterns of genome evolution.
Here, I jointly consider the evolution of local adaptation and genome architecture in populations inhabiting heterogeneous environments. I develop a heuristic based on previously established analytical methods to explore the likelihood of genomic islands of divergence evolving under the standard divergence hitchhiking hypothesis (mechanism i). Using this heuristic, I show that increases in establishment probability due to divergence hitchhiking should rarely be large enough to expect strong statistical signatures of islands of divergence. I then use an analytical approximation and individual-based simulations to explore the potential importance of small genomic rearrangements as a way to create clusters of locally adaptive loci, which may be favored owing to reduced rates recombination between loci (mechanism iv). I find that clustering of locally adaptive loci evolves readily under a wide range of parameter space, suggesting that small-scale genomic rearrangements may play an important role in the evolution of islands of genomic divergence.
Results
Likelihood of Island Formation by Divergence Hitchhiking. If genomic islands of divergence commonly evolve by divergence hitchhiking, then we would expect a statistical enrichment of the number of locally adapted alleles that occur in clusters, relative to the number of unlinked locally adapted alleles scattered throughout the genome. A simple expression for this ratio can be approximated by
where n clustered and n unlinked represent the number of locally adapted alleles that establish in a cluster extending to 50 cM on either side of the focal locus (i.e., r = 0.5) vs. anywhere in the rest of the genome, EP clustered and EP unlinked represent the average establishment probabilities for clustered and unlinked mutations, and μ clustered and μ unlinked represent the genomic mutation rates averaged over all clustered and unlinked loci. The establishment probabilities, EP clustered and EP unlinked , can be estimated by using the continent-island model of Bürger and Ackerman (24) to calculate the relative fitness of linked and unlinked mutations, and splicing this into Kimura's (51) equation for fixation probability, as shown by Yeaman and Otto (52) . This approach assumes that a genomic island begins as a single differentiated allele (at a "focal locus") and expands as other linked locally adapted mutations establish (details are given in Methods).
Although the advantage due to divergence hitchhiking may be quite large for mutations that happen to be very tightly linked to the initially diverged focal locus, most genomes are very large, and the chance that a mutation would occur fortuitously in tight linkage is quite small, relative to the chance of a mutation occurring elsewhere in the genome. If we assume that the loci that could potentially contribute to local adaptation are randomly distributed throughout the genome, then relatively few of these loci would be found in tight linkage to the focal locus. The total advantage due to divergence hitchhiking can be quantified by averaging the ratio EP clustered /EP unlinked over all possible linked sites (from r = 0.5 to r → 0, around the focal locus). As shown in Fig. 1 , for this model the average divergence hitchhiking advantage is rarely higher than threefold (and usually much lower) over a wide range of biologically realistic parameters. The only On average, mutations linked to a locus with an established locally adapted allele have only a slight advantage over unlinked mutations in terms of increased establishment probability due to divergence hitchhiking, (divergence hitchhiking advantage = EP clustered /EP unlinked ), except at very high migration rates, just below the critical threshold for the maintenance of local adaptation (gray shading). Curves show the divergence hitchhiking advantage for three strengths of selection on the new mutation (α), averaged over mutations occurring at a range of distances from the initial divergent locus, from 0.001 cM to 50 cM, using Eq. 3. In all cases, selection on the established allele is β = 0.9; similar results are found for lower values of β, but peaks tend to be narrower.
exceptions to this pattern occur over very narrow ranges of migration rate falling just below the critical threshold above which no adaptive divergence occurs (Fig. 1, gray shading) . In these cases, the divergence hitchhiking advantage is high because the establishment probability of small unlinked mutations is close to 0. Under the assumption that the loci that can potentially contribute to local adaptation are uniformly distributed throughout the genome, the ratio μ linked /μ unlinked will be a function of the fraction of the genome that occurs within 50 cM on either side of the focal locus (i.e., the region over which the divergence hitchhiking advantage is calculated in Fig. 1 ), relative to the fraction of the genome that is unlinked. To develop a simple heuristic under assumptions most favorable to the divergence hitchhiking hypothesis, this ratio can be approximated as
, where k is the number of chromosomes, assuming chromosomes are all of equivalent size, and the region maintained as a cluster spans 50% of a single chromosome. If we assume the divergence hitchhiking advantage, EP clustered /EP unlinked ≤ 3 (from Fig. 1 ) and k = 21 (as in the threespine stickleback), then using Eq. 1, we would expect at least 13 unlinked alleles to establish for every clustered allele that establishes. Note that in most cases this ratio would be even larger, because the advantage of divergence hitchhiking is seldom as high as threefold ( Fig. 1) , and the region maintained as a cluster in most empirical contexts is typically much smaller than 50% of a chromosome.
Based on the above heuristic, very few of the alleles that contribute to local adaptation are expected to reside in a given island of divergence except under very limited regions of parameter space. It may be argued that a shortcoming of this heuristic is that it considers only the formation of a genomic island around a single focal locus, but there could be many such focal loci in different locations throughout the genome, each of which could form a genomic island (effectively increasing the mutational target and μ clustered ). However, this issue is unlikely to be important because both the increase in establishment probability and the size of the genomic island that can be formed by divergence hitchhiking are proportional to the strength of selection on the focal divergent locus. If many such focal loci exist throughout the genome, then the maximum strength of selection at each focal locus will typically be lower, thereby reducing both the potential size of the cluster [due to s vs. r (19, 53) ] and the divergence hitchhiking advantage for any linked mutations. Thus, divergence hitchhiking is unlikely to be a broadly important explanation for the existence of islands of divergence without some genomic mechanism that dramatically reduces the rate of recombination around the initially divergent locus, such as a large inversion (24, 32) or modifiers creating a recombination coldspot. Alternatively, if genomic rearrangements bring together the loci that contribute to local adaptation (thereby creating a genomic island), this would effectively increase the ratio of μ clustered /μ unlinked , and could facilitate divergence hitchhiking in subsequent bouts of local adaptation (if the alleles forming the genomic island happened to be lost owing to genetic homogenization among populations).
Rearrangements Lead to Clustering of Locally Adaptive Loci. Clusters of locally adaptive loci might be expected to evolve under migration-selection balance through the spread of genomic rearrangements, provided the rate of rearrangements and their probability of fixation are both sufficiently high. If the loci that contribute to local adaptation are initially randomly distributed throughout the genome, then the time required to evolve a configuration where these loci are organized in a single tightly linked cluster can be approximated by accounting for the rate of occurrence of suitable rearrangements and their probability of fixation [based on a model by Kirkpatrick and Barton (32) ]. If L is the number of base pairs over which r ≈ 0, G is the number of base pairs in the genome, τ is the rate of rearrangement per locus, per generation, N p is the total metapopulation census size, and m is the migration rate, then the time (in generations) to evolve a clustered architecture can be approximated as
(Methods gives the derivation). This coarse approximation will range over many orders of magnitude, depending on the parameters, and provides some intuition about their relative importance. It is insensitive to the number of loci involved in local adaptation (n), because when n increases, the longer time required to rearrange a larger number of loci is offset by increases in the realized rate of rearrangement, because there are more loci that can potentially be rearranged into a cluster. However, the time required to evolve a partially clustered architecture (by Eq. 4) may be several orders of magnitude less than the time to evolve a fully clustered architecture (by Eq. 2; Fig. S1 ). These equations can be used to provide coarse predictions of whether clustering of genomic architecture might be expected in a given taxon. , and m = 0.001, then complete clustering might be seen at biologically realistic time scales if τ > 10 −5 (as t ≈ 10 7 , by Eq. 2), and partial clustering of n x = 5 out of n = 50 loci might occur if τ > 10
, by Eq. 4). This model illustrates how slight variations in some parameters can yield large effects on the rate of genome evolution, but as a means of making quantitative predictions it should be seen as a coarse approximation, owing to the assumptions involved in its derivation (details are given in Methods).
To explore the evolution of genome architecture more explicitly, with fewer simplifying assumptions about the evolutionary dynamics, I used individual-based simulations of a twopatch model under migration-selection balance similar to that used in ref. 28 . These simulations are initialized with 10 phenotype-affecting (hereafter, selected) loci equally spaced along a single chromosome, each separated by 49 neutral loci. Genomic rearrangements occur by moving a single selected locus to a new location according to either a cut-and-paste or a duplication model (Methods), at a per-locus rate of τ. Because rearrangements can result in changes in the number of copies of each locus, small additional fitness costs were incurred for individuals that did not have exactly two copies of each of the 10 original selected loci (details are given in Methods).
When both populations inhabit the same type of environment, there is no benefit to having a tightly linked genomic architecture, and the distribution of selected loci on the simulated chromosome evolves very slowly, mainly under the influence of random genetic drift ( Fig. 2A) . By contrast, when populations inhabit different environments and experience a tension between migration and divergent selection, the architecture evolves rapidly through the successive fixation of single-locus rearrangements, eventually leading to clusters of tightly linked selected loci that are fixed across both populations (Fig. 2B) . In this case, populations rapidly evolve genotypic divergence through the establishment of locally adapted alleles at each locus (usually within several thousand generations). Once genotypic divergence is established, rearrangements that move one selected locus with a locally adapted allele close to another tend to invade and replace less tightly clustered architectures, because of the advantage of reduced recombination between more tightly linked loci. In Fig. 2B , a nearly fully clustered architecture evolves in an amount of time similar to that predicted by Eq. 5 (for m = 0.01, n = 10, L = 2, G = 490, τ = 10 −6 , N p = 20,000, then t = 8.4 × 10 5 ). In most cases, the rate of evolution toward clustered architectures increases with the strength of divergent selection (Fig.  3A ) and migration rate (Fig. 3B) . However, when migration rates are high and just below the critical threshold (24, 52), the rate of evolution to clustered architectures is somewhat reduced (e.g., m = 0.1, Fig. 3B ; m crit = 0.23). Although these general patterns are consistent with the predictions of Yeaman and Whitlock (28) , the effect of the strength of selection on the rate of genome evolution is not accounted for by Eqs. 2 or 4, likely in part because these approximations ignore rearrangements that yield clusters of loci with r > 0 (Methods). When r > 0, the amount of linkage disequilibrium between loci, and therefore the fitness benefits of linkage, should scale with the strength of selection (19, 53) , such that under stronger selection there is effectively a larger target region (L) over which rearrangements can yield clusters of loci with fitness benefits owing to linkage.
The rate of evolution of clustering is also strongly determined by both the population size (N) and the rate of occurrence of rearrangements (τ). Clustering evolves much more rapidly when N = 10 4 than when N = 10 3 , but if τ is increased by an order of magnitude for N = 10 3 , the rate of evolution of clustering is quite similar to when N = 10 4 ( Fig. 3C ). This shows that the rate of architecture evolution depends heavily on the population-level rate of occurrence of rearrangements (Nτ), as predicted by Eq. 2.
Clustered genomic architectures also evolve when environments are both spatially and temporally heterogeneous (Fig. 4A ) and when populations go through alternating periods of spatial heterogeneity and homogeneity (Fig. 4C ). Fig. 4A shows the evolution of genomic architecture when populations inhabit a spatially heterogeneous environment (local optima are +1/−1) that also fluctuates over time (as shown in Fig. 4B ). When the period of temporal fluctuations is short (T =1,000, Fig. 4A ), clustering evolves more slowly and stabilizes at an intermediate level. The amount of clustering at the end of the simulations varies nonmonotonically as a function of T, with the most clustering seen when T = 5,000 (Fig. 4A) . When the period is very long (T = 10 5 ), genomic architecture evolves toward highly clustered architectures but fluctuates due to transient increases in the number of unclustered selected loci (SI Text and Fig. S2) .
When populations inhabit an environment that periodically alternates between spatially homogeneous and spatially heterogeneous (as shown in Fig. 4D ), clustered genomic architectures still evolve, although the rate of evolution is slower for smaller T (Fig. 4C) . In these simulations, genetic divergence often collapses completely during the intervals of homogeneity and any islands of allelic divergence are lost, but clustered genomic architectures persist and can rapidly give rise to new islands of allelic divergence when heterogeneous environments are reestablished. Clustered architectures still evolve when the environment is homogeneous for more time than it is heterogeneous, but at a slower rate (SI Text and Fig. S3 ).
From the above results, it is clear that the rate of rearrangement is an important driver of architecture evolution, but is there also an effect of the type of rearrangement? There are numerous mechanisms that can give rise to the rearrangement of small fragments of the genome: (a) nonhomologous or ectopic recombination involving two closely spaced crossovers (54, 55) (63)], and (f) reverse transcription and retrotransposition of mRNA, which results in the loss of introns in the daughter copy (64) . Of these, some result in the movement of a gene from one place to another (e.g., a-d), whereas others result in the creation of a duplicate copy in a new location (e.g., e and f). Unfortunately, there is still little information on the relative frequency of these different mechanisms in different species. Although all of the above simulations were run using a cut-and-paste model of rearrangement similar to mechanisms a-d (Methods), the rate of evolution toward clustered architectures was not substantially changed when a duplication model similar to mechanisms e and f was used instead (Fig.  S4) . However, unlike the cut-and-paste model, a low rate of gene deletion (η) was necessary for significant clustering to evolve in the duplication model, because otherwise there was no mechanism through which the less clustered parental copy of a locus could be lost (Fig. S4) .
In these simulations, gene duplication, gene deletion, and recombination between rearranged and ancestral haplotypes can all result in changes in the number of copies of a given locus that are passed from parent to offspring. Empirical studies have found that changes in gene copy number often involve phenotypic changes or fitness costs, likely because changes in the dosage of some genes upset the overall balance of expression (65) (66) (67) . All of the above simulations were run under the assumption of relatively weak selection against copy number variants (CNV; Methods). The rate of evolution toward clustered architectures tended to decrease with increasing strength of selection against CNV (Fig. S5) , suggesting that clustered architectures are more likely to involve genes that have only minimal fitness effects due to changes in copy number (i.e., less potential to upset the balance of expression; refs. [65] [66] [67] . When simulations were run excluding fitness costs for CNV, clustered architectures still evolved at rates comparable to those shown in Fig. 3 , providing the rate of gene deletion was at least as high as the rate of rearrangement (Fig. S4) .
Discussion
Implications for Genomic Islands of Divergence. There has been considerable debate about the importance of divergence hitchhiking for the evolution of genomic islands of divergence (16, 20, 26) , with recent work noting that the effect of divergence hitchhiking on establishment probability may often be quite limited relative to the effect of selection acting directly on beneficial mutations (25) . Here, I present a heuristic model that explicitly quantifies the effect of divergence hitchhiking on establishment probability ( Fig. 1 ) and show that it is unlikely to yield strong signatures of islands of divergence under the assumption that the loci that can contribute to local adaptation are randomly scattered throughout the genome. Instead, for each locally adapted allele that establishes in a genomic island due to divergence hitchhiking, there will likely be many alleles that establish at random locations throughout the genome. This occurs because the mutational target that resides within a potential genomic island is very limited relative to the mutational target across the whole genome, the fitness advantage for being tightly linked is small, and unlinked mutations still have relatively high probabilities of fixation. Although the fitness advantage of being tightly linked may usually be too small to have much effect on the evolution of genomic islands on the short time scale of a single bout of local adaptation, the simulation results I present show that competition among genomic architectures can have pronounced effects over longer evolutionary time scales. Highly clustered genomic architectures evolve readily given sufficiently large populations, rearrangement rates, strengths of selection and rates of migration (Fig.  3) . Within this context, the mutational target itself is rearranged, which would increase the proportion of clustered relative to unlinked mutations that could establish in any subsequent bouts of adaptation.
Divergence hitchhiking could potentially play an important role in forming genomic islands of divergence in conjunction with this rearrangement mechanism, if a species experiences temporal environmental or demographic fluctuations that result in repeated episodes of divergent selection and adaptive response followed by homogenization. The cycling of glacial and interglacial periods over millions of years provides an empirical example of one such source of environmental fluctuation, which has likely affected adaptation in numerous species (68) . Here, I found that clustered genomic architectures evolve under a range of scenarios with environmental fluctuations (Fig. 4A) , and these clustered architectures persist through periods of homogenization among populations (Fig. 4C) , unlike the clustered allelic architectures described by Yeaman and Whitlock (28) . The amount of clustering tended to vary with the period of temporal fluctuations (Fig. 4A) , suggesting that glacial cycles might have quite different effects on the genomics of adaptation in longlived species such as forest trees compared with short-lived species such as annual plants. Given the cyclical nature of climatic fluctuations and accompanying range shifts, it seems possible that for every speciation event in the history of some genera there have been multiple episodes of divergence and homogenization. Although the process of ecological speciation may be conceptualized as a continuum from early stages of divergence to "good" species with complete reproductive isolation (10), movement along this continuum is not unidirectional. The vagaries of history may result in repeated transitions back and forth along this continuum, increasing the window of opportunity for competition among architectures and divergence hitchhiking to play a role in adaption and, eventually, speciation.
Studies of the genetics of local adaptation and ecological speciation that find evidence of genomic islands should strive to test whether the loci involved have been brought together by rearrangements. This could be achieved by comparing how orthologs associated with local adaptation are distributed along chromosomes in a number of sister species spanning increasing taxonomic distances. Numerous studies have found evidence that segregating inversions are often involved in adaptive genetic divergence (36, 69, 70) , but less focus has been placed on other types of rearrangements. It is worth noting that for the inversion-based mechanism of adaptation proposed by Kirkpatrick and Barton (32) , inversions must be segregating to reduce recombination, whereas rearrangements discussed in this paper reduce recombination by changing the position of loci on chromosomes, and therefore tend to fix across populations. Another important prediction from this work is that islands of divergence with multiple selected alleles could be expected to form in allopatry, provided the species had a previous history of adaptation with gene flow (during which time clusters of loci could have evolved through rearrangements). Indeed, this could provide partial explanation for the similarity in size and number of genomic islands found in sympatric vs. allopatric pairs of populations of Helianthus (71).
Implications for the Evolution of Genome Architecture. With current advances in genome sequencing technologies, considerable research has focused on finding patterns in the organization of genes on chromosomes. Comparative genomic studies have found that the distribution of rearrangement breakpoints tends to be nonrandom throughout the genome, with higher numbers of rearrangements at "fragile sites" and lower numbers at "solid sites" (45, 46) . Studies of gene regulation have found evidence that neighboring genes sometimes have highly correlated expression profiles (72) (73) (74) (75) , or tend to be functionally related (76, 77) . Evolutionary explanations for these patterns have been varied but are often related to the balance between rates of rearrangement, genetic drift, and purifying selection (50, 72) . Where explanations invoke positive selection, the fitness benefits are typically based on changes that are endogenous to the organism and environment-independent, such as facilitated regulation of functionally related genes (78) or reduced expression noise (79) . The general perspective that arises from these studies is that the architecture of the genome evolves with little connection to the ecology of the species, beyond the impact of demography on genetic drift (50, 72) . Lynch and coworkers (49, 80) have presented compelling evidence showing that species with smaller effective population sizes tend to have larger genomes, due the reduced efficiency of natural selection to eliminate insertions that increase the global mutation hazard. Beyond this link to ecology through demography, in most cases, the patterns that have been studied in comparative genomics are testable without going out into nature to study the ecology of the species. By contrast, the mechanism of genome evolution described in this study is explicitly tied to the ecology of the species. This mechanism can be seen as an extension of the inversion-based mechanisms of local adaptation and speciation that have received considerable study in recent years (30) (31) (32) and models for the evolution of supergenes (81), which both have much in common with previous studies on the evolution of recombination (82) (83) (84) (85) (86) . This mechanism is also similar in many ways to models for the evolution of sex chromosomes; Charlesworth and Charlesworth (87) showed that rearrangements moving autosomal loci to sex chromosomes would be favored when different alleles were favored in each sex. By contrast, in the mechanism discussed here, rearrangements are favored because they reduce recombination between loci with alleles that are adapted to different environments. Although earlier models of chromosome evolution also noted that positive selection due to linkage could result in the spread of rearrangements, they typically focused on the effect of drift and population structure on the spread of large rearrangements with deleterious effects in the heterokaryotype (e.g., 88, 89) .
Because the rearrangement-based mechanism discussed here is explicitly tied to ecology, studying it may require a different approach than is typically used in comparative genomics. In many cases, local adaptation involves genes from numerous pathways. For example, adaptation to freshwater in threespine sticklebacks includes responses to novel water chemistry, temperature regimes, visual environments, predator communities, and forage availability (89) (90) (91) (92) (93) . Therefore, analyses of clustering based on gene ontology (e.g., 77) may fail to detect clusters of loci if they involve genes with such different proximate functions. Also, clusters that evolve in response to adaptation with gene flow might span physical distances much larger than those commonly analyzed in the coexpression cluster studies, which typically examine sliding windows of 2 to 15 genes (e.g., [73] [74] [75] . For example, a genomic island spanning >10 cM has been observed in pea aphids adapting to different hosts (5), which presumably includes tens to hundreds of genes. One intriguing comparative genomic study of amniotes by Larkin et al. (93) found that rearrangement breakpoints tended to cluster in regions containing genes with gene ontology terms relating to inflammation and muscular contraction, whereas conserved regions with few breakpoints tended to include genes for development. They suggested that because inflammation and muscular contraction genes are more directly involved in interactions with the environment, evolution may have favored the spread of rearrangements in response to novel environmental challenges. Similarly, Freeling et al. (61) found that genes with products that interact more directly with rapidly changing biotic and abiotic environments (e.g., disease resistance or flowering) had higher . In C, the interval lasts 1,000 generations, during which m = 0.5; the black line shows the amount of clustering for a constant spatially heterogeneous environment with no periods of homogeneity. All other parameters are set as in Fig. 3 .
likelihoods of transposition in Arabidopsis. Although rather speculative, these interpretations of the data are consistent with the predictions for the spread of rearrangements due to local adaptation discussed here, so it would be interesting to test for similar patterns in other taxa. The rate of rearrangement occurrence is one of the most important factors determining whether clustered architectures evolve (Eq. 2 and Fig. 3C ), but very little is known about the magnitude of τ for different rearrangement mechanisms, despite mounting evidence that numerous small-scale rearrangements have accumulated within some lineages over time (42, 61) . For example, in Arabidopsis thaliana, it is estimated that 21-27% of all genes have been rearranged since the common ancestor with Papaya, almost all of which occurred as single-gene rearrangements (61, 94) . Whereas many of these were likely caused by retrotransposition (94), other mechanisms are implicated in at least 55% of the rearrangements that occurred since the A. thalianaArabidopsis lyrata split (59). Although highly speculative, it is possible that the 3D organization of chromosomes in the nucleus could facilitate the evolution of clustering. Spatial proximity of genes in the nucleus has been shown to influence both gene regulation (95) and rates of rearrangement (96), so if genes that tend to be involved in local adaptation are also brought into close proximity in the nucleus to facilitate coregulation, they might more readily be rearranged onto the same chromosome. Further research will help identify how commonly the various rearrangement mechanisms occur, and how this varies among species.
It is important to note that whereas spatial environmental heterogeneity will tend to favor tight clustering of the loci involved in local adaptation, some forms of temporal heterogeneity may favor less clustering. When a population evolves toward a new optimum by the fixation of novel beneficial mutations, tight linkage between selected loci will tend to slow the response to selection, due to the slower rate at which beneficial mutations on different chromosomes are brought together by recombination [i.e., the HillRobertson effect (86, 97, 98) ]. Similarly, currently beneficial combinations of alleles might become detrimental following an environmental change, favoring increased recombination between the loci involved in local adaptation (23, 86, 99, 100) . The results in Fig. 4A show that the relationship between period length (T) and amount of clustering is nonmonotonic, suggesting that further research is needed to determine how these different forms of selection will interact and whether some intermediate recombination rate may be optimal under certain types of environmental variation. More generally, any advantage of reduced recombination between locally adapted loci may be countered by a range of factors that favor increased rates of recombination (86) . This brings us back to Turner (85) , who asked, "Why does the genotype not congeal?" and suggested that clusters of loci might evolve due to locus-specific benefits of tighter linkage, despite global benefits of recombination. It seems likely some intermediate amount of clustering would yield rates of recombination low enough to maintain linkage disequilibrium between combinations of locally adapted alleles, but high enough to facilitate the purging of deleterious alleles and the spread of new beneficial mutations in times of environmental change. Given the importance of migration rates for determining the advantage of linkage (32) , and mutation rates for determining the deleterious effects of linkage (86) , it seems likely that the optimal amount of clustering will be determined to some extent by the ratio of mutation to migration. Regardless of which arrangement of adaptive loci is selectively optimal, drift and limited rearrangement rates might prevent the realization of such configurations. Comparative genomic studies of ecological adaptation will provide much-needed data to evaluate the relative importance of selective and stochastic processes in shaping the architecture of the genome.
Methods
Analytical Approximations of Establishment Probability. The establishment probabilities of new linked (EP clustered ) and unlinked (EP unlinked ) mutations can be approximated using the splicing approach described by Yeaman and Otto (52) with the two-locus continent-island model of Bürger and Akerman (24) . Consider a population experiencing natural selection and immigration, with two loci (A and B) that recombine at rate r. If there is a stable polymorphism segregating at locus B (B 1 and B 2 experience selection of +β and -β, respectively), and a maladapted allele at locus A (A 2 experiences selection of -α), then a new locally adapted allele, A 1 (experiencing selection of +α), will establish when the rates of recombination and immigration of the maladapted genotype (m; A 2 B 2 ) are sufficiently low (24) . Based on the derivations described by Bürger and Akerman (24) , the rate at which this allele will invade can be approximated by evaluating the Jacobian matrix for their equation 2 at frequencies of A 1 B 1 = 0, A 2 B 1 = 0, A 1 B 2 = 1 -(m/β), and A 2 B 2 = m/β (equilibria from equation 3.9 in ref. 24) . As shown by Yeaman and Otto (52) , the leading eigenvalue of this matrix can be used to approximate the net strength of selection favoring the invasion of the allele A 1 , and can be substituted for s in population genetic approximations for fixation probability. Because the fixation probability of a new mutation is ∼2s in large populations, A 1 will establish with probability
Therefore, the advantage due to divergence hitchhiking for a new mutation linked at some recombination rate r = x can then be quantified as the ratio of EP r = x /EP r = 0.5 . To parameterize this equation for Fig. 1 , the average value of EP clustered was calculated across 50,000 loci, with recombination rates ranging linearly from 0.001 cM to 50 cM in increments of 0.001 cM (i.e., numerical integration). This approach assumes that gene density and recombination rates are uniform across the genome and is intended as a means of approximating EP clustered /EP unlinked to parameterize Eq. 1, rather than an attempt to make highly accurate predictions. Although the average of EP clustered /EP unlinked would be higher if calculated over a smaller range of recombination rates, this would also imply a smaller mutational target (and therefore μ clustered ), leading ultimately to a lower value for n clustered .
Evolution of Clustered Genomic Architectures. If all n loci that contribute to local adaptation begin in an unlinked configuration distributed randomly throughout the genome, the time required to rearrange n x of these loci into a single tightly linked cluster can be estimated as follows. If the per-locus rate of rearrangement is τ and the probability of insertion near a specific locus is L/G (where L is the size of the region around the locus and G is the size of the genome), then rearrangements yielding a first pair of clustered loci will occur at probability of 2N p τ(L/G)n(n -1) per generation in a metapopulation of size N p , because there are n possible loci that could move into tight linkage with any of the (n -1) other loci. Following this first step, the probability of rearrangements moving one of the remaining loci into tight linkage with this first cluster would be 2N p τ(L/G)(n -i), for the i th locus added to the cluster, where i ranges from 2 to (n x -1). It is somewhat less straightforward to estimate the probability that any suitable rearrangements would spread through the population, but this can be approximated by considering only those rearrangements that result in extremely tight linkage, reducing the rate of recombination to ∼0. For a model of local adaptation with immigration (at rate m), Kirkpatrick and Barton (32) showed that if a new chromosomal inversion captures two locally adapted loci, reducing the rate of recombination from r = 0.5 to r = 0, it should spread at a rate of m. Importantly, this rate is independent of the strength of selection on the loci within the inversion, so it should generalize to any rearrangements that reduce recombination to nearly 0 between two previously unlinked loci, regardless of the effect of sizes of the alleles involved (although at high migration rates, alleles with small s would be lost). This approach neglects any direct fitness costs caused by the rearrangement itself owing to disrupted expression, problems with recombination, or imbalanced gene number, so τ should be interpreted as the rate of rearrangements that do not involve significant fitness costs. Following Yeaman and Otto (52) , the probability of fixation of such rearrangements should be ∼2m, and the expected time before the occurrence of a rearrangement that fixes to yield the first pair of clustered loci is the reciprocal of these combined probabilities: t 1 ¼ ð2m × 2N p τðL=GÞnðn−1ÞÞ −1 . Ignoring rearrangements that reduce clustering once it has evolved, because these will be disfavored, the expected time to evolve from an architecture where all n loci are unlinked to an architecture where n x of these loci are arranged in a single cluster can be approximated as
If n x = n, this reduces to
where H n is the (n − 2) th harmonic number (if n = 2, H n = 0). Because 1 < H n < 10 for most biologically realistic values of n, this can be approximated to an order of magnitude as t ≈ G/(N p τmL). Given the assumptions involved in applying the model from Kirkpatrick and Barton (32) , parameterizing this model requires that L represent the number of base pairs surrounding each locus over which r ≈ 0. Note that N p represents the total size of the metapopulation, because rearrangements would be favored within whichever patch they occur and would likely eventually fix through the metapopulation (again, the dynamics involved here are oversimplified). Because this model ignores the contributions of rearrangements that yield less-tightly linked clusters (with 0 < r < 0.5), it will tend to overestimate the time required to evolve a clustered architecture. A more complex model by Bürger and Akerman (24) suggests that the Kirkpatrick and Barton (32) model may underestimate the invasion rate, further indicating that Eqs. 4 and 5 should tend to overestimate the time required for the evolution of clustered architectures.
Individual-Based Simulations. Simulations were run using the version of Nemo (101) (102), with the new value of a mutation replacing any existing value. This mutation model was used so that no alleles of large effect could build up through multiple mutations at a single locus. Mutation effect sizes are drawn from a Gaussian distribution with mean = 0 and SD = 0.05 and are truncated so that all mutation sizes were ≤|0.05|. The phenotype is calculated by adding the mutation effects across all selected loci, so that a locally optimal phenotype in the patch with θ = 1 could be built with 10 homozygous mutations of 0.05. Genomic architecture is modeled by interspersing each of n = 10 loci that affect the phenotype (selected loci) with 49 neutral loci along a single chromosome (for a total of 500 loci) and setting the recombination rate between adjacent loci to 0.002, such that on average there would be one recombination event per individual per generation. Genomic rearrangements occur at rate τ per locus (set to 10 −6 unless otherwise noted), according to one of two models of rearrangement. For the cut-and-paste model, rearrangements occurred by moving a single selected locus to a new location occupied by a neutral locus; the selected locus replaces the neutral locus in its new location and is replaced by a new neutral locus in its original location, to maintain chromosome size (this process was constrained so that one selected locus never replaced another selected locus). For the duplication model, the process was identical to the cut-and-paste model, except the "parent" locus retained its state as a selected locus. Selected loci could be lost (i.e., convert to neutral loci) at a per-locus rate of η, which represents the process of pseudogenization or gene deletion. Unless otherwise noted, all simulations were run using the cut-and-paste model with η = 0. To represent the fitness costs arising from CNV, an additional fitness cost (s c ) was calculated for each individual based on a Gaussian function with s c ¼ ∑ n i¼1 ð1 − exp½ − ð2−c i Þ 2 =V c Þ, summed across contributions from n loci, with c i representing the number of copies of the i th locus. When the width of this function, V c , is small, selection against CNV is strong (e.g., for V c = 50 and c = 3 at one locus, s c = 0.0198); when V c is large, selection is weak (e.g., for V c = 5,000 and c = 3 at one locus, s c = 0.0002); for V c = ∞, there is no selection against CNV. This approach is similar to a more complex model proposed by Gout et al. (103) , which also assumes that fitness decreases with increasing deviations from optimal levels of gene expression, which in turn occur due to changes in gene copy number. The complete deletion of a gene will sometimes, but not always, result in lethality (104, 105) ; for simplicity, in all simulations any individual with c = 0 for any locus was given a fitness of 0 (irrespective of V c ). Unless otherwise stated, the simulations in this paper were run using V c = 5,000. Unless otherwise indicated, simulations were run for 500,000 generations, with statistics calculated every 500 generations, based on at least 20 replicates for each parameter combination. The environmental fluctuations shown in Fig. 4A were modeled using a sine wave with amplitude = 2 and period T, and these fluctuations were added onto the local optima in each population (i.e., +1/−1; as shown in Fig. 4B) . The environmental fluctuations shown in Fig. 4C were modeled by changing the local optima from +1/−1 to 0/0 and the migration rate from 0.01 to 0.5 for 1,000 generations, every T generations (as shown in Fig. 4D ). For all other simulations shown in Fig. 4 , migration rate was held constant at m = 0.01.
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