Abstract. We consider the problem of finding a global minimum point of a given continuously differentiable function. The strategy is adopted of a sequential nonmonotone improvement of local optima. In particular, to escape the basin of attraction of a local minimum, a suitable gaussian-based filling function is constructed using the quadratic model (possibly approximated) of the objective function, and added to the objective to fill the basin. Then, a procedure is defined where some new minima are determined, and that of them with the lowest function value is selected as the subsequent restarting point, even if its basin is higher than the starting one. Moreover, a suitable device employing repeatedly the centroid of all the minima determined, is introduced in order to improve the efficiency of the method in the solution of difficult problems where the number of local minima is very high. The algorithm is applied to a set of test functions from the literature and the numerical results are reported along with those obtained by applying a standard Monotonic Basin Hopping method for comparison.
Introduction
We consider the problem of finding a global minimum point of a given function, i.e., the unconstrained optimization problem min
where f : R n → R is a continuously differentiable function. We assume, as usual, that f (x) is radially unbounded, i.e., f (x) → +∞, as x → +∞, so that there exists a closed bounded domain Ω ⊂ R n , containing all the minimum points of f (x). Moreover we assume that f (x) has a finite number of minimum points, and therefore, any of them is isolated. As it is known, there are, in general, no global optimality conditions, and many approaches have been proposed to tackle this problem, ranging from a stochastic framework to a deterministic one (see, e.g., [30, 29, 13, 5, 28, 23] ). Among the various approaches, we refer in particular to the strategy of global descent, i.e., of a sequential improvement of local optima. In this context, three main methods have been devised to determine, starting from a local minimum point x o , another one with a lower objective function value.
The Tunneling method (introduced in [16] ) constructs a new function of the kind T (x; x o ) = (f (x) − f (x o ))/ x − x o λ , in order to find a pointx = x o where f (x) = f (x o ), by solving the equation T (x; x o ) = 0. This last problem, however, has the same difficulty as the original one. The Filled function method [9, 24, 20] constructs an auxiliary function from the objective f (x) in such a way that it has a maximum in x o , it does not admit minimum points or saddle points in higher basins than that in x o , and it has a minimum point in a lower basin, if the latter exists. The fulfillment of all these conditions, through a suitable choice of the parameters in the filled function, may be a critical task. We observe that these methods modify the objective function in the whole space. The Monotonic Basin Hopping method [15, 22, 21] attempts to find another minimum point with a better function value by generating a new starting point from the current minimum. This strategy can be viewed as a kind of Monte-Carlo sampling technique [25] or as a special case of Variable Neighborhood Search [26, 11] in which, however, the neighborhood of the current minimum is not variable. The method described here consists in a sequential nonmonotone improvement of local optima, in the sense that even minimum points of f (x) in higher basins than that of the current one are accepted, in order to allow the space exploration in a greater extent. Moreover, the objective function is modified only locally, by suitably filling it in larger and larger neighborhoods of the current minimum.
A gaussian-based filling function
We assume that a gradient-based local optimization routine, such as a steepest descent, Newton, or quasi-Newton algorithm, is available. Therefore, starting from a point randomly chosen in R n , let x o be the local minimum reached by the local optimization routine. Moreover, let ∇ 2 f (x o ) be the Hessian matrix (or an appropriate approximation of it, e.g., computed by finite differences of the gradient or by quasi-Newton formulas), that satisfies the second-order necessary condition, i.e., is positive semi-definite. We consider the matrix H o = ∇ 2 f (x o ) + E, obtained by adding to the Hessian a suitable positive definite matrix E. Furthermore, we assume that E = 0 if ∇ 2 f (x o ) is positive definite and, otherwise, such that H o results "sufficiently" positive definite. The matrix E can be constructed, e.g., by using a modified Cholesky factorization method [6] . In order to search over the various minima to find that corresponding to the lowest f value, we have to escape the basin of attraction of the current minimum x o . To do this, we consider the quadratic model (possibly approximated) of f at
and we construct the following gaussian-based function
where α and β are positive scalars. Then, we consider the new function obtained by adding ϕ(x; x o ) to the original function f (x)
Since q(
, and far from x o in any direction, where αq(x; x o ) is sufficiently high, we have ϕ(x; x o ) ≈ 0 so that
Therefore, function (4) is essentially the original function modified only locally by means of a "repulsive" term, i.e., obtained by filling f within an ellipsoidal neighborhood of x o , whose shape is determined by the matrix H o , and hence according to the basin shape (possibly approximated) in its lowest side, and whose amplitude can be varied by taking different values of the parameter α. For large values of α, the original function is filled within a relatively small neighborhood of x o , and vice versa. Thus, by applying the local search routine tof (x; x o ) starting from a point near x o , we reach a minimum pointx which can not be x o , and which, in general, is not a minimum of f . Now, by reapplying the local search to the original function f (x) starting fromx, either the same point x o is reached, or a new minimum point is found. In the first case, the value of α is not sufficiently low to escape the basin of attraction of x o , and a lower α value is needed. The same purpose could be achieved by taking more simply H o = I, the identity matrix, which corresponds to fill f within a spherical neighborhood of x o . However, in this case, a much lower α value could be necessary, and the basin of a possible minimum point near x o could also be filled, and hence that minimum is lost. We remark that it is possible to adopt this choice whenever
is not sufficiently positive definite, i.e., its minimum eigenvalue λ min is too small, as an alternative to the computation of the matrix E. Note that the local search routine can be easily applied to the modified functionf (x; x o ), since
where
, and when a Newton-type method is used,
It is possible to show that there exist values of the parameters α and β such that the function f (x; x o ) does not have minimum points inside the basin of attraction of f (x) at x o , provided that the simple basin is bounded. We recall the following definitions (see, e.g., [9] Proof. Let x be any point such that x ∈ B(x o ) and x / ∈ S(x o ), so that
regardless of the values of α and β. Now let x be any point such that x ∈ S(x o ). Then, in order to have
and to ensure this it is sufficient that
where D = max x∈S(xo)
x − x o , and L = max
∇f (x) . Both D and L are finite, since S(x o ) is bounded.
Denoting by y = αq(x; x o ), the condition can be rewritten as
and, since lim q(x; x o ) such that the same holds for all 0 < α <α. Therefore, there exist values of the parameters such that, in any point
This result is rather intuitive, since, when the basin of a given local minimum is bounded, it always exists a sufficiently large repulsive term such that the basin is completely filled. We remark that the functionf (x; x o ) is not a filled function of f (x) at x o , as commonly defined in the literature, since it may have minimum points or saddle points in a basin of f (x) higher than B(x o ).
A global optimization procedure
Using the simple device described above, our procedure for solving Problem (1) can be summarized as follows. Once a minimum x o has been found, we perform a prefixed number p of local searches applied to the modified functionf (x; x o ) by setting decreasing values of the parameter α, and the corresponding local searches applied to f (x). The initial value of α is chosen in such a way that the neighborhood of x o where f (x) is filled, is sufficiently small in order to locate possible minima near x o , while the last value is taken low to discover minima far from x o . Then, a certain number m ≤ p of new minimum points of f are determined. Among these, that for which the function value is the lowest, say x ℓ , is selected as new starting point of the procedure even if
, the point x o is replaced by x ℓ as the current best minimum point. At the subsequent restarts, the minimum point x ℓ corresponding to the lowest function value is discarded if it coincides with one of the minima from which the process was already restarted, and the new restart is performed from the best minimum point among the remaining. When no new minimum point is found, i.e., m = 0 (to avoid as much as possible this last occurrence, the number p should be taken at least of the order of some tens), or when all the new minima were already used as restarting points, the procedure ends 1 .
As regards the parameters α and β in function (3), their values determine the "amplitude" of the neighborhood of a minimum x o where the function f is filled. This property is somewhat reminiscent of the Variable Neighborhood Search approach (see, e.g., [26, 11] ). A simple choice of the values α and β can be derived by imposing that at a prefixed distance s from x o along a directiond with average curvature of f , the function ϕ becomes negligible. In particular, denoting by h m the mean of the diagonal elements of
, and we compute
so that the prefixed distance s corresponds to 3σ, where σ is the standard deviation of the Gaussian function in (3) along the directiond:
Obviously, the filling effect, i.e., the value of the repulsive term ϕ(x; x o ) added to f (x), will be the same, whatever the direction, in all the points x belonging to a given level hypersurface of the quadratic model q(x; x o ). The procedure employs p increasing values of the stepsize s, and correspondingly the function f is filled within neighborhoods of x o larger and larger. As an example, in Figure 1 the surfaces of the six hump camel back function f (x) [7] and of the corresponding modified functionsf (x; x o ) derived by filling the basin of the minimum point x o = (0.0898, −0.7127) T , with s = 1.4, 2, 3, 4, and 5, respectively, are shown. Obviously, the surfaces off (x; x o ) are truncated since they diverge to infinity at x 0 .
The procedure described above constitutes our basic algorithm. We have now to consider that in many problems, mainly in those with large dimensional functions (although not necessarily), the number of local minima is very high and their distribution may be not uniform. Therefore, there may be regions in the search space with high density of local minima. Under conditions of this kind, the algorithm could be trapped inside such a region in spite of its nonmonotone feature and the use of low values of the parameter α giving rise to large filling effects for discovering far minimum points. Thus many useless local searches could be performed. To take a similarity from physics, we could refer to the motion of a photon within the sun's mass which is constantly deviated by the interactions with the charged particles in the plasma (protons, electrons, helium nuclei), so that a long time runs out before the photon will emerge from the surface, although the solar radius measures a few light-seconds [10] . In order to improve the algorithm efficiency, i.e., to interrupt the execution of fruitless local searches and to enlarge the region explored, we introduce a further device described below, which is enabled after a prefixed number of restarts M chosen according to the problem dimension (in particular, if n is large, M is taken relatively low, and vice versa). Let M > 1 be a giver integer, and let x (j) , j = 1, . . . , r be the local minima determined by the filling function method. Then, when r is a multiple of M , let
be the centroid of x (j) , and d c = max j=1,...,r x (j) − x c the distance of the farthest x (j) from x c , which specify the hypersphere S r = {x ∈ R n : x c − x ≤ d c }, containing all the local minima. Now, for any j, provided that x (j) − x c > ε, the local search routine is applied starting from the reverse image of x (j) with respect to x c on the surface of S r , thus obtaining other minimum points. Among the latter (and including x (r) from which the algorithm is not restarted), once discarded those which coincide with any x (j) , j = 1, . . . , r − 1, the minimum with the lowest function value is taken as the new restarting point of the filling function method. By virtue of this device, it is easier that the new restart could take place outside of S r . The overall procedure is formalized in the following scheme.
Global Optimization ALgorithm (GOAL) Data. Scalars s o , ε > 0, integers p > 1 and M > 1, and an increasing scalar function δ(t), with δ(0) = 0.
Step 1. Generate at random a pointx ∈ R n , compute f (x), and apply the local search routine for minimizing f (x). Let x o be the minimum reached. Set r = 1,
Step 2. Compute ∇ 2 f (x o ) and its minimum eigenvalue λ min . If λ min > 10
and compute
H o (j, j); otherwise take H o = I, h m = 1. Set i = 1 and
Step
. . , n, minimizef (x; x o ). Letx i be the minimum reached, minimize f (x) starting fromx i , and let x i be the minimum obtained.
Step 4. If x i − x (k) > ε, for all k = 1, . . . , r, and f (x i ) < f ℓ , set f ℓ = f (x i ), and x ℓ = x i . Set i = i + 1, and if i ≤ p go to Step 3.
Step 5. If f ℓ < f min , set f min = f ℓ , and x min = x ℓ .
Set r = r + 1. If f ℓ < f (x), then set x (r) = x ℓ ; otherwise, stop.
Step 6. If mod (r, M ) = 0, then set x o = x ℓ and go to Step 2.
Step 7. Set f c = f (x (r) ), x o = x (r) , and compute
Then, for each j = 1, . . . , r such that x (j) − x c > ε, let z (j) be the minimum point obtained by minimizing f (x) starting from
The value of f (x) is used as initial reference value f ℓ ; the algorithm stops if, in Step 4, f ℓ is never updated. The points x (r) are the points from which the filling procedure restarts. The scalar function δ(t) defines the rule for increasing the amplitude of the neighborhood of x (r) where the function f is filled. The value of ε, which is the lowest distance between two minimum points over which they are considered distinct, should be chosen taking into account the stopping criterion of the local search routine. Note that GOAL stops after a finite number of iterations, since, by assumption, the number of local minima is finite.
A convergence property of GOAL
As already observed, it is possible to include GOAL into an algorithm where the procedure is repeated starting from a suitably generated sequence of initial points. In particular, we refer to the generator of starting points DIRGEN [4] , which is a DIRECT-type strategy [14] . In particular, in [4] a suitable rule based on a deterministic generation of points is proposed, by performing a single iteration of a DIRECT-type algorithm regardless of the objective function values. This corresponds to divide one of the hyperrectangles with the largest diagonal by using the same partitioning strategy of DIRECT so that the distance between successively generated points decreases uniformly. As explained in [4] , if applied an infinite number of times, DIRGEN produces a dense set of points in the exploration region. Differently from the simple uniform random sampling, this choice allows to densely cover the search domain (see, e.g., [14, 18, 19] ), so that the overall algorithm will enjoy the so-called everywhere dense convergence property.
More precisely, we introduce lower and upper bounds on the problem variables by defining the compact domain (which is the space exploration region):
where l, u ∈ R n with l i < u i , i = 1, . . . , n, and such that Ω ⊂ D. Since GOAL uses a gradient-based local search routine, we have that, for every local minimum x * ∈ Ω, an open neighborhood L of x * exists, such that if the starting point x belongs to L, the local routine converges to x * [2, Prop. 1.12]. Hence, for a given global minimum x * g , let L g be the corresponding convergence neighborhood. Then, by prefixing a maximum number R of repetitions, we define the following algorithm.
GOALr (repeated)
Data. l, u ∈ R n and R > 1. Set x * 0 = (u + l)/2, P 0 = ∅, and j = 0.
Step 1. Set j = j + 1. If P j−1 = ∅, then Apply DIRGEN to generate a set of initial points
Choose a pointx j ∈ P j , set P j = P j \ {x j } and let x min,j be the final minimum point obtained by GOAL starting fromx j (instead of an initial random point in Step 1).
Step 2. If f (x min,j ) < f (x * j−1 ), set x * j = x min,j , otherwise set x * j = x * j−1 . If j < R go to Step 1, otherwise Stop.
By using the same arguments as in the proof of Prop. 3.1 in [18] , it is possible to state the following well known convergence property (holding for R = ∞).
Proposition 2 Under the above assumptions, an iteration index k exists such thatx k belongs to
L g , and hence the final point x min,k determined by GOAL starting fromx k is a global minimum point of f .
Numerical results
We report here the results obtained by applying GOALr and their comparison with those obtained by applying a Monotonic Basin Hopping (MBH) algorithm [15, 22, 1] .
Test sets employed
The problems used in our experimentation are those described in [18] and in [12] and listed in Tables 1 and 2 , respectively. Note that two versions of the Ackley function have been used, with b = 0.2 and b = 0.02. The Ackley problem with b = 0.02 is taken from [27] . For each problem, we report the number of variables n, the known global minimum function value f * and the lower and upper bounds on the variables (bounds). Furthermore, we have considered the set of benchmark problems for the Special Session and Competition on Real-Parameter Single Objective Optimization (listed in Table 3 ) of the 2013 IEEE Congress on Evolutionary Computation [17] . We have also considered the class of two times continuously differentiable test problems introduced in [8] . This class is obtained by the GKLS generator which modifies a paraboloid with vertex in
n by means of a function constructed by using cubic polynomials. In this way the resulting function has a prefixed number v of local minima, and at the global minimizer x * the function value is −1. Then, by specifying the number of variables n, the number v, the distance r = x * −x p , and the radius ρ of the spherical basin of attraction of the global minimum, the class consists of a set of 100 randomly generated smooth functions. Note that, by choosing ρ relatively small and v relatively large, the problems become very difficult. Moreover, the values of r and ρ are taken in such a way that the global minimizer is inside the admissible region [−1, 1] n (see [8] ). For those problems having the global solution in the center of the feasible domain, i.e., problems Cos-mix, Exponential, Griewank, Rastrigin, Treccani, Ackley (b = 0.02), so that the first point generated by DIRGEN would already be the global minimum, we use the following change of variables, as proposed in [18] .
In Table 1 , these problems are denoted with the extension "mod." in their names.
Then, in order to distinguish between simple and difficult problems, we have applied to them a multi-start algorithm starting from 1000n initial points generated by DIRGEN and, from these, using the limited memory ℓ-BFGSB quasi-Newton method [3, 31] as a routine to reach a minimum point. We consider as "difficult" the problems where that algorithm fails to find the global minimizer. In Table 4 we list those problems from Tables 1 and 2 which turn out to be difficult according to the preceding criterion (i.e., 21 problems).
Parameter values in the algorithms
The data in GOAL are taken as follows:
The choice of δ(t) is of an exponential-type function to allow space exploration in a great extent, and the minimization routine employed is again the ℓ-BFGSB quasi-Newton method. As regards the integer M we have chosen
so that the use of the centroid device is enabled more frequently for large dimensional problems. Finally, the parameter R in GOALr is set to 1000n.
As regards the implementation of Algorithm MBH, in the version used here we have fixed the limit of 500 consecutive non-improving trials. Moreover, in order to escape the current minimumx, we have taken as new restarting pointx whose i-th component is given bỹ
where ν i = 0.1(u i − l i )/2 and ρ i ≃ U (0, 1) is a random number uniformly distributed in [0, 1], for i = 1, . . . , n.
Results obtained
For the problems considered, we run GOALr and MBH, by restarting from a new point (generated by DIRGEN), until they reach either the known global solution 2 or the limit of 10 6 local searches. In Tables 4 and 5 , "nr. of LS" denotes the total number of local searches performed, and "nr. of C" denotes the number of minimum points, generated by the centroid device, which are used by the algorithm to restart (see Step 7 of GOAL). From Table 4 , GOALr fails on 3 problems (Perm with β = 0.5), while MBH on 9 problems out of 21 (in boldface the failures). It may be of interest to have some indication about the advantage deriving from the use of the centroid device. In particular, in the cases where "nr. of C" is zero (last column in Table 4 ), the total number of LS will be lower, since those performed by enabling the device are avoided. Obviously, LS will be the same if the global solution is found before the device occurs (Ackley b = 0.2 and n = 10, 30, 50, Ackley mod. b = 0.02 and n = 10, 30, Dixon & Price n = 25, 50, Rastrigin mod. n = 10). However, in the other problems, by disabling the device, the number of LS may result much larger. For instance, in the Griewank mod. with n = 5, LS= 639393 (instead of 80069); in the Ackley mod. with b = 0.02 and n = 50, LS= 535623 (instead of 9149); in the Rastrigin mod. with n = 30, LS= 367371 (instead of 371). Moreover, in some problems the algorithm without the device even fails to find the global solution (Schwefel and Perm P 0 n,β with β = 10 and n = 30, 50) within the limit of 10 6 local searches; only in the Griewank mod. with n = 2 LS results lower (2228 instead of 32945). In Table 5 , for the CEC 2013 problems (excluded two of them which are simple), we report the best values f * found (in boldface those not global) and the number of local searches performed by MBH and GOALr, respectively. We observe that the results obtained by GOALr are fairly better than those found by MBH. In particular, by excluding the cases where both algorithms find the global solution (5 out of 24), GOALr finds a better function value in 12 problems, while MBH in the remaining 7 problems. In any case, taking into account the results in Table 4 , it maybe concluded that our algorithm experiences more difficulties in solving rotated versions of the test functions.
Finally, in Table 6 (GKLS problems) we report the parameter values together with the number of failures and the average number of local searches performed by Multi-start, MBH and GOALr, respectively.
We note first that, in general, the better behavior of GOALr with respect to that of MBH may be due to the large extension of the search region explored, when the filling effect of the repulsive term is wide, i.e., for low values of the parameter α. In this respect, also the nonmonotone feature of our method is favorable. Indeed, when a basin far from the current one is reached, the algorithm may restart from its local minimum even if the function value is higher. Moreover, also the introduction of the centroid device employed repeatedly may be useful. It is possible that, by allowing larger and larger neighborhoods of the current minimum point where a new restarting point is chosen at random by the MBH method, and by introducing a centroid device similar to that implemented in GOAL, results closer to ours could be obtained. However, this is only a conjecture and the task of verifying it could be the topic of further work. Moreover, we point out that GOALr can be considered as a method belonging to a deterministic framework, while MBH is essentially based on a stochastic approach. This may explain the different behavior of the two algorithms for some test functions, and also that of the same algorithm for different dimension n in solving a given problem (see e.g., the results in Table 4 for the Rastrigin mod., Schwefel and Perm with β = 10 functions). We remark that the behavior of an algorithm does not depend only on the problem dimension but also, e.g., on the structure of the single test function (separable or rotated) and on the choices adopted for the parameters appearing in the algorithm. Some other more particular observations can be made, according to those of a reviewer. From Table 4 , it can be noted that for some test functions, like e.g., the Ackley function with b = 0.2, the number of local searches performed surprisingly decreases with the problem dimension. Since this fact is not general and is verified both for MBH and for GOALr, it is probably due to the particular structure of the test function.
In conclusion, from these results, it appears that our algorithm GOALr may represent a valuable alternative to other methods for the solution of continuous global optimization problems (in particular, it is competitive with MBH). 
