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Abstract
We estimate the norm of the almost Mathieu operator H, = U + U∗ + (/2)(V + V ∗ ),
regarded as an element in the rotation C∗-algebra A=C∗(U, V unitaries : UV=e2iVU).
In the process, we prove for every  ∈ R and  ∈ [ 14 , 12 ] the inequality
‖H,‖
√√√√√4+ 2 − (1− 1
tan 
)1−
√
1+ cos24
2

min{4, 2}.
This signiﬁcantly improves the inequality ‖H,2‖2
√
2,  ∈ [ 14 , 12 ], conjectured by Béguin,
Valette and Zuk.
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1. Introduction and statement of results
An almost Mathieu operator is a discrete Schrödinger operator that acts on the Hilbert
space 2 = 2(Z) as
H(, ,)n = n+1 + n−1 +  cos 2(n+ )n,
where ,  and  are real numbers, and (n)n denotes the canonical orthonormal basis
in 2. The study of the spectral properties of this class of operators has attracted a
signiﬁcant amount of interest in the past couple of decades (see [1,2,4,6,8,9,11,13,15,16]
for some of the most important developments). Most of this work has focused on the
“Ten Martini problem” of M. Kac concerning the possible values of the labels of
spectral gaps and the Cantor type structure of the spectrum, and on the localization
properties of the spectrum.
The operator H(, ,) can be regarded as the image of the self-adjoint element
H, = U + U∗ + (/2)(V + V ∗) in the representation of the rotation C∗-algebra
A = C∗(U, V unitaries: UV = e2iVU) that maps U to the bilateral shift u0 deﬁned
on 2 by u0n = n−1, and V to the diagonal unitary v0 deﬁned by v0n = e2i(n+)n.
The operator H = H,2 is called a Harper operator.
When  is irrational, the C∗-algebra A is simple, hence the spectra of H, and
H(, ,) coincide (as sets) for any  and . When  = p/q is rational with 0p < q
coprime integers, the spectrum of H,, viewed as an element in A, consists either in
the union of q disjoint intervals (when q is odd), or of q − 1 disjoint intervals (when
q is even). This is best illustrated in Hofstadter’s butterﬂy [12] in Fig. 1.
The irreducible representations of Ap/q can be classiﬁed up to unitary equivalence.
They all have dimension q and are given by
z1,z2(U) = z1U0, z1,z2(V ) = z2V0
for z1, z2 ∈ T, where
U0 =


0 1 0 . . . 0 0
0 0 1 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . 0 1
1 0 0 . . . 0 0

 , V0 =


1
e2ip/q
e4ip/q
. . .
e2i(q−1)p/q

 .
We also have in this case ( = p/q)
‖H,‖ = ‖h,‖, (1.1)
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Fig. 1. The spectra of the Harper operators Hp/q for 0p/q1.
where
h, = U0 + U∗0 +

2
(V0 + V ∗0 ) ∈ Mq(C) = B(2(Zq)). (1.2)
Bellissard has proved [5] that the map  → ‖H,‖ is Lip1 continuous on [0, 1] (see
also [2,10,14] for results related to the Lip1/2 continuity of the spectrum with various
degrees of generality). The prerequisites on rotation C∗-algebras and on almost Mathieu
operators, with complete proofs, can be found in the ﬁrst four chapters of [7].
The ﬁrst estimates on the norm of almost Mathieu operators were given by Béguin
et al. [3], who proved the inequality
‖H‖2(1+
√
2+ cos 2),  ∈ [0, 1]. (1.3)
This is effective only in a neighborhood of  = 12 , as the norm of H is no greater
than 4. It was also conjectured by these authors in [3] that 1
‖H‖2
√
2,  ∈ [ 14 , 12 ] . (1.4)
A proof of (1.4) has appeared in [17]. Unfortunately, the trigonometric formulas at
p. 157 are not correct and relation (13) in [17] should change to
(
√
2+ sn − n)(
√
2− sn + n−1)1.
1 The existence of the ∗-antiautomorphism of A that maps U to U∗ and V to V ∗ implies that the
spectra of H, and H1−, coincide for any  ∈ [0, 1] and any  ∈ R.
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Fig. 2. The upper bound estimates (1.3), (1.8), and (1.6) and (1.7) for  =2.
This makes the forthcoming arguments at pp. 158–159, concerning the possibility of
choosing n such that this inequality be satisﬁed, to be incorrect. The original motivation
of this work was to give a complete proof of the inequality (1.4). This task is achieved
in Section 2, where we prove for every  ∈ R and every  ∈ [ 14 , 12 ] the inequality
‖H,‖
√
4+ 2 . (1.5)
Note that equality holds in (1.5) at  = 14 and at  = 12 for any . In this section, we
also prove in the range  ∈ [0, 14 ] the estimate
‖H,‖M() =
√
4+ 2 + 4||(cos− sin ) cos. (1.6)
In Section 3, we further sharpen the upper bound
√
4+ 2 for ‖H,‖ on
[ 1
4 ,
1
2
]
,
and prove for every  ∈ [ 14 , 12 ] the inequality
‖H,‖M()
=
√√√√√4+ 2 − (1− 1
tan 
)1−
√
1+ cos2 4
2

min{4, 2}, (1.7)
which provides, when  = 2, a signiﬁcant improvement of (1.4). See Fig. 2, where the
upper bound estimates (1.6) and (1.7) for  = 2 are compared with (1.3) and with the
bound
‖H‖
{
2+ 2 cos if sin2 (√5− 1)/2,
2
√
1+ 1/ sin2  if sin2 (√5− 1)/2, (1.8)
which was proved (correctly) in [17].
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In the last part of the paper, we give some explicit lower bounds for the norm of
Harper operators, proving the inequality
‖H‖m() = max{f1(), f2(), f3()},  ∈ [0, 12 ], (1.9)
where f1(), f2(), f3()0 are given by
f1()2=6− 4
1+ 1
sin  +
√
1+ 1
sin 
+ 2
1+ 4 sin  cos2  +
8 cos2 
(1+ sin )3/2 , (1.10)
f2()2=4+ 2√
1+ | sin 4| +
2 cos2 2
1+ | sin 4|
+ 2
√√√√( sin2 2
1+ | sin 4|
)2
+ 16 cos
4 
(2+ | tan 2|)2
(
1+ cos 2√
1+ | sin 4|
)2
,
(1.11)
f3()2=4 + 45 (cos 2+ 2 cos
2 2+ 2 cos4 2)
+
√(
2− 4(cos 2+ 2 cos
2 2+ 2 cos4 2)
5
)2
+
(√
10+ 8 cos 2√
10
)2
.
(1.12)
In particular we get
min
1
4  12
‖H‖ min1
4<<
1
2
f1() ≈
√
6.59303 ≈ 2.56769. (1.13)
This is a satisfactory estimate for min 1
4  12
‖H‖, which appears to be, by numerical
computations, just fractionally larger than 2.59. We also get
min
0 14
‖H‖27.82387 (1.14)
and for all 00.23441 inequality (1.9) gives
‖H‖28. (1.15)
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Fig. 3. The graphs of the functions M2, ‖H·‖ and m on [0, 12 ].
Our estimates (1.6), (1.7) and (1.9) on the norm of the Harper operator H are
illustrated in Fig. 3. The accuracy of these estimates is pretty good, as the graph of
 → ‖H‖ lies between the graphs of the elementary functions M2 and m, and we
have
sup
0 14
(M2()−m())0.18962,
sup
1
4  12
(M2()−m())0.16183.
Numerical computations appear to indicate that inequality (1.15) might actually hold
for every  ∈ [0, 14 ]. It would be interesting to prove or disprove this.
2. A proof of the inequality ‖H,‖
√
4+ 2, 14 12
Throughout this and the next section, we take  = p/q ∈ (0, 1) with p and q coprime
integers, denote
Cn = Cn() = cos 2n, n ∈ Z,
and consider the self-adjoint q × q matrix h, deﬁned in (1.2). That is, h, acts on
2(Zq) by
h,n = n+1 + n−1 + Cnn, n ∈ Zq = Z/qZ,
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where (n)n∈Zq denotes the canonical orthonormal basis in 2(Zq). In this section and
the next one, we set
∑
m =
∑
m∈Zq .
Let E be an eigenvalue of h,, and let (Xm)m∈Zq be a unit eigenvector for E in
2(Zq), with Xm = Xm() ∈ R. Then
Xm+1 +Xm−1 + CmXm = EXm, m ∈ Zq, (2.1)
which gives
E2=
∑
m
(EXm)
2 =
∑
m
(Xm+1 +Xm−1 + CmXm)2
=2+ 2
∑
m
C2mX
2
m + 2
∑
m
Xm+1Xm−1
+ 2
∑
m
XmXm−1(Cm + Cm−1)
=2+ 2
∑
m
(1− sin2 2m)X2m + 2−
∑
m
(Xm+1 −Xm−1)2
+ 2
∑
m
XmXm−1(Cm + Cm−1)
=4+ 2 −
∑
m
(Xm+1 −Xm−1)2 − 2
∑
m
X2m sin2 2m
+ 2
∑
m
XmXm−1(Cm + Cm−1). (2.2)
It also follows from (2.1) that

∑
m
XmXm−1Cm−1=
∑
m
Xm(EXm−1 −Xm −Xm−2)
=E
∑
m
XmXm−1 − 1−
∑
m
XmXm−2
=E
∑
m
XmXm−1 −
∑
m
X2m−1 −
∑
m
Xm+1Xm−1
=
∑
m
Xm−1(EXm −Xm−1 −Xm+1)
=
∑
m
XmXm−1Cm. (2.3)
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Subtracting the right-hand side from the left-hand side in (2.3), we get
∑
m
XmXm−1 sin(2m− 1) = 0. (2.4)
By (2.2) we infer that
E2=4+ 2 −
∑
m
(Xm+1 −Xm−1 + Xm sin 2m)2
+ 2
∑
m
XmXm−1(Cm + Cm−1)+ 2
∑
m
Xm+1Xm sin 2m
− 2
∑
m
XmXm−1 sin 2m
=4+ 2 −
∑
m
(Xm+1 −Xm−1 + Xm sin 2m)2
+ 2
∑
m
XmXm−1(Cm + Cm−1 + sin 2(m− 1)− sin 2m). (2.5)
But
cos 2m+ cos 2(m− 1)+ sin 2(m− 1)− sin 2m
= cos 2m+ cos 2m cos 2+ sin 2m sin 2
+ sin 2m cos 2− cos 2m sin 2− sin 2m
= cos 2m(1+ cos 2− sin 2)− sin 2m(1− cos 2− sin 2)
= 2 cos 2m cos(cos− sin )− 2 sin 2m sin (sin − cos)
= 2(cos− sin )(cos cos 2m+ sin  sin 2m)
= 2(cos− sin ) cos(2m− 1),
which gives in conjunction with (2.5)
E2=4+ 2 −
∑
m
(Xm+1 −Xm−1 + Xm sin 2m)2
+ 4(cos− sin )
∑
m
XmXm−1 cos(2m− 1). (2.6)
Using also
Cm + Cm−1 = cos 2m+ cos 2(m− 1) = 2 cos cos(2m− 1),
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we derive from (2.6) and (2.3)
E2=4+ 2 −
∑
m
(Xm+1 −Xm−1 + Xm sin 2m)2
+ 4(1− tan )
∑
m
XmXm−1Cm, 0 < 12 . (2.7)
From (2.6) it follows that
E24+ 2 + 4(cos− sin )
∑
m
XmXm−1 cos(2m− 1). (2.8)
Using the identity
2(ax + by) = (a + b)(x + y)+ (a − b)(x − y)
for a = Cm+1, b = Cm−1, x = Xm+1, y = Xm−1, we may write
2
∑
m
XmXm−1(Cm + Cm−1)
= 
∑
m
XmXm−1(Cm + Cm−1)+ 
∑
m
Xm+1Xm(Cm+1 + Cm)
= 
∑
m
Xm(Xm+1 +Xm−1)Cm
+ 
2
∑
m
Xm(Xm+1 +Xm−1)(Cm+1 + Cm−1)
+ 
2
∑
m
Xm(Xm+1 −Xm−1)(Cm+1 − Cm−1)
= 
2
∑
m
Xm(Xm+1 +Xm−1)(Cm+1 + 2Cm + Cm−1)
+ 
2
∑
m
Xm(Xm+1 −Xm−1)(Cm+1 − Cm−1). (2.9)
Since
Cm+1 − Cm−1 = cos 2(m+ 1)− cos 2(m− 1) = −2 sin 2 sin 2m,
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we collect from (2.2) and (2.9)
E2=4+ 2 + 
2
∑
m
Xm(Xm+1 +Xm−1)(Cm+1 + 2Cm + Cm−1)
− 2
∑
m
X2m sin2 2m−
∑
m
(Xm+1 −Xm−1)2
−  sin 2
∑
m
Xm(Xm+1 −Xm−1) sin 2m. (2.10)
Using
∑
m
Xm(Xm+1 +Xm−1)(Cm+1 + 2Cm + Cm−1)
=
∑
m
(Xm−1Xm(Cm + 2Cm−1 + Cm−2)+Xm−1Xm(Cm+1 + 2Cm + Cm−1))
=
∑
m
XmXm−1(Cm+1 + 3Cm + 3Cm−1 + Cm−2),
Cm+1 + 3Cm + 3Cm−1 + Cm−2
= (e2i(m+1) + 3e2im + 3e2i(m−1) + e2i(m−2))
= (e2i(m−2)(1+ e2i)3) = (e(2m−1)i(e−i + ei)3)
= (e(2m−1)i(2 cos)3) = 8 cos3  cos(2m− 1)
and (2.10), we collect
E2=4+ 2 + 4 cos3 
∑
m
XmXm−1 cos(2m− 1)
− 2
∑
m
X2m sin2 2m−
∑
m
(Xm+1 −Xm−1)2
−  sin 2
∑
m
Xm(Xm+1 −Xm−1) sin 2m
=4+ 2 + 4 cos3 
∑
m
XmXm−1 cos(2m− 1)
− 
2
4
(4− sin2 2)
∑
m
X2m sin2 2m
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−
∑
m
(

2
Xm sin 2 sin 2m+Xm+1 −Xm−1
)2
4+ 2 + 4 cos3 
∑
m
XmXm−1 cos(2m− 1). (2.11)
We can now prove
Theorem 2.1. (i) For every  ∈ [ 14 , 12 ],
‖H,‖
√
4+ 2.
(ii) For every  ∈ [0, 14 ],
‖H,‖24+ 2 + 4||(cos− sin ) cos.
Proof. Since H, and H,− have the same spectrum, we may assume that  > 0.
Using the continuity of the map  → ‖H,‖, it sufﬁces to assume in the ﬁrst place
that  is rational. Taking now stock on (1.1), we may replace ‖H,‖ by ‖h,‖.
(i) Let  ∈ [ 14 , 12 ). The sum ∑m XmXm−1 cos(2m − 1) played a central role in
the previous computations. We do not have any control over this sum. However, the
point is that if
∑
m XmXm−1 cos(2m − 1)0, then (2.11) gives E24 + 2, while
if
∑
m XmXm−1 cos(2m− 1)0, then (2.8) gives E24+ 2.
(ii) This estimate follows from (2.8) and from the next lemma. 
Lemma 2.2. For every  ∈ [0, 12 ],
∣∣∣∣∣
∑
m
XmXm−1 cos(2m− 1)
∣∣∣∣∣ 
√
1+ | cos 2|
2
.
Proof. With Dm = cos(2m− 1), we gather
D2m +D2m+1=cos2(2m− 1)+ cos2(2m+ 1)
=1+ (cos(4m− 2)+ cos(4m+ 2))/2
=1+ cos 4m cos 21+ | cos 2|.
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Combining this with Cauchy–Schwarz, we derive
2
∑
m
|XmXm−1Dm|=
∑
m
(|Xm||Xm−1||Dm| + |Xm+1||Xm||Dm+1|)
=
∑
m
|Xm|(|Xm−1||Dm| + |Xm+1||Dm+1|)

∑
m
|Xm|
√
X2m−1 +X2m+1
√
D2m +D2m+1

√
1+ | cos 2|
∑
m
|Xm|
√
X2m−1 +X2m+1

√
1+ | cos 2|
√∑
m
X2m
√∑
m
(X2m−1 +X2m+1)
=
√
2(1+ | cos 2|). 
3. Improved upper bound estimates in the range  ∈
[
1
4 ,
1
2
]
Since the spectra of H, and H,− coincide, we may assume that  > 0. We also
assume throughout this section that  ∈ ( 14 , 12 ). Using the notation from the previous
section, we set
S = S(, , E) = E
∑
m
CmX
2
m +
2

∑
m
Xm+1Xm−1,
T = T (, ) = 
∑
m
C2mX
2
m +
2

∑
m
Xm+1Xm−1.
It is worth to note ﬁrst that
∑
m
XmXm−1=
∑
m
Xm+1Xm =
∑
m
((E − Cm)Xm −Xm−1)Xm
=E − 
∑
m
CmX
2
m −
∑
m
XmXm−1,
thus
∑
m
XmXm−1 =
∑
m
Xm+1Xm = E2 −

2
∑
m
CmX
2
m (3.1)
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and as a result
2
∑
m
XmXm−1Cm=
∑
m
(Xm+1XmCm+1 +XmXm−1Cm)
by (2.3)=
∑
m
Xm+1XmCm + 
∑
m
XmXm−1Cm
=
∑
m
CmXm(Xm+1 +Xm−1)
by (2.1)=
∑
m
(EXm −Xm+1 −Xm−1)(Xm+1 +Xm−1)
=2E
∑
m
Xm+1Xm −
∑
m
(Xm+1 +Xm−1)2
by (3.1)=2E
(
E
2
− 
2
∑
m
CmX
2
m
)
− 2− 2
∑
m
Xm+1Xm−1
=E2 − E
∑
m
CmX
2
m − 2
∑
m
Xm+1Xm−1 − 2
=E2 − S − 2. (3.2)
Therefore, (2.7) implies
E24+ 2 + 2(1− tan )(E2 − S − 2)
and so,
E2 
2 + 2(tan − 1)S + 4 tan 
2 tan − 1 ,
which gives in turn
E2 − 4− 2 2(tan − 1)(S − 
2 − 2)
2 tan − 1 . (3.3)
Lemma 3.1. If (Ym)m∈Zq is a unit vector in 2(Zq), then
2
∑
m
C2mY
2
m +
∑
m
Ym+1Ym−11+
√
2(1+ cos2 4).
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Proof. If we write
2
∑
m
C2mY
2
m = 1+
∑
m
Y 2m cos 4m,
then the desired result will follow at once as we have shown that
sup
m
Y 2m+1 cos 4(m+ 1)+ Y 2m−1 cos 4(m− 1)+ 2Ym+1Ym−1
Y 2m+1 + Y 2m−1
(3.4)
is less or equal than
√
2(1+ cos2 4). Taking A = Ym+1/
√
Y 2m+1 + Y 2m−1 and B =
Ym−1/
√
Y 2m+1 + Y 2m−1, we ﬁnd that the expression in (3.4) is no greater than
sup
m∈Zq
A2+B2=1
(
(A2 + B2) cos 4 cos 4m+ (B2 − A2) sin 4 sin 4m+ 2AB
)
 sup
A2+B2=1
(√
(A2 + B2)2 cos2 4+ (B2 − A2)2 sin2 4+ 2AB
)
= sup
A2+B2=1
(√
1− 4A2B2 sin2 4+ 2AB
)
.
The statement follows now from
(
√
1− 4A2B2 sin2 4+ 2AB)22(1− 4A2B2 sin2 4+ 4A2B2)
=2(1+ 4A2B2 cos2 4)2(1+ cos2 4). 
Corollary 3.2. If (Ym)m∈Zq is a unit vector in 2(Zq) and 02, then

∑
m
C2mY
2
m +
2

∑
m
Ym+1Ym−1
2

+ 
√
1+ cos2 4
2
.
Proof. Using Lemma 3.1 and Cauchy–Schwarz, the left-hand side expression above
becomes

2
(
2
∑
m
C2mY
2
m +
∑
m
Ym+1Ym−1
)
+
(
2

− 
2
)∑
m
Ym+1Ym−1
 2

− 
2
+ 
2
(1+
√
2(1+ cos2 4)) = 2

+ 
√
1+ cos2 4
2
. 
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Theorem 3.3. For every  ∈ [ 14 , 12 ] and  ∈ R,
‖H,‖
√√√√√4+ 2 − (1− 1
tan 
)1−
√
1+ cos2 4
2

min{4, 2}.
Proof. We may assume that  > 0. We may also assume as in the proof of Theorem
2.1 that  is rational, then replace ‖H,‖ by ‖h,‖. Let ε be a constant to be chosen
later. We ﬁrst consider the case 2. Suppose that
2
∑
m
XmXm−1Cmε. (3.5)
Since
2
∑
m
XmXm−1Cm=
∑
m
XmXm−1Cm +
∑
m
Xm+1XmCm
=
∑
m
CmXm(Xm−1 +Xm+1) =
∑
m
(E − Cm)CmX2m
=E
∑
m
CmX
2
m − 
∑
m
C2mX
2
m
=S − T ,
we infer from (3.5) that
S ε

+ T . (3.6)
We combine (3.6) with (3.3) to collect
E2 − 4− 2 2(tan − 1)
2 tan − 1 (ε + T − 
2 − 2). (3.7)
If
2
∑
m
XmXm−1Cmε,
then we infer from (2.7) and from 1− tan 0 that
E2 − 4− 24(1− tan )
∑
m
XmXm−1Cm − 2(tan − 1)ε. (3.8)
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In summary, we combine (3.7) with (3.8) and gather, for any ε ∈ R,
E2 − 4− 22(tan − 1)max
{
−ε, ε + T − 
2 − 2
2 tan − 1
}
.
The inequality
‖H,‖
√√√√√4+ 2 − (1− 1
tan 
)1−
√
1+ cos2 4
2

 2 (3.9)
follows now from Corollary 3.2 by choosing
ε = 
2 + 2− T
2 tan 
.
When  > 2, the desired inequality is obtained combining (3.9) with the Andre–Aubry
duality
‖H,‖ = 2 ‖H, 4 ‖. 
4. Some lower bounds for the norm of a Harper operator
We shall consider in 2 sequences (xn)n and (yn)n of the form
xn = xn() = r |n|
and
yn = yn() =
{
Ar |k| if n = 2k,
Br |k| if n = 2k + 1
with A2 + B2 = 1, and with 0 < r = r() < 1 to be chosen later. We have
∑
n
x2n =
∑
n
y2n =
∑
n
r2|n| = 1+ r
2
1− r2 ,
where we set
∑
n =
∑
n∈Z.
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Using the relations
∑
n
r |n| cos(an+ b) = (1− r
2) cos b
1− 2r cos a + r2 , (4.1)
∑
n
r |n|+|n−1| cos(an+ b) = 2r(1− r
2) cos a2 cos(b + a2 )
1− 2r2 cos a + r4 (4.2)
and
∑
n
r |n+1|+|n−1| = r2 − 1+
∑
n
r2|n|,
we ﬁnd
‖H‖2 1− r
2
1+ r2
∑
n
(2xn cos 2n+ xn+1 + xn−1)2
= 1− r
2
1+ r2
∑
n
(2r |n| cos 2n+ r |n+1| + r |n−1|)2
=6− (1− r
2)2
1+ r2 +
2(1− r2)2
1− 2r2 cos 4+ r4 + 8
2r
1+ r2
(1− r2)2 cos2 
1− 2r2 cos 2+ r4 .
Taking r = tan(/2) with 0 <  < /2, it follows that ‖H‖2 is greater or equal than
sup
0<</2
(
6− 4 cos
2 
1+ cos  + 2 cos
2 
(
1
1− sin2  cos2 2 +
4 sin  cos2 
1− sin2  cos2 
))
.
Choosing  such that
cos2  = sin 
1+ sin  ,
we arrive at
‖H‖2f1()2,  ∈ [0, 12 ], (4.3)
where f1() is deﬁned in (1.10). In particular, we infer from (4.3) and (1.10) that
min
1
4  12
‖H‖ min1
4<<
1
2
f1() ≈
√
6.59303 ≈ 2.56769. (4.4)
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To get a better estimate near 14 and
1
2 , we use the sequence (yn)n and relations (4.1)
and (4.2), to collect
∑
n
(2yn cos 2n+ yn+1 + yn−1)2
=
∑
k
(
2Ar |k| cos 4k+ B(r |k| + r |k−1)
)2
+
∑
k
(
2Br |k| cos(4k + 2)+ A(r |k| + r |k+1|)
)2
= 4A2
∑
k
r2|k| cos2 4k+ 4B2
∑
k
cos2(4k + 2)
+ 2(A2 + B2)
∑
k
(r2|k| + r |k|+|k−1|)
+ 4AB
∑
k
r2|k|(cos 4k+ cos(4k + 2))
+ 4AB
∑
k
r |k|+|k−1|(cos 4k+ cos(4k − 2)).
This further equals
4
∑
k
r2|k| + 2A2
∑
k
r2|k| cos 8k+ 2B2
∑
k
r2|k| cos(8k + 4)
+ 2(A2 + B2)
∑
k
r |k|+|k−1| + 8AB cos
∑
k
r2|k| cos(4k + 1)
+ 8AB cos
∑
k
r |k|+|k−1| cos(4k − 1)
= 4 1+ r
2
1− r2 + 2A
2 1− r4
1− 2r2 cos 8+ r4 + 2B
2 (1− r4) cos 4
1− 2r2 cos 8+ r4
= 4r
1− r2 +
8AB cos2 (1− r4)
1− 2r2 cos 4
+ 8AB cos2  cos 2 2r
1− r2
1− r4
1− 2r2 cos 4+ r4 .
94 F.P. Boca, A. Zaharescu / Journal of Functional Analysis 220 (2005) 76–96
Hence
‖H‖24+ 4r1+ r2 +
2(A2 + B2 cos 4)(1− r2)2
1− 2r2 cos 8+ r4
+ 8AB cos2 
(
1+ 2r
1+ r2 cos 2
)
(1− r2)2
1− 2r2 cos 4+ r4 .
Taking r = tan(/2) with 0 <  < /2, we ﬁnd
‖H‖24+ 2 sin + 2(A
2 + B2 cos 4) cos2 
1− sin2  cos2 4
+ 8AB cos2 (1+ sin  cos 2) cos
2 
1− sin2  cos2 2 . (4.5)
Taking also
sin2  = 1− | sin 4|
cos2 4
= 1
1+ | sin 4| , cos
2  = | sin 4|
1+ | sin 4| ,
we get
cos2 
1− sin2  cos2 4 =
1
1+ | sin 4|
and
cos2 
1− sin2  cos2 2 =
2| cos 2 |
2| cos 2| + | sin 2| =
2
2+ | tan 2| .
Hence (4.5) gives
‖H‖24+ 2√
1+ | sin 4| +
2(A2 + B2 cos 4)
1+ | sin 4|
+ 16AB cos
2 
2+ | tan 2|
(
1+ cos 2√
1+ | sin 4|
)
. (4.6)
Using also the equality
max
A2+B2=1
2(0A2 + 	0B2 + 0AB) = 0 + 	0 +
√
(0 − 	0)2 + 20, (4.7)
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we infer from (4.6), with
0 = 11+ | sin 4| , 	0 =
cos 4
1+ | sin 4| ,
0 =
8 cos2 
2+ | tan 2|
(
1+ cos 2√
1+ | sin 4|
)
and with f2() given by (1.11), that
‖H‖2f2()2, 0 12 . (4.8)
If we take
zn =


√
1/10 sin  if n = ±2,√
2/5 sin  if n = ±1,
cos  if n = 0,
0 if n = 0,±1,±2
for some  ∈ R, then ∑n z2n = 1, and so we get
‖H‖22
(
sin √
10
)2
+ 2
(
2 cos 4 sin √
10
+
√
2
5
sin 
)2
=2
(
2 cos 2
√
2
5
sin + cos + sin √
10
)2
+
(
2 cos + 2
√
2
5
sin 
)2
.
Since the right-hand side of the inequality above is equal to
sin2 
5
+ 4
5
sin2 (1+ cos 4)2 + 2
(
cos + sin (1+ 4 cos 2)√
10
)2
+ 4
(
cos +
√
2
5
sin 
)2
= 6 cos2 + sin
2 (9+ 16 cos4 2+ (1+ 4 cos 2)2)
5
+ sin 2
(
2(1+ 4 cos 2)√
10
+ 4
√
2
5
)
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= 6 cos2 + 2 sin2 
(
1+ 4
5
(cos 2+ 2 cos2 2+ 2 cos4 2)
)
+ sin 2
(√
10+ 8 cos 2√
10
)
,
we infer from (4.7), with f3() as deﬁned in (1.12), that
‖H‖2f3()2. (4.9)
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