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Abstract
Characteristic features of tunneling times for dissipative tunneling of a particle through a rect-
angular barrier are studied within a semiclassical model involving dissipation in the form of a
velocity dependent frictional force. The average dwell time and traversal time with dissipation are
found to be less than those without dissipation. This counter-intuitive behaviour is reversed if one
evaluates the physically relevant transmission dwell time. Apart from these observations, we find
that the percentage of energy lost by the tunneling particle is higher for smaller energies. The
above observations are tested and confirmed in a realistic case by applying the dissipation model
to study the current-voltage data in a Al/Al2O3/Al solid state junction at various temperatures.
The friction coefficient for Al2O3 as a function of temperature is presented. It is found to decrease
with increasing temperature.
PACS numbers: 03.65.Xp, 03.65.Sq
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I. A BRIEF HISTORY OF TUNNELING TIME
Quantum tunneling was one of the first bizarre implications of quantum mechanics which
at first found its application in the study of alpha decay of radioactive nuclei [1]. It was
however soon realized that this phenomenon was not restricted to nuclear physics but was
rather a general result of quantum mechanics which is now often used in atomic physics [2],
solid state physics [3], chaotic scattering [4], in constructing electron tunneling microscopes
and even in branches of science other than physics. Though we are a long way from 1928
when Gamow published his pioneering work [1] and tunneling seems to be a well understood
phenomenon with ramifications in many branches of physics, there still exist paradoxes and
unanswered questions in this field. For example, the time spent by a particle tunneling a
barrier has been a topic of much debate with many different definitions of tunneling times
in literature [5–8]. In [6] the authors discussed several time concepts such as the dwell time
[9], traversal time [11], phase time [10] and even complex times. Ref. [12] discusses the
tunneling of composite particles, resonant tunneling and how the coupling between intrinsic
and external degrees of freedom can affect tunneling probabilities. The dwell time formalism
for the transition from a quasilevel to a continuum of states was discussed in the context of
electron and alpha particle tunneling in [13]. Over the years, many of the time concepts have
been put to test in physical situations and the transmission dwell time seems to emerge as the
concept with a physical meaning [3, 14, 15] as well as free of paradoxes [16] and singularities
such as those found in the phase time [17].
Dissipative tunneling times have however been explored to a lesser extent historically. In
recent years, the authors in [18] have studied the phase and dwell times with dissipation
in different contexts [19]. In [18], studying the dissipative tunneling through an inverted
harmonic oscillator in context with ion transport at nanoscale, the authors showed that
the phase time delay can be estimated directly in terms of a frictional coefficient. The
average dwell time, τD, through a rectangular potential barrier using a path decomposition
technique was investigated in [20] leading to the counter-intuitive result that τD in the
presence of dissipation becomes smaller than that in a non-dissipative case. The traversal
time behaviour for a rectangular barrier with energy losses included was described in [21]
within a semiclassical approach with dissipation included in the form of a frictional force.
Using a somewhat similar approach for dissipation with the latter given by a frictional force
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as in [11], in the present work we shall show that the counter-intuitive result found in [20]
can indeed be explained.
An understanding of the tunneling times with dissipation can prove important for study-
ing the characteristics of solid state tunnel junctions. The importance of the tunneling times
in this context was realized in [22] where the author noticed that “the image force acting on
an electron tunneling through a dielectric film enclosed by metal electrodes depends on the
dielectric constant of the film and the charge build-up in the electrodes which in turn are
both dependent on the duration of the tunneling process”. In what follows, we shall present
the expressions for the dwell and traversal times with dissipation for tunneling through a
rectangular barrier. Calculations using these expressions are done in context with an exper-
iment [3] reported in an earlier work by two authors of the present work. Ref. [3] presented
a method to extract the average dwell times from tunneling experiments in solid state junc-
tions. The current-voltage (I-V) characteristics reported there are now used in a model that
includes the effects of dissipation on tunneling times. Furthermore, the new fits to these
data allow us to determine the frictional coefficient for Al2O3 from 3.5 to 300 K.
II. SEMICLASSICAL DWELL AND TRAVERSAL TIMES
The concept of an average dwell time was first introduced in the form of a collision time
by Smith [9]. Calling it as the time of residence in a region and using steady state wave
functions he defined it as the integrated density divided by the flux in (or out). The lifetime
of an unstable state was thereby given as the difference between the residence time with
and without interaction. This difference was essentially the time delay introduced due to
the formation, propagation and decay of the unstable state. Using the residence or dwell
time delay, he went on further to construct a lifetime matrix, Q, which was Hermitian and
the diagonal elements qii gave the lifetimes of unstable states or resonances. The physical
relevance of the residence time delay (or dwell time delay) as well as its relation with the
phase time delay introduced earlier by Wigner and Eisenbud [10] became evident in [15] and
motivated further investigations of the same in multichannel scattering [23]. The extraction
of resonances from multichannel scattering data is an involved task and we refer the reader
to [24] for details. Time delay can also be negative and interesting interpretations of time
advancements can be found in [25]. Many years after Wigner, Smith and Eisenbud’s papers,
3
the dwell time in one-dimension was revisited by Bu¨ttiker [8] in relation with the newer
concepts of Larmor time and traversal time.
Given an arbitrary barrier V (x) in one-dimension, for a particle of mass m confined to
an interval (x1, x2), the average dwell time which is defined as the ratio of the density to
flux can be written within the semiclassical Jeffreys-Wentzel-Kramers-Brillouin (JWKB)
approximation as [14],
τD(E) =
m
h¯
∫ x2
x1
dx
κ(x)
exp
[
−2
∫ x
x1
dx′ κ(x′)
]
, (1)
where, κ(x) =
√
2m (V (x) − E)/h¯ for tunneling at energies, E, below the top of the
barrier. Defining an effective velocity, v(x) = h¯κ(x)/m, the traversal time which comes
closer to the classical definition of a particle “traversing” a barrier is given by,
τtr =
∫ x2
x1
m
h¯κ(x)
dx =
∫ x2
x1
[
m
2(V (x)−E)
]1/2
dx . (2)
Improved JWKB near the base of the barrier
The JWKB approximation is known to be reasonably good away from the lower and
upper extremes of the potential barrier. There exist different prescriptions to improve the
JWKB formulae near the top as well as the bottom of the barrier [26]. In the present section,
however, we shall consider a method to improve the JWKB dwell time only near the base
of the barrier for reasons which are explained briefly in the paragraph below.
Dissipative effects in the present work are included by introducing a damping force which
causes a loss of energy of the tunneling particle. In the next section, we will see that the
damping force is proportional to the velocity of the incoming particle. In a rectangular
barrier of height V0, the effective velocity, v(x) = h¯κ(x)/m becomes, v0 = [2(V0−E)/m]1/2.
Thus, inside the tunnel barrier the effective velocity decreases with increasing energy. Since
it approaches zero near the top of the barrier, the energy loss is greater for particles with
smaller energies relative to the barrier height. Therefore, to include dissipative effects, the
lowest energies (at the base of the barrier) are the most important in the improvement of
the JWKB formula. With this aim we use the prescription given in [27], for the JWKB
wave function, in order to improve the dwell time given in Eq. (1) within the JWKB
approximation.
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In [27], the authors used a generalization of the JWKB connection formulas to derive
expressions of the transition amplitudes which behave correctly at the bottom of the bar-
rier. The procedure effectively involved the introduction of a multiplicative factor into the
normalization of the JWKB wave function. Details of the approach with a wide range of
examples are given in a more recent review article [28]. Here, we shall breifly explain the
derivation of this factor. The authors begin by examining the connection formulas at the
classical turning point (xt), which for example, in the most general case can be written as,
2√
κ(x)
cos
(
1
h¯
∣∣∣∣
∫ x
xt
κ(x′)dx′
∣∣∣∣ − φ2
)
↔ N√
κ(x)
exp
(
−1
h¯
∣∣∣∣
∫ x
xt
κ(x′)dx′
∣∣∣∣
)
where κ(x) =
√
|2m(V (x)− E)| and the two parameters N and φ are determined by compar-
ing the exact solution corresponding to an exponentially decreasing wave on the classically
forbidden side with the oscillating JWKB waves on the allowed side. The connection for-
mulas in conventional semiclassical theories are derived assuming that the potential is a
linear function of x in the vicinity of xt and this region extends “sufficiently far” which
eventually leads to φ = pi/2 and N = 1. Among several examples, the authors consider the
case of a rectangular barrier of height V0 and note that the potential appears to be a sharp
step at each of the two turning points in the rectangular barrier. The amplitude factor
N and phase φ are obtained by comparing the JWKB waves on either side of a turning
point with the exact wave function for a sharp potential step of height V0. The result is
N = 2
√
kκ0/k2 + κ20 with k =
√
2mE and κ0 =
√
2m(V0 − E). Such an amplitude factor
improves the transmission coefficient calculated in the JWKB approximation and brings it
quite close to the exact one. An example of such an improvement can be seen in Fig. 8 of
Ref. [28].
The average dwell time given in Eq. (1) is evaluated using the standard definition [14],
namely, τD(E) =
∫ x2
x1
|Ψ(x)|2/j where j = h¯κ(x)/m (with κ(x) =
√
2m(V (x)− E)) and
Ψ(x) is replaced by the JWKB wave function Ψ(x) = exp [−2 ∫ xx1 dx′κ(x′)]. If we introduce
the improved wave function as discussed above, i.e., Ψ(x) = N exp [−2 ∫ xx1 dx′κ(x′)], with N
as given above, the average dwell time for a rectangular barrier changes to τ improvedD = N
2τD.
The inclusion of dissipation in the present work changes the rectangular barrier with height
V0 to V (x) = V0+ηv0x. The additional term with η is a small perturbation to the rectangular
barrier and hence we assume the factor N for the barrier V (x) to be the same as that in the
case of a rectangular barrier and evaluate τ improvedD as above. In Fig. 1, we see a comparison
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between the average dwell times τD without dissipation, evaluated exactly for a rectangular
barrier [8] (solid line), in the JWKB (dashed line) and the improved JWKB (dash dotted
line) which almost coincides with the exact expression for all energies except ones close to
the top of the barrier. Notice that in contrast to the exact τD, one evaluated in the JWKB
does not approach zero for energies at the bottom of the barrier. The improved JWKB
expression takes care of this deficiency and agrees with the exact τD.
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FIG. 1: Average dwell time, τD, without dissipation for a rectangular barrier of height V0. Solid line
is the exact expression as in [8], dashed line is τD within the JWKB approximation and dash-dotted
line is τ improvedD (see text).
III. DISSIPATION IN TUNNELING
The question, “what is the effect of dissipation on tunneling?”, was put forth in a seminal
paper by Caldeira and Leggett [29] in 1983 where the authors started with a damped equation
of motion for the system as follows:
mx¨ + ηx˙ +
∂V
∂x
= Fext . (3)
The potential V (x) and friction coefficient η were regarded as experimentally determined
quantities. Dissipative tunneling was later investigated by Ford et al. [30], using a quantum
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Langevin approach. The effect of dissipation has been studied in literature along two dif-
ferent lines: phenomenological approaches and microscopic formulations where dissipation
comes about due to the coupling of the system to a heat bath of infinitely many degrees of
freedom. In the present work we restrict ourselves to the former type of approaches. We
study the effects of dissipation in a solid state junction with an electron traversing through a
metal - insulator - metal surface, within a model which is conceptually similar to that in [29]
and consider a frictional force of the type F (x) = ηv(x), where, v(x) is the effective velocity
defined above (however, now with dissipation) and η is the coefficient of friction. Such a
model was proposed in [11] and often used to represent the dissipation due to a damping
force. Though in the microscopic treatments, dissipation is included by considering the en-
tanglement of the system and the environment in a time dependent quantum mechanical
approach [31], we restrict here to the simpler approach involving a frictional coefficient due
to the following reasons: (i) the objective of the present work is to explore the behaviour
and subtleties of the dwell times and traversal times which are concepts involving stationary
wave functions. These concepts give a measure of time intervals without refering to the
parametric time t appearing for example in the time dependent Schro¨dinger equation. (ii)
The question which we wish to address in the present work is “how does such a stationary
time concept get affected by dissipation of the particle energy during tunneling”? and not
a more global one of how the quantum tunneling is affected by the interaction with the
environment which produces the dissipation. Such a semiclassical approach has also been
used earlier in [11, 32, 33]. We also refer the reader to [34] for a review on the various
approaches.
The introduction of the frictional force, ηx˙, is not entirely arbitrary but can rather be
derived under certain approximations from the complete picture of a system coupled with
an environment [35, 36]. The author in [35] for example, starts with a model for the dis-
sipative quantum system by considering a Hamiltonian with three contributions coming
from the system degrees of freedom, the environment and the coupling between them. The
system Hamiltonian models a particle of mass m moving in a potential V and the environ-
ment Hamiltonian describes a collection of harmonic oscillators. After some discussions and
algebra, the author arrives at an equation of motion given by,
mx¨ + m
∫ t
0
ds γ(t− s) x˙(s) + ∂V
∂x
= Fext(t), (4)
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where γ(t) is a damping kernel which can be expressed in terms of the spectral density, J(ω),
of bath oscillators as,
γ(t) =
2
m
∫ ∞
0
dω
pi
J(ω)
ω
cos (ωt) . (5)
The most frequently used spectral density, J(ω) = mηω, associated with the so called
“Ohmic damping”, then leads us back to Eq. (3) of Caldeira and Leggett, mentioned above.
For a particle with energy E, tunneling a rectangular barrier of width L and height
V0, the amount of energy lost while traversing a distance x can be written as, ∆E(x) =
η
∫ x
0 v(x
′)dx′ = η[2(V0 − E)/m]1/2 x. This implies that at every x inside the barrier, the
energy of the particle is modified from E → E ′ = E −∆E(x) and κ0 =
√
2m (V0 − E)/h¯
in turn is modified to κ(x) =
√
2m (V0 − E + ∆E(x))/h¯. The maximum energy lost,
∆E(L), however, cannot exceed the energy of the tunneling particle, i.e., ∆E(L) ≤ E.
This puts a limit on the allowed value of the friction coefficient and we get, ∆E(L) =
ηmax [2(V0 −E)/m]1/2 L = E, leading to,
ηmax =
V0
L
(
E
V0
)[
m
2V0
(
1− E
V0
)
]1/2
. (6)
In Fig. 2, we show the fraction of energy lost as a function of the energy of the tunneling
particle for a couple of values of η which are close to those determined in a realistic tunneling
of an electron in a solid state junction (to be discussed in the next section).
A. Average dwell time and traversal time with dissipation
Defining, V0 + ∆E(x) = V (x), gives κ(x) =
√
2m (V (x) − E)/h¯ and the dwell and
traversal times with dissipation for a rectangular barrier can be evaluated within the JWKB
approximation, using Eqs (1) and (2) for tunneling of a particle with energy E through a
potential barrier given by V (x). The calculation is easily performed numerically. However,
to get some insight into the relations, let us consider the tunneling of particles with a small
amount of dissipation, such that, ∆E(x) ≪ V0 − E and hence h¯κ(x) can be expressed
approximately as, h¯κ(x) = h¯κ0 + η x. Assuming further that, ηL≪ h¯κ0, the average dwell
time reduces to a rather simple expression given by (see appendix for details)
τ˜D =
m
2 h¯κ20
[
1 − exp−2κ0 L− η L2/h¯
(
1− 2ηL
h¯κ0
) ]
. (7)
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FIG. 2: Fraction of energy lost as a function of energy of the tunneling particle.
The transmission coefficient with dissipation can similarly be shown to be
T˜ (E) = e−ηL2/h¯ e−2κ0 L , (8)
where e−2κ0 L is the standard transmission coefficient in the JWKB approximation. The
traversal time with dissipation, as shown in [21] reduces to
τ˜tr =
m
η
ln
(
1 +
L
a
)
, (9)
with a2 = 2m(V0 − E)/η2, for E < V0 as shown in [21]. In order to ensure the correct
behaviour of the dwell time close to the bottom of the barrier, the dwell time in Eq. (7)
is multiplied by the factor N2 suggested in the previous section on the improved JWKB
expressions.
B. Reflection, Transmission and Average dwell time
The definition of an average dwell time, τD, is the time spent in a region, say, (x1, x2)
regardless of the fact if the particle escaped by reflection or transmission. This τD =∫ x2
x1
|Ψ(x)|2 dx/j is defined [37] as the number density divided by the incident flux, namely,
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FIG. 3: Average dwell time, τ˜D [a], transmission dwell time, τ˜D,T [b] and traversal time, τ˜tr [c]
for different amounts of dissipation in tunneling through a rectangular barrier of height V0=1.8 eV
and length L = 20.8A˚.
j = h¯ k0 /µ (with k0 =
√
2µE/h¯) for a free particle. However, one can also define trans-
mission and reflection dwell times for the particular cases when the particle, after dwelling
in a region, escaped either by transmission or reflection. The flux j in these cases would
get replaced by the transmitted or reflected fluxes, jT = h¯ k0T /µ and jR = h¯ k0R/µ [16]
respectively. One would then obtain [16],
1
τD
=
T
τD
+
R
τD
=
1
τD,T
+
1
τD,R
(10)
where T and R are the transmission and reflection coefficients (with T + R = 1 due to
conservation of probability) and τD,T =
∫ |Ψ|2dx/jT and τD,R = ∫ |Ψ|2dx/jR, define the
transmission and reflection dwell times respectively. In Ref. [14], it was shown that it
is the transmission dwell time, τD,T which can be attributed the physical meaning of the
10
lifetime of a decaying nucleus. Within a semiclassical model for alpha particle tunneling, τD,T
was shown to reproduce the half-lives of heavy nuclei. Defining a transmission dwell time
in the case of dissipative tunneling in the same manner as above, we can write, τ˜D,T (E) =
τ˜D(E)/T˜ (E) where τ˜D(E) and T˜ (E) as defined in (7) and (8) are the average dwell time and
transmission coefficient with dissipation. It is also worth mentioning that in [16] it was shown
that whereas the average dwell time saturates with increasing widths of a tunneling barrier
(leading to speculations of superluminal propagation), the transmission dwell time does
not. The latter was shown to simply increase with barrier width. Due to the fact that the
transmission coefficient T is usually much smaller than R, we have the average, τD ≈ τD,R,
i.e., the average dwell time is similar to the reflection dwell time and τD,T ≫ τD,R. In the
presence of dissipation, there is an energy loss and the transmission coefficient (calculated
at a lower energy, E − ∆E) is reduced and hence τ˜D,T = τ˜D/T˜ increases. The reflection
coefficient however, increases and hence the reflection dwell time τD,R and hence the average
dwell time decrease. Thus, in what follows, we shall see that another paradoxical situation
which arises from the calculation of the average dwell time is resolved if one rather studies
the behaviour of the transmission dwell time.
In Fig. 3a, we show the average dwell time with and without dissipation for a typical
example of electron tunneling through a solid state junction. The details of the dissipation
constant and its values will be discussed in a later section. In the inset in Fig. 3a, we can
see that the dwell time with dissipation is less than that without dissipation. The traversal
time with dissipation (see Fig. 3c) displays a similar behaviour too. This counter-intuitive
result is however reversed when we calculate the transmission dwell time and a particle losing
energy is indeed seen to spend a greater amount of time in the barrier, in Fig. 3b. This
observation once again confirms the physical nature of the transmission dwell time. Apart
from this, we have also seen in Fig. 2 that the fraction of energy lost in the barrier decreases
with increasing energy. As a result, the transmission dwell time, τ˜D,T , with dissipation can
be seen in Fig. 3b to be similar to τD,T without dissipation for energies approaching the top
of the barrier.
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IV. TEMPERATURE DEPENDENT DISSIPATION IN AL2O3
In an earlier paper [3] involving two of the authors of the present work, measurements of
the current-voltage (I-V) characteristics of an Al/Al2O3/Al junction at temperatures from
3.5 to 300 K were reported. These data were used in order to extract the temperature
dependence of characteristic quantities such as the barrier height and the average dwell
time in the tunneling of an electron through the Al/Al2O3/Al junction. The rectangular
barrier height V0(T ) was found to decrease for temperatures increasing from 3.5 to 300 K.
In what follows, we shall try to relate the temperature dependence of V0(T ) found in [3] to
the dissipation phenomenon and see if a correlation emerges. In the model of the present
work, the problem of dissipative tunneling through a rectangular barrier of fixed height V0
gets modified to that of tunneling of a particle with energy, E, through an effective potential
V (x) = V0+∆E(x). If one starts with the assumption that the amount of energy dissipated
in tunneling could change with temperature, i.e., ∆E(x)→ ∆E(x, T ), the effective potential
can be expressed as,
V (x, T ) = V0 + η(T )v0x , (11)
where, ∆E(x, T ) = η(T )v0x and the temperature dependence of the potential barrier is
contained in the coefficient of friction, η. The transmission coefficient for a particle tunneling
through the potential V (x, T ) is given by (8) with the difference that η → η(T ). This means
that the I-V data in [3] which were fitted using the commonly used Simmons’ JWKB formula
[38], J(V ) =
∫ Em
0 T (E)ξ(V ) dE, with a transmission coefficient T (E), can now be fitted
using the transmission coefficient with dissipation, namely, T˜ (E) instead of T (E). Since
T˜ (E) in the JWKB approximation can be approximated (as shown in the appendix) for
small amounts of energy dissipation by, T˜ (E) = e−η(T )L2/h¯T (E), the current density J(V )
in Simmons’ model gets modified to,
J˜(V ) = e−η(T )L
2/h¯
∫ Em
0
T (E)ξ(V ) dE , (12)
with the factor ξ(V ) as given in [38]. For a detailed derivation of the I-V relations (in
the absence of dissipation) for low, intermediate and high voltages we refer the reader to
the seminal papers of Simmons [38] and proceed here by noting that in case of dissipative
tunneling, J(V ) in [38] simply gets modified to J˜(V ) = e−η(T )L
2/h¯ J(V ). Performing new
fits to the I-V data with fixed barrier height, V0, and fixed width, L, but the frictional
12
coefficient η as a free parameter which can vary with temperature, we find that the best
fit is obtained for a constant barrier width and height of L = 20.8A˚ and V0 = 1.799 eV
respectively. The latter is indeed the height of the barrier found in [3] at 300 K. In Fig.
4a, we present the fitted values of η as a function of temperature. We see a reduction in η
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FIG. 4: Dissipation coefficient, η as a function of temperature [a] and the I-V characteristics
(reported in [3] and re-fitted here as explained in the text) at different temperatures [b] for electrons
tunneling through a solid state junction of Al/Al2O3/Al.
or a decrease in energy loss with increasing temperature. This behaviour is consistent with
the results in [3], where performing a fit without taking dissipation into account, we found
that the barrier height, V0(T ), decreases with increasing temperature. A smaller V0 for a
given energy E corresponds to the tunneling of the particle closer to the top of the barrier
where the energy loss is little (see Fig. 2). It is interesting to note that the same I-V data
(see Fig. 4b) can be fitted either with a model including dissipation where the coefficient of
friction, η(T ), decreases with temperature for a fixed barrier height V0 or with η = 0 and a
temperature dependent barrier height V0(T ). Thus, in a model which includes dissipation
explicitly, the effect of the temperature dependence of the barrier height is reflected in a
temperature dependence of the friction coefficient.
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V. SUMMARY
Dissipative tunneling of a particle such as an electron through a rectangular barrier has
been investigated using the semiclassical JWKB approximation. Though the choice of an
electron tunneling a rectangular barrier has been made in view of the analysis of the current-
voltage data [3] which is re-analysed here with dissipation, the characteristics of the dwell
and traversal times found here should hold in general. The average dwell time of a particle
tunneling a barrier (i.e., the time spent in a region irrespective of the fact if the particle
got reflected or transmitted after residing in the barrier) is reduced in dissipative tunneling.
This counter-intuitive result is however reversed if one evaluates the transmission dwell time
and dissipation of energy in the barrier is found to delay the tunneling of the transmitted
particles. Apart from this, the percentage energy loss in tunneling is found to be maximum
near the base of the barrier and decreases for energies approaching the top of the barrier.
Based on the realistic example of an electron tunneling through a solid state junction,
we find that the traversal time (as defined in (2)) is an order of magnitude larger than the
average dwell time spent by the electron in the barrier. Given the reciprocal relation (Eq.
(10)) for the average, transmission and reflected dwell times, the transmission dwell time
comes out to be orders of magnitude larger than the average dwell time (shown in Fig.
3). Fits to the current voltage (I-V) data in the Al/Al2O3/Al junction for temperatures
ranging between 3.5 K and 300 K, using the dissipation model of the present work display
a decreasing dissipation (frictional) coefficient as a function of increasing temperature. The
method may prove useful to study dissipative effects in junctions with other materials too.
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Appendix: Dwell time with dissipation
Noticing that the effects of dissipation are mostly relevant at the base of the barrier, an
expression for the dwell time with dissipation can be derived analytically within some rea-
sonable approximations. We find that the difference between the numerical results presented
in this work and those evaluated from the analytical expression as in Eq. (7) is negligible.
Here we give a brief derivation of Eq. (7) and the transmission coefficient with dissipation
in the JWKB.
The effective velocity for a particle tunneling a rectangular barrier of height V0 can be
written as v0 = h¯κ0/m, with
v0 =
h¯k
m
=
√
2
m
(V0 − E) κ0 =
√
2m (V0 −E)
h¯
Including dissipation in the form of a frictional force, the energy loss can be given as a
function of distance as, ∆E(x) = η
∫ x
0 v0dx
′ = η
√
2(V0 − E)/mx. This means that κ0 gets
modified to κ(x)
κ0 → κ(x) =
√
2m(V0 − E ′)
h¯
=
√
2m [V0 − E +∆E(x)]
h¯
=
√
2m(V0 − E)
h¯
(
1 +
η
h¯k
x
)
; ∆E ≪ V0 − E
κ(x) = κ0
(
1 +
η
h¯k
x
)
(A.1)
Replacing this expression of κ(x) into Eq. (1), the average dwell time with dissipation is
given as,
τ˜D =
µ
h¯
∫ L
0
1
k
· exp
(
−2kx− ηx
2
h¯
)
dx− ηµ
h¯2k2
∫ L
0
x · exp
(
−2kx− ηx
2
h¯
)
dx (A.2)
The above integral can be solved analytically using the following formulae:
∫
exp
(
−ax − bx2
)
dx =
√
pi · ea2/4berf
(
a+2bx
2
√
b
)
2
√
b∫
x · exp
(
−ax − bx2
)
dx = −
a
√
pi · ea2/4berf
(
a+2bx
2
√
b
)
4b3/2
− e
−x(a+bx)
2b
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After some lengthy but straightforward algebra, the expression in terms of the erf functions
can be further simplied by using the expansion, for x≫ 1,
erf(x) = 1− e
−x2
√
pix
[
1− 1
2x2
− · · ·
]
, (A.3)
with the assumption that ηL≪ h¯κ0. This leads us to the dwell time given in Eq. (7). The
transmission coefficient in the JWKB, namely, T = exp (−2 ∫ L0 κ(x) dx), with κ(x) defined
as in (A.1) reduces to,
T˜ (E) = exp (−2
∫ L
0
[κ0 + ηx/h¯] dx)
= exp [−ηL2/h¯] T (E) , (A.4)
where T (E) = exp (−2κ0L), is the transmission coefficient without dissipation.
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