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Liouvillian Propagators, Riccati Equation and
Differential Galois Theory
Primitivo Acosta-Huma´nez and Erwin Suazo
To Victoria and Joaqu´ın, propagators of our happiness
Abstract. In this paper a Galoisian approach to build propagators
through Riccati equations is presented. The main result corresponds to
the relationship between the Galois integrability of the linear Schro¨dinger
equation and the virtual solvability of the differential Galois group of
its associated characteristic equation. As main application of this ap-
proach we solve the Ince’s differential equation through Hamiltonian
Algebrization procedure and Kovacic Algorithm to find the propagator
for a generalized harmonic oscillator that has applications describing
the process of degenerate parametric amplification in quantum optics
and the description of the light propagation in a nonlinear anisotropic
waveguide. Toy models of propagators inspired by integrable Riccati
equations and integrable characteristic equations are also presented.
1. Introduction
The generalized harmonic oscillator has attracted considerable atten-
tion over many years in view of their great importance to several advanced
quantum problems including Berry’s phase, quantization of mechanical of
systems and more (see [10] and references therein). The fact that in quan-
tum electrodynamics the electromagnetic field can be represented as a set of
forced harmonic oscillators makes quadratic Hamiltonians of special interest
[7, 8, 11, 14, 35, 39]. A method to construct explicit propagators for the
linear Schro¨dinger equation with a time-dependent quadratic Hamiltonian
based in solutions of the Riccati equation has been presented in [6, 7], and
as particular cases the propagators for the free particle, the harmonic oscil-
lator, Caldirola-Kanai and more can be found in a unified manner [6, 7, 18].
Cauchy problem with this approach have been studied in [21, 26].
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There has also been an increase interest in the study of Picard-Vessiot
Theory, also known as the Galois theory for ordinary linear differential equa-
tions, where differential equations of such type are analysed throughout their
Galoisian structure. This Galoisian structure depends on the nature of the
solutions of the differential equation; for instance, one obtains some kind of
solvability (virtual) for the Galois group whenever one obtains Liouvillian
solutions, and in this case one says that the differential equation is inte-
grable. This means for example that when one obtains Airy functions, the
differential equation is not integrable, while when one obtains Jacobi elliptic
functions, the differential equation is integrable, and for instance one gets
virtual solvability of its Galois group.
In this paper we present a Galoisian approach of how to find explicit
propagators through Liouvillian solutions for linear second order differential
equations associated to Riccati equations. The main application of this Ga-
loisian approach, for instance a main result of the paper, is the construction
of the propagator for the so called degenerate parametric oscillator:
i∂tψ = H(t)ψ (1)
H(t) =
1
2m
(
1 +
λ
ω
cos(2ωt)
)
p2 +
mω2
2
(
1− λ
ω
cos(2ωt)
)
x2 (2)
+
λ
2
sin(2ωt)(px+ xp), p = −i∂x.
Another form for H(t) in terms of annihilation and creation operators,
aˆ =
√
1/2ω (ωx+ ip) , aˆ+ =
√
1/2ω(ωx− ip) with aˆaˆ+ − aˆ+aˆ = 1, in the
coordinate representation is:
H(t) =
ω
2
(
aˆaˆ+ + aˆ+aˆ
)− λ
2
(
e2iωtaˆ2 − e−2iωt(aˆ+)2) . (3)
In quantum optics the first term corresponds to the self-energy of the
oscillator representing the mode of interest, and the second term describes
the coupling of the classical pump to that mode giving rise to the parametric
amplification process (λ is the phenomenological constant) [10]. The oscil-
lator (1)-(2) might be introduced for the first time by Takahasi [37] in order
to describe the process of degenerate parametric amplification in quantum
optics (see also [19, 20, 22, 23, 30, 31, 37]). The Hamiltonian (2) had
also been considered by Angelow and Trifonov [4, 5] in order to describe
the light propagation in a nonlinear anisotropic waveguide.
In [10] the authors motivated the investigation of properties of the de-
generate parametric oscillator (a particular case of the generalized harmonic
oscillator) including a systematic study of corresponding non-periodics so-
lutions of Ince’s equation that seems to be missing in the mathematical
literature (see section 8 in [10]). In [10] the authors constructed the prop-
agator for (1)-(2) for the case λ = ω = 1 using non-periodic solutions of
Ince’s equation (compare with classical results of periodic solutions [24]);
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In this paper using Galoisian theory we show how to find the explicit
solution of the associated Ince’s equation presented in [10] for the special
case λ = ω (those authors don’t show how they found the explicit solution,
see equations (6.1), (6.2) and (6.3)). In fact, they present a non-periodic
solution that allows us to write the propagator explicitly; the fact of the
solution being non-periodic is fundamental. In this note we present in detail
how to find this non-periodic solution by using a combination of kovacic
algorithm [17] and an algebrization procedure (see [1, 3]), and further we
find the explicit solution for the general case λ 6= ω (see (3.4) in [10] and
discussion below of it). We believe this approach can be extended to the
study of propagators of other generalized harmonic oscillators, but here we
restrict ourselves to (1)-(2) and give some toy examples in Section 5.
The aim of this paper is to establish a Galoisian approach to the tech-
niques given by Suslov et.al., see [6, 7, 8, 9]. To study Liouvillian solutions
for linear second order differential equations, as well the integrability of
their associated Riccati equations, we use Kovacic algorithm (see [17]) and
an algebrization procedure (see [1, 3]). These tools were applied to study
differential equations incoming from physics; in particular the integrability
analysis of the one-dimensional linear Schro¨dinger equation has been studied
in [1, 3].
This paper is organized in the following way:
• Section 2 contains a brief description of the basic theory concerning
of construction of explicit propagators using the references [6, 7, 8,
9, 10, 33, 34, 35, 36], and a short summary of the Picard-Vessiot
theory is also presented, which was written according to [1, 2, 38].
• Section 3 contains the one of the main results of this paper; it cor-
responds to a Galoisian approach of propagators. It is devoted to
a theoretical Galoisian approach to propagators starting with Ric-
cati and second order differential equations. The result given here
relates the Galois integrability of the linear Schro¨dinger equation
with the virtual solvability of the differential Galois group of its
associated characteristic equation.
• Section 4 contains the another main result of this paper, where is
presented the Galoisian analysis of Ince’s differential equations to
do the construction of the propagator of the degenerate parametric
oscillator in more general terms. Also, we compute the differential
Galois group associated to such propagator, which corresponds to
the differential Galois group of the Ince’s characteristic equation.
• Section 5 contains some toy models of new propagators, as well
their Green functions through characteristic equations and Riccati
equations.
For suitability, along this paper ∂x denotes
∂
∂x , for higher order derivation
∂nx denotes
∂n
∂xn and by ∂ta(0) we mean ∂ta(t)|t=0.
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2. Theoretical Background
2.1. Differential Galois theory. The Galois theory of differential
equations, also called Differential Galois Theory and Picard-Vessiot The-
ory, has been developed by Picard, Vessiot, Kolchin and currently by a lot
of researchers, see [2, 3, 15, 16, 17, 25, 38]. Moreover, recent applications
to mathematical physics can be found in [1, 3, 27, 28, 32]. We consider the
differential Galois theory in the context of second order linear differential
equations.
A differential field K is a commutative field of characteristic zero with
a derivation ∂x, where the field of constants of K, denoted by CK , is alge-
braically closed and of characteristic zero. The coefficient field for a differ-
ential equation is defined as the smallest differential field containing all the
coefficients of the equation. Let L be a differential field containing K, we say
that L is a Picard-Vessiot extension of K if there exist two linearly indepen-
dent y1, y2 ∈ L such that L = K〈y1, y2〉 and CL = CK . A K-automorphism
σ of the Picard-Vessiot extension L is called a differential automorphism if
σ(∂xa) = ∂x(σ(a)) for all a ∈ L and ∀a ∈ K, σ(a) = a. The group of all
differential automorphisms of L over K is called the differential Galois group
of L over K and is denoted by DGal(L/K).
Theorem 1. [16] The differential Galois group DGal(L/K) is an alge-
braic subgroup of GL(2,C).
We denote by G0 the connected component of the identity, thus, when
G0 satisfies some property, we say that G virtually satisfies such property.
Theorem 2 (Lie-Kolchin Theorem). Let G ⊆ GL(2,C) be a virtually
solvable group. Then G0 is triangularizable.
We say that a linear differential equation L is integrable if the Picard-
Vessiot extension L ⊃ K is obtained as a tower of differential fields K =
L0 ⊂ L1 ⊂ · · · ⊂ Lm = L such that Li = Li−1(η) for i = 1, . . . ,m, where
either
(1) η is algebraic over Li−1, that is η satisfies a polynomial equation
with coefficients in Li−1.
(2) η is primitive over Li−1, that is ∂xη ∈ Li−1.
(3) η is exponential over Li−1, that is ∂xη/η ∈ Li−1.
The solutions obtained throgh such towers are called Liouvillian. The
special functions are not always Liouvillian, we can see that Airy equation
has not Liouvillian solutions, while Bessel equation has Liouvillian solutions
for special values of the parameter, see [13, 29]. Thus, we mean by inte-
grable whenever the differential equation has Liouvillian solutions instead
of special functions solutions.
Theorem 3 (Kolchin). A linear differential equation is integrable if and
only if DGal(L/K) is virtually solvable.
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Proposition 4 (Riccati transformations, [2]). Let K be a differential
field, a0(x), a1(x), a2(x), r(x), ρ(x), b0(x), b1(x) belonging to K. Consider
now the following forms associated to any second order differential equation
(ode) and Riccati equation:
(i) Second order ode (in general form):
∂2xy + b1∂xy + b0y = 0. (4)
(ii) Second order ode (in reduced form):
∂2xξ = ρξ. (5)
(iii) Riccati equation (in general form):
∂xv = a0 + a1v + a2v
2, a2 6= 0. (6)
(iv) Riccati equation (in reduced form):
∂xw = r − w2, (7)
Then, there exist transformations T , B, S and R leading some of these
equations into the other ones, as showed in the following diagram:
∂xv = a0 + a1v + a2v
2 T // ∂xw = r − w2
∂2xy + b1∂xy + b0y = 0
S
//

B
∂2xξ = ρξ.

R
The new independent variables are defined by means of
T : v = −
(
∂xa2
2a22
+
a1
2a2
)
− 1
a2
w, B : v = − 1
a2
∂xy
y
,
S : y = ξe−
1
2
∫
b1dx, R : w =
∂xξ
ξ
,
and the functions r, ρ, b0 and b1 are given by
r =
1
β
(
a0 + a1α+ a2α
2 − ∂xα
)
, (8)
α = −
(
∂xa2
2a22
+
a1
2a2
)
, β = − 1
a2
, (9)
b1 = −
(
a1 +
∂xa2
a2
)
, b0 = a0a2, (10)
ρ = r =
b21
4
+
∂xb1
2
− b0. (11)
Remark 5. From Proposition 4, it is recovered the well known result
in differential Galois theory (see for example [38]): Riccati equation has an
algebraic solution over the differential field K if and only if its associated
second order differential equation has two independent Liouvillian solutions
(the differential Galois group of the second order differential equation is
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virtually solvable). Furthermore, the differential Galois group for equation
(5) is a subgroup of SL(2,C), such is the case for the stationary Schro¨dinger
equation.
Kovacic (see [17] and improvements in [1, 3]) developed an algorithm
to solve the differential equation
∂2τ y = ry, r =
f
g
, f, g ∈ C[τ ].
There are four cases in Kovacic’s algorithm. Only for cases 1, 2 and 3 we can
solve the differential equation, but for the case 4 the differential equation is
not integrable. We use the following notations:
Γ′ = {c ∈ C : g(c) = 0} , Γ = Γ′ ∪ {∞},
by ◦(rc), we mean the multiplicity of c as a pole of r, while by ◦ (r∞) we
mean the order of ∞ as a zero of r. Now, we summarize the cases one and
two of Kovacic Algorithm that will be used in Section 4.
Case 1.
Step 1.
(c2): If ◦ (rc) = 2, and
r = · · ·+ b(τ − c)−2 + · · · , then[√
r
]
c
= 0, α±c =
1±√1 + 4b
2
.
(∞2): If ◦ (r∞) = 2, and r = · · ·+ τ2 + · · · , then[√
r
]
∞
= 0, α±∞ =
1±√1 + 4b
2
.
Step 2. Find D 6= ∅ defined by
D =
{
n ∈ Z+ : n = αε(∞)∞ −
∑
c∈Γ′
αε(c)c ,∀ (ε (p))p∈Γ
}
.
If D = ∅, then we should start with the case 2. Now, if Card(D) > 0, then
for each n ∈ D we search ω ∈ C(τ) such that
ω = ε (∞) [√r]
∞
+
∑
c∈Γ′
(
ε (c)
[√
r
]
c
+
α
ε(c)
c
(τ − c)
)
.
Step 3. For each n ∈ D, search for a monic polynomial Pn of degree n
with
∂2τPn + 2ω∂τPn + (∂τω + ω
2 − r)Pn = 0.
If success is achieved then y1 = Pne
∫
ω is a solution of the differential equa-
tion. Else, case 1 cannot hold.
Case 2.
Step 1. Search for each c ∈ Γ′ and ∞ the sets Ec 6= ∅ and E∞ 6= ∅. For
each c ∈ Γ′ and for ∞ we define Ec ⊂ Z and E∞ ⊂ Z as follows:
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(c2): If ◦ (rc) = 2, and r = · · ·+ b(τ − c)−2 + · · · , then
Ec =
{
2 + k
√
1 + 4b : k = 0,±2
}
∩ Z.
(∞2): If ◦ (r∞) = 2, and r = · · ·+ bτ2 + · · · , then
E∞ =
{
2 + k
√
1 + 4b : k = 0,±2
}
∩ Z.
Step 2. Find D 6= ∅ defined by
D =
{
n ∈ Z+ : n = 1
2
(
e∞ −
∑
c∈Γ′
ec
)
,∀ep ∈ Ep, p ∈ Γ
}
.
If D = ∅, then we should start the case 3. Now, if Card(D) > 0, then for
each n ∈ D we search a rational function θ defined by
θ =
1
2
∑
c∈Γ′
ec
τ − c .
Step 3. For each n ∈ D, search a monic polynomial Pn of degree n, such
that
∂3
τ
Pn+3θ∂
2
τ
Pn+(3∂τθ+3θ
2− 4r)∂τPn+
(
∂2
τ
θ + 3θ∂τθ + θ
3 − 4rθ − 2∂τr
)
Pn = 0.
If Pn does not exist, then case 2 cannot hold. If such a polynomial is found,
set φ = θ + ∂xPn/Pn and let ω be a solution of
ω2 + φω +
1
2
(
∂τφ+ φ
2 − 2r) = 0.
Then y1 = e
∫
ω is a solution of the differential equation.
We can see that applying by hand Kovacic Algorithm it can be a lit-
tle difficults, but thanks to has been implemented it in Maple (command
kovacicsols) we can avoid such calculations. The problem with Maple is
that the answers can have complicated expressions that should be trans-
formed into more suitable and readable expressions. On the other hand,
Kovacic Algorithm only works with rational coefficients, for instance, when
the differential equation has not rational coefficients we cannot apply Ko-
vacic Algorithm.
We recall that in most of the cases is better the application of Kovacic
Algorithm by hand (when can appear parameters or the solution is very
complicated), for example the stationary Schro¨dinger equation ∂2xΨ = (x
2−
λ)Ψ cannot be solved with kovacicsols due to the parameter λ, thus,
the output given by Maple is [, ], i.e., we should solve the equation using
Kovacic Algorithm by hand to obtain solutions conditioned to some values
of λ. The interested reader can see in [1, 3] the solutions of Schro¨dinger
equations (stationary) using Kovacic Algorithm by hand, recalling that was
not possible the obtaining of such solutions through kovacicsols.
One question is concerning to the application of Kovacic Algorithm
whether the coefficients are not rational functions, this problem can be
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solved using Hamiltonian Algebrization, procedure developed in [1, 3]. We
present a short summary of the Hamiltonian algebrization process that will
be used in Section 4. Following [1, 3], we say that τ = τ(t) is a Hamiltonian
change of variable whether (τ, ∂tτ) is a solution curve of the Hamiltonian
H =
p2
2
+V (τ), ∂tτ = ∂pH = p, ∂tp = −∂τH = −∂τV (τ), V (τ) ∈ C(τ).
Thus, we can denote by α to p2, which is dependent of τ , that is
α = 2H − 2V (τ) = (∂tτ)2, ∂tτ =
√
α.
In this way, as particular case because the theory is more general, we can
transform differential equations
∂2t µ+ p∂tµ+ qµ = 0 ∂̂
2
τ µ̂+ p̂∂̂τ µ̂+ q̂µ̂ = 0,
where ∂̂τ =
√
α∂τ , µ̂ ◦ τ = µ, p̂ ◦ τ = p, q̂ ◦ τ = q. Moreover, the differential
equation ∂̂2τ µ̂+ p̂∂̂τ µ̂+ q̂µ̂ = 0 can be explicitely written as
∂2τ µ̂+
(
1
2
∂τ (lnα) +
p̂√
α
)
∂τ µ̂+
(
q̂
α
)
µ̂ = 0. (12)
In case that
√
α, p̂ and q̂ are rational functions in τ , the equation (12) is the
algebraic form of the first one, i.e., the equation ∂2t µ + p∂tµ + qµ = 0 has
been algebrized through a Hamiltonian change of variable. This procedure
is called Hamiltonian Algebrization, which is an isogaloisian transformation,
i.e., the differential Galois group is preserved under Hamiltonian Algebriza-
tion procedure. Further details and proofs can be found in [1, 3].
2.2. Propagators and Green Functions. In this section, as well in
the rest of the paper, we follow [9] considering the one-dimensional time-
dependent Schro¨dinger equation for an harmonic oscillator
i∂tψ = Hψ, H = a(t)p
2 + b(t)x2 + c(t)(px+ xp), p = −i∂x. (13)
The Schro¨dinger equation (13) can be written as
i∂tψ =
(−a (t) ∂2x + b (t)x2 − ic (t)− 2ic (t)x∂x)ψ. (14)
We start considering the Riccati equation
∂tα+ b (t) + 2c (t)α+ 4a (t)α
2 = 0, (15)
where a(t), b(t) and c(t) are elements of a differential fieldK, with coefficient
field C. By Proposition 4 we can transform the Riccati equation (15) through
the change of variable
α (t) =
1
4a (t)
∂tµ (t)
µ (t)
− c(t)
4a(t)
, (16)
into the second order differential equation
∂2t µ− τ(t)∂tµ+ 4σ(t)µ = 0, . (17)
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where
τ (t) =
∂ta
a
− 4c, σ (t) = ab+ c
2
2
+
c
4
(
∂ta
a
− ∂tc
c
)
Moreover, by Remark 5, the differential Galois group of the differential
equation (17) is virtually solvable if and only if the Riccati equation (15)
has an algebraic solution over the differential field K. Furthermore, by
Proposition 4, departing from the differential equation (17) we can arrive
at the Riccati equation (15) through changes of variables. The following
lemmas show how can we construct propagators based on explicit solutions
in (15) and (17).
Lemma 6. [6, 9, 34] Given a(t), b(t) and c(t) piecewise continuous, there
exists an interval I of time where the following (Riccati-type) system
∂tα+ b (t) + 2c (t)α+ 4a (t)α
2 = 0, (18)
∂tβ + (c (t) + 4a (t)α (t)) β = 0, (19)
∂tγ + a (t)β
2 (t) = 0, (20)
has as a fundamental solution in terms of solutions of the following (char-
acteristic) equation
∂2t µ− τ (t) ∂tµ+ 4σ (t)µ = 0 (21)
τ (t) =
∂ta
a
− 4c, σ (t) = ab+ c
2
2
+
c
4
(
∂ta
a
− ∂tc
c
)
(22)
given by:
α0 (t) =
1
4a (t)
∂tµ0 (t)
µ0 (t)
− c (t)
4a (t)
, (23)
β0 (t) = − 1
µ0 (t)
, (24)
γ0 (t) =
1
2µ1 (0)
µ1 (t)
µ0 (t)
+
c (0)
2a (0)
(25)
provided that µ0 and µ1 are standard solutions of (21)-(22) with µ0 (0) = 0,
∂tµ0 (0) = 2a (0) 6= 0, and µ1 (0) 6= 0, ∂tµ1 (0) = 0, and δ0 (0) = −ε0 (0) =
g (0) / (2a (0)), κ0 (0) = 0. Further, the following asymptotics hold:
α0 (t) =
1
4a (0) t
− c (0)
4a (0)
− ∂ta(0)
8a2(0)
+O(t), (26)
β0 (t) = − 1
2a (0) t
+
∂ta(0)
4a2(0)
+O(t), (27)
γ0 (t) =
1
4a (0) t
+
c (0)
4a (0)
− ∂ta(0)
8a2(0)
+O(t) (28)
as t→ 0, with a(t), b(t) and c(t) sufficiently smooth.
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Lemma 7. [6, 9, 34, 35] The Green function, or Feynman’s propagator,
corresponding to the Schro¨dinger equation 13 can be obtained as
ψ = G (x, y, t) =
1√
2piiµ0 (t)
ei(α0(t)x
2+β0(t)xy+γ0(t)y2), (29)
where α0 (t) , β0 (t) and γ0 (t) are solutions of the Riccati-type system. Then
the superposition principle allows us to solve the corresponding Cauchy ini-
tial value problem:
ψ(x, t) =
∫
∞
−∞
G(x, y, t)ψ(y, 0)dy
for suitable data ψ(x, 0)= ϕ(x). Further as t→ 0,
G (x, y, t) ∼ 1√
2piia(0)t
exp
[
i
(x− y)2
4a(0)t
]
× exp
[
−i
(
∂ta(0)
8a2(0)
(x− y)2 + c (0)
4a (0)
(x− y)2
)]
.
3. Galoisian Approach to Propagators
In this section we apply the Picard-Vessiot theory in the context of
propagators.
We are interested in Liouvillian solutions of the linear Schro¨dinger equa-
tion (13); that is, the so-called Liouvillian propagator (29) is obtained
through Liouvillian functions. In this way, we can give a Galoisian for-
mulation for this kind of integrability.
Definition 8. Linear Schro¨dinger equation (13) is integrable in Ga-
loisian sense (Galois integrable), when it has a Liouvillian propagator (29).
Theorem 9 (Galoisian approach to LSE). Linear Schro¨dinger equation
(13) is Galois integrable if and only if the differential Galois group of the
characteristic equation (17) is virtually solvable.
Proof. ConsiderK as the differential field of the characteristic equation
and also consider µ0 and µ1 as in Lemma 6. Let us suppose that µ0 is
a Liouvillian solution of the characteristic equation; then by D’Alambert
reduction method, the second solution µ1 is Liouvillian too. Thus, in virtue
of Theorem 3, we see that the differential Galois group of the characteristic
equation is virtually solvable and α is an algebraic solution of the Riccati
equation over K. Now, using µ0 and µ1 in β and γ such as in Lemma 6, we
see that they are Liouvillian functions over K and therefore the propagator
is Liouvillian. Thus, by Definition 8 we get that the Schro¨dinger equation
is Galois integrable. Conversely, assuming that the Schro¨dinger equation is
Galois integrable we see that it has a Liouvillian propagator that can be
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obtained through an algebraic solution of the Riccati equation over K. For
instance, there exists a Liouvillian solution µ0 of the characteristic equation
which by Theorem 3 implies that its differential Galois group is virtually
solvable. 
Remark 10. In virtue of Theorem 9 we can construct many Liouvillian
propagators through integrable second order differential equations over a dif-
ferential field as well by algebraic solutions, over such differential field, of
Riccati equations. This is the practical aim of this paper, which will be given
in Section 4 and in Section 5.
4. Degenerate Parametric Oscillator and Ince’s Equation by a
Galoisian Approach
In this section we use the Galoisian approach to LSE, Section 3, Theorem 9
to study the integrability of Ince’s equation
∂2t µ+
2λω sin (2ω t)
ω + λ cos (2ω t)
∂tµ+
ω3 − 3ω λ2 − (ω2λ+ λ3) cos (2ω t)
ω + λ cos (2ω t)
µ = 0 (30)
that corresponds to the characteristic equation (see (21)-(22) and Lemma 6
of section 2) of the parametric oscillator given by the Schrodinger equation
(1)-(2). To find the solutions of Ince’s equation(30) we apply two practical
tools of differential Galois theory: Kovacic Algorithm developed by J. Ko-
vacic in [17] and Hamiltonian Algebrization developed by the first author in
[1, 3]. Here we follow the version of Kovacic Algorithm given in [1, 3, 17].
In this section we find solutions to
4.1. Case 1 λ = ω. Ince’s equation (30) becomes to
∂2t µ+ 2λ tan(λt)∂tµ− 2µ = 0. (31)
To solve the characteristic equation (31) through differential Galois theory
we apply the hamiltonian algebrization process and Kovacic’s algorithm to
obtain the solutions as well its differential Galois group. Afterward, we con-
struct the corresponding propagator associated to this characteristic equa-
tion. We consider K = C(tan λt) as the differential field of the characteristic
equation.
We first consider the hamiltonian change of variable τ = tan λt obtaining
α = λ2(1 + τ2)2 and using the Hamiltonian Algebrization process we get
∂2τ µˆ(τ) +
4τ
1 + τ2
∂τ µˆ(τ)− 2
(1 + τ2)2
µˆ(τ) = 0, (32)
i.e., the algebraic form of the characteristic equation, being K̂ = C(τ) its
differential field which is isomorphic to K = C(tan λt). In order to apply the
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Kovacic algorithm we should reduce the equation (32) through the change
of dependent variable
µˆ(τ) = y exp
(
−1
2
∫ τ
0
4s
1 + s2
ds
)
=
y
1 + τ2
.
Thus we obtain the reduced form
∂2τy = ry, r =
2τ2 + 4
(1 + τ2)2
=
2
1 + τ2
+
2
(1 + τ2)2
, (33)
where the Picard-Vessiot extension is the same as in (32), denoted by L̂,
and for instance the differential Galois group will be the same for both
equations due to the fact that their coefficients are rational functions in τ ,
i.e., K̂ = C(τ) and their solutions are linked by a rational function in τ
which does not changes the Picard-Vessiot extension.
Applying Kovacic’s algorithm we see that Γ = {i,−i,∞}, ◦ri = ◦r−i =
◦r∞ = 2, which implies that equation (33) can fall in cases 1, 2, 3 or 4 of
the algorithm. We begin analyzing case one.
Case 1. According to step 1, we check conditions (c2) and (∞2) to obtain
bi = b−i = −12 and b∞ = 2. In this way, α±i = α±−i = 1±i2 , α±∞ = 1±32 ,√
ri =
√
r
−i =
√
r
∞
= 0. By step 2 we obtain D = {1} through two dif-
ferent options: 1 = α+∞ − α+i − α−−i and 1 = α+∞ − α−i − α+−i; for instance
we have two possibilities for ω: ω1 =
1
τ−i − 1τ+i and ω2 = 1τ+i − 1τ−i , that
is, ω21 = ω
2
2. Following step 3 we see that there does not exist a polynomial
P1(τ) = τ + a0 corresponding to this part of the algorithm. In this way, we
should go to the case 2 of Kovacic algorithm due to DGal(L̂/K̂) not being
a subgroup of the triangular group of SL(2,C).
Case 2. According to step 1, we check conditions (c2) and (∞2) to obtain
bi = b−i = −12 and b∞ = 2. In this way, Ei = E−i = {2}, E∞ = {−4, 2, 8}.
By step 2 we obtain D = {2} only for e∞ = 8. In this way, we obtain
θ = 1τ−i +
1
τ+i . Following step 3 we obtain the polynomial P2(τ) = τ
2 − 1,
which leads us to obtain φ = 1τ−i +
1
τ+i +
2τ
τ2−1
. In this way, solving the
algebraic equation
ω2 + φω +
1
2
(∂τφ+ φ
2 − 2r) = 0,
we obtain two solutions for ω:
ω− = 2
τ2 − τ + 1
τ3 − τ2 + τ − 1 , ω+ = 2
τ2 + τ + 1
τ3 + τ2 + τ + 1
.
In this way, due to y = e
∫
ωdτ , we have the general solution of (33):
y = C1e
− arctan τ (τ − 1)
√
1 + τ2 + C2e
arctan τ (τ + 1)
√
1 + τ2,
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for instance DGal(L̂/K̂) = D∞, that is, the infinite dihedral group. Now,
the general solution for equation (32) is given by
µ̂(τ) = C1
e− arctan τ (τ − 1)√
1 + τ2
+ C2
earctan τ (τ + 1)√
1 + τ2
;
for instance the differential Galois group for the algebrized characteristic
equation (32) is also the dihedral infinite group D∞. Recalling that τ =
tanλt, we get the general solution of the characteristic equation
µ(t) = C1e
−λt(sinλt− cos λt) + C2eλt(sinλt+ cos λt),
which can also be written as
µ(t) = (C1 + C2)(sinhλt cos λt+ cosh λt sinλt
+(C2 − C1) sinhλt sinλt+ coshλt cos λt,
and its differential Galois group is also the dihedral infinite group, i.e.,DGal(L/K) =
D∞. Now, we find µ0(t) and µ1(t) satisfying the conditions of Lemma 6
µ0(t) = sinhλt cos λ+ coshλt sinλt, C1 = C2 =
1
2
,
µ1(t) = sinhλt sinλt+ coshλt cos λt, −C1 = C2 = 1
2
,
which for λ = 1 corresponds to the solutions given in [10]. Therefore,
by Theorem 9 the Schro¨dinger equation (1)-(2) is Galois integrable and its
propagator by Lemma 7 is given by
G (x, y, t) =
1√
2pii(cos λt sinhλt+ sinλt coshλt)
(34)
× exp
[
(x2 − y2) sinλt sinhλt+ 2xy − (x2 − y2) cos λt cosh λt
2i(cos λt sinhλt+ sinλt coshλt)
]
and it is Liouvillian.
On the other hand, after the Hamiltonian Algebrization process over the
equation (31), we use the command kovacicsols over the equation (32) to
obtain 
(
i+τ
−τ+i
) i
2
(1 + τ)
√
1 + τ2
,
(
−τ+i
i+τ
) i
2
(−1 + τ)
√
1 + τ2
 ,
therefore we can write the general solution as
µˆ = C1
(
i+τ
−τ+i
) i
2
(1 + τ)
√
1 + τ2
+ C2
(
−τ+i
i+τ
) i
2
(−1 + τ)
√
1 + τ2
. (35)
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Recalling that
cosh z + sinh z = ez, cos (arctan z) = − 1√
1 + z2
,
sin (arctan z) =
z√
1 + z2
, arctan z =
1
2
i(ln(1− iz)− ln(1 + iz)),
for instance equation (35) becomes
µˆ(τ) =
(
C1e
arctan τ − C2e− arctan τ
)
cos(arctan τ)
+
(
C1e
arctan τ + C2e
− arctan τ
)
sin(arctan τ),
Now, recalling τ = tan λt, we obtain
µ(t) =
(
C1e
λt − C2e−λt
)
cos λt+
(
C1e
λt + C2e
−λt
)
sinλt.
Finally, from the conditions of µ0 and µ1 stated in Lemma 6 µ0(t) and
µ1(t) become
µ0(t) = sinhλt cosλt+ cosh λt sinλt,
µ1(t) = cosh λt cos λt+ sinhλt sinλt,
that are the same solutions found using Kovacic Algorithm by hand.
4.2. Case 2 λ 6= ω. For the Ince’s equation (30) using Hamiltonian
Algebrization procedure and Kovacic Algorithm. By properties of double
angle, we can write the equation (30) in terms of tan(ωt), for instance, we
can consider as its differential field to K = C(tanωt). After the Hamiltonian
change of variable τ = tanωt we obtain α = ω2(1+τ2)2 and by Hamiltonian
Algebrization procedure we get as algebraic form of (30) to
∂2τ µ̂+ ϕ1(τ)∂τ µ̂+ ϕ0(τ)µ̂ = 0, ϕ1(τ) =
2(λ−ω)τ3−(3λ+ω)τ
(1+τ2)((λ−ω)τ2−λ−ω) ,
ϕ0(τ) = −(ω
3−3ω λ2+ω2λ+λ3)τ2+ω3−3ω λ2−ω2λ−λ3
(1+τ2)2((λ−ω)τ2−λ−ω)ω2
.
We can eliminate one parameter through the change λ = κω, thus, our
algebraic form becomes in
∂2τ µ̂+ ϕ1(τ)∂τ µ̂+ ϕ0(τ)µ̂ = 0, ϕ1(τ) =
2(κ−1)τ3−(3κ+1)τ
(1+τ2)((κ−1)τ2−κ−1) ,
ϕ0(τ) = − (1−3κ
2+κ+κ3)τ2+1−3κ2−κ−κ3
(1+τ2)2((κ−1)τ2−κ−1)
, κ 6= 1.
(36)
Following the same steps for λ = ω in Kovacic Algorithm, by Proposition 4
we transform the equation (36) in
(1)
∂2τ y = ry, µ̂(τ) = y
√
(κ−1)τ2−1−κ
1+τ2
r =
((−4κ3−4κ+7κ2+κ4)τ4+(10κ2−2κ4) τ2+4κ+7κ2+4κ3+κ4)
(1+τ2)2((−1+κ)τ2−1−κ)2
.
(37)
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We see that Γ =
{
i,−i,
√
κ+1
κ−1 ,−
√
κ+1
κ−1 ,∞
}
, ◦rc = 2,∀c ∈ Γ, which
implies that equation (37) could fall in cases 1, 2, 3 or 4 of the
algorithm. We discard the case one for similar reasons when λ = ω.
In the same way as in the case λ = ω, by step two and step
three we obtain the general solution of (37):
y = C1
e−κ arctan τ (τ − 1)√1 + τ2√
(κ− 1)τ2 − κ− 1 + C2
eκ arctan τ (τ + 1)
√
1 + τ2√
(κ− 1)τ2 − κ− 1 , (38)
for instance DGal(L̂/K̂) = D∞, that is, the infinite dihedral group
for any κ 6= 0. Now, the general solution for equation (36) is given
by
µ̂(τ) = C1
e−κ arctan τ (τ − 1)√
1 + τ2
+ C2
eκ arctan τ (τ + 1)√
1 + τ2
; (39)
for instance the differential Galois group for the algebrized charac-
teristic equation (36) is also the dihedral infinite group D∞ for any
value of κ 6= 0. Recalling that τ = tan λt and λ = κω, we get the
general solution of the characteristic equation
µ(t) = C1e
−λt(sinωt− cosωt) + C2eλt(sinωt+ cosωt),
which can also be written as
µ(t) = (C1 + C2)(sinhλt cosωt+ cosh λt sinωt
+(C2 − C1) sinhλt sinωt+ coshλt cosωt,
and its differential Galois group is also the dihedral infinite group,
i.e.,DGal(L/K) = D∞. Now, we find µ0(t) and µ1(t) satisfying the
conditions of Lemma 6
µ0(t) = sinhλt cosωt+ cosh λt sinωt, C1 = C2 =
1
2
,
µ1(t) = sinhλt sinωt+ coshλt cosωt, −C1 = C2 = 1
2
,
which for λ = 1 corresponds to the solutions given in [10]. There-
fore, by Theorem 9 the Schro¨dinger equation (1)-(2) is Galois inte-
grable and its propagator by Lemma 7 is given by
G (x, y, t) =
1√
2pii(cos ωt sinhλt+ sinωt coshλt)
(40)
× exp
[
(x2 − y2) sinωt sinhλt+ 2xy − (x2 − y2) cosωt coshλt
2i(cos ωt sinhλt+ sinωt coshλt)
]
and it’s Liouvillian.
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Now we can see that applying kovacicsols we obtain
(
i+τ
−τ+i
) i
2
κ
(1 + τ)
√
1 + τ2
,
(
−τ+i
i+τ
) i
2
κ
(−1 + τ)
√
1 + τ2
 ,
therefore we can write the general solution as
µˆ = C1
(
i+τ
−τ+i
) i
2
κ
(1 + τ)
√
1 + τ2
+ C2
(
−τ+i
i+τ
) i
2
κ
(−1 + τ)
√
1 + τ2
, (41)
due to κ arctan τ = κ12 i(ln(1 − iτ) − ln(1 + iτ)), the equation (41)
becomes to
µ˜ = C1
(τ + 1)eκ arctan τ√
1 + τ2
+C2
(τ − 1)e−κ arctan τ√
1 + τ2
,
due to τ = tanωt and κω = λ, we arrive to
µ = C1(sinωt+ cosωt)e
λt +C2(sinωt− cosωt)e−λt.
Finally, we can get the solutions µ0 and µ1 in the most general
way than in [10], it is enough take C1 = C2 =
1
2 for µ0 and
C1 = −C2 = 12 for µ1, thus we obtain such solutions for (30)
µ0 = sinωt coshλt+ cosωt sinhλt
µ1 = sinωt sinhλt+ cosωt coshλt.
Thus, we have proven the following result.
Theorem 11. The fundamental solution of Ince’s characteristic equa-
tion (30) is given by
µ = C1(sinωt+ cosωt)e
λt +C2(sinωt− cosωt)e−λt.
and the propagator for the Schro¨dinger equation (1)-(2) is Galois integrable
and its propagator by Lemma 7 is given by
G (x, y, t) =
1√
2pii(cos ωt sinhλt+ sinωt coshλt)
(42)
× exp
[
(x2 − y2) sinωt sinhλt+ 2xy − (x2 − y2) cosωt coshλt
2i(cos ωt sinhλt+ sinωt coshλt)
]
and it is Liouvillian.
5. Toy Examples
In this section we illustrate our Galoisian approach through some ele-
mentary examples. We use the Galoisian approach to LSE, Theorem 9, to
generalize examples introduced in [18] as well as to introduce toy examples.
The starting point is the knowledge of the integrability, in the Picard-Vessiot
sense, of the characteristic equation, or equivalently the existence of an al-
gebraic solution over its differential field of its associated Riccati equation.
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In general, to obtain the solutions of the characteristic equations we can
Kovacic Algorithm and Hamiltonian Algebrization procedure as in Section
4.
5.0.1. Toy models inspired by integrable Riccati equations.
(1) From the Riccati equation
dα
dt
+ (cos t)α2 = 0
we can construct the propagator for the Schro¨dinger equation
i
∂ψ
∂t
= −cos t
4
∂2ψ
∂x2
− id(t)ψ.
It has the characteristic equation µ(t) = 2 sin t and the propagator
is given by (29) with
α(t) =
1
sin t
, β(t) = − 1
2 sin t
, γ(t) =
1
16 sin t
.
(2) From the Riccati equation
dα
dt
+ 2(t+ a0)α
2 = 0
we can construct the propagator for the Schro¨dinger equation
i
∂ψ
∂t
= −
(
t+ a0
2
)
∂2ψ
∂x2
− id(t)ψ,
which has the characteristic equation µ(t) = t2+2a0t and the green
function given by (29) with
α(t) =
1
t2 + 2a0t
, β(t) = − 1
t2 + 2a0t
, γ(t) =
1
4 (t2 + 2a0t)
.
(3) From the Riccati equation
dα
dt
+ 2cos t+
1
cos t
α2 = 0
we can construct the propagator for the Schro¨dinger equation
i
∂ψ
∂t
= −
(
1
4 cos t
)
∂2ψ
∂x2
+ 2(cos t)x2ψ − id(t)ψ,
which has the characteristic equation µ(t) = 12 sin t and the green
function is given by (29) with
α(t) =
cos2 t
sin t
, β(t) = − 2
sin t
,
γ(t) =
4
sin t cos2 t
− 16 tan x sec x+ 16 log
(
cos
x
2
− sin x
2
)
(43)
−16 log
(
sin
x
2
+ cos
x
2
)
. (44)
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(4) From the Riccati equation
dα
dt
+ 2(tan t)α+
1
4 cos t
α2 = 0
we can construct the propagator for the Schro¨dinger equation
i
∂ψ
∂t
= −
(
1
4 cos t
)
∂2ψ
∂x2
− i(tan t)x∂ψ
∂x
− id(t)ψ,
which has the characteristic equation µ(t) = 12 sin t and the green
function given by (29) with
α(t) =
cos2 t
sin t
, β(t) = − 2
sin t |cos t| , γ(t) =
1
sin t cos4 t
.
(5) From the Riccati equation
dα
dt
− aeλt − ateλtα− α2 = 0
we deduce that for the Schro¨dinger equation
i
∂ψ
∂t
= −1
4
∂2ψ
∂x2
− aeλtx2ψ + ate
λt
2
x
∂ψ
∂x
− id(t)ψ,
the propagator is given by (29) where
α(t) = −1
t
,
β(t) = −1
t
exp
(
aeλt(λt− 1)
2λ2
+
a
2λ2
)
,
γ(t) = − 1
4t
exp
(
−ae
λt(λt− 1)
λ2
− a
λ2
)
+
a
4λ
(
eλt − 1
)
.
5.0.2. Characteristic equation ∂2t µ+ t
nµ = 0. We consider in this equa-
tion as differential field to K = C(t). This is a generalization of the case
n = 1, which was presented in [18]. However, the case n = 1 does not corre-
spond to Galoisian integrability of the characteristic equation: the solutions
are not Liouvillian due to the fact that they are Airy functions. Now, we
study the integrability, in Galoisian sense, of this equation through Kovacic
Algorithm. As in [32], we obtain three conditions for n to get virtual solv-
ability of the differential Galois group. It follows the construction of the
propagators related with these integrability conditions.
(1) Let’s consider the characteristic equation ∂2t µ + µ = 0 (n = 0). A
basis of solutions is given by B = {sin t, cos t}. Thus, the Picard-
Vessiot extension is given by L = C(t, eit) and for instance the
differential Galois group is DGal(L/K) = Gm, that is, the diagonal
group of SL(2,C). By Proposition 4, through the change of variable
α = ∂tµ/µ, we obtain the Riccati equation (15), where a = 1/4,
b = 1 and c = 0. Considering µ0(t) = λ1 sin t and µ1(t) = λ2 cos t,
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we see that the conditions of Lemma 6 are satisfied when λ1 = 1/2.
Furthermore, λ2 must be 2 to get W (µ0, µ1) = 1. In this way, by
Theorem 9 the Schro¨dinger equation is Galois integrable.
(2) Let’s consider the characteristic equation ∂2t µ+µ/t
2 = 0 (n = −2).
A basis of solutions is given by B = {tm+1, t−m}, being m = (−1±√
5)/2. Since m /∈ Q, the Picard-Vessiot extension is L = C(t, tm)
and therefore DGal(L/K) = Gm. In [1] there is a complete study
of the Galoisian structure of this equation. Thus, by Theorem 9
the Schro¨dinger equation is Galois integrable.
(3) The characteristic equation ∂2t µ + µ/t
4 = 0 (n = −4). A basis of
solutions is given by B = {t cos(1/t), t sin(1/t)}. Thus, the Picard-
Vessiot extension is L = C(t, ei/t) and therefore DGal(L/K) = Gm.
Here, initial conditions for the characteristic equation are satisfied
when t → 0+, that is, µ0(t) → 0 when t → 0+. For instace, by
Theorem 9 the Schro¨dinger equation is Galois integrable.
Final Remarks
This paper is an starting point to study the integrability of partial differ-
ential equations in a more general sense through differential Galois theory.
With this approach we studied the linear Schro¨dinger equation correspond-
ing to a generalized (quadratic) harmonic oscillator, where the main result
is the obtaining of the general solution of the Ince’s differential equation and
for instance the Liouvillian propagator of a degenerate parametric oscillator,
which generalizes the particular results obtained in [10, 18]. Although there
are a plenty of papers concerning to explicit solutions and harmonic oscilla-
tor (see [12]), we recall that differential Galois theory can provide the Liou-
villian solutions of characteristic equations without previous knowledge of
such equations. This is different to construct the explicit propagators know-
ing apriory the solutions of the Riccatti or characteristic equation, which
can open other possibilities to study propagator with special functions as
characteristic equations, for example, Heun equation.
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