Abstract. We characterize boundedness and compactness of the classical Volterra operator 
Introduction
The space of analytic functions on the open unit disc D in the complex plane C is denoted by
H(D). Every analytic selfmap ϕ : D → D induces a composition operator C ϕ f = f • ϕ on H(D).
If furthermore u ∈ H(D) then one can define a weighted composition operator uC ϕ (f ) = u·(f •ϕ).
For general information of composition operators on classical spaces of analytic functions the reader is referred to the excellent monographs by Cowen and MacCluer [11] and Shapiro [22] .
The main object of study in this paper is the generalized Volterra operator T In the special case when ϕ is the identity map ϕ(z) = z we get the classical Volterra operator
which has been extensively studied on various spaces of analytic functions during the past decades, starting from the papers [19] , [2] , [3] and [1] by Pommerenke, Aleman, Cima and
Siskakis.
The present paper is inspired by two recent works on boundedness and compactness properties of the Volterra operator T g mapping into the space H ∞ of bounded analytic functions on the unit disc equipped with the supremum norm · ∞ . Namely, Smith, Stolyarov and Volberg [23] obtained a very nice necessary and sufficient condition for T g to be bounded on H ∞ when g is univalent. The main purpose of this paper is to demonstrate that similar conditions characterize boundedness and compactness of T g : H ∞ vα → H ∞ when 0 ≤ α < 1 and g is univalent. This is done in section 2 which contains the main result of the paper (Theorem 2.3). In the other work, Contreras, Peláez, Pommerenke and Rättyä [10] studied boundedness, compactness and weak compactness of T g : X → H ∞ acting on a Banach space X ⊂ H(D). In section 3 we carry out a similar study of the generalized Volterra operator T ϕ g mapping between Banach spaces of analytic functions on the unit disc satisfying certain general conditions. Among other things, we estimate the norm and essential norm of T ϕ g mapping from X into the spaces H ∞ v and B ∞ v (see definitions below), and we also show that weak compactness and compactness coincide when T ϕ g acts on H ∞ v or B ∞ v , for very general target spaces. To introduce this general framework, let X be a Banach space of analytic functions on the unit disc D and let · X denote its norm. For any z ∈ D, the evaluation functional δ z : X → C is defined as δ z (f ) = f (z) for f ∈ X . Throughout this paper we will assume that X contains the constant functions, and hence all δ z are non-zero. We will also consider the following conditions on the space X (see [9] or [12] ):
(I) The closed unit ball B X of X is compact with respect to the compact open topology co.
In particular, the identity map id : (X , · X ) → (X , co) is continuous and hence δ z ∈ X * .
(II) The evaluation functionals δ z : X → C satisfy lim |z|→1 δ z X → C = ∞.
(III) The linear operator T r : X → X mapping f → f r , where f r (z) = f (rz), is compact for every 0 < r < 1.
(IV) The operators T r in (III) satisfy sup 0<r<1 T r X →X < ∞.
(V) The pointwise multiplication operator M u : X → X satisfies M u X →X u ∞ for every u ∈ H ∞ , and in particular H ∞ ⊂ X .
We use the notation A B to indicate that there is a positive constant c, not depending on properties of A and B, such that A ≤ cB. We will also write A ≍ B whenever both A B and B A hold.
The evaluation map Q(f ) = f : X → X * * , where f (ℓ) = ℓ(f ) for f ∈ X and ℓ ∈ X * , serves as a natural embedding of any Banach space X into its second dual. From condition (I) we obtain by using the Dixmier-Ng theorem [17] that the space * X := {ℓ ∈ X * : ℓ|B X is co-continuous}, endowed with the norm induced by the dual space X * , is a Banach space and that the evaluation map Φ X : X → ( * X ) * , defined as the restriction Φ X (f ) = f * X , is an onto isometric isomorphism.
In particular, * X is a predual of X . Moreover, it follows from the Hahn-Banach theorem that the linear span of the set {δ z : z ∈ D} is contained and norm dense in * X , see [8] for more details.
Among the spaces that will be considered in this paper are the weighted Banach spaces of analytic functions H ∞ v and H 0 v given by
where the weight v : D → R is a continuous and strictly positive function such that lim |z|→1 v(z) = 0. The weight v is called normal if it is radial, in the sense that v(z) = v(|z|) for every z ∈ D, non-increasing with respect to |z| and satisfies
Lusky [15] has shown that H ∞ v ≈ ℓ ∞ and H 0 v ≈ c 0 for a large class of weights including the normal weights. By X ≈ Y we mean that the spaces X and Y are isomorphic. The standard weights v α (z) := (1 − |z| 2 ) α with α > 0 are clearly normal, and for these we sometimes write 
and we also denote B ∞ v := {f ∈ B ∞ v : f (0) = 0} and B 0 v := {f ∈ B 0 v : f (0) = 0}. If the weight v is normal then, by a result of Lusky [14] and using the weight w(z) = (1 − |z|)v(z), one can
w . Furthermore, the Hardy space H p for 1 ≤ p < ∞ consists of all functions f analytic in the unit disc such that
and the weighted Bergman spaces for constants α > −1 and 1 ≤ p < ∞ are given by
where dA(z) is the normalized area measure on D. For further use, recall the functional norms
. Finally, the disc algebra A(D) is the space of functions analytic on D that extend continuously to the boundary ∂D. [6] . We refer the reader to [12] for a more thorough discussion on the conditions (I)-(V).
The essential norm of a bounded linear operator T : X → Y is defined to be the distance to the compact operators, that is
Notice that T : X → Y is compact if and only if T e,X →Y = 0. We will use the following result when characterizing compactness and weak compactness of the generalized Volterra operator. 
Boundedness and compactness results for
In this section we characterize boundedness and compactness of the classical Volterra operator
by a univalent function g for standard weights v α with 0 ≤ α < 1. The study of the case when α = 0, that is when T g : H ∞ → H ∞ , was initiated in the paper [4] where the authors conjectured that the set
would coincide with the space of functions analytic in D with bounded radial variation
In [23] this conjecture was confirmed when the inducing function g is univalent, that is
However, the same paper also contains a counterexample to the general conjecture posed in [4] , meaning that BRV T [H ∞ ]. In another recent paper [10, Section 2.2], Contreras, Peláez, Pommerenke and Rättyä showed as a side result that T g : H ∞ v 1 → H ∞ is bounded precisely when g is a constant function. Since the size of the spaces H ∞ vα increases as the power α grows, one concludes that the only Volterra operator T g : H ∞ vα → H ∞ that can be bounded when α ≥ 1 is the zero operator. Hence, we are left to consider the remaining cases 0 ≤ α < 1, and will also restrict our study to univalent symbols g.
In the mentioned paper [4] the authors also discussed the compactness of the Volterra operator T g : H ∞ → H ∞ , and suggested the space
of functions analytic in the unit disc with derivative uniformly integrable on radii as a natural candidate for the set of such functions g. The notation BRV 0 is adopted from [10, Section 2.4].
As the main result of this paper, we characterize the compactness of T g : H ∞ vα → H ∞ when 0 ≤ α < 1 and g is univalent, proving that the proposed candidate (2.2) is the correct one in the univalent case, see Theorem 2.3 of this section.
For positive constants β and r, let B Ω r β denote the class of all functions F , analytic in the open sector Ω r β := z ∈ C : 0 < |z| < r and −
Here C F is a constant only depending on the function F . The main tool used by Smith, Stolyarov and Volberg in [23] when proving (2.1) was the following result concerning uniform approximation of Bloch functions (see also [24] ). In the theorem below Ω β := Ω 1 β and u denotes the harmonic conjugate of u with u 
Notice that the number δ(ε) is independent of the function F , whereas the constant C(ε, γ, β, C F ) does depend on F but only through the Bloch constant C F as defined in (2.3). We are now ready to generalize the result (2.1), which of course appears as the case α = 0 in the theorem below.
Proof. If g satisfies condition (2.4), then for any f ∈ H ∞ vα we have
and choose n ∈ N. Then there is an angle 0 ≤ θ n < 2π such that
Following the proof of [23, Theorem 1.1] we choose constants 0 < γ < β < π and let ψ β : Ω β → D be the conformal map with ψ β ( 1 2 ) = 0 and ψ β (0) = 1. Then as noted in the mentioned proof, there is a constant C(γ, β), only depending on γ and β, such that
γ . We need to consider a sector rotated by the angle θ n , and hence introduce Ω r β,n := z ∈ C : 0 < |z| < r and θ n −
and denote Ω β,n := Ω 1 β,n . By defining ψ β,n (z) := e iθn ψ β (e −iθn z) we obtain a conformal map ψ β,n : Ω β,n → D such that ψ β,n ( 1 2 e iθn ) = 0 and ψ β,n (0) = e iθn . Let the function G n : Ω β,n → C be given by
and define F n : Ω β → C as F n (z) := G n (e iθn z). Since g is univalent it holds that
for every z ∈ D, see [20, p. 9] . This gives
by (2.6), and hence the restriction of F n to Ω and a harmonic function U n : Ω β → R with a corresponding harmonic conjugate U n : Ω β → R such that
The constant C 1 (γ, β) is independent of n because the Bloch constant C Fn = 6C(γ, β) only depends on γ and β. Rotating back to Ω β,n by defining u n (z) := U n (e −iθn z) we obtain a harmonic function u n : Ω β,n → R with harmonic conjugate u n (z) :
and
Moreover, from (2.7) it follows that there is a constant 0 < r β < 1, also independent of n by a rotational argument via Ω β , such that
Now define h n (z) := e −i(un(z)+i un(z)) and consider the sequence {f n } ∞ n=1 of test functions given by
Each f n belongs to H ∞ vα , with uniformly bounded norm:
In order to contradict the boundedness of T g : H ∞ vα → H ∞ , let r β < t < 1 and observe that
The first term in the last expression can be estimated as follows
, and for the second term we have
Hence, for every r β < t < 1 it holds that
Letting t → 1 and using (2.5) we arrive at the estimate
We now come to the main result of the paper, which in the univalent case answers Problem 4.4 posed in [4] concerning the compactness of T g : H ∞ → H ∞ , and also the compactness of
Proof. Assume first that g satisfies condition (2.9). To prove that T g : H ∞ vα → H ∞ is compact, choose an arbitrary sequence {f n } ∞ n=1 ⊂ H ∞ vα such that sup n∈N f n H ∞ vα < ∞ and f n co − → 0, and let ε > 0. Then there is 0 < t ε < 1 such that
Denote M ε := sup |z|≤tε |g ′ (z)| > 0 and choose an integer N ε such that
which shows that lim n→∞ T g (f n ) ∞ = 0 and T g : H ∞ vα → H ∞ is compact by Lemma 1.1. On the other hand, if (2.9) does not hold then
We may assume that the supremum in (2.4) is finite, because otherwise T g : H ∞ vα → H ∞ would not be bounded and hence not compact. This ensures that c is a finite constant. Let {t n } ∞ n=1 be a sequence such that 0 < t n < t n+1 < 1, lim n→∞ t n = 1 and
For every n ∈ N one can then choose an angle 0 ≤ θ n < 2π such that
Furthermore, since lim n→∞ log 1 2 log tn = +∞, we may also assume that log 1 2 log tn ≥ 1 for every n ∈ N and define a sequence of positive integers {k n } ∞ n=1 as k n := log 1 2 log tn . Then t kn n ≥ 1 2 for every n ∈ N and lim n→∞ k n = +∞. Modifying the test functions used in the proof of Theorem 2.2 as
where f n is given by (2.8), we obtain a sequence {s n } ∞ n=1 ⊂ H ∞ vα such that s n co − → 0 and
where the last integral is convergent because the supremum in (2.4) is finite by assumption.
Moreover, since
Re
and for n large enough (there is some integer N β such that t n > r β whenever n ≥ N β )
and the proof is complete.
Bounded, weakly compact and compact generalized Volterra operators
In this section we study boundedness, compactness and weak compactness of the generalized Volterra operator T ϕ g mapping between various Banach spaces of analytic functions. Among other things, we will use the norm and essential norm formulas of weighted composition operators obtained in [12] to estimate the norm and essential norm of T 
and so are the operator norms:
Proof. Clearly (i) implies (ii). Conversely, let T : P X → Y be bounded, choose f ∈ X and let {r n } ∞ n=1 ⊂ (0, 1) be a sequence such that r n → 1 as n → ∞. Then f rn ∈ P X since X contains the disc algebra. Also, we have that f rn co − → f and therefore T f rn
is a bounded sequence in Y, since by condition (IV) for X it holds that
This implies that the sequence {T f rn } ∞ n=1 belongs to the closed ball B Y (0, R) with radius R = T P X →Y sup 0<r<1 T r X →X f X . Thus, since Y satisfies condition (I), there exist g ∈ B Y (0, R)
T : X → Y is well-defined and hence bounded by the closed graph theorem. Moreover, since
and completes the proof. 
From the estimate (3.1) it also follows that T X →Y = T P X →Y if the space X satisfies the stronger condition sup 0<r<1 T r X →X ≤ 1, which for example is the case when X = H ∞ or
In the next theorem we use results from [12] to estimate the norm of T ϕ g mapping into the spaces H ∞ v and B ∞ v in terms of the inducing symbols ϕ and g. 
(ii) For any weight v,
Proof. v and f ∈ X , so that
, and hence
′ C ϕ is a weighted composition operator, we finally get that
by [12, Corollary 3.2] . The same corollary can also be used to prove (ii), as follows:
and we are done.
We now turn to investigate weak compactness and compactness of the generalized Volterra operator. The following lemma ensures the existence of a predual operator under very general assumptions.
Lemma 3.4. Let X , Y ⊂ H(D) be Banach spaces satisfying condition (I). If the operator T : X → Y is bounded and the restriction T |B X is co-co-continuous, then the operator
continuous, and consequently there exists a bounded operator
Proof. Choose an arbitrary net {ℓ γ = Φ X (f γ )} ⊂ ( * X ) * such that ℓ γ w * − − → 0, where f γ ∈ X , and let u ∈ * Y. We have that u • T ∈ * X , since if {h n } ∞ n=1 ⊂ B X is such that h n co − → 0 then T (h n ) co − → 0 by assumption, and hence
because u|B Y is co-continuous and Since every bounded operator T : ℓ ∞ → X mapping into a Banach space X not containing a copy of ℓ ∞ is weakly compact [21] , we obtain the following result. The next theorem gives a nice estimate of the essential norm of T ϕ g : X → H ∞ v . As we have seen in section 2, the situation changes dramatically if the target space is instead H ∞ . 
(ii) For any weight v, 
On the other hand, for all compact
where we used that I • D(h) = h − h(0) and T ϕ g (f )(0) = 0 for every h ∈ H ∞ v and f ∈ X . This shows that T ϕ g e,X →H ∞
by [12, Theorem 4.3] . The proof of (ii) is similar, the only difference being that the operators
Corollary 3.8. Let α > −1 and 1 ≤ p < ∞. If the weight v is normal, then The following two lemmas will be needed to prove Theorem 3.12 below, which uses the obtained essential norm estimates to relate compactness of T Proof. To prove (i), recall that H 0 v = B 0 (1−r)v since v is normal. By assumption (g •ϕ) ′ ∈ H 0 (1−r)v , and since f r • ϕ ∈ H ∞ we see that
and we are done. For part (ii), notice that for every (
Proof. Choose a sequence {z n } ∞ n=1 ⊂ D such that |z n | → 1 and
Since the sequence {ϕ(z n )} ∞ n=1 is bounded it has a convergent subsequence {ϕ(z n k )} ∞ k=1 with limit y ∈ D. If y ∈ ∂D, then |ϕ(z n k )| → 1 and hence for every 0 < s < 1 there is a number K s ∈ N such that |ϕ(z n k )| > s whenever k ≥ K s , and the numbers K s can be chosen so that lim s→1 K s = +∞. Thus for every 0 < s < 1 it holds that
and after taking limits as s → 1 we obtain lim sup
If on the other hand y ∈ D then lim k→∞ g ′ (ϕ(z n k )) = g ′ (y). Since furthermore v is normal we
(1−r)v , and thus
from which follows that lim sup
and the proof is complete. (
′ (z)| = 0, and applying Lemma 3.11 we arrive at lim sup
which shows that g • ϕ ∈ B 0 (1−r)v = H 0 v . Now choose an arbitrary f ∈ X and note that f r co − → f as r → 1 − . Since T ϕ g is compact and the set {f r : 0 < r < 1} is bounded in X by (IV), we have by Lemma 1.1 that
and 0 < r < 1 by Lemma 3.10 and therefore we must have that
v . This shows that T ϕ g (X ) ⊂ H 0 v and the proof of (i) is complete. The proof of part (ii) is similar to the proof of part (i).
The following example shows that in general for normal weights v and w, compactness of
Example 3.13. Note that for each 0 < α < 1, the Volterra operator We also have a natural weak compactness version of Theorem 3.12 above. is weakly compact, and therefore (8) implies (2) . Finally, by Theorem 3.7 (i), (1) is equivalent to (9) , and the rest of the implications are obvious. 
