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In this paper, we study a class of semilinear functional evolution
equations in which the nonlinearity is demicontinuous and satisﬁes
a semimonotone condition. We prove the existence, uniqueness
and exponentially asymptotic stability of the mild solutions. Our
approach is to apply a convenient version of Burkholder inequality
for convolution integrals and an iteration method based on the
existence and measurability results for the functional integral
equations in Hilbert spaces. An Itô-type inequality is the main tool
to study the uniqueness, p-th moment and almost sure sample
path asymptotic stability of the mild solutions. We also give
some examples to illustrate the applications of the theorems and
meanwhile we compare the results obtained in this paper with
some others appeared in the literature.
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1. Introduction
Because of its wide application in various sciences such as physics, mechanical engineering, con-
trol theory and economics, the theory of stochastic partial (functional) differential equations has been
attended by many authors over the last years. Two of the most important problems in this theory are
the existence of some kind of solution [9,22] and the (asymptotic) stability of the solutions [19,21].
Adopting the framework of Gelfand triple, some authors examined the two problems for strong so-
lutions by the variational method under the coercivity and monotone conditions and some others
took the tools of semigroup theory which provides a uniﬁed approach to investigate in the proper-
ties of the mild solutions for a wide variety of stochastic partial differential equations. For example,
Haussman [11] and Ichikawa [12,13] obtained the suﬃcient conditions for the existence, stability in
the mean-square sense and of a.s. sample paths of strong and mild solutions via Lyapunov second
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R. Jahanipur / J. Differential Equations 248 (2010) 1230–1255 1231method. Following the ideas of [11–13], Caraballo [3] and Caraballo and Real [4] extended the same
results to the strong solutions of stochastic delay evolution equations. Caraballo, Liu and Truman [6]
and also Caraballo, Garrido-Atienza and Real [7] studied the existence, uniqueness and stability in the
second moment of the strong solutions to a class of fully nonlinear stochastic partial functional equa-
tions, ﬁrst in the ﬁnite dimensions and then in inﬁnite dimensional Hilbert spaces by the method of
Galerkin’s approximation. Using the energy equality, Taniguchi [27] proved the stability in the second
moment of the energy solutions to nonlinear stochastic partial functional equations with ﬁnite delay
in Hilbert space setting. The case of stochastic functional differential equations with inﬁnite delay has
been also tried both for the existence and for the stability of the strong and mild solutions [10].
Although, the construction of a Lyapunov function for a special problem in hand is in general very
diﬃcult, but while we are concerned with the strong solutions, the Lyapunov second method is a
powerful technique to prove the stability results. On the other hand, the mild solutions do not nec-
essarily have stochastic differentials and one cannot apply the Itô’s formula to them. Therefore, the
technique seems to be inconvenient for investigating the stability of the mild solutions. To overcome
this diﬃculty, Ichikawa [12,13] and K. Liu [20] introduced approximating systems with strong solu-
tions and then used a limiting argument to transfer the stability properties to the mild solutions. On
the other hand, Taniguchi [25,26] and Jahanipur [14–16] solved the problem by giving an Lp-estimate
for the difference of two mild solutions and proved the stability of the mild solutions of semilinear
stochastic (delay) evolution equations. However, the results in [14,16] are more general than the pre-
vious works in that the nonlinear part of the equation is of monotone-type and satisﬁes the weak
condition of demicontinuity.
In this paper, we will generalize the results of [14,16] to semilinear stochastic functional evolu-
tion equations. Our novelty is that the nonlinear part of the equation is demicontinuous and satisﬁes
a special kind of monotone condition instead of Lipschitz one. In addition to this, the linear part
involves a time-dependent family of unbounded linear operators generating an exponentially stable
evolution operator. Since there are not any standard results on the existence of the mild solutions for
the class of evolution equations to which the present paper is about, we devote Section 4 to accom-
plish this task. The proofs of the existence and uniqueness are based on the Itô-type inequality [14]
and a version of Burkholder inequality which is established in Section 3. In Section 5, we study the
asymptotic behaviour of the mild solutions and ﬁnally in Section 6, the results are applied to general
stochastic functional initial-boundary value problems.
2. Preliminaries
Let H be a real separable Hilbert space with the norm and inner product denoted by ‖ .‖ and
〈. , .〉, respectively. Let T be a positive real number. A family
{
U (t, s): 0 s t  T
}
of bounded linear operators on H is said to be an evolution operator if
• U (t, t) = I , U (t, r)U (r, s) = U (t, s), for 0 s r  t  T , where I is the identity operator;
• the mapping (t, s) → U (t, s) is strongly continuous for 0 s t  T .
Let {A(t): 0 t  T } be a family of closed densely deﬁned linear operators on H whose domain D is
independent of t ∈ [0, T ]. We say that U (t, s) is a strong evolution operator with generator A(t) if the
following hold:
(a) For all s t and for each x ∈ D ,
U (t, s)x− x =
t∫
s
U (t, r)A(r)xdr.
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t∫
s
A(r)U (r, s)xdr = (U (t, s) − I)x.
If {A(t): 0  t  T } is the generator of a strong evolution operator U (t, s) and if x ∈ D , then the
function t → U (t, s)x is differentiable on s  t  T and satisﬁes ∂
∂t U (t, s)x = A(t)U (t, s)x. Moreover,
s → U (t, s)x is differentiable on [0, t] and
∂
∂s
U (t, s)x = −U (t, s)A(s)x. (2.1)
The following are the relevant hypotheses concerning A and U .
Hypothesis 2.1. There exists a λ ∈R such that
(a) for each t ∈ [0, T ], A(t)−λI is the generator of a strongly continuous contraction semigroup; that
is, A(t) − λI is a closed maximal monotone operator with dense domain;
(b) for each μ > λ, the operator-valued function (−A(t) + μI)−1 is strongly continuously differen-
tiable with respect to t ∈ [0, T ];
(c) B(t, s) = A(t)[μI − A(s)]−1 is uniformly bounded in (t, s) for μ > λ with a bound depending
on μ.
It is turned out (see [1,2,18,23]) that under the above conditions, the family U (t, s) is a strong
evolution operator with generator A(t) which is exponentially bounded with parameter λ on [0, T ]; i.e.,
‖U (t, s)‖ eλ(t−s) for all 0 s t  T . These conditions apply to a large class of parabolic, hyperbolic
and functional evolution equations (see e.g. [8]).
Let K be another real separable Hilbert space. We use the same notations ‖ .‖ and 〈. , .〉 for the
norm and inner product in K as well as in H . Suppose that (Ω,F ,Ft , P ) is a complete stochastic
basis with a right continuous ﬁltration.
Deﬁnition 2.2. A family of random linear functionals {Wt : t  0} on K is called a cylindrical Brownian
motion on K , if
(a) W0 = 0 and Wt(x) is Ft-adapted for every x ∈ K ;
(b) for every x ∈ K such that x 	= 0, Wt(x)/‖x‖ is a one-dimensional Brownian motion.
For the properties of cylindrical Brownian motion and its relation to other deﬁnitions of Brownian
motion in inﬁnite dimensions, see [28].
Deﬁnition 2.3. Let ξ : [0,∞) → K be an Ft-adapted, predictable process such that
E
[ t∫
0
∥∥ξ(s)∥∥2 ds
]
< ∞
for all t  0. The stochastic integral of ξ with respect to the cylindrical Brownian motion {Wt : t  0}
is a real-valued continuous martingale given by
t∫
0
〈
ξ(s),dWs
〉= ∞∑
n=1
t∫
0
〈
ξ(s), en
〉
dWs(en),
where {en}∞n=1 is a complete orthonormal basis of K .
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Hilbert–Schmidt norm ‖ .‖2. Now, we deﬁne the H-valued stochastic integral for L2(K , H)-valued
processes.
Deﬁnition 2.4. Let Φ : [0,∞) → L2(K , H) be an Ft-adapted, predictable process such that
E
[ t∫
0
∥∥Φ(s)∥∥22 ds
]
< ∞
for all t  0. The stochastic integral of Φ is an H-valued continuous martingale given by
〈
h,
t∫
0
Φ(s)dWs
〉
=
t∫
0
〈
Φ∗(s)h,dWs
〉
, ∀h ∈ H,
where Φ∗ is the adjoint operator of Φ .
For a ﬁxed real r > 0, let CH = C(−r,0; H) be the Banach space of all continuous H-valued
functions ψ : [−r,0] → H deﬁned on the ﬁnite delay interval [−r,0] with the usual sup-norm
‖ψ‖CH = supθ∈[−r,0] ‖ψ(θ)‖. Also, whenever a problem of measurability is in concern, we will equip
CH with the σ -algebra of its Borel sets. Given any p  2, denote by C pF0 the space of all contin-
uous processes φ : [−r,0] × Ω → H such that φ(θ, .) is F0-measurable for each θ ∈ [−r,0] and
E(sup−rθ0 ‖φ(θ)‖p) < ∞. To any adapted continuous stochastic process
X : [−r, T ] × Ω → H such that E(sup−rtT ∥∥X(t)∥∥p)< ∞
(with Ft = F0 for t ∈ [−r,0]) there corresponds a CH -valued adapted process Xt ∈ C pF0 deﬁned on
θ ∈ [−r,0] by
Xt(θ) = X(t + θ), t ∈ [0, T ].
Consider on H a semilinear stochastic functional evolution equation of the form
{
dX(t) = [A(t)X(t) + f (t, Xt)]dt + g(t, Xt)dWt , t ∈ [0, T ],
X(θ) = φ(θ), θ ∈ [−r,0], (2.2)
where the initial data φ ∈ C pF0 .
Deﬁnition 2.5. An H-valued, Ft-adapted predictable process X(t), t ∈ [−r, T ], is called a mild solution
of (2.2) if
∫ T
−r ‖X(t)‖2 dt < ∞ w.p. 1, and X(t) satisﬁes the integral equation
X(t) = U (t,0)φ(0) +
t∫
0
U (t, s) f (s, Xs)ds +
t∫
0
U (t, s)g(s, Xs)dWs, t ∈ [0, T ], (2.3)
with X(θ) = φ(θ) for θ ∈ [−r,0].
The main aim of this paper is to prove the existence, uniqueness and asymptotic stability of the
mild solutions of (2.2) under the following hypotheses on A,U , g and the nonlinear part f .
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(a) The function f : [0, T ] × Ω × CH → H is jointly measurable.
(b) For each t ∈ [0, T ] and ω ∈ Ω , the mapping ψ → f (t,ω,ψ) is demicontinuous; i.e., whenever
{ψn} is a sequence which is strongly convergent to ψ in CH , then f (t,ω,ψn) converges weakly
to f (t,ω,ψ) in H .
(c) There exists a nonnegative number M such that for each ω ∈ Ω , the function (t,ψ) → f (t,ω,ψ)
is semimonotone with parameter M . By this, we mean that
〈
f (t,ω,ψ1) − f (t,ω,ψ2),ψ1(0) − ψ2(0)
〉
 M
∥∥ψ1(0) − ψ2(0)∥∥2,
for all t ∈ [0, T ] and ψ1,ψ2 ∈ CH .
(d) There exists a constant C > 0 such that∥∥ f (t,ω,ψ)∥∥ C(1+ ‖ψ‖CH ),
for all t ∈ [0, T ], ω ∈ Ω and ψ ∈ CH .
(e) g : [0, T ] × Ω × CH → L2(K , H) is a predictable process on H such that∥∥g(t,ω,ψ1) − g(t,ω,ψ2)∥∥2  C‖ψ1 − ψ2‖CH ,
for all t ∈ [0, T ] and ψ1,ψ2 ∈ CH .
(f) A and U satisfy Hypothesis 2.1.
Finally, we give the Itô-type inequality [14] which is our main tool in this paper to prove the
uniqueness, asymptotic stability and p-th mean boundedness of the mild solutions. Let {Wt : t  0}
be the cylindrical Brownian motion with respect to (Ω,F ,Ft , P ). Assume that p  2 and f , g are
two processes deﬁned on [0, T ] with values in H and L2(K , H), respectively and satisfy
T∫
0
E
∥∥ f (t)∥∥p dt < ∞,
T∫
0
E
∥∥g(t)∥∥p2 dt < ∞.
Theorem 2.7 (Itô-type inequality). Let ξ be an H-valued, F0-measurable random variable. Suppose that U
and A satisfy Hypothesis 2.1. If
X(t) = U (t,0)ξ +
t∫
0
U (t, s) f (s)ds +
t∫
0
U (t, s)g(s)dWs, t ∈ [0, T ],
then
∥∥X(t)∥∥p  epλt‖ξ‖p + p
t∫
0
epλ(t−s)
∥∥X(s)∥∥p−2〈X(s), f (s)〉ds
+ p
t∫
0
epλ(t−s)
∥∥X(s)∥∥p−2〈X(s), g(s)dWs〉
+ p(p − 1)
2
t∫
0
epλ(t−s)
∥∥X(s)∥∥p−2∥∥g(s)∥∥22 ds,
for all t ∈ [0, T ].
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Zangeneh [29] proved a Burkholder-type inequality for the convolution integrals with respect to
the martingales based on a version of the energy inequality. In this section, we give a proof in which
the Itô-type inequality of Section 2 is used so that the result is more convenient for our purposes and
contains more accurate bounds. First, we recall a lemma [29].
Lemma 3.1. Let X(t), t  0, be an H-valued continuous process. If M(t) is an H-valued continuous martingale,
then for any constant K > 0 we have
E
(
sup
0ρt
∣∣∣∣∣
ρ∫
0
〈
X(s),dM(s)
〉∣∣∣∣∣
)
 3
2K
E
(
X∗(t)
)2 + 3K
2
E
([M](t)),
where [ ] stands for the quadratic variation process and X∗(t) = sup0st ‖X(s)‖.
Theorem 3.2. Let A and U satisfy Hypothesis 2.1 with λ = 0. Then for all p  2 we have
E
(
sup
0ρt
∥∥∥∥∥
ρ∫
0
U (ρ, s)g(s)dWs
∥∥∥∥∥
p)
 eγ t 4Cp
p
T∫
0
E
∥∥g(s)∥∥p2 ds,
where γ = 2Cp(1− 2p ) and Cp = p(p−1)2 + (3p)
2
2 .
Proof. Deﬁne for any positive integer n the map
Rn(t) : H → D, Rn(t) = n
(
nI − A(t))−1.
Then Rn(t) is deﬁned on all of H and since 〈A(t)x, x〉 0, by Cauchy–Schwarz inequality, we have for
all x ∈ D that ‖x‖ ‖n−1(nI − A(t))x‖. Therefore,
∥∥Rn(t)∥∥ 1 for t ∈ [0, T ].
Let gn(t) = Rn(t)g(t) and set
X(t) =
t∫
0
U (t, s)g(s)dWs, Xn(t) =
t∫
0
U (t, s)gn(s)dWs.
By the Itô-type inequality (Theorem 2.7), we have
∥∥Xn(t)∥∥p  p sup
0ρt
∣∣∣∣∣
ρ∫
0
∥∥X(s)∥∥p−2〈Xn(s), gn(s)dWs〉
∣∣∣∣∣
+ p(p − 1)
2
t∫ ∥∥Xn(s)∥∥p−2∥∥g(s)∥∥22 ds, (3.1)
0
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Lemma 3.1, we obtain
E
∥∥Xn(t)∥∥p  3p
2K
E
(
X∗n (t)
)p + [ p(p − 1)
2
+ 3pK
2
] t∫
0
E
∥∥Xn(s)∥∥p−2∥∥g(s)∥∥22 ds,
where K > 0 is an arbitrary constant. Now, choose K = 3p and use the elementary inequality
u1−αvα  (1− α)u + αv,
which is true for u, v  0 and all 0 α  1. Then we obtain
E
(
X∗n(t)
)p  1
2
E
(
X∗n(t)
)p + Cp
(
1− 2
p
) t∫
0
E
∥∥Xn(s)∥∥p ds + 2Cp
p
t∫
0
E
∥∥g(s)∥∥p2 ds, (3.2)
where Cp = p(p−1)2 + (3p)
2
2 . At this point, we need to show that E(X
∗
n (t))
p < ∞ to move the ﬁrst term
on the right of (3.2) to the left. By the stochastic version of integration by parts [9], we can write
Xn(t) =
t∫
0
gn(s)dWs −
t∫
0
∂
∂s
(
U (t, s)
)( s∫
0
gn(τ )dWτ
)
ds.
Since
∫ s
0 gn(τ )dWτ ∈ D , we get by (2.1) that
∂
∂s
(
U (t, s)
) s∫
0
gn(τ )dWτ = −U (t, s)A(s)
s∫
0
gn(τ )dWτ , s ∈ [0, t].
Therefore,
Xn(t) =
t∫
0
gn(s)dWs +
t∫
0
U (t, s)A(s)
( s∫
0
gn(τ )dWτ
)
ds, t ∈ [0, T ]. (3.3)
Now, consider the continuous martingale
Mn(t) =
t∫
0
(
I − A(0))gn(s)dWs.
We can rewrite (3.3) as
Xn(t) =
t∫
gn(s)dWs +
t∫
U (t, s)A(s)
(
I − A(0))−1Mn(s)ds.0 0
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‖U (t, s)‖ 1 for all 0 s t  T , we conclude that
E
∥∥Xn(t)∥∥p  2p E
[
sup
0ρt
∥∥∥∥∥
ρ∫
0
gn(s)dWs
∥∥∥∥∥
p]
+ 2p K pT p−1
t∫
0
E
∥∥Mn(s)∥∥p ds
 2pcpT
p
2 −1
T∫
0
E
∥∥g(s)∥∥p2 ds + 2p K pT p−1
T∫
0
E
∥∥Mn(s)∥∥p ds.
Here, we have used the Burkholder–Davis–Gundy inequality with the corresponding constant cp and
the fact that ‖gn(s)‖2  ‖g(s)‖2. But, Hypothesis 2.1(c) again implies the existence of a constant
Kn > 0 with the property ‖(I − A(0))Rn(t)‖ Kn for all t ∈ [0, T ]. Thus,
T∫
0
E
∥∥Mn(s)∥∥p ds cp K pn T p2
T∫
0
E
∥∥g(s)∥∥p2 ds < ∞.
Therefore, E(X∗n (t))p < ∞ and applying this in (3.2) yields
E
(
X∗n (t)
)p  2Cp
(
1− 2
p
) t∫
0
E
(
X∗n(s)
)p
ds + 4Cp
p
T∫
0
E
∥∥g(s)∥∥p2 ds.
Next, from the well-known Gronwall inequality, we see that
E
(
X∗n(t)
)p  eγ t 4Cp
p
T∫
0
E
∥∥g(s)∥∥p2 ds, (3.4)
in which γ = 2Cp(1− 2p ). Finally, by Doob’s inequality for convolution integrals (see [9]), we have
E
(
sup
0tT
∥∥∥∥∥
t∫
0
U (t, s)
(
gn(s) − g(s)
)
dWs
∥∥∥∥∥
2)
 E
T∫
0
∥∥gn(s) − g(s)∥∥22 ds.
Since Rn(s) → I strongly and ‖Rn(s) − I‖ 2, by Lebesgue’s dominated convergence theorem, we get
E
T∫
0
∥∥gn(s) − g(s)∥∥22 ds → 0, as n → ∞.
From this, one can conclude that sup0tT ‖Xn(t) − X(t)‖ → 0 in L2 and hence in probability. Then
an application of Fatou’s lemma in (3.4) completes the proof. 
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Our aim in this section is to investigate the existence of a unique mild solution for (2.2) by means
of the semigroup approach which gives a uniﬁed treatment of a wide class of deterministic and
stochastic partial differential equations. Hence, the linear operator A(t) contains derivatives with re-
spect to the spatial variables (e.g. Laplacian operator) and the nonlinear part f depends for example
on the values of the solution with time lag or delay. To prove the existence, we follow a successive
approximation method and by virtue of the Burkholder-type inequality established in Section 3, we
keep bounded the p-th mean of the approximations in each stage. Uniqueness is also a consequence
of the Itô-type inequality (Theorem 2.7).
It is worth noting that a simple transformation helps us to reduce the problem to the case when
λ = 0. Let U1(t, s) = e−λ(t−s)U (t, s) and A1(t) = A(t) − λI . Then the family {A1(t): 0  t  T } gen-
erates the strong evolution operator U1(t, s) which is of contraction type; i.e., ‖U1(t, s)‖ 1. Hence,
〈A1(t)x, x〉 0 for all x ∈ D . Consider the function η : [−r, T ] →R which is deﬁned as
η(t) =
{
eλt, t ∈ [0, T ],
1, t ∈ [−r,0].
Assume also that f˜ : [0, T ] × Ω × CH → H is given by f˜ (t,ω,ψ) = e−λt f (t,ω,ηtψ) and g˜ : [0, T ] ×
Ω × CH → L2(K , H) is given by g˜(t,ω,ψ) = e−λt g(t,ω,ηtψ). Here ηt is the function deﬁned on
[−r,0] by ηt(s) = η(t + s). It is easy to see [17] that f˜ and g˜ satisfy the same conditions as for f , g
in Hypothesis 2.6.
Proposition 4.1. If X(t) is the mild solution of (2.2); that is,
X(t) = U (t,0)φ(0) +
t∫
0
U (t, s) f (s, Xs)ds +
t∫
0
U (t, s)g(s, Xs)dWs, (4.1)
then
Y (t) = U1(t,0)φ(0) +
t∫
0
U1(t, s) f˜ (s, Ys)ds +
t∫
0
U (t, s)g˜(s, Ys)dWs, (4.2)
where Y (t) = e−λt X(t) for t ∈ [0, T ] and Y (θ) = φ(θ) on [−r,0]. The converse is also true and so the two
problems are equivalent.
Proof. Assume that (4.1) holds. Multiply both sides by e−λt to obtain
e−λt X(t) = e−λtU (t,0)φ(0) +
t∫
0
e−λ(t−s)U (t, s)e−λs f (s, Xs)ds
+
t∫
0
e−λ(t−s)U (t, s)e−λs g(s, Xs)dWs.
Then note that for all t ∈ [0, T ] one has
Xs(θ) =
{
eλ(s+θ)Y (s + θ) = (ηsYs)(θ), s + θ ∈ [0, T ],
φ(s + θ) = Y (s + θ) = (η Y )(θ), s + θ ∈ [−r,0].s s
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argument shows that the converse is also true and the proof is complete. 
Accordingly, we may assume in the remainder of this section that λ = 0. First of all, we are going
to prove the uniqueness of a continuous adapted mild solution. To this end, we use the Itô-type
inequality of Section 2. As before, let p  2 and A and U satisfy Hypothesis 2.1.
Theorem 4.2. The continuous adapted mild solution X of (2.2) with
E
(
X∗(t)
)p
< ∞ for all t ∈ [0, T ], (4.3)
if it exists, is unique.
Proof. Let X(t) and Y (t) be two adapted continuous mild solutions of (2.2) with the same initial data
φ ∈ C pF0 satisfying (4.3). Then
X(t) − Y (t) =
t∫
0
U (t, s)
(
f (s, Xs) − f (s, Ys)
)
ds +
t∫
0
U (t, s)
(
g(s, Xs) − g(s, Ys)
)
dWs,
for all t ∈ [0, T ]. Everything is ready for us to apply the Itô-type inequality with p = 2 which yields
∥∥X(t) − Y (t)∥∥2  2
t∫
0
〈
X(s) − Y (s), f (s, Xs) − f (s, Ys)
〉
ds
+ 2
t∫
0
〈
X(s) − Y (s), (g(s, Xs) − g(s, Ys))dWs〉
+
t∫
0
∥∥g(s, Xs) − g(s, Ys)∥∥22 ds, t ∈ [0, T ].
We estimate each term on the right side of the above inequality. By Hypothesis 2.6(c), we have for
the ﬁrst integral that
t∫
0
〈
X(s) − Y (s), f (s, Xs) − f (s, Ys)
〉
ds M
t∫
0
∥∥X(s) − Y (s)∥∥2 ds. (4.4)
Next, Lemma 3.1 with K = 6 implies that
E
(
sup
0ρt
∣∣∣∣∣
ρ∫
0
〈
X(s) − Y (s), (g(s, Xs) − g(s, Ys))dWs〉
∣∣∣∣∣
)
 1
4
E
(
sup
0st
∥∥X(s) − Y (s)∥∥2)+ 9E
( t∫ ∥∥g(s, Xs) − g(s, Ys)∥∥22 ds
)
0
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E
(
sup
0st
∥∥X(s) − Y (s)∥∥2)+ (3C)2
t∫
0
E
(
sup
−rθ0
∥∥X(s + θ) − Y (s + θ)∥∥2)ds
 1
4
E
(
sup
0st
∥∥X(s) − Y (s)∥∥2)+ (3C)2
t∫
0
E
(
sup
0θs
∥∥X(θ) − Y (θ)∥∥2)ds, (4.5)
since X = Y on [−r,0]. Finally, Hypothesis 2.6(e) gives us the following estimate for the expectation
of the third integral:
t∫
0
E
∥∥g(s, Xs) − g(s, Ys)∥∥22 ds C2
t∫
0
E
(
sup
0θs
∥∥X(θ) − Y (θ)∥∥2)ds. (4.6)
From (4.4), (4.5) and (4.6), we conclude that
1
2
E
(
sup
0st
∥∥X(s) − Y (s)∥∥2) C¯
t∫
0
E
(
sup
0θs
∥∥X(θ) − Y (θ)∥∥2)ds,
where C¯ = 2M + C2 + 2(3C)2. Therefore, by the Gronwall inequality,
E
(
sup
0st
∥∥X(s) − Y (s)∥∥2)= 0 for all t ∈ [0, T ].
Thus, X(. ,ω) = Y (. ,ω) for almost all ω ∈ Ω on [0, T ]. 
Now, we come to investigate the existence of a mild solution for (2.2).
Theorem 4.3. Let p  2. If E(sup0st ‖g(s,0)‖p) < ∞ for all t ∈ [0, T ] and hypotheses 2.6 hold, then
Eq. (2.2) has a unique continuous adapted mild solution X corresponding to the given initial data φ ∈ C pF0
such that
E
(
X∗(t)
)p
< ∞, ∀t ∈ [0, T ].
Proof. Without lose of generality, we may let the initial data φ ≡ 0. Indeed, deﬁne φ˜ : [−r, T ] × Ω → H
as
φ˜(t,ω) =
{
φ(t,ω), t ∈ [−r,0],
U (t,0)φ(0,ω), t ∈ [0, T ].
Assume that X is a continuous solution of the integral equation (2.3) and set X˜(t) = X(t)− φ˜(t). Then
X˜ is also continuous, X˜0 = 0 and
X˜(t) =
t∫
U (t, s) f (s, X˜s + φ˜s)ds +
t∫
U (t, s)g(s, X˜s + φ˜s)dWs.0 0
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Ω × CH → L2(K , H) which is given by g˜(t,ω,ψ) = g(t,ω,ψ + φ˜t) satisfy the same conditions as for
f , g in Hypothesis 2.6, we can reduce solving equation (2.3) to that of the following:
X˜(t) =
t∫
0
U (t, s) f˜ (s, X˜s)ds +
t∫
0
U (t, s)g˜(s, X˜s)dWs.
Since g(s,0) is an L2(K , H)-valued predictable process, then
∫ t
0 g(s,0)dWs is an H-valued continuous
martingale with the quadratic variation
∫ t
0 ‖g(s,0)‖22 ds. Therefore, the stochastic convolution integral
V (t) =
t∫
0
U (t, s)g(s,0)dWs
is adapted and continuous in t . By Theorem 3.2, we have
E
{
sup
0ρt
∥∥∥∥∥
ρ∫
0
U (t, s)g(s,0)dWs
∥∥∥∥∥
p}
 eγ t 4Cp
p
t∫
0
E
∥∥g(s,0)∥∥p2 ds < ∞. (4.7)
Consider the integral equation
X1(t) =
t∫
0
U (t, s) f (s, X1s)ds +
t∫
0
U (t, s)g(s,0)dWs.
Theorem 5.6 and Corollary 5.8 of [17] provide us with a continuous adapted solution X1 for this
integral equation such that
(
X∗1(t)
)2  2Ce(2M+1)tt{1+ (V ∗(t))2}+ 2(V ∗(t))2,
where C is the constant appeared in Hypothesis 2.6(d). Therefore,
(
X∗1(t)
)p  21+pC p2 e p2 (2M+1)tt p2 {1+ (V ∗(t))p}+ 21+ p2 (V ∗(t))p, ∀t ∈ [0, T ].
Since by (4.7), E(V ∗(t))p < ∞, we obtain that E(X∗1(t))p < ∞ for t ∈ [0, T ]. We proceed by induction
and assuming that Xn has been deﬁned and E(X∗n (t))p < ∞, we consider the integral equation
Xn+1(t) =
t∫
0
U (t, s) f (s, Xn+1s)ds +
t∫
0
U (t, s)g(s, Xns)dWs. (4.8)
Note that by Hypothesis 2.6(e),
∥∥g(s, Xns)∥∥2  C sup
0ρs
∥∥Xn(ρ)∥∥+ ∥∥g(s,0)∥∥2,
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E
∥∥g(s, Xns)∥∥p2  2pC p E(X∗n (s))p + 2p E∥∥g(s,0)∥∥p2 .
Therefore, the stochastic convolution integral Vn(t) =
∫ t
0 U (t, s)g(s, Xns)dWs is continuous and
adapted in t and by Theorem 3.2,
E
{
sup
0ρt
∥∥∥∥∥
ρ∫
0
U (t, s)g(s, Xns)dWs
∥∥∥∥∥
p}
 eγ t 4Cp
p
t∫
0
E
∥∥g(s, Xns)∥∥p2 ds < ∞.
Hence, again by Theorem 5.6 and Corollary 5.8 of [17], we can ﬁnd a unique continuous adapted
solution Xn+1 for (4.8) such that
(
X∗n+1(t)
)p  21+pC p2 e p2 (2M+1)tt p2 {1+ (V ∗n (t))p}+ 21+ p2 (V ∗n (t))p, ∀t ∈ [0, T ]
and this immediately implies E(X∗n+1(t))p < ∞ for t ∈ [0, T ]. Next, we are going to prove the conver-
gence of the approximating solutions {Xn} to a mild solution of (2.2). First, we make the difference of
two consecutive terms:
Xn+1(t) − Xn(t) =
t∫
0
U (t, s)
(
f (s, Xn+1s) − f (s, Xns)
)
ds
+
t∫
0
U (t, s)
(
g(s, Xns) − g(s, Xn−1s)
)
dWs.
Using the Itô-type inequality (Theorem 2.7), we obtain that
∥∥Xn+1(t) − Xn(t)∥∥p
 p
t∫
0
∥∥Xn+1(s) − Xn(s)∥∥p−2〈Xn+1(s) − Xn(s), f (s, Xn+1s) − f (s, Xns)〉ds
+ p
t∫
0
∥∥Xn+1(s) − Xn(s)∥∥p−2〈Xn+1(s) − Xn(s), (g(s, Xns) − g(s, Xn−1s))dWs〉
+ p(p − 1)
2
t∫
0
∥∥Xn+1(s) − Xn(s)∥∥p−2∥∥g(s, Xns) − g(s, Xn−1s)∥∥22 ds
= J1(t) + J2(t) + J3(t). (4.9)
We estimate the mathematical expectation of each term on the right-hand side of (4.9). Hypothe-
sis 2.6(c) ends immediately the task for the ﬁrst integral:
J1(t) pM
t∫ ∥∥Xn+1(s) − Xn(s)∥∥p ds. (4.10)0
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E
(
J∗2(t)
)
 1
2
E
(
sup
0st
∥∥Xn+1(s) − Xn(s)∥∥p)
+ (3p)
2
2
t∫
0
E
∥∥Xn+1(s) − Xn(s)∥∥p−2∥∥g(s, Xns) − g(s, Xn−1s)∥∥22 ds. (4.11)
Applying the elementary inequality
u1−αvα  (1− α)u + αv,
which is true for u, v  0 and all 0 α  1 to (4.11), we conclude that
E
(
J∗2(t)
)
 1
2
E
(
sup
0st
∥∥Xn+1(s) − Xn(s)∥∥p)+ (3p)2
2
(
1− 2
p
) t∫
0
E
∥∥Xn+1(s) − Xn(s)∥∥p ds
+ 9C2p
t∫
0
E
(
sup
0ρs
∥∥Xn(ρ) − Xn−1(ρ)∥∥p)ds. (4.12)
By Hypothesis 2.6(e) and a similar argument as above for the third integral, we have
E
(
J3(t)
)
 C2 p(p − 1)
2
[(
1− 2
p
) t∫
0
E
∥∥Xn+1(s) − Xn(s)∥∥p ds
+ 2
p
t∫
0
E
(
sup
0ρs
∥∥Xn(ρ) − Xn−1(ρ)∥∥p)ds
]
. (4.13)
Deﬁne for any positive integer n 2,
ϕn(t) = sup
0st
∥∥Xn(s) − Xn−1(s)∥∥p, t ∈ [0, T ].
Substituting (4.10), (4.12) and (4.13) in the right side of (4.9), yields
E
(
ϕn(t)
)
 β1
t∫
0
E
(
ϕn(s)
)
ds + β2
t∫
0
E
(
ϕn−1(s)
)
ds,
in which
β1 = 2pM +
(
(3p)2 + C2p(p − 1))(1− 2
p
)
,
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β2 = C2
(
2(p − 1) + (3p)2 2
p
)
.
Now, by virtue of the Gronwall inequality,
E
(
ϕn(t)
)
 β2eβ1t
t∫
0
E
(
ϕn−1(s)
)
ds.
Let D > 0 be a constant such that ϕ1(t) D . Then an easy induction indicates that
E
(
ϕn(t)
)
 D (β2e
β1T t)n−1
(n − 1)! , n = 2,3, . . . .
Therefore, {Xn} is a Cauchy sequence in the space Lp(Ω,C(−r, T ; H)) and hence there exists a con-
tinuous adapted process X(t) with E(X∗(t))p < ∞ such that E(sup0st ‖Xn(s) − X(s)‖p) → 0. We
show that X(t) is the mild solution of (2.2). To this end, set
Rn(t) = Xn+1(t) −
t∫
0
U (t, s) f (s, Xn+1s)ds −
t∫
0
U (t, s)g(s, Xns)dWs,
and
R(t) = X(t) −
t∫
0
U (t, s) f (s, Xs)ds −
t∫
0
U (t, s)g(s, Xs)dWs.
Of course Rn(t) = 0 for all t ∈ [0, T ]. It is enough to show that given any t ∈ [0, T ] and arbitrary
v ∈ H , we have 〈v, R(t)〉 = 0 with probability one, then letting t ranges over all rational numbers and
using the continuity of R(t) and separability of the space H , we conclude that R(t) = 0 a.s. for all
t ∈ [0, T ]. First, we can extract a subsequence which we denote it by the same symbol {Xn} such that
sup0st ‖Xn(s) − X(s)‖ → 0, a.s. and hence,
〈
v, Xn+1(t)
〉→ 〈v, X(t)〉, a.s.
Next,
〈
v,
t∫
0
U (t, s) f (s, Xn+1s)ds
〉
=
t∫
0
〈
U∗(t, s)v, f (s, Xn+1s)
〉
ds,
where the star notation means conjugate operator. Since Xns → Xs in CH for all s ∈ [0, t], demiconti-
nuity of f implies that
〈
U∗(t, s)v, f (s, Xn+1s)
〉→ 〈U∗(t, s)v, f (s, Xs)〉, as n → ∞.
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∣∣〈U∗(t, s)v, f (s, Xn+1s)〉∣∣ C‖v‖(2+ sup
0ρs
∥∥X(ρ)∥∥),
for large enough n. So, by Lebesgue’s dominated convergence theorem,
〈
v,
t∫
0
U (t, s) f (s, Xn+1s)ds
〉
→
〈
v,
t∫
0
U (t, s) f (s, Xs)ds
〉
, as n → ∞.
At last, for the convergence of the second integrals we can see by Theorem 3.2 that
E
{∥∥∥∥∥
t∫
0
U (t, s)
(
g(s, Xns) − g(s, Xs)
)
dWs
∥∥∥∥∥
p}
 eγ t 4Cp
p
t∫
0
E
∥∥g(s, Xns) − g(s, Xs)∥∥p2 ds
 C peγ t 4Cp
p
tE
(
sup
0st
∥∥Xn(s) − X(s)∥∥p)→ 0.
Therefore, we can ﬁnd out another subsequence {Xn′ } such that
〈
v,
t∫
0
U (t, s)g(s, Xn′s)dWs
〉
→
〈
v,
t∫
0
U (t, s)g(s, Xs)dWs
〉
, as n′ → ∞.
From the above convergence results, we obtain
〈
v, R(t)
〉= lim
n′→∞
〈
v, Rn′(t)
〉= 0.
This ﬁnishes the proof. 
5. Asymptotic behaviour of sample paths
In this section, we turn our attention to stability problem for the mild solutions of (2.2). Note that
in order to know whether a mild solution is stable or not, we need, at the ﬁrst place, to have the
solution be deﬁned on the whole time interval [0,∞). For this reason, we assume in this section that
all hypotheses ensuring the existence of the mild solution hold on [0,∞) such that for each T > 0 the
mild solution exists on [0, T ] and an argument based on the uniqueness result, enables us to deﬁne
a unique mild solution on [0,∞). Two kinds of exponential stability to which the present section is
devoted are stability in the p-th moment, p  2, and stability of a.s. sample paths. For the sake of
brevity, sometimes we denote by Xφ or similar notations the unique mild solution of (2.2) with the
initial data φ.
Deﬁnition 5.1. Let p  2. The mild solution Xφ of (2.2) is said to be exponentially asymptotically stable
in the p-th moment if there exist constants α,β > 0 such that for any mild solution Yψ of (2.2),
E
∥∥Xφ(t) − Yψ(t)∥∥p  αe−βt E‖φ − ψ‖pCH , ∀t  0.
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Theorem 5.2. Let p  2 and λ > 0. Assume that A, U , f and g satisfy Hypothesis 2.6 with parameter −λ. Let
Xφ and Yψ be two mild solutions of (2.2)with the initial data φ and ψ , respectively. Then there exist constants
α,a > 0 such that
E
(
sup
0ρt
epλρ
∥∥Xφ(ρ) − Yψ(ρ)∥∥p) αeat E∥∥φ − ψ∥∥pCH ,
for all t  0.
Proof. Since by assumption, X = Xφ and Y = Yψ are solutions of the integral equation (2.3), we
have
X(t) = U (t,0)φ(0) +
t∫
0
U (t, s) f (s, Xs)ds +
t∫
0
U (t, s)g(s, Xs)dWs, (5.1)
and
Y (t) = U (t,0)ψ(0) +
t∫
0
U (t, s) f (s, Ys)ds +
t∫
0
U (t, s)g(s, Ys)dWs. (5.2)
Note that replacing the parameter λ ∈ R in Hypothesis 2.1 with −λ where λ > 0 implies that the
evolution family U (t, s) is exponentially stable; i.e., ‖U (t, s)‖  e−λ(t−s) for all 0  s  t . Subtracting
(5.2) from (5.1) and then using the Itô-type inequality, yield
∥∥X(t) − Y (t)∥∥p  e−pλt∥∥φ(0) − ψ(0)∥∥p
+ p
t∫
0
e−pλ(t−s)
∥∥X(s) − Y (s)∥∥p−2〈X(s) − Y (s), f (s, Xs) − f (s, Ys)〉ds
+ p
t∫
0
e−pλ(t−s)
∥∥X(s) − Y (s)∥∥p−2〈X(s) − Y (s), (g(s, Xs) − g(s, Ys))dWs〉
+ p(p − 1)
2
t∫
0
e−pλ(t−s)
∥∥X(s) − Y (s)∥∥p−2∥∥g(s, Xs) − g(s, Ys)∥∥22 ds. (5.3)
The special kind of monotone condition we have imposed on the nonlinearity f helps us to es-
timate the ﬁrst integral on the right side of (5.3). In fact, if X is a stochastic process deﬁned on
the time interval −r  t < ∞, then with the notations of Section 2 we have for all s  0 that
X(s) = Xs(0). Therefore, multiplying both sides of (5.3) by epλt and using Hypothesis 2.6(c) and (e),
we get
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0ρt
epλρ
∥∥X(ρ) − Y (ρ)∥∥p

∥∥φ(0) − ψ(0)∥∥p +(pM + p(p − 1)
2
C2
) t∫
0
epλs
∥∥X(s) − Y (s)∥∥p ds
+ p sup
0ρt
∣∣∣∣∣
ρ∫
0
epλs
∥∥X(s) − Y (s)∥∥p−2〈X(s) − Y (s), (g(s, Xs) − g(s, Ys))dWs〉
∣∣∣∣∣. (5.4)
Let
M(t) =
t∫
0
(
g(s, Xs) − g(s, Ys)
)
dWs.
Then M(t) is an H-valued continuous martingale with quadratic variation
[M](t) =
t∫
0
∥∥g(s, Xs) − g(s, Ys)∥∥22 ds.
Therefore, by Lemma 3.1 with K = 3p,
E
(
sup
0ρt
∣∣∣∣∣
ρ∫
0
epλs
∥∥X(s) − Y (s)∥∥p−2〈X(s) − Y (s),dM(s)〉
∣∣∣∣∣
)
(5.5)
 1
2p
E
(
sup
0ρt
epλρ
∥∥X(ρ) − Y (ρ)∥∥p)+ p(3C)2
2
t∫
0
epλs E
∥∥X(s) − Y (s)∥∥p ds.
Now, deﬁne Λ(t) = sup0ρt epλρ‖X(ρ)−Y (ρ)‖p for all t  0. We take the mathematical expectation
of both sides of (5.4) and apply (5.5) to conclude that
1
2
E
(
Λ(t)
)
 E
∥∥φ(0) − ψ(0)∥∥p +(pM + p(p − 1)
2
C2 + (3pC)
2
2
) t∫
0
E
(
Λ(s)
)
ds.
Thus, by the Gronwall inequality,
E
(
Λ(t)
)
 2eat E
∥∥φ(0) − ψ(0)∥∥p  2eat E‖φ − ψ‖pCH , ∀t  0,
in which a = 2pM + p(p − 1)C2 + (3pC)2. 
Corollary 5.3. Suppose that all conditions of Theorem 5.2 hold. Then for any mild solutions Xφ and Yψ
for (2.2), we have
E
∥∥Xφ(t) − Yψ(t)∥∥p  2e−(pλ−a)t E∥∥φ − ψ∥∥p , ∀t  0,CH
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asymptotically stable in the p-th moment.
Corollary 5.4. Assume that all conditions of Theorem 5.2 hold. If f (t,0) = g(t,0) = 0 for all t ∈ [0,∞) and if
pλ > 2pM + p(p − 1)C2 + (3pC)2 , then the trivial solution of (2.2) is exponentially asymptotically stable in
the p-th moment.
It is worth pointing out that the results derived in [5,16] are somewhat restrictive for many prac-
tical applications. In fact, the situation turns out to be rather complicated when one considers the
general functional differential equations. Thus, our main results, Theorem 5.2 and Corollary 5.3, im-
prove some of those from [5,16,26].
Since by Theorem 4.3, the mild solutions of (2.2) have continuous sample paths, it is reasonable to
consider the stability of the sample paths. To this end, we will follow the same method as in [14,16].
Theorem 5.5. Suppose that all hypotheses of Theorem 5.2 hold and the constant a = 2pM + p(p − 1)C2 +
(3pC)2 be the same as in Theorem 5.2. If pλ > a, then for any two mild solutions Xφ and Yψ for (2.2) with
the initial data φ and ψ , respectively
limsup
t→∞
(1/t) log
∥∥Xφ(t) − Yψ(t)∥∥−(pλ − a)/2p, w.p. 1.
Proof. Let n be an arbitrary natural number. By assumption, X = Xφ and Y = Yψ satisfy the integral
equation (2.3); so we have
X(t) = U (t,n)X(n) +
t∫
n
U (t, s) f (s, Xs)ds +
t∫
n
U (t, s)g(s, Xs)dWs,
and
Y (t) = U (t,n)Y (n) +
t∫
n
U (t, s) f (s, Ys)ds +
t∫
n
U (t, s)g(s, Ys)dWs,
for all n t  n+ 1. Subtracting the above two equations and using the Itô-type inequality, we obtain
∥∥X(t) − Y (t)∥∥p  e−pλ(t−n)∥∥X(n) − Y (n)∥∥p
+ p
t∫
n
e−pλ(t−s)
∥∥X(s) − Y (s)∥∥p−2〈X(s) − Y (s), f (s, Xs) − f (s, Ys)〉ds
+ p
t∫
n
e−pλ(t−s)
∥∥X(s) − Y (s)∥∥p−2〈X(s) − Y (s), (g(s, Xs) − g(s, Ys))dWs〉
+ p(p − 1)
2
t∫
n
e−pλ(t−s)
∥∥X(s) − Y (s)∥∥p−2∥∥g(s, Xs) − g(s, Ys)∥∥22 ds, (5.6)
for each n t  n+1. Fix an n > 0 and denote by Jk(t), k = 1,2,3, the k-th integral in the right side
of (5.6). Therefore,
R. Jahanipur / J. Differential Equations 248 (2010) 1230–1255 1249P
{
sup
ntn+1
∥∥X(t) − Y (t)∥∥p > n} P
{
sup
ntn+1
e−pλ(t−n)
∥∥X(n) − Y (n)∥∥p > n
4
}
+ P
{
sup
ntn+1
p
∣∣ J1(t)∣∣> n
4
}
+ P
{
sup
ntn+1
p
∣∣ J2(t)∣∣> n
4
}
+ P
{
sup
ntn+1
p(p − 1)
2
J3(t) >
n
4
}
= A1 + A2 + A3 + A4.
Now, we obtain an estimate depending on n, n > 0 for each term Ai , i = 1,2,3,4. By Theorem 5.2
and Markov inequality,
A1  (4/n)E
∥∥X(n) − Y (n)∥∥p
 (8/n)e−(pλ−a)nE
∥∥φ − ψ∥∥pCH . (5.7)
Next, since by Hypothesis 2.6(c) f is semimonotone with parameter M , we have
A2  (4pM/n)E
(
sup
ntn+1
t∫
n
e−pλ(t−s)
∥∥X(s) − Y (s)∥∥p ds
)
,
and again by Theorem 5.2,
A2  (4pM/n)
n+1∫
n
E
∥∥X(s) − Y (s)∥∥p ds
 (8pM/n)e−(pλ−a)nE‖φ − ψ‖pCH . (5.8)
Furthermore, by Markov inequality, Hypothesis 2.6(e) and Lemma 3.1 with K = 3ea , we conclude that
A3  (4p/n)
[
2e−(pλ−a)nE‖φ − ψ‖pCH +
(
3Cea
)2
e−(pλ−a)nE‖φ − ψ‖pCH
]
= (4pL/n)e−(pλ−a)nE‖φ − ψ‖pCH , (5.9)
where L = 2 + (3Cea)2. Finally, with the same reasoning as above and since g satisﬁes Lipschitz
condition with constant C > 0,
A4 
(
4C2p(p − 1)/n
)
e−(pλ−a)nE‖φ − ψ‖pCH . (5.10)
From (5.7), (5.8), (5.9) and (5.10) one can conclude that there exists a positive constant γ such that
for any n > 0,
P
{
sup
ntn+1
∥∥X(t) − Y (t)∥∥p > n} (γ /n)e−(pλ−a)nE‖φ − ψ‖pCH .
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∑∞
n=1 e−(pλ−a)n/2 is convergent, the Borel–
Cantelli’s lemma provides us with a ﬁnite positive random variable T and a set Ω0 ∈ F with
P (Ω0) = 1 such that for any ω ∈ Ω0 and all t > T (ω),
∥∥X(t) − Y (t)∥∥p  βe−(pλ−a)t/2E‖φ − ψ‖pCH ,
where β = e(pλ−a)/2. This completes the proof of the theorem. 
Corollary 5.6. Assume that all conditions of Theorem 5.2 hold and f (t,0) = g(t,0) = 0. If pλ > a, then for
any mild solution Xφ of Eq. (2.2) with initial data φ ∈ C pF0 , we have
limsup
t→∞
(1/t) log
∥∥X(t)∥∥−(pλ − a)/2p, w.p. 1;
that is, the sample path of the trivial solution of (2.2) is exponentially asymptotically stable.
6. Applications
The stability theory of semilinear stochastic heat equations has been well-studied by several au-
thors among them we may point out [12,13,25] in the case of Lipschitz nonlinearity and [14] in the
case of monotone one. In this section, we study the stochastic functional parabolic initial-boundary
value problems of monotone-type and by virtue of the results derived in the previous sections, we
justify the existence and stability of the mild solutions. Many problems such as stochastic functional
and delay heat equations can be treated in these settings.
Example 1. Let Bt , t ∈ [0,∞), be the real standard Brownian motion and consider the stochastic semi-
linear delay heat equation
∂
∂t
u(t, x) = ∂
2
∂x2
u(t, x) + α1
0∫
−r1
F
(
x,u(t + s, x))ds
+ α2
0∫
−r2
G
(
x,u(t + s, x))ds B˙t , r1, r2,α1,α2  0, (6.1)
with the boundary conditions u(t,0) = u(t,1) = 0, t  0, and initial condition u(θ, x) = φ(θ, x) for all
θ ∈ [−r,0], x ∈ [0,1], where
φ(θ, .) ∈ L2(0,1) for θ ∈ [−r,0], r  r1, r2; φ(., x) ∈ CR for x ∈ [0,1].
We formulate the problem in such a way that the theory developed in the previous sections can be
applied.
Hypothesis 6.1.
(a) F : [0,1] ×R→R satisﬁes the Carathéodory condition;
(b) There exist a function a ∈ L2(0,1) and a constant C > 0 such that
∣∣F (x, y)∣∣ a(x) + C |y| and ∣∣G(x, y)∣∣ a(x) + C |y|, ∀x ∈ [0,1], ∀y ∈R;
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0∫
−r1
{
F
(
x, ξ1(s)
)− F (x, ξ2(s))}(ξ1(0) − ξ2(0))ds 0, ∀x ∈ [0,1];
(d) G(x, .) is Lipschitz continuous uniformly with respect to x with the Lipschitz constant C > 0:
∣∣G(x, y1) − G(x, y2)∣∣ C |y1 − y2|, ∀x ∈ [0,1];
(e) φ : [−r,0] → L2(0,1) is a continuous process satisfying
E
(
sup
−rθ0
1∫
0
∣∣φ(θ, x)∣∣2 dx
)
< ∞;
that is, φ ∈ C2F0 .
Let H = L2(0,1) and A = ∂2
∂x2
be the linear operator of second order differentiation with respect to
spatial variable with the domain
D(A) = {u ∈ L2(0,1): u′,u′′ ∈ L2(0,1) and u(0) = u(1) = 0}.
Then A :D(A) ⊆ H → H generates a strongly continuous semigroup S(t) satisfying ‖S(t)‖ e−π2t for
all t  0. If we deﬁne f , g : CH → H by
f (ψ)(x) = α1
0∫
−r1
F
(
x,ψ(s)(x)
)
ds, g(ψ)(x) = α2
0∫
−r2
G
(
x,ψ(s)(x)
)
ds,
then the initial-boundary value problem (6.1) can be written as an abstract functional evolution equa-
tion:
du = [Au(t) + f (ut)]dt + g(ut)dBt , u0 = φ. (6.2)
By Hypothesis 6.1(b), we get that
∥∥ f (ψ)∥∥2  α21r21
1∫
0
0∫
−r1
∣∣F (x,ψ(s)(x))∣∣2 dsdx
 2α21r21
1∫
0
0∫
−r1
{
a2(x) + ∣∣ψ(s)(x)∣∣2}dsdx
 2α21r3
{
‖a‖2L2 + sup−rs0
∥∥ψ(s)∥∥2L2}.
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On the other hand, Hypothesis 6.1(c) gives us the monotonicity of f : given any ψ1,ψ2 ∈ CH , we have
〈
f (ψ1) − f (ψ2),ψ1(0) − ψ2(0)
〉
=
1∫
0
0∫
−r1
[
F
(
x,ψ1(s)(x)
)− F (s,ψ2(s)(x))][ψ1(0)(x) − ψ2(0)(x)]dsdx 0.
Moreover, by Hypothesis 6.1(d), we can conclude that
∥∥g(ψ1) − g(ψ2)∥∥2  α22r22
1∫
0
0∫
−r2
∣∣G(x,ψ1(s)(x))− G(x,ψ2(s)(x))∣∣2 dsdx
 C2α22r22
1∫
0
0∫
−r2
∣∣ψ1(s)(x) − ψ2(s)(x)∣∣2 dsdx
 C2α22r3 sup−rs0
∥∥ψ1(s) − ψ2(s)∥∥2L2 .
Therefore, the required Lipschitz property for g also holds. Now, Corollary 5.4 implies that if F (x,0) =
G(x,0) = 0 for all x ∈ [0,1], then we have for any mild solution uφ of (6.2),
E
∥∥uφ(t)∥∥p  2e−(pπ2−a)t‖φ‖pCH , ∀t  0,
where a = p(p − 1)Cα2r3/2 + (3Cpα2)2r3. Thus, if pπ2 > a, then the trivial solution of (6.1) is expo-
nentially asymptotically stable in p-th mean.
Example 2. Let α and μ be two positive real numbers and consider the semilinear stochastic heat
equation with time lags r1, r2 > 0 of the type introduced in [6]:
du(t, x) =
[
μ
∂2
∂x2
u(t, x) + α
0∫
−r1
u(t + s, x)h(s)ds
]
dt + k(u(t − r2, x))dBt, (6.3)
with the boundary conditions u(t,0) = u(t,π) = 0, t  0, and initial condition u(θ, x) = φ(θ, x) for all
θ ∈ [−r,0], x ∈ [0,π ], where
φ(θ, .) ∈ L2(0,π) for θ ∈ [−r,0], r  r1, r2; φ(., x) ∈ CR for x ∈ [0,π ].
Also Bt is the real standard Brownian motion, k : R→ R is a Lipschitz continuous function with the
Lipschitz constant C > 0 and h : [−r1,0] →R is continuous. Let H = L2(0,π) and A = μ ∂2∂x2 with the
domain
D(A) = {u ∈ L2(0,π): u′,u′′ ∈ L2(0,π) and u(0) = u(π) = 0}.
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all t  0. Now, deﬁne f , g : CH → H by
f (ψ)(x) = α
0∫
−r1
ψ(s)(x)h(s)ds, g(ψ)(x) = k(ψ(−r2)(x)).
It is easy to see that g is Lipschitz continuous and f satisﬁes a linear growth condition. On the other
hand, it is clear that if we assume that
0∫
−r1
h(s)
(
ξ1(s) − ξ2(s)
)(
ξ1(0) − ξ2(0)
)
ds 0, ∀ξ1, ξ2 ∈ C(−r1,0;R),
then f is also monotone in the sense of Hypothesis 2.6(c). Now, Corollary 5.4 implies that if k(0) = 0,
then we have for any mild solution uφ of (6.3),
E
∥∥uφ(t)∥∥p  2e−(pμ−a)t‖φ‖pCH , ∀t  0,
where a = p(p − 1)C + (3pC)2. Thus, if 2  p < μ+C
C+9C2 , then the trivial solution of (6.3) is p-th
mean and almost sure exponentially asymptotically stable. In particular case k(x) = βx, β > 0, and
h(x) = 1, Taniguchi [26] obtained the required condition for the mean-square stability of (6.3) as
μ > 3( (αr1)
2
μ + β2)eμr , while according to the results of this paper, the same type of stability is guar-
anteed when μ > β + 18β2 which is obviously better and does not depend on the time lag r1 > 0.
Example 3. Let D be a bounded domain (that is an open connected set) in Rn with smooth boundary
∂D . Consider the stochastic functional initial-boundary value problem
⎧⎪⎪⎨
⎪⎪⎩
∂u
∂t
= A(t, x)u(t, x) + f (t, x,ut(x))+ g(t, x,ut(x))∂W (t, x)
∂t
,
u(t, x) = φ(t, x), on [−r,0] × D,
u(t, x) = 0, on [0,∞) × ∂D,
(6.4)
where W (t, x) is a space–time Brownian motion with the self-adjoint, positive and nuclear covariance
operator Q and
A(t, x) =
n∑
i, j=1
∂
∂xi
(
aij(t, x)
∂
∂x j
)
+
n∑
i=1
bi(t, x)
∂
∂xi
+ c(t, x),
is a uniformly elliptic operator; i.e., there exists a constant δ > 0 such that
n∑
i, j=1
aij(t, x)ξiξ j  δ
n∑
i=1
ξ2i ,
for each t ∈ [0,∞), a.e. x ∈ D and for all real vectors ξ ∈Rn . Assume that the coeﬃcients aij = a ji,bi
and c, i, j = 1,2, . . . ,n, are real-valued smooth functions on [0,∞) × D¯ with bounded derivatives.
Moreover, there exist positive constants β1 and β2 such that |bi(t, x)|  β1 and c(t, x)  −β2 for all
t ∈ [0,∞) and a.e. x ∈ D . To bring our problem in a situation that the stability results of this paper
can be applied, we should impose the following further hypotheses on f , g : [0,∞) × D × CR →R.
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(a) There exist a function a ∈ L2(D) and a constant C > 0 such that
∣∣ f (t, x,ψ)∣∣ a(x) + C‖ψ‖CR ,∣∣g(t, x,ψ)∣∣ a(x) + C‖ψ‖CR ,
for all t ∈ [0,∞), x ∈ D and ψ ∈ CR;
(b) g(t, x, .) is uniformly Lipschitz continuous with constant C > 0; i.e.,
∣∣g(t, x,ψ1) − g(t, x,ψ2)∣∣ C‖ψ1 − ψ2‖CR ,
for all t ∈ [0,∞), x ∈ D and ψ1,ψ2 ∈ CR;
(c) f (t, x, .) is semimonotone with parameter M uniformly with respect to t ∈ [0,∞) and x ∈ D; i.e.,
(
f (t, x,ψ1) − f (t, x,ψ2)
)(
ψ1(0) − ψ2(0)
)
 M
(
ψ1(0) − ψ2(0)
)2
,
for all ψ1,ψ2 ∈ CR;
(d) φ : [−r,0] → L2(D) is a continuous process satisfying
E
(
sup
−rθ0
∫
D
∣∣φ(θ, x)∣∣2 dx)< ∞,
that is φ ∈ C2F0 .
Let H = L2(D) and for each t ∈ [0,∞) deﬁne the operator A(t) on H by
D(A(t))= H2(D) ∩ H10(D),
and A(t)u = A(t, x)u(t, x) for all u ∈D(A(t)). Denote by f¯ and g¯ the functions deﬁned on [0,∞)×CH
by
f¯ (t,ψ)(x) = f (t, x,ψ(x)), ψ ∈ CH ,
and
(
g¯(t,ψ)v
)
(x) = g(t, x,ψ(x))v(x), ψ ∈ CH , v ∈ K ,
respectively, where K is a Hilbert space continuously embedded into H . If K0 = Q 12 K , then the initial-
boundary value problem (6.4) can be written as the stochastic functional evolution equation
dX(t) = [A(t)X(t) + f¯ (t, Xt)]dt + g¯(t, Xt)dW˜t , X0 = φ, (6.5)
in which g¯ : [0,∞)×CH → L2(K0, H) and W˜t is a cylindrical Brownian motion on K0. It is well known
(see e.g. [24]) that if β2 >
nβ1
2δ + δ2 , then there exists λ > 0 such that the family A(t), t  0, generates
a strong evolution operator U (t, s) which is exponentially bounded with parameter −λ on [0,∞).
In addition to this, f¯ and g¯ satisfy Hypothesis 2.6(a)–(e). Thus, if 2λ > a, then any mild solution
of (6.5) which is called a generalized solution of (6.4) with the initial data φ ∈ C2F is exponentially0
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for all t ∈ [0,∞) and x ∈ D , and if 2λ > a, then for any mild solution X(t) of (6.5), we have
limsup
t→∞
(1/t) log
∥∥X(t)∥∥−(2λ − a)/4, w.p. 1.
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