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Abstract
The nonlocal gauge invariant mass operator Tr
R
d4xFµν(D
2)−1Fµν is investigated in Yang-Mills theories in
the maximal Abelian gauge. By means of the introduction of auxiliary fields a local action is achieved, enabling
us to use the algebraic renormalization in order to prove the renormalizability of the resulting local model to
all orders of perturbation theory.
1 Introduction
One of the major open problems in quantum field theory is the understanding of nonabelian gauge theories, and
consequently of quantum chromodynamics (QCD), in the infrared regime. The confinement phenomenon of quarks
and gluons is not yet clearly established from the theoretical point of view and still waits for a satisfactory expla-
nation.
The Yang-Mills (YM) theories are described by the following Euclidean action
SYM =
1
4
∫
d4xFAµνF
A
µν , (1)
where FAµν is the field strength
FAµν = ∂µA
A
ν − ∂νA
A
µ + gf
ABCABµA
C
ν . (2)
Here fABC are the structure constants of the gauge group SU(N) with A = 1, . . . , N2 − 1, and g is the coupling
constant. At high energies, the running coupling constant is sufficiently small to allow for a perturbative descrip-
tion, as expressed by the asymptotic freedom [1, 2]. However, when one lowers the energy, the running coupling
constant grows, causing perturbation theory to fail, so that nonperturbative techniques are required.
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To deal with this problem, different approaches have been considered. For example, in the Landau gauge, several
analytic results have been obtained on the infrared behavior of the propagators of the theory, see for instance
[3, 4, 5, 6, 7, 8, 9, 10, 11]. In this gauge, lattice simulations have confirmed an infrared suppressed gluon prop-
agator exhibiting violation of positivity [12, 13, 14, 15, 16], a feature interpreted as a signal of confinement. In
particular, the fitting of the lattice data for the gluon propagator are usually accomplished with the aid of several
mass parameters [12, 17, 18], whose theoretical interpretation is still under investigation. So far, two possible
origins could be suggested for such massive parameters, namely: the existence of the Gribov copies [3] and the
condensation of suitable dimension two operators built up with gluon and ghost fields [19, 20, 21]. In this work we
shall focus on dimension two operators built up with gluon fields only, see [22, 23] for a recent discussion of ghost
condensation in the Landau and maximal Abelian gauges.
The massive Gribov parameter γ, which is fixed by a gap equation, follows from the restriction of the domain
of integration in the Feynman path integral to the so called Gribov region [3, 4, 5]. This restriction is needed in
order to deal with the problem of the Gribov copies and may be implemented through the introduction in the
YM action of a nonlocal term, known as the Zwanziger horizon function [4]. However, there is still room for
additional mass parameters. Therefore, the possibility of the condensation of dimension two operators, giving rise
to a dynamically generated mass for the gluons, has been taken into account. Let us also mention that, besides
the lattice data, the introduction of an effective gluon mass turns out to be useful also from the phenomenological
point of view, see for example [24, 25, 26]. In particular, in the Landau gauge, the dimension two operator AAµA
A
µ
was proven to be multiplicatively renormalizable to all orders [27]. In [21, 28, 29, 30], an effective potential for
AAµA
A
µ was constructed. The formation of a nonvanishing condensate 〈A
A
µA
A
µ 〉, resulting in a dynamical effective
gluon mass, turned out to be energetically favored.
Besides the Landau gauge, other gauge fixings have been considered. We mention the recent analysis of dimension
two operators in the Curci-Ferrari [31] and general linear covariant gauges [32, 33]. In [31], an effective potential
was constructed for the on-shell BRST invariant operator (12A
A
µA
A
µ + αc¯
Ac¯A) in the Curci-Ferrari gauge while, in
[32, 33], a detailed study of the already mentioned operator AAµA
A
µ was performed in the linear covariant gauges.
As a result, in [33], it was shown that the gluons do acquire a dynamical mass since the formation of 〈AAµA
A
µ 〉
is energetically favored. Another interesting gauge which is receiving increasing attention in the last years is the
maximal Abelian gauge (MAG) [34, 35, 36]. Several results have already been established in this gauge, both from
theoretical [37, 38, 39, 40, 41] and lattice [42, 43, 44] points of view. The MAG is well suited for the study of special
aspects of infrared QCD and color confinement as, for instance, the dual superconductivity and the so called Abelian
dominance. The dual superconductivity mechanism [45, 46, 47] asserts that the low energy regime of Yang-Mills
theories should exhibit monopoles as vacuum configurations. The condensation of these magnetic charges might
give rise to a dual Meissner effect in the chromoelectric sector. As for the Abelian dominance hypothesis [48], the
infrared limit of QCD should be described by an effective theory constructed only from Abelian degrees of freedom,
identified with the diagonal components of the gauge field, corresponding to the generators of the Cartan subgroup
of the gauge group. Lattice numerical simulations in the MAG have reported significant differences between the
diagonal and and off-diagonal components of the gluon propagator [42, 43, 44]. In particular, the off-diagonal
gluon propagator displays a mass greater than that reported for the diagonal component, corroborating in fact the
Abelian dominance hypothesis. In an attempt to understand those lattice results in the MAG, also here the con-
densation of dimension two operators has been considered. In [37, 49], a dynamical mass generation mechanism for
the off-diagonal gluons was proposed in the MAG, by means of the condensation of the operator 〈12A
a
µA
a
µ+αc¯
ac¯a〉1.
As the reader may have noticed, the dimension two operators mentioned above are gauge dependent, being related
to specific choices of the gauge fixing. This is a consequence of the fact that a local gauge invariant dimension two
operator is not available in YM theories. Still, the condensation of these operators might be taken as evidence
in favor of the existence of a more fundamental gauge invariant operator. However, willing to preserve gauge
invariance, we are led to give up of the locality requirement. The price one has to pay for that is that nonlocal
operators are difficult to be handled within a consistent renormalizable framework. So far, several possibilities have
been considered. The first proposal for a condensate of dimension two was made by [19, 20], who considered the
1Here the index a runs only on the off-diagonal components, see the beginning of the next section for the notations.
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nonlocal gauge invariant operator A2min, obtained by minimizing the operator A
A
µA
A
µ along the gauge orbit, namely
A2min = min
{U}
∫
d4x Tr
(
AUµ
)2
, (3)
where U represents an element of the gauge group SU(N), AUµ = UAµU
−1 + iU∂µU
−1. However, for a generic
choice of the gauge fixing, the operator A2min proves to be very difficult to be handled at quantum level. Expanding
A2min in a power series in the gauge field, see for example [50], one obtains
A2min =
∫
d4x
[
AAµ
(
δµν −
∂µ∂ν
∂2
)
AAν − gf
ABC
(
∂ν
∂2
∂AA
)(
1
∂2
∂AB
)
ACν
]
+O(A4) . (4)
The series (4) consists of an infinite number of nonlocal terms. So far, a consistent treatment for A2min has been
achieved only in the Landau gauge, ∂µA
A
µ = 0, where all the non-local terms vanish and (4) simplifies to the already
mentioned operator
∫
d4x
(
AAµ
)2
. Let us also quote here that, in a generic linear covariant gauge, the anomalous
dimension of A2min has been calculated at one loop order in [51].
More recently, we have pointed out [52] that another kind of gauge invariant nonlocal operator might be rele-
vant, namely
O = Tr
∫
d4xFµν(D
2)
−1
Fµν . (5)
Unlike expression (3), the operator (5) has the advantage of being localizable by means of the introduction of a
suitable set of auxiliary fields. Firstly introduced in the case of 3d YM [54], the operator O has received renewed
interest in the context of 4d YM. In fact, we have been able to show that, when cast in local form, it gives rise to
a local action which can be proven to be renormalizable to all orders in the general class of the linear covariant
gauges [50]. Moreover, in [55], the anomalous dimension of (5) has been evaluated at the two loop order in the M¯S
scheme and explicitly proven to be independent from the gauge parameter. Also, in the case of the Landau gauge,
it has been shown [53] that the inclusion of Zwanziger’s horizon function does not spoil the renormalizability of
(5).
Despite the progress already achieved in the Landau and covariant linear gauges, a detailed analysis of the gauge
invariant operator O in the MAG is still lacking. The main task of the present paper is to fill this gap, i.e. to
achieve a local and renormalizable framework for O in the MAG. In particular, the manifest gauge invariance of
the operator O might be useful in order to improve our present understanding of issues like the Abelian dominance
and the dynamical gluon mass generation in the MAG.
This paper is organized as follows. In section 2, by means of the introduction of auxiliary fields, we obtain a
local action for YM theories in the MAG, in the presence of the mass operator (5). Moreover, the embedding
of the resulting local theory in a more general action, enables us to make use of the BRST transformations. In
section 3 we obtain the full set of Ward identities fulfilled by the starting action. Section 4 is devoted to the proof
of the renormalizability of this action to all orders of perturbation theory. We obtain the most general invariant
counterterm and we prove that it can be reabsorbed by means of a redefinition of fields and parameters of the
starting action. The last section collects our conclusions. Appendix A contains a detailed discussion of the mass
operator (5) in the presence of the horizon function for the MAG.
2 Local action in the maximal Abelian gauge
As is well known, the action (1) is left invariant by the gauge transformations
δωA
A
µ = −D
AB
µ ω
B , (6)
for arbitrary ωA(x). In order to quantize the theory, one must fix the gauge. As we shall choose an Abelian gauge,
we decompose the field Aµ as
Aµ = A
A
µ T
A ≡ AaµT
a +AiµT
i , (7)
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with [
T a, T b
]
= igfabcT c + igfabiT i , (8)[
T i, T a
]
= igf iabT b , (9)[
T i, T j
]
= 0 . (10)
The index i = 1, . . . , N − 1 labels the N − 1 diagonal generators {T i} of the Cartan subalgebra of SU(N), while
the index a = 1, . . . , N(N − 1) labels the remaining off-diagonal generators {T a}.
Accordingly, the field strength decomposes as
F aµν = D
ab
µ A
b
ν −D
ab
ν A
b
µ + gf
abcAbµA
c
ν , (11)
F iµν = ∂µA
i
ν − ∂νA
i
µ + gf
abiAaµA
b
ν , (12)
where we have introduced the covariant derivative Dabµ with respect to the diagonal components A
i
µ of the gauge
field, namely
Dabµ ≡ δ
ab∂µ − gf
abiAiµ . (13)
2.1 Gauge fixing
The MAG [34, 35, 36] is obtained by requiring that the functional
R[A] =
∫
d4x AaµA
a
µ (14)
is stationary with respect to the gauge transformations. Observe that expression (14) depends only on the off-
diagonal components of the gauge field. The vanishing of the first variation of R leads to the non-linear condition
Dabµ A
b
µ = 0 . (15)
Still, it remains to choose a gauge condition for the diagonal components Aiµ of the gauge field. We shall impose a
Landau type condition, also employed in lattice numerical simulations, i.e.
∂µA
i
µ = 0 . (16)
The conditions (15,16) are implemented by adding the following gauge fixing term to the Yang-Mills action
SMAG =
∫
d4x
(
baDabµ A
b
µ + c¯
aDabµ D
bc
µ c
c + gfabic¯a(Dbcµ A
c
µ)c
i + c¯aDabµ (gf
bcdAcµc
d)
−g2fabif cdic¯acdAbµA
c
µ + b
i∂µA
i
µ + c¯
i∂µ(∂µc
i + gfabiAaµc
b)
)
+α
∫
d4x
(
1
2
baba − gfabibac¯bci −
g
2
fabcbac¯bcc −
g2
4
fabif cdic¯ac¯bcccd
−
g2
4
fabcfadic¯bc¯ccdci −
g2
8
fabcfadec¯bc¯ccdce
)
, (17)
where bA ≡ (ba, bi) are the Nakanishi-Lautrup fields, and cA = (ca, ci), c¯A ≡ (c¯a, c¯i) are the ghost and antighost
fields. The gauge parameter α is introduced in (17) for renormalizability purposes. As a consequence of the non-
linearity of condition (15), the quartic interaction ghost terms in expression (17) is required in order to obtain a
stable action [37, 56, 57]. After the removal of the ultraviolet divergences, the limit α→ 0 has to be considered in
order to achieve (15).
In non-Abelian gauge theories one has to face the existence of the Gribov ambiguities [3], which deeply affect
the infrared region. In the MAG, it is known that condition (15) does not uniquely fix the gauge [40], so that a
suitable restriction of the domain of integration in the Feynman path integral has to be implemented in order to
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avoid the counting of equivalent field configurations. The renormalization of the operator (5) has already been
investigated in the Landau gauge [53] when the restriction of the domain of integration to the so called Gribov
region was taken into account. In [53], it was explicitly shown that the introduction of the Zwanziger horizon
function [4, 5], which implements the restriction to the Gribov region, does not spoil the renormalizability of (5).
The same feature occurs here in the MAG. However, for simplicity, we have decided of not including in the main
text the lengthy and technical analysis of the mass operator (5) in the presence of the horizon function of the
MAG, leaving the inclusion of the horizon term to Appendix A, where the interested reader may find a detailed
discussion.
2.2 Localizing the mass operator
In [50], it has been shown that the nonlocal mass term (5) may be written in a local form by means of the
introduction of a pair of complex bosonic antisymmetric tensor fields in the adjoint representation, (BAµν , B¯
A
µν), and
a pair of anticommuting antisymmetric complex tensor fields, (GAµν , G¯
A
µν). Following [50], the nonlocal operator O,
eq.(5), is coupled to the Yang-Mills action by introducing the gauge invariant mass term
SO = −
m2
4
∫
d4xFAµν
[
(D2)
−1
]AB
FBµν . (18)
Furthermore, it is easily checked that expression (18) can be rewritten in local form as
e−SO =
∫
DB¯DBDG¯DG exp [−(SBG + Sm)] , (19)
with
SBG =
1
4
∫
d4x
(
B¯AµνO
ABBBµν − G¯
A
µνO
ABGBµν
)
, (20)
Sm =
im
4
∫
d4x (BAµν − B¯
A
µν)F
A
µν , (21)
and
OAB ≡ DACµ D
CB
µ . (22)
The identity (19) allows us to localize the expression SO, (18), when added to the YM action SYM, eq.(1). Thus,
for the local gauge-fixed action Sphys in the MAG we write
Sphys = SYM + SMAG + SBG + Sm . (23)
Evidently ∫
DB¯DBDG¯DG exp [−Sphys] = e
−(SYM+SMAG+SO) . (24)
2.3 BRST invariance
In order to establish the BRST invariance of the local action Sphys, we shall employ here the same procedure of
[5, 52, 50, 38], and we shall embed the action Sphys into a more general one. Following [5, 52, 50, 38], we introduce
the system of external sources
(Uσρµν , U¯σρµν , Vσρµν , V¯σρµν ) (25)
and replace the term Sm in (23) by
SUV =
1
4
∫
d4xFAµν (U¯λρµνG
A
λρ + Vλρµν B¯
A
λρ − V¯λρµνB
A
λρ + UλρµνG¯
A
λρ) . (26)
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Notice that expression (21) is recovered from (26) in the physical limit for the sources, namely
V¯σρµν
∣∣∣
phys
= Vσρµν
∣∣∣
phys
= −
im
2
(δσµδρν − δσνδρν) ,
Uσρµν
∣∣∣
phys
= U¯σρµν
∣∣∣
phys
= 0 , (27)
i.e.
SUV
∣∣∣
phys
= Sm . (28)
Thus, action (23) is replaced by
Sinv = SYM + SMAG + SBG + SUV , (29)
which defines a more general theory and has Sphys as a particular case.
As an important bonus, we observe that Sinv is invariant under the following global U(6) symmetry
Qµνλρ(Sinv) = 0 , (30)
with
Qµνλρ ≡
∫
d4x
(
BAµν
δ
δBAλρ
− B¯Aλρ
δ
δB¯Aµν
+GAµν
δ
δGAλρ
− G¯Aλρ
δ
δG¯Aµν
+Uµναβ
δ
δUλραβ
− U¯λραβ
δ
δU¯µναβ
+ Vµναβ
δ
δVλραβ
− V¯λραβ
δ
δV¯µναβ
)
. (31)
The symmetry (30) is naturally related to the mass operator and allows us to use a multi-index notation, (µ, ν)→ I,
I = 1, . . . , 6, so that
(BAI , B¯
A
I , G
A
I , G¯
A
I ) =
1
2
(BAµν , B¯
A
µν , G
A
µν , G¯
A
µν) , (32)
(UIµν , U¯Iµν , VIµν , V¯Iµν) =
1
2
(Uσρµν , U¯σρµν , Vσρµν , V¯σρµν ) . (33)
The use of the multi-index I will turn out to be very useful when looking for combinations of possible counterterms
respecting (30). With this notation, we may rewrite the action (29) as
Sinv = SYM + SMAG +
∫
d4x(B¯AI O
ABBBI − G¯
A
I O
ABGBI
+ FAµν(U¯IµνG
A
I + VIµνB¯
A
I − V¯IµνB
A
I + UIµνG¯
A
I )) . (34)
The introduction of the system of sources (25) enables us to establish that the action (34) possesses a BRST
invariance. In fact, it can be checked by direct inspection that the following nilpotent transformations
sAaµ = −(D
ab
µ c
b + gfabcAbµc
c + gfabiAbµc
i) ,
sAiµ = −(∂µc
i + gfabiAaµc
b) ,
sca = gfabicbci +
g
2
fabccbcc ,
sci =
g
2
fabicacb ,
sc¯A = bA , sbA = 0 ,
sBAI = G
A
I + gf
ABCcBBCI ,
sB¯AI = gf
ABCcBB¯CI ,
sGAI = gf
ABCcBGCI ,
sG¯AI = B¯
A
I + gf
ABCcBG¯CI ,
sVIµν = UIµν , sUIµν = 0 ,
sU¯Iµν = V¯Iµν , sV¯Iµν = 0 . (35)
leave the action (34) invariant. In particular, we can rewrite
SMAG = s
∫
d4x
[
c¯a
(
Dabµ +
α
2
ba
)
−
α
2
gfabic¯ac¯bci −
α
4
gfabccac¯bc¯c + c¯i∂µA
i
µ
]
. (36)
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3 Identification of the complete starting action and its symmetries
In order to prove the renormalizability of the action Sinv, eq.(34), we shall make use of the algebraic renormalization
technique [58]. To that purpose, we shall introduce a set of BRST sources and we shall establish the Ward identities
fulfilled by the theory. The knowledge of these Ward identities will play a central role in the determination of the
most general allowed invariant counterterm.
3.1 Starting action
As is well known, due to the nonlinear character of the BRST transformations, eqs.(35), one has to introduce a set
of external sources, (XAI , X¯
A
I , Y
A
I , Y¯
A
I ,Ω
A
µ , L
A), coupled to them, namely
Sext =
∫
d4x
[
−Ωaµ(D
ab
µ c
b + gfabcAbµc
c + gfabiAbµc
i)− Ωiµ(∂µc
i + gfabiAaµc
b) + La
(
gfabicbci +
g
2
fabccbcc
)
+
g
2
fabiLicacb + Y¯ AI gf
ABCcBBCI + Y
A
I gf
ABCcBB¯CI + X¯
A
I gf
ABCcBGCI +X
A
I gf
ABCcBG¯CI
]
, (37)
Further, we introduce the following two terms, Sλ and Ssources to be added to the action Sinv:
Sλ =
∫
d4x
{
λ1(B¯
A
I B
A
I − G¯
A
I G
A
I )(V¯JµνVJµν − U¯JµνUJµν)
+λ2
(
B¯AI G
A
J VIµν U¯Jµν + G¯
A
I G
A
J UIµνU¯Jµν + B¯
A
I B
A
J VIµν V¯Jµν − G¯
A
I B
A
J UIµν V¯Jµν −G
A
I B
A
J U¯Iµν V¯Jµν
+G¯AI B¯
A
J UIµνVJµν −
1
2
BAI B
A
J V¯Iµν V¯Jµν +
1
2
GAI G
A
J U¯Iµν U¯Jµν −
1
2
B¯AI B¯
A
J VIµνVJµν +
1
2
G¯AI G¯
A
J UIµνUJµν
)
+
λABCD
16
(B¯AI B
B
I − G¯
A
I G
B
I )(B¯
C
J B
D
J − G¯
C
JG
D
J )
}
, (38)
Ssources =
∫
d4x
[
χ1(V¯Iµν∂
2VIµν − U¯Iµν∂
2UIµν) + χ2(V¯Iµν∂µ∂σVIνσ − U¯Iµν∂µ∂σUIνσ)
−ζ(U¯IµνUIµνU¯JσρUJσρ + V¯IµνVIµν V¯JσρVJσρ − 2U¯IµνUIµν V¯JσρVJσρ)
]
. (39)
The first term, Sλ, already discussed in detail in [50, 55], contains interactions between the auxiliary fields and the
sources (UIµν , U¯Iµν , VIµν V¯Iµν), and is needed for the stability of the action. The second term, Ssources, depends
only from (UIµν , U¯Iµν , VIµν V¯Iµν) and is allowed by power counting. The parameters λ1, λ2, χ1, χ2 and ζ are free,
while the 4-rank invariant tensor λABCD enjoys the properties [50]
fMANλMBCD + fMBNλAMCD + fMCNλABMD + fMDNλABCM = 0 , (40)
and
λABCD = λCDAB = λBACD . (41)
Collecting all terms, we finally write the starting action Σ as
Σ = Sinv + Sλ + Sext + Ssources . (42)
The stability of Σ under quantum corrections will be investigated in the next section.
Here, for the sake of clarity, we recall the range of variations of all the indices introduced so far;
A,B,C,D, . . . ∈ {1, . . . , N2 − 1} ,
a, b, c, d, . . . ∈ {1, . . . , N(N − 1)} ,
i, j, k, l, . . . ∈ {1, . . . , N − 1} ,
I, J,K, L . . . ∈ {1, . . . , 12D(D − 1) = 6} ,
µ, ν, σ, ρ, . . . ∈ {1, . . . , D = 4} . (43)
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A b c¯ c B B¯ G G¯ U U¯ V V¯ Y Y¯ X X¯ Ω L
dim 1 2 2 0 1 1 1 1 1 1 1 1 3 3 3 3 3 4
gh. number 0 0 −1 1 0 0 1 −1 1 −1 0 0 −1 −1 −2 0 −1 −2
Q6-charge 0 0 0 0 1 −1 1 −1 1 −1 1 −1 1 −1 1 −1 0 0
Table 1: Quantum numbers of the fields and sources
In table (1) we display the dimensions and the ghost number of the complete set of fields and sources of the theory,
as well as the corresponding Q6-charge, which is defined as the trace of the of the operator (31).
The starting action (42) is left invariant by the action of the nilpotent BRST operator s given by (35) and by
sΩAµ = 0 , sL
A = 0 ,
sY AI = X
A
I , sX
A
I = 0 ,
sX¯AI = −Y¯
A
I , sY¯
A
I = 0 , (44)
i.e.
sΣ = 0 . (45)
3.2 Ward identities
In order to constrain the possible counterterms which can be added to the local starting action Σ, eq.(42), let us
proceed by establishing the set of Ward identities fulfilled by the starting classical action. In fact, it turns out that
Σ obeys the following set of Ward identities:
• The diagonal gauge fixing identity:
δΣ
δbi
= ∂µA
i
µ . (46)
• The diagonal anti-ghost equation:
δΣ
δc¯i
+ ∂µ
δΣ
δΩiµ
= 0 . (47)
• The diagonal ghost equation:
Gi(Σ) = ∆iclass , (48)
where
Gi =
δ
δci
+ gfabic¯a
δ
δbb
, (49)
and
∆iclass = −∂
2c¯i − ∂µΩ
i + gfabiΩaµA
b
µ − gf
abiLacb + gfabiY¯ aI B
b
I
+gfabiY aI B¯
b
I − gf
abiX¯aIG
b
I − gf
abiXaI G¯
b
I . (50)
Notice that the term ∆iclass, being linear in the quantum fields, represents a classical breaking not affected
by quantum corrections [58].
• The Slavnov-Taylor identity
S(Σ) = 0 , (51)
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where
S(Σ) ≡
∫
d4x
[
δΣ
δΩAµ
δΣ
δAAµ
+
δΣ
δLA
δΣ
δcA
+ bA
δΣ
δc¯A
+
(
δΣ
δY¯ AI
+GAI
)
δΣ
δBAI
+
δΣ
δY AI
δΣ
δB¯AI
+
δΣ
δX¯AI
δΣ
δGAI
+
(
δΣ
δXAI
+ B¯AI
)
δΣ
δG¯AI
+ V¯Iµν
δΣ
δU¯Iµν
+ UIµν
δΣ
δVIµν
− Y¯ AI
δΣ
δX¯AI
+XAI
δΣ
δY AI
]
. (52)
The Slavnov-Taylor identity (51) gives rise to the corresponding nilpotent linearized operator
SΣ ≡
∫
d4x
[
δΣ
δΩAµ
δ
δAAµ
+
δΣ
δAAµ
δ
δΩAµ
+
δΣ
δLA
δ
δcA
+
δΣ
δcA
δ
δLA
+ bA
δ
δc¯A
+
(
δΣ
δY¯ AI
+GAI
)
δ
δBAI
+
δΣ
δBAI
δ
δY¯ AI
+
δΣ
δY AI
δ
δB¯AI
+
(
δΣ
δB¯AI
+XAI
)
δ
δY AI
+
δΣ
δX¯AI
δ
δGAI
+
δΣ
δX¯AI
δ
δGAI
+
(
δΣ
δGAI
− Y¯ AI
)
δ
δX¯AI
+
(
δΣ
δXAI
+ B¯AI
)
δ
δG¯AI
+
δΣ
δG¯AI
δ
δXAI
+ V¯Iµν
δ
δU¯Iµν
+ UIµν
δ
δVIµν
]
, (53)
SΣSΣ = 0 . (54)
• The diagonal U(1)N−1 Ward identity:
W i(Σ) = −∂2bi , (55)
with
W i ≡ ∂µ
δ
δAiµ
+ gfabi
(
Aaµ
δ
δAbµ
+ ba
δ
δbb
+ ca
δ
δcb
+ c¯a
δ
δc¯b
+BaI
δ
δBbI
+ B¯aI
δ
δB¯bI
+GaI
δ
δGbI
+ G¯aI
δ
δG¯bI
+Ωaµ
δ
δΩbµ
+ La
δ
δLb
+ Y aI
δ
δY bI
+ Y¯ aI
δ
δY¯ bI
+XaI
δ
δXbI
+ X¯aI
δ
δX¯bI
)
. (56)
• The off-diagonal SL(2,R) identity:
D(Σ) = 0 , (57)
where
D(Σ) =
∫
d4x
(
ca
δΣ
δc¯a
+
δΣ
δLa
δΣ
δba
)
. (58)
As the Slavnov-Taylor identity, the equation (57) also defines a linear operator:
DΣ ≡
∫
d4x
(
ca
δ
δc¯a
+
δΣ
δLa
δ
δba
+
δΣ
δba
δ
δLa
)
. (59)
• The global U(6) invariance related to the nonlocal mass operator:
QIJ(Σ) = 0 , (60)
where
QIJ ≡
∫
d4x
(
BAI
δ
δBAJ
− B¯AJ
δ
δB¯AI
+GAI
δ
δGAJ
− G¯AJ
δ
δG¯AI
+ UIµν
δ
δUJµν
− U¯Jµν
δ
δU¯Iµν
+VIµν
δ
δVJµν
− V¯Jµν
δ
δV¯Iµν
+ Y AI
δ
δY AJ
− Y¯ AJ
δ
δY¯ AI
+XAI
δ
δXAJ
− X¯AJ
δ
δX¯AI
)
. (61)
The trace of (61) defines the Q6-charge, Q6 = QII , already displayed in table (1).
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• The exact rigid symmetries:
R
(N )
IJ (Σ) = 0 , (62)
being N = 1, 2, 3, 4 and
R
(1)
IJ ≡
∫
d4x
(
BAI
δ
δGAJ
− G¯AJ
δ
δB¯AI
+ VIµν
δ
δUJµν
− U¯Jµν
δ
δV¯Iµν
+ Y AI
δ
δXAJ
+ X¯AJ
δ
δY¯ AI
)
,
R
(2)
IJ ≡
∫
d4x
(
B¯AI
δ
δG¯AJ
+GAJ
δ
δBAI
+ V¯Iµν
δ
δU¯Jµν
+ UJµν
δ
δVIµν
− Y¯ AI
δ
δX¯AJ
+XAJ
δ
δY AI
)
,
R
(3)
IJ ≡
∫
d4x
(
B¯AI
δ
δGAJ
− G¯AJ
δ
δBAI
− V¯Iµν
δ
δUJµν
+ U¯Jµν
δ
δVIµν
+ Y¯ AI
δ
δXAJ
+ X¯AJ
δ
δY AI
)
,
R
(4)
IJ ≡
∫
d4x
(
BAI
δ
δG¯AJ
+GAJ
δ
δB¯AI
− VIµν
δ
δU¯Jµν
− UJµν
δ
δV¯Iµν
− Y AI
δ
δX¯AJ
+XAJ
δ
δY¯ AI
)
. (63)
For calculation purposes, we display the following useful (anti-)commutation relations between the linearized op-
erator SΣ, given in (53), and the operators (49), (59), and (63), namely[
DΣ,SΣ
]
= 0 ,
{
Gi,SΣ
}
=W i , (64){
R
(1)
IJ ,SΣ
}
= QIJ ,
{
R
(2)
IJ ,SΣ
}
= 0 , (65)
{
R
(3)
IJ ,SΣ
}
=
∫
d4x (δIKδJL − δILδJK)
(
B¯AK
δ
δBAL
− V¯Kµν
δ
δVLµν
+ Y¯ AK
δ
δY AL
)
, (66){
R
(4)
IJ ,SΣ
}
=
∫
d4x (δIKδJL + δILδJK)
(
GAK
δ
δG¯AL
− UKµν
δ
δU¯Lµν
−XAK
δ
δX¯AL
)
. (67)
4 Renormalization
In the previous section we established the full set of Ward identities fulfilled by the action Σ. In this section, we
prove that Σ is perturbative renormalizable to all orders.
4.1 Determination of the most general counterterm
Let us turn our attention to the characterization of the most general invariant counterterm ΣCT which can be
freely added to Σ. According to the algebraic renormalization procedure [58], we require that the perturbed action
(Σ + ǫΣCT) satisfy the same set of Ward identities, (46–62), and constraints of Σ. The counterterm ΣCT must be
an integrated local polynomial in the fields and sources with dimension bounded by four, vanishing ghost number
and Q6-charge, obeying the following constraints
SΣ(ΣCT) = 0 , (68)
δΣCT
δbi
= 0 , (69)
δΣCT
δc¯i
+ ∂µ
δΣCT
δΩiµ
= 0 , (70)
DΣ(ΣCT) = 0 , (71)
Gi(ΣCT) = 0 , (72)
W i(ΣCT) = 0 , (73)
QIJ(ΣCT) = 0 , (74)
R
(N )
IJ (ΣCT) = 0 . (75)
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As an immediate consequence of BRST invariance, condition (68) allows us to write
ΣCT = a0 SYM + SΣ∆
(−1) , (76)
where a0 is a free parameter and ∆
(−1) is an integrated local polynomial with ghost number −1 and vanishing
Q6-charge. Taking table (1) into account and imposing the conditions (69) and (70), we are led to the expression
∆(−1) = ∆
(−1)
1 +∆
(−1)
2 , (77)
with
∆
(−1)
1 =
∫
d4x
{
a1Ω
a
µA
a
µ + a2 (∂µc¯
a)Aaµ + a3 (Ω
i
µ + ∂µc¯
i)Aiµ + a4 c
aLa + a5 c
iLi + a6 gf
abic¯ac¯bci
+a7 gf
abcc¯ac¯bcc + a8 c¯
aba + a9 gf
abic¯aAiµA
b
µ + a10 Y¯
A
I B
A
I + a11 Y
A
I B¯
A
I + a12 X¯
A
I G
A
I
+a13X
A
I G¯
A
I + a14 G¯
A
I ∂
2BAI + a15 gf
ABCG¯AI (∂µA
B
µ )B
C
I + a16 gf
ABCG¯AI A
B
µ ∂µB
C
I
+a17 (∂µA
A
ν )U¯IµνB
A
I + a18A
A
µ U¯Iµν∂νB
A
I + a19 gf
ABCABµA
C
ν U¯IµνB
A
I + a20 (∂µA
A
ν )VIµνG¯
A
I
+a21A
A
µ VIµν∂νG¯
A
I + a22 gf
ABCABµA
C
ν VIµνG¯
A
I + a23 G¯
A
I B
A
I V¯JµνVJµν + a24 G¯
A
I B
A
J V¯IµνVJµν
+a25 G¯
A
I B
A
J V¯JµνVIµν + a26 G¯
A
I B
A
I U¯JµνUJµν + a27 G¯
A
I B
A
J U¯IµνUJµν + a28 G¯
A
I B
A
J U¯JµνUIµν
+a29G¯
A
I G
A
J VIµν U¯Jµν + a30G¯
A
I G
A
J VJµν U¯Iµν + a31B¯
A
I B
A
J VIµν U¯Jµν + a32B¯
A
I B
A
J VJµν U¯Iµν
+a33B
A
I B
A
I U¯Jµν V¯Jµν + a34B
A
I B
A
J U¯Iµν V¯Jµν + a35 G¯
A
I G¯
A
J UIµνVJµν + a36 G¯
A
I B¯
A
I VJµνVJµν
+a37 G¯
A
I B¯
A
J VIµνVJµν + a38G
A
I B
A
J U¯Iµν U¯Jµν + ρ
ABCD G¯AI B
B
I A
C
µA
D
µ + a39 c¯
acaU¯IµνVIµν
+ξabcd1 c¯
acbG¯cIB
d
I + ξ
abij
2 c¯
acbG¯iIB
j
J + σ
ABCD
1 G¯
A
I B
B
I B¯
C
J B
D
J + σ
ABCD
2 G¯
A
I B
B
I G¯
C
JG
D
J
+σABCD3 G¯
A
I B
B
J B¯
C
I B
D
J + σ
ABCD
4 G¯
A
I B
B
J G¯
C
I G
D
J
}
, (78)
and
∆
(−1)
2 =
∫
d4x
(
a40 U¯Iµν∂
2VIµν + a41 U¯Iµν∂µ∂αVIνα + a42 U¯IµνVIµν U¯JαβUJαβ
+a43 U¯IµνVIµν V¯JαβVJαβ + a44 U¯IµνVJµν U¯IαβUJαβ + a45 U¯IµνVJµν V¯IαβVJαβ
+a46 U¯IµνVIναU¯JαβUJβµ + a47 U¯IµνVIναV¯JαβVJβµ + a48 U¯IµνVJναU¯IαβUJβµ
+a49 U¯IµνVJναV¯IαβVJβµ + a50 VIµνVIµν U¯Jαβ V¯Jαβ + a51 VIµνVJµν U¯Iαβ V¯Jαβ
+a52 U¯IµνU¯JµνVJαβUJαβ + a53 U¯IµνVIναU¯JµβUJαβ + a54 U¯IµνVIναV¯JµβVJαβ
+a55 U¯IµνVJναU¯IµβUJαβ + a56 U¯IµνVJναV¯IµβVJαβ + a57 U¯IµνVIαβU¯JαβUJµν
+a58 U¯IµνVIαβ V¯JαβVJµν + a59 U¯IαµVIνβU¯JαβUJµν + a60 U¯IαµVIνβ V¯JαβVJµν
)
(79)
Here aα, α = 1, . . . , 60, and the four-rank tensor σ
ABCD
ℵ , ℵ = 1, . . . , 4, are also arbitrary coefficients. Applying the
remaining conditions (71–75), expression (77) reduces to
∆(−1) =
∫
d4x
{
a1Ω
a
µA
a
µ − a2 c¯
aDabµ A
b
µ + a4 c
aLa + a8
(
c¯aba − gfabic¯ac¯bci −
g
2
fabcc¯ac¯bcc
)
+a10
(
Y¯ AI B
A
I − X¯
A
I G
A
I
)
+ a11
(
Y AI B¯
A
I −X
A
I G¯
A
I
)
+ a14 G¯
A
I D
AC
µ D
CB
µ B
B
I
+a19 F
A
µν U¯IµνB
A
I + (a10 − a11 − a19)F
A
µνVIµνG¯
A
I + a23 G¯
A
I B
A
I
(
V¯JµνVJµν − U¯JµνUJµν
)
+a25
(
G¯AI B
A
J V¯JµνVIµν + G¯
A
I G
A
J VIµν U¯Jµν
)
+ a28
(
G¯AI B
A
J U¯JµνUIµν + B¯
A
I B
A
J VIµν U¯Jµν
)
+ 12 [λ2(a10 − a11)− a28 − a25]
(
BAI B
A
J U¯Iµν V¯Jµν +G
A
I B
A
J U¯IµνU¯Jµν
)
− 12 [λ2(a10 − a11) + a28 + a25]
(
G¯AI G¯
A
J UIµνVJµν + G¯
A
I B¯
A
J VIµνVJµν
)
+σABCD1 G¯
A
I B
B
I
(
B¯CJ B
D
J − G¯
C
JG
D
J
)
+ a40 U¯Iµν∂
2VIµν + a41 U¯Iµν∂µ∂αVIνα
+a42
(
U¯IµνVIµν U¯JαβUJαβ − U¯IµνVIµν V¯JαβVJαβ
)}
, (80)
with the further restrictions on σABCD1
fMANσMBCD1 + f
MBNσAMCD1 + f
MCNσABMD1 + f
MDNσABCM1 = 0 , (81)
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and
σABCD1 = σ
CDAB
1 = σ
BACD
1 . (82)
Observe that many coefficients present in expressions (78) and (79) vanish after the imposition of the constraints
(71–75).
Performing now the following redefinition
a0 → a0 ,
a1 → a1 ,
a2 → −a2 ,
a4 → −a3 ,
a8 →
α
2
a4 ,
a10 + a11 → a5 ,
a10 − a19 → a6 ,
a23 → λ1a7 ,
a25 + a28 → λ2a8 ,
a40 → χ1a9 ,
a41 → χ2a10 ,
a42 → ζa11 ,
σABCD1 →
a5
16
(σABCD − λABCD) , (83)
we can rewrite the counterterm ΣCT as
ΣCT = ΣCT(1) +ΣCT(2) +ΣCT(3) (84)
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with
ΣCT(1) =
∫
d4x
{
a0 + 2a1
2
(
Dabµ A
b
ν
) (
Dacµ A
c
ν −D
ac
ν A
c
µ
)
+ (a0 + 3a1)gf
abc
(
Dadµ A
d
ν
)
AbµA
c
ν
+
a0 + 4a1
4
(
g2fabcfadeAbµA
c
νA
d
µA
e
ν + g
2fabif cdiAaµA
b
νA
c
µA
d
ν
)
+
a0
2
(
∂µA
i
ν
) (
∂µA
i
ν − ∂νA
i
µ
)
+(a0 + 2a1)gf
abi
(
∂µA
i
ν
)
AaµA
b
ν + (a1 + a2)b
aDabµ A
a
µ + (a1 + a2)gf
abic¯a
(
Dbcµ A
c
µ
)
ci
+(a1 + a2 + a3)c¯
aDabµ
(
gf bcdAcµc
d
)
+ (2a1 + a2 + a3)g
2fabif cdic¯acdAbµA
c
µ
−(a1 + a3)
(
Ωiµ + ∂µc¯
i
)
gfabiAaµc
b + (a2 + a3)c¯
aDabµ D
bc
µ c
c + a4
α
2
baba − a4αgf
abibac¯bci
−(a3 + a4)
[α
2
gfabcbac¯bcc +
α
4
g2fabcfadic¯bc¯ccdci
]
− (2a3 + a4)
[α
4
g2fabif cdic¯ac¯bcccd
+
α
8
g2fabcfadec¯bc¯ccdce
]
+ (a1 − a3)Ω
a
µD
ab
µ c
b − a3 gf
abcΩaµA
b
µc
c + a3
g
2
fabcLacbcc
+a3 gf
abiLicacb
}
, (85)
ΣCT(2) =
∫
d4x
{
a3 Y¯
a
I
(
gfabccbBcI + gf
abicbBiI
)
+ a3 f
abiY¯ iI c
aBbI + a3 Y
a
I
(
gfabccbB¯cI
+gfabicbB¯iI
)
+ a3 gf
abiY iI c
aB¯bI + a3 X¯
a
I
(
gfabccbGcI + gf
abicbGiI
)
+ a3 gf
abiX¯ iIc
aGbI
+a3X
a
I
(
gfabccbG¯cI + gf
abicbG¯iI
)
+ a3 gf
abiX iIc
aG¯bI + a5 B¯
a
I ∂
2BaI − a5 gf
abiB¯aI
(
∂µA
i
µ
)
BbI
−(a1 + a5)gf
abcB¯aI
(
∂µA
c
µ
)
BbI − a5 2gf
abiB¯aIA
i
µ∂µB
b
I − (a1 + a5)2gf
abcB¯aIA
c
µ∂µB
b
I
+a5 g
2facif cbjB¯aIA
i
µA
j
µB
b
I + (a1 + a5)g
2facif cbdB¯aIA
i
µA
d
µB
b
I + (a1 + a5)g
2facdf cdiB¯aIA
d
µA
i
µB
b
I
+(2a1 + a5)g
2facdf cbeB¯aIA
d
µA
e
µB
b
I + (2a1 + a5)g
2facif bdiB¯aIA
c
µA
d
µB
b
I + a5 B¯
i
I∂
2BiI
−(2a1 + a5)g
2fabifacjB¯iIA
b
µA
c
µB
j
I + (a1 + a5)gf
abiB¯aI
(
∂µA
b
µ
)
BiI + (a1 + a5)2gf
abiB¯aIA
b
µ∂µB
i
I
−(a1 + a5)g
2facjf cbiB¯aIA
j
µA
b
µB
i
I − (2a1 + a5)g
2facbf cdiB¯aIA
b
µA
d
µB
i
I
−(a1 + a5)gf
abiB¯i
(
∂µA
b
µ
)
BaI − (a1 + a5)2gf
abiB¯iIA
b
µ∂µB
a
I + (a1 + a5)g
2f cbif cajB¯iIA
b
µA
j
µB
a
I
+(2a1 + a5)g
2f cbif cadB¯iIA
b
µA
d
µB
a
I
}
, (86)
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and
ΣCT(3) =
∫
d4x
{
−
[
a5 G¯
a
I∂
2GaI − a5 gf
abiG¯aI
(
∂µA
i
µ
)
GbI
−(a1 + a5)gf
abcG¯aI
(
∂µA
c
µ
)
GbI − a5 2gf
abiG¯aIA
i
µ∂µG
b
I − (a1 + a5)2gf
abcG¯aIA
c
µ∂µG
b
I
+a5 g
2facif cbjG¯aIA
i
µA
j
µG
b
I + (a1 + a5)g
2facif cbdG¯aIA
i
µA
d
µG
b
I + (a1 + a5)g
2facdf cdiG¯aIA
d
µA
i
µG
b
I
+(2a1 + a5)g
2facdf cbeG¯aIA
d
µA
e
µG
b
I + (2a1 + a5)g
2facif bdiG¯aIA
c
µA
d
µG
b
I + a5 G¯
i
I∂
2GiI
−(2a1 + a5)g
2fabifacjG¯iIA
b
µA
c
µG
j
I + (a1 + a5)gf
abiG¯aI
(
∂µA
b
µ
)
GiI + (a1 + a5)2gf
abiG¯aIA
b
µ∂µG
i
I
−(a1 + a5)g
2facjf cbiG¯aIA
j
µA
b
µG
i
I − (2a1 + a5)g
2facbf cdiG¯aIA
b
µA
d
µG
i
I
−(a1 + a5)gf
abiG¯i
(
∂µA
b
µ
)
GaI − (a1 + a5)2gf
abiG¯iIA
b
µ∂µG
a
I + (a1 + a5)g
2f cbif cajG¯iIA
b
µA
j
µG
a
I
+(2a1 + a5)g
2f cbif cadG¯iIA
b
µA
d
µG
a
I
]
+
[
2(a1 + a6)D
ab
µ A
b
ν + (2a1 + a6)gf
abcAbµA
c
ν
] (
U¯Iµν G
a
I
+VIµν B¯
a
I − V¯Iµν B
a
I + UIµν G¯
a
I
)
+
[
2a6 ∂µA
i
ν + (2a1 + a6)gf
abiAaµA
b
ν
] (
U¯Iµν G
i
I
+VIµν B¯
i
I − V¯Iµν B
i
I + UIµν G¯
i
I
)
+ λ1(a5 + a7)
(
B¯AI B
A
I − G¯
A
I G
A
I
) (
V¯JµνVJµν − U¯JµνUJµν
)
+λ2(a5 + a8)
(
B¯AI B
A
J VIµν V¯Jµν − G¯
A
I B
A
J UIµν V¯Jµν −G
A
I B
A
J U¯Iµν V¯Jµν
+B¯AI G
A
J VIµν U¯Jµν + G¯
A
I G
A
J UIµνU¯Jµν + G¯
A
I B¯
A
J UIµνVJµν −
1
2B
A
I B
A
J V¯Iµν V¯Jµν +
1
2G
A
I G
A
J U¯IµνU¯Jµν
− 12 B¯
A
I B¯
A
J VIµνVJµν +
1
2 G¯
A
I G¯
A
J UIµνUJµν
)
+
a5
16
(λABCD + σABCD)(B¯AI B
B
I − G¯
A
I G
B
I )(B¯
C
J B
D
J − G¯
C
JG
D
J )
+χ1a9(V¯Iµν∂
2VIµν − U¯Iµν∂
2UIµν) + χ2a10(V¯Iµν∂µ∂αVIνα − U¯Iµν∂µ∂αUIνα)
−ζa11(U¯IµνUIµν U¯JαβUJαβ + V¯IµνVIµν V¯JαβVJαβ − 2V¯IµνVIµν U¯JαβUJαβ)
}
. (87)
By construction, expression (84) yields the most general invariant counterterm compatible with the full set of Ward
identities.
4.2 Renormalization factors
Once we have found the most general counterterm, eq.(84), we have to check whether the remaining independent
coefficients, a0, a1, . . . , a11, and the 4-rank tensor σ
ABCD can be reabsorbed through a redefinition of the fields,
sources and parameters of the starting action Σ. The answer is in fact affirmative. Let us rename collectively the
fields, sources and parameters as:
Φ = (A, b, c¯, c) and Ψ = (B¯, B, G¯,G) , (88)
J = (Ω, L) and J = (Y¯ , Y, X¯,X, U¯ , U, V¯ , V ) , (89)
ξ = (g, α, λ1, λ2, χ1, χ2, ζ) . (90)
Next, defining the bare fields, sources and parameters as:
Φoff-diag0 = Z˜
1/2
Φ Φ
off-diag ,
Φdiag0 = Z
1/2
Φ Φ
diag ,
Ψ0 = Z
1/2
Ψ Ψ ,
J
off-diag
0 = Z˜J J
off-diag ,
J
diag
0 = ZJ J
diag ,
J0 = ZJ J ,
ξ0 = Zξ ξ , (91)
and
λABCD0 = Zλ λ
ABCD + ZABCD , (92)
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it is easily checked that the invariant counterterm ΣCT can be reabsorbed into the starting classical action Σ,
namely
Σ[ξ,Φ,Ψ, J,J , λABCD] + ǫΣCT = Σ[ξ0,Φ0,Ψ0, J0,J0, λ
ABCD
0 ] +O(ǫ
2) , (93)
where ǫ stands for an infinitesimal expansion parameter. For the Z’s factors we have
Z
1/2
A = Z
−1
g ,
Z˜
1/2
b = ZgZ
1/2
c Z˜
1/2
c ,
Z
1/2
b = Zg ,
Z˜
1/2
c¯ = Z˜
1/2
c ,
Z
1/2
c¯ = Z
−1/2
c¯ ,
Z
1/2
B¯
= Z
1/2
G¯
= Z
1/2
G = Z
1/2
B ,
Z˜Ω = Z
−1
g Z
−1/2
c Z˜
−1/2
A ,
ZΩ = Z
−1/2
c ,
Z˜L = Z
−1
g Z
−1/2
c Z˜
−1/2
c ,
ZL = Z
−1
g Z
−1
c ,
ZX = ZX¯ = ZY = ZY¯ = Z
−1
g Z
−1/2
c Z
−1/2
B ,
ZU = ZU¯ = ZV¯ = ZV , (94)
with,
Z˜
1/2
A = 1 + ǫ
(a0
2
+ a1
)
,
Zg = 1− ǫ
a0
2
,
Z˜1/2c = 1 + ǫ
a2 + a3
2
,
Z1/2c = 1 + ǫ
a2 − a3
2
,
Z
1/2
B = 1 + ǫ
a5
2
,
ZV = 1− ǫ
(a0
2
+
a5
2
− a6
)
,
Zα = 1 + ǫ (a0 − 2a2 + a4) ,
Zλ1 = 1 + ǫ (a0 + a5 − 2a6 + a7) ,
Zλ2 = 1 + ǫ (a0 + a5 − 2a6 + a8) ,
Zχ1 = 1 + ǫ (a0 + a5 − 2a6 + a9) ,
Zχ2 = 1 + ǫ (a0 + a5 − 2a6 + a10) ,
Zζ = 1 + ǫ (2a0 + 2a5 − 4a6 + a11) ,
Zλ = 1− ǫ a5 ,
ZABCD = ǫ a5σ
ABCD . (95)
This concludes the proof of the renormalizability of the classical action to all orders of perturbation theory.
5 Conclusions
In this paper, a detailed analysis of the nonlocal gauge invariant mass operator Tr
∫
d4xFµν(D
2)−1Fµν has been
made in the MAG. By means of the introduction of a suitable set of auxiliary fields, this operator can be cast
in local form. Moreover, the embedding of the resulting local model into a more general action has allowed us
15
to make use of the BRST symmetry. Furthermore, it turns out that the generalized action displays additional
global symmetries giving rise to useful Ward identities, which were used to restrict the possible counterterms. The
analysis of the renormalization factors has enabled us to show that the most general invariant counterterm can
be in fact reabsorbed into the starting action through a redefinition of fields. parameter and sources, establishing
thus the perturbative renormalizability of the model to all orders. Finally, in appendix A the nonlocal operator
Tr
∫
d4xFµν (D
2)−1Fµν has been analyzed in the presence of the horizon function implementing the restriction of
the domain of integration in the Feynman path integral to the Gribov region in the MAG. The output of our
analysis is that the introduction of the horizon function does not spoil the renormalizability of the model.
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A Including the horizon function
It is a well known fact that non-Abelian theories are plagued by Gribov ambiguities [3], see [60] for a pedagogical
review. In the specific case of the MAG, the study of Gribov ambiguities and the characterization of the horizon
function in the case of SU(2) can be found in [39, 38]. In this appendix we present the main aspects of the simul-
taneous inclusion of the MAG horizon function and of the gauge invariant mass operator (5) in the YM theory. A
similar treatment regarding Gribov ambiguities and the mass operator (5) has been done recently in the Landau
gauge [53]. Without loss of generality, we will follow [39, 38] and restrict ourselves to SU(2).
In [38], the following horizon function for the MAG has been derived
SHorizon = γ
4g2
∫
d4x εabAµ
(
M−1
)ac
εcbAµ . (96)
Here γ stands for the Gribov parameter [3, 39], εab ≡ ε3ab, a, b = 1, 2 are the off-diagonal components of the
SU(2) structure constants and Aµ ≡ A3µ is the diagonal component of the gauge field. The operator
(
M−1
)ab
is
the inverse of the Faddeev-Popov operator given by
Mab = −Dacµ D
cb
µ − g
2εacεbdAcµA
d
µ , (97)
with the covariant derivative Dabµ defined as a particular case of (13) by
Dabµ = δ
ab∂µ − gε
abAµ . (98)
The inclusion of the horizon function (96) allows one to implement the restriction of the domain of integration in
the Feynman path integral to the Gribov region, where the operator (97) is strictly positive definite. As underlined
in [39, 38], such a restriction is necessary in order to deal with the Gribov copies.
In much the same way as the gauge invariant mass operator (5), the horizon function (96) also possesses a localized
version, which can be obtained through the introduction of a suitable pair of commuting auxiliary complex fields
(φabµ , φ¯
ab
µ ), and a pair of anti-commuting ones (ω
ab
µ , ω¯
ab
µ ) [38]
SlocalHorizon =
∫
d4x
{
φ¯abµ M
acφcbµ − ω¯
ab
µ M
acωcbµ + ω¯
ab
µ F
acφcbµ + M¯
ac
µν D
ab
µ φ
bc
ν +N
ac
µν D
ab
µ ω¯
bc
ν +
+N¯acµν
[
Dabµ ω
bc
ν + gε
ab(∂µc+ gε
deAdµc
e)φbcν
]
+Macµν
[
Dabµ φ¯
bc
ν + gε
ab(∂µc+ gε
deAdµc
e)ω¯bcν
]}
+αg2
∫
d4x
[
1
2
(
φ¯acµ φ
ac
µ − ω¯
ac
µ ω
ac
µ
) (
φ¯bdν φ
bd
ν − ω¯
bd
ν ω
bd
ν
)
−
(
φ¯acµ φ
ac
µ − ω¯
ac
µ ω
ac
µ
)
c¯bcb
+ ω¯acµ φ
ac
µ b
bcb − ω¯acµ φ
ac
µ gε
bdc¯bcdc
]
, (99)
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with Fab given by
Fab = 2gεac(∂µc+ gε
deAdµc
e)Dcbµ + gε
ab∂µ(∂µc+ gε
cdAcµc
d) +
−g2(εacεbd + εadεbc)Adµ(D
ce
µ c
e + gεceAeµc) , (100)
and the sources Mabµν , M¯
ab
µν , N
ab
µν , and N¯
ab
µν are chosen in such a way that their physical values must be taken as
M¯abµν
∣∣∣
phys
= −Mabµν
∣∣∣
phys
= δabδµνγ
2 ,
N¯abµν
∣∣∣
phys
= Nabµν
∣∣∣
phys
= 0 . (101)
Notice that the last term in expression (99) introduces quartic interactions between the auxiliary fields, being needed
for renormalizability. Nevertheless, unlike the term (38), these quartic terms depend on the gauge parameter α of
(17), which will be set to zero, α→ 0, after the removal of the ultraviolet divergences.
Adding the local version of the horizon function (99) to the action (42), we obtain a new starting action which
reads
S = Sinv + S
local
horizon + Sλ + S˜sources + S˜ext . (102)
The first three terms of expression (102) are given by (29), (99), and (38) respectively, while the fourth term
generalizes (39), including the new sources (101), namely
S˜sources = Ssources +
∫
d4xχ
(
M¯abµνM
ab
µν + N¯
ab
µνN
ab
µν
)
. (103)
Finally, the last term of (102) contains the coupling of the external sources Ωaµ, τ
a
µ , ξ
a
µ,Ωµ, L
a, L, Y¯ BI , Y
B
I , X¯
B
I , X
B
I
and λacµ , η
ae
µ , ρ
ac
µ , ϑ
ae
µ to some nonlinear operators needed for the BRST invariance of the model, being given by
S˜ext =
∫
d4x
{
−ΩaµD
ab
µ c
b − gεabτaµA
b
µc+ ξ
a
µ
[
gεab(Dbcµ c
c)c−
g2
2
εabεcdAbµc
ccd
]
− Ωµ(∂µc+ gε
abAaµc
b)
+gεabLacbc+
g
2
εabLcacb + gεABCcA
(
Y¯ BI B
C
I + Y
B
I B¯
C
I − X¯
B
I G
C
I −X
B
I G¯
C
I
)
+ gεabλacµ φ
bc
µ c
+ηaeµ
[
gεabωbeµ c+
g2
2
εabεcdφbeµ c
ccd
]
+ gεabρacµ ω¯
bc
µ c− ϑ
ae
µ
[
gεabφ¯beµ c−
g2
2
εabεcdω¯beµ c
ccd
]}
. (104)
The quantum numbers of the new fields and sources are displayed in table 2.
Let us now proceed by giving the set of Ward identities fulfilled by the action (102). These are:
• The Slavnov-Taylor identity:
S(S) =
∫
d4x
[(
δS
δΩaµ
+
δS
δτaµ
)
δS
δAaµ
+
δS
δΩµ
δS
δAµ
+
δS
δLA
δS
δcA
+ bA
δS
δc¯A
+
(
δS
δY¯ AI
+GAI
)
δS
δBAI
+
δS
δY AI
δΣ
δB¯AI
+
δS
δX¯AI
δS
δGAI
+
(
δS
δXAI
+ B¯AI
)
δS
δG¯AI
+ V¯Iµν
δS
δU¯Iµν
+ UIµν
δS
δVIµν
− Y¯ AI
δS
δX¯AI
+XAI
δS
δY AI
+ωabµ
δS
δφabµ
+ φ¯abµ
δS
δω¯abµ
+Nabµν
δS
δMabµν
− M¯abµν
δS
δN¯abµν
− (Ωaµ − τ
a
µ )
δS
δξaµ
+ λabµ
δS
δηabµ
+ ρabµ
δS
δϑabµ
]
= 0 . (105)
• The global U(8) invariance:
Qabµν(S) = 0 , (106)
with
Qabµν ≡
∫
d4x
(
φcaµ
δ
δφcbν
− φ¯cbν
δ
δφ¯caµ
+ ωcaµ
δ
δωcbν
− ω¯cbν
δ
δω¯caµ
+M caσµ
δ
δM cbσν
− M¯ cbσν
δ
δM¯ caσµ
+N caσµ
δ
δN cbσν
− N¯ cbσν
δ
δN¯ caσµ
+ ϑcaµ
δ
δϑcbν
− ηcbν
δ
δηcaµ
+ ρcaµ
δ
δρcbν
− λcbnu
δ
δλcaµ
)
. (107)
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φ φ¯ ω ω¯ M M¯ N N¯ ϑ η ρ λ Ω τ ξ
dimension 1 1 1 1 2 2 2 2 3 3 3 3 3 3 3
gh. number 0 0 1 −1 0 0 1 −1 −1 −2 0 −1 −1 −1 −2
Q8-charge 1 −1 1 −1 1 −1 1 −1 1 −1 1 −1 0 0 0
Table 2: Quantum numbers of the fields and sources
The presence of this global invariance U(8) allows us to make use of a composite index i ≡ (a, µ), with
i = 1, . . . , 8. Thus, from now on, we set
(φabµ , φ¯
ab
µ , ω
ab
µ , ω¯
ab
µ ) = (φ
a
i , φ¯
a
i , ω
a
i , ω¯
a
i ) , (108)
(Mabµν , M¯
ab
µν , N
ab
µν , N¯
ab
µν) = (M
a
µi, M¯
a
µi, N
a
µi, N¯
a
µi) , (109)
(ϑabµ , η
ab
µ , ρ
ab
µ , λ
ab
µ ) = (ϑ
a
i , η
a
i , ρ
a
i , λ
a
i ) . (110)
The trace of (107) defines a new Q8-charge whose nonvanishing values are displayed in table 2.
• Symmetries involving the Faddeev-Popov ghost fields and the localizing fields:
W
(1)
i (S) =
∫
d4x
[
φai
δS
δc¯a
+ ca
δS
δφ¯ai
+Maµi
δS
δΩaµ
− ϑai
δS
δLa
+
δS
δλai
δS
δba
]
= 0 , (111)
W
(2)
i (S) =
∫
d4x
[
ω¯ai
δS
δc¯a
− ca
δS
δωai
− N¯aµi
δS
δΩaµ
+ ηai
δS
δLa
+
δS
δρai
δS
δba
]
= 0 , (112)
W
(3)
i (S) =
∫
d4x
[(
δS
δλai
+ ωai
)
δS
δc¯a
+
δS
δηai
δS
δba
+
(
δS
δφ¯ai
− ρai
)
δS
δLa
+ca
δS
δω¯ai
−Maµi
δS
δξaµ
+Naµi
δS
δΩaµ
]
= 0 , (113)
W
(4)
i (S) =
∫
d4x
[(
δS
δρai
− φ¯ai
)
δS
δc¯a
+
δS
δϑai
δS
δba
+
(
δS
δωai
− λabν
)
δS
δLa
−ca
δS
δφai
+ N¯aµi
δS
δξaµ
− M¯aµi
δS
δΩaµ
]
= 0 . (114)
• The exact rigid symmetries associated to the horizon function:
R
(1)
ij (S) =
∫
d4x
(
φai
δS
δωaj
− ω¯aj
δS
δφ¯ai
+Maµi
δS
δNaµj
+ N¯aµj
δS
δM¯aµi
+ ϑai
δS
δρaj
− ηaj
δS
δλai
)
= 0 , (115)
R(2)(S) =
∫
d4x
(
ω¯ai
δS
δωai
− N¯aµi
δS
δNaµi
− ηai
δS
δρai
)
= 0 , (116)
R(3)(S) =
∫
d4x
(
ω¯ai
δS
δφai
− φ¯ai
δS
δωai
− N¯aµi
δS
δMaµi
− M¯aµi
δS
δNaµi
− ηai
δS
δϑai
+ λai
δS
δρai
)
= 0 . (117)
• The global U(6) invariance:
QIJ(S) = 0 , (118)
with the operator QIJ given by (61).
• The exact rigid symmetries associated to the mass operator:
R
(N )
IJ (S) = 0 , (119)
with the same operators R
(N )
IJ , N = 1, 2, 3, 4, already defined in (63).
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• The diagonal U(1) Ward identity:
W3(S) = −∂2b , (120)
with
W3 ≡ ∂µ
δ
δAµ
+ gεab
(
Aaµ
δ
δAbµ
+ ba
δ
δbb
+ ca
δ
δcb
+ c¯a
δ
δc¯b
+ φai
δ
δφbi
+ φ¯ai
δ
δφ¯bi
+ωai
δ
δωbi
+ ω¯ai
δ
δω¯bi
+Ωaµ
δ
δΩbµ
+ τaµ
δ
δτbµ
+ ξaµ
δ
δξbµ
+Maµi
δ
δM bµi
+ M¯aµi
δ
δM¯ bµi
+Naµi
δ
δN bµi
+ N¯aµi
δ
δN¯ bµi
+ ηai
δ
δηbi
+ ϑai
δ
δϑbi
+ λai
δ
δλbi
+ ρai
δ
δρbi
+ La
δ
δLb
+BaI
δ
δBbI
+ B¯aI
δ
δB¯bI
+GaI
δ
δGbI
+ G¯aI
δ
δG¯bI
+ Y aI
δ
δY bI
+ Y¯ aI
δ
δY¯ bI
+XaI
δ
δXbI
+ X¯aI
δ
δX¯bI
)
. (121)
• The off-diagonal SL(2,R) identity:
D(S) =
∫
d4x
(
ca
δS
δc¯a
+
δS
δLa
δS
δba
)
= 0 . (122)
• The diagonal gauge fixing:
δS
δb
= ∂µAµ . (123)
• The diagonal anti-ghost equation:
δS
δc¯
+ ∂µ
δS
δΩµ
= 0 . (124)
We notice here that no diagonal ghost equation, similar to (48), holds when the horizon function is taken into
account [38]. However, the set of Ward identities listed above forbids the presence of counterterms like∫
d4x (φ¯ai φ
a
i − ω¯
a
i ω
a
i )(B¯
A
I B
A
I − G¯
A
I G
A
I ) , (125)
as well as of any other counterterm which would mix fields associated with the two different nonlocal operators
(5) and (96). Therefore, in complete analogy with the case of the Landau gauge [53], the two operators (5) and
(96) do not mix, due to the rich symmetry content of the resulting local action. Moreover, it turns out that the
most general allowed counterterm can be in fact reabsorbed in the starting action, (102), through a redefinition
of fields, parameters and sources, ensuring the renormalizability of the mass operator (5) in the presence of the
horizon function (96).
19
References.
[1] D. J. Gross and F. Wilczek, Phys. Rev. Lett 30 (1973) 1343.
[2] H. D. Politzer, Phys. Rev. Lett. 30, 1346 (1973).
[3] V. N. Gribov, Nucl. Phys. B 139, 1 (1978).
[4] D. Zwanziger, Nucl. Phys. B 323, 513 (1989).
[5] D. Zwanziger, Nucl. Phys. B 399, 477 (1993).
[6] L. von Smekal, R. Alkofer and A. Hauck, Phys. Rev. Lett. 79, 3591 (1997) [arXiv:hep-ph/9705242].
[7] L. von Smekal, A. Hauck and R. Alkofer, Annals Phys. 267, 1 (1998) [Erratum-ibid. 269, 182 (1998)]
[arXiv:hep-ph/9707327].
[8] R. Alkofer and L. von Smekal, Phys. Rept. 353, 281 (2001) [arXiv:hep-ph/0007355].
[9] R. Alkofer, C. S. Fischer and F. J. Llanes-Estrada, Phys. Lett. B 611, 279 (2005) [arXiv:hep-th/0412330].
[10] C. S. Fischer and J. M. Pawlowski, Phys. Rev. D 75, 025012 (2007) [arXiv:hep-th/0609009].
[11] J. M. Pawlowski, D. F. Litim, S. Nedelko and L. von Smekal, Phys. Rev. Lett. 93, 152002 (2004) [arXiv:hep-
th/0312324].
[12] A. Cucchieri, T. Mendes and A. R. Taurines, Phys. Rev. D 71, 051902 (2005) [arXiv:hep-lat/0406020].
[13] P. O. Bowman et al., arXiv:hep-lat/0703022.
[14] A. Cucchieri and T. Mendes, arXiv:0710.0412 [hep-lat].
[15] I. L. Bogolubsky, E. M. Ilgenfritz, M. Muller-Preussker and A. Sternbeck, arXiv:0710.1968 [hep-lat].
[16] S. Furui and H. Nakajima, Phys. Rev. D 73, 094506 (2006) [arXiv:hep-lat/0602027].
[17] J. C. R. Bloch, A. Cucchieri, K. Langfeld and T. Mendes, Nucl. Phys. B 687, 76 (2004) [arXiv:hep-lat/0312036].
[18] A. Cucchieri, Nucl. Phys. B 508, 353 (1997) [arXiv:hep-lat/9705005].
[19] F. V. Gubarev, L. Stodolsky and V. I. Zakharov, Phys. Rev. Lett. 86, 2220 (2001) [arXiv:hep-ph/0010057].
[20] F. V. Gubarev and V. I. Zakharov, Phys. Lett. B 501, 28 (2001) [arXiv:hep-ph/0010096].
[21] H. Verschelde, K. Knecht, K. Van Acoleyen and M. Vanderkelen, Phys. Lett. B 516, 307 (2001) [arXiv:hep-
th/0105018].
[22] M. A. L. Capri, D. Dudal, J. A. Gracey, V. E. R. Lemes, R. F. Sobreiro, S. P. Sorella and H. Verschelde, Phys.
Rev. D 73, 014001 (2006) [arXiv:hep-th/0508216].
[23] M. A. L. Capri, D. Dudal, J. A. Gracey, S. P. Sorella and H. Verschelde, arXiv:0708.4303 [hep-th].
[24] G. Parisi and R. Petronzio, Phys. Lett. B 94, 51 (1980).
[25] J. H. Field, Phys. Rev. D 66, 013013 (2002) [arXiv:hep-ph/0101158].
[26] F. Giacosa, T. Gutsche and A. Faessler, Phys. Rev. C 71, 025202 (2005) [arXiv:hep-ph/0408085].
[27] D. Dudal, H. Verschelde and S. P. Sorella, Phys. Lett. B 555, 126 (2003) [arXiv:hep-th/0212182].
[28] R. E. Browne and J. A. Gracey, JHEP 0311, 029 (2003) [arXiv:hep-th/0306200].
[29] D. Dudal, H. Verschelde, R. E. Browne and J. A. Gracey, Phys. Lett. B 562, 87 (2003) [arXiv:hep-th/0302128].
[30] S. P. Sorella, Annals Phys. 321, 1747 (2006) [arXiv:0704.3186 [hep-th]].
20
[31] D. Dudal, H. Verschelde, V. E. R. Lemes, M. S. Sarandy, S. P. Sorella and M. Picariello, Annals Phys. 308,
62 (2003) [arXiv:hep-th/0302168].
[32] D. Dudal, H. Verschelde, J. A. Gracey, V. E. R. Lemes, M. S. Sarandy, R. F. Sobreiro and S. P. Sorella, JHEP
0401, 044 (2004) [arXiv:hep-th/0311194].
[33] D. Dudal, H. Verschelde, V. E. R. Lemes, M. S. Sarandy, R. F. Sobreiro, S. P. Sorella and J. A. Gracey, Phys.
Lett. B 574, 325 (2003) [arXiv:hep-th/0308181].
[34] G. ’t Hooft, Nucl. Phys. B 190, 455 (1981).
[35] A. S. Kronfeld, G. Schierholz and U. J. Wiese, Nucl. Phys. B 293, 461 (1987).
[36] A. S. Kronfeld, M. L. Laursen, G. Schierholz and U. J. Wiese, Phys. Lett. B 198, 516 (1987).
[37] D. Dudal, J. A. Gracey, V. E. R. Lemes, M. S. Sarandy, R. F. Sobreiro, S. P. Sorella and H. Verschelde, Phys.
Rev. D 70, 114038 (2004) [arXiv:hep-th/0406132].
[38] M. A. L. Capri, V. E. R. Lemes, R. F. Sobreiro, S. P. Sorella and R. Thibes, Phys. Rev. D 74, 105007 (2006)
[arXiv:hep-th/0609212].
[39] M. A. L. Capri, V. E. R. Lemes, R. F. Sobreiro, S. P. Sorella and R. Thibes, Phys. Rev. D 72, 085021 (2005)
[arXiv:hep-th/0507052].
[40] F. Bruckmann, T. Heinzl, A. Wipf and T. Tok, Nucl. Phys. B 584, 589 (2000) [arXiv:hep-th/0001175].
[41] J. A. Gracey, JHEP 0504, 012 (2005) [arXiv:hep-th/0504051].
[42] K. Amemiya and H. Suganuma, Phys. Rev. D 60, 114509 (1999) [arXiv:hep-lat/9811035].
[43] V. G. Bornyakov, M. N. Chernodub, F. V. Gubarev, S. M. Morozov and M. I. Polikarpov, Phys. Lett. B 559,
214 (2003) [arXiv:hep-lat/0302002].
[44] T. Mendes, A. Cucchieri and A. Mihara, AIP Conf. Proc. 892, 203 (2007) [arXiv:hep-lat/0611002].
[45] Y. Nambu, Phys. Rev. D 10, 4262 (1974).
[46] G. ’t Hooft, “High Energy Physics EPS Int. Conference”, Palermo 1975, ed. A. Zichichi.
[47] S. Mandelstam, Phys. Rept. 23, 245 (1976).
[48] Z. F. Ezawa and A. Iwazaki, Phys. Rev. D 25, 2681 (1982).
[49] D. Dudal, J. A. Gracey, V. E. R. Lemes, M. S. Sarandy, R. F. Sobreiro, S. P. Sorella and H. Verschelde, Braz.
J. Phys. 37, 406 (2007) [arXiv:hep-th/0501227].
[50] M. A. L. Capri, D. Dudal, J. A. Gracey, V. E. R. Lemes, R. F. Sobreiro, S. P. Sorella and H. Verschelde, Phys.
Rev. D 72, 105016 (2005) [arXiv:hep-th/0510240].
[51] J. A. Gracey, Phys. Lett. B 651, 253 (2007) [arXiv:0706.1440 [hep-th]].
[52] M. A. L. Capri, V. E. R. Lemes, R. F. Sobreiro, S. P. Sorella and R. Thibes, arXiv:hep-th/0703273.
[53] M. A. L. Capri, D. Dudal, V. E. R. Lemes, R. F. Sobreiro, S. P. Sorella, R. Thibes and H. Verschelde, Eur.
Phys. J. C 52, 459 (2007) [arXiv:0705.3591 [hep-th]].
[54] R. Jackiw and S. Y. Pi, Phys. Lett. B 403, 297 (1997) [arXiv:hep-th/9703226].
[55] M. A. L. Capri, D. Dudal, J. A. Gracey, V. E. R. Lemes, R. F. Sobreiro, S. P. Sorella and H. Verschelde, Phys.
Rev. D 74, 045008 (2006) [arXiv:hep-th/0605288].
[56] H. Min, T. Lee and P. Y. Pac, Phys. Rev. D 32, 440 (1985).
[57] A. R. Fazio, V. E. R. Lemes, M. S. Sarandy and S. P. Sorella, Phys. Rev. D 64, 085003 (2001) [arXiv:hep-
th/0105060].
21
[58] O. Piguet and S. P. Sorella, “Algebraic renormalization: Perturbative renormalization, symmetries and anoma-
lies,” Lect. Notes Phys. M28, 1 (1995).
[59] I. M. Singer, Commun. Math. Phys. 60, 7 (1978).
[60] R. F. Sobreiro and S. P. Sorella, arXiv:hep-th/0504095.
22
