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resumo 
 
 
Este trabalho enquadra-se na área de controlo de sistemas dinâmicos
baseado em modelos. O projecto de um controlador, aplicando a teoria 
clássica do controlo envolve vários passos. Primeiro, a partir das leis físicas é 
determinado o modelo (normalmente não-linear), que melhor descreve o 
comportamento dinâmico do processo. A seguir, através das técnicas de 
linearização e considerações práticas é determinado um modelo linear e mais 
simples do processo. O terceiro passo, passa por implementar técnicas de
controlo clássico para escolher o tipo do compensador e ajustar os seus 
parâmetros. Depois de testes em esquemas de simulação, o compensador 
projectado é implementado na prática e normalmente é realizado um ajuste 
adicional dos parâmetros. Este procedimento funciona bem para processos 
naturalmente lineares ou com não-linearidades desprezáveis. Para processos 
inevitavelmente não-lineares, a estratégia acima mencionada não consegue 
atingir as especificações pretendidas. As alternativas são sacrificar a qualidade 
do sistema compensado e continuar a utilizar compensadores clássicos ou 
implementar técnicas mais complexas como por exemplo controladores difusos 
e controladores não-lineares baseados em redes neuronais artificiais. Uma 
terceira hipótese passa por conseguir um compromisso, entre as duas 
estratégias, que conduza a uma melhor qualidade do sistema com reduzida 
complexidade do controlador.  
Neste sentido, o objectivo principal desta dissertação é desenvolver 
uma estratégia de implementação da teoria clássica do controlo para 
processos fortemente não-lineares e instáveis.   
A optimização não-linear é uma técnica matemática tipicamente implementada,
para problemas mais complexos, em varias áreas como computação científica, 
física, economia, estatística, filtragem e mais recentemente em controlo 
moderno não-linear. No entanto, a implementação da optimização não linear 
na sintonização de compensadores clássicos é um tópico ainda pouco 
investigado. Esta é a motivação principal para o seu estudo neste dissertação.  
O trabalho desenvolvido pretende realizar um estudo comparativo da
aplicação de várias técnicas de optimização não linear multiobjectivo na 
sintonização dos parâmetros de controladores convencionais (tipo P, PD, 
PID) implementados em sistemas não-lineares.  
Para esse estudo foram considerados dois sistemas não lineares, pêndulo 
invertido e motor DC. Procedeu-se à comparação de três métodos de 
optimização, 1) Método dos Quadrados mínimos não linear (lsqnonlin), 2) 
Método de Minimização do valor máximo da função objectivo (Minimax) e 3) 
Método de Minimização pesada de varias funções objectivo (Goal Attainment) 
relativamente ao desempenho atingido pelo sistema compensado. Os 
resultados obtidos confirmam que a optimização não-linear é uma estratégia 
viável para o desenho de controladores convencionais em sistemas não 
lineares. Os sistemas compensados demonstram um desempenho superior 
aos mesmos sistemas compensados por técnicas clássicas. O estudo revelou 
também que a escolha dos valores iniciais de optimização não é crítica, 
contudo a escolha do método de optimização já é relevante. 
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abstract 
 
The present work is focused in the area of model based control for 
dynamical systems. The classical control approach includes the following 
steps. First, based on physical laws a detailed usually nonlinear model is 
defined describing the dynamical behaviour of the process. Then applying 
linearization techniques and some practical considerations a simplified linear 
model is obtained. The third step is to use linear control arguments to choose
the compensator, and tune its parameters. After simulation tests, the 
compensator is implemented in practice and usually additional parameter 
tuning is carried out. This procedure works well for linear or close to linear 
problems. For inevitably nonlinear processes the above strategy does not 
guarantee the required performance. The alternatives are either to sacrifice the 
system quality by using linear controllers, or implement more sophisticated 
techniques as for example fuzzy control, neural network control, or try to find a 
compromise between quality and complexity.  
In this sense, the main objective of this dissertation is to develop an 
efficient strategy to apply the classical control theory for strongly non-
linear and unstable processes.  
The nonlinear optimization is a mathematical tool successfully used in the area
of scientific computation, physics, economics, statistics and recently in the 
advanced nonlinear control. However, the implementation of nonlinear 
optimization for classical controllers tuning is still an open question and it is the 
main motivation for this study.  
A comparative study of a few nonlinear multiobjective optimization 
algorithms for conventional controllers (such as P, PI, PID) tuning is 
developed in this work.  
Two non-linear systems are studied, an inverted pendulum and a DC motor. 
Three optimization methods (Method of Nonlinear Least Squares, Minimax and 
Goal Attainment) are compared, with respect to the closed-loop system 
performance. The results obtained confirm that the nonlinear multiobjective
optimization is a promising way for controller design. The systems controlled by 
optimized controllers outperform the same systems controlled by traditionally 
tuned compensators. While the choice of the initial optimization parameter 
values seems not critical, the choice of the proper optimization method is a 
relevant issue.  
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I. Introdução 
 
 
Um dos objectivos principais da teoria dos sistemas de controlo é fornecer 
aos profissionais de engenharia um conjunto de ferramentas que lhes permita 
projectar e/ou analisar sistemas de controlo que desempenhem da maneira mais 
eficiente possível a tarefa a que se destinam. [Melo07,I] O procedimento prático 
de controlo de um sistema consiste em várias tarefas, tais como a identificação do 
processo a controlar, a alteração da estrutura do sistema de controlo (caso 
necessário) e a escolha do controlador e o ajuste dos seus parâmetros. 
A escolha dos parâmetros do controlador é crucial, pois tem implicações 
directas no desempenho do sistema. Logo, uma selecção de qualidade irá permitir 
melhorar o seu desempenho. No entanto, esta escolha nem sempre é fácil. 
Actualmente, existem diversas estratégias de sintonização. A eficiência de 
cada uma delas depende do enquadramento do problema em análise. Por 
exemplo, para sistemas que possam ser descritos por modelos matemáticos 
lineares, existem vários métodos analíticos de determinar os valores dos 
parâmetros do controlador, que levam a uma resposta desejável do processo 
compensado. [Melo07,II] Por outro lado, ao trabalhar com sistemas mais 
complexos, com várias entradas e saídas, as técnicas de controlo moderno no 
espaço de estados são mais adequadas. 
 As técnicas de controlo clássico e moderno são relativamente fáceis de 
implementar em processos com comportamento linear, pois a teoria de controlo 
baseada nestes modelos fornece métodos eficientes para a sintonização de 
controladores. No entanto, em sistemas não lineares torna-se extremamente 
complexo fazer esse ajuste, porque para este tipo de processos não existe uma 
teoria de controlo geral. Normalmente, são consideradas diferentes classes de 
processos não-lineares e experimentadas várias ferramentas matemáticas (entre 
as técnicas mais avançadas encontram-se controladores não-lineares baseados 
em redes neuronais artificiais, controladores difusos, leis de controlo que 
linearizam o sistema em malha fechada, etc.) Ou seja, verifica-se a necessidade 
de uma forma genérica de ajuste dos parâmetros de compensadores 
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implementados em sistemas fortemente não-lineares. Tendo em conta esta 
lacuna, nesta dissertação pretende-se contribuir para o desenvolvimento de uma 
ferramenta adequada para a sintonia óptima de controladores clássicos (P, PID, 
atraso-avanço, …) em casos de processos dinâmicos não lineares, baseada em 
técnicas de optimização não linear multiobjectivo. 
Para tornar mais claro o objectivo e enquadramento deste trabalho é 
necessário o esclarecimento de alguns conceitos chave. Por isso, nos próximos 
parágrafos irão ser focadas as definições de: 
- Sistema Não Linear; 
- Optimização; 
- Multiobjectivo. 
 
A modelação e a análise da dinâmica de sistemas reais assumem cada vez 
mais um papel de relevo no trabalho de cientistas, analistas e engenheiros de 
diversas áreas. O que implica um interesse crescente no seu estudo. [Murr03] 
Os sistemas caracterizam-se por responderem a estímulos. Essa 
propriedade permite considerar um sistema como uma caixa negra, em que a 
uma dada entrada nessa “caixa” vai corresponder uma determinada saída 
(interacção causa-efeito). 
 
De acordo com o comportamento do sistema (relação entrada-saída) é 
possível caracterizá-lo e classificá-lo tendo em conta vários aspectos. Um desses 
aspectos, que será o mais relevante para este trabalho, é a linearidade. 
Existem dois tipos de sistemas tendo em conta a linearidade: os lineares e 
os não lineares. Um sistema diz-se linear, caso o seu modelo matemático 
satisfaça as condições de homogeneidade e sobreposição simultaneamente. Ou 
Figura I.1 – Sistema visto como caixa negra 
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seja, ao aplicar uma entrada k.[r1(t)+r2(t)] (com k constante e c1 e c2 como as 
saídas do sistema relativamente às entradas individuais r1 e r2) a um sistema 
linear, este responde com uma saída do tipo k.[c1(t)+c2(t)]. Logo, ao desenhar um 
gráfico da saída em função da entrada de um sistema linear, é obtida uma recta 
que passa pela origem do sistema de eixos, tal como representado na Figura I.2. 
[Melo,2007,III] 
 
 
 
Nos sistemas não lineares, não se verificam os princípios da 
homogeneidade e/ou da sobreposição. Ou seja, ter um sinal de entrada dez vezes 
superior, não implica necessariamente uma saída dez vezes maior, como 
acontece nos sistemas lineares. De facto, os sistemas não lineares podem 
apresentar respostas completamente diferentes a entradas do mesmo tipo. Por 
exemplo, impulsos com diferentes magnitudes ou sinusoidais com diferentes 
frequências podem dar origem a saídas completamente distintas. Outro factor 
relevante no comportamento de um sistema não linear são as condições iniciais, 
de tal modo, que no caso do sistema e a entrada serem puramente deterministas, 
o comportamento do sistema a longo prazo pode ser aleatório, devido à 
sensibilidade extrema às condições iniciais. Como em situações reais dificilmente 
as condições iniciais são exactamente iguais, o estado final do sistema pode ser 
Figura I.2 – Gráfico típico da relação entrada-saída de um sistema 
linear 
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imprevisível. Os sistemas deste tipo, para além de não lineares designam-se 
também por sistemas caóticos. [Papo] 
Apesar, de existir a ideia geral de que os sistemas não lineares são um 
caso especial, na verdade todos os sistemas são não lineares, visto que na 
realidade não existem sistemas que se comportem linearmente em toda a sua 
gama de funcionamento. [web1] Por conseguinte, são os sistemas lineares que se 
encontram sujeitos ao pressuposto, esse sim especial, da linearidade. 
Pressuposto, que é válido quando for possível descrever o comportamento de um 
sistema real por um modelo linear numa dada zona de funcionamento (isto 
sucede por exemplo num amplificador de áudio).  
Sempre que possível, existe a tendência em optar pela linearização do 
sistema em análise, com a esperança de que ao aproximar um modelo não linear 
por um linear, as conclusões sejam semelhantes. [Kham08] [Luca07] A opção 
pela aproximação linear é explicável pela capacidade de resolução humana de 
sistemas lineares ser actualmente bastante superior à de sistemas não lineares, 
em que continuam a subsistir grandes dificuldades de resolução. [web1] 
A importância das características não lineares de um sistema encontra-se 
bem patente numa frase de Rudolf Kalman em que afirmou: “O progresso 
científico irá inovidavelmente ocorrer pela singularização de classes especiais de 
sistemas sujeitos a pressupostos de restrições estruturais que não as lineares”. 
[web1] Ao linearizar um modelo, existe uma abstracção das características não 
lineares do sistema, o que poderá provocar a obtenção de um modelo inadequado 
ou impreciso. Em situações deste género, o modelo linear não serve os nossos 
intentos, logo é imperativo trabalhar com o modelo não linear. O que torna mais 
complexa a compensação do sistema em causa. Perante este cenário existe a 
necessidade de utilizar outros métodos, que não os empíricos das técnicas 
clássicas. [Nash98] 
A ambição principal deste trabalho é contribuir para a construção de uma 
forma genérica de ajuste dos parâmetros de controladores clássicos (P, PI, PID, 
…) implementados em sistemas de complexidade elevada (fortemente não-
lineares, instáveis e com especificações conflituosas). Com esse objectivo em 
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mente, optou-se por recorrer a técnicas de métodos numéricos, mais 
especificamente optimização. 
A resolução de problemas por optimização é em grande parte dos casos 
extremamente trabalhosa, isto porque, habitualmente tanto os modelos dos 
sistemas, como os algoritmos utilizados são bastante complexos. No entanto, o 
enorme desenvolvimento computacional das últimas décadas facultou meios para 
a utilização deste tipo de algoritmos. Na inexistência de sistemas computacionais 
com as capacidades actuais, a optimização não passaria de uma curiosidade 
matemática. [Nash98] [Romu01] 
Apesar da aplicação de algoritmos de optimização exigir na maior parte dos 
casos sistemas computacionais poderosos, os problemas de optimização atraem 
a curiosidade científica há vários séculos. Alguns problemas geométricos 
estudados na antiguidade são exemplos clássicos de optimização. Descobrir a 
posição dentro de um triângulo cuja soma das distâncias aos vértices é a menor 
possível, é um desses exemplos. Na natureza, ainda antes, de o Homem reflectir 
em problemas deste tipo, já a optimização começara “a ser aplicada”. Um dos 
exemplos mais conhecidos e curiosos, é o dos alvéolos das colmeias, cuja 
configuração é óptima, pois permite minimizar a quantidade de material 
necessário à parede de cada alvéolo. [Rusz06] 
 
 
 
 
 
 
 
 
 
 
 
  
A designação de optimização, deve-se ao facto de em problemas deste 
tipo, ser expectável que a solução encontrada seja sempre a melhor possível, ou 
seja: a solução óptima. 
Figura I.3 – Problema clássico de 
optimização, criado muito antes do 
aparecimento de sistemas computacionais. 
 Figura I.4 – Alvéolos de uma 
colmeia.  
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Actualmente, a optimização define-se como uma das áreas mais 
importantes da Matemática Aplicada Moderna. Assumindo-se como uma 
importante ferramenta em domínios tão distintos como a engenharia, a física, a 
estatística ou a economia, pelo facto de em todos eles estar patente a 
necessidade de resolver problemas que envolvem eficiência operacional. 
Na optimização não existe um algoritmo universal, mas sim diferentes 
classes de algoritmos. O utilizador deve optar pelo algoritmo, que entende ajustar-
se melhor ao seu caso de estudo específico. Esta escolha é importante, pois irá 
reflectir-se na qualidade das soluções obtidas e no tempo de resolução do 
problema. [HPWJ] O tempo de resolução é particularmente relevante nos casos 
de compensação on-line, em que os parâmetros do compensador são reajustados 
ao longo do tempo, que não é o caso dos problemas abordados neste trabalho. 
Matematicamente, a optimização consiste no estudo da minimização e 
maximização de funções (que descrevem o comportamento de um dado 
processo), sujeitas a condições específicas de restrição. [Luen03,I] Mais à frente, 
quando for analisado em pormenor cada um dos constituintes da formulação 
matemática da optimização, será possível entender melhor como esta definição 
se encaixa no referido em parágrafos anteriores.  
A expressão I.1 apresenta a forma genérica da definição matemática de um 
problema de optimização: 
 
( )min
,
( ) 0, 1,...,
( ) 0, 1,...,
l u
f x
nx IR
sujeito a
c x i m
i
c x j m t
j
x x x
∈
= =
≤ = +
≤ ≤
  ( I.1 ) 
em que ( )f x  define a função objectivo (que pretendemos optimizar), x 
corresponde ao conjunto de variáveis de decisão através das quais vamos 
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optimizar ( )f x , as equações ( ) 0, 1,...,i xc i m= =  definem as restrições do tipo 
igualdade, enquanto as inequações ( ) 0, 1,...,j xc j m t≤ = +  definem as restrições 
do tipo desigualdade, por último xl e xu correspondem aos limites das variáveis de 
decisão. [Opti99,I] 
 
Pela Equação I.1 é possível verificar, a existência de três elementos 
fundamentais na optimização: a função objectivo, as variáveis de decisão e as 
restrições. 
A função objectivo descreve uma medida quantitativa (do desempenho do 
sistema em estudo) que se pretende optimizar. Esta medida pode ser por 
exemplo, um tempo, uma massa, um lucro, uma força ou qualquer outra 
quantidade representável por um único valor numérico. Nos casos de estudo 
presentes neste trabalho, a função objectivo corresponde ao sinal de erro 
(diferença entre a saída e a referência) do processo em causa. A função objectivo 
depende de certas características do sistema, que matematicamente são 
representadas pelas variáveis de decisão.  
Na optimização são procurados valores para as variáveis de decisão, que 
optimizem a função objectivo. Por exemplo, considerando o projecto de um carro 
de Fórmula 1, em que a função objectivo corresponde à estabilidade do mesmo, 
as dimensões da asa traseira do monolugar poderão ser formuladas como 
variáveis de decisão. No contexto dos casos de estudo abordados nesta 
dissertação, as variáveis de decisão são os parâmetros do controlador que vamos 
projectar.  
É comum, os valores das variáveis de decisão e as saídas do sistema 
encontrarem-se restringidas. [What96] O que é relativamente intuitivo, por 
exemplo, no projecto do carro de Fórmula 1 não fará sentido considerar 
dimensões da asa traseira negativas ou acima dos limites impostos pelas regras 
da prova. Enquanto, no projecto de controladores clássicos é necessário restringir 
os valores dos parâmetros destes, de forma a fazerem sentido na prática. Apesar 
de teoricamente existirem sempre limites para as variáveis, há casos em que as 
restrições não são consideradas, como vamos ver um pouco mais à frente.  
 15 
Até este ponto, consideramos a optimização sempre na sua forma geral. 
No entanto ela pode ser classificada tendo em conta vários aspectos, tais como: 
 
• Smoothness (lisura) das funções.  
 
Um problema de optimização não linear diz-se smooth (ou liso), se a função 
objectivo for lisa. Para uma função ser do tipo lisa, as suas derivadas em ordem a 
cada variável de decisão, também denominadas por gradientes, têm de ser 
contínuas. [Solv] 
 
 
• Número de variáveis de decisão. 
 
Quanto ao número de variáveis de decisão, um problema é denominado de: 
 - Grande Escala, caso possua mais de cem variáveis; 
 - Média Escala, caso possua entre cinco a cem variáveis; 
 - Pequena Escala, caso possua menos de cinco variáveis.  
Esta classificação não é rígida, mas permite sobretudo uma orientação quanto à 
abordagem a utilizar no problema (é relevante principalmente na selecção do tipo 
de algoritmo). Os casos em estudo nesta dissertação enquadram-se na classe 
Pequena Escala. [Luen03,II] 
 
 
• Variáveis com ou sem restrições. 
 
Tendo em conta as restrições nas variáveis, existem vários tipos de 
problemas. Nalguns deles, só são consideradas restrições do tipo igualdade, 
desigualdade ou as duas, enquanto noutros pode não ser considerada qualquer 
restrição. [Fern98] 
Os problemas sem restrições surgem de forma relativamente frequente em 
aplicações práticas, porque quando existem restrições naturais nas variáveis, por 
vezes é seguro descartá-las e assumir que não têm qualquer efeito na solução 
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óptima. A ausência de restrições pode também advir de uma técnica matemática, 
por vezes utilizada na optimização, em que se procede à reformulação dos 
problemas com restrições nas variáveis, sendo estas substituídas por termos 
penalizantes na função objectivo. [Luen03,II]  
 
 
• Natureza da função objectivo e das restrições (linear ou não linear). 
 
Um problema diz-se linear, quando tanto a função objectivo, como todas as 
restrições são lineares. Caso contrário, o problema denomina-se por não linear. 
[Luen03,II] 
 
 
• Número de funções objectivo. 
 
Em relação ao número de funções objectivo, é possível distinguir três 
classes de optimização: 
- Uniobjectivo (single objective); 
- Sem objectivo (no objective); 
- Multiobjectivo. 
 
A optimização Uniobjectivo é o tipo de optimização assumido até aqui, em 
que só é tido em conta um único objectivo.  
A classe Sem objectivo, é bastante singular e ocorre em problemas onde 
se pretende através da sintonização das variáveis de decisão, satisfazer as 
restrições do modelo. Neste caso, o utilizador não quer optimizar nada em 
particular, e por isso não há necessidade de definir uma função objectivo.  
Na optimização multiobjectivo, existe a necessidade de optimizar dois ou 
mais objectivos em conflito simultaneamente. [What96]  
Neste trabalho, devido às características dos casos de estudo abordados, 
como veremos mais à frente, irá ser empregue optimização multiobjectivo. Este 
tipo de optimização surge, visto no mundo real existir frequentemente a 
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necessidade de ter em conta mais do que um só objectivo. [Mult97] E apesar de 
haver a possibilidade de alguns problemas serem reduzidos a uma só função 
objectivo, nem sempre é fácil assimilar todos os aspectos num só. Quando tal 
acontece, a optimização uniobjectivo deixa de ser suficiente, sendo necessário 
recorrer à optimização multiobjectivo. Apesar de no mundo real a 
multiobjectividade ser mais frequente do que a uniobjectividade, as técnicas de 
resolução actuais encontram-se mais desenvolvidas no campo da optimização 
uniobjectivo (tal como acontece nos sistemas lineares). [Abra05,Miet99] Daí, com 
este trabalho pretender-se acrescentar algo, no ainda não muito explorado campo 
da optimização não linear multiobjectivo aplicada a processos dinâmicos.  
Para uma melhor compreensão da optimização multiobjectivo, considere-se 
a análise do exemplo da construção de um carro de Fórmula 1. Num projecto 
como este, forçosamente temos de ter em conta diversos factores. Pretendemos 
que o carro seja rápido, tenha consumos baixos, seja estável, cumpra as regras 
de organização do evento, seja confortável, etc. Em casos deste tipo nunca se 
consegue realizar um projecto em que todos os objectivos são cumpridos em 
pleno. Por exemplo, no projecto da asa traseira do carro, temos de ter o cuidado 
de dar apoio aerodinâmico ao monolugar de forma a que este seja 
suficientemente estável. No entanto, demasiado apoio irá provocar com que o 
carro se torne demasiado lento para a competição. Ou seja, existe a necessidade 
de obter uma solução de compromisso entre as metas a atingir (velocidade e 
estabilidade), em que cada objectivo não é alcançado ao máximo, mas sim, em 
que se alcança o melhor possível para cada um dos objectivos. [Laha] Portanto, a 
optimização multiobjectivo pode ser definida como o processo de 
simultaneamente optimizar dois ou mais objectivos em conflito e sujeitos a 
determinadas restrições. [Steu86,SNT85] 
Neste trabalho, é pretendido controlar um sistema dinâmico ao longo do 
tempo. Os valores dos parâmetros do controlador devem permitir um controlo 
óptimo em cada instante de tempo. Logo, a cada instante irá corresponder uma 
função objectivo, dada pelo erro entre a saída e a referência do processo a 
controlar. [Opti99,II] 
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Matematicamente, o caso geral da optimização multiobjectivo pode ser 
formulado como apresentado em I.2. 
  
                             
( )min
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( ) 0, 1,...,
( ) 0, 1,...,
e
e
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F x
nx IR
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G x i m
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G x i m t
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x x x
∈
= =
≤ = +
≤ ≤
                                                    ( I.2 ) 
 
em que ( )F x  corresponde ao vector de funções objectivo, x ao conjunto de 
variáveis de decisão, ( )G x  ao vector de equações de restrições do tipo igualdade 
e desigualdade, e finalmente xl e xu correspondem aos limites das variáveis de 
decisão. [Opti99,III] 
 
Após o esclarecimento dos conceitos chave desta dissertação, é possível 
agora, através do esquema da Figura I.5, visualizar a “localização” deste trabalho. 
Como já foi referido anteriormente, o objectivo desta dissertação é 
contribuir para a construção de uma ferramenta adequada à sintonia óptima de 
controladores clássicos, implementados em sistemas de elevada complexidade. 
Nesse sentido, irão ser estudados dois casos distintos: um pêndulo invertido e um 
motor DC. A escolha do primeiro caso, deve-se ao sistema em causa ser 
inerentemente instável, o que associado à não linearidade e dinâmica o torna num 
dos sistemas mais difíceis de controlar e num caso verdadeiramente desafiante 
na engenharia de controlo. O segundo caso foi escolhido devido a ser um dos 
problemas mais comuns na área de controlo de sistemas electromecânicos e por 
permitir verificar os resultados obtidos no primeiro caso. 
Na realização deste trabalho, utilizou-se o software Matlab, mais 
concretamente as ferramentas SISOTOOL, Simulink e Optimization Toolbox. O 
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SISOTOOL possibilitou numa primeira fase realizar o ajuste interactivo dos 
compensadores por técnicas clássicas. O Simulink permitiu construir os modelos 
dos sistemas físicos em análise e simulá-los. Enquanto, a Optimization Toolbox 
fornece um conjunto de algoritmos, que permitiu resolver problemas de 
optimização não linear multiobjectivo. 
  
 
 
 
 
 
 
Figura I.5 – Esquema da “localização” deste trabalho. 
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II. Caso de estudo I – Pêndulo Invertido 
 
II.1 Introdução ao Pêndulo Invertido 
 
A escolha do pêndulo invertido como caso de estudo, deveu-se a este ser 
um sistema não linear e inerentemente instável, o que o torna num dos sistemas 
mais complexos de controlar e ao mesmo tempo mais interessantes no campo da 
engenharia de controlo. Isto faz com que este sistema, tenha sido e continue a ser 
alvo de estudo em várias instituições, como por exemplo a: 
 
• Universidade de Carnegie Mellon, Pittsburgh – EUA: 
http://www.engin.umich.edu/group/ctm/examples/pend/invpen.html;  
 
• Universidade Paris-Sud, Orsay – França: 
http://www.utc.fr/esb/esb98/abs_htm/589.html; 
 
• Universidade de Adelaide, Adelaide – Austrália: 
http://www.mecheng.adelaide.edu.au/robotics/robotics_projects.php?wpage_id=44
&title=24&browsebyyear=2004. 
 
O pêndulo invertido com suporte móvel, representado na Figura II.1, é 
composto por um carrinho, que está ligado a uma haste articulada, na qual se 
assume na extremidade a existência de um ponto onde se concentra a sua 
massa. Este sistema, como já foi referido, é inerentemente instável, ou seja, com 
o carrinho parado é impossível manter o pêndulo na posição vertical, é necessária 
a contínua aplicação de uma força 
→
F , que ajuste a posição do carro de forma a 
evitar a queda do pêndulo. 
Na Figura II.1, encontra-se um esquema do pêndulo invertido com suporte 
móvel que servirá de base à sua modelação.  
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 Figura II.1 – Esquema do pêndulo invertido com suporte móvel. [Mode97] 
 
 
II.2 Modelação do pêndulo invertido com suporte móvel 
 
I.2.1 Modelo não linear 
 
Na obtenção do modelo não linear, considerando: 
→ T a energia cinética; 
→ V a energia potencial;  
→ L o Lagrangeano; 
→ m a massa;  
→ v a velocidade; 
→ h a altura a que o corpo está suspenso tendo em conta uma dada 
referência; 
temos que:            
 
m - massa do pêndulo 
concentrada num ponto; 
M - massa do carrinho; 
→
F - força; 
b
→
- força de atrito; 
 l  - comprimento da haste; 
 θ - ângulo entre a normal do 
carrinho e a haste. 
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gravitícaF mg=          ( II.1 ) 
 
L T V= −            ( II.2 ) 
 
21
2
T mv=           ( II.3 ) 
 
29.8 /
V mgh
g m s
=
=           ( II.4 ) 
 
Aplicado ao caso do pêndulo invertido, vem: 
 
cos( )V mgy mgl θ= =         ( II.5 ) 
 
Energia cinética do pêndulo (concentrado num ponto): 
2 2. .1
( )
2
pm pT m x y= +         ( II.6 ) 
 
Energia cinética do carro: 
2.1
2
MMT M x=          ( II.7 ) 
 
;= +M mT T T          ( II.8 ) 
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Figura II.2 – Esquema de apoio à modelação do sistema 
 
 
A partir do esquema da Figura II.2, sabe-se que: 
 
cos( );py l θ=           ( II.9 ) 
. . .
;= +p pendx x x           ( II.10 )
  
logo: 
2 2( sin( ))py l θ= −          ( II.11 )
  
2. . . . .
2 2 2( ) ( [ sin( )] ') ( cos( ))p pendx x x x l x lθ θ θ= + = + = +     ( II.12 ) 
  
 
O próximo passo consiste na utilização das equações de Lagrange, de forma a 
possibilitar a obtenção das equações dinâmicas do sistema. 
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O Lagrangeano é dado por: 
 
 
 
   
( II.13 ) 
 
 
A partir da Equação II.13 é possível extrair a equação de movimento linear x: 
 
(II.14 ) 
 
 
 
 
 
 
 
 
 
 
 
( II.15 ) 
 
 
e a equação do movimento angular θ: 
 
.
0
d dL dL
dt d
d
θθ
 
  − =
 
 
                                 ( II.16 ) 
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(II.17) 
 
 
Resolvendo as Equações II.15 e II.17 em ordem a 
..
x  e a 
..
θ , obtém-se: 
 
   
( II.18 ) 
 
                  ( II.19 ) 
 
 
As Equações II.18 e II.19 descrevem o movimento linear e angular do 
modelo não linear do pêndulo invertido. 
 
 
I.2.2. Modelo linear 
 
A linearização de um sistema não linear, normalmente é realizada em torno 
de um ponto de equilíbrio. Neste caso, o ponto de equilibro mais adequado é θ≈0, 
pois o objectivo do sistema é garantir a estabilidade para pequenas variações do 
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..
..
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ml F b x
x
M m M m M m
x
l
θ
θ
= − + −
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= −
ângulo θ. Desta forma, sin(θ) ≈ 0 e cos(θ) ≈ 1. Substituindo estes valores nas 
expressões II.18 e II.19, vem:  
 
 
( II.20 ) 
 
           ( II.21 ) 
 
  
As Equações II.20 e II.21 descrevem o movimento linear e angular do 
modelo linear do pêndulo invertido. 
 
II.3 Simulação em Simulink 
 
II.3.1. Modelo Linear 
 
Partindo das Equações de movimento, II.20 e II.21, obtidas para 
representação matemática linear do pêndulo, foi construído o modelo em 
Simulink, apresentado na Figura II.3. 
 
II.3.2. Modelo Não Linear 
 
Tal como sucedeu para o modelo linear, foi construído em Simulink, o 
modelo não linear do pêndulo invertido, com base nas Equações matemáticas 
II.18 e II.19. O esquema deste modelo encontra-se representado na Figura II.4. 
 
 
Nota:  
O bloco Saturation, presente nos modelos apresentados nas Figuras II.3 e II.4, consiste num 
limitador a -90º/+90º. A sua presença justifica-se, por no sistema real, o ângulo do pêndulo com a 
normal do carro, nunca ultrapassar os limites definidos. Pois, quando o ângulo θ atingir um destes 
valores, o pêndulo embate no carrinho. 
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II.3.3. Interacção Simulink-Matlab (código e testes) 
 
Nesta fase do trabalho, a interacção Simulink-MATLAB consiste na 
passagem de valores de constantes físicas, do MATLAB ao Simulink. Cada 
simulação é precedida da execução de um ficheiro tipo M, com o seguinte código: 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
%constants.m 
%passagem de valores constantes do Matlab para o Simulink 
 
clear all; 
close all; 
 
M=0.5; % massa do carro (Kg) 
m=0.2; % massa do ponto de massa(Kg) 
l=0.3; % comprimento desde o carrinho ao ponto de massa (m) 
g=9.8; % aceleração gravítica (m/s^2) 
b=0.1; % coeficiente de atrito (N/m/s) 
a2=1/(M+m); % constante auxiliar 2) 
a1=m*l*a2; % constante auxiliar 1) 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
 
II.3.4. Sistema em Malha Aberta 
 
Nas Figuras II.5 e II.6, encontram-se representados os modelos (linear e 
não linear) arquitectados no Simulink, e empregues, numa primeira fase, na 
simulação do sistema em malha aberta. 
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Figura II.5 – Modelo linear, em Simulink, do pêndulo invertido em malha aberta.  
 
 
 
 
Figura  II.6 – Modelo não linear, em Simulink, do pêndulo invertido em malha aberta.  
 
 
 
• O bloco Signal Builder, também presente nos modelos, II.5 e II.6, é utilizado 
como simulador de uma perturbação com curta duração. A sua forma encontra-se 
representada no gráfico da Figuras II.7. Esta perturbação será usada durante o 
trabalho em todas as simulações do pêndulo invertido, excepto nas apresentadas 
na Figura II.9. 
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Figura II.7 – Sinal presente no bloco Signal Builder. 
 
 
II.3.5. Especificações 
 
As especificações, desejadas para o comportamento do pêndulo invertido, 
quando perturbado por um sinal do tipo representado na Figura II.7, são: 
 
• ângulo θ entre -5º e +5º (≈ -0.09 rad e 0.09 rad); 
• deslocamento x de no máximo 35 cm no sentido negativo do referencial e 5 
cm no sentido positivo (40 cm no total). 
 
 
Figura II.8 – Esquema representativo das restrições ao movimento do carro. 
 
• tempo de estabelecimento do ângulo θ inferior a 5s (±1º / ±0.0175 rad). 
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II.3.6. Resultados do Sistema em Malha Aberta 
 
 
 
Concluída a construção dos modelos em malha aberta e a definição das 
especificações, é possível finalmente proceder às simulações. 
Com os modelos das Figuras II.5 e II.6, obtiveram-se os resultados 
apresentados na Figura II.9. 
 
 
 
 
 
 
 
 
 
 
 
                         
 
 
 
 
Figura II.9 – Gráficos do comportamento de teta e x no tempo (utilizando os modelos linear 
e o não linear das Figuras II.5 e II.6) para perturbações com diferente amplitude. 
 
 
 
Por análise dos gráficos da Figura II.9, é possível constatar que o sistema 
em malha aberta, tanto implementado com o modelo linear (L) como com o não 
linear (NL) é instável. Este resultado era previsível, uma vez que o sistema 
considerado é inerentemente instável. Logo, como foi possível observar, sem 
qualquer controlo, mesmo para pequenas perturbações, o pêndulo acaba por cair. 
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II.4 Conclusões 
 
 
Pela análise realizada e resultados obtidos neste capítulo, verifica-se que o 
pêndulo invertido em malha aberta, tanto implementado com modelo linear como 
com modelo não linear, é inerentemente instável. Logo será necessário, recorrer a 
técnicas que permitam a sua estabilização e melhoria do seu comportamento, de 
forma a cumprir as especificações pretendidas. 
No próximo capítulo, irá recorrer-se a técnicas clássicas de compensação. 
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III. Controlo clássico 
 
No capítulo anterior, verificou-se que o pêndulo invertido (utilizando o 
modelo linear ou não linear) sem compensador, não cumpre as especificações 
que definimos como objectivo no início desta análise. Em situações deste género, 
normalmente procede-se à alteração da estrutura do sistema ou ao ajuste dos 
seus parâmetros. Quando tal não é possível ou não conduz aos resultados 
desejados, é necessário acrescentar um novo elemento à malha de controlo, um 
compensador.  
Neste capítulo, irão ser aplicados métodos clássicos de compensação, 
mais concretamente a compensadores P, PD, PID e Avanço. Inicialmente, os 
parâmetros destes compensadores serão ajustados seguindo a teoria clássica 
dos sistemas de controlo, sendo nesta fase utilizado o sistema linear do pêndulo. 
De seguida, os compensadores desenhados serão testados no pêndulo não 
linear. Desta forma, será possível verificar se a sintonização realizada aos 
compensadores implementados no sistema linear do pêndulo, contínua a ser 
válida para o modelo não linear. Este estudo irá permitir concluir se o sistema 
linear pode ser usado como aproximação do não linear, isto é, mantendo os 
resultados obtidos válidos. 
Numa terceira fase, utilizaremos apenas o sistema não linear e proceder-
se-á manualmente à sintonização dos parâmetros dos compensadores clássicos, 
que satisfaçam as especificações. Num próximo capítulo, os parâmetros obtidos 
serão usados como valores iniciais da optimização. 
 
 
III.1 Ajuste por Métodos Clássicos de Compensadores 
Implementados no Sistema Linear Pêndulo Invertido 
 
III.1.1 Obtenção das Funções de Transferência do Sistema Linear 
 
Na aplicação de métodos clássicos de compensação, será utilizada a 
ferramenta SISOTOOL do MATLAB. Esta, permite inserir um compensador na 
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malha de controlo do sistema e variar o ganho deste, enquanto se observa as 
consequentes alterações no comportamento do caso em estudo. Existem várias 
formas de analisar estas alterações, são elas: a resposta na frequência (via 
diagrama de Bode), o traçado do lugar das raízes e a resposta a diferentes 
entradas de teste (impulso, degrau, …). A tarefa de sintonização do compensador 
fica deste modo facilitada. 
A ferramenta SISOTOOL está construída, de modo a utilizar como 
parâmetros de entrada funções de transferência (FT). Logo, o primeiro passo 
consistirá em proceder à obtenção das FT do pêndulo invertido linear. Para obter 
as funções de transferência do sistema, podem ser utilizadas duas técnicas 
distintas:  
• usar a transformada de Laplace nas Equações de movimento, II.20 e 
II.21, e colocar as saídas em função da entrada; 
• obter o espaço de estados do sistema e usar a função ss2tf do MATLAB. 
Optou-se pela primeira hipótese, cuja realização se encontra descrita de 
seguida: 
 
Equações de movimento obtidas no cap.II: 
    
                              
( III.1 ) 
                                 
( III.2 )  
 
Considerando 1/ ( )= +a M m  e c ml= , vem: 
      ( III.3 ) 
 
                                        ( III.4 ) 
 
Substituindo 
..
θ  por 
..
x
l
−   na Equação III.3: 
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Aplicando a transformada de Laplace, vem: 
                          
 
 
 
 
( III.6 )  
 
 
Substituindo agora 
..
x  por 
.. .
ca Fa b x aθ− + −  na Equação III.4, tem-se que: 
 
              
 
( III.7 ) 
 
Aplicando a transformada de Laplace e considerando 1
ca
k
l
= − , vem: 
2 ( ) ( ) ( )
ba a
s s k sX s F s
l l
θ = − −               ( III.8 ) 
A partir da Equação III.6, pode-se obter: 
 
( ) ( )
[(1 ) ]
a
X s F s
ca
s s ba
l
=
− +
              ( III.9 ) 
 
Substituindo X(s) na Equação III.8 com o mostrado na Equação III.9, vem: 
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( III.10 ) 
 
Considerando, 
 
 
 
 
 
      vem: 
 
2
( ) 1 1
[ 3]
( ) ( 2)
s k
k
F s s kks
θ
= − ⇔
+       ( III.11 ) 
2
( ) 1 1 3 3 2
[ ]
( ) ( 2)
s k k s k k
F s s kks
θ − −
⇔ =
+       ( III.12 ) 
 
Como k1=k3k2, tem-se: 
 
( ) 3
( ) ( 2)
s k
F s ks s k
θ
= −
+         ( III.13 ) 
 
Substituindo nas Equações III.6 e III.13 os valores das constantes obtém-se: 
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2
( ) 2 2
( ) ( 0.2)0.2
X s
F s s ss s
≈ =
++       ( III.14 ) 
2
( ) 6.667 6.667
( ) ( 0.2)0.2
s
F s s ss s
θ −
≈ − =
++       ( III.15 ) 
 
As Equações III.14 e III.15 representam as funções de transferência entre a 
entrada F(s) e as saídas X(s) e θ(s). Obtidas as FT, pode agora ser aplicada a 
ferramenta SISOTOOL.  
 
III.1.2 Implementação em SISOTOOL 
 
O esquema base da malha de controlo utilizada pelo SISOTOOL encontra-
se apresentado na Figura III.1. É de notar, a possibilidade de o compensador ( [C] 
) ser colocado em diferentes posições da malha de controlo.  
 
 
  
 
Figura III.1 – Esquema base da malha de controlo utilizada no SISOTOOL. 
 
Com a introdução de um compensador na malha de controlo, deixamos de 
ter um sistema em malha aberta e passamos a trabalhar em malha fechada, como 
representa a Figura III.2. Do sistema em análise, sabemos que o sinal de 
referência é zero e que se pretende estudar o seu comportamento quando 
exposto a uma perturbação. No entanto, o SISOTOOL não possui a capacidade 
de incluir dois sinais de entrada (referência e sinal de perturbação), logo, para ser 
 
[ F ]  – filtro;  
[ C ] – controlador;  
[ G ] – processo a controlar;  
[ H ] – unidade de realimentação; 
r – sinal de referência;  
y – sinal de saída 
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possível estudar o sistema nesta ferramenta, é necessário alterar o esquema da 
Figura III.1 de acordo com os passos apresentados na Figura III.3. 
 
Figura III.2 Modelo do sistema com um compensador na malha de realimentação. (Simulink) 
 
a) 
 
 
 
 
 
b) 
 
 
 
 
c) 
 
 
 
 
 
 
d) 
 
 
 
Figura III.3 – Passos da modificação da malha de controlo de forma a ser compatível com o 
SISOTOOL. 
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Ainda relativamente às Figuras III.1 e III.3, importa referir, que como o 
ângulo θ é a variável controlada (a saída), logicamente o bloco ‘G’ é dado por 
( )
( )
s
F s
Θ
. Enquanto o bloco ‘C’ será dado pela FT do compensador, cujo ganho pode 
ser ajustado interactivamente no SISOTOOL. 
 
 
III.1.3 Obtenção da Função de Transferência dos Compensadores 
 
Na aplicação de métodos clássicos ao sistema em análise, irão ser 
utilizados, como já foi referido, compensadores clássicos P, PD, PID e Avanço. 
Para proceder à análise da compensação do sistema no SISOTOOL é 
necessário, à semelhança do que foi realizado para as FT do sistema a 
compensar, inserir as funções de transferência dos respectivos compensadores 
no bloco ‘C’ (Figuras III.1 e III.3). 
O PID (proporcional-integrador-derivativo), representado na Figura III.4, 
tem como modelo matemático a expressão: 
 
( )
( ) . ( ) . ( ). .
( )
= + +∫
de t
u t Kp e t Ki e t dt Kd
d t
     ( III.16 ) 
A sua função de transferência pode ser obtida aplicando a transformada de 
Laplace à Equação III.16: 
 
( ) ( . ). ( )= + + ⇔
Ki
U s Kp Kd s E s
s
               ( III.17 ) 
. .⇔ = + +PID
Ki
FT Kp s Kd s
s
       ( III.18 ) 
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Figura III.4 - Compensador PID 
 
A Equação III.18 é a função de transferência de um compensador do tipo 
PID. As funções de transferência dos outros compensadores obtêm-se de forma 
semelhante e encontram-se apresentadas na Tabela III.1. 
 
 
Tabela III.1 – F.T. dos compensadores a utilizar 
 
III.1.4 Compensador Proporcional 
 
III.1.4.1 Limites de Estabilidade 
 
O primeiro compensador a ser ajustado será o Proporcional (P). Este 
ajuste, como o compensador se encontra na malha de realimentação (Figura 
III.3), corresponde à alteração do ganho da unidade de realimentação. 
Compensador 
Função de Transferência (
( )
( )
U s
E s
) 
Proporcional (P) Kp  
Proporcional Derivativo (PD)  .Kp Kd s+   
Avanço 
.
s a
s aα
+
+
, com  0>a  e  0α >  
Proporcional-Integral-Derivativo (PID) 
. .
Ki
Kp s Kd s
s
+ +  
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A partir da função de transferência no caminho para a frente, 
G=
( )
( )
s
F s
Θ
=
2
6.667
0.2s s
−
+
. e no caminho de realimentação. H=1 e C=Kp, é possível 
determinar a FT do sistema em malha fechada: 
 
2
6.667
1 0.2 6.667
cp
G
G
CGH s s Kp
−
= =
+ + −      (III.19)        
 
Aplicando o teorema do valor final ([Cann03]) para cálculo do erro em regime 
estacionário, obtém-se:  
0 0
lim ( ) lim ( ) lim ( ) ,
pCt s s
e t sE s sR s G
→∞ → →
= =   
 
em que E(s) é o sinal de erro do sistema e  R(s) a entrada-perturbação do 
sistema, que no caso em estudo corresponde a um impulso com amplitude igual a 
20 (Figura II.7),logo: 
 
 20
6.667
( ) lim 20( ) 0,
0.2 6.667
ss
s
e t s
s s Kp→
−
= =
+ −    ( III.20 ) 
 
Pela expressão III.20, verifica-se que o erro em regime estacionário deste 
sistema é nulo. Confirma-se desta forma, o que já era possível perceber por 
análise da FT 
( )
( )
s
F s
Θ
=
6.667
.( 0.2)s s
−
−
+
. O sistema em malha aberta tem um pólo na 
origem, logo, estamos perante um sistema de tipo 1, o que implica que ao aplicar 
na entrada um impulso (sinal de teste de grau 0), irá verificar-se a regra que diz 
que o erro em regime estacionário é nulo quando o tipo do sistema é igual 
ou superior ao grau da transformada de Laplace do sinal de entrada. 
[Melo07,IV] Ou seja, a resposta estacionária do sistema em análise encontra-se 
de acordo com as especificações. No entanto, é necessário ainda compensar a 
resposta transitória do sistema. Daí, a opção de aplicar compensadores que 
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actuam nesta resposta, como os PD, PID e Avanço, em detrimento de outros 
como o PI e Atraso que actuam na resposta estacionária. 
Voltando à análise com o compensador proporcional, é agora necessário 
encontrar para que valores de Kp o sistema é estável. O método escolhido para 
analisar a estabilidade do sistema foi o de Routh-Hurwitz.  
A equação característica do sistema, como se pode ver na Equação III.19, 
é 
2( ) 0.2 6.667 0s s s Kp∆ = + − =       ( III.21 ) 
 
 
Construindo a rede de Routh obtém-se: 
 
 
 
s2 
 
1 
 
-6.667.Kp 
 
 
s1 
 
0.2 
 
0 
 
 
s0 
 
 
-6.667.Kp 
 
 
0 
 
 
O critério de estabilidade Routh Hurwitz diz que o número de raízes da 
equação característica possuindo parte real maior do que zero é igual ao 
número de mudanças de sinal que se verificam ao longo  da primeira coluna 
da rede de Routh. [Melo07,V] Como raízes da equação característica com parte 
real maior do que zero são sinónimo de um sistema instável, segundo o critério de 
Routh, para um sistema ser estável não podem existir mudanças de sinal, ao 
longo da primeira coluna da rede. 
 Analisando a rede de Routh obtida, verifica-se que é necessário garantir  
 
6.667 0 0Kp Kp− > ⇔ <        ( III.22 ) 
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II.1.4.2 Resultados  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura III.5 – Resposta transitória do movimento do ângulo θ do pêndulo linear com 
compensador P. (Simulink) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura III.6 – Resposta transitória do movimento do carro (x) do pêndulo linear com 
compensador P. (Simulink) 
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Nas Figuras III.5 e III.6 encontram-se resumidos os resultados da 
compensação do pêndulo linear utilizando um compensador do tipo P. A variável 
controlada (o ângulo) e a variável não directamente controlada (movimento do 
carro), para as quais estão definidas restrições severas, não cumprem os 
objectivos para a gama alargada de parâmetros utilizados (Kp Є [-450, -50]).  
Apesar de com Kp=-450, serem atingidos valores de θ e x dentro do 
desejado, é possível verificar que o sistema é demasiado lento e que as duas 
variáveis apresentam oscilações significativas, situação que é inaceitável em 
muitas aplicações práticas, pois pode levar a que se exceda o limite de fadiga dos 
componentes dos equipamentos. [Melo07,VI] De qualquer forma, mesmo sem o 
problema da lentidão e da oscilação este compensador seria impossível de utilizar 
na prática, uma vez que aplicar uma força de 450N a um carro de 0.5Kg destrui-
lo-ia. 
 
 
III.1.2 Compensador Proporcional-Derivativo 
 
III.1.2.1 Limites de Estabilidade 
 
Com base nos resultados das Figuras III.5 e III.6, concluiu-se que existe a 
necessidade de compensar a resposta transitória do sistema, visto que é 
demasiado oscilatória e lenta. No sentido de melhorar esta resposta irá ser 
utilizado um compensador proporcional-derivativo. 
Para encontrar os limites de estabilidade do sistema foi utilizado 
novamente o critério de Routh-Hurwitz. A partir da função de transferência em 
malha aberta G=
( )
( )
s
F s
Θ
=
2
6.667
0.2s s
−
+
 e C= 
2Kps Kds
s
+
 (retirado da Tabela III.1), 
pode-se obter a FT do sistema em malha fechada com compensador 
proporcional-derivativo, que é dada por: 
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2
6.667
1 (0.2 6.667 ) 6.667PD
C
G
G
GHC s Kd s Kp
−
= =
+ + − −   ( III.23 )        
 
A equação característica do sistema, como se pode ver na Equação III.23, é  
2( ) (0.2 6.667 ) 6.667 0s s Kd s Kp∆ = + − − =        ( III.24 ) 
 
Construindo a rede de Routh. vem: 
 
 
s2 
 
 
1 
 
-6.667.Kp 
 
s1 
 
 
0.2-6.667.Kd 
 
0 
 
s0 
 
 
-6.667.Kp 
 
0 
 
 
Logo, é necessário garantir: 
 
0.2 6.667 0Kd− ≻        ( III.25 )  
e 6.667 0Kp− ≻          ( III.26 )  
 
Então, para manter o sistema estável os valores de Kd e Kp têm de estar 
limitados a: 
0.03 0.Kd e Kp< <          
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III.1.2.2 Resultados  
 
 
Tabela III.2 – Resultados estatísticos para diferentes valores testados dos parâmetros de 
um PD. 
 
Resposta de Pico de θ 
(valor absoluto) 
Deslocamento x 
 (m) 
 
 
Kp 
 
Kd 
rad graus min max 
∆x (m) 
 
 
   Tempo de    
estabelecimento (20%) 
(s) 
-36.1 -36.1 0.080 4.584 -0.0231 0.0230 0.0461 1.70  
-45.4 -36.3 0.080 4.584 -0.0225 0.0225 0.0450 1.36  
-60.7 -36.4 0.080 4.584 -0.0218 0.0217 0.0435 1.02  
-29.9 -35.9 0.080 4.584 -0.0235 0.0235 0.0470 2.05  
-25.7 -36.0 0.080 4.584 -0.0236 0.0235 0.0471 2.39  
-91.3 -36.5 0.080 4.584 -0.0205 0.0205 0.0410 0.68  
-20.4 -36.7 0.080 4.584 -0.0235 0.0234 0.0469 3.07  
-18.3 -36.6 0.080 4.584 -0.0236 0.0236 0.0472 3.42  
-13.9 -36.1 0.080 4.584 -0.0242 0.0241 0.0483 4.44  
-13.0 -36.4 0.080 4.584 -0.0240 0.0240 0.0480 4.78  
-12.1 -36.3 0.080 4.584 -0.0242 0.0241 0.0483 5.13  
-29.5 -38.4 0.080 4.584 -0.0221 0.0220 0.0441 2.13  
-20.4 -50.0 0.058 3.323 -0.0175 0.0175 0.0350 3.09  
-20.4 -65.0 0.045 2.578 -0.0136 0.0136 0.0272 3.17  
 
 48 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura III.7– Resposta transitória do movimento do ângulo θ do pêndulo linear com 
compensador PD. (Simulink) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura III.8– Resposta transitória do movimento do carro (x) do pêndulo linear com 
compensador PD. (Simulink) 
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3 2
1
6.667. 6.667. .
(0.2 ) (0.2 6.667 ) 6.667
AvC
G
G
GHC
s a
s a s a Kp s Kpa
α
α α
= =
+
− −
=
+ + + − −
Com o compensador PD, é possível verificar pelas Figuras III.7 e III.8 e pela 
Tabela III.2, que é possível atingir um comportamento dinâmico relativamente 
bom. Com valores não muito elevados nos parâmetros do compensador, 
consegue-se atingir as especificações relativas ao ângulo do pêndulo, ao 
deslocamento do carro e ao tempo de estabelecimento. Verifica-se ainda que a 
resposta do sistema é rápida ao contrário do que acontecia com o compensador 
P. 
 
III.1.3 Compensador Avanço 
 
III.1.3.1 Limites de Estabilidade 
 
O critério de Routh-Hurwitz voltou a ser aplicado para encontrar os limites 
de estabilidade do sistema. Para o aplicar, é necessário obter a função de 
transferência do sistema em malha fechada. Para tal, basta usar a função de 
transferência em malha aberta G=
( )
( )
s
F s
Θ
=
2
6.667
,
0.2s s
−
+
 H=1 e C=
s a
s aα
+
+
, com a>0 e 
α>1  (retirado da Tabela III.1): 
 
  
 
 
( III.27 )   
      
 
A equação característica do sistema, como se pode ver na Equação III.27, é 
3 2( ) (0.2 ) (0.2 6.667 ) 6.667 0s s a s a Kp s Kpaα α∆ = + + + − − =  ( III.28 ) 
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Construindo a rede de Routh, vem: 
 
 
s2 
 
1 
 
0.2. . 6.667.a Kpα −  
 
s1 
 
0.2 .aα+  
 
6.667. .Kp a−  
 
s0 
 
(0.2 . 6.667. ).(0.2. . 6.667. 6.667. . ) 6.667.
0.2 . 6.667.
a Kd a Kp a Kd Kp
a Kd
α α
α
+ − − − +
+ −
 
 
0 
 
 
Logo é necessário garantir que: 
 
0.2 0aα+ >                   ( III.29 ) 
e 
(0.2 6.667 )(0.2 6.667 6.667 ) 6.667
0.2 6.667
a Kd a Kp aKd Kp
a Kd
α α
α
+ − − − +
⇔
+ −   
(0.2 0.04) ( 6.667 1.333 6.667 )
0
0.2
a a Kp a a
a
α α α
α
+ + − − +
⇔ >
+  ( III.30 ) 
 
 
A expressão III.29 é sempre positiva, uma vez que uma das condições do 
compensador avanço é os valores de a e α serem positivos (a>0 e α>1). Na 
expressão III.30 o denominador é sempre positivo, logo, para a expressão ser 
positiva, o numerador também terá de o ser. Sabendo que (0.2 0.04)a aα α +  é 
sempre positivo devido a estarmos a considerar um compensador avanço e que 
6.667 1.333 6.667a aα− − +  é sempre negativo, pois α>1, implica |-6.667 aα | > 
|6.667a |, logo, caso Kp seja negativo, existe a garantia que III.30 será sempre 
maior do que 0. 
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III.1.3.2 Resultados 
 
 
Tabela III.3 – Resultados estatísticos para diferentes valores dos parâmetros de um 
compensador Avanço. 
  
Resposta de Pico 
de θ 
(valor absoluto) 
Deslocamento x 
(m) 
 
 
Kp 
 
 
a 
 
 
alfa 
rad graus min max 
 
 
∆x (metros) 
Tempo de 
estabelecimento 
(20%) 
(s) 
-30 1 10 1.470 84.225 -0.4442 0.4410 0.8852 3.935 
-90 1 10 0.602 34.492 -0.1809 0.1805 0.3614 2.898 
-90 0.8 10 0.567 32.487 -0.1703 0.1700 0.3403 3.333 
-90 0.4 10 0.498 28.533 -0.1496 0.1495 0.2991 4.866 
-90 1.2 10 0.637 36.497 -0.1918 0.1912 0.3830 2.572 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura III.9– Resposta transitória do movimento do ângulo θ do pêndulo linear com 
compensador Avanço. (Simulink) 
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Figura III.10– Resposta transitória do movimento do carro (x)  do pêndulo linear com 
compensador Avanço. (Simulink) 
 
Pela Tabela III.3 e pelas Figuras III.9 e III.10 é possível verificar que com este 
compensador é impossível obter um comportamento dinâmico que satisfaça as 
especificações definidas. O valor do limite máximo absoluto de θ é sempre 
largamente ultrapassado. 
 
III.1.4 Compensador PID 
 
III.1.4.1 Limites de Estabilidade 
 
Novamente irá ser aplicado o critério de Routh-Hurwitz para encontrar os 
limites de estabilidade do sistema. A partir da função de transferência em malha 
aberta G=
( )
( )
s
F s
Θ
=
2
6.667
0.2s s
−
+
 e H=1 e C= 
2Kps Ki Kds
s
+ +
 (retirado da Tabela III.1), 
é possível obter a F.T. do sistema em malha fechada com compensador 
proporcional-integral-derivativo, que será dada por : 
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3 2
1
6.667.
(0.2 6.667 ) 6.667 6.667
PIDC
G
G
GHC
s
s Kd s Kps Ki
= =
+
−
=
+ − − −
 
 
 
( III.31 )        
 
A equação característica do sistema, como se pode ver na Equação III.31, é 
3 2( ) (0.2 6.667 ) 6.667 6.667 0s s Kd s Kps Ki∆ = + − − − =   ( III.32 ) 
 
Construindo a rede de Routh, vem: 
 
 
s3 
 
1 
 
6.667.Kp−  
 
 
s2 
 
0.2 6.667.Kd−  
 
6.667.Ki−  
 
s1 
 
(0.2 6.667. ).( 6.667. ) 6.667.
(0.2 6.667. )
Kd Kp Ki
Kd
− − +
−
 
 
0 
 
s0 
 
6.667.Ki−  
 
0 
 
Logo é necessário garantir que: 
 
0.2 6.667 0Kd− >         ( III.33 ) 
 
(0.2 6.667 )( 6.667 ) 6.667
0
(0.2 6.667 )
Kd Kp Ki
Kd
− − +
>
−     ( III.34 ) 
 
e 6.667 0Ki− >          ( III.35 ) 
 
pela expressão III.34, sabe-se que 
0.03 44.44 6.667
(0.2 6.667 )
Kp KpKd Ki
Kd
− + +
−
> 0,  
 54 
como o denominador dessa expressão é sempre positivo (pela Equação III.33), 
para garantir a estabilidade do sistema, o numerador também terá de ser superior 
a zero. Estas considerações levam às seguintes restrições dos parâmetros do 
PID: 
  
0.03;<Kd           ( III.36 ) 
0;<Ki           ( III.37 )  
0.<Kp           ( III.38 )
  
III.1.4.1 Resultados 
 
 
Tabela. III.4– Dados estatísticos do comportamento do sistema para diferentes valores dos 
parâmetros de um PID. 
 
Resposta de Pico de 
θ 
(valor absoluto) 
 
Deslocamento x (m) 
 
 
Kp 
 
 
Ki 
 
 
Kd 
rad graus min max 
 
 
∆x (m) 
Tempo de 
estabelecime
nto (±1º/+- 
0.0175 rad) 
-39.1 -39.1 -39.1 0.071 4.068 -0.0212 0.0212 0.0424 3.29 s 
-14.2 -14.2 -41.0 0.071 4.068 -0.0214 0.0213 0.0427 6.54 s 
-32.9 -32.9 -39.8 0.071 4.068 -0.0211 0.0211 0.0422 3.76 s 
-49.0 -49.0 -38.8 0.070 4.011 -0.0210 0.0209 0.0419 2.72 s 
-64.8 -64.8 -38.2 0.069 3.953 -0.0206 0.0206 0.0412 1.98 s 
-96.5 -96.5 -38.3 0.064 3.667 -0.0194 0.0193 0.0387 0.51 s 
-46.3 -62.2 -25.1 0.100 5.730 -0.0308 0.0307 0.0615 2.32 s 
-63.0 -37.7 -25.3 0.101 5.787 -0.0293 0.0292 0.0585 0.64 s 
-64.8 -25.9 -38.9 0.067 3.839 -0.0204 0.0203 0.0407 0.79 s 
-48.3 -19.3 -37.8 0.072 4.125 -0.0216 0.0215 0.0413 0.97 s 
-39.5 -15.8 -40.4 0.069 3.953 -0.0206 0.0206 0.0412 1.15 s 
-33.3 -13.3 -38.4 0.073 4.183 -0.0219 0.0218 0.0437 1.29 s 
-40.3 -23.7 -40.0 0.069 3.953 -0.0208 0.0207 0.0415 1.05 s 
-51.2 -31.8 -51.2 0.046 2.636 -0.0163 0.0163 0.0326 0.92 s 
-60.4 -22.6 -60.4 0.046 2.636 -0.0139 0.0139 0.0278 0.92 s 
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Figura III.11– Resposta transitória do movimento do ângulo θ do pêndulo linear com 
compensador PID. (Simulink) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura III.12– Resposta transitória do movimento do carro (x) do pêndulo linear com 
compensador PID. (Simulink) 
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Verifica-se que a utilização do compensador PID, leva a um bom 
comportamento dinâmico do sistema, cumprindo todas as especificações. Dos 
testes apresentados, na Tabela III.4 e nas Figuras III.11 e III.12, praticamente 
todos permitiram cumprir as especificações. O que revela a facilidade de 
sintonização deste compensador quando implementado no modelo linear do 
pêndulo. 
Analisando o comportamento do sistema, é ainda possível verificar que o 
efeito da variação de cada parâmetro está em conformidade com a teoria clássica 
(Tabela III.5). 
 
 
 
Tabela III.5 – Efeito da variação dos parâmetros do compensador PID. [Melo07,VII] 
 
Resposta do 
sistema 
Sobreelevação 
Tempo de 
estabelecimento 
Erro em regime 
estacionário 
Aumentando 
Kp 
Aumenta Pequena variação Diminui 
Aumentando 
Ki 
Aumenta Aumenta Elimina 
Aumentando 
Kd 
Diminui Diminui 
Pequena 
variação 
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III.2 Compensadores Clássicos Aplicados ao Sistema 
Não Linear Pêndulo Invertido (comparação com o 
desempenho no sistema linear) 
 
 
Aplicando as regras da teoria do controlo clássico, ajustaram-se os 
parâmetros dos compensadores considerados neste capítulo. O próximo passo 
será a sua implementação e teste no sistema não-linear. 
O nosso objectivo é comparar o desempenho dos dois sistemas, sistema1 
{compensador linear+modelo linear} e sistema 2 {compensador linear+modelo 
não linear}, e verificar se é possível utilizar a teoria clássica de controlo para 
processos fortemente não lineares e instáveis. Como é o caso do pêndulo 
invertido. 
O esquema modular no âmbito do qual foram testados e comparados os 
vários compensadores, encontra-se apresentado na Figura III.13. Nesse sistema, 
em malha fechada foram alterados unicamente os blocos do modelo (linear ou 
não linear) e do compensador. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura III.13 – Modelo utilizado para a comparação entre o comportamento do sistema linear 
e o não linear com diferentes compensadores. 
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III.2.1. Resultados 
III.2.1.1 Compensador P  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura III.14– Resposta transitória do movimento do ângulo θ do pêndulo linear e não linear 
com compensador P. (Simulink) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura III.15– Resposta transitória do movimento do carro (x)  do pêndulo linear e não linear 
com compensador P. (Simulink) 
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Pelos gráficos apresentados nas Figuras III.14 e III.15, é possível verificar 
que o comportamento dinâmico em ambos os sistemas (linear e não linear) é 
deficiente, principalmente devido à oscilação e velocidade de resposta. Os 
resultados com o sistema não linear mostram ainda, a impossibilidade de sequer 
implementar este compensador na prática. Isto porque, apesar de o ângulo do 
pêndulo com a normal do carro não diferir muito nos dois sistemas (ambos 
cumprem as especificações relativas à variação do ângulo θ), com o modelo não-
linear o movimento do carro encontra-se na ordem dos 11.5 metros, o que torna o 
controlo fisicamente irrealizável. 
 
III.2.1.2 Compensador PD 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
Figura III.16– Resposta transitória do movimento do ângulo θ do pêndulo linear e não linear 
com compensador PD. (Simulink) 
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Figura III.17– Resposta transitória do movimento do carro (x)  do pêndulo linear e não linear 
com compensador PD. (Simulink) 
 
 
 
Por análise das Figuras III.16 e III.17, é possível desde logo constatar que 
em ambos os modelos a resposta é bastante menos oscilatória e mais rápida do 
que acontecia com o compensador proporcional. O comportamento do ângulo θ é 
relativamente semelhante no caso linear e não linear (cumprem as especificações 
para a variação máxima do ângulo θ). No entanto, no modelo não linear este 
comportamento do ângulo é atingido com um movimento do carro na ordem dos 
45 metros, o que faz com que o controlo seja fisicamente não realizável. 
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III.2.1.3 Compensador Avanço 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura III.18– Resposta transitória do movimento do ângulo θ do pêndulo linear e não linear 
com compensador Avanço. (Simulink) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura III.19– Resposta transitória do movimento do carro (x)  do pêndulo linear e não linear 
com compensador Avanço. (Simulink) 
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Por análise das Figuras III.18 e III.19, verifica-se que com o controlador 
Avanço aplicado ao modelo não linear não se consegue um bom comportamento 
dinâmico do sistema, tornando-o instável. O mau comportamento dinâmico era de 
prever, uma vez que também com o modelo linear não havia sido possível 
controlar o sistema. 
 
III.2.1.4 Compensador PID 
 
A implementação do controlador do tipo PID, permitiu a obtenção dos 
melhores resultados. Ao contrário do que acontecia com todos os outros 
compensadores, os sistemas lineares e não lineares têm comportamento 
comparável (Figuras III.20 e III.21). Este resultado não é surpreendente, tendo em 
conta a vasta aplicação do controlador PID na indústria em vários processos 
normalmente não lineares. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura III.20– Resposta transitória do movimento do ângulo θ do pêndulo linear e não linear 
com compensador PID. (Simulink). 
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Figura III.21– Resposta transitória do movimento do carro (x)  do pêndulo linear e não linear 
com compensador PID. (Simulink) 
 
Com o modelo não linear, observa-se que o pico de sobreelevação de θ 
aumenta ligeiramente. No entanto, as especificações de oscilação máxima desta 
saída são cumpridas. O tempo de estabelecimento, também se encontra dentro 
do pretendido (menos de 5 segundos) em ambos os modelos. Quanto ao 
movimento do carro (Figura III.21) as diferenças são maiores. Verifica-se que com 
o modelo não linear é necessário um movimento do carro muito superior, para 
manter o ângulo θ dentro das especificações. Apesar de com o modelo não linear, 
o movimento máximo do carro definido nas especificações (0.4m), ser 
ultrapassado, verifica-se que em relação aos outros compensadores usados no 
pêndulo não linear, o movimento do carro é menor e fisicamente mais fácil de 
realizar. 
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III.2.2 Conclusões 
 
Com base nas experiências feitas, podemos concluir que com excepção do 
PID as estratégias de controlo clássico testadas não são soluções adequadas 
para serem aplicadas no caso do pêndulo invertido não linear. É ainda de registar 
que mesmo com o compensador PID não foi possível manter x dentro das 
especificações. Com base nestes resultados iremos procurar técnicas de 
sintonização mais avançadas que melhorem o desempenho do controlador. 
 
 
 
 
III.3 Sintonização do PID implementado no sistema não 
linear 
 
 
Na fase II deste capítulo, o controlador que levou à obtenção de melhores 
resultados foi o PID sintonizado com: Kp=-60.4, Ki=-22.6 e Kd=-60.4. Agora, 
usando este controlador como ponto de partida, proceder-se-á ao seu ajuste, de 
forma a que todas as especificações sejam cumpridas. O objectivo, passa por 
numa próxima fase utilizar os novos valores dos parâmetros como valores iniciais 
no processo de optimização. 
Na Tabela III.6, encontram-se apresentados os resultados obtidos com o 
sistema não linear para diferentes valores dos parâmetros do PID. 
Analisando a Tabela III.6, verifica-se que apenas com o compensador 
cujos valores, se encontram assinalados a cor verde, foi possível respeitar todas 
as especificações definidas. Nos gráficos III.22 e III.23, a informação apresentada 
corresponde ao comportamento dinâmico do pêndulo com o compensador 
referido. 
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Tabela III.6 – Características da resposta dinâmica do pêndulo não linear em função de 
alguns dos valores de parâmetros testados no compensador PID. 
 
 
Kp 
 
Ki 
 
Kd 
 
Ângulo θ 
 
Deslocamento x (m) 
 
∆x (m) 
Tempo de Estabelecimento 
(s) 
   rad graus min max   
-20 -45 -20 0.141 8.079 -1.0204 0.3693 1.3897 6.60 
-25 -45 -25 0.011 
 
0.630 -0.9575 0.3011 1.2586 5.16 
-35 -45 -35 0.080 
 
4.584 -0.8756 0.2138 1.0894 3.44 
-45 -45 -45 0.062 3.552 -0.8226 0.1586 0.9812 3.39 
-60 -45 -60 0.061 3.495 -0.7698 0.1043 0.8741 2.58 
-60 -65 -60 0.044 2.521 -0.5658 0.1084 0.6742 0.82 
-65 -40 -40 0.067 3.839 -0.7780 0.0289 0.8069 0.78 
-65 -55 -40 0.067 3.839 -0.5894 0.0488 0.6382 2.22 
-90 -90 -20 0.1096 6.279 -0.3524 0.0284 0.3808 1.36 
-95 -100 -35 0.0704 4.034 -0.3130 0.0183 0.3313 0.52 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura III.22 – Gráfico do comportamento do ângulo θ em sistema não linear com 
compensador PID. (Simulink) 
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Figura III.23 – Gráfico do comportamento do movimento do carro em sistema não linear 
com compensador PID. (Simulink) 
 
 
III.4 Conclusões   
 
 
Os estudos efectuados neste capítulo levam às seguintes conclusões: 
 
 1. Relativamente aos controladores clássicos aplicados ao caso do 
pêndulo invertido considerado como um sistema linear. 
O pêndulo é um sistema com uma entrada (a força que provoca o 
movimento do carro) e duas saídas (o ângulo do pêndulo e o deslocamento do 
carro). Com os compensadores do tipo P e Avanço projectados segundo técnicas 
clássicas não foram atingidas todas as especificações definidas. Normalmente, o 
deslocamento linear do carro ultrapassa os limites físicos estabelecidos. 
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Unicamente com os compensadores PD e PID foi possível atingir todas as 
especificações. A sintonização destes compensadores foi relativamente fácil.  
Teoricamente, a estratégia linear mais viável para este tipo de casos 
(single input multiple output linear systems) é a compensação no espaço dos 
estados, por exemplo com variáveis do estado {ângulo, velocidade angular, 
deslocamento do carro, velocidade do deslocamento}. Todavia, esta estratégia 
exige ou a medição das quatro variáveis do estado ou a introdução do observador 
das variáveis que normalmente torna o sistema do controlo muito mais 
dispendioso.  
 
2. Relativamente aos controladores clássicos aplicados ao caso do 
pêndulo invertido considerado como um sistema não linear. 
Os compensadores P, PD e Avanço nem sequer conseguem estabilizar o 
pêndulo. Com o PID, o sistema fechado já se mantém estável, mas as 
especificações estão longe de ser cumpridas. As mesmas foram atingidas 
unicamente com um PID ajustado por várias tentativas e erros (e alguma sorte!)  
 
Em geral, o controlo clássico não é a abordagem mais aconselhável para o 
estudo do pêndulo invertido não-linear.  
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IV. Optimização Não Linear Multiobjectivo – 
Pêndulo Invertido (caso de estudo I) 
 
 
Durante a aplicação do controlo clássico realizada no capítulo anterior, foi 
possível constatar, que por vezes o ajuste dos parâmetros de um compensador é 
complexo e bastante trabalhoso. Este capítulo irá visar a aplicação de métodos de 
optimização ao processo de ajuste um controlador clássico. Espera-se com esta 
técnica conseguir, de forma automática, obter valores para os parâmetros do 
compensador que permitam não só atingir as especificações desejadas, mas 
também que possibilitem a optimização do comportamento do sistema.  
O objectivo principal no controlo do pêndulo invertido é manter o ângulo 
deste com a normal ao carro, o mais próximo possível de zero radianos através 
da aplicação de uma força no carrinho que suporta o pêndulo. A restrição física do 
controlo é o deslocamento máximo permitido ao carro (40 cm). 
No âmbito da optimização, os objectivos do controlo são matematicamente 
formulados através de uma função objectivo. As especificações determinadas 
para o comportamento do pêndulo e o movimento do carro devem ser cumpridas 
em cada instante de tempo. Logo, a função objectivo transforma-se num conjunto 
de funções, uma para cada instante de tempo. Obviamente, o número de funções 
depende da duração e amostragem definidas para a simulação. 
 No processo de optimização irão ser utilizadas as ferramentas Simulink e 
Optimization Toolbox (OT). A OT consiste num conjunto de funções direccionadas 
para a resolução de problemas de optimização do ponto de vista técnico e de 
aplicações. Neste trabalho, irá proceder-se à integração da capacidade de 
modelação e simulação do Simulink e as rotinas de optimização da Optimization 
Toolbox. 
São vários os algoritmos de optimização disponíveis na OT. A escolha do 
algoritmo a usar é um dos passos mais importantes da optimização, isto porque 
um dado algoritmo não é aplicável a qualquer problema de optimização, mas sim 
a um tipo específico. As rotinas de optimização encontram-se distribuídas em 
várias classes, de acordo com a forma como o processo de optimização é 
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realizado. Dentro de cada uma destas, existem vários algoritmos. Neste trabalho 
optou-se por utilizar algoritmos dos géneros Nonlinear Least Squares, Goal 
Attainment e Minimax.  
 
 
 
IV.1 Método dos Mínimos Quadrados Não Linear (NLLSQ) 
 
IV.1.1 Introdução 
 
A primeira técnica considerada é o Método dos Mínimos Quadrados Não 
Linear ou NLLSQ. Este método consiste numa técnica de optimização matemática 
em que é procurada a sintonização de um conjunto de parâmetros no sentido de 
minimizar a soma dos quadrados dos resíduos. Geralmente, é utilizado para 
resolver sistemas de equações não lineares. A sua resolução é executada com 
base num processo iterativo em que o método de Newton é usado.  
A qualidade da solução e a rapidez com que é encontrada, é dependente 
da escolha dos valores iniciais do conjunto de parâmetros a sintonizar. O método 
não linear dos mínimos quadrados é referido por vezes como um ajustamento em 
pacote, esta denominação deve-se aos valores iniciais serem modificados em 
simultâneo durante o processo iterativo. [Mant05]  
Na Optimization Toolbox, a função que implementa um algoritmo do tipo 
NLLSQ é a lsqnonlin. A aplicação desta função enquadra-se fundamentalmente 
na resolução de problemas não lineares de mínimos quadrados, incluindo 
problemas de data-fitting. As suas principais limitações são o não suportar a 
definição de restrições à resposta do sistema, nem permitir a especificação da 
meta a atingir, ou seja, não é possível definir valores concretos a atingir pela 
resposta do sistema. 
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Figura IV.1 – Exemplo da aplicação de algoritmo do tipo NLLSQ a uma função gaussiana 
com ruído. [Weis08] 
 
A formulação matemática da função lsqnonlin é: 
22
2
1 1
min || ( ) || ( )
2 2
,
i
x i
F x F x
sujeito a
l x u
= ∑
≤ ≤
      ( IV.1 ) 
 
 
em que x é o vector das variáveis de optimização, F(x) o vector das funções 
objectivo, l e u são vectores relativos à definição das restrições das variáveis de 
optimização [Opti99,IV] 
 
V.1.2 Resultados 
 
 
A técnica de optimização NLLSQ foi a primeira a ser aplicada ao caso de 
estudo I. Para tal utilizaram-se os valores iniciais obtidos no capítulo III por 
métodos clássicos (Kp=-95, Ki=-100 e Kd=-35). Na Tabela IV.1 e nas Figuras IV.2 
e IV.3 é possível comparar o comportamento do sistema quando usado o PID 
sintonizado por métodos clássicos e o sintonizado com o algoritmo lsqnonlin.  
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Figura IV.2 – Comparação entre o comportamento do movimento do ângulo θ quando PID é 
sintonizado por métodos clássicos (inicial) ou por optimização NLLSQ (final). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura IV.3 – Comparação entre o comportamento do movimento do carro (x) quando o PID 
é sintonizado por métodos clássicos (inicial) ou por optimização NLLSQ (final). 
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Tabela. III.1 – Dados estatísticos dos gráficos das Figuras III.2 e III.3. 
 
θ 
(rad) 
 Valores do PID 
(rad) graus) 
Deslocamento x 
(metros) 
∆x 
(metros) 
Tempo de 
estabelecimento 
(s) 
 Kp Ki Kd min max min max min max   
Inicial -95 -100 -35 
 
-0.0703 
 
 
0.0704 
 
-4.0279 4.0336 -0.3130 0.0183 0.3313 0.515 
inal -100 -100 -100 -0.0278 0.0279 -1.5928 1.5986 -0.3546 0.0585 0.4131 0.525 
 
 
É possível verificar que com o algoritmo lsqnonlin se consegue a 
diminuição para um valor inferior a metade do inicial, do máximo absoluto do 
movimento do ângulo θ. Constata-se ainda que o tempo de estabelecimento 
aumenta ligeiramente, no entanto mantém-se próximo de um valor dez vezes 
inferior ao desejado. Apesar destes resultados positivos, o movimento do carro 
não cumpre as especificações. Isto sucede, devido à limitação deste método, de 
não permitir impor restrições ao comportamento da saída. No problema em 
análise, esta característica é crucial, uma vez que é necessário restringir o 
movimento do carro a um deslocamento absoluto de 40cm. Como é perceptível 
na Figura IV.3 e na Tabela IV.1 esse valor é ultrapassado, logo os valores dos 
parâmetros do PID obtidos pela lsqnonlin não cumprem as especificações. 
 
IV.2 Método de Minimização do Valor Máximo da Função 
Objectivo (Minimax) 
 
IV.2.1 Introdução 
 
Este método define-se como uma técnica de optimização matemática, em 
que a solução é encontrada pela sintonização de um dado conjunto de 
parâmetros, de forma a conseguir a minimização do erro máximo. Ou seja, o 
cálculo do valor dos parâmetros é efectuado procurando minimizar a diferença 
máxima entre a saída do modelo e as especificações. Este método revela-se útil 
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em inúmeras aplicações práticas, como por exemplo, o desenho de circuitos, o 
projecto de antenas de satélite, entre outras. [Wrobel1] 
Na OT, a função que implementa um algoritmo deste tipo é a fminimax. 
Esta função opera minimizando o valor da pior das hipóteses de um conjunto de 
funções multivariáveis, partindo de um valor inicial para a solução. Neste 
algoritmo os valores da saída do sistema podem ser sujeitos a restrições, ao 
contrário do que sucedia na lsqnonlin. No entanto, continua a não ser possível 
definir as metas a atingir pela resposta do sistema. 
 
A formulação matemática da função fminimax é: 
 
{ }
minmax{ ( )}
,
( ) 0
( ) 0
ix F
i
F x
sujeito a
c x
ceq x
Ax b
Aeqx beq
l x u
≤
=
≤
=
≤ ≤
        ( IV.2 ) 
 
 
em que x é o vector das variáveis de optimização e F(x) o vector de  funções 
objectivo. Os vectores b, beq, lb, ub e as matrizes A e Aeq encontram-se 
relacionadas com a definição das restrições das variáveis de optimização. 
Enquanto c(x) e ceq(x) são funções relativas às restrições do comportamento das 
saídas. [Opti99,V] 
IV.2.2 Resultados 
 
A técnica de optimização Minimax foi aplicada ao pêndulo invertido, através 
do algoritmo, da Optimization Toolbox, fminimax, de forma semelhante ao que 
havia sido realizado anteriormente para o lsqnonlin. Na Tabela IV.2 e nas Figuras 
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IV.4 e IV.5 está apresentada a informação relativa ao comportamento do sistema 
com o PID sintonizado por métodos clássicos e por optimização fminimax. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura IV.4 – Comparação entre o comportamento do movimento do ângulo θ quando o PID 
é sintonizado por métodos clássicos (inicial) ou por optimização Minimax. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura IV.5 – Comparação entre o comportamento do movimento do carro (x) quando o PID 
é sintonizado por métodos clássicos (inicial) ou por optimização Minimax. 
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Tabela IV.2 – Dados estatísticos dos gráficos das Figuras III.2 e III.3. 
 
θ 
 
Deslocamento x 
(metros) 
∆x 
(metros) 
Tempo de 
estabelecimento 
(s) 
 Valores do PID 
(rad) (graus)    
 Kp Ki Kd min max min max min max   
 
Inicial -95 -100 -35 
 
-0.0703 
 
 
0.0704 
 
-4.0279 4.0336 -0.3130 0.0183 0.3313 0.515 
 
Final -100 -99.4027 -86.7331 -0.0317 0.0318 -1.8163 1.8220 -0.3479 0.05 0.3979 0.557 
 
Analisando os resultados obtidos, verifica-se que com o algoritmo fminimax 
são obtidos valores para os parâmetros do PID com que os quais se atinge um 
máximo absoluto, para o movimento do ângulo θ, inferior a metade do obtido 
utilizando métodos clássicos. Constata-se ainda, que o tempo de estabelecimento 
aumentou cerca de 4 centésimas de segundo, o que não é relevante, pois o 
tempo de estabelecimento continua a ser cerca de dez vezes inferior ao máximo 
admissível.  
Como já foi referido na introdução teórica, este método tem a capacidade 
de permitir a definição de restrições nas saídas, o que é bastante importante 
neste caso específico, uma vez que é necessário limitar o deslocamento máximo 
do carro, sem no entanto existir a necessidade de o minimizar. Na Tabela IV.2, 
encontra-se apresentado o valor do deslocamento total do carro (0.3979m), em 
que se verifica que a restrição de ∆x ≤ 0.40m foi respeitada. 
Apesar de todas as restrições serem respeitadas, o facto de não ser viável 
indicar as metas a atingir pelas saídas, neste caso θ=0, irá ter como 
consequência que o algoritmo em detrimento de optimizar apenas o 
comportamento de θ, optimize também o comportamento do movimento do carro, 
x. Ou seja, na verdade estamos a minimizar θ e x, o que não é o pretendido, pois 
desta forma a minimização de θ será prejudicada. O objectivo, neste problema, 
passa por minimizar apenas θ e manter x restringido ao deslocamento máximo de 
40cm (podendo o carro mover-se no máximo 35 cm para a esquerda e 5cm para 
a direita do ponto de partida), desde que estes limites sejam respeitados, não é 
relevante se o deslocamento é de 1cm, 5cm ou 40cm. 
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IV.3 Método de Minimização Pesada de Várias Funções 
Objectivo (Goal Attainment) 
 
IV.3.1 Introdução 
 
Nos algoritmos do tipo Goal Attainment, GA, é indispensável fixar um 
conjunto de metas a atingir ( * * * *{ 1 , 2 ,..., }F F F Fm= ), as quais se encontram 
associadas a um conjunto de funções objectivo ( ( ) { 1( ), 2( ),..., ( )}F x F x F x Fm x= ). A 
formulação de um problema GA possibilita que as metas sejam atingidos por 
excesso ou defeito. O nível de tolerância com que queremos atingir uma dada 
meta é controlado por um vector de pesos (w={w1,w2,...,wm}), em que a cada meta 
corresponde um dado peso. O vector de pesos, permite ao utilizador distinguir a 
importância relativa de cada meta, atribuindo um peso maior às metas em que a 
margem de manobra é também maior. Existe ainda a possibilidade de definir para 
uma meta limitações absolutas (hard constraints), colocando wi=0. 
Na optimization toolbox a função que implementa um algoritmo deste tipo é 
a fgoalattain. A formulação matemática da fgoalattain é: 
 
,
*
min
,
( ) , 1,...,
( ) 0
( ) 0
x
i i i
sujeito a
F x w F i m
c x
ceq x
Ax b
Aeqx beq
l x u
γ
γ
γ− ≤ =
≤
=
≤
=
≤ ≤
       ( IV.3 ) 
 
em que x é o vector das variáveis de optimização, F(x) o vector de objectivos, 
F*(x) o vector de metas a atingir, w corresponde ao vector de pesos e γ  a um 
valor que é variado durante o processo de optimização. Os vectores b, beq, lb e 
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ub e as matrizes A e Aeq encontram-se relacionados com a restrição das 
variáveis de optimização. Enquanto, c(x) e ceq(x) são funções relativas às 
restrições do comportamento das saídas, que podem ser não lineares. 
 Para uma melhor compreensão deste método, consideremos o exemplo de 
um problema com dois objectivos. A sua representação geométrica em duas 
dimensões é do tipo presente na Figura IV.6. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura IV.6 – Representação geométrica de um problema de Goal Attainment de duas 
dimensões. 
 
Como podemos ver na Figura IV.6, a intersecção das metas *1F e 
*
2F  
possibilita encontrar o ponto P, também denominado por ponto de meta. O vector 
de pesos irá definir a direcção de procura de P para a zona de fiabilidade ( )γΛ  . 
Durante o processo de optimização, o valor de γ  é variado o que implica a 
alteração do tamanho da região de fiabilidade. Desta forma, é possível verificar 
que as fronteiras de restrição convergem para o ponto ( 1 2,F s F s ), que corresponde 
à solução do problema de optimização. [Goal08] [Opti99,VI] 
 
IV.3.2 Resultados 
 
A última técnica de optimização aplicada ao pêndulo invertido foi a Goal 
Attainment. Na Tabela IV.3 e nas Figuras IV.7 e IV.8 encontra-se descrito o 
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comportamento do sistema com o PID sintonizado por métodos clássicos e pelo 
algoritmo fgoalattain. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura IV.7 – Comparação entre o comportamento do movimento do ângulo θ quando o PID 
é sintonizado por métodos clássicos (inicial) ou por optimização Goal Attainment. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura IV.8 – Comparação entre o comportamento do movimento do carro (x) quando o PID 
é sintonizado por métodos clássicos (inicial) ou por optimização Goal Attainment. 
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Tabela IV.3 – Dados estatísticos dos gráficos das Figuras III.2 e III.3. 
 
θ 
(rad) 
 Valores do PID 
(rad) graus) 
Deslocamento x 
(metros) 
∆x 
(metros) 
Tempo de 
estabelecimento 
(s) 
 Kp Ki Kd min max min max min max   
Inicial -95 -100 -35 
 
-0.0703 
 
 
0.0704 
 
-4.0279 4.0336 -0.3127 0.0183 0.3313 0.515 
Final -100 -99.4466 -89.5665 -0.0309 0.0309 -1.7707 1.7711 0.35 0.05 0.40 0.550 
 
Analisando a Tabela IV.3 e as Figuras IV.7 e IV.8 verifica-se que com o 
algoritmo fgoalattain, se obtêm valores para o máximo absoluto do ângulo θ 
inferiores a metade do alcançado com métodos clássicos. Constata-se ainda que 
o tempo de estabelecimento aumenta 35 centésimas de segundo, o que não é 
relevante, tendo em conta que o tempo de estabelecimento é cerca de dez vezes 
inferior ao especificado.  
Este método, à semelhança do fminimax, tem a capacidade de restringir as 
saídas, o que se reflecte na variação do movimento do carro. Na Tabela IV.3, está 
apresentado o valor do movimento x, em que se verifica que a restrição de ∆x ≤ 
0.40m é respeitada. Verifica-se ainda que, devido à possibilidade de definir metas 
para as saídas, com este algoritmo apenas θ é minimizado, o que provoca que a 
gama disponível para o deslocamento do carrinho seja aproveitada ao máximo. 
 
 
IV.4 Influência dos valores iniciais e tolerâncias na 
optimização 
 
IV.4.1 Introdução 
 
Nesta secção, irá ser estudada a importância e potenciais consequências 
da escolha dos valores iniciais e da tolerância de terminação na função objectivo 
(TolFun) no processo de optimização. Esta escolha poderá ser determinante para 
uma optimização bem sucedida. Isto, porque como já foi referido no capítulo I, a 
optimização consiste na procura de mínimos, contudo estes mínimos não 
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correspondem necessariamente ao mínimo global da função objectivo, mas sim a 
mínimos locais. Logo, se a optimização partir de valores iniciais próximos de um 
mínimo local, o processo iterativo possivelmente irá tender para esse mínimo e 
não irá continuar a procurar outros. O que poderá implicar que a solução do 
problema não será óptima ou pelo menos próxima da óptima (uma vez que nem 
sempre o mínimo global é encontrado). 
Como é praticamente impossível encontrar valores iniciais capazes de 
possibilitar que durante o “percurso” de optimização, o processo iterativo não 
encontre quaisquer mínimos locais, é imperativo definir regras, de forma ao 
método de optimização ter bases para “decidir” quando descartar como solução 
alguns dos mínimos locais encontrados. Estas regras designam-se por 
tolerâncias, e permitem definir o rigor desejado na obtenção da solução. Deste 
modo, ao passar por um mínimo local que não satisfaz a tolerância, o processo 
iterativo não o admite imediatamente como solução, e prossegue a optimização 
em busca de um mínimo que satisfaça a tolerância definida. Na escolha da 
tolerância é necessário ter bom senso, uma vez que ao definir uma tolerância 
demasiado exigente o processo poderá necessitar de bastantes iterações e 
consequentemente tornar-se demasiado pesado (apesar de ser possível definir 
um número máximo de iterações). 
Para estudar a relevância da escolha dos valores iniciais e da tolerância de 
terminação no processo de optimização, foram testados seis valores iniciais e 
duas tolerâncias distintas no pêndulo não linear. 
Os valores iniciais testados foram: 
1) Kp=-95,Ki=-100,Kd=-35; 
2) Kp=-85,Ki=-90,Kd=-30; 
3) Kp=-65,Ki=-60,Kd=-40; 
4) Kp=-60,Ki=-65,Kd=-70; 
5) Kp=-30,Ki=-30,Kd=-30; 
6) Kp=-10,Ki=-10,Kd=-10. 
Estes valores foram seleccionados de forma aleatória, mas de modo a 
cobrir diferentes possibilidades (conjunto de valores encontrado por métodos 
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clássicos, cada um dos parâmetros do PID com valor superior aos outros, valores 
bastante inferiores aos obtidos por métodos clássico). 
Enquanto, as tolerâncias seleccionadas, também de forma aleatória, para 
este estudo foram: 
1) TolFun=1e-6 
2) TolFun=1e-9 
 
IV.4.2 Análise da Influência dos Valores Iniciais na Optimização 
 
Nas Figuras IV.9, IV.10, IV.11 e IV.12, encontram-se representados 
respectivamente os gráficos dos comportamentos do ângulo θ, dos movimentos 
do carro x e das funções de custo. Para obter estes resultados foram utilizados os 
seis valores iniciais e uma tolerância constante, TolFun=1e-9. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura IV.9 – Comparação do comportamento do movimento do ângulo θ com parâmetros 
do PID obtidos utilizando diferentes valores iniciais com TolFun=1e-9. 
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Figura IV.10 – Comparação do comportamento do movimento do carro (x) com parâmetros 
do PID obtidos utilizando diferentes valores iniciais e TolFun=1e-9. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura IV.11 – Comparação das funções de Custo das optimizações utilizando diferentes 
valores iniciais e TolFun=1e-9. 
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Figura IV.12 – Pormenor da comparação das funções de Custo das optimizações utilizando 
diferentes valores iniciais e TolFun=1e-9. 
 
 
 
Tabela IV.4 – Dados estatísticos das optimizações utilizando diferentes valores iniciais 
 
Kp -95 -85 -65 -60 -30 -10 
Ki -100 -90 -60 -65 -30 -10 Valores iniciais 
Kd -35 -30 -40 -70 -30 -10 
Tolerância TolFun 1e-9 1e-9 1e-9 1e-9 1e-9 1e-9 
N.º de iterações  26 16 19 25 20 17 
Kp -100 -100 -100 -100 -100 -100 
Ki -99.4466 -99.4466 -99.4466 -99.4466 -99.4466 -99.4466 Valores obtidos 
Kd -89.5665 -89.5665 -89.5665 -89.5665 -89.5665 -89.5665 
Custo  0.0309 0.0309 0.0309 0.0309 0.0309 0.0309 
min -0.0309 -0.0309 -0.0309 -0.0309 -0.0309 -0.0309 (rad) 
 max 0.0309 0.0309 0.0309 0.0309 0.0309 0.0309 
min -1.7707 -1.7707 -1.7707 -1.7707 -1.7707 -1.7707 
 
 
 
θ 
 
(graus) 
max 1.7711 1.7711 1.7711 1.7711 1.7711 1.7711 
min -0.35 -0.35 -0.35 -0.35 -0.35 -0.35 
Deslocamento x (metros) 
max 0.05 0.05 0.05 0.05 0.05 0.05 
∆x 
(metros) 
 0.40 0.40 0.40 0.40 0.40 0.40 
Tempo de estabelecimento (s)  0.550 0.550 0.550 0.550 0.550 0.550 
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Por análise da Tabela IV.4 e das Figuras IV.9, 10, 11 e 12, é notório que 
com a tolerância utilizada (1e-9), mesmo utilizando valores iniciais totalmente 
diferentes atinge-se sempre os mesmos valores óptimos para os parâmetros do 
PID. A única diferença provocada pelos diferentes valores iniciais consiste no 
número de iterações necessárias para obter os valores óptimos.  
Curiosamente, os valores iniciais que provocam necessidade de maior 
número de iterações são os obtidos por métodos clássicos (Kp=-95,Ki=-100,Kd=-
35). Outro facto interessante consiste em os valores iniciais Kp=-60,Ki=-65,Kd=-
70, provocarem o custo inicial mais baixo de todos (Figura. IV.12) e contudo 
serem os segundos que necessitam de maior número de iterações para atingir a 
solução óptima. Já os valores iniciais, Kp=-10,Ki=-10,Kd=-10, são os que de longe 
geram um custo inicial maior (mais de quarenta vezes superior ao gerado por 
Kp=-60, Ki=-65, Kd=-70), todavia são os segundos que necessitam de menos 
iterações para atingir os valores óptimos. Logo, podemos concluir que o número 
de iterações necessárias não é directamente dependente do custo inicial. 
Na Figura IV.12 é visível que a curva a azul (referente a Kp=Ki=Kd=-10) 
atinge um custo inferior a 0.01, e depois volta a valores de custo superiores a 
0.03, não voltando a baixar desse valor. Isto, poderá parecer um comportamento 
estranho, porém, justifica-se pelo facto de durante o processo iterativo serem 
testados valores dos parâmetros do PID superiores aos das restrições das 
variáveis de decisão (entre -100 e 100), no entanto quando tal sucede, esse 
passo iterativo é designado como infeasible e a optimização contínua noutro 
sentido. 
 
IV.4.3 Análise da Influência da Tolerância na Optimização 
 
Nas Figuras IV.13, IV.14, IV.15 e IV.16 encontram-se representados 
respectivamente os gráficos dos comportamentos do ângulo θ, dos movimentos 
do carro x e das funções de custo. Desta vez, os resultados apresentados, foram 
obtidos usando novamente seis valores iniciais diferentes, mas utilizando uma 
tolerância constante, TolFun=1e-6, de forma a ser possível comparar os efeitos de 
tolerâncias diferentes no processo de optimização. 
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Examinando a Tabela IV.5 e comparando as Figuras IV.9 a IV.13 com as 
Figuras IV.13 a IV.16, constata-se que ao usar tolerâncias mais baixas (1e-6), não 
se alcançam sempre as mesmas soluções, como sucedia com uma tolerância de 
1e-9. Tal como foi referido na introdução da secção IV.2, ao admitirmos 
tolerâncias menos exigentes irão ser encontrados, com maior facilidade, mínimos 
locais que satisfazem as tolerâncias definidas. Deste modo, quando o processo 
iterativo atinge um desses mínimos, a optimização dá-se por concluída, podendo 
levar, como se verifica neste caso, à obtenção de valores que não são os 
óptimos. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura IV.13– Comparação do comportamento do movimento do ângulo θ com parâmetros 
do PID obtidos utilizando diferentes valores iniciais e TolFun=1e-6. 
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Figura IV.14 – Comparação do comportamento do movimento do carro ( x )  com 
parâmetros do PID obtidos utilizando diferentes valores iniciais e TolFun=1e-6. 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura IV.15 – Comparação das funções de Custo das optimizações utilizando diferentes 
valores iniciais e TolFun=1e-6. 
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Figura IV.16 Pormenor da comparação das funções de Custo das optimizações utilizando 
diferentes valores iniciais e TolFun=1e-6. 
 
 
 
 
 
Nesta análise, é possível ainda verificar que a escolha dos valores iniciais, 
tem de facto um papel importante na optimização, principalmente quando estão 
definidos valores de tolerância menos exigentes. Isto é notório, se analisarmos a 
Tabela IV.5, aí verificamos que usando TolFun=1e-6, apenas com os valores 
iniciais Kp=-85,Ki=-90,Kd=-30, atingimos a mesma solução que havíamos 
alcançado com a tolerância TolFun=1e-9. Existem inclusivamente casos em que 
os parâmetros obtidos provocam valores de custo final significativamente 
superiores aos obtidos com os valores iniciais Kp=-85,Ki=-90,Kd=-30. Por 
exemplo, com Kp=-65,Ki=-60,Kd=-40 obtém-se um custo 2.25 superior. 
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Tabela IV.5 – Dados estatísticos das optimizações com diferentes valores iniciais e 
diferentes tolerâncias. 
 
Kp -95 -95 -85 -85 -65 -65 -60 -60 -30 -30 -10 -10 
Ki -100 -100 -90 -90 -60 -60 -65 -65 -30 -30 -10 -10 
Valores 
iniciais 
Kd -35 -35 -30 -30 -40 -40 -70 -70 -30 -30 -10 -10 
Tolerância 
Tol
Fun 
1e-9 1e-6 1e-9 1e-6 1e-9 1e-6 1e-9 1e-6 1e-9 1e-6 1e-9 1e-6 
N.º de 
iterações 
 26 8 16 15 19 4 25 4 20 9 17 8 
Kp -100 -99.7805 -100 -100 -100 -86.7875 -100 -92.9398 -100 -91.4843 -100 -97.3648 
Ki -99.4466 -99.9996 -99.4466 -99.4466 -99.4466 -88.9552 -99.4466 -98.3552 -99.4466 -100 -99.4466 -100 
Valores 
obtidos 
Kd -89.5665 -88.9933 -89.5665 -89.5665 -89.5665 -36.2329 -89.5665 -70.7781 -89.5665 -49.4040 -89.5665 -83.8907 
Custo  0.0309 0.0311 0.0309 0.0309 0.0309 0.0696 0.0309 0.0385 0.0309 0.0530 0.0309 0.0329 
min -0.0309 -0.0311 -0.0309 -0.0309 -0.0309 -0.0696 -0.0309 -0.0385 -0.0309 -0.0530 -0.0309 -0.0329 
(rad) 
 
max 0.0309 0.0311 0.0309 0.0309 0.0309 0.0696 0.0309 0.0385 0.0309 0.0530 0.0309 0.0329 
min -1.7707 -1.7813 -1.7707 -1.7707 -1.7707 -3.9859 -1.7707 -2.2050 -1.7707 -3.0349 -1.7707 -1.8834 
 
 
 
θ 
 
(graus) 
max 1.7711 1.7818 1.7711 1.7711 1.7711 3.9886 1.7711 2.2065 1.7711 3.0370 1.7711 1.8843 
min -0.35 -0.3483 -0.35 -0.35 -0.35 -0.35 -0.35 -0.35 -0.35 -0.3257 -0.35 -0.3479 
Deslocamen
to x (metros) 
max 0.05 0.05 0.05 0.05 0.05 0.0181 0.05 0.0491 0.05 0.0304 0.05 0.05 
∆x 
(metros) 
 0.40 0.3983 0.40 0.40 0.40 0.3681 0.40 0.3991 0.40 0.3561 0.40 0.3979 
Tempo de 
estabelecim
ento (s) 
 0.550 0.551 0.550 0.550 0.550 0.559 0.550 0.599 0.550 0.577 0.550 0.567 
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IV.4.3 Análise das Funções de Custo com Diferentes Tolerâncias 
e Valores Iniciais 
 
 
Com o objectivo de compreender melhor o papel dos valores iniciais e da 
tolerância no processo de optimização, iremos comparar as funções de custo 
obtidas utilizando as tolerâncias 1e-6 e 1e-9 para cada um dos valores iniciais em 
teste. Os resultados encontram-se apresentados nas Figuras IV.17, 18, 19, 20, 21 
e 22. 
 
 
 
 
valores iniciais: 
Kp=-95; 
Ki=-100; 
Kd=-35; 
 
 
TolFun Custo 
Final 
1e-6 0.0311 
1e-9 0.0309 
 
Figura IV.17 – Comparação das funções de Custo das optimizações utilizando valores 
iniciais Kp=-95,Ki=-100,Kd=-35 e diferentes valores de tolerâncias. 
 
    
 
valores iniciais: 
Kp=-85; 
Ki=-90; 
Kd=-30; 
 
TolFun Custo 
Final 
1e-6 0.0309 
1e-9 0.0309 
 
 
 
 
Figura IV.18 – Comparação das funções de Custo das optimizações utilizando valores 
iniciais Kp=-85, Ki=-90, Kd=-30 e diferentes valores de tolerâncias. 
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                  valores iniciais: 
Kp=-65; 
Ki=-60; 
Kd=-40; 
 
TolFun Custo 
Final 
1e-6 0.0696 
1e-9 0.0309 
 
 
    
Figura IV.19 – Comparação das funções de Custo das optimizações utilizando valores 
iniciais  Kp=-65, Ki=-60, Kd=-40 e diferentes valores de tolerâncias. 
 
 
valores iniciais: 
Kp=-60; 
Ki=-65; 
Kd=-70; 
 
 
 
 
 
 
 
 
 
 
 
Figura IV.20– Comparação das funções de Custo das optimizações utilizando valores 
iniciais  Kp=-60, Ki=-65, Kd=-70 e diferentes valores de tolerâncias. 
 
 
 
valores iniciais: 
Kp=-30; 
Ki=-30; 
Kd=-30; 
         
         
 
 
 
 
 
 
 
Figura IV.21 – Comparação das funções de Custo das optimizações utilizando valores 
iniciais Kp=-30, Ki=-30, Kd=-30 e diferentes valores de tolerâncias. 
TolFun Custo Final 
1e-6 0.0385 
1e-9 0.0309 
TolFun Custo Final 
1e-6 0.0530 
1e-9 0.0309 
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valores iniciais: 
Kp=-10; 
Ki=-10; 
Kd=-10; 
         
    
  
 
 
 
 
 
 
 
 
Figura IV.22 – Comparação das funções de Custo das optimizações utilizando valores 
iniciais Kp=-10, Ki=-10, Kd=-10 e diferentes valores de tolerâncias. 
 
 
 
 
Analisando as Figuras IV.17 a IV.22, percebe-se que em alguns dos casos, 
nomeadamente nos representados nas Figuras IV.17, 18 e 22, os benefícios do 
aumento da tolerância são diminutos em termos de custo final. Ou seja 
aumentamos o esforço computacional (mais iterações), sem obter vantagens 
significativas na performance do pêndulo. Por outro lado, ao observar as 
situações representadas nas Figuras IV.19, 20 e 21, verifica-se que o uso de uma 
tolerância mais exigente é imprescindível, caso contrário irão ser obtidas soluções 
longe das óptimas.  
 
 
 
 
 
 
 
 
 
 
TolFun Custo Final 
1e-6 0.0329 
1e-9 0.0309 
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IV.5 Conclusões 
 
Tabela IV.6 – Resultados dos três métodos de optimização (NLLSQ, Minimax, Goal 
Attainment) 
 
n.º de 
iterações 
θ 
  Valores do PID 
 (rad) (graus) 
Deslocamento x 
(metros) 
∆x 
(metros) 
Tempo de 
estabelecimento (s) 
 Kp Ki Kd  min max min max min max   
lsqnonlin -100 -100 -100 10 -0.0278 0.0279 -1.5928 1.5986 -0.3546 0.0585 0.4131 0.525 
fminimax -100 -99.4027 -86.7331 200* -0.0317 0.0318 -1.8163 1.8220 -0.3479 0.05 0.3979 0.557 
fgoalattain -100 -99.4466 -89.5665 26 -0.0309 0.0309 -1.7707 1.7711 - 0.35 0.05 0.40 0.550 
      * n.º máximo definido 
 
Na Tabela IV.6, encontram-se resumidos os resultados da aplicação dos 
três métodos de optimização.  
 
1. O método dos Mínimos Quadrados Não Linear (Lsqnonlin) efectua a 
minimização do ângulo vertical do pêndulo, tendo em vista restrições unicamente 
dos parâmetros do controlador PID (Kp, Ki, Kd). O deslocamento do carro não se 
encontra sob restrição analítica e naturalmente atinge valores fora dos limites 
físicos. Este método não é aplicável para o caso do pêndulo invertido.  
 
2. O método de Minimização do Valor Máximo da Função Objectivo 
(Minimax) implementa a estratégia de minimizar o pior caso de um conjunto de 
funções objectivo. No contexto do pêndulo invertido são simultaneamente 
minimizadas duas funções objectivo, uma função relativa a cada saída do 
processo – o ângulo e o deslocamento do carro. Desta forma, são minimizados 
dois deslocamentos – angular (do pêndulo) e linear (do carro) – com restrições 
dos valores máximos das duas saídas e dos coeficientes do controlador PID (Kp, 
Ki, Kd). As especificações pretendidas são atingidas. A principal desvantagem 
deste método é o número elevado de iterações necessárias até o algoritmo 
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convergir (como é observável na Tabela IV.6: 200 iterações, valor máximo 
definido). A convergência do algoritmo nem sempre é garantida.  
 
 3. O método de Minimização Pesada de Várias Funções Objectivo 
(Goal Attainment) introduz a possibilidade de definir pesos diferentes e 
consequentemente a importância distinta de cada função objectivo. A aplicação 
deste método, no caso em consideração, consiste na minimização de uma função 
objectivo relativamente ao deslocamento angular e restrições dos valores 
máximos das duas saídas e dos coeficientes do controlador PID (Kp, Ki, Kd). O 
peso da função objectivo logicamente é um. O método Goal Attainment revela-se 
como o melhor método em termos de número de iterações (variam em média 
entre 10 e 26 no estudo descrito na secção IV.4) e especificações atingidas.  
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V. Optimização Não Linear Multiobjectivo – Motor 
DC (caso de estudo II) 
 
V.1 Introdução ao Motor de Corrente Contínua 
 
Neste capítulo, irá ser estudada a aplicação de métodos de optimização na 
sintonização dos parâmetros dos compensadores clássicos num segundo caso de 
estudo, o Motor DC não linear. 
O motor DC é frequentemente alvo de estudo em sistemas de controlo. 
Como todos os motores eléctricos, consiste num conversor de energia eléctrica 
em energia mecânica. Este sistema, possui a capacidade de fornecer movimento 
rotativo directamente e quando associado a outros dispositivos (como rodas, 
cabos, etc.) possui a capacidade de proporcionar movimento transitório. [Carn97]  
Os motores de corrente contínua são bastante usados na prática, por duas 
razões principais: 1) permitem potências mecânicas altas (produto do binário pela 
velocidade angular) apesar das suas dimensões reduzidas e 2) em comparação 
com os motores térmicos são caracterizados por um rendimento mais elevado. 
São constituídos por duas partes principais: uma fixa, designada por indutor, e 
uma móvel, intitulada como induzido ou armadura. O indutor possui um núcleo de 
ferro e um enrolamento, enquanto o induzido (ou armadura) possui um núcleo de 
ferro laminado, um enrolamento e um colector de lâminas (ou rectificador 
mecânico).  
Os motores DC podem estar ligados segundo diferentes configurações 
baseadas em alimentações de indutor e induzido distintas. Durante este estudo, 
irá ser considerado um motor em modo de ligação independente. Na Figura V.1 
encontra-se representado o esquema de um motor DC deste tipo. [Melo07,VIII] 
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va – tensão aplicada ao induzido  
vf – tensão aplicada ao indutor  
ia – corrente que percorre o 
enrolamento do induzido 
if – corrente que percorre o 
enrolamento do indutor 
Ra – resistência do induzido 
Rf – resistência do indutor 
La – indutância própria do induzido 
Lf – indutância própria do indutor 
J – momento de inércia equivalente 
do induzido e da carga 
Tl – binário da carga 
wr – velocidade angular 
Bm – coeficiente de fricção 
 
 
 
 
Figura V.1 – Esquema de um motor DC em modo de ligação independente. 
 
Quando um motor DC se encontra a funcionar em modo independente é 
necessário que uma das correntes dos enrolamentos seja contínua, enquanto a 
outra é utilizada como variável de entrada do sistema. Ao variar a entrada, a 
velocidade de rotação do motor é também alterada. 
 
V.2 Simulação do Sistema 
 
V.2.1 Modelo não linear  
 
Para construir o modelo não linear do motor, recorreu-se às equações 
diferenciais não lineares que descrevem a dinâmica do motor DC excitado 
separadamente, e que se encontram descritas na literatura. O modelo não linear 
do motor DC no domínio do tempo, é dado por: [GILY04] 
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1
1
1 1
. .
a
f
r
di Ra Laf
ia ifWr va
dt La La La
di Rf
if vf
dt Lf Lf
dw Bm
Lafia if wr Tl
dt J J J
= − + −
= − +
= − − +
               ( V.1 ) 
 
Aplicou-se às Equações diferenciais V.1 a transformada de Laplace e 
chegou-se ao seguinte modelo: 
 
1 1
( ) ( ( ) ( ) ( ) ( ))
1 1
( ) ( ( ) ( ))
1 1 1
( ) ( ( ) ( ) ( ) ( ))
LafRa
Ia s Ia s If s Wr s Va s
La La La s
Rf
If s If s Vf s
Lf Lf s
Bm
Wr s LafIa s If s Wr s TL s
J J J s
= − + −
= − +
= − − +
    ( V.2 ) 
 
A partir das Equações V.2, procedeu-se à construção do modelo do motor 
DC em Simulink, tal como foi realizado anteriormente para o pêndulo invertido. O 
modelo elaborado encontra-se apresentado na Figura V.2. 
V.2.2 Interacção Simulink-Matlab (código e testes) 
 
A interacção Simulink-MATLAB, nesta fase, consiste apenas na passagem 
de valores dos parâmetros do motor, fornecidos pelo MATLAB ao Simulink. Para 
concretizar esta passagem, antes de cada simulação, é necessário executar um 
ficheiro de tipo M com o seguinte conteúdo: 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%constants_motor.m 
%passagem de valores constantes do Matlab para o Simulink 
Rf=240;    %resistência do indutor (ohm) 
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Lf=120;    %indutância própria do indutor (H) 
Ra=0.60;   %resistência do induzido (ohm) 
La=0.06;   %indutância própria do induzido (H) 
Laf=1.80;  %indutância mútua entre o induzido e o indutor (H) 
J=0.2;       %momento de inércia equivalente do induzido e da carga(Kg.m2) 
Bm=1e-5; %coeficiente de atrito (N.m.s/rad) 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
No motor independente controlado por induzido, a corrente de indutor é 
constante (logo a tensão vf também o será), enquanto a tensão de induzido (va) 
funciona como variável de entrada. No modelo construído em Simulink, utilizou-se 
uma tensão de indutor de 240V e um binário de carga de 10 N.m que começa a 
actuar 2 segundos após o início da simulação.  
V.2.3 Especificações 
 
As especificações que se pretende atingir com o motor DC, com entrada, tensão 
de induzido, e saída, velocidade de rotação do veio, são as seguintes: 
 
•  referência 1 rad/s relativamente à saída do motor; 
• uma percentagem de sobreelevação máxima de 5% (wr no máximo igual 1.05 
rad/s); 
• um tempo de estabelecimento inferior a 2s (± 3%), ou seja o tempo que 
rw demora a entrar em estado estacionário no intervalo [0.97,1.03]; 
• um erro em regime estacionário de 1%, (wr entre 0.99 e 1.01 rad/s). 
 
Conforme as especificações a função objectivo é definida matematicamente, por: 
min( ( ) 1)r
x
F w t= −         ( V.3 ) 
em que x é o vector dos parâmetros do compensador, F o vector das funções 
objectivo e rw o vector das saídas do sistema. 
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V.2.4 Teste em Malha Aberta 
 
 
Na Figura V.3 encontra-se representado o modelo em Simulink utilizado para 
simular o motor DC em malha aberta. 
 
 
 
 
 
 
 
 
 
Figura V.4 – Modelo em Simulink do motor DC a funcionar em malha aberta. 
 
Os resultados obtidos com o sistema a funcionar sem qualquer controlador 
ou realimentação encontram-se apresentados no gráfico da Figura V.5. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura V.5 – Gráfico do comportamento da velocidade de rotação do motor DC a funcionar 
em malha aberta. 
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Como é possível verificar pelo gráfico da Figura V.5, em malha aberta o 
motor DC não obedece às especificações. Isto irá obrigar à inserção de um 
compensador na malha de controlo para melhorar o comportamento do sistema. 
 
V.2.5 Compensação por Optimização 
 
Neste capítulo serão aplicados ao motor DC diferentes controladores 
clássicos: proporcional-derivativo (PD), proporcional-integrador (PI), atraso-
avanço e proporcional-integrador-derivativo (PID). Neste caso, não iremos 
proceder à sintonização dos compensadores por métodos clássicos de forma a 
obter valores iniciais para a optimização, como havia sido executado para o 
pêndulo invertido. A sintonização dos controladores, neste caso de estudo, irá ser 
realizada desde logo por optimização. Como é necessário invariavelmente um 
ponto de partida para o processo iterativo, iremos utilizar valores iniciais 
aleatórios. Desta forma, pretende-se ao longo deste capítulo avaliar se a 
optimização, aplicada a processos para os quais não existe conhecimento de 
quaisquer valores iniciais pode ser útil e conduzir a resultados satisfatórios. 
O modelo utilizado no processo de optimização dos controladores 
empregues no motor DC encontra-se representado na Figura V.6. 
 
 
 
 
 
 
 
 
 
 
Figura V.6 – Modelo utilizado na optimização dos controladores aplicados ao motor DC. 
 
 
A função de transferência de cada compensador utilizado foi obtida de forma 
equivalente à usada no capítulo III para obter os compensadores a usar no 
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pêndulo invertido. Na Tabela V.1, encontram-se as funções de transferência 
usadas para cada compensador. 
 
Tabela V.1 – Funções de transferências determinadas para cada compensador utilizado 
 
 
Compensador Função de Transferência (
( )
( )
U s
E s
) 
 
 
Atraso-Avanço  
s a s b
Kp
s a s bα β
+ +
+ +
 com 
0 1
b a
b a
α
β
α β
>
>
< < <
 
Proporcional Derivativo (PD) Kp Kds+  
 
Proporcional Integrador (PI) 
Ki
Kps
s
+  
 
Proporcional-Integrador-Derivativo (PID) 
Ki
Kps Kds
s
+ +  
 
 
Os resultados dos testes da optimização em um dos compensadores 
testados, estão apresentados nas Figuras V.7, V.8, V.9, V.10 e V.11. 
V.2.5.1 Teste com Compensador Atraso-Avanço 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura V.7 – Gráfico do comportamento da velocidade de rotação do motor DC com um 
compensador atraso-avanço. 
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Tabela V.2 – Dados estatísticos do comportamento da velocidade de rotação do motor DC 
com um compensador atraso-avanço. 
 
 
 
Por análise gráfico da Figura V.7 e da Tabela V.1 percebe-se que com o 
compensador atraso-avanço sintonizado por optimização a resposta em regime 
estacionário foi melhorada, anulando o erro estacionário (ess). No entanto, a 
sobreelevação é excessivamente alta e o sistema torna-se demasiado lento. 
V.2.5.2 Teste com Compensador PD 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura V.8 – Gráfico do comportamento da velocidade de rotação do motor DC com um 
compensador PD. 
 
 
 
 
 
TolFun 
N.º  
de 
iterações 
sobreelevação 
(%) 
tempo de 
estabelec
imento  
(s) 
erro em 
regime 
estacionário  
(%) 
valores iniciais      
Kp a α b β 
1 1 0.5 1 1 
valores obtidos 
Kp a α b β 
 
 
 
 
 
Atraso-
Avanço 
 
100 
 
0.1540 
 
1e-12 
 
0.9970 
 
22.0701 
 
 
 
1e-9 
 
 
 
40 
 
 
 
22.36 
 
 
 
23.7 
 
 
 
0  
 103
Tabela V.3 – Dados estatísticos do comportamento da velocidade de rotação do motor DC 
com um compensador PD. 
 
Como mostram o gráfico da Figura V.8 e a Tabela V.3, o compensador PD 
não cumpre nenhuma das especificações pretendidas. Os valores obtidos para o 
pico de sobreelevação e erro em regime estacionário são cerca de quarenta 
vezes superiores ao desejado, o que assinala bem a incapacidade do PD em 
controlar o sistema da forma desejada.  
V.2.5.3 Teste com Compensador PI 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura V.9 – Gráfico do comportamento da velocidade de rotação do motor DC com um 
compensador PI. 
 
 
 
 
TolFun 
N.º de 
iterações 
sobreelevação 
(%) 
tempo de 
estabelecimento 
(s) 
erro em regime 
estacionário (%) 
valores iniciais      
Kp Kd 
1 1 
valores 
obtidos 
Kp Kd 
 
 
 
 
PD 
100 8.2009 
 
 
 
1e-9 
 
 
 
22 
 
 
 
202.59 
 
 
 
---------------- 
 
 
 
39.79 
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Tabela V.4 – Dados estatísticos do comportamento da velocidade de rotação do motor DC 
com um compensador PI. 
 
 
 
 
 
 
Com o compensador clássico PI, ajustado por optimização, conseguiu-se 
cumprir as especificações relativas ao tempo de estabelecimento e ao erro em 
regime estacionário da velocidade de rotação do motor DC. Contudo, o pico de 
sobreelevação é demasiado alto, cerca de 75 vezes superior ao desejado. É 
ainda relevante referir que a resposta é demasiado oscilatória no seu início, o que 
num sistema electromecânico como o motor DC, possivelmente provocaria um 
desgaste prematuro do equipamento. Os dois factos mencionados anteriormente 
fazem com que o compensador em causa, não permita um bom controlo do 
sistema. 
 
 
 
 
 
 
 
 
 
 
 
TolFun 
N.º de 
iterações 
sobreelevação 
(%) 
tempo de 
estabelecimento (s) 
erro em regime estacionário 
(%) 
valores 
iniciais 
     
Kp Ki 
1 1 
valores 
obtidos 
Kp Ki 
 
 
 
 
PI 
100 100 
 
 
 
1e-9 
 
 
 
12 
 
 
 
375.88 
 
 
 
1.7 
 
 
 
0 
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V.2.5.4 Teste com Compensador PID 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura V.10 – Gráfico do comportamento da velocidade de rotação do motor DC com um 
compensador PID. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura V.11 – Limites das especificações para o tempo de estabelecimento e erro em regime 
estacionário e pormenor do comportamento da velocidade de rotação do motor DC com um 
compensador PID. 
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Tabela V.5 – Dados estatísticos do comportamento da velocidade de rotação do motor DC 
com um compensador PID. 
 
 
 
Com o compensador PID sintonizado por optimização, como é possível 
constatar por análise da Tabela V.4 e das Figuras V.11 e V.12, consegue-se 
cumprir todas as especificações pretendidas e obter uma resposta dinâmica 
satisfatória por parte do motor DC.  
 
V.3 Conclusões 
 
Para o caso motor DC foram projectados quatro compensadores clássicos 
(Atraso-Avanço, PD, PI, PID), através do método de minimização pesada de 
varias funções objectivo (Goal Attainment), introduzido no capítulo anterior. Neste 
estudo, a optimização dos parâmetros começa com valores iniciais aleatoriamente 
escolhidos. Em oposição ao realizado no caso do pêndulo invertido, onde os 
valores iniciais de arranque da optimização, foram cuidadosamente escolhidos 
após linearização do modelo do pêndulo e aplicação de critérios clássicos de 
escolha dos parâmetros do compensador.  
Com o compensador Atraso-Avanço apesar do erro em regime estacionário 
ter sido anulado, foi obtida uma resposta demasiado lenta e com um pico de 
sobreelevação elevado. Através do compensador PD não foram atingidas as 
especificações no regime transitório e no regime estacionário. Este resultado era 
expectável, uma vez que o sistema não possui integração, o que normalmente 
 
valores iniciais 
 
TolFun 
 
N.º de 
iterações 
sobreeleva
ção 
(%) 
tempo de 
estabelecim
ento (s) 
erro em 
regime 
estacionário 
(%) 
Kp Ki Kd 
 1 1 1 
valores obtidos 
Kp Ki Kd 
 
 
 
 
PID 
100 8.9940 9.0668 
 
 
 
1e-9 
 
 
 
27 
 
 
 
2.48 
 
 
 
0.32 
 
 
 
0 
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leva a um erro estacionário significativo. No caso do compensador PI, devido à 
componente integradora o erro estacionário é eliminado mas a resposta transitória 
torna-se demasiado oscilatória, mesmo com os valores optimizados dos 
parâmetros do PI. Este comportamento, naturalmente, leva à necessidade de 
introdução de uma componente derivada, cujo efeito é positivo na resposta 
transitória. Assim, através do compensador PID com valores dos parâmetros 
obtidos por optimização foram atingidas todas as especificações. 
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VI. Conclusões Gerais 
 
 
A sintonização dos parâmetros de compensadores clássicos, através de 
métodos de optimização, revelou-se como uma técnica poderosa principalmente 
em processos não lineares, onde faltam critérios analíticos de escolha adequada 
de valores dos parâmetros. Os sistemas compensados por este método 
demonstram um desempenho superior aos mesmos sistemas compensados por 
técnicas clássicas. O estudo revelou também que as técnicas de optimização são 
pouco sensíveis relativamente aos valores iniciais. No entanto, a determinação da 
função objectivo e das restrições são a chave de uma implementação viável da 
técnica.  
 
 
 
 
 
 
 
 
 
 
 
 
Nota1: Em Appendix está incluído o código em Matlab utilizado para obter os resultados do 
capítulo lII. 
Nota2: No Appendix II, podem ser consultados todos os modelos e código utilizados para 
optimizar o comportamento do pêndulo invertido não linear com compensador PID e obter os 
resultados apresentados no capítulo IV. 
Nota3: No Appendix III, podem ser consultados todos os modelos e código utilizados para 
optimizar o comportamento do motor DC não linear e obter os resultados apresentados no capítulo 
V. 
Nota4: A perturbação utilizada, em todas as simulações foi do tipo apresentada na Figura II.9. 
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VIII. Anexos 
 
VIII.1 Appendix I 
 
%                          Appendix I 
%   Código utilizado para sintonizar os parâmetros de cada um dos 
%               compensadores por métodos clássicos 
% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
  
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%constants.m 
%passagem de valores constantes do Matlab para o Simulink 
  
clear all; 
close all; 
  
M=0.5; % massa do carro (Kg) 
m=0.2; % massa do ponto de massa(Kg) 
l=0.3; % comprimento desde o carrinho ao ponto de massa (m) 
g=9.8; % aceleração gravítica (m/s^2) 
b=0.1; % coeficiente de atrito (N/m/s) 
a2=1/(M+m); %variável auxiliar 
a1=m*l*a2;  %variável auxiliar 
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
  
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% 
%%classic_ctrl.m 
%%. 
%%Código para estudar o comportamento do sistema com os vários 
%%compensadores e sintonizá-los com a ferramenta sisotool : 
  
%Função de Transferência: 
  
s=tf('s') 
G=-6.667/(s*(s+0.2)) %função de transferencia teta/F em malha aberta 
  
  
  
%Compensador proporcional 
  
%condiçoes de estabilidade: Kp<0 
  
Kp=-1                    %inicializaçao do parametro Kp 
Cp=1                     %compensador P 
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sisotool(G,Cp,1,1)       %chamada da ferramenta sisotool 
  
  
%Compensador proporcional-derivativo 
  
%condiçoes de estabilidade: Kp<0 e Kd<0.03 
  
Kp=-1;                  %inicializaçao do parametro Kp 
Kd=-1;                  %inicializaçao do parametro Kd 
Cpd=(Kp*s+Kd*s^2)/s;    %compensador PD 
sisotool(G,Cpd,1,1)     %chamada da ferramenta sisotool 
  
  
%Compensador Avanço 
  
%condições: 
% a>0; 
% alfa>1; 
  
%condiçoes de estabilidade: 
  
%Kp<0 
  
a=1;                      %inicializaçao do parametro a   
alfa=10;                  %inicializaçao do parametro alfa 
Kp=-1;                    %inicializaçao do parametro Kp   
CAv=-Kp*(s+a)/(s+a*alfa)  %compensador avanço 
sisotool(G,CAv)           %chamada da ferramenta sisotool 
  
  
%Compensador PID 
  
Kp=-1;                   %inicializaçao do parametro Kp 
Kd=-1;                   %inicializaçao do parametro Kd 
Ki=-1;                   %inicializaçao do parametro Ki 
Cpid=(Kp*s+Ki+Kd*s^2)/s  %compensador avanço 
sisotool(G,Cpid,1,1)     %chamada da ferramenta sisotool 
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
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VIII.2 Appendix II 
 
%                          Appendix II 
%  Código utilizado para sintonizar os parâmetros de cada um dos               
%    compensadores por optimização  
%   (Caso de Estudo I – Pêndulo Invertido) 
% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% 
  
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% 
%                
%                  Código utilizado com o pêndulo invertido 
% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% 
% 
%                            Método Lsqnonlin 
% 
% 
%%%%%%%%%%%%%%%%%%%%%% 
% exec_lsqnonlinIP.m % 
%%%%%%%%%%%%%%%%%%%%%% 
constants 
pid_nonlinear_model_pg_v3a_pid_lsq  %carrega modelo 
  
pid0=[-95 -90 -35] %valores iniciais dos parametros do PID 
  
  
options=optimset('LargeScale', 'off', 'Display', 'iter', 'TolX', 1e-9, 
'TolFun', 1e-9, 'MaxFunEvals', 10000, 'MaxIter', 200); 
%Definir: 
%'Display', 'iter' -> tipo de Display de informação: em cada iteração; 
%'TolX', 1e-6 - Tolerancia de terminação do step (valor absoluto); 
%'TolFun',1e-6 - Tolerancia de terminação no valor da função (valor 
absoluto); 
%'MaxFunEvals',10000 - número máximo de evoluções permitidas da função; 
%'MaxIter', 200 - número máximo de iterações permitidas; 
  
[CUSTO,pid,RESNORM,RESIDUAL,EXITFLAG,OUTPUT,LAMBDA,JACOBIAN]=lsqnonlin(@t
racklsqIP, pid0, [-100,-100,-100], [100,100,100], options, M, m, l, g, b, 
a1 ,a2); 
%pid=lsqnonlin(@tracklsqIP, pid0, [-100,-100,-100], [100,100,100], 
options, M, m, l, g, b, a1 ,a2); 
%Chamar função de optimização lsqnonlin, para optimizar função 
tracklsqIP. 
%pid0 -> valores iniciais dos parametros do PID; 
%[-100,-100,-100],[100,100,100] -> restrições dos valores minimos e 
%máximos para os parametros do pid; 
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%options -> opções definidas com optimset; 
%M,m,l,g,b,a1,a2 -> passagem de constantes 
  
  
Kp=pid(1); 
Ki=pid(2); 
Kd=pid(3); 
%Colocação dos valores finais dos parametros do PID no Workspace base. 
  
%%%%%%%%%%%%%%%% 
% tracklsqIP.m % 
%%%%%%%%%%%%%%%% 
  
%Computação da função objectivo e definação do sinal de erro. 
function F = tracklsqIP(pid, M, m, l, g, b, a1, a2) 
  
Kp=pid(1);  
Ki=pid(2); 
Kd=pid(3); 
%Actualiza valores do pid, para a próxima iteração. 
  
opt=simset('solver','ode4','SrcWorkspace','Current');    
%O solver utilizado é o ode5. Trata-se de um método fixed-step de quinta 
%ordem. 
%A função é executada no Workspace a ser utilizado no momento (Current  
%Workspace), ou seja o Workspace da função que chama a função sim 
%(tracklsqIP.m). 
  
[tout,xout,yout]=sim('pid_nonlinear_model_pg_v3a_pid_lsq',[0 50],opt); 
%simulação do modelo em simulink, durante 50 segundos e com as opções 
%definidas com o simset. 
  
F(:,1)=yout(:,1); %Definição do sinal de erro 
  
  
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% 
% 
%                            Método Fminimax 
% 
% 
%%%%%%%%%%%%%%%%%%%%%%% 
% exec_fminimax_tNL.m % 
%%%%%%%%%%%%%%%%%%%%%%% 
  
constants 
pid_nonlinear_model_pg_v3a_pid %carrega modelo 
  
pid0=[-95 -100 -35] %valores iniciais dos parametros do PID 
  
yout=[];    %inicializa variavel onde a saida vai ser guardada 
  
options=optimset('Display', 'iter', 'TolX', 1e-6 , 'TolFun', 1e-6, 
'MaxIter', 200, 'MaxFunEvals', 100000); 
%Definir: 
%'Display', 'iter' -> tipo de Display de informação: em cada iteração; 
 117
%'TolX', 1e-6 - Tolerancia de terminação do step (valor absoluto); 
%'TolFun',1e-9 - Tolerancia de terminação no valor da função (valor 
absoluto); 
%'MaxFunEvals',10000 - número máximo de evoluções permitidas da função; 
%'MaxIter', 200 - número máximo de iterações permitidas; 
  
  
[CONSTR,CUSTO,DER,pid,FVAL,MAXFVAL,EXITFLAG,OUTPUT]=fminimax(@trackmmobj_
tNL, pid0, [], [], [], [],[-100,-100,-100],[100,100,100], 
'trackmmcon_tNL', options, M, m, l, g, a1, a2, b); 
%Chamar função de optimização fminimax, para optimizar função 
trackmmobj_tNL. 
%pid0 -> valores iniciais dos parametros do PID; 
%[-100,-100,-100],[100,100,100] -> restrições dos valores minimos e 
%máximos dos parametros do PID; 
%'trackmmcon_tNL' -> restrições das saidas do sistema a optimizar; 
%dos parâmetros do PID; 
%options -> opções definidas com optimset; 
%M,m,l,g,b,a1,a2 -> passagem de constantes 
  
Kp=pid(1); 
Ki=pid(2); 
Kd=pid(3); 
%Colocação dos valores finais dos parametros do PID no Workspace base. 
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%% 
%%%%%%%%%%%%%%%%%% 
%trackmmcon_tNL.m% 
%%%%%%%%%%%%%%%%%% 
  
%Definição das restrições das saídas 
  
function [c,ceq]=trackmmcon_tNL(pid, M, m, l, g, a1, a2, b) 
  
F=evalin('base', 'F_TRACKMMOBJ_TNL'); 
%executa a função trackmmobj_tNL no workspace 'base', de modo a obter a 
%saída. 
  
  
% -Inequações não-lineares de restrição: 
  
  
%Restrição do movimento angular do pendulo: 
  
%como as restrições teem de ser definidas na forma g<=0, logo se 
quisermos 
%que até ao fim dos primeiros 5 segundos (1000 amostras/seg=>4999 
amostras) 
%o valor de teta seja  ou igual a -0.0873 (-5 graus), temos que: 
%F(1:4999)>=-0.0873 <=> 0>= -F(1:4999-0.0873, logo:  
    c(1:4999,1)=-F(1:4999,1)-0.0873; 
%para os restantes casos a forma de obter as restrições é análoga:     
    c(5000:24999,1)=-F(5000:24999,1)-0.0175; 
    c(25000:29999,1)=-F(25000:29999,1)-0.0873; 
    c(30000:50001,1)=-F(30000:50001,1)-0.0175; 
     
     
    c(1:4999,2)=F(1:4999,1)-0.0873; 
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    c(5000:24999,2)=F(5000:24999,1)-0.0175; 
    c(25000:29999,2)=F(25000:29999,1)-0.0873; 
    c(30000:50001,2)=F(30000:50001,1)-0.0175; 
     
%Restrição do movimento x do carro: 
  
    c(:,3)=F(:,2)-0.05; 
    c(:,4)=-F(:,2)-0.35; 
  
     
% - Equações não-linear de restrição: 
  
    ceq=[]; 
end 
  
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%% 
%%%%%%%%%%%%%%%%%% 
%trackmmobj_tNL.m% 
%%%%%%%%%%%%%%%%%% 
  
%Computação da função objectivo 
  
function F = trackmmobj_tNL(pid, M, m, l, g, a1, a2, b) 
Kp=pid(1); 
Ki=pid(2); 
Kd=pid(3); 
%Actualiza valores do pid, para a próxima iteração. 
  
  
opt=simset('solver','ode5','SrcWorkspace','Current'); 
%O solver utilizado é o ode5. Trata-se de um método fixed-step de quinta 
%ordem. 
%A função é executada no Workspace a ser utilizado no momento (Current  
%Workspace), ou seja o Workspace da função que chama a função sim 
%(trackmmobj_tNL.m). 
  
  
[tout,xout,yout]=sim('pid_nonlinear_model_pg_v3a_pid',[0 50],opt); 
%simulação do modelo em simulink, durante 50 segundos e com as opções 
%definidas com o simset. 
  
  
  
F(:,1)=yout(:,1);  
F(:,2)=yout(:,2); 
%retornar saidas actuais do sistema 
  
assignin('base', 'F_TRACKMMOBJ_TNL',F); 
%atribui à variavel F_TRACKMMOBJ_TNL o valor F, no base workspace 
  
end 
  
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% 
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% 
%                            Método Fgoalattain 
% 
% 
%%%%%%%%%%%%%%%%%%%%%%% 
% exec_fgoal_GA.m % 
%%%%%%%%%%%%%%%%%%%%%%% 
  
constants 
pid_nonlinear_model_pg_v3a_pid 
  
  
  
w1=linspace(0,50,10001);         %criar 10001 pontos, que é o número  
                                 %de amostras usado na simulação do 
modelo                                                                                                                                                 
  
goal=[zeros(1,length(w1))];      %definição da meta a atingir em cada uma  
                                 %amostras. Neste caso a meta é sempre 
                                 %zero (manter ângulo teta a zero). 
  
goal=goal'; 
  
weight=[ones(1,length(w1))];     %definição dos pesos a utilizar para 
cada  
                                 %das amostras da simulação. Neste caso 
                                 %utilizou-se pesos iguais, logo atribui-
se 
                                 %importância igual a cada amostra. 
weight=weight’; 
                        
pid0=[-95 -100 -35]; %valores iniciais dos parametros do PID 
  
yout=[];    %inicializa variavel onde a saida vai ser guardada 
  
  
options=optimset('Display', 'iter','MaxIter', 200, 'MaxFunEvals', 10000, 
'TolFun', 1e-9, 'TolX', 1e-6); 
%Definir: 
%'Display', 'iter' -> tipo de Display de informação: em cada iteração; 
%'TolX', 1e-6 - Tolerancia de terminação do step (valor absoluto); 
%'TolFun',1e-9 - Tolerancia de terminação no valor da função (valor 
absoluto); 
%'MaxFunEvals',10000 - número máximo de evoluções permitidas da função; 
%'MaxIter', 200 - número máximo de iterações permitidas; 
  
[CONSTR,CUSTO,DER,pid,fval,attainfactor,exitflag,output,lambda]=fgoalatta
in(@trackmmobj_GA, pid0, goal ,weight, [],[],[],[],[-100,-100,-
100],[100,100,100],'trackmmcon_GA',options, M, m, l, g, a1, a2, b); 
%Chamar função de optimização fgoalattain, para optimizar função 
%trackmmobj_GA 
%pid0 -> valores iniciais dos parametros do PID; 
%goal -> metas a atingir em cada instante; 
%weight -> importância relativa atribuida à optimização em cada instante 
%[-100,-100,-100],[100,100,100] -> restrições dos valores minimos e 
%máximos dos parametros do PID; 
%'trackmmcon_GA' -> restrições das saidas do sistema a optimizar; 
%options -> opções definidas com optimset; 
%M,m,l,g,b,a1,a2 -> passagem de constantes 
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Kp=pid(1); 
Ki=pid(2); 
Kd=pid(3); 
%Colocação dos valores finais dos parametros do PID no Workspace base 
  
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% 
% trackmmcon_GA.m % 
%%%%%%%%%%%%%%%%%%% 
  
%Definição das restrições das saídas 
  
function [c,ceq]=trackmmcon_GA(pid, M, m, l, g, a1, a2, b) 
  
  
F=evalin('base', 'F_TRACKMMOBJ_GA'); 
%executa a função trackmmobj_tNL no workspace 'base', de modo a obter a 
%saída. 
  
  
% -Inequações não-lineares de restrição: 
  
  
%Restrição do movimento angular do pendulo: 
     
     c(1:999,1)=-F(1:999,1)-0.0873; 
     c(1000:4999,1)=-F(1000:4999,1)-0.0175; 
     c(5000:5999,1)=-F(5000:5999,1)-0.0873; 
     c(6000:10001,1)=-F(6000:10001,1)-0.0175; 
      
     c(1:999,2)=F(1:999,1)-0.0873; 
     c(1000:4999,2)=F(1000:4999,1)-0.0175; 
     c(5000:5999,2)=F(5000:5999,1)-0.0873; 
     c(6000:10001,2)=F(6000:10001,1)-0.0175; 
      
      
%Restrição do movimento x do carro: 
      
     c(:,3)= -F(:,2)-0.35; 
     c(:,4)= F(:,2)-0.05; 
      
% - Equações não-linear de restrição: 
  
     ceq=[]; 
end 
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% 
% trackmmcon_GA.m % 
%%%%%%%%%%%%%%%%%%% 
  
%Computação da função objectivo 
  
function F = trackmmobj_GA(pid,M, m, l, g, a1, a2, b) 
  
Kp=pid(1) 
Ki=pid(2) 
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Kd=pid(3) 
%Actualiza valores do pid, para a próxima iteração. 
  
opt=simset('solver','ode5','SrcWorkspace','Current'); 
%O solver utilizado é o ode5. Trata-se de um método fixed-step de quinta 
%ordem. 
%A função é executada no Workspace a ser utilizado no momento (Current  
%Workspace), ou seja o Workspace da função que chama a função sim 
%(trackmmobj_GA.m). 
  
[tout,xout,yout]=sim('pid_nonlinear_model_pg_v3a_pid',[0 50],opt); 
%simulação do modelo em simulink, durante 50 segundos e com as opções 
%definidas com o simset. 
  
F(:,1)=yout(:,1);  
F(:,2)=yout(:,2); 
%retornar saidas actuais do sistema 
  
assignin('base', 'F_TRACKMMOBJ_GA',F); 
%atribui à variavel F_TRACKMMOBJ_GA o valor F, no base workspace 
  
end 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 122
VIII.3 Appendix III 
 
 
%        Appendix III                          
%   Código utilizado para sintonizar os parâmetros de cada um dos 
%                 compensadores por optimização  
%   (Caso de Estudo II - Motor DC) 
% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
  
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%constants_do_motor.m 
%passagem de valores constantes do Matlab para o Simulink 
  
clear all; 
close all; 
  
  
Rf=240;    %resistência do indutor  (ohm) 
Lf=120;    %indutância própria do indutor (H) 
Ra=0.60;   %resistência do induzido (ohm) 
La=0.06;   %indutância própria do induzido (H) 
Laf=1.80;  %indutância mútua entre o induzido e o indutor (H) 
J=0.2;     %momento de inércia equivalente do induzido e da carga(Kg.m2) 
Bm=1e-5;   %coeficiente de atrito (N.m.s/rad) 
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
                
%   Código utilizado para sintonizar os parâmetros de cada um dos 
%               compensadores por optimização 
% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% 
  
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% 
%                
%                  Código utilizado com o motor DC 
% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% 
% 
 123
%                            Método Fgoalattain 
% 
% 
%%%%%%%%%%%%%%%%%%%%%%% 
% exec_fgoal_DC.m % 
%%%%%%%%%%%%%%%%%%%%%%% 
  
constants_motor 
motor_dc_PID 
  
  
  
w0=linspace(0,30,300001);        %criar 300001 pontos, que é o número  
%de amostras usado na simulação do 
%modelo  
  
  
w1=linspace(0,2,20000);          %criar 20000 pontos, que é o número  
%de amostras usado na simulação do 
%modelo nos primeiros dois segundos 
                                  
w2=linspace(15,30,280001);       %%criar 280001 pontos, que é o número  
%de amostras usado na simulação do 
%modelo nos últimos 28 segundos 
  
  
goal=[ones(1,length(w0))];       %definição da meta a atingir em cada uma  
                                 %amostras. Neste caso a meta é sempre 
                                 %1 (manter a velocidade de rotação a  
                                 %1rad/s 
  
goal=goal'; 
  
weight=[5*ones(1,length(w1))  1*ones(1,length(w2)) ];  
 
%definição dos pesos a utilizar para 
cada uma das amostras da simulação. 
Neste caso utilizou-se um                           
%peso menor nos últimos 28 segundos de                                 
%simulação, atribuindo-se uma maior                                  
%importância à optimização durante este                
%período,devido às restrições aí serem                                  
%mais apertadas. 
  
weight=weight'; 
  
pid0=[1 1 1] %valores iniciais dos parametros do PID 
  
yout=[];    %inicializa variavel onde a saida vai ser guardada 
  
options=optimset('Display', 'iter', 'TolX', 1e-6 , 'TolFun', 1e-9, 
'MaxIter', 200, 'MaxFunEvals', 100000); 
%Merit Function pagina 2-35 da OptimToolbox 
%Definir: 
%'Display', 'iter' -> tipo de Display de informação: em cada iteração; 
%'TolX', 1e-6 - Tolerancia de terminação do step (valor absoluto); 
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%'TolFun',1e-9 - Tolerancia de terminação no valor da função (valor 
absoluto); 
%'MaxFunEvals',10000 - número máximo de evoluções permitidas da função; 
%'MaxIter', 200 - número máximo de iterações permitidas; 
  
[CONSTR,CUSTO,DER,pid,fval,attainfactor,exitflag,output,lambda]=fgoalatta
in(@trackmmobj_fgoal_DC, pid0, goal ,weight, [],[],[],[],[-100,-100,-
100],[100,100,100],'trackmmcon_fgoal_DC',options, Rf,Lf,Ra,La,Laf,Bm,J); 
%Chamar função de optimização fgoalattain, para optimizar função 
%trackmmobj_fgoal_DC 
%pid0 -> valores iniciais dos parametros do PID; 
%goal -> metas a atingir em cada instante; 
%weight -> importância relativa atribuida à optimização em cada instante 
%[-100,-100,-100],[100,100,100] -> restrições dos valores minimos e 
%máximos dos parametros do PID; 
%'trackmmcon_fgoal_DC' -> restrições das saidas do sistema a optimizar; 
%options -> opções definidas com optimset; 
%M,m,l,g,b,a1,a2 -> passagem de constantes 
  
Kp=pid(1); 
Ki=pid(2); 
Kd=pid(3); 
 %Colocação dos valores finais dos parametros do PID no Workspace base 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% 
% trackmmcon_fgoal_DC.m % 
%%%%%%%%%%%%%%%%%%%%%%% 
  
%Definição de restrições  
  
function [c,ceq]=trackmmcon_fgoal_DC(pid, Rf,Lf,Ra,La,Laf,Bm,J) 
  
F=evalin('base', 'F_TRACKMMOBJ_FGOAL_DC'); 
%executa a função trackmmobj_tNL no workspace 'base', de modo a obter a 
%saída. 
  
% Neste caso não são aplicadas restrições 
  
% -Inequações não-lineares de restrição: 
  
    c=[]; 
     
% - Equações não-linear de restrição: 
  
    ceq=[]; 
end 
  
  
  
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% 
% trackmmobj_fgoal_DC.m % 
%Computação da função objectivo 
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function F = trackmmobj_fgoal_DC(pid, Rf, Lf, Ra, La, Laf, Bm, J) 
Kp=pid(1) 
Ki=pid(2) 
Kd=pid(3) 
%Actualiza valores do pid, para a próxima iteração. 
  
  
opt=simset('solver','ode5','SrcWorkspace','Current'); 
%O solver utilizado é o ode5. Trata-se de um método fixed-step de quinta 
%ordem. 
%A função é executada no Workspace a ser utilizado no momento (Current  
%Workspace), ou seja o Workspace da função que chama a função sim 
%(trackmmobj_fgoal_DC.m). 
  
  
[tout,xout,yout]=sim('motor_dc_PID',[0 30],opt); 
%simulação do modelo em simulink, durante 30 segundos e com as opções 
%definidas com o simset. 
  
  
  
F(:,1)=yout(:,1);  
%retorna saida actual do sistema 
  
assignin('base', 'F_TRACKMMOBJ_FGOAL_DC',F); 
%atribui à variavel F_TRACKMMOBJ_TNL o valor F, no base workspace 
  
end 
 
 
 
