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essary and sufficient conditions for the existence of solutions for noncoercive convex minimization problems.
E.M. Bednarczuk and A. Tretyakov investigate description of the tangent cone to the null set of a mapping in the case when the mapping is degenerate at a given point. They derive new optimality conditions for a wide class of optimization problems with equality constraints.
M. Al-Baali, A. Caliciotti, G. Fasano and M. Roma propose the use of damped techniques within Nonlinear Conjugate Gradient (NCG) methods in large scale unconstrained optimization in order to possibly improve the efficiency and robustness of both unpreconditioned and Preconditioned NCG. In the latter case, they embed damped techniques within a class of preconditioners based on quasi-Newton updates.
A. Stachurski presents the idea of simultaneously running n directional minimizations along the conjugate directions starting from the same point to get the optimal solution of strictly convex QP problems. A special way of generating the conjugate directions is introduced. It produces directly the Cholesky factorization of the inverse of the Hessian.
S. Sagratella proposes a Jacobi-type method for computing solutions of Nash equilibrium problems with mixed-integer variables representing Cournot oligopoly models in which some variables represent indivisible quantities. The algorithm is a generalization of a recently proposed method for the solution of discrete so-called "2-groups partitionable" Nash equilibrium problems.
T.A. Weber investigates the problem of finding the optimal time to switch between two measurable cash-flow streams. A complete characterization of the set of solutions is obtained in terms of adjoint variables which measure the available gain from deviations. An iterative procedure for the computation of the adjoint variables is provided. The results are generalized to multiple switching times and multiple cash-flow streams with switching costs.
Z. Eksi and H. Ku study the portfolio optimization problems in a market with partial information and price impact. They build the model of the drift of the underlying price process as a diffusion affected by a continuous-time Markov chain and the actions of the large investor. For logarithmic and power utility cases they solve the utility maximization problem explicitly and obtain optimal investment strategies in the feedback form.
Finally, W. Ogryczak, M. Przyłuski and T.Śliwiński investigate the reward-risk ratio criterion optimization to search for a risky portfolio offering the maximum increase of the mean return, compared to the risk-free investment opportunities. They introduce alternative linear programming models characterized by the number of structural constraints proportional to the number of instruments thus guaranteeing easy solvability even for large number of scenarios.
As guest editors of the special issue we would like to express our deepest gratitude to the authors for their high quality contributions, and to all the referees for their careful reading and substantial critical remarks which make this special issue an outstanding collection of papers on current trends in continuous optimization. We are indebted to Oliver Stein, the Editor-in-Chief of MMOR for hosting this special issue and for the precious and continuous support.
