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Abstract. The energy and momentum spectrum of the spin models constructed
from the vector representation of the quantized affine algebras of type B
(1)
n and
D
(1)
n are computed using the approach of Davies et al. [1]. The results are for
the anti-ferromagnetic (massive) regime, and they agree with the mass spectrum
found from the factorized S–matrix theory by Ogievetsky et al. [2]. The other
new result is the explicit realization of the fusion construction for the quantized
affine algebras of type B
(1)
n and D
(1)
n .
Excitation Spectra of Spin Models 1
1. Introduction
In [1] was given a new scheme for solving the six-vertex model and associated
XXZ chain, in the antiferromagnetic regime, using the newly discovered quantum
affine symmetry of the system. The approach of that paper has been extended to
higher spin chains [3], to the higher rank case [4] and to the ABF models of Andrews,
Baxter and Forrester [5]. All of these papers are concerned with models constructed
on the (quantised affine) algebra A
(1)
n . In this paper we treat the case that the algebra
is either B
(1)
n or D
(1)
n . (The bosonization of level 1 vertex operators for D
(1)
n and an
integral formula for the correlation functions of the vertex model are given in [6].)
Our principal result is to identify the “particle spectrum”, including their excitation
energies and dispersion relations. We shall see also that the mass spectrum of these
particles coincides with the mass spectrum found by Ogievetsky, Reshetikhin and
Wiegmann from the factorised S–matrix theory [2].
The ideas are fundamentally different from the long established method of the
Bethe Ansatz. One of the questions on Feynman’s last blackboards reads “describe
centre of string without the ends” [7]. In the Bethe Ansatz approach, the answer is to
join the ends and then take the infinite limit. With the scheme first presented in [1],
the system is always infinite: one selects an arbitrary point as the centre and treats
the system as the union of its left and right hand parts. The role played by the ends
is then simply to select the various ground states.
To assist in the presentation of this paper, which has many technical details,
we first make some general introductory comments in the present section, using the
example of the XXZ chain. Then, in section 2, we discuss more specifically the
application of the method to the problem at hand and state the principal results.
1.1 Role of corner transfer matrices. Corner transfer matrices (CTMs) were invented
by Baxter [8,9], and proved to be an effective method for the evaluation of one-point
functions in exactly solved lattice models of statistical mechanics [10–13]. CTMs are
defined as a suitably normalised partition function of a whole quadrant of the lattice,
so they are a transfer matrix which acts on a semi-infinite spin chain. From an early
stage it was known that they have the following remarkably simple properties:
(i) the spectrum is integer powers of a single parameter;
(ii) they are exactly an exponential A(u) = exp(uK), whereK is a spin-chain operator
of the general form K =
∑∞
l=1 lHl, and u is the (additive) spectral parameter;
(iii) the relation to more usual HamiltonianH associated with the row transfer matrix
T (u) is H =
∑∞
l=−∞Hl;
(iv) this relation is manifest as a “boost property” T (u)A(v) = A(v)T (u+ v) [14,15].
Since the transfer matrix T (u) takes a simple form (typically a shift operator)
when u = 0, one sees that a full description of the row transfer matrix, and the
Hamiltonian H, may be had if one can understand the eigenstates of CTMs and can
also construct the shift operator in that representation. The vital key is the connection
with quantum affine algebras [16–18]. In this picture, the six-vertex CTM generator
K, acting on the left-hand semi-infinite part, is identified with the derivation operator
d of the quantised affine algebra Uq
(
ŝl2
)
, and its eigenstates with the weight vectors
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of the level 1 modules V (Λ0), V (Λ1). The two highest weights Λi correspond to the
two possible ground states for the XXZ model. The eigenstates of the right hand part
is the dual (a level −1 module); so a suitable representation for the space of states of
the entire chain is the direct sum of tensor products
⊕
i,j=0,1 V (Λi) ⊗ V (Λj)
∗a — a
level 0 module. (The antipode a must be used to construct the dual; the definitions
are given below.) Unlike the irreducible level 1 modules, this representation is highly
reducible: the most obvious reduction is a decomposition into n-particle states.
1.2 Translation operator. One may shift the selected point at which translational
symmetry is broken, one site at a time, using the theory of quantum vertex opera-
tors (VOs) due to Frenkel and Reshetikhin [19]. This gives a viable representation-
theoretic realisation of the translation operator T = T (0). Since the derivation d
was already identified with a Hamiltonian spin chain (the CTM) whose coefficients
are linear in the position along the chain, the usual Hamiltonian spin chain becomes
identified with a multiple of the operator (TdT−1 − d), using the boost property.
VOs are algebra homomorphisms between highest weight modules V (Λi) (i =
0, 1) and tensor products of the form V (Λ1−i) ⊗ Vz or Vz ⊗ V (Λ1−i). (Vz is a loop
module, or affinisation of the usual spin-half Uq
(
sl2
)
module.) For the two different
orders of tensor product, we call the corresponding VOs type I and type II, respec-
tively. A type I VO expands the eigenstates of the left-hand semi-infinite part in terms
of the state of one local site and the eigenstates of a new semi-infinite part, truncated
by that site. This “splits off” one site at the centre of the string by mapping V (Λi) to
V (Λ1−i) ⊗ Vz. By using duality properties of modules and homomorphisms between
them, there is another type I VO which adds this single site to the right hand semi-
infinite part, that is, which maps Vz⊗V (Λi)
∗a to V (Λ1−i)
∗a. The middle of the string
is thereby translated by one lattice unit, whilst the sectors are switched correspond-
ing to the translation. The advantage of this construction is that all expansions are
convergent in q and z, in some domain of analyticity, even though they have rather
complicated forms. Moreover, closed form expressions may be obtained for physical
quantities using the powerful machinery of modern algebra and representation theory.
1.3 Creation and annihilation operators. Consider the ground states. Since the XXZ
chain is Uq
(
ŝl2
)
invariant in this infinite limit, the ground states Ψi (i = 0, 1) must
be unique, that is, Ψi must span a one-dimensional (and therefore trivial) sub-
representation. Using the canonical identifications
V (Λi)⊗ V (Λi)
∗a ∼−→ HomC(V (Λi), V (Λi)),
we see that the ground states are simply identity maps of V (Λi) into itself. This gives
a simple expansion for Ψi in terms of any dual basis system for V (Λi) and V (Λi)
∗a.
To create particles from a ground state is equivalent to finding maps ϕ∗±(z) which
create sub-modules in the various sectors V (Λi) ⊗ V (Λj)
∗a. For a single particle of
spin 1/2 and momentum z = eip, the submodule must be isomorphic to the spin-half
Uq
(
ŝl2
)
module Vz, so we seek a homomorphism
ϕ∗±(z) : Vz ⊗ V (Λi)
Uq
−→ V (Λ1−i)
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for the creation operator. Using the canonical identification
HomUq (L⊗M,N)
∼
−→ HomUq (M,L
∗a−1 ⊗N)
one finds that the creation operators are equivalent to VOs of type II:
V (Λi)
Uq
−→ V ∗a
−1
z ⊗ V (Λ1−i).
For the annihilation operators, we seek the following VOs of type II:
V (Λi)
Uq
−→ Vz ⊗ V (Λ1−i).
1.4 Selection rules. For the XXZ model, and also the higher spin [3] and higher rank [4]
cases, the excitation energies, particle spectra and dispersion relations are compared
with earlier Bethe Ansatz calculations. These are important checks on the validity
of the representation-theoretic picture versus the physical content. But it is equally
important to note that the information, including all necessary commutation relations,
scalar factors and selection rules, may be obtained directly from representation theory.
As a simple example, consider again the XXZ model. The question arises, why is
there only a spin-half particle in the spectrum? The answer from representation
theory is that, if one considers the tensor product V sz ⊗ V (Λi), where s is spin,
there is no VO which maps this into the space V (Λj) except when s = 1/2 [20].
The language of quantum VOs may be rather new to mathematical physics, but
selection rules are certainly not. Similarly, for the higher rank case A
(1)
n , all the level
1 modules V (Λi), i = 0, . . . , n, correspond to spaces of states with differing boundary
conditions. For this case, let V
(k)
z , k = 2, . . . , n, be the k-th fusion of the (affinised)
vector representation V
(1)
z ; then it is known that there is a VO which maps each
V
(k)
z ⊗V (Λi) into a unique V (Λj), so that spectrum has a total of n different particle
types.
2. Main Results
2.1 Hamiltonian and the anti-ferromagnetic regime. We consider affine Lie algebras
g = B
(1)
n , (n ≥ 3) (resp. D
(1)
n , (n ≥ 4)). Their Dynkin diagrams are shown below.
1
0
2 3 nn-11
1
2 2 2 2
1
0
2 3
n-1
n
n-2n-31
1
2 2 2 2
1
1
Figure 1: Dynkin diagrams of B
(1)
n and D
(1)
n
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Let Uq(g) be the quantum affine algebra associated with g. Consider the R–
matrix R(z) = R
(1,1)
(z) (3.12) for the vector representation of Uq(g). R(z) acts on
the vector space V ⊗ V , where dimV = 2n + 1 (resp. 2n). Given the R-matrix, it
provides the Boltzmann weights of a vertex model with (2n + 1) (resp. 2n) states,
satisfying the Yang-Baxter equation (3.7). Set
h = −(qt − q−t) · z
d
dz
logPR(z)
∣∣∣∣
z=1
,
t = 1/2 (g = B(1)n ), t = 1 (g = D
(1)
n ). (2.1)
Here P denotes the transposition: Pu⊗ v = v ⊗ u. Define the Hamiltonian
H =
∑
l∈Z
hl+1,l
acting on the infinite tensor product
· · · ⊗ V ⊗ V ⊗ V ⊗ · · · .
l+1 l l−1
Here hl+1,l acts as h on the (l+1)-th and l-th components and as the identity on the
other components.
The structure of space of states (physical regime) depends on the region of the pa-
rameter q in the Hamiltonian. Unlike the Bethe Ansatz method, the present approach
is effective only for a particular region of q, corresponding to the anti-ferromagnetic
or massive regime. It is in this regime that the necessary infinite limit of the physi-
cal system may be defined in such a way that the CTM becomes identified with the
derivation of the quantum affine algebra. Because of the large freedom of gauge trans-
formations of the Hamiltonian, we do not attempt herein to investigate this problem
along the lines of [16,17], although we hope to do so in a future publication. (In
fact, even the general A
(1)
n case has not been analysed in such a way, although the
agreement with existing Bethe Ansatz results provides a strong check in that case.)
Here we just state our conjecture, which is a simple extension of known results, and
takes account of the isomorphisms between the A
(1)
1 and B
(1)
1 case and the A
(1)
3 and
D
(1)
3 case. It is
−1 < qt < 0,
where t is given in (2.1). The prefactor −(qt − q−t) of h is chosen to conform to
conventions set in previous work which relates quantum affine algebras and CTMs.
With this choice, it is negative.
2.2 Physical sectors and the space of states. Physical sectors are the eigenstates of
the CTM with some appropriate boundary condition. Candidates for them are in-
tegrable highest weight modules. The situation here is quite different from the A
(1)
n
case. There, all the highest weight representations corresponding to the fundamental
weights V (Λi), i = 0, . . . , n are of level 1. Since the affinised modules used to construct
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translation and creation operators are of level 0, all of the fundamental modules are
involved in the physics, whilst all of the higher level modules are excluded. For the
orthogonal algebras, the fundamental modules V (Λ0), V (Λ1), V (Λn) (also V (Λn−1)
for D
(1)
n ) are level 1 whilst all others are level 2. For the anti-ferromagnetic regime
to which we restrict our attention, there are therefore three (resp. four) CTM ground
state sectors, corresponding to these level-1 modules. Therefore, the whole physical
space of states may be identified with⊕
i,j
V (Λi)⊗ V (Λj)
∗a,
where the sum is over 0, 1, n (also n − 1 for D
(1)
n ). As a Uq(g)-module, the sector
V (Λi)⊗V (Λj)
∗a is canonically equivalent to the space of linear maps V (Λj)
C
−→V (Λi),
and the ground states of the infinite chain are the identity maps which require i = j.
2.3 Selection rules. Let V
(1)
z be the affinised vector representation ofB
(1)
n (resp. D
(1)
n ),
and let V
(k)
z be the affinised k’th fusion, with k = 2, . . . , n−1 (resp. k = 2, . . . , n−2).
We shall also need to consider the affinised spin representations, which we denote
here as V
(n)
z (also V
(n−1)
z for D
(1)
n ). To each of the representations V
(k)
z there corre-
spond type II VOs between physical sectors, and therefore massive excitations of the
system for each 1 ≤ k ≤ n. We shall describe the selection rules in detail. This will
provide a proper setting for the excitation spectra formulae which follow, and give
a comprehensive picture of how the various sectors are inter-related. First, for the
vector representation V
(1)
z we have the following VOs (the two columns are for B
(1)
n
and D
(1)
n as indicated):
B(1)n
V (1)z ⊗ V (Λ0) −→ V (Λ1),
V (1)z ⊗ V (Λ1) −→ V (Λ0),
V (1)z ⊗ V (Λn) −→ V (Λn).
D(1)n
V (1)z ⊗ V (Λ0) −→ V (Λ1),
V (1)z ⊗ V (Λ1) −→ V (Λ0),
V (1)z ⊗ V (Λn) −→ V (Λn−1),
V (1)z ⊗ V (Λn−1) −→ V (Λn).
(2.2)
So, for example, the creation operator corresponding to V
(1)
z , acting on the ground
state in the sector V (Λ0)⊗V (Λ0)
∗a, creates a massive excitation in the sector V (Λ1)⊗
V (Λ0)
∗a, and acting on the ground state in sector V (Λn) ⊗ V (Λn)
∗a it creates an
excitation in the sector V (Λn)⊗ V (Λn)
∗a for B
(1)
n or V (Λn−1)⊗ V (Λn)
∗a for D
(1)
n .
For the fusion representations, the selection rules are exactly the same as one
would find by iterating the vector creation operator. This is consistent with the fact
that V (k) is projected out of (V (1))⊗k. Thus, when k is odd, the picture is the same
as (2.2), whereas when k is even we have
V (k)z ⊗ V (Λi) −→ V (Λi)
{
(i = 0, 1, n) for B
(1)
n ,
(i = 0, 1, n− 1, n) for D
(1)
n .
(2.3)
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The remaining excitations come from the spin representations V
(n)
z (and V
(n−1)
z
for D
(1)
n ): these are the only ones which can mix V (Λ0) and V (Λ1) with V (Λn) (and
V (Λn−1) for D
(1)
n ). The possibilities are:
B(1)n
V (n)z ⊗ V (Λj) −→ V (Λn),
V (n)z ⊗ V (Λn) −→ V (Λj),
D(1)n
V (n)z ⊗ V (Λj) −→ V (Λn−j),
V (n−1)z ⊗ V (Λj) −→ V (Λn+j−1),
V (n−i)z ⊗ V (Λn−j) −→ V (Λj),
V (n+i−1)z ⊗ V (Λn−j) −→ V (Λ1−j),
(2.4)
where j takes the values 0, 1, and in the D
(1)
n case i = 0 (resp. i = 1) if n is even
(resp. n is odd).
2.4 Creation/annihilation operators and the transfer matrix. As we have stated in the
introduction, type II VOs are used for the mathematical formulations of creation and
annihilation operators. Let us denote them by ϕ
(k)∗
λ,I (z) and ϕ
(k)
λ,I(z). Here k is related
to the affinised representation V
(k)
z we specify for the type II VO. λ is the ground
state sector they act, I is an index of base vectors of V
(k)
z , and z is the momentum.
See subsection 7.3 for the precise definition. For a level 1 dominant integral weight
λ, i.e. λ = Λi with i = 0, 1, n (and n− 1 for D
(1)
n ), define λ(k)∗, λ(k) (k = 1, · · · , n) to
be the one determined uniquely from the following selection rules:
V (k)z ⊗ V (λ) −→ V (λ
(k)∗),
V (λ) −→ V (k)z ⊗ V (λ
(k)).
We can see
(
λ(k)
)(k)∗
=
(
λ(k)∗
)(k)
= λ. ϕ
(k)∗
λ,I (z) and ϕ
(k)
λ,I(z) are operators from V (λ)
to V (λ(k)∗) and V (λ(k)), respectively.
The row transfer matrix can also be formulated via VO of type I (See subsection
7.3):
Tλ
(1)µ(1)
λµ (z) : V (λ)⊗ V (µ)
∗a −→ V (λ(1))⊗ V (µ(1))∗a.
From the commutation relations of VOs, we can derive those between the transfer
matrix and creation (annihilation) operators. They are given by
ϕ
(k)∗
λ(1),I
(z1)T
λ(1)µ(1)
λµ (z2) = τ
(k)(z1/z2)T
(λ(k)∗)(1)µ(1)
λ(k)∗µ
(z2) ϕ
(k)∗
λ,I (z1),
ϕ
(k)
λ(1),I
(z1)T
λ(1)µ(1)
λµ (z2) = τ
(k)(z1/z2)
−1T
(λ(k))(1)µ(1)
λ(k)µ
(z2) ϕ
(k)
λ,I(z1).
Here τ (k)(z) is a scalar function defined in the next subsection.
2.5 Excitation spectra. Because of the number of possible ground state sectors, there
is considerable detail in the selection rules for massive particle excitations. By con-
trast, the excitation spectra are quite simple. Regardless of the sectors, there is just a
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single dispersion relation for each value of 1 ≤ k ≤ n: moreover there is no distinction
between k = n − 1 and k = n in the D
(1)
n case. Here we discuss briefly the formulae
for the A
(1)
n , B
(1)
n and D
(1)
n cases, and compare with the mass spectrum found by
Ogievetsky, Reshetikhin and Wiegmann from the factorised S–matrix theory [2]. We
note here that Nakanishi [21] gave a systematic way to obtain the mass spectrum via
the Yangian algebra symmetry.
Let us first discuss the A
(1)
n case, which was treated by Date and Okado [4] using
the quantum affine symmetry. It was shown there that the excitation spectrum is
given as
e−ip
(k)(θ) = τ (k)(z), ǫ(k)(θ) = −(q − q−1)z
d
dz
log τ (k)(z), (2.5)
where ǫ(k)(θ), p(k)(θ) are the energy and momentum with rapidity variable θ (−z =
e2iθ), and
τ (k)(z) = z
k
n+1−1
Θq2n+2(−(−q)
kz)
Θq2n+2(−(−q)kz−1)
, (2.6)
Θp(z) = (z; p)∞(pz
−1; p)∞(p; p)∞, (2.7)
(z; p)∞ =
∞∏
j=0
(1− pjz). (2.8)
Note that the affine Lie algebra of type A
(1)
n is ŝln+1, so that n in [4] should be shifted
by 1.
Date and Okado also show that this is exactly the result previously obtained by
Babelon, deVega and Viallet [22] from the Bethe Ansatz. The latter also consider
the scaling limit of small lattice spacing and small rapidity, to obtain the relativistic
spectrum
P (k)(θ) = µ sin
(
πk
n+ 1
)
sh v, E(k)(θ) = µ sin
(
πk
n+ 1
)
ch v.
Here P (k), E(k) and v are appropriately scaled version of p(k), ǫ(k) and θ. The mass
spectrum can be read off directly from this:
m(k) = µ sin
(
πk
n+ 1
)
, k = 1, . . . , n.
This agrees with the result obtained in [2,21].
For the present calculations, we find herein that the excitation spectrum is given
via the following functions, in the cases that the excitation arises from the fusion or
spin representation:
τ (k)(z) = z−1
Θξ2(−(−q)
kz)Θξ2 (−(−q)
−kξz)
Θξ2(−(−q)kz−1)Θξ2(−(−q)−kξz−1)
, (fusion)
= z−1/2
Θξ2(−sξ
1/2z)
Θξ2(−sξ1/2z−1)
. (spin)
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Here ξ = qh
∨
where h∨ is the dual Coxeter number of g (2n − 1 for B
(1)
n , 2n − 2 for
D
(1)
n ), and s = (−)n (g = B
(1)
n ), s = (−)n−1 (g = D
(1)
n ). For the fusion excitations, k
takes the values 1 ≤ k ≤ n− 1 (g = B
(1)
n ) or 1 ≤ k ≤ n − 2 (g = D
(1)
n ) (k = 1 is the
vector representation); the remaining values of k are for the spin excitations. (The
authors could not find any published Bethe Ansatz result to compare with. But J.
Suzuki sent M.O. a fax showing that, apart from overall sign, our results agree with
those computed from their Bethe Ansatz data in [23].) If we apply a similar scaling
limit as in the A
(1)
n case, we obtain
fusion
P (k)(θ) = 2µ sin
(
πk
h∨
)
sh v,
E(k)(θ) = 2µ sin
(
πk
h∨
)
ch v.
spin
P (k)(θ) = µ sh v,
E(k)(θ) = µ ch v.
The mass spectrum agrees with that obtained in [2,21]. An interesting feature is
the factor 2 which occurs for the fusion excitations; this comes from the double Θξ2
factors in τ (k)(z).
The excitation spectrum is the main physical result of this paper. However,
the remaining sections, and the appendix, which are devoted to the derivation of
these results, contain a considerable amount of new information about the R-matrices
for the quantised affine algebras of type B
(1)
n and D
(1)
n . In particular, the fusion
construction is treated in some detail.
3. Fundamental representations and R–matrices
3.1 Quantum affine algebras. We consider affine Lie algebras g = B
(1)
n (n ≥ 3), D
(1)
n
(n ≥ 4). Let h∗,Λi, hi = α
∨
i , αi, δ =
∑n
i=0 aiαi and d have the same meaning as in
[24]. Their Dynkin diagrams are shown in Figure 1. The lower (resp. upper) integer
of each vertex stands for the index i (resp. the value ai). The dual Coxeter number
is defined as h∨ =
∑n
i=0 a
∨
i , where a
∨
i = ai except that for g = B
(1)
n a∨n = an/2, so
that we have h∨ = 2n− 1 (g = B
(1)
n ), 2n− 2 (g = D
(1)
n ). The invariant bilinear form
( | ) in [24] is so normalised that (θ|θ) = 2, where θ = δ − α0. We put ρ =
∑n
i=0 Λi.
For λ ∈ h∗ λ denotes the orthogonal projection of λ on h
∗
, where h
∗
is the linear span
of the classical roots α1, · · · , αn. Following [25] we introduce an orthonormal basis
{ǫ1, · · · , ǫn} of h
∗
, by which αi,Λi, ρ are represented below.
αi = ǫi − ǫi+1 (1 ≤ i ≤ n− 1),
= ǫn (i = n for B
(1)
n ),
= ǫn−1 + ǫn (i = n for D
(1)
n ),
Λi = ǫ1 + · · ·+ ǫi (1 ≤ i ≤ n− 1 for B
(1)
n , 1 ≤ i ≤ n− 2 for D
(1)
n ),
=
ǫ1 + · · ·+ ǫn−1 − ǫn
2
(i = n− 1 for D(1)n ),
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=
ǫ1 + · · ·+ ǫn−1 + ǫn
2
(i = n),
2ρ = (2n− 1)ǫ1 + (2n− 3)ǫ2 + · · ·+ 3ǫn−1 + ǫn ( for B
(1)
n ),
= (2n− 2)ǫ1 + (2n− 4)ǫ2 + · · ·+ 2ǫn−1 ( for D
(1)
n ).
For our affine Lie algebras there are Dynkin diagram automorphisms described
in Figure 2. We shall use these symmetries to reduce the number of cases of two point
functions which must be calculated.
1
0
2
0
1
2
σ (1) n-1
n
n-2
n-1
n
n-2
1
0
23
n-1
n
n-3n-2
1
0
2 3
n-1
n
n-2n-3
σ (3)
σ (2)
Figure 2: Dynkin diagram automorphisms
The quantum affine algebra Uq(g) is defined as theQ(q)–algebra with 1 generated
by ei, fi, ti(i = 0, · · · , n), q
d satisfying
[t, t′] = 0 for t, t′ ∈ {t0, · · · , tn, q
d},
tiejt
−1
i = q
(αi|αj)ej , tifjt
−1
i = q
−(αi|αj)fj ,
qdejq
−d = qδj0ej , q
dfjq
−d = q−δj0fj ,
[ei, fj] = δij(ti − t
−1
i )/(qi − q
−1
i ),
b∑
k=0
(−)ke
(k)
i eje
(b−k)
i =
b∑
k=0
(−)kf
(k)
i fjf
(b−k)
i = 0 (i 6= j),
where b = 1 − 〈hi, αj〉. Here we have set qi = q
(αi|αi)/2, [m]i = (q
m
i − q
−m
i )/(qi −
q−1i ), [k]i! =
∏k
m=1[m]i, e
(k)
i = e
k
i /[k]i!, f
(k)
i = f
k
i /[k]i!. We denote by U
′
q(g) the
subalgebra of Uq(g) generated by the elements ei, fi, ti (i = 0, · · · , n). Let xi be any
of ei, fi, ti. We define algebra automorphisms σ
(1), σ(2), σ(3) of U ′q(g) as follows (Note
that σ(2), σ(3) are only for D
(1)
n .):
σ(1)(xi) = x1−i (i = 0, 1),
σ(2)(xi) = xi (i ≤ n− 2),
σ(3)(xi) = xn−i(∀i).
σ(1)(xi) = xi (i ≥ 2),
σ(2)(xn−i) = xn+i−1 (i = 0, 1), (3.1)
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For a representation (π, V ) of U ′q(g), we put Vz = V ⊗Q(q)[z, z
−1], and lift π to
a representation (πz, Vz) of Uq(g) as follows:
πz(ei)(v ⊗ z
n) = π(ei)v ⊗ z
n+δi0 ,
πz(fi)(v ⊗ z
n) = π(fi)v ⊗ z
n−δi0 , (3.2)
πz(ti)(v ⊗ z
n) = π(ti)v ⊗ z
n,
πz(q
d)(v ⊗ zn) = v ⊗ (qz)n.
By abuse of notation we sometimes write V for Vz where the context is clear.
The coproduct ∆ and the antipode a are defined as follows.
∆(ei) = ei ⊗ 1 + ti ⊗ ei, ∆(fi) = fi ⊗ t
−1
i + 1⊗ fi, (3.3)
∆(ti) = ti ⊗ ti, ∆(q
d) = qd ⊗ qd,
a(ei) = −t
−1
i ei, a(fi) = −fiti, a(ti) = t
−1
i , a(q
d) = q−d. (3.4)
3.2 Fundamental representations and definition of the R–matrix. To each k (1 ≤ k ≤
n) we associate a fundamental representation of U ′q(g) denoted by (π
(k), V (k)). If
k = 1, we call it the vector representation. If k = n (resp. k = n − 1, n), we call
it the spin representation for U ′q(B
(1)
n ) (resp. U ′q(D
(1)
n )). The other fundamental
representations are constructed via the fusion construction in the subsequent section.
For each fundamental representation V (k) we shall define linear maps σ(i) : V (k) −→
V (k
′) (i = 1 for B
(1)
n , i = 1, 2, 3 for D
(1)
n ) satisfying
π(k
′)(σ(i)(x)) σ(i)(v) = σ(i)(π(k)(x)v) (x ∈ U ′q(g), v ∈ V
(k)), (3.5)
where k′ = k except that V (n−1) and V (n) may be interchanged by σ(i) for g = D
(1)
n .
We use the same notation for the linear maps as for the algebra automorphisms, in
the belief that this should assist the presentation rather than cause confusion. We
shall consider the maps in detail as the various representations are presented.
Let (πVi , Vi) (i = 1, 2) be arbitrary representations of U
′
q(g). Let R
V1V2
(z) ∈
End(V1 ⊗ V2) be the R–matrix, which satisfies
R
V1V2
(z1/z2)(π
V1
z1 ⊗ π
V2
z2 )∆(x) = (π
V1
z1 ⊗ π
V2
z2 )∆
′(x)R
V1V2
(z1/z2), ∀ x ∈ Uq(g),(3.6)
where ∆′ = σ ◦∆ and σ denotes the transposition. From each representation space
we normally choose a reference vector ui (i = 1, 2) and normalise by
R
V1V2
(z)u1 ⊗ u2 = u1 ⊗ u2.
Together with another representation (πV3 , V3) of U
′
q(g), the R-matrices satisfy the
Yang–Baxter equation:
R
V1V2
(z1/z2)R
V1V3
(z1/z3)R
V2V3
(z2/z3)
= R
V2V3
(z2/z3)R
V1V3
(z1/z3)R
V1V2
(z1/z2) on V1 ⊗ V2 ⊗ V3. (3.7)
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Here R
ViVj
(z) acts on the third space Vk as the identity.
Let R′(z) be the modified universal R defined in appendix 1 of [3]. Since our
R–matrix is uniquely determined up to a scalar from the intertwining property (3.6),
we have
(πV1 ⊗ πV2) (R′(z)) = βV1V2(z)R
V1V2
(z).
In order to obtain two point functions by solving the q-KZ equation, we need to know
the form of βV1V2(z). For this purpose, we consider the second inversion relation
αV1V2(z)(((R
V1V2
(z)−1)t1)−1)t1 = (q−2ρ ⊗ id)R
V1V2
(zξ−2)(q2ρ ⊗ id). (3.8)
Here
ξ = qh
∨
and αV1V2(z) is a scalar function. If we replace R
V1V2
(z) by (πV1 ⊗ πV2) (R′(z)) in
(3.8) we know that αV1V2(z) = 1. As is prescribed in section 4 of [19], this fact enables
us to get a difference equation for βV1V2(z) and thereby to calculate such factors.
3.3 Vector representations and their R–matrices. Define an index set J by
J = {0,±1, · · · ,±n}, for g = B
(1)
n ,
= {±1, · · · ,±n}, for g = D
(1)
n ,
and set N = |J |. We introduce a linear order ≺ in J by
1 ≺ 2 ≺ · · · ≺ n (≺ 0) ≺ −n ≺ · · · ≺ −2 ≺ −1.
We shall also use the usual order < in J .
We shall define the vector representation (π(1), V (1)) of U ′q(g). It is the funda-
mental representation associated with the vertex 1 in the Dynkin diagram. The base
vectors of V (1) are given by {vj | j ∈ J}. The weight of vj is given by ǫj(j > 0),
−ǫ−j(j < 0), 0 (j = 0). We take v1 as a reference vector. Set
s =
{
(−)n for g = B
(1)
n ,
(−)n−1 for g = D
(1)
n .
(3.9)
Denoting the matrix units by Eij i.e. Eijvk = δjkvi, the actions of the generators
read as follows (π(1)(fi) = π
(1)(ei)
t):
π(1)(e0) = s(E−1,2 − E−2,1),
π(1)(t0) =
∑
j∈J
q−δj1−δj2+δj,−1+δj,−2Ejj ,
π(1)(ei) = Ei,i+1 −E−i−1,−i (1 ≤ i ≤ n− 1),
π(1)(ti) =
∑
j∈J
qδji−δj,i+1+δj,−i−1−δj,−iEjj (1 ≤ i ≤ n− 1),
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π(1)(en) =
√
[2]n(En0 −E0,−n) for g = B
(1)
n ,
= En−1,−n − En,−n+1 for g = D
(1)
n ,
π(1)(tn) =
∑
j∈J
qδj,n−δj,−nEjj for g = B
(1)
n ,
=
∑
j∈J
qδj,n−1+δjn−δj,−n−δj,−n+1Ejj for g = D
(1)
n .
For the vector representation linear maps satisfying (3.5) are given as follows:
σ(i) : V (1) −→ V (1),
σ(1)(v±1) = sv∓1,
σ(2)(v±n) = v∓n,
σ(3)(vj) = (−)
j−1v−(n+1−j),
σ(1)(vj) = vj (j ∈ J, j 6= ±1),
σ(2)(vj) = vj (j ∈ J, j 6= ±n),
σ(3)(v−j) = (−)
j−1svn+1−j (j > 0).
Let {v∗j | j ∈ J} be the canonical dual basis of {vj | j ∈ J}. Then we have the
following isomorphism of Uq(g)–modules.
C
(1)
± : V
(1)
zξ∓1
∼
−→
(
V (1)z
)∗a±1
; vj 7→ q
±jv∗−j . (3.10)
Here j is defined by
j =
 j (j > 0)n (j = 0)
j +N (j < 0).
(3.11)
Let us recall R–matrices for V (1) ⊗ V (1) obtained in [26]. Since the choice of the
coproduct is different, we need a slight modification of the expressions given there.
R
(1,1)
(z) is given by
R
(1,1)
(z) =
∑
i6=0
Eii ⊗ Eii +
q(1− z)
1− q2z
∑
i6=±j
Eii ⊗ Ejj
+
1− q2
1− q2z
( ∑
i≺j,i6=−j
+z
∑
i≻j,i6=−j
)
Eij ⊗Eji
+
1
(1− q2z)(1− ξz)
∑
i,j
aij(z)Eij ⊗ E−i,−j . (3.12)
Here
aij(z) =

(q2 − ξz)(1− z) + δi0(1− q)(q + z)(1− ξz) (i = j)
(1− q2)(qj−i(z − 1) + δi,−j(1− ξz)) (i ≺ j)
(1− q2)z(ξqj−i(z − 1) + δi,−j(1− ξz)) (i ≻ j).
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For the values of α(1,1)(z) and β(1,1)(z) we can obtain
α(1,1)(z) =
(1− ξ−2z)(1− q−2ξ−1z)(1− q2ξ−1z)(1− z)
(1− q2ξ−2z)(1− ξ−1z)2(1− q−2z)
,
β(1,1)(z) = q−1
(
q2z; ξ2
)
∞
(
ξz; ξ2
)2
∞
(
q−2ξ2z; ξ2
)
∞
(z; ξ2)∞ (q
−2ξz; ξ2)∞ (q
2ξz; ξ2)∞ (ξ
2z; ξ2)∞
.
3.4 Spin representations and their R–matrices. We shall define the spin representa-
tions. They are the representations associated with the tail vertices in the Dynkin
diagram. There is only one spin representation in the case of B
(1)
n , and there are two
in the case of D
(1)
n . Consider the 2 dimensional vector space V1/2 spanned by v1/2
and v−1/2. We define operators X
+, X−, T acting on this space by
X+vη = vη+1, X
−vη = vη−1, T vη = q
ηvη.
Here η = ±1/2, otherwise vη is to be understood as 0. Set V
(sp) = V ⊗n1/2 . For
a base vector vε1 ⊗ · · · ⊗ vεn (ε1, · · · , εn = ±1/2) we use a shorthand notation
vε (ε = (ε1, · · · , εn)). The weight of vε is given by
∑n
i=1 εiǫi. We put ε
+ =
(1/2, · · · , 1/2), ε− = (−1/2, · · · ,−1/2). For i = 1, · · · , n and ε = (ε1, · · · , εn) ε
(i)
(resp. ε(i)) stands for (ε1, · · · ,
i
εi + 1, · · · , εn) (resp. (ε1, · · · ,
i
εi − 1, · · · , εn)). ε
(i)(j),
ε
(i)
(j), etc, are defined similarly.
We define an action of U ′q(g) on this space as follows (π
(sp)(fi) = π
(sp)(ei)
t):
π(sp)(e0) = X
− ⊗X− ⊗ 1⊗ · · · ⊗ 1,
π(sp)(t0) = T
−1 ⊗ T−1 ⊗ 1⊗ · · · ⊗ 1,
π(sp)(ei) = 1⊗ · · · ⊗
i
X+ ⊗
i+1
X− ⊗ · · · ⊗ 1 (1 ≤ i ≤ n− 1),
π(sp)(ti) = 1⊗ · · · ⊗
i
T ⊗
i+1
T−1 ⊗ · · · ⊗ 1 (1 ≤ i ≤ n− 1),
π(sp)(en) = 1⊗ · · · ⊗ 1⊗
n
X+ for g = B
(1)
n ,
= 1⊗ · · · ⊗ 1⊗
n−1
X+ ⊗
n
X+ for g = D
(1)
n ,
π(sp)(tn) = 1⊗ · · · ⊗ 1⊗
n
T for g = B
(1)
n ,
= 1⊗ · · · ⊗ 1⊗
n−1
T ⊗
n
T for g = D
(1)
n .
For this representation linear maps satisfying (3.5) are given as follows:
σ(i) : V (sp) −→ V (sp),
σ(1)(v(ε1ε2···εn)) = v(−ε1ε2···εn),
σ(2)(v(ε1···εn−1εn)) = v(ε1···εn−1−εn),
σ(3)(v(ε1···εn)) = v(−εn···−ε1).
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In the case of B
(1)
n V (sp) is irreducible and is also denoted by (π(n), V (n)). In the
case of D
(1)
n it decomposes into two components. We denote by (π(n), V (n)) (resp.
(π(n−1), V (n−1))) the irreducible representation of U ′q(D
(1)
n ) whose space contains the
vector vε+ (resp. vε+
(n)
). We have
σ(1), σ(2) : V (n) −→ V (n−1)
σ(3) : V (n) −→ V (n−i)
σ(1), σ(2) : V (n−1) −→ V (n)
σ(3) : V (n−1) −→ V (n+i−1)
where i = 0 if n is even and i = 1 if n is odd.
Denoting by {v∗ε} the canonical dual basis of {vε}, we have the following isomor-
phism of Uq(g)–modules.
C
(sp)
± : V
(sp)
zξ∓1
∼
−→V (sp)z
∗a±1
; vε 7→ a±(ε)v
∗
−ε, (3.13)
where
a±(ε) = (−)
∑
n
j=1
(n+1−j)εjq
±
∑
n
j=1
(n+1/2−j)εj for g = B
(1)
n ,
= (−q)
±
∑
n
j=1
(n−j)εj for g = D
(1)
n ,
and εj = 0 (εj = 1/2), = 1 (εj = −1/2). For each irreducible component in the case
of D
(1)
n , C
(sp)
± alternates the indices of the spaces just like σ
(3).
We present the explicit forms of the R–matrices for V (1)⊗V (n) and V (n)⊗V (1),
which we denote by R
(1,n)
(z) and R
(n,1)
(z). We take vε+ in V
(n) as a reference
vector for the both cases. For the case of D
(1)
n we may also need the R–matrices
for V (1) ⊗ V (n−1) and V (n−1) ⊗ V (1). Those are given by the same formulae as
R
(1,n)
(z) and R
(n,1)
(z) except that they are acting on different spaces V (1) ⊗ V (n−1)
and V (n−1)⊗ V (1). As a reference vector for V (n−1) in the case of D
(1)
n we take vε+
(n)
.
For i ∈ J we set ε(i) = ε(i)(i > 0), = ε(i = 0), = ε(−i)(i < 0). ε(i, j) (i, j ∈ J)
is defined recursively. For i, j = 1, · · · , n (i < j) define n+ij(ε) = ♯{k | i < k < j, εk =
1/2}, n+i0(ε) = ♯{k | i < k, εk = 1/2} and put n
+
ji(ε) = −n
+
ij(ε)− 1 for i, j = 0, · · · , n.
The forms of the R–matrices are given below.
R
(1,n)
(z) =
∑
i,ε
aiε(z)Eii ⊗Eεε +
∑
i6=j,ε
bijεcij(z)(ξ
1/2sz)θ(i≻j)Eij ⊗Eεε(i,−j),
R
(n,1)
(z) =
∑
i,ε
aiε(z)Eεε ⊗Eii +
∑
i6=j,ε
bijεcij(z)(ξ
1/2sz)θ(i≺j)Eεε(i,−j) ⊗ Eij ,
where
aiε(z) =

1 (iε|i| > 0),
q
1 + q−1ξ1/2sz
1 + qξ1/2sz
(iε|i| < 0),
q1/2
1 + ξ1/2sz
1 + qξ1/2sz
(i = 0),
Excitation Spectra of Spin Models 15
bijε = q
−η(i)+η(j)+δi0(−q)
n+
|i||j|
(ε)
,
bijε = q
η(i)−η(j)+(δi0+δj0)/2(−q)
n+
|j||i|
(ε)
,
η(i) =
{
0 (i ≥ 0),
h∨/2 + i+ 1 (i < 0),
cij(z) =

1− q2
1 + qξ1/2sz
(ij 6= 0),√
[2]n
1− q
1 + qξ1/2sz
(ij = 0).
Here θ(S) = 1 if S is true, = 0 otherwise. In the summation i, j run over J and ε runs
over (±1/2, · · · ,±1/2). Eεε′ stands for a matrix unit in End(V
(n)). The calculation
is long but straightforward. We omit it.
For these R–matrices we have
α(1,n)(z) = α(n,1)(z) =
(1 + qξ−1/2sz)(1 + q−1ξ−3/2sz)
(1 + q−1ξ−1/2sz)(1 + qξ−3/2sz)
,
β(1,n)(z) = β(n,1)(z) = q−1/2
(−qξ1/2sz; ξ2)∞(−q
−1ξ3/2sz; ξ2)∞
(−q−1ξ1/2sz; ξ2)∞(−qξ3/2sz; ξ2)∞
.
4. Fusion construction
Throughout this section, (π, V ) stands for the vector representation of U ′q(g)
defined in section 3, and P denotes the transposition on V ⊗V . We shall construct the
fundamental representations (π(k), V (k)) of U ′q(g) via the fusion construction, where
2 ≤ k ≤ n− 1 for g = B
(1)
n and 2 ≤ k ≤ n− 2 for g = D
(1)
n .
4.1 Definition of V (k). Since R
(1,1)
(z) has a pole at z = q−2, we set
R(z) = (1− q2z)R
(1,1)
(z). (4.1)
Let Rii+1(z) be an operator on V
⊗k acting as R(z) on the i-th and (i+1)-th compo-
nents and as the identity on the other components, and let
Sij = Rj−1j(q
−2)Rj−2j(q
−4) · · ·Rij(q
2i−2j) (i < j),
T (k) = S1k · · ·S13S12. (4.2)
We define V (k) by
V (k) = V ⊗k
/
KerT (k).
A graphical representation of T (4) is given in Figure 3.
We shall give a more concrete description of the space V (k). Set W = ImPR(q2)
⊂ V ⊗2.
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Figure 3: Graphical representation of T (4)
Proposition 4.1. W is generated by the following vectors.
vi ⊗ vi (i 6= 0), vi ⊗ vj + qvj ⊗ vi (i ≻ j, i 6= −j),
v−i ⊗ vi + q
2vi ⊗ v−i − q(vi+1 ⊗ v−i−1 + v−i−1 ⊗ vi+1) (1 ≤ i ≤ n− 1),
v−n ⊗ vn + q
2vn ⊗ v−n − q(1 + q)(v0 ⊗ v0) for g = B
(1)
n .
The proof is given in the appendix. KerT (k) has the following concrete description.
Proposition 4.2.
Ker T (k) =
k−2∑
j=0
V ⊗j ⊗W ⊗ V ⊗(k−2−j),
Before proving this proposition we state a few properties of V (k). By virtue of
these propositions it is easily seen that the vectors of the following form constitute a
basis of V (k):
vi1 ⊗ · · · via ⊗ v0 ⊗ · · · ⊗ v0 ⊗ v−jb ⊗ · · · ⊗ v−j1
vi1 ⊗ · · · via ⊗ v−n ⊗ vn ⊗ v−n ⊗ · · · ⊗ vn ⊗ v−jb ⊗ · · · ⊗ v−j1
for g = B(1)n ,
for g = D(1)n .
(4.3)
Here 1 ≤ i1 < · · · < ia ≤ n, 1 ≤ j1 < · · · < jb ≤ n. We shall call such a form the
normal order form. Using this basis we easily get
dimV (k) = rank T (k) =
[k/2]∑
j=0
(
N
k − 2j
)
.
Here N = dimV and [i] denotes the largest integer that does not exceed i.
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Proof of Proposition 4.2. By successive use of the Yang–Baxter equation (3.7) for
R(z), for any j (0 ≤ j ≤ k − 2), we can rewrite T (k) into the following form:
T (k) = T ′jRj+1j+2(q
−2) with some operator T ′j on V
⊗k.
Note that R(q−2)PR(q2) = 0. So T (k) kills a vector in V ⊗j ⊗W ⊗V ⊗(k−2−j) for any
j (0 ≤ j ≤ k− 2). This shows Ker T (k) ⊃
∑k−2
j=0 V
⊗j ⊗W ⊗ V ⊗(k−2−j). To prove the
other inclusion it suffices to show rankT (k) ≥
∑[k/2]
j=0
(
N
k−2j
)
. Put
T 〈k〉 = lim
q→1
T (k)
(1− q2)k(k−1)/2
.
To conclude it suffices to show
rank T 〈k〉 ≥
[k/2]∑
j=0
(
N
k − 2j
)
, (4.4)
which will be shown in the appendix.
4.2 Action of Uq(g). We define the action of Uq(g) on V
(k)
z below. Define
π(k)z : Uq(g) −→ End(V
⊗k)
π(k)z (x) = (π(−q)1−kz ⊗ π(−q)3−kz ⊗ · · · ⊗ π(−q)k−1z)∆
(k)(x),
where
∆(k) = (∆⊗ id⊗ · · · ⊗ id︸ ︷︷ ︸
k−2
) ◦∆(k−1), ∆(2) = ∆.
In what follows we use running index notation.
∆(k)(x) =
∑
x(1) ⊗ · · · ⊗ x(k).
Proposition 4.3. π
(k)
z (x) is well defined as an operator on V
(k)
z , that is,
π(k)z (x)KerT
(k) ⊂ Ker T (k).
Proof. Put
π(k)′z (x) = (π(−q)1−kz ⊗ π(−q)3−kz ⊗ · · · ⊗ π(−q)k−1z)
∑
x(k) ⊗ · · · ⊗ x(1).
Using the intertwining property of R(z) (3.6) we can show
T (k)π(k)z (x) = π
(k)′
z (x)T
(k).
This completes the proof.
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As a Uq(g)–module we have the following isomorphism:
V (k) ∼= VΛk ⊕ VΛk−2 ⊕ · · · ⊕ (VΛ1 or V0), (4.5)
where VΛj is the irreducible highest weight module with highest weight Λj and V0 is
the trivial module.
Next we consider the Dynkin diagram symmetries of the U ′q(g)–module V
(k):
σ(i) : V (k) −→ V (k).
We shall give the action of σ(i) (i = 1, 2, 3), by components, i.e.
σ(i)(vi1 ⊗ · · · ⊗ vik) = σ
(i)
1 (vi1)⊗ · · · ⊗ σ
(i)
k (vik),
where σ
(i)
m ’s are given by the following rules.
σ(1)m (v±1) = (−q)
±(2m−k−1)sv∓1,
σ(1)m (vj) = vj (j ∈ J, j 6= ±1),
σ(2)m (v±n) = v∓n,
σ(2)m (vj) = vj (j ∈ J, j 6= ±n),
σ(3)m (vj) = (−q)
2m−k−1
2 (−)j−1v−(n+1−j),
σ(3)m (v−j) = (−q)
k+1−2m
2 (−)j−1svn+1−j (j > 0).
Extending (3.10) we have an isomorphism of Uq(g)–modules
C
(k)
± : V
(k)
zξ∓1
∼
−→
(
V (k)z
)∗a±1
. (4.6)
The proof is given in the appendix.
4.3 Definition of R
(1,k)
(z) and R
(k,1)
(z). We define operators
R(1,k)(z) ∈ End(
0
V ⊗
1
V ⊗ · · · ⊗
k
V ),
R(k,1)(z) ∈ End(
1
V ⊗ · · · ⊗
k
V ⊗
k+1
V )
by
R(1,k)(z) = R0k((−q)
−k+1z) · · ·R02((−q)
k−3z)R01((−q)
k−1z),
R(k,1)(z) = R1k+1((−q)
−k+1z) · · ·Rk−1k((−q)
k−3z)Rkk+1((−q)
k−1z).
Proposition 4.4. R(1,k)(z) (resp. R(k,1)(z)) is well defined as an operator on V ⊗
V (k) (resp. V (k) ⊗ V ), that is,
R(1,k)(z)(V ⊗Ker T (k)) ⊂ V ⊗KerT (k),
R(k,1)(z)(Ker T (k) ⊗ V ) ⊂ KerT (k) ⊗ V.
Proof. These can be proved from the following formulae:
(idV ⊗ T
(k))R(1,k)(z) = R01((−q)
k−1z) · · ·R0k((−q)
−k+1z)(idV ⊗ T
(k)),
(T (k) ⊗ idV )R
(k,1)(z) = Rkk+1((−q)
k−1z) · · ·R1k+1((−q)
−k+1z)(T (k) ⊗ idV ),
which are shown easily by successive use of the Yang–Baxter equation (3.7).
We shall show that R(1,k) and R(k,1) have the intertwining property in the sense
of (3.6).
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Proposition 4.5.
R(1,k)(z1/z2)(πz1 ⊗ π
(k)
z2 )∆(x) = (πz1 ⊗ π
(k)
z2 )∆
′(x)R(1,k)(z1/z2) on V ⊗ V
(k),
R(k,1)(z1/z2)(π
(k)
z1 ⊗ πz2)∆(x) = (π
(k)
z1 ⊗ πz2)∆
′(x)R(k,1)(z1/z2) on V
(k) ⊗ V.
Proof. The upper formula can be shown in the following manner.
R(1,k)(z)
∑
πz1(x(1))⊗ π
(k)
z2
(x(2))
= R0k((−q)
−k+1z) · · ·R01((−q)
k−1z)∑
πz1(x(1))⊗ π(−q)1−kz2(x(2))⊗ · · · ⊗ π(−q)k−1z2(x(k+1))
= R0k((−q)
−k+1z) · · ·R02((−q)
k−3z)∑
πz1(x(2))⊗ π(−q)1−kz2(x(1))⊗ · · · ⊗ π(−q)k−1z2(x(k+1))R01((−q)
k−1z)
...
=
∑
πz1(x(k+1))⊗ π(−q)1−kz2(x(1))⊗ · · · ⊗ π(−q)k−1z2(x(k))R
(1,k)(z)
=
∑
πz1(x(2))⊗ π
(k)
z2
(x(1))R
(1,k)(z).
The other formula can be shown similarly.
As a reference vector for V (k) we take v[12···k], where v[i1···ik] = vi1 ⊗ · · · ⊗ vik .
We want to normalise R(1,k)(z) (resp. R(k,1)(z)) so that
R(1,k)(z)v1 ⊗ v[12···k] = v1 ⊗ v[12···k]
(resp. R(k,1)(z)v[12···k] ⊗ v1 = v[12···k] ⊗ v1).
Proposition 4.6.
R
(1,k)
(z) =
1
qk−1(1− (−q)k+1z)
∏k−1
j=1 (1− (−q)
k−1−2jz)
R(1,k)(z),
R
(k,1)
(z) =
1
qk−1(1− (−q)k+1z)
∏k−1
j=1 (1− (−q)
k−1−2jz)
R(k,1)(z).
Proof. R(1,k)(z)v1⊗v[12···k] produces many types of vectors in V
⊗k. One such vector
is obtained by applying each R0j((−q)
k+1−2jz) diagonally. It is
R(1,k)(z)(v1 ⊗ v1 ⊗ v2 ⊗ · · · ⊗ vk)
= (1− (−q)k+1z) · q(1− (−q)k−3z) · q(1− (−q)k−5z)
· · · q(1− (−q)−k+1z)(v1 ⊗ v1 ⊗ v2 ⊗ · · · ⊗ vk).
All of the off-diagonal terms are zero in the quotient space V (k) due to the definition
of R(1,k)(z) as a product R0k · · ·R01. For example, R02(v1 ⊗ v[12···k]) produces two
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terms, the diagonal one above and (v2⊗v[11···k]). The latter term is zero in V
(k). The
argument proceeds step by step. The other case can be shown similarly.
4.4 Image of the universal R. Proceeding exactly as for the vector and spin represen-
tations, we find
α(1,k)(z) = α(k,1)(z)
=
(1− (−q)k−1ξ−2z)(1− (−q)−k−1ξ−1z)(1− (−q)k+1ξ−1z)(1− (−q)−k+1z)
(1− (−q)k+1ξ−2z)(1− (−q)−k+1ξ−1z)(1− (−q)k−1ξ−1z)(1− (−q)−k−1z)
,
β(1,k)(z) = β(k,1)(z)
= q−1
((−q)k+1z; ξ2)∞((−q)
−k+1ξz; ξ2)∞((−q)
k−1ξz; ξ2)∞((−q)
−k−1ξ2z; ξ2)∞
((−q)k−1z; ξ2)∞((−q)−k−1ξz; ξ2)∞((−q)k+1ξz; ξ2)∞((−q)−k+1ξ2z; ξ2)∞
.
5. Vertex operators
5.1 Definition of VOs. Let V (Λi) be the irreducible highest weight module with high-
est weight Λi. Let |Λi〉 be a highest weight vector of V (Λi). As motivated in section
2 we consider level 1 modules only, i.e. i = 0, 1, n (and n − 1 for g = D
(1)
n ). Let λ, µ
stand for level 1 weights. We define two types of VOs as intertwiners of the following
Uq(g)–modules.
Φ˜µV
(k)
λ (z) : V (λ) −→ V (µ)⊗ V
(k)
z , (5.1a)
Φ˜V
(k)µ
λ (z) : V (λ) −→ V
(k)
z ⊗ V (µ). (5.1b)
Set ∆λ = (λ|λ+2ρ)/2(h
∨+1). We shift the powers of z by these ‘conformal factors’:
ΦµV
(k)
λ (z) = z
∆µ−∆λ Φ˜µV
(k)
λ (z), Φ
V (k)µ
λ (z) = z
∆µ−∆λ Φ˜V
(k)µ
λ (z),
and call them type I VOs and type II VOs respectively. For a VO (5.1a) we define its
‘leading term’ vlt by
Φ˜µV
(k)
λ (z)|λ〉 = |µ〉 ⊗ vlt + · · · .
Here the terms in · · · should be of the form |u〉 ⊗ v with |u〉 ∈
⊕
ξ 6=µ V (µ)ξ. Set(
V (k)
)µ
λ
= {v ∈ V (k) | λ ≡ µ+ wt v mod δ, e
〈hi,µ〉+1
i v = 0 for all i},
The following criterion for the existence of VOs is known [20].
Proposition 5.1. Mapping a VO to its leading term gives an isomorphism of vector
spaces.
{VOs : V (λ)→ V (µ)⊗ V (k)z }
∼
−→
(
V (k)
)µ
λ
The criterion for the existence of type II VOs is similar.
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5.2 Two point functions. Here we collect useful propositions to calculate needed two
point functions. Most of these come from appendix 1 of [3]. We consider the following
three types of two point functions.
〈ν|ΦνW2µ (z2)Φ
µV1
λ (z1)|λ〉 (5.2a)
〈ν|ΦW2νµ (z2)Φ
µV1
λ (z1)|λ〉 (5.2b)
〈ν|ΦνW2µ (z2)Φ
V1µ
λ (z1)|λ〉 (5.2c)
Following [3], the space indexed by 1 (resp. 2) should always come in the first (resp.
second) component of the tensor product. For instance, (5.2a) stands for the expec-
tation value of the following composition of VOs.
V (λ)
ΦµV
λ
(z1)
−→ V (µ)⊗ Vz1
ΦνWµ (z1)⊗1
−→ V (ν)⊗Wz2 ⊗ Vz1
1⊗P
−→V (ν)⊗ Vz1 ⊗Wz2 .
(5.2b) is similar, but in (5.2c) we don’t need the last transposition. We call a two
point function of type (5.2a), (5.2b),(5.2c) the type (I,I),(I,II),(II,I) two point function,
respectively.
For finite dimensional representations πV : U ′q(g) → End(V ), π
W : U ′q(g) →
End(W ), we put
RVW+ (z) = (π
V ⊗ πW )(R′(z)).
Then the two point functions are determined as solutions of the q–KZ equation (with
appropriate analyticity properties):
Proposition 5.2 [3,19]. Let Ψ(z1, z2) be one of (5.2a− c). Then we have
Ψ(pz1, z2) = A(z1/z2)Ψ(z1, z2), Ψ(pz1, pz2) = (q
−φ ⊗ q−φ)Ψ(z1, z2),
where p = q2(h
∨+1), φ = λ¯+ ν¯ + 2ρ¯ and
A(z) = RVW+ (pz)(q
−φ ⊗ 1) for (5.2a)
= (q−ν¯ ⊗ 1)RVW+ (pq
−1z)(q−φ+ν¯ ⊗ 1) for (5.2b)
= (q−φ+ν¯ ⊗ 1)RVW+ (qz)(q
−ν¯ ⊗ 1) for (5.2c)
For our calculation the following propositions are quite useful.
Proposition 5.3 [3].
(i) Consider Ψ(z1, z2) in the case (5.2a). Then for any i we have
(πVz1 ⊗ π
W
z2 )∆
′(ei)
〈hi,ν〉+1Ψ(z1, z2) = 0, wtΨ(z1, z2) = λ¯− ν¯.
(ii) Let Ψ(z1, z2) be a solution for (5.2a). Then the following give solutions for the
other cases:
(q−ν¯ ⊗ 1)Ψ(q−1z1, z2) for (5.2b)
(q−φ+ν¯ ⊗ 1)Ψ(p−1qz1, z2) for (5.2c)
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Proposition 5.4. Assume that for a V ⊗W–valued function w(z) we have
(πVz1 ⊗ π
W
z2
)∆′(ei)
〈hi,ν〉+1w(z1/z2) = 0 for all i, (5.3)
R
VW
(pz)(q−φ ⊗ 1)w(z) = r(z)w(pz), (5.4)
with some scalar function r(z). Then setting w(z) = P (q−φ ⊗ 1)w(p−1z−1), we get
(πWz1 ⊗ π
V
z2
)∆′(ei)
〈hi,ν〉+1w(z1/z2) = 0 for all i,
R
WV
(pz)(q−φ ⊗ 1)w(z) = q−〈φ,wtw〉r(p−2z−1)−1w(pz).
Proof. From (5.3), for any i we have
R
WV
(z−1)P (πVz1 ⊗ π
W
z2
)∆′(ei)
〈hi,ν〉+1w(z1/z2) = 0.
The LHS is equal to
(πWz2 ⊗ π
V
z1
)∆′(ei)
〈hi,ν〉+1R
WV
(z−1)Pw(z).
Here using the first inversion relation and (5.4) we can get
R
WV
(z)Pw(z−1) = PR
VW
(z−1)−1w(z−1)
= r(p−1z−1)−1P (q−φ ⊗ 1)w(p−1z−1).
This shows the first equality. The second can also be shown using the same formulae.
5.3 Normalisation of VOs. In this subsection we shall fix the normalisations of VOs.
We start with recalling Dynkin diagram automorphisms (3.1). For level 1 highest
weight modules there exist linear maps
σ(1) : V (Λi) −→ V (Λ1−i)
σ(2) : V (Λn−i) −→ V (Λn+i−1)
σ(3) : V (Λi) −→ V (Λn−i)
(i = 0, 1),
(i = 0, 1),
(i = 0, 1, n− 1, n),
(5.5)
such that, for arbitrary x ∈ U ′q(g), |u〉 ∈ V (λ), σ
(i)|u〉 ∈ V (σ(i)(λ)), σ(i) maps the
fixed highest weight vector |λ〉 to the highest weight vector |σ(i)(λ)〉 and preserves the
algebra action: σ(i)(x|u〉) = σ(i)(x)σ(i)(|u〉). (For a level 1 weight λ, σ(λ) stands for
the corresponding weight by (5.5).) Note that we have again used the same notation
as (3.1). From the Dynkin diagram symmetry, if there exists a unique intertwiner
V (λ) −→ V (µ) ⊗ V
(k)
z (up to a scalar factor), then there is also such an intertwiner
σ(V (λ)) −→ σ(V (µ))⊗σ(V (k))z, which may be obtained by composition of the linear
maps σ(i) (i = 1, 2, 3). The condition for uniqueness is
dim(V (k))µλ = 1,
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and the VOs appearing herein have this property. If we choose the normalisation
Φ˜µV
(k)
λ (z)|λ〉 = |µ〉 ⊗ vlt + · · · (vlt : leading term),
then we can use uniqueness to fix the normalisation of Φ˜
σ(µ)σ(V (k))
σ(λ) (z) by
Φ˜
σ(µ)σ(V (k))
σ(λ) (z)σ(|λ〉) = σ(|µ〉)⊗ σ(vlt) + · · · .
We shall use this extensively to minimise calculations.
For the vector representation V (1) we fix the normalisations as follows:
Φ˜Λ0V
(1)
Λ1
(z)|Λ1〉 = |Λ0〉 ⊗ v1 + · · ·
Φ˜ΛnV
(1)
Λn
(z)|Λn〉 = |Λn〉 ⊗ α
−1v0 + · · ·
for g = B(1)n , D
(1)
n ,
for g = B(1)n ,
where
α =
√
[2]n. (5.6)
The VOs Φ˜Λ1V
(1)
Λ0
(g = B
(1)
n , D
(1)
n ) and Φ˜
ΛnV
(1)
Λn−1
, Φ˜
Λn−1V
(1)
Λn
(g = D
(1)
n ) are normalised
using Dynkin diagram automorphisms.
For the spin representations we normalise by
Φ˜Λ0V
(n)
Λn
(z)|Λn〉 = |Λ0〉 ⊗ vε+ + · · ·
Φ˜ΛnV
(n)
Λ0
(z)|Λ0〉 = |Λn〉 ⊗ vε− + · · ·
for g = B(1)n , D
(1)
n ,
for g = B(1)n .
The following VOs are normalised using Dynkin diagram automorphisms.
B(1)n : Φ˜
Λ1V
(n)
Λn
, Φ˜ΛnV
(n)
Λ1
,
D(1)n : Φ˜
Λ1V
(n−1)
Λn
, Φ˜Λ0V
(n−1)
Λn−1
, Φ˜Λ1V
(n)
Λn−1
,
Φ˜ΛnV
(n−i)
Λ0
, Φ˜
Λn−1V
(n+i−1)
Λ0
, Φ˜ΛnV
(n+i−1)
Λ1
, Φ˜
Λn−1V
(n−i)
Λ1
.
where i = 0 if n is even and i = 1 if n is odd.
For the fusion representations we normalise as follows:
(i) B
(1)
n :
for k: even
Φ˜Λ0V
(k)
Λ0
(z)|Λ0〉 = |Λ0〉 ⊗
∑
1≤i1<···<im≤n
a[i1···im···−im···−i1]v[i1···im···−im···−i1] + · · · ,
a[i1···im···−im···−i1] = q
i1+···+im−(n+1)m
(1− qk)(1− qk−2) · · · (1− qk−2m+2)
(1 + q)m
,
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for k: odd
Φ˜Λ0V
(k)
Λ1
(z)|Λ1〉 = |Λ0〉 ⊗
∑
1<i1<···<im≤n
a[1i1···im···−im···−i1]v[1i1···im···−im···−i1] + · · · ,
a[1i1···im···−im···−i1] = q
i1+···+im−(n+1)m
(1− qk−1)(1− qk−3) · · · (1− qk−2m+1)
(1 + q)m
,
for k: all
Φ˜ΛnV
(k)
Λn
(z)|Λn〉 = |Λn〉 ⊗ α
−kv[0···0] + · · · .
The symbol · · · between im and −im stands for either a sequence of pairs 0, 0, or it
may be empty, as in the ‘normal order’ of generating vectors defined in (4.3).
(ii) D
(1)
n :
for k: even
Φ˜Λ0V
(k)
Λ0
(z)|Λ0〉 = |Λ0〉 ⊗
∑
1≤i1<···<im≤n
a[i1···im···−im···−i1]v[i1···im···−im···−i1] + · · · ,
a[i1···im···−im···−i1] = q
i1+···+im−nm(1− qk)(1− qk−2) · · · (1− qk−2m+2),
for k: odd
Φ˜Λ0V
(k)
Λ1
(z)|Λ1〉 = |Λ0〉 ⊗
∑
1<i1<···<im≤n
a[1i1···im···−im···−i1]v[1i1···im···−im···−i1] + · · · ,
a[1i1···im···−im···−i1] = q
i1+···+im−nm(1− qk−1)(1− qk−3) · · · (1− qk−2m+1).
The symbol · · · between im and −im stands for either a sequence of pairs −n, n, or it
may be empty, as in the ‘normal order’ of generating vectors. The following VOs are
normalised using Dynkin diagram automorphisms.
B(1)n : Φ˜
Λ1V
(2k)
Λ1
, Φ˜Λ1V
(2k−1)
Λ0
,
D(1)n : Φ˜
Λ1V
(2k)
Λ1
, Φ˜Λ1V
(2k−1)
Λ0
, Φ˜ΛnV
(2k)
Λn
, Φ˜ΛnV
(2k−1)
Λn−1
, Φ˜
Λn−1V
(2k)
Λn−1
, Φ˜
Λn−1V
(2k−1)
Λn
.
The type II VOs are normalised in the same manner.
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6. Calculation of two point functions
In this section we calculate all the two point functions of the form (5.2) required
for computation of the excitation spectrum. The simplification that one of the VOs
is always for the vector representation is due to the fact that our underlying physical
model is based on R
(1,1)
(z).
6.1 Dynkin diagram symmetry of two point functions. Let λ, µ be level 1 dominant
integral weights, let v be a weight vector in the fundamental representation V (k). We
define a non negative integer m(λ, µ; v) as the minimal value of m0 satisfying
λ− µ+
n∑
j=0
mjαj ≡ wt v mod Zδ,
mj ≥ 0 (j = 0, 1, · · · , n).
Suppose we have a two point function of the following form:
〈Φν(V
(k′))2
µ (z2)Φ
µ(V (k))1
λ (z1)〉 = z
∆µ−∆λ
1 z
∆ν−∆µ
2
∑
i
ai(z1/z2)vi ⊗ v
′
i.
Let σ be a Dynkin diagram automorphism. Since the VOs are normalised using
Dynkin diagram automorphisms, we have
〈Φ
σ(ν)σ(V (k
′))2
σ(µ) (z2)Φ
σ(µ)σ(V (k))1
σ(λ) (z1)〉 = z
∆σ(µ)−∆σ(λ)
1 z
∆σ(ν)−∆σ(µ)
2
×
∑
i
ai(z1/z2)(z1/z2)
miσ(vi)⊗ σ(v
′
i),
where mi = m(σ(λ), σ(µ); σ(vi)) − m(λ, µ; vi). This symmetry reduces the number
of cases of two point functions to calculate. In the following subsections, we first list
all of the cases which are needed, and then give the explicit formulae, omitting those
which are obtained using the Dynkin diagram symmetry.
Let us explain how to minimise the calculation of two point functions. We are
to calculate the following four kinds.
〈Φν(V
(k))2
µ (z2)Φ
µ(V (1))1
λ (z1)〉,(i)
〈Φ
ν(V (1))2
µ′ (z2)Φ
µ′(V (k))1
λ (z1)〉,(ii)
〈Φ(V
(k))2ν
µ (z2)Φ
µ(V (1))1
λ (z1)〉,(iii)
〈Φ
ν(V (1))2
µ′ (z2)Φ
µ′(V (k))1
λ (z1)〉,(iv)
for k = 1, · · · , n. We start with (i). Using proposition 5.3 (i), we can obtain the two
point function up to scalar function of z1, z2. Apply proposition 5.2 (a) to determine
the scalar part. Calculating (ii) is similar, but proposition 5.4 helps us determine the
scalar function. For (iii) and (iv) we use proposition 5.3 (ii).
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6.2 Spin representations. The following combinations of weights occur:
(λ, µ, µ′, ν) = (Λn,Λn,Λ1,Λ0) k = n for g = B
(1)
n , (6.1a)
= (Λn,Λn,Λ0,Λ1) n for g = B
(1)
n , (6.1b)
= (Λ0,Λ1,Λn,Λn) n for g = B
(1)
n , (6.1c)
= (Λ1,Λ0,Λn,Λn) n for g = B
(1)
n , (6.1d)
= (Λn−1,Λn,Λ1,Λ0) n for g = D
(1)
n , (6.1e)
= (Λn,Λn−1,Λ1,Λ0) n− 1 for g = D
(1)
n , (6.1f)
= (Λn−1,Λn,Λ0,Λ1) n− 1 for g = D
(1)
n , (6.1g)
= (Λn,Λn−1,Λ0,Λ1) n for g = D
(1)
n , (6.1h)
= (Λ0,Λ1,Λn,Λn−1) n− i for g = D
(1)
n , (6.1i)
= (Λ1,Λ0,Λn,Λn−1) n+ i− 1 for g = D
(1)
n , (6.1j)
= (Λ0,Λ1,Λn−1,Λn) n+ i− 1 for g = D
(1)
n , (6.1k)
= (Λ1,Λ0,Λn−1,Λn) n− i for g = D
(1)
n , (6.1l)
where i = 0 if n is even and i = 1 if n is odd. Due to the Dynkin diagram symmetry
it suffices to give the formulae for (6.1a), (6.1c) and (6.1e).
〈Φν(V
(k))2
µ (z2)Φ
µ(V (1))1
λ (z1)〉 = z
∆µ−∆λ
1 z
∆ν−∆µ
2
(−sqξ5/2z1/z2; ξ
2)∞
(−sqξ3/2z1/z2; ξ2)∞
w(z1/z2),(i)
where w(z) reads as follows:
w(z) = α−1v0 ⊗ vε+ − q
1/2
n∑
j=1
(−q)n−jvj ⊗ vε+
(j)
for (6.1a),
= α−1sqnv0 ⊗ vε− + s
n∑
j=1
qj−1v−j ⊗ vε−(j) for (6.1c),
= v−n ⊗ vε+ +
n−1∑
j=1
(−q)n−jvj ⊗ vε+
(j)(n)
for (6.1e).
〈Φ
ν(V (1))2
µ′ (z2)Φ
µ′(V (k))1
λ (z1)〉 = z
∆µ′−∆λ
1 z
∆ν−∆µ′
2
(−sqξ5/2z1/z2; ξ
2)∞
(−sqξ3/2z1/z2; ξ2)∞
w(z1/z2),(ii)
where w(z) reads as follows:
w(z) = α−1(−q)nvε+ ⊗ v0 +
n∑
j=1
(−q)j−1vε+
(j)
⊗ vj for (6.1a),
= α−1vε− ⊗ v0 +
n∑
j=1
qn−j+1/2vε−(j) ⊗ v−j for (6.1c),
= (−q)n−1vε+ ⊗ v−n +
n−1∑
j=1
(−q)j−1vε+
(j)(n)
⊗ vj for (6.1e).
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〈Φ(V
(k))2ν
µ (z2)Φ
µ(V (1))1
λ (z1)〉 = z
∆µ−∆λ
1 z
∆ν−∆µ
2
(−sξ5/2z1/z2; ξ
2)∞
(−sξ3/2z1/z2; ξ2)∞
w(z1/z2),(iii)
where w(z) reads as follows:
w(z) = α−1v0 ⊗ vε+ − q
1/2
n∑
j=1
(−q)n−jvj ⊗ vε+
(j)
for (6.1a),
= α−1sqn−1/2v0 ⊗ vε− + s
n∑
j=1
qj−1v−j ⊗ vε−(j) for (6.1c),
= v−n ⊗ vε+ +
n−1∑
j=1
(−q)n−jvj ⊗ vε+
(j)(n)
for (6.1e).
〈Φ
ν(V (1))2
µ′ (z2)Φ
(V (k))1µ
′
λ (z1)〉 = z
∆µ′−∆λ
1 z
∆ν−∆µ′
2
(−sξ1/2z1/z2; ξ
2)∞
(−sξ−1/2z1/z2; ξ2)∞
w(z1/z2),(iv)
where w(z) reads as follows:
w(z) = α−1q1/2(−q)−nvε+ ⊗ v0 +
n∑
j=1
(−q)1−jvε+
(j)
⊗ vj for (6.1a),
= α−1vε− ⊗ v0 +
n∑
j=1
qj−n−1/2vε−(j) ⊗ v−j for (6.1c),
= (−q)1−nvε+ ⊗ v−n +
n−1∑
j=1
(−q)1−jvε+
(j)(n)
⊗ vj for (6.1e).
6.3 Vector and fusion representations. Note that 1 ≤ k ≤ n − 1 for B
(1)
n (n − 2 for
D
(1)
n ) in this subsection. The following combinations of weights occur:
(λ, µ, µ′, ν) = (Λ1,Λ0,Λ1,Λ0) k : even for g = B
(1)
n , D
(1)
n , (6.2a)
= (Λ0,Λ1,Λ1,Λ0) odd for g = B
(1)
n , D
(1)
n , (6.2b)
= (Λ1,Λ0,Λ0,Λ1) odd for g = B
(1)
n , D
(1)
n , (6.2c)
= (Λ0,Λ1,Λ0,Λ1) even for g = B
(1)
n , D
(1)
n , (6.2d)
= (Λn,Λn,Λn,Λn) all for g = B
(1)
n , (6.2e)
= (Λn−1,Λn,Λn−1,Λn) even for g = D
(1)
n , (6.2f)
= (Λn,Λn−1,Λn−1,Λn) odd for g = D
(1)
n , (6.2g)
= (Λn−1,Λn,Λn,Λn−1) odd for g = D
(1)
n , (6.2h)
= (Λn,Λn−1,Λn,Λn−1) even for g = D
(1)
n . (6.2i)
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Due to the Dynkin diagram symmetry it suffices to give the formulae for (6.2a),(6.2b)
and (6.2e).
〈Φν(V
(k))2
µ (z2)Φ
µ(V (1))1
λ (z1)〉(i)
= z
∆µ−∆λ
1 z
∆ν−∆µ
2
((−q)k+1ξ2z1/z2; ξ
2)∞((−q)
−k+1ξ3z1/z2; ξ
2)∞
((−q)k+1ξz1/z2; ξ2)∞((−q)−k+1ξ2z1/z2; ξ2)∞
w(i)(z1/z2),
where w(i)(z) reads as follows:
For B
(1)
n :
w(1)(z) =
∑
c[i1···im]v1 ⊗ v[i1···im···−im···−i1]
+
∑
j 6=1
c−j[i1···im]vj ⊗ v[1i1···im···−im···−j···−i1]
+
∑
j 6=1
cj[i1···im]v−j ⊗ v[1i1···j···im···−im···−i1]
+
∑
c0[i1···im]v0 ⊗ v[1i1···im···−im···−i1] for (6.2a),
w(2)(z) =
∑
c′−j[i1···im]vj ⊗ v[i1···im···−im···−j···−i1]
+
∑
c′j[i1···im]v−j ⊗ v[i1···j···im···−im···−i1]
+
∑
c′0[i1···im]v0 ⊗ v[i1···im···−im···−i1] for (6.2b),
w(3)(z) = α−(k+1)(1− (−q)k)
×
n∑
j=1
(qn−jvj ⊗ v[0···0−j] + q
n+j−2zv−j ⊗ v[j0···0])
+ α−(k+1)(1 + q2nz)v0 ⊗ v[0···0] for (6.2e).
The symbol · · · between im and −im stands for either a sequence of pairs 0, 0, or it
may be empty. The coefficients in the foregoing formulae are given by
c[i1···im] = q
i1+···+im−(n+1)m
×
(1− qk)(1− qk−2) · · · (1− qk−2m+2)
(1 + q)m
{
(1 + q2n−kz) (i1 6= 1)
(1− q2nz) (i1 = 1),
c−j[i1···im]
cj[i1···im]
}
= (−q)l+1qi1+···+im−(n+1)m (il < j < il+1)
×
(1− qk)(1− qk−2) · · · (1− qk−2m)
(1 + q)m+1
(1 + q−k)z
{
qn−j
qj−n−1,
c0[i1···im] = (−q)
m+1qi1+···+im−(n+1)m
×
(1− qk)(1− qk−2) · · · (1− qk−2m)
(1 + q)m+1
(1 + q−k)z,
Excitation Spectra of Spin Models 29
c′−j[i1···im]
c′j[i1···im]
}
= s(−q)lqi1+···+im−(n+1)m (il < j < il+1)
×
(1− qk−1)(1− qk−3) · · · (1− qk−2m+1)
(1 + q)m
{
q2n−j
qj−1,
c′0[i1···im] = s(−q)
mqi1+···+im−(n+1)m
×
(1− qk−1)(1− qk−3) · · · (1− qk−2m+1)
(1 + q)m
qn.
For D
(1)
n :
w(1)(z) =
∑
c[i1···im]v1 ⊗ v[i1···im···−im···−i1]
+
∑
j 6=1
c−j[i1···im]vj ⊗ v[1i1···im···−im···−j···−i1]
+
∑
j 6=1
cj[i1···im]v−j ⊗ v[1i1···j···im···−im···−i1] for (6.2a),
w(2)(z) =
∑
c′−j[i1···im]vj ⊗ v[i1···im···−im···−j···−i1]
+
∑
c′j[i1···im]v−j ⊗ v[i1···j···im···−im···−i1] for (6.2b).
The symbol · · · between im and −im stands for either a sequence of pairs −n, n, or it
may be empty. The coefficients in the foregoing formulae are given by
c[i1···im] = q
i1+···+im−nm
× (1− qk)(1− qk−2) · · · (1− qk−2m+2)
{
(1 + q2n−k−1z) (i1 6= 1)
(1− q2n−1z) (i1 = 1),
c−j[i1···im]
cj[i1···im]
}
= (−q)l+1qi1+···+im−nm (il < j < il+1)
× (1− qk)(1− qk−2) · · · (1− qk−2m)(1 + q−k)z
{
qn−j
qj−n,
c′−j[i1···im]
c′j[i1···im]
}
= s(−q)lqi1+···+im−nm (il < j < il+1)
× (1− qk−1)(1− qk−3) · · · (1− qk−2m+1)
{
q2n−j−1
qj−1.
〈Φ
ν(V (1))2
µ′ (z2)Φ
µ′(V (k))1
λ (z1)〉(ii)
= z
∆µ′−∆λ
1 z
∆ν−∆µ′
2
((−q)k+1ξ2z1/z2; ξ
2)∞((−q)
−k+1ξ3z1/z2; ξ
2)∞
((−q)k+1ξz1/z2; ξ2)∞((−q)−k+1ξ2z1/z2; ξ2)∞
w(i)(z1/z2),
where w(i)(z) reads as follows:
w(1)(z) = q2ξ2zP (q−2ρ−Λ1 ⊗ 1)w(1)(q−2ξ−2z−1) for (6.2a),
w(2)(z) = P (q−2ρ ⊗ 1)w(2)(z) for (6.2b),
w(3)(z) = qξzP (q−2ρ−2Λn ⊗ 1)w(3)(q−2ξ−2z−1) for (6.2e).
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〈Φ(V
(k))2ν
µ (z2)Φ
µ(V (1))1
λ (z1)〉(iii)
= z
∆µ−∆λ
1 z
∆ν−∆µ
2
(−(−q)kξ2z1/z2; ξ
2)∞(−(−q)
−kξ3z1/z2; ξ
2)∞
(−(−q)kξz1/z2; ξ2)∞(−(−q)−kξ2z1/z2; ξ2)∞
w(z1/z2),
where w(z) reads as follows:
w(z) = w(1)(q−1z) for (6.2a),
= w(2)(z) for (6.2b),
= (q−Λn ⊗ 1)w(3)(q−1z) for (6.2e).
〈Φ
ν(V (1))2
µ′ (z2)Φ
(V (k))1µ
′
λ (z1)〉(iv)
= z
∆µ′−∆λ
1 z
∆ν−∆µ′
2
(−(−q)kz1/z2; ξ
2)∞(−(−q)
−kξz1/z2; ξ
2)∞
(−(−q)kξ−1z1/z2; ξ2)∞(−(−q)−kz1/z2; ξ2)∞
w(z1/z2),
where w(z) reads as follows:
w(z) = (q−2ρ−Λ1 ⊗ 1)w(1)(q−1ξ−2z) for (6.2a),
= ξ−1(q−2ρ ⊗ 1)w(2)(z) for (6.2b),
= (q−2ρ−Λn ⊗ 1)w(3)(q−1ξ−2z) for (6.2e).
7. Commutation relations
7.1 VOs for dual representations. Here we define and normalise the VOs of type I
Φ
µ(V (1))∗a
±1
λ (z) and of type II Φ
(V (k))∗a
−1
µ
λ (z). They are used for the mathematical
formulation of the local structure, transfer matrix and creation operators in 7.3.
For the former case, we recall the isomorphism C
(1)
± (3.10), and define
Φ˜
µ(V (1))∗a
±1
λ (z) = (const)(id⊗C
(1)
± ) · Φ˜
µV (1)
λ (zξ
∓1).
The constant prefactor is so chosen that we have
Φ˜
µ(V (1))∗a
±1
λ (z)|λ〉 = |µ〉 ⊗ γv
∗
j + · · · ,
where vj is a base vector in V
(1) such that wt vj = µ − λ, and γ = 1 except that
when λ = µ = Λn for B
(1)
n , then γ = q−1/2α−1 (α is defined in (5.6)). This choice of
γ makes (7.2) and (7.4) hold for any possible pair (λ, µ).
For the VOs Φ
(V (k))∗a
−1
µ
λ (z) of type II, using (3.13) and (4.6), we simply define
Φ
(V (k))∗a
−1
µ
λ (z) = s(C
(k′)
− ⊗ id) · Φ
(V (k
′))µ
λ (zξ
−1) (k : spin and Λ0 ∈ {λ, µ}),
= (C
(k′)
− ⊗ id) · Φ
(V (k
′))µ
λ (zξ
−1) (otherwise).
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Here, if V (k) is for the vector or fusion representation, then we need k′ = k, but if it is
for the spin representation, then C
(k′)
− should be understood as C
(sp)
− and k
′ of V (k
′)
should be chosen carefully. (The isomorphism is explained directly after (3.13).) s is
defined in (3.9). This definition is made so that part (3) of proposition 7.1 below will
hold for all possible choices of (λ, µ, µ′, ν), without any extra prefactors.
7.2 Commutation relations. Using the results of section 6 and definitions of subsec-
tions 5.3 and 7.1, we can prove the following commutation relations for VOs.
Proposition 7.1. For any possible combination of weights (λ, µ) or (λ, µ, µ′, ν), we
have
(1) Φλ(V
(1))2
µ (z2)Φ
µ(V (1))1
λ (z1) = r(z1/z2)R
(1,1)
(z1/z2)Φ
λ(V (1))1
µ (z1)Φ
µ(V (1))2
λ (z2),
(2) Φ
ν(V (1))2
µ′ (z2)Φ
(V (k))1µ
′
λ (z1) = τ
(k)(z1/z2)Φ
(V (k))1ν
µ (z1)Φ
µ(V (1))2
λ (z2),
(3) Φ
ν(V (1))2
µ′ (z2)Φ
(V (k))∗a
−1
1 µ
′
λ (z1) = τ
(k)(z1/z2)
−1Φ
(V (k))∗a
−1
1 ν
µ (z1)Φ
µ(V (1))2
λ (z2).
Here
r(z) = z−1
(q2z; ξ2)∞(ξz; ξ
2)∞(q
2ξz−1; ξ2)∞(ξ
2z−1; ξ2)∞
(q2ξz; ξ2)∞(ξ2z; ξ2)∞(q2z−1; ξ2)∞(ξz−1; ξ2)∞
,
τ (k)(z) = z−1
Θξ2(−(−q)
kz)Θξ2 (−(−q)
−kξz)
Θξ2(−(−q)kz−1)Θξ2(−(−q)−kξz−1)
, (fusion)
= z−1/2
Θξ2(−sξ
1/2z)
Θξ2(−sξ1/2z−1)
. (spin)
We only need to show them at the level of vacuum expectation value (two point
function). See proposition 6.1 of [1].
7.3 Mathematical formulations. In this subsection, we briefly review the symmetry
approach [1,3], and collect formulae needed for the validity of this approach. V is
again to be understood as V (1).
In section 2 we have defined the space of states to be
F =
⊕
i,j
FΛiΛj ,
Fλµ = V (λ)⊗ V (µ)
∗a ≃ HomQ(q)(V (µ), V (λ)),
where i, j run over 0, 1, n (also n − 1 for D
(1)
n ). The vacuum (ground state) vector
|vac〉λ ∈ Fλλ is defined as idV (λ). Following [3], we define the left action of Uq(g) on
Fλµ. We can also define the right action on the same underlying space. This right
module is denoted by Frλµ. There is a natural pairing:
〈f | g〉 =
trV (λ)(q
−2ρfg)
trV (λ)(q−2ρ)
, f ∈ Frλµ, g ∈ Fµλ. (7.
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Next we show that Φ˜µVλ (z) gives an isomorphism from V (λ) to V (µ)⊗Vz. Define
p : V ∗a ⊗ V −→ Q(q), v∗1 ⊗ v2 7→ 〈v
∗
1 , v2〉.
Then the above statement is a consequence of the following formulae. (See proposition
4.1 of [3].)
p
(
〈Φ˜
λV ∗a1
µ (z)Φ˜
µV2
λ (z)〉
)
= g, (7.2a)
〈Φ˜λV1µ (z)Φ˜
µV ∗a2
λ (z)〉 = g
∑
i∈J
vi ⊗ v
∗
i . (7.2b)
Here
g =
(q2ξ; ξ2)∞(ξ
2; ξ2)∞
(q2; ξ2)∞(ξ; ξ2)∞
. (7.3)
Iterating this Φ˜µVλ (z) we see the local structure of our space of states.
We proceed to the mathematical formulation to the row transfer matrix. Recall
the definitions of λ(k), λ(k)∗ in subsection 2.5 and the discussion in subsection 1.2.
The row transfer matrix
T (z) = Tλ
(1)µ(1)
λµ (z) : Fλµ −→ Fλ(1)µ(1)
is formulated as the composition of the following operators:
V (λ)⊗ V (µ)∗a −→ V (λ(1))⊗ Vz ⊗ V (µ)
∗a −→ V (λ(1))⊗ V (µ(1))∗a.
Here the first and the second maps are given by Φ˜λ
(1)V
λ (z)⊗id and id⊗
(
Φ˜µV
∗a−1
µ(1)
(z)
)t
.
We can show
Tλ
(1)λ(1)
λλ (z)|vac〉λ = g|vac〉λ(1) ,
from the formula (See 4.3 of [3].):
p
(
〈Φ˜λV1µ (z)Φ˜
µV ∗a
−1
2
λ (z)〉
)
= g, (7.4)
where p is defined by
p : V ⊗ V ∗a
−1
−→ Q(q), v1 ⊗ v
∗
2 7→ 〈v1, v
∗
2〉.
Finally we recall the formulation of creation and annihilation operators. Let
I be an index of base vectors in V (k). Decompose the following type II VOs into
components:
ΦV
(k)λ(k)
λ (z) =
∑
I
vI ⊗ Φ
(k)
λ,I(z),
Φ
(V (k))∗a
−1
λ(k)∗
λ (z) =
∑
I
v∗I ⊗ Φ
(k)∗
λ,I (z).
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The creation operator φ
(k)∗
λ,I (z) is defined by
φ
(k)∗
λ,I (z) : Fλµ −→ Fλ(k)∗µ, f 7→ Φ
(k)∗
λ,I (z) ◦ f.
The annihilation operator φ
(k)
λ,I(z) is defined by the adjoint of
Frµλ(k) −→ F
r
µλ, f 7→ f ◦ Φ
(k)
λ,I(z),
with respect to the pairing (7.1). In both cases the quasi-momentum z is supposed
to be on |z| = 1.
In conclusion, the commutation relations between the transfer matrix and the
creation (annihilation) operators given in section 2 are direct consequences of parts
(2) and (3) of proposition 7.1.
Appendix A
A.1 Proof of proposition 4.1. We shall describe ImR(q2) rather than W (see (3.12)
and (4.1) for the definition of R(z)). Since R–matrices preserve the weight, we can
concentrate on each weight space in V ⊗ V . For the weight spaces of non-zero weight
2η1ǫl and η1ǫl + η2ǫm (η1, η2 = ±1, l, m = 1, · · · , n), it is easy to see that they are
generated by the vectors vi ⊗ vi and qvi ⊗ vj + q
2θ(j≺i)vj ⊗ vi (i = η1l, j = η2m).
The weight space of weight 0 is generated by the following vectors:
Aj =
∑
i∈J
a¯ijvi ⊗ v−i (j ∈ J),
where a¯ij = aij(q
2)/(1− q2), and is given explicitly by
a¯ij =

q2(1− ξ) (i = j 6= 0)
q2(1− ξ) + q(1− q2ξ) (i = j = 0)
qj−i(q2 − 1) + δi,−j(1− q
2ξ) (i ≺ j)
q2(ξqj−i(q2 − 1) + δi,−j(1− q
2ξ)) (i ≻ j).
For convenience we put uj = vj⊗v−j (j ∈ J). In what follows in the proof we assume
1 ≤ i, j ≤ n, and for g = D
(1)
n we ignore the term containing u0 and also A0. Noting
ξ = qN−2 and recalling the definition (3.11) we get
q−jAj − q
jA−j = (1− q
N ){(q2 − 1)
∑
i<j
(q−iui + q
iu−i) + (q
2−j − qj)(uj + u−j)}.
Setting
Bj = (q
2 − 1)
∑
i<j
(q−iui + q
iu−i) + (q
2−j − qj)(uj + u−j),
we obtain
Bj+1 −Bj = (q
j − q−j)(uj + q
2u−j − q(uj+1 + u−j−1)).
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Therefore we have
uj + q
2u−j − q(uj+1 + u−j−1) ∈ ImR(q
2) (j = 1, · · · , n− 1).
Let U be the subspace of ImR(q2) generated by these vectors. Using (uj + q
2u−j) ≡
q(uj+1 + u−j−1) ( mod U) we can show
q−2jAj ≡
{
qn−j(1− q)(un + q
2u−n − q(1 + q)u0) for B
(1)
n
0 for D
(1)
n
A0 ≡ −(1− q
2n)(un + q
2u−n − q(1 + q)u0)
 ( mod U).
This completes the proof.
A.2 Proof of (4.4). We define R〈k〉 by
R〈k〉 = lim
q→1
R(q−2k)
1− q2
.
For the definition of R(z) see (3.12) and (4.1). Then from (4.2) T 〈k〉 is obtained by
T 〈k〉 = Ŝ1k · · · Ŝ13Ŝ12,
Ŝij = R
〈1〉
j−1jR
〈2〉
j−2j · · ·R
〈j−i〉
ij .
Calculating explicitly we have
R〈k〉 = P − kI +
2k
h∨ − 2k
∑
i,j∈J
Eij ⊗E−i−j . (A1)
Let l be an integer such that 0 ≤ l ≤ k, k − l : even. Let v[i1···ik] stand for
vi1 ⊗ · · · ⊗ vik in V
⊗k as opposed to section 4. We define for i1, · · · , il ∈ J
w
(k)
[i1···il]
=
∑
il+1,···,ik∈J
(1) ∑
τ∈Sk
(2)
sgn τ · v[iτ(1)···iτ(k)].
Here Sk denotes the k–th symmetric group, and the two summations are restricted
as ∑(1)
: il+1 + il+2 = 0, il+3 + il+4 = 0, · · · , ik−1 + ik = 0,∑(2)
: τ−1(l + 1) < τ−1(l + 3) < · · · τ−1(k − 1),
τ−1(l + 1) < τ−1(l + 2), τ−1(l + 3) < τ−1(l + 4),
· · · τ−1(k − 1) < τ−1(k).
It is easy to see that w
(k)
[i1···il]
has the following properties:
w
(k)
[iτ(1)···iτ(l)]
= sgn τ · w
(k)
[i1···il]
for τ ∈ Sl, (A2a)
w
(k)
[i1···il]
=
∑
1≤m≤l
(−)m−1vim ⊗ w
(k−1)
[i1···îm···il]
+ (−)l
∑
p∈J
vp ⊗ w
(k−1)
[i1···il−p]
, (A2b)
where ̂ means omission. Now we prepare
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Lemma A1.
Ŝ1k+1(w
(k)
[i1···il]
⊗ vj)
= (−)kk!
h∨ − k − l
h∨ − 2k
w
(k+1)
[i1···ilj]
+ k!
k − l + 2
h∨ − 2k
∑
1≤m≤l
(−)m−1δim,−jw
(k+1)
[i1···îm···il]
.
Proof. First, from (A2b) and (A1) we have
R
〈k〉
1k+1(w
(k)
[i1···il]
⊗ vj)
=
∑
1≤m≤l
(−)m−1
(
vj ⊗ w
(k−1)
[i1···îm···il]
⊗ vim − kvim ⊗ w
(k−1)
[i1···îm···il]
⊗ vj
+
2k
h∨ − 2k
δim,−j
∑
p∈J
vp ⊗ w
(k−1)
[i1···îm···il]
⊗ v−p
)
+ (−)l
∑
p∈J
(
vj ⊗ w
(k−1)
[i1···il−p]
⊗ vp − kvp ⊗ w
(k−1)
[i1···il−p]
⊗ vj
+
2k
h∨ − 2k
vp ⊗ w
(k−1)
[i1···ilj]
⊗ v−p
)
.
We prove the lemma by induction on k. Note that Ŝ1k+1 = Ŝ2k+1R
〈k〉
1k+1, and assume
the formula for k − 1. After some calculation using the properties of w
(k)
[i1···il]
, we get
the desired formula.
To complete the proof, it suffices to show
Lemma A2.
(i) w
(k)
[i1···il]
∈ ImT 〈k〉 for all i1, · · · , il ∈ J ,
(ii) The vectors {w
(k)
[i1···il]
| l = k, k − 2, · · · , 0 or 1, i1 ≺ i2 ≺ · · · ≺ il} are linearly
independent.
Proof. We prove (i) by the induction on k. From the induction assumption we know
that w
(k−1)
[i1···il−1]
∈ ImT 〈k−1〉. From (A2a) we can assume i1, · · · , il−1 are distinct. We
divide the proof into the following cases:
(a) im + il 6= 0 for m = 1, · · · , l − 1,
(b) there exists a (1 ≤ a ≤ l − 1) such that ia + il = 0,
(c) l = 0.
Put
A = (−)k−1(k − 1)!
h∨ − k − l + 2
h∨ − 2k + 2
, B = (k − 1)!
k − l + 2
h∨ − 2k + 2
.
For (a) see lemma A1. We have
Ŝ1k(w
(k−1)
[i1···il−1]
⊗ vil) = Aw
(k)
[i1···il]
∈ Ŝ1k(ImT
〈k−1〉 ⊗ V ) = ImT 〈k〉.
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For (b) we similarly have
Ŝ1k(w
(k−1)
[i1···ia···il−1]
⊗ v−ia) = Aw
(k)
[i1···ia···il−1−ia]
+Bw
(k)
[i1···îa···il]
,
Ŝ1k(w
(k−1)
[i1···−ia···il−1]
⊗ via) = Aw
(k)
[i1···−ia···il−1ia]
+Bw
(k)
[i1···−̂ia···il]
.
Recalling that w
(k)
[i1···ia···il−1−ia]
= −w
(k)
[i1···−ia···il−1ia]
, we get
w
(k)
[i1···ia···il−1−ia]
, w
(k)
[i1···îa···il−1]
∈ ImT 〈k〉.
For (c) apply (b) to the case l = 2.
We proceed to the proof of (ii). The proof is reduced to showing linear inde-
pendence of the vectors with the same weight. So we are to show for α1, · · · , αl ∈ J
(α1 ≺ · · · ≺ αl) ∑
I
∗
aIw
(k)
[α1···αli1···im−im···−i1]
= 0 =⇒ aI = 0. (A3)
Here
∑∗
is the summation on I = (i1 · · · im) such that 1 ≤ i1 < · · · < im ≤ n, ip 6= αq
for any (p, q). We use induction on k. Since the case l = k is trivial, we assume l < k.
Note the following simple fact:∑
j∈J
vj ⊗ wj = 0 for wj ∈ V
⊗(k−1) =⇒ wj = 0 for all j.
Fix j > 0 such that j 6= ±α1, · · · ,±αl. Look at the first component of the sum (A3)
and use the above observation, then as coefficients of vj and v−j we have
0 =
∑
I
θ(i1 = j)a[ji2···im](−)
lw
(k−1)
[α1···αli2···im−im···−i2−j]
+
∑
I
θ(i2 = j)a[i1ji3···im](−)
l+1w
(k−1)
[α1···αli1i3···−i3−j−i1]
...
=
∑
I
θ(im = j)a[i1···im−1j](−)
l+m−1w
(k−1)
[α1···αli1···im−1−j−im−1···−i1]
+ θ(m 6=
k − l
2
)
∑
I
aI(−)
lw
(k−1)
[α1···αli1···im−im···−i1−j]
,
0 =
∑
I
θ(i1 = j)a[ji2···im](−)
l+1w
(k−1)
[α1···αlji2···im−im···−i2]
+
∑
I
θ(i2 = j)a[i1ji3···im](−)
l+2w
(k−1)
[α1···αli1ji3···−i3−i1]
...
=
∑
I
θ(im = j)a[i1···im−1j](−)
l+mw
(k−1)
[α1···αli1···im−1j−im−1···−i1]
+ θ(m 6=
k − l
2
)
∑
I
aI(−)
lw
(k−1)
[α1···αli1···im−im···−i1j]
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From the induction assumption we have
a[i1···ipjip+1···im] ± a[i1···im] = 0 for all I = (i1 · · · im),
where p is given from ip < j < ip+1. This completes the proof.
A.3 Proof of (4.6). In this subsection we use the following notations.
∆(k)′(x) =
∑
x(k) ⊗ · · · ⊗ x(1) if ∆
(k)(x) =
∑
x(1) ⊗ · · · ⊗ x(k),
P (k) is the linear operator P (k)v1 ⊗ · · · ⊗ vk = vk ⊗ · · · ⊗ v1 (vj ∈ V ),
Tˇ (k) = P (k)T (k).
We prepare two lemmas. The first can be shown directly.
Lemma A3.
∆(k) ◦ a±1 = (a±1 ⊗ · · · ⊗ a±1) ◦∆(k)′,
∆(k)′ ◦ a±1 = (a±1 ⊗ · · · ⊗ a±1) ◦∆(k).
Lemma A4.
(1) Tˇ (k) is an isomorphism on Im Tˇ (k).
(2) V ⊗k = Im Tˇ (k) ⊕KerT (k).
Proof. Since Im Tˇ (k) ∼= V (k) as a Uq(g)–module, we know from (4.5) that
Im Tˇ (k) ∼= VΛk ⊕ VΛk−2 ⊕ · · · ⊕ VΛ1 or V0 as a Uq(g)–module.
Therefore we have
Tˇ (k) = λkidV
Λk
+ λk−2idV
Λk−2
+ · · ·
with some scalars λk, λk−2, · · · 6= 0. For (2) it suffices to show that Im Tˇ
(k)∩KerT (k) =
0. Taking Tˇ (k)v ∈ Im Tˇ (k) ∩ KerT (k), we have (Tˇ (k))2v = 0. From (1) we get
Tˇ (k)v = 0.
In what follows, we explicitly write the Uq(g)–module structure in such a manner
as (Vz(−q)1−k⊗· · ·⊗Vz(−q)k−1)
∗a±1 , Vz(−q)1−k ⊗
′ · · ·⊗′ Vz(−q)k−1 , etc. Here ⊗
′ signifies
the use of the opposite coproduct ∆′. Let us start by noting an isomorphism
V (k)z
def
=(Vz(−q)1−k ⊗ · · · ⊗ Vz(−q)k−1)
/
Ker T (k)
∼
→T (k)(Vz(−q)1−k ⊗ · · · ⊗ Vz(−q)k−1).
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Consider the following sequence of homomorphisms:
(V (k)z )
∗a±1 =
(
(Vz(−q)1−k ⊗ · · · ⊗ Vz(−q)k−1)
/
Ker T (k)
)∗a±1
∼
→{f : Vz(−q)1−k ⊗ · · · ⊗ Vz(−q)k−1 → Q(q) | f : Ker T
(k) → 0} (A4)
→֒ (Vz(−q)1−k ⊗ · · · ⊗ Vz(−q)k−1)
∗a±1
∼
→(Vz(−q)1−k)
∗a±1 ⊗′ · · · ⊗′ (Vz(−q)k−1)
∗a±1 (A5)
∼
→Vzξ∓1(−q)1−k ⊗
′ · · · ⊗′ Vzξ∓1(−q)k−1 . (A6)
The isomorphism (A5) is due to Lemma A3, and (A6) is given by C−1± ⊗ · · · ⊗ C
−1
± ,
where C± = C
(1)
± is defined in (3.10). The remaining thing is to show that the image
of (A4) in (A6) is identified as T (k)(Vzξ∓1(−q)1−k ⊗ · · · ⊗ Vzξ∓1(−q)k−1). First we can
show
{f : Vz(−q)1−k ⊗ · · · ⊗ Vz(−q)k−1 → Q(q) | f : KerT
(k) → 0}
∼
→T (k)∗(Vz(−q)1−k ⊗
′ · · · ⊗′ Vz(−q)k−1)
∗a±1 ,
f 7→ Tˇ (k)∗f,
in the following manner. We can easily show that the map is an homomorphism.
Noting Lemma A4(2), for g : Vz(−q)1−k ⊗
′ · · · ⊗′ Vz(−q)k−1 → Q(q) we set
f(v) =
{
g(P (k)v) v ∈ Im Tˇ (k)
0 v ∈ Ker T (k).
We can show Tˇ (k)∗f = T (k)∗g. Thus we have shown the surjectivity. The injectivity
can also be shown using Lemma A4(2).
To finish we have to show that the image of T (k)∗(Vz(−q)1−k⊗
′ · · ·⊗′Vz(−q)k−1)
∗a±1
by C−1± ⊗ · · · ⊗ C
−1
± is T
(k)(Vzξ∓1(−q)1−k ⊗ · · · ⊗ Vzξ∓1(−q)k−1), or
(C−1± ⊗ · · · ⊗ C
−1
± )T
(k)t(C± ⊗ · · · ⊗ C±) = T
(k).
This reduces to checking (C−1± ⊗C
−1
± )R(z)
t(C±⊗C±) = R(z), which can be done by
a direct calculation.
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