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Abstract
We will show that Grinstead’s Conjecture holds true if min((G),(G))8. In other words; a circular partitionable graph G
satisfying min((G),(G))8 is always a so-called “CGPW-graph”.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
The long history of research into the strong perfect graph conjecture, presented by Claude Berge [2] in 1960, has
come to a close in 2002, when the conjecture was proved by Chudnovsky et al. [7]. However, as Berge and Chvátal put
it in their introduction to the book Topics on Perfect Graphs [3]:
“The question of its validity alone (or the problem of describing all minimal imperfect graphs) has become only
secondary when compared with the important body of work stimulated by the conjecture over years.”
In fact, a considerable number of conjectures spawned by the strong perfect graph conjecture still remain to be settled.
In particular, investigations into the structure of minimally imperfect graphs have led to the notion of “partition-
able graphs”. These are characterized by conditions of multilayered symmetry, which are sometimes called “Padberg
Conditions.” Partitionable graphs are interesting in their own right. In this paper, we discuss a conjecture about the class
of partitionable graphs with circular symmetry (meaning partitionable graphs whose maximum clique matrices and
maximum independent set matrices are circulants). This conjecture, made explicitly by Grinstead [10], is also implicit
in an earlier work by de Bruijn [5].
2. Preliminaries
In this paper, a graph is assumed to be ﬁnite and to be free of loops. Let G be a graph. Then a set of vertices
of G is called an independent set if no two distinct elements in it are connected by an edge. On the contrary, a set
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of vertices of G is called a clique if every two distinct elements in it are connected by an edge. (G) denotes the
cardinality of its maximum clique; it is called the clique number of G. (G) denotes the cardinality of its maximum
independent set which is called the independence number of G. A proper k-coloring of G is a partition of the vertices
V (G) = V1 ∪ V2 ∪ · · · ∪ Vk such that each Vi is an independent set. G is k-colorable if G has a proper k-coloring.
A graph is called partitionable if there exist integers p and q greater than 1 such that each graph obtained from G
by the removal of a single vertex can be partitioned both into p cliques of size q and into q independent sets of size p.
Clearly, the complement of every partitionable graph is again partitionable.
Theorem 1 (Bland et al. [4]). A graph G is a partitionable graph if and only if the following eight conditions hold
for G.
(1) |V (G)| = (G) · (G) + 1.
(2) Every vertex is in exactly (G) cliques of size (G).
(3) Every vertex is in exactly (G) independent sets of size (G).
(4) G − v can be partitioned into (G) cliques of size (G), for arbitrary v ∈ V (G). Moreover, this partition is
uniquely determined for each v.
(5) G−v can be partitioned into(G) independent sets of size (G), for arbitrary v ∈ V (G). Moreover, this partition
is uniquely determined for each v.
(6) G has exactly |V (G)| cliques of size (G).
(7) G has exactly |V (G)| independent sets of size (G).
(8) The cliques of size (G) and independent sets of size (G) can be indexed K1,K2, . . . , K|V (G)| and S1, S2, . . . ,
S|V (G)|, respectively, so that|Ki ∩ Sj | = 1 − ij , where ij is the Kronecker delta.
Historically, the above properties (1)–(8) come from Padberg [13], who proved that every minimally imperfect graph
has them (minimally imperfect graphs form a restricted subclass of the class of partitionable graphs); for this reason,
they are sometimes called “Padberg conditions”.
Let n be an arbitrary positive integer and let, for any two sets X, Y of the cyclic group Zn, X + Y denote {x + y ∈
Zn | x ∈ X, y ∈ Y }, X × Y denote {xy ∈ Zn | x ∈ X, y ∈ Y }. In the case of X = {x}, let us also use the notation
x + Y to denote {x} + Y , and xY to denote {x} × Y .
A graph G is circular if it is isomorphic to a graph H such that V (H) := Zn and that Q is a maximum clique of
H if and only if the set Q + 1 := {q + 1 ∈ Zn | q ∈ Q} is a maximum clique of H. Here, this H will be called a
circulant-form of G. In general, a circular graph may have many circulant-forms. However, from this deﬁnition, it is
clear that, for every pair (u, v) of distinct elements of Zn, if (u, v) belongs to some maximum clique (clique of size
(G)) of a circulant-form G′ of G then (−v,−u) is an edge of G′. And hence, X is a maximum clique of G′ if and only
if −X := {−x ∈ Zn | x ∈ X} is a maximum clique of G′.
3. Circular partitionable graphs
Among many known classes of partitionable graphs, the class whose every element is circular—namely, the class of
circular partitionable graphs—is maybe one of the most well-investigated cases.
Let G be a circular partitionable graph, Q its arbitrary clique of size (G), S its unique (See (8) of Theorem 1.)
independent set of size (G) disjoint from Q. Then, combining (6) of Theorem 1 and the fact that G is a circulant
graph, we have that, for every clique X of size (G) of a circulant-form G′ of G, there exists i (∈ Zn) such that
X = Q + i := {q + i ∈ Zn | q ∈ Q} holds. In other words, {Q,Q + 1,Q + 2, . . . ,Q + n − 1} is the set of all G′’s
cliques of size (G). From this fact and (8) of Theorem 1, it is clear that {S, S + 1, S + 2, . . . , S + n − 1} is the set
of all (G)-independent sets of G′, where S + i := {s + i ∈ Zn | s ∈ S} for each i ∈ Zn. Now n = (G)(G) + 1 is
an even number only if (G) is an odd number. From this and the fact that −Q is also a clique of size (G) of G′, it
is easily deduced that if (G) is even then G′ has a unique clique Q0 of size (G) such that Q0 = −Q0, and that if
(G) is odd then G′ has a unique clique Q0 of size (G) such that both 0 ∈ Q0 and Q0 = −Q0 hold. Furthermore,
if S0 is the unique (G)-independent set of G′ disjoint from Q0, then S0 = −S0 is also clear. Let us call this Q0 the
symmetrical clique of size (G) of G′.
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Thus from now on, without loss of generality, for every circulant-form G′ of a circular partitionable graph G, let us
denote
Q0 := {x1,−x1, x2,−x2, . . . , x(G)/2,−x(G)/2} ⊂ Zn if (G) is even,
Q0 := {0, x1,−x1, x2,−x2, . . . , x((G)−1)/2,−x((G)−1)/2} ⊂ Zn otherwise,
where Q0 is the symmetrical clique of size (G) of G′. Then, for all i ∈ Zn, Qi =Q0 + i := {q + i ∈ Zn | q ∈ Q0} is
also G′’s clique of size (G). Now, for each Qi , let us call i the center(-vertex) of Qi . It is clear that each G′’s clique
of size (G) is uniquely determined from its center. Then, for all i ∈ Zn, we denote the unique (G)-independent set
of G′ disjoint from Qi , by Si . In the same way, for each Si , let us call i the center(-vertex) of Si .
In a cyclic group (Zn,+), two subsetsA,B are said to form a near-factor ofH if |A|×|B|=|H |−1 andA+B=H\{x}
for some x ∈ Zn.
Now let H be a circular partitionable graph, H ′ a circulant-form of H, Q one of H ′’s clique of size (H), S one of
H ′’s independent set of size (H). Then it is not difﬁcult to show that
Q + S = Zn\{u} for some u.
Furthermore, it is also easy to see that, for any given near-factor (A,B) of Zn, we can construct a circular partitionable
graph G which has a circulant-form G′ such that {A,A + 1, A + 2, . . . , A + n − 1} is the set of all maximum cliques
of G′ and that {B,B + 1, B + 2, . . . , B + n − 1} is the set of all maximum independent sets of G′. (See [1], for more
details.) Let us call this G′ a circulant-form of G associated with a near-factor (A,B) of Zn, denoted by G(A,B).
G(A,B) will be uniquely determined from its near-factor (A,B) except for so-called “indifferent edges”, that is, the
pairs of vertices each of which belongs to neither a maximum clique nor a maximum independent set. In this paper, we
do not distinguish these variants and they are denoted by the same notation G(A,B). Moreover, in this terminology,
we do not distinguish G(B,A) from the complement of G(A,B). Anyway, we have seen here that the concept of a
circular partitionable graph with n vertices is equivalent to the concept of a near-factorization of Zn.
Let (A,B) be a near-factorization in Zn. According to [1], we can obtain some more near-factorizations considered
to be isomorphic to (A,B) by using the following three transformations:
• Shifting. Consider (A + x, B + y) for any x, y ∈ Zn.
• Scaling. Consider (A, B), where  ∈ Z∗n := {z ∈ Zn | gcd(z, n) = 1} is a invertible element of Zn.
• Swapping. Consider (−A,B).
Hence for every  ∈ Z∗n and arbitrary x, y ∈ Zn, the graphG(±(A+x), (B+y)) is isomorphic toG(A,B) and there
exists a circular partitionable graph G such that both G(±(A + x), (B + y)) and G(A,B) are its circulant-forms at
the same time.
4. CGPW-graphs, Grinstead’s conjecture and our results
In 1979, Chvátal et al. [8] introduced two methods to construct partitionable graphs. A graph obtained by the ﬁrst
method is not necessarily circular. A graph obtained by the second method is always circular, and it is called “CGPW-
graph.”
Let  and  be integers more than one. And let r (1) and m1,m2, . . . , m2r (2) and n be integers such that
 =∏ri=1 m2i−1,  =∏ri=1 m2i and n = 1 +∏2ri=1 mi . Then, by using this set of integers {m1,m2, . . . , m2r}, let us




mj (0 = 1),
Mi := {0, i−1, 2i−1, . . . , (mi − 1)i−1},
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C := M1 + M3 + · · · + M2r−1,
I := M2 + M4 + · · · + M2r .
Then a circular partitionable graph G is called a CGPW-graph if it has a circulant-form G(C, I). Let us call the
corresponding near-factorization (C, I ) of the cyclic group (Zn,+) a basic De Bruijn near-factorization. A basic De
Bruijn near-factorization (C, I ) together with all of its isomorphic near-factorizations (±(C + x), (I + y)) (where
 ∈ Z∗n and x, y ∈ Zn) will be called a De Bruijn near-factorization. And let us call this circulant-form G(C, I), which
is the same as G(C + x, I + y) for arbitrary x, y ∈ Zn, a basic De Bruijn circulant-form of G.
Note that all known examples of circular partitionable graphs turned out to be CGPW-graphs. Actually, in 1984,
Grinstead [10] conjectured the following:
Grinstead’s conjecture. Every circular partitionable graph is a CGPW-graph.
Equivalent to this conjecture, “every near-factorization is equivalent to a De Bruijn near-factorization” is also known
as an open question in number theory (For example, see [14,5,6].).
This conjecture seems to be quite difﬁcult and there were few results about this conjecture until present. In 1998,
Bacsó et al. [1] proved the following theorem.
Theorem 2 (Bacsó et al. [1]). Grinstead’s Conjecture holds true if min((G), (G))5.
In this paper, we introduce a new method to attack Grinstead’s Conjecture for each given (G) (or (G)), and prove
the following theorems.
Theorem 3. Grinstead’s Conjecture holds true if (G) = 6 (or (G) = 6) holds.
Theorem 4. Grinstead’s Conjecture holds true if (G) = 7 (or (G) = 7) holds.
Theorem 5. Grinstead’s Conjecture holds true if (G) = 8 (or (G) = 8) holds.
Note that, up to now, the authors already obtained the following further theorem by using essentially the same method
explained in this paper, while the number of the sub-cases to be considered is increasing rapidly as the increase of .
For their proofs and more results, please see their forthcoming paper [11].
Theorem 6. Grinstead’s Conjecture holds true if min((G), (G))15.
5. De Bruijn near-factorizations
In this section, we will prove lemmas characterizing the De Bruijn near-factorizations which considerably contribute
to simplifying our proofs of the main theorems.
First, we will see the following three known lemmas.
Lemma 7 (De Bruijn [5]). Let (A,B) be a near-factorization of Zn. If A+B as a usual integer-summation does not
contain an integer whose absolute value exceeds n−1 (that is, if we need not to use “mod n”-calculation,) then (A,B)
is a De Bruijn near-factorization of Zn.
Lemma 8 (Basco et al. [1]). Let (A,B) be a near-factorization of Zn, with |A|2. Then gcd(A ∪ {n}) = 1.
Lemma 9 (Basco et al. [1]). Let (A,B) be a near-factorization ofZn. IfA={0, 1, . . . , k−1} for some integer k (2),
then G(A,B) is a basic De Bruijn circulant-form of a CGPW-graph.
Let A be a subset of Zn. Then, for some a ∈ Zn and some i ∈ Zn\{0} and some integer k more than 1, A is called
(a, i, k)-arithmetic (arithmetic for short,) if A can be denoted by {a, a+ i, . . . , a+ (k−1)i}. In the same way, for some
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i ∈ Zn\{0} and some integer k more than 1, A is called partially (i, k)-arithmetic (partially arithmetic for short,) if A is
decomposable as A=A′ +C so that A′, C ⊂ Zn, A′ is (a, i, k)-arithmetic for some a ∈ Zn, and |A| = |A′||C| = k|C|.
By using Lemma 9 together with Lemma 8, we can easily have the following.
Lemma 10. Let (A,B) be a near-factorization of Zn. If A is (a, i, k)-arithmetic, then both i and k turn out to be
invertible elements of Zn and G(i−1(A − a), i−1B) is a basic De Bruijn circulant-form of a CGPW-graph.
Combining Lemmas 7 and 10, we have that:
Lemma 11. Let (A,B) be a near-factorization ofZn. IfA is partially (i, k)-arithmetic, thenG(A,B) is aCGPW-graph.
Proof. Let A′ := {a, a + i, . . . , a + (k − 1)i}, where a ∈ Zn, i ∈ Zn\{0} and k is an integer more than 1.
If A is decomposable as A = A′ + C for some set C (⊂ Zn) whose size |C| is |A|/k, then (A′, C + B) is also
a near-factorization of Zn. Moreover, from Lemma 10, we have that both i and k are invertible elements of Zn
and that G(i−1(A′ − a), i−1(C + B)) is a basic De Bruijn circulant-form. Thus, there exists b′ ∈ Zn such that
i−1(C+B+b′)={0, k, 2k, . . . , (|B||C|−1)k}. Hence i−1k−1(C+B+b′)={0, 1, 2, . . . , |B||C|−1}. Then there exist
c, b ∈ Znsuch that c+b=b′ and that i−1k−1(C+c) ⊆ i−1k−1(C+B+b′)={0, 1, 2, . . . , |B||C|−1} ⊇ i−1k−1(B+b)
holds. Then, for any x ∈ i−1k−1(C + c) and y ∈ i−1k−1(B + b), it is clear that x + y (as a usual integer-sum) cannot
exceed 2|B||C| − 2|A′||B||C| − 2 = (n − 1) − 2 = n − 3. Hence the summation i−1k−1(C + c) + i−1k−1(B + b)
needs no “mod n”-calculation. Moreover, Lemma 9 tells us that G(i−1k−1(C +B + b′), i−1k−1(A′ − a)) is a basic De
Bruijn circulant-form. Combining the above two facts, we obtain that there exists a′ ∈ Zn such that i−1k−1(A′ + a′)+
i−1k−1(C + c) + i−1k−1(B + b) = Zn\{n − 1} and this summation does not need “mod n-calculation” anywhere.
Combining this fact and Lemma 7,
(i−1k−1(A′ + a′) + i−1k−1(C + c), i−1k−1(B + b))
= (i−1k−1(A + (a′ + c)), i−1k−1(B + b))
turns out to be a De Bruijn near-factorization of Zn. And since
(i−1k−1(A + (a′ + c)), i−1k−1(B + b))
is isomorphic to (A,B), G(A,B) will be a CGPW-graph. 
6. Clique differences
Let G be a circulant-form of a circular partitionable graph with the vertex set Zn. Let Q0 (⊂ Zn) be the symmetrical
maximum clique of G, S0 (⊂ Zn) the maximum independent set of G disjoint from Q0. In other words, let G :=
G(Q0, S0). We can write Q0 = {a, b, c,−a,−b,−c}, for example, when (G) = 6. Then because the graph G is
partitionable and circular, any vertex of Zn can be expressed by some integral combination of the vertices of Q0.
A clique difference is the length of an edge in the cliqueQ0, that is, an element in {x−y ∈ Zn | x ∈ Q0, y ∈ Q0}\{0}.
Let us useE(Q0) to denote the set of all clique differences ofG(Q0, S0). Then, the following lemma is trivially deduced.
Lemma 12. For i ∈ Zn\{0}, Q0 ∩ Qi 	= ∅ if and only if i is a clique difference.
7. Proof of Theorem 3
In this section, let us assume that (G) = 6 and
Q0 := {−1, 1} × {a, b, c} = {a,−a, b,−b, c,−c}.
The cliques Qi listed in Table 1 together with the cliques Q−i form the set of all cliques of size (G) intersecting Q0.
Actually, these 18 (except for Q0) cliques are not necessarily distinct from each other. For example, if a− b ≡ b− c
holds, then Qa−b =Qb−c, Q−a+b =Q−b+c, Qa+c =Q2b and Q−a−c =Q−2b hold at the same time. However in any
case, none of these 18 cliques equals Q0. Hence (8) of Theorem 1 tells us that, none of these 18 cliques is disjoint from
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Table 1
The cliques of size(G) intersecting Q0 in the case of(G) = 6
Q0 a −a b −b c −c
Q2a 3a a 2a + b 2a − b 2a + c 2a − c
Q2b a + 2b −a + 2b 3b b 2b + c 2b − c
Q2c a + 2c −a + 2c b + 2c −b + 2c 3c c
Qa+b 2a + b b a + 2b a a + b + c a + b − c
Qa+c 2a + c c a + b + c a − b + c a + 2c a
Qa−b 2a − b −b a a − 2b a − b + c a − b − c
Qa−c 2a − c −c a + b − c a − b − c a a − 2c
Qb+c a + b + c −a + b + c 2b + c c b + 2c b
Qb−c a + b − c −a + b − c 2b − c −c b b − 2c
S0. Then, from Table 1, we will enumerate all maximal sets which miss Q0 and intersect each of the 18 cliques (the
considered shifts of Q0) by EXACTLY ONE element, because S0 should satisfy such properties. These sets are listed
as follows:
S10(1) := {−1, 1} × {a + b + c, 2a − b, 2b − c, 2c − a},
S10(2) := {−1, 1} × {a + b + c, 2a − c, 2b − a, 2c − b},
S10(3) := {−1, 1} × {−a + b + c, 2a + b, 2b − c, 2c + a},
S10(4) := {−1, 1} × {−a + b + c, 2a + c, 2b + a, 2c − b},
S10(5) := {−1, 1} × {a − b + c, 2a + b, 2b + c, 2c − a},
S10(6) := {−1, 1} × {a − b + c, 2a − c, 2b + a, 2c + b},
S10(7) := {−1, 1} × {a + b − c, 2a − b, 2b + c, 2c + a},
S10(8) := {−1, 1} × {a + b − c, 2a + c, 2b − a, 2c + b}.
Let P be a {0, 1,−1}-valued 3 × 3-matrix such that every row of P has exactly one non-zero entry and every column
of P has also exactly one non-zero entry. And let O be the 3 × 3-matrix whose every entry is zero. Then let us call a
transformation P of the letters {a, b, c,−a,−b,−c} induced by P





an admissible permutation of the letters {a, b, c,−a,−b,−c}. It is not difﬁcult to see that the 8 sets
S10(i) (i =1, 2, . . . , 8) can be transformed with each other by some admissible permutations of the letters {a, b, c,−a,−b,−c}. Since we do not assume any order-relation between the letters, without loss of generality, we will ﬁx here
S10(1)={a+b+c, 2a−b, 2b−c, 2c−a,−(a+b+c),−(2a−b),−(2b−c),−(2c−a)} as a unique representative.
Proof. From the above, without loss of generality, we assume here that
S0 ⊇ {−1, 1} × {a + b + c, 2a − b, 2b − c, 2c − a}.
Then, we will derive a contradiction from the assumption that the graph G(Q0, S0) is not a CGPW-graph.
Now let us pay attention to the clique Q2a+b−c ={3a + b− c, a + b− c, 2a + 2b− c, 2a − c, 2a + b, 2a + b− 2c}.
Since {a + b + c, 2a − b, 2b − c,−(2c − a)} ⊂ S0 and {−2c, 2a, b − c, 2b, a + b} ⊂ E(Q0) hold, all of a + b − c =
(a + b + c) + (−2c), 2a + 2b − c = (2b − c) + (2a), 2a − c = (2a − b) + (b − c), 2a + b = (2a − b) + (2b) and
2a + b − 2c = (−(2c − a))+ (a + b) are in the set S0 +E(Q0) which has no intersection with S0. Thus we have that
Q2a+b−c ∩ S0 = ∅ if 2a + b − c ≡ 0, and Q2a+b−c ∩ S0 = {3a + b − c} otherwise.
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Now let us deﬁne the following two admissible permutations:
P1: (a, b, c,−a,−b,−c) −→ (b, c, a,−b,−c,−a),
P2: (a, b, c,−a,−b,−c) −→ (c, a, b,−c,−a,−b).
Clearly, bothP1 andP2 transform the set {a+b+c, 2a−b, 2b−c, 2c−a,−(a+b+c),−(2a−b),−(2b−c),−(2c−a)}
to itself. Moreover, P1 transforms 2a + b − c to 2b + c − a and transforms 3a + b − c to 3b + c − a. In the same
way, P2 transforms 2a + b − c to 2c + a − b and transforms 3a + b − c to 3c + a − b. Hence, we also have that
Q2b+c−a ∩ S0 = ∅ if 2b + c − a ≡ 0, and Q2b+c−a ∩ S0 = {3b + c − a} otherwise. In the same way, we also have that
Q2c+a−b ∩ S0 = ∅ if 2c + a − b ≡ 0, and Q2c+a−b ∩ S0 = {3c + a − b} otherwise.
If 2a + b − c ≡ 0 holds, then 2a ≡ c − b also holds, hence Q0 can be decomposed as Q0 = {0, 2a} + {−c,−a, b},
which means that the possible Q0 will be partially (0, 2a, 2)-arithmetic. Thus, from Lemma 11, G(Q0, S0), if exists,
turns out to be a CGPW-graph. In the same way, if either 2b + c − a ≡ 0 or 2c + a − b ≡ 0 holds, the possible
G(Q0, S0) also will be a CGPW-graph.
Thus, from our assumption, we must claim all of 2a + b − c /≡ 0, 2b + c − a /≡ 0 and 2c + a − b /≡ 0 together, and
hence S0 ⊃ {3a + b − c, 3b + c − a, 3c + a − b} holds.
Now, since n = |Q0| · |S0| + 1 = 6|S0| + 1 holds, n is an odd number. Hence if 2a + 2b ≡ 0 then a ≡ −b,
which contradicts |Q0| = 6. Thus 2a + 2b /≡ 0 and Q2a+2b 	= Q0 hold. Then next, let us pay attention to the clique
Q2a+2b={3a+2b, a+2b, 2a+3b, 2a+b, 2a+2b+c, 2a+2b−c}. Since {a+b+c, 2a−b, 2b−c, 2c−a, 3a+b−c} ⊂
S0 and {b+c, c+a, 2b, a+b, b−a} ⊂ E(Q0) are satisﬁed, all of 3a+2b=(3a+b−c)+(b+c),a+2b=(2b−c)+(c+a),
2a + b = (2a − b) + (2b), 2a + 2b + c = (a + b + c) + (a + b) and 2a + 2b − c = (3a + b − c) + (b − a) are in
the set S0 + E(Q0) which has no intersection with S0. Hence Q2a+2b ∩ S0 = {2a + 3b}. Note that both P1 and P2
transform the independent set {a + b + c, 2a − b, 2b − c, 2c − a, 3a + b − c, 3b + c − a, 3c + a − b,−(a + b +
c),−(2a−b),−(2b− c),−(2c−a),−(3a+b− c),−(3b+ c−a),−(3c+a−b)} (⊂ S0) to itself. Furthermore,P1
transforms 2a + 2b to 2b+ 2c and transforms 2a + 3b to 2b+ 3c. In the same way,P2 transforms 2a + 2b to 2c+ 2a
and transforms 2a + 3b to 2c + 3a. Hence we must claim also Q2b+2c ∩ S0 = {2b + 3c}and Q2c+2a ∩ S0 = {2c + 3a}.
Last, let us pay attention to the clique Q2a+2b+2c = {3a + 2b + 2c, a + 2b + 2c, 2a + 3b + 2c, 2a + b + 2c, 2a +
2b + 3c, 2a + 2b + c}. We have already seen that {a + b + c, 2a + 3b, 2b + 3c, 2c + 3a} ⊂ S0. Combining this and
{2b, b+ c, 2c, a+ c, 2a, a+b} ⊂ E(Q0), we have that all of 3a+2b+2c= (2c+3a)+ (2b), a+2b+2c= (a+b+
c)+ (b+ c), 2a + 3b+ 2c= (2a + 3b)+ (2c), 2a + b+ 2c= (a + b+ c)+ (a + c), 2a + 2b+ 3c= (2b+ 3c)+ (2a)
and 2a + 2b + c = (a + b + c) + (a + b) are in the set S0 + E(Q0) disjoint from S0. Thus, Q2a+2b+2c ∩ S0 = ∅.
Hence 2a + 2b + 2c ≡ 0. Then, however, (2a + 3b) − (−(2c − a)) = (2a + 2b + 2c) + (b − a) ≡ b − a while
{2a + 3b,−(2c − a)} ⊂ S0 and b − a ∈ E(Q0) hold. It is a contradiction. 
8. Proof of Theorem 4
In this section, let us assume that(G)=7 and Q0 := {−1, 1}× {0, a, b, c}= {0, a,−a, b,−b, c,−c}. The cliques
Qi listed in Table 2 together with the cliques Q−i form the set of all cliques of size (G) intersecting Q0.
In the same way as the case of (G) = 6, these 24 (except for Q0) cliques are not necessarily distinct from each
other and none of these 24 cliques is disjoint from S0. Then again, in the same way as the case of (G) = 6, by using
Table 2, we will enumerate all maximal sets which miss Q0 and intersect each of the 24 cliques by EXACTLY ONE
element, as follows:
S10(1) := {−1, 1} × {2b, a + c, 2a + b, 2c − b, a − b − c},
S10(2) := {−1, 1} × {2b, a + c, 2a − b, 2c + b, a + b − c},
S10(3) := {−1, 1} × {2b, a − c, 2a + b, 2c + b, a − b + c},
S10(4) := {−1, 1} × {2b, a − c, 2a − b, 2c − b, a + b + c},
S10(5) := {−1, 1} × {2c, a + b, 2a + c, 2b − c, a − b − c},
S10(6) := {−1, 1} × {2c, a + b, 2a − c, 2b + c, a − b + c},
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Table 2
The cliques of size(G) intersecting Q0 in the case of(G) = 7
Q0 0 a −a b −b c −c
Qa a 2a 0 a + b a − b a + c a − c
Qb b a + b −a + b 2b 0 b + c b − c
Qc c a + c −a + c b + c −b + c 2c 0
Q2a 2a 3a a 2a + b 2a − b 2a + c 2a − c
Q2b 2b a + 2b −a + 2b 3b b 2b + c 2b − c
Q2c 2c a + 2c −a + 2c b + 2c −b + 2c 3c c
Qa+b a + b 2a + b b a + 2b a a + b + c a + b − c
Qa+c a + c 2a + c c a + b + c a − b + c a + 2c a
Qa−b a − b 2a − b −b a a − 2b a − b + c a − b − c
Qa−c a − c 2a − c −c a + b − c a − b − c a a − 2c
Qb+c b + c a + b + c −a + b + c 2b + c c b + 2c b
Qb−c b − c a + b − c −a + b − c 2b − c −c b b − 2c
S10(7) := {−1, 1} × {2c, a − b, 2a + c, 2b + c, a + b − c},
S10(8) := {−1, 1} × {2c, a − b, 2a − c, 2b − c, a + b + c},
S10(9) := {−1, 1} × {2a, b + c, 2b + a, 2c − a, a − b + c},
S10(10) := {−1, 1} × {2a, b + c, 2b − a, 2c + a, a + b − c},
S10(11) := {−1, 1} × {2a, b − c, 2b + a, 2c + a, a − b − c},
S10(12) := {−1, 1} × {2a, b − c, 2b − a, 2c − a, a + b + c}.
It is also easy to see that the 12 sets S10(i) (i = 1, 2, . . . , 12) can be transformed with each other by some admissible
permutations of the letters {a, b, c,−a,−b,−c}. Thus, without loss of generality, we will ﬁx here S10(1)= {2b, a + c,
2a + b, 2c − b, a − b − c,−(2b),−(a + c),−(2a + b),−(2c − b),−(a − b − c)} as a unique representative.
Proof. From the above, without loss of generality, we assume here that
S0 ⊇ {−1, 1} × {2b, a + c, 2a + b, 2c − b, a − b − c}.
Then, in the same way as the case of (G) = 6, we will derive a contradiction from the assumption that the graph
G(Q0, S0) is not a CGPW-graph.
Now let us deﬁne the following admissible permutation
P: (a, b, c,−a,−b,−c) −→ (c,−b, a,−c, b,−a).
Clearly,P transforms the set {2b, a+c, 2a+b, 2c−b, a−b−c,−(2b),−(a+c),−(2a+b),−(2c−b),−(a−b−c)}
to itself. Hence if, under the condition that G(Q0, S0) is not a CGPW-graph, a new vertex x must be added to this
independent set in order to meet some maximum clique Qi then P(x) must also be added to this set.
First suppose that a + 2b − c ≡ 0. Then (a − b − c) − (−(2b)) = a + b − c = (a + 2b − c) + (−b) ≡ −b while
{a − b − c,−(2b)} ⊂ S0 and −b ∈ E(Q0) holds. It is a contradiction. Thus we claim that a + 2b − c /≡ 0 and hence
|Qa+2b−c∩S0|=1.Thenwewill pay attention to the cliqueQa+2b−c={a+2b−c, 2a+2b−c, 2b−c, a+3b−c, a+b−c,
a+ 2b, a+ 2b− 2c}. Since {2b, 2a+ b, a− b− c,−(2c− b)} ⊂ S0 and {a− c, b− c,−c, 2b, a, a+ b} ⊂ E(Q0) are
satisﬁed, all of a+2b−c=(2b)+(a−c), 2a+2b−c=(2a+b)+(b−c), 2b−c=(2b)+(−c), a+b−c=(a−b−c)+(2b),
a + 2b = (2b) + (a) and a + 2b − 2c = (−(2c − b)) + (a + b) are in the set S0 + E(Q0) which has no intersection
with S0. Hence we have Qa+2b−c ∩ S0 = {a + 3b − c}. That is, {a + 3b − c,−(a + 3b − c)} ⊂ S0. (Note that
P(a + 3b − c) = −(a + 3b − c).)
Now we pay attention to the clique Qa+b−c = {a + b − c, 2a + b − c, b − c, a + 2b − c, a − c, a + b, a + b − 2c}.
Since {a − b− c, 2a + b, 2b, a + c,−(2c− b)} ⊂ S0 and {2b,−c,−(b+ c), a − c, 2c, b− c, a} ⊂ E(Q0) hold, all of
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a+ b− c= (a− b− c)+ (2b), 2a+ b− c= (2a+ b)+ (−c), b− c= (2b)+ (−(b+ c)), a+ 2b− c= (2b)+ (a− c),
a− c= (a+ c)+ (2c), a+b= (a+ c)+ (b− c) and a+b−2c= (−(2c−b))+ (a) are in the set S0 +E(Q0) disjoint
from S0. Thus, we haveQa+b−c ∩S0 =∅ and a+b−c ≡ 0. Hence if a−2b+c ≡ 0 also holds, then a ≡ c−b ≡ b−a
is satisﬁed and Q0 can be indicated by Q0 = {−c,−c + a,−c + 2a,−c + 3a,−c + 4a,−c + 5a,−c + 6a}, which
means that the possible Q0 will be (−c, a, 7)-arithmetic. Thus, Lemma 11 tells us that the possible G(Q0, S0) must
be a CGPW-graph. Thus, we claim a − 2b + c /≡ 0. Moreover, since P(a + b − c) = −(a + b − c) ≡ 0 holds, we
must also claim P(a − 2b + c) = a + 2b + c /≡ 0.
Then next, we will pay attention to the clique Qa−2b+c ={a − 2b+ c, 2a − 2b+ c,−2b+ c, a − b+ c, a − 3b+ c,
a−2b+2c, a−2b}. Since {−(2b), a+c,−(a+3b−c), 2c−b} ⊂ S0 and {a+c, c,−b, 2a, a−b, a} ⊂ E(Q0) hold, all
of a−2b+c=(−(2b))+(a+c),−2b+c=(−(2b))+(c), a−b+c=(a+c)+(−b), a−3b+c=(−(a+3b−c))+(2a),
a−2b+2c= (2c−b)+ (a−b) and a−2b= (−(2b))+ (a) are in the set S0 +E(Q0) disjoint from S0. Hence we have
Qa−2b+c ∩ S0 = {2a − 2b+ c}. In the same way, we also have QP(a−2b+c) ∩ S0 = {P(2a − 2b+ c)} = {2c+ 2b+ a}.
That is, {2a − 2b + c, 2c + 2b + a,−(2a − 2b + c),−(2c + 2b + a)} ⊂ S0.
Now suppose that 3b+c ≡ 0.Then (−(2b))−(a+c)=−2b−a−c=(b−a)−(3b+c) ≡ b−a while {−(2b), a+c} ⊂
S0 and b − a ∈ E(Q0) hold. It is a contradiction. Thus we claim that 3b + c /≡ 0 and hence |Q3b+c ∩ S0| = 1. Then
last, let us pay attention to the clique Q3b+c = {3b + c, a + 3b + c,−a + 3b + c, 4b + c, 2b + c, 3b + 2c, 3b}. Since
{2b, a + 3b − c,−(a − b − c), 2c + 2b + a} ⊂ S0 and {b + c, 2c, 2b, c, b − a, b} ⊂ E(Q0) are satisﬁed, all of
3b+ c= (2b)+ (b+ c), a + 3b+ c= (a + 3b− c)+ (2c), −a + 3b+ c= (−(a − b− c))+ (2b), 2b+ c= (2b)+ (c),
3b + 2c = (2c + 2b + a) + (b − a) and 3b = (2b) + (b) are in the set S0 + E(Q0) disjoint from S0. Hence we have
Q3b+c ∩ S0 = {4b + c}. Then we must also claim that QP(3b+c) ∩ S0 = {P(4b + c)} = {−4b + a}. It means that
{4b + c,−(−4b + a)} ⊂ S0 while (4b + c) − (−(−4b + a)) = c − a ∈ E(Q0). It is a contradiction. 
9. Proof of Theorem 5
In this section, we consider the case (G) = 8, and Q0 := {−1, 1} × {a, b, c, d}.
Actually, our complete proof of Theorem 5may be somewhat complicated and too long. Thus, instead of the complete
one, here we only show a (moderate) sketch of the proof.
In the same way as the case of (G) = 6, 7, all possible coordinates of the vertices both in S0 and in the cliques
intersecting Q0 are the following two patterns up to admissible permutation.
{1,−1} × {c − 2d, b − c − d, a − b − d, 2a + d, a − 2c, a + b + c, 3b},
{1,−1} × {3a, 3b, 3c, 3d, b − c + d, a − b + d, a − c − d, a + b + c}.
We call the former and the latter patterns 1 and 2, respectively. We show that there exists no solution of S0 except
CGPW type in each case.
Case 1: The clique Qa+b−c+d has eight vertices but the vertices which have no clique difference with any vertex in
the set of the pattern 1 are only a + 2b − c + d in these eight vertices.
We only have to consider such vertices. Moreover when a + b − c + d ≡ 0, it contradicts the assumption that the
vertices in the pattern 1 is in the independent set S0. In fact, a + b+ c is in S0 but 2c− d is not and a + b+ c ≡ 2c− d
when a + b − c + d ≡ 0. So Qa+b−c+d is not equal to Q0. Therefore, a + 2b − c + d is a vertex in S0.
The clique Qb−2c+d has eight vertices but the vertices which have no clique difference with any vertices in the set of
pattern 1 are only b−3c+d .We will separate the case into two subcases as to whether b−3c+d is in the independent
set S0 or not.
Subcase 1:Assume that b−3c+d is in S0. Then b+3c−d is not in S0. Considering the cliqueQb+2c−d , 2b+2c−d
turns out to be in S0.
Subcase 2: Assume that b − 3c + d is not in S0. Because b − 2c + d ≡ 0 and a + 2b − c + d is in S0, we have that
a + 3c− d is in S0 by adding 4c− 2b− 2d ≡ 0. The vertex b+ 3c− d is not in S0 because a + 3c− d and b+ 3c− d
are in the determine-edge-length. So 2b + 2c − d is in S0.
Thus, in both subcases, 2b + 2c − d is in S0. So a − 2b − c + d is not in S0. This fact implies that Qa−b−c+d does
not intersect S0. So we have a − b − c + d ≡ 0 and a − b ≡ c − d. So the edge-length between a and b equals the
edge-length between c and d. So it is a CGPW case.
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Case 2: In Q−a+2c−d , the vertices which are possible to be in S0 are −a+2c−2d and −2a+2c−d. In Q−2a+c−d ,
the vertices which are possible to be in S0 are −2a + c − 2d and −2a + 2c − d.
Each of these two cliques does not equal to Q0 because of the pattern 2. Hence either one of the two vertices in each
clique is in S0. Note that −2a + 2c − d belongs to both cliques. When we assume that −2a + 2c − d is not in S0,
then both −a + 2c − 2d and −2a + c − 2d , which are in a clique difference, are in S0 which is a contradiction. Thus
2c − 2a − d is in S0. In a similar way, considering the pairs of indices of cliques
{a + c − 2d, 2a + c − d}, {a + b − 2d, a + 2b − d}, {b + c − 2d, b + 2c − d},
{2a − b − d, a − 2b − d}, {a + c + 2d, a + 2c + d}, {b − 2c − d, 2b − c − d},
{a + 2b − c, 2a + b − c}, {2a − b + c, a − b + 2c}, {a − b − 2c, a − 2b − c},
{2a + b + d, a + b + 2d}, {b + c + 2d, 2b + c + d},
we have the vertices
2a + c − 2d, a + 2b − 2d, b + 2c − 2d, 2a − 2b − d, a + 2c + 2d, 2b − 2c − d,
2a + 2b − c, 2a − b + 2c, a − 2b − 2c, 2a + b + 2d, 2b + c + 2d
are in S0. By eliminating the vertices which have some clique differences with some of these vertices from the list of
candidates for vertices in S0, we have that the cliques with the following central coordinates a−2b+c, 2a−b−c, a+
2b + d, 2a + b − d, a + b − 2c, b − c − 2d, a − b − 2d, a − c + 2d, b + 2c + d, a + 2c − d, 2a + c + d, 2b + c − d
cannot intersect S0. So the above coordinates are all zero. Therefore, since a − 2b + c ≡ 0 and 2a − b − c ≡ 0, we
have 3a ≡ 3b. Similarly, we have 3a ≡ 3b ≡ 3c ≡ 3d. There exist at most 3 solutions satisfying 3x ≡ k for each k
but a, b, c, d have different coordinates, a contradiction. Hence S0 cannot exist in the case of pattern 2.
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