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KOSZUL DUALITY BETWEEN En-ALGEBRAS AND
COALGEBRAS IN A FILTERED CATEGORY
TAKUO MATSUOKA
Abstract. We study the Koszul duality between augmented En-algebras and
augmented En-coalgebras in a symmetric monoidal stable infinity 1-category
equipped with a filtration in a suitable sense. We obtain that the Koszul
duality constructions restrict to an equivalence between augmented algebras
and coalgebras which have some positivity and completeness with respect to
the filtration. We also obtain that the Koszul duality construction is functorial
between carefully constructed generalized Morita categories consisting of those
algebras/coalgebras in each dimension.
0. Introduction
0.0.0. Let n be a non-negative integer. The notion of an En-algebra was first
introduced in iterated loop space theory, in the work of Boardman and Vogt [3]
(including the case “n = ∞”, which we exclude from our consideration in this
work). E1-algebra is an associative algebra, and an En-algebra can be inductively
defined as an En−1-algebra with an additional structure of an associative algebra
commuting with the En−1-structure. In other words, a structure of an En-algebra
consists of n-fold associative structures and data for compatibility among them.
There is an issue that the notion of an En-algebra degenerates (unless n ≤ 1) to
that of a commutative algebra in a category whose higher homotopical structure
is degenerate. Moreover, the kind of theory we aim to establish (the theory of
the Koszul duality) fails in such a setting even for (the case n = 1 of) associative
algebras. These issues force us to work in a homotopical setting. In order to work
in such a setting, we use the convenient language of higher category theory. (For
the main body, note our conventions stated in Section 1, which do not apply in
this introduction.) We just remark here that associativity of an algebra in such a
setting means a data for homotopy coherent associativity (which in particular is a
structure rather than a property).
0.0.1. In this paper, we study the Koszul duality between En-algebras and En-
coalgebras. By the Koszul dual of an augmented associative algebra, we mean
the augmented associative coalgebra obtained as the bar construction or a suitable
derived tensor product (see Section 4.1). For En-algebras, we simply consider the
n-fold iteration of this construction. See 4.3 for a review. (This, essentially well-
known, construction is much simpler than the more general version the author
needed in [14]. The present article is self-contained without the latter.)
Coalgebras are simply algebras in the opposite category, so we obtain an aug-
mented algebra from an augmented coalgebra by the same construction.
In some cases, this correspondence between algebras and coalgebras is an equiv-
alence or close to it. Results of this form include the iterated loop space theory and
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the Verdier duality. (See Lurie’s book [12, Section 5.3] for the relation between
these.)
In other contexts, the correspondence is far from an equivalence. In a reason-
able stable infinity 1-category with multilinear (and suitably colimit preserving)
symmetric monoidal structure, it instead happens often, by the formal deformation
theory, that the infinity 1-category of algebras compares better with the infinity
1-category of suitable class of infinitesimal stacks around a point, in a derived ver-
sion of suitable geometry. (See for instance, Francis [6], Lurie [13], Hirsch [9] for
some precise such results, even though the idea is older, especially in the case of
the commutative geometry.)
Nevertheless, the important instances of equivanlence between algebras and coal-
gebras mentioned above may leave one curious about the relation between algebras
and coalgebras in contexts which are closer to the latter as well. In this work,
we obtain, with the help of some additional structure on the ambient symmetric
monoidal category, simple classes of En-algebras and coalgebras between which the
Koszul duality gives an equivalence of infinity 1-categories. See Theorem 0.0 below.
We emphasize that, due to the formal deformation theory just described, we
cannot normally hope, in our context, the Koszul duality to equate the whole infin-
ity 1-category of algebras with the coalgebras. Our context is indeed very different
from the contexts in which one had this equivalence (or almost that). However, our
result fits in an analogy with the results in such contexts.
Our study towards this has also led to a construction of a new, non-trivial version
of the higher Morita category consisting of certain En-coalgebras with bimodule
structures for n up to a chosen value. Theorem 0.1 below shows that the Koszul
duality relates this with the usual higher Morita category [11] consisting of algebras.
The latter is interesting for abundance of topological field theories in it, and the
description of the field theories through the topolocal chiral homology [11]. Our
theorem in fact leads to an analogous description of the corresponding theories in
the coalgebraic higher Morita category.
0.0.2. The structure we consider on a symmetric monoidal category is a filtration
with respect to which the category becomes complete. Let us set up our context.
Let A be a symmetric monoidal stable infinity 1-category. We assume that it
has a filtration (Definition 2.14, note the conventions stated in Section 1) which is
compatible with the symmetric monoidal structure in a suitable way.
Primary examples are the category of filtered objects in a reasonable symmetric
monoidal stable infinity 1-category (Section 3.2), and a symmetric monoidal stable
infinity 1-category with a compatible t-structure [12] (satisfying a mild technical
condition, see Definition 2.34, Remark 2.35). Another family of examples is given
by functor categories admitting the Goodwillie calculus [8], where the filtration is
given by the degree of excisiveness (Example 2.16).
We further assume that A is complete with respect to the filtration in a suitable
sense. The mentioned examples admit completion, and in these examples, the
category A we indeed work in is the category of complete objects in any of the
mentioned categories, with completed symmetric monoidal structure.
These categories satisfy (in particular, Remark 4.5) a few further technical as-
sumptions we need, which we shall not state here. (The theorems we state in this
introduction will be given references to their precise formulation in the main body.
In order to understand the formulation there correctly, the reader should note our
conventions stated in Section 1.)
In such a complete filtered infinity 1-category A, any algebra comes with a
natural filtration with respect to which it is complete. In the mentioned examples,
the towers associated to the filtration are the canonical (or “defining”) tower, the
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Postnikov tower, and the Taylor tower, and the objects we deal with are the limits
of the towers. We have established the Koszul duality for En-algebras in A which
is positively filtered. See Definition 4.19, as well as comments right after it on
examples of positive augmented algebras. The corresponding restriction on the
filtration of coalgebras is given by the condition we call copositivity (Definition
4.19). Our first main theorem is as follows.
Theorem 0.0 (Theorem 4.21). Let A be as above. Then the constructions of
Koszul duals give inverse equivalences
AlgEn(A)+
∼
←−→ CoalgEn(A)+
between the infinity 1-category of positive augmented En-algebras and copositive
augmented En-coalgebras in A.
We have also shown that the Koszul duality further has a Morita theoretic func-
toriality.
To explain what this is, in [11], Lurie has outlined a generalization for En-
algebras of the “Morita” category due to Be´nabou [1]. By collecting suitable ver-
sions of bimodules, one obtains an infinity (n+ 1)-category Algn(A), in which
• an object is an En-algebra in A,
• a 1-morphism is an En−1-algebra in A equipped with the structure of a
suitable kind of bimodule,
• a 2-morphisms is an En−2-algebra in A equipped with the structure of a
suitable kind of bimodule,
and so on, generalizing the 2-category of associative algebras and bimodules.
In order to make the construction of this work, one usually assumes that the
monoidal multiplication functors preserve geometric realizations variablewise. How-
ever, unless the monoidal multiplication also preserve totalizations, one cannot have
both algebraic and coalgebraic versions of this in the same way. We have shown
that in the kind of complete filtered category we work in, the construction works
for both positive augmented algebras and copositive augmented coalgebras at the
same time, despite the mentioned difficulties one would have if one were to include
all algebras and coalgebras.
Let us denote the infinity (n+1)-categories we obtain by Alg+n (A) and Coalg
+
n (A)
respectively. We have shown the following, second main result of this article.
Theorem 0.1 (Theorem 4.25). Let A be as above. Then for every n, the construc-
tion of the Koszul dual define a symmetric monoidal functor
( )! : Alg+n (A) −→ Coalg
+
n (A).
It is an equivalence with inverse given by the Koszul duality construction.
This has an interesting consequence since any object of the source category
here is n-dualizable, just as in the usual non-augmented case. The associated n-
dimensional topological quantum field theory can then be sent over to a theory
in Coalg+n (A). The field theory in Alg
+
n (A) has a concrete description due to
Lurie [11], in terms of the topological chiral homology. One obtains from this an
analogously concrete construction of the theory in Coalg+n (A), by means of the
“compactly supported” topological chiral homology. See Section 4.4 and [14] for
the details.
A similar result was earlier obtained by Francis [7].
The fact that Lurie’s construction indeed gives a topological field theory in
Alg+n (A) (and Algn(A)) can be seen as a consequence of the gluing property of
the topological chiral homology. As we explain in [14], the fact that the other con-
struction, with the compactly supported topological chiral homology, indeed gives
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a topological field theory in Coalg+n (A), can alternatively be seen as a consequence
of a Poincare´ type duality theorem for the topological chiral homology.
The Poincare´ type theorem itself is independent of Theorem 0.1. On the other
hand, Theorem 0.1 required the non-trivial work of constructing the coalgebraic
version of the higher Morita category, which is irrelevant to the Poincare´ type
theorem itself. A version of the Poincare´ theorem which readily applies to the
above context is treated in [14]. Related results can be found in the work of Francis
[7], and Ayala and Francis [0].
Outline. Section 1 is for introducing conventions which are used throughout the
main body.
In Sections 2 and 3, we establish basic notions and facts on symmetric monoidal
filtered stable categories.
In Section 4, we develop the theory of Koszul duality for complete En-algebras.
Notes on the relation to other articles by the author. This paper, together
with [14] and the present author’s paper
[a] Descent properties of the topological chiral homology. arXiv:1409.6944,
is based on his Ph.D. thesis (accepted in April 2014). The present article is logically
independent of either of [14], [a].
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1. Terminology and notations
1.0.0. By a 1-category, we always mean an infinity 1-category. We often call a
1-category (namely an infinity 1-category) simply a category. A category with
discrete sets of morphisms (namely, a “category” in the more traditional sense) will
be called a discrete category.
In fact, all categorical and algebraic terms will be used in infinity (1-) categor-
ical sense without further notice. Namely, categorical terms are used in the sense
enriched in the infinity 1-category of spaces, or equivalently, of infinity groupoids,
and algebraic terms are used freely in the sense generalized in accordance with the
enriched categorical structures.
For example, for an integer n ≥ 1, by an n-category, we mean an infinity n-
category. We also consider multicategories. By default, multimaps in our mul-
ticategories will form a space with all higher homotopies allowed. Namely, our
“multicategories” are “infinity operads” in the terminology of Lurie’s book [12].
Remark 1.0. We usually treat a space relatively to the structure of the standard
(infinity) 1-category of spaces. Namely, a “space” for us is usually no more than
an object of this category. Without loss of information, we shall freely identify
a space in this sense with its fundamental infinity groupoid, and call it also a
“groupoid”. Exceptions in which the term “space” means not necessarily this,
include a “Euclidean space”, the “total space” of a fibre bundle, etc., in accordance
with the common customs.
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1.0.1. If C is a category and x is an object of C, then we denote by C/x, the “over”
category, of objects of C lying over x, i.e., equipped with a map to x. We denote
the “under” category for x, in other words,
(
(Cop)/x
)op
, by Cx/.
More generally, if a category D is equipped with a functor to C, then we define
D/x := D×C C/x, and similarly for Dx/. Note here that C/x is mapping to C by the
functor which forgets the structure map to x. Note that the notation is abusive
in that the name of the functor D → C is dropped from it. In order to avoid this
abuse from causing any confusion, we shall use this notation only when the functor
D → C that we are considering is clear from the context.
1.0.2. By the lax colimit of a diagram in the category Cat of categories (of a
limited size), indexed by a category C, we mean the Grothendieck construction.
We choose the variance of the laxness so the lax colimit projects to C, to make it
an op-fibration over C, rather than a fibration over Cop. (In particular, if C = Dop,
so the functor is contravariant on D, then the familiar fibred category over D is the
op-lax colimit over C for us.) Of course, we can choose the variance for lax limits
compatibly with this, so our lax colimit generalizes to that in any 2-category.
2. Filtered stable category
2.0. Introduction. In this paper, we consider the Koszul duality in a symmetric
monoidal stable category A, equipped with a “filtration” with respect to which A
becomes complete, or at least can be completed. The primary example will be given
by the category of complete filtered objects, which will be reviewed in Section 3.2.
In fact, the influence to the present work comes from the use of complete filtered
objects in a related context in Costello’s [4] (see also the appendix of Costello–
Gwilliam [5]). Filtration and completeness are also used in the work of Positselski
on the Koszul duality [15].
Our approach, despite its slight abstractness, has the advantage of including a
few more examples such as the filtration given by a t-structure, and hopefully of
clarifying some logic. We shall develop these notions in this and the next sections,
and then develop the Koszul duality theory in such a category, in Section 4.
2.1. Localization of a stable category.
2.1.0. We review some facts we need.
Definition 2.0. Let C be a category.
A functor C → D is a left localization if it has a fully faithful functor as a right
adjoint.
A full subcategory D of C is a left localization of C if the inclusion functor
D →֒ C has a left adjoint.
Right localization is defined similarly, so it is just left localization in the opposite
variance.
We consider the following situation. Let A be a stable category, and let Aℓ ⊂ A
be a full subcategory which is a left localization of A. Denote by ( )ℓ the localization
functor A → Aℓ. By abuse of notation, we also denote by ( )ℓ the composite
A Aℓ A.
( )ℓ
Definition 2.1. A right localization Ar of A is complementary to the left local-
ization Aℓ of A as above if for every X ∈ Ar and Y ∈ Aℓ, the space Map(X,Y ) is
contractible, and the sequence
( )r
ǫ
−→ id
η
−→ ( )ℓ : A −→ A,
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where ( )r is the right localization functor considered as A → A, and the maps are
the counit and the unit maps for the respective adjunctions, is a fibre sequence (by
the unique null homotopy of the composite ηǫ).
As a full subcategory of A, Ar consists of objects X ∈ A for which the counit
ǫ : Xr → X is an equivalence, or equivalently, Xℓ ≃ 0. It follows that given any left
localization Aℓ of A, if it has a complementary right localization, then the right
localization is characterized as the right localization to the full subcategory of A
consisting of objects X ∈ A for which Xℓ ≃ 0.
Given any right localization, its complementary left localization is defined in
the opposite way. It is immediate that if a left localization has a complementary
right localization, then this left localization is left complementary to its right com-
plement.
Lemma 2.2. Let A be a stable category, and let Aℓ, Ar be left and right localiza-
tions of A respectively which are complementary to each other. Then Aℓ is pointed,
namely, have zero objects, and dually for Ar.
Remark 2.3. All inclusion and localization functors then preserves the zero objects.
Proof. 0rℓ ≃ 0 implies 0 ∈ Aℓ, which is then a zero object of Aℓ. 
Proposition 2.4. A left localization ( )ℓ : A → Aℓ has a complementary right
localization if and only if (
Fibre[η : id→ ( )ℓ]
)
ℓ
≃ 0.
Example 2.5. This condition is satisfied if the left localization is exact in the
following sense.
Definition 2.6. A left localization of a stable categoryA is exact if the localization
functor ( )ℓ : A → Aℓ (and equivalently, ( )ℓ : A → A) preserves finite limits.
A right localization is exact if the localization functor is exact.
Proof of Proposition 2.4. Necessity follows from the remark for Definition 2.1.
For sufficiency, define Ar as the full subcategory of A consisting of objects
X ∈ A for which Xℓ ≃ 0. Then the functor ( )r := Fibre[η : id → ( )ℓ] : A → A
lands in Ar. Denote the resulting functor A → Ar also by ( )r.
It will then follow that ( )r is a right adjoint of the inclusion Ar →֒ A, with
counit the canonical map ( )r → id. Indeed, the defining fibre sequence for Xr
gives for any Y , the fibre sequence
Map(Y,Xr) −→ Map(Y,X) −→ Map(Y,Xℓ),
but since Xℓ ∈ Aℓ, we have Map(Y,Xℓ) = Map(Yℓ, Xℓ). Now, if Y ∈ Ar, then this
space is contractible, so we obtain that the map Map(Y,Xr) → Map(Y,X) is an
equivalence, as was to be shown.
Thus we have obtained a right localization ( )r : A → Ar, and this came as
complementary to the left localization we started with. 
In the case of exact localization, the localizations will further be stable, as will
be proved in Proposition 2.13 below.
2.1.1.
Lemma 2.7. Let A be a stable category with complementary left and right local-
izations ( )ℓ : A → Aℓ and ( )r : A → Ar respectively. Then, for a cofibre sequence
W −→ X −→ Y
in A, if W belongs to the full subcategory Ar of A, then the localized map Xℓ → Yℓ
is an equivalence.
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Proof. W belongs to Ar if and only if Wℓ ≃ 0.
By applying the localization functor ( )ℓ : A → Aℓ to the given cofibre sequence,
we obtain a cofibre sequence in Aℓ. If Wℓ ≃ 0, then the map Xℓ → Yℓ in the
sequence is an equivalence. 
Corollary 2.8. In the situation of Lemma 2.7, if Y also belongs to Ar, then X
belongs to Ar.
Corollary 2.9. In the situation of Lemma 2.7, if Y ∈ Aℓ, then the canonical
map W → Xr and Xℓ → Y are equivalences, so the fibre sequence is canonically
equivalent to the canonical fibre sequence
Xr −→ X −→ Xℓ.
Proof. The equivalences of objects is immediate from Lemma 2.7. The fibre se-
quences will then be canonically the same since the null-homotopy of the composite
is unique. 
2.1.2. In a situation where we have left and right localizations complementary
to each other, we shall be particularly interested in how the localizations interact
with limits (and colimits) in our stable category. We have seen in Lemma 2.2 that
localizations contain 0 ∈ A. More generally, we have the following.
Lemma 2.10. If a left localization Aℓ has a complementary right localization, then
Aℓ is closed in A under any limit which exists in A.
Proof. This follows since Aℓ is the full subcategory of A consisting of X ∈ A for
which Xr ≃ 0, and since the functor ( )r : A → Ar is a right adjoint, and hence
preserves any limit. 
Note also that the limit taken in A of a diagram lying in the full subcategory
Aℓ (which in fact belongs to Aℓ, according to the above) will be a limit in Aℓ of
the diagram. On the other hand, since the inclusion Aℓ →֒ A preserves limits, if a
limit of a diagram Aℓ exists in the category Aℓ, then it also will be a limit in A.
Corollary 2.11. If a left localization Aℓ has a complementary right localization,
then Aℓ is closed in A under the finite coproduct in A.
Proof. Let X , Y be object of A which belong to Aℓ. Then the coproduct X ∐Y in
A is equivalent to the product X×Y in A, which belongs to Aℓ by Lemma 2.10. 
2.1.3. In the next proposition, we assume given complementary left and right
localizations ( )ℓ : A → Aℓ and ( )r : A → Ar respectively, of a stable category A.
In this situation, we assume given classes of diagrams D, Dℓ, Dr, in A, in Aℓ, and
in Ar respectively, and consider limits of diagrams belonging to any of these classes.
For example, we may be considering all finite limits in A, Aℓ, or Ar. Alternatively,
we may be considering sequential limits. We may also be considering looping of
objects.
We require that all inclusion and localization functors between these categories
take a diagram in the specified class in the source to one in the specified class in the
target. In fact, from this requirement, it is immediate that the class D determines
the other classes. Namely, Dℓ is the class of diagrams which belong to D when
considered as diagrams in A, and similarly for Dr. One can start from any class
of diagrams D in A which is closed under application of endofunctors ( )ℓ and
( )r : A → A, to have all three classes satisfying our requirements.
In this situation, if A has limits of all diagrams in the class D, then Ar has limits
of all diagrams in the class Dr, and by Lemma 2.10, Aℓ has limits of all diagrams
in the class Dℓ.
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Proposition 2.12. Let A, Aℓ, Ar, and classes of diagrams D in A, Dℓ in Aℓ, Dr
in Ar be as above. Assume that A has limits of all diagrams in the class D (see
above).
Then the following are equivalent.
(0) The left localization functor ( )ℓ : A → Aℓ takes limits of diagrams belonging
to D, to corresponding limits in Aℓ.
(1) The functor ( )ℓ considered as A → A, takes limits of diagrams belonging
to D, to corresponding limits in A.
(2) The right localization functor ( )r : A → A takes limits of diagrams belong-
ing to D, to corresponding limits in A.
(3) Given a diagram in Ar, belonging to Dr (equivalently, a diagram in A which
belongs to D, and lands in Ar), its limit taken in A, belongs to Ar.
(4) The inclusion Ar →֒ A takes limits of diagrams belonging to Dr, to corre-
sponding limits in A.
Proof. It is relatively simple to see that the first three are equivalent to each other.
It is also easy to see that (2) =⇒ (3) =⇒ (4) =⇒ (2). 
Proposition 2.13. Let A be a stable category, and let ( )ℓ : A → Aℓ be an exact
left localization of A. Then the category Aℓ is stable, the inclusion functor Aℓ →֒ A
is also exact, and the complementary right localization (see Example 2.5) is also
exact.
Proof. We apply Proposition 2.12 for the class of all finite limits. The assumption
is the condition (0). The condition (3) then states that the right localization Ar is
closed as a full subcategory of A under the formation of finite limits in A.
It follows from the opposite case of Lemma 2.10 that Ar is also closed in A
under the formation of colimits. It then follows that the pointed (by Lemma 2.2)
category Ar is stable since Cartesian and coCartesian squares coincide in Ar since
those squares are Cartesian or coCartesian in A.
It then follows from a result of Lurie [12, Proposition 1.1.4.1] that the right
localization functor ( )r : A → Ar is exact since it is between stable categories and
preserves all limits.
We finally obtain the result by changing the variance in the discussions up to
here. 
2.2. Filtration of a stable category.
2.2.0.
Definition 2.14. A filtration of a stable category A is a sequence of full subcat-
egories
A ⊃ · · · ⊃ A≥r ⊃ A≥r+1 ⊃ · · ·
indexed by integers, each of which is the inclusion of a right localization which has
a complementary left localization, denoted by ( )<r : A → A<r.
A filtered stable category is a stable category which is equipped with a filtration.
In particular, associated to a filtered stable category A, we have a sequence
A −→ · · · −→ A<r+1 −→ A<r −→ · · · .
of left localization functors. We would like to think of this as the tower associated
to the filtration.
A≥r can be considered as the pieces for the filtration. A≥r is the full subcategory
of A formed by objects X ∈ A for which X<r ≃ 0. We denote the right localization
by ( )≥r : A → A≥r. Then the sequence ( )≥r → id → ( )
<r of functors A → A,
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equipped with the unique null homotopy of the composite ( )≥r → ( )
<r, is a fibre
sequence.
An important example will be discussed in Section 3.2. Here are a few examples.
Example 2.15. If A is a stable category, then any t-structure [12] on A gives
a filtration. In fact, a t-structure can be characterized as a filtration satisfying a
simple condition. See Example 2.44 and Remark 4.5.
Example 2.16. Let A be the functor category into a stable category, and assume
it admits some version of the Goodwillie calculus [8]. Then it has a filtration in
which A<r is the full subcategory consisting of (r − 1)-excisive functors. The left
localization A → A<r is given by the universal (r − 1)-excisive approximation of
functors, which is exact as follows e.g., from the construction.
Remark 2.17. The notion of a filtration on a stable category is self-dual in the
following sense. Namely, if a stable category A is given a filtration, then B := Aop
has a filtration given by B≥r := (A
≤−r)op, where A≤s := A<s+1.
Therefore, all notions and statements we formulate will have dual versions, which
we shall speak about freely without further notices.
2.2.1. Let r, s be integers such that r ≤ s. Then (X≥r)
<s belongs to
A<s≥r := A≥r ∩ A
<s
since
((X≥r)
<s)<r = (X≥r)
<r ≃ 0,
and so does (X<s)≥r.
We would like to compare these objects.
We have a commutative diagram
(2.18)
X≥r
(X≥r)
<s X (X<s)≥r
X<s,
so the universal property of the map X≥r → (X≥r)
<s implies that there is a unique
pair consisting of a map (X≥r)
<s → (X<s)≥r and a homotopy making the upper
triangle of
(2.19)
X≥r
(X≥r)
<s (X<s)≥r
X<s
commute.
Moreover, again by the universal property of the map X≥r → (X≥r)
<s, there is
a unique pair consisting of
• a homotopy filling the lower triangle, and
• a higher homotopy between the homotopy filling the diamond in the dia-
gram (2.18), and the homotopy obtained by pasting the homotopies in the
diagram (2.19).
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In other words, there is a unique quadruple consisting of
(0) a map (X≥r)
<s → (X<s)≥r
(1) a homotopy filling the upper triangle of (2.19)
(2) a homotopy filling the lower triangle of (2.19)
(3) a higher homotopy between the homotopy filling the diamond in the dia-
gram (2.18), and the homotopy obtained by pasting the homotopies in the
diagram (2.19).
Moreover, by the universal property of the map (X<s)≥r → X
<s, the pair given
by (0) and (2) above, must be the unique pair of this form.
It follows that for a map (X≥r)
<s → (X<s)≥r the following data (in particular,
existence of the data) are equivalent to each other.
• (1) above
• (2) above
• Extension to a quadruple above.
Lemma 2.20. Let r, s be integers such that r ≤ s. Then a map (X≥r)
<s →
(X<s)≥r which can be equipped with the equivalent data above, is an equivalence.
Proof. By looking at the cofibre of the map (drawn vertically) of fibre sequences
X≥s X≥s 0
X≥r X X
<r,
=
we obtain a fibre sequence
(X≥r)
<s −→ X<s −→ X<r.
The mapX<s → X<r here is a map underX , so can be identified with the canonical
map X<s → (X<s)<r. Therefore, its fibre (X≥r)
<s is equivalent to (X<s)≥r by a
map over X<s. 
Definition 2.21. Let r, s be integers. Then we denote the canonically equivalent
objects (X≥r)
<s = (X<s)≥r by X
<s
≥r . This belongs to A
<s
≥r.
2.3. Completion.
2.3.0. Let A be a filtered stable category. Then define
A≥∞ := lim
r
A≥r =
⋂
r
A≥r,
the intersection taken in A. We would like to investigate the sequence.
A≥∞ −→ A −→ lim
r
A<r
obtained as the limit of the sequence
A≥r −→ A −→ A
<r.
Let us denote by τ the functor A → limrA
<r here. If A is closed under the
sequential limit, then this has a right adjoint, which we shall denote by lim. For
an object X = (Xr)r of limr A
<r, it is given by
limX = lim
r
Xr,
where the limit on the right hand side is taken in A.
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Definition 2.22. Let A be a filtered stable category which is closed under the
sequential limit. Then we denote lim τX by X̂ . We say that X is complete if the
unit map η : X → lim τX = X̂ for the adjunction is an equivalence.
We denote by Â the full subcategory of A consisting of complete objects.
Example 2.23. For every r, A<r ⊂ Â in A.
We compromise with the following definition, which may be more restrictive than
it should be.
Definition 2.24. Let A be a filtered stable category. Then we say that Â is the
completion of A if the following conditions are satisfied.
(0) A is closed under the sequential limit, so we have Â defined.
(1) The functor (̂ ) : A → A preserves sequential limits.
(2) (̂ ) lands in Â.
(3) The map η : id → (̂ ) makes (̂ ) a left localization for the full subcategory
Â.
If A has Â as its completion in this sense, then we call the localization functor the
completion functor. In this case, we call η the completion map.
We say that A is complete if it is closed under the sequential limit, and Â is
the whole of A, namely, if every object of A is complete.
Remark 2.25. The conditions (2) and (3) follows if τ lim τ ≃ τ by the canonical
map(s). This is also necessary since for every r, Example 2.23 will imply that the
map η<r : X<r → X̂<r is an equivalence for every X .
2.3.1. For the rest of our discussion of completion, we assume that any filtered
stable category which we consider is closed under the sequential limit.
2.3.2. The following is a part of the motivation for Definition 2.24.
Lemma 2.26. If Â is the completion of A, then the sequential limits exists in Â,
and the completion functor preserves sequential limits.
The following gives a sufficient condition for Â to be the completion of A.
Lemma 2.27. If τ preserves sequential limits, then Â is the completion of A.
Proof. The condition (1) of Definition (2.24) is automatic.
To prove the other conditions, it suffices to prove that τ lim τ ≃ τ by the canon-
ical map(s). Let X be an object of A. Then it suffices to prove that for the unit
map η : X → lim τX , the map η<r is an equivalence for every r. By Lemma 2.7, it
suffices to prove that the fibre limsX≥s of η belongs to A≥∞.
We have τ limsX≥s = lims τX≥s, so it suffices to show that this limit is 0.
However, the limit over s of the r-th object of τX≥s is limsX
<r
≥s ≃ 0 in A
<r, and
coincides with the r-th object of 0 ∈ limr A
<r. It follows that this 0 is indeed the
limit lims τX≥s. 
Lemma 2.28. Let A be a filtered stable category. If the functor (̂ ) : A → A pre-
serves sequential limits, then lim τ lim ≃ lim by the canonical map(s). In particular,
if Â is the completion of A, then lim lands in Â, and will make Â a right localization
of limrA
<r.
Proof. Let X = (Xr)r be an object of limrA
<r. Then
lim τ limX = l̂im
r
Xr = lim
r
X̂r = lim
r
Xr = limX.

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2.3.3. It would be natural to ask whether completion has a complementary right
localization. Let us first give a characterization of objects with vanishing comple-
tion.
Lemma 2.29. Let A be a filtered stable category with Â its completion. Then the
completion of an object X of A vanishes if and only if X belongs to A≥∞.
Proof. X belongs to A≥∞ if and only if τX ≃ 0. The result then follows from
Lemma 2.28. Indeed, τX is contained in the full subcategory of limr A
<r which by
Lemma 2.28, is a right localization, and is identified with Â. Therefore, τX ≃ 0
in limr A
<r if and only if it is so in this full subcategory of limr A
<r. However,
the object of Â corresponding to τX under the identification by Lemma 2.28, is
X̂ ∈ Â. 
Lemma 2.30. Let A be a filtered stable category with Â its completion. Suppose
given an inverse system
· · · ←− Xi ←− Xi+1 ←− · · ·
in A, and suppose there is a sequence (ri)i of integers, tending to ∞ as i → ∞,
such that Xi belongs to A≥ri for every i.
Then limiXi belongs to A≥∞.
Proof. From the previous lemma, it suffices to prove that its completion vanishes.
However,
l̂im
i
Xi = lim
i
X̂i = lim
r
lim
i
X<ri ≃ limr
0 = 0.

Proposition 2.31. Let A be a filtered stable category with Â its completion. Then
the full subcategory A≥∞ of A is a right localization complementary to the left
localization Â.
Proof. It suffices to show that completion has a complementary right localization,
since the right localization will then be identified with A≥∞ by Lemma 2.29. Ex-
istence of the complement follows from Proposition 2.4 and Lemma 2.30 since the
fibre of the completion map is limrX≥r. 
Corollary 2.32. Let A be a filtered stable category with Â its completion. Then a
limit of complete objects is complete. In particular, a limit of bounded above objects
is complete.
Proof. This follows from Proposition 2.31 and Lemma 2.10. 
Corollary 2.33. Let A be a filtered stable category with Â its completion.
Suppose given a map of inverse systems
· · · Xi Xi+1 · · ·
· · · Yi Yi+1 · · ·
fi fi+1
in A, and suppose there is a sequence (ri)i of integers, tending to ∞ as i → ∞,
such that the fibre of fi belongs to A≥ri for every i.
Then the map limi fi : limiXi → limi Yi is an equivalence after completion.
Proof. This follows from Lemma 2.30, Proposition 2.31 and Lemma 2.7. 
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2.3.4. In practice, it may not be clear when τ preserves sequential limits, since
limits in limrA
<r is not always objectwise. The following condition will lead to the
same conclusions on the completion, but involves only the sequential limits in A.
Definition 2.34. Let A be a filtered stable category which is closed under the
sequential limit. Then we say that sequential limits are uniformly bounded
in A if there exists an integer d such that for every integer r, and for every inverse
sequence in the full subcategory A≥r of A, the limit of the sequence taken in A,
belongs to A≥r+d. We refer to such d as a uniform lower bound for sequential
limits in A.
Remark 2.35. A is assumed to have finite limits and sequential limits, so it has
countable products at least, and if sequential limits are uniformly bounded, then so
are countable products in the similar sense. In the case where the filtration is given
by a t-structure, if countable products in A are uniformly bounded below by b,
then the familiar computation of a sequential limit in terms of countable products
by Milnor shows that sequential limits will be bounded by b− 1.
In the case of Goodwillie’s filtration (Example 2.16), sequential limits are bounded
below by 0 assuming that the object-wise sequential limits exist.
However, it turns out that in order to prove that Â is the completion of A in this
case, one necessarily proves that the functor τ preserves limits as well. Namely, we
have the following two lemmas.
Lemma 2.36. Let A be a filtered stable category with uniformly bounded sequential
limits. Then τ is a left localization. In other words, the functor lim: limrA
<r → A
lands in Â, and induces an equivalence limrA
<r ∼−→ Â.
Lemma 2.37. In the case τ is a left localization functor, τ preserves sequential
limits if and only if (̂ ) : A → A preserves sequential limits.
Proof assuming Lemma 2.36. Through the identification of limr A
<r with Â by the
equivalence lim, τ gets identified with (̂ ) : A → Â. 
Proof of Lemma 2.36. It suffices to prove that the counit ε : τ lim → id of the
adjunction is an equivalence.
Let X = (Xr)r be an object of limrA
<r. Then the counit for the adjunction is
given by
(lim
s
Xs)
<r −→ X<rr = Xr
for each r.
Let d ≤ 0 be a uniform lower bound for sequential limits. We can apply Lemma
2.7 to the fibre sequence
lim
s
(Xs)≥r−d −→ lim
s
Xs −→ lim
s
(Xs)
<r−d,
where the fibre belongs to A≥r, and the cofibre is Xr−d. We get that that the
induced map (limX)<r → X<rr−d = Xr is an equivalence. 
Lemma 2.38. Let A be a filtered stable category with uniformly bounded sequential
limits. Then (̂ ) : A → A preserves sequential limits.
Proof. Let
· · · ←− Xi ←− Xi+1 ←− · · ·
be a sequence in A. Then
(lim
i
Xi)
<r = (lim
i
X<r−di )
<r.
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The limit of this as r → ∞ can then be computed as lims limr(limiX
<s
i )
<r, but
limiX
<s
i belongs to A
<s by Lemma 2.10, so
lim
r
(lim
i
X<si )
<r = lim
i
X<si .
Now lims limiX
<s
i = limi X̂ i, so we have proved that l̂imiXi = limi X̂i as desired.

We have proved the following.
Proposition 2.39. Let A be a filtered stable category with uniformly bounded se-
quential limits. Then Â is the completion of A, with complementary right localiza-
tion A≥∞ as a full subcategory of A.
Corollary 2.40. If sequential limits are uniformly bounded in A, then A is com-
plete if and only if A≥∞ ≃ 0.
2.4. The completion as a complete category. When Â is the completion of a
filtered stable category A, then it will be useful if the completion is itself a complete
filtered stable category. We would like to first consider a sufficient condition for
the completion to be a stable category. We have found a sufficient condition for a
general localization in Proposition 2.13.
Definition 2.41. Let A be a filtered stable category with Â its completion. Then
we say that the completion is exact if Â is an exact left localization of A.
We shall look for a sufficient condition for the completion to be exact.
Definition 2.42. Let A be a filtered stable category. An integer ω is said to be a
uniform lower bound for loops in A if for every integer r, and for every object
of the full subcategory A≥r of A, its loop in A belongs to A≥r+ω. We say that
loops are uniformly bounded in A if loops in A have a uniform lower bound.
Remark 2.43. Loops are uniformly bounded if the action of the category of (finite)
spectra on A by tensoring, is compatible with the filtrations (on the category of
spectra and on A) in a way similar to (or slightly more general than) the way we
consider in Definition 3.1. In this case, the suspension functor raises the filtration,
as we shall consider in Definition 4.4.
Example 2.44. ω can be taken as −1 if the filtration is a t-structure on A.
ω can be taken as 0 for Goodwillie’s filtration. In fact, all localizations are exact
in this filtration.
Remark 2.45. An integer ω  0 cannot be a uniform lower bound for loops unless
A≥r for all r are the same subcategory of A. Indeed, Ω
−1 = Σ maps A≥r into A≥r
by Lemma 2.10.
Lemma 2.46. Let A be a filtered stable category. If loops are uniformly bounded
in A, then for any finite category K, limits of K-shaped diagrams are uniformly
bounded in A.
Proof. By Corollary 2.8, ω is a uniform lower bound for loops if and only if it is a
uniform lower bound for fibres in the similar sense. Indeed, we may assume ω ≥ 0
by Remark 2.45, and if W → X → Y is a fibre sequence in A, then there is a fibre
sequence ΩY →W → X .
It follows again from Corollary 2.8, that the uniform lower bound of fibres more
generally bounds fibre products.
The result now follows from Corollary 2.11 (applied in the opposite category)
and the arguments of the proof of Corollary 4.4.2.4 of [10]. 
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Lemma 2.47. Let A be a filtered stable category with Â its completion. If loops
are uniformly bounded in A, then the completion is exact.
Proof. By Propositions 2.31 and 2.12, it suffices to prove that the full subcategory
A≥∞ of A is closed under finite limits in A.
Let K be a finite category, and let X be a K-shaped diagram in the full subcat-
egory A≥∞ of A. Then we would like to prove that limK X belongs to A≥∞. How-
ever, for every r, limK X does belongs to A≥r since X is in particular a diagram in
A≥r−k for a uniform bound k of K-shaped limits, which exists by Lemma 2.46. 
Definition 2.48. Let A, B be filtered stable categories, and let F : A → B be an
exact functor. Then we say that an integer b is a lower bound of F if for every
r, F takes the full subcategory A≥r of the source to the full subcategory B≥r+b of
the target.
We say that F is bounded below if it has a lower bound.
Upper bound/boundedness of F is defined as the lower bound/boundedness of
F : Aop → Aop with respect to the dual filtration on Aop (Remark 2.17).
Thus loops are uniformly bounded in A if the functor Ω: A → A is bounded
below. Ω also has 0 as an upper bound by Lemma 2.10.
We obtain from the following, that a uniform lower bound for loops also gives
an upper bound of the suspension functor.
Lemma 2.49. Let A, B be filtered stable categories, and let F : A → B be a functor
which has a right adjoint G. Then an integer b is a lower bound of F if and only
if −b is an upper bound of G.
Proof. For an integer b, the composite
A≥r A B B
<r+bF ( )
<r+b
is null if and only if the composite of the right adjoints
A≥r A B B
<r+b
( )≥r G
is null, since either adjoint of a null functor is null. 
We obtain the following as a by-product.
Alternative proof of Lemma 2.47. By Proposition 2.12 and (the dual case of) Propo-
sition 2.13, it suffices to prove that the full subcategory Â of A is closed under finite
colimits in A.
Let K be a finite category, and let X be a diagram in the full subcategory Â of
A. Then we would like to prove that colimK X is complete.
However, colimK X = limr colimK X
<r, and colimK X
<r belongs to A<r+k
for a uniform bound k of K-shaped colimits, which exists by Lemma 2.49 and
Lemma 2.46, applied in the opposite category. The result follows from Corollary
2.32. 
Proposition 2.50. Let A be a filtered stable category with Â its completion. If the
completion is exact, then the canonical tower
Â −→ · · · −→ A<r −→ A<r−1 −→ · · ·
makes Â into a complete filtered stable category.
Proof. As we have remarked in Example 2.23, for every r, A<r ⊂ Â as full subcate-
gories of A. It follows that the restriction to Â of the localization functor A → A<r
is a left localization. A complementary right localization to this is given by A≥r∩Â.
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In order to verify that Â is complete with respect to this filtration, let X be an
object of Â. Then in A, we have that the canonical map
(2.51) X −→ lim
r
X<r
is an equivalence, where the limit is taken in A. It follows that this limit, since it
consequently belongs to Â, is also a limit in Â of the same sequence. (Alternatively,
one could apply Proposition 2.31 and Lemma 2.10.) Therefore, the equivalence
(2.51) shows that X is complete with respect to our filtration of Â, and this verifies
the completeness of Â (Definition 2.24). 
Lemma 2.52. Let A be a filtered stable category with Â its exact completion. Then
any class of limits which exist in A (and therefore also in Â by Lemma 2.10) and
are uniformly bounded, have the same uniform lower bound in Â.
Proof. Lemma 2.10 in fact states that Â is closed under the limits which exists in
A. The result follows since the full subcategory Â≥r in the filtration of Â is just
A≥r ∩ Â as a full subcategory of A. 
2.5. Totalization.
2.5.0. In this section, we shall prove a technical result which will be very useful
for our study of the Koszul duality.
Let ∆f denote the subcategory of the category ∆ of combinatorial simplices,
where only face maps (maps strictly preserving the order of vertices) are included.
A covariant functor X• : ∆f → A is a cosimplicial object ‘without degeneracies’ of
A. Its totalization TotX• is by definition, the limit over ∆f of the diagram X
•.
Proposition 2.53. Let A, B be filtered stable categories which have sequential
limits, and let F : A → B be an exact functor which is bounded below. Assume that
loops and sequential limits are uniformly bounded in A, and B̂ is the completion of
B.
Let X• : ∆f → A be such that there exists a sequence r = (rn)n of integers,
tending to ∞ as n→∞, such that for a uniform lower bound ω for loops, and for
every n, Xn belongs to A≥−ωn+rn. Then the canonical map
F (TotX•) −→ TotFX•
is an equivalence after completion.
Proof. According to the sequence of full subcategories
∆f ⊃ · · · ⊃ ∆
≤n
f ⊃ ∆
≤n−1
f ⊃ · · · ,
where objects of ∆≤nf are simplices of dimension at most n, we have the sequence
TotX• −→ · · · −→ sknTotX
• −→ skn−1TotX
• −→ · · ·
such that TotX• = limn sknTotX
•, where “sknTot” is a single symbol representing
the operation of taking the limit over ∆≤nf .
It is standard that the fibre of the map skn TotX
• → skn−1TotX
• is equivalent
to ΩnXn. It follows from our assumption that this belongs to A≥rn . It follows that
the fibre of the map TotX• → sknTotX
• belongs to A≥rn+d for d a uniform lower
bound for sequential limits.
It follows that the fibre of the map F (TotX•) → sknTotFX
• belongs to
B≥rn+d+b for a bound b of F . By taking the limit over n, we obtain the result
from Corollary 2.33. 
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2.5.1. Similarly, we can consider simplicial objects ‘without degeneracies’ and their
geometric realizations.
Proposition 2.54. Let A, B be filtered stable categories, and let F : A → B be an
exact functor which is bounded below. Assume that B̂ is the completion of B. Let
X• : ∆
op
f → A be such that there exists a sequence r = (rn)n of integers, tending to
∞ as n→∞, such that for every n, Xn belongs to A≥rn. Then the canonical map
|FX•| −→ F |X•|
is an equivalence after completion.
Proof. The proof of this is simpler. One simply notes that the full subcategory
A≥r of A is closed under any colimit by Lemma 2.10, and similarly in B. It follows
that the fibre of the map in question belongs to B≥∞, and we conclude by applying
Proposition 2.31 and Lemma 2.7. 
3. Monoidal filtered stable category
3.0. Pairing in filtered stable categories.
Definition 3.0. Let A, B, C be stable categories. Then, a pairing from A, B to
C is a functor
〈 , 〉 : A× B −→ C
which is exact in each variable.
Definition 3.1. Let A, B, C be filtered stable categories. Then, a pairing 〈 , 〉 : A×
B → C is compatible with the filtrations if for any r, s, it takes A≥r × B≥s to
C≥r+s.
Example 3.2. Let S denote the stable category of finite spectra, filtered by con-
nectivity. Let A be another stable category with a t-structure. Then the pairing
S ×A → A given by tensoring is compatible with the filtrations.
Remark 3.3. More generally, we may say that the pairing is bounded below if
there is a finite integer d such that the pairing takes A≥r × B≥s to C≥r+s+d. In
this case, if d can be taken only as a negative number, then the pairing is not
compatible with the filtrations in the above sense. However, this can be corrected
by reindexing the filtrations in any suitable way.
It might seem natural to further require the pairing to preserve sequential limits
(variable-wise). However, this condition is too strong to require in practice. We
shall see that the compatibility defined above ensures that certain sequential limits
are preserved (up to completion). This will turn out to be useful for applications.
Definition 3.4. Let A be a filtered stable category. Then an object X of A is
said to be bounded below in the filtration if there exists an integer r such that
X ∈ A≥r in A.
Let A, B, C be filtered stable categories, and consider a pairing 〈 , 〉 : A×B → C,
compatible with the filtrations. The following is an immediate consequence of
Lemma 2.30.
Lemma 3.5. Assume that Ĉ is the completion of C.
Suppose given an inverse system
· · · ←− Xi ←− Xi+1 ←− · · ·
in A, and suppose there is a sequence (ri)i of integers, tending to ∞ as i → ∞,
such that for every i, Xi belongs to A≥ri . Then for every bounded below Y ∈ B,
limi 〈Xi, Y 〉 belongs to C≥∞.
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Proposition 3.6. Let 〈 , 〉 : A × B → C be a pairing on filtered stable categories,
compatible with the filtrations. Assume that Ĉ is the completion of C. Assume also
that sequential limits exist and are uniformly bounded in A.
Suppose given an inverse system
· · · ←− Xi ←− Xi+1 ←− · · ·
in A, and suppose there is a sequence (ri)i of integers, tending to ∞ as i → ∞,
such that for every i, the fibre of the map Xi+1 → Xi belongs to A≥ri . Then for
every Y ∈ B, if Y is bounded below, then the induced map〈
lim
i
Xi, Y
〉
−→ lim
i
〈Xi, Y 〉
is an equivalence after completion.
Proof. This follows from Corollary 2.33. 
3.1. Monoidal structure on a filtered category.
3.1.0. By a monoidal structure on a stable category A, we mean a monoidal
structure on the underlying category of A whose multiplication operations are exact
in each variable.
Definition 3.7. Let A be a filtered stable category, and let ⊗ be a monoidal
structure on the stable category (underlying)A. We say that the monoidal structure
is compatible with the filtration on A if for every finite totally ordered set I, and
every sequence r = (ri)i∈I of integers, the functor
⊗
I : A
I → A takes the full
subcategory
∏
i∈I A≥ri of the source, to the full subcategory A≥
∑
I r
of the target.
We call a filtered stable category A equipped with a compatible monoidal struc-
ture a monoidal filtered stable category. If the monoidal structure is symmetric,
then it will just be a symmetric monoidal filtered category.
In other words, a symmetric monoidal filtered stable category is just a commu-
tative monoid object of a suitable multicategory of filtered stable categories.
Example 3.8. In the case where A is a functor category with Goodwillie’s filtra-
tion, if the target category of the functors is a symmetric monoidal stable category,
then the pointwise symmetric monoidal structure on Aop is compatible with the
filtration. Note Remark 2.17.
Remark 3.9. More generally, we may say that the monoidal structure is bounded
below if the unit 1 and the pairing A2
⊗
−→ A are bounded below. All the results
we consider in the following on monoidal filtered categories will be valid for filtered
stable categories with a bounded below monoidal structure, after making suitable
(and straightforward) modifications.
We shall only state the results for monoidal filtered categories in our sense, in
order to keep the exposition simple.
Remark 3.10. Even though both filtration and monoidal structure are self-dual
notion on a stable category, the boundedness below of the monoidal structure is
not self-dual. Namely, boundedness below in Aop means boundedness above in A.
Instead, Lemma 2.49 implies that the internal hom functor would have suitable
boundedness above on a symmetric monoidal stable category.
Corollary 3.11. Let A be a monoidal filtered stable category with uniformly bounded
sequential limits.
Suppose given an inverse system
· · · ←− Xi ←− Xi+1 ←− · · ·
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in A, and suppose there is a sequence (ri)i of integers, tending to ∞ as i → ∞,
such that for every i, the fibre of the map Xi+1 → Xi belongs to A≥ri . Then for
every Y ∈ A, if Y is bounded below, then the induced map
(lim
i
Xi)⊗ Y −→ lim
i
(Xi ⊗ Y )
is an equivalence after completion.
3.1.1.
Definition 3.12. Let A be a monoidal filtered stable category with Â completing
the filtration. Then we say that the monoidal structure is completable if there is
a monoidal structure on Â such that the completion functor A → Â is monoidal.
Remark 3.13. Together with a monoidal structure of the completion functor, the
monoidal structure on Â will be uniquely determined.
Lemma 3.14. Let A be a filtered stable category with Â being its exact completion.
Then a monoidal structure of A is completable if and only if for every integer
n ≥ 0, the monoidal product
⊗n
i=0Xi for a sequence Xi, 0 ≤ i ≤ n, of objects of A
necessarily belongs to the full subcategory A≥∞ of A whenever Xi ∈ A≥∞ for some
i.
Proof. Necessity is obvious.
For sufficiency, consider for every integer n ≥ 0, the objects of An which are
required in the stated condition, to be sent by the monoidal product functor
⊗ : An → A, to the full subcategory A≥∞. For example, there is no such ob-
ject in the case n = 0. Denote by Jn the full subcategory of A
n consisting of all
these objects. Namely, a sequence of objects of A belongs to Jn if and only if at
least one of the entries of the sequence comes from A≥∞.
Then we have for every n, that the postcomposition functor Funex(An,A) →
Funex(An, Â) with the localization functor (where Funex indicates the functors
which are exact in each variable separately) sends the full subcategory of the source
consisting of those functors which send Jn ⊂ A
n to the full subcategory A≥∞ of A,
over to the full subcategory Funex(Ân, Â) of the target Funex(An, Â), embedded
by the functor of precomposition again with the localization functors A → Â.
Sufficiency of the condition is an immediate consequence. 
From the proof, the monoidal operations on Â in the completable case can be
written as the composites
Ân An A Â.
⊗ (̂ )
Proposition 3.15. Let A be a monoidal filtered stable category with Â its exact
completion. If the monoidal structure on A is completable, then Â with the induced
structures is a monoidal (complete) filtered stable category.
Proof. The variable-wise exactness of the induced monoidal structure on Â follows
from the description of the monoidal product functor after the proof of Lemma 3.14
(see Remark 3.13).
We further need to prove that this monoidal structure is compatible with the
induced filtration on Â (see Proposition 2.50). This follows since Â≥r ⊂ A≥r as full
subcategories of A, and the completion functor A → Â takes the full subcategory
A≥r of the source, to the full subcategory Â≥r of the target. 
Lemma 3.16. Let A be as in Proposition 3.15. If the monoidal multiplication
functor on A preserves variable-wise, a certain class of colimits (specified as in
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Proposition 2.12, and assumed to exist), then so does the completed monoidal oper-
ation on Â if for every r, the full subcategory A<r of A are closed under the class
of colimits taken in A.
Proof. In view of the description of the monoidal multiplication functor after the
proof of Lemma 3.14, it suffices to prove under our assumption, that the inclusion
functor Â preserves the class colimits in question. By Proposition 2.12, this condi-
tion is equivalent to that the localization functor ( )≥∞ : A → A≥∞ preserves the
class of colimits in question.
Recall that A≥∞ = limrA≥r. Since this limit is along colimit preserving func-
tors, colimits in limrA≥r is object-wise. Therefore, it suffices to show for every r,
that ( )≥r : A → A≥r preserves colimits.
We conclude by invoking Proposition 2.12 again. 
3.2. The filtered category of filtered objects.
3.2.0. In this section, we shall give a simple example of a filtered stable category,
for which limits of any kind are uniformly bounded by 0. We also show how this
filtered stable category may have a completable symmetric monoidal structure.
3.2.1. Let us denote by Sta the following symmetric (2-)multicategory. Its object
is a stable category. Given a family A = (As)s∈S of stable categories indexed by a
finite set S, and a stable category B, we define a multimap A → B to be a functor∏
S A → B which is exact in each variable. (Note that the condition is vacuous
when there is no variable, i.e., when S is empty and the product is one point.)
Let Z be the category
· · · ←− n←− n+ 1←− · · ·
defined by the poset of integers. This is a commutative monoid (in the category of
poset), so the functor category Fun(Z, Sta) is a symmetric multicategory.
Let B be an object of Fun(Z, Sta), and let A be the category of lax morphisms
∗ → B in Fun(Z,Cat). To be more precise about the variance in the definition of
a lax functor here, we consider the functor y : Z→ Cat, n 7→ Z/n, and define A to
be the category of (genuine, rather than lax) morphisms y → B.
Definition 3.17. In the case where the sequence B is constant at a stable category
C, we call an object of A a filtered object of C, so A will be the category of filtered
objects of C.
A filtered as follows.
B is a sequence of stable categories
· · ·
L
←− Bn
L
←− Bn+1
L
←− · · · ,
and A is the category of sequences which we shall typically express as
· · · ←− FnX ←− Fn+1X ←− · · · ,
where FnX ∈ Bn, and the arrow F
nX ← Fn+1X is meant to be a map FnX ←
LFn+1X in Bn.
We let A≥r be the category of sequences
F rX ←− F r+1X ←− · · · ,
and ( )≥r : A → A≥r to be the functor which forgets objects F
nX for n < r. ( )≥r
is a right localization which has a complementary left localization, which we denote
by ( )<r : A → A<r.
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Lemma 3.18. Let I be a small category. If for every n, the category Bn has the
limit of every I-shaped diagram, then A has all I-shaped limits, and these limits
are uniformly bounded by 0.
Proof. This is obvious, since I-shaped limits in A will be given object-wise. 
Remark 3.19. Note that this for finite limits implies that completion of A would be
exact by Lemma 2.47. A will have all sequential limits (which are given object-wise)
if each Bn has all sequential limits.
3.2.2. Now suppose B ∈ Fun(Z, Sta) is a symmetric monoid object. Concretely,
this means there are given functors ⊗ : Bi × Bj → Bi+j (in a way symmetric in i
and j) etc. which is exact in each variable, and a unit object 1 ∈ B0, with data of
compatibility with L’s in the sequence B.
Moreover, assume the following.
• For every n, Bn has all small colimits.
• For every n, L : Bn → Bn−1 preserves colimits.
• The monoidal multiplication functors preserve colimits variable-wise.
In this case, A inherits a symmetric monoidal structure. Namely, if X = (FnX)n
and Y = (FnY )n are objects of A, then we have X ⊗ Y defined by
Fn(X ⊗ Y ) = colim
i+j≥n
Li+j−n(F iX ⊗ F jY ),
the colimit taken in Bn. This monoidal multiplication preserves colimits variable-
wise.
Proposition 3.20. The symmetric monoidal structure on A is compatible with the
filtration on A.
Proof. Let r, s be integers, and let X ∈ A≥r and Y ∈ A≥s. Then we would then
like to prove X ⊗ Y ∈ A≥r+s.
In terms of the sequence defining X and Y , the given conditions are that the
map F iX ← Lr−iF rX is an equivalence for i ≤ r, and similarly for Y . Under these
assumptions, we need to prove that the map Fn(X ⊗ Y ) ← Lr+s−nF r+s(X ⊗ Y )
is an equivalence for n ≤ r + s.
By definition, Fn(X ⊗ Y ) was the colimit over i, j such that i + j ≥ n, of
Li+j−n(F iX ⊗ F jY ). It suffices to prove that, for n ≤ r + s, this colimit is the
same as the colimit of Li+j−n(F iX ⊗ F jY ) over i, j such that i ≥ r and j ≥ s.
However, the given assumptions imply that the diagram over i, j such that i+j ≥ n,
is the left Kan extension of its restriction to i, j such that i ≥ r and j ≥ s, since
the assumptions imply that the map F iX ⊗ F jY ← Fmax{i,r}X ⊗ Fmax{j,s}Y (in
Bi+j ; we have omitted L from the notation) will be an equivalence for all i, j. The
result follows. 
Proposition 3.21. If each Bn is closed under the sequential limit, so Â is the
exact completion of A, then the monoidal structure on A is completable.
Proof. We want to show that if X ∈ A≥∞ and Y ∈ A, then X ⊗ Y ∈ A≥∞.
The given condition is the same as that the map FnX ← Fn+1X is an equiva-
lence for every n. We then want to prove that the map
Fn(X ⊗ Y ) = colim
i+j≥n
F iX ⊗ F jY ←− colim
i+j≥n+1
F iX ⊗ F jY = Fn+1(X ⊗ Y )
is an equivalence for every n.
However, an inverse to this map can be constructed as the colimit
colim
i+j≥n
F iX ⊗ F jY −→ colim
i+j≥n
F i+1X ⊗ F jY
of the maps induced from the inverses F iX → F i+1X to the given equivalences. 
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3.3. Modules over an algebra in filtered stable category.
3.3.0. Further examples of filtered stable categories will be found by considering
modules over an algebra in a filtered stable category. We shall investigate them
further.
3.3.1. Let us start from the situation of general localization of a stable category.
Thus, let A be a stable category, and let a monoidal structure ⊗ on A be given.
Recall that we assume by convention that the monoidal multiplication is exact in
each variable.
Let us further assume given a left localization ( )ℓ : A → Aℓ of A with a comple-
mentary right localization ( )r : A → Ar.
We assume given an associative algebra A in A, and would like to have a corre-
sponding localization of the category ModA of (say, right) A-modules, in a natural
way. A sufficient condition so one can do this is that the functor − ⊗ A : A → A
take Ar to Ar. (There is no difference if A is not assumed to be monoidal, but it
is given an action by any monad, in place of an action of an algebra object in A.
For our applications, we do not need to use this language.)
Indeed, if A satisfies this condition, then for any object X of Ar and Y of A,
and for any integer n ≥ 0, we have that the induced map
Map(X ⊗A⊗n, Yr) −→ Map(X ⊗A
⊗n, Y )
is an equivalence. It follows that the category ModA,r := ModA(Ar) of A-modules
in Ar, is a full subcategory of ModA(A) = ModA by the functor induced from
Ar →֒ A, and is a right localization of ModA. It further follows that the square
ModA,r ModA
Ar A,
where the vertical arrows are the forgetful functors, is Cartesian, and the localiza-
tion functor ModA → ModA,r is the functor induced from the localization functor
( )r : A → Ar, and its lax linearity over the action of A. In particular, the localiza-
tion functor lifts ( )r canonically.
It follows that the complementary left localization ModA,ℓ of ModA is given by
the Cartesian square
ModA,ℓ ModA
Aℓ A.
As a full subcategory of ModA, this can be also expressed as ModA(Aℓ), modules
with respect to the op-lax action of powers of A on Aℓ by X 7→ X ⊗ℓ A
⊗n :=
(X ⊗A⊗n)ℓ.
Remark 3.22. The action of powers of A on Aℓ is in fact genuinely associative.
To see this, it suffices to show that for any object X of A, the map X ⊗ℓ A
⊗n →
Xℓ ⊗ℓ A
⊗n is an equivalence. This follows from the cofibre sequence
Xr ⊗A
⊗n −→ X ⊗A⊗n −→ Xℓ ⊗A
⊗n
and Lemma 2.7.
The left localization ModA → ModA,ℓ lifts ( )ℓ : A → Aℓ canonically, since the
left localization functor is the cofibre of the right localization map, and the forgetful
functor ModA → A preserves cofibre sequences.
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In terms of objects, if K is an A-module in A, then Kℓ has a canonical structure
of an A-module. This comes from the canonical structure of an A-module on Kr,
and the canonical structure of an A-module map on the right localization map
Kr → K (which together exist uniquely).
Remark 3.23. In particular, Ar is an A-bimodule, and hence Aℓ becomes an A-
algebra. However, the A-module Kℓ does not in general come from an Aℓ-module.
3.3.2. Let us now consider a filtered stable category A with compatible monoidal
structure, and let A be an associative algebra in A. A sufficient condition so the
constructions above can be applied to this context is that the underlying object of
A belong to A≥0.
Thus, let A be in fact, an associative algebra in A≥0. Then we have a filtration
on ModA, where ModA,≥r = ModA(A≥r) ⊂ ModA, and the localization functor
ModA → ModA,≥r is induced from ( )≥r : A → A≥r.
The complementary left localization also lifts that on A, and the square
Mod<rA ModA
A<r A
is Cartesian for every r. As a full subcategory of ModA, this can be also expressed
as ModA(A
<r), modules with respect to the action of A on A<r by X 7→ (X⊗A)<r .
The localization functor ModA → Mod
<r
A lifts ( )
<r : A → A<r.
Remark 3.24. As noted in the previous remark, the A-module K<r does not in
general come from an A<r-module. However, it is always true that A<r≥0 := A
<r ∩
A≥0 comes with a canonical monoidal structure, together with a canonical monoidal
structure on the functor A≥0 → A
<r
≥0. Note that the algebra A
<r is obtained in A<r≥0
using this. If A-module K is in A≥0, then K
<r can be obtained as an A<r-module
in A<r≥0 from which the structure of an A-module on K
<r gets recovered.
3.3.3. If further, Â is the completion of A, then M̂odA is the completion of ModA,
and this completion lifts the completion of A. As a full subcategory of ModA,
M̂odA = ModA ×A Â.
Corollary 3.25. ModA is complete if A is complete.
The full subcategory A≥∞ of A is preserved by the action of A, so the general
argument can be applied to completion as well. In particular, M̂odA can be iden-
tified with ModA(Â), where A acts on Â by X 7→ X⊗̂A := X̂ ⊗A. The inclusion
M̂odA →֒ ModA then gets identified with the functor induced from the lax A-linear
functor Â →֒ A.
If further, the monoidal structure on A is completable, then the action of A on Â
is through the action of the algebra Â in Â (indeed we shall have X⊗A
∼
−→ X⊗ Â)
on Â, and the completion functor
ModA(A) −→ M̂odA(A) ≃ModA(Â) = ModÂ(Â)
is just the functor induced from the monoidal functor (̂ ) : A → Â.
3.3.4. Let A be a monoidal filtered stable category, and let A be an associative
algebra in A≥0. Then we consider the pairing
−⊗A − : ModA × AMod −→ A,
where AMod denotes the filtered stable category of left A-modules. This pairing is
compatible with the filtrations.
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Corollary 3.26. Let A be a monoidal filtered stable category with uniformly bounded
sequential limits.
Let A be an associative algebra in A≥0. Suppose given an inverse system
· · · ←− Ki ←− Ki+1 ←− · · ·
in ModA, and suppose there is a sequence (ri)i of integers, tending to∞ as i→∞,
such that for every i, the fibre of the map Ki+1 → Ki belongs to ModA,≥ri (namely,
its underlying object belongs to A≥ri). Then for every left A-module L, if (the
underlying object of) L is bounded below, then the induced map
(lim
i
Ki)⊗A L −→ lim
i
(Ki ⊗A L)
is an equivalence after completion.
3.3.5. We discuss a few simple consequences. (More consequences will be discussed
in the next section.)
Firstly, associativity of tensor product holds for bounded below modules over
positive augmented algebras to be defined as follows.
Definition 3.27. Let A be a monoidal filtered stable category. We say that an
augmented algebra A in A is positive if the augmentation ideal I of A belongs to
A≥1.
Lemma 3.28. Let A be a monoidal complete filtered stable category. Let Ai, i =
0, 1, 2, 3, be positive augmented algebras in A, and let Ki,i+1 be a left Ai- right
Ai+1-bimodule for i = 0, 1, 2, whose underlying object is bounded below.
Then the resulting map
K01 ⊗A1 K12 ⊗A2 K23 −→ (K01 ⊗A1 K12)⊗A2 K23
is an equivalence, where the source denotes the realization of the bisimplicial bar
construction (each simplicial index coming from the actions of eachof the algebras
A1, A2).
Proof. Denote the augmentation ideal of Ai by Ii. We express the tensor product
K01 ⊗A1 K12 etc. as the geometric realization of the simplicial bar construction
B•(K01, I1,K12) etc. without degeneracies (in the sense that it is a diagram over
∆f ), associated to the actions of the non-unital algebra I1 etc. See Section 2.5.
It is easy to check that the usual bar construction, with degeneracies, associated
to the unital algebra A1 etc., is the left Kan extension of the version here, so the
geometric realizations are equivalent.
The target then can be written as |B•(K01 ⊗A1 K12, I2,K23)|.
For every n, the functor − ⊗ I⊗n2 ⊗K23 is bounded below, so Proposition 2.54
implies that
B•(K01 ⊗A1 K12, I2,K23) = |B•(B∗(K01, I1,K12), I2,K23)|,
where the realization is in the variable ∗.
However, the realization of this is nothing but the source. 
Let A be a monoidal complete filtered stable category, and let A be a positive
augmented associative algebra in A. Let ε : A→ 1 be the augmentation map, and
I := Fibre(ε) be the augmentation ideal of A.
Let us define the powers of I by Ir := I⊗Ar. Note that multiplication of A gives
an A-bimodule map Ir → Is whenever r ≥ s. Denote the cofibre of this map by
Is/Ir. When s = 0, this, A/Ir, is an A-algebra.
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Lemma 3.29. Let A be a monoidal filtered stable category with Â completing it,
and let A be a positive augmented associative algebra in A.
LetK be a right A-module which is bounded below. Then the map K → limrK⊗A
A/Ir is an equivalence after completion.
Proof. Since the fibre of the map A→ A/Ir (namely Ir) belongs to ModA,≥r, the
result follows from Corollary 2.33. (Write K as K ⊗A A.) 
Corollary 3.30. Let A be a positive augmented associative algebra in a monoidal
complete filtered stable category A. Then, the functor − ⊗A 1 : ModA,≥r → A≥r
reflects equivalences.
Proof. Suppose an A-module K in A≥r satisfies K ⊗A 1 ≃ 0. We want to show
that K ≃ 0.
In order to do this, it suffices, from the previous lemma, to proveK⊗A(I
s/Is+1) ≃
0 for all s ≥ 0. However, Is/Is+1 ≃ 1⊗A I
s as a left A-module. 
4. Koszul duality for complete algebras
4.0. Introduction. In this section, we shall obtain our main results on the Koszul
duality using the basic results developed in the previous two sections.
4.1. Koszul completeness of a positive algebra.
4.1.0. The Koszul duality we consider will be between augmented algebras and
coalgebras. We first need to consider the condition on an augmented coalgebra,
corresponding to the positivity of an algebra.
Definition 4.0. Let A be a monoidal filtered stable category with uniformly
bounded loops and sequential limits. An augmented associative coalgebra C in
A is said to be copositive (with respect to the filtration) if the augmentation ideal
J belongs to A≥1−ω for a uniform bound ω for loops in A.
Example 4.1. If the filtration is a t-structure, then copositivity means that ΩJ
belongs to A≥1.
Let us now consider the Koszul duality. For an augmented coalgebra C, recall
that its Koszul dual is an augmented associative algebra C ! described as follows.
First of all, its underlying object is 1C1, where 1 is given the structure of a C-
module coming through the augmentation map ε : 1→ C from the module structure
of 1 over the unit coalgebra, and C denotes the cotensor product operation over
C.
In other words, it is an object representing the presheaf Aop → Space, X 7→
MapModC (X ⊗ 1,1), where X ⊗ 1(= X) is made into a C-module by the action of
C on the factor 1. The structure of an associative algebra of C ! results from this,
and we take as the augmentation the map η! : C ! → 1! = 1 for the unit η : C → 1.
From this description, C ! represents the presheaf on the category of augmented
associative algebras which maps an object A to the space of A-module structures
on the C-module 1, lifting the A-module structure on the underlying object 1 given
by the augmentation map of A. In particular, MapAlg∗(A,C
!) = MapCoalg∗(A
!, C),
where A! = 1 ⊗A 1 is the augmeted associative coalgebra Koszul dual to A. The
subscripts ∗ here indicates that the categories are those of augmented algebras
and coalgebras. (For example, the map A!
η
−→ 1
ε
−→ C corresponds to the map
A
ε
−→ 1
η
−→ C !.)
Let A be a monoidal filtered stable category with uniformly bounded loops and
sequential limits. Then the following lemma implies for a copositive augmented
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associative coalgebra C in A, that its Koszul dual algebra is positive. We formulate
the lemma more general than needed here, so it can be iterated for a later use.
Lemma 4.2. Let A be a monoidal filtered stable category with uniformly bounded
loops and sequential limits. Let C be an augmented associative coalgebra in A, and
let Ki, i = 0, 1, be a right and a left C-modules respectively, equipped with maps
ηi : Ki → 1 of C-modules. Assume that, for an integer r ≥ 1 and a uniform bound
ω for loops in A, the augmentation ideal of C belongs to the full subcategory A≥r−ω
of A, and Fibre ηi belongs to A≥r for i = 0, 1.
Let η : C → 1 be the unit map of C. Then the fibre of the map
K0CK1
η0⊗ηη1
−−−−−→ 111 = 1
belongs to the full subcategory A≥r of A.
Proof. Let J be the augmentation ideal of C, so J ∈ A≥r−ω. Since we have
Corollary 2.8, it suffices to prove that the fibre of each of the following obvious
maps belongs to A≥r:
K0CK1 = TotB
•(K0, J,K1) −→ sk−d TotB
•(K0, J,K1)
−→ sk0 TotB
•(K0, J,K1) = K0 ⊗K1
η0⊗η1
−−−−→ 1⊗ 1 = 1,
where d ≤ 0 is a uniform lower bound for sequential limits in A. We shall prove
(4.3) Fibre[TotB•(K0, J,K1)→ sk−dTotB
•(K0, J,K1)] ∈ A≥r.
The rest is either similar or simpler.
In order to prove (4.3), by the definition 2.34 of a uniform lower bound for
sequential limits, it suffices to prove that the fibre of the map
sknTotB
•(K0, J,K1) −→ sk−d TotB
•(K0, J,K1)
belongs to A≥r−d for all n ≥ −d+1. However, this follows from Corollary 2.8, since
for every k ≥ −d + 1, the fibre ΩkBk(K0, J,K1) = Ω
kK0 ⊗ J
⊗k ⊗K1 of the map
skk TotB
•(K0, J,K1)→ skk−1TotB
•(K0, J,K1) belongs to A≥kr ⊂ A≥r−d. 
Definition 4.4. Let A be a filtered stable category. Then we say that looping
translates the filtration of A, or is translational in A, if there is a uniform
lower bound ω for loops in A for which −ω is a lower bound of the functor Σ =
Ω−1 : A → A. Equivalently (by Lemma 2.49), ω which is also an upper bound of
the functor Ω.
Remark 4.5. This happens if the tensoring of the finite spectra on A is compatible
with the filtrations. See Remark 2.43.
Examples include the category of filtered objects (Section 3.2), a stable cate-
gory with a t-structure (Example 2.15), and a functor category with Goodwillie’s
filtration (Example 2.16).
Remark 4.6. In general, if looping translates the filtration of A, and if there exists
an integer r for which A≥r+1 is a proper subcategory of A≥r, and equivalently, A
<r
is a proper subcategory of A<r+1, then a lower bound ω of Ω: A → A for which
−ω is an upper bound of Σ: A → A, must be the greatest lower bound of Ω, as
well as the least upper bound of Ω by duality.
The following proposition might be clarifying.
Proposition 4.7. Let A be a filtered stable category. Then an integer ω is a lower
and an upper bound of the functor Ω: A → A if and only if for every integer r and
every object X ∈ A, we have an equivalence (ΩX)<r+ω ≃ Ω(X<r) in A.
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Proof. If ω is a lower and upper bound of Ω, then, since in the cofibre sequence
Ω(X≥r) −→ ΩX −→ Ω(X
<r),
the fibre and the cofibre will respectively be in A≥r+ω and be in A
<r+ω, we have
that the map ΩX → Ω(X<r) induces an equivalence (ΩX)<r+ω
∼
−→ Ω(X<r) by
Corollary 2.9.
Conversely, suppose we have equivalences (ΩX)<r+ω ≃ Ω(X<r). Then for X ∈
A belonging to A<r, this implies that ΩX = Ω(X<r) belongs to A<r+ω, so Ω takes
the full subcategory A<r of A to the full subcategory A<r+ω. For X belonging to
A≥r, we obtain (ΩX)
<r+ω ≃ Ω(X<r) ≃ 0, so Ω takes the full subcategory A≥r to
A≥r+ω. 
Lemma 4.8. Let A be a monoidal soundly filtered stable category. If A is a positive
augmented associative algebra in A, then its Koszul dual coalgebra is copositive.
Proof. Similar to the proof of Lemma 4.2, but is simpler. 
Proposition 4.9. Let A be a monoidal complete filtered stable category with uni-
formly bounded loops and sequential limits.
Let A be a positive augmented associative algebra, and C a copositive augmented
associative coalgebra, both in A. Let K be a right A-module, L an A–C-bimodule,
and let X be a left C-module, all bounded below.
Then the canonical map
K ⊗A (LCX) −→ (K ⊗A L)CX
is an equivalence (where the left A-module structure of LCX and the right C-
module structure of K ⊗A L are induced from the A–C-bimodule structure of L).
Proof. Write
LCX = TotB
•(L, J,X).
Since the functor K ⊗A − is bounded below, we obtain from Proposition 2.53 that
this functor sends this cotensor product to TotK ⊗A B
•(L, J,X).
Since J and X are bounded below, it follows from Proposition 2.54 that
K ⊗A B
•(L, J,X) = B•(K ⊗A L, J,X).
Therefore, we get the result by totalizing this. 
4.1.1. Let A be an augmented associative algebra. Then, for a right A-module
K, we define a right A!-module DAK as K ⊗A 1. Dually, if C is an augmented
associative coalgebra, then for a right C-module L, we have a right C !-module
DCL = LC1.
If K is a left A-module, then we simply define a left A!-module DAK by 1⊗AK,
and similarly for left C-modules.
The following is a special case of Proposition 4.9.
Corollary 4.10. Let A be a monoidal complete soundly filtered stable category with
uniformly bounded sequential limits. Let A be an augmented associative algebra in
A, and assume it is positive. Let K be a right A-module, L a left A!-module, and
assume both of these are bounded below.
Then the canonical map
K ⊗A DA!L −→ DAKA!L
is an equivalence.
Proof. The coalgebra A! is copositive by Lemma 4.8. 
Corollary 4.11. In the situation of the previous corollary, the canonical map
DADA!L→ L is an equivalence.
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Proof. Apply the previous corollary to K = 1. 
Theorem 4.12. Let A be a monoidal complete soundly filtered stable category
with uniformly bounded sequential limits. Let A be a positive augmented associative
algebra in A, and K be a right A-module which is bounded below. Then the canonical
map K → DA!DAK is an equivalence (of A-modules). In particular, the canonical
map A→ A!! (of augmented associative algebras) is an equivalence.
Proof. By Corollary 3.30, it suffices to prove that the map is an equivalence after
we apply the functor −⊗A1 to it. However, this follows by applying Corollary 4.11
to the (right) A!-module DAK. 
We remark that the proof in fact proves the following.
Lemma 4.13. Let A be a monoidal complete filtered stable category with uniformly
bounded loops and sequential limits. If A is a positive augmented associative alge-
bra in A such that the augmented associative coalgebra A! is copositive, then the
conclusion of Theorem 4.12 holds.
4.2. Koszul completeness of a coalgebra. In order to complete our study of
the Koszul duality for associative algebras, we shall establish the results similar to
those established for positive augmented algebras, for copositive coalgebras.
Let us start with the following situation. Namely, let Ci, i = 0, 1, 2, be coalgebras
in A, and let Ki,i+1 for i = 0, 1 be a left Ci- right Ci+1-bimodule. Then we would
like K01C1K12 to be a C0–C2-bimodule in a natural way.
We have this in the following case. Namely, assume A to be a monoidal complete
filtered stable category with uniformly bounded loops and sequential limits. More-
over, assume that C1 is a copositive augmented coalgebra, and Ki,i+1 are bounded
below. Then for any bounded below object L, the canonical map
(K01C1K12)⊗ L −→ K01C1(K12 ⊗ L)
is an equivalence by Proposition 2.53.
It follows that if C0 and C2 are bounded below, then the bimodule structures of
Ki,i+1, i = 0, 1 induce a structure of a C0–C2-bimodule on the cotensor product.
In fact, the resulting bimodule has the universal property to be expected of the
cotensor product.
Lemma 4.14. Let A be a monoidal complete filtered stable category with uniformly
bounded loops and sequential limits. Let Ci, i = 0, 1, 2, 3, be copositive augmented
coalgebras in A, and let Ki,i+1 be a left Ci- right Ci+1-bimodule for i = 0, 1, 2,
whose underlying object is bounded below.
Then the resulting map
(K01C1K12)C2K23 −→ K01C1K12C2K23
is an equivalence of C0–C3-modules, where the target denotes the totalization of the
bicosimplicial bar construction (dual to the corresponding construction in Lemma 3.28).
The proof is similar to the proof of Lemma 3.28. One uses Proposition 2.53
instead of Proposition 2.54.
The proof of the following lemma is similar to the proof of Lemma 4.2, but is
simpler.
Lemma 4.15. Let A be a monoidal filtered stable category with uniformly bounded
loops and sequential limits. Let C be a copositive augmented coalgebra, K a right
C-module, and L a left C-module, all in A. If for integers r and s, (the underlying
object of) K belongs to A≥r, and L belongs to A≥s, then KCL belongs to A≥r+s.
Let ModC,>−∞ denote the category of bounded below right C-modules.
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Lemma 4.16. Let A be a monoidal complete filtered stable category with uniformly
bounded loops and sequential limits. Let C be a copositive augmented coalgebra in
A. Then the functor
−C1 : ModC,>−∞ → A
reflects equivalences.
Proof. We would like to apply the arguments of the proof of Corollary 3.30. We
simply need to establish the counterpart of Lemma 3.29. This follows from Lemma
4.15. 
Lemma 4.17. Let C be as in Lemma 4.16, and let K be a right C-module which
is bounded below.
Then the canonical map DC!DCK → K is an equivalence (of C-modules). In
particular, the canonical map C !! → C (of augmented associative coalgebras) is an
equivalence.
Proof. Similar to the proof of Theorem 4.12. Note that the assumptions imply that
C ! is positive, so Proposition 4.9 can be applied. 
Theorem 4.18. Let A be a monoidal complete filtered stable category with uni-
formly bounded loops and sequential limits. Let C be a copositive augmented coal-
gebra in A. Then the functor
DC : ModC,>−∞ −→ ModC!,>−∞
is an equivalence with inverse DC! .
Proof. This follows from Lemmata 4.17 and 4.13. 
From Lemma 4.17 and Theorem 4.12, we also obtain immediately the case n = 1
of Theorem 4.21 below.
4.3. Koszul duality for En-algebras. In this section, we would like to prove our
first main theorem, which extracts an equivalence of categories from the Koszul
duality. In this section, we assume that A is a monoidal complete soundly filtered
stable category with uniformly bounded sequential limits.
We define the Koszul duality functor for En-algebras inductively as the composite
AlgE1∗(AlgEn−1∗) −→ CoalgE1∗(AlgEn−1∗) −→ CoalgE1∗(CoalgEn−1∗),
where the first map is the associative Koszul duality construction, and the next
map is induced from the inductively defined En−1-Koszul duality functor, which is
canonically op-lax symmetric monoidal by induction.
We would like to analyse this for a suitable restricted classes of algebras and
coalgebras (considered as algebras in the opposite category). The restriction will
be given by some positivity conditions as below.
Definition 4.19. Let A be a symmetric monoidal filtered stable category.
An augmented En-algebra A is said to be positive if its augmentation ideal
belongs to A≥1.
An augmented En-coalgebra C in A is said to be copositive if there is a uniform
lower bound ω for loops in A such that the augmentation ideal of C belongs to
A≥1−nω.
In addition to easily found examples of positive En-algebras in particular filtered
categories of the kinds named in Introduction (Section 0), there is also a manner in
which a positive En-algebra and more generally, a (locally constant) factorization
algebra, arises from any augmented (En- or factorization) algebra in a reasonable
(non-filtered) symmetric monoidal stable category. Namely, such an algebra can
30 MATSUOKA, TAKUO
be naturally filtered by certain ‘powers’ of its augmentation ideal, to give rise to a
positive augmented algebras in the category of filtered objects described in Section
3.2. We refer the reader to [14] for the details.
Lemma 4.20. Let A, B be positive augmented associative algebras in a symmetric
monoidal complete filtered stable category A. Then the canonical map (A⊗ B)! →
A! ⊗B! is an equivalence.
Proof. This follows from Lemma 3.28. 
In other words, the functor A 7→ A! is symmetric monoidal, so in particular,
if A is a positive augemented En+1-algebra, then the Koszul dual 1 ⊗A 1 of its
underlying associative algebra becomes an En-algebra in the category of augmeted
associative coalgebras. Moreover, by Proposition 2.54, this En-algebra is equivalent
to the tensor product 1⊗A 1 taken in the category of En-algebras.
By Lemma 4.14, similar results hold for copositive En-coalgebras as well. It
follows that Lemmas similar to Lemma 4.2 and 4.8 holds for En-algebras.
We shall now state our first main theorem. Let AlgEn(A)+ denote the cate-
gory of positive augmented En-algebras in A, and similarly, Coalg+ for copositive
coalgebras.
Theorem 4.21. Let A be a monoidal complete soundly filtered stable category with
uniformly bounded sequential limits. Then the constructions of Koszul duals give
inverse equivalences
AlgEn(A)+
∼
←−→ CoalgEn(A)+.
Proof. The proof will be by induction on n. We claim the equivalence as well as
the following. Namely, under the claimed equivalence, if A ∈ AlgEn+ and C ∈
CoalgEn+ correspond to each other, then we further claim that for every integer
r, the condition that the augmentation ideal I of A belongs to A≥r, is equivalent
to that the augmentation ideal J of C belongs to A≥r−nω for the uniform bound
ω for loops in A satisfying the condition stated in Definition 4.4. We prove these
claims by induction on n.
The case n = 0 is obvious, so assume the claims for an integer n ≥ 0. Then we
would like to prove the claims for n+ 1.
With the preparation above, the arguments of the previous sections apply, under
a modification, to augmented associative algebras and coalgebras in the category of
En-algebras. The modification needed is as follows. Namely, the arguments refer
to depth of objects in the filtration. Since we are here dealing not with objects of
A, but with En-algebras in A, we should understood the depth of algebras as the
depth of the underlying objects in the filtration of A. From this, we obtain that
the constructions of the Koszul duals restrict to an equivalence
AlgE1(AlgEn(A)+)+
∼
←−→ CoalgE1(AlgEn(A)+)+.
On the other hand, from the inductive hypothesis, we have an equivalence
AlgEn(A)+
∼
←−→ CoalgEn(A)+
(which is symmetric monoidal by iteration of Lemma 4.20), in which the condition
I ∈ A≥r corresponds to J ∈ A≥r−nω.
We obtain the desired equivalence for n + 1 from these. Moreover, suppose
A ∈ AlgEn+1+ and C ∈ CoalgEn+1+ correspond to each other in the equvalence.
Then it follows from Lemmas 4.2 and 4.8 that the condition I ∈ A≥r is equivalent to
that the augmentation ideal of the associative Koszul dual of A belongs to A≥r−ω.
Moreover, by the inductive hypothesis, this is equivalent to that J ∈ A≥r−(n+1)ω.
This completes the inductive step. 
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4.4. Morita structure of the Koszul duality.
4.4.0. Let A be a symmetric monoidal category whose monoidal multiplication
functor preserves geometric realizations (variable-wise). Then there is an (n + 1)-
category of En-algebras, generalizing the Morita 2-category of associative algebras.
If the condition of the preservation of geometric realization is dropped, then one
has to be cautious. Let us work in Aop instead, and see a case where a suitably
restricted higher dimensional Morita category of coalgebras in A makes sense.
Specifically, for A a symmetric monoidal complete soundly filtered stable cate-
gory with uniformly bounded sequential limits, we would like to construct a version
Coalg+n (A) of the Morita (n + 1)-category, of augmented coalgebras, in which k-
morphisms are copositive as an augmented En−k-coalgebra in A. The construction
will be indeed the same as in (a version where everything is augmented, of) the
familiar case. We shall simply observe that the usual construction makes sense
under the mentioned restriction on the objects to be morphisms in Coalg+n (A).
Let us see why this is true. We shall follow the construction outlined by Lurie in
[11]. Firstly, an object of Coalg+n (A) will be a copositive augmented En-coalgebra
in A. Given objects C, D as such, then we would like to define the morphism n-
categoryMap(C,D) in Coalg+n (A) to be what we shall denote by Coalg
+
n−1(BimodD–C(A)).
By this, we mean the Morita n-category to be seen to be well-defined, for the En−1-
monoidal category of C–D-bimodules, in which (k − 1)-morphisms are copositive
as an augmented En−k-coalgebra in A. (We understand an augmentation of an
coalgebra in BimodC–D(A)>−∞ to be given by a map from 1, but not from the
unit of BimodC–D(A)>−∞.) For the moment, it will suffice to see that the cotensor
product over Cop ⊗ D makes the category BimodC–D(A)>−∞ of bounded below
bimodules into an En−1-monoidal category. The reason why this will suffice is that
it will be clear as we proceed that the rest of the arguments for well-definedness
of Coalg+n−1(BimodC–D(A)) is similar (with obvious minor modifications) to the
arguments for well-definedness of Coalg+n we are discussing right now, so we can
ignore the issue of well-definedness of Coalg+n−1(BimodC–D(A)) for the moment by
understanding that the whole argument will be inductive at the end (as in Lurie’s
description of the construction in the more familiar case).
To investigate the cotensor product operation in BimodC–D(A)>−∞, the asso-
ciativity follows from Proposition 4.14. If n− 1 ≥ 2, we need to have compatibility
of this operation with itself. This follows from the following general considerations.
Lemma 4.22. Let C be a copositive augmented E2-coalgebra. Let Ci, Di, i = 0, 1,
be associative coalgebras in the category (ModC)1/ of augmented C-modules in A.
Assume that these are copositive as an augmented associative coalgebra in A.
Let Dij, j = 0, 1, be a bounded below Dj–Ci-bimodule if i + j is even, and
a bounded below Ci–Dj-bimodule if i + j is odd. Then the canonical map in A
from (D00Dop0 D01)C0CC
op
1
(D10D1D11) to the totalization of the corresponding
bicosimplicial bar construction is an equivalence.
Proof. Let us denote the augmentation ideal of C and Ci by I and Ii respectively,
and the augmentation ideal of Dj by Jj . The bicosimplicial bar construction is
B•
(
B⋆(D00, J
op
0 , D01), B
⋆(I0, I, I
op
1 ), B
⋆(D10, J1, D11)
)
,
where the cosimplicial indices are • and ⋆. The result follows since the totalization
of this in the index ⋆ is
B•(D00Dop0 D01, C0CC
op
1 , D10D1D11)
by Proposition 2.53 and boundedness below of the monoidal operations. 
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Lemma 4.23. Let C be an augmented associative coalgebra in A, and let K, L be
a right and a left C-modules respectively, both of which are augmented. Let ε be the
augmentation map of C, K, or L, and assume that, for an integer r and a uniform
bound ω for loops in A, the cofibre in A of ε belongs to A≥r−ω for C, and to A≥r
for K and L. Then the cofibre of the map
1 = 111
ε
−→ KCL
belongs to A≥r.
Proof. Similar to Lemma 4.15. 
Corollary 4.24. Let k ≥ 0 and m be integers such that m ≥ k + 1. In Lemma, if
C is a copositive augmented Em-coalgebra, and K and L are further Ek-coalgebras
in (ModC)1/ which are copositive as augmented Ek-coalgebras in A, then KCL
is copositive as an augmented Ek-coalgebra in A.
It follows that n − 1 monoidal structures on BimodC–D(A)>−∞, all of which
are given by the cotensor product over Cop ⊗D, has the compatibility required for
them to together define an En−1-monoidal structure on this category of bounded
below bimodules.
Thus, we can try to see if the construction of the Morita category can be applied
for restricted class of augmented coalgebras in BimodC–D(A)>−∞, to give an n-
category Coalg+n−1(BimodC–D(A)). This step will be similar to the argument we
shall now give to observe that the construction of Coalg+n (A) can be done assuming
that the construction of Coalg+n−1(BimodC–D(A)) could be done. Namely, what we
shall do next is essentially an inductive step, which will close our argument. Let us
do this now.
We would like to see that cotensor product operations between categories of
the form Coalg+n−1(BimodC–D(A)) for copositive augmented En-coalgebras C, D,
define composition in the desired category Coalg+n (A) enriched in n-categories.
Cotensor product of copositive objects remain copositive by Corollary 4.24. The
functoriality of the cotensor operations follows from Lemma 4.22 (in the case Ci
are C). Finally, the associativity of the composition defined by cotensor product
follows from Proposition 4.14.
To summarize, the usual construction of the Morita category (as outlined in [11])
works under our assumptions on A and the copositivity of the class of objects we
include, since in construction of any composition of morphisms, application of the
totalization functor to any iterated multicosimplicial bar construction which appear
can be always postponed to the last step.
4.4.1. In the next theorem, we shall see that the Koszul duality construction is
functorial on the positive Morita category, and gives an equivalence of the algebraic
and coalgebraic Morita categories.
Let us assume that the monoidal multiplication functor on A preserves geometric
realization, and denote by Alg+n (A) the positive part of the augmented version of
the Morita (n+ 1)-category of (augmented) En-algebras in A.
Theorem 4.25. Let A be a symmetric monoidal complete soundly filtered sta-
ble category with uniformly bounded sequential limits. Assume that the monoidal
multiplication functor on A preserves geometric realization.
Then for every n, the construction of the Koszul dual define a symmetric monoidal
functor
( )! : Alg+n (A) −→ Coalg
+
n (A).
It is an equivalence with inverse given by the Koszul duality construction.
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Proof. 0. Let us first describe the functor underlying the claimed symmetric monoidal
functor. In order to do this, it suffices to consider the following, more general case.
Namely, let Ai, i = 0, 1, be positive augmented En+1-algebras. Then we would like
to see that the Koszul duality constructions define a functor
(4.26) Alg+n
(
BimodA0–A1
)
−→ Coalg+n
(
BimodA!0–A!1
)
.
Indeed, the original case is when Ai are the unit algebra in A.
Similarly to how it was in the construction of the higher Morita category, we
need to consider here algebras Ai possibly in the category of bimodules over some
En+2-algebras. In order to understand (4.26) including this case, recall first that
in general, an Ek+1-algebra can be considered as an Ek-algebra in the category of
E1-algebras. Given an Ek+1-algebra A, let us denote by A
(!,1) the E1-algebra in
Ek-coalgebras which is obtained as the Ek-Koszul dual of A. If Ai, i = 0, 1, are
Ek+1-algebras (possibly again in a bimodule category, and inductively), and B is
an augmented Ek-algebra in (BimodA0–A1)>−∞, then by B
!, we mean the canon-
ical augmented Ek-coalgebra in
(
Bimod
A
(!,1)
0 –A
(!,1)
1
)
>−∞
(bimodules with respect
to the E1-algebra structures of A
(!,1)
i ) lifting the Ek-Koszul dual (in inductively
the similar sense) of the augmented Ek-algebra underlying B after forgetting the
bimodule structure of B over A0 and A1. Note that the Ek-monoidal structure of(
Bimod
A
(!,1)
0 –A
(!,1)
1
)
>−∞
is the ‘plain’ tensor product, lifting the Ek-monoidal struc-
ture (underlying the Ek+1-monoidal structure) of the underlying objects. Note that
if Ai here are again algebras in a bimodule category, then A
(!,1)
i are interpreted in
the similar way, and inductively. In particular, if one forgets all the way down to
A, then as an augmented Ek-coalgebra in A, B
! is the Koszul dual of the aug-
mented Ek-algebra in A underlying B. We are just taking into account the natural
algebraic structures carried by it.
1. Let us now describe the construction of (4.26). Note that A! = (A(!,1))(1,!),
where ( )(1,!) is the Koszul duality construction with respect to the remaining
E1-algebra structure. Using this, (4.26) will be constructed as the composition
of two functors. Namely, it will be constructed as a functor factoring through
Coalg+n
(
Bimod
A
(!,1)
0 –A
(!,1)
1
)
.
2. The functor
Coalg+n
(
Bimod
A
(!,1)
0 –A
(!,1)
1
)
−→ Coalg+n
(
BimodA!0–A!1
)
to be one of the factors, will be induced from an op-lax En-monoidal functor(
Bimod
A
(!,1)
0 –A
(!,1)
1
)
>−∞
→
(
BimodA!0–A!1
)
>−∞
whose underlying functor is D
A
(!,1)
0 –A
(!,1)
1
: K 7→
1⊗
A
(!,1)
0
K ⊗
A
(!,1)
0
1. Note that this functor will preserve copositivity of coalgebras
once it is given an En-monoidal structure.
To see the op-lax En-monoidal structure of D := DA(!,1)0 –A
(!,1)
1
, let S be a finite set,
and let m be an S-ary operation in the operad En. Then for a family K = (Ks)s∈S
of objects of
(
Bimod
A
(!,1)
0 –A
(!,1)
1
)
>−∞
, we have
Dm!K −→ ∆
∗
mDA(!,1) ⊗m0 –A
(!,1) ⊗m
1
m!K = m∗DK,
where
• m! :
(
Bimod
A
(!,1)
0 –A
(!,1)
1
)S
→ Bimod
A
(!,1)
0 –A
(!,1)
1
is the monoidal multiplication
along m,
• ∆∗m : BimodA!⊗m0 –A
!⊗m
1
→ BimodA!0–A!1 is the (“co”-)extension of scalars
along the comultiplication operations ∆m along m of A
!
0 and A
!
1,
• m! :
(
Bimod
A
(!,1)
0 –A
(!,1)
1
)S
→ Bimod
A
(!,1) ⊗m
0 –A
(!,1) ⊗m
1
is the external monoidal
multiplication along m (so m! = ∆
∗
mm!),
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• m∗ :
(
BimodA!0–A!1
)S
→ BimodA!0–A!1 is the monoidal multiplication along
m,
and the map is the instance for m!K of the extension of scalars of the A
!⊗m
0 –
A!⊗m1 -bimodule map ∆m∗D∆
∗
m → DA(!,1) ⊗m0 –A
(!,1) ⊗m
1
induced from ∆m of A
(!,1)
0
and A
(!,1)
1 .
3. Next, we would like to describe the other factor
(4.27) Alg+n
(
BimodA0–A1
)
−→ Coalg+n
(
Bimod
A
(!,1)
0 –A
(!,1)
1
)
.
If B is an object of the source, then the object of Coalg+n
(
Bimod
A
(!,1)
0 –A
(!,1)
1
)
asso-
ciated to it is the En-Koszul dual B
!. To see the functoriality of this construction,
let Bi, i = 0, 1, be objects of Alg
+
n (BimodA0–A1). Then we first need a functor
(4.28) Alg+n−1
(
BimodB0–B1
)
−→ Coalg+n−1
(
BimodB!0–B!1
)
.
Note that this is the same form of functor as (4.26). Therefore, we may assume
that we have this functor by assuming we have (4.27) for n − 1 by an inductive
hypothesis, once we check the base case. However, the base case is the identity
functor of (BimodB0–B1)≥1 for positive E1-algebras Bi (in the bimodule category
in the bimodule category in ...).
Next, we would like to see the compatibility of the functors (4.28) with the
compositions. Thus, let B2 be another object, and let maps
B0
K01−−−→ B1
K12−−→ B2
be given in Alg+n (BimodA0–A1). Then the version of Lemma 4.22 for positive al-
gebras implies that the En−1-Koszul dual (K01 ⊗B1 K12)
! is equivalent by the
canonical map to the realization of a bicosimiplicial object which is also equivalent
to K !01 ⊗B(!,1)1
K !12 by the canonical map, again by Lemma 4.22. Moreover, the
canonical map
D
B
(!,1)
0 –B
(!,1)
2
(
K !01 ⊗B(!,1)1
K !12
)
−→
(
D
B
(!,1)
0 –B
(!,1)
1
K !01
)

(B
(!,1)
1 )
(1,!)
(
D
B
(!,1)
1 –B
(!,1)
2
K !12
)
,
is an equivalence by Proposition 4.9 and Theorem 4.12.
4. This essentially completes the inductive step, so we have given a description of
the underlying functor of the desired symmetric monoidal functor. Moreover, the
symmetric monoidality of the functor is straightforward.
It follows in the same way that we also have a functor in the other direction,
and it follows from Theorems 4.12 and Lemma 4.17 that these are inverse to each
other. 
Remark 4.29. As the proof shows, the equivalence is in fact more than an equiva-
lence of (n+1)-categories. Namely, the equivalence A ≃ A!! for A in any dimension
is an honest equivalence of algebras, rather than merely an equivalence in the Morita
category.
Remark 4.30. Theorem seems to be suggesting that Coalg+n (A) is a meaningful
thing at least in the case where the monoidal operation of A preserves geometric
realizations. However, the construction of Coalg+n (A) was independent of this as-
sumption, and a similar construction for Alg+n (A) works without preservation of
geometric realizations. Moreover, Theorem remains true in this generality.
Recall that any En-algebra A, as an object of the Morita (n + 1)-category
Algn(A), is n-dualizable. All dualizability data are in fact given by A, considered
as suitable morphisms in Algn(A).
It is then immediate to see that if A is an augmented En-algebra, then the
dualizability data (and the field theory) for A in Algn(A) can be lifted to those for
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A in Alg∗n(A), the augmented version of Algn(A). Moreover, if A is positive, then
those data belongs to Alg+n (A). In particular, A will be n-dualizable in Alg
+
n (A).
Corollary 4.31. Let A be a symmetric monoidal complete soundly filtered stable
category with uniformly bounded sequential limits. Then any object of the symmetric
monoidal category Coalg+n (A) is n-dualizable.
There is a concrete description of the fully extended n-dimensional framed topo-
logical field theory associated to an object A ∈ Algn(A), using the topological
chiral homology. See Lurie [11]. In [14], we shall give a concrete description of
the framed topological field theory associated to a copositive En-coalgebra, using
compactly supported topological chiral homology. See also Francis [7] for an earlier,
and closely related result. Specifically, we use the Poincare´ type duality theorem on
the compactly supported topological chiral homology, analogous to Lurie’s “non-
abelian” Poincare´ duality theorem [12].
Remark 4.32. The key for all the results of this section was good control of the
behaviour of the limits and colimits with respect to the monoidal structure. Another
symmetric monoidal category in which both the limits and colimits behave well is
the Cartesian symmetric monoidal category of spaces. This is the context in which
Lurie considers his generalization of the Poincare´ duality theorem.
The coalgebraic higher Morita category in a Cartesian symmetric monoidal cat-
egory (which is closed under the finite limits) was identified by Ben-Zvi and Nadler
with the (n+1)-category of iterated correspondences [2, Remark 1.17]. The Koszul
duality in the category of spaces is given by the iterated looping and delooping
constructions. Suitable analogues of our results hold in this context, and are con-
sequences of the iterated loop space theory.
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