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This paper contains the following three types of results: First, a l-l corre- 
spondence is established between Gaussian measures on L, , 1 < p < 00, 
and Gaussian processes with paths in L, . Second, a O-l law for Gaussian 
measures on Frkhet spaces is proved, which is subsequently applied to obtain 
two other O-l laws. In the first, it is shown that the paths of a measurable 
Gaussian process belong to L, with probability 0 or 1, and in the second, it is 
shown that a certain random series converges uniformly on any Bore1 subset 
of the real line with probability 0 or 1. Third, a Gaussian measure on L, is 
characterized in terms of the characteristic function; and its topological support 
is obtained in terms of its mean and covariance operator. 
1. INTRODUCTION 
Let (T, d(T), V) b e an arbitrary u-finite measure space and let 
-$I = L,( T, se(T), 4 l<P<% 
be the real Banach space of equivalence classes of real valued &( T)-measurable 
functions whose pth power is v-integrable under the norm 
II x II9 = (j, I W” 4qp. 
Assume that L, is separable. 
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In the following we summarize the results of this paper. Section 2 is 
preliminary. In Section 3 we show that every measurable Gaussian process with 
paths in L, induces a Gaussian measure on L, (Theorem 3.2), conversely for 
every measure /* (not necessarily Gaussian) on L, , there exists a measurable 
process which induces the measure CL; further, if p is Gaussian, then the process 
which induces the measure p is also Gaussian (Theorem 3.1). These results 
extend Theorem 2 of [17] and are basic to most of the results of Sections 
4 and 5. 
In Section 4, we prove three results. In the first result (Theorem 4.1), we 
obtain a O-l law for Gaussian measures defined on separable FrCchet spaces. 
The proof of Theorem 4.1 depends on a result of Kallianpur [IO, Theorem 21 
(indeed a slight extension of it due to Jain [S]). In the second result (Theorem 4.2), 
we obtain, using Theorem 4.1, a O-l law for Gaussian processes. This result 
unifies and extends O-l laws obtained by Shepp [18, Section 191, Varberg [22, 
Theorem 31, and Kallianpur [lo, Theorem 31. In the third result (Theorem 4.3), 
we prove a O-l law for the uniform convergence in t on any Bore1 subset T of the 
reals of a certain random series. An implication of this theorem is the fact that the 
Karhunen-Loke expansion of a separable, measurable, mean square continuous 
Gaussian process converges uniformly in t on compact intervals T of the reals 
with probability 0 or 1. 
In Section 5 we prove two results. In the first result (Theorem 5.1), we show 
that there exists a l-l correspondence between the set of all Gaussian measures 
on L, and the set of pairs, (x, S), where x EL, and S is an S,-operator 
(Definition 3.1) fromL,(=L,*) intol, . This theorem also gives the general form 
of the characteristic function of a Gaussian measure on L, . Theorem 3 of 
Vakhania [21] ( same as Theorem 7.1 of de-Acosta [4]) and Theorem 4 of 
Mourier [14, p. 2431 follow from this result. In the second result (Theorem 5.2), 
we show that the topological support (or simply support) of a Gaussian measure 
p on L, is the algebraic sum of the sets (0) and D, where 0 is the mean of p, and 
D is the closure in L, of the range of the covariance operator of p. We must point 
out that the fact that the support of a Gaussian measure on L, is the algebraic 
sum of its mean and a closed subspace of L, is known (see, for example, [9] or 
[15]); the point of Theorem 5.2 is that this closed subspace is described in terms 
of the covariance operator of the measure. 
2. PRELIMINARIES 
For the sake of bevity, we shall assume that the reader is familiar with the 
notions of Gaussian measures on linear spaces and Gaussian processes (see, for 
example, [17]). 
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Unless stated otherwise, the following notation and conventions are fixed 
throughout this paper: 
(A.l) The letters N and R will denote, respectively, the set of positive 
integers and the set of real numbers; and the letter d will be used to denote the 
expected value of random variables (r.v.‘s). 
(A.2) The underlined field for all linear spaces considered in this paper is 
the field R of real numbers; and all stochastic processes are assumed to be real 
valued. 
(A.3) Let X be a linear topological space; then the notation @(X) will 
denote the u-algebra generated by the open sets of the initial topology of X. 
(A.4) (T,.zZ( T),v)will denote an arbitrary u-finite measure space. Whenever 
we write the set T, it will be assumed that the u-algebra d( T) and the measure Y 
are always associated with it. The measurability of a real valued function on T 
will always mean relative to the g-algebras 9(R) and d(T). 
(A.5) The spaceL,(T, d(T), Y), 1 < p < co, will usually be abbreviated 
by L, . Whenever we write L,(T, d(T), ) v or L, without specifying the range 
of p, it will be understood that p satisfies the inequality 1 < p < co. The 
Banach space L, , 1 < p < co, will always be assumed i&mite dimensional, and 
separable. (For a sufficient condition and a necessary and sufficient condition on 
-01(T) and v that guarantee the separability of L, , 1 ,< p < on, see [7, pp. 168 
and 1771.) As usual, the conjugate space of L, , 1 < p < CO, will be denoted by 
L,; and the norm in L, will be denoted by 1) * [I9 . When no confusion seems 
possible, we use the same notation for a real measurable function on T and the 
corresponding equivalence class. 
The following definitions will be important to us. 
DEFINITION 2.1. Let (Et: t E T} be a stochastic process defined on a proba- 
bility space (Q, 9, P); it is said to be nwsurable if the map f from T x Q into 
R defined by (t, W) --+ f(t, w) is measurable relative to the o-algebras B(R) and 
xl(T) x 9. Let {It: t E T} b e a measurable stochastic process such that 
[(*, w) EL, a.s. [PI. Then it follows, from the measurability of the process and 
separability of L, , that the map defined by 
(2.1) 
is measurable relative to &f(L,) and 9. Define the probability measure t+ onL, by 
k(B) = P(~-‘W, (2.2) 
for every B E .%Y(L,). Then pe is called the measure induced by the stochastic 
process {ft: t E T} on L, . 
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DEFINITION 2.2. Let {tt: t E T} be a second-order process; then the mean 
function 0 end the second-moment function k of {tt: t E T) are defined by 
o(t) = E(5,) and k(s, t) = E([,[,), respectively; the covariance function K of 
(tt: t E T} is defined by K(s, t) = k(s, t) - O(s) o(t). It is not hard to prove that 
if {tt: t E T} is measurable, then the functions 0, k, and K are also measurable. 
3. CORRESPONDENCE BETWEEN GAUSSIAN MEASURES ON L, AND MEASURABLE 
GAUSSIAN PROCESSES WITH PATHS IN L, 
As mentioned in the introduction, the main results of this section are basic 
for the rest of the paper and are contained in Theorems 3.1 and 3.2. The later 
part of this section also contains some preparatory results which are needed 
in the following sections. 
The proof of Theorem 3.1 is obtained by means of Proposition 3.1, which 
constitutes an important part of the theorem; however, we have separated the 
proposition from the theorem for convenience and clarity. In Proposition 3.1, 
we make use of the fact that there exist Schauder bases in L, spaces. For a 
justification of this fact see [19, pp. 16-171. 
PROPOSITION 3.1. Let p be a probability measure on L,(T) = L,(T, A?‘(T), v). 
Let {&: j E N} b e a Schauder basis for L,( T), and let $j be a representative of the 
equivalence class $j for each j E N. Let t E T and x EL,(T); for each n E N, define 
s,(t, x> = f h(t) M-4 
j=l 
(3.1) 
where tj(x) is the jth coeficient of x in its expansion in terms of {Jj: j E N). Then, 
for each n E N, s, is measurable with respect to the u-algebras .9(R) and 
J%‘(T) x a(L,( T)); and the sequence {s,: n E N) has a subsequence which converges 
a.e. [u x ~1. 
Proof. Since .&‘s EL,(T) = L,*(T), the measurability of s,‘s is clear. Thus, 
we need only prove that {s,: n E N) has a subsequence which converges a.e. 
b x PI- 
Since v is u-finite, we can find a sequence {T,: m EN} of disjoint elements 
of&(T) such that a~( T,) < CO and u:-, T,,, = T. Denote by v, the restriction of 
v to T, , by &( T,) the a-algebra {B n T,,,: B E d(T)}, and by sp) the restriction 
of s, to T,,, x LB(T). Let x EL,(T), and let y be a representative of the equiva- 
lence class x. Then, we denote by x cm) the equivalence class of the restriction of 
y to T, . We divide the rest of the proof into three parts for the sake of clarity. 
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(a) There exists a subsequence &: k E N} of {sn: n E N) such that 
(s$: k E N} converges a.e. [v~ X ~1. 
Proofof( Let E > 0 and 2 E N be arbitrary but fixed. Set 
for each 71 E N. Since sz) is measurable relative to g’(R) and &( Tr) x +Y,( T)), 
it follows from 3.2 that F, E -02( TJ x a(&( T)). Let n E N and x EL,(T); and 
let 1, be the indicator function of F, and F,(x) be the set {t: (t, x) EF,). By 
Tonelks theorem, for each 71 EN, we have 
(3.3) 
Let x0 EL,(T) be fixed; then, by the definition of s,‘s, s,(., x0) + x,,(.) in L,( 7’) 
as n -+ 00. Since 
j, I Sn(C 4 - 4QlP bnw G j, I sn(4 4 - 40” 44, (3.4) 
for each x E&(T) and m E N, it follows that st)(., x,,) -+ #‘(.) in L,( Tr) z 
L,(T, , &(T& ~~‘1) as n + co. Thus, sc’(*, ~a) --t x:‘(.) in VI-measure as n -+ co, 
which implies that (sp)(., x0): n E N} is Cauchy in v,-measure; i.e., vl(F,(xo)) -+ 0 
as n -+ 00. Since x0 was arbitrary, we have that, for each x EL,(T), 
fn(4 = @‘n(4) - 0, (3.5) 
as n -+ KI; and, from (3.3), it follows that, for all n E N, fn’s are measurable 
functions from&(T) into R. Equations (3.3), (3.5), and the fact that vr and p are 
finite measures allow us to use the bounded convergence theorem to get 
Since I and E were arbitrary, we conclude from (3.6) that the sequence {SF’: n E IV) 
is Cauchy in v, x ~1 measure, hence it converges in v1 x p measure. Which 
implies the existence of a subsequence {sIsk (l) : k EN} that converges a.e. [vl x ~1. 
Denote by A, the elements of .xz’( Tr) x g(L,( T)), where (sit:: k E N} does not 
converge. 
(b) The sequence {sImk : k EN} has a subsequence (sZnk: k EN} such that 
{$L: k E N} converges a.e. [vz x ~1. 
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Proof of (b). The sequence {Q: R E N} is a subsequence of {s,: 7t E N}. 
This fact along with (3.4) imply that, for all x E L,(T), s:fb(x, *) --+ x@)(*) in 
L,(T2) = L,(T2, 4TJ, 4 as k -+ co. Now if we repeat the proof of part (a) 
replacing {s, : n E N} by {slek : k E N} and vi by v2 , we conclude that there exists 
a subsequence {sZsk: K E N} of {~i,~: k E N} such that {$~: k E N} converges 
a.e. [vz x ~1. Denote by A, the elements of &( T,) x B(L,( T)), where {s.$rL: K EN} 
fails to converge. 
(c) There exists a subsequence of {s,: n E N} which converges a.e. [V x ~1. 
Proof of(c). If we continue the process as in (b), at step j > 1 we will have 
a subsequence {s~,~ : k E N} of {s, : KZ E N} such that {$h: k E IV} converges on 
Tj x L9( T) off a vj x p null set A, . Moreover, (s~,~ : k E N} is a subsequence of 
(s~-~,~: k E N}, where ~s,~ = sk , for all k EN. Then, the subsequence 
-hc.k: k E N} of {s n : n E N} converges on T x L,(T) off the set A = UT=, A, . 
But Y X /J(A) = Cj”l ~j X pj(Aj) = 0, since T$‘s are disjoint. The proof is 
complete. 
THEOREM 3.1. Let ~1 be a probability measure on (L, , g(L,)). Then there 
exists a measurable process (g,: t E T} de$ned 07t (Q, g, P) = (L, , g(L,), p), 
almost all paths of which belong to L, . The measure pLE induced by {ft: t E T} (see 
(2.2)) on L, coincides with p. Further, if p is Gaussian, then {E,: t E T} is Gaussian. 
Proof. Let {s~,~: k E N} and A be the same as in the proof of part (c) of 
Proposition 3.1. We have that (+Jt, x): k EN} converges, for all (t, x) 4 A. 
Define 
1 
F-2 %.& x) if (t, x)4 A 
&, x) = (3.7) 
0 if (t, x) E A I 
Since v x /J,(A) = 0, it follows that the map 4 from T x L, into R is 
measurable relative to S?(R) and d(T) x B(L,). Set A, = (x: (t, x) E A} and 
A, = {t: (t, x) E A}. An application of Fubini’s theorem and the fact that 
v x p(A) = 0 guarantee the existence of a v-null set T, and a p-null set 51, such 
that if t $ T, , then s,,,(t, x) + {(t, x) as k --f co, for all x off the p-null set A,; 
and if x $ Q, , then q&t, X) + t;(t, X) as k -+ 00, for all t off the v-null set A, . 
Now define 
6% 4 = 5@> 4 &tnFk 4, (3.8) 
where (T, x J2)c denotes the complement of T, x Q. Then the map 5‘ from 
T x L, into R is measurable; and therefore by Fubini’s theorem, for each t E T, 
the map ft(.) is measurable from L, into R. Thus, {ft: t E T} is a measurable 
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process defined on (L, , .%?J&,), CL). M oreover, it follows, from (3.7), (3.8) and the 
definitions of TO , Sz, , A, and A, , that if x $ Q, , then, off the v-null set ‘4, v To , 
l(t, 4 = pc Sk,& 4; 
and if t $ TO, then, off the p-null set A,, 
(3.9) 
((4 x) = pt Sk,,& 2). (3.10) 
Let x $Q, . Since (s&e, x): K EN} . is a subsequence of {sn( ., x): n E N) (see 
Proposition 3.1 for the definition of s,) and since {sn(., x): n E N} converges to 
x( 3) in L, , we have that {s~,~( ., x): k E N} converges to x( *) in L, . Which implies 
that {~&a, x): k E N} has a subsequence which converges to x(a) a.e. [v]. From 
this and (3.9), we have that [(., x) = x(.) a.e. [v]. Thus, almost all paths of 
{ft: t E T} belong to L, . In view of this fact and the fact that {f,: t E T} is 
measurable, the map Y from Q into L, (Definition 2.1) is well defined. In order 
to prove that the measure pr induced by {fl: t E T} coincides with p, we only 
need to verify that the two measures agree on the algebra of the cylinder sets 
of L, . Since this verification is straightforward, we omit the details. 
The only thing that remains to be shown is that {tt: t E T} is Gaussian, if ~1 is 
Gaussian. In order to prove this it is sufficient (note that kt = 0 on T,,) to show 
that, for any n E N and t, ,..., t, E T,,c (the complement of TO), the r.v.‘s 
f t, ,-.*, tt, are jointly Gaussian. Since the family (4,: n EN} (see (3.1)) of r.v.‘s 
is jointly Gaussian, we have that, for each k E N, the r.v.‘s r&t1 , *) ,..., s,,,(t, , .) 
are jointly Gaussian. Using this, (3.10) and the fact that a.s. limit of Gaussian 
r.v.‘s is Gaussian we have the et, ,..., [in are jointly Gaussian. The proof of the 
theorem is now complete. 
THEOREM 3.2. Let (ft: t E T} be a measurable Gaussian process dejined on 
(Q, 9, P). ?f k(., QJ> EL, a.s. [PI, then the measure t.+ induced by {ft: t E T} on 
L, is Gaussian. 
The proof of the theorem will follow from the following proposition: 
PROPOSITION 3.2. Let (&: t E T} be a measurable Gaussian process defined on 
(Q, 9, P). Let [( ., CO) E h(T) = L,( T, JS’( T), v) a.s. [PI, and let the sample path 
integral Jr [(t, OJ) v(dt) be denoted by c( w a.s. [PI. Then 5 is a Gaussian random ) 
variable. 
Proof of Proposition 3.2. First we prove the proposition under the additional 
assumption that v(T) < co. Let k be the second-moment function of {&: t E T}. 
For each n E N, define 
PV, fJJ> = 5(t, u> 4S:7&.8)~&. (3.11) 
GAUSSIAN MEASURES ON L, SPACES, 1 <p < CO 389 
Then, for each n E N, (5 In’* t E T} is a measurable Gaussian process and .
<(n)(., w) ELM a.s. [PI, Denote by K, the second-moment function of 
(5, * VQ* t E T}. Let 7t E N be arbitrary but fixed. By (3.11), we have k,(t, t) < n. 
Using this and the fact that V(T) < co, we get 
c (3.12) 
From (3.12), we have that [(n)(*, w) EL,(T) 3 L,(Z', d(T), V) a.s. [I’]. This fact 
and the fact that P is a finite measure imply 
Let H(& . (*I* t E 7’) be the closure in L2(Q) = L,(Q, 9, P) of the linear manifold 
generated by the random variables (5 In): t E T}. Karhunen has defined an integral 
[ 11, p. 631 in the quadratic mean sense which we denote by K - Jr 5cn)(t, *) v(dt) 
to differentiate it from the sample path integral Jr [fn)(t, *) v(dt). We use the 
notation Qn)( .) for Jr {(“)(t, .) v(dt) and $n)(*) for K - jr Q”)(t, .) a(&). The 
integral K - Jr Q*)(t, *) v(dt) exists as an element of H([y’: t E T) iff [ll, p. 33, 
Lemma 63 
2= =?a - ss k,(s, t) v(ds) x v(dt) < co; 
TxT 
further, if the integral K - j {(“)(t, *) v(dt) exists, then c?(#“))~ = oQ2. The fact 
that un2 < co follows from (3.12) and Tonelli’s theorem. Thus r)tn) exists and 
since r)(n) E H([p’: t E T), it is Gaussian. Now we will show that [en)(w) = T(~)(U) 
a.s. [PI. Since r](m) is Gaussian, it will follow that t(n) is Gaussian. 
From Fubini’s theorem, (3.13) and the definition of un2, we have I?([(“))~ = ~7,~. 
By applying a property of Karhunen’s integral [II, p. 301, Fubini’s theorem, 
(3.13), and (3.14), we obtain 
qp’p) = 11 &p”‘(s, *) pyt, *)I v(ds) v(dt) 
TT 
= um2. (3.15) 
From (3.15) and the fact that c?(T+~))~ = S([(*))2 = u,“, we conclude that 
Q(] P) - v,I(~)])~ = 0; i.e., P)(w) = +(CPJ) a.s. [P]. This shows that t(n) is 
Gaussian. Since tt was arbitrary, we conclude that c(n)(*) = Jr [(n)(t, *) v(dt) is 
Gaussian, for all n E N. From the definition of (51”‘: t E T}, we have that, for 
each fixed w E Sz, [(n)(t, w + [(t, w) as n -+ co and ] Qn)(t, w)[ < ] [(t, w)I, for ) 
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all t E T. These facts and the fact that Jr j [(t, w)j v(&) < 03 a.s. [P] allow us to 
use the Lebesgue dominated convergence theorem to conclude 
a.s. [P] as n -+ CO. Since each jr Q@(t, .) v(&) is Gaussian, and since a.s. 
limit of Gaussian r.v.‘s is Gaussian it follows that ST [(t, -) I is Gaussian. 
We complete the proof of the proposition by dropping the hypothesis that 
v(T) is necessarily finite. Recall that v is assumed to be u-finite (see (A.4)). Choose 
a nondecreasing sequence {T, : m E N} of elements of &( T)such that V( T,) < co 
and uI=, T,,, = T. From what we have proved above, we have that, for each 
m EN, the random variable jr, {(t, .) v(dt) = ST {(t, .) IT,(t) v(dt) is Gaussian. 
This and an application of the dominated convergence theorem show that 
[(.) = Jr iJt, .) v(dt) is Gaussian. This completes the proof of the proposition. 
Proof of Theorem 3.2. Let f EL, . In order to prove the theorem, we have to 
show that Jr ((1, *) f (t) v(d) is Gaussian. Define [(t, w) = ((t, w) f (t); then 
(&: 2 E T} is a measurable Gaussian process with {(., w) E& a.s. [PI. From 
Proposition 3.2, we have that Jr ((t, .) v(dt) = Jr f(t, .)f(t) v(dt) is Gaussian. 
This completes the proof. 
Remark 3.1. Using Theorems 3.1, 3.2, and techniques used by Vakhania in 
[20], it can be proved that certain functions of the norm 11 . Ijz, are integrable 
relative to Gaussian measures on L, . These results were included in the original 
version of this paper [16]. However, they are deleted from the present one, since 
they can be derived from the recent work of Fernique [6] as well as that of 
Landau and Shepp [ 131. It may be mentioned that the above results of [ 161 were 
obtained without the knowledge of [6] and [13], which were brought to our 
notice by a referee and Dr. Shepp, respectively. Since we will have occasions to 
use one of the above-mentioned results of [16], we record it here for ready 
reference. 
PROPOSITION 3.3. Let p be a Gaussian measure on (L, , B(L,)) and let r > 0; 
t&n .f~, II x II; cL(d4 < 00. 
Remark 3.2. From the above proposition and the change of variable formula 
[7, p. 1631, it follows that if {et: t E T} is any measurable Gaussian process which 
induces the measure p on L, (Theorem 3.1), then 
jQ (II 4(*, w)ll’,) PWJ) = j, II x II:/44 < ~0, 
for every T > 0. 
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We will also need the following simple fact which is easy to verify. 
LEMMA 3.1. Let 5 be a Gaussian r.v. with &(“(5‘) = 0. Then, for all a > 0 and 
b > 0, we have 
41 5 I”) = C(a, b)[4 t lblalb, 
where C(a, 6) = 7((a + 1)/2)[r((b + 1)/2)]-(alb)rr(a-bleb). 
The rest of this section includes essentially the preparatory results. The main 
purpose is to prove Propositions 3.4 and 3.5 which will be needed in Sections 4 
and 5. We begin with a few elementary lemmas. 
LEMMA 3.2. Let (ft: t E T) be a measurable Gaussian process on (Jz, 9, P) 
with &*, W) EL, a.s. [PJ. Let 0 be the mean function of (f*: t E T); then 0 EL, and 
is the mean of the measure p induced by (ft: t E T} on L, (Theorem 3.2). 
Proof. Let # be the mean of p (see, for example, [15, Theorem 3.11). Letf be 
an arbitrary element ofL, EL, *. Then, by the definition of + and the change of 
variable formula [7, p. 1631, 
Thus, using Fubini’s theorem (which is applicable in view of Remark 3.2), we 
have STf(t)#(t) v(dt) = jTf (t) o(t) v(dt). Hence 0 = $ a.e. [v], and so @EL,, . 
LEMMA 3.3. Let {la: t E T} be a memrable second-order process oz (Q, 9, P) 
with mean function 0, second-moment fumtion k, amd covariance function K. Let 
1 < p < CO; then keJ2 EL, (i.e., STkpla(t, t) v(dt) < a~) a$ [ 0 I* E& and 
KPl2 EL 1’ 
Proof. The proof follows from the fact k(t, t) > @a(t) for alI t E T, 
Minkowski’s inequality for L, spaces, 1 < p < co, and the inequality 
1, I g(t) + NW4dt) < j-, I g(W44 + j-, I W’44, 
where 0 < r < I. 
PROPOSITION 3.4. Let (It: t E T) be a measurable Gaussian process 011 (Sz, 9, P) 
with mean fun&m 8, second-moment function k, a?zd covariance function K and let 
p E [l, GO). Then 1 [(a, w)/” EL, a.s. [P] t@fKp/2 E:L, and 1 8 17’ eL1 (which, in view 
of Lemma 3.3, is equivalent to kBla EL& 
683/2/4-4 
392 RAJPUT 
Proof. Assume KplZ and / 0 lP belong to L,, . The fact Kpfa ELM and 
Lemma 3.1 imply Jr&‘/ Et - G(t)/” v(dt) < co. Thus, using 1 0 1~ E&, we 
have Jr I E(t, w)l” v(dt) < cc a.s. [PI. 
Conversely, let f( ., U) EL, a.s. [PI. Then, by Lemma 3.2, 0 EL, . Now we 
show that KpiZ EL, . Let vn be any integer >p; then, by Minkowski’s inequality, 
we have 
8 (j I ~~~, *I - @Wl’@Q) < t ( ;) jQ (II EC., wIl’,)(ll @ II;-‘) P&J). (3.16) 
T 7=0 
The right-hand member of (3.16) is finite, by Remark 3.2. The proof now follows 
by Lemma 3.1. 
Let f E L, (EL,*) and x EL, . From now on, we shall use the notation f (x) for 
JTf (t) x(t) I, for the sake of b revity. The proof of Proposition 3.5 will partly 
depend on the following lemma: 
LEMMA 3.4. Let K be a symmetric nonnegative definite measurable function 
from T x T into R satisfying 
s 
Kp’2(t, t) v(dt) < co, (3.17) 
T 
where 1 < p < co. For each f E L, (=L,*), de&e (pointwise) 
(Sf )(s) = j* K(s, 9f 0) w* (3.18) 
Then S is a bounded linear operator from L, into L, . Further, it is symmetric and 
nonnegativedeJiniteinthesensethatf(Sg) =g(Sf)andf(Sf) 3 O,f,gEL,. 
Proof. Since K is symmetric and nonnegative definite, we have, for all 
s, t E T, 
1 K(s, t)l < K1/2(s, s) K1i2(t, t). (3.19) 
From (3.17)-(3.19) and the fact thatf E L, , it follows that 
I(Sf )(4l” d Kp’2(~, 4 [ jT K1’2(t, t)f (t) v(dt)]’ 
< KP’2(~, s)[ll K1’2 Mf Il2, 
where II IW2 &, = (Jr Kp12(t, t) v(dt))lt”. Therefore, 
II Sf llz, < (II Kl” Il,)“(llf II,) < coo. (3.20) 
Thus, (3.20) shows that S maps L, into L, continuously; the rest is obvious. 
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DEFINITION 3.1. Let K be a symmetric nonnegative definite measurable 
function from T x T into R satisfying (3.17). The continuous linear operator S 
from L, into L, defined by (3.18) is called an SD-operator. The function K is 
called the kernel of S. Note that if K and K’ are two kernels of S then K = K 
a.e. [V X v]. 
PROPOSITION 3.5. Let TV be a Gaussian measure on L, . Then there exists 
a unique SD-operator S from L, into L, such that 
g(Sf) = j, [f(x) - f  (@Mm - ml I+42 (3.21) 
Jor all f ,  g EL, , where 0 is the mean of TV. 
Proof. Let {Et: t E T} be a measurable Gaussian process which induces the 
measure TV (Theorem 3.1). By Lemma 3.2, 0 is the mean function of (4,: t E T}. 
Let K be the covariance function of the process, then by Proposition 3.4, 
IQ12 EL, . In view of Lemma 3.4, K determines an S, operator from L, into L, . 
Denote this operator by S. By Proposition 3.3, we have 
S4fz(x) I < Ilf 11: S, II x iiW4 < ~0, f  EL, = L,*. (3.22) 
Recall that, as explained in the paragraph following the proof of Proposition 3.14, 
f(x) = jrf(t) x(t) v(dt), etc. Using (3.22), Fubini’s theorem and the change of 
variable formula, we have 
j, [f(x) - f  Pm(x) - ml CL@4 = j j m 4 As> f  (t) +s) 4dt) = g(Sf )* 
T T  
This proves (3.21); the uniqueness of S follows from an application of the 
Hahn-Banach theorem and (3.21). 
DEFINITION 3.2. The operator S as defined in Proposition 3.5 will be called 
the covariance operator of CL. 
4. A ZERO-ONE LAW FOR GAUSSIAN MEASURES ON FRBCHET 
SPACES AND APPLICATIONS 
We begin by stating the first two results of this section. 
THEO-M 4.1. Let X be a separable Frkhet space and let t.~ be a Gaussian 
measure on (X, 6%(X)). Let G be a subgroup (relative to vector addition) of X which 
belongs to ./2?(X) (th e completion of@(X) relative to p); then p*(G) is either 0 or 1. 
394 RAJPUT 
THEOREM 4.2. Let (C,: t E T} be a measurable Gaussian process on (Q, C%, P), 
with mean function 0, second-moment function k, and covariance function K; and 
let p E [l, co). Then, either / <(., w)lP ELM a.s. [P] or / I(., w)I” $L, a.s. [PI, and 
these alternatives occur according as 1 0 IP and Kplz belong to L, (equivalently 
kP12 EL,) or at least one of 1 0 II? and KpJ2 does not belong to L, (equivalently 
kp12 $ L,). 
From Theorem 4.2, we obtain the following two corollaries: 
COROLLARY 4.1. Let {[r: t E T} be a measurable Gaussian process on (a, %‘, P) 
with mean function 0, second-moment function k, and covariance function K. Let 
f be any real valued measurable function on T, and let p E [I, co). Then, either 
f I iI., w)lp EL1 a.s. [PI or f I 5(., w)lp 4L, a.s. [PI, and these alternatives occur 
according as f 1 0 Ip, and fKPJ2 belong to L, (equivalently fkp12 EL,) or at least one 
off 1 0 12, andfKpJ2 does not belong to L, (equivalently fkPi2 $ L,). 
COROLLARY 4.2. Let {&: n EN) be a sequence of jointly Gaussian r.v.‘s on 
(Sz, %, P) with mean function 0, second-moment function k, and covariance function 
K. Let {a,: n E N} be a sequence of real numbers and let p E [l, co). Then, either 
Z.,“=, I a, I I 5, Ip < 00 a.s. [P] or CL, j a, j I 5, Ip = co a.s. [PI, and these 
alternatives occur according as ~~=, I a, / KPi2(n, n) and ~~zf=, 1 a, j I O(n)1 P are both 
jinite (equivalently cf, I a, lk”t2(n, n) < co) or at least one of Cz=‘=, j a, I I o(n)]” 
and x,“=, / a, IKPt2(n, n) is in$nite (equivalently Cl, / a, lkp12(n, n) = 00). 
Remark 4.1. The O-l law part of Corollary 4.1 for continuous paths, zero 
mean Gaussian process and, 0 < p < 00, (with T = [0, l] , d(T) = Bore1 
subsets of [0, l] and v = the Lebesgue measure) was recently proved by 
Kallianpur [lo, Theorem 31. Corollary 4.1 for a Wiener process and a zero mean 
continuous covariance Gaussian proces for p = 2 (with (T, d(T), v) as in the 
previous sentence) were earlier proved by Shepp [18, Section 191 and Varberg 
[22, Theorem 31, respectively. Our result (Corollary 4.1) unifies and extends all 
three results mentioned above, for the case 1 < p < 00. 
Now we proceed to supply the proofs of Theorems 4.1 and 4.2 and Corollaries 
4.1 and 4.2. The proof of Theorem 4.1 essentially depends on a O-l law of 
Kallianpur [lo, Theorem 21 (indeed a slight extension of it due to Jain [S]), and 
the proof of Theorem 4.2 depends on Theorems 4.1 and 3.1. 
Proof of Theorem 4.1. Denote by Y the separable Frechet space of all real- 
valued continuous functions on R endowed with the topology of uniform 
convergence on compact subsets of R [12, p. 811, and by a(Y) the u-algebra 
generated by the sets of the form {y E Y: (y(tI),...,y(tn)) EB}, where n E N, 
tl,..., t, E Rand B E W(R”). It is shown in Lemma 3.1 of [15] that%(Y) = a’,(Y), 
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the u-algebra generated by the cylinder sets of Y. Since it is known that 
g’,(Y) = g’(Y) [l, p. 1001, we have%!(Y) = B(Y). 
Since every separable FrCchet space is topologically isomorphic with a closed 
subspace of Y [12, p. 2181, there exists a linear l-l bicontinuous map Q, from X 
into a closed subspace of Y. For every B E B(Y), let ,ur(B) = /.L . @-l(B); then 
,~r is a Gaussian measure on (Y, 9?(Y)). Since G E 9?(X), G = H u D, where 
HE B(X) and D is contained in the p-measure zero set M of a(X). Since @ is 
bicontinuous and @p(X) is a closed set of Y and hence an element of B(Y), it 
follows that the sets H’ = Q(H) and M’ = @(M) belong to B(Y). Clearly 
G’ = Q(G) = H’ u D’, where D’ = O(D), which is contained in M’. Since 
h(M’) = p(@-l(@(M)) = p(M), it follows that pl(M’) = 0. Thus, G’ E g(Y), 
where B(Y) is the completion of 99(Y) relative to p1 . Thus, from the first 
paragraph of this proof, we have that G’ E e!(Y) (the completion of%(Y) relative 
to t4 
Let K(s, t> = Jyy(s) ~(9 AMY) - (J’YYN pl ~Y))(.!YY(~) PI), s, t E R, 
then it is easy to prove that K is continuous on R x R. Thus, the functions in the 
reproducing kernel Hilbert space H(K) of K [lo] are continuous on R; therefore, 
H(K) C Y. 
Thus, H(K), Y and the measure p1 on (Y, e(Y)) satisfy all the hypotheses of 
Theorem 1 of [8] except for the fact that o(t) = Jry(t) pr(dy) is not necessarily 
zero for all t E R. It is observed in Theorem 1 of [3] that the above result of [8] 
also holds without assuming that o(t) = 0 for all t E R. Thus, since from the 
previous paragraph G’ E a(y), &G’) = 0 or 1; and therefore, since 
pl(G’) = p(G), p(G) = 0 or 1. 
Proof of Theorem 4.2. Choose an element g of L, such that g(t) > 0 for all 
t E T (such ag exists, because v is a-finite). Define the function h from T into R by 
g(tyyz(t, t)1’2 h(t) = ]g(t)llP if k(t, t) > 1 I if h(t, t) < 1 ’ (4.1) 
Let q(t, w) = h(t) {(t, w), then {Q: t E T} is measurable and Gaussian. From (4.1), 
Jr [&‘(,(t, .))2]“/2 v(dt) = Jr [h2(t) k(t, t)]“i2 v(d) < &g(t) v(d) < co. Thus, 
from Proposition 3.4, q( *, w) EL, a.s. [PI. Let p be the Gaussian measure induced 
by {Q: t E T} on L, (Theorem 3.2). We will prove that probability of the set 
D = /ceSl:jT (I h(t)]-“] q(t, w)l”) v(d) < co 
1 
= {CO ~52: 5(*, w) EL,} 
is 0 or 1. Note that, since {&: t E T} is measurable, D E 9’. 
Let G denote the set {x EL,: Jr 1 h(t)l-9 ) x(t)Jp v(d) < co). Then, as follows 
from [lo, p. 2101, G is a sublinear manifold (and hence a subgroup of L,). Let 
{ft: t E T) be the measurable Gaussian process defined on (L, , g(L,), p), as 
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constructed in the proof of Theorem 3.1. Then, as is shown in the proof of 
Theorem 3.1, there exists a ~-null set Q, such that t(., x) = h: a.e. [v], for all 
x # Q,, , and t( ., x) EZ 0 for all x E 1;2,, . Let G’ denote the set 
Since (1 h(t)]+f,: t E T) is product measurable, G’ E B(L,). From the definitions 
of G and G’, the facts that 4( *, x) = x a.e. [v], for all x 4 52, , and t(*, X) s 0, 
for all x E Q, , we have G’ n QsC _C G C G’ and G = (G’ n a,-,~) u Q1 , where 52,~ 
denotes the complement of 52, and Q!, is a subset of Q0 . Thus, G E a(L,), the 
completion of B(L,) relative to t.~; therefore, by Theorem 4.1, p(G) is either 0 
or 1. We assert that P(D) is either 0 or 1. Indeed, we will show that P(D) = 1, if 
p(G) = 1; and P(D) = 0, if ,u(G) = 0. First let p(G) = 1. Since 
G = (G’ n sZoc) u Ql , 
it follows that p(G) n Qsc) = 1. But .Y-l(G’ n sZsc) C Y-l(G) (see (2.1) for the 
definition of S), therefore 
1 = I*(G’ n sz,“) = P[I-I(G’ n sz,C)] < P[9’--l(G)] = P(D); 
i.e., P(D) = 1. Now let p(G) = 0. Ag ain, using the fact that G = (G’ n Qc) u Ql, 
we have p(G’ n Q,c) = 0. Since G’ = (G’ n QoO) u 52, and since &Qs) = 0, 
it follows that p(G) = 0. From this and from the fact that G _C G’, we have 
P(D) = &Y--l(G)] < P[Y-l(G)] = p.(G) = 0. Thus, P(D) = 0. 
We have thus shown that either t(., w) EL, a.s. [P] or f(., w) $ L, a.s. [PI. 
This, along with Proposition 3.4, now completes the proof. 
Proof of Corollary 4.1. Apply Theorem 4.1 to the measurable Gaussian 
process (1 f(t)lllp&: t E T}. 
Proof of Corollary 4.2. Follows from Corollary 4.1, by taking T = N, 
d(T) = all subsets of T and Y the counting measure. 
For the rest of this section, we assume that T is a Bore1 subset of R, d(T) is 
the class of Bore1 subsets of T and v is any nonnegative u-finite measure on 
(T, ZJZ’( T)). The hypothesis that L, = L,(T, d(T), v) is separable is also in 
effect. We now state and prove the final result of this section. 
THEOREM 4.3. Let {&: t E T} be a measurable Gaussian process defined on 
(~2, 9, P) such that [(*, CO) EL, as. [PI; and let {gll: n EN) be any sequence of 
elements of L, = L,*. Let {c,,: n E N} be the sequence of Gaussian r.v.‘s defined 
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by Jn(w) = ST &t, w) g,(t) v(dt) (Theorem 3.2). Let (fn: n E N} be any sequence of 
real continuous functions on T. Then, the series 
(4.2) 
converges uniformly in t on T with probability 0 or 1. If, in addition to the above 
hypotheses, we assume that the series in (4.2) converges in probability, for every 
t E T, to a separable (relative to closed sets) process (Q: t E T}, then it converges to 
(Q: t E T} uniformly in t on T with probability 0 or 1. 
Proof. Let D, be the w-set where the series in (4.2) converges uniformly in 
t to T; then 
D, = fi G n n lo 4: [ iIf w ( G uj. 
m=ln=d j>i>n t=T 
Since f,.‘s are continuous on T, T can be replaced by any countable dense subset 
of it in the expression of D, . It follows that D, E St. Let p be the Gaussian 
measure induced by {&: t E T} on L, (Theorem 3.2). Let 
GI = 
I 
x EL,: f frW j-, 44 id 1 (d ) s v s converges uniformly in t on T 
?=l I 
and 
G’ = x EL,: 5 fr(t) j-, &4 gr( 1 Cd > 
I 
s v s converges uniformly in t on T , 
r-1 I 
where {t9: s E T} is the measurable Gaussian process defined on (L, , &?I(L,), p), 
as constructed in Theorem 3.1. Then, G1 is a linear manifold (and hence a 
subgroup) of L, and Y-l(G,) = DI (see (2.1)). Now the proof of the fact that 
P(DI) is 0 or 1 follows by repeating the arguments used in the proof of 
Theorem 4.2 replacing D by D, , G by G1 , and G’ by G,‘. 
For the proof of the last part of the theorem it is sufficient to show that if the 
series in (4.2) converges uniformly in t on T with probability 1 and if {$: t E T} 
denotes its limit, then +j(t, w) = -q(t, w), for all t E T, off a P-null set P,, . Let A 
be a countable separating set and F be the P-null set appearing in the definition of 
separability of {Tt: t E T}. Since for each t E T the series converges in probability 
and since it converges uniformly on T with probability 1, it follows that, for 
every tj E A, there exists a P-null set Ft, such that tj(tj , w) = q(tj , w) off Ft, . 
Let G be the P-null set where the series in (4.2) does not converge uniformly to 
ij(t, w). SetF,, = F u G u (ut, F,,>. Then, P(F,,) = 0. Let w. $F,, and t, E T n AC 
(AC = the complement of A); then, by separability of {Q: t E T}, there exists a 
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sequence {sn: n E N} in A such that s, -+ t, and q(sn , +,) -+ ~(t, , wO) as n + cc 
[5, p. 591. By uniform convergence of the series in (4.2), +j(., w,,) is continuous 
on T. Thus, f(sn , w,,) -+ +j(tO, wa) as n -+ cc; but ?j(sn , WJ = ~(s, , ~a), for all 
n E N, and ~(s, , wa) -+ ~(t, , w,,), it follows that ~(ta, UJ~) = 7j(t0, wJ. This 
completes the proof. 
Remark 4.2. From Theorem 4.3, it easily follows that the series representa- 
tions obtained by Cambanis and Masry in Theorems 5 and 6 of [2] for a weakly 
continuous measurable process {&: t E T) (T a Bore1 subset of R) converge 
uniformly in t on T with probability 0 or 1, provided we assume in addition that 
{&: t E 7’) is separable and Gaussian. It is worth pointing out that the series 
representation given in Theorem 6 of [2] coincides with the Karhunen-Loke 
(K-L) expansion when the process {&: t E T} is mean square continuous and T 
is a compact interval of R. Therefore, Theorem 4.3 also gives a O-l law for the 
uniform convergence in t on T of the K-L expansion for the mean square 
continuous Gaussian process provided we assume that the process is separable 
and measurable, which, as is well known, are not restrictive hypotheses. If in 
addition the paths are continuous, then it is shown in [9] that the K-L expansion 
converges uniformly on any compact interval with probability 1. 
5. THE CHARACTERISTIC FUNCTION AND THE TOPOLOGICAL 
SUPPORT OF GAUSSIAN MEANJRES ON L, 
In this section we characterize a Gaussian measure on L, in terms of its 
characteristic function [15] and obtain its support [15] in terms of its mean and 
covariance operator. Specifically, we prove the following two theorems: 
THEOREM 5.1. (a) Let p be a Gaussian measure on L,; then the characteristic 
function x of TV is given by 
x(f) = exp {if (0) - ifC?f)l, (54 
for every f E L, where 0 and S are the mean and the covariance operator (Dejnition 
3.2) of EC, respectively. 
(b) Conversely, a function x on L, of the form (5. l), where 0 EL, and S is an 
S,-operator (see DeJinition 3.1) from L, into L, , is the characteristic function of a 
unique Gaussian measure p on L, . Moreover, 8 and S are, respectively, the mean 
and the covariance operator of CL. 
THEOREM 5.2. Let TV be a Gaussian measure on L, w ithmean 0 and covariance 
operator S. Then the support of p is 0 + S(L,,), where s(L,) denotes the closure in 
L, of the set S(L,). 
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Remark 5.1. An analog of Theorem 5.1 for 1, spaces, 1 < p < co, was 
formulated by Vakhania [21]. Similar result for real separable Hilbert spaces 
was proved earlier by Mourier [14, p. 2431. Note that this result of Mourier 
follows by an application of the Riesz representation theorem and Theorem 5.1. 
Remark 5.2. As noted in Section 1, the fact that the support of a Gaussian 
measure on a L, space is the sum of its mean and a closed subspace of L, is 
known (see, for example, [9] or [15]); the only point of Theorem 5.2 is to prove 
that this subspace is the closure of the range of the covariance operator of the 
measure. 
The proof of Theorem 5.1 (b) depends on the following lemma, which is also 
of independent interest. 
LEMMA 5.1. (a) Let K be a symmetric nonnegative de$nite measurable function 
from T x T into R, and 0 be a measurable function from T into R. Then there 
exists a measurable Gaussian process {ft: t E T} de$ned on (Q, 3, P) such that its 
mean function = 0 a.e. [v] and its covariance function = K a.e. [v x v]. 
(b) If, in addition, we assume that ST kri2(t, t) v(dt) < 00, then [(*, W) EL,(V) z 
L,(T, S?(T), V) a.s. [P], where k(s, t) = K(s, t) + O(s) o(t). 
Proof. Choose an element y E L,(v) such thaty(t) > 0 a.e. [v] (such a choice is 
possible, since v is u-finite). Let z be the function from T into R defined by 
z(t) = 
I 
W, 4 if 0 < k(t, t) < 1 
Wt, t) if k(t, t) > 1 1 * 
Define a measure A on (T, d(T)) by the relation (dA/dv)(t) = y(t) z(t). It follows 
that A is a finite measure, and X and v are equivalent (i.e., mutually absolutely 
continuous). Further Jr k(t, t) X(dt) < co; this fact, along with Lemma 3.3, 
implies 
s K(t, t) X(dt) < co, (5.2) T  
s 
W(t)h(dt) < co. (5.3) 
T  
Using separability of L2( ) v and the definition of h, it is easy to show that 
L,(h) = L2( T, d(T), A) . is a 1 so separable. From (5.2) and (5.3), 0 E L,(h) and K is 
a kernel of an &-operator S from L,(h) into itself. Let Y be an isomorphism 
of L,(h) onto I,; and Iet {e,: n E N) be a Hilbert basis of L,(A). Then 
{& = Y(e,): n E N) is a Hilbert basis of Z2 . Let S = Y o S o Y-1; then S is 
an &-operator from Za into itself with kernel {s^(m, a): (m, n) EN x IV}, where 
s”(m, n) = <a,,, , S(Q) and (,) denotes the inner product in Z2 . (Here we are 
viewing Z2 as L,(N, d(N), c), where d(N) is th e u-algebra of all subsets of N and I 
400 RAJPUT 
is the counting measure.) Further, it follows, from (5.2) and the definition of SA, 
that s” is symmetric and nonnegative definite with 
Since s” is symmetric and nonnegative definite, by Kolmogorov’s existence 
theorem, there exists a Gaussian process (cn: n E N} defined on some probability 
space with &‘([,) = &(rz) 2 Y(O)(n) and S(&&) - a((,) S({,) = s”(m, n) (see, 
for example, [5, p. 721). It is clear that (<,: n E N) is measurable. From (5.4), the 
fact that 6 E Za , and Proposition 3.4, it follows that almost all paths of the 
process {&,: n E IV) belong to 1,. Thus (5,. * 71 E N) induces a Gaussian measure 
@ on I, (Theorem 3.2). Further, from Lemma 3.2 and Proposition 3.5 the mean 
and the covariance operator of i; are 8 and S, respectively. Set p = $ 0 Y. Then 
it is easy to verify that p is a Gaussian measure on L,(X) with mean 0 and 
covariance operator S. Using this, Theorem 3.1, Lemma 3.2, and Proposition 3.5, 
we get a Gaussian measurable process (St: t E T} defined on a probability space 
(Q, g’, P) such that its mean function = 0 a.e. [A] and its covariance function = 
K a.e. [A x h]. Since h and v are equivalent, it follows that X x h and v x u are 
equivalent (see, for example, [23, p. 401). F rom this it follows that the mean 
function of {ft: t E T} is equal to 0 a.e. [v], and the covariance function of 
(ft: t E T} is equal to K a.e. [V x v]. This completes the proof of part (a). The 
proof of part (b) is immediate from Proposition 3.4. 
Remark 5.3. After having shown, in the above proof, that 0 EL%(A) and S 
is Ss-operator on L,(h) into itself, we could have evoked the known result (see, 
for example, [21, p. 15601) which states that for the pair (0, S) there exists a 
Gaussian measure p onL,(h) with mean 0 and covariance operator S, respectively. 
However, we have deliberately avoided the use of this result and based our 
proof on the Kolmogorov existence theorem and Theorem 3.2 in order to 
supply a proof of Theorem 5.1(b) f or all L,(V) without assuming the validity of 
this theorem (i.e. part (b) of Theorem 5.1) for L,(X) (and hence for L,(v)). 
Proof of Theorem 5.1. First we prove part (a). Letf e L,; then it is clear (see, 
for example, [4, p. 2891) that 
x(f) = w Hf> - WYf> - ~~(f))h 
where I = St,f(4 144 and u”(f) = JL,fa(x) p(h). The proof now 
follows from Proposition 3.5. 
Now we prove part (b). Let K be the kernel of S; then K is symmetric, non- 
negative definite, and measurable from T x Tinto R with Jr Kpl*(t, t) v(dt) < CO. 
From these facts and Lemma 5.1, there exists a measurable Gaussian process 
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(ft: t E T} on a probability space (Q, 9, P) such that its mean function = 0 a.e. 
[v] and its covariance function = K a.e. [V x V] with E( ., W) EL, a.s. [J’J. From 
these facts, Theorem 3.2, Lemma 3.2, and the proof of Proposition 3.5 it follows 
that (6,: t E T) induces a Gaussian measure TV on L, with mean 0 and covariance 
operator S with the kernel K. Now using part (a) we have that the characteristic 
function of TV is of the form (5.1). Finally, we show that TV is unique. Let k be 
another Gaussian measure with the same characteristic function. Then, for any 
n EN and any fi ,..., fn E L, , the joint characteristic function of the n-vector 
(fi ,..., f,J of random variables is the same under h and CL. Therefore, ~11 and p 
coincide on the cylinder sets of L, , and hence on a(L,). 
Proof of Theorem 52.1 Define the measure Tao on L, by p@(B) = ~(0 + B), 
for every B E @(L,). Then, pe is Gaussian on L, with mean zero and covariance 
operator S. It is easy to verify that D is the support of po iff 0 + D is the support -- 
of p. Thus we need only show that the support D of ps is equal to the set S(L,). 
It is known that the support of ps is a closed subspace of L, [9, p. 8921. 
Therefore, it is enough to show that DI = Sz)‘-, where Dl (respectively, 
s(L,)-!-) denotes the annihilator of D (respectively, of s(L,)). Let f~ Dl be 
arbitrary but fixed. Then, 
x(f) E 1, exp {if (4 &4 = 1, exp{if (x)> &dx) = 1, 
since f (x) = 0, for each x E D, and p@(D) = 1. Since x( f ) = exp(- $f(Sf)} (by 
Theorem 5.1), we have exp{- +f(Sf)} = 1. Thus,f(S’) = 0. Let u, w EL,; then 
the generalized Cauchy inequality, 
(l&SW))* < u(Su) * w(Sw), (5.5) 
can be shown to hold using similar arguments as used to prove the Cauchy 
inequality for inner products. Using the fact f (Sf) = 0 and (5.5), we have 
f (Sg) = 0, for all g E Lq . Thus f E S(L,Jl. By continuity off, it follows that 
f E s(L,)I. This shows that Dl C S(L,)‘-. Now we show that S(L,J’- C Dl. Let 
f E S(L,J’- and t be any real number; then 
xW> = 1, expGtf(4 ~444 = expi- $WXf N = 1, 
since f (Sf) = 0. Thus, 
s [l - cos(tf(x))] /.&AX) = 0. (5.6) D 
Let I&(X) = 1 - cos(tf (x)); then & is nonnegative and continuous on D. 
1 This proof is similar to the proof of Theorem 4.1 of B. S. RAJPUT, Gaussian measures 
on Banach spaces, Theor. Prob. Appl., to appear; it is included here only for completeness. 
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If h is a nonnegative real continuous function on L, with sLD h(x) CL(&) = 0, 
then, using the definition of the support, it is easy to prove that h(x) = 0, for all x 
belonging to the support of CL. Thus, since zt+ is nonnegative and continuous on 
L, , it follows, from (5.6), that #Q(X) = 0, f or all x E D. Since t was arbitrary, 
we have that cos(tf(x)) = 1, f or all t E R and x ED. Thus, f(x) = 0, for all 
x E D. Hence f E D'. Therefore, S(L,)' C Dl. The proof is now complete 
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