Introduction
============

Biomechanics of rhythmic movements and cycles are -to a large extent- the application of Newtonian mechanics to the physiology and neuromuscular skeletal systems \[[@B1]\]. Of all actions with recurring patterns, walking is the most remarkable one that has reached to an exciting phase of research. As far as study of the actions like walking is helpful to investigate, the functional aspects of human locomotion, details, different stand points, and new angles of the influential factors such as stability, efficiency and above all control of biomechanical simulations should be studied more accurately.

Leg Locomotion
--------------

The leg locomotion is one of the most complicated motions of a human body or similarly structured humanoid robots due to its complicated physics \[[@B2]\]. The human walking is characterized by excellent efficiency, stability and neural muscular control \[[@B3]\]. Walking is a complex task with some branches of biomechanical minors that must be successfully performed including body support, forward propulsion, and leg swing. \[[@B4], [@B5]\]. The basin (pan), thigh and foreleg complex is a versatile complex of joints, muscles, bones and neurons where the Central Nervous System (CNS) determines a gait pattern with an appropriate balance between efficiency and stability \[[@B3]\] of the mentioned complex which forms the neuromuscular control mechanism.

This control mechanism is not limited to foot motion since it is also capable of controlling the arm movement, though it hasn't been considered as a cyclic motion. The point that most biomechanical control engineers have targeted is to control the human motions with the stability that the CNS performs. For that, a more precise study on each part of the human walking or running could result in better outcome.

SIDP System
-----------

Due to importance of biomechanical motions, such as walking, running or arm motion, in improving prosthetics for gait-impaired, helping to correct neural muscular deficiencies, or building better two legged (biped) walking robots \[[@B6]\], they have to be simulated by a more stable model with better efficiency and accuracy. For this purpose, the whole walking motion can be simulated as an inverted pendulum, where one-leg locomotion with a stopper at the lower joint corresponds to a self-impact double pendulum; controlling of which is a benchmark problem in biomedical and control engineering. That's why perhaps the human beings have the most sophisticated brain and CNS system among all animal kingdoms consisting of some 10 billion neurons and 60 trillion interconnections among them \[[@B7]\]. It is also important to note that the stability and control of the simulated single-leg or single-arm motions, as the most significant body movements, have large consequences on the behavior of the whole body locomotion. Furthermore it has been proved that poor lower extremity neuromuscular control during athletic movements may create potentially injurious alignment and excessive knee joint forces \[[@B8]\]; this emphasizes the importance of advancing researches through these simulations. A few of researchers have considered the dynamic modeling of Self Impact Double Pendulum but there is less information available about the control of one leg locomotion as one part of whole gait cycle despite its leading role in biomedical engineering.

Material and Methods
====================

Modelling of SIDP
-----------------

The way in which the humanoid systems particularly the gait cycles are modeled is a determining factor since this study has proved that the loading response that occurs as the foot impacts the ground during single leg landing, creates a chain reaction through multiple joint linkages \[[@B9]-[@B11]\].

In case of biomechanical modeling, the basin, thigh, knee, and forelegs complex, which consists of bones, tendons, etc., can be simulated as two links; where thigh is considered as the first link that is jointed with basin and knee. Also, the foreleg is assumed as the second link that is connected to thigh by knee. The knee joint (the lower joint) by itself is considered as a patella-femoral joint.

To simply model the SIDP, the upper-link rotation angle from a vertical position is denoted by *θ*~1~ and the corresponding rotation angle for the lower-link by *θ*~2~. The length of link between basin and knee joints is shown by *l*~1~ and *l*~2~ does the same for the link which is between knee and ankle. Also, an actuator is attached to each joint in addition to a torsional spring-damper system that has been installed on the lower joint to model and simulate the constraint, see [figure 1](#F1){ref-type="fig"}. Furthermore, friction and other dissipating forces have been assumed negligible.

![The schematic and parameters of the model.](jbpe-4-91-g001){#F1}

Modelling of the Constraint in SIDP
-----------------------------------

The constraint in SIPD has been divided in two categories as follows:

-   Forward constraint

-   Backward constraint

The forward constraint occurs when θ~2~\> θ~1~. Considering the Unit-Step Function that acts and also applies force whenever θ~2~\> θ~1~, the system accelerates toward the reverse direction. ([figure 2](#F2){ref-type="fig"})

![Schematic and real joint self-impact knee joint, between thigh and shank in front and rear, when running fast.](jbpe-4-91-g002){#F2}

There another constraint can appear in the condition that θ~2~ is negative and θ~1~-θ~2~\>(120°=2π/3 *rad*), and is called "Backward constraint". To simulate this constraint, the unit-step function has been employed again. In fact, the force and damper spring will be applied to the system when the stopper takes action. The moments implied to the system exist out of the control command; so, the controller does not perceive the constraint and tries to turn the new situation of the system to the desired one. ([figure 2](#F2){ref-type="fig"})

Mathematical Modelling of SIDP
------------------------------

Detailed discussion for deriving the Lagrangian equations of the dynamical system is given in \[[@B12]\]; moreover the state space equations will be obtained in the following section.

State Space Representation
--------------------------

The state-space form of dynamical equations of a swing leg modelled as a constrained double pendulum may be developed in the following set of equations:

$$\overset{.}{x_{1}} = x_{2}\mspace{9mu}\left( 1 \right)$$

$${\overset{.}{x}}_{2} = \text{w}\left\{ {\left( {{u}_{1} + \text{z} - {M}_{\text{fwd}} - {M}_{\text{bwd}}} \right)R - \left( {{u}_{2} + q + {M}_{\text{fwd}} + {M}_{\text{bwd}}} \right)B} \right\}\mspace{9mu}\left( 2 \right)$$

$${\overset{.}{x}}_{3} = x_{4}$$

$${\overset{.}{x}}_{4} = \text{w}\left\{ {\left( {{u}_{2} + q + {M}_{\text{fwd}} + {M}_{\text{bwd}}} \right)A - \left( {{u}_{1} + \text{z} - {M}_{\text{fwd}} - {M}_{\text{bwd}}} \right)B} \right\}\left( 4 \right)$$

in which, the state variables are:

*x*~1~=*θ*~1~: Angular displacement of the upper link

*x~2~=θ̇~1~*: Angular velocity of the upper link

*x*~3~=*θ*~2~: Angular displacement of the lower link

*x~4~=θ̇~2~*: Angular velocity of the lower link

and,

$$A = \frac{\left( {\text{m}_{1} + {3\text{m}}_{\text{2}}} \right){l}_{1}^{2}}{3}$$ $$B = \frac{\text{m}_{2}{l}_{1}{l}_{2}\text{cos}\left( {x_{1} - x_{3}} \right)}{2}$$ $$\text{w} = \frac{1}{{AR} - {B}^{2}}\mspace{9mu} R = \frac{\text{m}_{2}{l}_{2}^{2}}{3}$$ $$\text{z} = - \frac{\text{m}_{2}{l}_{1}{l}_{2}}{2}x_{4}^{2}\text{sin}\left( {x_{1} - x_{3}} \right) - \frac{\left( {\text{m}_{1} + 2\text{m}_{2}} \right)}{2}g{l}_{1}sinx_{1}$$ $$q = \frac{\text{m}_{2}{l}_{1}{l}_{2}}{2}x_{2}^{2}\text{sin}\left( {x_{1} - x_{3}} \right) - \frac{\text{m}_{2}g{l}_{2}}{2}sinx_{3}$$

Where, the moments that simulate forward and backward constraints and contain approximated step function are:

$${M}_{\text{fwd}} = \frac{k\left( {x_{1} - x_{3}} \right) + c\left( {x_{2} - x_{4}} \right)}{\left( {1 + {e}^{- 2r{({x_{3} - x_{1}})}}} \right)\left( {1 + {e}^{- 2r{({k{({x_{3} - x_{1}})} + c{({x_{4} - x_{2}})}})}}} \right)}$$ $${M}_{\text{bwd}} = \frac{k\left( {x_{1} - x_{3} - \frac{2\pi}{3}} \right) + c\left( {x_{2} - x_{4}} \right)}{\left( {1 + {e}^{- 2r{({x_{3} - x_{1} - \frac{2\pi}{3}})}}} \right)\left( {1 + {e}^{- 2r{({k{({x_{3} - x_{1} - \frac{2\pi}{3}})} + c{({x_{4} - x_{2}})}})}}} \right)}$$

and *r* is the order of accuracy of the approximated unit step function.

Also, the output equations are:

$$y_{1} = x_{1\mspace{9mu}}\mspace{9mu}\left( 5 \right)$$

$$y_{2} = x_{3\mspace{9mu}}\mspace{9mu}\left( 6 \right)$$

and the input control variables are:

*u*~1~=*τ*~1~: The external (motor) torque applied to the upper joint

*u*~2~=*τ*~2~: The external (motor) torque applied to the lower joint

The above model of a swing leg as a constrained double pendulum can be written, for further study, in a compact affine form as:

$$\overset{.}{x} = f\left( x \right) + g\left( x \right)u\mspace{9mu}\left( 7 \right)$$

$$y = h\left( x \right)\mspace{9mu}\left( \text{8} \right)$$

Input-Output Feedback Linearization
-----------------------------------

By input-output linearization it is meant the generation of a linear differential relation between the output "*y*" and a new input"*v*" \[[@B13] , [@B14]\]. Given the nonlinear system in (7) and (8), input-output linearization of the system can be obtained by differentiating the output  *y*~i~ until all the inputs appear. Assume that *r~i~* , the partial relative degrees, is the smallest integer such that at least one of the inputs appears in , *y^r~i~^~i~* , then

$$y_{i}^{{r}_{i}} = {L}_{f}^{{r}_{i}}{h}_{i} + \sum\limits_{i = 1}^{\text{m}}{L}_{gj}{L}_{f}^{{r}_{i - 1}}{h}_{i}{u}_{j}\mspace{9mu}\left( 9 \right)$$

with
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for at least one output. Performing the above procedure for each output, *y~i~*, yields:

$$\begin{bmatrix}
y_{1}^{{r}_{i}} \\
\text{...} \\
\text{...} \\
y_{\text{m}}^{{r}_{\text{m}}} \\
\end{bmatrix} = \begin{bmatrix}
{\text{L}_{f}^{{r}_{i}}{h}_{1}} \\
\text{...} \\
\text{...} \\
{{L}_{f}^{{r}_{\text{m}}}{h}_{\text{m}}} \\
\end{bmatrix} + E\left( x \right)u\mspace{9mu}\left( \text{10} \right)$$

where, L~f~h=∇h.f

h:R*^n^*→R a smooth scalar function

f:R*^n^*→R*^n^* a smooth vector field on R*^n^*

and the non-singular *m×m* matrix *E*(*x*) is systematically obtained during taking the derivatives of the outputs.

If, as assumed above, the partial relative degrees (relative degree of a nonlinear system is equal to required number of differentiation of the output of a system to generate an explicit relationship between the output y and input *u*) *r~i~* are all well-defined, then  Ω is a finite neighborhood of  *x*~0~. Furthermore, if *E*(*x*) is invertible over the region Ω, then, input transformation is: 

$$u = {E}^{- 1}\begin{bmatrix}
{{\nu_{1} - \text{L}}_{f}^{{r}_{i}}{h}_{1}} \\
\text{...} \\
\text{...} \\
{{L}_{f}^{{r}_{\text{m}}}{h}_{\text{m}}} \\
\end{bmatrix}\mspace{9mu}\left( \text{11} \right)$$

which yields *m* equations of the simple form

$$y_{i}^{{r}_{i}} = \nu_{i}\mspace{9mu}\left( \text{12} \right)$$

Since the input *v~i~* only affects the output *y~i~* as in (12), it is called decoupling control law, and the invertible matrix  *E*(*x*) is called the decoupling matrix of the system.

The system (7), (8) is then said to have relative degrees (*r~1~,r~2~,...,r~m~*) at *x*~0~, and the scalar *r=r~1~+r~2~*+\...+*r~m~* called the total relative degree of the system at *x*~0~ \[[@B13]\].

Since each output has to be differentiated twice to obtain a linear input-output relation and since the system is of second order, the relative degree of the system is zero and there is no internal dynamics\[[@B13]\].

Controller Design
-----------------

Performing the input-output feedback linearization procedure on the equation yields:

$$\overset{..}{y} = {{\overset{..}{\theta}}_{1} = \text{w}\left\{ {\left( {{u}_{1} + \text{z} - {{F}_{\text{fwd}} - {F}_{\text{bwd}}}} \right)R - \left( {{u}_{2} + q + {F}_{\text{fwd}} + {F}_{\text{bwd}}} \right)B} \right\}\mspace{9mu}\left( \text{13} \right)}$$

$$\overset{..}{y_{2}} = {{\overset{..}{\theta}}_{2} = \text{w}\left\{ {\left( {{u}_{2} + q + {{F}_{\text{fwd}} + {F}_{\text{bwd}}}} \right)A - \left( {{u}_{1} + \text{z} - {F}_{\text{fwd}} - {F}_{\text{bwd}}} \right)B} \right\}\mspace{9mu}\left( \text{14} \right)}$$

$$E = \text{w}\begin{bmatrix}
{R} & {- B} \\
{- B} & {A} \\
\end{bmatrix}\mspace{9mu}\left( \text{15} \right)$$ $$\left| {E} \right| = AR - {B}^{2} = \text{m}_{2}{l}_{1}^{2}{l}_{2}^{2}\left\lbrack {\frac{\text{m}_{1}}{9} + \frac{\text{m}_{2}}{3} - \frac{\text{m}_{2}}{4}co{s}^{2}\left( {x_{1} - x_{3}} \right)} \right\rbrack \neq 0$$

According to this fact that \|*E*\| is nonsingular, the decoupling matrix, *E*, is invertible. As it can be seen from the above equations, the total relative degree of the system, is equal to 4. Therefore, the system has no internal dynamics, (Slotine et al., 2011). Then, the control inputs can be calculated from Eqn. (21) as follows:

$${u}_{1} = A\left( {\nu_{1} - \left\{ {\text{wz}R - \text{w}qB} \right\}} \right) + B\left( {\nu_{2} - \left\{ {\text{w}qA - \text{wz}B} \right\}} \right)\mspace{9mu}\left( {16} \right)$$

$${u}_{1} = B\left( {\nu_{1} - \left\{ {\text{wz}R - \text{w}qB} \right\}} \right) + R\left( {\nu_{2} - \left\{ {\text{w}qA - \text{wz}B} \right\}} \right)\mspace{9mu}\left( \text{17} \right)$$

The above inputs transform the output equations to the simple form of (12) and; therefore, the external dynamics can be easily controlled by any linear technique. The controller can be tuned, by applying four coefficients, *k~p1~, k~p2~, k~V1~* and *k~V2~*, as the controller gains, in order to regulate the system to its desired values. The *decoupling control*laws may be defined as follows:

$$\nu_{1} = - {k}_{p1}\theta_{1} - {k}_{\text{v}1}{\overset{.}{\theta_{1}}\mspace{9mu}\left( \text{18} \right)}$$

$$\nu_{2} = - {k}_{p2}\theta_{2} - {k}_{\text{v}2}{\overset{.}{\theta_{2}}\mspace{9mu}\left( \text{19} \right)}$$

Applying the *decoupling control* law in the exactly linearized equations of (12) leads to the following dynamical equations:

$$\overset{..}{\theta_{1}} + {k}_{\text{v}1}\overset{.}{\theta_{1}} + {k}_{p1}\theta_{1} = 0\mspace{9mu}\left( \text{20} \right)$$

$$\overset{..}{\theta_{2}} + {k}_{\text{v}2}\overset{.}{\theta_{2}} + {k}_{p2}\theta_{2} = 0\mspace{9mu}\left( \text{21} \right)$$

By choosing positive values for the controller gains *k~p1~, k~p2~, k~V1~* and *k~V2~*, the above dynamics are exponentially stable.

Results and Discussion
======================

In this study, by determining appropriate initial conditions according to that of the human motion in reality, the system's motion has been modeled similar to the natural speed and angles of human leg.

To simulate validity of our control design two cases are represented as follows:

-   Case A: forward constraint simulation

-   Case B: both backward and forward constraints simulation

The values of the parameters which have been used in the simulations are shown in [table 1](#T1){ref-type="table"}.

###### 

Parameters used in simulations

  ***m~1~,m~2~***   **0.1 *kg***
  ----------------- ---------------
  *l*~1~,*l*~2~     0.1 *m*
  *c*               1.0*N.s/rad*
  *k*               10*e*4*N/rad*
  *g*               9.81*N/kg*
  *r*               10*e*5

Case A: Forward Impact Simulation
---------------------------------

Based on the walking cycle, the human leg firstly lifts up from the ground and then moves in the air and reaches to the ground. Through this motion, the constraint will happen all the time, strength of which depends on the speed of walking. In order to achieve more sensible results for constraints and their effects, *θ~2d~\>θ~1d~* has been assumed for the case study.

As shown in [figures 3](#F3){ref-type="fig"}-[6](#F6){ref-type="fig"}, smooth behaviors illustrate the controller's suitable performance and its capability to regulate the lower link with respect to upper link's angle.

![The upper link rotation angle (θ~1~) vs. time for case A.](jbpe-4-91-g003){#F3}

![The upper link angular velocity θ̇~2~ vs. time for case A](jbpe-4-91-g004){#F4}

![The lower link rotation angle (θ~2~) vs. time for case A](jbpe-4-91-g005){#F5}

![The lower link angular velocity θ̇~2~ vs. time for case A](jbpe-4-91-g006){#F6}

It is immediately observed from the figure that the speed has decreased and the first constraint has happened at 0.5 rad. where the speed of the upper link is increased to 2.5 rad/sec. and the speed of the lower link is reduced to -5 rad/sec. ([figures 3](#F3){ref-type="fig"}-[6](#F6){ref-type="fig"}) Also, it can be seen that subsequent constraints have occurred rather moderately since the desired angles are determined as follows: *θ~2d~\>θ~1d~* , which match with the real human walking cycle and gesture.

Case B: Both Backward and Forward Constraints Simulation
--------------------------------------------------------

This state emerges while running very fast. Considering the forces applied to the lower link from the ground, its velocity increases acutely and performs the backward impact which in turn results in driving and moving the upper link towards forward direction. Here is an assumption that this situation usually occurs when *θ~2~*is negative and *θ~1~-θ~2~*\>120. The results of this case have been shown in [figures 7](#F7){ref-type="fig"}-[10](#F10){ref-type="fig"}.

![The upper link rotation angle (θ~1~) vs. time for case B](jbpe-4-91-g007){#F7}

![The upper link angular velocity θ̇~1~ vs. time for case B](jbpe-4-91-g008){#F8}

![The lower link rotation angle (θ~2~) vs. time for case B](jbpe-4-91-g009){#F9}

![The lower link angular velocity θ̇~2~ vs. time for case B](jbpe-4-91-g010){#F10}

In the case of both backward and forward constraints simulation, the backward impact occurs at -0.5 rad and the speeds of the upper and lower links increase to 2.2 and 1.5 rad/sec., respectively. ([figures 7](#F7){ref-type="fig"}-[10](#F10){ref-type="fig"}).

Hereupon, the controller has regulated the angles to the desired ones, after sustaining the consecutive forward constraints; that altogether demonstrate the controller's considerable potential.

Conclusion
==========

The designed controller showed its great potential in regulating the natural motion of single leg locomotion, since it operated considerably well in various conditions of human walking. It is important to note that the controller performed suitably well and regulated the system accurately though the nonlinear constraint force has not been considered in the controller law.

By studying the human leg motion accurately during walking and particularly running, a new-determining perspective of the joint self-impact constraint effect, backward constraint, was simulated in this paper. Also, the leading character that this constraint plays in running and its effect on the efficiency and quality of that, proved here within the dynamic and control results that provided brighter insight into modeling more accurate single-leg locomotion simulations.
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