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Abstract
The main aim of the thesis is to continue the investigations as to which extent the
family of dilations Ef := {fn}n, where f : R −→ C and fn(·) := f(n·) for all n ∈ N,
forms a basis of Lr(0, 1) for r ∈ (1,∞).
We introduce an improved one-term and new multi-term criteria for determining
Schauder and Riesz bases properties of the family Ef in the context of Lebesgue
spaces. We develop the concept of multipliers on Hardy spaces of polydiscs and
establish an analogy to the preceding criteria in this setting. We illustrate the
rich structure behind this problem by applying these criteria to various families
of generalised (p, q)-trigonometric functions, such as, the p-cosine, the p-sine, the
p-exponential and the (p, q)-cosine functions. These functions arise naturally in
the study of eigenspaces of the one-dimensional Dirichlet problem for the (p, q)-
Laplacian. The approach was proved fruitful and the findings achieved follow nat-
urally from previously known results.
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Basic Notations
Let p, q, r ∈ (1,∞). Throughout the thesis we will consider the following notations:
N: Set of all natural numbers (positive integers)
P(N): Set of all prime numbers not including 1
F : Finite subset of N such that 1 ∈ F
P(F): Set of all primes in P(N) dividing n ∈ F
N0 ≡ N ∪ {0}
Nn: Set of all ν = (ν1, . . . , νn) with νj ∈ N
N∞: Set of all ν = (ν1, ν2, . . .) with νj ∈ N for j ∈ N
N∞0 : Set of all ν ∈ N∞ with νj 6= 0 for finitely many j
Z: Set of all integers
Zn,Z∞ and Z∞0 : Sets analogous to Nn,N∞ and N∞0 respectively
R: Set of all real numbers
C: Set of all complex numbers
Cn,C∞: Cartesian products of n and infinitely many copies of C
D: Open unit disc
Dn,D∞: Finite and infinite dimensional polydiscs
T: Unit circle
Tn,T∞: Finite and infinite dimensional torus
Lr: Lebesgue spaces for r ∈ (1,∞]
Hr: Hardy spaces for r ∈ (1,∞]
Ef := {fn(e(f)·)}n where f : R −→ C is a periodic function possibly given in terms
of a parameter e(f) > 0 such that fn(e(f)·) = f(ne(f)·)
ej(·): Denotes sin(jpi·) (odd) or cos(jpi·) (even) functions
a = (aj)j: Fourier coefficients of any f ∈ Lr(0, 1) in terms of the basis Esin
b = (bj)j: Fourier coefficients of any f ∈ Lr(0, 1) in terms of the basis Esinp,q
aj ≡ aj(p): Sine Fourier coefficients of sinp(pip·)
bj ≡ bj(p): Cosine Fourier coefficients of cosp(pip·)
τj ≡ τj(p, q): Sine Fourier coefficients of sinp,q(pip,q·) where τj(p, p) ≡ aj(p)
ηj ≡ ηj(p, q): Cosine Fourier coefficients of cosp,q(pip,q·) where ηj(p, p) ≡ bj(p)
c ≡k d: c is congruent to d modulo k
ck . dk: ∃C > 0 independent of k such that ck ≤ Cdk for all k ∈ N given that
(ck), (dk) are non-negative sequences of real numbers
B(X, Y ): Set of all bounded linear operators on X to Y with B(X) ≡ B(X,X)
Id: Identity operator
v
Chapter 1
Introduction
1.1 Generalised trigonometric functions
Certain generalisations of the classical trigonometric functions have attracted much
interest in recent years. To explain what these are, let p ∈ (1,∞) and define
Fp : [0, 1] −→ [0, pip/2] by
Fp(x) =
∫ x
0
(1− tp)−1/pdt.
The inverse of this function is denoted by sinp. Initially this is defined on the
interval [0, pip/2], where pip = 2Fp(1), but a process of extension by symmetry and
periodicity leads to a function, also denoted by sinp, defined on the whole real line,
which coincides with the familiar sine function when p = 2.
The study of the generalised trigonometric functions has a long history. They
appeared in some form in the work of Levin [27], then more systematically in Elbert
[16], Oˆtani [33] and Lindqvist [29]. The popularity of these functions stems from
its connection with the one-dimensional p-Laplacian: for example, the Dirichlet
problem
−∆pu := −(u′|u′|p−2)′ = λu|u|p−2 on (0, pip)
where u(0) = u(pip) = 0, has eigenvalues λn = (p− 1)np and associated eigenvectors
sinp(nx), n ∈ N. Of course, it is not expected that these generalisations will have all
the properties of their classical counterparts: they are not infinitely differentiable
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and do not appear to satisfy sensible addition formulae.
Further generalisations have been introduced by means of the function Fp,q :
[0, 1] −→ [0, pip,q/2] given by (1.2) below. Here p and q are arbitrary numbers in
(1,∞). This leads to the definition of the function sinp,q that coincides with sinp
when p = q and is connected with the Dirichlet problem for the (p, q)-Laplacian:
−∆p,qu := −(u′|u′|p−2)′ = λu|u|q−2 on (0, pip,q),
where u(0) = u(pip,q) = 0 and p, q ∈ (1,∞). The solutions of this equation are
the eigenfunctions which are expressible in terms of the sinp,q(nx) with associated
eigenvalues λn =
q(p−1)
p
nq for n ∈ N [14], where pip,q is defined in (1.3) below.
In addition, a counterpart to the formula cos2(x) + sin2(x) = 1 was discovered in
[28], which established a bridge between the p-sine and the p-cosine functions defined
in (1.7). For background information about these functions and their connection
with boundary-value problems we refer to [14] and [30]. We also must mention
the paper of Lindqvist and Peetre [31] in which related functions were defined, the
connection being that
S1/p(x) := sinp,p′(x),
C1/p(x) := | cosp,p′(x)|p−2 cosp,p′(x) = | cosp,p′(x)|p−1 sgn(cosp,p′(x)), x ∈ R,
(1.1)
where p′ = p/(p− 1) and sgn is the sign function.
1.1.1 Definitions and properties
Throughout we shall assume that p, q ∈ (1,∞) and use the notation p′ := p/(p− 1).
Define the function
Fp,q(x) :=
∫ x
0
(1− tq)−1/pdt, x ∈ [0, 1]. (1.2)
Since this is strictly increasing, it has an inverse which we denote by sinp,q, sinp,q :=
2
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(Fp,q)
−1, to emphasise the connection with the usual sine function (note that F2,2 =
sin−1). The function sinp,q is defined on the interval [0, pip,q/2], where
pip,q := 2Fp,q(1), (1.3)
(see [14, Chapter 2] and [11]) which can also be written as
pip,q =
2B(1/p′, 1/q)
q
=
2Γ(1/p′)Γ(1/q)
qΓ(1/p′ + 1/q)
, (1.4)
where B is the Beta function and Γ is the Gamma function.
Observing that sinp,q(0) = 0 and sinp,q(pip,q/2) = 1, we can extend sinp,q to [0, pip,q]
by defining
sinp,q(x) = sinp,q(pip,q − x), x ∈ [pip,q/2, pip,q]; (1.5)
further odd extension to the segment [0, 2pip,q] is achieved around pip,q via the trans-
lation
sinp,q(x) = − sinp,q(2pip,q − x), x ∈ [pip,q, 2pip,q]; (1.6)
and finally sinp,q is extended to the whole real line R by 2pip,q-periodicity. This ex-
tension is continuously differentiable on R and C∞ everywhere except at the points
{npip,q/2;n ∈ Z} [11]. The choice p = q = 2 corresponds to the standard trigono-
metric setting sin2,2 ≡ sin, pi2,2 ≡ pi. Here and everywhere below we write pip instead
of pip,p and sinp instead of sinp,p.
Define the function cosp,q : R −→ [−1, 1] by
cosp,q(x) :=
d
dx
sinp,q(x), ∀x ∈ R. (1.7)
Clearly, cosp,q is even, 2pip,q-periodic and odd about pip,q/2. If x ∈ [0, pip,q/2] and we
3
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put y = sinp,q(x), then
cosp,q(x) = (1− yq)1/p = (1− sinqp,q(x))1/p. (1.8)
Hence, cosp,q is strictly decreasing on [0, pip,q/2], cosp,q 0 = 1, cosp,q(pip,q/2) = 0 and
| sinp,q(x)|q + | cosp,q(x)|p = 1, ∀x ∈ R.
It is remarkable to see that for the case p = q 6= 2 the derivative of cosp is not
− sinp. Moreover, while the extended sinp function does belong to C1(R), it is far
from being analytic on R if p 6= 2. This is because its second derivative at x can be
seen to be
d2
dx2
sinp(x) =
d
dx
cosp(x) = −(sinp(x))p−1(cosp(x))2−p,
which is not continuous at pip
2
if p ∈ (2,∞). Nevertheless, sinp is real analytic on the
interval [0, pip
2
) for all p ∈ (1,∞) [14].
So far we have supposed that p, q ∈ (1,∞), but with natural interpretations of
the integrals involved the extreme values 1 and ∞ can be allowed (see [14] for more
details). This gives
pip,q =

2p′, if 1 ≤ p ≤ ∞, q = 1,
2, if 1 ≤ p ≤ ∞, q =∞,
∞, if p = 1, 1 ≤ q <∞,
2, if p =∞, 1 ≤ q ≤ ∞.
Corresponding values of sinp,q and cosp,q are given by
sinp,q(x) =

1− (1− x/p′)p′ , if 1 < p ≤ ∞, q = 1,
x, if 1 ≤ p ≤ ∞, q =∞,
x, if p =∞, 1 ≤ q ≤ ∞,
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and
cosp,q(x) =

(1− x/p′)1/(p−1), if 1 < p ≤ ∞, q = 1,
1, if 1 ≤ p ≤ ∞, q =∞,
1, if p =∞, 1 ≤ q ≤ ∞.
When p = 1 these functions can be expressed in terms of elementary functions only
when q is rational [14]. Thus
sin1,1(x) = 1− e−x, cos1,1(x) = e−x, sin1,2(x) = tanh(x), cos1,2(x) = (cosh(x))−2.
The following presents some properties of the numbers pip,q which will mainly be
used in Chapters 4 and 6.
Lemma 1.1 (Monotonicity). [11, Lemma 2.1]Let p, q ∈ (1,∞) and let the number
pip,q be defined by (1.3). Then
p 7→ pip,q is decreasing on (1,∞) for any fixed q ∈ (1,∞),
q 7→ pip,q is decreasing on (1,∞) for any fixed p ∈ (1,∞).
Lemma 1.2 (Symmetry). [11, Lemma 2.2] . Let p, q ∈ (1,∞). Then
pip,q =
p′
q
piq′,p′ .
Notice that for the case p = q,
pip =
p′
p
pip′ .
Lemma 1.3. [11, Lemma 2.3]. Let p, q ∈ (1,∞). Then, the following estimates
hold.
(a) If p′ ≤ q then pip,q ≤ piq′,q.
(b) If p′ > q then pip,q ≤ p′q pip,p′.
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Another important property is that,
pip′,p = |Sp|, (1.9)
where |Sp| is the area of the set enclosed by the p-circle |x|p + |y|p = 1 (see [14,
Chapter 2] and [11] for more details). For p ∈ [1,∞], set
Sp = {(x, y) ∈ R2; |x|p + |y|p ≤ 1} if p <∞,
S∞ = {(x, y) ∈ R2; max(|x|, |y|) ≤ 1}.
Let p1, p2 ∈ (1,∞) be such that p1 ≤ p2, then
S1 ⊂ Sp1 ⊆ Sp2 ⊂ S∞,
and so the 2-dimensional Lebesgue measure of Sp,
2 = |S1| < |Sp1| ≤ |Sp2 | < |S∞| = 4. (1.10)
These estimates together with (1.9) imply the following assertion.
Lemma 1.4. [11, Lemma 2.4] Let p ∈ (1,∞). Then
2 ≤ pip,p′ ≤ 4.
Now, we provide some useful identities concerning (p, q)-trigonometric functions
essential for the calculations in Chapters 4 and 6. Here f−1 denotes the inverse
function of f .
Lemma 1.5. [11, Proposition 3.2]. For all y ∈ [0, 1],
(a) cos−1p,q(y) = sin
−1
p,q
(
(1− yp)1/q) and sin−1p,q(y) = cos−1p,q ((1− yq)1/p).
(b) 2
pip,q
sin−1p,q
(
y1/q
)
+ 2
piq′,p′
sin−1q′,p′
(
(1− y)1/p′) = 1.
(c) (cosp,q(pip,qy/2))
p = (sinq′,p′(piq′,p′(1− y)/2))p
′
.
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Lemma 1.6. [11, Proposition 3.3]. For all p, q ∈ (1,∞) and for all θ ∈ (0, pip,q/2],
2
pip,q
≤ sinp,q(θ)
θ
≤ 1.
We now consider, in more detail, the particular case p = q ∈ (1,∞). A full
account on this matter can be found in [9, Section 2] and [14, Chapter 2].
For any p ∈ (1,∞). According to (1.4), we have
pip =
2pi
p sin(pi/p)
and ppip = 2Γ(1/p
′)Γ(1/p) = p′pip′ . (1.11)
Moreover, pip decreases as p increases (see Lemma 1.1), and is a smooth function in
p ∈ (1,∞), such that 
pip →∞ p→ 1+
pip = pi p = 2
pip → 2 p→∞.
The following illustrates the dependence of sinp(pipx) over p.
Lemma 1.7. [9, Corollary 4.4] Let p1, p2 ∈ (1,∞).
(a) If p1 < p2, then
1 >
sin−1p2 (x)
sin−1p1 (x)
≥ pip2
pip1
, x ∈ (0, 1].
(b) If p1 ≤ p2, then
sin−1p1 (x) ≥ sin−1p2 (x) and
1
pip2
sin−1p2 (x) ≥
1
pip1
sin−1p1 (x), x ∈ [0, 1].
(c) If p1 ≤ p2, then
sinp1(pip1x) ≥ sinp2(pip2x), x ∈ [0, 1/2].
Now we recall various elementary properties of the p-trigonometric functions and
their connections with classical analysis.
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A natural change of variable to z = x−1t and then to u = zp will yield
sin−1p (x) =
∫ x
0
(1− tp)−1/pdt
= x
∫ 1
0
(1− xpzp)−1/pdz
=
x
p
∫ 1
0
u1/p−1(1− xpu)−1/pdu. (1.12)
Hence the representation
sin−1p (x) = xF
(
1
p
,
1
p
; 1 +
1
p
;xp
)
, ∀x ∈ [0, 1), (1.13)
where F on the right side denotes the confluent hypergeometric function [9]. This
leads naturally to an expression in terms of the incomplete beta function I(a, b; .)
defined for any positive a and b by,
I(a, b;x) :=
1
B(a, b)
∫ x
0
ta−1(1− t)b−1dt, ∀x ∈ [0, 1],
[18, 8.391 & 8.392, pp. 910] as we shall see next.
For any p > 1, define
Ip(x) := I
(
1
p
,
1
p′
;xp
)
=
1
B(1/p, 1/p′)
∫ xp
0
t1/p−1(1− t)−1/pdt.
Then, according to (1.11) and by changing the variable to u = x−pt we get
Ip(x) =
2
ppip
x
∫ 1
0
u1/p−1(1− xpu)−1/pdu. (1.14)
Statement (1.12) together with (1.14) yield
Ip(x) =
2
pip
sin−1p (x), ∀x ∈ [0, 1]. (1.15)
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1.2 Contribution
The main aim of this thesis is to answer the following question: Consider a contin-
uous 2-periodic function f : R −→ C possibly given in terms of parameters (e.g.
the parameters are p, q ∈ (1,∞) when fn(·) = sinp,q(n·)). Denote by Ef the family
of dilations Ef := {fn}n, such that fn(·) := f(n·) for all n ∈ N. When does Ef
form a basis of Lr(0, 1) for r ∈ (1,∞)? This problem can be phrased as a question
about the values of the parameters p, q such that the family Ef generates a basis in
Lr(0, 1) for r ∈ (1,∞).
We address this question in several different settings in Chapters 3-7. All these
chapters contain new results which extend in various ways those of the existing
literature (see Tables 1.1 and 1.2 on page 12). We shall briefly describe what these
contributions are.
A general result is presented in Chapter 3 where we introduce an improved
one-term (Corollary 3.1) and new multi-term criteria (Corollaries 3.2 and 3.3) for
determining Schauder and Riesz bases properties of the family Ef , respectively, in
the context of Lebesgue spaces. These criteria provide conditions sufficient for the
invertibility of the change of coordinates map T between a basis {en}n of Lr(0, 1)
and the family Ef . Our starting point is the criteria for Riesz basis in the case r = 2
formulated in Lemmas 2.5, 2.6 and 2.7. Then we generalise this by re-examining
the approach of several complex variables established in [32], in the context of [7].
The main device T is a linear operator of the Banach space which is defined as
a linear combination of certain isometries. We begin the chapter by presenting
the so called one-term criterion originally developed in [5], and which attracted a
series of research studies concerning bases properties of generalised trigonometric
functions. Then we illustrate a detailed configuration of the new criteria whose key
point is the association of a partial sum of the T -expansion with a polynomial in
several complex variables. This mechanism enables the study of the invertibility of
T in terms of the analytic properties of the polynomial. The criterion introduces
conditions sufficient for the invertibility of T which involve localising the zeros and
minimising the modulus of the associated polynomial. In Corollaries 3.1 and 3.2,
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we introduce an approach combined with the criteria above, which improves the
thresholds of invertibility of T in general. The approach was proved fruitful when
applied to Esinp := {sinp(npip·)}n∈N and Ecosp := {cos(npip.)}n∈N0 in Chapter 4.
One of the main applications of the results established in Chapter 3 is to inves-
tigate the bases properties of the family Ef when f is a generalised trigonometric
function given in terms of the parameters (p, q) ∈ (1,∞)2 for p 6= q and p = q.
Chapter 4 examines bases and regularity properties of Ecosp and Esinp using the
one-term (Theorem 3.1) and the improved one-term (Corollary 3.1) criteria. Sharp
estimates for the Fourier coefficients of cosp were found in two cases p ∈ (1, 2)
and p ∈ (2,∞). Two thresholds p0 ∈ (1, 2) and p1 ∈ (2,∞) were obtained via
some delicate analytical computations such that the family Ecosp forms a basis of
Lr(0, 1) for all p ∈ [p0, p1] and r ∈ (1,∞). Applying Corollary 3.1 by means of some
numerical approximations to both sets of functions allowed further extensions in the
p-thresholds. The families Ecosp and Esinp are Schauder bases for all p ∈ (pˆ0,1, pˆ1,1)
and p ∈ (p˜1,1,∞) respectively, such that pˆ0,1 < p0, pˆ1,1 > p1 and p˜1,1 < p˜1. These
results provide improvements upon those of [12] and [7] (see Table 1.1).
Chapter 5 illustrates the rich structure behind the multi-term criteria in the case
r = 2 (Riesz basis) when applied to the p-sine, the p-cosine and the p-exponential
functions. Both Corollaries 3.2 and 3.3 show the possibility of further progress in
the p-thresholds obtained, improving those of Chapter 4 when f = cosp and those
of [7] when f = sinp (see Table 1.1 for more details).
Chapter 6 investigates bases and regularity properties of the generalised trigono-
metric functions sinp,q and cosp,q. Monotonicity properties of the sinp,q and the
cosp,q functions are achieved. Upper bounds for the Fourier coefficients of these
functions are given. Conditions are obtained under which the family Ecosp,q :=
{cosp,q(npip,q·)}n∈N0 generates a basis of every Lebesgue space Lr(0, 1) with r ∈
(1,∞); when q is the conjugate of p it is sufficient to require that p ∈ [p1,p2], where
p1 < 2 and p2 > 2 are computable numbers. These results sharpen previously
known ones in [12] as illustrated in Table 1.2. In addition, a comparison is made
of the speed of decay of the Fourier sine coefficients of a function in Lebesgue and
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Lorentz sequence spaces with that of the corresponding coefficients with respect to
the functions sinp,q. Theorem 6.1 illustrates the possibility of further progress out-
side the interval obtained in [13] in the setting of Lebesgue spaces. We also show
(Remark 6.1) that results can be achieved in the context of Lorentz sequence spaces
that involve loss of sharpness of the exponents. Both studies are investigated under
the assumption of monotonicity of the sequences (|ak|)k and (|bk|)k.
The last contribution of the thesis is to answer the first question but now in
the setting of Hardy spaces Hr(T∞) for r ∈ (1,∞). Let {hn}n be the sequence of
monomials in Hr(T∞). For any ϕ ∈ Hr(T∞), we aim at investigating the conditions
under which the family Hϕ := {ϕhn}n∈N is a basis in Hr(T∞). The key element is
the case r = 2. Using Parseval’s identity we confirm the existence of an invertible
isometry U mapping L2(0, 1) into H2(T∞). Applying the operator T of Chapter
3 to a given element g in L2(0, 1) will result in multiplying (point-wise) ϕ by the
U -transformed side of g. This concept was utilised in the new multi-term Riesz
basis criteria in Chapter 3. Chapter 7 introduces some fundamental properties of
the multipliers on Hardy spaces Hr(G) and calculates their norms for G = Dn,Tn
and T∞. It also establishes new criteria concerning the study of bases properties of
the families Hϕ. These criteria are formulated based on the analyticity properties
of the multipliers ϕ and the localisation of their zeros with respect to D∞.
Chapters 3 and 7 of this thesis give rise to a fascinating conjecture which we
now outline. Is there a mechanism which allows the study of bases properties of the
family Ef of Banach spaces L
r(0, 1) in terms of the corresponding sequence in the
Hardy spaces Hr(T∞), r 6= 2? The lack of Parseval’s identity in the non-Hilbertian
case leads to seek other type of methods to handle this question.
Below we summarise these contributions by demonstrating, in a chronological
order, the improvements we have had in the (p, q)-thresholds for the bases properties
of the families considered in the Lebesgue spaces Lr(0, 1) for r ∈ (1,∞).
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p-thresholds p-cosine p-sine
One-term Schauder
basis (see [12] and [7])
(p†0, 2], p
†
0 ≈ 1.75 [p˜1,∞), p˜1 ≈ 1.087
One-term Schauder
basis (Chapter 4)
[p0, p1],
p0 ≈ 1.458801, p1 ≈ 2.42865
Improved one-term
Schauder basis
(Chapter 4)
(pˆ0,1, p0) ∪ (p1, pˆ1,1), pˆ0,1 ≈
1.2978, pˆ1,1 ≈ 3.2205 for
k = 201
(p˜1,1,∞), p˜1,1 ≈ 1.0484
for k = 141
Multi-term Riesz
basis (Chapter 5)
[p0,1, p0] ∪ [p1, p1,1], p0,1 ≈
1.441908, p1,1 ≈ 2.462328
Multi-term Riesz
basis (Chapter 5)
[p0,2, p0,1] ∪ [p1,1, p1,2], p0,2 ≈
1.400566, p1,2 ≈ 2.561986
Improved multi-term
Riesz basis (Chapter
5)
[p0,3, p0,2] ∪ [p1,2, p1,3], p0,3 ≈
1.296718, p1,3 ≈ 3.339563
for k = 321
(q0,∞), q0 ≈ 1.038537
for k = 201
Table 1.1: The best thresholds achieved using one-term and improved one-term
Schauder basis criteria, and also multi-term and improved multi-term Riesz basis
criteria such that the families Ecosp and Esinp form bases of L
r(0, 1), r ∈ (1,∞).
p-thresholds (p, p′)-cosine (p, p′)-sine
One-term Schauder basis
(see [12] and [11] )
(p0, 2),p0 ≈ 1.8 p ∈ (1,∞)
One-term Schauder basis
(Chapter 6)
[p1,p2],p1 ≈ 1.487807,p2 ≈
2.526402
Table 1.2: The best thresholds achieved using one-term Schauder basis criterion
such that the families Ecosp,p′ and Esinp,p′ form Schauder bases of L
r(0, 1), r ∈ (1,∞).
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2.1 Bases of Banach and Hilbert spaces
Let X be a Banach space with norm ‖ · ‖. A sequence {xn}n∈N of elements of X is
called a (Schauder) basis of X if, for any x ∈ X, there exists a unique sequence of
scalars (cn)n∈N, dependent continuously on x, such that
x =
∞∑
n=1
cnxn; that is, lim
N→∞
∥∥∥∥∥
N∑
n=1
cnxn − x
∥∥∥∥∥
X
= 0.
If X is a Hilbert space, a basis {xn}n∈N of X is called a Riesz basis if the map
(cn)n 7→
∑∞
n=1 cnxn is an isomorphism of l2 onto X. This means that, there are two
positive constants c and C such that for all (cn)n ∈ l2,
c
∞∑
n=1
|cn|2 ≤
∥∥∥∥∥
∞∑
n=1
cnxn
∥∥∥∥∥
2
2
≤ C
∞∑
n=1
|cn|2.
It is plain that any complete orthonormal system in a separable Hilbert space is
a Riesz basis. Examples of such systems are the sequence of trigonometric functions
(einpix)n∈Z in L2(−1, 1) and the sequence of standard unit vectors in l2.
Outside the world of Hilbert spaces with its strong geometrical flavour provided
by the notion of orthogonality, more effort is often needed to produce examples of
bases. For example, when r ∈ (1,∞), a basis of Lr(−1, 1) is given by (einpix)n∈Z.
This follows from a result due to M. Riesz.
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Lemma 2.1 (M. Riesz). [15, Chapter 12, Section 10, pp. 106] For r ∈ (1,∞), a
basis of Lr(−1, 1) is given by (einpix)n∈Z, i.e.
lim
N→∞
∥∥∥∥∥∥f −
∑
|n|≤N
cne
inpix
∥∥∥∥∥∥
r
= 0,
for all f ∈ Lr(−1, 1), where cn = 12
∫ 1
−1 f(x)e
−inpixdx and ‖ · ‖r is the Lr-norm; when
r = 1 the limit is false.
Consequently, given any f ∈ Lr(0, 1), its odd extension to Lr(−1, 1) has a unique
representation in terms of the sin(npix), which means that Esin := {sin(npi·)}n∈N is a
basis of Lr(0, 1). A similar argument applies to Ecos := {cos(npix)}n∈N0 via an even
extension.
Lemma 2.2 (Riemann-Lebesgue Lemma). [19, Proposition 2.2.17] Let f ∈ L1(−1, 1).
Then its n-th Fourier coefficient cn tends to zero as n→∞. That is,
cn =
1
2
∫ 1
−1
f(x)e−inpixdx −→ 0 as n→∞.
Theorem 2.1 (Carleson-Hunt). [17] For every r ∈ (1,∞). The Fourier series of
an Lr function on (−1, 1) converges almost everywhere. That is, for f ∈ Lr(−1, 1)
lim
N→∞
∑
|n|≤N
cne
inpix = f(x) a.e on (−1, 1).
Definition 2.1. [21] We call two sequences (un)n and (vn)n in the Banach space
X equivalent, if there exists a bounded linear bijective operator T on X such that
Tun = vn for every n ∈ N.
Theorem 2.2. [21] Let (un)n and (vn)n be equivalent sequences in a Banach space
X. Then (un)n is a Schauder basis if, and only if, (vn)n is a Schauder basis.
Proof. Since (un)n and (vn)n are equivalent, then there exists a bounded bijective
operator T such that Tun = vn, ∀n ∈ N.
Suppose that (un)n is a Schauder basis in X, then there exists a unique sequence
(cn)n dependent continuously on x such that x =
∑∞
n=1 cnun.
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For any y ∈ X there exists a unique x ∈ X such that y = Tx. Moreover,
lim
N→∞
∥∥∥∥∥y −
N∑
n=1
cnvn
∥∥∥∥∥
X
= lim
N→∞
∥∥∥∥∥y −
N∑
n=1
cnTun
∥∥∥∥∥
X
= lim
N→∞
∥∥∥∥∥Tx− T
(
N∑
n=1
cnun
)∥∥∥∥∥
X
≤ ‖T‖ lim
N→∞
∥∥∥∥∥x−
N∑
n=1
cnun
∥∥∥∥∥
X
= 0.
The result follows.
The proof of the other implication follows similarly by using T−1 instead.
2.1.1 Bases properties of (p, q)-trigonometric functions
In recent years there has been a remarkable interest in the so-called (p, q)-trigonometric
functions and their bases properties. This section highlights some of these results
briefly, however for further details we recommend the following references [5], [14],
[9], [12] and [8] and Tables 1.1 and 1.2.
Let p, q ∈ (1,∞) and fn(·) = sinp,q(npip,q·). Since each of these functions is
continuous on [0, 1] and has an odd extension to R, the Fourier sine expansion has
the form
sinp,q(npip,qx) =
∞∑
j=1
f̂n(j) sin(jpix), f̂n(j) = 2
∫ 1
0
sinp,q(npip,qx) sin(jpix)dx.
Let τj(p, q) := f̂1(j) be the Fourier coefficients of the first element of the sequence
Esinp,q , that is sinp,q(pip,qx).
Lemma 2.3. [7, Lemma 4.2] For j = 3 or j = 9, we have τj(p, q) < τ1(p, q) for any
p, q ∈ (1,∞).
Since sinp,q(pip,qx) is symmetric around x =
1
2
, τj(p, q) = 0 for every even and
positive integer j. Moreover, for n > 1
f̂n(k) =

τj(p, q) for jn = k,
0 otherwise.
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Define the operator T : Lr(0, 1) −→ Lr(0, 1) by means of
T =
∞∑
j=1
τj(p, q)Mj, (2.1)
where Mj (sin(npi·)) = sin(jnpi·) for j, n ∈ N are isometries mapping Lr(0, 1) into
itself.
The one-term criterion stated in our Theorem 3.1 below will now take the fol-
lowing form. If
∞∑
j=3
|τj(p, q)| < |τ1(p, q)|, (2.2)
then Esinp,q forms a Schauder basis of L
r(0, 1) for all r ∈ (1,∞). It is in trying to
satisfy this inequality that the restriction on (p, q) appears.
The same technique can also be applied to the set Ecosp,q for which an even
extension to R is required (see Remark 3.2 and Section 4.3).
Bases properties of the generalised trigonometric functions were first examined
in [5], where it was shown that the family Esinp forms a Schauder basis of L
r(0, 1)
for all r ∈ (1,∞) and p ≥ 12
11
. Further development in this respect were settled in
[9], [11] and [7]. Currently we know that this family is a Schauder basis of every
Lebesgue space Lr(0, 1), r ∈ (1,∞) provided that p ∈ [p˜1,∞) and also a Riesz basis
of L2(0, 1) for p ∈ (pˆ1, p˜1], where p˜1 ≈ 1.087 and pˆ1 ≈ 1.044 satisfy complicated
equations involving hypergeometric functions [7]. Moreover it was shown in [11]
that this basis property is also fulfilled by the set Esinp,q provided that
p′
q
< 4
pi2−8 .
In particular, this shows that for all p ∈ (1,∞), the family Esinp,p′ forms a basis of
every Lr(0, 1) for all p, r ∈ (1,∞) (we recommend the reader to check the Tables 1.1
and 1.2 for further details). These bases properties mean that given any r ∈ (1,∞)
and f ∈ Lr(0, 1), then for appropriate p and q, there exist unique sequences of real
numbers (ak)k and (bk)k such that
f(x) =
∞∑
k=1
ak sin(kpix) =
∞∑
k=1
bk sinp,q(kpip,qx).
From the various results established in the recent paper [12], it follows that Ecosp
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is a Schauder basis of Lr(0, 1) for all r ∈ (1,∞) and p ∈ (p†0, 2] where p†0 ≈ 1.75.
It was also shown that the functions C1/p(npip,p′·)(n ∈ N0) defined by (1.1), form a
basis of Lr(0, 1) for all r ∈ (1,∞) whenever p ∈ (1,∞); and so do the family Ecosp,p′
provided that p ∈ (p0, 2) such that
pi2p,p′
p− 1 =
8pi
pi2 − 8 at p = p0, (2.3)
and p0 lies below 1.8.
According to [9], criterion (2.2) ceases to hold true for p ≈ 1.04399 for the family
Esinp , therefore it was essential to tackle the basisness question by different means in
the regime p→ 1. In [7, Section 4], besides the improvements mentioned above, the
authors found two further criteria for the invertibility of T which generalise (2.2) in
the Hilbert space setting r = 2. The test is amenable to analytical and numerical
investigations and involves finding sharp bounds on the first few coefficients τj(p, q).
Lemma 2.4. [7, Theorem 6.5] The family Esinp is a Schauder basis of L
r(0, 1) for
p ∈ (p˜1, 65), where p˜1 is the solution of
pip =
[a1(p)− a3(p)− a5(p)− a7(p)]pi2
4(pi2/8− 1− 1/9− 1/25− 1/49) ,
and is numerically equal to 1.087063.
The main idea behind the multi-term criteria to be discussed in Chapter 3 is as
follows. Consider the three Fourier coefficients τj(p, q), (j = 1, 3, 9).
Lemma 2.5. [7, Corollary 4.3] Let p, q ∈ (1,∞) be such that τ9(p, q)± |τ3(p, q)| +
τ1(p, q) > 0 and |τ3(p, q) (τ1(p, q) + τ9(p, q)) | ≥ |4τ9(p, q)τ1(p, q)|.
If
∞∑
j 6∈{1,9}
|τj(p, q)| < τ1(p, q) + τ9(p, q),
then the family Esinp,q forms a Riesz basis of L
2(0, 1).
A second generalisation claims
Lemma 2.6. [7, Corollary 4.4] Let p, q ∈ (1,∞) be such that τ9(p, q)± |τ3(p, q)| +
τ1(p, q) > 0, τ9(p, q) > 0 and |τ3(p, q)(τ1(p, q) + τ9(p, q))| < |4τ9(p, q)τ1(p, q)|.
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If
∞∑
j 6∈{1,3,9}
|τj(p, q)| < (τ1(p, q)− τ9(p, q))
(
1− τ
2
3 (p, q)
4τ1(p, q)τ9(p, q)
) 1
2
,
then the family Esinp,q forms a Riesz basis of L
2(0, 1).
The approach employed in the proof of Lemma 2.4 combined with the criteria
of Lemma 2.5 yield
Lemma 2.7. [7, Proposition 7.1] Let r = 2 and 5 ≤ k 6≡2 0. Let p, q ∈ (1,∞) be
such that
(a) τ3(p, q) > 0, τ9(p, q) > 0 and τj(p, q) ≥ 0 for all other 5 ≤ j ≤ k.
(b) τ9(p, q)± τ3(p, q) + τ1(p, q) > 0.
(c) τ3(p, q)(τ1(p, q) + τ9(p, q)) > 4τ9(p, q)τ1(p, q).
If
pip,q <
τ1(p, q) + τ9(p, q)− ∑
3≤j≤k
j /∈{1,9}
τj(p, q)
 pi24(pi2/8−∑kj=1
j≡21
(1/j2))
,
then the family Esinp,q is a Riesz basis of L
2(0, 1).
Recently, it was shown in [13] that the inverse of the map T defined above has
properties similar to those of T .
Lemma 2.8. [13, Lemma 2.1] Let p, q, r ∈ (1,∞), let T be as in (2.1) and suppose
that (2.2) holds. Then, there are constants β2k+1 := β2k+1(p, q) for k ∈ N with
∞∑
k=1
|β2k+1| <∞,
such that T−1 : Lr(0, 1) −→ Lr(0, 1) has the representation
T−1 =
1
τ1
Id +
∞∑
k=1
β2k+1M2k+1,
where Id is the identity operator of Lr(0, 1) to itself and M2k+1 are the isometries
in (2.1).
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The same paper also established a limited rearrangement property of the basis
elements in Lr(0, 1), r ∈ (1,∞).
Lemma 2.9. [13, Lemma 2.2] Let p, q, r ∈ (1,∞), let T be as in (2.1) and suppose
that (2.2) holds. Let f ∈ Lr(0, 1) be given in terms of the bases Esin and Esinp,q by
f(x) =
∞∑
k=1
ak sin(kpix) =
∞∑
k=1
bk sinp,q(kpip,qx), x ∈ (0, 1). (2.4)
Then,
ak =
∑
m,n∈N
mn=k
bnτm(p, q), ∀k ∈ N. (2.5)
This was essentially used in proving the following statement, illustrated in Lemma
2.10, which investigates the relationship between the decay properties of the Fourier
sine coefficients of a function and those of the corresponding coefficients when the
classical sine functions are replaced by the sinp,q functions.
Lemma 2.10. [13, Theorem 2.4] Let p, q, r ∈ (1,∞) be such that (2.2) holds and
let f ∈ Lr(0, 1) have the representation (2.4). Suppose that the sequences (|ak|)k∈N
and (|bk|)k∈N are non-increasing and let α ∈ (0, 2). Then, |bk| . k−α if and only if
|ak| . k−α.
Next we highlight some of the important definitions and properties of spaces of
analytic functions which are going to be useful for the study of the multi-term case
in Chapters 3 and 7.
2.2 Hardy spaces on polydiscs
Throughout this chapter and the following ones, C will denote the complex field, Cn
will be the Cartesian product of n copies of C, while C∞ will denote the Cartesian
product of infinitely many copies of C. The points of Cn are thus ordered n-tuples
z = (z1, . . . , zn), with each zi ∈ C. Algebraically, it is an n-dimensional vector space
over the field C; topologically, Cn is the Euclidean space of dimension 2n.
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Definition 2.2. [35, Appendix B7., pp. 254] If {Gα} is a collection of abelian
groups, their complete direct sum is the group G defined as follows: G, as a set, is
the Cartesian product of the sets Gα, and addition is performed coordinate-wise: If
x, y ∈ G, x+ y ∈ G such that the α-th coordinate is x(α) + y(α).
The direct sum of the groups Gα is the subgroup of their complete direct sum
which consists of all x which have x(α) 6= 0 for only finitely many α.
We recall Tychonoff’s theorem.
Theorem 2.3 (Tychonoff). [35] The direct sum of any finite collection of locally
compact Abelian groups is a locally compact Abelian group. The complete direct sum
of any collection of compact Abelian groups is a compact Abelian group.
2.2.1 Finite and infinite dimensional torus and polydisc
The open unit disc in C is denoted by D; its boundary is the circle T. The unit
polydisc Dn and the torus Tn are the subsets of Cn which are complete direct sums
of n copies of D and T, respectively. Thus
Dn = {(z1, . . . , zn) : |zj| < 1 ∀j = 1, . . . , n},
which topologically has dimension 2n in the Euclidean 2n-space, while the boundary
Γn is of dimension 2n − 1 and is defined as the union of the Cartesian products of
the circumferences |zj| = 1 and the discs |zk| ≤ 1 for k 6= j and k, j = 1, . . . , n. The
torus
Tn = {(z1, . . . , zs) : |zj| = 1 ∀j = 1, . . . , n}
constitutes only a small part of Γn when n > 1 with a dimension n in the 2n-
dimensional Euclidean space. But it is the part that matters the most1 and is
usually called the distinguished boundary of Dn. Tn is a compact Abelian group
(with component-wise multiplication as group operation) and is equipped with a
Haar measure dσn =
dθ1
2pi
· · · dθn
2pi
, where
dθj
2pi
is the ordinary Lebesgue measure on the
j-th copy of T divided by 2pi so that σn(Tn) = 1.
1See Theorem 2.6 below.
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On the other hand, T∞ and D∞ are subsets of C∞ and are defined as complete
direct sums of infinitely many copies of T and D, respectively. T∞ is a locally
compact Abelian group (see, Theorem 2.3 by Tychonoff) which is endowed by a
Haar measure dσ = dθ1
2pi
dθ2
2pi
· · · with σ(T∞) = 1 and is known as the distinguished
boundary of D∞.
2.2.2 Dual groups and Fourier analysis
Definition 2.3 (Characters). [35, Section 1.2.1] A complex function X on a locally
compact Abelian group G is called a character of G if |X (x)| = 1 for all x ∈ G and
if the functional equation X (x+ y) = X (x)X (y) for x, y ∈ G is satisfied. The set of
all continuous characters of G forms a group G˜, the dual group of G, if addition is
defined by
(X1 + X2)(x) = X1(x)X2(x), x ∈ G; X1,X2 ∈ G˜.
Theorem 2.4. [35, Theorem 1.2.5] If G is discrete, G˜ is compact. If G is compact,
G˜ is discrete.
Theorem 2.5. [35, Theorem 2.2.3] If G is the complete direct sum of a family {Gα}
of compact Abelian groups, then G˜ is the direct sum of the corresponding dual groups
G˜α.
Examples 2.1. The “classical groups” of Fourier analysis are:
(a) G = T : The additive group of the reals modulo 2pi, or, equivalently, the circle
group T, the multiplicative group of all complex numbers of absolute values equal to
1. The characters of T are of the form
X (θ) = einθ
and they satisfy X (θ + 2pi) = X (θ) for θ ∈ G. Hence n must be integer, and G˜
is identified as the discrete group Z. In which case the Fourier transform has the
following form:
f̂(n) =
1
2pi
∫ pi
−pi
f(eiθ)e−inθdθ, n ∈ Z.
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(b) G = Z : The additive group Z of the integers. The characters of Z are of the
form
X (n) = einθ.
The correspondence X ↔ eiθ is an isomorphism between G˜ and T, and we conclude
that T is the dual group of Z (the two topologies coincide). In this case the Fourier
transform has the form:
f̂(eiθ) =
∞∑
n=−∞
f(n)e−inθ, eiθ ∈ T.
(c) Tn and Zn are the duals of each other. The Fourier coefficients f̂(ν) of a function
f ∈ L1(Tn) are defined as
f̂(ν) =
∫
Tn
f(eiθ1 , . . . , eiθn)e−i
∑n
j=1 νjθj
dθ1
2pi
· · · dθn
2pi
, ∀ν ∈ Zn.
(d) The infinite dimensional torus G = T∞ has a dual group G˜ = Z∞0 which,
equivalently, can also be defined as the direct sum of countably many copies of Z.
Functions on T∞ can be regarded as periodic functions in countably many variables.
If f ∈ L1(T∞), then
f̂(ν) =
∫
T∞
f(eiθ1 , eiθ2 , . . .)e−i
∑∞
j=1 νjθjdσ, ∀ν ∈ Z∞0 , (2.6)
where only finitely many of the integers νj are different from 0, and the θj are real
numbers modulo 2pi. The inversion formula has the form
f(eiθ1 , eiθ2 , . . .) =
∑
ν∈Z∞0
f̂(ν)ei
∑∞
j=1 νjθj . (2.7)
Hence, elements f in Lr(T∞, σ) are uniquely defined by the Fourier expansion in
several complex variables.
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2.2.3 Analytic and harmonic functions in polydiscs
Definition 2.4 (Analytic and harmonic functions in D). [22, Chapter 3] Recall
that a complex valued function f is analytic in D provided that it is the sum of a
convergent power series
f(z) =
∞∑
j=0
ajz
j, z ∈ D,
which just means that f has a derivative at each point of D.
A complex valued function f on D is harmonic if it satisfies Laplace’s equation:
∆f(x, y) =
∂2f
∂x2
+
∂2f
∂y2
= 0.
Any analytic function is a complex-valued harmonic function.
A complex-valued function f is analytic in Dn if it is continuous in Dn and
analytic in each variable separately [34, pp.1]. Denote by A(Dn) the polydisc algebra
which is defined as the class of all continuous complex valued functions on the closure
Dn of Dn whose restriction to Dn is analytic there. A(Dn) is closed under pointwise
addition and multiplication and is complete with respect to the supremum norm
‖f‖Dn = supz∈Dn |f(z)|, f ∈ A(Dn).
A continuous complex function f in Dn is n-harmonic if it is harmonic in each
complex variable separately: if zj = xj + iyj ∈ D, f should satisfy the n equations
∆jf = 0 (1 ≤ j ≤ n), where ∆j = ∂2/∂x2j + ∂2/∂y2j . Since the harmonic functions
are those for which
∑
j ∆jf = 0, every n-harmonic function is harmonic in Dn. The
two classes coincide if and only if n = 1.
2.2.4 Poisson measures on polydiscs
In this section we briefly highlight the development of the Poisson measure σ
(n)
ξ on
Tn for points ξ ∈ Dn (see [10]).
For ξ = (ξ1, . . . , ξn) ∈ Dn and z = (z1, . . . , zn) ∈ Tn such that ξj = rj eiθj and
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zj = e
iϕj where rj ∈ [0, 1) and θj, ϕj ∈ [0, 2pi]. Let
K(z, ξ) =
n∏
j=1
1
1− ξjzj
be the Szego¨ kernel for the finite dimensional polydisc. Moreover, the Szego¨ kernel
can be expressed in the series
K(z, ξ) =
∑
ν∈(N∪{0})n
ξ
ν1
1 . . . ξ
νn
n z
ν1
1 . . . z
νn
n , ν = (ν1, . . . , νn) ∈ Nn.
This series is dominated by
∑
ν∈Nn |ξ1|ν1 . . . |ξn|νn , which converges uniformly on
every compact subset of Dn.
The Poisson kernel is expressed in terms of the Szego¨ kernel by
Pξ(z) = |K(z, ξ)|
2
K(ξ, ξ) ,
which is the product
Pξ(z) = Pr1(θ1 − ϕ1) . . .Prn(θn − ϕn),
where Pr(ϕ) = (1 − r2)/(1 − 2r cosϕ + r2) is the poisson kernel for the unit disc.
Note that for all z ∈ Tn and ξ ∈ Dn we have Pξ(z) > 0,
∫
Tn
Pξ(z)dσn(z) = 1 (2.8)
and
Pξ(z) =
∑
ν∈Zn
r
|ν1|
1 . . . r
|νn|
n e
iν1(θ1−ϕ1) . . . eiνn(θn−ϕn).
For z = (z1, . . . , zn) ∈ Tn, define
dσ
(n)
ξ (z) = Pξ1(z1) . . .Pξn(zn) dσn(z)
=
|K(z, ξ)|2
K(ξ, ξ) dσn(z), (2.9)
which is the Poisson measure on Tn for ξ ∈ Dn. Note that σ(n)ξ is a probability
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measure and it coincides with the Haar measure σn on Tn whenever ξ = 0.
Theorem 2.6. [34, Theorem 2.1.2] If f is continuous on the closed polydisc Dn and
n-harmonic in Dn, then
f(ξ) = P [f ](ξ) :=
∫
Tn
f(z)Pξ(z)dσn(z), ∀ξ ∈ Dn.
It follows that every f with these properties is determined by its values on the
distinguished boundary Tn.
If f is any function on Dn and 0 ≤ ρ < 1, fρ will denote the function defined on
Tn by: fρ(z) := f(ρz) when z ∈ Tn, where ρz = (ρz1, . . . , ρzn).
Theorem 2.7. [34, Theorem 2.1.3]
(a) If f ∈ L∞(Tn) and ξ ∈ Dn, then |P [f ](ξ)| ≤ ‖f‖∞. Equality for one ξ ∈ Dn
implies that f is constant a.e. on Tn.
(b) If f ∈ C(Tn) then P [f ] extends to a continuous function on Dn.
(c) If r ∈ [1,∞), f ∈ Lr(Tn) and u = P [f ], then ‖uρ‖Lr(Tn) ≤ ‖f‖Lr(Tn) and
‖uρ − f‖Lr(Tn) → 0 as ρ→ 1.
By virtue of Theorem 2.7(a), every f ∈ A(Dn) satisfies the maximum principle
‖f‖Dn = ‖f‖Tn .
The following characterises analytic Poisson integrals in terms of Fourier coeffi-
cients and features the restriction of members of A(Dn) to Tn.
The Fourier coefficients f̂(ν) of a function on Tn are defined as:
f̂(ν) =
∫
Tn
f(z) z¯νdσn(z), ν ∈ Zn,
where z¯ν is an abbreviation for z¯ν11 . . . z¯
νn
n .
Theorem 2.8. [34, Theorem 2.2.1] A function f ∈ C(Tn) is the restriction of a
member of A(Dn) if, and only if, f̂(ν) = 0 outside Nn.
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Definition 2.5 (Hardy spaces on Tn). For r ∈ [1,∞). The Hardy space Hr(Tn) is
defined as the analytic subspace of the space Lr(Tn, σn), i.e.
Hr(Tn) =
{
f ∈ Lr(Tn, σn) : f(z) =
∑
µ∈Nn
aµz
µ1
1 · · · zµnn
}
.
This space is Banach when endowed with the norm
‖f‖Hr(Tn) :=
(∫
Tn
|f(z)|rdσn(z)
)1/r
.
For r = 2, it is a Hilbert space in the norm
‖f‖H2(Tn) :=
(∑
µ∈Nn
|aµ|2
)1/2
.
In the particular case r =∞, we denote by H∞(Tn) the space of all bounded analytic
functions on Tn which is a Banach space when equipped with the norm
‖f‖∞ = sup
z∈Tn
|f(z)| for f ∈ H∞(Tn).
Definition 2.6 (Hardy spaces on Dn). For r ∈ [1,∞). The Hardy space Hr(Dn)
is defined as the class of all analytic functions f in Dn such that ‖f‖Hr(Dn) < ∞,
where
Hr(Dn) =
{
f : f ∈ A(Dn) such that ‖f‖Hr(Dn) <∞
}
and
‖f‖Hr(Dn) :=
(
sup
0≤ρ<1
∫
Tn
|fρ(z)|rdσn(z)
)1/r
,
(since |fρ|r is n-harmonic, sup can be replaced by limit as ρ→ 1).
H∞(Dn) is the space of all bounded analytic functions in Dn such that
‖f‖∞ = sup
z∈Dn
|f(z)| for f ∈ H∞(Dn).
In particular, H2(Dn) is defined as follows: if f(z) =
∑
µ∈Nn aµz
µ1
1 . . . z
µn
n , then
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f ∈ H2(Dn) if and only if ∑µ∈Nn |aµ|2 <∞. In fact,
‖f‖H2(Dn) :=
(∑
µ∈Nn
|aµ|2
)1/2
.
An extremely useful feature of the one variable theory is that any function f ∈
Hr(T) can be extended to an analytic function on the open unit disc D. This
remains true in finite dimensions with almost no restriction to the radial or even the
non-tangential approach.
Theorem 2.9 (Fatou’s Theorem). [40, Theorem XV11-4.8] If f ∈ Hr(Dn), then f
has a non-tangential limit at almost all points of the distinguished boundary Tn.
Remark 2.1. This property of the Hardy spaces of the finite dimensional torus Tn
ensures the isometric embedding between the two spaces Hr(Dn) and Hr(Tn). Thus
the restriction f 7→ f |Tn as a map from Hr(Dn) to Hr(Tn) ⊂ Lr(Tn, σn) makes
sense as a consequence of Fatou’s Theorem. Moreover, for every f ∈ Hr(Dn) the
radial limit lim
ρ→1−
f(ρz) exists at almost all z ∈ Tn.
The following inequality from [38] will be used in Chapter 7 when calculating
the norm of the multiplication operator on Hardy spaces Hr(Dn), r ∈ (1,∞). For
all ξ ∈ Dn we have
|f(ξ)|r ≤
n∏
j=1
1
1− |ξj|2 ‖f‖
r
Hr(Dn), ∀f ∈ Hr(Dn). (2.10)
(see also Theorem 6.1 in [10] for the infinite dimensional case). This inequality is
sharp for the function
hξ(z) =
n∏
j=1
(1− |ξj|2)1/r
|1− ξjzj|2/r
= (Pξ(z))1/r , ξ, z ∈ Dn. (2.11)
Observe that ‖hξ‖Hr(Dn) = 1 (see statement (2.8)).
In order to state the definition of the space Hr(T∞) for r ∈ [1,∞], observe
that T∞ is a compact abelian group with dual Z∞0 and a normalised Haar measure
σ. Elements f in Lr(T∞, σ) are uniquely defined by their Fourier series expansion
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(given by (2.7))
f(z) =
∑
µ∈Z∞0
aµz
µ1
1 . . . z
µk
k ,
where the Fourier coefficients are defined in the standard manner (2.6) and µ ∈ Z∞0
means that only finitely many of the components of the index sequence µ are non-
zero.
Definition 2.7 (Hardy spaces on T∞). For r ∈ [1,∞). Define the Hardy spaces
Hr(T∞) to be the analytic part of Lr in the following way
Hr(T∞) =
f ∈ Lr(T∞, σ) : f(z) = ∑
µ∈N∞0
aµz
µ1
1 . . . z
µk
k
 .
This is a Banach space in the norm
‖f‖Hr(T∞) :=
(∫
T∞
|f(z)|rdσ(z)
)1/r
and a Hilbert space in the case r = 2 endowed with the norm
‖f‖H2(T∞) :=
(∫
T∞
|f(z)|2dσ(z)
)1/2
=
∑
µ∈N∞0
|aµ|2
1/2 ,
the latter is due to Parseval’s identity.
The case r =∞ defines the Banach space H∞(T∞) of all bounded analytic functions
on the infinite dimensional torus in the norm
‖f‖∞ = sup
z∈T∞
|f(z)|.
Note 2.1. It is no longer straight forward to extend functions f ∈ Hr(T∞) to
functions on the polydisc D∞. This is because point evaluations for functions in the
Hardy space of the polydisc are well defined only in l2∩D∞ for r <∞ and in c0∩D∞
for r =∞, see [10], where c0 is the closed subspace of l∞ of sequences that converge
to zero.
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2.2.5 Hardy-Dirichlet spaces [20]
This section aims at showing the isometric isomorphic correspondence between the
Hardy spaces of analytic functions on the polycircle Hr(T∞) and the Hardy spaces
of Dirichlet series H r for all r ∈ (1,∞). This aspect is important in the study of
bases properties of the system of dilations of monomials, Hϕ, defined in Chapter 7.
The space
H =
{ ∞∑
n=1
ann
−s,
∞∑
n=1
|an|2 <∞
}
,
was first introduced in [20]. It is a Hilbert space of Dirichlet series with square
summable coefficients. Then the non-Hilbertian case H r, r ∈ [1,∞) was described
in [4] (see (2.12) below). For r = 2, H 2 =H .
To understand the configuration of these spaces, we need a group-theoretical
identification of T∞, which we shall now describe. Let E be the dual group of
Q+, where Q+ denotes the multiplicative discrete group of strictly positive rational
numbers. E is the set of characters X : Q+ −→ C, such that
(a) X (mn) = X (m)X (n) for all m,n ∈ Q+.
(b) |X (n)| = 1 for all n ∈ Q+.
Given a point z = (z1, z2, . . .) ∈ T∞, define X at the primes through
X (2) = z1, X (3) = z2, . . . , X (pk) = zk, . . .
and extend the definition multiplicatively. This identification yields a character.
The set of all characters is then obtained by the same procedure. This identification
is topological and the Haar measures on T∞ and E are identical (for more details
see [20] pages 8-9).
For general r ∈ [1,∞), the spaces H r are defined to be the closure of Dirichlet
polynomials in the norm
(
lim
T→+∞
1
2T
∫ T
−T
∣∣∣∣∣
N∑
n=1
ann
−it
∣∣∣∣∣
r
dt
)1/r
. (2.12)
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This norm can be understood as the ergodic theorem on the infinite-dimensional
torus T∞. To briefly explain this, we note that T∞ is a compact Abelian group
with a Haar measure σ and has a dual group Z∞0 . By the Fourier analysis on
groups, f ∈ Hr(T∞) has a Fourier expansion f(z) = ∑ν∈N∞0 aνzν where z ∈ T∞ and
zν = zν11 . . . z
νk
k for ν = (νj)j∈N ∈ N∞0 . The central observation, essentially called
Kronecker’s Lemma, is that the path φ : t 7→ (2−it, . . . , p−iti , . . .), where pi is the
i-th prime number, is ergodic in T∞. Then by the Ergodic Theorem for continuous
functions f on T∞, we have
(
lim
T→+∞
1
2T
∫ T
−T
|f ◦ φ(t)|rdt
)1/r
= ‖f‖Hr(T∞).
Note that f ◦ φ is a Dirichlet series provided that we identify aν with an when n =
pν11 p
ν2
2 . . .. By the uniqueness of prime number factorisation, the map from H
r(T∞)
to H r given by f 7→ f ◦ φ has an inverse, which is called the Boher lift [1]. The
construction of the H r spaces is mainly based on Boher’s observation which gives
strong links between Dirichlet series and Fourier series on the infinite dimensional
torus T∞. Let f(s) =
∑∞
n=1 ann
−s be a Dirichlet series. Decompose each integer
into a product of prime factors, n = p
ν1(n)
1 · · · pνk(n)k , and set z = (p−s1 , p−s2 , · · · ).
Then,
f(s) =
∞∑
n=1
an
(
p−s1
)ν1(n) · · · (p−sk )νk(n) = ∑
ν∈N∞0
aνz
ν1(n)
1 · · · zνk(n)k =: Df(z),
where an corresponds to aν for all n ∈ N and ν ∈ N∞0 . The Dirichlet series becomes
a Fourier series in infinitely many variables indexed by N∞0 . This identification
preserves both topological and measure properties.
Denote byP the set of all Dirichlet polynomials, P (s) =
∑N
n=1 ann
−s. If P ∈P,
define
‖P‖rP = lim
T→+∞
1
2T
∫ T
−T
|P (it)|rdt.
Denote its corresponding trigonometric polynomial by DP (z) =
∑
ν∈Nk aνz
ν1
1 · · · zνkk ,
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then
sup
Re(s)≥0
|P (s)| = sup
z∈Dk
|DP (z)|.
Lemma 2.11. [4, Lemma 3] For P ∈P, then
‖P‖P = ‖DP‖Hr(T∞).
Definition 2.8. [4] The space H r is the completion of the set P with respect to the
norm ‖ · ‖P . In fact H r can be identified by the space Hr(T∞) for all r ∈ [1,∞).
Lemma 2.12. [4, Theorem 2] The operator D : P −→ Hr(T∞) extends to an
isometric isomorphism from H r onto Hr(T∞).
A fundamental corollary regarding bases properties of the set {n−s}n∈N was set-
tled in [1] via the following theorem.
Theorem 2.10. [1, Corollary 4] Let r ∈ (1,∞). The set of functions n−s, n ∈ N
forms an orthonormal basis of H and a Schauder basis of H r.
Boher’s observation [1] implies the following in the context of Hardy spaces on
T∞.
Theorem 2.11. The set of monomials {hn}n∈N where
hn(z) = z
ν1(n)
1 . . . z
νk(n)
k , (z ∈ T∞, ν = (νj)j∈N ∈ N∞0 ), (2.13)
forms an orthonormal basis of the Hardy space H2(T∞) and a Schauder basis of
Hr(T∞) whenever r ∈ (1,∞).
Proof. This is a direct consequence of the combination of Theorem 2.10 and Lemma
2.12.
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Criteria for Bases Properties of
Dilated Functions in Lebesgue
Spaces
It is a familiar fact that the classical sine functions Esin and the classical cosine
functions Ecos form bases of the Lebesgue spaces L
r(0, 1) for all r ∈ (1,∞). For the
sine functions this follows from the classical result of M. Riesz (see, Lemma 2.1),
while the cosine functions have the claimed property follows via an even extension.
In this chapter we shall present criteria for demonstrating bases properties of the
family Ef , introduced in Chapter 1, which does not have the property of orthogo-
nality. Thus we are forced to give up on the very useful Parseval’s relation, and seek
other types of methods to handle the problem. One of those is the idea of stability of
sequences in a Banach space, through which we shall find that the bases properties
of sequences can sometimes be deduced from the fact that they are “near” in a sense
or “equivalent” to a sequence already known to posses the required property.
This suggests deriving various properties of the change of coordinates maps that
take the basis Ee := {en(·)}n ⊂ Lr(0, 1) into the sequence Ef , as shown in Section 3.1
below.
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3.1 The change of coordinates map
Given any g ∈ Lr(0, 1), denote the odd extension1 of g with respect to 1 by
g˜(x) =

g(x) x ∈ [0, 1]
−g(2− x) x ∈ (1, 2].
A 2−periodic extension of g to the whole of R is then written as
g∗(x) = g˜
(
x− 2
⌊x
2
⌋)
. (3.1)
The floor function byc ∈ Z is the unique integer such that y − byc ∈ [0, 1). For any
n ∈ N, let
Mng(x) := g
∗(nx).
Lemma 3.1. The operators Mn : L
r(0, 1) −→ Lr(0, 1) are linear isometries.
Proof. Indeed,
‖Mng‖rLr(0,1) =
∫ 1
0
|Mng(x)|rdx =
∫ 1
0
|g∗(nx)|rdx =
∫ 1
0
∣∣∣g˜ (nx− 2 ⌊nx
2
⌋)∣∣∣r dx
=
1
n
∫ n
0
∣∣∣g˜ (y − 2 ⌊y
2
⌋)∣∣∣r dy = 1
n
n−1∑
l=0
∫ l+1
l
∣∣∣g˜ (y − 2 ⌊y
2
⌋)∣∣∣r dy
=
1
n
n−1∑
l=0
l≡20
∫ l+1
l
∣∣∣g˜ (y − 2 ⌊y
2
⌋)∣∣∣r dy + n−1∑
l=1
l≡21
∫ l+1
l
∣∣∣g˜ (y − 2 ⌊y
2
⌋)∣∣∣r dy
 .
Changing variables to w = y − l for l ≡2 0 and z = y − (l − 1) for l ≡2 1, gives
⌊y
2
⌋
=

l
2
whenever l ≡2 0
l−1
2
whenever l ≡2 1.
Here and elsewhere below we will write j ≡2 k to denote that j ≡ k (mod 2).
1See Remark 3.2 below.
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Hence,
‖Mng‖rLr(0,1) =
1
n
n−1∑
l=0
l≡20
∫ 1
0
|g(w)|rdw +
n−1∑
l=1
l≡21
∫ 2
1
|g˜(z)|rdz
 .
Another change of variables z = 2− w, then yields
‖Mng‖rLr(0,1) =
1
n
[
n
∫ 1
0
|g(w)|rdw
]
= ‖g‖rLr(0,1)
as claimed.
Moreover
M1 = Id and Mjk = MjMk ∀j, k ∈ N. (3.2)
Let ej(x) = sin(jpix). Let f ∈ Lr(0, 1) with an odd extension to Lr(−1, 1) and
Fourier coefficients
f̂j = 2
∫ 1
0
f(x) sin(jpix)dx such that
∞∑
j=1
|f̂j| <∞. (3.3)
Let fn ∈ Lr(0, 1) defined as fn(x) := f ∗(nx), for all n ∈ N. Since the functions
fn are continuous on [0, 1] then,
fn(x) =
∞∑
k=1
f̂n(k)ek(x) such that f̂n(k) = 2
∫ 1
0
fn(x)ek(x)dx.
The infinite series is both pointwise convergent for all x ∈ [0, 1] (Theorem 2.1) and
also convergent in the norm of Lr(0, 1) for all r ∈ (1,∞) (Lemma 2.1). Since f1 is
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symmetric about x = 1
2
, for every even k we have f̂1(k) = 0. For all n > 1,
f̂n(k) = 2
∫ 1
0
f1(nx) sin(kpix)dx
= 2
∫ 1
0
( ∞∑
m=1
f̂m sin(mpinx)
)
sin(kpix)dx
= 2
∞∑
m=1
f̂m
∫ 1
0
sin(mnpix) sin(kpix)dx
=

f̂m for mn = k, m ≡2 1
0 otherwise.
Here we can exchange the infinite summation with the integral sign, due to the
pointwise convergence of the series, statement (3.3) and the Dominated Convergence
theorem [3, Proposition 2.17, pp. 37].
Let
T =
∞∑
j=1
f̂jMj. (3.4)
Lemma 3.2. The operator T : Lr(0, 1) −→ Lr(0, 1) is bounded and linear. More-
over,
Ten = fn ∀n ∈ N.
Proof. By virtue of (3.3), Lemma 3.1 and the triangle inequality, it follows that the
expression (3.4) is convergent in the operator norm of Lr(0, 1) and that
‖T‖B(Lr(0,1)) ≤
∞∑
j=1
|f̂j|‖Mj‖B(Lr(0,1)) =
∞∑
j=1
|f̂j| <∞.
In addition,
Ten =
∞∑
j=1
f̂jMjen =
∞∑
j=1
f̂jenj =
∞∑
k=1
f̂n(k)ek = fn ∀n ∈ N.
Linearity is trivial.
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3.2 Criteria for bases properties of dilated func-
tions in Lr(0, 1)
In this section we shall present criteria for determining bases properties of the se-
quence Ef . These criteria involve the idea of “equivalence” between two sequences
in a Banach space.
According to Lemmas 2.1, 3.2 and Theorem 2.2, Ef is a Schauder basis of L
r(0, 1)
if and only if the operator T : Lr(0, 1) −→ Lr(0, 1) in (3.4) is a homeomorphism,
cf. [21] or [37]. This approach enables fn to inherit from en the property of being
a basis in Lr(0, 1) for all r ∈ (1,∞) and n ∈ N. In turns, it provides together with
[23, Theorem IV-1.16] a criterion, cf. [5], [11], [12], [7] and [8], that measures the
bases properties of this set. We describe this in two different cases in sections 3.2.1
and 3.2.2.
Let F ⊂ N be finite such that 1 ∈ F . Write the operator T , given by (3.4), as
T = M + V where
M =
∑
j∈F
f̂jMj and V =
∑
j∈N\F
f̂jMj. (3.5)
Then,
M−1 : exists
‖V ‖ < ‖M−1‖−1
 ⇒

T = M + V = M [Id +M−1V ]
is a homeomorphism.
(3.6)
As we shall see in the forthcoming chapters, it can be very difficult to determine
whether T is invertible or not even for simple functions f . Criteria, such as those
formulated in [5, Section 4] and [7, Sections 4 and 7], give sufficient conditions
for invertibility in Banach and Hilbert spaces respectively, provided we have sharp
estimates on |f̂k| both for large k and small k. Corollary 3.1 for the case F = {1}
and Corollary 3.2 for the case F 6= {1} generalise these criteria. The emphasis here
is the computability, either analytical or by accurate numerical means, of all the
quantities involved.
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In this section we distinguish between the two cases: F = {1}, when the operator
M includes only one-term; F 6= {1}, when M is expressed as a finite multi-term
linear combination of the isometries Mj.
3.2.1 One-term Schauder basis criteria (F = {1})
In this case, M = f̂1 Id. If f̂1 6= 0, then M is invertible and
M−1 = f̂−11 Id . (3.7)
Theorem 3.1. If f̂1 6= 0 and
∞∑
j=2
|f̂j| < |f̂1|, (3.8)
then Ef is a Schauder basis of L
r(0, 1) for all r ∈ (1,∞).
Proof. The operator T = M + V , given in (3.4), is a bounded linear operator
mapping en into fn (see, Lemma 3.2). In order to show that the set Ef is a Schauder
basis in Lr(0, 1) it is sufficient to show that the operator T is bijective. Notice that,
‖V ‖ ≤
∞∑
j=2
|f̂j|.
According to (3.7) and (3.8), ‖V ‖ < ‖M−1‖−1. Then in view of (3.6), the result
follows.
Assume that the Fourier coefficients of f are such that
|f̂j| ≤ φj, ∀j ∈ N (3.9)
for a sequence {φj}∞j=1 ∈ `1(N). We set Φ =
∑∞
j=1 φj.
Corollary 3.1. Let k ∈ N be fixed. If
2|f̂1| − Φ +
k∑
j=1
(
φj − |f̂j|
)
> 0, (3.10)
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then Ef is a Schauder basis of L
r(0, 1) for all r ∈ (1,∞).
Proof.
‖V ‖ ≤
∞∑
j=2
|f̂j| =
∞∑
j=1
|f̂j| − |f̂1|
≤
k∑
j=1
|f̂j|+
∞∑
j=k+1
φj − |f̂1|
=
k∑
j=1
(
|f̂j| − φj
)
+ Φ− |f̂1|.
According to (3.10), ‖V ‖ < |f̂1|. Then, in view of statements (3.7) and (3.6), the
operator T is a homeomorphism and the family Ef is a Schauder basis of L
r(0, 1),
r ∈ (1,∞).
3.2.2 Multi-term Riesz basis criteria (F 6= {1})
Let F ⊂ N be finite such that 1 ∈ F . Let P(N) ⊂ N denote the set of all prime
numbers not including 1. Set
P(F) := {p ∈ P(N) : p|n for some n ∈ F}. (3.11)
For n ∈ F , we consider prime factorisations of the form
n =
∏
p∈P(F)
pνp(n)
where P(F) is as in (3.11) and the exponent νp(n) = 0 whenever p does not divide
n. Let d = #P(F), that is, the number of primes dividing n ∈ F , and order the
elements of P(F) in an increasing manner
P(F) = {pj}dj=1.
Then
n = p
νp1(n)
1 · · · pνpd(n)d , ∀n ∈ F ,
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and according to (3.2) the operator M in (3.5) takes the form
M =
∑
n∈F
f̂nMn
=
∑
n∈F
f̂nM
νp1(n)
p1 · · ·Mνpd(n)pd
=
∑
ν∈Nd
f̂nM
νp1(n)
p1 · · ·Mνpd(n)pd . (3.12)
These new criteria are built upon those of [7, Corollary 4.3 and Corollary 4.4] where
F = {1, p = 3, p2 = 9}, that is, the multi-term criteria is generalising the outcomes of
the literature [7] to the case of any prime p ∈ P(F) where F = {1, p, p2}. More than
that they study the case when a finite number of primes pj ∈ P(F) (j = 1, . . . , d)
are considered such that F = {1, p1, p21, . . . , pd, p2d}.
In the notation of Section 2.2. Set z = (zp1 , . . . , zpd) ∈ Td. Replacing Mpj by zpj
in (3.12), we obtain a symbol
m(z) =
∑
n∈F
f̂nz
νp1(n)
p1 · · · zνpd(n)pd ∈ H∞(Td), (3.13)
(see Section 7.1 for further information). Moreover,
‖m‖∞ = sup
z∈Td
|m(z)|. (3.14)
Note 3.1. The symbol m is a polynomial in several (finite) complex variables, i.e.,
m ∈ H∞(Td) with d < ∞. However in some context of this thesis we will allow,
by an abuse of notation, m to be considered as a power series in infinitely many
variables (i.e., m ∈ H∞(T∞)) but with multiplicities νpj = 0 for positive integers
j > d. This means that the new components zpj (j > d) of z ∈ T∞ will not contribute
to the calculation of ‖m‖∞ that is,
‖m‖∞ = sup
z∈Td
|m(z)| = sup
z∈T∞
|m(z)|.
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Define the operator Mm : H2(T∞) −→ H2(T∞) such that
MmF (z) = m(z)F (z), ∀F ∈ H2(T∞).
Observe that
‖Mm‖B(H2(T∞)) = ‖m‖∞, (3.15)
which is an immediate consequence of Theorem 7.3 when ϕ = m, Tϕ = Mm and
r = 2.
Remark 3.1. Below we describe the connection between the operator M and the
multiplication operator Mm by means of the isometric isomorphic correspondence
between the Lebesgue spaces L2(0, 1) and the Hardy spaces H2(T∞). The study is
formulated for functions from the space L2(0, 1) with odd extensions to the whole
real line. A similar argument is also valid when considering functions in L2(0, 1)
with cosine Fourier expansions (see Remark 3.2 for more details).
Given a function g ∈ L2(0, 1) with the Fourier sine expansion
g(x) =
∞∑
j=1
ĝjej(x) such that ĝj = 2
∫ 1
0
g(x)ej(x)dx. (3.16)
Notice that its Fourier coefficients satisfy
∞∑
j=1
|ĝj|2 <∞
due to Parseval’s identity and Lemma 2.1.
The series (3.16) can also be presented in terms of the isometries Mj in the form
g(x) =
∞∑
j=1
ĝjMje1(x).
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Decompose j into its unique prime factors j = q
µq1(j)
1 · · · qµqs(j)s . According to (3.2),
g(x) =
∑
µ∈N∞0
ĝjM
µq1(j)
q1 · · ·Mµqs(j)qs e1(x).
Replace the Mqj by zqj so that the series in (3.16) formally takes the form
Ug(z) :=
∑
µ∈N∞0
ĝjz
µq1(j)
q1 · · · zµps(j)qs ∈ H2(T∞).
From now on, for a given element g ∈ L2(0, 1), Ug denotes the corresponding power
series in the Hardy space H2(T∞). Observe that due to Definition 2.7 of H2(T∞)
we conclude
‖g‖L2(0,1) =
( ∞∑
j=1
|ĝj|2
)1/2
= ‖Ug‖H2(T∞), (3.17)
see also [20] for more details.
The mechanism of transforming the space L2(0, 1) into the Hardy space H2(T∞)
together with the last identity between their norms confirm the existence of an
isometry isomorphism U : L2(0, 1) −→ H2(T∞).
Now, associate to g in (3.16) the function
Mg(x) =
∑
n∈F
f̂nMn
( ∞∑
j=1
ĝjej(x)
)
=
∞∑
j=1
ĝj
∑
n∈F
f̂nenj(x)
=
∑
µ∈N∞0
ĝj
∑
n∈F
f̂nM
νp1(n)
p1 · · ·Mνpd(n)pd Mµq1(j)q1 · · ·Mµqs(j)qs e1(x).
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It is evident that, Mg ∈ L2(0, 1), i.e.
‖Mg‖L2(0,1) =
∥∥∥∥∥∑
n∈F
f̂nMn
( ∞∑
j=1
ĝjej(x)
)∥∥∥∥∥
L2(0,1)
≤
∑
n∈F
|f̂n|
∥∥∥∥∥Mn
( ∞∑
j=1
ĝjej(x)
)∥∥∥∥∥
L2(0,1)
=
∑
n∈F
|f̂n|
∥∥∥∥∥
∞∑
j=1
ĝjej(x)
∥∥∥∥∥
L2(0,1)
=
∑
n∈F
|f̂n|
( ∞∑
j=1
|ĝj|2
)1/2
<∞.
This is due to the triangle inequality, identity (3.17) and Lemma 3.1.
When the operator U is applied to Mg, we arrive at the identity
U (Mg) (z) = m(z)Ug(z), z ∈ T∞. (3.18)
This powerful connection between the operator M and the symbol (multiplier) m
was first established in [32]. Then a more general framework was developed in the
context of Hardy-Dirichlet spaces in [20].
The statement (3.18) has the interpretation that replacing ej with enj for n ∈ F
and j ∈ N corresponds to multiplication by m(z) on the U -transformed side. See
Figure 3.1 for further clarification observing that,
M = U−1MmU. (3.19)
Theorem 3.2.
‖M‖B(L2(0,1)) = ‖m‖∞.
Proof. According to the statements (3.15) and (3.19) and since U is an invertible
isometry we have,
‖M‖B(L2(0,1)) = ‖UM‖L2(0,1)→H2(T∞)
= ‖MmU‖L2(0,1)→H2(T∞) = ‖m‖∞.
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L2(0, 1)
U

M // L2(0, 1)
H2(T∞)
Mm
// H2(T∞)
U−1
OO
Figure 3.1: Description of the intertwine between M and Mm by means of the
isometry U .
The result follows.
Consider M given by (3.12). The result from the following theorem will be
invoked below in several places.
Theorem 3.3. If m(z) 6= 0 on the closed polydisc Dd, then the linear operator M
is a homeomorphism. Moreover,
‖M−1‖−1B(L2(0,1)) = inf
z∈Td
|m(z)|.
Proof. From (3.13), observe that m ∈ H∞(Td). According to Fatou’s Theorem 2.9
and Remark 2.1, the function m(z) can be extended by analytic continuity to the
polydisc Dd. Since the function m(z) is analytic and bounded away from zero on
Dd, then 1/m(z) is also analytic on Dd. Moreover the infimum of m(z) lies on
the distinguished boundary Td (Minimum Modulus Principle). According to the
Expansion Theorem (Taylor) [24, Theorem 1, pp. 79], the function 1/m(z) has a
unique Maclaurin expansion in z = (z1, · · · , zd) ∈ Dd with derivatives given in terms
of the Cauchy Integral Formula and this series converges to 1/m(z) in Dd. Now,
replacing zj by Mpj gives a series converging in norm to M
−1 (see also [23, Chapter
I, sections 4.4, 4.5, pp. 29 & 1.7, pp. 8] for further details). The first statement
follows.
According to this assertion and statement (3.19), we arrive at the following
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diagram:
L2(0, 1) L2(0, 1)M
−1
oo
U

H2(T∞)
U−1
OO
H2(T∞)
M−1m
oo
Notice that M−1m =Mm−1 and is defined by M
−1
m F (z) = m
−1(z)F (z), F ∈ H2(T∞)
(see the proof of Theorem 7.4 for r = 2). Moreover,
M−1 = U−1M−1m U.
Hence,
‖M−1‖B(L2(0,1)) = ‖M−1m ‖B(H2(T∞))
= sup
z∈Td
|m−1(z)| =
(
inf
z∈Td
|m(z)|
)−1
.
Corollary 3.2. Assume that the Fourier coefficients of f are such that
|f̂j| ≤ φj, ∀j ∈ N (3.20)
for a sequence {φj}∞j=1 ∈ `1(N). Set Φ =
∑∞
j=1 φj. Let k, d ∈ N be fixed. Let
F = {1, p1, p21, . . . , pd, p2d}.
Set
m(z) = f̂1 +
d∑
j=1
(
f̂pjzj + f̂p2jz
2
j
)
, ∀z ∈ Dd
and
ω = inf{|m(z)| : z ∈ Td}.
If ∑
j∈F\{1}
|f̂j| < |f̂1| (3.21)
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and
ω − Φ +
∑
j∈F
|f̂j|+
k∑
j=1
(
φj − |f̂j|
)
> 0, (3.22)
then Ef is a Riesz basis of L
2(0, 1).
Proof. Due to (3.21), m(z) has no zeros on Dd and so ω > 0. According to Theo-
rem 3.3, M is invertible and ‖M−1‖−1 = ω. Now
‖V ‖ ≤
∑
j∈N\F
|f̂j| =
∑
j∈N
|f̂j| −
∑
j∈F
|f̂j|
≤
k∑
j=1
|f̂j|+
∞∑
j=k+1
φj −
∑
j∈F
|f̂j|
=
k∑
j=1
(
|f̂j| − φj
)
+ Φ−
∑
j∈F
|f̂j|.
Statement (3.22) implies ‖V ‖ < ω. Then due to (3.6), the operator T is invertible.
This in turns ensures that Ef is a Riesz basis of L
2(0, 1).
The following more refined natural extension of [7, Corollaries 4.3 and 4.4] can
also be deduced from Theorems 3.2 and 3.3 for d = 1 and m(z) 6= 0 on the
closed unit disc D. The mechanism developed in this chapter associates the op-
erator M =
∑∞
j=0 f̂pjMpj to the multiplication operator Mm : H
2(D) −→ H2(D)
where m(z) =
∑∞
j=0 f̂pjz
j. This association is allowed via the isometry isomorphism
U : L2(0, 1) −→ H2(D) such that (3.19) holds. Moreover according to Theorems 7.1
and 7.2, ‖Mm‖B(H2(D)) = sup
z∈T
|m(z)| and ‖M−1m ‖−1B(H2(D)) = infz∈T |m(z)|. See [7, Theo-
rem 3.2] for further details.
Corollary 3.3. Let d = 1. Assume that
0 < f̂p2 < f̂1 and f̂p2 + f̂1 > ±|f̂p|. (3.23)
Either of the following two conditions ensure that Ef is a Riesz basis of L
2(0, 1).
(a) |f̂p(f̂p2 + f̂1)| ≥ |4f̂p2 f̂1| and
∑
j∈N\{1,p2}
|f̂j| < f̂1 + f̂p2 , (3.24)
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(b) |f̂p(f̂p2 + f̂1)| < |4f̂p2 f̂1| and
∑
j∈N\{1,p,p2}
|f̂j| < (f̂1 − f̂p2)
√√√√1− f̂ 2p
4f̂1f̂p2
. (3.25)
Proof. Let
m(z) = f̂1 + f̂pz + f̂p2z
2 z ∈ D.
According to the calculations performed in the proof of [7, Lemma 4.1] for the case
p = 3, if (3.23) holds true, then m(z) has its zeros outside D. Moreover,
|f̂p(f̂p2 + f̂1)| ≥ |4f̂p2 f̂1| ⇒ ω = inf
z∈T
|m(z)| = f̂1 + f̂p2 − |f̂p|
and
|f̂p(f̂p2 + f̂1)| < |4f̂p2 f̂1| ⇒ ω = inf
z∈T
|m(z)| = (f̂1 − f̂p2)
√√√√1− f̂ 2p
4f̂1f̂p2
.
For more details, see the argument in [7, Theorem 3.2, Lemma 4.1].
Remark 3.2. In Chapters 4, 5 and 6, we will consider the construction of the
isometries Mk with g
∗ defined by means of even extensions and cosine Fourier coef-
ficients rather than sine Fourier coefficients. Theorem 3.1 and Corollaries 3.1, 3.2
and 3.3 have identical analogues in this case. See Section 4.3 for further details.
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Chapter 4
Schauder Basis and Regularity
Properties of p-trigonometric
Functions
In this chapter we are going to address the question proposed in Section 1.2 for
two particular choices f(x) = cosp(pipx) and f(x) = sinp(pipx). We set the one-term
(Theorem 3.1) and the improved one-term (Corollary 3.1) criteria for determining
invertibility of the change of coordinates map between ej and fj functions.
The study of the former of these functions constitutes the major component in
this chapter for which the proof is divided into the cases p ∈ (1, 2) and p ∈ (2,∞).
Here we collect various properties of the generalised cosine functions which will be
useful in studying bases properties. We then establish precise upper bounds on
the asymptotic behaviour of Fourier coefficients in the two cases p ∈ (1, 2) and
p ∈ (2,∞). We find two thresholds, p0 < 2 and p1 > 2, by means of analytical
calculations which are then improved via some numerical approximations to pˆ0,1 < p0
and pˆ1,1 > p1 respectively. The family Ecosp forms a Schauder basis of L
r(0, 1) for
r ∈ (1,∞) and all p ∈ (pˆ0,1, pˆ1,1) ( see Table 1.1).
Previous investigations concerning bases properties of the family Esinp were set-
tled at the threshold p˜1 such that the set is a Schauder basis in L
r(0, 1) for all
r ∈ (1,∞) and p ∈ [p˜1,∞) (see [7] and Table 1.1 for more details). This was ob-
tained using Theorem 3.1. The last section of this chapter employs Corollary 3.1 and
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shows improvements in the threshold of p upon those achieved previously. It also
examines the regularity of these functions by means of the upper bound estimates
of the Fourier coefficients.
Throughout this and the following chapters we will consider the definitions, the
properties and the notations of previous sections when studying the generalised
trigonometric functions.
4.1 Properties of generalised cosine functions
Lemma 4.1. For all x ∈ [0, 1
2
),
(a)
cosp(pipx) =
[
sinp′
(
pip′
(
1
2
− x
))]p′−1
(b)
d
dx
cosp(x) = −(sinp x)p−1(cosp x)2−p
(c)
d2
dx2
cosp(x) = (sinp x)
p−2(cosp x)3−2p[2− p− cospp x].
Proof. The calculations leading to (a) and (b) can be found in the proofs of [9,
Proposition 2.2] and [9, Proposition 2.1], respectively. From (1.8) and (b) we get
d2
dx2
cosp x = (2− p)(sinp x)2p−2(cosp x)3−2p − (p− 1)(sinp x)p−2(cosp x)3−p
= (sinp x)
p−2(cosp x)3−2p
[
(2− p) sinpp x− (p− 1) cospp x
]
,
which is (c).
The following inequality will be important below.
Lemma 4.2. Let 1 < p1 ≤ p2 <∞ and x ∈ [0, 12 ]. Then
cosp1(pip1x) ≤ cosp2(pip2x). (4.1)
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Proof. A direct evaluation at x = 0 and x = 1/2 gives equality for all p1 and p2 at
these points, so these two cases are immediate. Let x ∈ (0, 1
2
) be fixed. Since p′ is
decreasing in p ∈ (1,∞), from Lemma 1.7(c) it follows that
d
dp
sinp′
(
pip′
(1
2
− x
))
≥ 0 ∀p ∈ (1,∞).
Note that, 0 < sinp′(pip′(
1
2
−x)) < 1 and hence ln(sinp′(pip′(12−x))) < 0. Substituting
the identity from Lemma 4.1(a), yields
d
dp
cosp(pipx) =
d
dp
[
sinp′
(
pip′
(1
2
− x
))] 1p−1
=
[
− ln(sinp′(pip′(
1
2
− x)))
(p− 1)2 +
d
dp
[
sinp′(pip′(
1
2
− x))]
(p− 1) sinp′(pip′(12 − x))
]
cosp(pipx) > 0.
The result follows.
4.1.1 The case p ∈ (1, 2)
For p ∈ (1, 2), let up : [0, 12 ] −→ R be given by
up(x) : =
d
dy
cosp y
∣∣∣
y=pipx
= −(sinp(pipx))p−1(cosp(pipx))2−p.
This function will simplify the notation when we determine estimates for the Fourier
coefficients of the p-cosine functions in Section 4.2.1. Here and everywhere below
we write
Mp := (p− 1)
p−1
p (2− p) 2−pp . (4.2)
Lemma 4.3. Let p ∈ (1, 2). Then
(a) up(x) ≤ 0 for all x ∈ [0, 12 ]
(b) up(x) = 0 if and only if x = 0 or x =
1
2
(c) up(x) = −Mp for x ∈ [0, 12 ] if and only if x = mp ∈ (0, 12), where mp is the
unique point such that cospp(pipmp) = 2− p
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(d) up : [0,mp] −→ [−Mp, 0] is decreasing
(e) up : [mp,
1
2
] −→ [−Mp, 0] is increasing
(f) min
x∈[0, 1
2
]
up(x) = −Mp.
Proof. Since sinp(pipx) and cosp(pipx) are non-negative over [0,
1
2
], then (a) holds
true. Since sinp(pipx) only vanishes at x = 0 and cosp(pipx) only vanishes at x =
1
2
in this interval, then (b) holds true.
Lemma 4.1(c) gives
u′p(x) = pip(sinp(pipx))
p−2(cosp(pipx))3−2p[2− p− cospp(pipx)].
Neither sinp(pipx) nor cosp(pipx) vanish in (0,
1
2
). On the other hand, cospp(0) = 1 >
2−p, cospp(pip2 ) = 0 < 2−p and cospp(pipx) is decreasing for x ∈ (0, 12). Then according
to the Intermediate Value Theorem the term cospp(pipx) + p − 2 indeed vanishes at
the unique point mp ∈ (0, 12) as stated in (c).
At mp,
up(mp) = −(sinp(pipmp))p−1(cosp(pipmp))2−p
= −(1− cospp(pipmp))
p−1
p (cosp(pipmp))
2−p = −Mp.
Hence, the proof of (d) and (e), and thus of (f), is achieved as follows. Just observe
that in the expression for u′p(x) above, cos
p
p(pipx) > 2 − p for x ∈ [0,mp) and
cospp(pipx) < 2− p for x ∈ (mp, 12), because cosp(pipx) is decreasing in x ∈ (0, 12).
According to parts (d) and (e) of Lemma 4.3, the function up is invertible,
when restricted to the segments [0,mp] and [mp,
1
2
]. We denote the inverses by
w1,p : [−Mp, 0] −→ [0,mp] and w2,p : [−Mp, 0] −→ [mp, 12 ], respectively, so that
up(wk,p(x)) = x ∀x ∈ [−Mp, 0] k = 1, 2.
50
Chapter 4: Schauder Basis and Regularity Properties of p-trigonometric Functions
4.1.2 The case p ∈ (2,∞)
For p ∈ (2,∞), let vp : (0, 12 ] −→ [0,∞) be given by
vp(x) := (p
′ − 1)(sinp′(pip′x))p′−2 cosp′(pip′x).
Let us summarise various properties of this function, which will be employed in
Section 4.2.2.
Lemma 4.4. Let p ∈ (2,∞). Then
(a) vp is decreasing in (0,
1
2
]
(b) lim
x→0+
x vp(x) = 0
(c) lim
x→0+
vp(x) = +∞ and vp(12) = 0
(d) lim
x→0+
v′p(x) = −∞ and v′p(12) = 0.
Proof. For p ∈ (2,∞), p′ ∈ (1, 2) and so p′ − 2 < 0. Since, sinp′(pip′x) is increasing
and cosp′(pip′x) is decreasing in x ∈ (0, 12), then (a) holds true.
Let us show (b). L’Hoˆpital’s Rule gives
lim
x→0+
x
(sinp′(pip′x))2−p
′ = lim
x→0+
(sinp′(pip′x))
p′−1
(2− p′)pip′ cosp′(pip′x) = 0.
Then,
lim
x→0+
x vp(x) = lim
x→0+
(p′ − 1) x cosp′(pip′x)
(sinp′(pip′x))2−p
′ = 0,
as claimed in (b).
Both statements (c) and (d) follow directly from (1.8), the expression
v′p(x) = (p
′ − 1)pip′(sinp′(pip′x))p′−3(cosp′(pip′x))2−p′
[
(p′ − 1) cosp′p′(pip′x)− 1
]
,
and continuity of sinp and cosp at x = 0.
According to this lemma, there exists a function zp : [0,∞)→ (0, 12 ] such that zp
is the inverse function of vp. This inverse function has the following characteristics.
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(a) zp is decreasing in [0,∞)
(b) zp(0) =
1
2
and lim
x→∞
zp(x) = 0
(c) lim
x→0+
z′p(x) = −∞ and lim
x→∞
z′p(x) = 0.
4.2 The Fourier coefficients of the p-cosine func-
tions
Let aj(p) and bj(p) be the sine and cosine Fourier coefficients of sinp(pipx) and
cosp(pipx), respectively. Since sinp is even and cosp is odd around
1
2
, aj(p) = bj(p) = 0
for all j ≡2 0 and p ∈ (1,∞). Then
aj := aj(p) =

0 j ≡2 0
2
∫ 1
0
sinp(pipx) sin(jpix)dx j ≡2 1.
(4.3)
and
bj := bj(p) =

0 j ≡2 0
2
∫ 1
0
cosp(pipx) cos(jpix)dx j ≡2 1.
(4.4)
Lemma 4.5. For j ∈ N,
bj(p) =
jpi
pip
aj(p).
Proof. Let j ≡2 1. Integration by parts alongside with the fact that cosp(pipx) and
cos(jpix) are odd with respect to 1
2
, yield
bj(p) = 2
∫ 1
0
cosp(pipx) cos(jpix)dx = 4
∫ 1
2
0
cosp(pipx) cos(jpix)dx
=
4
pip
cos(jpix) sinp(pipx)
∣∣∣ 12
0
+
4jpi
pip
∫ 1
2
0
sinp(pipx) sin(jpix)dx
=
jpi
pip
aj(p).
52
Chapter 4: Schauder Basis and Regularity Properties of p-trigonometric Functions
We now find estimates on |bj(p)| in terms of the parameter p ∈ (1,∞).
4.2.1 The case p ∈ (1, 2)
Lemma 4.6. For p ∈ (1, 2), let Mp > 0 be given by (6.3). Then
|bj(p)| < 8pip
j2pi2
Mp ∀j ≥ 1.
Proof. Integrate by parts twice to get
bj(p) = 4
∫ 1
2
0
cosp(pipx) cos(jpix)dx
=
4
jpi
cosp(pipx) sin(jpix)
∣∣∣ 12
0
− 4pip
jpi
∫ 1
2
0
up(x) sin(jpix)dx
= −4pip
jpi
∫ 1
2
0
up(x) sin(jpix)dx
=
4pip
j2pi2
up(x) cos(jpix)
∣∣∣ 12
0
− 4pip
j2pi2
∫ 1
2
0
u′p(x) cos(jpix)dx.
From the identities in Lemma 4.3(b), it follows that the boundary term in the fourth
equality always vanishes. Thus,
bj(p) = − 4pip
j2pi2
∫ 1
2
0
u′p(x) cos(jpix)dx
= − 4pip
j2pi2
(∫ mp
0
u′p(x) cos(jpix)dx+
∫ 1
2
mp
u′p(x) cos(jpix)dx
)
= − 4pip
j2pi2
(∫ −Mp
0
cos(jpiw1,p(s))ds+
∫ 0
−Mp
cos(jpiw2,p(s))ds
)
.
Hence,
|bj(p)| ≤ 4pip
j2pi2
[ ∫ 0
−Mp
| cos(jpiw1,p(s))|ds+
∫ 0
−Mp
| cos(jpiw2,p(s))|ds
]
<
8pip
j2pi2
Mp.
The result follows.
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4.2.2 The case p ∈ (2,∞)
Let p ∈ (2,∞). According to Lemma 4.1(a),
bj(p) = 4
∫ 1
2
0
[
sinp′
(
pip′
(
1
2
− x
))] 1
p−1
cos(jpix)dx.
Since cos(jpi(1
2
− t)) = (−1) j−12 sin(jpit) for j ≡2 1, changing variables to t = 12 − x
gives
bj(p) = (−1)
j−1
2 4
∫ 1
2
0
(sinp′(pip′t))
1
p−1 sin(jpit)dt.
By virtue of Lemma 4.4 and integration by parts twice, then
bj(p) = (−1)
j−1
2
4pip′
jpi
∫ 1
2
0
vp(t) cos(jpit)dt
= (−1) j−12 4pip′
jpi
[
1
jpi
vp(t) sin(jpit)
∣∣∣ 12
0
− 1
jpi
∫ 1
2
0
v′p(t) sin(jpit)dt
]
= (−1) j+12 4pip′
j2pi2
∫ 1
2
0
v′p(t) sin(jpit)dt
= (−1) j+32 4pip′
j2pi2
∫ ∞
0
sin (jpi zp(y)) dy. (4.5)
Lemma 4.7. Let p ∈ (2,∞). Then
|bj(p)| < 2pip′
pi2(p− 1)
[
2 +
pi2
2
(p− 2)
]
j−p
′
, ∀j ≥ 3.
Proof. Since p ∈ (2,∞), then p′ ∈ (1, 2). Let r = p′ − 1. In view of Lemma 1.7(c),
we have
vp(t) < r [sinp′(pip′t)]
r−1 < r
[
sin(pit)
]r−1
and so
zp(y) <
1
pi
arcsin
[(y
r
) 1
r−1
]
=: rp(y), ∀y ∈ [r,∞). (4.6)
Set
η(j) := r
[
sin
(
pi
2j
)]r−1
.
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Then,
rp(η(j)) =
1
2j
<
1
2
.
Here we use the requirement j ≥ 3, in order to make sure that the arc-sine does not
change branches.
Set
J1 =
∫ η(j)
0
dx = η(j)
and
J2 =
∫ ∞
η(j)
sin (jpi rp(y)) dy.
Since 0 < jpi zp(y) ≤ jpi zp(η(j)) < jpi rp(η(j)) = pi2 , then 0 < sin(jpi zp(y)) <
sin(jpi rp(y)) for y ∈ [η(j),∞). Then, (4.5) yields
|bj(p)| < 4pip′
j2pi2
(J1 + J2).
Let us estimate an upper bound for J2. Changing variables to
t = jpi rp(y)⇐⇒ y = r
[
sin
(
t
j
)]r−1
gives
J2 =
∫ pi
2
0
r(1− r)
j
[
sin
(
t
j
)]r−2
cos
(
t
j
)
sin(t)dt
= r(1− r)
∫ pi
2
0
[
sin
(
t
j
)]r−1  tj
sin
(
t
j
)
(sin t
t
)
cos
(
t
j
)
dt.
Note that,
sup
0<θ≤pi
2
θ
sin θ
=
pi
2
, sup
0<θ≤pi
2
sin θ
θ
= 1 (4.7)
and
0 < t < jpi rp(η(j)) =
pi
2
.
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Here we are using once again the fact that j ≥ 3. Then
J2 ≤ pi
2
r(1− r)
∫ pi
2
0
[
sin
(
t
j
)]r−1
cos
(
t
j
)
dt.
Changing variables to
τ = sin
(
t
j
)
,
yields
J2 ≤ jpi
2
r(1− r)
∫ sin pi
2j
0
τ r−1dτ =
jpi
2
(1− r)
[
sin
(
pi
2j
)]r
.
Then
|bj| < 2pip′
j2pi2
[
2 +
jpi(1− r)
r
sin
(
pi
2j
)]
η(j).
According to (4.7), we get
η(j) ≤ rj1−r
and
|bj(p)| < 2pip′r
j2pi2
[
2 +
jpi(1− r)
r
pi
2j
]
j1−r. (4.8)
Simplifying the expression on the right hand side, ensures the validity of the lemma.
Proposition 4.1. For all p ∈ (1,∞),
∞∑
j=1
|bj(p)| <∞.
Proof. This is a direct consequence of Lemmas 4.6 and 4.7. See (4.13) and (4.23)
below.
4.3 The change of coordinates map
We now derive various properties of the change of coordinates maps that take the 2-
cosine functions into the p-cosine functions. The same argument as in Section 3.1 can
be applied now to the case when an even extension to R is required (see, Remark 3.2).
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Most of the material in this section can also be found in [5], [9], [12] and [7].
Given any g ∈ Lr(0, 1), define
Mng(x) = g
∗(nx), (4.9)
where g∗ is the 2-periodic even extension of g to the whole real line. According to
Lemma 3.1, Mn is a bounded linear isometry from L
r(0, 1) to itself.
Let en(x) = cos(npix). Let r ∈ (1,∞) and g ∈ Lr(0, 1), then
g =
ĝ(0)
2
e0 +
∞∑
j=1
ĝ(j)ej
where
ĝ(k) := 2
∫ 1
0
g(x)ek(x)dx, ∀k ∈ N ∪ {0}
are the corresponding cosine Fourier coefficients. Moreover,
Mng =
ĝ(0)
2
e0 +
∞∑
j=1
ĝ(j)Mnej =
ĝ(0)
2
e0 +
∞∑
j=1
ĝ(j)enj ∈ Lr(0, 1).
Now, let fn(x) = cosp(npipx). Note that e0(x) = f0(x) = 1 for all x ∈ R. Suitable
linear extensions of the map T : en 7→ fn are the changes of coordinates between
{en}∞n=0 and {fn}∞n=0. Our next goal is to find a canonical decomposition for T in
terms of Mn and the Fourier coefficients bn(p). After that, we show that these are
bounded operators of the Banach spaces Lr(0, 1) for all r ∈ (1,∞).
We have f̂1(k) = bk(p) for all k ∈ N ∪ {0}. Since all of the functions fn(x) are
continuous, then they all have a Fourier cosine expansion
fn(x) =
1
2
f̂n(0)e0(x) +
∞∑
k=1
f̂n(k)ek(x)
which is both pointwise convergent for all x ∈ [0, 1] and also convergent in the norm
of Lr(0, 1) for all r ∈ (1,∞) (Theorem 2.1 and Lemma 2.1 respectively). For all
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n > 1,
f̂n(k) = 2
∫ 1
0
f1(nx) cos(kpix)dx
=

bm(p) for mn = k, m ≡2 1
0 otherwise.
Let
T =
∞∑
j=1
bj(p)Mj. (4.10)
By virtue of Proposition 4.1, statement (4.9) and the triangle inequality, it follows
that the expression (4.10) is convergent in the operator norm of Lr(0, 1) and that
T : Lr(0, 1) −→ Lr(0, 1) is a bounded linear operator (see the proof of Lemma 3.2).
Moreover,
Te0 =
∞∑
j=1
bjMje0 =
∞∑
j=1
bje0 =
∞∑
j=1
bjej(0) = cosp(pip0) = 1 = f0
and
Ten =
∞∑
j=1
bjMjen =
∞∑
j=1
f̂1(j)enj =
∞∑
k=1
f̂n(k)ek = fn, ∀n ∈ N.
These are the change of basis maps between Ecos and Ecosp .
Below we employ the one-term criterion, stated in Theorem 3.1, in order to
determine the basis thresholds for the family Ecosp claimed in Theorem 4.1.
∞∑
j=3
j≡21
|bj(p)| < |b1(p)| ⇒

Ecosp is a Schauder basis
of Lr(0, 1) for all r ∈ (1,∞).
(4.11)
4.4 Bases properties of Ecosp
Our result is that,
Theorem 4.1. There exist p0 <
3
2
and p1 >
11
5
, such that Ecosp is a Schauder basis
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of Lr(0, 1) for all r ∈ (1,∞) and p ∈ [p0, p1].
The theorem improves previously known results. See Table 1.1 for more details.
The proof is separated into two cases.
4.4.1 The case p ∈ (1, 2)
Recall the expression for Mp given in (4.2) and consider the identity
pi2pMp =
pi3
pi2 − 8 . (4.12)
Lemma 4.8. There exists p0 ∈ (1, 2) such that (4.12) holds true for p = p0. More-
over,
pi2pMp <
pi3
pi2 − 8 , ∀p ∈ (p0, 2).
Proof. It will be enough to prove that pi2pMp is a convex function of the parameter
p for all p ∈ (1, 2). Indeed, since
lim
p→1+
pi2pMp =∞ and lim
p→2−
pi2pMp = pi2 <
pi3
pi2 − 8 ,
both statements will immediately follow from this property.
Firstly note that
d
dp
ln(p− 1) p−1p = 1
p2
ln(p− 1) + 1
p
and
d2
dp2
ln(p− 1) p−1p = 2− p
p2(p− 1) − 2
ln(p− 1)
p3
> 0.
Then ln(p− 1) p−1p is convex for p ∈ (1, 2).
Similarly, we have
d
dp
ln(2− p) 2−pp = −2
p2
ln(2− p)− 1
p
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and
d2
dp2
ln(2− p) 2−pp = 4− p
p2(2− p) + 4
ln(2− p)
p3
> 0.
Then, also ln(2− p) 2−pp is convex for p ∈ (1, 2).
Furthermore,
d
dp
[lnpip] =
pi cot(pi
p
)
p2
− 1
p
and
d2
dp2
lnpip =
(p2 + pi2)
p4
− 2pi
p3
cot
(pi
p
)
+
pi2
p4
cot2
(pi
p
)
> 0.
The latter is a consequence of the fact that cos pi
p
< 0 and sin pi
p
> 0. Hence, also
lnpi2p is convex for p ∈ (1, 2).
The convexity of the logarithm of each one of the multiplying terms in the
expression for pi2pMp, implies that ln(pi2pMp) is convex for p ∈ (1, 2). This ensures
that indeed pi2pMp is convex in the same segment and the validity of the statement
is ensured.
Corollary 4.1. Let p0 ∈ (1, 2) be such that (4.12) holds true for p = p0. The family
Ecosp is a Schauder basis of L
r(0, 1) for all r ∈ (1,∞) and p ∈ [p0, 2].
Proof. According to Lemma 4.6,
∞∑
j=3
j≡21
|bj(p)| < 8pipMp
pi2
∞∑
j=3
j≡21
1
j2
=
pi2pMp(pi2 − 8)
pi2pip
. (4.13)
On the other hand, in view of Lemma 4.5 and Lemma 1.7(c), we have
b1(p) =
pi
pip
a1 =
4pi
pip
∫ 1
2
0
sinp(pipx) sin(pix)dx
≥ 4pi
pip
∫ 1
2
0
sin2(pix)dx =
pi
pip
.
Then, Lemma 4.8 yields
∞∑
j=3
j≡21
|bj(p)| < b1(p)
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for all p ∈ [p0, 2). By virtue of (4.11) the claimed conclusion follows.
Since
pi24
3
M 4
3
=
pi23
5
4
√
2
2
>
pi3
pi2 − 8
and
pi23
2
M 3
2
=
64pi2
27 3
√
4
<
pi3
pi2 − 8 ,
then p0 ∈ (43 , 32). This settles the proof of Theorem 4.1 for p ∈ (1, 2).
Remark 4.1. An implementation of the Matlab function (fzero) with the default
tolerance gives p0 ≈ 1.458801 as an approximated solution of (4.12) with all digits
correct.
Remark 4.2. The threshold p0 can be improved by simply applying Corollary 3.1 to
the case f̂j = bj using the estimate presented in Lemma 4.6,
pipMp − 2b1(p) <
k∑
j=1
j≡21
(
8pipMp
pi2j2
− |bj(p)|
)
. (4.14)
This results in achieving a larger segment (pˆ0,1, p0) for p such that the family Ecosp
is a Schauder basis of Lr(0, 1), r ∈ (1,∞) as illustrated in Figure 5.2. Numerically,
pˆ0,1 ≈ 1.2978 for k = 201.
4.4.2 Case p ∈ (2,∞)
Recall the following identities involving the Riemann Zeta function [18, 3.411, 9.522
& 9.524],
ζ(q) =
1
Γ(q)
∫ ∞
0
tq−1
et − 1dt Re(q) > 1, (4.15)
∞∑
j=1
j 6≡20
1
jq
=
(
1− 1
2q
)
ζ(q) (4.16)
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and
ζ ′(q)
ζ(q)
= −
∞∑
k=1
∆(k)
kq
(4.17)
where
∆(k) =

ln(r) if k = rm for some r prime and m ∈ N
0 otherwise.
Lemma 4.9. Let
t0 =
2(e2 − 3e+ 1)
(e2 − 2e− 1) .
Then
ζ
(
3
2
)
<
2√
pi
(
2
√
2 arctan
1√
2
+
pi2
6
+
t20
4
− (t0 − 1)
2
2(e− 1)2 −
t0(e− 2) + 1
e− 1
)
. (4.18)
Proof. Since Γ(1 + 1
2
) =
√
pi
2
, the representation (4.15) gives
ζ
(
3
2
)
=
2√
pi
∫ ∞
0
t1/2
et − 1dt
=
2√
pi
(∫ 1
0
+
∫ ∞
1
t1/2
et − 1dt
)
=
2√
pi
(J1 + J2).
We estimate separately upper bounds for J1 and J2.
The change of variables t = u2, yields
J1 =
∫ 1
0
t1/2
et − 1dt <
∫ 1
0
t1/2
t+ t
2
2
dt
=
∫ 1
0
2u2
u2 + u
4
2
du = 2
√
2 arctan
1√
2
.
On the other hand, we know that ζ(2) =
∫∞
0
t
et−1dt =
pi2
6
, so
J2 ≤
∫ ∞
1
t
et − 1dt =
pi2
6
−
∫ 1
0
t
et − 1dt.
We find lower bound for the integral on the right hand side, by interpolating the
curve c(t) = t
et−1 at two points, t = 0 and t = 1. Firstly observe that c(t) → 1 as
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t → 0, c(t) is decreasing and c′′(t) ≥ 0 for t ∈ [0, 1]. Let t0 be as in the hypothesis
and let
c˜(t) =

1− 1
2
t 0 ≤ t ≤ t0
1
(e−1)2 (1− t) + 1e−1 t0 ≤ t ≤ 1
be the piecewise linear interpolant of c(t) in the two segments [0, t0] and [t0, 1], which
is continuous at t0. Note that c˜(t) and c(t) are tangent at t = 0 and t = 1. Then
c(t) ≥ c˜(t) ∀t ∈ [0, 1].
Hence
∫ 1
0
c(t)dt ≥
∫ t0
0
(
1− 1
2
t
)
dt+
∫ 1
t0
(
1
(e− 1)2 (1− t) +
1
e− 1
)
dt
= −t
2
0
4
+
(t0 − 1)2
2(e− 1)2 +
t0(e− 2) + 1
e− 1 .
Thus
J2 ≤ pi
2
6
+
t20
4
− (t0 − 1)
2
2(e− 1)2 −
t0(e− 2) + 1
e− 1 .
Alongside with the upper bound above for J1, this ensures the validity of the claimed
statement.
Now, consider the equation
2pip′
pi2(p− 1)
[
2 +
pi2
2
(p− 2)
] [(
1− 1
2p′
)
ζ(p′)− 1
]
=
8
pipip
. (4.19)
Lemma 4.10. There exists p1 ∈ (115 , 3) such that (4.19) holds true for p = p1.
Moreover,
2pip′
pi2(p− 1)
[
2 +
pi2
2
(p− 2)
] [(
1− 1
2p′
)
ζ(p′)− 1
]
<
8
pipip
, ∀p ∈ [2, p1).
Proof. From Lemma 1.2 it follows that the identity (4.19) reduces to
pi
p2 sin2(pi
p
)
[
2 +
pi2
2
(p− 2)
] [(
1− 1
2p′
)
ζ(p′)− 1
]
= 1. (4.20)
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Denote by h(p) the left hand side of (4.20). Then h : (1,∞) −→ R is continuous
and
h(2) =
pi
2
(
pi2
8
− 1
)
< 1.
Since
ζ
(
3
2
)
> 1 +
√
2
4
+
√
3
∞∑
k=3
1
k2
=
4 +
√
2
4
+
√
3
(
pi2
6
− 5
4
)
,
we get
h(3) =
pi
9 sin2(pi
3
)
[
2 +
pi2
2
] [(
1− 1
2
3
2
)
ζ
(
3
2
)
− 1
]
>
pi
9 sin2(pi
3
)
[
2 +
pi2
2
][(
1− 1
2
3
2
)(
4 +
√
2
4
+
√
3
(
pi2
6
− 5
4
))
− 1
]
> 1.
Hence, there exists p1 ∈ (2, 3) such that h(p1) = 1.
The derivative
d
dq
[(
1− 1
2q
)
ζ(q)
]
=
ln(2)
2q
ζ(q) +
(
1− 1
2q
)
ζ ′(q)
is negative for any q ∈ (1, 2). Indeed the identity (4.17) gives
ζ ′(q)
ζ(q)
< − ln(2)
2q
− ln(3)
3q
− ln(2)
4q
< − ln(2)
[
1
2q
+
1
3q
+
1
4q
]
<
ln(2)
1− 2q ,
so that
d
dq
[(
1− 1
2q
)
ζ(q)
]
= ζ(q)
[
ln(2)
2q
+
2q − 1
2q
ζ ′(q)
ζ(q)
]
< 0.
Since p′ and sin
(
pi
p
)
are decreasing functions of p ∈ (2,∞), then
pi
sin2(pi
p
)
[(
1− 1
2p′
)
ζ(p′)− 1
]
is an increasing function of p ∈ (2,∞).
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As
d
dp
[
1
p2
(
2 +
pi2
2
(p− 2)
)]
=
1
p3
(−pi
2
2
p+ 2pi2 − 4) > 0, ∀p ∈ [2, 3]
then h(p) is increasing for p ∈ [2, 3] and so indeed
h(p) < h(p1) = 1, ∀p ∈ [2, p1).
Let us now show that p1 >
11
5
. Let c1 denote the right hand side of the estimate
(4.18) in Lemma 4.9. Since ζ(q) is convex in the segment [3
2
, 2], that is, the straight
line joining the points (3
2
, c1) and (2,
pi2
6
) is above the curve ζ(q) for all q ∈ [3
2
, 2].
Then,
ζ(q) ≤
(
pi2
3
− 2c1
)
(q − 2) + pi
2
6
and
ζ
(
11
6
)
≤ pi
2
9
+
c1
3
. (4.21)
Note that for p = 11
5
, p′ = 11
6
. Now, sin(piy) is concave for y ∈ [ 5
12
, 1
2
]. Then it is
above the straight line joining the points ( 5
12
, sin 5pi
12
) and (1
2
, 1). That is
sin (piy) ≥
(
12− 12 sin 5pi
12
)(
y − 1
2
)
+ 1, ∀y ∈
[
5
12
,
1
2
]
.
Then
sin
5pi
11
>
√
6
22
(√
3 + 3
)
+
5
11
. (4.22)
Denote by c2 the right hand side of the latter inequality. From (4.21) and (4.22), it
follows that
h
(
11
5
)
=
pi
(11
5
)2 sin2(5pi
11
)
[
2 +
pi2
2
(
11
5
− 2
)][(
1− 1
211/6
)
ζ
(
11
6
)
− 1
]
<
pi
121
25
c22
(
2 +
pi2
10
)[(
1− 1
211/6
)(
pi2
9
+
c1
3
)
− 1
]
< 1.
As h(p) is increasing, then indeed p1 >
11
5
.
Corollary 4.2. Let p1 ∈ (2,∞) be such that (4.19) holds true for p = p1. The
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family Ecosp forms a Schauder basis of L
r(0, 1) for all r ∈ (1,∞) and p ∈ [2, p1].
Proof. From Lemma 4.7 and (4.16), we have
∞∑
j=3
j≡21
|bj(p)| < 2pip′
pi2(p− 1)
[
2 +
pi2
2
(p− 2)
] [(
1− 1
2p′
)
ζ(p′)− 1
]
. (4.23)
According to part “b” of Lemma 4.1, sinp(pipx) is strictly concave on (0,
1
2
). Then
a1(p) = 2
∫ 1
0
sinp(pipx) sin(pix)dx = 4
∫ 1
2
0
sinp(pipx) sin(pix)dx
> 4
∫ 1
2
0
(2x) sin(pix)dx =
8
pi2
.
Hence, in view of Lemma 4.5, we get
b1(p) =
pi
pip
a1(p) >
8
pipip
. (4.24)
From Lemma 4.10, it then follows that
∞∑
j=3
j≡21
|bj(p)| < b1(p), ∀p ∈ [2, p1].
By virtue of (4.11) this implies the claimed conclusion.
Remark 4.3. An approximation of the solution of (4.19) using the Matlab function
(fzero) with the default tolerance gives p1 ≈ 2.42865 with all digits correct.
Remark 4.4. The threshold p1 can be improved by simply applying Corollary 3.1 to
the case f̂j = bj using the estimate presented in Lemma 4.7,
2pip′
pi2(p− 1)
[
2 +
pi2
2
(p− 2)
] k∑
j=1
j≡21
j−p
′ − (1− 2−p′)ζ(p′)
 > k∑
j=1
|bj(p)| − 2b1(p).
(4.25)
Consequently, we arrive at a larger segment (p1, pˆ1,1) for p such that the family Ecosp
is a Schauder basis of Lr(0, 1), r ∈ (1,∞) as illustrated in Figure 5.3. Numerically,
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pˆ1,1 ≈ 3.2205 for k = 201.
4.5 Bases properties of Esinp
The best interval for Schauder basis for the family Esinp was given in [7] to be [p˜1,∞)
where p˜1 ≈ 1.087 (Section 2.1.1), using the estimate:
|aj(p)| < φj = 4pip
pi2j2
, ∀j ≥ 1. (4.26)
Here we apply Corollary 3.1, the improved version of the so called one-term
criterion, in the context of Section 3.1.
Corollary 4.3. If
pip
2
− 2a1(p) <
k∑
j=1
j≡21
(
4pip
pi2j2
− |aj(p)|
)
, (4.27)
then Esinp is a Schauder basis of L
r(0, 1) for r ∈ (1,∞).
Proof. In view of (4.26). The proof is an immediate consequence of Corollary 3.1
when it is expressed in terms of the Fourier coefficients aj(p) of sinp.
This Corollary improves the threshold of invertibility of the operator T which
guarantees the set Esinp forming a Schauder basis of L
r(0, 1) for r ∈ (1,∞) and
p ∈ (p˜1,1,∞) with p˜1,1 ≈ 1.0484 for k = 141 (see, Figure 5.1 and Remark 5.2 below).
4.6 The regularity of the p-trigonometric func-
tions
Definition 4.1. Let s ≥ 0 be a real number. Denote by Ls,r(R)(1 < r < ∞) the
class of all functions F such that F = Gs ∗ f for f ∈ Lr(R), where Gs is the Bessel
kernel of order s with Fourier transform Ĝs(ξ) = (1 + |ξ|2)−s/2, ξ ∈ R. The space
is called the space of Bessel potentials. In general it is a Banach space with norm
67
Chapter 4: Schauder Basis and Regularity Properties of p-trigonometric Functions
‖F‖s,r := ‖f‖Lr(R) and a Hilbert space in the special case r = 2, Hs(R) ≡ Ls,2(R)
equipped with the norm
‖F‖2s,2 =
∞∑
j=−∞
(1 + j2)s|F̂ (j)|2,
where F̂ (j) is the j-th Fourier coefficient of F . For s = k ∈ N ∪ {0}, the space is
identical to the Sobolev space Lk,r(R) ≡ W k,r(R) and the corresponding norms are
equivalent.
In what follows, if (ck)k and (dk)k are non-negative sequences of real numbers, we
use the notation ck . dk to indicate the existence of a constant C > 0 independent
of k such that ck ≤ Cdk for all k ∈ N.
Let p ∈ (1, 2). According to the formula [9, (4.4)], it follows that the Fourier
coefficients of the p-sine function are such that
|aj(p)| ≤
16pi2pMp
pi3
j−3, ∀j ∈ N.
Then, sinp(pip·) ∈ Hs(0, 1) for all s < 52 .
Numerical estimates for the Sobolev regularity of sinp(pip·) for 2 < p < 100 were
reported in [6, Figure 2]. From that picture, one may conjecture that for p > 3,
sinp(pip·) /∈ H2(0, 1). Moreover, the regularity appears to drop asymptotically to 32
for p large. By contrast, it appears that sinp(pip·) ∈ H2(0, 1) for p ∈ (2, 3). The
following statement, which is a consequence of Lemma 4.7, settles this conjecture.
Corollary 4.4. For p ∈ (2,∞) set r(p) = p′ + 1
2
. Then sinp(pip·) ∈ Hs(0, 1) for all
s ∈ [0, r(p)).
Proof. According to Lemma 4.5,
|aj(p)| = pip
jpi
|bj(p)|.
Then, by virtue of Lemma 4.7,
|aj(p)| ≤ 2pippip′
pi3(p− 1)
[
2 +
pi2
2
(p− 2)
]
j−(p
′+1), ∀j ≥ 3.
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Let 〈j〉2 = 1 + j2. For s < p′ + 1
2
,
∞∑
j=1
〈j〉2s|aj(p)|2 . 2sa21(p) +
∞∑
j=3
j≡21
1
j1+(p)
<∞
where
(p) = 1− 2s+ 2p′ > 0.
Hence sinp(pip·) ∈ Hs(0, 1) as claimed.
In this final section we describe various connections between the statements
established above and those reported in the literature.
4.7 Connection with other work
The recent papers [12] and [8] seem to be the only ones in the existing literature
which conduct an analysis of the basis properties of the p-cosine functions. In the
notation of [12] we fix α = 1 and p = q > 1. The Fourier coefficients of the p-cosine
functions are
ηj(p, p) = bj(p), ∀j ∈ N ∪ {0}.
The condition [12, (2.2)] as well as the criterion for determining whether Ecosp is a
Schauder basis of Lr(0, 1) are exactly the same as (4.11). Let us compare some of
the results of [12] with those of this thesis.
In [12, Proposition 2.5], the estimate [12, (2.20)] is equivalent to the following.
There exists p∗0 =
72(pi−2)−2pi3
96(pi−2)−3pi3 , such that
η1(p, p) ≥

pi(p−1)
2p−1 − (pi−2)(p−1)3p−2 p ∈ (1, p∗0)
pi(p−1)
2p−1 − pi
3(p−1)
24(4p−3) p ∈ (p∗0,∞).
(4.28)
Here p∗0 satisfies the identity
4p− 3
3p− 2 =
pi3
24(pi − 2) .
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Note that p∗0 ≈ 1.22.
Let us consider firstly the regime p ∈ (1, 2). From [12, Proposition 2.2] it follows
that
∞∑
k=1
|η2k+1(p, p)| ≤ pip(pi
2 − 8)
pi2
∀p ∈ (1, 2). (4.29)
As Mp < 1 whenever p ∈ (1, 2) in (4.2), then (4.13) is sharper than (4.29) in this
regime.
If p ∈ (1, p∗0), then
pip(pi
2 − 8)
pi2
>
pi(p− 1)
2p− 1 −
(pi − 2)(p− 1)
3p− 2 ,
and no conclusion about the validity of (4.11) can be derived in this case from (4.28)
and (4.29). For p ∈ (p∗0, 2), on the other hand,
pip(pi
2 − 8)
pi3
<
p− 1
2p− 1 −
pi2(p− 1)
24(4p− 3) ⇐⇒ p ∈ (p
†
0, 2),
where p†0 ≈ 1.75. In order to see this, note that pip is decreasing and limp→1+ pip =∞,
while the right hand side of this identity is increasing for p ∈ (1, 2). Thus, a
combination of [12, Proposition 2.2] and [12, Proposition 2.5], only guarantees that
Ecosp is a Schauder basis of L
r(0, 1) for p ∈ [p†0, 2) where p†0 > 32 > pˆ0,1.
As it turns, it is not possible to deduce from the results of [12] any basis property
of the family Ecosp in the complementary regime p ∈ (2,∞). Here is how the different
estimates on the Fourier coefficients compare in this case.
From [12, Proposition 2.4], we gather that
∞∑
k=1
|η2k+1(p, p)| ≤ 2pip′
pi2(p− 1) [4 + pi(p− 1)]
[(
1− 1
2p′
)
ζ(p′)− 1
]
. (4.30)
Since
4 + pi(p− 1) ≥ 2 + pi
2
2
(p− 2) ∀p ≤ 4 + 2pi
2 − 2pi
pi2 − 2pi ,
the upper bound (4.23) is sharper than (4.30) for p ∈ [2, 3]. The latter is the relevant
regime in the proof of Theorem 4.1.
Since pip < pi for p ∈ (2,∞), the lower bound (4.24) is sharper than [12, (2.19)].
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Moreover,
8
pipip
>
pi(p− 1)
2p− 1 −
pi3(p− 1)
24(4p− 3) ∀p ∈ (2,∞).
Hence the estimate (4.28), which is [12, (2.20)], is also superseded by (4.24) for
p ∈ (2,∞).
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Chapter 5
Riesz Basis Properties of
p-trigonometric Functions
This chapter shall examine the new multi-term criteria introduced in Chapter 3
when applied to p-trigonometric functions: p-sine, p-cosine and p-exponential. Our
results improve upon those of Chapter 4, [12] and [7] for r = 2.
5.1 Fourier coefficients
For all p ∈ (1,∞), consider the definitions of aj(p) and bj(p) given by (4.3) and
(4.4), respectively. Integration by parts, changing the variable of integration to
t = sinp(pipx) and using (1.15) yield,
aj(p) = 4
∫ 1
2
0
sinp(pipx) sin(jpix)dx
=
4
jpi
∫ 1
2
0
d
dx
sinp(pipx) cos(jpix)dx
=
4
jpi
∫ 1
0
cos
[
jpi
2
Ip(t)
]
dt.
Hence
aj(p) =

0 j ≡2 0
4
jpi
∫ 1
0
cos
[
jpi
2
Ip(t)
]
dt j ≡2 1.
(5.1)
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By virtue of Lemma 4.5,
bj(p) =

0 j ≡2 0
4
pip
∫ 1
0
cos
[
jpi
2
Ip(t)
]
dt j ≡2 1.
(5.2)
5.1.1 Estimates for aj(p)
In order to determine improved thresholds for the known bases properties of the
families Esinp and Ecosp , we establish several estimates for the Fourier coefficients of
sinp and cosp.
We begin by examining the Fourier coefficients a3(p) and a9(p) as p increases.
Various other technical points are included in Appendices A.2 and A.3 with some
Matlab codes in B.1.1 and B.1.2. The results obtained give numerical lower bounds
for a3(p) and a9(p) as shown in Tables 5.1 and 5.2, respectively.
5.1.2 Estimates for bj(p)
We now establish a comparison between b1(p), b3(p) and b9(p). This is analogous to
[7, Lemma 4.2] for p-cosine.
Lemma 5.1. Let j = 3, 9, we have bj(p) < b1(p).
Proof. For j = 3 and p > 1. Observe that cosp(pipx) > 0 for all x ∈ [0, 1/2) and
cos(pix)− cos(3pix) = 2 sin(2pix) sin(pix) > 0 whenever x ∈ (0, 1/2). Then,
b1(p)− b3(p) = 2
∫ 1
0
cosp(pipx)(cos(pix)− cos(3pix))dx
= 4
∫ 1
2
0
cosp(pipx)(cos(pix)− cos(3pix))dx > 0,
and the result follows.
Now, let j = 9. The zeros of the trigonometric equation
cos(pix)− cos(9pix) = 2 sin(5pix) sin(4pix) = 0, x ∈ [0, 1/2]
are x0 = 0, x1 =
1
5
, x2 =
1
4
, x3 =
2
5
and x4 =
1
2
.
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λ m−1 m
+
1 a3 lower bound
1.5 2 3 0.0692320
1.5 3 3 0.0912921
1.5 4 3 0.0996541
1.9 3 3 0.00534857
Table 5.1: Lower bound estimates for a3(p) when p ∈ (1, λ] (see Appendix B.1.1)
λ m−1 m
+
1 m
−
2 m
+
2 m
−
3 a9 lower bound
1.5 4 5 5 4 2 8.76881e-06
1.5 5 5 5 4 2 8.35771e-05
Table 5.2: Lower bound estimates for a9(p) when p ∈ (1, λ] (see Appendix B.1.2)
For k ∈ {0, 1, 2, 3}. Set
Ik =
∫ xk+1
xk
cosp(pipx)(cos(pix)− cos(9pix))dx.
Observe that
cos(pix) > cos(9pix), ∀x ∈ (x0, x1) ∪ (x2, x3)
and
cos(pix) < cos(9pix), ∀x ∈ (x1, x2) ∪ (x3, x4).
We conclude that Ik > 0 for k ∈ {0, 2} and Ik < 0 for k ∈ {1, 3}. Moreover, the
following inequality
|cos(pix)− cos(9pix)| < cos(pi(x− 1/9))− cos(9pi(x− 1/9))
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holds whenever x ∈ (3/18, 5/18) ∪ (7/18, 1/2). Hence,
|I1| ≤
∫ x2
x1
cosp(pipx)| cos(pix)− cos(9pix)|dx
<
∫ x2
x1
cosp(pipx)
(
cos(pi(x− 1/9))− cos(9pi(x− 1/9)))dx
and
|I3| ≤
∫ x4
x3
cosp(pipx)| cos(pix)− cos(9pix)|dx
<
∫ x4
x3
cosp(pipx)
(
cos(pi(x− 1/9))− cos(9pi(x− 1/9)))dx.
Change variable to t = x− 1
9
. Notice that for any t ∈ (4/45, 5/36) ∪ (13/45, 7/18),
cosp(pip(t+ 1/9)) < cosp(pipt).
Hence,
|I1| <
∫ x2−1/9
x1−1/9
cosp(pip(t+ 1/9))(cos(pit)− cos(9pit))dt
=
∫ 5
36
4
45
cosp(pip(t+ 1/9))(cos(pit)− cos(9pit))dt
<
∫ 5
36
4
45
cosp(pipt)(cos(pit)− cos(9pit))dt
<
∫ x1
x0
cosp(pipt)(cos(pit)− cos(9pit))dt = I0.
The last two inequalities are due to the fact that x0 < 4/45, x1 > 5/36 and cos(pit)−
cos(9pit) > 0 for t ∈ (x0, x1). Also
|I3| <
∫ x4−1/9
x3−1/9
cosp(pip(t+ 1/9))(cos(pit)− cos(9pit))dt
=
∫ 7
18
13
45
cosp(pip(t+ 1/9))(cos(pit)− cos(9pit))dt
<
∫ 7
18
13
45
cosp(pipt)(cos(pit)− cos(9pit))dt
<
∫ x3
x2
cosp(pipt)(cos(pit)− cos(9pit))dt = I2,
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and this is because x2 < 13/45, x3 > 7/18 and cos(pit)−cos(9pit) > 0 for t ∈ (x2, x3).
Consequently,
−I1 = |I1| < |I0| = I0
−I3 = |I3| < |I2| = I2.
Then,
b1(p)− b9(p) = 4
∫ 1
2
0
cosp(pipx)(cos(pix)− cos(9pix))dx
= 4
3∑
k=0
Ik > 4(−I1 + I1 − I3 + I3) = 0,
and the result follows.
5.2 Bases properties of Esinp
The best threshold for Riesz basis (case r = 2) for the family Esinp was given in [7]
to be at least pˆ1 ≈ 1.04392 using the estimate (4.26).
Here we employ the new multi-term criteria in order to examine the set of p-
values for which the family Esinp is guaranteed to generate a basis of L
2(0, 1), and
hence to investigate whether this approach will improve on the results of [7].
Corollary 5.1. Let 3 ≤ k ≡2 1 and p > 1. Suppose that a9(p) > 0 and |a3(p)(a9(p)+
a1(p))| ≥ 4|a9(p)a1(p)|. If
4pip
pi2
pi2/8− k∑
j=1
j≡21
(1/j2)
 < a1(p) + 2a9(p)− k∑
j=3
|aj(p)|, (5.3)
then Esinp is a Riesz basis of L
2(0, 1).
Proof. For f(x) = sinp(pipx), d = 1 and p = 3 we have F = {1, 3, 9}. Then m(z) =
a1(p) + a3(p)z+ a9(p)z
2 for z ∈ D. According to Lemma 2.3, condition (3.23) holds.
Then, since |a3(p)(a9(p)+a1(p))| ≥ 4|a9(p)a1(p)| we have ω = a1(p)+a9(p)−|a3(p)|
(see the proof of Corollary 3.3(a)). In view of (4.26) and (5.3), the statement (3.22)
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Figure 5.1: Two plots for the zeros of (4.27) and (5.3), considered as equations in
p, against k ∈ N. Using the improved one-term Schauder basis criterion and the
two-term Riesz basis criterion, respectively, we determine thresholds for Esinp to be
a basis when p ∈ (1,∞).
is fulfilled. Hence Corollary 3.2 ensures the conclusion.
Numerically we see that the inequality |a3(p)(a9(p) + a1(p))| ≥ 4|a9(p)a1(p)|
holds for any p ∈ (q0, 2) where q0 ≈ 1.038537 and a9(p) > 0 for p ∈ (1, 1.5]. On the
other hand (5.3) is fulfilled for any p ∈ (p˜0, 2) where p˜0 ≈ 1.032661 < q0 given that
k = 201.
Remark 5.1. By combining Corollary 5.1 with the results of Section 7 in [7] (men-
tioned briefly in Section 2.1.1) it immediately follows that the threshold for invert-
ibility of the operator T , defined by (3.4), in the Hilbert space setting is at least
q0 < pˆ1. Hence. the family Esinp forms a Riesz basis of L
2(0, 1) for all p ∈ (q0,∞).
Remark 5.2. The graph on the left in Figure 5.1 shows improvements in the p-
threshold for larger values of k. According to [9], the one-term criterion ceases to be
valid for p ≈ 1.04399. This implies that Corollary 4.3 does not go beyond this value.
The graph of the two-term criterion (right) decays faster than the former. Here it
provides improved thresholds for smaller values of k. This is an indication of the
efficiency of the new multi-term criteria that we develop in this thesis.
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5.3 Bases properties of Ecosp
Consider upper bound estimates of the Fourier coefficients bj(p). See Lemmas 4.6,
4.7 and statement (5.2),
|bj(p)| < φj
such that
φj =

8pip
j2pi2
Mp p ∈ (1, 2), j ≥ 1
4
pip
p ∈ (2,∞), j = 1
2pip′
pi2(p−1)
[
2 + pi
2
2
(p− 2)
]
j−p
′
p ∈ (2,∞), j ≥ 3
(5.4)
where Mp := (p− 1)
p−1
p (2− p) 2−pp .
5.3.1 Case p ∈ (1, 2)
From (4.12), we know that the equation
pi2pMp =
pi3
pi2 − 8
has a root at p = p0 ≈ 1.458801 (see Remark 4.1). This is the best p-threshold
achieved by Theorem 3.1 (for even functions) in the case p ∈ (1, 2) such that Ecosp
is a basis in Lr(0, 1) for all p ∈ [p0, 2].
Lemma 5.2. There exists p0,1 ∈ (1, p0) such that
pi2pMp =
pi3
pi2 − 8− 8/81 . (5.5)
Moreover,
pi2pMp ≤
pi3
pi2 − 8− 8/81 , ∀p ∈ [p0,1, p0]. (5.6)
Proof. Since
pi3
pi2 − 8 <
pi3
pi2 − 8− 8/81 ,
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the proof follows exactly in the same way as the proof of Lemma 4.8.
Corollary 5.2. Let p0,1 ∈ (1, 2) be such that (5.5) holds, b9(p) > 0 and |b3(p)(b9(p)+
b1(p))| ≥ 4|b9(p)b1(p)|. Then for any p ∈ [p0,1, p0] the family Ecosp is a Riesz basis
of L2(0, 1).
Proof. According to Lemma 5.1, statement (3.23) holds with p = 3 and f(x) =
cosp(pipx). By virtue of (5.4) we have
∞∑
j∈N\{1,9}
|bj(p)| < 8pipMp
pi2
∞∑
j∈N\{1,9}
j≡21
1
j2
=
pipMp
pi2
(pi2 − 8− 8/81).
Since sinp is non-increasing in p for fixed x (Lemma 1.7(c)), then
a1(p) = 4
∫ 1
2
0
sinp(pipx) sin(pix)dx
> 4
∫ 1
2
0
sin2(pix)dx = 1.
Thus, in view of Lemma 4.5 we get
b1(p) + b9(p) > b1(p) =
pi
pip
a1(p) >
pi
pip
.
Hence because of (5.6),
∞∑
j∈N\{1,9}
|bj(p)| < b1(p) + b9(p).
By virtue of Corollary 3.3(a) the assertion follows.
Lemma 5.2 together with Corollary 5.2 provide an analytical tool for improving
Corollary 4.1. Numerically we can show that |b3(p)(b9(p) + b1(p))| ≥ 4|b9(p)b1(p)|
holds for all p ∈ (q1, 2) where q1 ≈ 1.128298 is the root of the equation |b3(p)(b9(p)+
b1(p))| = 4|b9(p)b1(p)|. Also b9(p) > 0 for all p ∈ (1, 1.5]. Moreover the solution p0,1
of (5.5) is approximately 1.441908 which belongs to the interval (q1, p0).
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Figure 5.2: Two plots of the points (p, k); p is the root of the equations in (4.14)
and (5.7) corresponding to k ∈ N. Using the improved one-term and the two-term
criteria in the study of bases properties of Ecosp , p ∈ (1, 2).
The results of Corollary 5.2 can be further improved by simply using the following
inequality
pipMp
pi2
(pi2 − 8− 8/81) < b1(p) + b9(p).
This holds for all p ∈ [p0,2, p0,1] where p0,2 ≈ 1.400566 < p0,1 under the same
conditions in Corollary 5.2.
Corollary 5.3. Let 3 ≤ k ≡2 1. Let p ∈ (1, 2) be such that b9(p) > 0 and
|b3(p)(b9(p) + b1(p))| ≥ 4|b9(p)b1(p)|. If
pipMp <
(
b1(p) + 2b9(p)−
k∑
j=3
|bj(p)|
) pi2
8(pi2/8−∑kj=1
j≡21
(1/j2))
, (5.7)
then the family Ecosp is a Riesz basis of L
2(0, 1).
Proof. For f(x) = cosp(pipx), d = 1 and p = 3, we have F = {1, 3, 9} and m(z) =
b1(p) + b3(p)z + b9(p)z
2 for z ∈ D. By virtue of Lemma 5.1, statement (3.23) is
satisfied. Then since |b3(p)(b9(p) + b1(p))| ≥ 4|b9(p)b1(p)|, ω = b1(p) + b9(p)−|b3(p)|
(Corollary 3.3(a)). In view of statements (5.4) and (5.7) we conclude that (3.22) is
satisfied. Hence Corollary 3.2 completes the proof.
For k = 321, statement (5.7) holds for p ∈ [p0,3, 2) such that p0,3 ≈ 1.296718 <
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p0,2. This indicates that the family Ecosp forms a Riesz basis in L
2(0, 1) for all
p ∈ [p0,3, 2].
5.3.2 Case p ∈ (2,∞)
Let p = p1 be the solution of the equation
pi
p2 sin2(pi/p)
[
2 +
pi2
2
(p− 2)
] [(
1− 1
2p′
)
ζ(p′)− 1
]
= 1,
which is approximately equal to 2.42865 (see statement (4.19) and Lemma 4.10 for
more details).
Lemma 5.3. There exists p1,1 ∈ (p1, 3) such that
g(p) :=
pi
p2 sin2(pi/p)
[
2 +
pi2
2
(p− 2)
] [(
1− 1
2p′
)
ζ(p′)− 1− 1
9p′
]
= 1. (5.8)
Moreover, for all p ∈ [p1, p1,1]
pi
p2 sin2(pi/p)
[
2 +
pi2
2
(p− 2)
] [(
1− 1
2p′
)
ζ(p′)− 1− 1
9p′
]
< 1. (5.9)
Proof. In view of the fact that (4.20) holds for p = p1,
g(p) = 1− pi
p2 sin2(pi/p)
[
2 +
pi2
2
(p− 2)
]
1
9p′
< 1 at p = p1.
On the other hand,
g(3) =
pi
9 sin2(pi
3
)
[
2 +
pi2
2
] [(
1− 1
2
3
2
)
ζ
(
3
2
)
− 1− 1
93/2
]
>
pi
9 sin2(pi
3
)
[
2 +
pi2
2
] [(
1− 1
2
3
2
)√
2ζ (2)− 1− 1
93/2
]
> 1.
By continuity, there exists p1,1 ∈ (p1, 3) such that (5.8) holds.
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Consider statements (4.15), (4.16) and (4.17). Observe that for any q ∈ (1,∞),
ζ ′(q)
ζ(q)
< − ln 2
2q
[
1 +
1
2q
+
1
4q
+ ...
]
− ln 3
3q
[
1 +
1
3q
+
1
9q
+ ...
]
= − ln 2
2q − 1 −
ln 3
3q − 1
and
ζ(q)
(
1− 1
2q
)
> 1.
Then
d
dq
[(
1− 1
2q
)
ζ(q)− 1− 1
9q
]
= ζ(q)
[
ln 2
2q
+
(
1− 1
2q
)
ζ ′(q)
ζ(q)
]
+
2 ln 3
9q
< ζ(q)
[(
1
2q
− 1
)
ln 3
3q − 1 +
1
ζ(q)
2 ln 3
9q
]
< ζ(q)
(
1− 1
2q
)
ln 3
[
− 1
3q − 1 +
2
9q
]
< 0.
This implies that (1 − 2−q)ζ(q) − 1 − 1
9q
is decreasing in q ∈ (1,∞). Now, p′
and sin(pi/p) are decreasing functions in p ∈ (1,∞) and p ∈ (2,∞) respectively.
Moreover, (1− 1/4)ζ(2)− 1− 1/81 > 0. Then the function
pi
sin2(pi/p)
[(
1− 1
2p′
)
ζ(p′)− 1− 1
9p′
]
is increasing in p ∈ (2,∞).
We also know that 1
p2
(
2 + pi
2
2
(p− 2)
)
is a positive increasing function in p ∈ [2, 3]
(see the proof of Lemma 4.10 for further details).
Consequently, g(p) is an increasing function in p ∈ [2, 3]. This implies that
g(p) < g(p1,1) = 1 for all p ∈ [p1, p1,1], and the result follows.
Corollary 5.4. Let p1,1 ∈ (2,∞) be such that (5.8) holds, b9(p) > 0 and |b3(b9 +
b1)| ≥ 4|b9b1|. Then for any p ∈ [p1, p1,1] the family Ecosp is a Riesz basis of L2(0, 1).
Proof. Note that statement (3.23) of Corollary 3.3 is fulfilled due to Lemma 5.1. By
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virtue of (5.4) we have
∞∑
j∈N\{1,9}
|bj| < 2pip′
pi2(p− 1)
[
2 +
pi2
2
(p− 2)
] ∞∑
j∈N\{1,9}
j≡21
1
jp′
=
2pip′
pi2(p− 1)
[
2 +
pi2
2
(p− 2)
] [(
1− 1
2p′
)
ζ(p′)− 1− 1
9p′
]
.
We know that sinp(·) is concave on [0, pip/2]. Due to Lemma 4.5 we conclude
b1(p) + b9(p) > b1(p) =
pi
pip
a1(p) = 4
pi
pip
∫ 1
2
0
sinp(pipx) sin(pix)dx
> 4
pi
pip
∫ 1
2
0
2x sin(pix)dx =
8
pipip
,
and this is because of the assumption that b9(p) > 0.
By virtue of statement (5.9), Lemma 1.2 and Corollary 3.3(a) we confirm the
assertion claimed.
Numerically we confirm that the inequalities |b3(b9 + b1)| ≥ 4|b9b1| and b9(p) > 0
hold for p ∈ (2, 4); the root p1,1 of (5.8) approximately equals to 2.462328 ∈ (p1, 4).
We claim that the inequality
2pip′
pi2(p− 1)
[
2 +
pi2
2
(p− 2)
] [(
1− 1
2p′
)
ζ(p′)− 1− 1
9p′
]
< b1(p) + b9(p)
under the same conditions of Corollary 5.4, provides an improved threshold p1,2 ≈
2.561986 > p1,1.
Corollary 5.5. Let 3 ≤ k ≡2 1. Let p ∈ (2,∞) be such that b9(p) > 0 and
|b3(p)(b9(p) + b1(p))| ≥ 4|b9(p)b1(p)|. If
2pip′ [2 +
pi2
2
(p− 2)]
pi2(p− 1)
[(
1− 1
2p′
)
ζ(p′)−
k∑
j=1
j≡21
(1/jp
′
)
]
< b1(p) + 2b9(p)−
k∑
j=3
|bj(p)|,
(5.10)
then the family Ecosp is a Riesz basis of L
2(0, 1).
Proof. Note that the condition (3.23) is satisfied by Lemma 5.1 for the case p = 3
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Figure 5.3: The zeros of (4.25) and (5.10), considered as equations in p, against
k ∈ N. Using the improved one-term Schauder basis criterion and the two-term
Riesz basis criterion, respectively, we detect thresholds so that Ecosp forms a basis
when p ∈ (2,∞).
and f(x) = cosp(pipx). According to the proof of Corollary 3.3(a), the inequality
|b3(p)(b9(p) + b1(p))| ≥ 4|b9(p)b1(p)| implies that ω = b1(p) + b9(p) − |b3(p)|. Also,
statement (5.4) together with inequality (5.10) yield (3.22). Applying Corollary 3.2,
the result follows.
Consider k = 321. Statement (5.10) holds for any p ∈ [p1,2, p1,3] such that
p1,3 ≈ 3.339563.
Remark 5.3. Observations from Theorem 4.1, Remarks 4.2, 4.4 and Corollaries
5.2, 5.3, 5.4 and 5.5 provide improvements in the thresholds of invertibility of T by
means of both analytical and numerical approaches. As a consequence, the family
Ecosp forms a Schauder basis of L
r(0, 1), r ∈ (1,∞) whenever p ∈ [pˆ0,1, pˆ1,1] and
a Riesz basis of L2(0, 1) for all p ∈ [p0,3, p1,3] where pˆ0,1 ≈ 1.2978, pˆ1,1 ≈ 3.2205,
p0,3 ≈ 1.296718 and p1,3 ≈ 3.339563.
5.4 Bases properties of Eexpp
Let
expp(iy) = cosp(y) + i sinp(y) ∀y ∈ R.
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By combining Remarks 5.1, 5.3 and Corollary 4.3, it immediately follows that
Eexpp = {expp(inpip·)}∞n=−∞ is a Schauder basis of the Banach space Lr(−1, 1) for
all p ∈ [pˆ0,1, pˆ1,1] and r ∈ (1,∞), and a Riesz basis of L2(0, 1) for all p ∈ [p0,3, p1,3].
Indeed, recall that every f ∈ Lr(−1, 1) decomposes as f = fe + fo for
fe(x) =
f(x) + f(−x)
2
and fo(x) =
f(x)− f(−x)
2
,
the even and odd parts of f , respectively. The family Ecosp comprises only even
functions, the family Esinp comprises only odd functions and they are Schauder bases
of the corresponding subspaces of Lr(−1, 1) for p ∈ [pˆ0,1, pˆ1,1] when r ∈ (1,∞), and
Riesz bases of the corresponding subspaces of L2(−1, 1) for p ∈ [p0,3, p1,3]. This
implies that there exist two unique scalar sequences (αk)
∞
k=0 and (βk)
∞
k=1, such that
f(·) = α0 +
∞∑
k=1
αk cosp(kpip·) + iβk sinp(kpip·)
in Lr(−1, 1). In order to see this, one expands fe in Ecosp and fo in Esinp , in the
corresponding even and odd subspaces.
By letting c0 = α0,
ck =
αk + βk
2
and c−k =
αk − βk
2
∀k ∈ N,
we get
f(·) =
∞∑
k=−∞
ck expp(ikpip·)
in Lr(−1, 1). Since there is a 1:1 correspondence between the scalar sequences via
αk = ck + c−k and βk = ck − c−k,
then in fact (ck)
∞
k=−∞ is unique for the given f . Thus, Eexpp satisfies the definitions
of Riesz or Schauder bases for the space Lr(−1, 1), r ∈ (1,∞).
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Schauder Basis Properties of
(p, q)-trigonometric Functions and
Applications
In this chapter we are interested in finding the (p, q)-values for which the basis prop-
erties hold for the set Ecosp,q . Our results, given in Section 6.4 below, complement
the statement provided in [12, Theorem 3.1 and Remark 3.2] which establishes the
existence of a p0 ∈ (1, 2), defined as the root of the equation (2.3), such that the
family Ecosp,p′ is a basis in L
r(0, 1) for p ∈ [p0, 2] and r ∈ (1,∞) (see Section 2.1.1).
Due to Riemann-Lebesgue Lemma 2.2, the decay properties of the classical
Fourier coefficients of a function which is Lebesgue integrable on (0, 1) are known.
Here, we investigate the relationship between the decay properties of the Fourier
sine coefficients of a function and those of the corresponding coefficients when the
classical sine functions are replaced by the sinp,q functions, where p, q ∈ (1,∞).
6.1 Properties of (p, q)-trigonometric functions
Lemma 6.1. Let p1, p2 ∈ (1,∞) be such that p1 < p2. For q ∈ (1,∞) fixed, the
function
f(x) =
sin−1p1,q x
sin−1p2,q x
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is strictly increasing in x ∈ (0, 1).
Proof. Set
g(x) =
(1− xq)1/p1
(1− xq)1/p2 ; (6.1)
then g′(x) < 0. Observe that f ′(x) =
sin−1p2,q x−g(x) sin−1p1,q x
(sin−1p2,q x)
2
(1−xq)1/p1
. Let G(x) = sin−1p2,q x −
g(x) sin−1p1,q x; then
G′(x) = −g′(x) sin−1p1,q x > 0.
Thus we conclude that G(x) > lim
x→0+
G(x) = 0. Hence f ′(x) > 0 for all x ∈ (0, 1).
Corollary 6.1. Let p1, p2 ∈ (1,∞) be such that p1 < p2. Let q ∈ (1,∞) be fixed.
Then
(a) For x ∈ (0, 1), 1 < sin
−1
p1,q
x
sin−1p2,q x
<
pip1,q
pip2,q
. Moreover, sinp1,q(pip1,qx) > sinp2,q(pip2,qx) for
all x ∈ (0, 1/2).
(b) For x ∈ (0, 1/2), cosp1,q(pip1,qx) < cosp2,q(pip2,qx).
Proof. L’Hoˆpital’s Rule yields,
lim
x→0+
sin−1p1,q x
sin−1p2,q x
= lim
x→0+
(1− xq)−1/p1
(1− xq)−1/p2 = 1.
According to Lemma 6.1,
1 = lim
x→0+
sin−1p1,q x
sin−1p2,q x
<
sin−1p1,q x
sin−1p2,q x
<
sin−1p1,q(1)
sin−1p2,q(1)
=
pip1,q
pip2,q
.
Then (a) follows since
1
pip1,q
sin−1p1,q x <
1
pip2,q
sin−1p2,q x.
To show (b). We know from Lemma 1.5(a) that
sin−1p,q y = cos
−1
p,q
(
(1− yq)1/p) , ∀y ∈ [0, 1].
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For p1 < p2 and y ∈ (0, 1),
(1− yq)1/p1 < (1− yq)1/p2 . (6.2)
This inequality together with part (a) yield
1
pip1,q
cos−1p1,q
(
(1− yq)1/p1) < 1
pip2,q
cos−1p2,q
(
(1− yq)1/p2) .
Hence, because of (6.2) and the first statement in (a), the inverse to the function
1
pip,q
cos−1p,q
(
(1− yq)1/p) strictly increases in p whenever q is fixed.
Corollary 6.2. Let q1, q2 ∈ (1,∞) be such that q1 < q2. Let p ∈ (1,∞) be fixed.
Then for x ∈ (0, 1/2),
(a) [sinp,q1(pip,q1x)]
q1−1 > [sinp,q2(pip,q2x)]
q2−1.
(b) cosp,q1(pip,q1x) < cosp,q2(pip,q2x).
Proof. By Lemma 1.5(c) and the change of variable to x = (1− y)/2, we see that
sinp,q(pip,qx) = [cosq′,p′(piq′,p′(1/2− x))]1/(q−1) .
Observe that q′ decreases as q increases. According to part (b) of Corollary 6.1,
cosq′1,p′(piq′1,p′(1/2− x)) > cosq′2,p′(piq′2,p′(1/2− x)), and the first statement follows.
On the other hand, for x ∈ [0, 1/2] by Lemma 1.5
cosp,q(pip,qx) = [sinq′,p′(piq′p′(1/2− x))]1/(p−1) .
Since q′ is decreasing in q, by virtue of part (a) of Corollary 6.1 the proof is complete.
The following two lemmas are generalisations of Lemmas 4.3 and 4.4 to the case
of sinp,q and cosp,q functions. They demonstrate some properties of functions that
are employed in Sections 6.2.1 and 6.2.2 below. The proofs are similar to those of
Chapter 4 and are therefore omitted.
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6.1.1 The case p ∈ (1, 2) and q ∈ (1,∞)
For p ∈ (1, 2) and q ∈ (1,∞), let up,q : [0, 12 ] −→ R be given by
up,q(x) := −q
p
[sinp,q(pip,qx)]
q−1 [cosp,q(pip,qx)]
2−p .
We write
Cp,q := q
p
[
q(2− p)
2q − p
] 2−p
p
[
p(q − 1)
2q − p
] q−1
q
. (6.3)
Observe that
u′p,q(x) = −
q
p
pip,q up,q(x)
[cosp,q(pip,qx)]
1−p
sinp,q(pip,qx)
[
2− p−
(
2− p
q
)
[cosp,q(pip,qx)]
p
]
.
The functions up,q have the following properties:
Lemma 6.2. Let p ∈ (1, 2) and q ∈ (1,∞). Then
(a) The function up,q is non-positive. Moreover, up,q(x) = 0 if and only if x = 0 or
x = 1/2.
(b) up,q(x) = −Cp,q for x ∈ [0, 12 ] if and only if x = mp,q ∈ (0, 12), where mp,q is the
unique point such that [cosp,q(pip,qmp,q)]
p = q(2−p)
2q−p .
(c) up,q : [0,mp,q] −→ [−Cp,q, 0] is decreasing.
(d) up,q : [mp,q,
1
2
] −→ [−Cp,q, 0] is increasing.
(e) min
x∈[0, 1
2
]
up,q(x) = −Cp,q.
As a result of parts (c) and (d) of Lemma 6.2, there exist w1,p,q : [−Cp,q, 0] −→
[0,mp,q] and w2,p,q : [−Cp,q, 0] −→ [mp,q, 12 ], such that
up,q(wk,p,q(x)) = x ∀x ∈ [−Cp,q, 0], (k = 1, 2).
6.1.2 The case p ∈ (2,∞) and q ∈ (1,∞)
For p ∈ (2,∞) and q ∈ (1,∞), let vp,q : (0, 12 ] −→ [0,∞) be given by
vp,q(x) := (p
′ − 1) [sinq′,p′(piq′,p′x)]p
′−2 cosq′,p′(piq′,p′x).
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Notice that
v′p,q(x)
vp,q(x)
=
p′piq′,p′ [cosq′,p′(piq′,p′x)]
1−q′
q′ sinq′,p′(piq′,p′x)
[
cosq
′
q′,p′(piq′,p′x)
(
q′(p′ − 2)
p′
+ 1
)
− 1
]
.
The functions vp,q enjoy the following properties:
Lemma 6.3. Let p ∈ (2,∞) and q ∈ (1,∞). Then
(a) vp,q is decreasing in (0, 1/2] with lim
x→0+
vp,q(x) = +∞ and vp,q(12) = 0.
(b) lim
x→0+
x vp,q(x) = 0.
(c) lim
x→0+
v′p,q(x) = −∞; lim
x→ 1
2
−
v′p,q(x) = −∞ whenever q ∈ (1, 2) and
lim
x→ 1
2
−
v′p(x) = 0 whenever q ∈ (2,∞).
Consequently vp,q has an inverse zp,q : [0,∞) → (0, 12 ] which is decreasing in
[0,∞). Moreover, zp,q(0) = 12 and limx→∞ zp,q(x) = 0.
6.2 The Fourier coefficients of the (p, q)-trigonometric
functions
Let ηj(p, q) and τj(p, q) be the Fourier coefficients of cosp,q(pip,qx) and sinp,q(pip,qx),
respectively. Since sinp,q is even and cosp,q is odd around
1
2
, ηj(p, q) = τj(p, q) = 0
for all j ≡2 0 and p, q ∈ (1,∞). Then
ηj := ηj(p, q) =

0 j ≡2 0
2
∫ 1
0
cosp,q(pip,qx) cos(jpix)dx j ≡2 1.
(6.4)
and
τj := τj(p, q) =

0 j ≡2 0
2
∫ 1
0
sinp,q(pip,qx) sin(jpix)dx j ≡2 1.
(6.5)
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Observe that for any j ∈ N (see Lemma 4.5 for the case p = q),
ηj(p, q) =
jpi
pip,q
τj(p, q). (6.6)
We now find upper bound estimates of |ηj(p, q)| and |τj(p, q)| in terms of the
parameters (p, q) ∈ (1,∞)2.
6.2.1 The case p ∈ (1, 2) and q ∈ (1,∞)
Lemma 6.4. Let Cp,q > 0 be given by (6.3). Then
|ηj(p, q)| < 8pip,q
j2pi2
Cp,q, ∀j ≥ 1. (6.7)
Proof. Integration by parts ensures that
ηj(p, q) = 4
∫ 1
2
0
cosp,q(pip,qx) cos(jpix)dx
=
[
4
jpi
cosp,q(pip,qx) sin(jpix)
] 1
2
0
− 4pip,q
jpi
∫ 1
2
0
up,q(x) sin(jpix)dx
=
[
4pip,q
j2pi2
up,q(x) cos(jpix)
] 1
2
0
− 4pip,q
j2pi2
∫ 1
2
0
u′p,q(x) cos(jpix)dx.
Thus by Lemma 6.2(a), it follows that the boundary terms in the last equality
vanish.
ηj(p, q) = −4pip,q
j2pi2
(∫ mp,q
0
u′p,q(x) cos(jpix)dx+
∫ 1
2
mp,q
u′p,q(x) cos(jpix)dx
)
= −4pip,q
j2pi2
(∫ −Cp,q
0
cos(jpiw1,p,q(s))ds+
∫ 0
−Cp,q
cos(jpiw2,p,q(s))ds
)
.
Consequently
|ηj(p, q)| ≤ 4pip,q
j2pi2
[ ∫ 0
−Cp,q
| cos(jpiw1,p,q(s))|ds+
∫ 0
−Cp,q
| cos(jpiw2,p,q(s))|ds
]
<
8pip,q
j2pi2
Cp,q.
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Moreover, using identity (6.6) we conclude
|τj(p, q)| <
8pi2p,q
j3pi3
Cp,q, ∀j ≥ 1. (6.8)
6.2.2 The case p ∈ (2,∞) and q ∈ (1,∞)
By Lemma 1.5(c),
ηj(p, q) = 4
∫ 1
2
0
[
sinq′,p′
(
piq′,p′(1/2− x)
)]1/(p−1)
cos(jpix)dx.
Notice that, cos(jpi(1
2
− t)) = (−1) j−12 sin(jpit) for j ≡2 1. Changing variables to
t = 1
2
− x gives
ηj = (−1)
j−1
2 4
∫ 1
2
0
[sinq′,p′(piq′,p′t)]
1
p−1 sin(jpit)dt.
Now use Lemma 6.3 and integration by parts twice to obtain,
ηj = (−1)
j−1
2
4piq′,p′
jpi
∫ 1
2
0
vp,q(t) cos(jpit)dt = (−1)
j+1
2
4piq′,p′
j2pi2
∫ 1
2
0
v′p,q(t) sin(jpit)dt
= (−1) j+32 4piq′,p′
j2pi2
∫ ∞
0
sin (jpi zp,q(y)) dy.
Lemma 6.5. Let p ∈ (2,∞) and q ∈ (1,∞). Then
|ηj(p, q)| < 4piq′,p′
pi2
[
p′ − 1 + pi
2
(2− p′)
]
j−p
′
, ∀j ≥ 1. (6.9)
Proof. Since p > 2, then p′ ∈ (1, 2) and p′−1 ∈ (0, 1). By Lemma 1.6, sinq′,p′(piq′,p′t) ≥
2t for any t ∈ (0, 1
2
]. Then by Lemma 6.3, we have vp,q(t) < (p
′ − 1)(2t)p′−2 and so
zp,q(y) <
1
2
(
y
p′ − 1
) 1
p′−2
=: rp,q(y), ∀y ∈ [p′ − 1,∞).
With ξ(j) := (p′ − 1)/jp′−2, we see that rp,q(ξ(j)) = 12j ≤ 12 for all j ≥ 1.
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Set
J1 =
∫ ξ(j)
0
dx = ξ(j) and J2 =
∫ ∞
ξ(j)
sin (jpi rp,q(y)) dy.
For y ∈ [ξ(j),∞) and since zp,q(·) is decreasing on [0,∞), we obtain 0 < jpi zp,q(y) ≤
jpi zp,q(ξ(j)) < jpi rp,q(ξ(j)) =
pi
2
. Hence,
∫ ∞
ξ(j)
sin (jpi zp,q(y)) dy < J2 =⇒ |ηj(p, q)| < 4piq′,p′
j2pi2
(J1 + J2).
Changing variables to t = jpi rp,q(y) and then using the fact that sup
0<θ≤pi
2
sin θ
θ
= 1
yields
J2 =
∫ pi
2
0
(p′ − 1)(2− p′)
( 2
jpi
)p′−2
tp
′−2 sin(t)
t
dt
≤ (p′ − 1)(2− p′)
( 2
jpi
)p′−2 ∫ pi2
0
tp
′−2dt =
pi
2
(2− p′)j2−p′ ,
and the result follows.
In view of statement (6.6) and Lemma 1.2,
|τj(p, q)| <
4qpi2p,q
p′pi3
[
p′ − 1 + pi
2
(2− p′)
]
j−p
′−1, ∀j ≥ 1. (6.10)
From statements (6.7) and (6.9) we conclude that
∑∞
j=1 |ηj(p, q)| <∞. Thus Propo-
sition 4.1 is fulfilled for ηj(p, q) which guarantees the boundedness of the change of
coordinates map.
6.3 The decay of the (p, q)-sine Fourier coefficients
This section offers a comparison between the decay rates of the sine Fourier coeffi-
cients of a function f in Lr(0, 1) and those of the Fourier expansion of f expressed
in terms of the basis formed by the sinp,q functions. The comparison is conducted
in both Lebesgue and Lorentz sequence spaces, and is mainly based on the speed of
decay of the sine Fourier coefficients τj, and also on (2.2) which sufficiently ensures
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the property of the set Esinp,q being a basis. Theorem 6.1 constitutes improvements
of those stated in Lemma 2.10.
Theorem 6.1. Let p, q ∈ (1,∞) be such that (2.2) holds. Let f ∈ Lr(0, 1) have
the representation (2.4) and consider γ given by (6.20). Suppose that the sequences
(|ak|)k∈N and (|bk|)k∈N are non-increasing and let α ∈ (0, γ] ⊆ (0, 3]. Then, |bk| .
k−α if and only if |ak| . k−α.
Proof. Suppose that |bk| . k−α. By Lemma 2.9, ak =
∑
m,n∈N
mn=k
bnτm, which we write
as ak =
∑
n|k bnτk/n (k ∈ N), where the summation is over all n ∈ N which divide
k, written n|k. As (|ak|)k∈N is non-increasing, it is sufficient to investigate the decay
when k = 2l, l ∈ N, and in this case
a2l =
l∑
j=1
b2jτ2l−j .
For the case p ∈ (1, 2), we have |τj(p, q)| . j−3. Then
|a2l | .
l∑
j=1
2−αj2−3(l−j) . 2−αl.
Moreover for p ∈ (2,∞), |τj(p, q)| decays like j−p′−1. From this we conclude that
|a2l | .
l∑
j=1
2−αj2−(p
′+1)(l−j) . 2−αl,
given that p′ + 1 ∈ (2, 3), and the assertion claimed follows.
The proof of the other implication follows similarly by using Lemma 2.8.
Note that the theorem shows that the k-th sinp,q Fourier coefficient decays at
the same rate α as the k-th sine Fourier coefficient of the function f ∈ Lr(0, 1)
for α ∈ (0, 3] improving that of Lemma 2.10. This holds if, p′/q < 4/(pi2 − 8) for
p, q ∈ (1,∞) or p = q ∈ [p˜1,∞).
The following considers the study in the context of Lorentz sequence spaces under
the same monotonicity assumption, but at the expense of a weaker conclusion, i.e.
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the rate of the decay experiences a loss of sharpness (see, Proposition 6.1 below).
Definition 6.1. [25, Definition 1.b.7, pp. 33] Let c = (ck)k∈N be a null sequence of
complex numbers. Denote by c∗ = (c∗k)k∈N ⊂ R+ the non-increasing rearrangement
of (ck)k∈N given as
c∗1 := max
j∈N
|cj|, c∗k := max|Ik|=k
(∑
j∈Ik
|cj|
)
−
k−1∑
j=1
c∗j , for k > 1.
Note that c∗1 ≥ c∗2 ≥ ... and the sets {|ck|}k and {|c∗k|}k are the same, and
the elements are occurring with the same multiplicity. By definition there exists a
bijective map Q : N→ N such that c∗k = |cQ(k)| for all k ∈ N.
Definition 6.2. [25] Let u ∈ (0,∞) and v ∈ (0,∞]. Define the Lorentz sequence
space lu,v as the space of all sequences c = (ck)k∈N such that
‖c‖vu,v =
∞∑
k=1
|c∗k|vk
v
u
−1 <∞, v <∞.
For v =∞. The Lorentz sequence space lu,∞ is defined as the space of all sequences
c = (ck)k∈N such that ‖c‖u,∞ = sup
k∈N
k1/uc∗k <∞.
Without loss of generality, if we assume that ‖c‖u,∞ = 1, then c∗k ≤ k−1/u for any
k ∈ N. Moreover, it is known that lu,v ⊂ lu,∞ for any u, v ∈ (0,∞) [25, Proposition
1.c.10, pp. 52].
Proposition 6.1. Let p, q ∈ (1,∞) be such that (2.2) holds. Let f ∈ Lr(0, 1) have
the representation (2.4). Assume that the sequences (|ak|)k∈N and (|bk|)k∈N are non-
increasing. Let u, v ∈ (1,∞) be such that u < v and b = (bk) ∈ lu,v. Then there
exists t ∈ (1,∞) such that, for t > uv/(v − u) the sequence a = (an) ∈ lt,s for all
s ∈ (1,∞).
Proof. Since the sequences (|ak|)k∈N and (|bk|)k∈N are non-increasing, a∗k = |ak| and
b∗k = |bk| for all k ∈ N, respectively. Let d(k) be the number of divisors of k,
including 1 and k: d(k) =
∑
m|k 1; and put σβ(k) =
∑
m|km
β, so that σ0(k) = d(k).
To prove that a ∈ lt,s, we need to show that
∑∞
k=1 |ak|s ks/t−1 <∞.
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For t, s ∈ (1,∞). According to (2.2), (2.5) and (6.20) we get
∞∑
k=1
|ak|s ks/t−1 =
∞∑
k=1
ks/t−1
∣∣∣∣∑n|k bnτk/n
∣∣∣∣s . ∞∑
k=1
ks/t−1−γs
∣∣∣∣∑n|k bnnγ
∣∣∣∣s .
By Ho¨lder’s inequality,
∣∣∣∣∑n|k bnnγ
∣∣∣∣ = ∣∣∣∣∑n|k bnn1/u−1/vnγ−1/u+1/v
∣∣∣∣ . ‖b‖u,v σ1/v′(γ−1/u+1/v)v′(k)
It is known that, given any  > 0 there exists k0() ∈ N such that for k ≥ k0() (see,
[39, pp. 85-86])
∣∣∣∣∑n|k bnnγ
∣∣∣∣ . ‖b‖u,v kγ−1/u+1/v+ε.
Hence,
∞∑
k=1
|ak|s ks/t−1 . ‖b‖su,v
∞∑
k=1
ks/t−1−γs+s(γ−1/u+1/v)+ε <∞
if
s
t
− 1− γs+ s
(
γ − 1
u
+
1
v
)
< −1 ⇐⇒ 1
t
+
1
v
<
1
u
. (6.11)
The result follows.
In the special case when b ∈ lv′,v such that v ∈ (2,∞), condition (6.11) becomes
1/t + 2/v < 1. Thus if v ∈ (2,∞) and b = (bk) ∈ lv′,v, then a ∈ lt,s for all
t > v/(v − 2) and s ∈ (1,∞).
For u ∈ (1, 2) and b ∈ lu,u′ the same condition takes the form 1/t − 2/u < −1.
This implies the following: If u ∈ (1, 2) and b = (bk) ∈ lu,u′ , a ∈ lt,s for all
t > u/(2− u) and s ∈ (1,∞).
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6.4 Bases properties of Ecosp,q
Following the same argument as in Section 4.3. We employ the one-term criterion
(see Theorem 3.1 and Remark 3.2 for further details). If
∞∑
j=3
|ηj(p, q)| < |η1(p, q)|, (6.12)
the set Ecosp,q is a Schauder basis of L
r(0, 1) for all r ∈ (1,∞).
One of our main results is that:
Theorem 6.2. There exist p1 < 2 and p2 > 2 such that for any p ∈ [p1,p2], the
set Ecosp,p′ is a Schauder basis in the Banach space L
r(0, 1), r ∈ (1,∞).
The values p1 and p2 are unique roots of equations involving p obtained by
employing (6.12) in the two different cases p ∈ (1, 2) and p ∈ (2,∞), respectively
(see Corollaries 6.3 and 6.4 below). Numerically it is shown that p1 ≈ 1.487807
and p2 ≈ 2.526402. This theorem improves the results obtained in [12] which were
briefly described in Section 2.1.1 and Table 1.2.
In the following section we employ the criterion stated in (6.12) and identify the
thresholds in the parameters p and q for which the family Ecosp,q is guaranteed to
form a basis in the Banach space Lr(0, 1). In particular we are interested in the case
when q = p′.
We distinguish the two cases:
6.4.1 The case p ∈ (1, 2) and q ∈ (1,∞)
Theorem 6.3. The sequence Ecosp,q forms a Schauder basis in L
r(0, 1), r ∈ (1,∞)
whenever
pi2p,qCp,q <
8pi
pi2 − 8 .
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Proof. By (6.7),
∞∑
j=1
|η2j+1(p, q)| < 8pip,q
pi2
Cp,q
∞∑
j=1
1
(2j + 1)2
=
8pip,q
pi2
Cp,q
(
pi2
8
− 1
)
.
By Lemma 1.6, observe that
τ1(p, q) = 4
∫ 1
2
0
sinp,q(pip,qx) sin(pix)dx ≥ 4
∫ 1
2
0
2x sin(pix)dx =
8
pi2
.
Then in view of (6.6), we have
|η1(p, q)| = pi
pip,q
|τ1(p, q)| ≥ 8
pipip,q
.
Thus
∞∑
j=1
|η2j+1(p, q)| < 8pip,q
pi2
Cp,q
(
pi2
8
− 1
)
<
8
pipip,q
≤ |η1(p, q)|,
which guarantees (6.12). Hence the claimed assertion is complete.
6.4.1.1 The case q = p′
Let p = p0 ∈ (1, 2) be such that (2.3) (see [12], Theorem 3.1 and Remark 3.2).
Substituting in (6.3),
Cp,p′ = 1
p− 1
[
2− p
3− p
] 2−p
p
[
1
3− p
] 1
p
.
Lemma 6.6. There exists p1 ∈ (1,p0) such that
pi2p1,p′1Cp1,p′1 =
8pi
pi2 − 8 . (6.13)
Moreover, for all p ∈ [p1,p0],
pi2p,p′Cp,p′ ≤
8pi
pi2 − 8 . (6.14)
Proof. Note that 2 ≤ pip,p′ ≤ 4 whenever p ∈ (1,∞) by Lemma 1.4. For p → 1+,
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p′ → +∞, and for p = 2, p′ = 2. Observe that,
lim
p→1+
pi2p,p′Cp,p′ =∞ and lim
p→2−
pi2p,p′Cp,p′ = pi2 <
8pi
pi2 − 8 .
Then by the Intermediate Value Theorem there exists p1 ∈ (1, 2) such that the
equation (6.13) holds. Moreover, according to (2.3)
pi2p0,p′0Cp0,p′0 =
8pi
pi2 − 8Cp0,p′0(p0 − 1).
Then, from the expression of Cp,p′ and the fact that its last two factors are exactly
less than 1 when p ∈ (1, 2), we conclude that
pi2p0,p′0Cp0,p′0 <
8pi
pi2 − 8 = pi
2
p1,p′1
Cp1,p′1 .
Hence p1 < p0 < 2.
Now, firstly note that
d
dp
(2− p
3− p
) 2−p
p
=
(2− p
3− p
) 2−p
p
[−2
p2
ln
2− p
3− p −
1
p(3− p)
]
and
d
dp
( 1
3− p
) 1
p
=
( 1
3− p
) 1
p
[
1
p2
ln(3− p) + 1
p(3− p)
]
.
Then
d
dp
Cp,p′ = Cp,p′
[
1
p2
ln
(3− p)3
(2− p)2 −
1
p− 1
]
< 0
for any p ∈ (1, 9/5). Hence Cp,p′ is decreasing in this interval.
Observe that both Cp,p′ and pip,p′ are positive functions. The function piq′,q is an
increasing function in q and since q = p′ is decreasing in p, then pip,p′ decreases in
p ∈ (1,∞) (see, (1.9) and (1.10)). Therefore pi2p,p′Cp,p′ is decreasing in p ∈ (1, 9/5).
Hence for any p ∈ (p1,p0],
pi2p,p′Cp,p′ < pi2p1,p′1Cp1,p′1 =
8pi
pi2 − 8
99
Chapter 6: Schauder Basis Properties of (p, q)-trigonometric Functions and
Applications
and the claimed assertion is complete.
Corollary 6.3. Let p1 ∈ (1, 2) be such that (6.13) holds. Then for any p ∈ [p1,p0]
the sequence Ecosp,p′ forms a Schauder basis in L
r(0, 1) for all r ∈ (1,∞).
Proof. As in Theorem 6.3,
∞∑
j=1
|η2j+1(p, q)| < 8pip,p′
pi2
Cp,p′
(
pi2
8
− 1
)
.
According to [12, Proposition 2.5], we have
η1(p, p
′) ≥ 8
pipip,p′
.
Thus because of Lemma 6.6, criterion (6.12) is fulfilled and the result follows.
Remark 6.1. The number p1 which appears in Lemma 6.6 as a solution of (6.13)
approximately equals 1.487807 < p0 ≈ 1.798658 with all digits correct.
6.4.2 The case p ∈ (2,∞) and q ∈ (1,∞)
Consider the equation
4piq′,p′
pi3
[
p′ − 1 + pi
2
(2− p′)
] [(
1− 1
2p′
)
ζ(p′)− 1
]
=
p− 1
2p− 1 −
pi2(p− 1)
24(4p− 3) . (6.15)
Theorem 6.4. The sequence Ecosp,q forms a Schauder basis in L
r(0, 1), r ∈ (1,∞)
whenever
4piq′,p′
pi3
[
p′ − 1 + pi
2
(2− p′)
] [(
1− 1
2p′
)
ζ(p′)− 1
]
<
p− 1
2p− 1 −
pi2(p− 1)
24(4p− 3) . (6.16)
Proof. We know that ζ(p′) = 1
1−2−p′
∑∞
j=0(2j + 1)
−p′ . In view of (6.9)
∞∑
j=1
|η2j+1(p, q)| < 4piq′,p′
pi2
[
p′ − 1 + pi(2− p
′)
2
] ∞∑
j=1
(2j + 1)−p
′
=
4piq′,p′
pi2
[
p′ − 1 + pi(2− p
′)
2
] [(
1− 1
2p′
)
ζ(p′)− 1
]
.
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On the other hand, consider p = p∗0 (p
∗
0 ≈ 1.22), such that
4p− 3
3p− 2 =
pi3
24(pi − 2) .
According to (4.28) from [12],
η1(p, q) ≥ pi(p− 1)
2p− 1 −
pi3(p− 1)
24(4p− 3) , p ∈ (p
∗
0,∞). (6.17)
In view of the hypothesis, (6.12) holds and the proof is complete.
6.4.2.1 The case q = p′
Inequality (6.16) is equivalent to
h˜(p) :=
4pip,p′
pi3
[
p′ − 1 + pi
2
(2− p′)] [(1− 1
2p′
)
ζ(p′)− 1
]
p−1
2p−1 − pi
2(p−1)
24(4p−3)
< 1
given that the denominator of the original fraction is positive for all p > 1.
Lemma 6.7. There exists p = p2 ∈ (2, 145 ) such that
h˜(p)
pip,p′
=
1
4
. (6.18)
Moreover, for all p ∈ [2,p2]
h˜(p)
pip,p′
≤ 1
4
. (6.19)
Proof. At p = 2 we have h˜(2)
pi
= 60
pi3(40−pi2) (pi
2 − 8) < 1
4
. At p = 14
5
,
h˜(p)
pip,p′
=
4
9pi3
[
5
9
+ 2pi
9
] [(
1− 1
214/9
)
ζ(14/9)− 1]
1
23
− pi2
984
>
1
4
.
Hence there exists p2 ∈ (2, 14/5) such that (6.18) holds.
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The function
p′−1+pi
2
(2−p′)
p−1
2p−1−
pi2(p−1)
24(4p−3)
is positive for any p ∈ (2,∞) and
d
dp
[
p′ − 1 + pi
2
(2− p′)
p−1
2p−1 − pi
2(p−1)
24(4p−3)
]
=
1
p− 1
(pi
2
−2)p+pi
2
(2p−1)2 +
pi2
24
(− 3pi
2
+4)p−2+pi
2
(4p−3)2(
p−1
2p−1 − pi
2(p−1)
24(4p−3)
)2
is positive whenever p ∈ (2, 14
5
), which implies that the function is increasing in this
interval.
Also notice, Lemma 4.10, that the function
(
1− 1
2p′
)
ζ(p′) − 1 is a positive
function increasing in p ∈ (2,∞). Therefore the function h˜(p)
pip,p′
is increasing in p ∈
(2, 14
5
). Moreover h˜(p)
pip,p′
< h˜(p2)
pip2,p′2
= 1
4
for all p ∈ [2,p2) and the result follows.
Corollary 6.4. Let p2 ∈ (2,∞) be such that (6.18) holds. Then for any p ∈ [2,p2]
the sequence Ecosp,p′ forms a Schauder basis in L
r(0, 1), r ∈ (1,∞).
Proof. Notice that for any p ∈ (1,∞) we have 2 ≤ pip,p′ ≤ 4 (Lemma 1.4). According
to Lemma 6.7, for all p ∈ [2,p2]
h˜(p) ≤ 16
pi3
[
p′ − 1 + pi
2
(2− p′)] [(1− 1
2p′
)
ζ(p′)− 1
]
p−1
2p−1 − pi
2(p−1)
24(4p−3)
= 4
h˜(p)
pip,p′
≤ 1.
Using the same argument as in the proof of Theorem 6.4 for the case q = p′ proves
that the sequence claimed forms a Schauder basis in Lr(0, 1), r ∈ (1,∞).
Remark 6.2. An approximation of the solution of (6.18) shows that p2 ≈ 2.526402
with all digits correct.
Corollaries 6.3 and 6.4 identify two refined thresholds p1 < p0 and p2 > 2 such
that for any p ∈ [p1,p2] the set Ecosp,p′ generates a Schauder basis for the Banach
space Lr(0, 1) with r ∈ (1,∞). This is an improvement of those available in previous
works which were described in Section 2.1.1.
In the notation of Section 4.6, the following results from Section 6.2 will be
invoked in several places below. For any j ∈ N and p, q ∈ (1,∞),
|τj(p, q)| . j−γ and |ηj(p, q)| . j−β,
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where,
γ =

3 p ∈ (1, 2)
p′ + 1 p ∈ (2,∞)
and β =

2 p ∈ (1, 2)
p′ p ∈ (2,∞).
(6.20)
6.5 The regularity of the (p, q)-trigonometric func-
tions
For s > 0. Let Hs(0, 1) be the (Hilbert) Bessel potential space of order s (Definition
4.1).
Corollary 6.5. Let p, q ∈ (1,∞), let
σ1(p) =

5
2
p ∈ (1, 2),
p′ + 1
2
p ∈ (2,∞).
Then sinp,q(pip,q·) ∈ Hs(0, 1) for all s ∈ [0, σ1(p)).
Proof. According to (6.20),
∞∑
j=1
(1 + j2)s|τj(p, q)|2 .
∞∑
j=1
j2s−2γ <∞ if s < γ − 1
2
.
Corollary 6.6. Let p, q ∈ (1,∞), let
σ2(p) =

3
2
p ∈ (1, 2),
p′ − 1
2
p ∈ (2,∞).
Then cosp,q(pip,q·) ∈ Hs(0, 1) for all s ∈ [0, σ2(p)).
Proof. An analogue of the previous proof implies the regularity of the (p, q)-cosine
functions at the specified order s.
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Shauder Basis in Hardy Spaces
This chapter is motivated by the question whether it is possible to extend the multi-
term criterion from Chapter 3 to the case of Banach spaces Lr(0, 1) for all r ∈ (1,∞) .
That is, using a mechanism analogous to the one developed in the chapter, does there
exist an isometry isomorphism U mapping Lr(0, 1) onto the Hardy space Hr(T∞)
such that M = U−1MmU , where the operators M and Mm are mapping Lr(0, 1)
and Hr(T∞) into themselves, respectively.
For this purpose, we aim to develop an approach in general which characterises
bases properties of systems in Hardy spaces Hr(T∞) in terms of the multipliers. This
study together with the research developed in Chapter 3 will hopefully facilitate the
translation of the same study to the Banach space setting Lr(0, 1) for r ∈ (1,∞).
Given ϕ any well-defined function on T∞. For r ∈ (1,∞), let {hn}n∈N be a
basis in Hr(T∞). We wish to investigate the conditions under which the family
Hϕ = {ϕhn}n∈N forms a basis of Hr(T∞).
In Section 7.1 we shall characterise the properties of multiplication operators
Tϕ defined on Hardy spaces Hr(G) when looking at G = Dn,Tn and T∞. Then in
Section 7.2 we illustrate some general criteria that allow us to investigate the bases
properties of Hϕ in H
r(T∞) for r ∈ (1,∞).
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7.1 Multiplication operators on Hardy spaces
For r ∈ (1,∞). Let G = Dn,Tn or T∞ and let Hr(G) be the Hardy space on G.
A function ϕ analytic on G is by definition called a symbol. A measurable function
ϕ : G −→ C is a multiplier on Hr(G), if for any F ∈ Hr(G) we have ϕF ∈ Hr(G).
We denote the collection of all multipliers on Hr(G) by S(Hr(G)), i.e.,
S(Hr(G)) = {ϕ : G −→ C : ϕF ∈ Hr(G) for all F ∈ Hr(G)} .
Let Tϕ : Hr(G) −→ Hr(G) be the multiplication operator on Hr(G) defined by,
TϕF (z) = ϕ(z)F (z), ∀F ∈ Hr(G). (7.1)
This section will study multipliers algebra on Hardy spacesHr(G) forG = Dn,Tn
and T∞. It will also show the calculations for the operator norm of Tϕ in each case.
7.1.1 Multipliers algebra on Hardy spaces Hr(Dn) and Hr(Tn)
Theorem 7.1. The function ϕ is in H∞(Dn) if, and only if, ϕ ∈ S(Hr(Dn)).
Moreover,
‖Tϕ‖B(Hr(Dn)) = ‖ϕ‖∞.
Proof. Suppose that ϕ ∈ H∞(Dn). For all F ∈ Hr(Dn),
‖TϕF‖Hr(Dn) =
(
sup
0≤ρ<1
∫
Tn
|ϕρ(z)Fρ(z)|rdσn(z)
)1/r
≤ sup
z∈Dn
|ϕ(z)|
(
sup
0≤ρ<1
∫
Tn
|Fρ(z)|rdσn(z)
)1/r
= ‖ϕ‖∞‖F‖Hr(Dn) <∞. (7.2)
We conclude that ϕ is a multiplier on Hr(Dn).
Conversely, if ϕ ∈ S(Hr(Dn)), then Tϕ ∈ B(Hr(Dn)) as a consequence of the
Closed Graph Theorem [23, Chapter III, Section 5, pp. 166]. Since 1 ∈ Hr(Dn),
then ϕ = ϕ.1 ∈ Hr(Dn). Consider hξ from (2.11) with norm ‖hξ‖Hr(Dn) = 1. Then
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ϕhξ ∈ Hr(Dn) and the inequality (2.10) holds for any ξ ∈ Dn. That is
|ϕ(ξ)|r|hξ(ξ)|r = |ϕ(ξ)hξ(ξ)|r ≤
n∏
j=1
1
1− |ξj|2 ‖ϕhξ‖
r
Hr(Dn)
≤
n∏
j=1
1
1− |ξj|2 ‖Tϕ‖
r
B(Hr(Dn)) ‖hξ‖rHr(Dn).
Since (2.10) is sharp for hξ, then
|ϕ(ξ)|r ≤ ‖Tϕ‖rB(Hr(Dn)).
Taking supremum over Dn of both sides yields
‖ϕ‖∞ ≤ ‖Tϕ‖B(Hr(Dn)) <∞. (7.3)
Therefore, ϕ ∈ H∞(Dn). From (7.2) and (7.3) the identity follows.
Theorem 7.2. If ϕ ∈ H∞(Dn) and ϕ(z) 6= 0 on the closed polydisc Dn, then
T −1ϕ : Hr(Dn) −→ Hr(Dn) exists such that
T −1ϕ F (z) = ϕ−1(z)F (z), ∀F ∈ Hr(Dn).
Moreover, ‖T −1ϕ ‖−1B(Hr(Dn)) = infz∈Dn |ϕ(z)|.
Proof. Observe that ϕ(z)ϕ−1(z) = ϕ−1(z)ϕ(z) = 1 for all z ∈ Dn. This implies that
Tϕ is one to one and onto. Hence T −1ϕ exists. For any F ∈ Hr(Dn),
Tϕ
(T −1ϕ F (z)) = Tϕ (ϕ−1(z)F (z)) = ϕ(z)ϕ−1(z)F (z) = F (z)
and
T −1ϕ (TϕF (z)) = T −1ϕ (ϕ(z)F (z)) = ϕ−1(z)ϕ(z)F (z) = F (z).
Consequently T −1ϕ = Tϕ−1 . According to Theorem 7.1, Tϕ ∈ B(Hr(Dn)) which by
the Inverse Mapping Theorem implies that T −1ϕ ∈ B(Hr(Dn)). Moreover, in view of
106
Chapter 7: Shauder Basis in Hardy Spaces
Theorem 7.1, we have
‖T −1ϕ ‖B(Hr(Dn)) = ‖ϕ−1‖∞ = sup
z∈Dn
|ϕ−1(z)| =
(
inf
z∈Dn
|ϕ(z)|
)−1
,
and the result follows.
Note 7.1. According to the Minimum Modulus Principle [26, Chapter I], the infi-
mum lies on the distinguished boundary Tn. The results from this study also hold
when Tϕ is the multiplication operator on the Hardy space Hr(Tn). This observation
is due to Remark 2.1.
7.1.2 Multipliers algebra on Hardy spaces Hr(T∞)
Theorem 7.3. The function ϕ is in H∞(T∞) if, and only if, ϕ ∈ S(Hr(T∞)).
Moreover,
‖Tϕ‖B(Hr(T∞)) = ‖ϕ‖∞.
Proof. Assume that ϕ ∈ H∞(T∞). For any F ∈ Hr(T∞),
‖TϕF‖Hr(T∞) =
(∫
T∞
|ϕ(z)F (z)|r dσ(z)
)1/r
≤ sup
z∈T∞
|ϕ(z)|
(∫
T∞
|F (z)|rdσ(z)
)1/r
= ‖ϕ‖∞‖F‖Hr(T∞), (7.4)
which implies that ϕF ∈ Hr(T∞). Hence, ϕ ∈ S(Hr(T∞)).
Now assume that ϕ ∈ S(Hr(T∞)). By the Closed Graph Theorem [23, Chapter
III, Section 5, pp. 166], the operator Tϕ is bounded. Since 1 ∈ Hr(T∞), ϕ ∈
Hr(T∞). Moreover, TϕF = ϕF for all F ∈ Hr(T∞). Now, since ‖ϕF‖Hr(T∞) ≤
‖Tϕ‖B(Hr(T∞))‖F‖Hr(T∞), we get, by successively plugging in F = 1, ϕ, . . . , ϕj−1 (for
j ∈ N fixed), that ‖Tϕ‖B(Hr(T∞)) ≥ ‖ϕj‖1/jHr(T∞). That is, for all z ∈ T∞, If F (z) = 1
then
‖ϕ‖Hr(T∞) ≤ ‖Tϕ‖B(Hr(T∞)).
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If F (z) = ϕ(z), then
‖ϕ2‖Hr(T∞) ≤ ‖Tϕ‖B(Hr(T∞))‖ϕ‖Hr(T∞) ≤ ‖Tϕ‖2B(Hr(T∞)).
Hence, after j iterations we get that
‖Tϕ‖B(Hr(T∞)) ≥ ‖ϕj‖1/jHr(T∞).
Let δ ∈ (0, ‖ϕ‖∞]. Set
Sδ = {z ∈ T∞ : |ϕ(z)| ≥ ‖ϕ‖∞ − δ} ,
which is a subspace of T∞ with a finite positive measure σ(Sδ) ∈ (0, 1]. Then,
‖Tϕ‖B(Hr(T∞)) ≥ ‖ϕj‖1/jHr(T∞) =
(∫
T∞
|ϕ(z)|rjdσ(z)
) 1
rj
≥ (‖ϕ‖∞ − δ) (σ(Sδ))
1
rj .
When j →∞, ‖Tϕ‖B(Hr(T∞)) ≥ ‖ϕ‖∞ − δ. Hence,
ess inf
δ
‖Tϕ‖B(Hr(T∞)) = ‖ϕ‖∞, (7.5)
and ϕ ∈ H∞(T∞). From (7.4) and (7.5) the result
‖Tϕ‖B(Hr(T∞)) = ‖ϕ‖∞
follows.
Theorem 7.4. If ϕ ∈ H∞(T∞) and ϕ(z) 6= 0 on the closed polydisc D∞, then
T −1ϕ : Hr(T∞) −→ Hr(T∞) exists such that
T −1ϕ F (z) = ϕ−1(z)F (z), ∀F ∈ Hr(T∞).
Moreover, ‖T −1ϕ ‖−1B(Hr(T∞)) = infz∈T∞ |ϕ(z)|.
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Proof. The proof is similar to that of Theorem 7.2 for Hardy spaces Hr(T∞), hence
it is omitted.
Remark 7.1. Any ϕ ∈ Hr(T∞) has a power series representation in several complex
variables. This series is indexed at ν ∈ N∞0 and therefore it depends only on a finite
number of variables zj. Hence we may restrict our attention to H
r(Tn) (or to Hr(Dn)
by analytic continuity) for some n ∈ N finite.
7.2 Bases properties of Hϕ in H
r(T∞)
Following the approach of Section 3.2. The family of dilations of the sequence of
monomials, Hϕ, is a basis of H
r(T∞) if, and only if, the operator Tϕ is a homeomor-
phism (see Theorem 2.2). We arrive at a principle which examines bases properties
of such sequences in terms of the analytic properties of ϕ and the localisation of its
zeros with respect to D∞.
Theorem 7.5. If ϕ ∈ H∞(T∞) and ϕ(z) 6= 0 on D∞, then Hϕ is a basis of Hr(T∞)
for all r ∈ (1,∞).
Proof. According to Theorems 7.3 and 7.4, the operator Tϕ is a homeomorphism.
Since {hn}n∈N is a basis of Hr(T∞) for r ∈ (1,∞) (Theorem 2.11), so is Hϕ. The
result follows.
Let {hn}n∈N be the basis of monomials (2.13) inHr(T∞). A function ϕ ∈ Hr(T∞)
has a Fourier expansion in several complex variables
ϕ(z) =
∑
n∈N
ϕ̂n hn(z) ⇐⇒ ϕ(z) =
∑
ν∈N∞0
ϕ̂ν hn(z), ∀z ∈ T∞. (7.6)
The Fourier coefficients ϕ̂ν are identified to correspond to ϕ̂n for all ν = (νj)j∈N ∈ N∞0
and n ∈ N such that
ϕ̂n =
∫
T∞
ϕ(z)hn(z)dσ(z),
where z¯ denotes the complex conjugate of z (see, Definition 2.7 for more details).
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Consider (7.6) such that
∑∞
n=1 |ϕ̂n| <∞. Let F ⊂ N be finite such that 1 ∈ F .
Decompose ϕ(z) into
ϕ(z) = m(z) + v(z),
such that
m(z) =
∑
n∈F
ϕ̂n z
νp1(n)
1 · · · zνpd(n)d (7.7)
and
v(z) =
∑
n∈N\F
ϕ̂n z
νp1(n)
1 · · · zνpk(n)k ,
where νp(n) = 0 whenever p is not a divisor of n. For simplicity we will sometimes
write νj instead of νpj .
Adopting the argument used in Section 3.2 in the context of Hardy spaces
Hr(T∞), r ∈ (1,∞) yields the following:
If
m(z) 6= 0, z ∈ Dd
‖v‖∞ < ‖m−1‖−1∞
 ⇒ Hϕ is a Schauder basis in Hr(T∞). (7.8)
Note that the left hand side of the implication in (7.8) proves the invertibility of
ϕ(z) = m(z) [1 +m−1(z)v(z)] in the closed polydisc D∞.
Properties of the functions m and 1/m
Consider m from (7.7) with ϕ̂1 6= 0. Suppose that m is invertible in Dd. Then
1/m(z) =
1
ϕ̂1
(
b1 +
∞∑
n=2
bnz
µp1(n)
1 . . . z
µpd(n)
d
)
, (7.9)
the coefficients bn are given by, b1 = 1 and
bn =
∑
r
α1
1 ...r
αd
d =n
(−1)
∑d
j=1 αj δn
(
ϕ̂r1
ϕ̂1
)α1
. . .
(
ϕ̂rd
ϕ̂1
)αd
, n > 1
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such that
δn =
(∑d
j=1 αj
)
!
α1! . . . αd!
,
[20, Section 5]. The summation in bn, n > 1 runs over all the positive integers rj > 1
(including the prime numbers) dividing n, with multiplicities αj = 0 when n is not
a multiple of rj. If we multiply m(z) by 1/m(z),
b1ϕ̂1 = ϕ̂1 and
∑
q∈N:q|n
bqϕ̂n/q = 0 (7.10)
The existence of 1/m(z) is guaranteed, if
ϕ̂1 6= 0 and
∞∑
j=2
|ϕ̂n| < |ϕ̂1|.
But it is not the only way that invertibility is ensured (see for example, Theorem
7.7). Moreover, 1/m(z) has an infinite series expansion in exactly the same variables
z1, . . . , zd as in m(z) with possible different multiplicities µp(n) such that µp(n) = 0
whenever p is not dividing n. On the other hand, 1/m(z) can also be considered as
a function in infinitely many variables zj, j ∈ N with corresponding multiplicities
µpj(n) such that µ = (µpj(n))j∈N ∈ N∞0 ; the series in 1/m(z) converges pointwise
for all z ∈ Dd and also in the Lr-norm (see statement (7.10), Expansion (Taylor)
Theorem [24, Theorem 1, pp. 79] and M. Riesz Lemma).
The following two examples illustrate the structure of 1/m.
Examples 7.1. For ϕ̂1 6= 0 and |ϕ̂2| < |ϕ̂1|, define
m(z) = ϕ̂1 + ϕ̂2z1, z1 ∈ D.
Then,
b1 = 1 and bn =

(−1)k
(
ϕˆ2
ϕ̂1
)k
n = 2k, k ∈ N
0 otherwise,
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and 1/m(z) has the series expansion
1/m(z) =
1
ϕ̂1
∞∑
k=0
(−1)k
(
ϕ̂2
ϕ̂1
)k
zk1 , ∀z1 ∈ D
Examples 7.2. For ϕ̂1 6= 0 and |ϕ̂2|+ |ϕ̂3| < |ϕ̂1|, define
m(z) = ϕ̂1 + ϕ̂2z + ϕ̂3ξ, (z, ξ) ∈ D2.
Then,
bn =

(−1)j+k (j+k)!
j! k!
(
ϕ̂2
ϕ̂1
)j (
ϕ̂3
ϕ̂1
)k
n = 2j3k, j, k ∈ N0
0 otherwise
and 1/m(z) takes the form
1/m(z) =
1
ϕ̂1
∞∑
j,k=0
(−1)j+k (j + k)!
j! k!
(
ϕ̂2
ϕ̂1
)j (
ϕ̂3
ϕ̂1
)k
zj ξk, ∀(z, ξ) ∈ D2.
Theorems 7.6, 7.7 and Corollary 7.1 correspond to those of Section 3.2 in the
context of Hardy spaces Hr(T∞). Note that a multi-term criterion for Hr(T∞) will
be valid for all r ∈ (1,∞) and not only r = 2. Some of the proofs are similar and
are therefore omitted.
When m(z) = ϕ̂1 for all z ∈ D such that ϕ̂1 6= 0. Then
Theorem 7.6. If
∞∑
n=2
|ϕ̂n| < |ϕ̂1|,
the family Hϕ forms a Schauder basis of H
r(T∞) for r ∈ (1,∞).
Now consider the case F = {1, p, p2}. Then
m(z) = ϕ̂1 + ϕ̂pz + ϕ̂p2z
2, z ∈ D.
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Theorem 7.7. Assume that
0 < ϕ̂p2 < ϕ̂1 and ϕ̂p2 + ϕ̂1 > |ϕ̂p|. (7.11)
Either of the following two conditions ensure that Hϕ is a Schauder basis of H
r(T∞).
(a) |ϕ̂p(ϕ̂p2 + ϕ̂1)| ≥ |4ϕ̂p2ϕ̂1| and
∑
j∈N\{1,p2}
|ϕ̂j| < ϕ̂1 + ϕ̂p2 , (7.12)
(b) |ϕ̂p(ϕ̂p2 + ϕ̂1)| < |4ϕ̂p2ϕ̂1| and
∑
j∈N\{1,p,p2}
|ϕ̂j| < (ϕ̂1 − ϕ̂p2)
√
1− ϕ̂
2
p
4ϕ̂1ϕ̂p2
. (7.13)
Proof. Due to (7.11), m(z) has no zeros in the closed unit disc D.
Corollary 7.1 combines the two cases, F = {1} and F 6= {1}, using an approach
amenable to computability either analytical or by accurate numerical means of all
the quantities involved.
Assume that
|ϕ̂n| ≤ φn, ∀n ∈ N
for a sequence {φn}∞n=1 ∈ `1(N). Set Φ =
∑∞
n=1 φn <∞. Set
d =

1 F = {1}
#P(F) F 6= {1}.
Corollary 7.1. Let k, d ∈ N be fixed. Let
F = {1, p1, p21, . . . , pd, p2d}.
Let
m(z) = ϕ̂1 +
d∑
j=1
(
ϕ̂pjzj + ϕ̂p2jz
2
j
)
, ∀z ∈ Dd
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and
ω = inf{|m(z)| : z ∈ Td}.
If ∑
j∈F\{1}
|ϕ̂j| < ϕ̂1 (7.14)
and
ω − Φ +
∑
j∈F
|ϕ̂j|+
k∑
j=1
(φj − |ϕ̂j|) > 0, (7.15)
then Hϕ is a Schauder basis of H
r(T∞).
Proof. The proof is the same as Corollary 3.2.
We end this chapter with the following open questions (see Chapter 8 for a brief
description) which could be somewhat hard, taking into account the intractable na-
ture of the spaces Hr(D∞) for r ∈ (1,∞], e.g., Note 2.1.
Question (1): Does the set of multipliers on Hr(D∞) coincide with H∞(D∞)?
Question (2): Is it possible to extend the multi-term criterion in Lebesgue spaces
(Chapter 3) to the Banach space setting?
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Future Work
8.1 Fatou’s Theorem
The research objective is to conduct a deeper study of the boundary behaviour of
functions in the Hardy spaces Hr(T∞), (r > 1) for the infinite dimensional polydisc,
using tools and techniques developed in interrelated areas of analysis, with a goal
of settling open and important questions. In recent years, there has been a renewed
interest in these spaces, mainly due to their connection to Dirichlet series and thereby
to analytic number theory.
The aim of the research is to show to which extent the standard Fatou-type re-
sult remain valid for the infinite dimensional case. The famous scalar case of Fatou’s
Theorem was at the origin of a large body of research in the 20th-century math-
ematics under the name of bounded analytic functions which states: An analytic
function bounded in the Lr-norm of the unit disc has (radial) non-tangential limits
almost everywhere on the unit circle and this function is the Poisson integral of
the limit. This was then shown to remain true for the finite dimensional case with
almost no restrictions to the radial and even the non-tangential convergence [34].
First steps in this direction were set in [36] for spaces H∞(T∞). Further investiga-
tion was then settled in [2], where the authors illustrate an analysis of the boundary
radial approach of a specific type for which the standard Fatou-type results remain
valid. The analysis is mainly based on the work of Helson who introduced the so-
called vertical limit functions into the theory of Dirichlet series which allows the
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analytical extension of Dirichlet series up to the imaginary axis, with a concise con-
sideration of results on bounded point evaluations developed by B. J. Cole and T.
W. Gamelin [10].
The problem can be phrased as a question about certain aspects of the theory
of holomorphic functions of several complex variables which have not yet attracted
much attention although they are very closely related to classical analysis. Briefly,
the object is to see how much of our extremely detailed knowledge about holomorphic
functions in the unit disc and even the finite dimensional polydisc, such as boundary
values, distribution of zeros as related to growth restrictions, factorisation theorem,
invariant subspaces, interpolation theorems can be carried over to an analogous
situation in several complex variables, namely to infinite dimensional polydiscs.
The theory of the Hardy spaces Hr(D∞) is a mixture of real and complex analysis
and this research will introduce this theory with a special emphasis on the results
and techniques needed for the main study. The theory is based on the analysis
of the non-tangential (Hardy-Littlewood) maximal functions of a function on the
polycircle T∞ as an auxiliary tool to measure the behaviour of the Poisson integral;
the subharmonicity of |f |r and log |f | for an analytic function f on the polydisc.
This research will utilise knowledge and techniques from these broad areas of
analysis to provide an array of tools with which to approach the challenging questions
raised in this problem. As a consequence, we will address questions that relate the
boundary value problem to investigations concerning the embedding problem for
Dirichlet-Hardy spaces H r (introduced in Section 2.2.5) when r > 0, which states
whether the analogue of the Carlson Embedding problem holds for r 6= 2k, k ∈ N, a
question first considered by F. Bayart in [4] and was then addressed in [36] showing
that it is true when r is an even integer.
8.2 Multipliers Algebra of H r spaces
The objective of this research is to conduct an in depth study of the multipliers
algebra of H r spaces for all r ∈ (1,∞) and investigate some of their applica-
tions regarding the basis properties of sets of dilated functions in the Banach space
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Lr(0, 1).
Hardy spaces of Dirichlet series H 2, defined as the set of Dirichlet series with
square summable coefficients, were first studied in a paper by H. Hedenmalm, P.
Lindqvist and K. Seip [20], where the authors introduce a framework that measures
Riesz basis and completeness properties of a family of dilated functions in L2(0, 1)
in terms of the elements of H 2. Among other results they characterise the set of
multipliers of the space H 2 and state that, [20, Theorem 3.1], it is precisely the set
of bounded analytic functions in the right half-plane C+ which can be represented
as a convergent Dirichlet series. Moreover, it was shown that the operator norm of
a multiplier is its supremum norm in C+. In 2002, F. Bayart [4] introduced Hardy-
Dirichlet spaces H r for r ∈ [1,∞) based on Bohr’s vision of Dirichlet series and
ergodic theorems. The former dates back to 1913 and suggests the association of a
Dirichlet series with a Fourier series on the infinite dimensional polydisc. These tools
allow the identification of H r spaces with the Hardy spaces of infinite dimensional
polydisc Hr(D∞) when r ∈ [1,∞) as the closure of the set of Dirichlet polynomials
p(s) =
∑N
j=1 ajj
−s with s = σ + it, σ > 0 and t ∈ R, in terms of the norm
‖p(s)‖rr = lim
T→∞
∫ T
−T
|p(it)|rdt.
In addition, the author introduced the set of multipliers of the spaces H r for r ∈
[1,∞) [4, Theorem 7], showing that it is equivalent to the set of analytic functions
in C+ which can be represented by a convergent Dirichlet series in some half plane.
The research proposed will involve an analysis of the multipliers of Hardy-
Dirichlet spaces by finding a precise expression for their operator norm accompanied
by an understanding of the concept of cyclic functions of these spaces which are mod-
elled as the ones of the Hardy spaces of the infinite dimensional polydisc. This will
hopefully aid the formulation of a framework extending that of the seminar work of
Beurling dating back to 1945 which enables the association of the Fourier series of
a continuous periodic function in Lr(0, 1), r ∈ (1,∞) with a corresponding Dirichlet
series. The framework will be analogous to that of Riesz basis of the spacesH 2 [20]
aiming at studying Schauder basis and/or completeness properties of a family of di-
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lated functions in Lr(0, 1) in terms of the analytic properties of the Dirichlet series.
The outcome of this research will provide an alternative approach to that estab-
lished in Chapter 3 of this thesis which is mainly based on the analyticity of the
corresponding Dirichlet series.
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Appendix
A.1 Properties of Ip(x)
We begin by recalling the following property established by Lemma 1.7(a) and state-
ment (1.15). For any p, q ∈ (1,∞) such that p < q,
1 <
Iq(x)
Ip(x)
<
pip
piq
, x ∈ (0, 1]. (A.1)
Lemma A.1. For p > 1 fixed. The function Ip(x) is monotonically increasing and
convex in x ∈ [0, 1].
Proof. Since
d
dx
Ip(x) =
2
pip
(1− xp)− 1p > 0
and
d2
dx2
Ip(x) =
2
pip
xp−1(1− xp)− 1p−1 ≥ 0.
The result follows.
Lemma A.2. Let k ∈ N be fixed. Let 0 ≤ y < x ≤ 1 be such that cos (kpi
2
Ip(u)
)
is
decreasing for all u ∈ [y, x]. Then,
∫ x
y
cos
(
kpi
2
Ip(u)
)
du > Ik,p(y, x)
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where
Ik,p(y, x) := 2
kpi
(x− y)sin
(
kpi
2
Ip(x)
)− sin (kpi
2
Ip(y)
)
Ip(x)− Ip(y)
Proof. The chord of Ip(u) with endpoints y and x is given by
f(u) =
Ip(x)− Ip(y)
x− y (u− x) + Ip(x). (A.2)
Lemma A.1 implies, Ip(u) < f(u) for any p > 1 and u ∈ (0, 1). Hence and by virtue
of the hypothesis,
∫ x
y
cos
(
kpi
2
Ip(u)
)
du >
∫ x
y
cos
(
kpi
2
f(u)
)
du = Ik,p(y, x).
For 0 < s < t < 1 consider the function
G(s, t) :=
(1− sp) 1p Ip(s)− (1− tp)
1
p Ip(t) +
2
pip
(t− s)
(1− sp) 1p − (1− tp) 1p
. (A.3)
Lemma A.3. Let k ∈ N be fixed. Let 0 ≤ s < t ≤ 1 be such that cos (kpi
2
Ip(u)
)
is
increasing for all u ∈ [s, t]. Then
∫ t
s
cos
(
kpi
2
Ip(u)
)
du > J (1)k,p (s, t) + J (2)k,p (s, t)
where
J (1)k,p (s, t) :=
pip
kpi
(1− sp) 1p
[
sin
(
kpi
2
G(s, t)
)
− sin
(
kpi
2
Ip(s)
)]
,
J (2)k,p (s, t) :=
pip
kpi
(1− tp) 1p
[
sin
(
kpi
2
Ip(t)
)
− sin
(
kpi
2
G(s, t)
)]
.
Proof. The tangent to the curve Ip(u) at any point u = s is given by
γs(u) =
2
pip(1− sp)
1
p
(u− s) + Ip(s). (A.4)
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By virtue of Lemma A.1, for any p > 1 and u ∈ [0, 1], we have Ip(u) > γs(u). The
intersection point y of the tangents to Ip(u) at s and t is then given by
y =
pip
2
(1− tp) 1p (1− sp) 1p [Ip(s)− Ip(t)] + t(1− sp)
1
p − s(1− tp) 1p
(1− sp) 1p − (1− tp) 1p
.
Moreover, γs(y) = γt(y) = G(s, t).
Then, because of the hypothesis,
∫ t
s
cos
(
kpi
2
Ip(u)
)
dx >
∫ y
s
cos
(
kpi
2
γs(u)
)
du+
∫ t
y
cos
(
kpi
2
γt(u)
)
du,
where
∫ y
s
cos
(
kpi
2
γs(u)
)
du = J (1)k,p (s, t)
and
∫ t
y
cos
(
kpi
2
γt(u)
)
du = J (2)k,p (s, t).
The claimed assertion follows.
A.2 Estimates for ak(p) when k ≡4 3
For k = 4j − 1, j ∈ N. The integrand cos (kpi
2
Ip(u)
)
in (5.1) for u ∈ [0, 1] is
monotonically decreasing in j disjoint segments
[y˜i, x˜i] i = 1, . . . , j
and it is monotonically increasing in j disjoint segments
[s˜i, t˜i] i = 1, . . . , j,
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so that
[0, 1] =
(
j⋃
i=1
[y˜i, x˜i]
)
∪
(
j⋃
i=1
[s˜i, t˜i]
)
where y˜1 = 0, t˜j = 1, s˜i = x˜i and y˜i+1 = t˜i. The minimum turning points are such
that
Ip(x˜i) =
4m− 2
k
for m = 1, . . . , j
and the maximum turning points are such that
Ip(t˜i) =
4m
k
for m = 1, . . . , j − 1
We partition each one of these segments into sets of quadrature points as follows.
Let {m−i }ji=1, {m+i }ji=1 ⊂ N \ {1}. Set
x0 = y˜1 = 0, xm−1 = x˜1, x1+m
−
1
= y˜2,
x∑i
`=1m
−
`
= x˜i, x1+∑i`=1m−` = y˜i+1, (i = 2, . . . , j)
t1 = s˜1, tm+1 = t˜1, t1+m
+
1
= s˜2,
t∑i
`=1m
+
`
= t˜i, t1+∑i`=1m+` = s˜i+1, (i = 2, . . . , j)
t∑j
`=1m
+
`
= t˜j = 1.
We consider increasing sequences
0 ≤ · · · < xm−1 < xm < · · · < 1 (m = 1, . . . ,
j∑
`=1
m−` )
0 < · · · < tm−1 < tm < · · · ≤ 1 (m = 2, . . . ,
j∑
`=1
m+` )
such that
{
x1+∑i−1`=1m−` < · · · < x∑i`=1m−`
}
⊂ [y˜i, x˜i] and{
t1+
∑i−1
`=1m
+
`
< · · · < t∑i
`=1m
+
`
}
⊂ [s˜i, t˜i].
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Lemma A.4. Let p > 1 and k = 4j − 1 where j ∈ N. Then, for k > 3
ak(p) >
4
kpi
 m−1∑
m=1
Ik,p(xm−1, xm) +
j−1∑
`=1
∑`+1
i=1 m
−
i∑
m=
∑`
i=1m
−
i +2
Ik,p(xm−1, xm)
+
m+1∑
m=2
(
J (1)k,p (tm−1, tm) + J (2)k,p (tm−1, tm)
)
+
j−2∑
`=1
∑`+1
i=1 m
+
i∑
m=
∑`
i=1m
+
i +2
(
J (1)k,p (tm−1, tm) + J (2)k,p (tm−1, tm)
)
+
∑j
i=1m
+
i −1∑
m=
∑j−1
i=1 m
+
i +2
(
J (1)k,p (tm−1, tm) + J (2)k,p (tm−1, tm)
)
+J (1)k,p (t∑j
`=1m
+
` −1, 1)
]
.
While for k = 3, the upper limit of the summation in the third term on the right
side of the inequality is m = m+1 − 1.
Proof. The proof follows from the properties established in lemmas A.2 and A.3
by taking as endpoints y = xm−1 and x = xm for m = 1, . . . ,m−1 and m =∑`
i=1m
−
i + 2, . . . ,
∑`+1
i=1m
−
i when ` = 1, . . . , j − 1 in the former case and s = tm−1
and t = tm in the latter case for m = 2, . . . ,m
+
1 and m =
∑`
i=1m
+
i + 2, . . . ,
∑`+1
i=1m
+
i
when ` = 1, . . . , j − 1.
Let G(s, t) be given by the expression (A.3). Observe that for any j ∈ N the
tangent to the curve Ip(t) at t∑j
`=1m
+
`
= 1 is the vertical line t = 1 which meets the
tangent line at t∑j
`=1m
+
` −1 at the point
(
1, G(t∑j
`=1m
+
` −1, 1)
)
. Moreover,
Ip(t) ≥ γt∑j
`=1
m+
`
−1
(t) for t ∈ [t∑j
`=1m
+
` −1, 1]
where γs is given by (A.4). Hence,
∫ 1
t∑j
`=1
m+
`
−1
cos
(
kpi
2
Ip(t)
)
dt > J (1)k,p (t∑j
`=1m
+
` −1, 1).
and the proof is complete.
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A.3 Estimates for ak(p) when k ≡4 1
For k = 4j − 3, j ∈ N. The function cos (kpi
2
Ip(u)
)
with u ∈ [0, 1] is monotonically
decreasing in j disjoint segments
[y˜i, x˜i] i = 1, . . . , j
and it is monotonically increasing in j − 1 disjoint segments
[s˜i, t˜i] i = 1, . . . , j − 1,
so that
[0, 1] =
(
j⋃
i=1
[y˜i, x˜i]
)
∪
(
j−1⋃
i=1
[s˜i, t˜i]
)
where y˜1 = 0, x˜j = 1, s˜i = x˜i and y˜i+1 = t˜i. The minimum turning points are such
that
Ip(x˜i) =
4m− 2
k
for m = 1, . . . , j − 1
and the maximum turning points are such that
Ip(t˜i) =
4m
k
for m = 1, . . . , j − 1.
We partition each one of these segments into sets of quadrature points as follows.
Let {m−i }ji=1, {m+i }j−1i=1 ⊂ N \ {1}. Set
x0 = y˜1 = 0, xm−1 = x˜1, x1+m
−
1
= y˜2,
x∑i
`=1m
−
`
= x˜i, (i = 2, . . . , j)
x1+∑i`=1m−` = y˜i+1, (i = 2, . . . , j − 1)
x∑j
`=1m
−
`
= x˜j = 1,
t1 = s˜1, tm+1 = t˜1, t1+m
+
1
= s˜2,
t∑i
`=1m
+
`
= t˜i, (i = 2, . . . , j − 1)
t1+
∑i
`=1m
+
`
= s˜i+1, (i = 2, . . . , j − 2)
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We consider an increasing sequence of quadrature points
0 ≤ · · · < xm−1 < xm < · · · ≤ 1 (m = 1, . . . ,
j∑
`=1
m−` )
0 < · · · < tm−1 < tm < · · · < 1 (m = 2, . . . ,
j−1∑
`=1
m+` )
such that
{
x1+∑i−1`=1m−` < · · · < x∑i`=1m−`
}
⊂ [y˜i, x˜i] and{
t1+
∑i−1
`=1m
+
`
< · · · < t∑i
`=1m
+
`
}
⊂ [s˜i, t˜i].
Lemma A.5. Let p > 1 and k = 4j − 3 where j ∈ N. Then, for k > 1
ak(p) >
4
kpi
 m−1∑
m=1
Ik,p(xm−1, xm) +
j−1∑
`=1
∑`+1
i=1 m
−
i∑
m=
∑`
i=1m
−
i +2
Ik,p(xm−1, xm)+
+
m+1∑
m=2
(
J (1)k,p (tm−1, tm) + J (2)k,p (tm−1, tm)
)
+
j−2∑
`=1
∑`+1
i=1 m
+
i∑
m=
∑`
i=1m
+
i +2
(
J (1)k,p (tm−1, tm) + J (2)k,p (tm−1, tm)
) .
While for k = 1, the right side of the inequality includes only the first summation.
Proof. The proof follows directly from lemmas A.2 and A.3 by taking as endpoints
y = xm−1 and x = xm for m = 1, . . . ,m−1 and m =
∑`
i=1m
−
i + 2, . . . ,
∑`+1
i=1m
−
i
when ` = 1, . . . , j − 1 in the former case and s = tm−1 and t = tm in the latter case
for m = 2, . . . ,m+1 and m =
∑`
i=1m
+
i + 2, . . . ,
∑`+1
i=1m
+
i when ` = 1, . . . , j − 2.
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B.1 Matlab Codes
Here we include some Matlab codes which provide lower bound estimates for the
sine Fourier coefficients aj(p) of the sinp(pipx) ∈ Lr(0, 1) and r ∈ (1,∞) when j = 3
and 9. These codes are based on the calculations performed in Appendix A and the
results they provide are presented in the Tables 5.1 and 5.2, respectively.
B.1.1 Lower bound estimates for a3(p), p > 1
1 % Lower bound es t imate s f o r a3 (p) when p>1:
2 % x1 , t1 , t2 : v e c t o r s o f l i n e a r l y spaced quadratures .
3 % components o f x1 d iv id e the i n t e r v a l where the integrand
o f a3 (p) i s de c r ea s ing .
4 % components o f t1 and t2 d iv id e the i n t e r v a l where the
integrand i s i n c r e a s i n g .
5 f unc t i on a3=a3lowerbound (p , x1 , t1 , t2 )
6 pip=2∗pi /p/ s i n ( p i /p) ;
7 I1 (1 ) =0;
8 f o r j =2: l ength ( x1 )
9 I1 ( j )=I1 ( j−1)+8/9/ p i ˆ2∗( x1 ( j )−x1 ( j−1) ) ∗( s i n (3∗ pi /2∗ beta inc (
x1 ( j ) ˆp ,1/ p,1−1/p) )−s i n (3∗ pi /2∗ beta inc ( x1 ( j−1)ˆp ,1/ p,1−1/
126
Appendix B. Appendix
p) ) ) /( be ta inc ( x1 ( j ) ˆp ,1/ p,1−1/p)−beta inc ( x1 ( j−1)ˆp ,1/ p
,1−1/p) ) ;
10 end
11 l I 1=I1 ( l ength ( x1 ) )
12 h1 (1 ) =0;
13 f o r j =2: l ength ( t1 )
14 g1 ( j )=((1− t1 ( j ) ˆp) ˆ(−1/p)∗ beta inc ( t1 ( j−1)ˆp ,1/ p,1−1/p)
−(1−t1 ( j−1)ˆp) ˆ(−1/p)∗ beta inc ( t1 ( j ) ˆp ,1/ p,1−1/p)+2/
pip∗(1− t1 ( j−1)ˆp) ˆ(−1/p)∗(1− t1 ( j ) ˆp) ˆ(−1/p) ∗( t1 ( j )−t1
( j−1) ) ) /((1− t1 ( j ) ˆp) ˆ(−1/p)−(1−t1 ( j−1)ˆp) ˆ(−1/p) ) ;
15 h1 ( j )=h1 ( j−1)+4∗pip /9/ p i ˆ2∗((1− t1 ( j ) ˆp) ˆ(1/p)∗ s i n (3∗ pi /2∗
beta inc ( t1 ( j ) ˆp ,1/ p,1−1/p) )−(1−t1 ( j−1)ˆp) ˆ(1/p)∗ s i n (3∗ pi
/2∗ beta inc ( t1 ( j−1)ˆp ,1/ p,1−1/p) )+s i n (3∗ pi /2∗g1 ( j ) ) ∗((1− t1
( j−1)ˆp) ˆ(1/p)−(1−t1 ( j ) ˆp) ˆ(1/p) ) ) ;
16 end
17 lh1=h1 ( l ength ( t1 ) )
18 lh2 =4/9/ p i ˆ2∗ pip∗(1− t2 ˆp) ˆ(1/p) ∗( s i n (3∗ pi /2∗(2/ pip/(1− t2 ˆp)
ˆ(1/p)∗(1− t2 )+beta inc ( t2 ˆp , 1/p , 1−1/p) ) )−s i n (3∗ pi /2∗
beta inc ( t2 ˆp ,1/ p,1−1/p) ) ) ;
19 a3=l I 1+lh1+lh2
20
21 % Example (1 ) :
22 % >>p=1.5 , z1=f z e r o (@( x ) beta inc ( x . ˆ p , 1 . / p , ( p−1) . / p)
−2/3 ,0.9) ; %the x−coo rd inate o f the minimum point o f the
integrand o f a3 (p) .
23 %
24 % >>x1=l i n s p a c e (0 , z1 , 3 ) ;
25 % >>t11=l i n s p a c e ( z1 , 1 , 3 ) ;
26 % >>t1 =[ t11 (1 ) t11 (2 ) ] ;
27 % >>t2=t11 (2 ) ;
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28 % >>a3lowerbound ( 1 . 5 , x1 , t1 , t2 )
29 % ans=
30 % 0.069231965372217
31 %
32 % Example (2 ) :
33 % >>p=1.5 , z1=f z e r o (@( x ) beta inc ( x . ˆ p , 1 . / p , ( p−1) . / p)
−2/3 ,0.9) ; %the x−coo rd inate o f the minimum point o f the
integrand o f a3 (p) .
34 %
35 % >>x1=l i n s p a c e (0 , z1 , 4 ) ;
36 % >>t11=l i n s p a c e ( z1 , 1 , 3 ) ;
37 % >>t1 =[ t11 (1 ) t11 (2 ) ] ;
38 % >>t2=t11 (2 ) ;
39 % >>a3lowerbound ( 1 . 5 , x1 , t1 , t2 )
40 % ans=
41 % 0.091292084421940
42 %
43 % Example (3 ) :
44 % >>p=1.9 , z1=f z e r o (@( x ) beta inc ( x . ˆ p , 1 . / p , ( p−1) . / p)
−2/3 ,0.9) ; %the x−coo rd inate o f the minimum point o f the
integrand o f a3 (p) .
45 %
46 % >>x1=l i n s p a c e (0 , z1 , 4 ) ;
47 % >>t11=l i n s p a c e ( z1 , 1 , 3 ) ;
48 % >>t1 =[ t11 (1 ) t11 (2 ) ] ;
49 % >>t2=t11 (2 ) ;
50 % >>a3lowerbound ( 1 . 9 , x1 , t1 , t2 )
51 % ans
52 % =0.005348565159729
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B.1.2 Lower bound estimates for a9(p), p > 1
1 % Lower bound es t imate s f o r a9 (p) when p>1:
2 % x1 , t1 , x2 , t2 , x3 : v e c t o r s o f l i n e a r l y spaced quadratures .
3 % components o f x1 , x2 , x3 d iv id e the i n t e r v a l s where the
integrand o f a9 (p) i s de c r ea s ing .
4 % components o f t1 and t2 d iv id e the i n t e r v a l s where the
integrand i s i n c r e a s i n g .
5 f unc t i on a9=a9lowerbound (p , x1 , t1 , x2 , t2 , x3 )
6 pip=2∗pi /p/ s i n ( p i /p) ;
7 I1 (1 ) =0;
8 f o r j =2: l ength ( x1 )
9 I1 ( j )=I1 ( j−1)+8/81/ p i ˆ2∗( x1 ( j )−x1 ( j−1) ) ∗( s i n (9∗ pi /2∗ beta inc (
x1 ( j ) ˆp ,1/ p,1−1/p) )−s i n (9∗ pi /2∗ beta inc ( x1 ( j−1)ˆp ,1/ p,1−1/
p) ) ) /( be ta inc ( x1 ( j ) ˆp ,1/ p,1−1/p)−beta inc ( x1 ( j−1)ˆp ,1/ p
,1−1/p) ) ;
10 end
11 l I 1=I1 ( l ength ( x1 ) )
12 I2 (1 ) =0;
13 f o r j =2: l ength ( x2 )
14 I2 ( j )=I2 ( j−1)+8/81/ p i ˆ2∗( x2 ( j )−x2 ( j−1) ) ∗( s i n (9∗ pi /2∗ beta inc (
x2 ( j ) ˆp ,1/ p,1−1/p) )−s i n (9∗ pi /2∗ beta inc ( x2 ( j−1)ˆp ,1/ p,1−1/
p) ) ) /( be ta inc ( x2 ( j ) ˆp ,1/ p,1−1/p)−beta inc ( x2 ( j−1)ˆp ,1/ p
,1−1/p) ) ;
15 end
16 l I 2=I2 ( l ength ( x2 ) )
17 I3 (1 ) =0;
18 f o r j =2: l ength ( x3 )
19 I3 ( j )=I3 ( j−1)+8/81/ p i ˆ2∗( x3 ( j )−x3 ( j−1) ) ∗( s i n (9∗ pi /2∗ beta inc (
x3 ( j ) ˆp ,1/ p,1−1/p) )−s i n (9∗ pi /2∗ beta inc ( x3 ( j−1)ˆp ,1/ p,1−1/
p) ) ) /( be ta inc ( x3 ( j ) ˆp ,1/ p,1−1/p)−beta inc ( x3 ( j−1)ˆp ,1/ p
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,1−1/p) ) ;
20 end
21 l I 3=I3 ( l ength ( x3 ) )
22 h1 (1 ) =0;
23 f o r j =2: l ength ( t1 )
24 g1 ( j )=((1− t1 ( j ) ˆp) ˆ(−1/p)∗ beta inc ( t1 ( j−1)ˆp ,1/ p,1−1/p)
−(1−t1 ( j−1)ˆp) ˆ(−1/p)∗ beta inc ( t1 ( j ) ˆp ,1/ p,1−1/p)+2/
pip∗(1− t1 ( j−1)ˆp) ˆ(−1/p)∗(1− t1 ( j ) ˆp) ˆ(−1/p) ∗( t1 ( j )−t1
( j−1) ) ) /((1− t1 ( j ) ˆp) ˆ(−1/p)−(1−t1 ( j−1)ˆp) ˆ(−1/p) ) ;
25 h1 ( j )=h1 ( j−1)+4∗pip /81/ p i ˆ2∗((1− t1 ( j ) ˆp) ˆ(1/p)∗ s i n (9∗ pi /2∗
beta inc ( t1 ( j ) ˆp ,1/ p,1−1/p) )−(1−t1 ( j−1)ˆp) ˆ(1/p)∗ s i n (9∗ pi
/2∗ beta inc ( t1 ( j−1)ˆp ,1/ p,1−1/p) )+s i n (9∗ pi /2∗g1 ( j ) ) ∗((1− t1
( j−1)ˆp) ˆ(1/p)−(1−t1 ( j ) ˆp) ˆ(1/p) ) ) ;
26 end
27 lh1=h1 ( l ength ( t1 ) )
28 h2 (1 ) =0;
29 f o r j =2: l ength ( t2 )
30 g2 ( j )=((1− t2 ( j ) ˆp) ˆ(−1/p)∗ beta inc ( t2 ( j−1)ˆp ,1/ p,1−1/p)
−(1−t2 ( j−1)ˆp) ˆ(−1/p)∗ beta inc ( t2 ( j ) ˆp ,1/ p,1−1/p)+2/
pip∗(1− t2 ( j−1)ˆp) ˆ(−1/p)∗(1− t2 ( j ) ˆp) ˆ(−1/p) ∗( t2 ( j )−t2
( j−1) ) ) /((1− t2 ( j ) ˆp) ˆ(−1/p)−(1−t2 ( j−1)ˆp) ˆ(−1/p) ) ;
31 h2 ( j )=h2 ( j−1)+4∗pip /81/ p i ˆ2∗((1− t2 ( j ) ˆp) ˆ(1/p)∗ s i n (9∗ pi /2∗
beta inc ( t2 ( j ) ˆp ,1/ p,1−1/p) )−(1−t2 ( j−1)ˆp) ˆ(1/p)∗ s i n (9∗ pi
/2∗ beta inc ( t2 ( j−1)ˆp ,1/ p,1−1/p) )+s i n (9∗ pi /2∗g2 ( j ) ) ∗((1− t2
( j−1)ˆp) ˆ(1/p)−(1−t2 ( j ) ˆp) ˆ(1/p) ) ) ;
32 end
33 lh2=h2 ( l ength ( t2 ) )
34 a9=l I 1+l I 2+l I 3+lh1+lh2
35
36
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37 % Example (1 ) :
38 % z1 , z3 are the x−coo rd ina t e s o f the minimum po in t s o f the
integrand o f a9 (p) .
39 % >>p=1.5 , z1=f z e r o (@( x ) beta inc ( x . ˆ p , 1 . / p , ( p−1) . / p)
−2/9 ,0.4)
40 % >>z3=f z e r o (@( x ) be ta inc ( x . ˆ p , 1 . / p , ( p−1) . / p) −6/9 ,0.9)
41 %
42 % z2 , z4 are the x−coo rd ina t e s o f the maximum po in t s o f the
integrand o f a9 (p) .
43 % >>z2=f z e r o (@( x ) be ta inc ( x . ˆ p , 1 . / p , ( p−1) . / p) −4/9 ,0.8)
44 % >>z4=f z e r o (@( x ) be ta inc ( x . ˆ p , 1 . / p , ( p−1) . / p) −8/9 ,1)
45 %
46 % >>x1=l i n s p a c e (0 , z1 , 5 ) ;
47 % >>t1=l i n s p a c e ( z1 , z2 , 5 ) ;
48 % >>x2=l i n s p a c e ( z2 , z3 , 5 ) ;
49 % >>t2=l i n s p a c e ( z3 , z4 , 4 ) ;
50 % >>x3=l i n s p a c e ( z4 , 1 , 2 ) ;
51 % >>a9lowerbound ( 1 . 5 , x1 , t1 , x2 , t2 , x3 )
52 % ans=
53 % 8.768808382550713 e−06
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