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ABSTRACT
This report is a documentation of the research done on a small satellite Synthetic Aperture Ra­
dar (SAR) missions.
The first two chapters give background and scope of the research. The third chapter is an in­
troduction to the theory of SAR.
The fourth chapter describes the feasibility study of a Synthetic Aperture Radar Mission for the 
UoSAT minisatellite platform. The mission requirements and the spacecraft are described. 
Based on the spacecraft constraints, several design options are presented.
The proposed design is a medium resolution Synthetic Aperture Radar operating at a lower 
than nominal PRF and high duty cycle. The detrimental effect of the low PRF is mitigated by 
the low azimuth processing bandwidth required due to the low resolution. The high duty cycle 
allows for a low peak transmit power and thus for a distributed solid state transmitter without 
excessively increasing the weight and complexity of the antenna. The low PRF increases the 
available swath width, improving local coverage.
One of the side effects of using a low PRF is that it changes the shape of the spectrum, making 
it more flat. This makes Doppler centroid estimation using the SAR data more difficult.
The remainder of the research described in the fiftli chapter focused on the feasibility of Dop­
pler centroid estimation with a system running at low PRF. The investigation was done by 
simulating different types of data and estimation algorithms found in literature on synthetic ap­
erture radar processing. The simulation results show that the Doppler centroid estimation was 
feasible even within the framework of the small satellite SAR despite the effects of the low 
PRF. The overall summary and conclusions are given in the sixth chapter.
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1. Motivation
The intention of this introduction is to give the reasons for, and to justify the research outlined 
in this thesis. It also gives the reasons for the particular approach that has been taken.
The aim of this study was to investigate the feasibility and suggest one or more system solu­
tions for a low-cost synthetic aperture radar (SAR) that can be supported on a small satellite 
platform.
Remote Sensing is a fast growing application of space technology. This is especially the case 
for active imaging payloads such as the synthetic aperture radar (SAR). But spacebome SAJI 
systems are expensive - contemporary missions are $100 million programs owned by large na­
tional or international interests. For example, the SIR-C/X-SAR carried aboard the space shut­
tle is reported to have cost $366 million to build. Another $150 million or so are envisaged to 
convert the hardware into a ffee-flying satellite [Harwood1994]. But this technology is likely to 
be required by emerging space nations that may not be able to contribute the funds required by 
programs of this scale.
A dedicated low-cost MiniSAR provides an appropriate alternative to the large multi-million 
missions such as SIR-C/X-SAR. First of all, what would be the advantages of having a dedi­
cated MiniSAR? Why could the data not be obtained from the presently operating spacebome 
SAR systems? The reason is the need for autonomous control and independence. SAR data is 
expensive (approximately £1000 per 100 km  ^image) and if required for ongoing monitoring of 
current conditions, not always straightforward to obtain. Whether the right kind of data is 
available or not, depends on the operating mode of the SAR mission, such as the coverage and 
the revisit times, and the system parameters, such as the operating frequency, the polarisation, 
and the incidence angle. It may be necessary, depending on the earth location, to order well in 
advance. Also, the mission management has the prerogative to make any last minute changes to 
the satellite acquisition time table.
Secondly, why not use an airborne SAR as and when it is necessary? The answer is that the 
cost of a high ranging airborne SAR is comparable to the cost of a MiniSAR ($20 million for 
the aircraft alone). The across-track ground coverage that can be achieved with airborne SAR’s 
is a few kilometres for low altitude systems and a few tens of kilometres for high altitude air­
craft. In contrast, spacebome SAR systems can have across-track coverage on the order of 
100 km. A satellite SAR also provides high repeatability of data acquisition using far less per- 
son-power than a comparable level of service would require for an airbome system.
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The interest in a remote sensing payload is based on the recognition of the important role this 
activity plays, amongst its other applications, in the monitoring and control of modem hazards, 
both man-made and of natural causes. It is generally agreed within the scientific community 
that remote sensing has a vital part to play in pollution monitoring and disaster prevention and 
relief. Remotely sensed data can help to save lives if it forms a link within a chain of good con­
tingency planning and inffastmcture.
Synthetic Aperture Radar is of particular interest because it is an imaging system with 
all-weather, day and night capability. Because radar operates at relatively long waves, it has 
the unique capability of subsurface penetration. SAR data has potential in volcanic hazard as­
sessment and early warning, especially on volcanoes partially shrouded by their plumes 
[Lockwoodl994], [Rossi 1994]. A medium resolution SAR has been suggested for identifica­
tion of imminent risk of flooding [BlythI994]. The importance of SAR data is recognised by 
scientists for its ability to receive guaranteed cloud fi-ee images of a specified location at any 
point in time. This interest is reflected by the increased activity in this direction and the planned 
launch of an additional five major SAR missions by the end of the decade.
The feasibility study for the low-cost synthetic aperture radar mission was carried out at the 
University of Surrey in Guildford, UK, against the backdrop of several successful commercial 
and experimental microsatellite missions. The UoSAT/SSTL unit belonging to the university 
has been involved in the manufacture of low-cost commercial microsatellites of approximately 
50 kg mass under the family name of UoSAT (University of Surrey SATellite) since 1991. 
Prior to that, four experimental microsatellites had been launched, three of which carried a 
CCD panchromatie camera for earth observation. The strength of the UoSAT satellites is their 
short lead time from design conception to launch, and their low cost.
The SAR feasibility study was geared towards using the standard UoSAT spacecraft bus. 
UoSAT had already demonstrated the feasibility of earth observation from microsatellites with 
the CCD cameras on their spacecraft [Fouquet]. But a synthetic aperture radar is in an entirely 
different class of instruments compared to a CCD camera in terms of its mechanical complex­
ity, mass and size, power demand and attitude determination and control requirements. It was 
clear from the start that a 50 kg microsatellite would not be capable of supporting a SAR at the 
present level of technology. Instead, a larger platform than the standard UoSAT microsatellite 
was assumed which is however still classed as a small satellite (500 kg or less, including the 
payload) and based on the standard design. A mass of 500 kg is still a fraction of the mass of 
commercial SAR missions which are in the order of two tons. In a similar way the expected 
cost for the MiniSAR was assumed an order of magnitude greater than that of a typical micro-
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satellite mission, approximately £30 million as opposed to £3 million. Even so this figure is 
several orders of magnitude below the cost of a project such as SIR-C/X-SAR.
The design philosophy underlying the feasibility study was that the mission should be simple in 
design and of reduced complexity and mass in order to achieve low-cost, short lead times and 
low risk of failure.
The difficulty of this approach is that a spacebome SAR instmment is inherently large because 
of the size of its antenna (10 m  ^for ERS) and demands high power (4.8 kW peak power at a 
duty cycle of 6% for ERS) and has high mass (300 kg for the ERS instmment, 800 kg for the 
planned ASAR instmment) [Francis 1991], [Edom1996]. Instantaneous SAR data rates are 
very high, of the order of 20 Mbps for ERS [Francis 1991]. The figures are high because the 
SAR is an active system which has to generate enough energy to receive a detectable echo and 
therefore requires an exceptional amount of power. Also, mass and power requirements are 
strongly affected by sensor-to-target distance which is very high for a spacebome SAR, and are 
directly linked to the image performance. In addition, the instmment dimensions at microwave 
frequencies are required to be far greater than at optical frequencies. Power, mass and stmc- 
tural complexity however are severely restricted on a small satellite.
In order to carry out the feasibility study and system design proposal of the MiniSAR accord­
ing to the principles of low cost and simplicity in design the study did a careful analysis of the 
links and trade-offs between the SAR system parameters and an evaluation of the areas where 
savings can be made, and the price to be paid in terms of the instmment performance.
The project was based on the existing need for low cost MiniSAR’s, and the way to achieve a 
useful design proposal was seen to be the trade-off between the system parameters and per­
formance requirements in such a way that the highest possible savings of mass, complexity and 
cost can be made.
The thesis describing the project is stmctured as follows: there are six chapters apart from ap­
pendices and bibliography. The first two chapters including this one are an introduction de­
scribing the background and scope of the work. The third chapter is a description of the physi­
cal principles of synthetic aperture radar. The fourth chapter discusses the minisatellite and its 
constraints, and the design of the small satellite SAR, explaining the trade-offs involved and 
identifying specific problems resulting. The fifth chapter describes the experimental investiga­
tion of the feasibility of Doppler centroid estimation for a SAR operating at very low PRF, 
which is the design option chosen. Finally the sixth chapter provides the summary of the most 
important results and concluding remarks.
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2. Objectives and Scope
2.1 Objectives
This study aimed at achieving the following objectives:
1. To establish the feasibility and performance limitations of a MiniSAR remote sensing 
mission.
2. To carry out a rigorous systems study that will involve a trade-off of the characteristics 
and requirements of a SAR payload against the facilities that can be offered by a 
UoSAT minisatellite platform.
3. To identify the problem areas arising from the mismatch between the limitations of the 
platform, the instrument demands and the performance requirements.
4. As a conclusion of the systems study, to propose one or more possible solutions for a 
MiniSAR system.
5. To select one of the named problem areas and do an in-depth mathematical and simula­
tion analysis in order to propose a possible solution to the problem.
The problem area selected for further investigation was linked to the proposed system design 
solution that opts for an exceptionally low pulse repetition frequency (PRF) at medium system 
resolution in order to permit the image area to be increased. Lowering the PRF affects the radar 
echo spectrum in such a way as to make the estimation of the matched filter parameter for the 
processing of the SAR data, specifically the Doppler centroid^ very difficult if not impossible. 
The investigation attempted to answer the question of whether Doppler centroid estimation was 
still feasible under these conditions.
2.2 Scope of Researcti
The aim of the project was the development of a mission concept and a system design of the 
payload and platform. The targeted cost (£30 million approx.) of the minisatellite and SAR 
payload is a fraction of the cost of current SAR missions.
In order to make the low-cost design realisable, the system complexity needs to be traded 
against the image quality, the mode of operation and the scope of utilisation. Image quality is 
measured in terms of resolution, both spatial and radiometric, and signal to noise ratio. The 
operating mode entails factors such as the ground area imaged, the orbit geometry, the radar
* For an explanation of the Doppler centroid, see section 3.2.1.
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frequency and polarisation, the incidence angle, the type of data processing, and the data flow. 
Scientific usefulness is a function of the operating mode, the image quality and specific appli­
cations’ requirements.
The feasibility study was done at two levels. The first part of the research concentrated on a 
top level systems study based on an in-depth mathematical analysis of the trade-offs and links 
between the image quality, operating mode, applications requirements and platform limitations. 
The outcome of this study was a number of proposed design solutions and identified problem 
areas.
The remaining portion of the research was devoted to a detailed study of Doppler centroid es­
timation for systems with low PRF's. It required an analysis of existing Doppler centroid esti­
mators from literature and an assessment of their suitability for use on MiniSAR data. The fea­
sibility of Doppler centroid estimation for the MiniSAR, operating at exceptionally low PRF, 
was to be established experimentally by the use of simulations. It had to be demonstrated that 
the data simulated for this purpose was a true representative of real SAR data. Given the out­
come of the simulations, possibly forecasting losses in the performance, justification of the use­
fulness of the system had to be provided. The results from the two part studies then had to be 
combined to conclude the overall feasibility study of the system.
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3. Introduction to the Principles of Synthetic 
Aperture Radar
In the 1950’s Carl Wiley of Goodyear Aircraft Corporation first observed that a side-looking 
radar can improve its spatial resolution by utilising the Doppler spread of the echo signal. His 
initial work led to the development of the synthetic aperture radar (SAR). In traditional non- 
SAR systems, spatial resolution is governed by both the distance between sensor and object 
and the angular resolution of the aperture. In radars, the angular resolution is synonymous with 
the angular width of the radar beam. The beamwidth depends on the ratio between the wave­
length and the aperture size so that:
Spatial Resolution oc Distance x Wavelength / Aperture Size
bX Equation 3-1
p - R O
where
p -- spatial resolution 
0 = beamwidth
D = aperture dimension (general)
X = wavelength
b = scaling factor depending on aperture shape (b = 0.89 for a rectangular aperture)
Equation 3-1 shows that increasing the sensor altitude degrades spatial resolution unless the 
physical aperture dimensions are increased. For a microwave instrument where the wavelengths 
are in the centimetre region, high resolution at spacebome altitudes would require apertures of 
several hundred metres, even kilometres.
The principle developed by Carl Wiley was to collect the amplitude and phase information 
from several hundred samples of an illuminated target area while the radar is flying past. The 
characteristic phase history of the targets is extracted by the SAR processing and serves to im­
prove the resolution by several orders of magnitude. In this case the resolution is no longer 
proportional to the beamwidth, but becomes a function of the processed Doppler bandwidth.
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3.1 Radar Ground Mapping - Range
A  real aperture radar measures the slant range or distance to a target as a function of time de­
lay. The slant range information is derived from the time delay between the transmission of the 
radar pulse and the arrival of the echo at the receiver. The relationship is given by:
2R  Equation 3-2
c
where R is the slant range, t the time lapsed between transmission and reception of the echo, 
and the factor 2 accounts for the two-way propagation of the radar.
Consider Figure 3-1. There the propagation of an electromagnetic wavefront of a single radar 
pulse at two instants in time, ti and Î2 , is shown. At time t], the trailing edge of the pulse has hit 
the near boundary of the range swath width Swr- At this instant the first resolution cell in the 
swath width is entirely illuminated. The slant range or radial distance from the radar to the tar­
get is indicated by R(ti). The incident energy is reflected off the ground facets, and some of the 
rays reach the radar. The time of arrival at the receiver is 2xt]. The quantity of interest is the 
ground range, Rgi, giving the target distance from the nadir point and providing the across- 
track co-ordinate of the rectangular system. The ground range and slant range are approxi­
mately related to each other by the sine of the look angle a:
c t Equation 3-3
= 2^  sin ct = —  sin a
This approximation is valid for small angles a, where the earth appears to be flat.
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Figure 3-1
R = Slant range
=: Puise duration 
= Ground range resolution 
= Ground range 
= Look angle
-  Near, far edge of swath (subscript) 
= Elevation beamwidth 
= Range swath width
R(t2)
pr(Rl) pr(R2)
 > Swr <..........
At time Î2 the wavefront has further progressed and illuminates a different portion of the 
ground. Energy is now reflected from this cell, arriving at the receiver at time Ixt?. The areas 
previously illuminated no longer scatter back energy. Note that the width of the irradiated cell 
decreases and therefore range resolution improves towards the far edge of the swath.
The elevation beamwidth 0r determines the extent of the ground illumination Swr in the across- 
track direction. For R » S w r  and small angle 0r the equation
RO^ 0.89AA Equation 3-4
gives a good approximation, with Wg the width of the physical aperture and a value of R se­
lected at the centre of the illuminated area.
The maximum slant range difference is related to the swath width by the look angle a:
Equation 3-5
sm 2 sm a
where Tp is the time interval between two subsequent radar pulses. Equation 3-5 also shows 
that the maximum extent of the slant range and swath width are restricted by the magnitude of 
the pulse repetition interval Tp. From Figure 3-1 it is evident that at any one time only one 
pulse is permitted to be within the area bounded by AR and Swr. Otherwise echoes from differ-
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ent ground locations within the swath width reach the receiver simultaneously, and the radar is 
not able to resolve them.
3.2 Radar Ground Mapping - Azimuth
The radar ground map can be kept in either polar or rectangular co-ordinates. The distance 
ranging provides the across-track co-ordinate for rectangular systems and the radial co-ordinate 
for polar systems. The azimuth or along-track co-ordinate in the rectangular system and the 
angular position in the polar system is obtained from the angular positioning of the radar beam 
in the case of real aperture processing. The Doppler shift of the target contains additional in­
formation about its velocity relative to the spacecraft. The Doppler shift can be used in real 
aperture radar for moving target identification (MTI).
In SAR, the range co-ordinate is obtained in the same way as for the real aperture radar, from 
the echo time delay. The along-track, or azimuth co-ordinate is obtained from the varying rela­
tive velocity of the spacecraft to the target as the radar flies past. The relative velocity gives 
rise to the characteristic Doppler shift which is used to determine the azimuth target location.
Figure 3-2 illustrates the relationship between the Doppler shift (designated by fb) and the azi­
muth location of the target (designated by xo). The figure shows two subsequent satellite posi­
tions as a function of time Ç The parameter Ç is separate from and orthogonal to the time t 
which is used to resolve the range co-ordinate. Related to time Ç is the satellite location x. As 
the platform moves, the azimuth angle from boresight 0az through which the target is viewed, 
changes. Thus the slant range between radar and target varies, even though the ground range is 
the same. The change in the distance between radar and target is a velocity. For a given ground 
range the direction and magnitude of the relative velocity from the radar towards the target is a 
function of the azimuth angle 0az- The Doppler shift of the return signal is proportional to the 
relative velocity from the radar towards the target and is a function of the angle 0az likewise. 
For the flat earth model, the Doppler shift is given by
f n  -
sin ^  Equation 3-6
where
fo = Doppler frequency
X = azimuth co-ordinate
Ç = time parameter
Vst = relative spacecraft-target speed
Vs = spacecraft velocity vector
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X = radar wavelength
Gaz = azimuth angle from boresight
0wa = azimuth 3 dB width
Note that the figure shows Gaz = ±9wa/2, the two conditions when a target just enters or just 
leaves the 3 dB width of the physical azimuth radar beam.
For the purpose of deriving the azimuth co-ordinate of the target, the ground range has been 
defined slightly differently in Figure 3-2 than in Figure 3-1. The definition given by Equation 
3-3 applies to Figure 3-2 only for Rg = Rgo.
The slant range at any time Ç for an azimuth location xo, and ground Range Rgo is defined by:
= (x„ -  F„4-y + Equation 3-7
It has been mentioned above that the slant range to a target varies with the motion of the satel­
lite, though the ground range remains constant.
The slant range Ro as shown in Figure 3-2 indicates the shortest possible distance between the 
radar and target. At an azimuth angle of 0az = ±0wa/2 the slant range is a maximum. The rate of 
change of the slant range with time ^ is equivalent to the relative spacecraft-target velocity 
vector and is thus related to the instantaneous Doppler frequency fbi:
Equation 3-8A -Vs,{xo-Vs,Ç)
R
foi ~
— 2 R  '2V s t  ( ^ 0
Equation 3-9
A AR
At a time ^ = ^(0) = 0 the ground range Rg and the Doppler frequency (Equation 3-6) can be 
related by:
f  (q) -  ~ 
A  " A R ( 0 )
Combining Equation 3-10 and Equation 3-11 gives:
Equation 3-10 
Equation 3-11
X
. ¥ M
1
R Equation 3-12
=  1
This is the general form of a hyperbolic in the Rg-x plane, on the condition that Equation 3-13 
holds true:
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Equation 3-13 does hold true as shown in Figure 3-2. Equation 3-13 
Figure 3-2
Equation 3-13
Synthetic aperture j 
le i^h  Lg
Figure 3-3 illustrates the four possible solutions for Equation 3-13, for a target having Doppler 
shift ±&(0) and ground range Rg. The two-dimensional co-ordinates can be uniquely deter­
mined from the Doppler shift and the echo time delay as shown. The circular line represents a 
continuous set of point targets that have the same slant range with respect to the radar. The 
hyperbolic curves show the targets which have the same Doppler shift with respect to the radar. 
The lines ahead of the spacecraft have a positive Doppler shift, the ones to the rear a negative 
one. For each set of co-ordinates there are two points of intersection symmetrically distributed 
about the ground track. The SAR resolves these left - right ambiguities by pointing only to one 
side of the ground track. Each ground target therefore creates a unique time-Doppler history as 
the platform flies the length of the synthetic array. The SAR processor extracts that history by 
correlation filtering, by finding the best match among a set of stored reference functions. The 
next section looks in more detail at the way the SAR extracts the information about the azimuth 
co-ordinate from the echo data.
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Figure 3-3
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3.2.1 Doppler Characteristics of SAR Azimuth Targets
It has been shown in the previous section that Doppler shift and range uniquely determine the 
position of a ground target. Nevertheless it is not possible to resolve targets using a single echo. 
To be more specific, a single echo is sufficient to resolve the targets according to ground range 
(provided that the signal to noise ratio is large enough); but a single echo does not contain 
enough information about the Doppler shift. Each azimuth location imposes a different phase 
shift on the backscattered signal. Only after receiving a sequence of echoes can the Doppler 
frequency be extracted as the rate of change of phase. The higher the order of the phase rate, 
the more samples are needed; for instance, to resolve a linear phase rate, i.e. a constant Dop­
pler shift, a minimum of two samples is needed; in order to resolve a quadratic phase rate at 
least three samples are needed, and so on. Many more samples are necessary to achieve the 
required resolution. In spacebome SAR, on the order of several thousand azimuth samples are 
coherently combined to form the image.
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Figure 3-4
The azimuth location of the target Xo is measured relative to the radar position and so varies as 
a function of time Ç In order to determine the absolute azimuth position of the target within a 
local horizontal co-ordinate system, the azimuth position Xo is used to measure the distance 
from a chosen reference point to the target. The point of reference is usually the start of in­
strument operation. Corresponding to xo a time delay ^  is defined that signifies the time lapsed 
from the reference point ^ = 0 (the start of instrument operation) until the instant when the tar­
get is positioned at azimuth boresight.
Figure 3-4 shows how the range from the radar to a target located at xo changes from one azi­
muth sample to the next as the spacecraft changes position along-track in time Ç The range 
variation gives rise to a changing phase in subsequent echoes fi-om the target at Xo and thus to a 
fi-equency shift. For small 5R and small x compared to Ro the range as a function of x is given 
by:
k2 ]V2 Equation 3-14
R{x) -  R q^  +{x - X q^
The phase difference between transmitted and received waveforms due to two-way travel over 
the range R is:
-  47tR(x) Equation 3-15
<^ {x) =
A
Using Madaurin series to expand (|) and discarding the terms higher than second order (because 
x «  Ro) gives:
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Equation 3-16
Rq +
{x - X q}
2R.
Thus the phase shift imposed on subsequent azimuth echoes from a particular target is a quad­
ratic function of the time Ç or the location x. It follows that the frequency, which is the rate of 
change of phase, is a linear function of x. The normalised waveform of the signal is:
Equation 3-17
n  Iexp*
~ \ x ) j
where g(x) means function of x.
If we expand Equation 3-15 and replace x, Xo by (Ç, ^oVst) and the constant factor (47tRo/?i) by
(j)o we obtain:
-^0 - 2 n
2V  ^
S t  > - 2  S t  S o
T -
Equation 3-18
The instantaneous Doppler frequency foi as a function of time ^ is given by:
1 c/^(C) 2Fg/ / \ Equation 3-19
/ di -
Equation 3-20
2n  dÇ RqX 
The bandwidth of this signal is
where Bp is the azimuth processing bandwidth 
Z is the target illumination time.
In Equation 3-18, the relative spacecraft-target speed Vst is assumed to be constant. It does not 
include the individual target velocity with respect to the earth surface, nor the azimuth angle of 
the target. Conventional SAR processing cannot resolve individual target velocity and assumes 
that targets are stationary with respect to the earth surface. In general, Doppler frequency is 
associated with a velocity, and a variable Doppler frequency with a variable velocity. In SAR 
processing the Doppler frequency is a function of the flight time Ç and the azimuth location Xo
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of the target. There is a spacecraft-target velocity vector associated with the parameters x and 
^ but it does not appear explicitly in Equation 3-18.
If the two constant phase terms at the beginning are ignored. Equation 3-18 is of the form:
f [ ç )  = exp J 2 7 r [ f X - ^ K Ç ^  <
Z Equation 3-21
~2
which is a linear chirp function or frequency ramp. The two parameters characterising the 
chirp function are the frequency rate K in Hz/s, and the centre frequency ft, in Hz. These defi­
nitions are based on the assumption that the chirp is centred about ^ = 0.
If the limits for the azimuth Doppler frequency response are chosen such that the chirp function 
is centred around ^ = Ço, then the Doppler centre frequency füc and the Doppler frequency rate 
ft can be found from Equation 3-18:
f r  ~
-  2Vgt  ^ Equation 3-22
,  _ _ Z  . ,  . ,  Equation3-23
f D c  frAo) R qX  2 ~  2
The Doppler centre frequency represents the centre of gravity of the azimuth spectrum of the 
SAR data and is for this reason correctly referred to as the Doppler centroid. The Doppler 
centroid, fbc, as shown in Equation 3-23 is a function of the time In SAR azimuth process­
ing, the Doppler centroid is defined as the Doppler shift a target gives rise to when it lies in the 
centre of the azimuth beam pattern. The model described by Figure 3-4 and Equation 3-18 
through Equation 3-18 implies that the frequency is always zero when ^ = Ço- This is not neces­
sarily the case in reality. For this reason, the model needs to be modified. There are three dif­
ferent scenarios when the frequency at Ç is a finite value:
1. The physical aperture is pointing at an angle other than broadside (assuming ideal con­
ditions with zero relative earth rotation). The off-pointing angle or squint angle is de­
noted by ())s.
2. The target has a finite velocity with respect to the earth surface. We assume that this is 
small compared to (Vst^  o^) and that we can therefore neglect its effect.
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3. There is a motion imposed onto the scene due to the rotation of the earth relative to the 
spacecraft (assuming perfect broadside pointing). There is an equivalent off-pointing or 
squint angle denoted by (})s.
The two scenarios described in points 1 and 2 are depicted in Figure 3-5 and Figure 3-6. For 
spacebome applications a combination of both is mostly the case.
Figure 3-5 Effect o f Azimuth Squint Angle on the Doppler Centroid
Ibo
'wa‘
ëi
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Figure 3-6 Effect o f  Earth Rotational Velocity on D oppler Centre Frequency
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spacecraft velocity
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The generalised form of the Doppler waveform now becomes
Rq +
Equation 3-24
Again, replacing x, Xq and Xc by ÇVst, ^oVst, and (^Vst respectively gives
exp*
------------ -----------------
S t y l
\ R qX
Equation 3-25
y
And the instantaneous Doppler frequency is
Equation 3-26
Equation 3-26 now shows that if the time is equal to Q, there is a finite Doppler frequency, the 
Doppler centroid, i.e.
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2Vç.^  Equation 3-27
/ dc -  Ï di -  “  n 0 C
From Figure 3-5 and Figure 3-6 it can be seen that Ç is defined as the time required to fly the 
along-track distance from the instant when the Doppler frequency of the target equals zero to 
the instant when the target lies in the centre of the azimuth beam.
3.2.1.1 Extracting the Azimuth Location from the SAR Data
From the known phase response of the azimuth target it is now required to derive the informa­
tion about its position. This information is contained in the parameter o^, which is unknown, 
but it can be found by correlation filtering. The waveform used for correlating the received 
azimuth echo is the complex conjugate of Equation 3-23, ignoring constant phase terms. In 
order to find the parameter we use a trial estimate Ç . The Doppler centroid defined by Çc is 
unknown but an estimate can be derived from the azimuth echo data. The normalised correla­
tion integral becomes:
Equation 3-28
I n V j  ( ................... xzl { I n  V J
At this stage, we assume that there is no error in the estimate of and that the amplitude 
modulation of the target is uniform. The limits of the correlation are ±(Z-|^'-^o|)/2. The mag­
nitude of the correlation output is then
Equation 3-29
H c h sini
2 ; r V / { C - C , ) { Z - \ Ç - Q \ ) '  1k V ,^ {Ç -Ç , )Z
R,X
The peak of this function occurs at Ç =
If the time-bandwidth product of this signal ZBp is large, and for small \Ç-Ço\ it can be ap­
proximated by a function of type sin(a)/a. That is, we assume that we can ignore the |Ç-^o| 
term in the argument of the sine function. Figure 3-7 shows the shape of the correlation output 
for different time-bandwidth products. When ZBp equals unity, the term dominates and the 
function has a linear frequency response. As the time-bandwidth product increases, the signal 
resembles more a sinc-flmction.
We are interested in the first zero-crossings of the function, at ^  ± 5^, which gives an indica­
tion of the resolution 6^ of the correlation filter output. The corresponding spatial resolution in
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metres is ô^Vst. We should note that at low time-bandwidth products (with the exception of 
ZBp equal to unity) the resolution of the exact version of Equation 3-29 is significantly less 
than for the sine function approximation. This is shown in Figure 3-8. Fortunately for SAR 
applications the time-bandwidth product is usually large even for medium resolution process­
ing. Thus the width of the output pulse can be defined by;
RqX Equation 3-30
2V„^Z 2F„4 2V„
where Ls is the length of the synthetic aperture 
4 = length of antenna
Figure 3-7 Shape of Correlation Output as a Function c/Time-Bandwidth Product Æp
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We can also examine the effect of an error in the Doppler centroid estimate on the correlator 
output. Let the estimated parameter used for the correlation integral be Then the result is:
Equation 3-31
K^)l=
2 ;tF „^ (C -4  + C  - C ' ) ( z  - | r - f o  + C  - C f
Sim
Ro^ / [  J
| r - ^ + c - C ' l < z
Now the correlator output no longer peaks when Ç  = Ço, but when + Cc’ ~ Cc- Thus the
error in the Doppler centroid estimate causes the target to be displaced from its true location in 
the final image.
The correlation integral of Equation 3-28 is in essence the application of a phase correction to 
each component of the azimuth echo signal followed by a summation of all terms in-phase.
3.3 Resolution
In this section we will define the quantities that affect the spatial resolution for the synthetic 
aperture radar. Azimuth and range resolution are independent of each other and are discussed 
separately.
The resolution is defined as the smallest detectable distance between two targets. The deter­
mining factor for resolution in a radar system is different for each co-ordinate. In the range or 
across-track direction, the system bandwidth provides resolution. The higher the bandwidth, the 
better is the resolution. For a real aperture radar, the azimuth resolution depends on the beam- 
width as shown in Equation 3-1 It has already been mentioned that real aperture radar requires 
an extremely long aperture in order to achieve high or even medium resolution at spacebome
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altitudes. Synthetic aperture processing solves the problem and allows very good resolution to 
be achieved with an antenna of manageable size.
3.3.1 Azimuth Resolution
In SAR images the azimuth resolution is a function of the received and processed Doppler 
bandwidth rather than the azimuth beamwidth. There is an indirect dependence on the beam- 
width however, because the useful Doppler bandwidth is a function of the azimuth beamwidth. 
Note that a wider beam allows for a greater Doppler bandwidth to be received and therefore in 
SAR processing the azimuth resolution improves as the length of the antenna decreases.
The smallest distance between two points in the along-track co-ordinate that can be resolved is 
related to the smallest detectable Doppler frequency shift ôfo, as illustrated in Figure 3-9. The 
value of ôfo is the spacing between the frequency components in the Doppler spectrum ob­
tained from the radar echo. The Doppler spectrum is synonymous with the azimuth spectrum 
and is the one dimensional Fourier transform of the signal associated with time Ç discussed in 
section 3.2. The frequency interval ôfo is a function of both the azimuth system bandwidth and 
the number of azimuth samples. The azimuth system bandwidth is determined by the azimuth 
sample rate, which is identical to the system pulse repetition frequency (PRF). Good engineer­
ing practice requires that the PRF be chosen greater than the useful Doppler bandwidth by a 
margin of say 20%. Each azimuth sample is an echo received from a single transmitted pulse 
during time Ç In general, the number of discrete frequency components contained in a spec­
trum is equal to the number of time samples from which the spectrum has been obtained. Thus 
the smallest detectable Doppler shift ôFd is given by:
fp  Equation 3-32
where
fp = PRF, equivalently azimuth sample rate and azimuth system bandwidth. 
Naz = number of azimuth samples collected.
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Figure 3-9
Paz, 8%
From Figure 3-9, using Equation 3-6, the azimuth resolution paz is given by:
XR
2 V J
Equation 3-33
Substituting for ôfo yields:
Paz -
/ , Equation 3-34
In Figure 3-2 the length of the synthetic aperture, Ls, is indicated. For conventional SAR with 
fixed azimuth beam pointing, the maximum possible length of the synthetic aperture is the 
length of ground illuminated by the 3 dB width of the azimuth beam. In spotlight mode SAR 
the size of the synthetic aperture can be extended by varying the pointing of the beam during 
imaging. Thus a smaller piece of ground can be illuminated for a longer time, and very high 
resolutions can be achieved in this way. This type of SAR operation will not be discussed fur­
ther in this work. For more information, the reader is referred to [Webner 1994].
Let the time taken to fly the synthetic aperture be called the target illumination time denoted by 
Z. The maximum aperture illumination time is:
L, RÀ  Equation 3-35
Z =
St
The total number of azimuth samples collected for coherent addition for the synthesis of an 
aperture of length Ls is :
f  Equation 3-36
Z
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Combining Equation 3-36 with Equation 3-34 and substituting for Z (Equation 3-35) gives for 
the best possible azimuth resolution:
V ^ £ Equation3-37ÀR a St
;  2
The result of Equation 3-37 shows the degree of resolution that can be achieved with the Dop­
pler processing discussed in section 3.2.1.1. It proves the fact discussed above, that the azi- 
muth resolution improves as the length of the'aperture is decreased. There are other implica­
tions though of decreasing the length of the antenna. This will be discussed later (see section 
3.7).
An examination of Equation 3-37 shows that the resolution obtained by a synthetic array is 
approximately twice as good as that of a real aperture of the same dimensions. Write paz as a 
function of L, and obtain:
r  V  XR Equation 3-38
Paz = 2VstJ\ 2L
The factor of two arises from the fact that the synthetic aperture radar measures two-way 
phase differences as opposed to the one-way phase differences measured by a real aperture ra­
dar. Figure 3-10 [Mensal991] illustrates how two points of a remote target separated by a 
distance paz, are resolved by a radar. The aperture receives echoes from two scatterers at xi and 
X], separated by a distance paz- The backscatter from xj is received by the'‘£perture elements in 
phase, whereas the phases of the scatterer at xz vary across the aperture. The phase histories 
observed over the entire aperture must be 360° or more in order for two adjacent scatterers to 
be resolved. For a real aperture radar, a differential path length of ±XH at the aperture ex­
tremes causes the required phase variation; for a SAR, the required path difference is ±1/4, as 
shown in the figure.
In a real aperture radar, the radiating elements are excited simultaneously for transmission and 
summed coherently upon reception. Only the one-way path differences from the target to the 
receiving aperture are measured. In a synthetic aperture radar, each element transmits and re­
ceives sequentially, and the received signals are summed coherently. The SAR measures the 
two-way path differences from the transmitter to the target and back.
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Figure 3-10
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From Figure 3-10, the azimuth resolution is given by:
R
P az —
1
4
ÀR
2L
Equation 3-39
which agrees with Equation 3-38.
3.3.2 Range Resolution
Both real aperture radar and SAR resolve the across-track co-ordinate in the same way. For 
terminology, refer back to Figure 3-1. There are two quantities shown, ôR and pr. The former 
is the slant range resolution, the latter is the parameter of interest to the system designer, the 
ground range resolution. Both are related by the look angle a  and the pulse duration t. Note 
that for the remainder of this report range resolution will be used to denote ground range reso­
lution and whenever the slant range is referred to it will be stated explicitly.
In the across-track co-ordinate distance is measured as a function of time (Equation 3-3). The 
range resolution pr is a function of the smallest time interval that can be measured. Figure 3-9 
shows that the smallest distance between two scatterers that can be resolved is the width of 
ground illuminated by a single radar pulse at any one time. The width of the resolution cell is a
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function of both the slant range resolution 5R and the look angle a. From Equation 3-3 and 
Figure 3-1 the range resolution is given by
ÔR CT Equation 3-40
P r ~  ~  'Sin a  2 sin a
where
c = speed of light, 2.998x10^ m/s.
In radar systems employing pulse compression, it is more meaningful to express Equation 3-38 
in terms of the system bandwidth Br:
c Equation 3-41
P r  =
The bandwidth Br is the bandwidth of the range spectrum. The range spectrum is the one di­
mensional Fourier transform of the signal associated with time t. The complete range spectrum 
is contained in an echo from a single pulse as opposed to the azimuth spectrum, which requires 
many echoes. The range and the azimuth spectra are distinct from one another. The SAR spec­
trum will be discussed in more detail in the next section.
3.4 SAR Power Requirements
The power equation for the SAR are derived in this section and the system parameters that in­
fluence the power requirement will be shown.
The power density at the target is
p  PtG{0)
where Pt is the transmitted power 
?D is the power density
G(0) is the two-dimensional antenna gain as a function of angle from boresight 
R is the nominal radar-target range.
The power received at the target is
Pjj-Ax'Ay
where Ax, Ay are target dimensions.
The power reflected by the target is
P^-Ax-Ay-a^  
where uq is the backscatter coefficient per unit area.
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The power density at the receiver is
Pp-Ar-Ay-o-Q
and the received signal power is
Pj-Ax'Ay-(jQ-A^-G{0)
{AtiR ^
where Ag is the effective size of the receiving antenna 
Sr is the received signal strength.
Dividing both sides by the system noise, the received power is obtained in terms of signal to 
noise ratio S/N. Also, Ax and Ay are replaced by the azimuth and range resolution paz and pr. 
The system losses L represent losses in components and at interfaces. They include losses in 
the antenna, so that Ag, the effective area can be replaced by the actual antenna size Aa. The 
received signal to noise ratio is
{AnR}) kT^B^L
where k is Boltzmanns constant, 1.38x10'^^ J.K *
Ts is the system noise temperature 
Br is the receiver bandwidth
So far the S/N ratio for a single pulse has been derived. The synthetic aperture radar integrates 
several thousand pulses to produce an image. The integrated signal to noise ratio is the per- 
pulse S/N ratio multiplied by the PRF and the target illumination time:
p? -p .. A  0-0 4  ZS jN ,  =
{AnB ^kT^B ^L
where fp is the pulse repetition frequency 
Z is the target illumination time.
The integration time and the azimuth resolution are both related to the length of the synthetic 
aperture:
RX RÀ
P a z ~ 2 4  2F,Z
The gain G(0) can be substituted by the average gain with respect to an isotropic radiator. For 
the rectangular array:
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Equation 3-42
The SAR uses the same antenna for transmitting and receiving the signal so that one can write:
4  A  (T, .4 /  4
S !N ,=
470CX-kT^B,L-2Vs
The transmitted power Pt is the peak power for the duration of each pulse. The average power 
is the peak power multiplied by the duty cycle, or by the ratio of the pulse length to the pulse 
repetition interval.
T  Equation 3-43
The bandwidth Br is only the inverse of the transmitted pulse duration if no pulse compression 
is used. But the signal to noise ratio is increased in proportion to the pulse compression ratio so 
that the factors cancel in the end.
It is assumed that the backscatter coefficient is selected such as to give unity signal to noise 
ratio. This is called the ‘noise-equivalent backscatter coefficient’ or the minimum backscatter 
coefficient detectable by the SAR and is an indication of the system performance. Then average 
power can be substituted for the peak power and the equation transposed to give the SAR aver­
age power requirement:
_ AnR^X-kTsL-Vs Equation 3-44
The SAR equation is given here in terms of the range resolution, the noise-equivalent 
backscatter coefficient, the wavelength and the antenna dimensions. It shows how the different 
factors affect the power requirement. Note that the azimuth resolution does not feature in the 
equation at all. It is entirely independent of the transmitted power. The SAR equation may also 
be written in terms of the swath width to show the relationship of this system parameter to the 
power requirement:
A M R -Sj-kT^L-V ^  Equation 3-45
^  A  <7^0 A cos^(a)
The transformation shows that the power required increases as the square of the swath width.
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3.5 The SAR Echo Spectrum
The SAR echo has a two-dimensional spectrum. One axis represents range, the other azimuth 
data. The purpose of this section is to give the definitions and the mathematical background of 
terms used in this report making reference to the spectrum of the SAR data.
As an approximation, the two-dimensional spectrum is treated as two separate one-dimensional 
spectra. They are referred to as the azimuth and range spectra because of the type of data they 
represent. For a rigorous derivation of the azimuth and range frequency response the reader is 
referred to [Curlander 1991], sections 3.2.2 and 4.2.4.
3.5.1 Azimuth Spectrum
The azimuth frequency response is the same as the Doppler frequency response of the SAR. 
Thus azimuth and Doppler spectrum are used synonymously.
The idealised shape of the azimuth spectrum can be defined as the frequency transform of the 
echo from a point target, convoluted with the azimuth antenna gain pattern and sampled in time 
by the system PRF (pulse repetition frequency).
A point target is defined as having infinitesimal area and isotropic reflectivity characteristics. It 
has already been shown that the phase response of a point target in azimuth is a quadratic 
function of time. From Equation 3-22 and Equation 3-28, we have
Z
4 ( ^ )  = e x p { y 2 / , ( ^ - 4 f }
where it is assumed that Cc = 0.
The azimuth antenna gain pattern is approximately
nt
sini
<
Equation 3-46
Equation 3-47
T il
-s in  (9,
X
where 0az is the azimuth angle from boresight
4 is the length of the antenna
Gaz is the antenna gain as a function of azimuth angle.
As the radar flies by, each ground location is illuminated by a different part of the beam so that 
a point target sees the gain pattern as a time varying function Gaz(Q. The operation of the SAR 
can be approximated by a non-continuous motion where the radar flies for a short time then 
stops, sends a signal and waits for the echo, then flies to the next position and repeats the same
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procedure. Thus echoes are only received at discrete time intervals Tp, where Tp = (PRF)‘* is 
the pulse repetition interval. For spacebome radar, the echo received during any interval is the 
response from a pulse sent several intervals before, rather than from the pulse immediately pre­
ceding it, however the validity of the stop-start model of operation is not affected by this.
The instantaneous time response from the point target is then
-fo )ex p { i2 X (m 4 Equation 3-48
where m is an integer
gpt denotes the point target time response.
The discrete Fourier transform of this equation is
Equation 3-49
•4 r(”4 ) ) =  Z  G ^(m 7;-^o)exp(724(/M 4-< '(,)'“|exp(2OT/,m/Af„)
«=0 '■ '
where Fd denotes sampled Doppler frequency Fd = (NazTp)‘\
FpT denotes the point target frequency response 
Naz is the number of azimuth samples.
An approximate result for Equation 3-49 can be obtained by assuming that the point target re­
sponse is a continuous function, taking the continuous Fourier transform and superimposing 
the effects of the sampling afterwards. The Fourier transform of the continuous form of 
Equation 3-48 is
Equation 3-50
4 r ( /z ) )  = jG „ (C -4 )e x p { y 2 /,(4 '-^ ( ,) '|e x p (-y 2 ;z 4 ^ ) rf f
The equation can be solved using the principle of stationary phase as derived by [Curlander 
1991]. For large values of (typically 10^  for spacebome SAR) the transform yields a quad­
ratic fonction of frequency so that the continuous spectmm of a point target would be
Equation 3-51
4 t ( / d) = -/o)exp{-y'2;z'(/c - /„ ) '//,}ex p {y (V 4 )s;g ? ;(/,)}
The equation gives the spectmm for a single point target. The combined spectmm is the sum of 
the spectra from all individual point targets with different azimuth displacement 4az- The effect 
of sampling is to create spectral replica of the continuous baseband signal and to centre them at 
±mfp, m = 1,2, ... The sampled azimuth spectmm can finally be approximated by:
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Equation 3-52
where Naz is the number of azimuth samples
Faz is the combined frequency response of all point targets
n is an integer.
3.5.1.1 Definition o f Bandwidth in the Azimuth Spectrum
The Doppler spectrum has three bandwidths of importance each of which denote different 
quantities. The name by which each is referred to in this text and their definition are given be­
low.
1. the total Doppler/azimuth bandwidth
2. the Doppler/azimuth bandwidth
3. the (azimuth) processing Doppler bandwidth.
If it is clear from the context that the Doppler spectrum is being referred to, then the word 
Doppler may be omitted when mentioning the bandwidth. Note again that azimuth and Doppler 
are interchangeable because the azimuth spectrum and Doppler spectrum are the same.
The total bandwidth is the spread of Doppler frequencies received in one echo. The spread 
could be as large as the Doppler frequencies seen by targets located on opposite horizons. It is 
usually much less because of the attenuation in the gain pattern. The total bandwidth is of im­
portance because it indicates the level of aliasing experienced in the azimuth spectrum. In 
spacebome SAR, the PRF is always less than the total Doppler bandwidth, and the value of the 
PRF and the total bandwidth determine the azimuth ambiguity noise to signal ratio (AANSR), 
an important image quality parameter.
The Doppler bandwidth is an important design parameter in the SAR. It denotes the spread of 
Doppler frequencies enclosed by the 3 dB mainlobe of the azimuth antenna beam. It is a frinc- 
tion of the spacecraft velocity and the length of the antenna.
2V  ^ Equation 3-53
= 7 “
^ a
where B,z denotes azimuth bandwidth.
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In conventional SAR design the system PRF is chosen to at least equal the Doppler bandwidth. 
The resulting aliasing in the spectrum is considered to be the maximum acceptable level and the 
AANSR is on the order of “20 dB.
The resolution is related to the Doppler bandwidth, for the best possible resolution that can be 
achieved by a system (discounting spotlight mode) is given by CJ2 so that the resolution is pro­
portional to the ratio of the spacecraft velocity to the azimuth bandwidth.
Leading on from the last point, the processing Doppler bandwidth is that part of the Doppler 
spectrum which is actually used to form an image. This is the only parameter which can be 
modified once the instrument is designed and the orbit specified. The processing bandwidth can 
be either equal or smaller than the Doppler bandwidth for conventional SAR, and it is larger 
for spotlight SAR. The parameter that determines the size of the processing bandwidth is the 
required resolution, both radiometric and spatial. Improving both types of resolution requires 
more bandwidth. The relationship is given by
PL Equation 3-54
where B? is the processing bandwidth
N^  denotes the number of looks - a measure of radiometric resolution that will be discussed 
in more detail later.
3.5.2 Range Spectrum
The range spectrum is the Fourier transform of the data received during one pulse repetition 
interval. The idealised range spectrum can again be defined as the response from a number of 
point targets. The echo from the point target has the same phase and amplitude characteristics 
as the transmitted pulse. In addition the echo is amplitude modulated by the antenna gain.
The amplitude modulation is different for each point target depending on its position within the 
antenna beam, but it is constant during one echo window. The gain in the range direction is the 
analogue to the azimuth gain. Equation 3-47 witli Wg and 0r substituted for /a and 0az, respec­
tively; Wa is the width of the antenna and 0r the angle from boresight in the range direction.
The range location y of a target is related to the time delay L when the echo is received. The 
target position determines the angle 0r through which the beam is looking at it. Tire gain varies 
from one ground position to the next and can thus be defined as a function of h.
In order to reduce the peak power of the transmitted signal, pulse compression is used. That is 
for a pulse of length x^and bandwidth 1/x’ the pulse length is increased to x = Cxx’ while some
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frequency modulation is employed to keep the bandwidth at 1/t’. The original pulse width x’ in 
the received signal can be recovered by correlation filtering. Thus the resolution of the system 
is equally good but the peak power is reduced by a factor of 1/C. The transmitted pulse is usu­
ally a constant amplitude frequency ramp.
' i m  -V  T T Equation 3-55
f ( i )  = A  e x p ( ^ ^ /  +  ~ 2 ~ ^ ~ 2
where c is the speed of light, 3x10 W s 
A denotes a constant magnitude 
f(t) is the transmitted pulse 
K is the frequency rate.
The frequency rate is the ratio of the pulse bandwidth to the pulse duration
Equation 3-56
K  = —
T
where Br is the bandwidth of the transmitted pulse.
It can be shown ([Curlander 1991] section 3.2.2), that the Fourier transform of the transmitted 
chirp pulse is a quadratic function of frequency. The received echo is the sum of the backscat­
ter from all point targets. Thus the range spectrum has the form
Equation 3-57
4 (^ -) = Ç e x p { 4 { j ) « g « ( C ) } | ' Z G , ( a  ± n f l
where Fr denotes frequency response of range data 
Nr = number of range samples
fs = sampling frequency, approximately equal to the bandwidth Br.
3.5.2.1 Definition o f Bandwidth in the Range Spectrum
The range bandwidth is the 3 dB frequency spread of the transmitted radar signal. This is the 
highest bandwidth for the radar and is therefore equivalent to the system and receiver band­
width. The range signal is sampled at the complex frequency ft which is approximately equal to 
the range bandwidth in order to satisfy the Nyquist criterion.
3.6 Focused and Unfocused SAR
It has been shown that the azimuth target response has the characteristics of a frequency ramp. 
The frequency (27iVst^ )(^o-Cc)/(Ro )^ indicates the target location. The Doppler shift of the tar-
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get sweeps through the entire processing Doppler bandwidth during the target illumination 
time. In order to resolve the small Doppler frequency interval 5fo and achieve the azimuth spa­
tial resolution paz, an individual phase correction needs to be applied to each azimuth echo, so 
that the signals can be added in-phase. The phase correction and summation is accomplished by 
the correlation filtering discussed in section 3.2.1.1. This process is referred to as focusing the 
aperture. It concentrates the signal energy spread from a wide frequency band on a narrow 
spectral component of width ôfo.
An alternative way for extracting the azimuth information from the SAR echo is simple Dop­
pler filtering. This method cannot achieve the kind of resolution attained by focused SAR proc­
essing. It is based on the assumption that each azimuth target has a constant Doppler shift 
during the target illumination time which can be extracted by a filter. No individual phase cor­
rection is applied, hence this method is termed ‘unfocused processing’.
In order to satisfy the requirement that the target Doppler frequency is constant, a limit must be 
placed on the target illumination time Z and the length of the synthetic aperture Ls = VstZ. The 
criterion for this limit is that the phase difference at the edges of the synthetic aperture be no 
more than 7t/2, or tu/4 for a two-way system. That is, the distance 5R of Figure 3-4 must not 
exceed A/8: for small 5R and small |x-xo| we can find the approximation for ôR from the 
McLaurin expansion of Equation 3-14. Discarding higher order terms we have:
 ^ . Equation 3-58
^8^
From the maximum value of x we obtain the length of the synthetic aperture Ls = 2|x-xo|. The 
resolution of the unfocused aperture becomes:
ILX I — Equation 3-59
Equation 3-59 shows that the resolution of an unfocused SAR is a function of the range and 
thus the altitude of the platform. Even though it is much worse than the resolution of a fully 
focused aperture it is still a substantial improvement on the resolution from a real aperture. 
Figure 3-11 shows a comparison of the resolution obtained with real aperture radar and fo­
cused and unfocused SAR.
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Figure 3-11 Comparison O f  Resolution Achieved For Focused, Unfocused And Real Aperture Processing
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3.7 Selection of the Pulse Repetition Frequency
The pulse repetition frequency (PRF) is an important design parameter for spacebome SAR
that is subject to a number of constraints and has a bearing on the performance of the system. 
The selection of the PRF is influenced by the choice of the altitude, the Doppler bandwidth, and 
the size of the physical aperture. The PRF in turn influences the imaging area, the resolution, 
and the level of ambiguous energy in the image. The PRF is the frequency at which the Doppler 
bandwidth is sampled, and at the same time its inverse, the pulse repetition interval (PRI), de­
termines the time span during which a single echo can be received.
There are two criteria specifying the upper and the lower boundary for the selection of the
PRF;
1. the PRF must be high enough to sample the Doppler bandwidth without foldover
2. the pulse repetition interval must be high enough to allow all echoes from within the 
3 dB width of the antenna range beam to reach the receiver.
In mathematical terms, the criterion is (from Equation 3-6 and Equation 3-53):
- (  2 sin « y  Equation 3-60
 ^ c  J
where the approximations a  = a^s and 0.89 = 1 have been made
the left hand side is the Doppler bandwidth
the first factor on the right hand side is the swath width
the second factor on the right hand side is the time delay for a signal reaching the receiver 
from the far edge of the swath width.
If the PRF is lower than the left hand side permits, the Doppler bandwidth is inadequately 
sampled resulting in higher levels of aliasing within the useful part of the Doppler spectrum
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and a consequent degradation of the image quality. The stronger the level of the aliasing, the 
greater is the chance of azimuth ambiguities showing up in the image. These could be ghosts of 
actual targets - fainter replica appearing displaced from the original image. Or, the ambiguities 
may manifest themselves as areas of higher brightness levels superimposed on darker areas in 
the image.
If the PRF is higher than the right hand side permits, then the echo from the nominal swath 
width is spread in time over more than one pulse interval. The radar cannot resolve time delays 
exceeding the pulse repetition interval and will treat the echo as coming from a target much 
more close by than it is in reality. Such targets are displaced in the image from their actual cor­
rect position and appear as range ambiguities. Their effect is similar to that of the azimuth am­
biguities.
Equation 3-60 may be transposed to yield a minimum requirement for the antenna dimensions:
2Fçi^Atana Equation 3-61
--------
where the factor two provides an additional margin.
The above criteria only give a rough idea of the limits for the system PRF. The final PRF se­
lection takes into consideration more factors. These are:
1. the azimuth processing bandwidth
2. the duty cycle of the transmitted signal
3. the look angle
4. receiver on^and off-time
5. the arrival time of the echoes from the nadir.
The most useful tool allowing to take into consideration the combined effect of the last four 
factors is the diamond diagram. This is a graphical illustration relating frequency to the inverse 
of the arrival time from echoes and to the ground range where the echoes are coming from.
The diamond diagram is based on the following assumptions:
1. during transmission, the receiver is turned off; thus any echo reaching the radar within 
this time cannot be received. The echo time delay coinciding with transmission time cor­
responds to a finite strip of ground that remains invisible to the radar. There are several 
such strips; the echo from the first one arriving at time Tp, from the second at 2Tp, from 
the third at 3Tp, and so on. The width of the blind strips must be equivalent to twice the 
pulse duration to ensure that only complete echoes are received from all points in the 
useful footprint.
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2. the echo from the nadir point is very strong, even though it is not illuminated by the main 
beam of the side-looking radar. It is regarded as unwanted clutter. It is the first echo re­
ceived after transmission of the pulse. It is so strong that it covers up the returns from 
other targets reaching the receiver at the same time. Thus for the duration of one pulse 
length no useful signal can be received. Echoes from the nadir coincide with echoes from 
regions further away, if the time delay for these regions is offset from the nadir echo de­
lay by integer multiples of the pulse repetition interval. The radar is blind to these re­
gions because the receiver is temporarily blanked by the nadir echo. The width of the 
blind strips except for the first one closest to the nadir must allow for twice the pulse du­
ration because the last complete echo that can received without being blanked is one 
pulse length away from the edge of the strip whose echo coincides with the nadir returns.
The equations for the diamond diagram based on the round-earth model are
= &  arccosi
for nadir blind regions and
2{h  + r ) r ,
Equation 3-62
Dim = Re arccoss
2{h  + R,)R,
Equation 3-63
for transmit blindness, where n is an integer.
An example of a diamond diagram is shown below with a 20% duty cycle.
3-31
Figure 3-12
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The diamond diagram shows the ground regions to which the radar is blind and the permissible 
swath regions. As the PRF increases, the ground swath becomes smaller. At each PRF there 
are several options to select a footprint at different distances from nadir; the further away the 
radar is pointing the smaller becomes the permissible area. At any PRF if the swath width is to 
be maximised, the area closest to nadir has to be selected. The diagram shows that as the PRF 
increases this region moves closer to the nadir which means that the look angle becomes 
smaller.
The maximum use can be made of the available pulse repetition interval if the PRF is selected 
such that the transmission of the pulse occurs when the echo from the nadir reaches the re­
ceiver. Examples of such PRF's in the figure are, 3.0 kHz, 3.8 kHz, and 4.4 kHz.
Any of these PRF's from the diamond diagram meeting the additional requirement of the 
Nyquist criterion for sampling of the Doppler bandwidth can be selected for the operation of 
the SAR. More than one value of PRF is needed because the altitude of the spacecraft is not 
exactly constant during orbit, and the altitude affects the shape of the diamond diagram as evi­
denced by Equation 3-62 and Equation 3-63.
If for some reason the swath width is very restricted and the resolution required is less than the 
maximum possible for a given antenna design then the lower limit for the PRF can be relaxed 
in proportion to the ratio of the processing Doppler bandwidth to the Doppler bandwidth. More 
aliasing can be tolerated in those regions of the Doppler bandwidth that are not used for proc­
essing. The criterion can be modified to:
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Equation 3-64
For the case when the processing bandwidth Bp is smaller than the Doppler bandwidth Baz a 
PRF smaller than 2Vs/4 can be selected. The reduction in the PRF allows a wider swath region
to be used, but the AANSR is degraded to some extent, because the aliasing is increased in the 
processing Doppler bandwidth as well as in the unused part of the spectrum. This cannot be 
helped because the value of Baz is a function of the size of the antenna and remains unchanged. 
The two following illustrations compare the effect of selecting the PRF according to Equation 
3-64 for wide and narrow processing Doppler bandwidths.
Figure 3-13
Bâiidwïdthr^
Processing 
Bandw idth
—JI
4)^ .r5 >0.5 -0.25^ ^^  ^0 ‘  “t s  1.T5 Z175 - t s  >1.25
In Figure 3-13 the case of nominal Doppler processing is shown, i.e. when the Doppler proc­
essing bandwidth equals the 3 dB Doppler bandwidth. The peak level of the signal coincides
aiimum
with a null in all the spectral replica. A very low integrated''ambiguity noise to signal ratio 
(AANSR) is thus achieved.
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Figure 3-14
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Figure 3-14 shows the case of a reduced Doppler processing bandwidth and PRF. Even though 
the power from the principal replica at the edges of the processing bandwidth is the same as in 
Figure 3-13, the combined aliased power contributed by all replica is much greater and there 
are no nulls coinciding with the signal peak. Thus the integrated AANSR is higher.
The following diagram is based on an example where the antenna dimension in azimuth is
3.5 m and the Doppler bandwidth 4.3 kHz. The figure shows the trade-off between the swath 
width, the azimuth resolution and the AANSR, making use of Equation 3-64. The values for 
the resolution are calculated with the assumption that eight looks are averaged. The figure also 
shows the relative improvement that is gained in the AANSR by reducing the resolution as op­
posed to the case when the PRF is reduced while maintaining the full processing bandwidth. 
The maximum improvement obtained in this way is 3.7 dB. The maximum increase in swath 
width is 28.5 km or 35%, assuming a 20% duty cycle. The best value for the AANSR is 
-26.7 dB, and the worst, -7.4 dB which is a difference of 260%. This shows that increasing the 
swath width under the circumstances can only be done at a very high price.
A good point for the trade-off appears to be around 3 kHz, where the resolution curve begins to 
flatten off; the eight-look azimuth resolution is 35 m there and the processing bandwidth 
1.7 kHz. The amount gained in swath width is approximately 20% or 17 km and the AANSR 
is -12.8 dB, and the relative gain in AANSR as compared to full resolution is 3.6 dB.
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Another consequence of the choice of the PRF is its effect on the shape of the azimuth spec­
trum, as shown in the following illustration.
Figure 3-16
?
The idealised nonnalised azimuth spectrum is shown for the same system having an antenna
3.5 m long and a Doppler bandwidth of 4.3 kHz. As the PRF is reduced, the spectral peaks 
move closer together and the troughs become less pronounced. As the shape of the spectrum 
becomes more uniform, the use of spectral estimation methods for estimating the Doppler cen­
troid becomes less reliable.
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In summarising, the factors to be taken into account for the PRF selection are:
1. the criterion based on the antenna dimensions
2. the image quality as it is affected by the azimuth and range ambiguities
3. the duty cycle and swath width requirements
4. the shape of the azimuth spectrum and its effect on spectral Doppler centroid estimation 
methods.
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4. Feasibility Study
The feasibility study examines whether it can be reasonably expected that a small synthetic 
aperture payload can be supported by the UoSAT minisatellite platform, and it will highlight 
the areas which pose particular difficulty to the systems designer. The mission will be termed 
MiniSAR in short, for Minisatellite Synthetic Aperture Radar.
This chapter shows the proposed mission specifications for the SAR and the likely system ca­
pability of the minisatellite. It goes on to describe the subsystems of the radar, and some of the 
trade-offs involved in the design and choice of the materials and type of components. Finally 
the estimated system requirements and the demands placed on the platform by the payload will 
be shown.
4.1 MiniSAR Mission Requirements
Typical remote sensing missions are application-driven. The team of experts seeking to obtain 
remotely sensed data for various scientific fields specifies a set of standards that they consider 
to be essential, based on the kind of information they are looking for. The specifications involve 
the spacecraft orbit, the frequency and extent of coverage, data delivery times, resolution, am­
biguity noise to signal ratio, dynamic range, look angle, and operating wavelength. The existing 
SAR missions endeavour to suit as diverse a range of applications as possible, and many such 
studies have been carried out already, so that typical requirements are known.
For the MiniSAR project the approach is different. Its primary goal is not to produce better 
quality, and more comprehensive, SAR data. This work is already being done by the large 
multinational SAR projects. The question fundamental to the MiniSAR design is, can we offer 
good quality spacebome SAR data at a fraction of the cost. It is an almost entirely cost-driven 
mission. Compromise is found in every area of the instrument and spacecraft design in order to 
achieve the twin goals of cost-effectiveness and affordability. For this reason, if we were to 
examine the specifications proposed by scientists for their diverse areas of remote sensing, we 
would very likely find that there is none that the MiniSAR satisfies fully. Neither is the Mini­
SAR designed for any one scientific application. Still the project is not pointless. In science as 
in all other areas of life many will accept a reduced level of performance if they can have it at a 
fraction of the cost.
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The medium resolution system design makes the MiniSAR mission useful for observation of 
natural landscapes, such as vegetation, wetlands and ocean monitoring, and for experimental 
purposes.
4.1.1 Orbit
The orbital altitude of the minisatellite will be 500 km. The drivers for the choice of the orbit 
are the coverage and lifetime requirements. The trade-offs involve the power consumption and 
generation. At lower altitudes, the SAR will consume less power, but the mission lifetime be­
fore re-entry into the atmosphere is shorter. At 500 km, an orbit lifetime of several years can be 
expected. This level is considered to be the lower acceptable limit, because the lifetime decays 
at an exponential rate with altitude. The other orbit parameters such as the inclination and the 
eccentricity depend on the regions to be observed, how frequently they must be in view of the 
radar, and how they are distributed. The inclination also affects the eclipse time and therefore, 
the power generation of the satellite. This subject requires further study, but for the moment, 
the altitude is specified at 500 km. The corresponding orbit period is 94.6 minutes, and the 
platform velocity 7.61 km/s.
4.1.2 Resolution
The resolution proposed for the MiniSAR will be 100 m. This is a compromise between the 
information made obtainable from the SAR data and the technical requirements. Current large 
spacebome SAR’s achieve a resolution on the order of 10 m. Adegradla'twnby a factor of ten 
reduces the power required, the data volume and hence the requirement for the downlink and 
data processing; it also allows for a smaller antenna size. The resolution is still sufficient for 
ocean surface observation and flood monitoring, and for monitoring of the vegetative cover.
4.1.3 Number of Looks
The radar image is subject to a type of noise that is termed speckle. It gives the image a freck­
led appearance. This noise is due to the presence of many individual scatterers in each radar 
pixel whose reflection coefficient is dependent on the aspect angle. The reflection from each 
pixel is the complex sum of the reflections from the individual scatterers. The aspect angle 
changes as the radar moves. The result is a modulation of the brightness level of each pixel 
with time. This produces noise in the image giving uniform areas a speckled appearance. The 
noise has a random Gaussian distribution and can be reduced by the non-coherent addition of 
several pixels. This method is termed multilook processing. The non-coherent addition tends to 
cancel the random components and enhance the in-phase components common to the pixels.
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Consequently the speckle is reduced giving the image a smoother appearance, but at the cost of 
spatial resolution because of the summation of the pixels.
In multilook processing, the part of the echo spectrum used for processing the image is divided 
into equal subsections. Each of these is termed a “look” and processed separately. Each look 
produces an image of the same scene, but at a reduced resolution because the bandwidth avail­
able to each look is only a fraction of the total, and resolution capability is proportional to 
bandwidth. The looks are then superimposed onto one another and averaged. The number of 
looks indicates the ratio of the total bandwidth used for processing (range or azimuth) to the 
bandwidth allocated to each look. The spatial resolution is degraded by the same factor. If 
multilook processing is to be employed without loss of spatial resolution, then provision must 
be made to increase the bandwidth available for processing.
In azimuth, the Doppler bandwidth is independent of the transmitted power. Thus increasing 
the processing Doppler bandwidth can be done at no extra cost to the power budget. The power 
does however depend on the range resolution, as shown by Equation 3-44. The range resolution 
is inversely proportional to the system bandwidth. Increasing the system bandwidth in order to 
process more than one range look would therefore call for a greater peak and average RF 
power. Power is restricted on the MiniSAR in order to keep the design as simple as possible 
and the cost low. For these reasons, an initial proposal is to use one range look and eight azi­
muth looks for speckle noise reduction.
4.1.4 Operating Mode and Data Handling Capacity
The operating mode determines the rate of area observed with time and the data delivery time. 
The operating mode affects the swath width, the imaging frequency and the data handling. Due 
to limitations in power and aperture size, both of which affect the extent of area that can be 
observed, the MiniSAR can only operate locally. In exchange for the restricted coverage it pro­
vides fast data delivery through on-board processing and downloading. In order to facilitate this 
the minisatellite will cany a dedicated SAR image processor, a minimum of 500 Mbytes of 
solid state high density memory, and a 10 Mbps on-board data link. A high speed 1 Mbps 
S-band downlink will enable the transfer of SAR image data from the spacecraft.
The SAR will take one image per orbit, or approximately fifteen images a day for a low earth 
orbit. The ground swath covered is of the order of 100 km in both dimensions. In the direction 
orthogonal to the ground track, the swath width depends on the shape of the radar beam, and in 
the along-track direction on the imaging duration. Increasing either of them adds to the energy 
consumption, but in different ways. Operating the instrument for longer makes no difference to
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the instantaneous power requirement, but only to the instrument’s energy budget. In this case 
the increase in energy consumption is linearly proportional to the added time of operation and 
hence to the additional area covered along-track. This shows that the total image area can be 
extended at a moderate cost if the extension is in the along-track dimension.
If the SAR footprint is widened across-track, not only the overall energy budget, but also the 
instantaneous power has to be enlarged. This in turn has a major impact on the technical de­
sign. The overall growth in energy consumption is proportional to the square of the increase in 
the swath width across-track. The ambiguity criterion and PRF limits (Equation 3-60 and 
Equation 3-61) make the swath width also directly dependent on the size of the antenna. Ex­
panding the footprint across-track requires a lower PRF. This in turn may call for an increase 
in the length of the antenna in order to safeguard against azimuth ambiguities. All these points 
confirm that across-track swath width is gained only at a high price, especially when compared 
with the option of lengthening the image in the along-track direction. Thin long strips are easier 
to produce than short squares and do have their use such as for the monitoring of riverbeds 
with seasonal flooding; nevertheless the latter option is generally preferable for a local mission 
with limited coverage. For these reasons a footprint of 100 km square is proposed for the 
MiniSAR. In order to achieve this amount of coverage without having to add excessively to the 
length of the antenna, a low PRF design is chosen like the one described in section 3.7.
With the in-orbit velocity of 7.61 km/s, a swath length of 100 km only requires about 15 sec­
onds of MiniSAR operation. As a comparison, ERS-1 has a swath width of 100 km, but a 
swath length in the along-track direction of several times 100 km.
With a coverage rate of 100 km  ^per orbit and a resolution of 100 m, a delivery time of one 
hour for a complete and processed image is a reasonable expectation. Thus the observation and 
delivery rate of the MiniS AR will be an imaged area of 100 km  ^every hour and a half.
4.1.5 Operating Frequency and Noise-Equivalent Backscatter Coefficient
Ideally, the selection of the operating frequency is driven by the application. But there are other 
factors that influence the choice. Some favour a high frequency, others the opposite. We will 
look at these factors in the following sections.
Typically used permissible frequency bands for spacebome SAR exist in L-Band (1-2 GHz), 
S-Band (2-4 GHz), C-Band (4-8 GHz), and X-Band (8-12 GHz).These bands lie in an atmos­
pheric window where absorption due to the gases present, the rain and free electrons is mini­
mal. The operating frequency for the MiniSAR will be selected from one of these bands.
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4,1.5 .1 Surface Reflectivity
The choice of frequency is influenced by the remote sensing application. What needs to be con­
sidered are the backscatter properties of the observed surfaces as a function of wavelength, 
polarisation and look angle, and the required penetration depth. For instance, long wavelengths 
have deeper surface penetration than short ones. This was made use of in SEAS AT, operating 
at L-band, to view deep ocean wave patterns and coastal sea and land interaction [Matral992]. 
As another example, when studying forest, the higher radar frequencies are used to obtain in­
formation about the canopy and the lower frequencies provide data about the tree structures 
and the soil underneath.
Related to the operating frequency is the minimum level of backscatter that the sensor must be 
capable of detecting. This level is defined as the one producing a signal to noise ratio of 0 dB at 
the receiver, and is therefore called the noise-equivalent backscatter coefficient (see section 
3.4). Signal strength and backscatter coefficient are frequency-dependent. In general, the 
smaller wavelengths produce stronger backscatter. This has to do with surface roughness. A 
perfectly smooth surface reflects all the incoming radiation away at the same angle at which it 
is incident. None of the incident rays are reflected back to the source unless the surface is per­
pendicular to the incoming radiation. A rough surface can be seen as consisting of many facets 
of different orientation, each acting as a smooth reflector. Their combined effect is a multidi­
rectional distributed scatter, some of which returns to the original source. The surface property 
of roughness and smoothness exists relative to the wavelength and angle of the incident radia­
tion. If the surface irregularities as projected onto the plane perpendicular to the radiation are 
much smaller than the incident wavelength, the surface is considered to be smooth. Thus the 
longer the wavelength, the greater the number of surfaces types that appear smooth to it. As we 
have seen, smooth surfaces reflect rather than scatter radiation, so that, in the case of a side- 
looking radar, they return only very little energy to the source. At the shorter wavelengths, sur­
faces appear more rough and consequently they tend to have higher backscatter coefficients. To 
illustrate this, take the example of SEASAT and ERS-1. SEASAT was designed to detect a 
signal as small as -25 dB, for ocean monitoring at L-band [Attemal991], whereas ERS-1 oper­
ating at C-band uses a specification of -18 dB for the observation of land and ocean and sea 
ice.
On the other hand, some of the longer wavelengths can give rise to strong resonant backscatter 
(Bragg scatter), if they are comparable to the size of the surface irregularities. In these cases, 
the lower frequencies are favourable to producing stronger signals.
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The MiniSAR design takes into account the applications’ requirements. In order to be true to 
its design goal of cost-effectiveness and affordability, technical constraints must be taken into 
consideration as well. They are discussed in the following sections.
4.1.5.2 Mechanical /  Structural Considerations
The relationship of Equation 3-1 shows that, for fixed aperture dimensions, the beamwidth is 
proportional to the wavelength. In SAR, the beamwidth across-track and the aperture length 
determine the swath width and the Doppler bandwidth, respectively (sections 3.1 & 3.5.1.1). If 
the intention is to keep these two parameters fixed, then the aperture width has to be adapted to 
the choice of the frequency, while the length remains constant. As the frequency is reduced, 
then for a fixed beamwidth, the aperture width must increase. The SAR antenna being a highly 
complex structure, this means a great impact on the cost. On the other hand there is a slight 
advantage because the power consumption is inversely proportional to the wavelength.
Irregularities in the aperture surface give rise to phase errors, causing a blurring of the image. 
In order to obtain focus properly, the aperture surface must be kept as flat as possible, within 
just a few percent of the wavelength. For the MiniSAR, 10% of the wavelength is the accept­
able limit at any time. The lower the frequency, the less difficult this will be to attain. For ex­
ample, at X-band the required tolerance would be «3 mm over the entire extent of the antenna 
structure. At L-band it would be «23 mm which is easier to achieve and maintain.
The mechanical constraints on the MiniSAR favour both high and low frequencies simultane­
ously. The advantage of the higher frequencies is that the aperture can be made more narrow. 
The mass will be less, and the structure is more easy to support and make rigid. The aperture 
will be one of the most costly subsystems to design and build, and therefore the smaller it can 
be made, the better. The disadvantage of a high frequency is that the surface flatness required is 
much more strict in accordance with the smaller wavelength. Thus a frequency selected from 
one of the middle bands (S, C) is the best choice from the point of view of the mechanical de­
sign.
4.1.5 .3 Microwave Components
The operating frequency has an effect on the choice of the microwave materials and compo­
nents. At the lower frequencies the vacuum tubes which are normally used in the high power 
amplifier tend to be large in mass and volume. They require forced cooling, which adds to the 
mass. Lightweight, compact and conduction cooled tubes are available for the higher bands (X,
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Ku). The draw-back of using tubes is that for this type of application they are not normally 
available off-the-shelf and have to be custom-made, which of course multiplies the cost.
A distributed power amplifier consisting of transistor modules presents an alternative to vac­
uum tube amplifiers. The efficiency of the solid state devices is lower than that of the electronic 
tubes, but the reliability is greater. They are more readily obtainable or they could be built in- 
house. A disadvantage is that the need to maintain coherent operation of the physically separate 
modules brings with it a new kind of complexity. The smaller the number of the modules re­
quired, the better. Consequently, the more efficient the modules, and the less power required, 
the less complex will be the design of the power amplifier. The efficiency and performance of 
transistor modules deteriorates with increasing frequency. Also, the power requirement is 
slightly less at the lower frequencies. For these reasons the longer wavelengths are most suit­
able to a distributed solid state amplifier. Transistors, and solid state modules have been con­
sidered of too low efficiency to be employed at the very high SAR frequencies. As technology 
advances more efficient modules will become available. For instance, SIR-C, launched as a 
shuttle payload in April and October 1994, used hundreds of small solid state transmitters em­
bedded in the surface of the radar antenna [Jordanl991]. SIR-C operated at L- and C-band 
simultaneously.
At the lower frequencies, micro-strip arrays with coaxial feeders can be used which are easy to 
build. Micro-strip antennas are less efficient at the higher frequencies. For example, JERS-1 
and SEASAT both used honeycomb panels and microstrip elements for their antenna at L-band 
[Nemotol991], [Jordanl980]. This is probably the simplest and cheapest design possible. 
ERS-1, operating at C-band, uses slotted waveguides as the radiating elements. The mechanical 
tolerances are smaller (specified ±1.5 mm when in orbit). Therefore its antenna support struc­
ture is made from high-modulus CFRP (Carbon Fibre Reinforced Plastic) tubes to minimise 
thermal distortion and provide structural stifiBiess [Francis 1991].
From the point of view of designing the microwave system the low frequencies are more desir­
able, because of the availability of technology. Using a distributed solid state amplifier and mi­
cro-strip antenna are the preferred design. Although the use of this technology is not ruled out 
in the higher fi-equency bands, the problems created by using these frequencies would make the 
design increasingly complex and costly.
4,1.5.4 The Ambiguity Criterion
We have seen in the previous section that the operating frequency affects many areas of the 
technical design of the SAR as well as the usage of the data.
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One other essential item that has to be considered is the ambiguity criterion, as given in 
Equation 3-61. The equation is repeated here for clarity.
2V.ILX tan a  Equation 4-1
The equality of the equation defines the minimum aperture extensions necessary, as a function 
of the operating wavelength and other parameters, to safeguard the PRF limits (Equation 3-60) 
and restrict the level of ambiguous signal energy. The equation is repeated below;
 ^ RqÀ. 2 sin Of^  
cos Of c J
-1 Equation 4-2
The PRF limits ensure that the Doppler bandwidth is sampled without foldover, and that all the 
echoes from the useful swath width reach the receiver within one pulse interval. These are the 
prerequisites for good ambiguity rejection in the final design.
Note that the ambiguity criterion does not specify the relationship of the width and length of the 
antenna, but only the total area. Thus the fact that a system meets the ambiguity criterion does 
not necessarily prove it to be useful. Neither does the criterion guarantee good ambiguity per- 
fonnance. The final selection of the operating point including the PRF, look angle and duty 
cycle decides that. But the purpose of the ambiguity criterion is to guarantee that good ambi­
guity rejection is made physically possible by the mechanical design of the instrument, even if 
later the operating point is chosen such as to degrade that performance. If on the other hand the 
criterion is not met, the system is physically unable to achieve good ambiguity performance, 
irrespective of the choice of the operating point.
If we now look at the MiniSAR design, where we said that the swath width should be 100 km 
(section 4.1.4), we can work out what the required aperture dimensions must be for the differ­
ent SAR bands. We assume an orbit altitude of 500 km and a look angle of 17°:
Table 4-1 Aperture Diruemions fo r 100 kni Swath Width at 17 ° Look Angle, fo r  Different SAR bands 
SAEIuind W'avelcngth (typical) Maxtmiiili Aperture \Vtdth Minimum Aperture Length
i i ii
X
23 cm 
10 cm
::
I.12m  
48 cm
3.32 m 
° 3.37 m
5cm
, 3 cm
4»/ c 24 cm V 3.37 m 
3 .^ m
Table 4-1 shows that the length of the aperture is always approximately 3.5 m, irrespective of 
the frequency band. The width of the aperture decreases in proportion to the wavelength.
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The table shows that the very lowest SAR frequencies (L-band) are not suitable because the 
required width of the aperture exceeds the platform constraints. This will become more clear in 
the ensuing discussion (section 4.2.1).
4.1.5 .5  Choosing the Operating Frequency fo r  the MiniSAR
In order to select the operating frequency most suited to the MiniSAR, a compromise is made 
between the requirements identified in the preceding discussion. As a summary
1. the frequency will be chosen from one of the radar bands L, S, C and X, because they 
exist in an atmospheric window where atmospheric losses can be deemed negligible
2. any of the four named bands are suitable for remote sensing activities; the lower bands 
are better for water surfaces and wetlands, the higher ones for man-made structures, land 
and vegetation
3. the MiniSAR’s mechanical constraints favour S-Band and C-Band
4. for lower power consumption the lowest frequencies are best
5. from the point of view of the microwave component design L-Band is best, S-Band diffi­
cult, C-Band very difficult, X-Band extremely difficult
6. the ambiguity criterion showed that with the MiniSAR size constraint, only S-Band, 
C-Band, and X-Band are feasible.
There is only one frequency band that meets all the above criteria, that is S-band. Thus the 
proposed operating frequency lies at 3.2 GHz or 9.4 cm, which is within the bandwidth per­
mitted for spacebome remote sensing radar.
The S-band frequency chosen for the MiniSAR lies between L-band and C-band, both of which 
are used by missions that include the monitoring of off-shore human activities among their ob­
jectives [Nemotol991], [Parasharl993j. An S-band radar forms a compromise between the 
two, having greater penetration depth than the C-band radar and a sensitivity to smaller surface 
irregularities than the L-band radar.
Both L-Band and C-Band are used for ocean monitoring; C-band is also used for land and 
vegetation. An operating frequency of S-Band is also suitable for water surface and wetland 
monitoring, and for observation of the soil underneath vegetation.
The minimum backscatter coefficient is chosen as -20 dB. We recall that in general, at the 
higher frequencies, backscatter power will be greater. The -20 dB backscatter coefficient for an 
S-Band SAR is considered to be a reasonable choice because it lies somewhere between the 
values used by SEASAT (-25 dB at L-Band) and ERS-1 (-18 dB at C-Band). In comparison.
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the JERS-1 SAR whose tasks include the monitoring of ocean currents and waves and of fish­
eries uses a backscatter coefficient better than -20.5 dB at L-band [Nemotol991].
At a wavelength of 9.4 cm, the permissible tolerance of 10% specifies that the flatness must be 
better than 9 mm over the entire antenna at any time.
In concluding, the specifications for the operating frequency and the noise-equivalent 
backscatter are based on the following points:
1. The -20 dB lies in the same order of magnitude as that of the larger SAR missions and is 
therefore deemed adequate for the MiniSAR.
2. The frequency at S-band is low enough not to impose too strict a requirement on the 
flatness level across the antenna, and to facilitate the use of solid state devices instead of 
electronic tubes.
3. A low operating frequency such as S-band is better suited to the easy-to-build microstrip 
antennas than a higher one, such as C-band or X-band.
4. An S-band operating frequency is high enough to satisfy the ambiguity criterion of 
Equation 3-61 without requiring an excessively large antenna.
5. The choice of S-Band has special experimental value because not much SAR data is 
available at this wavelength. The preferred choice has been L, C, and X-Band. The Rus­
sian low-orbit mission ALMAZ, launched in 1991, is one example of an S-Band SAR.
6. An S-Band SAR is suitable for water surface and wetland monitoring. These are some of 
the types of application proposed for the MiniSAR.
4.1.6 Ambiguity Noise to Signal Ratio
The ambiguity noise to signal ratio (ANSR) is an indication of how well the receiver rejects 
spurious targets. The system ambiguity response is a parameter that is traded against the swath 
width, the beam shaping complexity and the antenna size. Generally an integrated ambiguity 
noise to signal ratio of better than -20 dB is recommended. Large multinational spacebome 
SAR projects are built to suit a wide range of applications and for this reason have to comply 
with very stringent requirements. For the MiniSAR, the ANSR is one of the image quality re­
quirements that may need to be relaxed in order to make the mission feasible at low cost.
Ambiguous targets are most likely to occur in images where areas of very high and very low 
backscatter coefficients are immediately next to each other. If we specify that the MiniSAR will 
be used to observe fairly uniform scenes and to detect artefacts rather than to identify them, it 
is acceptable to specify the relatively high value o f-15 dB for the ANSR.
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4.1.7 Summary
The mission specifications as discussed above are summarised in Table 4-2.
Table 4-2 System Requirements
100 m
100 mAzimuth eesoluUon
100 km 
100 km
150,000 km
1 hour
looks N
Numb# ^ fangi& legates,. Nj-
. .  . ' j ; 20 dB
Ambiguity HOMO to signal niliO, range, azi - 5dB
4.2 The UoSAT Minisatellite Platform
This section looks at the level of performance that can be expected from the minisatellite plat­
form in four areas, the mechanical structure of the satellite and the size of the aperture it is ca­
pable of supporting, the orbit average power available to the payload, the data handling capac­
ity and the attitude determination and control system. Figure 4-1 is a picture of the MiniSAR 
featuring the SAR antenna, deployable solar panels and a propulsion system. The illustrations 
of Figure 4-2 and Figure 4-3 show a sketch of the minisatellite and its physical dimensions.
4.2.1 Mechanical Structure and Aperture Extensions
The SAR electronics and antenna must be adapted to the physical constraints of the minisatel­
lite. These constraints are the mass, the size and the structural complexity. In order to maintain 
compatibility with the majority of available launchers the total permitted mass is restricted to 
350 kg. As an estimate based on previous missions, the allowance for the bus and communica­
tions payloads and propulsion system is approximately 200 kg. The remaining 150 kg can be 
taken up by the SAR payload. It is assumed that the antenna and feeds will require about 50% 
of the total payload mass.
The maximum diameter of the satellite is 1100 mm and the height exclusive of the attachment 
fitting is 782 mm. The solar panels can be deployed at an angle in order to make the best use of 
the available sunlight for power generation; there are nine panels, each of them is 750 mm tall 
and 360 mm wide. The satellite will be pointing to the earth and will have three reaction wheels 
for three-axis stabilisation.
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The SAR antenna can be fixed only to the earth facing end of the platform. There are two op­
tions for fitting it: Either at an angle, according to the pointing direction of the beam, or fiat 
against the end of the satellite. In the second case the entire spacecraft needs to be rolled in or­
der to point the beam to the side of the satellite track. From the structural point of view, it is 
easier and cheaper to fit the antenna fiat against the surface. The satellite itself then helps to 
support and stabilise the aperture. Rolling the spacecraft: and causing it to halt at a precise an­
gle is a complex attitude control manoeuvre. Which of the two options is most cost-effective 
remains to be discussed.
The aperture will consist of a number of deployable panels. The panel dimensions are chosen 
so as not to overlap the spacecraft in the stowed configuration, in order to comply with the re­
strictions imposed by some launchers. The largest rectangular area to fit the cross section of the 
minisatellite without overlap is a square of 700 mm x 700 mm. Thus the panel size of the ap­
erture is limited by these dimensions.
The more panels there are, the more hinges are needed for deployment, and the more complex 
and heavy is the structural support to stabilise the antenna. The centre panel is fixed against the 
end of the platform and the remaining ones will be unfolded after launch. From the structural 
and reliability point of view, it would be best to have no, or as few as possible, deployable pan­
els. From the instrument point of view, the larger the antenna, especially in the along-track di­
rection, the greater are the imaging capabilities and the less power is required to operate the 
SAR. It would be possible to have a functioning SAR with an antenna of just a single panel of 
700 X 700 mm, but it would be very restricted in its operation. As a compromise, an upper 
limit of five panels is accepted. This number is about the limit if the structure is to be sup­
ported without any additional stabilising struts. Four of the panels are deployable, requiring 
four pairs of hinges. The length of this five-panel antenna is 3.5 m; the width is 700 mm or 
less, depending on the beamwidth required.
The most simple, lightweight and cheap support structure for the antenna is a set of honeycomb 
panels. Their required thickness is of the order of 20 mm. The estimated cost and mass of the 
proposed five panel, 3.5 m x 700 mm aperture configuration is £200,000 and 16 kg, respec­
tively.
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Figure 4-1 The MiniSAR
Figure 4-2 Spacecraft Dimensions
Figure 4-3 Spacecraft Dimensions
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4.2.2 Available Power
The power available to the payload is an important factor in determining its performance. On 
the power depend the resolution and the extent of the area that can be imaged per orbit. The nett 
power available to the SAR payload is only a fraction of the total generated power. The system 
efficiency is about 70%. Of the remaining power, 25 W need to be reserved for the general 
housekeeping and the low speed communication link. The high speed downlink requires another 
25 W when in operation, which is approximately 10 minutes per orbit. Averaged over one orbit 
the power for the high speed downlink is 3 W. Thus about 30 W have to be deducted from the 
total generated in-orbit power.
The power generated by the satellite depends on several factors. These are the total available 
solar panel area, the angle between the incident sunlight and the solar cells, the temperature of 
the panels, and the orbit eclipse time. Some of these factors change with time and depend on the 
orbit parameters. Not all of the orbit parameters for the MiniSAR have been determined in this 
study. In order to provide an estimate of the sort of power level that can be expected, the aver­
age power for a sun-synchronous dawn-dusk orbit has been calculated. In such an orbit there is 
no eclipse at all and the sunlight is always normally incident on some of the solar panels, pro­
vided the satellite attitude is earth pointing. Maximum power is generated in this case with the 
solar panels not deployed at all but left flush with the surface of the spacecraft.
The solar cells are made from Gallium Arsenide and arranged in six strings per panel, each 
string having 48 cells. In total there are 288 cells per panel. Each cell is 4 cm by 2 cm. Thus 
the active area per panel A? is 288 x 8 cm  ^ = 2304 cm .^ The solar constant in terms of the 
available power at low earth altitudes is 135.3 mW/cm^. The efficiency of the cells at 295°K is 
19%.
At any time, only four or five of the nine panels are illuminated by the sun, and the angle of 
incidence is different for each of them. The total equivalent area illuminated normally by the 
sun for the nine-sided satellite is always 2.86 times the active area of a single panel, independ­
ent of the yaw position of the spacecraft. Tlie temperature of each panel varies according to its 
position with respect to the sun, between -34 and 125°C. This assumes no yaw spin so that 
some of the panels are constantly facing the sun and some are always looking at deep space. 
The operating point and efficiency of the solar panel depend on the temperature. In order to 
obtain the highest power possible each panel is monitored individually by its own battery 
charge regulator (BCR) which senses the temperature of the panel and sets the operating point.
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The power budget for a 500 km dawn-dusk orbit, taking into account individual temperature 
and efficiency of each panel, has been simulated and kindly provided by Yoshi Hashida at 
SSTL. The orbital average will be 121 W, with five of the nine panels producing 2.7, 27.4, 
39.8, 35.6, and 15.5 W, and the other four panels remaining inactive. Average solar panel effi­
ciency is 17.6%.
The power available for the SAR after taking into account the system efficiency and deducting 
the housekeeping requirement is approximately 50 W for continued operation. The SAR is 
likely to require more than 50 W. In that case, the energy storage from the batteries must be 
drawn upon. The instantaneous power available is a function of the energy generated per orbit, 
the battery rating and permitted depth of discharge (DoD). The total energy generated per orbit 
of 95 minutes at 70% efficiency is 483 kJ or 134 Wh (Watt-Hours). Assuming that the radar 
has 50 W at its disposal continuously, in one orbit of 95 minutes’ duration it can make use of 
285 kJ. The housekeeping requires 171 kJ per orbit.
The battery for the minisatellite power supply will be configured in three parallel channels, 
each consisting of 22 NiCd cells, providing 28 V per channel. In total there are 66 cells, rated 
at 6 Ah (Ampere-Hours). Their shape is cylindrical with a diameter of 2 cm and a height of 
7 cm. Each cell weighs 222 g. The total volume and mass of the battery is 207 cm  ^x 7 cm and 
15 kg, respectively. The three channels combined provide 18 Ah. The total energy storage is 
1.8 MJ. This is more than three times the energy generated per orbit. The maximum DoD is 
20%, or 360 kJ. This amount exceeds the energy per orbit allowed for the SAR, so that the 
payload can make full use of this energy in every orbit. The maximum permitted current is 3x6 
= 18 A; thus the maximum power the SAR is permitted to draw is 18x28 = 500 W. Operation 
at this power level can be sustained for six minutes during each orbit.
The table below summarises the power budget for the MiniSAR:
Table 4-3 MiniSAR Power Budget for 500 km, Sun-Synchronous, Dawn-Dusk Orbit
Total energy generated per orbit, x 70% efficrency 483 kJ or 134 Wh.
EcHjsékfi^ EMkïg and other payloads, total energy par orbit I 171 kJ or 48 Wh ^
Total energy a c tab le  to payload pw orbit 285 kJ oi^g^'h -- -
(22 cais insedes) . ! , l ^  V  ^ <
combined) :  ^ ^
Total battery stona^ , j Ü 8  M.f
Battery d^Ui ofdSsdiarge i  20% or 360 kJ
AWoWenmdrnbinpôwwtopayWd ■ ' ' ’ '' ' f  50(?W
Maximum oper^on time (or mammum power ; , 6 min
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4.2.3 Attitude Determination and Control System
The attitude detemiination and control accuracy for the minisatellite will be an order of mag­
nitude better than that of previous UoSAT missions. A comparison of the performance 
achieved with UoSAT-5 and the minisatellite operating and experimental targets and minimum 
expectation is shown in Table 4-4. Values are given in terms of three standard deviations, that 
is, the errors will fall within the indicated margins virtually all the time.
UoSAT-5 uses magnetic sensors, earth horizon sensors and sun sensors for attitude determina­
tion. Attitude stabilisation to within ±6° is achieved by a gravity gradient boom, four magne- 
torquers and a platform yaw spin.
Table 4-4 Comparison ofUoSAT-5 Attitude Perfotviance and Expected MiniSAR performance
Mission
Requirement f Determination
error f3a]
UoSAT-5 3°
(actual) 5x10""° s
MiniS.AR To 1°
(experimental 10"‘°/s
target)
MiniSAR 0.3°
(operating HC°,s
target)
MiniSAR 0.9°
(mmimum 10"*°/s
expectation)
Roll PiUh Yaw
Pomting
enor l3o]
<4.5x10-'^ '5x10’° s
Determination
error [3ct]
0 IVs
Pointing
13<J1
None
Mominat
±o.r/s
- - < 0  1° 0.3°
.. 10-'°. s IQ-^/s
, - 0.3° L5°
lO"'®/* îO'°/s
: 0.9° . < *' 3°
te 10-*°/s , , 10'’°/8
The stability of the minisatellite platform will be improved by the use of a star camera for ac­
curate attitude detemiination, by momentum wheels and a propulsion system for three-axis at­
titude control and orbit maintenance. GPS will be carried on board for autonomous orbit de­
temiination. The minisatellite will sustain no yaw spin.
Table 4-5 Comparison o f ERS-1, SIR-C/X-SAR, Radarsat Parameters. [*] estimates preliminary when published.
SAR System^ Paraitteifr^ ERS-1 SIR4:yX-SAR Radarsat (*]
üMtitudc Errors 
(3o>
Attitude Drift Rate 
(3a)
Roll; 0.11° 
Yaw: 0.17° 
Pilch; 0.13° 
Roll; 0.0015°/s 
Yaw; 0.00I5°/s 
Pilch; 0.0015°/s
Roll: 1 24°
' Yaw: 1 43° 
Pitdi: 1 78° 
Roll. 003°/* 
Yaw: 0.03°/s 
Pitch. 0 03°/s
Elevation; 0.33° 
Azimuth; 0.45°
Elevation; 0.01°/s 
Azimutli; 0.003°/s
In order to provide some background. Table 4-5 compares the attitude control of some of the 
known spacebome SAR missions: ERS-1, SIR-C/X-SAR and Radarsat [Chang 1992]. The data
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of Table 4-5 shows that the MiniSAR attitude target performance is comparable to contempo­
rary SAR missions.
4.2.4 Summary
The MiniSAR mission will be driven by platform restraints and cost. The minisatellite platform 
places constraints on the payload which restrict its performance. The estimated capability of 
the spacecraft in the area of structure, power, data handling and attitude determination and 
control are summarised in Table 4-6.
Table 4-6 Minisatellite constraints
' 500km
Orbit period 94.6 min
Operating mveiength X
Pa: Orbit Liiergy Available for SAR 483kJorl34W h |
Maximum Operating Power Supplied to SAR .T & oow  i
DownlinlcUit-rate 1 Mbps ”..
>500 Mbyt^
CXi4>o.idlhu.liht 10 Mbps ^
Upper Î imit Antenna I .ength (4) 3 5 ni
Upper Limit Antenna Width (w.)
, 1. 1 i 1 “i 1 1
iVfiniiiTuni Attlludid Ddcmiin&txofi Accuracy 0,9°
Minimum Pointing Accuracy (3o)
4.3 Functional Description of a SAR Payload
In this section the main hardware components of the synthetic aperture radar will be discussed. 
We are particularly interested in finding if the choice of the components has any impact on the 
system requirements.
The synthetic aperture radar has four main subsystems, as shown in the illustration below. 
These components are, the transmitter, the antenna system, the receiver and the timing and 
control unit. The control unit forms the interface between the platform and the payload and 
oversees the instrument operation. The transmitter is where the radar signal is generated and 
amplified. The circulator depicted separately in the figure fonns part of the transmitter. It is a 
three-way device which ensures that the signal takes the correct path, either from the transmit­
ter to the antenna or from the antenna to the receiver. The antenna fonns the interface between 
the SAR transmitter and free space. The receiver amplifies, decodes and digitises the radar
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echo. Each of the subsystems shown in Figure 4-4 will be discussed in turn in the following 
sections.
Figure 4-4 Synthetic Aperture Radar Subsystems
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4.3.1 The Timing and Control Unit
The timing and control unit schedules the operations of the radar and generally ensures its well­
being. Figure 4-5 shows a block diagram of this subsystem. It houses the stable local oscillator 
(STALO) and the frequency multipliers that generate the reference signals at the baseband, the 
intermediate and the transmit frequencies. The sequential logic for the payload operations are 
controlled by a local microprocessor.
The control unit forms the interface between the platform and the payload; it receives, decodes 
and interprets commands from the main on-board computer. Here the scheduling of the payload 
operations takes place, when to activate the sensor and when to set it on stand-by, and also the 
modes of operation are initiated, such as imaging or instrument calibration. The control unit is 
responsible for the generation of the aperture beam. This involves sending phase and amplitude 
information (where applicable) to the RF components of the transmitter and the antenna. It also 
monitors and regulates the environmental condition of the payload, such as the operating tem­
perature. Thus the tasks of the timing and control unit can be summarised as scheduling the 
activity and monitoring the condition of the payload, and forming the interface between the 
payload and the platform.
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Figure 4-5
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4.3.2 Transmission Subsystem
The SAR transmission system is where the transmit waveform is generated, amplified and 
shifted to the operating frequency. The transmitter contains the high power amplifier (HPA) 
where the low-power microwave signal is amplified to the level of the required output power. 
This is generally high for the radar, and the transmitter (at least its later stages) must be able to 
handle the large power. The high power handling capability and the high operating frequency of 
the SAR transmitter call for some specialised technology, the choice of which can not be 
treated independently from the overall system design. In this section we begin by looking at the 
transmitter structure and then discuss the differences between solid state and electronic tube 
amplifiers, what kind of demands they plaee on the platform, and how the system design pa­
rameters can be traded against the choice of the HP A.
4.3.2.1 SAR Transmitter Architecture
The main stages in the SAR transmitter are shown in Figure 4-6. The signal waveform is gen­
erated in the exciter from the STALO (stable local oscillator), shifted in frequency, filtered and 
amplified, and transmitted to the radiating elements via a duplexing device, usually a circulator.
The synthetic aperture radar is a coherent system. This means that the phase shift in the re­
ceived signal with respect to the transmitted pulse needs to be recovered. The way this is
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achieved, is usually by having a single highly stable reference frequency source on board, and 
by deriving all the other frequencies needed in the transmitter and receiver from this source.
The exciter modulates the reference signal from the local oscillator with a linear FM ramp 
(chirp pulse). It also sets the pulse transmit interval and the duty cycle. This signal is shifted to 
an intermediate frequency (10 - 100 MHz) by multiplication with the appropriate signal from 
the reference oscillator. It is then amplified and filtered to give the signal g(ft + Kt), where ft 
denotes intermediate frequency and K is the chirp frequency rate. By a similar process, the sig­
nal is shifted to the operating frequency. It is amplified by a high gain amplifier to produce the 
high peak output power needed. The circulator is there to make sure that the high power signal 
from the transmitter is directed to the antenna only and not the receiver and that the echo sig­
nals entering the antenna port are passed on to the receiver. Thus the SAR transmitter consists 
of a waveform generator, a number of filters and amplifiers, frequency multiplexers, a high 
power amplifier and a circulator. We will take a more detailed look at one of these, the HP A, in 
the following sections.
Figure 4-6
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4.3.2.2 The High Power Amplifier
The choice of the technology for the transmitter depends on the performance characteristics of 
the components and the constraints of the platform. In terms of the minisatellite, the limiting
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elements are the available on-board power, the mass, volume, and the cost. Of the components 
in the transmitter, the high power amplifier (HPA) and the circulator are the ones to have the 
greatest impact on the platform with regards to its constraints. It is therefore needful to exam­
ine what type of amplifier should be used, and to do a trade in the system requirements against 
the available technology in order to obtain the best possible performance at the lowest cost.
Table 4-7 Advantages and Disadvantages o f Tube and Solid State Amplifiers
Trades
Efficiency
SSPA (Distributed Network)
For devices: Low.
Low path loss because devices are in proximity of radiating 
; : elements and power is combined in space.
Vacuum Tube 
High.
Added losses in higli power distribution 
network.
W yit .-\l medium output pow^fwëigïit of
:";^ddiedlveigHfpfErC (large) d high 
p er inn ission network 
To d i cy. two HP \s and rPC 
r quired hence doublé the weight
Output Power Very low; hence need toi use many modules to achieve output 
required.
Higli.
Peak Power,. '.=\, 31L0W oompai ed to tynlmuo ne«?d to operate at high d ly
Complexity Low from operating point of view.
Need to maintain relative phase stability between devices 
operating under different thermal conditions.
Less receiver protection required if receiver and duplexer are 
also distributed.
Antenna system complexity greatly increased due to added 
woiglit;
Requires complex separate power 
supply.
Single higli power source requires higli 
power handling capability of circulator 
and limiter in receiver => much added 
weiglit.
' Low, fragile internal components. &
Volume Quite high due to number of devices required. High due to accessories: EPC and higli 
power network.
System Impact
 ^It ?»-'.:
Suitable for high performance system.
There are two classes of device that have been used for high power signal amplification in ra­
dar transmitters, each having its distinct features. The first radar used vacuum tubes. More 
recently, solid state power amplifiers (SSPA) have been employed in a number of systems, in­
cluding spacebome SAR’s (for instance SIR-C). In both groups there are again a variety of 
different designs available, each with its own specific properties, but the main characteristics 
are generally the same. A look at these characteristics goes towards deciding which technology
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is the most suitable for the MiniSAR. The parameters of interest to the design are the power 
handling capability, the efficiency, the mass and size, the reliability, the complexity of opera­
tion, and the cost. Table 4-7 shows the advantages and disadvantages in the two areas of tech­
nology, the vacuum tube and the solid state amplifier. It can be seen from the table that there is 
no clear-cut line between the advantages and disadvantages of SSPA’s and tube amplifiers.
The SSPA and vacuum tube amplifier are fimdamentally different in their implementation: An 
SSPA is normally realised as a distributed system of discrete power modules. Each module 
contains several stages and devices connected in parallel. As an example, an existing design of 
such a module produces 30 W peak power at C-band, weighs 5 kg and comes in a box the size 
of 30 cm X 19 cm x 9 cm. In many cases, the module includes the preceding stages of the 
transmitter, as well as the duplexer and the receiver. In a distributed system, the power modules 
are mounted on the antenna and provide a direct source for one or more of the radiating ele­
ments, with the output power of all the modules combined in space. The vacuum tube, how­
ever, operates as a single source and requires a high power distribution network to feed the an­
tenna system.
Consider the efficiency and hence, the demand on the power budget. The tube compares fa­
vourably with the solid state device. A good tube can have an efficiency as high as 40 - 80%, 
depending on the type, whereas solid state power modules are typically only 25% efficient or 
less. However, because the power modules are coupled directly to the radiating elements, there 
is no high power distribution network required, and the losses incurred in the low-power signal 
due to transmission are very small. On the other hand, a tube amplifier needs a transmission 
network for the high power signal which can significantly contribute to the losses. It follows 
then that the vacuum tube, though of good efficiency, is associated with a lossy support system, 
while the low efficiency of the SSPA is mitigated by a low-loss transmission system.
Now let the effect of the two technologies on the mass budget be examined. Solid state compo­
nents are lightweight; but in order to achieve a high power output from these low-power de­
vices, a high number of components needs to be used so that the weight becomes significant. 
For the microwave tube, too, the mass and volume are affected mainly by the output power. To 
a lesser degree, the cooling system and the operating wavelength have a bearing on the size of 
the structure. The reason for the large mass is that the output power determines the size of the 
magnets required to focus the beam. In some high power structures, a separate electromagnet is 
needed, of several times the weight of the tube itself. At medium peak output power of a few 
kilowatts, however, tubes can be quite light, weighing only a few kilograms. But the tube is a 
complex device, requiring a high voltage supply and several other low voltages. The voltages
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are provided by a special power supply, the Electronic Power Conditioner (EPC). This unit is 
very heavy, it can be several times the weight of the tube itself. The tube, combined with its 
power supply, places therefore a high demand on the mass budget of the system. In addition 
there is the high power distribution network, which also needs to be fairly sizeable in order to 
cope with the load. But because the tube is capable of such high output power, one device is 
sufficient to provide all the amplification needed for the system. It might transpire that there 
comes a point after which the use of solid state components, despite inherently being of low 
mass, causes more weight to be added to the system than a vacuum tube with its bulky EPC 
and power distribution network.
Next we look at how the two groups compare in terms of the system complexity. An electronic 
tube is complex to operate and needs a separate power supply. The high power output makes 
the receiver protection more difficult. The circulator is bulky, because it must be able to handle 
the high power, and the receiver protection must be capable of providing extremely high levels 
of isolation. However since there is only one device, it is easier to control its operating envi­
ronment and the overall phase stability. On the other hand, the SSPA is simple to operate, no 
special power supply is needed. If the duplexer and receiver are combined into the power mod­
ules, the design is simplified even more, because the power handling capability of the duplexer 
is small, and so is the isolation required of the receiver protector. But the difficulty for the 
SSPA lies in the effort needed to keep the phase error between the devices at a sufficiently low 
level. Phase errors affect the beamshape and therefore degrade the system impulse response. 
Since no two devices are exactly the same, there will be a differential phase drift between the 
individual modules. This is aggravated by the fact that the modules are distributed over a wide 
area (the SAR antenna) which is subject to large thermal gradients so that the operating condi­
tions differ much from one to another. It is evident that, the more modules are needed, the more 
difficult becomes the implementation of the solid state amplifier. In addition to this, the weight 
of the SSPA is added to the antenna, making this system more complex and costly to build. In 
conclusion, both the solid state and vacuum tube technology contribute to the system complex­
ity, but in different ways; however, whereas for a tube the requirements are fixed, in the case of 
the SSPA the complexity is reduced if less modules are needed.
As far as the reliability is concerned, the solid state technology clearly has an advantage over 
the electronic tube. Vacuum tubes contain very delicate internal structures, and their operating 
life is limited by the cathode life span. Their fragility makes them less of a candidate for a 
spacebome system, especially in the case when a low budget calls for the avoidance of custom 
made and highly specialised components. The reliability problem also brings with it the ques­
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tion of redundancy. If the tube fails or the EPC, then the entire system fails. If this risk is unac­
ceptable, an additional tube and EPC needs to be incorporated, which means a doubling of the 
weight. In contrast to this, the SSPA features robustness and a long lifetime, and the distributed 
system allows designing for graceful degradation. Thus when it comes to reliability, the SSPA 
is the preferred choice above the vacuum tube.
Summarising the above points enables us to draw conclusions as to how the system design af­
fects the choice of the HP A, and vice versa. The tube is the device that can supply the high av­
erage and peak power requirements of the SAR system. In fact, many tubes operate way above 
the typical needs of the average SAR. Solid state devices are very deficient in this area, and the 
only way they can make up for this lack is by numbers. Tubes also perform much better than 
their solid state counterpart in terms of efficiency. Using a tube amplifier adds a fair amount of 
complexity of operation and much weight and volume, especially if the system is designed for 
redundancy. For a system with a high output power (a few kilowatt), the solid state system also 
presents high complexity, especially at the design rather than the operating stage, and is very 
costly to implement. The weight and volume matches, if not exceeds, that of electron tube tech­
nology. Coming to the question of reliability, however, the solid state amplifier outruns the 
electronic tube by far. The difference between the two technologies, when considered from the 
point of view of the system design, is the fact that the bad points of the SSPA are lessened 
when the system requirements are relaxed, as for example the power; in the case of the tube 
amplifier, they remain quite fixed. Assume a system with low average and peak power. The 
SSPA could now be implemented at much lower expense in terms of money, mass and com­
plexity. It becomes a very attractive solution because of its simplicity of operation and durabil­
ity. But if, on the contrary, the system has a high power requirement, there are two possibili­
ties: Firstly, to try and bring the system requirements down in order to make them suit the pre­
ferred choice of technology. The second option is to let the system requirements determine the 
choice of the HP A, and to pick the one that is capable of fulfilling them. With the MiniSAR 
there is much freedom in the design, it being an experimental payload. The purpose of the next 
section therefore is to do a number of trades with the MiniSAR design specification, in order to 
find what price must be paid for a more reliable and simple transmitter design.
4.3.2.3 Choosing the HP A
If it is desirable to use transistor amplifiers instead of vacuum tubes because of the advantages 
this technology brings, then it may be necessary to reduce both the peak and the average power 
of the system by trading off duty cycle, swath width and ground resolution. Otherwise the re­
quired output power may be too high for the SSPA to handle without an excessive number of
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modules and high complexity. The peak power can be reduced by increasing the duty cycle. 
This has the effect to narrow the available ground window for the image swath (see Figure 3- 
12).Figure 4-7 consists of a number of trade tables, giving the average and peak power for dif­
ferent values of duty cycle and ground resolution. The resulting swath width and the height of 
the antenna are also shown. The height of the antenna varies in accordance with the beam re­
quired to accommodate a wider or narrower swath. The system bandwidth and the percentage 
increase in the resolution cell at the near edge of the swath is given. The variation in range 
resolution as a function of the look angle has been shown in section 3.3.2. In brief, the range 
resolution is inversely proportional to the sine of the look angle; therefore, at ground locations 
near to the nadir, the size of a ground cell illuminated for a given system bandwidth is much 
larger than at distances further from the nadir. Also shown in Figure 4-7 is the dividing line 
between tube amplifiers and solid state power modules. This line is somewhat arbitrarily cho­
sen: It is based on the assumption that there should be no more than 10 SSPA modules, and 
that each is capable of emitting 50 W at S-band. The purpose of the dividing line is to give an 
indication of how the system parameters play a major role in the choice of the HPA technology.
The computation of the values for these tables are adapted to reflect the design strategy for the 
MiniSAR mission. They are characteristic of a system with low PRF, relatively high swath 
width, and degraded azimuth ambiguity performance.
Figure 4-7 System Trade Tables
The values in these tables are based on the following assumptions:
a) The equivalent system noise temperature is 745°K.
b) The system losses are 8.7 dB. They account for all the path and component losses from the HPA output to the 
receiver, including processing losses and atmospheric extinction.
c) The ground backscatter coefficient at unity S/N ratio is -20 dB.
d) The PRF is chosen to allow a Doppler processing bandwidth to give four azimuth looks at 50 meters resolu­
tion, which is approximately 3 kHz. For coarser resolution, the number of looks has been increased corre­
spondingly.
e) The aperture is uniformly illuminated.
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Table- 1 Duty Cycle = 5%
_ iube SSPA
Range Resolution, pr, (ni)
Number of Looks. \ ^ 0 *= ^
Average Power (W)
-rPé“akrPoWef'(kW Z - 8.560 6 115 2.140 0.428
System Bandwidth (MHz)
Æ a f f i S B l
11774 5 887 2.943 0.589
Puise Length (us)
Look Angle (°) 
^^&fBeamwiath(
% Increase in pr at Near Edge of Swath
Table- 2 Duly Cycle = 10%
HPA Dividing Line Tube SSP.A
Range Resolution, pr, (in) 50 70 100 200 500 1000
'iNdml^WfLdokgi'Uiiri' :^:::# m a m # # I f lB - ’Ü
Average Power (W) 305 218 152 76 30 15
Peak Power (kW) %1  3.047 2.177 ^1,-524 0 305
System Bandwidth (MHz) 11.219 8.013 5.609 2.805 1.122 0.561
Swath Width (km) | m m
Pulse Length ( i^s) 34
Antenna Width (m) #  1 f
Look Angle (°) 15.5
Elevation Beamwidth (*’)
% Increase in pr at Near Edge of Swath 97
Table- 3 Duty Cycle = 15%
Tube , SSPA
Range Resolution, pr, (m) 50 70 .100 200 500 1000
Number of Looks ^ 5.6 16 - f
Average Power (W) 218 156 109 55 22 11
Peak Power (kW) i-y- -id¥ 0.364 0.146
System Bandwidth (MHz) 10.882 7.773 5:441 2.721 1 088 0.544
Swath Widtii (km)
Pulse Length (ps) 50
Antenna Widüi (m) . .... 0 .3 8 4 # # # ; :
Ixiok Angle (°) 16.0
Elevation Beamwidth (°)
________ feiii---
% Increase in pr at Near Edge of Swath
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Table- 4 Duly Cycle  =  20%
HPA Dividing Line Tube 3^ idii i  i-r§SP A j r i  1B8"
Range Resolution, pr, (ni) 50 70 100 200 500 1000
Number of Lwks g  -i 4
!
5.6 - 0 : 16 40 80
Average Power (W) 109 ËS{MÊMi 38 15 8
Peak Power (kW) 0.765 0 547 0.383 _ 0.077 0 .0 1 s
System Bandwidth (MHz) 10.652 7.608 5..126 2.663 1.065 0.533
Swath Width (km) ■ 
Puise Length (ps) 67
Antenna Width (m) ^ 0 460
Look Angle (°) 16 3
Elevation Beamwidth (°) ; »  ,
% Increase ni pr at Near Edge of Swat! 48
Table- 5 Duty Cycle = 25%
H P A D i v id in g - m e # # ^ ^ # #
............ l i b  #
Range Resolution, pr, (111) 50 70 100 200 1000
Number of Looks t  ?•'
i i î i l i M r
80
Average Power (W) 103 73 26 5
y ,P ^ P ^ ei:(k W ^ % ^ g 0 Q _ 0.411 0.293 m m io sm 0.041 0.021
System Bandwidth (MHz) 10.486 7.490 5.243 2.621 1.049 0.524
Swath Width (km) A
Pulse I..ength (ps) 84
Antenna Width (ni) 0.563
Io)ok Angle (°)
EieWidn BeainVndth (%);% 0
% Increase in pr at Near Edge of Swatl
16.6
Table- 6 Duly Cycle = 33%
HPA Dividing Line g  » -
Range Resolution, pr, (ni) 50 70 100 200 iddsooKng 1000
Number of Looks @0 s - .5 .6  j: igd'id: if 80
.. dmm--
Average Power (W) ":;<46' 33 II 2
Peak Power (kW) rJg 0H39 .A
- S ' -  lurf'
0.099 3 0 069 0.035 ■ r 
#W.i: i -
^ 0 .007  _
System Bandwidth (MHz) 10.309 7.364 i:,:.:5H55 2.577 1.031 0.515
Swath Width (kni). '
# 0 0 m i s  ^Pulse Lciigili (i-ts)
Aitenna Width (m);:i%y «
j ____i _
Look Angle (°)
ÏElèvation Beamwidth (®)
-:'i ■ ■: J - -
Increase in Pr at Near Edge ot Swath 20
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Figure 4-7 ought to be evaluated qualitatively. It must be remembered that these values are not 
final and are based on a number of assumptions, in particular the dividing line between tube 
and SSPA technology. But the tables serve as an illustration, to show how the system parame­
ters can be traded against each other, and which trade-off carries the greatest benefit.
The four main parameters to be traded in Figure 4-7, are: The swath width, the resolution, the 
average power and the peak power. In addition there is the system bandwidth, which plays an 
important role in the data processing and on-board data handling requirements. The parameters 
affect each other in this way:
1. The average power is inversely proportional to the resolution and
2. proportional to the square of the swath width.
3. The peak power is proportional to the average power and
4. inversely proportional to the pulse length or duty cycle.
5. The system bandwidth is inversely proportional to the resolution and
6. inversely proportional to the sine of the look angle, which increases as the duty cycle in­
creases.
In order to reduce the peak power, either the swath width or the resolution must be relaxed. 
Which of the two ought to be traded, and by how much, depends on the mission requirements 
and the relative benefit that can be gained. For instance, we can look at any of the tables and 
see that, if the resolution is reduced, the average and the peak power drop by the same factor, 
and so does the bandwidth. On the other hand, if the swath width is reduced, the average and 
peak power drop at a comparatively faster rate, while the reduction in the bandwidth is insig­
nificant. If the bandwidth is the main driver, then the resolution ought to be the quantity to 
trade; however, in the present case where the average and peak power have to be minimised, it 
is more advantageous to accept a loss in swath width. The relative saving in average power is 
greater than the relative drop in the swath width, because of the inverse square relationship. 
The corresponding reduction in the peak power is even greater, because both factors affecting 
it, the duty cycle and the average power, are decreased as a consequence of reducing the swath 
width. This results in a direct and substantial saving in the bulk of the high power amplifier. If 
a reduction in the swath width is accepted, a good power saving can be achieved without loss in 
resolution. As an example, compare Table-1 and
Table- 3. The swath width there has been reduced by 29%, fi*om 167 km to 119 km. The aver­
age power is decreased by almost 50% and the peak power by over 80%, while the resolution
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remains the same value. This shows that much can be gained in terms of the payload mass 
budget by accepting a moderate reduction in the swath width.
If it is a requirement that solid state technology must be used, then either the resolution must be 
quite coarse, or the swath width small; this is illustrated by a comparison between Table- 1 and 
Table- 5, columns 7 and 2, respectively. In Table- 1, the dividing line is between 500 m and 
1000 m resolution, whereas Table- 5 shows that, if the swath width is made sufficiently small, 
a resolution as good as 50 m can be achieved at a peak power sufficiently low to permit the 
implementation of SSPA’s. Compare the relative gain by trading either of these parameters: 
The swath width has been reduced by approximately one half, from 167 km to 82 km. The av­
erage power had to be increased by a factor of five, from 21 W to 103 W, however the peak 
power is even reduced slightly, and the resolution could be improved twenty times, from 
1000 m to 50 m. It appears that it is much more desirable to have this 2000% improvement in 
resolution than a 100% increase in the swath width.
Decreasing the swath width lessens another problem: that of the variation of the resolution cell 
across the illuminated zone. The resolution at the near edge of the ground swath can be more 
than twice the value at the centre, as shown in Table-1. Therefore, if a certain resolution has to 
be maintained as a minimum over the entire swath width, the system bandwidth in this case 
must be more than doubled. When the swath width is small, the variation in the size of the 
resolution cell becomes less significant. Reducing the swath width also decreases the system 
bandwidth, though only slightly.
Another point to be considered is that a reduction in the average power allows an increase in 
the imaging time, which is equivalent to an increase in the swath length. If the assumption is 
made that the amount of energy saved by reducing the swath width may be used to increase the 
swath length, then the total image area is approximately the same as when the wider swath is 
used. It is even possible to reduce the swath width and maintain the same image area while im­
proving the resolution at the same time. As an example, consider Table- 1 and Table- 5, col­
umns 4 and 2, respectively. Both the average power and the swath width have been reduced by 
approximately one half. Therefore, the imaging time can be twice the initial value, so that the 
total image area remains unchanged. However, the resolution was improved by a factor of two, 
from 100 m down to 50 m. If the resolution is high and the image size not reduced, a lot more 
data will be accumulated. The question then becomes one of how much data can be handled by 
the system, and the design problem shifts into the field of the data processing capacity and the 
on-board data handling.
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4.3.2,4 Conclusion
In this section we have been looking at the SAR transmission subsystem. The moslim-portavïtof 
the transmitter components, the high power amplifier, has been identified and discussed in view 
of its impact on the remaining system. The two major classes of HPA technology for the syn­
thetic aperture radar are solid state power amplifiers (SSPA’s) and electronic vacuum tubes. 
SSPA technology is preferable because of the simplicity of operation, good reliability and low 
weight when compared to tube technology. However, when the system power requirements are 
high, the SSPA becomes less advantageous, and a tube amplifier is the better choice. It has 
been suggested that in the design of the MiniSAR, the specifications should be adapted so that 
it becomes possible to implement the HPA using solid state technology. A system study has 
been done in order to identify the key parameters for the trade-off. It was shown that they are, 
the resolution, the swath width, the duty cycle and the peak power. The purpose and nature of 
the trade-offs are summarised below:
1. The main reason for the trade-off is to lessen the peak power so that solid state amplifi­
ers may become feasible in the implementation of the high power stage of the transmitter.
2. An increase in the duty cycle reduces the peak power and therefore the complexity of the 
HPA. However, increasing the duty cycle brings with it the (undesirable) effect of de­
creasing the swath width.
3. The peak power may be reduced by lowering the average power. This can only be 
achieved at the cost of swath width or resolution.
It was found that the best way to achieve the objective of reducing the HPA complexity while 
maintaining good system performance is by increasing the duty cycle and reducing the ground 
swath width. The relative benefit gained by decreasing the swath width is much greater than the 
penalty to be paid. Although the image area is narrowed down slightly in one dimension, there 
is a possibility of having better resolution, using the simpler and more reliable solid state tech­
nology, and of maintaining the overall image area constant.
In spite of the technical advantage, it is desirable for a local SAR mission with limited opera­
tion time, to have a sizeable footprint across-track. The loss in the swath width due to the high 
duty cycle is partly compensated for by operating the system at an unusually low PRF, ac­
cepting the resulting degradation in the azimuth ambiguity noise to signal ratio.
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4.3.3 The Antenna System
The high power energy generated in the radar transmitter is radiated into space at the antenna. 
The antenna forms the interface between the amplifier electronics and free space. This sub­
system consists of the mechanical antenna support structure, the radiator and the feeder system 
with the transmission lines, phase shifters and power dividers. The radiator is a planar array of 
a few hundred elements. Here the shape of the beam is generated. This beam shape is responsi­
ble for the modulation of the signal as a function of angular displacement from antenna bore- 
sight, and it is very important in the question of the ambiguities in the system. In the following 
section we will look at some of the issues involved in the antenna design and provide an esti­
mate of what needs to be expected in terms of its cost and weight. Different methods of imple­
menting the antenna will be compared for their relative merits in terms of the mass, reliability, 
efficiency and cost.
43.3.1 Antenna Technology Trade-off
There are many possible designs for implementing the antenna system. Each has its advantages. 
For the MiniSAR, the priorities are low cost, low weight, and ease of manufacture. We will 
therefore look especially at these points when considering different technologies.
Two design examples will be considered, option (D, where the radiating elements and feeds 
consist of slotted waveguides, and option (D, with a printed circuit board antenna, coaxial feeds 
and power dividers. The following assumptions have been made:
Dimensions: The antenna dimensions have already been discussed in section 4.2.1. The 
antenna consists of five panels, each with the dimensions 700 mm x 700 mm. The panels 
will be approximately 5 cm thick, 2 cm for the support structure and 3 cm for the radia­
tors. The weight of the 2 cm thick honeycomb support structure plus the deployment 
hinges is estimated at 16 kg (14 kg for the panels and 2 kg for the six hinges). In the 
stowed configuration, there must be gaps between the panels, to make room for cables 
and power dividers. Allowing 5 cm for the gaps, the total height of the stowed antenna is 
45 cm. In the case where coaxial cable is used, the height of the stowed antenna affects 
the length of cable required because the feeds need to follow the outline of the panel 
structure both before and after deployment.
Element Size and Spacing: The size and spacing of the elements determines the total 
number of radiators in the array. The spacing between elements should lie between 1/2 
and 1, where 1 is the wavelength. If the spacing is less than half the wavelength, there 
are no nulls in the field pattern. If the spacing is greater than the wavelength, grating
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lobes appear in the main beam. The size of the elements is approximately 80% of the 
spacing.
The block diagrams in Figure 4-8 show two design examples for the MiniSAR antenna. In the 
first option, the radiating elements are slotted aluminium waveguides arranged along the azi­
muth dimension of the array. The waveguides act both as transmission media and radiators. 
The number of elements is chosen so that the spacing is equal to Ig, where Ig is the wavelength 
inside the guide. The wavelength inside the guide is a function of the ffee-space wavelength and 
the cut-off wavelength Ic- The elements need to be spaced apart by Ig in order to ensure that 
they are radiating in phase. Thus, at a Ig of 12.4 cm there are 28 slots. The relative power ra­
diated at each element can be determined by the orientation of the slot. The size of the WGIO 
waveguides allows eight rows of elements. There is one coaxial feed to the centre of the struc­
ture and one divider to distribute the power equally across the width of the array.
In the second option the radiator is a microstrip patch antenna, consisting of 13 rows of 64 
elements each. The element spacing is 0.57 X. The feeds are coaxial cables with 2”-Way power 
dividers. The element spacing was chosen so that the number of elements in the azimuth direc­
tion are a power of two. In the elevation direction, microstrip power dividers are used.
The estimates for the cost, mass and efficiency for the two options are shown in Table 4-8. The 
breakdown is given according to the unit price, weight and losses of the materials. The values 
are based on quotes and data sheets from microwave component manufacturers. When com­
paring the two options, it can be seen that the total mass is similar in both cases, on the order of 
70 kg. This amounts to one third of the total permitted payload mass. The losses are negligible 
in the case of the waveguide array but quite high for the coaxial feeds, up to 3 dB. The overall 
materials and manufacturing cost is very high for the first option. For the microstrip patch an­
tenna, the cost is estimated at several hundred thousand, and for the slotted waveguide array at 
millions of pounds. Therefore the antenna system takes up a large fraction of the overall mis­
sion budget.
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Figure 4-8 Waveguide and M icrostrip Design Options
Slotted Waveguide Antenna 
Option ®
Number of Elements
8 Wave­
guides 28 slots 
 w—
Feed Type
Parallel Series
Network
Wavelength inside 
guide Xg -  12.4 cm; 
Waveguide 
dimensions 
7.2 X 3.4 cm 
Element spacing 
0.7 X A-g = 8.7 cm
Transition Coaxial line Slotted
joints and 8-way waveguides
divider (radiators)
PCB Microstrip Antenna 
Option ®
Number of Elements
64 13
Feed Type
Parallel 
— ^----
Series 
— ^ —
Network
2^ - Way Coaxial Microstrip
power transmission power
dividers line splitters
Element spacing
0.571
For determination 
of path losses: 
Total cable length 
in a single 
transmission path is 
3 m.
Number of dividers 
in a single path is 
three.
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Table 4-8 Cost ami Mass Estimates fo r  the S/IR Antenna 
OPTION (DSlotted Waveguide Antenna with Serial Feeds
C.'omponeiit» Copper Waveguide Connector r Cable & Dividers
Ouanlity WGIO, 8x5x700 mm 8 3.5 m& 1x9 (IB
Unit Price ‘ Wcigtit £270 .912 kg/m £200 3.6 kg i,:.. ...... - ;|i|j
Subtotals jgii::; £7560 £1600 29 k& i f  i v  £218 l i i i i i i i i l i
<0.5 dB
Support Structure Cost
Weight
£200,000
£200,000 + £9378 
+ Manufacturing Cost (v. high)
OPTION (S)Microstrip Antenna with Coaxial Feeds
Components Cable Dhiders Substrate
Quantity
Losses
50 m (Heliax Foam Dielectric) 
15 dB/IOOm
lx3dIL 2x6dB ,8x9dB
dividers
2.45 n f
Total Losses 2 - 3 dB
Umt Price/Weight £5/m 0,22 £200 0.650 kg to be dc- iti:: 15
kgm termined kg/m®
Subtotal* £250 11 kg £2200 , 7.15 kg l.b.d. 37 kg
Support Structure Cost and £200.000 16kg
Weiglrt
Total Cost/Weight £200,000 + £2,450 + substrate 71 kg
+ Manufacturing cost (low)
In order to illustrate the advantages and disadvantages of the two technologies. Table 4-9 
shows a comparison between the two designs with respect to some of the design parameters and 
identifies some of the problems inlierent in each design.
Table 4-9 Advantages and Disadvantages of Slotted Waveguide and Microstrip Antenna
ANTEN.NA SYSTEM TKADJi (D
TABI.E Slotted Waveguide Antenna with 
Serial Feeds
Microstrip Antenna with Coaxial Feeds
i) Volume Low.:' Medium „V, y ,  ■ • ,q -
11} Mass Medium Medium V' ■ ' ' ' ' '<i
iii) Eniciencjr High
Very high
V) Additional Features Rigid hence is partly its own support Feeds can be connected directly to radiating
stnicturc; elements; _
Feeders and radiating elements combined W^avelength inside cable is shorter than in free
in one. space.
vi) Problems Difficult to match waveguides exactly at Need to prevent cable from being trapped during .
discontinuities aller deployment. deployment, , • , * 
Cable slack afrcr deployment: Bends in cable 
aflect plia.se shill.
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The comparison of the two options shows that the mass and the volume is similar in both cases. 
The main advantages of the waveguide option are its rigidity, phase stability and good effi­
ciency. The disadvantage is the high cost. A design problem here is the discontinuity in the 
waveguides because the antenna is folded upon launch and deployed in space. If the waveguide 
sections do not fit onto each other exactly, there will be energy radiated into space at that loca­
tion, and standing waves will be generated inside the waveguide, which will interfere with the 
radiating pattern and energy. Either the waveguide sections need to be manufactured specifi­
cally to overcome this problem, or some form of connection such as a rigid rotary joint or 
flexible waveguide need to be used.
The design with the microstrip antenna and coaxial cables is not as good in performance as the 
waveguide option. Because the losses are high, the system will operate at a lower overall effi­
ciency and requires more power. The coaxial cables create a problem with the deployment of 
the antenna. Firstly, they must be arranged in such a way that they will not be trapped between 
the panels during deployment. Secondly, it cannot be prevented that the cables will be moved. 
This changes the phase shift of the wave travelling down the cable. However, the materials can 
be obtained off-the-shelf, and the antenna is very easy and cheap to build. Thus for a mission 
where low cost is one of the main drivers, the second option might be preferable, despite the 
disadvantages.
The above options are just two examples. The final design may be different. However the ra­
diator itself will most likely be a microstrip patch array, but possibly with rigid waveguide 
feeds instead of the coaxial cable. The topic still requires a substantial amount of more study in 
order to produce a feasible design of the antenna subsystem. Areas to be investigated are:
1. The modelling of the beamshape and the corresponding arrangement of the elements.
2. The phasing and amplitude weighting of the elements.
3. The proper design of the microwave interfaces.
4. How to integrate the high power amplifier with the antenna system, especially if solid 
state power transistors are used.
5. The overall efficiency and power consumption of the payload, and the platform re­
sources.
6. Power saving measures.
7. How to minimise the manufacturing cost.
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4.3.3,2 Conclusion
This section looked at two possible ways of designing the antenna for the MiniSAR. It com­
pared the two options with respect to their system requirements and performance and provided 
an estimate of the mass and power to be expected, and listed some of the problems that will 
need to be dealt with.
It was shown that the antenna system will require a large fraction of the overall cost and mass 
budget, that it is important in determining the overall system performance, and that its devel­
opment will be very labour intensive.
4.3.4 The SAR Receiver Subsystem
The receiver amplifies the echo signal, down converts it to baseband, digitises the signal and 
stores it in a buffer memory, where the image processor can access it. The SAR receiver has 
some special features, such as the receiver protector and the variable gain amplifier. It also re­
quires a fast memory access device in order to digitise and store the data as it comes in. Of in­
terest to the system are the receiver noise figure and the size of the limiter, the ADC losses and 
word size and the access speed of the on-board memory. The following sections show a block 
diagram of the receiver and give a description of its components.
4.3.4.1 Receiver Architecture
In this section, we will look at the components in the receiver, and find out what effect they 
have on the system in terms of noise temperature and mass. In Figure 4-9, the block diagram of 
the receiver is shown. It consists of three stages, the RF, IF and Video (baseband) stage. At the 
front end is a protecting device, or limiter, and the output of the receiver leads to the analogue 
to digital converter and buffer memory.
The limiter protects the receiver against high power spikes entering it from the nearby trans­
mitter. The limiter is designed to allow a low signal to pass with ideally zero attenuation, and to 
present a short-circuit to high power signals. The level of isolation required from this device is 
high in proportion to the output power from the transmitter. The receiver power rating is of the 
order of one watt, whereas the peak transmitted power can be several kilowatt. The isolation 
required between the transmitter and receiver in this case is of the order of 30 - 40 dB. There 
are a number of sources for the high power signals that may enter the receiver. Firstly, the 
three-port circulator that directs the high power signal to the radiating elements is not perfect 
and allows some of the signal to leak into the receiver. Secondly, mismatches in the impedance 
at the antenna cause power to be reflected back into the receiver. Thirdly, in the case when an
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electron tube amplifier is used, breakdowns can occur, and high power spikes are reflected into 
the receiver. Thus the isolation required from the limiter depends on the output power, the im­
pedance mismatch in the antenna, and the type of HPA used. Solid state PIN diode modules are 
capable of providing the high power isolation needed. The greater the isolation required, the 
bulkier is the package. At low powers (< 1 kW), the size and volume of the limiter are small.
Figure 4-9 SAR Receiver Architecture
LNv Mixer
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Following the limiter are the down conversion stages. Each stage consists of bandpass filters 
and amplifiers. Both the baseband and IF frequency multipliers are derived from the stable lo­
cal oscillator, to preserve the phase information in the signal. The low noise amplifier (LNA) is 
designed to give good signal amplification with minimal added noise. The noise figure of the 
LNA is a key factor in establishing the overall system signal to thermal noise ratio. A typical 
noise figure is 3-4 dB at L-band, and 1 to 1.5 dB higher at C-band. The noise figure is used to 
compute the equivalent system noise temperature for the SAR which is one of the parameters in 
the radar power equation and helps to determine the required average power. The noise figure 
is given by
F  = 10 log
SIN , Equation 4-3
.S /N J
where S/Ni and S/No are the signal to noise ratios at the input and output of the low noise am­
plifier, respectively. The equivalent noise temperature can be found from the noise figure, by 
the equation;
j  j   ^ Equation 4-4
where Te is the equivalent noise temperature, and Tamb is the ambient temperature. The system 
temperature Ts is a combination of the receiver and antenna noise temperature. Typically, the
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antenna noise and ambient temperature are 290 K. With a 4 dB receiver noise figure the system 
temperature is:
Ts = Te + Tamb = 438 + 290 »  730 K
The variable gain amplifier sets the quiescent gain for a particular data acquisition sequence. 
At this stage there may also be included sensitivity time control or automatic gain control. The 
sensitivity time control, as the name suggests, adjusts the receiver gain as a fimction of time 
between transmit pulses. The slant range from ground to radar varies across the swath, and this 
variation in distance relates to the time delay after which the echo is received. The relative echo 
power depends on the slant range as well, so that signals from the far edge of the swath are at­
tenuated a lot more than those at the shorter slant ranges. Time sensitivity control is an attempt 
to compensate for this.
The baseband amplifier provides the interface between the receiver output and the ADC input. 
The gain of this amplifier is set to obtain the maximum signal to distortion noise ratio in the 
ADC. The signal to distortion noise ratio is a function of both the quantisation noise and the 
saturation noise power in the ADC. The gain setting depends on the input signal power and the 
number of bits per sample. rj
At the baseband stage, the sam ple^^a^s doubled by taking the in-phase and quadrature com­
ponents of the signal. This doubles the number of channels but halves the sample rate required 
in the ADC. The criterion for the complex sample frequency becomes:
f ^ > B ^  Equation 4-5
Where Br is the system bandwidth. The oversampling factor is generally 20%. The number of 
bits per sample is between 1-5 and depends on the dynamic range and radiometric resolution 
requirements of the final image, but also on the available memory storage. The data is then 
stored in the buffer memory where it can be aceessed by the data processor.
The problem with the ADC word size is, that 5 bits are generally insuffieient for the dynamic 
range in the ground brightness temperature. This variation is distributed globally through sur­
face features of widely contrasting backscatter cross-section, but also temporally through 
weather dependent features such as changes in the sea surface roughness. For instance, the 
ER.S-1 ADC which uses five bits gets saturated over the ice regions of Greenland.
A simple solution to the problem is to use an analogue block adaptive quantiser, as shown in 
Figure 4-10.
4-38
Figure 4-10 Analogue Implementation o f  the Block-Adaptive Quantiser
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The signal comes in from the receiver and is split into two channels. One carries the data, the 
other a low power reference signal. The data is sampled at a high sampling frequency and low 
bit number, say 10 MHz and four bits per sample. The reference signal is sampled at a much 
lower frequency but with more bits per sample. The mean value from a number of these sam­
ples is used to set the variable attenuation of the data channel. The reference signal is also 
stored in memory with the data, so that the adjustment can be compensated for in the data 
processing. This type of system tries to make an optimal use of the available ADC dynamic 
range. Its disadvantage is that the reference signal compensates the attenuation of the block 
following the one from which it has been derived.
The data rate coming from the ADC is so high that a special device must be used to store the 
echo signals, in order to speed up the memory write operations. The configuration is shown in 
Figure 4-11.
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When the ADC starts operating, the central processor hands over the controls to the direct 
memory access controller which allows the data to bypass the CPU and be stored in memory 
directly. The high density data recorder is a 3-D solid state stack memory. It allows a large 
amount of memory to be stored in a very small volume. For example, a card of 5 mm thickness, 
30 mm height and 120 mm length can hold 40 Mbytes of memory.
The losses in the ADC are relatively high, of the order of 3 dB. This figure combined with the 
losses in the aperture elements, the transmitter, the transmission links and propagation through 
the atmosphere add to the total system losses. Typically they are 8 - 10 dB. The system losses 
are one of the inputs to the radar equation to determine the power requirement.
In summarising, the receiver is a low-power and comparatively lightweight subsystem which 
requires only a few watts to operate, and it affects the overall system performance through the 
losses and signal to thermal noise ratio in its components.
4.3.4.2 Conclusion
The receiver of the SAR is similar to a typical communications receiver, with some special 
features. The important elements are the limiter protector, the low noise amplifier, the analogue 
to digital converter (ADC) and the high speed memory access controller.
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The limiter has to provide high levels of isolation in order to protect the receiver from damage, 
especially if an electronic tube amplifier is used, because of the high energy spikes and possible 
breakdowns associated with these devices.
The low noise amplifier and the ADC contribute to the system noise temperature and the sys­
tem losses, both of which affect the power requirement. Typically for a SAR system, the noise 
temperature is 700 - 800 K, and the losses 10 dB.
The ADC has a high sampling rate because good range resolution requires a wide signal fre­
quency band. In order to store the data as fast as it comes in, the ADC is given direct access to 
the buffer through a memory access controlling device.
4.4 System Specification
We proceed to make an estimate of what the system requirements will be for the SAR payload. 
The areas which will be discussed are the operating point, the power budget, the mode of op­
eration, the platform attitude control specification and the processing requirements. The esti­
mates are based on the mission specification and the platfonn constraints as summarised in 
Table 4-10.
4.4.1 Calculations
In section 4.3.2.3, the system requirements have been calculated for different values of swath 
width and range resolution at a PRF of 3 kHz. The calculations are based on the model of a 
perfectly spherical earth.
Table 4-10 System Parameters 
a) Mission Requirements
A/,ïmmh resolution P»
j:\loog-track swath length. S „
Average daily image area 
Data delivery time 
Kumhi* of azimuth looks M„
Number of range looks, N,
iijHijiEigiEiiiiiijihpEiBhhiiipEH 
Noise-equivalent backscatter coefficient
Ambiguity noise to signal ratio, range, a/imuth, AAXSR, R ANSR
100 m 
ilSo m
100 km
15Ô.U00 km
'^AzodB
-15'd
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Table 4-10 continued 
b)Minisatellite Constraints
500 km
94.6 mm
7.61 km/s
;i:rbS:œ¥rarS':iiirrrV-
or 134 WWS
00 w
V • 1-
0 Mbytes 
0 Mbps
0.7 m
c)Preliminary System Specification 
Duty cycle
Puise Repetition Frequency, fp 3k lïz
Number of azimutlL looks, N^ 
Number of range looks, Nn 
Average RF power P„
si#
Dr
100 m 
8
77 w
383 W 
5.326 MlLi
.length,. 
Antennftwidtli,ww
1 xwk angle lit centze ol swalh width, «w  
Etevaticm beamwidth, t  
% Increase in pr al near edge of swath
100 
67 us
0.460 n 
16.3=
10.4“
48%
In Table- 4 of Figure 4-7 in section 4.3.2.3, we find the example where the swath width is 
100 km. Most of the system requirements for the SAR payload at 100 m resolution can be read 
from this table. The values are shown in Table 4-10, and they will be briefly discussed. In the 
course of the discussion, some of the values may be altered. For the purpose of clarity, the 
system specifications and minisatellite constraints are included in the table as well. The re­
maining parameters will be evaluated in the following sections.
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4.4. h 1 Operating Point and Look Angle
The first thing to determine is the operating point, that is the pulse repetition frequency and the 
look angle of the radar. Both the PRF and the look angle have an effect on the system ambigui­
ties. The PRF limits and the ambiguity criterion have been discussed in section 3.7.
In the proposed system the operating PRF has been made a function of the azimuth processing 
bandwidth in accordance with Equation 3-64. With eight azimuth looks , 100 m final resolution 
and a platform velocity of 7.61 km/s, the azimuth processing bandwidth Bp is.
Bp = (7.61 X 8) / (100) = 0.609 kHz
The pulse repetition frequency, with 20% oversampling, will be (see Equation 3-64):
1.2 X (0.609 / 2 + 7.61 / 3.5) = 3 kHz
The diamond diagram in Figure 3-12 shows the ground swath regions available at a 3 kHz PRF 
and 20% duty cycle. The further away the region is from the nadir, the smaller is the possible 
swath width. For maximum swath width the first window must be selected which lies between 
100 and 200 km distance from nadir. The look angles at the near and far edges and the centre 
of the swath are, 11.0°, 16.3°, and 21.4°, respectively. The aperture area as given in Table 4- 
10 is 3.5 m X 0.460 m = 1.61 m^ . This must satisfy the ambiguity criterion given by Equation 
3-61.
The approximate value for the mean slant range R can be found fi"om the altitude and the look 
angle, assuming a fiat earth:
R = H / cosoms = 500 / cos(16.3°) = 521 km
Then using the values given in Table 4-10, the ambiguity criterion is:
Wa 4 ^ 4(7.61 X 521 X 94 X tan(16.3°) / 3e5) m  ^= 1.5 m^
But Wa 4 is 1.61 m ,^ so that the inequality holds true. Thus the basic ambiguity requirement for
the system is met as far as the aperture dimensions and the operating wavelength are concerned. 
The hardware is capable of supporting very good levels of ambiguity noise to signal ratio. The 
reason why the MiniSAR has a degraded ambiguity performance is because other factors are 
taken into account; the duty cycle has been increased in order to reduce the peak power, while 
at the same time maintaining a wide swath across-track. As a consequence the PRF has been 
reduced and this increases the azimuth ambiguity noise to signal ratio.
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4.4.1.2 Target Illumination Time
The target illumination time depends on the azimuth spatial resolution, the number of azimuth 
looks and the azimuth processing bandwidth. The relationship can be derived from Equation 3- 
38
ÀR Equation 4-6
where paz = single-look resolution for the given azimuth processing bandwidth. 
Replacing Ls by VsZ, and paz by Vs / (Bp x Naz), the integration time is:
Z = XR X Bp / 2Vs  ^= 94 X 521 X 0.609 / 2 x (7.6i f  = 258 ms 
The integration time is important in determining the azimuth block size in the processing.
4.4.1.3 Elevation and Azimuth Beamwidth
This section discusses the beamwidth in the elevation and azimuth direction.
From Equation 3-1, using a constant factor of 0.89 for the rectangular array, the azimuth 
beamwidth 0wa of the physical array is:
Gaz = 0.89 X (0.094 / 3.5) x 180/tc = 1.4°
The corresponding ground extent of the illumination in the azimuth direction is approximately 
given by RGwa
RGwa = 0.89 X (0.094 / 3.5) x 521 km = 12.5 km 
This is the maximum possible length for the synthetic aperture Ls.
The elevation beamwidth of 10.4° (Table 4-10) has been tailored to the range swath width Swr- 
This is given by Equation 3-4 for uniform aperture illumination:
Swr = 0.89 X 521e3 x 0.094 / [0.460 x cos(16.3°)] = 100 km
The total allowed aperture width is 700 mm, however the design only requires 460 mm. It 
would be possible to use the full width of 700 mm and employ some form of beam weighting. 
The general effect of the weighting on the main beam is to make it broader and flatter with a 
faster drop-off at the edges. The sidelobe levels are reduced. The broadening of the mainlobe is 
equivalent to a reduction in the gain, therefore, to achieve the same relative gain it is necessary 
to increase the width of the antemia when beam weighting is used. The beam weighting makes 
the antenna design more complex but it is advantageous because it causes the ambiguous signal
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levels from adjacent swath windows to be attenuated more strongly. Making use of the entire 
permitted aperture width and evaluating the ambiguity levels for different types of beamshaping 
is a subject requiring further study.
4.4.1.4 Average Power
This section examines how the spacecraft can cope with the power requirement of the payload. 
We can calculate the average transmitted power using Equation 3-47 :
_ AnR^X-kTsL-Vs Equation4-7
where the factor k is Boltzmann’s constant, 1.38e-23 J/K. The following values are as­
sumed:
Ts = 745° K 
L/-n^ = 7.5
S/N = 1 at nominal backscatter Cq = 0.01
The mean slant range R has been found in the previous section and is 521 km. The remaining 
values are shown in Table 4-10, and the average RF power is 77 W. Assuming a 25% overall 
efficiency to allow for DC-to-RF conversion and any other unknown factors, the total DC 
power required is about 300 W.
If it is important that a certain resolution is guaranteed over the entire swath width, then the 
deterioration in spatial resolution at the near edge of the swath, must be accounted for. The 
nominal 100 m range resolution can be replaced by the smaller value:
p r ’  = pr X sinOns / siUOms
Where ccns and a^s are the near-swath and mid-swath look angle, respectively. The near-swath 
look angle for the present design is 11°. Then the new range resolution at midswath is pr’ = 
68 m. The average power must be increased as well:
Pav = 77 x 100/68 = 113W
And the required DC power correspondingly becomes approximately 0.5 kW.
The power levels that can be supplied by the platform have been discussed in section 4.2,2. At 
28 V, the payload requires (assuming the second case):
5 0 0 /2 8 =  18 A
This is just the maximum power available for the payload.
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4.4.1.5 Peak Power and System Bandwidth
The peak power and the system bandwidth are related to each other. We will look at both in 
this section.
The system bandwidth can be calculated using Equation 3-56:
= K t Equation 4-8
where x = transmitted pulse length 
K = the frequency rate of the transmit pulse.
The system bandwidth is related to the resolution by Equation 3-41:
c Equation 4-9
P r 2B^ sin a
Using the smaller angle Ons = 11° in order to ensure 100 m resolution overall as the minimum, 
the system bandwidth becomes:
B r  = 3e8 / [100 X 2sin(l 1°)] = 8 MHz
The peak transmit power is given by Equation 3-43 :
P t = 113 X 1 / (3e3 X 67e-6) = 562 W
It may be possible to implement this level of peak power using solid state technology. It is a 
question which forms part of the system design and development of the SAR transmitter and 
has been discussed in section 4.3.2.3.
4.4.1.6 Operating Time
The operating time is ultimately limited by the data handling and power capacity of the space­
craft bus. The purpose of this section is to establish just how severe this limitation is in terms 
of the available power. The other constraint will be examined in section 4.4.2.
The total energy available to the payload per orbit is 63 WHr. For a 100 km long image per 
orbit and at a platform velocity of 7.61 km, the payload needs to operate for only 15 seconds. 
The power consumption is, 0.5 kW, so that the total energy consumed per orbit is 2 WHr. This 
is only 3% of the available amount. The operation time could easily be increased by a factor of 
ten. This would mean that a swath length of 1000 km could be observed in one orbit, instead of 
only 100 km.
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The total battery capacity if fully discharged could provide 500 WHr. The SAR payload will 
have a negligible impact on the battery if it only operates for 15 seconds. It could easily operate 
for ten times as long without seriously straining the battery.
The conclusion is that the radar operation time of 15 seconds is very small in terms of the sat­
ellite power budget and battery capacity, and could be increased; alternatively, there is scope 
for improving other performance parameters such as the resolution.
4.4.1,7 Ambiguity Noise to Signal Ratio
The range ambiguity noise to signal (RANSR) ratio still needs to be determined. The azimuth 
ambiguity noise to signal ratio (AANSR) is -12.7 dB. Curlander [Curlanderl991] given the 
equations for estimating the AANSR and RANSR:
CO . . Equation 4-10
ni=-co
A A N S R  = —
-^/2
^ Equation 4-11
E  \G A t,+ n T ^ )d K
R A N S R  = —
J o / k K
In the range direction, the ambiguities at a given slant range R are echoes arriving from ranges 
at R ± n X 2c / PRF, where n is an integer. In azimuth, the ambiguities are the components 
from the spectra centred at ± mPRF (m is an integer) which fold into the processing bandwidth. 
The ambiguity signal to noise ratio is a measure of how strongly the unwanted signals are at­
tenuated with respect to the desired echoes.
4.4.2 Processing Requirements
In this section the computational complexity of the MiniSAR data processing is examined. One 
of the mission requirements is a short image delivery time. In order to meet this requirement, 
on-board processing must be considered. There are other factors affecting delivery time, such 
as the location of the ground station. If there is only one ground station, the time between 
transmissions is determined by the orbit period which is about one hour and a half. The time
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before an image can be transmitted depends on how long it takes until the ground station ap­
pears in the satellite footprint after the image has been taken. If the processing can be done on 
board, and if the requirements are known, the ground station can be so placed as to allow for 
the processing and to receive the data within as short a time as possible. Firstly we need to 
know whether on-board processing is feasible at all, from the point of view of data rates, avail­
able memory and processing power. Secondly, the benefits of on-board processing need to be 
evaluated. What will be the effect on the downlink? If the processing does not reduce the 
amount of data to be downloaded, there is not much cause for doing it on board, except for the 
reason that it may save time. The following sections show how the computational complexity 
and storage requirements for the SAR data can be estimated.
4.4.2.1 System Specifications
The processing requirements of the MiniSAR depend on its system specification. In contempo­
rary spacebome SAR systems the processing is done on ground rather than on-board. The rea­
son is that there is a vast amount of data to be processed; in addition to this the incoming data 
rate is very high. The incoming sample rate is typically 20 MHz instantaneous, and 12 MHz 
average. The sensor operates for several minutes, so that the total data amounts to something 
like 10^  three- to five-bit words. In contrast, the MiniSAR wants to cost a lot less than these 
large missions, yet employ on-board processing. It attempts to achieve this by trading system 
performance against computational complexity and memory requirements. There are four fac­
tors affecting the processing requirements. These are, the ground resolution, the ground swath 
width, the SAR operation time (equivalent to swath length), and the image quality (radiometric 
resolution and dynamic range). Each of these parameters has its effect on the processing re­
quirements. They are listed in Table 4-11.
Table 4-11 System Parameters and their Effect on Computational Complexity
: System Parameters Effects Processing Requirements
Ground Resolution a) Incoming, instantaneous data rate (system a) ADC rates and memory access times
bandwidth) iiP S :: b) Processing memory size
b) Range block si/c b,c) Buffer memory size and number of floating
c) I’otal amount of data point operations
tSwath Lengtli and Widtli - ; Buffer size and number of FLOP’S  ^ i /
Radiometric Resolution .\7imutl1 bandwidth a,b) Buffer size and number of FLOP’S
a) Total amount of data b) Processing memory size
b) Azimuth block length
Dynamic Range -Ç-'_
0 l i f e '
3 Buffer size Pv
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We will start the discussion of the processing requirements for the MiniSAR with a brief over­
view over the type of operations that need to be carried out on the data.
4.4.2.2 Processing Sequence and Operations
In this section we will show the data processing sequence from the receiver output to the first 
stage of the completed image (i.e. before geometric corrections and radiometric calibration) and 
the computational operations necessary for each process.
The echo signal at the receiver output is basebanded and digitised. Because the data rate is too 
high for the on-board processor to cope with, the output of the analogue to digital converter is 
first dumped in a solid state data recorder. This involves just memory write operations. The 
raw data from the ADC is not in the required form for computational operations, and needs to 
be formatted first into 8 byte floating point numbers. The processor can convert a 32-bit signed 
integer into a floating point number in a single instruction, but the raw data is not normally in 
the right format, and needs to be converted into integers first. The data formatting requires 
memory read and write operations. Because the floating point format takes up more than 8 
times as much memory as the original data, only one data block is formatted and processed at a 
time. Otherwise, there would not be sufficient memory available on board.
Before processing, the data block is passed through a presumming filter. The purpose of this 
filter is to reduce the number of azimuth samples. The azimuth sample rate (equal to the system 
PRF) is often higher than that required for the processing Doppler bandwidth. Especially is this 
the case in a low resolution system. The presummer, as the name implies, is essentially an ad­
der combining a fixed number of samples into one, by floating point addition. Strictly speaking, 
the presummer must be both preceded and followed by a memory comer turn operation. The 
filter needs row-by-row access to the data matrix, but the preceding and following operations 
are column-by-column. The comer tum is equivalent to taking the transpose of the data matrix. 
It requires a certain amount of processing memory, and read/write operations.
After presumming, the data is range compressed. Firstly, the forward FFT of the data block is 
taken, then it is multiplied by the range reference function, then the inverse FFT is taken. This 
process consists of floating point adds and multiplies. The range compressed data is then rear­
ranged into the order suitable for azimuth processing.
At this stage, range migration correction is applied. It consists of interpolation between samples 
and a repositioning within the data matrix. The interpolation is essentially a resampling of the 
data and requires floating point adds and multiplies. Tlie repositioning consists of memory 
reads and writes. Then there follows another memory comer tum or matrix transpose, because
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for the azimuth decompression the data needs to be accessed row-by-row. Then the azimuth 
deramp is applied to the transposed data matrix. The data is first multiplied by the azimuth ref­
erence fimction, then it is transformed by a forward FFT. These operations require floating 
point adds and multiplies.
Now the image is fully compressed in both dimensions. However, the pixel values are still in 
complex form, and the image is fan-shaped. This fan-shape arises from the fact that the radar 
looks to the side, so that the aperture illuminates a wider area at the far end of the swath than at 
the near end. This fan-shape can be corrected and squared by resampling the data. In order to 
change the complex magnitude pixels into real numbers representing intensity (equivalent to 
power), the image needs to be ‘detected’. Detection is the addition of the square of the real and 
imaginary parts of the complex samples. But because the phase information is now lost with 
the samples only representing magnitude, the sample space needs to be doubled in both dimen­
sions in order to keep the amount of information constant. The doubling in two dimensions 
means that the total data is quadrupled. The sample space is increased by interpolating between 
data points. Both the resampling and the detection require floating point adds and multiplies.
After detection, the multiple looks are averaged in order to reduce speckle at the expense of 
spatial resolution. This operation is a simple summation, and requires floating point addition. 
Thus the SAR data processing can be summarised as consisting of nine major operations,
1. data formatting
2. presumming (optional)
3. range compression
4. range migration correction
5. data matrix transpose
6. azimuth compression
7. resampling
8. detection
9. multilooking.
4.4.2.3 Calculating the Processing Requirements
The calculations for the data handling requirements are shown below, according to the se­
quence of the processing stages. In order to recall the settings against which the requirements 
are determined, the system specifications are shown in Table 4-12, with those parameters that 
are relevant to the data processing.
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Table 4-12 System Specifications
Spacecraft altitude (H, km) J 500 ■ Spacecraft velocity (Vs, km/s), «m* . -jS
1
Full range resolution (m) 100 Full azimuth resolution (p^, m) i^ 12.5
Processed range resolution (p,, m) 100 Processed azimuth resolution (m) g  | '
Pulse Repetition Interval (T,„ (.is) ia33;;Ki| Pulse duration (x, (.is)
Available echo window (Tp, ps) 333 Actual sample window (Tp - x, (js)
Look angle at near swatli edge (°) iliiuL-i Range bandwidth, allows 100 m resolution at near edge, better 
elsewhere, with 25% oversampling (Hr, MHz)
Swath width (SW, km) -100 Imaging duration for 100 km swath length (sec)
Azimuth bandwidtii with 25% oversampling (Bp 
Hz)
750 Target illumination time (taking into account oversampling. Z ms)
Azimuth system bandwidth (Hz) 609 1 Range system bandwidth (MHz)
4.4.2.3.1 Buffer Memory and Block Size
Table 4-11 contains all the information needed in order to calculate the processing require­
ments. We can start by determining the amount of memory needed to hold the incoming raw 
data. The total data depends on the image size and resolution and the ADC word length. We 
assume that the ADC word length is 4 bits, and that two samples are stored in a single byte, in 
order to make the best use of the available memory.
The total data for a 100 x 100 km swath is,
Br X sample window x image duration / Tp x No bytes per complex sample =
10 X 266 X 15 / (333 x 1) Mbytes = 120 Mbytes
The samples are first converted into floating point format. That is, two words from the ADC 
output, representing a real and imaginary value and taking up one byte of memory, are com­
bined into one complex sample. The operation increases the data eight times, for each complex 
sample requires eight bytes in floating point representation. The on-board memory could not 
cope with this flood of data if all the samples were at once converted into floating point num­
bers. Therefore the samples are processed in blocks while the bulk of the data remains in the 
buffer in its raw format. The data block has a two dimensional extent and can be thought of as 
a m X n matrix. The range samples are arranged in rows, the azimuth data in columns. The 
azimuth dimension is given by the integration time (also called filter time constant or synthetic 
aperture length); one echo window (i.e. one pulse repetition interval) is equal to one azimuth 
sample. In the range dimension, the block size is given by the number of samples per echo win­
dow. The range is sampled at the system bandwidth (10 MHz).
The dimensions are:
a) in azimuth.
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z  / Tp = 318 X 1000 / 333 = 955 « 1000
b) in range,
Br X (Tp - t )  = 10 X 266 = 2660 »  2700
The block size is:
1000 X 2700 = 2.7 Msamples
or in bytes:
1000 X 2700 X 8 = 22 Mbytes, 
where each complex sample takes up 8 bytes of memory.
Therefore the buffer must be capable of holding some 120 Mbytes, and the processing memory 
must hold at least the size of one data block, which is 22 Mbytes.
4.4.2.3.2 Presumming
The data is presummed in order to reduce the block size and therefore the processing memory 
and computation time. It means combination of a number of samples into one by addition. The 
presumming decreases the azimuth sample rate. This is permissible, because the azimuth data 
is sampled by the system PRF, which is much higher than the required bandwidth for process­
ing. The PRF is 3000 Hz, but only 750 Hz are needed to obtain the 100 m azimuth resolution 
at eight looks. The 750 Hz assume oversampling by approximately 25%. Thus the azimuth 
sample space can be reduced by a factor of four. The complex samples are added four-by-four.
There is one complex add per input sample, which is two real floating point adds.
2700 X 1000 X 2 = 5.4 MFLOP’s
The data block is now reduced in size, from 2700 x 1000 to 2700 x 250, which is
0.675 Msamples. Thus the presumming takes up 5.4 MFLOP’s per block, and reduces the 
block size to 0.675 Msamples or 5.4 Mbytes.
4.4.2.3.3 Range Compression
For range compression, two FFT’s are needed, one forward and one inverse, and one multipli­
cation. The transforms require approximately 5N log2 (N) real floating point operations for an 
N-sample complex FFT [Curlanderl991, pg 556], and 5 log2 (N) FLOP’s per complex sample. 
The generation of the reference function also takes a number of floating point operations, but
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these are insignificant in comparison to the other operations, because only one reference func­
tion is required for the entire aperture.
For 2700 range samples, the nearest power of 2 is 4096. Therefore, let log2(2700) be approxi­
mated by log2(4096) = 12. For one data block, the two FFT operations take:
2 X 250 X 2700 x 5 x 12 = 81 MFLOP’s
The complex multiplies are made up of two real adds, and four real multiplies. There are six 
f l o p ’s per sample. For one data block we have:
2700 X 250 X 6 = 4.05 MFLOP’s
The total number of operations for the range compression is, (81 + 4.05) MFLOP’s = 81.05 
MFLOP’s.
4.4.2.5.4 Range Migration Correction
The linear range migration correction is a resampling in one dimension. Therefore, for a four 
point interpolator with complex samples, the computations are, 4 adds, 4 multiplies, multiplied 
by two for real and imaginary, i.e. 16 in total.
2700 X 250 X 16= 10.8 MFLOP’s
The range migration correction requires 10.8 MFLOP’s per block and some memory read/write 
operations.
4.4.2.3.5 Azimuth Deramp <
The azimuth deramp consists of one multiplication and one forward FFT. The reference func­
tion needs to be updated every few range gates. In the worst case, there are seven FLOP’s per 
sample. The requirements for the FFT and the multiplication have already been calculated 
above for the range compression.
The processing requirements for the deramp procedure is then:
Reference function update:
2700 X 250 X 7 = 4.725 MFLOP’s
Forward FFT:
250 X 2700 X 5 X 12 = 40.5 MFLOP’s 
Reference function multiplication:
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2700 X 250 X 6 = 4.05 MFLOP’s 
In total, the deramp operation takes 49.275 MFLOP’s per block.
4.4.2.3.6 Two-Dimensional Fan-shape Resampling
The resampling is the equivalent to an interpolation between pixels, similar to the range migra­
tion correction. Normally the four adjacent samples to a particular point are added and multi­
plied by a weighting function. In two-dimensional interpolation, less computations are needed if 
the process is split into two one-dimensional operations. Then, for N samples, only 2N opera­
tions are needed rather than N .^ In the process of the fan-shape resampling, the oversampling 
factor is averaged out. However, for detection, the sample space needs to be doubled in both 
dimensions. This means that the total number of samples is quadrupled. Detection yields real 
values and therefore requires twice as many real samples as complex ones. In order to properly 
resolve targets the radar needs two samples for each pixel. The reason for this is that the radar 
is a bandlimited signal, whereas optical systems are spatially limited.
In a four-point interpolator, for each sample, four adds and four multiplies are needed. The to­
tal is twice multiplied by a factor of two, in order to account for 2-dimensional resampling and 
for complex samples. There is an additional factor of four, because the sample space has been 
quadrupled. Then the number of FLOP’s per sample are,
(4 + 4) X 2 X 2 X 4 = 128 FLOP’s.
For an entire block, the number of FLOP’s are,
2700 X 250 X 128 = 86.4 MFLOP’s
In order to find the block size after the resampling, the initial sample space must be multiplied 
by four and divided by the square of the oversampling factor. The oversampling factor is ap­
proximately 1.25. Thus, the block size has become:
2700 X 250 X 4 / 1.25  ^= 1.73 Msamples; in order to obtain Mbytes, multiply this number by 
eight to get 13.8 Mbytes per block. Note that in this format, there is about five times as much 
data as originally produced by the ADC.
Thus the resampling process requires 86.4 MFLOP’s per block and increases the block size to 
13.8 Mbytes.
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4.4.2.5.7 Detection
Detection consists of adding the square of the complex and real magnitudes, to yield a real 
value in the unit of intensity (power). Each sample requires two multiplies and one addition, so 
that there are three FLOP’s per sample. Then for the entire block, the operations are:
1.73 X 3 = 5.19 MFLOP’s
Detecting the image requires 5.2 MFLOP’s per block.
After detection, the number of bytes per block is halved. Now the samples only have real mag­
nitude and no longer an imaginary component. Therefore, each sample takes just four bytes 
instead of eight, so that there are now 6.91 Mbytes per block. The number of samples is still 
1.73 X 10^
4.4.2.3.8 Multilook Processing
Following the operation of detection, the total amount of data is much larger than was origi­
nally stored in the buffer memory. This is due to the fact that the final word size per sample is 
32 bits instead of the mere 4 bits of the ADC. Even though the total number of samples is much 
reduced, the net effect is an increase in data. Therefore in terms of the downlink bandwidth, 
nothing is gained at this stage; on the contrary, the on-board processing has brought a disad­
vantage. But the data can be reduced by applying multilook processing. In its simplest form the 
multilook processing just means the combination of several azimuth samples into one, by addi­
tion. The number of azimuth looks is equivalent to the number of samples to be averaged into a 
single value. In this example, the number of looks is eight. Therefore the total data is reduced 
by a factor of eight. The operations for the multilook processing is one floating point addition 
per sample. Therefore this operation requires 1.73 MFLOP’s, and reduces the block size to
0.216 Msamples or 0.865 Mbytes.
The result of the processing so far is an image of real-value pixels, and 100 m resolution. The 
data has been reduced by one third from the initial amount. The image is in its complete form, 
however will need geometric and probably radiometric correction. This could be done on the 
ground. It is a subject that requires further study.
4.4.2.3.9 Total Number of Computations
At this stage all the computations required per block and for each process have been identified. 
In order to compute the total number of FLOP’s so far, and how much data there is, we need to 
know how many blocks there are in one image. The number of blocks per image is given by the
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imaging period divided by the pulse repetition interval and the number of echo windows per 
block.
The number of blocks per image is:
15 X 10^/(333 X 1000) «45
The total number of floating point operations for one image is 10.8 GFLOP’s. The data per 
image is 40 Mbytes.
Table 4-13 gives a summary of the processes and the bloek sizes after each stage.
Table 4-13 Processing Requirements.
Process MFLOP’s M bjles
ADC Output 2.7
Data Fonnatting N /A  l i t
U p
22
Presuniming 5 4 5.4
Range Compression ■ é H i i 5.4
Range Migration Correction 10.8 5.4
Azimuth Deramp 5.4
Resampling 86 4 13.8
Detection 6.91
Multi look Processing 1.73 0.865
Total per Block N /A  -
Number of Blocks per Image 45.0 45.0
Total per Image 40
Initial Data per Image 120
Table 4-13 illustrates how the data is at first increased and finally reduced by the processing. 
The total data processing amounts to 10.8 GFLOP’s. Tliese are purely the computational re­
quirements. The memory read/write operations and the rearranging of data need to be taken 
into eonsideration as well. They are likely to be the most time eonsuming of all the operations, 
beeause of the relatively low speed of the data network. As a rough estimate, the memory op­
erations can be accounted for by multiplying the total number of FLOP’s by four. Powerful 
processors can do of the order of 40 MFLOP’s in one second. Assuming that the processor 
available to us can carry out one instruction in 60 ns at a 33 MHz system clock, the total proc­
essing time for one image can be estimated at 40 - 50 minutes.
4.4.2.3.10 Downlink Requirements
Once the size of the image is determined, the requirement for the downlink can be calculated. In 
order to satisfy the fast delivery' times of the SAR mission, the bit rate of the transmission link 
must be high enough to download a single radar image in one satellite overpass. The radar im­
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age is 40 Mbytes long, and the average transmission time per overpass at a 500 km orbit is 9.5 
minutes. Then the net transmission rate is, 40 x 8 / (9.5 x 60) = 561 kbps. Assuming a 30% 
overhead for bit error rates, housekeeping data and transmission protocol, the minimum down­
link bandwidth should be, 729 kbps. The required downlink bandwidth is higher compared to 
the current technology on the UoSAT microsatellites but it is within the capability of the 
planned 1 Mbps S-Band downlink (section 4.1.4).
4.4.2.3.11 Implementation
Given the requirements above, it follows a description of how the SAR processor can be real­
ised. Figure 4-12 shows a schematic of the processor architecture. The incoming data from the 
ADC bypasses the central processor and is directly stored in memory. This operation is man­
aged by the DMA (direct memory access) controller, and allows a fast memory access com­
patible with ADC rates.
Once the data is stored in the high density RAM, the central processor extracts it one block at a 
time at a slower rate. The data bus is a 32-bit high speed parallel link. The DSP coprocessor is 
responsible for all the computations, while the CPU is in charge of the memory management 
and movement of data. The SCC (serial communications controller) allows direct access for the 
SAR controller to the communications modulators for transmission of the image data. The 
central on-board computer holds the command file which gives the SCC access to the modula­
tors at set times. The ED AC Controller is a scheme to reduce and correct bit errors in the data. 
The firmware is the bootloading program to initialise the CPU. The implementation of the SAR 
controller as shown in Figure 4-12 is typical for a computer flown on the UoSAT microsatel­
lites.
4-57
Figure 4-12 SAR Controller
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4.4.2.4 Conclusion
In the preceding sections we have examined the data processing requirements for the MiniSAR. 
The analysis is based on a number of assumptions:
That the Spectral Analysis (SPECAN) algoritlim is used for the data processing.
That the image size per orbit is 100 km square, and the resolution 100 m x 100 m.
It could be shown that an on-board computer of the type flown on the UoSAT microsatellites is 
sufficient to process the data within approximately one hour. During the image processing, the 
total data is redueed by about a third.
The necessary downlink bandwidth required to transmit a single image in one satellite overpass 
at a 500 km orbit is estimated at 729 kbps. This exceeds the estimated minisatellite downlink 
capacity by only a small amount, and it is expected that the future mission will be capable of 
accommodating this requirement.
The point was made that the most time consuming operations involve accessing the memory 
and rearranging the data. These tasks have presented an unknown in estimating the processing 
requirements. The design of the SAR processor therefore poses the challenge of making the 
memory management as efficient as possible and thus minimising the processing time.
As a summary of the data requirements. Figure 4-13 shows a block diagram indicating the 
processes, the number of floating point operations they require, and the resulting data block 
size.
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Figure 4-13 Data Processing
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4.4.3 ADCS Requirements
This section deals with the level of attitude stability required for the synthetie aperture radar.
The implication of attitude errors are different in the radar to those in an optical system. Nor­
mally for the optical system the permitted ground displacement is expressed as a percentage of 
the resolution. This forms the basis of the attitude stability requirement. As an example of the 
requirements in an optical system, for a 10% error at 100 m resolution and 500 km altitude, the 
pointing is to be kept within ±10'  ^degrees of the nominal value.
In the radar, the requirements are less stringent because of the difference in operation. Attitude 
errors are measured in terms of the angular displacement of the aperture phase centre. The 
phase centre is that point from which the far field appears to exude. Attitude errors do not have 
a direct effect on the resolution in the SAR. But they degrade the signal to noise ratio and the 
ambiguity noise to signal ratio. For the SAR the attitude knowledge requirement is more im­
portant and stringent than the attitude control requirement.
For the definition of the satellite attitude we use a tliree-axis inertial geocentric reference frame 
X , y, z  and a satellite body co-ordinate frame x% y’ and z ’ with the phase centre of the radar 
antenna as the origin.
The satellite attitude is completely defined by the three orthogonal angles roll (s), pitch (v|/), and 
yaw (y). Roll is the angle subtended by the z’ axis of the spaeeeraft and the plane y = 0; pitch 
the angle between the z’-axis and the plane z = 0; yaw the angle between the x’-axis and the 
plane x = 0. The roll angle lies in the same plane as the antenna off-boresight angle in the range 
direction; thus the effect of changing the roll pointing of the spacecraft is equivalent to using 
different portions of the radar beam in the range direetion; varying the yaw pointing is equiva­
lent to varying the squint angle of the azimuth beam, and changing the pitch angle is the same 
as looking through different portions of the radar beam in the azimuth direction. The nominal 
attitude for the MiniSAR is;
Table 4-14
'> Specified vjilue
 -  :   "
Rcll g FromfaorKiigltt »ir&nge direction , : U 6 3  ^ -  . .....
T i t c h r V  ^  ^ -W  ^ m i l l  ftditi bôrèsî^ in azimuth direction IhPyt-
Yaw y squint angle T 0°
Errors in each of these affect the radar in different ways, as will be explained in the following 
sections.
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The performance required from the attitude determination and control system is measured in 
terms of
•  pointing accuracy
•  attitude determination accuracy
•  attitude drift.
The following sections show what the estimates are for the pointing accuracy and the drift rate 
in each of the spacecraft attitude angles, and the criteria they are based upon. The attitude de­
termination requirements for Doppler centroid estimation and Doppler ambiguity estimation are 
also generated for the purpose of deciding whether Doppler centroid estimation using attitude 
data is a feasible option or not.
4.43.1 Attitude Errors: Roll
Errors in the spacecraft elevation angle have the following effects on the synthetic aperture ra­
dar:
1. a displacement of the image swath in the across-track direction
2. a variation in pixel intensity proportional to R'  ^where R is the slant range
3. a variation in the size of the resolution cell
4. variation in the incidence angle which can affect the ambiguous response of the radar
5. roll drift during imaging time causes a time dependent gain modulation of the pixels.
Considering a margin of 10% the specification for each case is determined, and the most strin­
gent requirement is selected. Each point given above is discussed in turn.
1. Displacement of the image swath
Assuming a flat earth, the distance from the nadir point to the near edge of the swath width is 
given by tan(Ons), where H is the spacecraft altitude and Ons the look angle at the near swath 
edge. From the feasibility study the values for H and Ons are given as 500 km and 11°, respec­
tively. The look angle lies in the same plane as the roll angle. Let the roll angle s be defined as 
8 = Ons - 5, where ô is the attitude error.
The attitude requirement is such that
H tana ^ -  H X m s  < 0 1 H tan
The inequality is satisfied for a roll error |5| < 1°.
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The pointing stability requirement is that the roll angle does not change by more than ±0.5° 
during the imaging time of 15 seconds. The total permitted excursion for roll in 15 seconds is 
1°; thus the stability requirement is 0.067°/s.
2. Variation in pixel intensity
Using the flat-earth approximation, the slant range is given by the ratio of the altitude to the 
cosine of the look angle, R = H/cosa. The greatest variation in slant range occurs at the far 
edge of the swath width. The definition s = o& + ô is used to find the permissible roll error 8, 
where designates the look angle at the far edge of the swath width. The value of a& is 20° 
approximately.
The criterion is
^  ^  < V o l ^
COS g  COSCK^ c o s c t ^
The criterion is met when the roll error 8 is less than 5°. The corresponding stability require­
ment for the duration of imaging is 0.33°/s.
3. Variations in the size of the resolution cell
Positive errors in roll cause the resolution cell size to be reduced and thus improve resolution; 
negative errors cause the resolution cell to be increased and thus degrade resolution. The sec­
ond undesirable scenario is of concern. The worst condition occurs at the near edge of the 
swath width. For the range resolution we can make use of Equation 3-40, and for the roll angle 
we define s = ocns - ô. The roll pointing accuracy must satisfy
C T  C T  C T
< 0.1
2 sin g 2 s in a ^  ' 2sin(%^
This is achieved for roll errors |8| <1°.
4. Variation in the incidence angle which can affect the ambiguous response of the ra­
dar
For this the range ambiguity signal to noise ratio is required, which has not been calculated. As 
a first estimate, an error of ±1° is permissible. The total excursion permitted is 2°, and the sta­
bility required during 15 seconds is 0.13°/s.
5. Roll drift and gain modulation of the pixels.
The SAR system is usually designed in such a way that the central portion of the mainlobe 
between the 3 dB points fills the useful ground footprint. This implies a strong variation of the
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gain between pixels at the centre of the beam and at its edges, as much as 50%, or even 75% if 
the two-way power gain is taken into consideration. In the azimuth direction the variation is 
averaged out because of the along-track motion of the radar and the coherent integration. In the 
range direction the variation can be reduced by beamshaping and variable gain control or it can 
be compensated for at a later stage during image processing if the impulse response function of 
the antenna is accurately known. The compensation methods can deal with a gain variation 
from one pixel to the next, but they can not resolve time dependent variations within a given 
pixel due to attitude instability. In this case it is not the actual pointing that counts (the modu­
lation on the pixels relative to one another due to the beamshape is the same everywhere, no 
matter where the radar is pointing) but the pointing stability.
The one-dimensional gain of a rectangular array in the range direction when looking at the cut 
through the centre of the principal azimuth lobe is approximated by a sine function:
Equation 4-12
Sin
where Gr = one-dimensional gain in the range direction 
Wa = width of the physical antenna
0r = angle from boresight in the range direction
The above equation can be used to designate either the one-way power gain or the two-way 
voltage gain of the antenna.
The highest rate of gain variation in the useful part of the beam occurs at the 3 dB points. This
is roughly when 0r = 1/(2Wa). From the feasibility study, 1 = 0.094 m, and Wa = 0.460 m. The
maximum permitted change 5 in roll angle must cause a gain modulation of no more than 10% 
for a pixel at the edges of the radar beam. As a simplifying approximation the pixel is treated 
as a point rather than a finite area. The calculation does not take into account other factors 
such as the incidence-dependent backscatter cross-section which must in reality have a bearing 
on the gain modulation of pixels.
The angle s is defined as 8 = Or +5 with Or = l/(2wa) = 0.102 radians. Using the small angle 
approximation Or = sinOr, the criterion for the roll stability is:
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1 + ^
< V I ï
cos[— <î
where the fourth root indicates that the two-way power gain is being considered. The maximum 
permitted change in roll angle is 2.462E-3 radians or 0.141°. The critical time during which 
stability is required is the instrument operation time, 15 seconds. The total excursion permitted 
in 15 seconds is 2x±0.0705°. For this reason the roll stability must be better than 0.0094°/s. 
This level of stability is achievable with the attitude control system specified for the MiniSAR 
as shown in Table 4-4.
In summary here are the specifications for roll pointing accuracy and roll drift for the Mini­
SAR. The critical requirements are the ones that detennine the final specification in the feasi­
bility study.
Table 4-15 Roll pointing and stability requirements 
EfiTects , ■ "
Variation in iatcmity vvîth slant range 
Variation in resolution cell size with look
Variatiwï m look angle & ambiguous
H Pointing accuracy f Critical? Drift rate Critical?'**..................1"....
” ±1° Yes 0 06T/&
# 4 ' .
No 0 33" s
±1° Yes 0 067"'s A
iHiBliiiiiSiiilil
Yes 0 l3°/s " .. .:L
Yes 0.(J094"/s ' Tea . , - ' ,
■
4.43.2 Attitude Determination Accuracy fo r  Doppler Centroid Estimation
The yaw and pitch pointing, as well as, to a lesser degree, the roll angle, influence the Doppler 
centroid of the SAR image. If yaw pointing is accurately known together with pitch, roll and 
the spacecraft position relative to earth, then the Doppler centroid can be computed from the 
spacecraft attitude and ephemeris data. The accuracy with which these parameters can be esti­
mated decides the accuracy of the Doppler centroid estimate. Fomiulated differently, the accu­
racy required for Doppler centroid estimation leads to the specification of the permitted error 
margin for the attitude detennination system. The Doppler centroid estimate can also be ob­
tained from the SAR data itself. In spaceborne SAR it is generally the case that this method is 
more efficient and leads to better results than deriving the estimate from the attitude and orbit 
position. The permitted estimation error places demands on the attitude determination system 
that it has not been possible to meet. In the low-PRF SAR system the permitted centroid esti­
mation error is comparatively high, and obtaining the estimate from the SAR data is rendered
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more difficult because of the increased aliasing in the azimuth spectrum. At the same time, the 
effort to keep the mission cost-effective prevents over-specification of the attitude determina­
tion system. The next sections, apart from establishing the attitude pointing and stability re­
quirements for yaw and pitch, will also find what must be the accuracy of the attitude determi­
nation, should it be used for Doppler centroid estimation.
The feasibility study of the following chapter will show that for the present case of a low-PRF 
system an error of 150 Hz in the Doppler centroid estimate does not significantly degrade the 
image quality performance. If we require that in more than 99% of all cases the Doppler cen­
troid estimate must lie within ±150 Hz of the true value, and if the process is Gaussian, then 
the value of 150 Hz corresponds to three standard deviations. One standard deviation is 50 Hz, 
and this is the criterion used in the following section in order to find the required standard de­
viation for the attitude determination.
With the exception of purely equatorial orbits the effect of earth rotation and the orbit position 
is to impose an equivalent squint angle on the beam pointing. The squint angle can be as high 
as ±4° for high inclination orbits. The resulting periodic variation per orbit in the Doppler cen­
troid for the MiniSAR is ±3.7 kHz at the far portions of the footprint, a value that exceeds the 
PRF of 3 kHz. The azimuth spectrum is folded every 3 kHz because it is sampled by the PRF. 
If the true Doppler centroid exceeds the PRF it will then lie in one of the spectral replicas adja­
cent to the fundamental one. This occurrence is called the Doppler centroid ambiguity, because 
it cannot be resolved from the azimuth spectrum of the SAR data. Estimating the Doppler cen­
troid using the azimuth spectrum gives an unambiguous value only to within ±1/2 the PRF. The 
ambiguity has to be resolved separately, i.e. the Doppler centroid has to be determined to 
within ±1/2 the PRF, and then the finer estimate is to be superimposed onto that. Methods to 
resolve the Doppler ambiguity have been devised, and some spaceborne SAR's use the knowl­
edge of the spacecraft attitude. The precision required for resolving the Doppler ambiguity is 
far less than that for estimating the centroid. Thus it is often the case that while the attitude 
determination data is insufficient for Doppler centroid estimation, it is adequate for resolving 
the Doppler centroid. The following sections will distinguish between the yaw and pitch deter­
mination accuracy required for estimating the Doppler centroid, and for resolving the Doppler 
ambiguity.
4.4.33 Attitude Errors: Yaw
Yaw errors have two major effects on the performance of the synthetic aperture radar:
1. the illuminated ground footprint is displaced
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2. the radar points at targets with different Doppler frequencies and thus the value of the 
Doppler centroid changes
3. the footprint is skewed because of the squint angle imposed by the yaw error (assuming 
that nominal yaw pointing is zero); the skewness causes a cross-coupling between range 
and azimuth.
For estimating, firstly, the yaw determination requirement a rough formula is used which is 
based on a fiat earth and ignores earth rotation effects. Then the variation in the Doppler fre­
quency ôfp as a function of yaw angle y is given by:
2Vs . . Equation 4-13
dfj^ sm ;^sina
A
where y is measured from the plane of the antenna boresight.
1. Yaw detennination accuracy
The Equation 4-13 shows that the Doppler frequency is a function also of the look angle a. The 
greatest variation occurs when a  is largest, at the far end of the swath width. For this reason afs 
= 20° is used to compute the yaw determination requirement in order to consider the worst pos­
sible case.
Then solving for y, substituting the values from the feasibility study and using the ±50 Hz cri­
terion for the permitted estimation error, the yaw attitude determination requirement is |5y| = 
±0.052°.
For resolving the Doppler ambiguity, the Doppler frequency only needs to be known to within 
±1500 Hz. For this purpose the required knowledge is ±1.5°.
The remaining requirements are the yaw pointing accuracy and the stability.
2. Yaw pointing accuracy
The pointing accuracy affects the position of the swath width and the skewness of the footprint. 
The skewness causes range-azimuth cross-coupling. The effect of range-azimuth cross­
coupling is linear range cell migration. That is, samples from the same azimuth pixels are 
lumped into different range bins during collection of the SAR echo. Thus the azimuth pixels 
“migrate” from one range bin to the next. The linear range migration is proportional to the 
Doppler centroid and, if this is known, can be compensated for at the image processing stage. 
We will therefore need to look at the way the yaw pointing errors affect the Doppler centroid.
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It has been shown above that the earth rotation and satellite position impose an equivalent 
squint angle on the SAR. The squint angle is synonymous with yaw pointing angle. The cyclic 
variation of the squint angle is ±4°. It is large enough to create Doppler centroid ambiguities. 
Under the circumstances it does not make sense to place strict attitude requirements on the 
spacecraft yaw pointing, except if the yaw were actively steered in order to compensate for, and 
minimise the squint angle. The latter option is not considered for the MiniSAR at the moment.
For these reasons yaw pointing accuracy is not critical as far as determination of the Doppler 
centroid is concerned. Additional yaw errors will not create a significant increase of the image 
processing requirements. The naturally occurring squint angle creates an ambiguity of ±1 PRF. 
Let therefore the yaw pointing errors be limited such that the ambiguity does not exceed 
±1 PRF within a 20% margin. Yaw pointing accuracy to within ±1.8° is sufficient, adding an­
other ±1.7 kHz to the cyclic Doppler centroid variations.
The ground footprint displacement is obtained fi'om the length of the arc described at the far 
end of the swath width for a certain yaw error. For a flat earth, the arc is given by H tan(a&)y 
with y in radians. With a ±3° yaw pointing error the ground footprint is displaced by about 
10 km which is 10% of the 100 km image length specified in the feasibility study.
3. Yaw pointing stability
In order to keep the ground footprint to within 10% of the nominal region the total yaw excur­
sion should not exceed 3° during the imaging time of 15 seconds. The required stability is
0.2°/s.
The Doppler centroid estimation places an additional requirement on the yaw pointing stability, 
irrespective of where the beam is pointing. The unknown Doppler centroid variation due to yaw 
error should not exceed the specified margin of ±50 Hz for at least the duration of the target 
illumination time so that the centroid can be considered constant within the integration limits of 
the azimuth correlation filtering. The target illumination time is approximately 300 ms for the 
MiniSAR^ corresponding to 900 azimuth samples collected. If the Doppler centroid estimate is 
obtained from the SAR data, then the number of samples needed in order to achieve a standard 
deviation of 50 Hz is several thousand, as will be shown in the next chapter. An improved sta­
bility requirement can be defined such that the Doppler centroid variation due to yaw pointing 
must not exceed ±50 Hz within the group of samples used for Doppler centroid estimation. Let 
the number of samples be 8,192 and the time during which they are collected, 2.73 seconds. 
Choosing the lower criterion relaxes the attitude requirement and increases the computational
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load of Doppler centroid estimation from the SAR data, using the higher criterion effects the 
opposite.
It has been shown using Equation 4-13 above that a ±0.052° error in yaw pointing causes a 
deviation in the Doppler centroid by ±50 Hz. If the lower criterion is used that |8fb| < 50 Hz 
during 300 ms target illumination time, then the yaw stability requirement is 0.173°/s. With the 
higher criterion that the pointing must remain within ±0.052° until 8192 samples are collected, 
the stability requirement is 0.019°/s. This is a reasonable specification for a three-axis stabi­
lised platform, so that there is no need to use the lower criterion.
As a summary, below are the yaw attitude requirements with an indication of the values that 
will be selected for the MiniSAR specification.
Table 4-16 Yaw pointing and stability requirements
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4.4.3.4 Attitude Errors: Pitch
Pitch errors affect the SAR operation in the following ways:
1. they cause a displacement of the footprint
2. the shape of the footprint is distorted
3. the intensity distribution across the footprint is changed
4. the Doppler centroid varies.
The pitch angle has a bearing on the Doppler centroid of the scene as does yaw. The pitch an­
gle must be accurately known as well as yaw in order for the Doppler centroid estimate to be 
extracted from the attitude information. Using the same flat-earth approximations as before and 
ignoring earth rotation, the pitch angle can be related to the Doppler frequency by:
sin ^  cos a
Equation 4-14
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1. Pitch detennination accuracy
The greatest Doppler centroid variation due to pitch errors occur when a  is smallest, at the 
near end of the swath width. Assuming the worst possible case, Ons = 11° is used to compute 
the pitch determination requirement.
Using the criterion |6fy| < 50 Hz and solving the equation for vj/, the permissible determination 
error in pitch angle is |ô\{/| <0.018°.
For Doppler centroid ambiguity resolution, the allowed error margin is ±0.54°.
The following sections discuss the pitch pointing accuracy and drift rate requirements.
2. Pitch pointing accuracy
The displacement of the footprint due to the pitch pointing error should be limited to 10% of 
the specified image length of 100 km. Likewise the loss of intensity at the edges of the footprint 
which is proportional to R’^  must be limited to 10%. For lack of a fiat earth approximation to 
calculate these values a model has been used that treats the earth as a sphere.
The criterion for the ground displacement is calculated by:
f  r, sin Equation 4-15
rarcsini— -— I - y /  <10
where all distances are in kilometres and
r = ^R2-{H + R f s m ^ a  
f  = [h  + R^)cosa
where Re is the earth radius, 6378 km.
The displacement is largest when the look angle a  is smallest so a  = Ons is chosen, the look an­
gle at the near edge of the swath width. The inequality still holds true for a pitch error as large 
as ±1°.
The intensity variation at the edges of the footprint depend on the slant range and are largest 
when the look angle is greatest, so a  = a& is used, to calculate the required pointing accuracy in 
this case. The slant range as a function of the pitch angle is given by:
R M  = r , c o s y ^ - f ^ c o s W - C + r ^  Equation 4-16
For zero pitch error the maximum slant range at the edge of the footprint is 547 km. For a 10% 
loss in intensity the slant range can be increased to R  ^< 547  ^ 1.1, or R <  565 km.
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Substituting for R(v}/), solving for \|/ (where one half the azimuth beamwidth has to be sub­
tracted), the maximum pointing error in pitch can be as large as 13°.
3. Pitch pointing stability
According to the specifications given above the pitch pointing error should not exceed ±1° in 
order to limit the displacement of the ground swath to ±10 km. The total excursion allowed for 
the imaging duration of 15 seconds is 1°. The required stability is 0.067°/s.
The restrictions placed on the pitch stability due to the pixel intensity variation at the edges of
the footprint are very loose: drift rates as high as 0.87°/s are acceptable.
The Doppler centroid variation caused by the pitch attitude error places a limitation on the 
permissible pitch drift rate. It has already been shown using Equation 4-14 that a pitch error of 
±0.018° causes a deviation in the Doppler centroid by ±50 Hz. The minimum requirement is, 
for the total excursion of the Doppler centroid not to exceed 50 Hz during the target illumina­
tion time of 300 ms. The longer duration of 2.73 s is preferred, the time required for the radar 
to collect 8192 azimuth samples. The maximum allowed pitch drift rate is then 0.018/2.73 =
0.0066°/s.
In summary, the pitch attitude requirements are listed in the table below.
Table 4-17 Pitch pointing and stability> recjidrements
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4.4.3.5 Summary o f  Attitude Requirements
Tlie attitude specification for the MiniSAR is summarised in Table 4-18 below.
The table compares the target attitude perfonnanee of the MiniSAR to the instrument require­
ments. In most cases the target performance is much better than the requirement. The only un­
certainty is the yaw and especially the pitch determination accuracy required for estimating the 
Doppler centroid from the attitude information. It is not sure at this stage that the attitude de­
termination provided by the MiniSAR platform has the necessary accuracy to obtain a good 
Doppler centroid estimate.
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The pointing accuracy aimed at by the MiniSAR is of the order of In order to achieve 
this it follows that the determination accuracy must be even better, say 10' °^. The determination 
accuracy needed to estimate the centroid from the attitude data is of the same order of magni­
tude. For this reason a conclusion cannot be drawn as to whether the accuracy of the attitude 
determination data is sufficient for it to be used in Doppler centroid estimation or not. The re­
quirement is so close to the target performance that it can neither be guaranteed to work nor 
can it be dismissed as impossible.
Table 4-18 Comparison o f MiniSAR Required and Expected ADCS performance
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Another point of consideration is that this discussion has only taken into account attitude er­
rors. Other sources of error are the ephemeris data and the beam pointing determination accu­
racy, a parameter related to the SAR antenna. Also, only the effect of the individual attitude 
errors on the Doppler centroid has been observed. The cumulative error due to attitude, beam 
pointing and ephemeris estimation errors limits the permitted individual contributions further.
To provide some comparison with the attitude determination and control systems of top class 
spaceborne SAR missions consider the following list:
1. ERS-1 measurement accuracy ±0.02°[AiJLefnal99l ]
2. Radarsat pointing accuracy (specified) <0.2° 1991]
3. Seasat determined to ±0.1 °, 3cr [Dordlin. 1980]
The Doppler centroid may be estimated using the SAR data itself. The subsequent chapter will 
discuss in detail the methods of Doppler centroid estimation from the SAR data and the impli­
cation of the low azimuth sampling on the performance of these estimators. The Doppler ambi­
guity may still be estimated from the attitude data. Table 4-18 shows that the attitude determi-
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nation accuracy required for resolving the Doppler ambiguity lies well within the MiniSAR 
performance aimed at. Alternatively there are other methods to determine the ambiguity, inde­
pendent of ephemeris and attitude information.
Thus the only column essential to the mission is the third one showing the required pointing 
accuracy and stability; the table shows that the instrument requirements can be met by the 
minisatellite ADCS.
4.5 Summary
In this chapter we have been looking at the mission requirements for the MiniSAR, the likely 
performance that can be expected from the small spacecraft, the SAR payload and its subsys­
tems, and the SAR requirements, and how they fit in with the minisatellite.
The purpose of the research was to establish whether first of all the MiniSAR is remotely pos­
sible, secondly, if the possibility is there, what will be the difficulties in the implementation. 
These objectives have been met and the findings are summarised below.
Table 4-19 shows the design specifications that have resulted from the study.
The preliminary results study has shown that the MiniSAR mission, i.e. a small synthetic ap­
erture radar for the UoSAT minisatellite platform, is feasible.
The MiniSAR design is based on an S-Band SAR in a 500 km orbit, and antenna dimensions 
not exceeding 0.7 mx3.5 m. The fundamental structure leaves scope for a diversity of system 
designs. The one chosen in this study has the following characteristics:
•  it operates at a high duty cycle in order to keep the peak power low and thus make pos­
sible the use of semiconductor technology in the high power amplifier
•  in order to compensate for the loss in the swath width due to the high duty cycle, the 
system operates at an exceptionally low PRF, but at the expense of azimuth ambiguity 
noise to signal ratio.
•  it achieves medium resolution, in order to save Doppler bandwidth and average RF 
power, and to reduce data flow
•  the operation time is limited to one image per orbit
•  the image is at once processed on-board and downloaded for fast data-tumover
•  the MiniSAR will be suitable for medium resolution applications, especially the moni­
toring of water surfaces, wetlands and soils
4-72
•  the mission carries experimental value since S-Band SAR data is very rare, and also due 
to its nature as a small satellite synthetic aperture radar.
All the initial mission requirements can be met by the design, with the exception of the azimuth 
ambiguity noise to signal ratio. Tlie specified value was -15 dB, the calculated value based on 
the system design is -12.7 dB. The value is still accepted to be feasible.
Table 4-19 System Parameters
Ihirameter Symbol (I nit) t Value Wlierc Discussed
ChrbiiAlthude [ H; (km) 5QQ 4:Li #
Spacecraft Vclocitj V„(km/s) 4.1.1
| | !  (minj 94.6
Ckbit ktcti&aiioa W i , n to be determined 4.1.1
C oating  Wavelcttgtl» III X, (cm) 9.4 ." ■ ■ 4 .1 .5
Ap(»tarc Loigdt C (i«) 4.2.1
Apcrtarc Width i| Wn (m) 0.460 : 4.2.1
Utimated Total Pa>load Mas» (kg) • 4.2.1
laicrgy Generated per Orbit 134
Continuoii» Power Available to SAR (W) ' ^ , _ 4.2.2
I hue of Operation 1 (seconds) I ) 4.1.4 &4.4.1.2
Average RF Power P,v, (W) 4.4.1.4
! (W) 500 4.4.1.4
PcakTraniniittcd Power Pt, (W) 562 - 4.4.1.5
Noisc-Iïtiuivalent Backscatter Coefficient 3.4 & 4.1.4
System Bandwidtii Br. (MHz) 4.4.1.5
IHilsc Repetition Frequency III fp! kllz 3 4.4.11
Processed Resolution (Range and Azimuth) Pr, Paz, (m) : m 4.1.2
Numbis- of Looks (Azimuth Only) / N .  y 8
Image Area (Swath Width and Length) brvr, Swa, (km) 100 4.1.4 & 4.4 1 3
Lode ,\ngle (Mid Swatli) Slit " (°) ' : ' 16.3 4.4.1.1
Ambiguity Noise to Signal Ratio (Range and Azimutli) RANSR; AANSR, dB T B D ;42.7 - 4.1.6 &4.4.1.7
RAM Required 1 (Mbytes) . M3 = ' 4.4.2.3.1
Downlink (Mbps) 4.1.4 & 4 4.2.3 10
Chi-Besa-d Processing Time 1 (niin) 4 0 -5 0 4.1.4 & 4.4.2 3.9
Yaw Control Aecuracy 8y, ("),8y/St, ("/s) 3;0.13 ' 44.3.3
Yaw Detennination jYecuracy for Doppler Centroid 
Estimation
i 5y, (°);ôy/6t, ("/s)
I I
, ; _ b i 5 i - - |  y # 4 .3 .3
Roll Control Accuracy Sc, (°);Sc/5t, (°/s) L 0.08 4.4.3.1
Pitch Control Accuracy ! Sxp, (°);5n//5t, (°/s) 1; 0.054 4.43.4
Pitch Determination Accuracy for Doppler Centroid S\p, (°);Svj//St, (°/s) 0.054: - 4.4.3.4
Lstùnâiioii
Some issues need to addressed further. One of these is the compatibility of the SAR with other 
payloads, such as:
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•  other antennas for data transmission. Normally they are fitted to the earth-facing side of 
the spacecraft, but with the MiniSAR, most of this area is now taken up by the SAR ap­
erture. Electromagnetic interference between the communication aerials and the SAR 
antenna is also to be considered
•  the strong radiation from the SAR is also likely to interfere with the magnetometers, sen­
sors used for attitude determination.
The integration of the payload subsystems, especially the high power amplifier and the antenna, 
also requires further study.
There are two problems arising from the low-PRF SAR design:
1. the value of the AANSR is quite high compared to typical SAR missions. The resulting 
disadvantage to the image quality is accepted as one of the trade-offs inherent in the 
MiniSAR design
2. the low azimuth sample rate reduces the amplitudes of the peaks and troughs in the azi­
muth spectrum. As a consequence, reliable Doppler centroid estimation from the SAR 
data itself becomes very difficult.
In order to conclude the MiniSAR feasibility study, the question of the Doppler centroid esti­
mation has to be resolved. Research has been done simulating low-PRF SAR data and testing 
the behaviour of Doppler centroid estimators for this kind of data. The following chapter de­
scribes the research that has been done in this area, and its outcome.
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5. Evaluation of Doppler Centroid Estimation for 
Low PRF System
5.1 Introduction
The work described in this section was trying to answer the question whether the Doppler cen­
troid can be extracted from the data with a system operating at an exceptionally low PRF such 
as the one proposed for the MiniSAR, and how accurately and how reliably the Doppler cen­
troid can be estimated.
A summary of the research program is shown in Figure 5-1. It shows the work to be done and 
the questions that need to be answered.
At the top the minisatellite constraints form the starting point of the study, showing that the 
design of the MiniSAR is cost and platform driven. Tlie main trade-offs are given as the com­
bined payload and platform mass and volume, the attitude determination and control, the data 
handling capability and the available power.
The next step is to find a feasible MiniSAR proposal incorporating all the above-mentioned 
system trade-offs. The platform limitations and cost constraints lead to a reduced level of per­
formance compared to contemporary spacebome SAR’s. The performance level is given by the 
system parameters of signal to noise ratio, sensitivity, accuracy, relative and absolute calibra­
tion, and coverage. The research did not analyse all of these performance characteristics in 
particular but focused on the azimuth ambiguity signal to noise ratio (AANSR) and the cover­
age because these were the parameters mostly affected by the system design. The numerical 
performance values need to be expressed in terms of image usefulness. In the absence of exist­
ing examples, a link has to be found between the calculated values and the image usefulness. 
This is indicated by the question mark in the figure.
The usefulness of remotely sensed data is only meaningful in connection with a particular ap­
plication, as the performance requirements relate closely to the type of measurements intended. 
For this reason, the image quality needs to be analysed to show whether it is adequate to pro­
vide useful scientific data. The study is to establish the link between image quality and useful­
ness to any scientific application, as indicated by the second question mark in the figure. If no 
suitable application can be found, the system study for the MiniSAR has to be revised, as 
shown by the looping arrow.
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Assuming that the suitable application has been identified, the study progresses to define the 
major problem arising from the technical constraints in the MiniSAR proposal, and to find and 
propose a possible solution.
The figure shows that the particular problem has been identified as estimating the Doppler 
centroid from the SAR data when the system PRF is lower than nominal causing a flattening of 
the azimuth spectrum. An analysis of the feasibility of Doppler centroid estimation from SAR 
data under these conditions was to follow.
The analysis requires the comparison of a number of Doppler centroid estimation algorithms 
tested on simulated SAR data. The link between simulated and typical real SAR data needs to 
be established in order to prove that the simulated data is representative of what would be re­
ceived by the MiniSAR.
The accuracy and repeatability of the centroid estimators have a bearing on the image quality. 
The estimator performance can be considered adequate only if the image quality is not degraded 
below the level required for the scientific application previously identified. If the performance is 
good enough, the system study concludes with the MiniSAR specification, the identification of 
the Doppler centroid estimation algorithms, the system performance and specification and the 
identification of the scientific application.
If the performance of the estimators is insufficient, then perhaps another possible application 
may be considered, and if none is found, the system proposal has to be revised, as shown by the 
looping arrows.
Some of the objectives of the program laid out in Figure 5-1 have been achieved. The research 
has focused on the MiniSAR systems study and the problem of Doppler centroid estimation 
from SAR data when the system PRF is exceptionally low. The systems study has been dis­
cussed in the previous chapter. The description of the work done on Doppler centroid estima­
tion and the results, is given in the following sections.
The procedure to evaluate the feasibility of Doppler centroid estimation for the low PRF design 
option of the MiniSAR was to begin with a literature survey and to summarise the methods 
used to estimate the centre frequency from experimental data. The purpose of the literature 
search was to obtain an overview of the work that is being done in this area, to compare the 
different estimators and to identify the ones that are suitable for MiniSAR on-board processing.
The literature survey revealed different types of estimators and adaptive methods but all are 
based on either the signal power spectrum or the signal phase. Time constraints required that
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repetition of experiments without significant differences in the results was to be avoided. For 
these reasons only two algorithms were selected for testing.
No MiniSAR data is available yet and thus the data for testing the estimator had to be simu­
lated. A simple data set was to be used at first and then to be modified in order to be a progres­
sively more accurate representation of the real world. In total three different data sets were to 
be used:
1. a Gaussian distributed scene
2. a Gaussian distributed scene with point targets dispersed through it
3. filtered and resampled SAR data from an existing spacebome SAR. This would have 
had to be modified in order to create the effect of low sampling.
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5,2 Literature Search
The literature search provided a summary overview of Doppler frequency parameter estimators 
and spectral analysers and a basis for comparing them with respect to their suitability for Dop­
pler centroid estimation for low-PRF MiniSAR. Frequency estimation methods find application 
in many scientific areas not related to synthetic aperture radar with a diversity of terminology 
and descriptions. For this reason it was expedient to classify the estimators into groups ac­
cording to similarities or common features and to identify how many fundamentally different 
estimators there are. The study succeeded in identifying seven basic Doppler centroid estima­
tors. The remaining algorithms describe refined versions of the basic algorithms for smoothing, 
improved accuracy or reduced computational requirement.
The seven basic algorithms are:
1. the Polarity Coincidence estimator [Laurenti 1994], [Pawula 1968]. This is an evolution 
of the zero-crossing counter, the most basic frequency estimation algorithm.
2. the Correlation Doppler algorithm [Madsen 1988], [Herment 1991], derives the fre­
quency from the phase of the autocorrelation function of the echo signal.
3. the spectral mean estimator calculates the mean of the power spectrum. It is known 
among SAR engineers as the Energy Balancing (AE) method [Jin 1989]. Its geometrical 
equivalent is the Centre-of-Gravity estimator for a shape [Olson 1992].
4. the Antenna Power Pattern Correlation estimator [McDonough 1985], [Curlander 1991]. 
This algorithm tries to match the spectrum of the SAR data to a known waveform, which 
happens to be the azimuth gain pattern of the antenna.
5. analytical derivation from ephemeris and satellite attitude [Olivier 1991].
6. instantaneous mean frequency estimator using the Wigner distribution function [Fan 
1994]. This fimction is a two-dimensional transform giving the instantaneous, time- 
varying frequency response of a signal. It requires a high sampling rate (higher than 
Nyquist). It is used in ultrasound Doppler velocimetry with narrow-band signals and 
real-time spectral analysis of analogue signals.
7. Maximum Likelihood Approach [Giovannelli 1994], [Hogg 1983]. Under certain condi­
tions (in the case of a Gaussian process) this estimator is the same as the spectral mean 
estimator.
The other centroid estimators are grouped as follows:
5-6
8. the Sign Correlation Doppler algorithm [Madsen 1988]. A version of the Correlation 
Doppler algorithm that can be applied under certain conditions and requires less floating 
point operations.
9. Energy Balancing method with weighting optimised for certain scene types [Jin 1989].
10.using Kalman filters to cope with time variation of the Doppler centroid [Loffeld 1991], 
[Steinbrecher 1991]. This algorithm could use any of the basic algorithms, but the time 
domain correlation estimator is preferred.
11.other adaptive forms of estimators, e.g. ARMA modelling. Autoregressive modelling 
[Herment 1993], [Herment 1994], [Kaluzynski 1993], [Marasek 1993]. These are used 
in the field of Doppler velocimetry with real-time analysis of analogue signals. It was not 
possible to establish if they were using one of the basic algorithms for an initial estimate 
or if they were completely separate methods, and whether or not they would be useful for 
SAR Doppler centroid estimation.
12.doing a co-ordinate transformation which is equivalent to doing the estimate after the 
range migration correction has been carried out on the image data, rather than before 
[Maeda, 1986]. This method uses one of the frequency domain algorithms (AE method 
or power pattern correlation) to estimate the centroid.
From the above list two algorithms were to be selected, one based on the power spectrum, the 
other on the phase of the signal. An initial analysis made it possible to predict which methods 
would be more successful with MiniSAR data before doing any simulations. The selection was 
to be made from the basic algorithms only, because the other methods are adaptations of these.
The primary considerations for determining the suitability of the algorithms were:
1. Computational complexity.
2. Expected performance in terms of accuracy and consistency.
The following sections give a brief description of the algorithms considered to be the most 
likely candidates for Doppler centroid estimation in low PRF SAR. The following estimators 
especially were of interest:
•  the polarity coincidence estimator
•  the time domain, correlation Doppler algorithm
•  the AE-method
•  the power pattern correlation method
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•  the sign correlation Doppler algorithm.
Out of the five estimators listed above, the power pattern correlation method and the correlation 
Doppler algorithm compared most favourably, and they were selected for testing by simulation. 
Some of the basic algorithms were not examined in close detail at this stage for the following 
reasons;
•  the analytical method (algorithm No.5) was discarded because the combined attitude and 
position information available for the MiniSAR will not be accurate enough (section 
4.4.3.5)
•  the pseudo-instantaneous mean frequency estimator using the Wigner distribution func­
tion (No. 6), because of the high sampling rate required. The method is similar to the 
general mean frequency estimator for stationary signals, but it could not be established at 
this stage whether the two estimators are mathematically equivalent or whether they dif­
fer in performance and application. Some fiirther analysis is required in this area.
•  the Maximum Likelihood approach (No.7). For the time being the assumption was made 
that the signal was a Gaussian process, making this method equivalent to the mean fre­
quency estimator (the AE-method).
The main points of the algorithms and the reasons for selecting them are summarised in Table 
5-1.
5.2.1 Types of Doppler centroid estimators
Section 5.2.1 gives a brief description of the Doppler centroid estimators studied from the lit­
erature.
5.2.1.1 Polarity Coincidence Estimator
For a more in-depth discussion the reader is referred to [Laurenti 1994] and [Pawula 1968]. 
The polarity coincidence (PC) estimator is used to estimate the centroid of Gaussian processes. 
The condition is that the signal is a stationary, zero-mean complex Gaussian random process. 
The estimator counts the signed phase crossing of the phasor with respect to a reference phase 
and uses this to calculate the total angle described by the signal phasor during the observation 
interval T. The mean frequency is the ratio of the total angle to the observation interval. The 
reference phase is chosen from any value between 0 and tc. This estimator has a high variance, 
especially if the product B*T of the system bandwidth and the observation interval is low. 
[Laurenti 1994] proposes a generalised polarity coincidence estimator (GPC) that uses N po-
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larity coincidence estimators each with a distinct phase crossing level. The variance of the GPC 
estimator improves as N is increased.
For a complex signal
x(f) = + exp j  arctan
x ,(t)  
i t )X
Equation 5-1
the centroid estimate œ of the polarity coincidence estimator is given by
7T Ô
®(^) = -  ^ J s g n z , W  z ,( /)p /
Equation 5-2
à
where
Zg (0  = (t) cos 0 - x ^  {t) sin 6
{t) = (/) sin ^  (t) cos Û
and 0 is the reference phase angle, 0 < 0 <%.
the general formula for an Nth order polarity coincidence estimator is:
Equation 5-3
CO
( N )
GPC
Equation 5-4
This algorithm is suitable for hardware implementation of centroid estimation for analogue sig­
nals. For software implementation of a digital SAR echo the algorithm would have to be modi­
fied. The differentiation in Equation 5-2 for instance would have no meaning in the case of a 
digital signal. As far as the performance is concerned, this algorithm would work without re­
quiring too high a value of N (a large number of distinct phase references 0i) because the SAR 
azimuth echo has a high bandwidth; nevertheless a large number of azimuth samples would 
need to be processed. This algorithm is limited in its application because of the condition that 
the signal must be a Gaussian process; this is not always the case in SAR. The GPC makes no 
use of the characteristic amplitude modulation of the frequency spectrum; for this reason com­
mon sense dictates that it would perform less well than the correlation Doppler estimator.
5.2.1.2 Correlation Doppler Algorithm
[Herment 1991] derives the correlation Doppler algorithm for both a continuous and a discrete 
ultrasound velocimetry signal. [Madsen 1989] gives a derivation for the discrete SAR echo sig­
nal. The basic idea of this technique is to exploit the fact that the autocorrelation function of a 
signal is related to the power spectrum by a Fourier transformation.
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If R z z ( k )  is the autocorrelation function of a discrete signal z(m) then its power spectrum is
Equation 5-5
S , i f )  = = j;^R,Xk)exp{-J27rkTf)
k — -<x>
\ / 2 T
o  R M  = F "  ( j 'X /) }  = T j  s X f h x p { j 2MkTf) d f
According to Fourier transform properties, shifting the signal in the frequency domain imposes 
a linear phase shift on the signal in the time domain. If the spectrum is centred around a finite 
frequency foc such that
S X f ) ^ s X f - f u ) )  Equation 5-6
then the autocorrelation function changes to:
&  (^) Q x p { j l n k T f { k )  Equation 5-7
Equation 5-6 and Equation 5-7 show that a direct relationship exists between the phase of the 
correlation function and the Doppler centroid. By estimating the correlation function Rzz(k) of 
the signal an estimate of the phase shift and hence the Doppler centroid can be made.
The autocorrelation function of the signal is
■ *  '  m = \
The Doppler centroid estimate is given by
where arg{Rzz(k)} is the phase shift of the estimated kth correlation lag.
[Madsen 1989] further states that since most S A R  systems are only sampled slightly above the 
Nyquist rate R z z ( k )  goes rapidly to zero when k  increases and hence k  = 1 is usually the pre­
ferred value for the correlation Doppler estimator. On this point there is a slight contradiction 
between Herment and Madsen, since [Hermentl991] in his derivation shows that k  = 1 is the 
only correct value to use for estimation of the fundamental harmonic in a one-sided spectrum.
The correlation Doppler estimator has been used for SAR data and in colour flow Doppler 
measurements. [Madsen 1989] suggests that this time domain approach has a small computa­
tional load compared to a frequency domain algorithm, because no FFT’s are required. Fast 
Fourier Transforms are produced in the course of the SAR processing anyway and it may not 
always be necessary to compute them separately for the centroid estimator. The disadvantage
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of the correlation algorithm is that its variance is dependent on the scene contrast. In other 
words, the presence of bright point targets or sharp boundaries degrade the performance of this 
estimator.
5.2.1.3 S ig n  Correlation E stim a tor
[Madsen 1989] proposed the use of the sign correlation estimator for synthetic aperture radar 
signals. There is some similarity between this algorithm and the polarity coincidence estimator. 
It has a similar condition, that the signal be a real Gaussian process with zero mean. The 
“arcsine law” of Gaussian processes states that for two zero mean, real Gaussian processes 
x(m) and y(m), the sign correlation function is proportional to the arcsine of the correlation 
function, i.e.
2 . r , ^  Equation 5-10
where p x y ( k )  is the correlation function of x(m) and y(m), and R s x y ( k )  is the sign correlation 
function of x(m) and y(m).
For centroid estimation we will require the autocorrelation function of the complex SAR azi­
muth echo. If a complex signal is used, i.e.
z{m) = Z;. (tw ) + jZq(ni) Equation 5-11
then in order to comply with the conditions of the arcsine law the autocorrelation function has 
to be derived separately from each of the four terms of the sign autocorrelation function.
r  ^ ] Equation 5-12
P„ ik) = s i n j -  W  =  y -  S  z,' (m +  k)z, (m)j
P„  (*) = s in |- |  W  = + %  (» o |
Pi, {k) = s in j^  = z, {m + %  (» 0 |
P,i{k) = {k) = + * )z,('« )|
P Â k ) = \{p , , (k )  + P ^ ik i)^  j]^{pu,{k)-p„{k'^
The centre frequency estimate is obtained from the phase shift of the correlation function when 
k = 1, as in the case of the correlation Doppler algorithm;
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1 f Equation 5-13
27ikTfr>c = :^ a rg { p ,,(A :)}
The author recommended this algorithm on the basis of its superior performance compared to 
the correlation estimator in the presence of high image contrast, because the weighting due to 
the target reflectivity is ignored. But in an image with sharp contrasts, the spectrum is no 
longer Gaussian and thus the fundamental condition for this estimator is no longer satisfied. In 
addition, [Siewerth 1989] in a study done at DLR Germany found the sign correlation algo­
rithm to be equivalent in performance to the general correlation estimator. It is reasonable to 
expect that the more use an estimator makes of the information contained in a signal, the more 
accurate will be the estimate. The sign Doppler algorithm ignores a large amount of informa­
tion contained in the data- the weighting of each differential phase shift between two samples 
z(m) and z(m+k) due to the relative magnitude. The conclusion is therefore that the sign corre­
lation estimator will not be the principal choice for simulation and testing.
5.2.1.4 The Antenna Power Pattern Correlation M ethod
The antenna power pattern correlation method is described by [Curlander 1991] pg 223, and 
[McDonough 1985]. The echo data are converted to baseband. They may or may not, be range 
compressed. Doppler power spectra are computed from the azimuth samples contained in indi­
vidual range bins. Several of these spectra from a number of adjacent range bins are averaged, 
and the average power spectrum is correlated with the two-way power gain of the azimuth an­
tenna pattern. The frequency at which the correlation peak occurs is the Doppler centroid esti­
mate. The one-way azimuth antenna power gain for the rectangular array is:
^  s i n [ M s i n 6 , J ' Equation 5-14
where 4 = the length of the antenna
Gaz = the azimuth power gain
0az = the azimuth antenna angle from boresight.
The drawback of this method is that it requires a large amount of processing because its per­
formance is related to the number of range bins averaged and the number of azimuth samples 
processed. In order to take into account the variation of the Doppler centroid across the range 
bins, the estimate has to be repeated for many data blocks of different average range with sub­
sequent least squares fitting of the obtained values of füc to an exponential function. [Curlander 
1991] gives this function as
5-12
Equation 5-15
where a, b are constants to be determined 
R = average range 
H = spacecraft altitude
The advantage of this method is that it makes use of as much information as possible that is 
available about the shape of the azimuth spectrum.
5.2.1.5 The AE-Method
The spectral mean estimator is perhaps the most commonly used in all areas of spectral analy­
sis. This algorithm looks for a frequency foc for which the difference between the total energy 
contained in all components f>&c and the total energy contained in all components f<foc is 
minimised. It is assumed that the mean spectral energy on both sides of the centroid is equal, 
and that the centroid is the point of maximum spectral energy. The algorithm can be applied to 
different SAR processing stages, but it works best on the fully compressed image. [Jin 1989] 
gives the derivation of this estimator for multilook processing:
Firstly, the SAR echo response is processed into N independent single-look images, each with 
1/N of the total processing bandwidth, where N is an even number and the spectra of these im­
ages are consecutive. An initial estimate of the Doppler centroid is obtained from the SAR at­
titude and ephemeris or from one of the other Doppler centroid estimators.
^  ^  Equation 5-16
H e , -  Z e ,
—  i = \  i = N / 2 + \
A h  =  - N
H e ,
/ • = ]
The Doppler centroid estimate is obtained by subtracting the estimated error Af from the initial 
estimate of the centroid used for processing the looks. The error Af is given by:
Equation 5-17
A / =  A £
2[g „ ,(0 ) -G „ (s , /2 ) ]
where Gaz is the azimuth antenna gain pattern
Bp = is the bandwidth of the Doppler signal used for SAR azimuth processing.
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This algorithm is computationally intensive because it requires the entire image to be processed 
each time an improved estimate is made. From the point of view of the performance this algo­
rithm is inferior to the antenna pattern correlation method, because the value of A E does not 
depend on the shape of the spectrum, as does the estimate of the centroid in the case of the an­
tenna pattern correlation. Looking for the mean in a spectrum gives a less accurate indication 
of the centroid than finding the match of the spectrum to a known waveform.
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5.3 Simulations of Doppler Centroid Estimators
This section describes the simulations completed so far, the problems encountered and the ob­
servations made.
The first simulation was a Gaussian distributed scene and the algorithm was the antenna pat­
tern correlation algorithm.
5.3.1 Simulation of Gaussian Scene with Gain Pattern Correlation Algorithm
For the simulations of MiniSAR data and Doppler centroid estimators matlab version 4.2c. 1 
was used. The data for this first simulation was generated as a frequency domain signal. The 
basic assumption was that the time samples do not behave like ideal point targets but that the 
magnitude of their reflectivity varies as a fimction of the radar azimuth position. In the absence 
of a more exact knowledge of the behaviour of the ground scatterers, the distribution can be 
assumed to be Gaussian in the limit for a large number of scatterers. The echo from the scene is 
modulated by the antenna gain pattern. This modulation is effectively a convolution of the 
ground reflectivity with the azimuth antenna gain pattern. In the frequency domain, the equiva­
lent is the product of the Fourier transforms of the two signals, i.e.
/ ,  ( d  ® A  ( d  «  ^ { / . } •
It has been discussed earlier that the Fourier transform of the azimuth spectrum is a scaled ver­
sion of itself because of the high time-bandwidth product of this signal. The Fourier transform 
of a Gaussian distribution is another Gaussian distribution. Thus the frequency representation 
of the data from a scene with Gaussian distributed scatterers was generated in three steps;
1. generate a real Gaussian distributed random number sequence fi(27if)
2. generate the normalised magnitude of the nominal spectral envelope of the azimuth echo
i.e. the sampled version with aliasing and spectral replica:
Equation 5-19
k = - K
where k is an integer -K < k < +K, and the value of K is selected according to the signifi­
cance of the magnitude of the contribution from a spectrum shifted by kfp.
3. multiply the random number sequence by the spectral envelope:
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Equation 5-20
k = - K
In order to precisely reflect the process of the sampling, the procedure needs to be modified as 
follows:
1. generate a real Gaussian distributed random number sequence fi(27rf)
2. generate the magnitude of the azimuth antenna gain pattern with no aliasing or replica 
G a z ( 2 ? c f )
3. multiply the random number sequence by the gain pattern f\{2nf) Gaz(27uf)
4. repeat No.3 (2K) times
5. shift each spectrum obtained in 4. by an integer multiple of the sampling frequency:
f l [ 2 7 l ( f - k f p ) ]  G a z [ 2 7 C ( f - k f p ) ]
6. add the shifted spectra:
Z  / i  [2^ /  Gj^27^f **
Z  / i  ( -  2 4 /f)- [~2nkf^)
k = - K
The second sequence is much more time consuming to implement than the first. It was possible 
to use the first sequence without affecting the statistical characteristics of the data because the 
sum of k sequences with Gaussian distribution is another sequence having Gaussian distribu­
tion.
It was not necessary to simulate the phase information because the algorithm uses the spectral 
power density of both the azimuth gain pattern and the azimuth SAR echo.
5.3.2 Simulation of the Gain Pattern Correlation Estimator
The Gaussian data having been created, the algorithm for estimating the centroid had to be ap­
plied. The echo data needed to be correlated with the azimuth antenna gain pattern. The azi­
muth gain as a function of frequency is given by:
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The azimuth antenna gain is a function of the azimuth angle from boresight, 0az. To change Gaz 
into a function of frequency the following transformation was made:
2Vst Equation 5-23
~  X
The approximation of Equation 5-23 is acceptable for the small angles of Gaz used.
The correlation integral for a discrete signal is given by:
Equation 5-24
wj=AT^/2
where Naz is the number of azimuth samples.
The gain function of Equation 5-24 was actually not ideal for use in the correlation with the 
Gaussian type data. The function that should have been used for maximum output was the 
same as the sampled and aliased spectrum. Equation 5-20. This was not understood at the time 
the simulations were done, hence the error. Nevertheless the result is still representative be­
cause of the similarity of the two functions.
For a periodic signal such as the SAR azimuth spectrum, the correlation integral must be cir­
cular. The circular correlation could be implemented in matlab by taking the discrete Fast 
Fourier Transform (FFT) of both the simulated data and the gain function, and then multiply­
ing one by the conjugate of the other, making use of the following relationship (akin to 
Equation 5-18)
Equation 5-25
Taking the discrete Fourier transform of any signal, whether periodic or not, creates a periodic 
function in the transform domain. The product on the right-hand side of Equation 5-25 is then 
periodic likewise, and so is its inverse transform. Thus circular correlation can be achieved by 
using the FFT’s.
After the multiplication operation in the FFT domain, the inverse FFT is taken. The frequency 
sample of the inverse transform with the greatest magnitude is the Doppler centroid estimate.
The performance of the Doppler centroid estimator was measured in terms of its mean value 
and standard deviation for repetitive runs of the simulation, as a function of the number of azi­
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muth samples Naz processed, and the number of range bins averaged. The mean value is an in­
dicator of the accuracy of the estimate, and the standard deviation the repeatability.
The simulation of the antenna pattern correlation estimator using the Gaussian distributed data 
set was completed. Some data was also simulated using a higher sampling frequency, to show 
the comparative improvement in the performance of the centroid estimator.
5.3.3 Structure of Data for Further Simulations
One simulation was completed. The generation of the data had been a special case because it 
could be created as a Gaussian distributed random number sequence in the frequency domain, 
with no phase information. Now it was required to generate data for the time domain, including 
the phase information. This could not be done by taking the transform of the frequency domain 
signal; but it had to be modelled as a time signal, taking into consideration the architecture of 
the SAR.
The first data set had represented a scene with time-varying random reflectivity characteristics. 
This type of scene was especially suitable for simulation in the frequency domain. It was a dif­
ferent matter for the time domain; it is difficult to find a simple model that closely represents 
the combined deterministic and random behaviour of a SAR echo in time.
The second data set was a combination of a scene with Gaussian reflectivity characteristics, 
with point targets dispersed through them. In contrast to the Gaussian background, a point tar­
get is very well suited for simulation in the time domain.
The normalised frequency spectra of point targets are identical except for a phase shift, irre­
spective of their location, provided that they are sampled over the entire significant portion of 
the Doppler spectrum. Under such conditions, if the entire scene consisted of point targets, 
Doppler centroid estimation would be trivial. The problem arises when point targets are sam­
pled only over a part of the significant Doppler spectrum. In that case, such targets contribute 
asymmetric weighting of the spectrum which is not easily removed by averaging of range bins. 
This kind of effect cannot well be modelled directly in the frequency domain. It is much better 
to generate the samples in the time domain and then to take a transform.
Finally there is usually some additive white system noise present in the signal. This can be 
modelled as a Gaussian sequence both in the time and in the frequency domain.
It was desirable to create modules for the types of simulated data which could be re-used with 
the different algorithms in order to reduce the work load and to unify the prerequisites for the 
experiment. The chosen procedure was to create three modules in the time domain to simulate
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the background, the point targets, and the system noise. The outputs from each module would 
be summed and directly applied to the correlation Doppler estimator. For the gain pattern esti­
mator, the discrete Fast Fourier Transform (FFT) of the combined output from the modules 
would be required.
The procedure is summarised in the schematic of Figure 5-2.
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Next follows a description how the two data types, the point targets and the background, were 
generated as time domain signals.
5.3.4 Point Target Simulation
The following assumptions were made for the point target simulation:
1. The point targets are distributed randomly at a uniform distributim along azimuth, in one 
dimension.
2. The number of point targets is varied according to the requirements of the experiment
3. The magnitude of the point targets is a Rayleigh distributed random process.
4. The initial phase of the point targets is a uniform random process.
5. The phase modulation of the point targets is given by:
Equation 5-26
where Tp is the sampling interval, the reciprocal of the system pulse repetition frequency; Çaz 
indicates the target location and the Doppler centroid. Initially the centroid was assumed 
to be zero for the simulations, so that = 0.
6. The magnitude of the point targets is modulated by the azimuth antenna gain pattern 
Gaz(0az) where an appropriate transform has to be made in order to relate 0az to target loca­
tion a^z.
It has already been mentioned earlier how the radar scene is convoluted with the antenna gain 
pattern and this is in essence what the point target module simulates. It creates first a vector of 
defined length, of point targets. The length of the vector is determined by the assumed point 
target density and the assumed physical extent of the radar scene.
The gain pattern is moved along the ground scene, shifted by an amount Tp for each subsequent 
sample. Each target is illuminated by a particular portion of the beam, depending on the value 
of Tp and the target position
The antenna gain pattern is converted into a function of time Tp and target location Çaz by the 
following transformation:
We assume a spherical earth, and then with some trigonometry we can deduce the range Rpt to 
a particular point target as a function of (Tp - a^z):
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Rpj^ = r /  + -  2?\r cosS Equation 5-27
where
i\ = [h  + R^)cos{a) 
r = ^ R/-{H + R,ysm\a)
- ^ 1
R .+ H^  7? 4 - / 7
where R@ = nominal earth radius at the equator, 6378 km 
H = nominal spacecraft altitude 
a  = look angle (elevation angle)
Vs = spacecraft velocity
The relationship between the azimuth illumination angle 0az and the range Rpx is given by:
1^= agM (7;-^).arccos
P T
Equation 5-28
Thus for each value of (Tp - Çaz) a corresponding value for 0az and Gaz is found for amplitude 
modulation of a point target.
For each value of Tp the modulated point targets are added coherently to create a single azi­
muth sample.
= e x p f e  - C ) '  - C )
The schematic of Figure 5-5 is an illustration of the module for simulating point targets.
5.3.5 Simulation of Gaussian Data for the Correlation Doppler Estimator
The correlation Doppler estimator is an algorithm that needs to be applied in the time domain. 
The simulation of the Gaussian background lends itself well for implementation as a power 
spectrum. Modelling this type of scene in the time domain is not straightforward. The SAR 
echo from a point target has a deterministic behaviour of both phase and magnitude. A realistic 
scene displays a level of randomness in the complex reflectivity coefficient of scatterers due to 
the changing aspect angle. At the same time the radar flight architecture imposes a determinis­
tic phase and magnitude modulation on the signal from each scatterer. As mentioned above, the 
azimuth time domain echo is a convolution of the backscatter characteristics with the antenna 
gain pattern. Let H( ,^0az) be the one-dimensional complex backscatter coefficient of a scatterer
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in azimuth at an instant in time Ç The position of the target relative to the radar is indicated by 
the angle from boresight Gaz, through which it is viewed. For a given target this angle varies 
with time. Then the instantaneous azimuth echo is given by:
, \ ^  , V , X Equation 5-30
-4 /2
where (02 - 0i) is the significant extent of the azimuth footprint between horizons.
As time progresses, so does the viewing angle 0az change for any particular target. Modelling a 
scene using Equation 5-30 with an infinite number of scatterers E( ,^0az) requires an infinite 
number of computations in order to generate just one sample, and many samples are required 
for evaluation of the performance of the Doppler centroid estimator. It was not realistic to im­
plement the data simulation in this way. Instead, a simple model was sought for that would 
combine the randomness of the target reflectivity with the deterministic response due to the an­
tenna gain pattern modulation.
The simulation model finally selected was a number sequence where there was some correlation 
between subsequent samples based on a quadratic relationship, and some randomness from one 
sample to the next. The level of correlation is indicated by a variable parameter r. The model 
has the form:
v„ = X, +nr, -  Equation 5-31
' 0 < r < l
1^2 = ^ 2  + 0 ' i - r
The parameter r has both magnitude and phase. An attempt was made to obtain r fi*om the cor­
relation coefficient of a chirp function that is modulated by the antenna gain pattern. The cor­
relation coefficient was defined as:
Equation 5-32
A number of chirp functions with diverse characteristics and sampled at varying rates were 
used to examine the phase of the correlation coefficient as defined by Equation 5-32 in order to 
find the phase correlation between samples. The results from these experiments were interesting 
but inconclusive as they did not help to find the value of the parameter r.
The effect of the parameter r on the characteristics of the simulated background is shown in 
Figure 5-3, for r = 1 and r = 0.5. When r is large, the sequence of Equation 5-31 resembles a 
quadratic function. As r is made smaller, the output looks more random.
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Figure 5-3
Time Domain Simulation of Background for r = 1
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Figure 5-4
Time Domain Simulation of Background for r = 0.5
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For comparison the coefficients of the sequence of Equation 5-31 were changed such that:
by^ +b^ ^  I Equation 5-33
The implementation of Equation 5-33 did not reach the level of completion required to create a 
meaningful comparison between this model and the one of Equation 5-31. The reason for this 
was time limitation.
Finally the first model was implemented for the time domain simulation of the Gaussian back­
ground, using a very low value of r (r = 0.05).
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5.3.6 Doppler Centroid Estimation Tests Using the Three Simulation Modules
The code for the three data modules (Gaussian background, point targets and system noise) 
having been completed the modules were integrated with the simulation program for Doppler 
centroid estimation by correlation with the antenna gain pattern.
Frequent runs of the simulation with subsequent modifications to the data set did not obtain the 
desired results at first. The requirement was that the estimates should display a random behav­
iour overall, reflecting the combined effect of the background, noise and point targets. Instead, 
the results showed that the effect of one module was dominant over the others. For each test the 
centroid for the background, point targets and noise was estimated separately as well as the 
centroid for the combined data. The estimate for the combined data was always identical with 
the estimate for the background scene on its own, so that the presence of the point targets had 
no effect whatsoever on the simulation.
This problem was then remedied by forcing the mean levels and standard deviations of the 
simulated data to a predetermined ratio. It would have been desirable instead, to find a way in 
which to relate the mean levels of background and point targets to an actual radar scene. In this 
way the strength and number of point targets present in the scene and the characteristics of the 
background could be directly related to the performance of the Doppler centroid estimation. It 
was not possible to achieve this kind of correlation under the given time constraint.
After modifying the mean levels of the data simulation modules the combined Doppler centroid 
estimate became independent of individual data sets. There was still a flaw with the simulation, 
as described in more detail in the following section.
5,4 Simulation Results
The results from three simulations will be presented. The first one is the simulation of the gain 
pattern correlation algorithm tested with the Gaussian distributed scene. This simulation was 
completed and the results give an indication of the feasibility of Doppler centroid estimation for 
a system with low sampling rate.
The second simulation was the correlation Doppler estimator tested with the data set consisting 
of point targets. The results could not give conclusive evidence about centroid estimation for 
the MiniSAR because SAR data consisting of only of point targets does not exist in reality. 
These results merely served to show that the implementation of the correlation Doppler algo­
rithm and the simulation of the point targets worked correctly.
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The third set of results was obtained from the simulation of the gain pattern correlation algo­
rithm with the combined data of Gaussian background, point targets and additive system noise. 
They are shown here to illustrate the problems encountered with simulating a meaningful data 
set, and the solution found so far.
5.4.1 DCE Results from Gain Pattern Correlation and Gaussian Scene
The following illustrations give examples of the simulated data and the output of the correlation 
filter. The Doppler centroid was assumed to be zero. The first set of data gives some examples 
of the typical shape of the azimuth power spectra obtained, and the correlation output from the 
Doppler centroid estimation simulation for the low PRF (3 kHz) system. As a comparison the 
same kind of data is shown for the low PRF system as well as a system with high sampling of
4.3 kHz. In both cases 128 azimuth samples were assumed. First, data from a single range bin 
was obtained and correlated with the gain pattern; next 200 range bins were averaged and sub­
sequently correlated. The idealised azimuth spectrum is shown as a reference in Figure 5-7.
Figure 5-6
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Figure 5-7
Figure 5-7 is an example of the data eontained in a single range bin. The random nature of the 
power spectrum is evident. The spectral envelope is buried in white noise. Applying the cen­
troid estimator to this data produces unpredictable results. The shape of the correlation func­
tion is not smooth, and the peak occurs at random. This is shown in Figure 5-9.
Figure 5-8
Correlation Ouput for a Single Range Bin and 128 Azimuth Samples '
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Averaging many range bins causes the ideal spectral shape to emerge, as shown in Figure 5-10. 
Still the noise level is very high and the underlying spectral shape cannot be distinguished eas­
ily.
Figure 5-9
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The effect of the averaging is seen in the output of the correlator. The curve is now much 
smoother. The peak occurs at the nominal value of zero Hz within a certain error margin that 
depends on the number of range bins averaged and the number of azimuth samples used for 
Doppler centroid estimation. An example of the correlation output for 200 averaged range bins 
and 128 azimuth samples is shown in Figure 5-11.
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Figure 5-10
Correfatipn Ouput Ibr 200 Averaged Range Bins and 128 Azimutti Samples
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To illustrate the effect of the PRF on the power spectrum of the SAR data. Figure 5-12 through 
Figure 5-15 show simulated SAR data for one and 200 range bins and the correlation output 
obtained from them if the PRF is 4.3 kHz. This is the azimuth sampling rate that would be re­
quired by the MiniSAR if the left hand side of Equation 3-60 is satisfied. In Figure 5-12 the 
spectral envelope can already be seen in the power spectrum from a single range bin.
Figure 5-11
Simulated Data from a Single Range Bin, PRF = 4.3
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Figure 5-13 shows the correlation function obtained from a single range bin at a PRF of
4.3 kHz. The output from the correlator is already quite smooth even before averaging any
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range bins, and the peak oceurs at a frequeney close to the nominal value of zero Hz, but within 
a significant error margin.
Figure 5-12
Correlation Ouput for a Single Range Bin  ^128 Samples, PRF = 4.3 KHz
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Averaging several range bins of the data sampled at 4.3 kHz makes the spectral envelope 
clearly distinguishable, as shown in Figure 5-14.
Figure 5-13
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The correlation fiinetioii for this power spectrum is seen in Figure 5-15. Its shape is very 
smooth and close to the autocorrelation function of the azimuth power spectrum. The peak oc­
curs near zero Hz, and the error margin for the Doppler centroid estimate is very small.
Figure 5-14
Correlation Ouput for 200 Range Bins, 128 Samples. PRF = 4.3 KHz
D 0Æ5
 ^ 0.43 , 0.86
Frequency, KHz
The data sets shown so far have illustrated the general behaviour of the Doppler centroid esti­
mation algorithm. The performance of the centroid estimator is highly dependent on:
1. the pulse repetition frequency
2. the number of range bins averaged
3. it will be demonstrated in the next sections that the number of azimuth samples proc­
essed is very important.
The results so far have verified the prediction that the pulse repetition frequency cannot be re­
duced without detrimental effects on Doppler centroid estimation.
In addition the simulations established qualitatively what level of performance can be achieved 
with the gain pattern correlation algorithm and low-PRF SAR data. The performance is meas­
ured in terms of the mean Doppler centroid estimate and its standard deviation. The mean value 
indicates the accuracy and the standard deviation the reliability of the estimator.
Since the accuracy and reliability of the estimator improves as more azimuth samples are used 
and range bins averaged, it follows that if there was an infinite amount of data available, the 
algoritlim could be made to perform equally well at low and high PRF's. In reality, the amount 
of data that can be used to make an estimate is limited due to the computational restrictions and
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the variation of the Doppler centroid between azimuth samples and range bins. For these rea­
sons the feasibility of the algorithm is evaluated on the basis of the amount of data required for 
processing.
The mean and standard deviation was computed for twenty runs of the simulation. The number 
of azimuth samples was varied in powers of two from sixteen to 256. The number of range bins 
averaged was varied in steps of 50 from one to 201. The mean centroid estimates are shown in 
Figure 5-16 for the two eases of sixteen and 256 azimuth samples.
Figure 5-15
Mean Centrotd Estimate for 20 Trials; Range of Doppler Frequencies- 
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Figure 5-15 shows the improvement in the mean estimate as the number of range bins is in­
creased. The mean estimates converge in both cases, but towards different values. The trials 
from 256 azimuth samples converge on the correct value of 0 Hz; the trials using sixteen sam­
ples converge somewhere between 100 and 180 Hz. This offset partly confirms the inaccuracy 
of the estimator because of the low number of azimuth samples. In addition the offset is due to 
the discrete sampling of the bandwith. The estimate cannot be more accurate than the ratio of 
the bandwidth to twice the number of azimuth samples, i.e. ±94 Hz for sixteen samples with a 
3 kHz bandwidth. When 256 samples are used, the minimum offset is ±6 Hz.
The standard deviation for the same simulation runs in shown in Figure 5-17.
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Figure 5-16
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For the trials with sixteen azimuth samples the standard deviation is very high, it does not fall 
below 400 Hz, even with a large number of averaged range bins. The result from the trials us­
ing 256 samples shows much improvement in the standard deviation with a trend towards zero 
as the number of range bins averaged is increased.
The figure indicates that the amount of data used for estimation of the Doppler centroid must 
be increased in both dimensions in order for the standard deviation to be reduced. When data 
from a single range bin is used, there is no improvement in the standard deviation when the 
number of azimuth samples is increased to 256. But averaging only a few tens of range bins 
shows up the difference between using 16 and 256 azimuth samples. The best result achieved in 
these trials was a standard deviation of 50 Hz for 51,456 (201x256) samples.
The individual Doppler centroid estimates are illustrated below for a alternative visual effect. 
Figure 5-18 shows the estimates for sixteen, and Figure 5-19 for 256 azimuth samples.
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Figure 5-17
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The behaviour of the spread of the estimates is clearly seen in the two figures; with a low num­
ber of azimuth samples, the estimates are widely distributed and they converge towards the cor­
rect value of zero as more azimuth samples and range bins are processed. The offset caused by 
the discrete azimuth sampling can also be clearly seen in Figure 5-17.
The effect of the estimation error on the azimuth ambiguity noise to signal ratio is shown in 
Figure 5-20. The standard deviation a  is 50 Hz at best from the simulation results with 256
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samples and 201 range bins averaged. The assumption has been made that since the data has a 
Gaussian distribution, so does the Doppler centroid estimate obtained from it. Thus the centroid 
estimate ean be expected to fall within the 3a value of ±150 Hz in 99.73% of all eases. The 
best possible AANSR is -12.8 dB with zero centroid error. An error of ±150 Hz degrades the 
AANSR by less than 0.5 dB. This value is small compared to -12.8 dB. The deterioration it 
creates is not significant under the circumstances. If the AANSR as high as -12.8 can be toler­
ated, an increase of 0.5 dB cannot create a notably adverse effect.
Figure 5-19
Integrated AANSR; PRF = 3  kHz; P rocessin g  D o j^ er  Bandwidth = 700 Hz
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5.4.2 Simulation Results of Point Targets and Correlation Doppler Estimator
The results displayed below show examples of the simulated point targets, their phase and am­
plitude characteristics, and the performance of the correlation Doppler estimator as applied to 
the simulated data.
5.4.2.1 Simulating the Point Targets
In a single echo, magnitude and phase components from point targets distributed over the entire 
azimuth footprint are received. The antenna coherently combines these into a single complex 
value. The first two illustrations give examples of the magnitude and phase of the distributed 
point targets as received during a single echo, and before summation by the antenna. In Figure 
5-21 the amplitude modulation by the azimuth gain pattern ean be clearly seen. The category 
axis is given in seconds, indicating the time required to fly by the radar until the target is seen 
through azimuth boresight. The time offset is proportional to the position of the target. The
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strength of the point target depends on its backscatter characteristie and its position with re­
spect to the antenna. The position is also indicative of the Doppler shift, so that the amplitude 
modulation of Figure 5-21 can be regarded as a function of Doppler frequency, with the maxi­
mum strength signal occurring at the Doppler centroid.
Figure 5-20
Magnitude of all point targets during a single echo, before coherent 
summation by the phy^cal antenna
' Time offset proportional to target posltlo!nw.r.t boresight, in seconds
Figure 5-22 shows the spread of signal phase from all point targets in the scene, received dur­
ing a single echo. The category axis again shows the time required to fly by the radar until the 
point target is seen through azimuth boresight - time that is related to target position and Dop­
pler frequency. Random phase elements are ignored, only the deterministic phase components 
that depend on the distance with respect to the radar are shown. Evidently the phase behaviour 
as a function of distance is quadratic.
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Figure 5-21
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We could consider that Figure 5-20 and Figure 5-21 do not show a snapshot from the entire 
scene taken during a single echo, but rather the returns from one point target singled out over a 
long period of time. The graphs would look the same except for the randomly spiky appearance 
of the signal amplitude, which would be replaced by a smooth curve. Note that it would take 
about sixteen seconds to collect all the significant returns from one point target. The target il­
lumination time for s>mthesising one aperture is much shorter, especially when the azimuth 
processing bandwidth is small as in the system under consideration. The contribution from a 
single point target received during synthesis of one aperture covers only a very small portion of 
the entire Doppler spectrum. This is illustrated in Figure 5-23 and Figure 5-24.
Figure 5-22
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Magnitude of a #ngte point ta^et near boresigiit during aperture synthesis
5-39
In Figure 5-24 the amplitude modulation experienced by a single point target during the target 
illumination time is shown. The target position has been selected at random. The amplitude 
modulation can be imagined as a small window cut out from one of the sidelobes to the right of 
the sine function shape of Figure 5-20, minus the spiky noise.
In Figure 5-24 the phase modulation of the same point target. Flere again one can imagine a 
small window cut out from Figure 5-21 and magnified.
Figure 5-23
Phase of a angle poinl target near boresight during aperture synthesis
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The phase excursion of a point target during target illumination time is only 1 percent of the 
collective phase excursion from the entire scene.
This gives an idea of how small a portion of the Doppler spectrum is affected by a single point 
target during target illumination time. Note that with a PRF of 3 kFlz, this means 258 azimuth 
samples in a system with 100 m resolution at eight looks.
The implication of Figure 5-22 and Figure 5-23 is that, if only a few hundred azimuth samples 
are processed then the Doppler spectrum is asymmetrically weighted by the presence of strong 
point targets. As a consequence Doppler centroid estimation is adversely affected. One way 
around this problem is to process a large number of azimuth samples for Doppler centroid es­
timation so that the weighting of the spectrum due to the point targets is more evenly balanced. 
By inspection of Figure 5-20 it can be seen that up to eight seconds worth of sampling -24,000 
azimuth samples- are required in order to balance the spectral weighting caused by a point tar­
get lying in the first sidelobe of the azimuth beam at the begimiing of the aperture synthesis. No 
matter how large the number of azimuth samples, there will always be point targets coming into 
or leaving the field of illumination at the extremities. But the more samples are collected, the
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higher is the percentage of targets contributing to a symmetrically weighted spectrum and thus 
the better is the chance of obtaining a correct Doppler centroid estimate.
5.4.2.2 Applying the Correlation Doppler Estimator
The correlation centroid estimator was applied to a scene of point targets extending about 
200 km in the azimuth direction and having approximately one hundred point targets dispersed 
through it. The Doppler centroid assumed was zero Hz. The correlation Doppler estimator was 
simulated using a varied number of samples from this data, beginning in powers of two at 512 
and ending at 8192. Data from a single range bin was used only, because the data from the 
point targets are not Gaussian distributed and therefore averaging does not improve the shape 
of the spectrum.
The purpose of these trials was to see how the presence of point targets independent from the 
background affects Doppler centroid estimation, and also to test the validity of the implemen­
tation of the point target scene and correlation Doppler estimator. If the trial results followed 
the expected pattern of improved performance as the number of azimuth samples is increased, 
then this would be an indication that the simulation is valid.
The number of azimuth samples was increased in powers of two, because the Fast Fourier 
Transforms can be created most efficiently when the length of the sequences is a power of two. 
For each value, ten Doppler centroid estimates were taken and the mean and standard deviation 
was computed for each set of ten estimates. The individual estimates are shown in Figure 5-25; 
the mean in Figure 5-26 and the standard deviation in Figure 5-27
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At the lower number of azimuth samples the estimates fall within a wide frequency range of 
±700 Hz. The spread of the estimates is reduced to ±100 Hz as the number of azimuth samples 
is increased to several thousand. This shows that the simulation of the point targets and the im­
plementation of the correlation Doppler estimator operate as expected. It also supports what 
has been established in the previous section, that many thousands rather than hundreds, of azi­
muth samples are necessary to avoid strong asymmetrical weighting of the Doppler spectrum 
by the point targets present in the radar scene.
5-42
Figure 5-25
DCE Mean vame, Pomt Target Scene & Correlation Doppler Estimator;
PRF -  3 KHz, Range of Doppler Frequency = ±1500 Hz
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Figure 5-25 above shows that the mean centroid estimate contains large errors, up to 100 Fiz 
when several hundred or a few thousand azimuth samples are used. The trend in the mean cen­
troid estimate goes towards the nominal value of zero Flz as the number of azimuth samples is 
increased substantially by several thousands.
Figure 5-26
' n DCE Standard Deviation, point Target Scene & Correlation Doppler 
' ' Estimator; PRF « 3 KH2, Range of Doppler Fteguefloy ±1500 Ht
The standard deviation of the Doppler centroid estimates as shown in Figure 5-26 illustrates 
again the need for processing large numbers of azimuth samples in order to achieve good per­
formance from the estimation algorithm. It requires in excess of 8000 azimuth samples for the
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standard deviation to fall below the 50 Hz margin achieved in previous trials with the gain pat­
tern correlation algoritlim and the Gaussian scene. Note that this is not so much an indication 
of the performance capability of the two algorithms but rather of the different effects of the two 
data sets chosen to represent the scene.
5.4.3 Simulation and Tests of Combined Data Sets
Much effort had been put into creating a meaningful and yet simple representation of a typical 
radar scene. The mathematical structure of the data has been explained in section 5.3. The plan 
for the final data simulation is described in section 5.3.3 and the problems encountered with the 
implementation are discussed in section 5.3.6.
Due to the difficulties with the design of a realistic data set no centroid estimation tests could 
be made in this case. The results from the experiments illustrated in the following sections give 
an impression of the behaviour of the combined data set created for the centroid estimation 
simulations.
The simulated data was the sum of three contributors: point targets, background and additive 
Gaussian noise. The gain pattern correlation algorithm was applied to each contributor indi­
vidually as well as to the combined data. The Doppler centroid chosen was zero Hz as before. 
The purpose of the experiment at this stage was to find if the modules were producing a mean­
ingful output notwithstanding their value as representatives of SAR data. In particular the tests 
should show graphically how the Doppler centroid estimate for the combined data set was in­
fluenced by each individual module and what would be the effect of varying their relative mean 
levels. The investigation also was the means of visually comparing the behaviour of the cen­
troid estimates for each individual data component.
Three trials of ten consecutive and independent data simulations and centroid estimates were 
done. Each estimate used 128 azimuth samples and a single range bin, and the correlation fac­
tor for the background was 0.5 (section 5.3.5). The mean level ratios for point targets to back­
ground to noise, varied from one trial to the next. They were, 1:1:1, 2:1:1, and 4:2:1. The re­
sults are shown in Figure 5-28 through Figure 5-30.
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Figure 5-27
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In Figure 5-27 four data sequences are shown. They represent the individual centroid estimates 
for each of three modules, Gaussian background, additive noise and point targets, and the cen­
troid estimates for the sum of the modules. The centroid estimates are numbered 1-10, and each 
one is obtained from a different data simulation. The ratio of the mean levels for the modules is 
1:1:1. Figure 5-27 shows that the centroid estimates for the point targets and the additive Gaus­
sian noise occur at random and are spread across the entire Doppler bandwidth of ±1500 Hz. 
The estimates for the background have a very small spread and occur near the -nominal value 
of zero Hz. The estimates for the three modules combined again occur at random but with a 
spread of only about ±500 Hz. They coincide three times with the individual estimates from the 
background module, twice with the estimates from the noise module and once with those from 
the point target modules. Five times the combined data estimates lie somewhere in between the 
individual estimates. The reason for the low spread is the effect of the background module. 
From inspection of Figure 5-27 it appears that the combined estimates are not biased towards 
any of the individual modules. This shows that the three modules are linked correctly.
A change of the ratio of mean levels is reflected in the behaviour of the combined data esti­
mates. This is shown in Figure 5-29 and Figure 5-30. At first the mean level were changed to 
give the ratio 2:1:1 between point targets, background and noise.
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Figure 5-28
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In Figure 5-28 the efiFect of the point target module is dominant because of the increased mean 
level, and the combined data estimates follow closely the estimates from the point target mod­
ule. In five out of ten cases they are coincident. The spread of the combined data estimates is 
now greater because the effect from the background module is lessened.
Figure 5-29
' 'L Centroid Estimates for Individual and Combined Simulated D 
Gain Pattern Correlation. Mean Level Ratio^ 4:2:1 
" 1500 ' ' ' ' '
Targets 
Background 
Noise 
Combined
Figure 5-29 is similar to Figure 5-28 except that now the Gaussian receiver noise is reduced by 
changing the ratio of mean levels to 4:2:1. The combined data estimates are still biased towards
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the estimates from the point target module but somewhat less than before because of the 
stronger signal from the background. The combined data estimates are only twice coincident 
with the point target estimates; seven times they lie between the estimates from the individual 
modules and once they occur at a substantial distance from all three. This is due to the three 
signals being summated as voltages. The power spectrum is taken subsequently and correlated 
with the gain pattern. It is possible for peaks from the three modules to coincide in some places, 
and to cancel in others. Thus a combined signal is produced looking very different from any of 
the individual ones, and the Doppler centroid estimate occurs according to this shape.
5.4.4 Discussion of the Results
The purpose of the simulations was to establish the feasibility of Doppler centroid estimation 
for low PRF SAR from the SAR data. The simulated data was to be such as to represent a 
range of combinations for real life SAR data. In addition a comparison was to be made between 
different algorithms in order to show which would produce more favourable results, if any.
Of these objectives, the following have been achieved: the feasibility of Doppler centroid esti­
mation from low-PRF data has been established for one type of scene and one algorithm - the 
Gaussian distributed scene and the gain pattern correlation algorithm. For this reason, if the 
feasibility of centroid estimation is discussed in the following paragraphs, it is only in this lim­
ited context. The remaining work was concerned with the search for a representation of more 
complex SAR data that would be useful to both time and frequency domain centroid estimators.
The simulations have shown that Doppler centroid estimation is feasible for low PRF SAR 
data, on condition that a sufficient number of samples is processed for estimation purposes. It 
has been shown that a standard deviation of 50 Hz can be achieved if 201 range bins of 256 
consecutive azimuth samples each are averaged. The shape of the spectrum obtained from the 
low PRF simulated Gaussian distributed scene has been compared to the spectrum of simulated 
data sampled at high PRF. The flattening of the spectrum and the loss of definition in its enve­
lope due to the low azimuth sampling rate was clearly evident.
The 3a centroid error of ±150 Hz is considered to be acceptable. It is a large error, equivalent 
to 5% of the azimuth processing bandwidth; however the initial value of the AANSR is already 
quite poor, so that an error of this order does not create a significant deterioration. This fact is 
illustrated in Figure 5-31.
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Figure 5-30
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Figure 5-30 shows the effect of Doppler centroid errors on the AANSR at different PRF's. The 
centroid errors are given in percentages of the PRF The processing bandwidth is 700 Hz in all 
cases. The figure shows that the centroid estimation errors have the most detrimental effect 
when the PRF is chosen such as to give the best AANSR.
The next illustration provides a comparison of the performance of Doppler centroid estimation 
when the PRF is chosen in order to give the best AANSR, i.e. 4.2 kHz. The range of unambi­
guous Doppler frequencies is automatically increased to ±2100 Hz because of the higher sam­
pling rate.
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Figure 5-31
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Figure 5-31 shows the standard deviation of the Doppler centroid estimates from twenty con­
secutive simulations. The data generation and the application of the centroid algorithm took 
place in the same way as when the PRF was 3 kHz. Both the number of azimuth samples was 
varied in powers of two from sixteen to 256, and the number of range bins was increased in 
steps of 50 from one to 201.
A standard deviation of 50 Hz has been considered acceptable for the low-PRF SAR. This 
could be obtained by using 256 x 201 samples. With a PRF of 4.2 kHz, the same performance 
can be achieved using less samples. At 64 azimuth samples and 201 range bins, i.e. 12,864 
samples, the standard deviation is 50 Hz, the same as in the low-PRF case with 51,456 sam­
ples. At 128 X 101 or 12,928 samples the standard deviation is 40 Hz, and at 256 x 51 or 
13,056 samples it is 30 Hz. Thus the low-PRF SAR requires four times as many samples in 
order to achieve the same perfomiance in Doppler centroid estimation as the system with a 
normal PRF. According to the discussion above, this result may be debatable because the det­
rimental effect of Doppler centroid errors on the AANSR varies for different PRF's, and for a 
system with high PRF, a much more stringent requirement may be placed on the performance 
of the Doppler centroid estimation. In turn this would lead to the necessity of processing more 
samples in order to obtain the Doppler centroid estimate, making the numbers comparable to 
the low-PRF case.
The number of samples needed for obtaining a good Doppler centroid estimate influences not 
only the computation time but also the stability required for the attitude control system. The
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reason is that, due to earth rotation, the Doppler centroid fluctuates as a function of satellite 
orbit position and location within the swath width of the SAR. Each azimuth sample is col­
lected from a different satellite orbit position, and each range bin represents a different location 
in the swath width. As a consequence the Doppler centroid changes from one azimuth sample 
to the next, and from one range bin to the next. The scale of these variations is shown in Figure 
5-33 and Figure 5-34.
Figure 5-32
Centroid Variation for Perfect (90°) Yaw Pointing; Oriat Inclination =  98°; R aibr
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The theorem for computing the Doppler centroid variation has been obtained from 
[Raney 1986], In this paper the author derives a formula for calculating the Doppler frequency 
as a function of the radar frequency, the satellite position, look angle, and yaw pointing. The 
formula has been used here to calculate the Doppler centroid, assuming a polar orbit plane in­
clined at 98° in a geocentric co-ordinate system.
Figure 5-32 shows the value of the Doppler centroid for two cases, when the look angle is 11°, 
and when it is 20°.The lower angle corresponds to the near edge of the swath width, the higher 
angle to the far edge. Yaw pointing is taken to be at 90° to the satellite velocity vector. The 
radar frequency is 3.2 GHz. The category axis indicates the argument of latitude (symbol u), 
the angle from the ascending node to the satellite position in a circular orbit. The value axis 
indicates the Doppler centroid. The two curves show that the Doppler centroid varies across the 
swath width, and that this variation is a ftinction of the satellite position. The disparity is great­
est when the satellite crosses the equator, i.e. when the argument of latitude is zero or ±180°, 
and vanishes as the satellite passes over the poles or when u = ±90°. In the instances when the
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satellite passes over the poles the Doppler centroid itself goes to zero, because in these points 
the satellite track is at right angles to the earth’s axis of rotation.
For an S-Band SAR in a polar orbit with a small look angle the deviation of the Doppler cen­
troid across the swath width can be as large as 1.8 kHz, as shown in Figure 5-32. From the 
specification of the data processing requirements in section-4.4.2.3, there are 2700 range bins 
in the 100 km swath width including oversampling and compensation for the variation in the 
resolution cell size. In the worst case, i.e. when the satellite crosses the equator the Doppler 
centroid on average differs from one range bin to the next by 0.667 Hz. Across 201 range bins 
- the number required for Doppler centroid estimation to a standard deviation of 50 Hz - the 
average difference is 134 Hz. Thus the spread of the sample space exceeds the standard devia­
tion aimed at by a factor of three. A moving average computation is required where the data is 
separated into overlapping blocks and the centroid is estimated for each of them. From the se­
ries of points the curve with the best fit is derived. This curve is proportional to the sine of the 
look angle. It can be approximated by a hyperbolic for angles smaller than 1 radian. If the de­
viation between actual centroid values is not to exceed the standard deviation of 50 Hz, an in­
dividual estimate has to be made every 75 range bins, totalling 36 for the entire swath width. 
The total number of samples processed is in this case, 256x201x36 = 1,852,416. The compu­
tations required for the gain pattern correlation algorithm are:
1. the FFT is required of the azimuth samples in each range bin before presumming, and 
because processing and centroid estimation data blocks have different dimensions, sec­
tion 4.4.2.3.1-4.4.2.3.2 (5 logi (N) FLOP’s per azimuth sample, per range bin)
2. the power spectrum needs to be obtained (four multiplies and two adds per complex 
sample)
3. the 201 range bins need to be averaged (one complex add or two FLOP'S per range bin 
NR)
4. the FFT of 256 samples length must be taken (5 log% (N) FLOP’s per azimuth sample 
Naz)
5. multiply this with the reference function (6 FLOP'S per azimuth sample)
6. take the inverse FFT (5 log] (N) FLOP’s per azimuth sample)
7. a search for the maximum has to be done once per range bin (a compare and memory 
relocation operation, approx. equivalent to two FLOP’s per azimuth sample)
The total number of FLOP'S for a single estimate are.
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{ N , 5 lo g ^ y v , ,] + 6/V, + 10 log,[7V„] + 8) + 2N„ Equation 5-34
For a data block size of Naz = 256 and N r = 201, there are 2,389,906 FLOP'S required for a 
single estimate and 86 MFLOP’s for 36 estimates. The type of data processor planned for the 
MiniSAR needs 5.2 s to carry out these computations (section 4.4.2.3.9). In addition, finding 
the least squares fit to a hyperbolic requires 1145 FLOP'S for 36 individual estimates (see Ap­
pendix A; [Spiegel 1988, pg 266-295]). This amount is negligible compared to 86 MFLOP’s.
Consider Figure 5-34. The variation of the Doppler centroid as the satellite along the satellite 
track is shown for specific yaw pointing angles. Note that small deviations in yaw pointing 
have large effects on the Doppler centroid. The curves are similar but shifted up or down ac­
cording to the yaw angle. A displacement of one degree causes a shift of more than 500 Hz. 
The zero crossings of the curves are changed correspondingly. The position at which the Dop­
pler centroid is zero depends on the yaw pointing. The larger spacebome SAR exploit this fact 
by using yaw steering; that is, they modulate the yaw pointing in such a way during orbit as to 
maintain the Doppler centroid at virtually zero at all times. Recall from Figure 5-32 that when 
the Doppler centroid is zero, it is constant all across the swath width so that at this point no 
moving average and curve fitting process is necessary. The MiniSAR could make use of this 
property. Since the use of the SAR is localised, the yaw pointing could be fixed in such a way 
as to give zero Doppler centroid in the desired region of observation.
Figure 5-33
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By inspection of Figure 5-33 it can be seen that the highest rate of change of the Doppler cen­
troid with satellite position always occurs over the poles, and the lowest over the equator, irre­
spective of the yaw pointing angle. In the worst case the Doppler centroid variation along-track 
is 37 Hz per degree at the near edge of the swath; at the far edge, it is about 70 Hz per degree. 
The centroid variation along-track is proportional to the cosine of the argument of latitude p 
and may be approximated by a straight line for short imaging times or around 90° latitude, 
where d(cos[P])/dp is nearly constant. The MiniSAR imaging time is 15 seconds, during which 
the satellite has travelled through one degree, assuming the orbit parameters of section 4.1.1. In 
15 seconds, 45,000 azimuth samples are collected. Assuming the worst case, the total Doppler 
centroid variation along-track is 70 Hz for one image having 45,000 azimuth samples. If the 
incremental change between actual centroid values is not to exceed the standard deviation of 
50 Hz, at least two individual estimates have to be made for the entire image. That means a 
new estimate every 22,500 azimuth samples. It is advantageous to use more than two estimates 
and a least squares fitting to a straight line (see Appendix A; [Spiegel 1988, pg 266-295]). 
Please note that the maximum rate of change of the Doppler centroid per image pixel is far 
greater in the across-track direction than in the along-track direction.
The cases of highest rate of change in the centroid along-track and across-track are mutually 
exclusive, as is evident from comparison of Figure 5-32 and Figure 5-33. For the calculation of 
the highest likely computational requirement we need to consider the instant when the across- 
track centroid variation is greatest. In this case and for the duration of the MiniSAR imaging 
time the along-track centroid variation is negligible. The sum total of instructions is still 
86 MFLOP's. This amounts to 5.2 seconds of computational time with 60 ns per instruction. 
Even if each operation is assumed to require four additional clock cycles for two memory 
read/write’s, the total computation time for Doppler centroid estimation at 33 MHz does not 
exceed 16 seconds.
These results are based on the data obtained from the simulation of Gaussian data and the gain 
pattern correlation estimator. A typical scene exhibits both point target-like and Gaussian be­
haviour. When point targets are included, the performance of the centroid estimator is quite 
different, as shown in Figure 5-24 through Figure 5-26, where a scene of exclusively point tar­
gets is used with the time domain correlation Doppler estimator. The scene simulated in this 
case is artificial since it consists only of point targets, nevertheless the results indicate the effect 
that the presence of point targets in a typical radar image would have on the Doppler centroid 
estimator. Many thousands of azimuth samples were needed in order to achieve a good centroid 
estimate. The standard deviation of 50 Hz was achieved when 8,192 azimuth samples were
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processed. The method used to estimate the Doppler centroid for the scene of point targets was 
not the gain pattern correlation algorithm but the correlation Doppler estimator which operates 
in the time domain. All the same the result is applicable to the gain pattern correlation algo­
rithm, because in this case the Doppler centroid estimation was not a matter of detecting the 
shape of the spectrum buried in Gaussian noise but of coping with the distortion of the spec­
trum induced by the point targets. The time domain estimator uses the phase of the SAR data in 
order to obtain the Doppler centroid. The weighting of the signal phase due to the point targets 
in the time domain is equivalent to the weighting of the power spectral components in the fre­
quency domain. It may therefore be reasonably argued that the behaviour of the two estimators 
is similar in this case.
In order to conclude the calculations of the computational requirements for the gain pattern 
correlation algorithm we assume that for a mixed scene an individual estimate requires a data 
block size of 8,192 azimuth samples x 201 range bins. Making use of Equation 5-34, the num­
ber of operations required for a single estimate is, 118 MFLOP's. For the moving average 
computation across the swath width, 36 individual estimates are needed, increasing the amount 
to 4.25 GFLOP's. The least squares curve fitting calculations are not significant in comparison 
to this amount. With 4.25 GFLOP's worth of computations, the processing time is less than 
five minutes. If the rather pessimistic assumption is made again that four additional clock cy­
cles are needed per instruction, the total computational time is 15 minutes. With an orbit period 
of 94 minutes, one image per orbit and 40 - 50 minutes data processing time (section 
4.4.2.3.9), on-board processing is still feasible.
The computational load for Doppler centroid estimation could be reduced if
1. the data block size for processing and estimation could be made the same so that the FFT 
has to be taken only once
2. a time domain algorithm is used for centroid estimation so that no FFT’s are necessary.
The first solution is not really possible for a low resolution system because the processing data 
block has less azimuth samples than the estimation data block requires. If the processing block 
is increased, individual targets are superimposed upon each other and can no longer be re­
solved. The second option is possible by using the correlation Doppler estimator. This algo­
rithm has been tried on a simulated point target scene, but not on Gaussian data. Its perform­
ance for that kind of scene can be estimated due to the fact that the autocorrelation function is 
the time domain equivalent of the power spectrum. The correlation Doppler estimation algo­
rithm is therefore related to the A-E method, which is similar to, but perhaps not as good as, the
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gain pattern correlation algorithm (section 5.2.1.2 through 5.2.1.5). from this, let the assump­
tion be made that the correlation Doppler estimator requires twice as many range bins for aver­
aging as the gain pattern correlation algorithm, in order to achieve similar performance. The 
computations for the correlation Doppler estimator are:
1. the 402 range bins need to be averaged (one complex add or two FLOP's per range bin 
Nr)
2. the data is multiplied with a time-shifted version of itself (N-1 complex multiplies or six 
f l o p 's per azimuth sample Naz)
3. the products are added and divided by the number of azimuth samples (two FLOP's per 
complex azimuth sample)
4. the arctan function is an iterative process [Hayes 1989, pg282-3] involving addition, 
subtraction, division and comparison (approximately 160 FLOP's per estimate).
As before, 36 individual estimates are needed to trace the Doppler centroid variation along and 
across-track. The number of operations including the least squares curve fitting is
2.4 MFLOP's. Allowing again four additional clock cycles per instruction for memory 
read/write’s, the computing time is less than 1 second.
These sums show that the time domain algorithm is most suitable for on-board processing be­
cause of the low computation time required. With the time domain estimator there is scope for 
increasing the number of samples processed by several tens and thus improving the estimation 
accuracy without a significant penalty in computing time. Only the processing memory would 
need to be increased in order to hold a larger block of data.
It has been shown that the more samples are being processed, the more accurate is the centroid 
estimate. It also matters how these samples are distributed. Should the ratio of azimuth samples 
to range bins be equal, or should there be more of the one than the other? The following consid­
erations provide the answer:
1. The offset in the centroid estimate caused by discrete azimuth sampling affects the stan­
dard deviation of the estimator and can only be reduced by increasing the number of 
azimuth samples.
2. When strong point targets are present, a large number of azimuth samples (several thou­
sand) is necessary to avoid uneven weighting of the spectrum.
3. Increasing the number of azimuth samples adds to the computational load far more, es­
pecially for the frequency domain estimator due to the FFT's, than does increasing the 
number of range gates
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4. Doppler centroid estimation from data with chiefly Gaussian data is improved by either 
increasing the number of azimuth samples or range bins, but there must be a certain 
minimum amount (several tens or a few hundred) present of both in order to give a good 
estimate.
The reasons mentioned above indicate that it is necessary to use multiples of both range bins 
and azimuth samples for accurate Doppler centroid estimation. For reliable centroid estimation 
it is essential to have a large number of azimuth samples rather than range bins. The disadvan­
tage of using more azimuth samples is increased computational complexity, but this is more of 
an inconvenience than a vital point. The ratio of azimuth samples to range bins should be on 
the order of 10:1.
The object of further experiments was to find a common basis on which to compare the two 
centroid estimation algorithms, and a formula for a realistic simulation of SAR data. The plan 
most likely to lead to success was to generate three data sets as a time domain sequence, each 
representing one aspect of the radar scene. Superposition of the three would yield the final data 
as received by the radar. The data was suitable for the time domain estimator and would be 
adaptable to the frequency domain by taking the Fast Fourier Transform. The correct simula­
tion of two of the data sets, the superposition of all three and the application of one of the esti­
mation algorithms was accomplished as shown in the results of Figure 5-27 through Figure 5-
29. The results illustrated in these graphs were obtained from trial runs using very few samples 
only, and consequently the centroid estimates were expected to be scattered randomly over the 
entire spectrum of ±1500 Hz. This is roughly the case as shown for the Gaussian receiver noise 
and the point target component of the data. In contrast to this the estimates obtained from the 
supposedly Gaussian distributed background are closely spaced around zero, the nominal value 
of the Doppler centroid. This is not correct, for the estimates should be just as widely scattered 
as it is the case for the other two data types. Compare Figure 5-27 with Figure 5-17, where the 
same type Gaussian distributed background has been implemented differently and applied to 
the same estimation algorithm, with only few samples processed. In Figure 5-17 the estimation 
results are scattered widely over the ±1500 Hz range. As the number of samples is increased, 
the spread becomes less as shown in Figure 5-18. The results imply that this model of Gaussian 
background behaves correctly, whereas the implementation of Figure 5-27 does not. More work 
is needed to create a valid time domain representation of this kind of SAR data. The difficulty 
lies in producing data that displays random and at the same time some deterministic behaviour. 
For the frequency domain signal it has been achieved relatively simply, by modulating a purely 
random signal by the spectral envelope. Such a procedure is unsuited to the time domain where
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the phase and amplitude modulation is hidden under the combined sum of the radar echoes from 
all locations within the target scene. The data samples are apparently random and uncorrelated, 
yet they are the sum of many distinct echoes being individually correlated from one sample to 
the next.
5.4.5 Conclusion
Due to the partial only completion of the investigations into Doppler centroid estimation for 
low-PRF SAR some of the following conclusions have been found by adapting the results to 
different cases and interpreting the information available as seemed most reasonable. These 
were the assumptions that have been made:
1. for a simulation result obtained with the correlation Doppler estimator the gain pattern 
correlation algorithm would in the worst case require the same number of samples for 
processing in order to achieve a similar performance
2. for a given simulation result obtained with the gain pattern correlation algorithm the cor­
relation Doppler estimator would require at least twice as many samples for processing 
in order to achieve a similar performance
3. the justifications for these deductions are firstly, that the two algorithms are related to 
one another since both use the power spectrum of the SAR data or its time domain 
equivalent; secondly, that the curve matching procedure of the gain pattern correlation 
estimator is superior to the search for a fundamental harmonic as in the correlation Dop­
pler estimator, because it makes use of more of the information available about the 
spectrum.
The results from the investigation into Doppler centroid estimation are summarised in Table 5- 
2 .
It has also been found that:
•  the Doppler centroid varies both across-track, i.e. from one range bin to the next, and 
along-track, i.e. from one azimuth sample to the next, having a number of implications 
on Doppler centroid estimation:
♦ moving average processing and curve fitting is needed in range and possibly azimuth 
as well to track the variation in the Doppler centroid, thus multiplying the amount of 
processing needed
♦ in across-track direction, the centroid variation can be approximated by a hyperbolic, 
and along-track by a straight line
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♦ the rate of change in the Doppler centroid differs as a function of orbit position; it is a 
maximum across-track when it is a minimum along-track, and vice versa
♦ the maximum centroid variation across-track is much greater than the maximum 
variation along-track
♦ for localised missions, satellite pointing can be permanently fixed in order to keep the 
centroid variation across-track, and hence the processing required because of it, to a 
minimum
Table 5-2 Summary o f Results 
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The results and findings have lead to the following conclusions:
the Doppler centroid estimation for the low-PRF MiniSAR is rendered difficult, but not 
impossible by the unusually low sampling frequency
^  good Doppler centroid estimation requires many samples to be combined for processing; 
on the order of 10,000 azimuth samples and 400 range bins
the size of the data block necessary for Doppler centroid estimation means an increase in 
the processing memory of section 4.4.2.3.1 (22 Mbytes) by about 20%
^  the two algoritlims are both suitable for Doppler centroid estimation: the gain pattern 
correlation estimator (in the frequency domain) and the correlation Doppler estimator (in 
the time domain)
^  the overall computational requirement, including moving average processes, of the fre­
quency domain estimator is several orders of magnitude greater than that of the time do­
main algorithm
^  for on-board processing, the time domain estimation algorithm is preferable because of 
the low quantity of computations needed: the number of samples processed may be mul­
tiplied by a factor of hundred, thus improving the estimate, without significantly in-
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creasing the computational load, whereas with the time domain estimator the number of 
samples is limited due to the large amount of operations required.
in order to replace the initial assumptions mentioned above by experimental evidence, 
more work is needed in the following areas:
^  the development of an appropriate SAR data simulation, specifically a time domain 
representation of a scene displaying random and point target-like behaviour com­
bined, for use with the time domain estimator and, via FFT, the frequency domain al­
gorithm for comparison
modification of real SAR data to make it look like data sampled at unusually low 
PRF, and application of the two centroid estimation algorithms for comparison.
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6. Summary and Conclusions
The goal of this research has been, the feasibility study and design of a small synthetic aperture 
radar for the UoSAT minisatellite.
The approach taken was that the mission must be cost-effective and affordable. This has meant 
that there are trade-offs in the instrument performance and image quality. The aim was for the 
small satellite SAR to be specified so that it could be designed and built by UoSAT using in- 
house expertise. For this reason overspecialised requirements for instrument and platform have 
been avoided.
A strong emphasis has been placed on the image area. For satellite remote sensing this is one of 
the main benefits, together with the periodicity of observation, that distinguishes it from other 
platforms. The size of the imaging area is especially significant for near equatorial regions 
where there are gaps between the observed areas of consecutive satellite passes. Equally im­
portant is the shape of the imaged area. Frequently wide extended areas are more useful than 
long strips, even though the latter are much easier to achieve in comparison by a spacebome 
SAR.
Achieving a good swath width is quite expensive. For a start, a high energy output is required. 
The instantaneous power is proportional to the square of the illuminated area. Even though the 
overall satellite energy budget may suffice to provide extra swath width, the instantaneous 
transmitted peak power is difficult to achieve. One option is to trade-off swath width against 
resolution. In surveillance type applications this is acceptable as only medium resolution is re­
quired in those cases.
The swath width is also linked to the antenna size. The antenna for spacebome SAR’s is typi­
cally a two-dimensional planar array several meters square. It is one of the most costly compo­
nents. It is complex in both the stmctural and the electromagnetic design, and it has an impact 
on the spacecraft volume and mass. Electromagnetic concems are the arrangement of the indi­
vidual radiating elements for the beamshaping, the overall flatness required to minimise phase 
errors, the temperature fluctuations causing the same, and the losses in the material. Stmctural 
concems are the number of panels required, and their stowage, deployment, support and rigid­
ity. Mass considerations concem the overall size, the number of radiation elements, the ar­
rangement of waveguides and the materials used.
O*
Overall the antenna is a high precision component. In order to enable the antenna to be de­
signed and, if possible, built in-house by UoSAT, its size was restricted to no greater than
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3.5 mxl m. A smaller antenna means that there are less panels to be deployed, and the support 
structure is more simple. In addition, the array is easier to keep rigid and flat. Also, the number 
of individual radiators is less so that the problem of phase drift between elements due to tem­
perature fluctuations and other causes can be contained.
The design of the antenna size is constrained by the PRF limits and the ambiguity criterion. The 
area of the antenna must be above a certain value in order to avoid built-in high ambiguity 
noise to signal ratios. The lower limit is determined by the swath width. A greater swath width 
demands a lower PRF to avoid second-time-around echoes (the ambiguous signal) coinciding 
with first-time-around echoes (the true signal). In turn, the wider the swath, the smaller must be 
the width of the antenna. Thus the connection is made between the PRF and the antenna width: 
the more narrow the antenna, the lower must be the PRF.
On the other hand the length of the antenna is inversely proportional to the extent of the Dop­
pler bandwidth received. The sample rate for the Doppler bandwidth is the PRF. Therefore the 
minimum required PRF to prevent foldover of the Doppler spectrum inside the -3 dB points of 
the main peak is equal to the Doppler bandwidth. If the PRF is low because of the swath width 
chosen, then the only way to prevent excessive aliasing in the Doppler spectrum is by increas­
ing the length of the antenna; for in so doing the Doppler bandwidth is narrowed down. Inci­
dentally the length of the antenna is also inversely proportional to the azimuth resolution so that 
shorter antennas give better resolution.
Just exactly how the ambiguity criterion is satisfied is not important: it may be by using a high 
PRF with a short and fat antenna, a low swath width and high resolution, or it may be by a low 
PRF, a long and thin antenna, and lower resolution.
An attempt has been made in the design for the MiniSAR to by-pass the restrictions imposed 
by the PRF limits. The argument is that the azimuth resolution being less than what could actu­
ally be achieved with an antenna of the specified size, much of the received Doppler bandwidth 
could be discarded. If the aliasing is high in the unused portions only of the Doppler spectrum, 
then the system is not adversely affected. The PRF for the MiniSAR has been so chosen that 
the -3 dB level of the first spectral replica coincides with the edges of the useful spectrum, plus 
a margin of 20%. Thus the PRF is lower than would typically be required by an antenna of the 
specified length, and a greater swath width can be realised. The disadvantage is that though a 
large portion of the Doppler spectrum where most of the aliasing occurs is discarded, the deg­
radation in azimuth ambiguity noise to signal ratio is still substantial. The reason for this is that 
the total ratio of the ambiguous energy folded over into the useful spectrum is significantly 
higher than if a nominal PRF is chosen.
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The degradation of the AANSR affects the image quality. It has been accepted as one of the 
possible trade-offs in the design of a low-cost small satellite SAR. An analysis of relative gains 
and losses for the low-PRF design option has been done and the following found for the Mini­
SAR:
The selected PRF of 3 kHz is about 70% of the nominal value of 4.3 kHz. A 20% (17 km) in­
crease in the swath width could be gained by lowering the PRF to 3 kHz. The reduction in the 
PRF caused a rise in the AANSR by more than 50% (nearly 14 dB). The azimuth resolution at 
eight looks is 100 m, with an assumed 20% oversampling factor. If the full Doppler bandwidth 
were used for the maximum possible resolution, the AANSR would rise by an additional
3.6 dB or 13%. In other words, with low resolution there is a 13% improvement in the AANSR 
as compared to the full resolution case.
The physical size of the MiniSAR antenna, its operating frequency and look angle and the 
spacecraft orbit still satisfy the ambiguity criterion. The potential is there to operate the instru­
ment at a high PRF in conjunction with a lower swath width and higher azimuth resolution. It 
may appear as a surprise that the swath width finally chosen for the MiniSAR is actually the 
same as the maximum possible for the specified antenna dimensions. The reason for reducing 
the PRF was a need to operate the instrument at a high duty cycle. The length of the transmit­
ted pulse has been increased in order to reduce the peak transmitted RF power. This facilitates 
the implementation of a solid state high power transmitter amplifier instead of having to use 
vacuum tubes. The increase of the pulse duration effectively reduces the swath width because 
the SAR uses a single antenna for both transmission and reception of the signal. Instead of al­
lowing the swath width to be reduced, the chosen option was to lower the PRF; thus a high duty 
cycle can be maintained without decreasing the swath width.
A second problem that has been identified is the effect the low sampling rate has on the shape 
of the azimuth spectrum, and thus the ability of estimating the Doppler centroid from the SAR 
data. Spectral estimators rely on the shape of spectrum, which itself is influenced by the beam- 
shape of the antenna. Reducing the PRF i.e. the azimuth sample rate means that the spectral 
peaks move closer together and the troughs become progressively more filled in, so that the 
spectral envelope has a flatter appearance. The less pronounced the peaks and troughs are, the 
more difficult it is to extract the information about the Doppler centroid from the SAR data. 
The Doppler centroid is essential for SAR processing, and it can in theory be obtained from the 
satellite attitude information and orbit ephemeris. In most cases this is not accurate enough for 
spacebome SAR’s; the same applies also to the MiniSAR system.
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The problem has lead to an experimental investigation of Doppler centroid estimation for the 
low-PRF MiniSAR, The investigation entailed a literature survey of Doppler centroid estima­
tors, the selection of two suitable algorithms and their application to simulated MiniSAR data. 
The two selected algorithms are the Gain Pattern Correlation algorithm (a spectral estimator) 
and the Correlation Doppler algorithm (a time domain estimator based on the phase shift of the 
signal).
The research plan for the Doppler centroid estimation was to apply the two algorithms to three 
sets of simulated data: firstly, a Gaussian distributed scene where it is assumed that the coeffi­
cients of the elementary scatterers vary from one echo window to the next; secondly, a Gaus­
sian scene interspersed with point targets whose backscatter coefficient is assumed constant 
throughout; thirdly, real SAR data modified in a way to show the effect of the low sampling. 
The data sets are thought to progressively more closely approximate a real scene. The two al­
gorithms were to be applied to these three data sets and the results compared.
The work actually done was the following: firstly, the Doppler centroid was estimated using the 
gain pattern correlation algorithm on a simulated Gaussian distributed scene; then the correla­
tion Doppler estimator was applied to a scene of purely point targets; lastly, the gain pattern 
correlation algorithm was applied to a mixed scene consisting of Gaussian distributed back­
ground dispersed with point targets and additive Gaussian noise.
Because only a portion of the planned simulations had been carried out, some of the conclu­
sions had to be deducted indirectly rather than directly from the experimental outcome. The 
simulations resulted in the following conclusions:
The Doppler centroid estimation for the low-PRF MiniSAR is rendered difficult, but not im­
possible by the unusually low sampling frequency. Good Doppler centroid estimation requires 
the processing of many samples and is computationally intensive. On the order of 10,000 azi­
muth samples and 400 range bins are needed to obtain a low standard deviation and maintain 
the AANSR below -12 dB. The large number of azimuth samples tends to counter-effect the 
asymmetrical weighting of the power spectrum caused by the point targets, and the averaging 
of the range bins tends to smooth the random noise-like features produced by the Gaussian dis­
tributed background. In order to allow for the large number of samples, the processing memory 
has to be increased by at least 4 Mbytes in order to allow for this.
It was also found that the two algorithms are both suitable for Doppler centroid estimation, but 
the time domain algorithm requires far less computation time for the same number of samples
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(one second approximately as opposed to about 10 minutes for the spectral estimator) and is 
therefore best adapted for on-board processing.
From the third simulation, using the mixed scene (Gaussian background, point targets and ad­
ditive noise), no conclusive results have been obtained because the time domain model chosen 
to represent the Gaussian background proved itself to be unsuitable.
Finally below is a copy of Table 4-19 showing the design parameters for the MiniSAR Note 
that the requirement for the on-board RAM has increased slightly in order to allow for the 
Doppler centroid estimation.
Table 6-1
Parameter Symbol (Unit) Value Wliere Discussed
Orbit Altitude H, (km) ----- 900 _ 4.1.1
Spacecraft Velocity V„ (km/s) 7,61 4.1.1
Orbit Period (mill) 94.6 . 4.1.1
Orbit rnciinaiioai I,(°) to be ddetmined 4.1.1
Operating Wavelength (cm) 4.1.5
Aperture Length C ("9 3-5 4.2.1
Aperture Width Wz, (m) 0.460 4.2.1
pAtiniated Total Payload Nfass (kg) 4.2.1
r,nerg>' Generated pa- Orbit (Wh) 134 4.2.2
Continuous Power Available to SAR (W) 4.2.2
Time oPOperation (seconds) "IS 4.1.4 &4.4.1.2
Average RF Power P«,(W) 4.4.1.4
(W) 500 4.4.1.4
Peak Transmitted Power Pr,(W) . '562  . 4.4.1.5
Koise-Equivalent Backscatter CoelRcienl 3.4 & 4.1.4
Syvtem Bandwidth Hr, (MHz) 4.4.1.5
Pulse Repetition Frequency fp, kHz 4.4.1.1
Processed Resolution (Range and A/imuth) Pr, Paz, (ni) 4.1.2
Numb«- of ÏÆoks (A/imuth Only) Naz 8 4.1.3
Image Area (Swath Width and I -ength) Swr, Swa, (km) 100 4.1.4 <& 4.4.1.3
]xx)k Angle (Mid Swath) tjtnis, (°) 16.3 4.4.1.1
.Ambiguity Notse to Signal Ratio (Range and A/imuth) RANSR; AANSR, dB ■ TBDt-12.7 4.1.6 & 4.4.1.7
RAM Required (Mbytes) 150 4.42.3.1 & 5.4.5
Downlink. (Mbps)
.. . ,  ^ ,, 4.1.4 & 4.4.2.3.10
On-Board Processing Time (mill) 4()-50 4.1.4 & 4.4.2 3.9
Yaw Control Accuracy 8y, (°);07/5t, (°/s) 3.0.15 . 4.43.3
Yaw Determination Accuracy for Doppler Centroid 8y, (°);ÔY/5t, (°/s) 4.4.33
Estimation illiii'HllSi
Roll Control Accuracy 8n, C):88/8t. ("/s) ' " UÜ.08’ 4.4.3.1
Pitcli Control Accuracy (Sip, (°);8ip/iSt, (°/s) I; 0.054 - ' 4.43.4
Pitch Determination Accuracy for Doppler Centroid dip, (°);8ip/8t, (%) 0.054; — 4.4.3.4
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6.1 Conclusions
The main question of this research program was the feasibility of a small SAR mission for a 
UoSAT bus. The findings from the research yield a positive answer, with some reservations:
The study shows that the MiniSAR mission is technically viable. A small SAR with some per­
formance limitations and tailored to the UoSAT minisatellite has been designed. Even so the 
instrument will be highly complex and very large in comparison to platform. In addition, SAR 
is a new area to UoSAT. Previously, new areas of technology have been opened by the en­
gagement in experimental projects. Thus the company’s expertise is being developed. The in­
corporation and launch of experimental payloads on commercial satellites provided a low risk 
testing ground for new equipment. If the payloads were operational as planned, the experiment 
was successful and the payload could be included in future missions as a commercial item. If 
the payload was not operational due to some fault, then the design could be improved accord­
ingly, but the mission itself was not adversely affected.
With the MiniSAR the case is slightly different. The instrument is so large that the mission 
needs to be virtually dedicated to it. There is not much room for other payloads, as far as vol­
ume and energy are concerned. The MiniSAR would have to be built as a specialised mission. 
Yet being the first of its kind it could not be produced as a commercial satellite. Either some 
external fimding would have to be found or the company has to carry the financial risk by it­
self. It would be a great expense for a mission without any initial commercial value.
Another option is to contract out the design and building of the instrument to an organisation 
that has accumulated an expertise in spacebome SAR. The disadvantage here is that this kind 
of program is not conducive to UoSAT’s acquiring its own expertise in the field, unless it in­
volves a technology transfer.
The third alternative is for UoSAT to acquire in-house expertise in related areas, such as the 
design of array antennas and solid state high frequency/high power amplifiers. The expertise 
could be gained through experimental student projects and qualified personnel. The SAR design 
could then be minimised to such an extent that it could be flown as an accessory to a commer­
cial minisatellite mission without interfering with the remaining payloads. The only way this 
could be done is by using a very high operating frequency, such as X-Band. The sole purpose 
would be to demonstrate the technology, so that small images at very low resolution could be 
taken, allowing the use of low power and semiconductor technology. Such an experiment, if 
successful, could be the precursor for a dedicated SAR mission.
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6,2 Contribution
This work has helped to create a greater awareness of the work of SAR’s at UoSAT and to 
encourage the further pursuit of the small satellite SAR idea.
The research has also provided an analysis of an unusual design trade-off: that of operating a 
SAR at a PRF below the nominal value. The implications on the image quality and the Doppler 
centroid estimation have been especially examined and clearly demonstrated.
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Appendix
A. Number of Computations for Curve Fitting Procedures
It is required to find the number of FLOP’s necessary to find the best fitting curve for the Dop­
pler centroid estimates. Let the independent variable X denote the groups of either range bins or 
azimuth samples across-track or along-track for which an individual centroid estimate has been 
made, and let the dependent variable Y denote the centroid estimate.
Least Squares Line
The equation of a least-squares line fitting the series of Doppler centroid estimates is;
Y = ûq + a^X  Equation A -1
where ao and ai are found by solving simultaneously the equations
7  = « 0  ^  A  Equation A- 2
'£xr = c,,Xx+a,Y^x^
where Nee denotes the number of centroid estimates Y. Equation A- 2 are called the normal 
equations for the least-squares line. In order to simplify their solution, the independent variable 
X can be so chosen that X i-> X -  X . It follows then that EX = 0, and the coefficients ao and 
ai are given by
1 ^  _ Equation A- 3
Qq -
a, =
The number of computations required for the least squares line are listed in Table A- 1.
Table A- 1
Kactiir
2N„-1
all estimate»
ao^' Y  =  ao +  aiX
2N«
9 N e e - l
The total number of computations for the least squares line, for Nee centroid estimates, is 9Nce- 
1.
Least Squares Hyperbola
The equation of a least-squares hyperbola fitting the series of Doppler centroid estimates is;
V = + a, A + ^ 2  + « 3  A" Equation A- 4
where ao, ai, a], and as are found by solving simultaneously the normal equations
Z  ^ = "o + «IZ  ^  + " 2  Z  + "3 Z  Equation A- 5
ZAT = a„Z-^  + ".Z-^'+"2Z^'+"3Z-^'
Z % ' r = « ,Z - ^ '  + « ,Z - ^ '  + « 2 Z ^ '  + « a Z -^ '
Z =(Ï0 Z + "i Z + «2 Z + «3 Z
As in the case of the least squares line, the independent variable X can be so chosen that 
ZX -  0 Consequently, ZX  ^= 0 and ZX  ^= 0, simplifying the solution for Equation A- 5. The 
coefficients ao to as are then given by
(Iq -
Cl^  —
a-
Z Z - z z
I z W - z ^ ^ z ^
=
^  A ^ ^  A f —^  A ^ ^  A ^y Equation A -6
I z W - Z ^ T ^
The number of computations required for the least squares hyperbola are listed in Table A- 2.
Table A- 2
Fuctor x -X  E X * #  ZX" J EX' ZY EXV ZX^ Y EX^ aotoa, Y*(...)#FLCHP'si ipNce ^ 6Noe-t Nce-1 2!Ni r^l 3Nce-f^^ 36 ,  ^ \
Total  ^ " -  - / ' ‘ 31%.+-39
The total number of computations for the least squares hyperbola, for centroid estimates, is
31N«..+29.
B
Nomenclature
a  = look angle
Aa = physical antenna area
Ae = effective antenna area
ttfs = look angle at far swath edge
Ons = look angle at near swath edge
Ap = solar panel active area
p = argument of latitude
Baz = Doppler/azimuth bandwidth
Br = range/system/receiver bandwidth
C = Pulse compression ratio
c = speed of light, 2.998x10^ m/s
D = aperture dimension
E = roll angle
^ = azimuth target phase
fc = centre frequency
Fd = discrete Doppler frequency
fü = Doppler frequency
foc = Doppler centroid
foi = instantaneous Doppler frequency
fk = instantaneous discrete Doppler frequency, related to angle from boresight 
fp = pulse repetition frequency 
for = Doppler frequency rate 
0r = range 3 dB beamwidth 
G = antenna gain 
y = yaw angle
Gaz = one-dimensional antenna gam in azimuth direction 
Gr = one-dimensional antenna gain in range direction 
H = spacecraft altitude 
I = orbit inclination
k = Boltzman’s constant, l,38xlO’^ J/K 
K = frequency rate 
X = radar wavelength 
L = system losses 
^  = length of rectangular antenna
Xc = cut-off wavelength
Ig = wavelength inside waveguide
Ls = synthetic aperture length
Naz = number of azimuth samples
Nr = number of range bins
Pav = average transmitted RF power
?T = peak transmitted RF power
0 = angle from boresight, azimuth or range
0az = azimuth 3 dB beamwidth
R = slant range
paz = azimuth resolution
Re = earth radius at equator, 6378 km
Rg = ground range
u = argument of latitude
pr = range resolution
(Jo = mean backscatter coefficient per unit area 
Swr = cross-track swath width 
Swa = along-track swath length 
t = time
X = transmit pulse length
Tp = pulse repetition interval
Ts = system noise temperature
Vs = spacecraft velocity
Vst = relative spacecraft-target speed
Wa = width of rectangular antenna
0e = earth rotational velocity
D
©s = spacecraft angular velocity 
y  = pitch angle 
Ç = time
^0 = flight-time delay between start of imaging and azimuth target
Çc = flight-time delay between zero Doppler frequency and Doppler centroid
E
Glossary
AANSR
See Azimuth ambiguity noise to signal ratio.
Ambiguity
Sometimes used synonymously with ‘Ambiguous energy. Also called ghost image. A fainter replica o f an 
existing target appearing at a displacement from the actual target in the radar image. Ambiguities arise 
from unwanted echo signals received through the unusable parts o f the radar beam. See also ^ an ge  ambi­
guity, ‘Azimuth ambiguity, ‘^ tpoint ambiguity, ‘=t>distributed ambiguity.
Ambiguity function
The ambiguity function defines the frequency time response of a signal that has been passed through a
matched filter. It shows the amount of coupling between the time andfrequency response observed at the 
matched filter output. The coupling causes frequency shifts to be interpreted as time delcos and vice versa. 
Thus the ambiguity function is an indicator of the usefulness of a signal for a particular type of application.
Ambiguity noise to signal ratio, (ANSR)
The ratio of the total ‘=t>ambiguous energy to the signal energy for the radar image. The instantaneous 
AANSR gives the ambiguous noise to signal ratio at a specific target location relative to the direction of  
pointing of the radar beam and thus varies as a function of target position. The integrated AANSR is the 
same anywhere in the image and gives the mean value o f the ambiguous noise to signal ratio for all target 
locations.
Ambiguity noise to signal ratio, azimutb, (AANSR)
The ^Ambiguity noise to signal ratio for the radar image, measured only in the ‘=<xizimuth dimension. 
Ambiguity noise to signal ratio, range, (RANSR)
The ^Ambiguity noise to signal ratio of the radar image, measured only in the ^ an ge dimension. 
Ambiguity, azimuth
‘^ Ambiguous energy received through the unusable parts of the radar beam lying in the •=t>azimuth plane.
The signal energy received from a target illuminated by the useful part o f the azimuth mainlobe, having 
Doppler shift fd competes with ambiguous energy received through the unusable parts o f the beam from tar­
gets positioned such that their Doppler shift isfd±nPRF, where n is an integer. Targets with Doppler shift fd 
±nPRF only cause azimuth ambiguities to the signal from the target with Doppler shift fd..
Ambiguity, distributed
‘=i>Ambiguous energy received through several adjacent lobes o f the radar beam either in elevation or 
=i>azimuth, from an extended target.
Ambiguity, point
=i>Ambiguous energy received through a single lobe of the radar beam from a target of the size comparable 
to one Resolution cell.
Ambiguity, range
Rimbiguous energy received through the unusable parts of the radar beam lying in the elevation plane. A 
signal received at time tjfrom a target illuminated by the useful part o f the elevation mainlobe competes 
with ambiguous energy received through the unusable parts o f the beam from targets positioned such that 
their echoes reach the receiver at time td±nPRl, where n is an integer. Targets with echo time delay td 
dnPRI only cause range ambiguities to the signal from the target with echo time delay td.. See also Range.
Ambiguous energy
Energy received through the unusable parts o f the radar beam, as opposed to the useful part of the mainlobe. 
This signal energy is undesired and can cause two effects: it can 1) produce artefacts in the radar image 
where there should be none or 2) substantially raise the brightness level of an actual target and thus give 
rise to erroneous interpretation of the image. See R ange ambiguity and Razimuth ambiguity.
Antenna gain pattern
The gain of the antenna as a function of angle from boresight. For a rectangular array, the pattern is a two- 
dimensional sine function and the two dimensions for SAR are Rizimuth and Range. The 3 dB width of the 
mainlobe is a function of the antenna width, and for SAR, the range beam is generally an order of magnitude 
wider than the azimuth beam; typical beamwidth are 10° and I ° respectively.
Aperture integration time
See Rarget illumination time.
Azimuth
Represents the plane which is parallel to spacecraft yaw. In SAR it is used to describe both the image and 
ground co-ordinate parallel to the direction of flight.
Azimuth echo
Used synonymously with Rizimuth sample.
Azimuth sample
The returned echo from a single transmitted pulse of the radar.
Azimuth sample rate
The same as the system ^ u ls e  repetition frequency. The frequency at which the Rizimuth spectrum is sam­
pled.
Azimuth spectral envelope
The contour of the folded Rzimuth spectrum of a single Rpoint target; it is shaped like the Rzimuth  
Rntenna gain pattern folded on itself.
Bandwidth, azimuth/Doppler
Used to describe the 3-dB bandwidth of the unfolded Rzimuth spectrum.
Bandwidth, range
The 3-dB bandwidth of the unfolded Range spectrum.
Bandwidth, rcceiver/systcm
The SAR system bandwidth used to sample the Range spectrum. In order to satisfy the Nyquist criterion, 
the system bandwidth, if  complex, is approximately the same as the R ange bandwidth, and approximately 
twice the range bandwidth if real.
Doppler centre frequency
The unambiguous Doppler centre frequency is the Doppler shift of that point in the scene where the 
Rizimuth boresight is pointing. In the Rzimuth spectral envelope, the Doppler centre frequency is the 
component with the highest energy. Defined in this way, the Doppler centre frequency is only unambiguous 
within an interval o f ±  0.5PRF.
Doppler centroid
The same as RDoppler centre frequency.
Doppler frequency rate
The rate at which the Doppler shift o f a given target changes as the SAR flies past during R arget illumina­
tion time. The Doppler frequency rate is approximately linear and is a function of the spacecraft altitude, the 
look angle, the velocity and the operating frequency of the radar.
Echo line
Used to describe the sequence of radar echoes obtained from many pulse repetition intervals. See also 
Rzimuth sample.
Grazing angle
The angle between the tangent of the earth surface and the incident electromagnetic rays.
Ground range
In SAR, the ground range of a target means its distance from the satellite nadir point. See also Range, 
R ia n t range.
Incidence angle
The angle between the incident electromagnetic rays and the vertical to the earth surface.
Look, azimuth
A portion o f  the processing bandwidth o f  the R zim uth  spectrum. See Rm dtilook processing.
Look, range
A portion o f  the processing bandwidth o f the R a n g e spectrum. See R m ltilook  processing.
Look angle
In a side-looking SAR, the look angle is the angle between nadir and antenna boresight, in the elevation 
plane.
Multilook processing
A method whereby the useful part of the spectrum is separated into several equal parts (Rooks) which are 
processed separately and then added incoherently. Both the range and the azimuth spectrum can be divided
H
into looks. The looks are obtained from the same scene but at different time intervals and thus contain differ­
ent frequency information about the same scene. Each look, when processed produces an image of the scene 
at degraded spatial resolution. IVhen subsequently the looks are superimposed and added incoherently, the 
in-phase ‘=tpixel values are enhanced and the out-of phase values tend to cancel. Thus random Rspeckle 
noise in the image is reduced.
Pixel
The smallest spatial unit in a SAR image. Usually there are twoxtwo pixels present in each Resolution cell. 
Point target
An infinitesimally small target with isotropic backscattering characteristics.
FRF
See ‘=t>pulse repetition frequency 
FRF Ambiguity
The PRF ambiguity is the uncertainty as to which interval o f the extent ±0.5PRF in the‘= 0  azimuth spectrum 
the true RDoppler centre frequency falls into.
FRF
See ‘^ pulse repetition frequency
Frocessing (Doppler) bandwidth
The portion of the Rizimuth spectrum, lying within an interval ±0.5PRF, that is used to generate the radar 
image.
Fulse Repetition Frequency/Interval (FRF/FRI)
The rate at which radar pulses are transmitted. The pulse repetition interval, (the inverse of the PRF), is the 
time during which echoes are received.
Range
In conventional radar, range is used to represent the distance between sensor and target. In SAR, range has 
a slightly different meaning. It is used to describe the ground and image co-ordinate orthogonal to the di­
rection of flight. See also R ia n t range, ‘ground range.
Range bin
A small time interval, a fraction of the =>pulse repetition interval. The width of the range bin is approxi­
mately equal to the width of a pulse receivedfrom a target the size o f the range Resolution cell.
Range curvature
The second-order component of R'ange migration. Range cur\>ature is proportional to the RDoppler fre­
quency rate.
Range migration
The variation in the R ia n t range for a given target as the radar flies past during the target illumination 
time. The total range migration consists of a linear and a quadratic component. They are termed R ange  
walk and Range curvature, respectively. The range migration causes a coupling between the azimuth and
I
range dimensions of the two-dimensional echo spectrum from the radar returns. I f  in the processing of the 
SAR signal two one-dimensional processes are applied to process the azimuth and range spectra separately, 
then the range migration must be correctedfor in order to decouple the two spectral components. The extent 
of the range migration depends on the RDoppler centre frequency, the spacecraft altitude and velocity and 
the length of the Rynthetic aperture.
Range walk
The first-order term of Range migration. The range walk is proportional to the RDoppler centre fre­
quency. If the Doppler centre frequency equals zero, there is no range walk.
RANSR
See Range ambiguity noise to signal ratio 
Real aperture
The physical antenna of the SAR. In most cases the real aperture (for microwave SAR) is a rectangidar array 
of slotted waveguides or microstrip patches. Approximate dimensions in azimuth - elevation for spacebome 
SAR are of the order of 10 mxl m.
Real array
Same as R e a l aperture, but emphasising the fact that the aperture consists of many elementary radiators.
Resolution cell (range, azimuth)
The two-dimensional area or one-dimensional length in the image or on the ground that is equal to the 
R patia l resolution.
Resolution, radiometric
Minimum difference in brightness level between two targets, measured in dB, that allows them yet to be rec­
ognised as two distinct targets.
Resolution, spatial, range/azimuth
Minimum ground distance between two targets in the Range, Rizimuth co-ordinate that allows them still 
to be recognised as two separate targets.
Slant range
In SAR, slant range is used to describe the distance between the radar and the target. See also Range, 
^tground range.
Speckle
A form of noise giving the image a freckled appearance. It is usually the case that a single resolution cell 
contains the resultant radar backscatter from many individual scatterers. As the radar flies past during 
Rarget illumination time, the aspect angle to each of these scatterers and therefore their radar cross sec­
tion changes. Thus the resultant backscatter from the resolution cell is subject to a random variation and the 
effect is seen in the radar image as speckle.
Spectrum, azimuth
The dimension of the two-dimensional SAR spectrum that contains the information necessary to resolve the 
azimuth dimension of the radar scene. The azimuth spectrum is the combinedfrequency response o f all indi­
vidual scatterers having equal •=tground range, and being sampled by the Rsystem pulse repetition fre­
quency during Rarget illumination time. The sampling is part o f the radar-ground interaction and therefore 
takes place before the signal enters the receiver.
Spectrum, Doppler
Used synonymously with Rizimuth spectrum.
Spectrum, range
The dimension of the two-dimensional SAR spectrum that contains the information necessary to resolve the 
range dimension of the radar scene. The range spectrum is the combined frequency response of all individual 
scatterers having equal Rzimuth location, received during a single pulse repetition interval, and being 
sampled at the Rystem  bandwidth. The sampling takes place in the receiver in order to convert the ana­
logue signal to a digital signal.
Synthetic aperture (length)
The synthetic aperture, measured in the Rizimuth direction, is several times the extent of the azimuth dimen­
sion of the R e a l aperture. The length is achieved by the motion of the radar with respect to the target, and 
coherent integration of many Rzimuth samples, resulting in improved Rizimuth resolution by several or­
ders of magnitude. The maximum possible length of the synthetic aperture in the case of conventional SAR is 
equal to the length of ground illuminated (several kilometres) by the antenna mainlobe in the azimuth plane. 
Within this constraint the synthetic aperture is a system design parameter and depends on the required azi­
muth resolution, hence the processing Doppler bandwidth. See also Rarget illumination time.
Synthetic aperture integration time
Used synonymously with R a rg et illumination time.
Synthetic array
Equivalent to Rsynthetic aperture. The use o f the word "array” signifies the fact that the synthetic aperture 
is a linear arrangement of several smaller elements where each element is represented by the R e a l aperture 
at a given point in time.
Swath length
Used to describe the extent of one image frame in the along-track direction.
Swath width
The extent of the image frame in the across-track direction. The stretch ofground that is illuminated by the 
3-dB main lobe of the antenna pattern in the elevation plane.
Target illumination time
A time interval extending over several hundreds of p u ls e  repetition intervals. It is the time interval for 
which any collected Rzimuth echoes are added coherently. For conventional SAR, the maximum possible 
target illumination time is the time during which a target remains in view of the 3-dB width of the Rzimuth
K
antenna mainlobe (up to a few seconds). The target illumination time can be less, depending on the 
Rizimuth resolution and processing Doppler bandwidth requirements.
Yaw steering
A deterministic sinusoidal modulation imposed on the yaw pointing of the spacecraft to maintain the 
Rzimuth boresight angle pointing at the piece of ground where the Doppler shift is zero. The modulation is 
a function of the spacecraft position and is small, between ±4 ° See also Doppler centre frequency.
UNIVERSITY OF SURREY LIBRARY
Reproduced with permission of copyright owner. Further reproduction prohibited without permission.
