Abstract The wavelet packet transform gives information in both the time and frequency domains, and it is very useful for describing nonstationary signals like seismograms. Moreover, this structure is dependent on the signal under study; hence we can choose the time-frequency decomposition more appropriate for every signal. In this article, we propose a new method for filtering based on the wavelet packet transform. This approach uses different parameters for filtering, depending on the band of frequencies that we are analyzing. This filtering is employed in order to achieve a high signal-to-noise ratio (SNR) and low distortion. We first apply the method to synthetic signals that we have contaminated with noise. In this way, the shape of the whole output signal and the onset time of the first pulse can be compared to the ideal signal. Finally, we apply it to short-period seismograms recorded at the local seismic network of the University of Alicante in southeastern Spain. The method proposed is compared with conventional passband filters and other methods based on wavelets. The comparison demonstrates that our method achieves a higher SNR without introducing noticeable distortion.
Introduction
Seismograms are often recorded at low signal-to-noise ratio (SNR) conditions that make the measurements of onset times, polarities, and amplitudes difficult. In order to reduce the noise, a zero-phase passband filter is commonly used. Such filters have the desirable property that they do not distort the phase spectrum of the input signal; however, they generate artifacts prior to impulsive arrivals that can be confused with the seismic signal, as Scherbaum (1996) pointed out.
An alternative way of filtering seismic signals was proposed by Douglas (1997) , and it is based on the use of optimum filters. These are linear filters, and the criterion of optimization involves minimizing the mean square difference between the output signal and the expected signal. This kind of optimum filter is also known as a Wiener filter, and its calculation requires the assumption that the signal and noise are stationary. In the case of seismic sequences, however, this assumption is not valid.
Seismic sequences are nonstationary signals, and as a result, analysis in time or frequency separately is not the more appropriate approach. An analysis carried out in both domains is more desirable. Steeghs (1997) concluded that the analysis of nonstationary signals requires the use of new processing techniques that replace the notion of global frequency with one characterized by local frequency description.
One example of this kind of analysis is the short time Fourier transform (Gabor, 1946; Allen and Rabiner, 1977) . In this case, the choice of the window is very important and supposes a compromise between the location of discontinuities (narrow windows) and the detection of long time characteristics (wide windows). Once the window is chosen, it is held constant during all the analysis, and thus the time resolution (or frequency resolution) also remains constant.
An alternative method is the discrete wavelet transform (DWT). In this case, the signal is analyzed under different resolutions or scales. The wavelet analysis is accomplished through a prototype function known as a mother wavelet, which can be interpreted as a bandpass filter. The shrinkage of this wavelet function (high frequencies) allows a time analysis of high resolution, whereas the expansion of the wavelet function (low frequencies) allows an analysis of high resolution in the frequency domain. In such a way, the DWT provides a low time resolution for low frequencies and a high time resolution for high frequencies.
In this article we use the discrete wavelet packet transform (DWPT), which is a generalization of the DWT. One advantage of this approach is that it allows the most suitable decomposition to be chosen for the signal. The DWPT decomposes the time-frequency plane in such a way that it matches efficiently the signal. In this case, a high time resolution is obtained at the frequency bands where it is more necessary and not specifically at high frequencies. After decomposition is achieved, we apply a denoising algorithm based on the wavelet packet coefficients thresholding. We propose a node-dependent threshold that takes the spectral noise characteristics into account. Figure 1 . Tree structure of the wavelet packet analysis. H and G are the low and high digital filters, respectively, and k j,r (n) are the different signals associated with every node of the decomposition. In this nomenclature, each node is characterized by a pair of numbers (j,r), where j is the scale index and r is the index associated with the frequency or the position within a scale.
Theoretical Background The Wavelet Packets
The DWT is a useful tool for the analysis of nonstationary signals. However, the wavelet analysis supposes intrinsically that the spectral information is contained at low frequencies and then the time-frequency decomposition follows a fixed scheme with a logarithmic tree structure. This is not necessarily appropriate for all the signals. The DWPT generalizes the wavelet analysis and allows decomposition of the time-frequency plane in such a way that it is well suited to the signal under study.
The DWPT is implemented using the subband coding scheme, three stages of which are illustrated in Figure 1 . The operators H and G represent linear convolution plus downsampling by a factor of 2 (removal of every other sample); they are called quadrature filters.
The original signal is represented by k 0,0 (n). At each scale, j, of the DWPT, there are 2 j independent signals (nodes or wavelet packet coefficients), and each of them provides two output functions:
j‫2,1ם‬r‫1ם‬ j,r where r represents the frequency index for a given scale and varies from 0 to 2 j ‫מ‬ 1 (Fig. 1) . In this way, at a given scale J we obtain a set of signals {k (n),k (n), . . . ,
which is an alternative representation of k 0,0 (n).
These output wavelet packet coefficients become the input of the next stage in the DWPT. The quadrature filters, H and G, represent low-pass and high-pass filters, respectively. In terms of the DWT, H is known as the wavelet filter and is derived from the corresponding wavelet mother, and G is the scaling filter. In order for expressions (1) and (2) to represent a discrete wavelet packet decomposition, these filters must guarantee exact reconstruction through some adjoint operators, HЈ and GЈ, that accomplish the inverse process (Daubechies, 1992; Wickerhauser, 1994) .
Indeed, for any wavelet packet decomposition of J scales, we have a lot of different signals, k j,r (n), whose appropriate union can provide an equivalent representation of the original signal, k 0,0 (n). For instance, in Figure 1 we can obtain equivalent representations of k 0,0 (n) through the following sets of signals: {k 1,1 (n),k 2,1 (n),k 3,0 (n),k 3,1 (n)}, {k 2,0 (n),k 2,2 (n),k 2,3 (n), k 3,2 (n),k 3,3 (n)}, and so forth.
The only requirement is that the bandwidth of the original signal must be covered by the chosen set of signals, without overlapping, in such a way that each signal, k j,r (n), will be associated with a frequency band.
Determination of the Wavelet Packet Basis
When a sequence x(n) is decomposed into a new set of signals, the new representation is expected to fulfill two de- sirable properties. Firstly, only a relatively small number of coefficients in the expansion should be nonnegligible, and secondly, the sum of the magnitudes of the individually negligible coefficients should be negligible (Coifman and Wickerhauser, 1992) . For this purpose, a basis (set of different signals or nodes, covering different frequency bands) is sought whose coefficients decrease as quickly as possible when they are rearranged into decreasing order, given that such coefficients fulfill the desired properties. To measure the rate of decrease and determine how good the chosen basis is, we calculate the value of some cost function or entropy on every node of the wavelet packet decomposition. The aim is to obtain a basis with the minimum value for the entropy function.
An additive information cost function, M, on sequences of real numbers is defined as any real-valued functional satisfying (Coifman and Wickerhauser, 1992 )
The information cost function has to fulfill some restrictions. M must be finite and the information measure must be additive, so that a specific node can be compared to the sum of its children (nodes derived directly from it).
We can choose all sorts of real-valued functionals, M, but the most useful are those that can measure the concentration of the coefficients. M should be large when coefficients of the sequence are roughly the same size and small when all but a few coefficients are negligible.
One example of an additive information cost function is the Shannon entropy (Jensen and La Cour-Harbo, 2001 ):
In Figure 2 , we show how each coefficient contributes to the whole sum, supposing a normalized sequence. In this case, the contribution to the entropy of each node is small if the coefficients have a low amplitude (near 0) or a great amplitude (near 1), as is desirable for a good cost function. Other sorts of information cost functions are presented by Coifman and Wickerhauser (1992) , Wickerhauser (1994 ), and Taswell (1994 . The algorithm employed to determine the decomposition with the minimum entropy is called the best basis algorithm (Wickerhauser, 1994) . This algorithm provides the best selection for a given wavelet mother and cost function.
Denoising by Wavelet Packet Thresholding
There are several methods based on wavelets that allow us to reduce noise. Most of these algorithms follow these steps: application of the direct transform over the signal, modification of the wavelet coefficients in order to reduce or remove poorly determined coefficients, and reconstruction of the sequences of coefficients to obtain the desired signal. The only variable is the intermediate step that determines the rejection criterion.
The most common criterion of modification involves choosing a threshold level and modifying the amplitude of the signal depending on whether it is higher than this threshold. There are several methods based on this sort of filtering that use different means of calculating the threshold and different ways of application.
Take for example the following signal:
where x(n) is the recorded signal, s(n) is the desired signal, and z(n) is the noise. The aim is to find an estimate of the signal, ŝ(n), as similar to s(n) as possible. One way to measure the error between the signal and its estimate is through the norm ᐉ 2 (Donoho and Johnstone, 1994) :
We showed earlier that the application of the DWPT on the signal provides a set of sequences of coefficients k j,r (n) associated with every basis function. Real signals are contaminated with noise, and the sequences of computed coefficients will also be contaminated with noise. For this reason, we want to separate the coefficients obtained in two groups: those that are well determined by the signal and those that are poorly determined. In this way, the coefficients obtained with the DWPT can be expressed as
j,r x j,r s j,r z where k j,r (n)| x represents the set of coefficients associated with the recorded signal, k j,r (n)| s represents the set of coefficients associated with the interesting signal, and finally, k j,r (n)| z represents the set of coefficients related to the noise. Now, the aim is very similar to the initial one, that is, to estimate the coefficients k j,r (n)| s and minimize the mean square error between this estimate and the expected coefficients.
There are two reasons for working in the wavelet domain and not directly with the signal (Donoho and Johnstone, 1994) . First, most seismic signals contain most of their information concentrated in a small set of coefficients. Second, assuming the noise is stationary, it contaminates all wavelet packet coefficients equally through time. As a result, all the coefficients contain information about the noise, but only some contain significant information about the interesting signal. Moreover, if a good basis is chosen, then we can achieve sequences formed by a small set of largeamplitude coefficients, which are related with the interesting signal, and a large set of low-amplitude coefficients, which are associated with the noise.
In this circumstance, the thresholding methods work very well since they cancel the low-amplitude coefficients and maintain or shrink the high-amplitude coefficients. Some examples of thresholding (or shrinkage) functions are the hard thresholding, soft thresholding (Donoho and Johnstone, 1994) , semisoft thresholding (Gao and Bruce, 1997) , and nonnegative garrote (Gao, 1998) .
Noise Filtering
Most wavelet-based methods for removing white noise from signals follow almost the same method proposed by Donoho and Johnstone (1994) . In Donoho's denoising, the aim is to minimize the mean square error between the estimation of the desired signal ŝ(n) and the signal s(n). However, in a real situation the signal s(n) is unknown and the noise z(n) is not necessarily white noise, as is usually assumed.
Here, we have adapted the method proposed by Donoho and Johnstone (1994) to a more realistic situation, where the noise is frequency dependent. In this section we explain the method we use to do this.
The first step consists of extracting a sample of noise, zЈ(n), several seconds ahead of the signal x(n). Next, a mother wavelet and the maximum decomposition level have to be chosen as input parameters. The DWPT is applied to x(n) and zЈ(n) with these parameters, and a complete tree structure decomposition is obtained. Now, it is necessary to choose the basis (or subset of nodes) that best fits the signal. For this, an information cost function has to be used. The same subset of nodes will be chosen for the noise signal zЈ(n).
The output is comprised of two sets of coefficients, k j,r (k)| x and k j,r (k)| zЈ . In the case of x(n), the coefficients are also contaminated by noise. Thus they can be expressed as a composition of coefficients related to signal, s(n), and coefficients related to noise:
If a good basis and a good mother wavelet (equal to H filter prototype) are chosen, the coefficients k j,r (k)| s will be reduced to only a few large coefficients and the rest will be negligible. In this way, we can apply thresholding methods based on wavelets.
In each of the three cases of soft thresholding (Donoho, 1995) , hard thresholding (Donoho and Johnstone, 1994) , and nonnegative garrote (Gao, 1998) , it is necessary to define the threshold level that will be used. In this article, we propose a new, node-dependent threshold, whose expression is based on the universal threshold (Donoho and Johnstone, 1994; Donoho, 1995) :
where is the noise variance (Spiegel, 1988) and N j,r is 2 r j,r the length of the sequence k j,r (k)| zЈ .
Results

Synthetic Examples
In this section we apply the proposed method to known synthetic signals, which have been contaminated with characteristic noise. Then the method is compared with digital filtering and with other methods based on wavelets, and we show the advantages of using wavelet packets.
As the synthetic signal, we generate a pulse with dominant frequency of 7 Hz (Fig. 3a) , using a sample frequency of 100 Hz. This pulse is contaminated with real noise recorded by a seismic station. In Figure 3b , we can observe the signal resulting when the pure signal is contaminated with noise in such a way that the SNR is 10 dB.
In Figure 4 we show a time-frequency decomposition, based on wavelets, of the pure signal and the signal contaminated with noise. We have used a wavelet analysis wherein the signal is decomposed in six levels and the wavelet used is the Daubechies 12. This is only one possible kind of decomposition that will allow us to compare the timefrequency information between the pure signal and the signal after filtering. Obviously, we can use other sorts of wavelets to fulfill this decomposition (e.g., Lilly and Park, 1995) , but this is not the aim of this article.
For comparison purposes, we applied standard digital filters to this synthetic signal. We observe that these filters do not improve significantly the SNR of the signal, while at the same time they introduce some delay on the pulse arrival that could produce an error in the onset time measurement. In Table 1 , we also show some quantitative results. We can see that in all cases the SNR is around 12 dB (2 dB more than in the original signal), and the delay is around 0.05 sec (five samples). If we observe the correlation coefficient between the filtered signal and the pure signal, we can conclude that the Chebyshev filters (Fig. 5a) provide the best results. Zero-phase filters can successfully address the problem of phase delay in filtering, but they result in often significant prearrival artifacts that are equally problematic for identification of phase arrivals.
In order to improve the filtering of the signal, we have applied other methods based on wavelets and wavelet packets. In each of these cases we have used several kinds of wavelet mother, several decomposition levels, and several kinds of thresholding methods (Galiana-Merino, 2001) .
Regarding the wavelet methods, we have differentiated two cases depending on whether we use the same threshold for all the levels of the wavelet decomposition or we used a threshold that varies with the level (Fig. 5b) . In this second case, we can say that the threshold is level dependent, and it depends on the time-frequency characteristics of the noise.
The results that we obtain show an improvement relative to conventional digital filters, in the sense of the SNR. Table 1 shows that the correlation between the pure signal and the filtered signal is over 0.98, and the delay on the arrival pulse is nearly zero. Nevertheless, we can observe in Figure 5b that the signal obtained after the filtering presents some oscillations before and after the main pulse that mask the desired signal.
In the next methods that we explain, we have applied the wavelet packet transform to the signal. Then, the timefrequency decomposition of the signal does not have to follow a fixed scheme as with the wavelet transform. Now the decomposition is determined by the characteristics of the signal through an entropy function. More specifically, we have used the Shannon entropy. Figure 5c shows the signal obtained after applying a filter based on wavelet packets with a fixed threshold. In Table 1 we can observe as the SNR improves with respect to the previous methods employed. Now the SNR is over 23 dB, 7 dB more than wavelet methods and 11 dB more than digital filters. In this case, the resulting signal presents some spurious oscillations before the arrival of the pulse, but they are much smaller than the amplitude of the oscillations of the pulse.
Finally, Figure 5d shows the signal resulting from applying the method that we propose. Here the threshold value used is different for each decomposition node since the universal threshold is determined through the variance and length of the sequence of noise associated with that node. So we can say that the threshold used is node dependent and depends on the time-frequency characteristics of the noise (through the variance of the noise in each node) and the time-frequency characteristics of the signal (through the node selection process, with the Shannon entropy). With this method we obtain quantitative results (see Table 1 ) similar to the previous one based also on wavelet packets. Nevertheless, in contrast to the other examples, Figure 5d shows a signal without any artifacts before or after the main arrival of the pulse.
In any case, the most important thing is the improvement achieved with wavelet or wavelet packet methods with respect to standard digital filters. With an appropriate mother wavelet and maximum level decomposition, a good resulting signal can be achieved. The oscillations that we show in the wavelet methods can also be reduced with only a better selection of the maximum level. Once we select the maximum decomposition level and the mother wavelet, the filtering of the signal by thresholding is better if we use a level or nodedependent threshold because we adapt the threshold to the time-frequency characteristics of the noise and not only to the time characteristics.
In Figure 6 we compare the time-frequency decomposition of the pure pulse and three of the signals obtained. As before, we have used the DWT to compare the signal in the time-frequency domain. Figure 6b shows that the entire time-frequency plane exhibits signals of low amplitude, which indicates the presence of noise. Figure 6c clearly demonstrates that the DWT method successfully removes the low-amplitude noise from the time-frequency plane; however, we note the presence of several spurious signals before and after the arrival of the main pulse. Finally, Figure 6d shows the time-frequency decomposition of our proposed method. In this case, the absence of both noise and spurious signals is clearly shown. Moreover, the time-frequency In the last three cases, we have used a Daubechies 12 as the mother wavelet and six levels of decomposition. We used the first 2.5 sec of the noise-contaminated trace (Fig. 3b) to characterize the noise.
plane that we obtain is almost identical to that for the pure signal (without noise), as seen in Figure 6a .
Another important conclusion we can draw from these examples is that conventional filters introduce some delay to the signal that can lead to false time arrivals (see Scherbaum, 1996) . In contrast, we have shown that for the specific wavelets analyzed here, the delay is reduced to near zero, as in the case of the example based on the DWPT and the nodedependent threshold (see Fig. 7 ).
Real Examples
We have also applied these methods to short-period seismograms recorded by the local seismic network of the University of Alicante. In Figure 8a , we show an example of one seismogram recorded in the south of Alicante (southeast Spain). This signal presents an SNR of 12 dB, which can be insufficient to determine the arrival time. We have applied the filtering methods that we presented for the synthetic signals. In Figure 8 we compare the pure signal to the signal obtained after filtering with the Chebyshev type 1 filter and the DWPT (with a node-dependent threshold). The Chebyshev filter improves the SNR, reaching a value of 18 dB. Nevertheless, this is a very minor improvement when compared to the SNR obtained with the wavelet packet method, which is over 130 dB. Figure 9 is a zoom of Figure 8 , in which we focus on the arrival of the first pulse. This figure clearly illustrates the good performance of filtering based on wavelet packets, par- ticularly when compared to conventional filters. Moreover, although the remaining noise masks the onset, we can also note that the major pulse is clearly delayed by the conventional filter, in contrast to the wavelet packet method.
Conclusion
In this article we have proposed a new denoising method based on wavelet packets, and we have compared it with conventional digital filters and other methods based on wavelets. All these methods have been applied to both synthetic and real signals. The results show that methods based on wavelets or wavelet packets improve considerably the results compared to those using conventional filters.
With filtering based on wavelets (DWT), we obtain some spurious signals before and after the main pulse, although these oscillations can be reduced using a more appropriate mother wavelet and decomposition level. Employing a leveldependent threshold provides the best results.
With the wavelet packet decomposition (DWPT), we improve upon the results obtained with the DWT, because its time-frequency decomposition is dynamically adapted to the characteristics of the signal.
Moreover, we have found that the soft-thresholding method and the universal threshold work well for filtering seismic signals. Indeed, the threshold that we propose is a node-dependent threshold that depends on the characteristics of the signal (through application of the Shannon entropy function) and the characteristics of the noise (through its variance at different decomposition nodes). In this case, we achieve a resulting signal with a high SNR and without spurious signals.
A final important conclusion is related to the delay that conventional digital filters introduce in the signal. When we apply the filtering based on wavelets or wavelet packets, we observe no appreciable delay; this is one important advantage with respect to standard digital filters. an anonymous rewiewer for their comments, which helped us to clarify and improve this article. Finally, we would also like to thank the associate editor, Charlotte A. Rowe, for her valuable feedback regarding the content and style of the original manuscript.
