Abstract: Analysis of the geometric properties of bone cross-sections is often used to determine skeletal performance and the ability of the body to resist different external forces. This analysis is dependent on obtaining adequate bone cross-sectional images. CT images can be used for this purpose by performing some pre-processing of images in order to achieve sufficient accuracy. In this paper we have used experiments to show that relatively good accuracy of bone cross sectional areas and moments of inertia can be achieved by simple threshold level filtering of CT images.
Introduction
The cross-sectional geometric properties of bone shafts in long bones determine their behavior -their resistance to the external forces acting on them. It can be recognized by six basic kinds of strain: stretching, pressure, shearing, bending, torsion and buckling. In order to study all these properties, it is important to determine how cortical cross-section varies along the shaft axis of bone.
One of the ways to perceive how the bone cross-section is changing quantitatively was explained in [1] . Cadaver humerus was cut by Gili's saw into 18 pieces and the cross-section of each piece coloured by ink and paper prints created from them. These prints were enlarged and printed on graph paper with 1mm x 1mm matrix. The cross sectional area was determined by counting the "inked" squares.
The analysis of cross-sectional properties of bones is made easier through the use of Computed Tomography (CT). CT enables the acquisition of two-dimensional X-ray images of thin "slices" through the body. Multiple images from adjacent slices can be obtained in order to reconstruct a three-dimensional volume [2] . As output, CT creates set of digital gray scale 2-D images where pixel values represent so called Hounsfield units. The Hounsfield unit (HU) scale is a linear transformation of the original linear attenuation coefficient measurement into one in which the radio-density of distilled water is defined as zero HU, while the radio-density of air is defined as -1000 HU. The typical values of some tissues are: blood 30 -45, muscle 40, soft tissue 100 to 300, bone 700 (cancellous bone) to 3000 (dense bone) [3] .
The cross-sectional geometrical properties of the sample bones (distal radius and ulna in large, medium and toy breed dogs) are analyzed using CT images in [4] . Radial and ulnar cross-sections are approximated by elliptical rings with or without eccentric empty holes representing the medullar cavity. The longer and shorter diameters of outer and inner ellipses are estimated and measured for each image "slice" manually.
Nowadays, Health Institutions can purchase software packages for the detailed analysis of CT images. Some of these offer simple tools for users to measure distances between selected pixels on CT image, angles between some lines etc., while more sophisticated tools can calculate the Mineral Bone Densities (MBD) using peripheral Quantitative Computed Tomography (pQCT). Quantitative computed tomography (QCT) is a medical technique that measures bone mineral density (BMD) using a standard X-ray CT scanner with a calibration standard to convert Hounsfield Units (HU) of the CT image to bone mineral density values.
However, any such analysis is still dependent on obtaining adequate bone cross-sectional images. In [5] a structural analysis was performed to calculate the resistance of the affected bones to compressive, bending, and torsional loads using CT images. Calculation of cross-sectional areas is done by obtaining values E i, which represent the modulus of the i th pixel, which is a function of the bone density at that pixel. The structural rigidity of the entire cross section is calculated from CT images as the sum of the product of the modulus (E i ) and the differential area (da -pixel size of CT image), to give the weighted area (E i da) for each pixel at the position (x i ,y i ) relative to the modulus weighted centroid.
Some other comparisons of cross-sectional properties of bones using pQCT images of normal people and athletes are also given in [6] , tennis players in [7] , and older people in [8] ; and also in an evaluation of a 3D object registration method for analysis of humeral kinematics [9] .
CT images of bones are also studied in order to create a semi-automatic segmentation method based on active contour [10] , and a method for extracting outer bone surfaces from a 3D CT and generate 3D mesh of the bone surface using the marching cubes algorithm [11] .
Definition of the problem
The resolution of the CT image is sometimes insufficient to precisely delineate the bone's boundary. Typical values for pixels in CT images of cortical tissue (bone) are over 1000 HU (the dark squares in Fig. 1) , whereas values of pixels not completely occupied by bone are lower (the paler squares in Fig. 1 ). This is because the attenuation coefficients of bones are significantly larger than those of muscles and other tissues around the bone; hence the "intensity" of image elements in the vicinity of bone is proportional to the cortical area that the pixel covers. Also, it must be considered that there are other tissues around the bone (such as muscle, marrowbone, etc.) for which HU values of pixels are less than 150, and others, such as bone septa, with values greater than 150 HU. If one wants to calculate the cortical area (the area occupied by bone) in a CT image, it seems that it can be obtained by counting the pixels that are occupied by bone (have large HU values) and multiply this count by the area of the pixel A. As can be seen from Fig. 1 , pixels with large HU values (the dark squares in Fig. 1 ) do not completely cover the bone area. It is obvious that the area obtained by selecting pixels with large HU values is less than total cortical area. It is necessary to first set a filter on pixel values -the pixels with values greater than a defined threshold level will be counted and pixels with values less than the threshold will be ignored. The problem we investigated in this paper was the threshold level that should be implemented in such a filter in order to obtain as accurate an estimation of the cortical area as can be achieved.
Material
We used CT images of cross-sections of both, left and right, femurs (thigh bones) of a female person of older age obtained from the Clinical and Hospital Centre "Bežanijska kosa" in Belgrade. The CT device used was a Brilliance CT 64-channel scanner with a resolution of 512×512 pixels and 12 bit quantization (values from -1024 to 3071). The CT images were obtained by moving the patient by 1mm for each slice. The cross-sections obtained are from the distal line of trochanter minor to the base of the patella.
The CT study we performed was approved by the Institutional Ethical Committee of CH Center "Bežanijska kosa".
In our study DFOV (Display Field Of View) was 499 mm, the matrix size 512×512 and the real pixel size was 0.975mm×0.975mm. The tube voltage was 120 kV, the tube current was 136 mA and the slice thickness was 1 mm.
Methods
Due to our inability to obtain CT images of cross-sections of bone with higher resolution which would have been more adequate for our experiment, we determined the threshold level based on the bones' inner and outer contours obtained by Canny edge detection algorithm for images with four times higher resolution by using linear interpolation.
Preparation of the set of images
In order to obtain the cross sectional area of bone from the original resolution of the CT images, we performed the following sequence of steps:
1. Two rectangular frames were created, one for each bone (left and right femur), sufficient to contain all cross sections of bones in consequtive CT images along the length of the femur (see Fig. 2 ). It is possible for the cross section of bone to be in the top left part of the frame in the first slice and in the bottom right in the last; 2. Each CT "frame" image obtained in the previous step was resized by placing the cross section of bone in the centre of the frame. We "recognized" bone cross section by filtering pixel levels of CT image above 800 HU and left 4 to 8 pixels surrounding the bone contour we obtained (see Fig. 3a );
3. From the resized image, by implementing Canny edge detection method on bone, we obtained two contours -the inner and outer bone contour (see Fig. 3c ). We also performed the following steps in order to generate CT images with higher resolution:
4. From each resized image obtained in step 2, we created 3 new images by re-sampling (with factor 4) the original image using three interpolation methods -linear, cubic and cubic-spline -thus increasing the resolution of the image four times (see Fig. 3b , created using linear interpolation); 5. From the resized images with enhanced resolution (from the linear interpolation method), by implementing Canny edge detection of bones we again obtained two contours -inner and outer bone contour -with better resolution (see Fig. 3d ). Images obtained in step 2 (with original resolution) were passed through the level filter by setting the threshold to 200, 300, 400, 500, 600 and 700 HU. We named this group of images Group GFilt orig . Images obtained in step 4 (with enhanced resolution) were passed through the level filters using the same threshold levels and this group of images we named Group GFilt high .
Analysis
We used the area between outer and inner contour obtained from the The Canny edge detection algorithm that we used is performed in several steps [12, 13] . First of all, a 5×5 Gaussian filter is used to reduce the noise in the images (with σ = 1), then the typical Sobel Filter is used to calculate the initial edge strength distribution, and the Canny Edge Detection algorithm is used to extract the single-pixel-width edges based on the edge distribution obtained from the Sobel Filter. To improve the processing speed, a global strength threshold is introduced to eliminate the edge pixels with Sobel Gradient values under this threshold. (d) with levels greater than 700 HU.
Fig. 5 -CT images of femur after implementing the Canny edge detection algorithm.
As the expected outcome of the detection algorithm was two contours, we also implemented an algorithm for tracing contours, and thus we eliminated lines that didn't belong to the contours: Fig. 5 presents such a case.
The area moment of inertia was calculated using the following equations [14] for axial (1) and (2), centrifugal (3), polar (4) and principle moments of inertia (5) and (6): 
In order to compare the deviation of the results obtained against reference results, we used two well-known error measures: the relative mean error (norm 1 -see (7)) and the relative root mean square error (norm 2 -see (8)). 
Results
In order to obtain the difference in area of interest estimation between different interpolation algorithms, we compared CT images from the group GFilt orig with appropriate images, by filtering level, from group GFilt high . The results of this comparison are shown in Figs. 6 and 7 for left and right femur respectively.
The difference in estimated area of interest obtained from interpolated images and original images filtered by level filters of 300, 400, 500, 600 and 700 HU is presented in Table 1 .
It can be seen from the Table 1 that the difference in calculation of the cortical area from images that belong to group GFilt orig and images from group GFilt high is in the range 0.82 -4.73 %, so we can say that that there is no error greater than 5% in the calculation of the cortical area from images of any group.
Fig. 6 -Changing cortical cross-sectional area of the left femur along the bone length obtained by CT images from groups GFilt orig (solid lines) and GFilt high (dotted lines for linear, dashed lines for cubic, and dash-dot
lines for spline interpolated images) passed through level filters of 300, 400, 500, 600 and 700 HU respectively (ordered top down).
Fig. 7 -Changing cortical cross-sectional area of the right femur along the bone length obtained by CT images from groups GFilt orig (solid lines) and GFilt high (dotted lines for linear, dashed lines for cubic, and dash-dot lines for spline interpolated images) passed through level filters of
300, 400, 500, 600 and 700 HU respectively (ordered top down). For each CT image mentioned in Sections 2 and 3 (Material and Methods) belonging to groups GFilt orig and GFilt high, we created inner and outer contours of bone using the Canny edge detection algorithm. As can be seen from Figs. 3c and 3d, contours obtained in images with the original resolution are rough and those obtained in images with enhanced resolution are better. We used contours from images of both resolutions (i.e., Ref high and Ref orig ) to calculate crosssectional areas for comparison.
We compared cross-sectional areas of bones obtained by level filtering of CT images in the original resolution (those belonging to group GFilt orig ) with both references. Fig. 8 shows how the calculated area changes along the bone shaft, and how the calculated area decreases with higher level filtering. The filtering levels for this experiment were: 200, 300, 400, 500, 600 and 700 HU and the results are presented using solid lines. It is evident that resulting areas of bones in images processed with higher level thresholds are lower.
From Fig. 8 demonstrates that the lines representing areas of bones calculated from images processed with level filters of 400, 500 and 600 HU are the closest lines to the Ref high "reference" line (presented as a dashed line in the figure) in both left and right bones.
In order to quantify the similarity (difference) between cortical areas obtained from images that belong to the group GFilt orig and reference images Ref high, we calculated the errors shown in Table 2 . Table 2 demonstrates that the smallest error occurs in CT images filtered by a value level of 500 HU, and the second lowest with a value of 400 HU. The largest error appears for images filtered by a value level of 600 HU. In order to verify if a similar pattern existed in calculated area moments of inertia, we compared calculated polar moments of inertia from referenced images with images in original resolution that passed through level filters with thresholds of 200, 300, 400, 500, 600 and 700 HU. The results are shown in Fig. 9 .
It can be seen from Fig. 9 that results of calculation of polar moments of inertia of referenced images are pretty similar to images in the original resolution, when generated by level filtering with a threshold of 500 HU.
We also calculated maximal and minimal principal moments of inertia for left and right femurs using (5) and (6) ; the results are shown in Fig. 10 . We can see from this that the results of principal moments of inertia are also in line with other results from previous comparisons: they are similar to those obtained by level filtering with a threshold value of 500HU. 
Conclusion
In this paper we have described two methods to pre-process CT images of bone in order to determine relatively accurate bone cross-sectional properties. In the first method, we determined rough boundaries of bone cross-section, created an image of bone alone, and implemented filtering on image pixel values based on selected thresholds. In the second method, we increased the resolution of the bone CT image using linear interpolation, detected the inner and outer contours of bone using the Canny edge detection algorithm, and implemented a contour tracking algorithm in order to eliminate out-of contour lines. We used images obtained by the second method as reference images.
Comparison of the calculated cortical area obtained from CT images with and without increasing resolution, and filtered by level filtering, shows that there is no significant difference. However, we must point out that these results were obtained using CT images of one patient only.
By comparison of calculated cross-sectional areas and moment of inertia of the same cross-sections of bones, obtained by the methods described, we discovered that similar results for the cortical area were achieved by the first (simpler) method with a threshold of 500HU, to those created by the second (more complex) method of calculating the area from reference images, with a relative rms error of about 5%.
Our conclusion is that it is sufficient to implement the first method with a threshold level of 500HU in pre-processing of bone CT images, in order to get relatively good results for the calculation of bone geometrical cross-section properties.
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