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Abstract
Supporting Learning for Art Museum Visitors with Visual AR Overlays
Applied to a Long Scroll Painting
Weicheng Liu
Stefan Rank, Ph.D., Danielle Rice, Ph.D., and John Andrew Berton Jr.
Museums play an important role as informal educational resources in people’s daily life. Some museums
with especially popular exhibits attract large amounts of visitors. Those museums have to limit the average
length of stay for each visitor for the protection of exhibits and due to limited space. In this case, visitors,
especially those who want to learn from exhibits directly, do not have enough time in the presence of the
exhibits. To help alleviate this problem, we explored the use of visual aids in said museum environments to
support visitors’ learning experiences in limited time.
Visual aids have been widely applied in the education field to support the learning process. Recently
the technologies needed for Augmented Reality (AR) have become much more affordable and available to
the general public. AR has the potential to be a powerful tool to provide visual aids in support of learning,
through visualizing overlays while keeping the original content present at the same time.
This paper presents the design, development, and evaluation of a prototype for providing visual AR
overlays applied to a traditional Chinese long scroll painting “Along the River during Qingming Festival”.
The prototype shows overlays to visitors to support their learning and improve the appreciation of detail
information in a limited time span. An iterative evaluation of the application through a panel of experts
indicated that the design approach can support visitors’ learning and deeper engagement. In particular,
the panel found that in order to support visitors’ short-term learning in museums, the design of visual aids
needs to support a suitable search strategy.

1Chapter 1: INTRODUCTION
Museums are now important educational resources in people’s daily life. People go to museums to interact
with exhibits to learn about history and discover other information hidden by the creator [Groundwater-
Smith and Kelly 2003]. Such interaction is core component of the learning process for cultural heritage.
According to a report fromWashington State History Museum in fall 20131, visitors spend most of the time
looking at exhibits in museums, which takes up about 71% of their time. They also spend 11% of their time
listening to auditory content such as audio introductions. Visitors especially kids also like to spend time
interacting with exhibits. According to the report, visitors spend 18% of their time staying in museums to
carry out physical activities. We can conclude that visitors can be considered spending most of their time
learning through visuals. Since the data was collected by a history museum, we can reasonably assume that
in art museums, with even more visual exhibits, visitors will spend even more time with visual content.
A common problem that most famous museums are facing is the wealth of information about famous
art pieces can hardly be communicated effectively due to the large amounts of visitors. Some visitors want
to learn in detail from the exhibits, i.e. they seek information beyond the exhibit itself, for example, the life
of the artist, how this exhibit was created, how this exhibit related to history or other exhibits. Museums
commonly provide text-based introductions to support these visitors’ learning intentions. This learning
process requires time and ability to analyze and understand visuals, and some visitors are not willing to
spend time reading texts.
This results in this common problem in popular museums: Museums with high-quality exhibits attract
a large amount of visitors; Such museums have to limit the average length of stay for each visitor due to
limited space and protection of exhibits; which in turn limits the learning process for visitors who want
to spend time to learn more about exhibits. According to the report from China’s Palace Museum, see
Figure 1.1, in fall of 20152, for the most famous long scroll painting “Along the River during Qingming
Festival”, visitors have to wait for 6 to 7 hours to take a look for only 5 minutes. It is a 5-meter long scroll
1See http://www.washingtonhistory.org/files/library/visitor-survey.pdf
2See http://www.china.com.cn/cppcc/2015-09/10/content_36551983.htm
2Figure 1.1: Crowded People Waiting in Palace Museum
painting containing lots of information showing how people lived their daily life in the capital city of the
Song Dynasty, more than 1000 years ago. Visitors only have time to take a quick look at the whole painting
without even realizing where to start from. In this environment, visitors can hardly learn anything from the
painting. Also in Louvre Museum, according to their report in 20143, they collected about 450000 exhibits
and attracted about 25000 visitors each day. However, the average length of stay for each visitor is only 1.5
hours. This results in very short times of direct exposure to exhibits.
To solve this problem, in this paper we discuss a prototype we developed to support the learning expe-
rience for art museum visitors with digital AR overlays to improve the appreciation of detail information
in a limited time applied to a long scroll painting. See Figure 1.2 for a view of the finished prototype.
The concept of visual aids is widely used in the educational field since 1983 [Allen 1983], when in
Oxford University, research was started to support students’ learning by special uses of visual aids. Since
then this concept was increasingly used to provide solutions to support learning. Recently research focused
on supporting learning for primary school children in India [Nalam et al. 2017], helping people improve risk
3Seehttp://www.louvre.fr/sites/default/files/rapport_activite/fichiers/PDF/louvre-2014-annual-report.
pdf
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3Figure 1.2: Screenshot of Prototype
understanding and decision making [Garcia-Retamero and Cokely 2017] and training patients with social
anxiety [Spain et al. 2017]. We also refer to a definition of “visual learning” from a learningmodel commonly
called the “VARK” model. The VARK model consists of visual learning, auditory learning, read and write
learning and kinesthetic learning [Leite et al. 2010]. Although this learning model is controversial, it still
reflects usefully on the concept of supporting learning with visual aids and has been studied for a long time.
In this paper, we present the above-mentioned prototype based on Augmented Reality (AR) to provide
visual aids on a scroll painting. By visualizing hidden information with visual overlays, the prototype can
support visitors’ learning while looking at the scroll. Visitors can learn from the scroll like they are guided
by experienced experts and help them improve their appreciation of detail information in a limited time.
Chapter 1: INTRODUCTION
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In this chapter, we review the literature on the fields of Augmented Reality, Visual Learning and Museum
Experiences. We discuss what has been done so far in museums and the potential use of visual aids. The
literature review is divided into three parts including
1. Augmented Reality (AR)
2. Visual overlays supporting learning
3. Museum experiences for visitors.
At the end of the chapter, we review systems specifically with visual learning support and similar work.
2.1 Augmented Reality
Augmented Reality (AR) is one variation of virtual environments (VE) [Azuma 1997]. Augmented Reality
and Virtual Reality (VR) are the two primary techniques used to create virtual environments. There are
three essential features to define Augmented Reality: a combination of real and virtual worlds, real-time
interaction, and accurate 3D registration of virtual and actual objects [Wu et al. 2013]. With the combination
of real and virtual worlds, we can visualize visual overlays as learning support in the museum environment.
By providing real-time interaction, we can engage visitors to interact with exhibits. With the accurate 3D
registration of virtual and actual objects, we can place specific visual aids for each exhibit or even each
part of the exhibit. Comparing with Virtual Reality, Augmented Reality allows the user to see the real
world, with virtual objects superimposed upon or composited with their reality [Azuma 1997]. Therefore,
AR supplements reality, rather than completely replacing it, allowing visitors to see the actual exhibits with
visual overlays instead of showing them virtual objects, which makes it more meaningful in the museum
environment.
Educational researchers now realize that there are new possibilities for teaching and learning provided
by AR [Wu et al. 2013]. Augmented Reality can create immersive experiences to learners within beautifully
5contextualized learning settings [Arvanitis et al. 2009]. So what could Augmented Reality do to help people
with learning? According to research in 2011, AR systems and environments could help learners learn skills
and knowledge more effectively compared to other technology-enhanced learning environments [Sayeda
et al. 2011].
Augmented Reality commonly works on mobile devices or, for more immersive experiences, on a Head-
mounted Display (HMD). However, for educational purposes, it is more important to design and implement
it to meet its educational requirements carefully than to maximize immersion.
2.2 Visual Learning
Experienced educators recognize that not all learners show the same level of learning ability with the same
teaching method. And in fact, educators should provide instruction which matches the learner’s preference.
Also, learners will find that they may have preferences for a specific learning method which can improve
their learning efficiency. In 1954, researchers introduced the concept of learning styles to understand dif-
ferent learning preferences of various people [Thelen 1954]. Although 60 years have passed, there are still
disagreements in the accurate definition of learning styles [Anderson and Adams 1992] and whether this
distinction of learning styles even makes sense.
One of the most famous but also contentious learning models is the VARK model [Fleming 2001], see
Figure 2.1. It is popular because of its simplicity, its ease of use, and the wealth of learning materials that
have been designed to accompany it [Leite et al. 2010]. It is not generally accepted that learners follow
only one of the styles described in this model. Nevertheless, it is still useful to revisit the preferences
identified by the model as a framework for the type of support our approach provides. The VARK model
divides learners’ preferences into four categories: V (Visual Learning), A (Auditory Learning), R (Read/Write
Learning), K (Kinesthetic Learning). Visual learners have preferences to watch visual materials including
charts, symbols, and graphs. Auditory learners prefer listening to auditory materials. Read/Write learners
will learn better through learning and writing which can help them memorize information. Kinesthetic
learners instead of attending lectures prefer to carry out physical activities. According to the terminology
of the VARKmodel, our approach is mostly concernedwithmuseum visitors that would consider themselves
to be visual learners. Their learning process can be supported by visual learning support, which is also called
Chapter 2: ON AUGMENTED REALITY IN MUSEUMS 2.2 Visual Learning
6Figure 2.1: VARK Learning Styles [Fleming 2001]
visual aids.
2.3 Museum Experiences
Groundwater-Smith and Kelly [2003] in their text on improving learning in the museum, talk about visitors
who want to learn from exhibits in museums. They mention that these visitors learn by interacting with ex-
hibits. The interaction for such museum visitors consists of three types. According to Washington History
Museum Report in 2013 fall, visitors spend 71% of their time looking at exhibits and reading texts in muse-
ums. The report also pointed out that visitors spend 11% of their time listening to introductions or lectures.
Visitors especially children spend 18% of their time carrying out physical activities to interact with exhibits
provided by museums. These are three types of interactions that visitors’ museum experiences consist of.
It is obvious that visitors spend most of their time learning through visuals. It is therefore a useful way to
improve the efficiency of visitors’ learning in museums by providing visual aids.
Many museums are facing an issue that due to limited space and the necessary protection of exhibits,
Chapter 2: ON AUGMENTED REALITY IN MUSEUMS 2.3 Museum Experiences
7museums have to shorten the length of average exposure to certain exhibits for each visitor. According
to China’s Palace Museum in 2015 fall, visitors have to wait for 6 hours in order to have a look at the
famous Chinese long scroll painting “Along the River during Qingming Festival” for only 5 minutes. ”Along
the River during Qingming Festival” is the most famous painting in China’s history. It is called China’s
Monalisa. It shows how people in Song Dynasty lived their life in the capital city, which is with high
historical and art value. In the painting, more than 800 people are doing different activities, which contains
a large amount of information. In this case, visitors can hardly learn anything from the painting in only
5 minutes. Also, the Louvre Museum reported in 2014 fall that they had collected about 450000 exhibits,
and they have around 25000 visitors each day, with each visitor on average having 1.5 hours to watch
the exhibits. Since museum visitors interact with exhibits mainly by learning through visual contents, by
enhancing their experiences of visual learning, visitors’ learning efficiency can be improved.
Augmented Reality allows us to create virtual objects in people’s view. Educators can use visual con-
tents to engage visitors in active learning, traditional support lessons, and make their learning experience
stronger and deeper [McGrath and Brown 2005]. A survey on visualization techniques used in science and
engineering education, testing students with and without providing visual learning support, found that vi-
sual learning is an important method for exploiting students’ visual senses to enhance learning and engage
their interest [McGrath and Brown 2005]. They found out that by providing visual learning support, they
can open up new ways to solve problems in science and engineering fields. They can also provide alterna-
tive ways to think about how science and engineering works, which they believe, can attract more female
students to get interested in science and engineering. Visual learning support can also provide practice to
students, which can enhance their education and practice in science and engineering. So they suggest that
faculty in science, technology, engineering and math (STEM) should use visual aids to support students’
learning and communicate to them.
In 2002 and 2003, a computer science working group studied the use of animations in teaching, focusing
on computer science. Naps et al. [2002] argue that the visualization of rules in computer science, ”no
matter how well it is designed, is of little educational value, unless it engages learners in an active learning
process”. They conducted experimental studies by giving students classes with or without providing well-
Chapter 2: ON AUGMENTED REALITY IN MUSEUMS 2.3 Museum Experiences
8designed visual aids. They create metrics to evaluate the effectiveness of such visual aids and based on their
study they suggest that if the visual aids can not engage students in active learning, they can not improve
students’ learning. However, their conclusions are based on their limited study, and they realize that this is
not sufficient. So they invite other researchers to take their framework and try to validate their conclusions.
Sayeda et al. [2011] created an Augmented Reality student card which can be used by an AR system
called whiteboard system. High school teachers use this technique to present classes with 3D contents
and allow students to have immersive and interactive experiences. In their study, they created control
groups by giving classes of the same content with or without providing such AR system. After the class,
they give students a short quiz to evaluate how well they learned from the class. They find out that in the
same amount of time, students with the Augmented Reality student card get better results. In this case,
Augmented Reality is shown to improve the efficiency of the students’ learning in high schools. We can
draw the conclusion that Augmented Reality can help to improve people’s learning ability by assisting on
their visual learning ability. However, we also find out that the design of visual aids is important because if
the visual aids distract learners rather than support them with their learning, we may get different results.
This could enable people to learn things mainly by visual learning. In the United States, museums are
now becoming both repositories and conservators of valuable artworks and artifacts and educational and
social centers for their communities [Levent and Pursley 2013]. However, some issues limit people’s learning
in the museum environment. Learning in museums requires the ability to analyze exhibits and enough time
to watch the exhibits and read introductions. Researchers, studying how to help older adults and children
learning from the exhibits, have worked towards solving these issues [Kulik and Fletcher 2016; Sitthiporn
2015]. In their studies, they created specific museum environments for older adults and children to provide
them assistance to improve their museum experiences. However, in their research, they have only a limited
amount of visitors which can not create a crowded museum setting. In a busy museum setting, considering
the efficiency, visitors who want to learn about exhibits would like to spend more than one hour looking
at and analyzing one exhibit, but there can be thousands of people visiting the museum each day, and this
limits their stay in front of the exhibits they are interested in. So in such museum settings, increasing the
efficiency while viewing exhibits is necessary and still needs to be solved.
Chapter 2: ON AUGMENTED REALITY IN MUSEUMS 2.3 Museum Experiences
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limitation [Wojciechowski et al. 2004]. There are projects to create 3D models or digital versions of exhibits
and display them in a virtual environment. Similar works could be creating Virtual Reality (VR) museums
or augment virtual exhibits in a real environment so that museums can provide more space for such busy
museum settings. However, Groundwater-Smith and Kelly [2003] mentioned that visitors come tomuseums
to interact with actual exhibits. By providing virtual exhibits either in virtual environment of in museum
environment, visitors can only interact with virtual content which may not be the museum experiences
they seek. And visitors could even visit such museums at home, which makes museums unnecessary. In
such busymuseum setting, we believe, providing well-designed visual aids while showing the actual exhibit,
is the better choice. Augmented Reality could be used to attach objects and environments with public or
private information, which is a useful tool in such museum environment.
Chapter 2: ON AUGMENTED REALITY IN MUSEUMS 2.3 Museum Experiences
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Chapter 3: RELATEDWORK
In this chapter, we look into related work in the museums and education field. This chapter can be divided
into two parts. The first part is related to museum applications that are used to support and improve visitors’
museum experiences. The second part is about learning ability with visuals and implementations based on
the concept of visual overlays.
3.1 Museum applications to support visitors’ experiences
Since 1997, more research has been done in Augmented Reality to explore the potential benefit by im-
plementing it in education field [Azuma 1997]. Recently, Augmented Reality has become a powerful tool
applied in museums to help visitors improve their museum experiences.
Figure 3.1: Augmented Reality Museum Artifact Visualization [White et al. 2003]
In 2008, the so-called “ARCO project” was launched [White et al. 2003], focusing on developing simpler
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photogrammetry and manual modeling techniques concentrated on the museum end user with little experi-
ence, see Figure 3.1. By conducting a 3D reconstruction process with a 3D scanner, digital information can
be recorded in the database. They use an AR plug-in called ARToolKit and visualize the virtual content in an
Augmented Reality environment. Museums hold countless archives or collections of artifacts, which they
cannot exhibit in a low cost and easy way; typically museums simply do not have the space to exhibit [White
et al. 2003]. This project can be considered one of the successful uses of Augmented Reality in museums.
But this leads to a problem that in this scenario, Virtual Reality could be a better choice. To make Aug-
mented Reality applications work, visitors have to go to museums. However, by recording and visualizing
digital information of the exhibits, Virtual Reality with more maturity [Azuma 1997] and better immersive
experiences could give visitors better museum experiences. Groundwater-Smith and Kelly [2003] also talk
about how visitors interact with exhibits. Although visitors spend most of their time looking at exhibits,
they still spend time performing physical activities. Visitors would like to play with VR museums at home,
but they want to interact with actual exhibits when they come to museums. Considering the three most
important features [Wu et al. 2013] of Augmented Reality, this is not the best use of augmented reality in
museums.
Figure 3.2: Interactive Augmented Reality Exhibits [Miyashita et al. 2008]
Also in 2008, an AR museum guide was developed to guide visitors by showing the guiding informa-
Chapter 3: RELATED WORK 3.1 Museum applications to support visitors’ experiences
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tion through visitors’ mobile devices [Miyashita et al. 2008]. By setting up several Bluetooth devices, the
application can track visitors’ current location and create a virtual guide in the form of a cartoon character
to show the direction and distance to different exhibiting sessions. This helps visitors to find their path to
exhibits they are interested in without getting lost. During their trip in museums, visitors can also collect
gems hidden in different sessions of the museumwhich engage visitors in exploring the whole museum. For
some exhibits, they also created interactive virtual exhibits for visitors to play with and learn more about
the exhibit. In this instance, AR was considered to be an effective tool to provide 3D-information to explain
the hidden information of artwork appreciation directly in front of the showcase, which can engage visitors
to learn more and deeper [Miyashita et al. 2008], see Figure 3.2. By using augmented reality to provide
additional information, such as the guiding information and introduction of the exhibits, visitors can enjoy
their visit and are engaged in exploring more and learning more during their museum visit. However, the
problem here is: what is the difference between putting the introduction or guidance as notes or signs and
using Augmented Reality to present this information. In the paper, the authors define this project as an
exploration of the use of Augmented Reality in museums [Miyashita et al. 2008], which leave the question
unresolved. Also in their study, they provide virtual exhibits for visitors to interact with, a setup which
does not accommodate visitors who want to see actual exhibits.
In 2011, an augmented reality guide was developed to guide the visitors going through the Yuan-
mingyuan Garden [Wang et al. 2011]. Yuanmingyuan Garden, also called the old summer palace, is orig-
inally called the Imperial Gardens. In 1860, during the second opium war, this garden was destroyed by
British troops. The ruin of the garden now is a history museum collecting historical information about the
Qing Dynasty. Since the garden was destroyed, people are interested in what it looked like before. In Wang
et al. [2011]’s study, they build up a few stations. Visitors could see the reconstruction of Yuanmingyuan
Garden with the support of Augmented Reality in these stations, see Figure 3.3. Then they looked into
historical documents and created an application to reconstruct the garden based on the ruin by integrating
the real environment and a virtual scene using Augmented Reality. Without their application, visitors can
just imagine how Yuanmingyuan Garden looked like with the help of a few black-and-white photos and
introductions. VWith the support of the application, visitors can see virtual reconstruction based on the
Chapter 3: RELATED WORK 3.1 Museum applications to support visitors’ experiences
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Figure 3.3: Augmented Reality Reconstruction of Yuanmingyuan Garden [Wang et al. 2011]
ruin in order to get learning support of the cultural sites and the cultural histories.
In order to provide additional information about the exhibits, museums can simply put a note marked
with the introductions for visitors to read through. This is cheaper and more efficient compared to other
techniques. So whywe are using Augmented Reality here for our thesis? Augmented Reality can provide in-
teractive and immersive experiences while maintaining the relationship with the real world [Wu et al. 2013],
which notes can not do. Also visitors do not want to read too much during their museum visit, not spending
too much time read through texts. Similar work using Augmented Reality in museums includes designing
a mobile AR guide [Damala et al. 2008] and building virtual and augmented reality museum exhibitions
[Wojciechowski et al. 2004]. In museums, the ”real world” are the exhibits and museum environment. By
applying visual learning support to the exhibits, visitors are able to look at the actual exhibits while getting
visual support with interactive elements to provide an immersive experience and engage them in learning
more and exploring more in museums. With text introductions, visitors have to shift their eyesight to find
and read through the introductions. This is a potential advantage when we are using Augmented Reality.
Chapter 3: RELATED WORK 3.1 Museum applications to support visitors’ experiences
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In this section, we looked into how museum applications support visitors museum experiences. Some
of the applications take advantage of Augmented Reality to provide an immersive experience to visitors to
engage them in learning more and exploring more in museums, which is related to our proposed solution to
solve our research question. However, none of them put such application in a busy museum setting where
visitors do not have enough time to look at exhibits and try to solve the problem to support visitors learning
in such a museum setting that they don’t have enough time to learn about exhibits. In the next section, we
look into supporting learning with visuals to find a possible solution to support visitors’ appreciation of
detail information in limited time.
3.2 Support Learning with Visuals
In 1983, Allen [1983] in Oxford University first covered the concept of visual aids in his book: techniques
in teaching vocabulary, and visual aids have been widely used in the education field. Visual aids are shown
to support students’ detailed learning. Recent research based on visual aids includes using visual aids to
support education to primary school children in India [Nalam et al. 2017], help people improve risk un-
derstanding and decision making [Garcia-Retamero and Cokely 2017], and also train patients with social
anxiety [Spain et al. 2017]. In India, Nalam et al. [2017] conducted research to teach primary school chil-
dren in India to memorize different types of food with the support of visual aids. They developed a visual
teaching aid called a pictorial quiz to promote activity-based learning to enhance attention and retention
of nutrition knowledge about functions of foods and concepts of a healthy lifestyle among primary school
children.
They found out that children learn more efficiently with the help of visual aids. Garcia-Retamero and
Cokely [2017] found out that well-designed visual aids are supposed to be highly effective tools to improve
informed decisionmaking among different kinds of decisionmakers. They believe that people’s understand-
ing of risk could be divided into two parts, see Figure 3.4. The first part is called cognitive andmeta-cognitive
process that improve encoding and representation. The second part is called behavioral process and trust
in information. When facing danger, people first understand the risk, for example, how dangerous it is
and what caused such risk which is the first part. Then people based on how they understand the risk,
make decisions to get out of danger, which is the second part. The first part is the learning process of risk
Chapter 3: RELATED WORK 3.2 Support Learning with Visuals
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Figure 3.4: Process of Risk Understanding [Garcia-Retamero and Cokely 2017]
understanding, and in the paper, the author believes that this process can be supported by visual aids.
Figure 3.5: Learning Support in Science [Naps et al. 2002]
Visual aids can support people’s learning in different educational fields. A survey conducted in 2002
by Naps et al. [2002] shows how visual learning support works for science and engineering education.
There are problems everywhere evaluating whether visual learning works or not. It is hard to build such
a prototype and also it was difficult to evaluate whether it works or not. In this survey, however, they
successfully proved that visual learning support does improve the learning experience. They animated a
mechanic algorism into a short animation, see Figure 3.5, and tested it through cross-culture testers. In
this survey, they find out that visual learning support motivates visual thinking, which is beneficial to
Chapter 3: RELATED WORK 3.2 Support Learning with Visuals
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learning efficiency and experiences. However, the process of visualization needs to be carefully treated.
Finding a methodology to accurately and efficiently visualize the concepts is the key component here. This
is the first paper that validates the use of visual aids in the educational field. In this survey, however, they
didn’t use Augmented Reality as a tool, and they just created a short animation as the visualization process.
Augmented Reality has been proved to be a powerful tool for educational purposes [Wu et al. 2013], so AR
could be potentially useful in providing visual aids.
Figure 3.6: Augmented Reality Support System for Guitar Playing [Motokawa and Saito 2006]
Another system is built in 2006 using Augmented Reality to support the learning process of guitar
[Motokawa and Saito 2006]. Although guitar is a prevalent instrument, it is hard to learn how to play it
from the beginning. To solve this problem and support learning for guitar learners, Motokawa and Saito
[2006] developed an application with Augmented Reality, see Figure 3.6. A web camera is used in the
application to track Augmented Reality markers and locate where the guitar is. The instruction of how to
play the guitar will be marked on the guitar through the screen once the marker is tracked. This system
is proposed to help beginners learn to play guitar more efficiently. This is also an example showing how
learning support help improves the visual learning efficiency. The only thing missing in this system is that
they did not conduct an evaluation to validate their work. Without the validation of visual aids to support
learner’s learning process of guitar playing, this work can only be considered an attempt to apply visual
aids to guitar playing. However, it is a system showing what Augmented Reality could do to give visual
learning support and improve the learning ability and experiences other than the traditional educational
Chapter 3: RELATED WORK 3.2 Support Learning with Visuals
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field.
Figure 3.7: Visual Learning with Weather Map [Lowe 2004]
Lowe [2004] did research to validate if visual aids can help people learn more efficiently. Based on the
weather map he gathered, the author created overlays of different types to support people’s learning of the
information from the weather map, see Figure 3.7. He found that overlays especially animations not always
work because sometimes people are distracted by overlays because of its fanciness. The conclusion of his
study states that ”in order to build satisfactory mental representations from interactive animations, learners
may require specific guidance regarding search strategies and targets” [Lowe 2004].
Other related works including cognitive study ability, style and learning preferences of visual learning
[Mayer and Massa 2003], and designing of a whiteboard application to improve students’ engagement of
learning [Beeland 2002]. The first study tried to study the learning preferences of different people. Accord-
ing to their study, they divide learners into visual learners and verbal learners. In the second study, the
developed an Augmented Reality based application to support the learning of high school students. These
studies showed that visual aids are widely used in both educational fields and other fields that require learn-
ing or understanding of information. With the related workwe looked into, we collected valuable references
and related works and came up with our solution to solve our research question in Chapter 4.
Chapter 3: RELATED WORK 3.2 Support Learning with Visuals
18
Chapter 4: RESEARCH STATEMENT
As museums play an increasingly important role as informal educational resources in people’s daily life,
well-known museums with high-quality exhibits have more and more visitors each day. However, due to
limited space and the required protection of exhibits, museums have to limit the average length of stay for
each visitor. Visitors, especially those who want to learn from exhibits, do not have enough time for their
learning process. To contribute to solving this problem, our research question is: how to support learning
for art museum visitors with digital Augmented Reality (AR) overlays to improve the appreciation of detail
information in limited time.
To answer this question, we developed a prototype to provide AR overlays applied to a long scroll
painting, combining augmented reality, visual aids and learning support. We recruited five experts from
museums and the art history education field. We conducted three rounds of expert panel reviews with the
five experts as an iterative evaluation of the prototype based on their feedback.
In the following chapters, we provide more detail on the chosen approach, the implementation of the
prototypes, and the results of the expert panel review process.
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Chapter 5: APPROACH
In this chapter, we describe how we develop a prototype combining Augmented Reality, visual aids and
learning support. We also describe the method of evaluation chosen for this work: three rounds of expert
panel review with iterative updates based on feedback.
5.1 Development Approach
Figure 5.1: Scroll Painting: Along the River During Qingming Festival
We use the traditional Chinese long scroll, ”Along the River during Qingming Festival” as the target
exhibit in this thesis, see figure 5.1.
According to the report from China’s palace museum, the traditional Chinese long scroll painting,
”Along the River during Qingming Festival” is considered to be the most renowned work among all Chi-
nese paintings and is also called ”China’s Monalisa”. It is a 5-meter long scroll painting containing lots of
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information including 814 humans, 170 trees, 60 animals, 30 buildings, 28 boats, 20 vehicles and eight sedan
chairs. It shows the daily life of people in the capital city of Song Dynasty, Bianjing, and is considered to be
historically and artistically invaluable. The scroll contains so much information that visitors need to spend
a long time looking at different sections of the painting. The original painting was created during the Song
dynasty, and it has to handled very carefully by the palace museum. The scroll is considered to be a national
treasure and is exhibited only for a few months every four to five years. So in such a museum setting for
the scroll, thousands of visitors come to look at the scroll but they cannot even get close to the painting,
and their stay in front of the painting is also limited to be only 5 minutes. Visitors can only take a brief look
at the painting, and their detailed learning process is limited.
The scroll is the perfect work-piece for the thesis since it matches the problem in museums we described
as it creates this kind of busy museum setting. Since the scroll is such a large painting containing so much
information, it is impossible to create visual aids for the whole scroll in the limited time and scope of this
thesis. So to make the project manageable, we select a small section from the painting and create visual
aids specifically for the section for demonstrating purpose. This can serve as a demonstrator for a more
complete treatment for which we would recruit a team with enough time to expand on the concept and
apply it to the whole scroll or even other paintings. For the thesis, we selected the most representative
scene in the scroll, which is called ”the Rainbow Bridge” [Janes 2011], see Figure 6.1. In this scene, we find
the only bridge in the painting spanning over the river. Since the whole scroll shows the peaceful life in the
capital city, there are few conflicts in the painting. Under the bridge, the only potentially ”dramatic” events
are taking place. This scene contains lots of hidden information that is really hard for visitors to understand
without guidance or introduction, which can be shown to visitors with the use of visual aids. In section 6.1,
we describe the key hidden information inside this scene and how we design visual aids to guide visitors
while looking at this section of the painting.
We looked into how the palace museum exhibits the scroll, and recreated the same set up with a copy of
the scroll in actual size, see Figure 5.2. Based on this recreated museum setup we could start our prototype
development. In Chapter 6 we describe how we developed the prototype and in Chapter 7 we present the
results of the three rounds of expert panel to evaluate our prototype. After each round of expert panel based
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Figure 5.2: Visitors Viewing ”Along the River During Qingming Festival” in Palace Museum
on feedback we gathered, we start a new iteration to improve the prototype.
5.2 Evaluation Approach
We conducted an expert panel review as the evaluation approach for this thesis. According to Lowe [2004],
if the visual aids are not properly designed, people would be distracted and cannot give insightful feedback.
So we decided to go to experts and have them evaluate the prototype since in the beginning, their feedback
on the design of visual aids would be more appropriate. Conducting expert panels is more efficient in this
scenario since experts with their experience working in museums or the art history education field can
directly comment on the core of the prototype without being distracted. However, for future work, we
suggest having a playtesting session with museum visitors to confirm the feedback received from experts.
For the thesis, we conducted three rounds of expert panel with five experts recruited from Philadelphia
Museum of Art, Independence Seaport Museum and Drexel Museum Program. We recruited experts with
experiences of museum work or with an art history education background. For each round, we had three of
the experts evaluate our prototype. During a review round, we go through a playtesting session and then
gather feedback using structured interview questions. At the end of each round of expert panel, with the
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feedback we gathered from experts, we start a new iteration making updates to improve the prototype.
Evaluation Method
We used three rounds of an expert panel, recruited from museums and art history education, so that we
can make iterative updates to make adjustments on the prototype. Considering the time limit and the need
for iterative testing and updates, three rounds was a useful compromise. With three rounds of expert panel,
we were able to gather enough feedback and make necessary adjustments based on experts’ comment.
For those three rounds of expert panel, we recruited five experts, and for each round, we go to 3 experts.
Considering the quality of feedback we gathered and time limit, we go to 3 experts for each round to get
the best results in limited time. And since the evaluation is an iterative process, we also needed to evaluate
the updates we made based on feedback and confirm that they are useful improvements. So we go back
to same experts to have them evaluate the updates we made from last few iterations. We believe that the
evaluation can both gather valuable feedback to support the thesis, and guide us towards useful updates to
make the prototype better.
These are the expert panelists we recruited with the background of museum work or art history educa-
tion:
• Ariel Schwartz: TheKathy and Ted FernbergerAssociate Director for Interactive Technology, Philadel-
phia Museum of Art
• Craig Bruns: Chief Curator of the Independence Seaport Museum
• Danielle Rice: Drexel Museum Leadership Program director, also a member of the thesis committee
• Emily Schreiner: The Zoë and Dean Pappas Curator of Education, Public Programs, Philadelphia
Museum of Art
• Jennifer Katz-Buonincontro: Associate Professor, Drexel Education Department
For each round, we conducted an evaluation session for about 40 minutes to about 1 hour for each
expert. During the evaluation session, if the expert never heard about our thesis before, we first introduce
the thesis topic including thesis topic, problem summary, research question, proposed solution and future
work to them, as follows:
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• Thesis Topic: Supporting learning for art museum visitors with visual AR overlays applied to a long
scroll painting.
• Problem Summary: In some museums, a large amount of high-quality exhibits attract lots of visi-
tors. However due to limited space and protection of exhibits, visitors especially those who want to
learn about the exhibit do not have enough time.
• ResearchQuestion: How to support visitors’ learning experience with digital overlays to improve
the appreciation of detail information in a limited time period.
• Proposed Solution: We plan to develop an application which can provide visual aids to support
visitors’ learning in such amuseum environment, combining Augmented Reality and studies on visual
aids and learning support.
• Future Work: We are now working on just one session of the scroll. It can be applied to the whole
scroll which can improve visitors’ learning experience. The concept of the prototype can be applied
to other paintings to help improve visitors’ museum experiences, which can make museums a better
educational resource. Museum application developers can take our prototype as reference to develop
more useful applications.
Then we introduce the scroll ”Along the River during Qingming Festival” to experts, including the
overview introduction of the painting and the rainbow bridge scene we worked on. For the overview of the
scroll we introduced that the scroll is the most famous painting in Chinese history, it’s from Song Dynasty
which is more than 1000 years ago. Due to the protection of the painting, the scroll can only be exhibited
to the public for about two months, and after the exhibition, the scroll will need to rest for more than three
years. And it is exhibited in such a busy museum setting that according to the report from China’s palace
museum, visitors have to wait for 6 to 7 hours to take a short look at the scroll for only 5 minutes. For the
rainbow bridge scene, we will mention that it is the most representative scene in the painting and there is a
dramatic interaction taking place under the bridge. The purpose of giving such introduction is to introduce
the busy museum setting our prototype aimed for to the experts. If it is the 2nd or 3rd round, we will also
introduce the updates we made during the last round to experts. Then we go through a playtesting session
Chapter 5: APPROACH 5.2 Evaluation Approach
24
with the prototype in said museum setup with a copy of the actual painting. After playtesting, we ask
structured questions and gather feedback.
We prepare structured questions focusing on two directions: feasibility of the application and efficiency
of the learning support and guidance. We ask broad questions to let experts understand what we are aiming
for, and let the experts lead the discussion so as to avoid influencing their feedback. When asking about
the feasibility of the application, we used the following starting questions and followed up with further
questions as appropriate:
• ”Can this prototype be implemented in museums?”,
• ”Will visitors use the application while visiting museums?”,
• ”Can markers be used in museums?”.
For the efficiency of the visual aids, we asked the questions:
• ”Did the application show any hidden information?”,
• ”How well is the strategy of the guidance designed?”,
• ”Did the digital visual overlays help or distract visitors?”.
Based on the feedback we gathered, we summarize the comments, conclude what aspects still need to
be improved, and start a new iteration of the prototype to make updates trying to solve issues or make
improvements based on feedback. In Chapter 7, we describe the feedback we gathered and updated we
made based on the comments.
Chapter 5: APPROACH 5.2 Evaluation Approach
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Chapter 6: IMPLEMENTATION
In this chapter, we describe the implementation process of the series of prototypes following the guidelines
laid out in Chapter 5.
6.1 Identifying the Information to be Visualized
To identify the information to be visualized in the rainbow bridge scene, we first need an overall under-
standing of the traditional Chinese scroll painting: ”Along the River during Qingming Festival”. The scroll
is painted by Zhang, Zeduan, an artist in the Song Dynasty, and it is about 1000 years ago. It captured how
people live their daily life, and the landscape of the capital of the Song Dynasty called Bianjing. Today, it is
called Kaifeng. The theme of the painting is assumed to be about celebrating the festival spirit and worldly
commotion at Qingming festival instead of showing the holiday’s ceremonial events, for example, tomb
sweeping and prayers. The painting shows the lifestyle of all levels of the society from rich to poor and also
recorded all kinds of economic activities, as well as the clothing and architecture in that period. The scroll
is 5.25 meters (5.74 yards) in width and 25.5 centimeters (10 inches) in height. Inside the scroll, there are 814
humans, 170 trees, 60 animals, 30 buildings, 28 boats, 20 vehicles and eight sedan chairs. Although showing
so many elements in one painting, everything in the scroll is in order. The hidden information behind the
painting is that it shows a city of peace and harmony. ”Along the River during Qingming festival” contains
so much information, and is considered in high value especially for historians and artists.
However, according to the report from Palace Museum in 2014 fall, visitors have to wait for 6 to 7 hours
before they can have a look at the painting for only 5 minutes. Since too many visitors come to watch this
famous painting, the average length of stay for each visitor in front of the painting cannot be extended.
However visitors especially those who want to learn from these exhibits will never have enough time to
take in details or hidden information. So for the thesis, we select this painting as the work-piece. Inside
the painting due to the time limit, we work on the most representative scene which is called the “Rainbow
Bridge”, see Figure 6.1.
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Figure 6.1: Rainbow Bridge Scene
To build said prototype, we start to identify the information from the ”Rainbow Bridge” scene to be
visualized. The theme of the whole scroll is peace and harmony, in the scroll, everything is in order except
for this rainbow bridge scene. In the rainbow bridge scene, a boat is losing control and about to crash
into the bridge. Even in this dramatic circumstance, people are trying to collaborate and help each other
get out of danger, which matches the theme of peace and harmony. Crews on the boat are aware of the
danger and are trying hard to regain control of the boat. Onlookers on the bridge are shouting warnings
and encouragement to crews. There is even one person under the bridge using a rope trying to collaborate
with crews on the boat to help them out of danger. The overall hidden information in the scroll is that
since the painting shows how people live their daily life in Song Dynasty, this is people’s peaceful life with
harmony. Even in danger, people would like to help each other get out of danger. And this information is
almost impossible for visitors to get during their visit, even without such a busy museum setting. Based
on our study of this scene, it is hard for visitors to realize that the boat is in danger about to crash into the
bridge especially since it is a static image. So the information we are going to present in the visual aids is:
showing the dramatic events to the visitors in order to open up the theme and hidden information from the
scroll to them. Based on the information we identified from the scene, in Chapter 6.3, we describe how we
design such visual aids to tell the story of the drama and deliver hidden information to visitors.
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6.2 Technology Setup
To develop said prototype, implementation of visual aids is necessary. Augmented Reality is getting popular
recently in educational fields [Wu et al. 2013], and also, a survey from 2005 has shown that Augmented
Reality can enhance the visual learning ability in order to improve the learning experiences. In Chapter 2
and Chapter 3, we looked into some existing systems and applications using Augmented Reality to visualize
virtual objects and giving visual learning support.
Augmented Reality is a technique that can make a combination of real and virtual worlds with real-time
interaction [Azuma 1997]. The advantage of using Augmented Reality is the 3D registration of virtual and
real objects. We are not using Virtual Reality here since Augmented Reality supplements reality rather than
completely replacing it, which is needed for the integration of real exhibits and digital visual overlays.
We use mobile devices as the target platform for the prototype. The reason is that this is closer to the real
museum environment because mobile devices are already widely used by museum visitors. Mobile devices
are accessible to museum visitors since almost everyone has a mobile phone. Also, by using a phone, we can
help visitors concentrate on the part of the painting we worked on with our prototype. To make the project
manageable in limited time, we selected only the ”Rainbow Bridge” scene. With mobile devices, we can
focus the visitors’ vision to this specific scene. Another choice is using a HMD (Head-mounted Display),
for example, the Hololens. However, if visitors are wearing the HoloLens, they might be distracted by the
technology itself and look at their surroundings rather than the painting. One of the experts from our expert
panelist has done a project using HoloLens to provide immersive experiences to museum visitors working
on a Korean scroll. The result did not turn out to be ideal because visitors are distracted by the device itself.
And also according to the study of McGrath and Brown [2005], there is only little difference between using
a head-mounted display and a mobile device when focusing on visual learning and visual aids. So mobile
devices can be as suitable as the head-mounted display or even better for visual learning. For the thesis, we
used mobile devices as our target platform.
For this thesis, we tested two plug-ins called ARtoolkit and Vuforia, working with Unity engine. In
Unity, developers can easily set up Augmented Reality environments with the help of such plug-ins. Also,
the Unity engine supports different platforms including PC, iOS, and Android, making it a sensible choice
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for the tool to build our prototype for the thesis. Image recognition is a core part of Augmented Reality
which requires a high level of programming in computer graphics. By using plug-ins, developers can take
advantage of the provided image recognition libraries, building their augmented reality applications with
the Unity Engine.
Figure 6.2: ARToolKit Demo
We first evaluated an initial prototype built in Unity using ARToolKit, see Figure 6.2. ARtoolkit is
an open source plug-in which is free to the public. With the help of ARtoolkit, one can easily set up a
running AR demo. And since it is open source, coders can also customize it with new functions. Based
on the study we conducted in the literature review and related work, several applications with Augmented
Reality inmuseum environments have been developed based on ARToolKit, including studies covered above
Miyashita et al. [2008]; White et al. [2003]; Wojciechowski et al. [2004].
The process of building up an AR demo with ARToolKit can be easily divided into two steps, setting up
Augmented Reality environment and train markers. By setting up spatial data of virtual objects in the Unity
Scene, and position it correctly compared to the markers in the scene, unity can find the exact position to
visualize virtual objects in 3D space based on the position of markers in the real world. The second step is
that marker information needs to be set up in the system so that the camera knows which markers to track.
There are three marker types in ARtoolkit: Pattern Markers, Natural Feature Tracking (NFT) Markers and
Chapter 6: IMPLEMENTATION 6.2 Technology Setup
29
Barcode Markers, and each type of marker has their advantages and disadvantages.
Figure 6.3: Pattern Marker
Pattern markers are markers with a custom image in the center with black borders on the sides, see
Figure 6.3. Pattern calibration can be done via an online tool called Tarotaro. The image in the center of the
marker could be customized. However, marker images have to be unique enough or the tracking will have
stability ”jitter” issues.
The NFT markers can be any image user defined, see Figure 6.4, but the image has to be with enough
tracking features so that Augmented Reality camera could recognize the image from the environment or
other images. NFT markers will take a long time to track which will affect the performance.
The barcode markers are pre-defined square markers in ARtoolkit, see Figure 6.5. There is a limited
number, but tracking these markers is very efficient since they are already pre-defined and optimized in
ARToolKit. To make the tracking stable, the camera must have a clear vision of the marker which restricts
its performance.
In ARtoolkit there is also one special marker type called multimarker, see Figure 6.6. Multimarkers are
formed by two or more markers of the same type including pattern markers, NFT markers, and barcode
markers. The system can track multimarker with only part of it in the camera. This marker works well
Chapter 6: IMPLEMENTATION 6.2 Technology Setup
30
Figure 6.4: NFT Marker
Figure 6.5: Barcode Marker
Figure 6.6: Multimarker Formed by Barcode Markers
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with a long scroll because with part of the marker system knows which part of the painting the visitor is
looking at and visualize overlays based on this information. For the first version of the Augmented Reality
demo, we used multimarker formed by barcode markers for the best performance and suitability for the
long scroll.
Figure 6.7: Camera Calibration
However, as the prototype progressed, we ran into some of the technical limitations of toolkit. ARtoolkit
requires camera calibration before running the demo to eliminate jitter and make the tracking process fast
and accurate, see Figure 6.7. This is problematic, however, as it is poorly supported on mobile devices -
currently there is no built-in method to get camera parameters. During our test, the tracking process takes
a long time, and we keep having jitter issues which make the overlays unstable. And since the camera
parameter is different for each mobile device, we need to go through the camera calibration every time we
run our prototype on a new mobile device. This limits how self-explanatory our prototype could be using
ARToolKit, since we would have to ask visitors to run the camera calibration.
Vuforia is another plug-in that can provide Augmented Reality services. It is free to the public for limited
use, for example, a limited amount of markers and with the vuforia logo on the bottom left of the screen.
Users can pay to get more functions like more markers and removal of the vuforia logo. For demonstration
purposes, the free trial of Vuforia is enough to build the target prototype. Vuforia provides three marker
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types: image targets, 3D object markers and text markers. Image targets can be any image with sufficient
detail. Images with more feature detail can improve the performance of the system, including less jitter
and faster tracking. 3D object markers are 3D models. Vuforia has 3D scanners to scan a real object and
turn it into a 3D marker; it has the potential to provide Augmented Reality service to 3D exhibits including
sculptures. Text markers are based on text printouts. This could be any word or sentence in a specific font
called ”Arial”. Vuforia provides better tracking performance, and there is no need for camera calibration.
We tested Vuforia with our demo and decided to use Vuforia as the plug-in for later prototypes.
We first created a text marker with a text suggesting to use the developed thesis application to get more
detailed information. The prototype used text recognition on the text to calculate spatial data based on the
camera image. Based on this spatial data, the system can visualize virtual objects into the scene. However,
during our evaluation, we received feedback that museums prefer not to attach larger markers to their
exhibits.
Figure 6.8: Part of the Scroll as the Marker and Its Features
Marker-less tracking uses a part of the painting itself as the image target. In this case, the part selected
must have enough visually distinct features so that it could be tracked by the system, see Figure 6.8.
With this final technology setup, we now describe the design of visual aids and the creation of visual
support.
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6.3 Design of Visual Aids
According to Lowe [2004], in his continuous study, ”In order to build satisfactory mental representations
from interactive animations, learners may require specific guidance regarding search strategies and targets”.
In section 6.1, we relayed the reasoning for our prototype to tell the story of the dramatic events around the
bridge to the visitors. We aim to deliver the hidden information which is peace, harmony or collaboration
to them. Based on these targets we identified in the rainbow bridge scene, we break down the scene into
three parts:
• 1. Boatmen on the boat
• 2. Onlookers on the bridge
• 3. One under the bridge trying to help
Figure 6.9: Boatmen on the Boat
We divide this scene into three separate areas of interest. By illustrating these areas of interest, we want
to catch visitors’ attention and let them know that these are important areas in this scene and they need
to look at these areas carefully. This guidance for visitors where to look at. We define these three areas of
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interest based on the content of the painting. In the rainbow bridge scene, there are three kinds of people,
boatmen on the boat, they are people who are facing danger; onlookers on the bridge, they are observers;
one person under the bridge, he is the helper. These people show different activities, and they formed the
core cast of the rainbow bridge dramatic events. We created three short animations based on the content of
the static image from the painting. In the ”Boatmen on the boat” area, see Figure 6.9, we animate boatmen
trying hard to use polls to regain control of the boat.
Figure 6.10: Onlookers on the Bridge
In the ”Onlookers on the bridge” area, see Figure 6.10, we animate people on the bridge shouting warn-
ings and encouragements, and some are waving at boatmen underneath. In the ”One under the bridge
trying to help” area, see Figure 6.11, we animate one person trying to collaborate with boatmen using a
rope, pulling the rope to help them change the facing direction of the boat. We used a tool called TVPaint
and draw the animation frame by frame based on the content of the scene. We process the sequence images
in Photoshop to adjust its color and transparency to create the feeling of the overlays are from the painting
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taking account of the possible lighting conditions in museum settings. Finally, we get overlays that could
hover over the scroll and look like they are on the painting.
Figure 6.11: One under the Bridge Trying to Help
The strategy behind this approach is to turn the whole scene into a collection of separate interest areas
and use these interest areas to tell the story and deliver hidden information. However, by dividing a whole
scene into areas of interest, there are certain rules to follow. First, the areas must be carefully defined; these
areas must contain the most important information in the scene. Second, we need to add some human
interests to tell the story.
In our prototype, we sequenced the appearance of overlays to tell the story sequentially. The ”Boatmen
on the boat” area will show up first to tell the visitors that this boat is in danger and boatmen are trying hard
to regain control of the boat. Then the ”Onlookers on the bridge” scene will show up telling visitors that
although onlookers can hardly do anything to help, they are still shouting warnings and encouragements
to the boatmen. The ”One under the bridge” area will show up indicating that other people are also trying
their best to help them get out of danger. Sometimes it is hard to deliver as much information as designers
expected to visitors. So in our prototype, we added in a magnification function to allow visitors to look
closely at each overlay. We also created a text area above the scroll to have a one-sentence introduction of
what is in the overlay. Experts suggested that visitors hardly read in such a context, so for the prototype, if
using texts, keep them short and simple.
After telling the story of the scene clearly to the visitor, we also need to create relations between each
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overlay. In our prototype, we draw attention to the relationship with audio feedback. When visitors try to
look at the area: ”Boatmen on the boat” by touching on this overlay, they will hear shouts ”Watch out!”,
and the ”Onlookers on the bridge” scene will start to flash, indicating that these sounds originate from
those onlookers. Supported by experts, this could be a successful design with the story of the whole scene
delivered and the relationship between each overlay laid out. Visitors should be attracted to these areas of
interest and focus on them, which helps them concentrate on the scene and tells them where they can get
detailed information. We received supportive feedback from the experts during the evaluation phase. This
strategy was deemed successful as described in the following chapter, but certain requirements need to be
met.
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Chapter 7: RESULTS
In this chapter, we describe our evaluation in the form of an iterative expert panel review. We conducted
three rounds of expert panel review with updates on the prototype for each round as described in chapter
5.
First Round of Expert Panel:
For the first round of expert panel review, we went to Ariel Schwartz, the Kathy and Ted Fernberger
Associate Director for Interactive Technology, at the Philadelphia Museum of Art; Emily Schreiner, the Zoë
and Dean Pappas Curator of Education, Public Programs, at the Philadelphia Museum of Art; and Danielle
Rice from the Museum Leadership Program at Drexel University.
In the first round, during our evaluation, Emily believes that the application can be implemented in
museums. However, she wonders if visitors would be willing to hold an iPad and it might distract visitors.
The idea of usingmobile devices to run our prototype is supported by literature review and related work. We
also asked all our experts if holding an iPad will distract visitors or not. All four experts believe that it will
not distract visitors. Instead, it will engage visitors to learn more about the exhibit since mobile devices are
not new technologies these days. This supports our approach that using mobile devices as target platform
is a choice. Emily also believes that the guidance is important when designing visual aids. Having the
overlays magnified might improve user experiences. Also, the strategy we are proposing in the prototype
could be a perfect solution and could be successful in the environments she has experience with. But for this
iteration, the overlays are still chaotic because the visual aids are not designed ideally. For the first round,
there were three areas of interest without any other elements in our prototype. She believes that the visual
aids cannot deliver enough information to visitors. She also suggested to add text to help to demonstrate
the information to visitors.
From Ariel, he believes that the stability of overlays is important. So he suggested us to make overlays
stable even when moving or the markers are lost. He also suggested that the application has to be self-
explanatory and museum appropriate. For him the visual aids are not interesting enough, so he suggested
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me to use the visual aids to tell the story by adding some human interest.
Danielle confirmed that feedback gathered from the other two experts are useful. She suggests us that
for the first iteration, we should focus on improving the design of visual aids so that experts understand
what the story is, and this is the basic requirements for visual aids to work.
At the end of first round expert panel, we started a new iteration and made updates based on feedback.
To make the overlays able to deliver enough detailed information to visitors, we decided to add in the zoom-
in, zoom-out function so that visitors can look at the overlays more clearly. We also added some text to help
to demonstrate the content of the overlay, when the overlay is zoomed in. To not make those introductions
text heavy, we keep each introduction in one sentence. For the boatmen, we have an introduction saying:
”Boatmen struggle to regain control of a boat about to crash into a bridge”. For Onlookers we have one
sentence saying: ”Onlookers lean over the bridge, shouting warnings and encouragements”. For the one
person under the bridge, we have the introduction: ”One is pulling a rope with a crew to help get control
of the boat”. Those sentences are carefully designed to keep them short but with enough information.
We sequenced the appearance of overlays to make visual aids a human story that can engage visitors to
get interested in this scene. We leave 5 seconds for each overlay so that visitors could have an overall
idea of each overlay. The time of each overlay has to be carefully determined. We get feedback from
following rounds of expert panel that the time is too short or too long. We also looked into Vuforia Smart
Terrain which allows overlays to stay on screen and move the camera even when markers are lost. This
is a technique issue that increases the user experience greatly. We also got feedback that museums do not
want to attach markers to exhibits since it is distracting. At that time we were using multimarker consist of
barcodemarkers, see Figure 6.6, so we updatedmarkers andmade them texts to inform visitors. We believed
that turning markers into meaningful text could solve this problem, but later we got feedback indicating
that museums do not want something distracting attached to the exhibits.
Second Round of Expert Panel:
Moving into the second round, we went to Craig Bruns, who is the Chief Curator of Independence Sea-
port Museum; Jennifer Katz-Buonincontro who is the associate professor of Drexel Education Department
and Danielle Rice.
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Craig believes that the prototype is applicable in museums and is needed and it is appreciated to have
such application in museums because it can engage visitors to look closer. He suggested museums also do
not want texts to be attached to the exhibits. He pointed out that trying to make the prototype markerless
is important. He believes that having a visual guide to guide viewers through the scroll will work. Also
adding some sounds to help visitors recognize the danger will also be interesting.
From Jennifer, she mentioned the book series called ”Find Wally” which can be compared to the design
of such a long scroll. She also suggested to reduce texts since visitors do not like to read too much in this
context in museums.
So for the second round of iteration, we performed some adjustments on animation, user interface
and the sequence of overlays. We finally selected part of the painting to be the marker which makes the
prototype ”markerless”. We also added sound and visual effect to help tell the story.
Third Round of Expert Panel:
Figure 7.1: Screenshot of Prototype
For the third round of expert panel, we went back to Ariel Schwartz, Craig Bruns, and Danielle Rice.
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We have shown our prototype without latest updates to them. So it is unnecessary to introduce our thesis
topic to them anymore. The purpose of having this round of expert panel is to confirm our updates with
them to make sure that our updates are improving the quality of our prototype and also get feedback on
new problems those update brought out. They though that there are many improvements since the previous
round and a few adjustments can be made to make the application better. They suggested that we can have
a text area above the scroll, so texts will not hover over the painting. During the first round, we added in
introductions attached to overlays when they get zoomed in. But this brought out an issue that when one
overlay is zoomed in, the overlay and the text area will hover over the content of the scroll, although visitors
could remove the mobile device and look at the content of the painting, it is not user-friendly. So we move
the text area from beside the overlay to above the scroll so that we text area appears, it will not hover over
the content of the scroll. They also suggested that for future work, it is necessary to have visitors playtest
the prototype before making any changes. Since we are designing such prototype for museum visitors in
a busy museum setting, the next step would be to conduct a user study on museum visitors to help make
decisions. We are now making decisions based on feedback from experts, in future work, we suggest to set
up such a busy museum setting the long scroll, and have museum visitors test our prototype to prove better
that the design of the prototype is successful. So for the third round iteration, we created a text area above
the painting and made some minor fixes to make the prototype better, see Figure 7.1.
Feedback on Playtesting:
The overall feedback was to make the application interactive and engaging, at the same time keeping the
application easy and self-explanatory. From the first roundwe received feedback to have overlays magnified
and after overlays first appear, keep them on screen even when markers are lost. From the second round
feedback, we added sound and visual effects to make overlays more engaging and adjust the background
color, transparency, and content of the text to make it more user-friendly. For the third round, we lowered
the volume and add some audio for crowd screaming to make it even more engaging, and also we created
a text area above the painting, so it will not hover over the scroll.
Feedback on the Research Topics:
We get positive feedback from experts about the prototype regrding the suitability for busy museum
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contexts. For feasibility of the prototype, we got overall feedback that the prototype can be implemented
in museums and it is appreciated to have such application like this. We got feedback that museums do
not want to attach anything to exhibits, so we made our prototype markerless, which is using part of the
painting itself as the marker. Supported by experts, we also find out that having the prototype running on
mobile devices will not distract visitors.
For the efficiency of learning support and visual aids, we get the overall feedback that the concept
of providing visual learning support could be successful. Also, the design of learning support requires
a clear search strategy and guidance for visitors. From first round we get feedback that visitors can be
assumed to not guess, so we should tell them more directly what they need to know. Based on experts’
feedback, we conclude two factors to design good visual aids. The first factor is to tell the whole story
in sequence. In our prototype, we added in human interest by sequence the appearance of overlays and
added the magnification function to allow visitors to see more details about the overlays with support of
one-sentence introduction, which allows overlays to deliver enough information to visitors Secondly, we
also need to create an illustration of the relationship between overlays so that visitors understand why we
have those areas of interest.
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Chapter 8: CONCLUSION
Based on the implementation and evaluation session, we draw conclusions based on the iterative process
of developing prototype and feedback from experts. Overall, we can conclude that the developed prototype
is supported by experts and can be usefully implemented in the target museum environments. The design
of visual aids was considered successful and can support people’s learning while looking at the long scroll.
This thesis seeks to support visitors’ learning by providing visual aids with limited time applied to a
long scroll painting. Such augmented reality prototype, based on experts’ feedback, can be implemented in
museums. It is suitable for busy museum environments. Augmented Reality can support visitors’ learning
by providing digital visual aids inmuseum environments, especially when facing detailed and large amounts
of information. Learning support using Augmented Reality in museums has to follow certain strategies, or
it may distract people.
While developing AR applications for the museum, there are some practical considerations. Museums
do not want markers to be attached to exhibits. Traditional AR markers are not suitable for the museum
environment. For paintings, we suggest using part of the painting as the marker. For 3D exhibits, we
suggest making the exhibit a 3D marker. We also validate the use of mobile devices in museums. Most
experts believe that mobile device is a better choice in museums comparing with the head-mounted display.
The concept of providing visual learning support could be successful. The design of learning support
requires a clear search strategy and certain guidance. In our prototype, we identified two aspects. The first
aspect is to tell the whole story of the scene sequentially. The second aspect is to show the relationship
between each area of interest. In our development, we break down the rainbow bridge into three parts.
With these parts, we designed a magnification function to show where visitors are looking at, we deliver
information with narrative strategy, including the sequence of overlays to tell the whole story with human
interest as well as indications connecting each part. For the design of user interface and user experiences,
the application needs to be self-explanatory. Also, keep them simple and easy for visitors to understand.
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8.1 Contribution
The design of this prototype could be applied to other art pieces, which will benefit museum visitors and
engage them during their visit to learnmore about exhibits andmakemuseums better educational resources.
In the paper, we provided detailed technical documentation of the approach.
Designers of museum applications can refer to this work as a possible approach for improving the mu-
seum experiences with Augmented Reality. We described how we design visual aids based on information
from the rainbow bridge scene. And our design choices during playtesting iterations can also be a reference.
8.2 Future Work
Due to the time limit, we only worked on a small part of the painting. This prototype could be applied to
the whole scroll painting ”Along the River During Qingming Festival” or other similar paintings.
We used an expert panel to evaluate our work, and our decisions made during the development are
supported by the opinion of experts. Since our prototype is designed for museum visitors, we suggest
conducting a user study with museum visitors in said museum environment to show that the learning
support is adequately designed and the prototype could help visitors and can support their learning process
in museums, especially in limited time.
Chapter 8: CONCLUSION 8.1 Contribution
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Appendix A: Terms
This section provides concise definitions of terms used throughout the thesis that the reader might be un-
familiar with.
Augmented Reality (AR): A live direct or indirect view of a physical, real-world environment whose
elements are augmented by computer-generated sensory input such as sound, video, graphics or GPS
data.
Mixed Reality (MR): Merging of real and virtual worlds to produce new environments and visualizations
where physical and digital objects co-exist and interact in real time.
Playtest: Theprocess bywhich a game designer tests a new game for bugs and design flaws before bringing
it to market.
Virtual Reality (VR): A computer technology that uses displays or Virtual reality headsets, sometimes
in combination with physical spaces or multi-projected environments, to generate realistic images,
sounds and other sensations that simulates a user’s physical presence in a virtual or imaginary envi-
ronment.
Visual Overlays: Refers to visual contents that are designed to hover over the surface of other object.
Visual Learning: A style in which a learner utilizes graphs, charts, maps and diagrams.
Visual Aids: Refers to things that could help people with their learning process through visuals.

