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Resumen
La variedad de feno´menos que presentan los sistemas magne´ticos frustrados, acom-
pan˜ados de la transiciones de fase exo´ticas producidas por los efectos de campos magne´ti-
cos externos, desperto´ el intere´s en su estudio en los u´ltimos an˜os.
En este trabajo, abordamos a partir de simulaciones computacionales el estudio de
distintos sistemas frustrados utilizando, en particular, un me´todo Monte Carlo reciente:
el algoritmo de Wang-Landau.
En la primera parte del trabajo, el e´nfasis se encuentra en el estudio del modelo cla´sico
para hielos de spin con interacciones a primeros vecinos. Aprovechando las ventajas del
algoritmo utilizado, exploramos las propiedades del modelo y su dina´mica bajo la accio´n
de un campo magne´tico aplicado en las direcciones [111] y [100]. Presentamos, adema´s,
un caso especial en el que el mismo modelo (spines tipo Ising sobre una red pirocloro)
con interacciones antiferromagne´ticas exhibe un comportamiento inusual: el feno´meno
de orden por desorden.
En una segunda parte, profundizamos las investigaciones realizadas con respecto a la
entrop´ıa residual de modelos de hielo en redes con distintas geometr´ıas. Estudiamos los
efectos de taman˜o finito y de superficie de los sistemas, constrastando nuestros resultados
con los antecedentes en el tema.
Por u´ltimo, presentamos un sistema magne´tico frustrado bidimensional que puede ser
considerado modelo de hielo. Estudiamos los efectos que la anisotrop´ıa de forma produce
sobre la transicio´n de fase que presenta, en particular, la conversio´n de una transicio´n
de Kasteleyn en una sucesio´n de transiciones de primer orden.
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Cap´ıtulo 1
Introduccio´n
En la naturaleza es posible encontrar diferentes manifestaciones del magnetismo en
la materia condensada. Los so´lidos contienen a´tomos cuyos momentos magne´ticos son
capaces de actuar de forma cooperativa, dando lugar a comportamientos muy distintos
a los que ocurrir´ıan si estuvieran aislados unos de otros.
La bru´jula fue el primer producto tecnolo´gico resultante del estudio del magnetismo,
pero los feno´menos magne´ticos son parte de la vida humana en el mundo actual: se
encuentran presentes en los discos r´ıgidos de nuestras computadoras, en motores que
utilizamos a diario, en las bandas magne´ticas de las tarjetas de cre´dito y son fundamen-
tales en los procesos de generacio´n de electricidad. La variedad de feno´menos magne´ticos
que existen es sorprendentemente grande.
A lo largo de este trabajo abordaremos el estudio de un subconjunto especial de
materiales: el de los sistemas magne´ticos frustrados, haciendo uso de diferentes te´cnicas
de simulacio´n computacional. A continuacio´n, exponemos algunos conceptos ba´sicos,
cuyos detalles pueden encontrarse en las referencias [1–3].
1.1. Materiales magne´ticos
Los materiales magne´ticos pueden clasificarse de acuerdo a la manera en la que sus
momentos magne´ticos interactu´an tanto entre ellos como con un campo magne´tico ex-
terno: decimos que un material es paramagne´tico si, bajo la accio´n de un campo magne´ti-
co, los momentos se alinean paralelos al mismo. En cambio, el material sera´ diamagne´tico
si la alineacio´n es contraria a la direccio´n del campo. E´sta es una propiedad de todos
los materiales, pero so´lo es relevante en ausencia de paramagnetismo y de magnetismo
colectivo. Ambos feno´menos (dia y paramagnetismo) suponen que no hay interacciones
1
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entre spines, lo cual no es rigurosamente cierto pero s´ı una buena aproximacio´n a altas
temperaturas.
1.1.1. Magnetismo colectivo
La interaccio´n entre spines no puede ser despreciada cuando disminuye la tempera-
tura. Si el material se enfr´ıa por debajo de una temperatura cr´ıtica (que depende de
la escala de energ´ıas de la interaccio´n entre spines) aparecen feno´menos colectivos que
dominan el comportamiento del sistema, producto de la interaccio´n de intercambio entre
los momentos magne´ticos.
En general, un material que exhibe algu´n tipo de magnetismo colectivo se comporta
como un paramagneto a altas temperaturas, dado que las fluctuaciones te´rmicas ocultan
las interacciones de intercambio. Por debajo de la temperatura cr´ıtica T ∗ se producen
transiciones de fase hacia estados ordenados donde es posible la observacio´n de una
magnetizacio´n esponta´nea no forzada por un campo magne´tico externo.
El magnetismo colectivo se divide en tres subclases:
ferromagnetismo: la temperatura cr´ıtica T ∗ se conoce como temperatura de
Curie, TC . Para 0 < T < TC , los momentos magne´ticos exhiben una orientacio´n
preferencial (↖↑↗↑↑↗) . Para T = 0 todos los momentos se alinean paralelos
entre s´ı (↑↑↑↑↑↑). La constante de intercambio J es positiva. Los materiales ferro-
magne´ticos se caracterizan por la aparicio´n de una magnetizacio´n esponta´nea para
T < TC en ausencia de campo magne´tico.
ferrimagnetismo: ocurre cuando la red se puede dividir en dos subredes diferentes
A y B con diferentes magnetizaciones:
MA 6= MB
y se da que
M = MA + MB 6= 0 para T < TC
antiferromagnetismo: es un caso especial de ferrimagnetismo, donde la tempe-
ratura cr´ıtica T ∗ recibe el nombre de temperatura de Ne´el, TN . La constante de
interaccio´n J es negativa. Un material antiferromagne´tico se caracteriza por
|MA| = |MB| 6= 0 para T < TN
y
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MA = −MB
lo que significa que los momentos magne´ticos se ordenan antiparalelos entre s´ı
(↑↓↑↓↑↓).
1.2. Frustracio´n
El concepto de frustracio´n, en el contexto de los sistemas magne´ticos, fue introducido
en 1977 por G. Tolouse [4]. En magnetismo, se dice que un sistema de spines esta´
frustrado cuando no es posible hallar una orientacio´n de los mismos que satisfaga todas
las interacciones entre vecinos al mismo tiempo [5, 6], lo que, en general, da lugar a
un estado fundamental conformado por un nu´mero extensivo de configuraciones. Otra
definicio´n posible de frustracio´n de un sistema es su incapacidad para alcanzar un u´nico
estado fundamental [7]. El origen de la frustracio´n puede ser tanto por competencia de
interacciones diferentes como por la geometr´ıa de la red.
El ejemplo ma´s simple que ilustra la frustracio´n geome´trica consta de spines tipo Ising
situados en un tria´ngulo, con interaccio´n antiferromagne´tica entre s´ı [8]. En la figura 1.1
se ilustra la imposibilidad de ubicar los tres spines de modo que minimicen todas las
interacciones al mismo tiempo, lo que da lugar a seis configuraciones diferentes con igual
energ´ıa (mı´nima). Si el sistema se extiende a una red triangular, la degeneracio´n del
estado fundamental se vuelve exponencialmente grande, al punto de presentar entrop´ıa
residual macrosco´pica.
Figura 1.1: Spines en una red triangular con interaccio´n antiferromagne´tica conforman
el ejemplo ma´s simple de frustracio´n geome´trica.
La red triangular no es la u´nica. Existen modelos frustrados en redes Kagome´, cu´bica
centrada en las caras, pirocloro, entre otras [9–15]. En el Cap´ıtulo 3 estudiaremos en
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detalle un sistema magne´tico frustrado particular, los hielos de spin, en los cuales el
origen de la frustracio´n es geome´trico.
Otra causa posible de frustracio´n de un sistema puede ser la competencia de inte-
racciones. El modelo domino´, creado por Andre´ et al. [16], es el ejemplo por excelencia
de esto [17]. Se define como un modelo tipo Ising en una red rectangular con dos tipos
de iones, A y B, que forman cadenas alternadas paralelas al eje y, como se ilustra en la
figura 1.2. Entre los iones existen tres tipos de interacciones de intercambio diferentes,
JAA, JBB y JAB entre primeros vecinos. Si JAA, JAB > 0 (interaccio´n ferromagne´tica)
y JBB < 0 (antiferromagne´tica) el sistema estara´ frustrado. Esto significa que no existe
una configuracio´n de spines tal que todos los enlaces sean satisfechos al mismo tiem-
po, dando lugar a un estado fundamental degenerado. En la figura 1.2 se representa,
mediantes signos + y -, uno de los posibles estados fundamentales.
Figura 1.2: Modelo domino´. Las l´ıneas so´lidas representan interacciones ferromagne´ti-
cas. Los enlaces antiferromagne´ticos son representados por las l´ıneas punteadas. Los
signos de los puntos de red esquematizan uno de los posibles estados fundamentales.
Figura extra´ıda de [17].
Si adema´s se restringen las interacciones de modo que
0 < JAB < |JBB| < JAA (1.1)
el modelo presentara´ un feno´meno que se conoce como orden por desorden (OpD), que
estudiaremos en detalle en la seccio´n 3.5, donde explicaremos lo que ocurre en un sistema
de spines tipo Ising situados en una red pirocloro, con interacciones antiferromagne´ticas,
bajo la accio´n de un campo en una direccio´n particular.
Los sistemas frustrados exhiben en general una gran variedad de feno´menos, algunos
de ellos exo´ticos, como transiciones de fase topolo´gicas o el ya mencionado de orden por
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desorden. Tambie´n pueden comportarse como ana´logos magne´ticos de so´lidos, l´ıquidos,
vidrios, hielos, l´ıquidos cua´nticos y condensados de Bose. En su mayor´ıa, pueden ser
descriptos a trave´s de Hamiltonianos cla´sicos y simples, que esconden una gran riqueza
fenomenolo´gica [3, 18, 19], y es el motivo por el cual han sido el foco de atencio´n de
numerosas investigaciones teo´ricas y experimentales.
1.3. Hielos de spin
La familia de los hielos de spin esta´ conformada por o´xidos de la forma A2B2O7,
donde A es una tierra rara (t´ıpicamente Ho o Dy) y B es Ti o Sn. El primer material
identificado como hielo de spin fue el Ho2Ti2O7 [20], pero existen otros grandes expo-
nentes, como el Dy2Ti2O7 [21], Dy2Sn2O7 y Ho2Sn2O7 [22, 23]. En estos compuestos,
los iones magne´ticos (tierras raras) ocupan las esquinas de una red pirocloro (ilustrada
en la figura 1.3), conformada por tetraedros unidos por los ve´rtices.
Figura 1.3: Red pirocloro. Figura extra´ıda de [24]
Los iones Dy3+ y Ho3+ tienen un gran momento magne´tico, del orden de los 10
µB, asegurado por el campo cristalino presente e independiente de la temperatura [25].
En el cristal, cada tetraedro contiene un io´n de ox´ıgeno en su centro, por lo que cada
io´n magne´tico esta´ circundado por dos ox´ıgenos a lo largo del eje cristalogra´fico 〈111〉,
que conecta los centros de los tetraedros con sus ve´rtices. Este entorno cristalogra´fico
anisotro´pico cambia el estado cua´ntico fundamental de los iones magne´ticos, provocando
que el momento de los mismos alcance su ma´xima magnitud posible y se fije paralelo a
los ejes 〈111〉. Dado que los primeros estados excitados esta´n alejados unos 300 K, no
sera´n accesibles te´rmicamente en los rangos de temperatura en los que trabajaremos,
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por lo que es posible modelar los momentos magne´ticos como spines cla´sicos tipo Ising
con so´lo dos posibles orientaciones: hacia adentro o hacia afuera de cada tetraedro.
En 1956, P. W. Anderson propuso un modelo para un sistema magne´tico frustrado
en una red pirocloro [26], con spines Ising con interaccio´n antiferromagne´tica apuntando
en la direccio´n z, basa´ndose en una analog´ıa con el hielo de agua, pero resulto´ ser un
modelo poco realista, sin relacio´n con materiales magne´ticos reales [25].
El hallazgo de materiales reales equivalentes a dicho modelo es sumamente reciente:
en 1997 M. J. Harris et al. [20, 27] demostraron que el titanato de Holmio (Ho2Ti2O7)
presenta un comportamiento similar al propuesto por Anderson, con la diferencia que,
en el nuevo modelo, los spines apuntan en las direcciones locales 〈111〉 y la interaccio´n
entre ellos es ferromagne´tica. Los hielos de spin, por lo tanto, han sido descubiertos y
estudiados recie´n en los u´ltimos 20 an˜os.
Tanto para el Ho2Ti2O7 como para el Dy2TI2O7, el Dy2Sn2O7 y el Ho2Sn2O7
existen numerosos estudios experimentales [21–23, 28–34] y de simulaciones Monte Carlo
[24, 31] que confirman la pertenencia de los compuestos a la familia de los hielos de spin.
El modelo de hielos de spin esta´ inspirado, como veremos a continuacio´n, en el hielo de
agua, gracias a la fuerte analog´ıa que presentan. Es importante destacar que la mayor´ıa
de los sistemas magne´ticos frustrados que se proponen son antiferromagne´ticos. Algo
que hace especiales a los hielos de spin es el hecho de que son ferromagnetos frustrados.
1.4. Analog´ıa con el hielo de agua
En la fase ma´s comu´n del hielo, la hexagonal (Ih), los iones O
2− conforman una
estructura tetrae´drica, que se ilustra en la seccio´n A de la figura 1.4. La distancia entre
los iones ox´ıgeno en la fase Ih es ma´s grande que la longitud del enlace H −O y en cada
enlace O−H−O, por lo que el hidro´geno puede elegir entre dos posiciones equivalentes
que minimizan la energ´ıa.
En 1933, Bernal y Fowler [35] propusieron dos condiciones que se deben cumplir en
el ordenamiento de protones para que la energ´ıa del modelo de hielo sea mı´nima:
En cada enlace O −O hay un u´nico proto´n.
Cada io´n de ox´ıgeno esta´ enlazado con cuatro protones, de los cuales dos se ubi-
cara´n cerca del O y dos lejos.
E´stas reciben el nombre de reglas del hielo y nos referiremos a ellas a lo largo del
presente trabajo. Debido a que hay ma´s de una configuracio´n que satisface las reglas
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del hielo, el estado fundamental es degenerado, con una consecuente entrop´ıa residual.
En 1933, W. Giauque y F. Ashley [36] midieron esa entrop´ıa, incitando a L. Pauling a
esbozar una explicacio´n para la misma.
Figura 1.4: A. Estructura tetrae´drica del arreglo entre iones ox´ıgeno (esferas blancas)
y protones (negras). B. Analog´ıa entre la posicio´n de los protones en el hielo y la
disposicio´n de los spines en los hielos de spin. Figura extra´ıda de [25].
El modelo de Pauling para la estructura de hidro´geno del hielo se plantea como un
modelo cano´nico de desorden en materia condensada [37, 38]. En 1935, L. Pauling de-
mostro´ que las reglas del hielo no dan lugar a un estado fundamental ordenado, y realizo´
un ca´lculo teo´rico de la entrop´ıa residual del modelo que resumiremos a continuacio´n.
Supongamos que hay N mole´culas de agua en un mol de hielo. Para satisfacer la
primera condicio´n, una mole´cula puede orientarse de seis maneras diferentes, aunque las
posibilidades se ven disminuidas por cuatro, dado que es necesario cumplir adema´s la
segunda condicio´n: la probabilidad de que cada enlace este´ ocupado por un proto´n es
1/2, y la probabilidad de que dos enlaces coincidan sera´ entonces de 1/4. El nu´mero
total de configuraciones posibles, segu´n Pauling, esta´ dado por
W = (6/4)N = (3/2)N (1.2)
lo que significa que la entrop´ıa residual por mol sera´
S(T → 0) = R
2
ln
3
2
= 0,81 cal/mol K (1.3)
resultado coherente con el valor de 0,82± 0,05 cal/mol K encontrado por Giauque et al.
[36, 39]. Sin embargo, la estimacio´n de Pauling no tiene en cuenta las correlaciones entre
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mole´culas, ni la topolog´ıa de la red. En el Cap´ıtulo 4 estudiamos en detalle el origen
y las caracter´ısticas de la entrop´ıa residual que presentan distintos modelos de hielo,
comenzando con una revisio´n de las investigaciones precedentes en el tema.
1.5. Modelo para hielos de spin con interacciones a prime-
ros vecinos
Como se explica en la seccio´n 1.3, los momentos magne´ticos de los compuestos per-
tenecientes a la familia de los hielos de spin pueden ser modelados como spines tipo
Ising debido a que el entorno cristalino que presentan en el estado so´lido los confina a
permanecer a lo largo de la l´ınea que une los centros de los tetraedros en la red pirocloro,
obliga´ndolos a apuntar en so´lo dos direcciones posibles (hacia adentro o hacia afuera del
tetraedro al que pertenecen).
El modelo ma´s simple para describir a los hielos de spin incluye so´lo las interacciones
que se presentan entre primeros vecinos y se identifica por las siglas nnSI, por su nombre
en ingle´s. El Hamiltoniano correspondiente, teniendo en cuenta la accio´n de un campo
magne´tico externo se puede expresar como
H = Jeff
∑
<ij>
Si · Sj − gµB
∑
i
H · Si (1.4)
donde los Si son los spines tipo Ising situados en los ve´rtices de la red, H es el campo
magne´tico externo, g el radio giromagne´tico y Jeff es la constante de interaccio´n de
intercambio efectiva. Si puede tomar dos valores: +1 y −1, dependiendo si apunta hacia
adentro o hacia afuera del tetraedro.
En los materiales reales, la magnitud del momento magne´tico de los iones Ho3+ y
Dy3+ es grande, del orden de los 10 µB [20], e´stos interactu´an con sus vecinos tanto me-
diante interaccio´n de intercambio como dipolar. Si se consideran so´lo las contribuciones
a primeros vecinos de ambas interacciones, entonces
Jeff = Jnn +Dnn (1.5)
donde Jnn es la constante de intercambio entre los spines y Dnn es la contribucio´n de la
interaccio´n dipolar.
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Datos experimentales para el Dy2Ti2O7 [40] muestran que Jnn = −1,24 K. Una
ra´pida estimacio´n de Dnn da como resultado una constante de intercambio de 2,35 K,
por lo que
Jeff = −1,24 K + 2,35 K = 1,11 K > 0 (1.6)
que es el valor que usaremos a lo largo de este trabajo para nuestras simulaciones.
El modelo con interacciones a primeros vecinos brinda una buena descripcio´n de los
hielos de spin entre los 0,2 K y 10 K [41]. El Hamiltoniano expuesto en la ecuacio´n (1.4)
en combinacio´n con la estimacio´n para Jeff de (1.6) indica que el estado fundamental
obedece la regla de construccio´n local en la que en cada tetraedro dos spines deben
estar apuntando hacia adentro y dos hacia afuera. Para un tetraedro aislado, existen
seis configuraciones de spines distintas que cumplen la regla. Por lo tanto, el nu´mero de
configuraciones que conforman el estado fundamental del sistema aumenta exponencial-
mente con el taman˜o del mismo. Esta degeneracio´n exponencial da lugar a una entrop´ıa
residual extensiva a temperatura cero, caracter´ıstica t´ıpica de los modelos de hielo.
En cuanto a las investigaciones relacionadas con la entrop´ıa residual de los hielos de
spin, Ramirez et al. [28] midieron el calor espec´ıfico del Dy2Ti2O7 y a partir de e´ste
su entrop´ıa residual. El cambio de entrop´ıa entre dos temperaturas se puede computar
mediante la integracio´n de la curva de calor espec´ıfico:
∆S = S(T2)− S(T1)
∫ T2
T1
C
T
dT (1.7)
En la figura 1.5 se observan los resultados expuestos por Ramirez et al.: el calor
espec´ıfico y la entrop´ıa en funcio´n de la temperatura para una muestra de Dy2Ti2O7.
Los puntos negros fueron medidos en ausencia de campo magne´tico, mientras que los
blancos bajo la accio´n de un campo de 0,5 T. La entrop´ıa se fijo´ arbitrariamente en cero
para la temperatura mı´nima. A altas temperaturas el sistema debe comportarse como
un paramagneto, por lo que el valor de la entrop´ıa debe ser R ln 2. La diferencia entre el
valor medido y el teo´rico corresponde a la entrop´ıa residual y evidencia la degeneracio´n
del estado fundamental. El calor espec´ıfico tiene la forma de un pico de Schottky, carac-
ter´ıstico de sistemas de dos niveles [41]: a medida que desciende la temperatura aumenta
el nu´mero de tetraedros en los que se cumplen las reglas del hielo, lo cual conlleva una
disminucio´n de la energ´ıa que se ve reflejada en la curva de C(T ).
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Figura 1.5: Calor espec´ıfico (superior) y entrop´ıa (inferior) medidos para una muestra
de Dy2Ti2O7 en ausencia de campo magne´tico (puntos negros) y bajo la accio´n de un
campo de 0,5 T (puntos blancos). Figura extra´ıda de [28].
1.6. Hielos de spin en un campo magne´tico
La geometr´ıa de la red pirocloro y la disposicio´n espacial de los spines en un hielo de
spin permite la aparicio´n de variados feno´menos cuando se aplica un campo magne´tico.
En el Cap´ıtulo 3 estudiaremos dos casos especiales: el primero, con un campo aplicado
en la direccio´n [111]; el segundo con el campo aplicado en la direccio´n [100].
Los primeros experimentos en hielos de spin bajo la accio´n de un campo magne´tico
fueron hechos por Harris et al. [20], Ramirez et al. [28] y Higashinaka et al. [42]. Fuka-
zawa et al. [43] realizaron en el an˜o 2002 mediciones de magnetizacio´n y susceptibilidad
magne´tica en cristales simples de Dy2Ti2O7, con campos aplicados a lo largo de los ejes
[100], [110] y [111].
En la figura 1.6 se representan las curvas de magnetizacio´n medidas a 1,8 K a lo
largo de los tres ejes. Los valores de saturacio´n que alcanza la magnetizacio´n son com-
patibles con la anisotrop´ıa tipo Ising a lo largo de los ejes locales 〈111〉 con interacciones
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Figura 1.6: Magnetizacio´n en funcio´n del campo magne´tico con distintas orientaciones
para un cristal de Dy2Ti2O7 a 1,8 K. Figura extra´ıda de [43].
ferromagne´ticas entre primeros vecinos propuesta para el modelado del material.
Las curvas de magnetizacio´n en funcio´n del campo magne´tico tambie´n fueron calcula-
das por Fukazawa et al. mediante simulaciones de Monte Carlo. La figura 1.7 resume sus
resultados para temperaturas de 1 y 2 K, con para´metros correspondientes al Dy2Ti2O7.
El acuerdo entre las curvas de 1.6 y 1.7 demuestran que el titanato de disprosio puede
ser tratado como un modelo ideal para el estudio de frustracio´n geome´trica en la red
pirocloro.
1.6.1. Hielo de spin en un campo en la direccio´n [111]
El estudio de los hielos de spin en un campo en la direccio´n [111] ha sido abordado no
so´lo de modo experimental y mediante simulaciones computacionales [32, 43–50], sino
adema´s de manera teo´rica [51–53]. Cuando se observa a lo largo de la direccio´n [111], la
red puede ser vista como una superposicio´n alternada de planos Kagome´ y triangulares,
como se esquematiza en la figura 1.8. En los planos triangulares, la direccio´n de los
spines coincide con la del campo magne´tico, esto es, la proyeccio´n de los mismos sobre
la direccio´n de H es 1. En los planos Kagome´, en cambio, la proyeccio´n de los spines es
de 1/3 (ver recuadro en la figura 1.9).
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Figura 1.7: Magnetizacio´n en funcio´n del campo magne´tico para distintas orientacio-
nes calculada mediante simulacio´n Monte Carlo, para un sistema de 432 spines. Figura
extra´ıda de [43].
Figura 1.8: Red pirocloro vista a lo largo del eje de magnetizacio´n [111]. Se pue-
den distinguir los planos Kagome´ y triangulares que, superpuestos, conforman la red
pirocloro.
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Como veremos en detalle en el Cap´ıtulo 3, la aplicacio´n de un campo magne´tico
en esta direccio´n da lugar a dos plateaux en la magnetizacio´n bien definidos a bajas
temperaturas [43, 48].
Figura 1.9: Curvas de magnetizacio´n obtenidas en cristales de Dy2Ti2O7 bajo la
accio´n de un campo magne´tico en la direccio´n [111] para distintas temperaturas. En
en recuadro se esquematiza un tetraedro con una de las posibles configuraciones que
cumplen las reglas del hielo en el primer plateau. Figura extra´ıda de [48].
En la figura 1.9, se observan los resultados obtenidos por Sakakibara et al. de las
mediciones de magnetizacio´n en cristales deDy2Ti2O7 sometidos a la accio´n de un campo
magne´tico en la direccio´n [111]. El cumplimiento de las reglas del hielo en el material
es esencial para explicar la presencia de las dos mesetas en las curvas de magnetizacio´n.
Partiendo desde un campo magne´tico nulo, a temperaturas suficientemente bajas, el
sistema se encuentra en alguna de las configuraciones que cumplen con las reglas del
hielo, con dos spines apuntando hacia adentro y dos hacia afuera de cada tetraedro. A
medida que la magnitud del campo aumenta, las configuraciones preferidas son aquellas
en las que los spines pertenecientes a los planos triangulares apuntan en la direccio´n
del campo. Cuando todos los spines de los planos triangulares (spines apicales) son
paralelos a H, la magnetizacio´n alcanza el primer plateau, con un valor de 3,33 µB por
io´n de disprosio. La entrop´ıa del estado fundamental se reduce pero permanece extensiva
[52]: los grados de libertad del sistema se encuentran en los planos kagome´. Este estado
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en el que los spines apicales esta´n fijos y las reglas del hielo se cumplen gracias al
desorden en los planos kagome´ recibe el nombre de kagome´-ice. Para un campo magne´tico
suficientemente grande, el te´rmino Zeeman en el Hamiltoniano (1.4) prevalece por sobre
las interacciones de intercambio, el sistema abandona las reglas de hielo y alcanza el
segundo plateau en la magnetizacio´n, cuyo valor es de 5 µB. Dado que existe una u´nica
configuracio´n lo satisface, la entrop´ıa es nula. Todas estas caracter´ısticas se ilustran
en la figura 1.10, donde es posible observar un pico en la curva de entrop´ıa: cuando el
sistema pasa del estado kagome´-ice al estado totalmente polarizado, atraviesa un nu´mero
extensivo de niveles de energ´ıa que producen un aumento notable en s(H).
La entrop´ıa del kagome´-ice fue calculada exactamente por Udagawa et al. [53], va-
lie´ndose del hecho de que este problema es equivalente al de cubrir una red tipo ho-
neycomb con d´ımeros. Utilizando el me´todo de Fisher [54] aplicado a la red hexagonal,
obtienen el valor
sKI = 0,6715 J/mol K (1.8)
Este mapeo permite el estudio de los efectos de campos ligeramente desalineados, que
producen una transicio´n de Kasteleyn bidimensional [52]. Tambie´n facilita el ana´lisis de
la transicio´n hacia el estado totalmente polarizado, el cual puede ser interpretado como
una transicio´n desde un estado poblado de d´ımeros a uno lleno de mono´meros, y se
espera que este´ acompan˜ada por un pico en la entrop´ıa en funcio´n del campo [51].
1.6.2. Hielo de spin en un campo en la direccio´n [100]
Los efectos de la aplicacio´n de un campo magne´tico en esta direccio´n particular
han sido estudiados de manera experimental por Harris et al. [44] y por Morris et al.
[55], entre otros, estos u´ltimos reportando evidencias de la presencia de cuerdas de
Dirac y monopolos magne´ticos deconfinados en un cristal de Dy2Ti2O7 sometido a un
campo en [100]. Tambie´n han sido estudiados a trave´s de simulaciones computacionales
sobre el modelo de hielos de spin con interacciones dipolares [56]. L. Jaubert et al. [57,
58] estudiaron dichos efectos anal´ıticamente y mediante simulaciones computacionales
utilizando el modelo de hielos de spin con interacciones a primeros vecinos.
En la figura 1.11 se ilustra una configuracio´n de spines que cumple las reglas del hielo,
con una cadena de magnetizacio´n negativa representada por las flechas rojas. Se observa
que, al extenderse a lo largo del sistema, minimiza la cantidad de defectos presentes en
la red, anula´ndolos si a la misma se le imponen condiciones de contorno perio´dicas.
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Figura 1.10: Ilustracio´n de las curvas de magnetizacio´n y entrop´ıa de un hielo de spin
bajo la accio´n de un campo magne´tico en [111]. Figura extra´ıda de [51].
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Figura 1.11: Cadena de spines de magnetizacio´n negativa (flechas rojas) en una con-
figuracio´n sin defectos con magnetizac´ıon a favor del campo magne´tico. Figura extra´ıda
de [57].
Figura 1.12: Proyeccio´n de la red pirocloro en el plano x-y. La flecha roja simboliza la
direccio´n del campo magne´tico. En el estado saturado se cumplen las reglas del hielo.
Cap´ıtulo 1. Introduccio´n 17
Cuando se somete un hielo de spin a la accio´n de un campo en la direccio´n [100],
el estado saturado cumple con las reglas del hielo (como se ilustran en la figura 1.12),
y en el l´ımite de bajas temperaturas e´stas no permiten la presencia de fluctuaciones
locales, esto es, tetraedros fuera de la configuracio´n dos adentro-dos afuera. Las u´nicas
excitaciones posibles son cadenas de magnetizacio´n negativa que se extienden a lo largo
de todo el sistema, dado que en este re´gimen, dar vuelta un spin en un tetraedro implica
necesariamente dar vuelta un spin vecino, perteneciente al mismo tetraedro, para evitar
la creacio´n de un defecto. Cuando se aumenta la temperatura, la transicio´n de fase
resultante a trave´s de la cual la magnetizacio´n cae a cero es un ejemplo de transicio´n de
Kasteleyn tridimensional [59, 60]. Una transicio´n de Kasteleyn es caracter´ısticamente
asime´trica: si nos aproximamos a la temperatura cr´ıtica desde temperaturas menores,
se comporta como una transicio´n de primer orden (ausencia total de excitaciones, calor
espec´ıfico nulo); si la aproximacio´n es desde temperaturas mayores, e´sta lucira´ como una
transicio´n de segundo orden.
En esta situacio´n, todos los spines tienen proyeccio´n 1/3 en la direccio´n del campo,
por lo que son equivalentes. A partir de la ecuacio´n (1.4) se deduce que el costo en energ´ıa
de dar vuelta un spin creando dos defectos en la red, es 4J + 2Hµ/
√
3. Dar vuelta un
spin de un tetraedro vecino implica separar los defectos sin crear un par nuevo, por lo
que el costo es so´lo en energ´ıa de Zeeman. Es posible obtener una sucesio´n de spines
contrarios a la direccio´n del campo que forman una cadena que se extiende a lo largo del
sistema y que, eventualmente y debido a las condiciones perio´dicas de contorno, puede
cerrarse sobre s´ı misma aniquilando el par de defectos que originalmente se crearon,
recuperando el estado dos adentro-dos afuera.
El cambio en energ´ıa de un segmento de una cadena que se extiende es de 2Hµ/
√
3,
mientras que la ganancia en entrop´ıa es de kB ln 2 dado que la cadena puede elegir el
camino a seguir entre dos tetraedros distintos. La energ´ıa libre total para una cadena de
L segmentos puede calcularse como
G = L(2Hµ/
√
3− kBT ln 2) (1.9)
La formacio´n de cadenas sera´ posible cuando el costo de crear una sea menor o igual
a cero. De la ecuacio´n (1.9), se deduce que la temperatura cr´ıtica a la que e´sto ocurre
depende de la magnitud del campo aplicado y puede expresarse como
TK =
2µH√
3kB ln 2
(1.10)
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TK es la temperatura a la que ocurrira´ la transicio´n entre un estado en el que las
cadenas de magnetizacio´n negativa no existen y otro donde proliferan. La transicio´n
ocurre entre diferentes configuraciones libres de defectos. En la seccio´n 3.4 haremos
un estudio exhaustivo de este caso, aprovechando las ventajas que presenta el uso del
algortimo de Wang-Landau, especialmente u´til para la caracterizacio´n de transiciones
de fase.
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Me´todos Monte Carlo
Los me´todos de Monte Carlo son frecuentemente utilizados para resolver problemas
de meca´nica estad´ıstica. En general, muestrean una regio´n del espacio de fases para poder
estimar distintas propiedades del modelo de intere´s. La cantidad de feno´menos f´ısicos
que es posible estudiar mediante me´todos de Monte Carlo es muy grande: son u´tiles para
estudiar materiales so´lidos, fluidos, sistemas desordenados, estructuras celulares, entre
otros.
El origen de los me´todos de Monte Carlo se remonta al an˜o 1946 y se atribuye a
Stanislaw Ulam y a John von Neumann [61]. Fue el an˜o en el que Ulam, postrado debido
a una enfermedad, desarrollo´ las ideas fundamentales del me´todo al intentar encontrar
cua´ntas manos distintas de cartas existen tales que el juego conocido como Solitario
tenga solucio´n. En vez de computar todas las posibilidades exhaustivamente, Ulam noto´
que era ma´s simple muestrear un conjunto de posibilidades a partir de una probabilidad
de distribucio´n.
2.1. Monte Carlo y meca´nica estad´ıstica
Cuando el sistema esta´ en equilibrio, la probabilidad de un estado particular µ del
sistema a una temperatura T es [62]
Pµ =
e−H(µ)/kBT
Z (2.1)
donde H(µ) es el Hamiltoniano cuando el sistema esta´ en el estado µ. Z es la funcio´n
de particio´n, que se define como
19
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Z =
∑
σi
e−H/kBT (2.2)
La sumatoria se realiza sobre todos las configuraciones posibles del sistema σi, por
lo que dependera´ del taman˜o del mismo y de los grados de libertad de cada part´ıcula.
En general, la funcio´n de particio´n no puede ser evaluada exactamente para un sistema.
Otra forma de escribir (2.2) es agrupando los te´rminos segu´n la energ´ıa de cada estado,
de modo que
Z =
∑
E
g(E)e−E/kBT (2.3)
donde g(E) es la densidad de estados del sistema (cantidad de estados distintos que
tienen la misma energ´ıa) y la sumatoria se evalu´a sobre todas las posibles energ´ıas del
sistema.
La meca´nica estad´ıstica de equilibrio se basa en la idea de que la funcio´n de par-
ticio´n y su variacio´n con la temperatura (u otros para´metros que afecten al sistema,
como el volumen de la caja que contiene a un gas o el campo magne´tico aplicado a un
paramagneto) contiene toda la informacio´n acerca del sistema en estudio. La funcio´n de
distribucio´n (2.1) se conoce como distribucio´n de Boltzmann.
A partir de (2.1), el valor medio de una cantidad Q para el sistema en el equilibrio
es
〈Q〉 =
∑
µ
Qµpµ =
1
Z
∑
µ
Qµe
−H(µ)/kBT (2.4)
Los me´todos Monte Carlo son esencialmente algoritmos computacionales basados en
la repeticio´n de muestreos aleatorios con el fin de estimar valores medios de cantidades
dif´ıciles de calcular de manera exacta. El propo´sito de los mismos es simular las fluctua-
ciones te´rmicas del sistema, elegir una muestra representativa de estados {µ1, ..., µM} y
estimar la ecuacio´n (2.4) como
QM =
M∑
i=1
Qµiρ
−1
µi e
−H(µi)/kBT
M∑
j=1
ρ−1µj e
−H(µj)/kBT
(2.5)
donde QM es el estimador de Q y QM = 〈Q〉 cuando M →∞ [61].
Cap´ıtulo 2. Me´todos Monte Carlo 21
¿Co´mo se eligen los M estados que conforman la muestra, de modo que QM sea un
buen estimador de Q? La manera ma´s simple de elegirlos es suponiendo que todos los
estados tienen la misma probabilidad ρµ (muestreo simple). Sin embargo, esta eleccio´n
da lugar a un mal estimador de Q, dado que en general la suma de la ecuacio´n (2.4) esta´
dominada por unos pocos estados.
La te´cnica para elegir justamente aquellos estados importantes de un gran nu´mero
de posibilidades se conoce como muestreo de importancia (importance sampling, en
ingle´s) y es la idea esencial de los me´todos Monte Carlo. Consiste en elegir los estados
de acuerdo a la distribucio´n de probabilidad de Boltzmann (2.1), de modo que ρµ = pµ
en (2.5), por lo que
QM =
1
M
M∑
i=1
Qµi (2.6)
Una forma simple de elegir esos estados es a trave´s de una sucesio´n de procesos
de Markov, un mecanismo por el cual, dado un estado del sistema µ, se genera otro ν
de manera aleatoria con una probabilidad P (µ → ν) que no depende del tiempo y so´lo
depende de las propiedades de µ y ν (y no de los estados anteriores por los que haya
pasado el sistema). Una sucesio´n de estados generada a trave´s de procesos de Markov
se conoce como cadena de Markov. Si se cumplen las condiciones de ergodicidad y
balance detallado, la cadena de Markov generada contendra´ estados que aparecen con
probabilidad dada por la distribucio´n de Boltzmann.
La condicio´n de ergodicidad requiere que sea posible, a trave´s de procesos de
Markov, alcanzar un estado del sistema partiendo de cualquier otro, si la cadena es
suficientemente larga. Cada estado ν tiene probabilidad pν 6= 0 en la distribucio´n de
Boltzmann, por lo que no puede haber estados inaccesibles.
La condicio´n de balance detallado es la que asegura que la distribucio´n de probabi-
lidad que se genera es la de Boltzmann una vez que el sistema ha alcanzado el equilibrio.
Para ello, debe cumplirse que
pµP (µ→ ν) = pνP (ν → µ) (2.7)
Esto se puede traducir como: la probabilidad de, estando en el estado µ, pasar al
estado ν es igual a la probabilidad de pasar al estado ν estando en µ. De (2.7) se deduce
que las probabilidades de transicio´n deben satisfacer [61]
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P (µ→ ν)
P (ν → µ) =
pν
pµ
= e−(Hν−Hµ)/kBT (2.8)
2.2. Algoritmo de Metro´polis
El algoritmo de Metro´polis [63] es el ma´s difundido de los me´todos Monte Carlo,
dado que su aplicacio´n a sistemas magne´ticos es particularmente simple. El me´todo
puede llevarse a cabo a partir de la siguiente secuencia de pasos:
1. Elegir una configuracio´n inicial aleatoria, de energ´ıa Ei. Fijar la temperatura.
2. Hacer un cambio aleatorio en el microestado inicial. Por ejemplo, si se aplica a un
sistema magne´tico, dar vuelta un spin al azar (single spin flip).
3. Calcular el cambio de energ´ıa ∆E
4. Sortear un nu´mero aleatorio r ∈ (0, 1)
5. Calcular la probabilidad de transicio´n, w = eβ∆E
6. Si r < w, entonces aceptar el cambio. Caso contrario, permanecer en el microestado
anterior.
Durante los primeros pasos, el sistema, que parte de un estado al azar, evoluciona ha-
cia el estado de equilibrio. Si se miden cantidades como la energ´ıa interna o un para´metro
de orden, como puede ser la magnetizacio´n, se observa que e´stas esta´n cambiando: una
vez alcanzado el equilibrio, so´lo muestran fluctuaciones termodina´micas. Es en este esta-
do en donde se colectan los datos de las cantidades de intere´s para hacer los promedios.
En sistemas magne´ticos es usual calcular los promedios de la energ´ıa, la magnetizacio´n y
sus potencias. Por ejemplo, el calor espec´ıfico y la susceptibilidad magne´tica se calculan
como:
C =
1
kBT 2
(〈E2〉 − 〈E〉2) (2.9)
χ =
1
kBT
(〈M2〉 − 〈M〉2) (2.10)
Si bien es un algoritmo muy u´til para el estudio de sistemas con muchas part´ıculas,
presenta ciertas desventajas, entre las cuales se puede remarcar que existe la posibilidad
de que el proceso quede, en medio de la caminata aleatoria, atrapado en un mı´nimo local
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de energ´ıa del cual, o bien no pueda salir, o bien entorpezca la recoleccio´n de datos para
la estad´ıstica final.
2.3. Algoritmo de Wang-Landau
A diferencia de los me´todos de Monte Carlo convencionales, que generan una distri-
bucio´n cano´nica a una temperatura dada g(E)e−E/kBT , el algoritmo de Wang-Landau
[64, 65] estima la densidad de estados del sistema, g(E), con gran precisio´n, mediante
una exploracio´n aleatoria que produce un histograma plano en el espacio de energ´ıas.
Este me´todo esta´ relacionado con las te´cnicas denominadas umbrella sampling [66] y los
me´todos de Monte Carlo multicano´nicos [67].
El algoritmo se basa en la observacio´n de que, si se lleva a cabo una caminata alea-
toria en el espacio de energ´ıas con una probabilidad proporcional al rec´ıproco de la
densidad de estados,
1
g(E)
, entonces se generara´ un histograma plano para la distribu-
cio´n de energ´ıas. Esto significa que todos los estados energe´ticos posibles sera´n visitados
igualmente. La idea fundamental es que a medida que se visitan los estados energe´ticos,
se modifica la densidad de estados multiplica´ndola por un nu´mero mayor que la unidad.
Con e´sto, la probabilidad de volver a visitar ese estado disminuye, provocando una suerte
de penalizacio´n de los estados ma´s probables, en pos de favorecer la visita a los estados
con menos probabilidad de ser visitados.
El algoritmo comienza con una densidad de estados a priori desconocida, por lo que
se establece g(E) = 1 para todas las energ´ıas. Se comienza la caminata aleatoria dando
vuelta un spin al azar. Llamando E1 y E2 a las energ´ıas del sistema antes y despue´s de
dar vuelta el spin, la probabilidad de transicio´n se puede escribir como
p(E1 → E2) = mı´n
(
g(E1)
g(E2)
, 1
)
(2.11)
Es e´sta entonces tambie´n la probabilidad de dar vuelta un spin. En cada paso, es
decir, cada vez que un nivel de energ´ıa es visitado, el histograma H(E) y la densidad de
estados g(E) son modificados como
H(E) → H(E) + 1
g(E) → g(E)f
(2.12)
donde f es el factor de modificacio´n, f > 1, que usualmente comienza siendo grande
(t´ıpicamente f0 = e
1 ≈ 2,71828) y su valor es reducido a medida que el algoritmo
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progresa. Cada paso del algoritmo implica dar vuelta un spin al azar y aceptar o rechazar
el movimiento con probabilidad p (de acuerdo con la ecuacio´n (2.11)), actualizar la
densidad de estados y el histograma hasta que este u´ltimo sea plano, es decir, que todos
los niveles energe´ticos hayan sido visitados igualmente. La densidad de estados converge
al valor verdadero con una precisio´n proporcional a ln f . Una vez satisfecha la condicio´n
de chatura para el histograma, el factor de modificacio´n es reducido, el histograma
reseteado y la caminata aleatoria en el espacio de energ´ıas vuelve a comenzar.
En general, la reduccio´n del factor de modificacio´n f se lleva a cabo de acuerdo a
alguna funcio´n que decrezca mono´tonamente a 1. Wang y Landau proponen f1 =
√
f0,
sin embargo, existen otras elecciones que aceleran la convergencia del algoritmo que se
estudiara´n en la siguiente seccio´n.
La simulacio´n termina cuando el factor de modificacio´n es menor que algu´n valor
definido de antemano (por ejemplo, ffinal = e
10−8). Como se dijo anteriormente, la preci-
sio´n de la densidad de estados es proporcional a ln f , por lo que el factor de modificacio´n
actu´a como un para´metro de control que determina cuantos pasos son necesarios para
la simulacio´n.
Durante la caminata aleatoria el histograma es acumulado y chequeado perio´dica-
mente. El criterio para la determinacio´n de la chatura del histograma var´ıa dependiendo
del taman˜o y la complejidad del sistema. Puede usarse como regla, por ejemplo, que
H(E), para todos los valores posibles de E, sea mayor que algu´n porcentaje del prome-
dio 〈H(E)〉.
En la pra´ctica, la modificacio´n de g(E) es llevada a cabo mediante ln g(E)→ ln g(E)+
ln f . Es te´cnicamente imposible que el algoritmo quede atrapado en un mı´nimo de
energ´ıa, dado que si la movida es rechazada, tanto el histograma como la densidad
de estados son modificados con la energ´ıa anterior. La probabilidad de permanecer en
dicho nivel energe´tico disminuye conforme se rechazan nuevas movidas, haciendo que
eventualmente la caminata progrese hacia otro nivel energe´tico.
Dado que la densidad de estados se modifica cada vez que el estado es visitado,
al final del algoritmo se obtiene una g(E) relativa. Para calcular los valores absolutos
es necesario contar con informacio´n adicional acerca del sistema. Por ejemplo, para el
modelo de Ising con interaccio´n ferromagne´tica puede utilizarse el hecho de que g(E)
para el estado fundamental es 2 (todos los spines apuntando hacia arriba o todos hacia
abajo), o que la suma de todos los estados accesibles es igual a 2N , donde N es el nu´mero
de spines.
Una vez obtenida la densidad de estados del sistema, se construye la funcio´n de
particio´n segu´n la expresio´n (2.3). La conexio´n entre la funcio´n de particio´n de un
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sistema y las cantidades termodina´micas es directa. La energ´ıa libre, por ejemplo, puede
calcularse como
F = −kBT lnZ (2.13)
Dado que todas las dema´s cantidades termodina´micas pueden ser calculadas a partir
de la energ´ıa libre, esta relacio´n provee la conexio´n entre la meca´nica estad´ıstica y la
termodina´mica.
La energ´ıa interna se puede computar como
U(T ) =
1
Z
∑
E
Eg(E)e−βE (2.14)
la entrop´ıa
S(T ) =
U(T )− F (T )
T
(2.15)
y el calor espec´ıfico
C(T ) =
〈E2〉T − (〈E〉2)T
T 2
(2.16)
El algoritmo de Wang-Landau es adema´s muy versa´til: permite estimar la densidad
de estados en funcio´n de la variable que resulte ma´s conveniente para el problema que
se quiere estudiar. En las secciones 3.3 y 3.4 del Cap´ıtulo 3, por ejemplo, se la estimo´ en
funcio´n de la energ´ıa y la magnetizacio´n a lo largo de la direccio´n del campo magne´tico
aplicado. La suma en (2.3) se convierte en una suma doble:
Z =
∑
E,M
g(E,M)e−(E−MH)/kBT (2.17)
Con esta modificacio´n, Z brinda informacio´n acerca de la magnetizacio´n promedio y
la susceptibilidad magne´tica. Adema´s, es posible obtener las cantidades termodina´micas
en funcio´n de la magnitud del campo magne´tico.
En el Cap´ıtulo 4 introducimos una nueva modificacio´n del algoritmo y estimamos la
densidad de estados en funcio´n del nu´mero de defectos que presentan distintas redes de
hielo para obtener su entrop´ıa residual.
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Cabe destacar que el algoritmo de Wang-Landau fue testeado para distintos sistemas
exitosamente, como el modelo de Ising bidimensional, el modelo de Potts (Q = 10) en
dos dimensiones, al modelo de vidrio de spin 3D± J [65], al modelos de d´ımeros [68], al
modelo HP para prote´ınas [69], entre otros.
Una de las ventajas ma´s importantes del mismo es que a partir de la densidad de
estados se puede construir la funcio´n de particio´n del sistema y calcular la energ´ıa libre
Gibbs y la entrop´ıa en forma directa, cantidades que no son accesibles directamente en
simulaciones Monte Carlo convencionales. Adema´s, el algoritmo es independiente de la
temperatura y evita caer en mı´nimos locales de energ´ıa, por lo que es muy u´til para
sistemas complejos.
2.4. Wang-Landau modificado: Belardinelli-Pereyra
R. E. Belardinelli y V. D. Pereyra estudiaron la relacio´n que existe entre la condicio´n
de chatura para el histograma, el factor de modificacio´n y el error y la convergencia
del algoritmo de Wang-Landau [70]. Dentro de este trabajo, proponen que el factor
de modificacio´n sea escaleado como 1/t, donde t es el tiempo Monte Carlo. El nuevo
algoritmo, que es discutido ampliamente en [71], puede ser resumido como sigue:
Sea N el nu´mero de niveles energe´ticos del sistema. Sea t = j/N el tiempo
Monte Carlo (tMC), donde j es el nu´mero de movidas intentadas. Sea S(E) = ln g(E)
y F = ln f .
Elegir una configuracio´n inicial (de energ´ıa Ei). Fijar S(E) = 0, H(E) = 0 y
F0 = 1. Definir Ffinal.
Sortear un spin, darlo vuelta, calcular la nueva energ´ıa Ef y aceptar o rechazar la
movida con probabilidad p de acuerdo con la ecuacio´n (2.11).
Modificar el histograma y la densidad de estados correspondiente: H(E)→ H(E)+
1 y S(E)→ S(E) + Fk. 1
Despue´s de una cierta cantidad de pasos fijos (por ejemplo, 1000 tMC), chequear
si H(E) 6= 0 para todos los valores posibles de E. Entonces, refinar el factor
de modificacio´n Fk+1 = Fk/2.
Si Fk+1 ≤ t−1, hacer Fk+1 = F (t) = t−1. De aqu´ı en ma´s, F (t) debe ser actualizado
cada un tMC. El histograma ya no se chequea.
El proceso termina cuando F (t) < Ffinal
1Hasta este punto no hay diferencias con el algoritmo original.
Cap´ıtulo 2. Me´todos Monte Carlo 27
En la presente Tesis Doctoral, todas las densidades de estado fueron estimadas usando
este conjunto de reglas, que llamaremos algoritmo de Wang-Landau modificado (WL-
BP).
Figura 2.1: Error calculado mediante el algoritmo de Wang-Landau para distintas
condiciones de chatura y el obtenido mediante el WL-BP, en funcio´n del tiempo de
co´mputo. Figura extra´ıda de [70].
Belardinelli y Pereyra calcularon el error con este algoritmo y lo compararon con
el calculado mediante el original. Concluyeron que el error es menor para el algorit-
mo dina´mico, para cualquier condicio´n de chatura del Wang-Landau original. Adema´s,
el tiempo de co´mputo se reduce considerablemente. En la figura 2.1 se comparan los
errores obtenidos a partir del algoritmo de Wang-Landau original utilizando diferentes
condiciones de chatura y el obtenido mediante el algoritmo modificado, para un modelo
de Ising 2D. Se observa que para cualquier eleccio´n de la condicio´n de corte, el error
eventualmente satura. Sin embargo, el error obtenido al utilizar el algoritmo modificado
es siempre menor y mono´tonamente decreciente.
Hemos elegido el algoritmo de Wang-Landau, implementado con la modificacio´n pro-
puesta por Belardinelli y Pereyra, para ser aplicado en el estudio de los modelos que se
desarrollan en los siguientes cap´ıtulos debido a las ventajas que fueron expuestas hasta
aqu´ı.

Cap´ıtulo 3
Hielos de spin: modelo cla´sico con
interacciones a primeros vecinos
Estudiamos el modelo de hielos de spin con interacciones a primeros vecinos, detalla-
do en el Cap´ıtulo 1, a trave´s de simulaciones computacionales utilizando el algoritmo de
Wang-Landau. Aplicando campos magne´ticos en distintas direcciones mostramos la va-
riedad de feno´menos que se encuentran en este tipo de materiales, aprovechando adema´s
las ventajas que ofrece el algoritmo. Existen dos casos remarcables: el primero, cuando
el campo se orienta a lo largo de la direccio´n cristalogra´fica [111]; el segundo, cuando se
orienta a lo largo de [100]. Algunos de los resultados expuestos en este cap´ıtulo fueron
publicados en [72] y [73].
3.1. Hielos de spin: introduccio´n
Recordemos el Hamiltoniano del modelo nnSI bajo la accio´n de un campo magne´tico
externo
H = Jeff
∑
<ij>
Si · Sj − gµB
∑
i
H · Si (3.1)
donde los Si son los spines tipo Ising situados en los ve´rtices de una red pirocloro (esque-
matizada en la figura 1.3), H es el campo magne´tico externo, g el radio giromagne´tico
y Jeff es la constante de interaccio´n de intercambio efectiva, considerada positiva. Si
puede tomar dos valores: +1 y −1, dependiendo si apunta hacia adentro o hacia afuera
del tetraedro al que pertenece.
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Para estudiar este sistema, elegimos el algoritmo de Wang y Landau [64, 65], tanto
con la implementacio´n original como con la propuesta por Bellardinelli y Pereyra [70],
que resulta conveniente por su velocidad de convergencia. El funcionamiento de ambos
ha sido desarrollado a lo largo del Cap´ıtulo 2.
Los tiempos de convergencia del algoritmo aumentan fuertemente con el taman˜o del
sistema que se quiere estudiar. Por esa razo´n, para alcanzar taman˜os grandes de red, se
dividio´ el rango de energ´ıa en mu´ltiples regiones, restringiendo las caminatas aleatorias
y solapando los resultados obtenidos. Como se menciona en el Cap´ıtulo 2, la densidad
de estados obtenida es relativa, por lo que es necesario conocer alguna caracter´ıstica del
modelo que permita normalizarla. En este caso, se usaron dos condiciones:
Hay so´lo dos estados posibles de ma´xima energ´ıa (todos los spines apuntando hacia
adentro o todos hacia afuera), lo que implica que g(Ema´x) = 2.
La suma de todos los estados posibles tiene que ser igual a 2N , donde N es el
nu´mero de spines.
Los errores se estimaron haciendo la estad´ıstica correspondiente de los resultados
provenientes del uso de diferentes semillas (valores iniciales del generador de nu´meros
aleatorios) y ambas condiciones de normalizacio´n.
Se exploro´ el espacio de configuraciones mediante una caminata aleatoria a trave´s de
movidas tipo single spin-flip. Se uso´ una celda cu´bica convencional para la red pirocloro,
que contiene 16 spines, y se simularon sistemas de L×L×L, con L desde 1 hasta 8 (16
a 8192 spines). La densidad de estados fue estimada como una funcio´n de la energ´ıa en
ausencia de campo magne´tico, y como funcio´n de la energ´ıa y de la magnetizacio´n (en la
direccio´n del campo) cuando e´ste es aplicado. El factor de modificacio´n se cambio´ desde
f0 = e
1 a ffinal = e
10−9 .
En todos los casos, el primer resultado obtenido a trave´s de las simulaciones es una
estimacio´n de la densidad de estados g del sistema. En el Cap´ıtulo 2 explicamos co´mo
es posible construir, desde la densidad de estados, la funcio´n de particio´n
Z =
∑
i
g(Ei)e
−Ei/kBT (3.2)
y calcular las cantidades termodina´micas de intere´s.
A lo largo de este cap´ıtulo exploraremos las caracter´ısticas principales del modelo.
Cuando no se aplica campo magne´tico, se espera que el sistema no presente transiciones
de fase a medida que disminuye la temperatura, sino un crossover desde un estado
similar a un paramagneto (a temperaturas altas) a uno donde se cumplen las reglas
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del hielo. Las distintas configuraciones que comprenden este estado dan lugar a una
entrop´ıa residual macrosco´pica que depende de la naturaleza de la red. Es justamente la
restriccio´n que imponen las reglas del hielo (dos spines apuntando hacia adentro y dos
hacia afuera) la fuente de las exo´ticas transiciones de fase que ocurren con la aplicacio´n
del campo en distintas direcciones.
3.2. Hielos de spin en ausencia de campo magne´tico
Se estimo´ la densidad de estados del modelo para hielos de spin con interacciones a
primeros vecinos en funcio´n de la energ´ıa, en ausencia de campo magne´tico. Se eligieron
los para´metros J = 1,11 K y µ = 10 µB, para ajustar nuestros resultados a las curvas
correspondientes al Dy2Ti2O7.
3.2.1. Densidad de estados, calor espec´ıfico y entrop´ıa
En la figura 3.1 se observa el logaritmo natural de la densidad de estados del sistema
para L = 4. En contraste con la densidad de estados del modelo de Ising ferromagne´tico
(detallado en la referencia [64]), la correspondiente al nnSI se ve a simple vista asime´tri-
ca. E´sto es una consecuencia de la frustracio´n geome´trica del modelo: en la figura 3.1 es
posible apreciar la degeneracio´n del estado fundamental.
A medida que el sistema se enfr´ıa, se espera que aparezcan correlaciones en la zona
en la que la temperatura se aproxima a J/k y que e´stas sean evidenciadas por un pico
tipo Schottky en la curva de calor espec´ıfico, caracter´ıstico de sistemas de dos niveles
[41]. Cuando la temperatura disminuye, aumenta el nu´mero de tetraedros en los que se
cumple la regla del hielo, lo que implica una brusca disminucio´n de la energ´ıa del sistema
que debe verse reflejada en la curva de calor espec´ıfico.
El calor espec´ıfico calculado a partir de la densidad de estados (curva negra en la
figura 3.2) muestra un pico cerca de T = 1 K, en concordancia con los resultados
obtenidos mediante otras te´cnicas [40] y con los resultados experimentales practicados
en materiales de la familia de los hielos de spin [28].
En la misma figura se observa la dependencia de la entrop´ıa por mol del sistema con
la temperatura. A altas temperaturas, el sistema se comporta como un paramagneto (no
hay correlaciones) y la entrop´ıa tiende al valor caracter´ıstico R ln 2 ≈ 5,76 J/mol K. A
medida que desciende la temperatura la entrop´ıa decrece hasta alcanzar el valor residual
S0, cercano a 1,7 J/mol K.
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Figura 3.1: Logaritmo natural de la densidad de estados del modelo de hielo de
spin con interacciones a primeros vecinos para L = 4. Su forma es caracter´ısticamente
asime´trica, mostrando una gran degeneracio´n del estado fundamental.
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Figura 3.2: Calor espec´ıfico (curva negra) y entrop´ıa (curva roja) en funcio´n de la
temperatura para L = 4, calculados a partir de la densidad de estados. Se observa
el pico de Shottky en el calor espec´ıfico, caracter´ıstico de sistemas de dos niveles. La
entrop´ıa no tiende a cero a medida que decrece la temperatura, denotando la existencia
de una entrop´ıa residual propia de modelos de hielo.
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En este punto es necesario remarcar las ventajas que presenta el algoritmo utiliza-
do frente a las te´cnicas de Monte Carlo convencionales. E´stos, en general, estiman la
distribucio´n cano´nica g(E)e−E/kBT a una temperatura dada. Para obtener informacio´n
acerca de la entrop´ıa, por ejemplo, es necesario integrar la curva de C/T y poseer datos
extras para calcular la constante de integracio´n. Adema´s de ser un me´todo engorroso,
implica introducir errores en el ca´lculo que pueden evitarse haciendo uso del algoritmo de
Wang-Landau. La densidad de estados del sistema, que es lo que estimamos a trave´s del
mismo, nos permite acceder directamente a las cantidades termodina´micas sin necesidad
de efectuar operaciones adicionales a la de sumar sobre todas las energ´ıas posibles.
3.2.2. Entrop´ıa residual
Como se menciona en el Cap´ıtulo 1, la entrop´ıa residual es otra caracter´ıstica de los
modelos de hielo, una consecuencia de la degeneracio´n del estado fundamental inducida
por las reglas del hielo. En hielos de spin reales se espera que la degeneracio´n sea supri-
mida por interacciones adicionales (por ejemplo, la interaccio´n dipolar de largo alcance,
que no es tenida en cuenta en el modelo estudiado) y que el sistema este´ ordenado a
T = 0 [24, 74]. Sin embargo, en el modelo para hielos de spin con interacciones a pri-
meros vecinos el estado fundamental sigue estrictamente las reglas de Bernal y Fowler,
por lo que se espera encontrar un estado exponencialmente degenerado, con la misma
entrop´ıa residual que los modelos tridimensionales de hielo.
La determinacio´n del valor de esta entrop´ıa tiene una larga historia, que comienza
con la estimacio´n de Linus Pauling, en 1935 [37, 38]. La entrop´ıa residual de un sistema
se define como el logaritmo natural del nu´mero de microestados accesibles a T = 0,
multiplicado por la constante de Boltzmann. Esto es:
S0 = kB lnWN (3.3)
WN es el nu´mero total de microestados accesibles y puede reescribirse como WN = W
NT ,
donde NT es el nu´mero de tetraedros. El resultado de la estimacio´n de Pauling (explicada
en detalle el Cap´ıtulo 1) es W = 3/2, que trasladada a entrop´ıa por mol resulta
S0 = R/2 ln 3/2 ≈ 1,68 J/mol K (3.4)
En principio, este valor se encuentra en concordancia con los resultados mostrados en
la figura 3.2. Sin embargo, es necesario hacer un estudio ma´s detallado. La estimacio´n
de Pauling no tiene en cuenta ni la geometr´ıa, ni las correlaciones de la red y puede ser
considerada como l´ımite inferior de la verdadera entrop´ıa residual [75]. Mientras que la
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solucio´n exacta existe para modelos bidimensionales [76], e´sto no es cierto para el caso
tridimensional. Actualmente, la mejor estimacio´n de la entrop´ıa para hielo tridimensional
se debe a Nagle [77] quien, sobre un trabajo de Di Marzio y Stillinger [78] y utilizando
un me´todo de expansio´n en series obtuvo
WNagle = 1,50685(15) (3.5)
Mediante el algoritmo de Wang-Landau modificado, estimamos la densidad de estados
para taman˜os de red desde L = 1 hasta L = 8 (desde NT = 8 a 4096) y a partir de
e´stas se determino´ W para el estado fundamental. En la figura 3.3 se observa W en
funcio´n de la inversa del nu´mero de tetraedros, 1/NT . Se utilizaron los dos criterios para
la normalizacio´n de la densidad de estados mencionados anteriormente. Las diferencias
obtenidas entre los diferentes criterios o las obtenidas por distintas corridas usando
conjuntos de nu´meros aleatorios diferentes son menores que el taman˜o de los s´ımbolos
en la figura y no pueden ser apreciados.
Figura 3.3: Nu´mero de microestados del estado fundamental, W , como funcio´n de
la inversa del nu´mero de tetraedros. La entrop´ıa residual decrece cuando aumenta el
taman˜o de la red. Se muestran las estimaciones de Pauling y Nagle. La l´ınea so´lida
corresponde al ajuste de acuerdo con la ecuacio´n 3.6. En el recuadro se observan todos
los puntos incluidos en el ajuste (desde L = 1 a L = 8).
Como es de esperar, la entrop´ıa residual decrece a medida que se incrementa el taman˜o
del sistema. Con el propo´sito de obtener el valor termodina´mico de W (esto es, cuando
N →∞), se realizo´ un ajuste de los datos de la forma
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W (x) = W∞ + a1(
1
NT
)θ (3.6)
Los valores obtenidos del ajuste de los datos son W∞ = 1,50682(9), con a1 = 1,557(9)
y θ = 0,883(3). El valor de W∞ presenta un gran acuerdo con el resultado de Nagle
expuesto en la expresio´n (3.5).
En el Cap´ıtulo 4 presentamos un estudio detallado de la entrop´ıa residual de modelos
de hielo y su dependencia con el taman˜o del sistema, teniendo en cuenta tanto la red
cu´bica de hielo (ya expuesta en esta seccio´n) como la hexagonal y la cuadrada. Se
estudian adema´s los efectos observados cuando se consideran redes con condiciones de
contorno abiertas y antiperio´dicas, en contraste con las condiciones perio´dicas que se
aplican comu´nmente.
3.3. Hielo de spin en un campo magne´tico aplicado en la
direccio´n [111]
Para incluir los efectos de un campo magne´tico externo en la estimacio´n de la densidad
de estados se puede, o bien incluir el te´rmino de energ´ıa de Zeeman en el Hamiltoniano
(segundo te´rmino en la ecuacio´n (3.1)), o bien calcular la densidad de estados como una
funcio´n de dos ı´ndices: energ´ıa y magnetizacio´n (esta u´ltima a lo largo de la direccio´n
del campo magne´tico).
Eligiendo la segunda opcio´n, esto es, calculando la densidad de estados en funcio´n de
la energ´ıa y la magnetizacio´n del sistema, es posible trabajar en un ensamble magne´tico
equivalente al isote´rmico-isoba´rico y obtener, a partir de la funcio´n de particio´n
Z(H,T ) =
∑
E
∑
M
g(E,M)e−(E−MH)/kBT (3.7)
la energ´ıa libre de Gibbs G(H,T ) y el valor medio de la magnetizacio´n. Realizar la
estimacio´n de la densidad de estados en funcio´n de la energ´ıa y la magnetizacio´n conlleva
un esfuerzo computacional mayor, por lo que en general estos ca´lculos se restringen a
taman˜os de red pequen˜os.
Si se elige la primer opcio´n, es necesario estimar la densidad de estados para cada
valor de campo que se desea estudiar, haciendo dificultoso el estudio si se desea observar
la evolucio´n del sistema con H.
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3.3.1. Densidad de estados
En la figura 3.4 se observa el logaritmo natural de la densidad de estados del modelo
en funcio´n de la energ´ıa y la magnetizacio´n a lo largo de la direccio´n [111], calculada para
un taman˜o de red L = 3. La densidad de estados sigue siendo asime´trica con respecto
al eje de energ´ıa, pero es sime´trica respecto al eje magnetizacio´n. La figura 3.4 tambie´n
muestra la proyeccio´n de la superficie sobre el plano E−M , la cual toma la forma de un
penta´gono. En esta proyeccio´n se puede ver que mientras el estado de ma´xima energ´ıa
corresponde a M = 0, el estado fundamental (degenerado) abarca un amplio rango en el
eje de magnetizacio´n. Para H || [111], este rango va desde −3,33 a 3,33 µB, que, como se
menciona en el Cap´ıtulo 1, es el ma´ximo valor de magnetizacio´n que puede ser alcanzado
a lo largo de esa direccio´n sin violar las reglas de hielo.
Figura 3.4: Logaritmo natural de la densidad de estados en funcio´n de la energ´ıa y la
magnetizacio´n a lo largo de [111], calculada para L = 3. La figura tambie´n muestra la
proyeccio´n de la misma sobre el plano E −M .
3.3.2. Funciones termodina´micas
La evolucio´n del sistema bajo la accio´n del campo magne´tico puede ser estudiada
analizando el comportamiento de la magnetizacio´n a bajas temperaturas. En la figura
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3.5 se observa la magnetizacio´n en funcio´n del campo magne´tico aplicado en la direc-
cio´n [111], calculada a partir de g(E,M) para L = 3 y para´metros correspondientes al
Dy2Ti2O7 para distintos valores de la temperatura.
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Figura 3.5: Magnetizacio´n vs. campo magne´tico a lo largo de la direccio´n [111] para
L = 3 y diferentes valores de temperatura. Las curvas de magnetizacio´n presentan dos
plateaux bien definidos. El primero, a 3.33 µB/io´n Dy, corresponde al estado donde
todos los spines apicales esta´n alineados con el campo pero el sistema cumple con las
reglas del hielo. El segundo plateau, a 5 µB/io´n Dy, corresponde al estado con ma´xima
proyeccio´n de spines en la direccio´n del campo, en el cual las reglas dejan de cumplirse.
Para temperaturas suficientemente bajas y sin campo magne´tico aplicado, el sistema
se encontrara´ en un estado donde las reglas del hielo se cumplen en todos los tetraedros
y la magnetizacio´n sera´ nula: todas las curvas coinciden en m = 0 para H = 0.
A medida que se incrementa la magnitud del campo magne´tico en la direccio´n [111],
las configuraciones que minimizan la energ´ıa, segu´n (3.1), son aquellas que tienen mag-
netizacio´n no nula a lo largo de [111] pero no presentan defectos, es decir, pertenecen
al estado fundamental en ausencia de campo. Si la magnitud de e´ste se incrementa lo
suficiente como para superar los efectos entro´picos sin romper las reglas de hielo, todos
los spines de los planos triangulares (con proyeccio´n 1) quedan alineados con el campo,
los planos kagome´ se desacoplan y el sistema se vuelve bidimensional de manera efectiva,
en un estado que se conoce como kagome´-ice (KI) [52, 53].
La magnetizacio´n alcanza un plateau en este rango de campo magne´tico a m = 3,33
µB por io´n de disprosio. Este valor puede ser calculado fa´cilmente teniendo en cuenta
las reglas del hielo y las diferentes proyecciones de los spines de los planos kagome´ y
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triangulares: mientras los spines apicales esta´n completamente alineados con el campo
(contribuyendo con +1 a la magnetizacio´n) los spines de los planos kagome´ lo hacen con
una proyeccio´n de 1/3. De los spines kagome´ habra´ dos que apuntan hacia adentro y uno
hacia afuera del tetraedro, cumpliendo la regla del hielo. Por lo tanto, la magnetizacio´n
neta por spin sera´ (1 + 1/3 + 1/3− 1/3)/4 µB ≈ 3,33 µB.
En el KI, se observa que las reglas del hielo permiten au´n un nu´mero de configuracio-
nes exponencialmente degenerado, por lo que el sistema mantiene una entrop´ıa residual
extensiva, aunque menor que para campo nulo.
Si la magnitud del campo continu´a incrementa´ndose, eventualmente superara´ a la
interaccio´n de intercambio y el sistema alcanzara´ un estado de polarizacio´n total, donde
todos los spines maximizan su proyeccio´n a favor del campo magne´tico, con una mag-
netizacio´n m = 5 µB por io´n de disprosio. En el modelo con interacciones a primeros
vecinos, este crecimiento repentino de la magnetizacio´n es meramente un crossover y su
ancho depende fuertemente de la temperatura. Si se tienen en cuenta las interacciones
dipolares de largo alcance el sistema presenta una transicio´n de primer orden [79]. Dado
que existe so´lo una configuracio´n posible con magnetizacio´n ma´xima, la entrop´ıa del
estado saturado es nula.
La pendiente de la curva de magnetizacio´n en funcio´n del campo hasta alcanzar el
primer plateau esta´ dada por la competencia entre la ganancia de energ´ıa por efecto
Zeeman y la entrop´ıa, dado que el nu´mero de estados accesibles para una magnetizacio´n
particular decrece ra´pidamente a medida que M se incrementa.
E´sto puede visualizarse en las figuras 3.6 y 3.7. En la primera graficamos la magneti-
zacio´n en funcio´n de H/T desde H = 0 hasta alcanzar el primer plateau, donde el colapso
de las curvas confirma que la pendiente con la que crece la magnetizacio´n es proporcio-
nal a 1/T . La figura 3.7 muestra el logaritmo del nu´mero de microestados accesibles en
funcio´n de la magnetizacio´n a energ´ıa fija (E/kB = 0,1 K desde el estado fundamental):
se observa un fuerte decrecimiento del mismo a medida que la magnetizacio´n aumenta,
aunque se mantiene una entrop´ıa residual extensiva. Para E/kB = 0,1 K desde el estado
fundamental, se puede ver que no existen configuraciones con magnetizacio´n mayor a
3,33 µB por io´n de disprosio.
Como se menciono´ anteriormente, las reglas de hielo en la fase KI no restringen el
sistema por completo, permitiendo un nu´mero exponencialmente grande de configuracio-
nes posibles. Es posible obtener una solucio´n exacta para la entrop´ıa residual, haciendo
un mapeo desde la fase KI en d´ımeros en una red hexagonal [52, 53].
Al estar todos los spines apicales alineados conH en la fase KI, el problema de calcular
la entrop´ıa del estado fundamental se reduce a calcular el nu´mero de configuraciones de
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Figura 3.6: Magnetizacio´n en funcio´n de H/T , primer plateau. El colapso de las curvas
demuestra que las pendientes de M vs. H son proporcionales a 1/T .
 40
 60
 80
 100
 0  1  2  3  4
ln
[g(
M,
E)
]
M [µB / Dy ion]
E/k = 0.1 K
Figura 3.7: Logaritmo natural de la densidad de estados en funcio´n de la magnetiza-
cio´n a energ´ıa fija E/kB = 0,1 K desde el estado fundamental. El nu´mero de microes-
tados accesibles del sistema para esa energ´ıa fija decrece con la magnetizacio´n, pero la
entrop´ıa permanece extensiva.
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spin posibles en la red kagome´, y e´ste es equivalente a contar las distintas maneras de
cubrir una red hexagonal con d´ımeros.
Como se explica en la referencia [53] y se ilustra en la figura 3.8 (a), en el re´gimen
KI so´lo es necesario especificar cual es el spin que apunta hacia afuera de los tria´ngulos
tipo A para determinar la configuracio´n del sistema. En la red kagome´, los centros de los
tria´ngulos forman una red hexagonal o honeycomb (figura 3.8 (b)). Para hacer el mapeo
de la configuracio´n de spines a d´ımeros, se coloca un d´ımero en el enlace correspondiente
de la red hexagonal. Dado que todos los tria´ngulos B tienen un spin apuntando hacia
adentro, cada sitio de la red hexagonal sera´ ocupado por un d´ımero simple.
Figura 3.8: Mapeo entre una configuracio´n de spines en la red kagome´ (donde para
el estado fundamental so´lo es necesario especificar cuales son los spines que apuntan
hacia afuera) y un arreglo de d´ımeros sobre una red hexagonal. Figura extra´ıda de [53].
En las simulaciones de Monte Carlo convencionales, el ca´lculo de la entrop´ıa y su
dependencia del campo normalmente incluye la integracio´n del calor espec´ıfico en fun-
cio´n de la temperatura, con una constante de integracio´n para cada punto de campo
magne´tico determinada por el valor de algu´n punto fijo apropiado. Al estimar g(E,M)
mediante el algoritmo de Wang-Landau, el ca´lculo de la entrop´ıa en funcio´n del campo
magne´tico es directo y no requiere de puntos fijos o constantes de integracio´n.
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Figura 3.9: Entrop´ıa vs. campo magne´tico para L = 3 para distintos valores de la
temperatura. El valor correspondiente a T = 0 muestra co´mo la entrop´ıa es reducida a
cero en dos pasos: el primero hacia la fase KI, el segundo cuando el sistema se polariza
completamente. A altas temperaturas, el gran pico en la transicio´n al estado polarizado
es la caracter´ıstica ma´s notable.
A partir de g(E,M) para L = 3, se calculo´ S(H) con H || [111] para diferentes tem-
peraturas. La curva negra de la figura 3.9 muestra el resultado para T = 0: la entrop´ıa
presenta un salto desde su valor para campo cero (la entrop´ıa residual del sistema tridi-
mensional) al valor correspondiente a la fase KI (≈ 0,7 J/mol K). Para campos altos, la
entrop´ıa cae a cero mientras el sistema pasa al estado totalmente polarizado. La l´ınea
so´lida roja representa el valor exacto para la entrop´ıa del KI (S0 = 0,6715 J/mol K)
(segu´n [52, 53]). La discrepancia entre el valor calculado y el resultado exacto es debido
a efectos de taman˜o finito: el esfuerzo computacional que conlleva la estimacio´n de la
densidad de estados en funcio´n de dos variables restringe las simulaciones a taman˜os de
red pequen˜os.
Cabe sen˜alar que, ma´s alla´ de su nombre y del hecho de que el nu´mero de coordinacio´n
de red es 4, el kagome´-ice no es un modelo de hielo en sentido estricto y por lo tanto la
entrop´ıa residual es menor: WKI = 1,175, comparado con WLieb = (4/3)
3/2 ≈ 1,539. Los
modelos de hielo son definidos en redes de nu´mero de coordinacio´n 4. Debido a las reglas
del hielo, tienen una degeneracio´n de seis estados posibles por plaqueta independiente.
En el kagome´-ice so´lo hay tres estados posibles.
A campos altos, la caracter´ıstica ma´s notable es la presencia de un gran pico en
la entrop´ıa, el cual a bajas temperaturas (menores que 0.7 K) es incluso ma´s alto que
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la entrop´ıa residual. El ancho del pico se vuelve infinitesimal para T = 0, pero no
se observa en el gra´fico debido a la discretizacio´n de los datos. E´sto puede parecer
contraintuitivo: se aplica un campo magne´tico que ordena el sistema pero que ocasiona
un incremento de la entrop´ıa. Sin embargo, la explicacio´n resulta simple con la ayuda
del mapeo en d´ımeros: el sistema atraviesa un nu´mero extensivo de niveles de energ´ıa,
correspondiente a diferentes nu´meros de defectos de mono´meros, que tienen entrop´ıa
macrosco´pica [51]. Para H = Hc, las energ´ıas de los estados correspondientes a distintos
nu´meros de mono´meros son iguales, dado que el peso de los mono´meros y los d´ımeros
son, por definicio´n, ide´nticos para el campo cr´ıtico.
En materiales reales, esta caracter´ıstica que tendr´ıa potenciales aplicaciones para
manipulaciones magnetocalo´ricas es casi completamente suprimida por las interacciones
adicionales que son dejadas de lado en el sistema con interacciones a primeros vecinos.
Cuando el sistema se encuentra en la fase KI, dar vuelta un spin que inicialmente
apunta hacia abajo implica violar las reglas del hielo, es decir, romper un d´ımero para
formar dos mono´meros, y tiene un costo energe´tico igual a 4Jeff − 2gµBH/3. Estos
mono´meros pueden separarse y moverse libremente en la red.
Este costo en energ´ıa disminuye con la magnitud del campo, desapareciendo cuando
H = Hc = 6Jeff/(gµB). Para campos mayores que Hc, los mono´meros proliferan, au-
mentando la magnetizacio´n en la direccio´n del campo hasta su valor de saturacio´n y
ordenando el sistema, de modo que la entrop´ıa disminuye a cero.
En la figura 3.10 se observan la entrop´ıa y la magnetizacio´n en funcio´n del campo
magne´tico reducido para distintas temperaturas en los alrededores de la transicio´n entre
los dos plateaux. Se puede apreciar que todas las curvas colapsan cuando son graficadas
en funcio´n de gµB(H −Hc)/3kBT , debido a la proporcionalidad del ancho del pico y la
temperatura.
Nuestros resultados coinciden con los encontrados en las referencias [51] y [52], donde
se estudia el modelo de hielos de spin con interacciones a primeros vecinos de manera
anal´ıtica y mediante simulaciones de Monte Carlo convencionales.
3.4. Hielos de spin en un campo magne´tico lo largo de la
direccio´n [100]
El otro caso de particular intere´s tiene lugar cuando el campo magne´tico externo
es aplicado en la direccio´n [100]. En este caso, a diferencia con el campo en [111], el
estado de magnetizacio´n saturada pertenece al estado fundamental a campo cero, esto
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Figura 3.10: Entrop´ıa (arriba) y magnetizacio´n (abajo) para L = 3 alrededor de
la transicio´n entre plateaux en funcio´n del campo magne´tico reducido. Las curvas
calculadas para distintas temperaturas colapsan cuando se grafican en funcio´n de
gµB(H − Hc)/3kBT , lo que indica que el ancho del pico es proporcional a la tem-
peratura.
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es, satisface las reglas del hielo (ver figura 1.12). A bajas temperaturas (kT << Jeff) y
para cualquier valor de campo magne´tico, no hay excitaciones en forma de violaciones
locales a las reglas del hielo.
Jaubert et. al [57, 58] estudiaron en detalle la transicio´n de fase que ocurre cuando el
sistema es colocado en un campo magne´tico en la direccio´n [100]. Bajo la accio´n del mis-
mo y mientras la temperatura sea lo suficientemente baja, de modo que la probabilidad
de aparicio´n de defectos puntuales sea despreciable, en el estado fundamental las u´nicas
excitaciones posibles son cadenas de spines de magnetizacio´n negativa que se extienden
a lo largo de todo el sistema sin violar las reglas del hielo.
En este re´gimen (kT << Jeff), la competencia entre la ganancia de entrop´ıa y la
pe´rdida de energ´ıa Zeeman da lugar a una transicio´n de Kasteleyn tridimensional [59],
caracterizada por la ausencia completa de defectos de un lado de la transicio´n, y la
proliferacio´n de las ya mencionadas cadenas de magnetizacio´n negativa del otro.
En las simulaciones llevadas a cabo se impusieron al sistema condiciones perio´dicas
de contorno, por lo que las cadenas toman la forma de l´ıneas cerradas no contra´ıbles en
el toroide.
3.4.1. Densidad de estados
En la figura 3.11 se puede observar el logaritmo natural de la densidad de estados en
funcio´n de la energ´ıa por spin y la magnetizacio´n por spin a lo largo de la direccio´n [100].
En la proyeccio´n sobre el plano E −M se aprecia que el estado fundamental contiene a
las configuraciones de magnetizacio´n saturada. La forma triangular indica que el nu´mero
de estados con distinta magnetizacio´n decrece mono´tonamente con la energ´ıa.
3.4.2. Funciones termodina´micas
Dado que a temperaturas suficientemente bajas el proceso no involucra una violacio´n
de las reglas de hielo, la energ´ıa caracter´ıstica es completamente independiente del valor
de Jeff y por lo tanto estara´ presente incluso en el l´ımite Jeff/kT →∞.
La caracter´ıstica principal de la transicio´n de Kasteleyn es su asimetr´ıa: las exci-
taciones so´lo son posibles en la fase desordenada de la transicio´n. En la figura 3.12 se
observa la susceptibilidad magne´tica en funcio´n de la temperatura para distintos campos
magne´ticos fijos. Los datos fueron obtenidos mediante la estimacio´n de la densidad de
estados g(E,M) con el algoritmo de Wang-Landau modificado para L = 3, y para´metros
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Figura 3.11: Logaritmo natural de la densidad de estados en funcio´n de la energ´ıa y
la magnetizacio´n a lo largo de [100], calculada para L = 4. La figura tambie´n muestra
la proyeccio´n de la misma sobre el plano E −M .
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Figura 3.12: Susceptibilidad magne´tica lineal en funcio´n de la temperatura para cam-
pos fijos (c´ırculos). Las l´ıneas punteadas muestran la misma susceptibilidad magne´tica
calculada usando so´lamente las configuraciones que obedecen las reglas del hielo.
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correspondientes al Dy2Ti2O7. Se observa claramente que a bajas temperaturas, mien-
tras la susceptibilidad tiende a diverger cuando se acerca a TK desde el lado desordenado
(parecie´ndose a una transicio´n de segundo orden), es plana si se aproxima desde la fase
ordenada (esto es un comportamiento similar a una transicio´n de primer orden). Este
tipo de transiciones fue llamado inicialmente de orden 3/2 [80, 81] dado que comparte
caracter´ısticas de una transicio´n de primer orden para T < Tc y de una de segundo
orden para T > Tc. El nu´mero elegido para el orden de la transicio´n fue utilizado so´lo
para enfatizar que no se trata de una transicio´n de fase usual. An˜os ma´s tarde, este tipo
de transiciones se denomino´ K-type [82].
El calor espec´ıfico como una funcio´n de la temperatura para distintos valores de la
magnitud de H es representado en la figura 3.13, donde para las curvas de campos me-
nores se distinguen dos picos. El de altas temperaturas corresponde al pico de Schottky
mencionado en la seccio´n 3.2, que indica la presencia de correlaciones en el sistema
debido a las reglas del hielo.
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Figura 3.13: Calor espec´ıfico vs. temperatura para L = 4 y diferentes valores de cam-
po magne´tico en la direccio´n [100] calculados mediante el algoritmo de Wang-Landau
(c´ırculos). Para campos pequen˜os se distinguen los picos de Schottky (alta temperatu-
ra) y el correspondiente a la transicio´n de Kasteleyn (con su asimetr´ıa caracter´ıstica).
A medida que se incrementa el valor de H, la transicio´n se desplaza a temperaturas
mayores y es gradualmente afectada por la presencia de excitaciones locales adicionales.
Las l´ıneas punteadas corresponden al calor espec´ıfico calculado usando so´lo las confi-
guraciones que obedecen las reglas de hielo, por lo que el pico de Schottky desaparece.
El pico de temperaturas menores es el correspondiente a la transicio´n de Kasteleyn, y
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muestra la crecida abrupta caracter´ıstica de la transicio´n y su desplazamiento hacia tem-
peraturas mayores dependiendo del valor del campo magne´tico, de acuerdo con (1.10): a
medida que el campo se incrementa, la transicio´n se corre hacia temperaturas ma´s altas.
En nuestras simulaciones, Jeff/kB = 1,11 K, por lo que la condicio´n Jeff << kBT
no se satisface para todo el rango de temperaturas. En ese caso es posible encontrar
excitaciones puntuales a ambos lados de la transicio´n, volviendo gradualmente el pico
ma´s sime´trico. A medida que el nu´mero de excitaciones puntuales cobra importancia,
el argumento simplista desarrollado en la seccio´n 1.6 para la dependencia de TK con el
campo deja de ser va´lido, la transicio´n se ensancha y se desvia de su dependencia lineal.
Una gran ventaja que presenta el algoritmo de Wang-Landau, es la posibilidad de im-
poner restricciones adicionales al Hamiltoniano, seleccionando subconjuntos de estados
para construir la funcio´n de particio´n. Esto significa que es posible estudiar simulta´nea-
mente los casos con y sin presencia de defectos puntuales, sin la necesidad de introducir
mecanismos adicionales a la estimacio´n inicial, so´lo restringiendo la suma en la ecuacio´n
(2.3). En nuestro caso particular, para redes finitas resulta muy simple identificar los
estados que obedecen estrictamente las reglas de hielo dado que su energ´ıa esta´ bien
definida. Se construyo´ entonces la funcio´n de particio´n incluyendo en la sumatoria so´lo
los estados sin defectos y se calcularon las cantidades termodina´micas para la transicio´n
de Kasteleyn ideal. Los resultados se exponen en las figuras 3.12 y 3.13 como l´ıneas
punteadas. A bajas temperaturas, e´stas coinciden con las curvas calculadas teniendo en
cuenta todas las configuraciones del sistema. El cambio ma´s notable se ve en el calor
espec´ıfico, donde el pico de Schottky desaparece en las curvas punteadas debido a la
ausencia de defectos en la red.
A partir de las posiciones de los picos en las curvas de calor espec´ıfico y susceptibi-
lidad se confecciono´ la gra´fica de la figura 3.14. La curva roja se calculo´ a partir de las
configuraciones sin defectos, mientras que la azul tiene en cuenta las correlaciones de
la red. La l´ınea so´lida es la prediccio´n teo´rica de TK(H), segu´n la ecuacio´n (1.10), que
presenta una gran concordancia con los puntos calculados para las configuraciones sin
defectos.
Una caracter´ıstica u´nica del algoritmo de Wang-Landau es que permite calcular de
manera simple la dependencia de la energ´ıa libre en funcio´n del para´metro de orden
elegido (en este caso, la magnetizacio´n del sistema). E´sto brinda informacio´n concreta
acerca de la naturaleza de la transicio´n de fase, y es particularmente interesante para
casos inusuales como el de una transicio´n tipo K.
Ya hemos mencionado que la transicio´n de Kasteleyn tiene lugar cuando Jeff/kBT es
suficientemente pequen˜o como para que las excitaciones que rompen las reglas de hielo
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Figura 3.14: Dependencia de la transicio´n TK como una funcio´n de la temperatura
extra´ıda de las curvas de susceptibilidad y calor espec´ıfico. Los tria´ngulos azules repre-
sentan a los puntos determinados desde CH y χH usando todos los estados, mientras
que los rojos fueron extra´ıdos de las curvas calculadas so´lo usando las configuraciones
que cumplen las reglas del hielo. La l´ınea so´lida es la prediccio´n teo´rica de TK(H),
segu´n la ecuacio´n (1.10).
sean extremadamente improbables. En este caso, la energ´ıa de intercambio del sistema
es constante, por lo que podemos escribir la energ´ıa libre so´lo en funcio´n de la entrop´ıa
y de la energ´ıa de Zeeman
G = −TS −MH (3.8)
El parecido al caso de un paramagneto simple es notable. Sin embargo, como se ha
discutido por Jaubert et al. en las referencias [58] y [83], existe una diferencia crucial
debidas a las restricciones de las reglas de hielo: si, contrario al caso del paramagneto,
esta restriccio´n lleva a la entrop´ıa a cero para H/kBT finito, e´sto es suficiente para tener
una transicio´n de Kasteleyn en el sistema.
Esta suposicio´n ad hoc puede ser puesta a prueba gracias al algoritmo de Wang-
Landau. El recuadro de la figura 3.15 muestra el comportamiento de la entrop´ıa por
spin s, en funcio´n de la energ´ıa en la vecindad de s = 0 para un campo fijo de 0,05 T.
La pendiente a la cual la entrop´ıa se hace cero es finita y, adema´s, esta´ dada por 1/TK ,
donde TK es la temperatura de Kasteleyn para este valor del campo, determinada a
partir de χ(T ) y C(T ).
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Figura 3.15: Energ´ıa libre en funcio´n de la magnetizacio´n calculada mediante el al-
goritmo de Wang-Landau para configuraciones que cumplen las reglas de hielo para
T = 0,2 K y para tres campos diferentes a lo largo de [100]: H1 > HK , H2 = HK
y H3 < HK . En el recuadro se puede observar co´mo var´ıa s en funcio´n de la energ´ıa
cuando s→ 0: la entrop´ıa se anula con pendiente finita e igual a 1/TK .
En el panel principal de la figura 3.15 se observa el potencial de Gibbs en funcio´n
de la magnetizacio´n, G(M), a T = 0,2 K, para tres valores de campo magne´tico [100]:
H1 > HK , H2 = HK y H3 < HK , determinado mediante el algoritmo de Wang-Landau
para L = 4 usando so´lo las configuraciones que obedecen las reglas de hielo. Esta fi-
gura captura las caracter´ısticas esperadas para una transicio´n de Kasteleyn. La curva
correspondiente al campo ma´s bajo (H < HK) es similar a la de un paramagneto, con
un mı´nimo ancho a magnetizacio´n distinta de cero. A medida que el campo se acerca
al valor HK el mı´nino se vuelve au´n ma´s ancho y se desplaza hacia valores mayores de
M , mientras que las fluctuaciones aumentan. Para el valor cr´ıtico, H = HK , el sistema
se vuelve singular: el mı´nimo se encuentra en Msat, la magnetizacio´n de saturacio´n, y
la curva se vuelve chata (dG/dM = 0 en los alrededores). Para H > HK el mı´nimo
absoluto esta´ en el valor de saturacio´n de la magnetizacio´n, la vecindad del mı´nimo es
lineal, con dG/dM finita y negativa, mostrando la ausencia completa de fluctuaciones
en el estado ordenado.
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3.5. Orden por desorden en un antiferromagneto Ising
A lo largo de este cap´ıtulo hemos demostrado que el algoritmo de Wang-Landau es
especialmente u´til para el estudio de sistemas magne´ticos frustrados. En esta seccio´n
estudiaremos el feno´meno de orden por desorden (OpD) que presenta un pirocloro tipo
Ising con interacciones a primeros vecinos antiferromagne´ticas.
OpD es un mecanismo por el cual un sistema con estado fundamental degenerado
desarrolla un orden de largo alcance por efecto de las fluctuaciones, ya sean cla´sicas
o cua´nticas [17]. Es, por supuesto, un feno´meno que puede ser encontrado en sistemas
magne´ticos frustrados. Si observamos el espacio de fases del sistema, podr´ıamos repre-
sentar al estado fundamental como una curva continua en el mismo [19], como se ilustra
en la figura 3.16. El conjunto de estados accesibles mediante un pequen˜o incremento de
la temperatura esta´ sen˜alado por la zona coloreada alrededor de la curva del estado fun-
damental. Si esta´ presente el feno´meno de orden por desorden, entonces existira´ alguna
configuracio´n del estado fundamental que permita acceder mediante un incremento de
la temperatura a estados excitados.
Figura 3.16: Espacio de fases de un sistema que presenta el feno´meno de orden por
desorden. El estado fundamental es representado por la curva continua, mientras que la
zona coloreada alrededor de la misma indica el conjunto de estados accesibles a partir
de un pequen˜o incremento de la temperatura. Figura extra´ıda de [19].
El modelo domino´ es el ejemplo cla´sico para entender el feno´meno de orden por
desorden. Como se explica en la seccio´n 1.2, en este modelo conformado por cadenas
de spines con interacciones ferro (tipo A) y antiferromagne´ticas (tipo B) alternadas
paralelas al eje y, (ver figura 1.2), las excitaciones de menor energ´ıa son accesibles so´lo
si las cadenas de iones A son paralelas entre ellas, una condicio´n no necesaria para que
la configuracio´n pertenezca al estado fundamental. Esto significa que el sistema debe
ordenarse para acceder al estado excitado de menor energ´ıa, lo que se produce debido a
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un aumento de la temperatura que, en general, se asocia con el desorden del sistema. De
este modo, el mecanismo de orden por desorden selecciona una configuracio´n especial
(ordenada) del estado fundamental a partir de un incremento de la temperatura. El
procedimiento mediante el cual se ordena un antiferromagneto Ising en una red pirocloro,
bajo la accio´n de un campo magne´tico aplicado en la direccio´n [110], es tambie´n un
ejemplo del feno´meno de orden por desorden que estudiaremos a continuacio´n. En este
caso, el orden del estado fundamental es inhibido por el campo externo.
El nuevo sistema esta´ intimamente relacionado con el nnSI : su Hamiltoniano difiere
del presentado en (3.1) so´lo en el signo de la constante de interaccio´n de intercambio
J . Sin embargo, en este modelo, en ausencia de campo, el estado fundamental no es
degenerado, ya que la configuracio´n de mı´nima energ´ıa es aquella en las que todos los
spines valen +1 o -1 (todos hacia adentro/afuera), por lo que tampoco presenta entrop´ıa
residual.
La situacio´n cambia dra´sticamente al exponer al sistema a los efectos de un campo
magne´tico en la direccio´n [110] dado que, a partir de cierto valor de la magnitud del
campo, el estado fundamental se modifica radicalmente: las configuraciones que minimi-
zan la energ´ıa son aquellas en las que tres spines apuntan para adentro (afuera) y uno
para afuera (adentro) de cada tetraedro.
Para analizar mejor el caso, resulta conveniente considerar al sistema como compuesto
por dos tipos de cadenas paralelas perpendiculares a H, como se observa en la figura
3.17. Las flechas azules pertenecen a las cadenas β, con Si · H = 0, mientras que las
amarillas corresponden a las cadenas α, con Si ·H = αi
√
2/3H (donde α = ±1).
Con estas definiciones, el Hamiltoniano del sistema puede reescribirse en te´rminos de
cantidades escalares:
H = J
∑
<ij>
SiSj −
√
2µH√
3
∑
i∈α
αi · Si (3.9)
donde J ≤ 0 contiene un factor geome´trico.
El campo magne´tico en [110] ordena las cadenas α ferromagne´ticamente, aislando
las cadenas β del mismo modo en que un campo en la direccio´n [111] desacopla los
planos Kagome´ en el caso de los hielos de spin. Los spines de las cadenas β, al ser
perpendiculares a [110], no interaccionan con el campo magne´tico, pero s´ı sufren los
efectos de la interaccio´n de intercambio: todos los spines pertenecientes a cadenas β se
ordenara´n independiente y esponta´neamente de manera antiferromagne´tica.
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Figura 3.17: Celda unidad de la red pirocloro, con cuatro tetraedros up y cuatro
down. Las flechas representan la direccio´n de los spines en cada sitio. El color de las
esferas muestran el signo de las cargas, y su taman˜o es proporcional a su mo´dulo. Figura
extra´ıda de [73].
Con el objetivo de simplificar la descripcio´n de la configuracio´n de spines, es posible
hacer un mapeo del sistema hacia uno con cargas magne´ticas [79] si se considera que
un tetraedro es neutro cuando posee dos spines apuntando hacia adentro y dos hacia
afuera, que tiene carga positiva o negativa simple si tres spines apuntan hacia adentro
y uno hacia afuera y viceversa, y carga doble si todos los spines apuntan hacia adentro
o hacia afuera, como se ilustra en la figura 3.17.
Desde este punto de vista, el estado fundamental del sistema sin campo magne´tico
aplicado consiste en un arreglo de cargas dobles alternadas en las subredes de tetraedros
up y down. Las cargas dobles, a diferencia de las cargas simples y neutras, no tienen
momento magne´tico, haciendo del estado fundamental un estado inestable bajo la accio´n
de un campo magne´tico aplicado en cualquier direccio´n.
De la ecuacio´n (3.9) se deduce que la presencia del campo magne´tico disminuye la
energ´ıa de las cargas simples y de los tetraedros neutros, sin cambiar la energ´ıa de las
cargas dobles, dado que estas u´ltimas no poseen magnetizacio´n neta. La dependencia
de la energ´ıa de los diferentes tipos de cargas con la magnitud del campo magne´tico
se evidencia en la figura 3.18. El espacio sombreado representa nuestra zona de intere´s,
debido a que un campo mayor que 1,25 T establece un estado fundamental poblado de
cargas simples, desordenado, donde las excitaciones de menor energ´ıa son cargas dobles.
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Figura 3.18: Energ´ıa de las cargas magne´ticas en funcio´n del campo magne´tico. La
zona coloreada gris indica la magnitud del campo a la cual la energ´ıa de las cargas sim-
ples es menor que la de las dobles, modificando radicalmente la conformacio´n del estado
fundamental. Para campos mayores a 1,25 T, las configuraciones de menor energ´ıa son
aquellas en las que cada tetraedro posee una carga simple en su interior.
El nuevo estado fundamental, desordenado, provocado por la accio´n de un campo
magne´tico en la direccio´n [110] mayor a 1,25 T puede ser visto como conformado por
cargas simples de ambos signos. En la figura 3.19 se observa la proyeccio´n de la red en
el plano x-y, con una configuracio´n de spines que pertenece al estado fundamental y la
representacio´n de los mismos en forma de cargas.
La aparicio´n de excitaciones en forma de cargas dobles implica un aumento en la
entrop´ıa, pero la estructura de las mismas (todos los spines hacia adentro o todos hacia
afuera) impone correlaciones a primeros vecinos que favorecen el ordenamiento de las
cargas entre cadenas adyacentes: dada una excitacio´n doble, es tres veces ma´s probable
excitacio´n simple de signo opuesto en el tetraedro vecino que una de igual signo [84].
Comenzando desde el estado fundamental esquematizado en la figura 3.19, donde to-
dos los spines de las cadenas β (flechas azules) esta´n ordenados antiferromagne´ticamente,
las excitaciones so´lo pueden crearse girando un spin α (flechas rojas), ya que girar un
spin β implicar´ıa la creacio´n de un par de cargas neutras energe´ticamente muy costosas.
La clave del mecanismo se encuentra en lo siguiente: dar vuelta un spin α so´lo dara´ lu-
gar a dos excitaciones dobles si los tetraedros unidos por el mismo tienen cargas simples
opuestas. De este modo, excitar el sistema a bajas temperaturas implica correlacionar
las cargas, esto es, que el sistema se ordene para acceder al siguiente nivel energe´tico. En
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Figura 3.19: Proyeccio´n de la red en el plano x-y. Se muestra una posible configuracio´n
del estado fundamental, en el cual cada tetraedro es ocupado por una carga simple pero
no existe un ordenamiento entre ellas.
la figura 3.20 se esquematiza uno de los dos posibles estados fundamentales con orden
alternado de cargas, observa´ndose la proyeccio´n de la red pirocloro sobre el plano x-y.
Definimos una nueva cantidad, la densidad de carga total staggered (escalonada, en
ingle´s) ρs, que representa la densidad de carga debido a defectos simples (que aportara´n
con ±1 por tetraedro) y dobles (±2 por tetraedro) en una de las subredes de tetraedros,
que resulta adecuada para el estudio de la evolucio´n del sistema de cargas con la tem-
peratura. Cabe sen˜alar que si la suma se hiciera sobre ambas subredes de tetraedros, la
densidad de carga ser´ıa siempre nula.
Utilizando el algoritmo de Wang-Landau modificado estimamos la densidad de esta-
dos del sistema g(∆E, ρs) en funcio´n de la energ´ıa (medida desde el estado fundamental)
y la densidad de carga total staggered para un rango acotado de energ´ıa.
En la figura 3.21 se observa la densidad de carga total staggered de un sistema de
taman˜o L = 3, en funcio´n de la temperatura, calculada a partir de g(∆E, ρs) (curva
azul) y mediante el algoritmo de Metro´polis (curva roja). Para calcular ρs a partir de la
densidad de estados se llevo´ a cabo la siguiente sumatoria sobre los distintos niveles de
energ´ıa:
ρs =
∑
ρsj
∑
∆Ei
ρsjg(∆Ei, ρsj )e
−∆Ei/kBT
Z (3.10)
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Figura 3.20: Proyeccio´n de la red en el plano x-y. Se muestra una posible configuracio´n
del estado fundamental que presenta un orden alternado de cargas simples.
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Figura 3.21: Densidad de carga total en funcio´n de la temperatura para L = 3, para
un campo magne´tico aplicado en la direccio´n [110] de magnitud 1,25 T. Se comparan
los resultados obtenidos mediante el algoritmo de Wang-Landau (azul) y Metro´polis
(rojo).
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donde Z es la funcio´n de particio´n del sistema, y puede escribirse como
Z =
∑
ρsj
∑
∆Ei
g(∆Ei, ρsj )e
−∆Ei/kBT (3.11)
Es necesario remarcar que en este caso, ∆E tiene en cuenta el te´rmino correspondiente
a la interaccio´n de los spines con el campo (te´rmino de Zeeman en el Hamiltoniano). La
estimacio´n de la densidad de estados se hizo fijando la magnitud del campo en 1,25 T.
El acuerdo entre las curvas calculadas a partir de los algoritmos de Wang-Landau y
Metro´polis indica que so´lo los estados de menor energ´ıa, que son los que fueron incluidos
en las sumatorias (3.10) y (3.11), son relevantes para el comportamiento del sistema a
bajas temperaturas. La densidad staggered aumenta con la temperatura conforme sube
el nu´mero de cargas dobles en el sistema, hasta un valor ma´ximo a partir del cual la
formacio´n de cargas neutras comienza a ser favorable, anula´ndose para temperaturas
suficientemente grandes [73].
(1/N)
Figura 3.22: Densidad de estados en funcio´n de ∆E y ρs para L = 3, para un campo
magne´tico aplicado en la direccio´n [110] de magnitud 1,25 T. Los picos alrededor de
∆E/(N |J |) = 0,106 para ρs ≈ ±1,2, que indican un gran aumento del nu´mero de
estados accesibles, confirman la existencia del feno´meno de orden por desorden en el
sistema.
En la figura 3.22 se puede observar la densidad de estados, para el rango de menor
energ´ıa, en funcio´n de ∆E y ρs para un taman˜o de sistema L = 3, para un campo
magne´tico aplicado en la direccio´n [110] de magnitud 1,25 T. A simple vista, se aprecia
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una zona plana alrededor de ∆E = 0 (estado fundamental), y dos picos sime´tricos muy
notables a ∆E/(N |J |) = 0,106 para ρs ≈ ±1,2, que indican un gran aumento del nu´mero
de estados accesibles, en acuerdo con lo esperado por Moessner et al. en [19] (ver figura
3.16). La presencia de los picos en la densidad de estados del sistema es una confirmacio´n
de la existencia del feno´meno de orden por desorden en el sistema.

Cap´ıtulo 4
Entrop´ıa residual de sistemas de
hielo
La entrop´ıa residual es una de las caracter´ısticas ma´s notables de los modelos de
hielo. A lo largo de este cap´ıtulo profundizamos el estudio de la misma que presentan
dichos modelos sobre distintas redes, con e´nfasis particular en la red cuadrada: con un
comportamiento similar a sus equivalentes tridimensionales, posee la ventaja de que exis-
te la solucio´n exacta [85]. Mediante una modificacio´n del algoritmo de Wang-Landau,
exploramos las consecuencias que tiene sobre la entrop´ıa el taman˜o de las redes y las
distintas condiciones de contorno, y comparamos con resultados obtenidos en investiga-
ciones anteriores.
4.1. Modelos de hielo
Un modelo de hielo, de modo general, esta´ definido sobre una red con nu´mero de
coordinacio´n 4, esto es, donde cada punto o ve´rtice esta´ conectado mediante enlaces o
aristas con 4 puntos equidistantes (primeros vecinos). Los estados posibles del modelo
constan de flechas ubicadas en cada enlace de la red que pueden apuntar en dos direc-
ciones, paralelas a las aristas, de modo tal que el nu´mero de flechas apuntando a cada
ve´rtice sea 2. Esta restriccio´n en la configuracio´n de flechas que define a los modelos
generales de hielo resulta conocida ya que fue mencionada en los Cap´ıtulos 1 y 3 y se
conoce como regla del hielo. Como vimos anteriormente, existen seis configuraciones dis-
tintas posibles, esquematizadas en la figura 4.1, que satisfacen esa condicio´n, y es por
ello que los modelos de hielo son tambie´n denominados six-vertex models [85].
Los modelos de seis ve´rtices son una familia importante dentro de la meca´nica es-
tad´ıstica cla´sica, dado que pueden ser aplicados para describir una gran variedad de
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Figura 4.1: Seis configuraciones distintas en una red cuadrada que satisfacen las reglas
del hielo.
cristales reales, como el hielo comu´n [37] y el fostato dia´cido de potasio (KH2PO4),
tambie´n conocido como KDP [86], entre otros. La solucio´n del modelo de seis ve´rtices
ma´s general fue encontrada por Sutherland en 1967 [87], quien a trave´s del me´todo de
matrices de transferencia, resolvio´ un modelo bidimensional para cristales con puentes
de hidro´geno que satisfacen las reglas del hielo.
4.2. Entrop´ıa del hielo
El hielo es un ejemplo t´ıpico de cristal unido mediante puentes de hidro´geno: los
a´tomos de ox´ıgeno forman una red con nu´mero de coordinacio´n 4, y entre cada uno se
encuentra un io´n de hidro´geno. La presencia de desorden orientacional en las mole´culas
de agua es una propiedad de varias fases del hielo. Mientras que el factor de ocupacio´n
f de los a´tomos de ox´ıgeno en el cristal de hielo es 1, los a´tomos de hidro´geno presentan
una distribucio´n desordenada que implica un factor de ocupacio´n fraccional. Por ejemplo,
en la fase hexagonal del hielo, Ih, un a´tomo de hidro´geno que se encuentra entre dos
a´tomos de ox´ıgeno puede tomar dos posiciones distintas con energ´ıa mı´nima, lo que
significa que f = 0,5. Este hecho indica que el hielo Ih cumple con las reglas del hielo,
ya que la configuracio´n de mı´nima energ´ıa es aquella en la que, de los cuatro hidro´genos
que rodean a un a´tomo de ox´ıgeno, dos se ubican cerca y dos lejos del mismo. Dado que
existe ma´s de una configuracio´n que las satisface, todos los modelos que cumplen con la
regla tendra´n una entrop´ıa residual extensiva.
La entrop´ıa S de un sistema de N part´ıculas se define como el logaritmo natural
del nu´mero de microestados accesibles multiplicado por la constante de Boltzmann, kB.
Esto es
S = kB lnWN (4.1)
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donde WN es el nu´mero de microestados que forman el estado del sistema. Como se
menciono´ en el Cap´ıtulo 1, el estudio de la entrop´ıa residual del hielo comienza con
la estimacio´n de L. Pauling, en 1935, basa´ndose en un ca´lculo combinatorio sobre un
sistema que cumple las reglas del hielo. Pauling encontro´ que WPauling = 3/2 = 1,5
[37, 38], de modo que
S(T → 0) = 0,805 cal/mol K (4.2)
El resultado de Pauling se encontraba en concordancia con el encontrado experimen-
talmente, en 1936, por Giauque y Stout, 0,82 ± 0,05 cal/mol K, [39], quienes midieron
el calor espec´ıfico de la fase Ih y a partir de e´ste la entrop´ıa residual.
Sin embargo, la estimacio´n de Pauling no ten´ıa en cuenta la verdadera estructura
geome´trica y topolo´gica de las distintas fases. Las investigaciones posteriores demostra-
ron que la topolog´ıa de la red juega un rol importante en la entrop´ıa configuracional
asociada con el desorden de los a´tomos de hidro´geno en estructuras de hielo, por lo
que el resultado obtenido por Pauling es considerado el l´ımite inferior de la entrop´ıa de
modelos de hielo [88].
En 1966, J. F. Nagle [77] calculo´ la entrop´ıa residual para la estructura cu´bica del
hielo, mediante un desarrollo en series basado en un trabajo de Di Marzio y Stillinger
[78], y encontro´ que
WNagle cu´bica = 1,50685± 0,00015 (4.3)
que corresponde con 0,8145±0,0002 cal/mol K (aunque cercano, mayor que el resultado
de Pauling). En su trabajo, Nagle asegura que hay diferencias entre la red cu´bica y
hexagonal, pero que e´sta es tan pequen˜a que queda dentro de sus barras de error y no
es posible apreciarla. Adema´s, obtuvo un resultado para la entrop´ıa residual de una red
de hielo cuadrada
WNagle cuadrada = 1,540± 0,001 (4.4)
La solucio´n exacta existe para la red cuadrada de hielo y fue calculada por E. Lieb
[76], utilizando el me´todo de matrices de transferencia. Su resultado es
WLieb = (4/3)
3/2 = 1,5396... (4.5)
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y confirma la estimacio´n de Nagle para el mismo sistema.
C. P. Herrero y R. Ramı´rez [89, 90] abordaron recientemente el estudio de la entrop´ıa
de distintas fases del hielo. Mediante la utilizacio´n de un modelo que reproduce las reglas
del hielo a bajas temperaturas, obtienen la entrop´ıa residual para algunas estructuras
a partir de la integracio´n termodina´mica del calor espec´ıfico, calculado mediante simu-
laciones Monte Carlo. Encuentran una dependencia lineal de la entrop´ıa residual de las
redes de hielo cuadradas y cu´bicas con la inversa del taman˜o del sistema a simular, pero
no reportan diferencias significativas entre las redes cu´bica y hexagonal.
Por u´ltimo, Y. Suzuki [91, 92] estudio´ los efectos de borde en cristales de hielo sobre
la entrop´ıa residual de los mismos. Determino´ que la entrop´ıa de un cristal de hielo,
conformado por N mole´culas de agua y que posee f enlaces de borde se puede escribir
como
S/k = N(ln 3/2 + ln q∞) + (f/2)(ln 2− δ) (4.6)
donde q∞ es un nu´mero no negativo que depende de la estructura de la red de ox´ıgeno
y 0 < δ < ln 2 depende del taman˜o y forma del cristal.
La entrop´ıa del cristal finito, de acuerdo con la expresio´n (4.6), tiene una correc-
cio´n respecto de la del cristal infinito relacionada con la entrop´ıa de los bordes, cuyas
mole´culas esta´n, en principio, menos correlacionadas que las interiores.
Para calcular la entrop´ıa residual de las distintas redes que se presentara´n en la si-
guiente seccio´n, aplicamos el algoritmo de Wang-Landau modificado para obtener una
estimacio´n del nu´mero de microestados accesibles del sistema. Los enlaces de hidro´geno
entre a´tomos de ox´ıgeno forman dipolos ele´ctricos, por lo que resulta natural represen-
tarlos mediante flechas que apuntan en la direccio´n del ox´ıgeno ma´s cercano. Desde este
punto de vista, las reglas del hielo implican que en el estado fundamental haya dos fle-
chas apuntando hacia adentro y dos hacia afuera de cada sitio, esto es, un modelo de
seis ve´rtices.
Construimos un sistema en el que cada punto de red o nodo en las distintas redes
de hielo estudiadas (que representan a los a´tomos de ox´ıgeno) se conecta con los dema´s
mediante enlaces que pueden tomar dos valores posibles: ±1 (esto es, las dos posiciones
posibles de los a´tomos de hidro´geno). Dado que la configuracio´n que minimiza la energ´ıa
de una red de hielo es aquella en la cual dos hidro´genos esta´n cerca y dos lejos de cada
ox´ıgeno, es va´lido lo siguiente: definiendo como defecto ρ en un punto de la red al caso en
el que la suma de los enlaces que lo conectan es distinto de cero, el estado fundamental
de nuestro sistema sera´ aquel en el que en nu´mero de defectos en la red sea nulo.
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Los antecedentes expuestos hasta aqu´ı fueron los que nos motivaron a estudiar la
entrop´ıa residual de los modelos de hielo con un abordaje novedoso: a continuacio´n se
detalla el me´todo utilizado para la obtencio´n de todos los resultados que se exponen en
este cap´ıtulo.
4.3. Me´todo
Modificamos el algoritmo de Wang-Landau con el objetivo de encontrar una estima-
cio´n de la entrop´ıa residual. Durante el desarrollo de este estudio, dejamos de lado la
energ´ıa del sistema y calculamos la densidad de estados en funcio´n del nu´mero de defec-
tos, g(ρ), por lo que prescindimos del uso de un Hamiltoniano. Dado que la densidad de
estados es el nu´mero de microestados accesibles estimado, en este caso, segu´n la cantidad
de defectos que presenta el sistema, basta con observar g(ρ) cuando ρ = 0 para calcular
la entrop´ıa residual. Nuevamente, el algoritmo elegido permite alcanzar cualquier pre-
cisio´n, determinada so´lo por la condicio´n de corte del factor de modificacio´n, ffinal. El
resultado final de la estimacio´n es una densidad de estados relativa del sistema, por lo
que debe ser normalizada. Para este sistema, la normalizacio´n puede ser llevada a cabo
teniendo en cuenta las siguientes condiciones:
El nu´mero total de estados, es decir, la suma
∑
g(ρ) sobre el nu´mero de defectos
posibles en la red debe ser igual a 2N (N : nu´mero de enlaces).
La densidad de estados para ρ/N = 2 debe ser igual a 2, dado que existen so´lo dos
configuraciones posibles para ese nu´mero de defectos.
La estrategia utilizada en este cap´ıtulo presenta varias ventajas, entre las que se
puede remarcar que, al ser independiente de la energ´ıa, puede ser aplicada a cualquier
modelo que cumpla las reglas del hielo, sin importar la interaccio´n entre los entes que
lo conforman.
4.4. Red cuadrada de hielo
4.4.1. Condiciones de contorno perio´dicas
Estimamos la densidad de estados de una red cuadrada a la que se le impusieron
condiciones perio´dicas de contorno, en funcio´n del nu´mero de defectos, para redes cuyos
taman˜os var´ıan desde L = 3 a L = 30 (18 a 1800 enlaces).
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Cuando se utilizan condiciones de contorno perio´dicas, los enlaces del lateral derecho
(inferior) son reflejados en el lateral izquierdo (superior). La red se convierte en una
superficie toroidal, sin bordes. Las condiciones de contorno perio´dicas son frecuentemente
utilizadas cuando se realizan simulaciones computacionales, porque evitan los efectos
provocados por las part´ıculas que se situ´an en la superficie que generalmente interactu´an
con una menor cantidad de vecinos. Para cada taman˜o de red se utilizaron 10 semillas
(valores iniciales del generador de nu´meros pseudoaleatorios) diferentes.
En la figura 4.2 se grafica el logaritmo natural de la densidad de estados estimada
para un taman˜o de red L = 30, en funcio´n de la densidad de defectos en la red con con-
diciones perio´dicas de contorno. Al igual que para el modelo de hielos de spin estudiado
en el Cap´ıtulo 3, la asimetr´ıa de la curva permite apreciar la degeneracio´n del estado
fundamental.
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Figura 4.2: Logaritmo natural de la densidad de estados para red cuadrada en funcio´n
de la densidad de defectos,para un taman˜o de red L = 30, estimada con condiciones
perio´dicas de contorno.
Para cada valor de L, se promedio´ sobre las 20 densidades resultantes (provenientes de
los diferentes criterios de normalizacio´n y las distintas semillas) y se calculo´ la dispersio´n
de los datos. Los resultados obtenidos se ilustran en la figura 4.3, donde a simple vista
se observa una oscilacio´n de la entrop´ıa que depende de la paridad de L. No es posible
apreciar las barras de error dado que quedan ocultas por los s´ımbolos del gra´fico.
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Figura 4.3: Entrop´ıa residual intensiva (s/k) para una red de hielo cuadrada en fun-
cio´n del taman˜o del sistema, L. A simple vista se observa una oscilacio´n segu´n la paridad
de L. La l´ınea azul representa el valor exacto calculado por Lieb.
La oscilacio´n mencionada puede explicarse si se tiene en cuenta que imponer condi-
ciones perio´dicas de contorno al sistema introduce una restriccio´n topolo´gica: las trayec-
torias a lo largo de x e y se convierten en curvas cerradas de largo L. Esta restriccio´n,
por ejemplo, puede frustrar un arreglo antiferromagne´tico perfecto en redes con L impar.
Si bien el efecto de la paridad de L es despreciable en el l´ımite termodina´mico (L→∞),
tiene un efecto notorio en la entrop´ıa residual de redes pequen˜as.
En la figura 4.3 se indica sobre el eje vertical el valor exacto obtenido por Lieb:
SLieb/kB =
1
2
lnWLieb = 0,21576... (4.7)
En la red cuadrada con condiciones perio´dicas de contorno hay configuraciones que
no cumplen las reglas del hielo en redes con L impar pero s´ı lo hacen redes de L par. En
la figura 4.4 se ilustran dos redes de taman˜os diferentes (L = 5 y L = 6) con la misma
configuracio´n de enlaces (cadenas de enlaces alternados →← en la direccio´n horizontal
y ↑↓ en la vertical). Las flechas azules corresponden a los enlaces que son el reflejo (es
decir, son los mismos) de los del borde opuesto, debido a las condiciones perio´dicas de
contorno.
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L = 5 L = 6
Figura 4.4: La misma configuracio´n de enlaces puede satisfacer o no las reglas del
hielo dependiendo de la longitud de la red. La red de L impar (panel izquierdo) no las
satisface, mientras que s´ı lo hace la red con L par (panel derecho). Los circulos rojos
indican aquellos puntos de la red que se apartan de las reglas del hielo. Las flechas azules
representan los enlaces que son reflejo de los del borde opuesto debido a las condiciones
perio´dicas de contorno.
En el panel izquierdo, los c´ırculos rojos marcan los puntos de la red que presentan
defectos, apartando a la configuracio´n del conjunto de las que componen el estado fun-
damental. El hecho de que haya configuraciones que pertenecen al estado fundamental
para L par pero no lo hacen cuando L es impar implica que la entrop´ıa residual es me-
nor para el segundo caso, lo que explica las oscilaciones observadas en 4.3. A pesar de
las grandes diferencias que se aprecian para taman˜os chicos, a medida que L aumenta
ambas curvas (las correspondientes a L par e impar) tienden al valor exacto provisto
por Lieb, expresado en la expresio´n (4.7).
En la figura 4.5 se grafican los mismos datos que en la figura 4.3 pero en funcio´n de la
inversa del nu´mero de enlaces, aprecia´ndose la dependencia lineal de la entrop´ıa residual
con dicha cantidad para los casos de L par e impar. Las l´ıneas azules corresponden a
ajustes lineales realizados sobre los dos conjuntos de datos:
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Figura 4.5: Entrop´ıa residual intensiva (s/k) en funcio´n de la inversa del nu´mero de
enlaces. En esta representacio´n se aprecia la linealidad de el nu´mero de microestados
con la inversa de N . Las l´ıneas azules son ajustes lineales de los dos conjuntos de datos.
Se observa que ambos tienden al valor exacto calculado por Lieb (ver (4.8)). La recta
color negro es el ajuste lineal de Herrero y Ramı´rez en [89].
Fimpar(x) = 0,33636 x + 0,215682
Fpar(x) = 1,09019 x + 0,215699
(4.8)
donde se observa que ambas ordenadas al origen tienden al valor exacto calculado por
Lieb. En la misma figura adema´s se representa (mediante una recta negra) el ajuste
lineal de los resultados obtenidos por Herrero y Ramı´rez [89], que presentan un buen
acuerdo con los presentados en este trabajo.
4.4.2. Otras condiciones de contorno
En 1961, mientras estudiaba los arreglos de d´ımeros en redes cuadra´ticas, P. W.
Kasteleyn expresaba sus dudas acerca de la independencia de la energ´ıa libre calculada
para el interior del sistema con respecto a las condiciones de contorno que se eleg´ıan [93].
Dado que los modelos de d´ımeros pueden ser considerados como modelos de seis ve´rtices,
las dudas planteadas por Kasteleyn despiertan intere´s en el estudio de los efectos de las
distintas condiciones de contorno sobre nuestro modelo de hielo bidimensional.
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Mediante el algoritmo de Wang-Landau modificado estimamos el nu´mero de micro-
estados de redes con diferentes condiciones de contorno, usando nuevamente 10 semillas
diferentes para cada taman˜o y los dos criterios de normalizacio´n. A continuacio´n se
detallan las condiciones de contorno impuestas:
Condiciones de contorno abiertas: la red no se cierra en los bordes. En el
caso de una red cuadrada de taman˜o L, existira´n 4L enlaces de borde y 2L2 − 2L
enlaces interiores.
Condiciones de contorno semiperio´dicas: la red es perio´dica so´lo en una
direccio´n, por lo que tiene un solo borde. En el caso de una red cuadrada de
taman˜o L, existira´n 2L enlaces de borde y 2L2 − L enlaces interiores.
Condiciones de contorno antiperio´dicas: la superficie se rota de modo que
la esquina derecha inferior (superior) se une con la izquierda superior (inferior).
Cuando se aplican en una direccio´n, estas condiciones de contorno convierten a
la superficie en una cinta de Mo¨bius1. Si se aplican en ambas direcciones, en una
botella de Klein2.
La razo´n por la que elegimos imponer distintas condiciones de contorno a las redes
estudiadas tiene que ver, en el caso de las condiciones abiertas y semiperio´dicas, con el
estudio de las consecuencias que la superficie del sistema tiene sobre la entrop´ıa residual
total. En el caso de las condiciones antiperio´dicas, con los efectos de la topolog´ıa de la
red.
Condiciones de contorno abiertas
Con el fin de observar los efectos de la superficie en cristales de hielo, se estimo´ la
entrop´ıa residual en funcio´n del taman˜o de red para sistemas con condiciones de contorno
abiertas. En la figura 4.6 se observan estos resultados, comparados con los obtenidos con
condiciones de contorno perio´dicas. A simple vista se puede apreciar que la entrop´ıa de
las redes con condiciones de contorno abiertas es mayor que con condiciones perio´dicas.
Sabemos que los enlaces ubicados en el borde de la red esta´n menos correlacionados
que los ubicados en el interior, debido a que tienen menos vecinos con los que interactuar.
Llamemos n1 al nu´mero de enlaces interiores en una red y n2 al nu´mero de enlaces de
borde. Es lo´gico pensar que la entrop´ıa residual de redes con condiciones abiertas SCA
es la suma entre la entrop´ıa residual del interior del sistema (bulk, en ingle´s) SB, y la
entrop´ıa residual de la superficie, SS :
1La cinta de Mo¨bius o Moebius es una superficie con una sola cara y un solo borde. Tiene la propiedad
matema´tica de ser un objeto no orientable. Tambie´n es una superficie reglada.
2Una botella de Klein es una superficie no orientable abierta cuya caracter´ıstica de Euler es nula: no
tiene interior ni exterior. A diferencia de la cinta de Mo¨bius, la botella de Klein no tiene borde.
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Figura 4.6: Entrop´ıa residual intensiva para la red cuadrada en funcio´n del taman˜o
del sistema L, con condiciones de contorno abiertas (curva azul) y perio´dicas (curva
roja).
SCA = SB + SS (4.9)
Suponiendo que ambos te´rminos (SB y SS) son proporcionales al nu´mero de enlaces
de bulk y de superficie, la expresio´n (4.9) queda
SCA = sBn1 + sSn2 (4.10)
donde sB (sS) es la entrop´ıa de bulk (superficie) intensiva.
Se espera que la entrop´ıa de los enlaces interiores, sB, coincida con el resultado obte-
nido para la red con condiciones perio´dicas de contorno, ya que debe ser independiente
del efecto de la superficie.
Realizamos el ajuste de los datos obtenidos mediante las simulaciones para estimar sS
y sB, esto es, los aportes de las dos clases de enlaces que existen en la red (superficiales
y de bulk). Obtuvimos que
sB = 0,2145± 0,0001
sS = 0,4383± 0,0005
(4.11)
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En la figura 4.7 se observa la entrop´ıa residual intensiva para la red con condicio-
nes de contorno abiertas (puntos rojos) con la funcio´n resultante del ajuste, donde es
posible apreciar que la curva ajustada se aproxima perfectamente a los datos. El valor
obtenido para la entrop´ıa de los enlaces interiores muestra una buena concordancia con
el obtenido por Lieb para redes cuadradas infinitas (ver (4.7)), mientras que el valor de
sS es aproximadamente el doble. Este u´ltimo resultado es esperable: los enlaces superfi-
ciales esta´n menos correlacionados que los interiores debido a que poseen menos enlaces
vecinos con los que interactuar, por lo que su aporte a la entrop´ıa total debe ser mayor
que un enlace interior.
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Figura 4.7: Entrop´ıa intensiva (puntos rojos) de una red cuadrada con condiciones de
contorno abiertas, en funcio´n del taman˜o de red. La l´ınea azul representa el ajuste de
la ecuacio´n (4.10).
En la seccio´n 4.2 se hizo mencio´n al trabajo de Y. Suzuki, en el que determina
exactamente cuales son los efectos de la superficie del sistema sobre su entrop´ıa residual,
y se resume en la expresio´n (4.6). En [91] Suzuki demuestra que para una red de hielo
cuadrada, δ debe ser menor a ln 4/3. En la expresio´n (4.6), el primer te´rmino corresponde
a la entrop´ıa del bulk, que escribe como la entrop´ıa de Pauling mas una correccio´n debida
a las correlaciones. El segundo te´rmino es la entrop´ıa debida a la superficie.
Es posible reescribir la expresio´n (4.6) como
SCA
kB
=
SB
kB
+
n2
2
(ln 2− δ) (4.12)
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donde N = n1 + n2 y SB = n1sLieb. Entonces
δ = ln 2− 2SCA − n1sLieb
kBn2
(4.13)
En la figura 4.8 se observan los resultados del ca´lculo de δ a partir de nuestras
simulaciones y la comparacio´n con el resultado obtenido en la referencia [91]. Se observa
que δ se aproxima a la cota propuesta por Suzuki a medida que el taman˜o de red
aumenta.
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Figura 4.8: Ca´lculo de δ a partir de nuestras simulaciones con sus respectivas barras
de error en funcio´n del taman˜o de red. Para todos los taman˜os, nuestros resultados
cumplen con la cota obtenida por Suzuki en [91].
Condiciones de contorno semiperio´dicas
La figura 4.9 muestra los resultados obtenidos cuando se imponen a la red condiciones
de contorno semiperio´dicas (curva azul), esto es, se asume una periodicidad sobre uno
de los bordes dejando el restante abierto, de modo que la red adquiere forma de anillo.
Es de esperar que la entrop´ıa residual que presenta tenga un valor intermedio entre los
resultados con condiciones abiertas y perio´dicas en ambas fronteras, como se aprecia en
la figura 4.9. Al realizar el ajuste de acuerdo con la expresio´n (4.10), teniendo en cuenta
la modificacio´n en la cantidad de enlaces interiores y de superficie, se obtiene que
sB = 0,2159± 0,0003
sS = 0,4194± 0,0037
(4.14)
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Figura 4.9: Entrop´ıa residual intensiva en funcio´n del taman˜o de red con condiciones
de contorno perio´dicas (curva negra), semiperio´dicas (curva azul) y abiertas (curva ro-
ja). La semiperiodicidad de las condiciones de contorno da como resultado una entrop´ıa
residual de la red intermedia entre las obtenidas con condiciones abiertas y perio´dicas.
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Figura 4.10: Entrop´ıa intensiva (puntos rojos) de una red cuadrada con condiciones
de contorno semiperio´dicas, en funcio´n del taman˜o de red. La l´ınea azul representa el
ajuste de la ecuacio´n 4.10.
Nuevamente, la entrop´ıa de bulk obtenida mediante el ajuste de los datos coincide
con la calculada por Lieb. El valor de la entrop´ıa de superficie es cercano al obtenido
para la red con condiciones abiertas (ver (4.11)). La entrop´ıa residual intensiva junto
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con el ajuste realizado se observan en la figura 4.10, donde nuevamente se aprecia que
la curva resultante coincide con los datos.
Condiciones de contorno antiperio´dicas
En la figura 4.11 se observan los resultados obtenidos al imponer condiciones de con-
torno antiperio´dicas tanto en la direccio´n x como en la y (puntos rojos) y su comparacio´n
con condiciones perio´dicas expuesto anteriormente (puntos azules).
Como mencionamos anteriormente, imponer condiciones de contorno antiperio´dicas
a una red cuadrada bidimensional significa convertirla en una superficie conocida como
botella de Klein. Topolo´gicamente, es una superficie no orientable abierta que no tiene
interior, exterior ni borde. En la figura 4.11 se observa a simple vista que las condiciones
de contorno antiperio´dicas suavizan las oscilaciones de la entrop´ıa residual en funcio´n
del taman˜o, al punto de hacerlas imperceptibles para taman˜os pequen˜os (en el gra´fico,
la oscilacio´n de la curva con condiciones antiperio´dicas es apreciable so´lo cuando L es
grande, y au´n as´ı es ma´s leve que para las condiciones perio´dicas).
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Figura 4.11: Entrop´ıa residual intensiva en funcio´n del taman˜o de red, calculada con
condiciones de contorno antiperio´dicas (curva roja) y perio´dicas (curva azul).
En la figura 4.12 se esquematiza una posible configuracio´n de la red, donde se observa
la aparicio´n de defectos al modificar las condiciones de contorno. En ambas redes la
configuracio´n de enlaces es ide´ntica, pero se imponen condiciones antiperio´dicas en el
panel izquierdo y perio´dicas en el derecho. Los colores de los enlaces del borde derecho
(inferior) indican que´ enlaces son su reflejo en el borde izquierdo (superior). En el panel
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derecho, los c´ırculos rojos muestran la presencia de defectos en la red originados por el
cambio en de periodicidad de las condiciones de contorno.
antiperiódicas periódicas
Figura 4.12: Misma configuracio´n de enlaces en redes con condiciones de contorno
antiperio´dicas (panel izquierdo) y perio´dicas (panel derecho). El color de los enlaces
esquematiza las condiciones de contorno. Los c´ırculos rojos en el panel derecho indican
la presencia de defectos en la red.
As´ı como existen, en el caso de L impar, configuraciones de enlaces que se inclu-
yen en el estado fundamental cuando las condiciones son antiperio´dicas pero no cuando
son perio´dicas, el caso contrario ocurre cuando L es par: configuraciones que no poseen
defectos en el caso perio´dico dejan de pertenecer al estado fundamental en el caso anti-
perio´dico. A modo de ejemplo, la figura 4.13 muestra un arreglo de enlaces ide´ntico al
del panel derecho de la figura 4.4 (L = 6), y lo que ocurre cuando las condiciones son
antiperio´dicas.
Por u´ltimo, se comparan los resultados productos de imponer condiciones de contorno
semiantiperio´dicas en la figura 4.14, esto es, dejar un borde abierto y el otro antiperio´dico,
con las semiperio´dicas, antiperio´dicas y abiertas. Nuevamente es posible observar una
atenuacio´n de las oscilaciones, y que las condiciones semiantiperio´dicas provocan una
entrop´ıa residual intermedia entre los valores de redes abiertas y completamente cerradas.
Los ajustes realizados de acuerdo a (4.10) dan como resultado
sB = 0,2156± 0,0007
sS = 0,4218± 0,0056
(4.15)
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periódicas antiperiódicas
Figura 4.13: Configuraciones ide´nticas se grafican sobre redes de taman˜o L = 6. En
el panel izquierdo se imponen condiciones de contorno perio´dicas, mientras que en el
derecho, antiperio´dicas. Los c´ırculos rojos indican la presencia de defectos en la red.
 0.21
 0.24
 0.27
 0.3
 0.33
 5  10  15  20  25  30  35  40
En
tro
pí
a 
re
sid
ua
l in
te
ns
iva
L
Figura 4.14: Entrop´ıa residual intensiva en funcio´n del taman˜o de red, calculada con
condiciones de contorno antiperio´dicas (roja) y perio´dicas (azul), semiantiperio´dicas
(magenta) y semiperio´dicas (naranja) y abiertas (negra).
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Del ana´lisis la entrop´ıa residual que presenta un modelo de hielo sobre la red cua-
drada, y a partir de la imposicio´n de las diferentes condiciones de contorno empleadas,
concluimos que el efecto que tiene sobre e´sta la superficie del sistema no es despreciable
ni siquiera para taman˜os de red grandes. Los enlaces superficiales aportan a la entrop´ıa
total de modo diferente a co´mo lo hacen los enlaces interiores, mostrando el efecto que
tiene la correlacio´n de los mismos sobre la entrop´ıa residual total. En el cuadro 4.1 se
exhibe un resumen de los resultados obtenidos a partir de la imposicio´n de las distintas
condiciones de contorno. En todos los casos, la entrop´ıa de los enlaces interiores coincide
con el valor exacto calculado para una red cuadrada infinita (expuesto en (4.7)).
Cuadro 4.1: Resumen de ajustes
Condiciones de contorno sB sS
abiertas 0,2145± 0,0001 0,4383± 0,0005
semiperio´dicas 0,2159± 0,0003 0,4194± 0,0037
semiantiperio´dicas 0,2156± 0,0007 0,4218± 0,0056
4.5. Redes de hielo cu´bica y hexagonal
sNagle
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Figura 4.15: Nu´mero de microestados para red de hielo cu´bica y hexagonal en funcio´n
de la inversa del nu´mero de enlaces y sus respectivos ajustes lineales. Ambos tienden
al valor calculado por Nagle. No se encuentran diferencias apreciables entre redes.
La importancia de la topolog´ıa de las redes de hielo en cuanto a su entrop´ıa residual
ha sido tratada en varias oportunidades ([77, 90], entre otros). Sin embargo, ninguno de
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los autores ha logrado encontrar diferencias significativas en la entrop´ıa residual de las
redes de hielo cu´bica y hexagonal.
Motivados por este hecho, utilizando mismo me´todo que para la red de hielo cuadrada,
calculamos la entrop´ıa residual de redes de hielo tridimensionales, con geometr´ıa cu´bica
y hexagonal. Nuestros resultados se exponen en la figura 4.15, donde los s´ımbolos rojos
(azules) representan a la red cu´bica (hexagonal), y las rectas son los correspondientes
ajustes lineales.
Al igual que en los antecedentes presentados, no es posible mediante este me´todo
establecer diferencias notorias entre ambas redes. Es necesario remarcar que el me´todo
utilizado se restringe a taman˜os de red pequen˜os, debido al alto costo computacional.

Cap´ıtulo 5
Efecto de la anisotrop´ıa en un
modelo de hielo bidimensional
Este sistema ha sido presentado en la referencia [94]. En este cap´ıtulo llevamos a cabo
un estudio detallado de un modelo de hielo bidimensional, que consiste en una red che-
ckerboard con interacciones ferro y antiferromagne´ticas a primeros y segundos vecinos.
Bajo la accio´n de un campo magne´tico longitudinal, el modelo exhibe una transicio´n
de Kasteleyn bidimensional. Discutimos los efectos de taman˜o finito en muestras an-
isotro´picas y las caracter´ısticas principales de la transicio´n en las mismas: la transicio´n
de Kasteleyn se convierte en una cadena de transiciones de primer orden.
5.1. El modelo
El modelo que se estudia en este cap´ıtulo esta´ conformado por spines tipo Ising
ubicados sobre una red cuadrada, que interactu´an ferro y antiferromagne´ticamente con
sus primeros vecinos y ferromagne´ticamente con sus segundos vecinos.
El Hamiltoniano del modelo puede escribirse como
H =
∑
<ij>
Jijσiσj −H
∑
i
σi (5.1)
donde i y j corresponden a los sitios de una red cuadrada bidimensional, σi = ±1 son
spines tipo Ising situados en los ve´rtices de la red y H es el mo´dulo del campo magne´tico
externo longitudinal aplicado sobre el sistema. La interaccio´n de intercambio esta´ dada
por:
79
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Figura 5.1: Izquierda: esquema del modelo. Las l´ıneas punteadas representan inte-
racciones antiferromagne´ticas, mientras que las so´lidas representan las ferromagne´ticas.
Derecha: celda unitaria de la red. Figura extra´ıda de [94].
Jij =

J rj = ri + xˆ;
−J rj = ri + yˆ;
−J ri = nxˆ +myˆ;
(n+m impar y ri = ri + xˆ + yˆ)
−J ri = nxˆ +myˆ;
(n+m par y ri = ri − xˆ + yˆ)
0 todos los dema´s
(5.2)
donde ri es el vector posicio´n del sitio i, xˆ y xˆ son los versores cartesianos en el plano
bidimensional y J es una constante positiva.
En la figura 5.1 (izquierda) se observa un esquema del modelo, donde las l´ıneas
punteadas representan los enlaces antiferromagne´ticos, mientras que las so´lidas los fe-
rromagne´ticos. A la derecha se esquematiza la celda unitaria de la red, que recibe el
nombre de plaqueta.
Dado que las interacciones en el modelo no pueden ser satisfechas simulta´neamen-
te, decimos que el sistema esta´ frustrado. Existen 16 configuraciones de spin diferentes
para una plaqueta, cuyas energ´ıas se resumen en el cuadro 5.1. En ausencia de cam-
po magne´tico existen seis configuraciones posibles en una plaqueta que tienen energ´ıa
mı´nima, por lo que el estado fundamental del modelo presentara´ una entrop´ıa residual
extensiva.
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Configuracio´n ↑↑↑↑ ↑↓↓↑ ↑↓↑↓ ↓↑↓↑ ↓↑↑↓ ↓↓↓↓
Energ´ıa −2J − 4h −2J −2J −2J −2J −2J + 4h
Configuracio´n ↑↑↑↓ ↑↑↓↑ ↑↓↑↑ ↓↑↑↑ ↓↓↓↑ ↓↓↑↓ ↓↑↓↓ ↓↓↓↑
Energ´ıa −2h −2h −2h −2h −2h −2h −2h −2h
Configuracio´n ↑↑↓↓ ↓↓↑↑
Energ´ıa 6J 6J
Cuadro 5.1: Energ´ıas de las distintas posibles configuraciones de spines en una pla-
queta, numerados segu´n el panel derecho de la figura 5.1. Las seis configuraciones de la
tabla superior pertenecen al estado fundamental en ausencia de campo magne´tico.
Debido a que la red tiene nu´mero de coordinacio´n 4 (cada ve´rtice tiene 4 primeros
vecinos) y que el estado fundamental de una plaqueta esta´ conformado por seis con-
figuraciones diferentes, decimos que nuestro modelo es un ejemplo de modelo de hielo
bidimensional, con la particularidad de que la configuracio´n de ma´xima magnetizacio´n
tiene energ´ıa mı´nima en ausencia de campo magne´tico.
Nos interesa estudiar este sistema en profundidad ya que, a pesar de la simpleza
que presenta y su dimensionalidad reducida, mantiene la esencia de la f´ısica de variados
materiales reales. Ejemplos de materiales que pertenecen a la familia de los hielos de
spin bidimensionales pueden encontrarse en las referencias [95–99].
A altas temperaturas nuestro el sistema estara´ desordenado: los spines apuntan en
direcciones al azar y las reglas del hielo no se cumplen necesariamente en las plaquetas.
No hay una transicio´n que ordene al sistema a medida que la temperatura disminuye, sino
un crossover hacia un estado paramagne´tico cooperativo, donde cada plaqueta cumple
con las reglas del hielo.
Definiendo el nu´mero de defectos en una plaqueta como la menor cantidad de spines
que es necesario girar para la configuracio´n tenga energ´ıa mı´nima, se puede decir que,
en ausencia de campo magne´tico externo, la densidad de defectos tiende a cero a medida
que la temperatura desciende [94] y el calor espec´ıfico presenta la forma caracter´ıstica de
un pico de Schottky para T ∼ J/kB, al igual que el modelo de hielos de spin presentado
en el Cap´ıtulo 3, como se puede observar en la figura 5.2.
Como todos los modelos de hielo, e´ste tambie´n presenta entrop´ıa residual, cuyo valor
corresponde al valor exacto calculado por Lieb [76]:
sLieb/kB =
3
4
ln
4
3
= 0,21576... (5.3)
con s/kB → ln 2 para temperaturas altas, como se muestra en la figura 5.3.
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Figura 5.2: Calor espec´ıfico por spin en funcio´n de la temperatura, en ausencia de
campo magne´tico, que presenta la forma caracter´ıstica de un pico de Schottky. Figura
extra´ıda de [94].
Figura 5.3: Entrop´ıa por spin en funcio´n de la temperatura en ausencia de campo
magne´tico. Figura extra´ıda de [94].
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5.2. Transicio´n de Kasteleyn
La degeneracio´n del estado fundamental es suprimida cuando se aplica un campo
magne´tico: el estado fundamental de una plaqueta sera´ aquel en el que todos los spines
apuntan en la direccio´n del campo.
¿Que´ sucede con la magnetizacio´n a medida que se incrementa la temperatura? Dado
que el sistema no admite violaciones a las reglas del hielo para H, kBT << J , las
excitaciones de menor energ´ıa consisten de cadenas de spines contrarios a la direccio´n
del campo, que se extienden a lo largo de todo el sistema. Como se menciona en la
seccio´n 3.4, una desmagnetizacio´n mediada por este tipo de excitaciones se conoce como
transicio´n de Kasteleyn, en este caso bidimensional. Al incrementarse la temperatura se
producira´ una disminucio´n de la magnetizacio´n sin aparicio´n de defectos en el sistema.
En este modelo, el costo en energ´ıa libre de introducir una cadena de largo L en el
estado saturado es
F = E − TS = (2H − kBT ln 2)L (5.4)
por lo que, cuando la temperatura alcanza el valor cr´ıtico Tc = 2H/kB ln 2 dicho costo
cambia de signo, favoreciendo la creacio´n de cadenas de magnetizacio´n negativa. El
incremento en la densidad de cadenas para T > Tc se corresponde con el decrecimiento
de la magnetizacio´n.
La figura 5.4 muestra la susceptibilidad magne´tica como una funcio´n de la tempe-
ratura, para tres magnitudes diferentes de campo magne´tico, observa´ndose la asimetr´ıa
caracter´ıstica de una transicio´n de Kasteleyn.
5.3. Efecto de la anisotrop´ıa
Fue P. W. Kasteleyn quien estudio´ por primera vez este tipo de transiciones, en un
modelo de d´ımeros originalmente sobre una red hexagonal [59] anisotro´pica, que puede
ser vista tambie´n como una red tipo pared de ladrillos (en ingle´s, brick-lattice).
El modelo, porteriormente conocido como K-model, se puede describir como un con-
junto de d´ımeros que cubren los ve´rtices de una brick lattice, donde los d´ımeros verti-
cales tienen energ´ıa cero y los horizontales energ´ıa . En el estado fundamental todos
los d´ımeros se ubican verticalmente a fin de minimizar la energ´ıa total. Si se quisiera
girar uno, para que la red siga enteramente cubierta por d´ımeros es necesario girar una
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Figura 5.4: Susceptibilidad magne´tica en funcio´n de la temperatura para distintas
magnitudes de campo. Figura extra´ıda de [94].
l´ınea completa que se extiende a lo largo de todo el sistema. En el K-model dicha l´ınea
se conoce como pared de dominio y es ana´loga a las cadenas de magnetizacio´n negativa
que aparecen en nuestro sistema magne´tico bidimensional.
El K-model tiene solucio´n exacta y puede ser encontrada mediante el uso de Pfaffianos
[93, 100, 101]. En el l´ımite termodina´mico, el calor espec´ıfico tiene una divergencia
tipo ra´ız cuadrada cuando se acerca a la temperatura cr´ıtica (Tc = /kB ln 2), pero es
ide´nticamente cero si se acerca desde temperaturas menores a Tc. Mediante una analog´ıa
con el K-model, estudiaremos el efecto de taman˜o finito y de forma en nuestro modelo
magne´tico.
En 1985, S. M. Bhattacharjee y J. F. Nagle [102] llevaron a cabo un estudio exhaustivo
de los efectos de taman˜o finito sobre el modelo, encontrando una expresio´n exacta para
la funcio´n de escaleo de taman˜o finito que sera´ utilizada en nuestro trabajo.
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Figura 5.5: Red tipo pared de ladrillos cubierta con d´ımeros, que exhibe dos paredes
de dominio demarcadas por las l´ıneas punteadas. Figura extra´ıda de [102].
5.4. Resultados
5.4.1. Redes rectangulares con L > N
Como primer abordaje del estudio, estimamos las densidades de estado de sistemas
de igual ancho pero largo creciente (N×L celdas unidad), con el fin de comparar el efecto
que la forma de la muestra tiene sobre las cantidades termodina´micas del sistema. En
todos los casos, el lado mayor del sistema es paralelo a la direccio´n del campo magne´tico.
Las densidades de estado para distintos taman˜os de red fueron estimadas en funcio´n
de la energ´ıa y la magnetizacio´n: la aplicacio´n del campo magne´tico se efectu´a en la
etapa posterior en la que se calculan las funciones termodina´micas a partir de la funcio´n
de particio´n. En la figura 5.6 se grafica el logaritmo natural de la densidad de estados
estimada para un sistema de 8 × 100 celdas unidad. En este sistema, la proyeccio´n de
la densidad de estados en el plano E − m es un tria´ngulo, lo que evidencia el hecho
de que en el estado fundamental, en ausencia de campo magne´tico, es posible encontrar
configuraciones con todos los posibles valores de magnetizacio´n, y que las configuraciones
de magnetizacio´n saturada pertenecen al mismo.
A partir de la densidad de estados estimada para los distintos taman˜os se construyo´
la funcio´n de particio´n Z
Z(T,H) =
∑
E
∑
M
g(E,M)e−(E−HM)/kBT (5.5)
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Figura 5.6: Logaritmo natural de la densidad de estados estimada mediante el algorit-
mo de Wang-Landau modificado, para un sistema de 8× 100 celdas unidad, en funcio´n
de la energ´ıa por spin y la magnetizacio´n relativa. En el plano E − m se observa la
proyeccio´n de la misma.
que se utilizo´ para calcular las funciones termodina´micas que se detallan a continuacio´n.
En la figura 5.7 se grafica la magnetizacio´n relativa por spin, m/msat, como una
funcio´n de la temperatura, para sistemas de N = 8 y distintos L, calculada bajo la
accio´n de un campo magne´tico de 0,05 T.
A bajas temperatura los sistemas se encuentran totalmente saturados: todos los spines
apuntan en la direccio´n del campo magne´tico. A medida que T aumenta pero au´n para
temperaturas suficientemente bajas, las excitaciones posibles son cadenas de spines de
magnetizacio´n negativa que se extienden a lo largo del sistema, evitando la formacio´n
de defectos (configuraciones que no cumplen la regla del hielo) en las plaquetas que
conforman la red. Como consecuencia, la magnetizacio´n disminuye ante la aparicio´n de
una nueva cadena de longitud 2× L spines, en una cantidad ∆m definida y dada por:
∆m =
2× L
L×N =
2
N
(5.6)
En la seccio´n 5.4.5 veremos que el escalonamiento que se observa en la magnetizacio´n
cuando la dimensio´n de la red ma´s larga es en la direccio´n del campo desaparece cuando
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Figura 5.7: Magnetizacio´n vs. temperatura para distintos largos de red, calculados
para un campo de 0,05 T. Para taman˜os grandes se acentu´a el escalonamiento.
la forma cambia: la discretizacio´n de ∆m es notoria so´lo cuando N << L.
En la figura 5.8 se observa el calor espec´ıfico por spin como una funcio´n de la tempe-
ratura, para los mismos taman˜os que en la figura 5.7. Al igual que en el K-model, cuando
la anisotrop´ıa de forma de la red es suficientemente grande (L→∞), la transicio´n ori-
ginal se convierte en una sucesio´n de transiciones de primer orden. E´sto se debe a que
el cambio en la energ´ıa cuando se coloca una cadena de spines contrarios a la direccio´n
del campo tiende a infinito con L, y por lo tanto, los picos del calor especifico sera´n ma´s
agudos.
La aparicio´n de los sucesivos picos indica la presencia de nuevas cadenas de magne-
tizacio´n negativa. Entre dos transiciones sucesivas, el sistema permanece congelado en
un conjunto de estados excitados de igual energ´ıa, por lo que el calor espec´ıfico es nulo.
Cuando partimos de un estado saturado, los cambios en energ´ıa asociados a la presen-
cia de un nu´mero creciente de cadenas hace que e´sta var´ıe, al igual que la magnetizacio´n,
de manera escalonada, segu´n la ecuacio´n (5.6). En la figura 5.9 se grafica la energ´ıa por
spin respecto del estado fundamental E0 y su variacio´n con la temperatura para los
distintos taman˜os. El cambio en energ´ıa para temperaturas suficientemente bajas es
discreto y tiene un valor definido, dado por
∆E = ∆m×H = 2
N
×H (5.7)
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Figura 5.8: Calor espec´ıfico vs. temperatura para distintos largos de red, calculados
para un campo de 0,05 T. Se observan los efectos de taman˜o finito en la altura de los
picos sucesivos.
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Figura 5.9: Energ´ıa en funcio´n de la temperatura para distintos taman˜os de red,
calculada para un campo de 0,05 T.
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Dada la dependencia de ∆E conN , advertimos que so´lo para valores pequen˜os deN la
discretizacio´n de la energ´ıa es notable. En la seccio´n 5.4.5 veremos que esta caracter´ıstica
desaparece cuando N > L (esto es, el sistema es ma´s ancho que largo).
La expresio´n (5.7) so´lo es va´lida si el sistema se mantiene en la regio´n de campo
y temperatura donde no existen defectos en la red, o son muy poco probables. En la
siguiente seccio´n veremos que para T > 0,3 K el sistema ya no cumple las reglas de hielo,
la presencia de defectos en la red es evidenciada por diversos efectos en las funciones
termodina´micas. En 5.9, el salto en energ´ıa para T > 0,3 K ya no es constante.
La figura 5.10 ilustra instanta´neas del sistema tomadas durante una simulacio´n con
el algoritmo de Metro´polis, para temperaturas situadas entre los picos, segu´n los datos
graficados en la figura 5.8. Los puntos rojos (azules) representan spines paralelos (an-
tiparalelos) a la direccio´n del campo magne´tico. El sistema original (delimitado por las
l´ıneas negras centrales) ha sido graficado por triplicado para explicitar las condiciones
perio´dicas de contorno.
T=0.05 K T=0.1 K T=0.145 K T=0.25 K
Figura 5.10: Instanta´neas para distintas temperaturas de la dina´mica de un sistema
de 8× 100 spines. Las l´ıneas negras delimitan el sistema real, que fue duplicado tanto a
derecha como a izquierda para explicitar las condiciones perio´dicas de contorno. Se ven
las cadenas de spines contrarios al campo (puntos azules) apareciendo sucesivamente a
medida que aumenta la temperatura.
Para T < T1, el sistema esta´ saturado: no se observan spines de magnetizacio´n
negativa en la red. Para T = 0,1 K (luego de la primera transicio´n) una cadena de
spines de magnetizacio´n negativa se extiende a lo largo del sistema. En las instanta´neas
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correspondientes a T = 0,145 K y T = 0,25 K se puede apreciar la aparicio´n de nuevas
cadenas, que no se cruzan entre s´ı.
En la figura 5.11 se grafica la entrop´ıa por spin en funcio´n de la temperatura. Como es
de esperar, e´sta tambie´n cambia de manera escalonada. En la siguiente seccio´n veremos
cua´l es la relacio´n entre el cambio en entrop´ıa, ∆S, y los cambios en magnetizacio´n y
energ´ıa y su relacio´n con las temperaturas a las que se producen las transiciones.
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Figura 5.11: Entrop´ıa en funcio´n de la temperatura para distintos taman˜os de red,
calculada para un campo de 0.05 T.
La figura 5.12 muestra la susceptibilidad magne´tica en funcio´n de la temperatura,
para los mismos taman˜os que las figuras anteriores. Las posiciones de los picos coinciden
con las mostradas en 5.8.
5.4.2. Configuraciones con y sin defectos
Como se menciono´ anteriormente, una de las ventajas del uso del algoritmo de Wang-
Landau es que permite, una vez estimada la densidad de estados de un sistema, calcular
las funciones termodina´micas del mismo seleccionando un subconjunto de configura-
ciones sin dificultades. Es por eso que, al igual que en la seccio´n 3.4 del Cap´ıtulo 3,
calculamos las cantidades de intere´s considerando, por un lado, todos los puntos del
espacio de fases E −M y por otro so´lo aquellos que corresponden a configuraciones sin
defectos.
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Figura 5.12: Susceptibilidad magne´tica en funcio´n de la temperatura para distintos
taman˜os de red, calculada para un campo de 0,05 T.
Los resultados principales se resumen en la figura 5.13, donde se grafica el calor
espec´ıfico, la susceptibilidad magne´tica y la magnetizacio´n relativa por spin en funcio´n
de la temperatura, para un sistema de N = 8 y L = 192, es decir, 8×192 celdas unidad.
El campo magne´tico, al igual que en los resultados anteriores, se eligio´ en un valor de
0,05 T.
Las curvas rojas representan las cantidades calculadas a partir del conjunto de puntos
del espacio de fases que corresponden a configuraciones del sistema sin defectos, mientras
que las curvas azules incluyen a todas las configuraciones posibles. A simple vista, es
notable el acuerdo para bajas temperaturas entre ambos resultados.
5.4.3. Acerca de la posicio´n de los picos
La presencia de l´ıneas de magnetizacio´n negativa esta´ directamente relacionada a la
energ´ıa libre G (= E − TS) del sistema: aparecen cuando el costo en G de crearlas es
negativo, de modo que la energ´ıa libre total disminuye.
El cambio en energ´ıa libre que se produce en el sistema cuando se coloca una cadena
de magnetizacio´n negativa es
∆G = (E1 − TS1)− E0 (5.8)
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Figura 5.13: Calor especifico, susceptibilidad magne´tica y magnetizacio´n por spin en
funcio´n de la temperatura. Los valores de T1, T2, T3 y T4 corresponden a 0,0969 K,
0,1164 K, 0,1744 K y 0,4961 K respectivamente.
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Figura 5.14: Magnetizacio´n, energ´ıa y entrop´ıa por spin en funcio´n de la temperatura.
Los valores de T1, T2, T3 y T4 corresponden a 0,0969 K, 0,1164 K, 0,1744 K y 0,4961
K respectivamente.
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dado que en el estado saturado la entrop´ıa es nula. Si llamamos T1 a la temperatura a la
cual se produce la transicio´n, y teniendo en cuenta que S1 = kBL ln 2 y que E1 − E0 =
2HL (en la zona en la que la red no presenta defectos)
T1 =
E1 − E0
kB ln 2
=
2H
kB ln 2
(5.9)
Podemos decir entonces, de manera general, que las distintas transiciones tendra´n
lugar cuando
∆G = ∆E − T∆S = 0 (5.10)
lo que nos permite obtener, a partir de nuestros resultados, las temperaturas a las que
sucederan las sucesivas transiciones cuyo resultado es la aparicio´n de una nueva l´ınea de
magnetizacio´n.
A partir de los datos que se resumen en la figura 5.14, podemos calcular T2:
T2 =
∆E
∆S2
=
(0,008397± 0,000005) K
0,072141± 0,000005 = (0,116397± 0,002681) K (5.11)
que concuerda perfectamente con la posicio´n del segundo pico en 5.8 y 5.12. Con respecto
a la posicio´n del tercer pico, mediante un razonamiento ana´logo, llegamos a que
T3 =
∆E
∆S3
=
(0,008397± 0,000005) K
0,0481564± 0,000005 = (0,174369± 0,005964) K (5.12)
tambie´n en acuerdo con la posicio´n del tercer pico. La clave de la transformacio´n de
la transicio´n de Kasteleyn original en esta sucesio´n de transiciones de primer orden
se encuentra en los saltos que tiene la entrop´ıa: al tratarse de un sistema angosto, es
imposible, una vez ubicada la primera l´ınea, ubicar otra sin que se vea con la primera.
Vemos en la figura 5.14 que el cambio en la entrop´ıa disminuye a medida que se ubican
nuevas l´ıneas. En el sistema original, una vez que se coloca una l´ınea, podemos decir que
es lo mismo que haya una o varias: si el sistema es suficientemente ancho, las l´ıneas no
se vera´n entre s´ı, y el aumento de la entrop´ıa sera´ el mismo por cada l´ınea que aparece.
5.4.4. Energ´ıa libre en funcio´n del para´metro de orden
La figura 5.15 muestra la energ´ıa libre por spin en funcio´n de la magnetizacio´n para
distintas temperaturas. El panel superior se corresponde con la transicio´n entre un estado
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Figura 5.15: Energ´ıa libre por spin en funcio´n de la magnetizacio´n para distintas
temperaturas. En los tres paneles, las curvas negras corresponden a la temperatura
de transicio´n en cada caso, mientras que las rojas (azules) a temperaturas menores
(mayores) que la de transicio´n. En cada caso, el mı´nimo de la energ´ıa libre se encuentra
en el valor de la magnetizacio´n de la fase correspondiente.
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sin cadenas de magnetizacio´n negativa a uno con una. El segundo, la transicio´n entre
un estado con una l´ınea a otro con dos l´ıneas. El tercero, con la transicio´n a un estado
con tres cadenas de magnetizacio´n negativa.
En cada panel, las curvas negras representan la energ´ıa libre calculada a la tempera-
tura de transicio´n en cada caso, mientras que las rojas (azules) a temperaturas menores
(mayores) que la de transicio´n. En todas las curvas, el mı´nimo de la energ´ıa libre se
encuentra en el valor de la magnetizacio´n de la fase correspondiente. De este modo, po-
demos saber con exactitud en que´ estado se encuentra el sistema a partir de la evolucio´n
del mı´nimo de la energ´ıa libre en funcio´n de la magnetizacio´n.
La posibilidad de obtener la energ´ıa libre en funcio´n del para´metro de orden (en
nuestro sistema, la magnetizacio´n) es una caracter´ıstica u´nica del algoritmo de Wang-
Landau, que permite conocer en profundidad la naturaleza de las transiciones de fase.
5.4.5. Redes rectangulares con N > L
Cuando la forma de la red es anisotro´pica pero con la longitud mayor en la direccio´n
perpendicular al campo magne´tico, esto es, N > L, los efectos observados en las secciones
anteriores desaparecen, y la transicio´n desde el estado desordenado al ordenado vuelve
a ser una transicio´n de Kasteleyn.
Las figuras 5.16 a 5.19 muestran las gra´ficas correspondientes a las distintas funciones
termodina´micas, calculadas para redes de largo constante y ancho creciente: 48 × 12,
96× 12 y 144× 12
La discretizacio´n de ∆m (y en consecuencia, de la energ´ıa), aunque existe, no es
reflejada en las curvas de magnetizacio´n. Esto puede entenderse si pensamos que poner
una cadena de magnetizacio´n negativa en las nuevas redes requiere girar una cantidad
de spines que, en comparacio´n con el caso L > N , representa una fraccio´n menor con
respecto al total. En la seccio´n 5.4.1, la energ´ıa necesaria para la aparicio´n de una cadena
de spines negativos tiende a infinito a medida que L lo hace. En este caso, donde N > L,
no habra´ saltos de energ´ıa infinitos por ma´s que el ancho del sistema lo sea.
Sin embargo, se mantienen las caracter´ısticas asime´tricas de una transicio´n de Kaste-
leyn: en la figura 5.19, por ejemplo, se puede ver que cuando nos acercamos a la tempera-
tura cr´ıtica desde temperaturas altas, la susceptibilidad magne´tica tiene la forma de una
transicio´n de segundo orden, mientras que si lo hacemos desde temperaturas menores,
la ausencia absoluta de defectos produce una susceptibilidad nula. Por supuesto, el pico
es redondeado por los efectos de taman˜o finito.
Cap´ıtulo 5. Efecto de la anisotrop´ıa en un modelo de hielo bidimensional 97
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.1  0.2  0.3  0.4  0.5  0.6
m
/m
sa
t
T [K]
48x12
96x12
144x12
Figura 5.16: Magnetizacio´n relativa en funcio´n de la temperatura para redes de igual
largo y distinto ancho, calculada bajo la accio´n de un campo magne´tico de 0.05 T. Se
aprecia la desaparicio´n de la discretizacio´n de ∆m observada en la seccio´n 5.4.1. No
existen diferencias apreciables relacionadas con el taman˜o de la red.
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Figura 5.17: Energ´ıa en funcio´n de la temperatura, calculada con un campo magne´tico
aplicado de 0.05 T, para redes de largo constante y ancho creciente. Al igual que en las
curvas de magnetizacio´n, el escalonamiento observado en la seccio´n 5.4.1 desaparece.
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Figura 5.18: Entrop´ıa en funcio´n de la temperatura para redes de distinto ancho pero
largo constante, calculada para una magnitud de campo de 0.05 T.
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Figura 5.19: Cuando N > L, la susceptibilidad magne´tica regresa a la forma t´ıpica-
mente asime´trica de una transicio´n de Kasteleyn, con el redondeado ocasionado por los
efectos de taman˜o finito.
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5.4.6. Escaleo de taman˜o finito
Bhattacharjee y Nagle [102] calcularon de manera exacta los efectos de taman˜o finito
para el K-model con condiciones perio´dicas de contorno. A trave´s del me´todo de expan-
siones asinto´ticas [103] obtuvieron una expresio´n para el calor espec´ıfico del K-model en
funcio´n del factor de forma r = 2N2/L1 y de la temperatura reducida. De acuerdo con
su trabajo, el calor espec´ıfico del modelo puede escribirse como
cN×L ≈ kBP(τ, r)M1/2 (5.13)
donde M = LN2/4(L+N2/2), τ =M(T − T1)/T1 y P(τ, r) la funcio´n de escaleo.
Dada la analog´ıa que presenta nuestro modelo magne´tico con el K-model, calculamos
la funcio´n de escaleo P(τ, r) para el calor espec´ıfico de sistemas con distintos taman˜os
de red.
En la figura 5.20 se grafica P(τ, r) a partir de los resultados obtenidos para nuestro
modelo, para taman˜os de redes igual factor de forma r = 1/6. Con el escaleo de la
ecuacio´n (5.13) el primer pico se ajusta con exactitud, pero no sucede lo mismo con los
siguientes.
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Figura 5.20: Escaleo segu´n la expresio´n 5.13 para sistemas de factor de forma 1/6.
1El factor de forma usual utilizado en investigaciones similares sobre d´ımeros en redes cuadradas
[104] es r = N/L. En dichas redes, a diferencia del K-model y nuestro modelo magne´tico, las direcciones
x e y son equivalentes.
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Las figuras 5.21 y 5.22 muestran las funciones de escaleo para redes de factor de
forma 1/2 y 1, respectivamente.
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Figura 5.21: Escaleo segu´n la expresio´n 5.13 para sistemas de factor de forma 1/2.
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Figura 5.22: Escaleo segu´n la expresio´n 5.13 para sistemas de factor de forma 1.
A partir de las figuras 5.20, 5.21 y 5.22 es posible apreciar que a medida que la
dimensio´n perpendicular a la direccio´n del campo aumenta, el escaleo tiende a una
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gra´fica universal. En [105], K. Binder y J. S. Wang discuten la extensio´n de los modelos
de escaleo de taman˜o finito a distintos feno´menos anisotro´picos, partiendo del hecho de
que la longitud de correlacio´n, en los puntos cr´ıticos, diverge con exponentes diferentes
en una direccio´n y en otra. En su trabajo remarcan el hecho de que para longitudes
perpendiculares menores que 20 se producen desviaciones del escaleo, cualquiera sea la
longitud paralela. Los altos costos computacionales que implican simular redes mayores
a las expuestas en este cap´ıtulo nos obligan a relegar dicho trabajo a investigaciones
futuras.

Cap´ıtulo 6
Discusio´n, conclusiones y
perspectivas futuras
A lo largo de este trabajo de Tesis Doctoral estudiamos diversos sistemas frustrados
haciendo uso de me´todos de Monte Carlo, en particular el algoritmo de Wang-Landau.
El algoritmo de Wang-Landau [64, 65] permite obtener una estimacio´n confiable de
la densidad de estados de un sistema, de manera precisa y eficiente, en funcio´n de los
para´metros que resulten adecuados para los sistemas que se desean estudiar. A partir de
la densidad de estados del modelo se puede construir la funcio´n de particio´n y calcular
las cantidades termodina´micas de intere´s, en rangos extensos de temperatura y campo
magne´tico, con poco esfuerzo computacional.
Si bien los materiales de la familia de los hielos de spin han sido estudiados amplia-
mente, es la primera vez que se lo hace haciendo uso de este algoritmo. Las ventajas de
este me´todo por sobre los dema´s, que son expuestas en el Cap´ıtulo 3, son amplias y se
resumen a continuacio´n.
Si bien el me´todo produce errores sistema´ticos cuando el factor de modificacio´n no
es suficientemente pequen˜o, e´stos son reducidos a medida que el algoritmo progresa. Se
obtienen resultados con una alta precisio´n, que depende en gran parte del valor de corte
del factor de modificacio´n, ffinal, y con una cantidad de ruido pequen˜a en comparacio´n
con los mismos resultados obtenidos a trave´s de otros me´todos. Esto permite un estu-
dio detallado de cantidades sensibles, como la entrop´ıa y a partir de e´sta la entrop´ıa
residual, cuyo ca´lculo en simulaciones Monte Carlo convencionales implican la introduc-
cio´n de errores/indeterminaciones adicionales. La independencia de la temperatura y la
secuencia de pasos que conforma el algoritmo impide que e´ste caiga en los mı´nimos de
energ´ıa locales que pueda presentar el espacio de fases del modelo. La penalizacio´n de
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los estados ma´s probables confiere al me´todo la capacidad de visitar todos los niveles
posibles, incluso los de menor probabilidad.
Con respecto al estudio en particular del modelo de hielos de spin con interacciones
a primeros vecinos (nnSI ), la degeneracio´n del estado fundamental (caracter´ıstica de
los modelos de hielo) es apreciable directamente del resultado que arroja el algoritmo,
debido a que la densidad de estados es justamente el nu´mero de microestados posibles
que comprende un estado particular del sistema. Resulta natural entonces hacer un
estudio de la entrop´ıa residual del nnSI, mediante un abordaje original como lo es el uso
del algoritmo de Wang-Landau. Tal estudio arrojo´ resultados que esta´n en acuerdo con
las investigaciones previas [77].
En las secciones 3.3 y 3.4 se aplica al nnSI un campo magne´tico en las direcciones
[111] y [100]. Los materiales reales que conforman la familia de los hielos de spin (entre
los que se puede nombrar a los compuestos Dy2Ti2O7 y Ho2Ti2O7) han sido estudiados
bajo la accio´n de un campo magne´tico tanto de manera experimental [20, 28, 42, 43]
como computacional [43] y teo´rica [51–53].
La introduccio´n del campo magne´tico externo en el estudio mediante el algoritmo de
Wang-Landau no resulta dificultosa si se estima la densidad de estados en funcio´n de un
segundo para´metro, en este caso la proyeccio´n de la magnetizacio´n en la direccio´n del
campo, pero limita el estudio a taman˜os de red pequen˜os, debido al gran incremento en
el costo computacional.
En la seccio´n 3.3 obtuvimos las curvas de entrop´ıa en funcio´n del campo magne´tico
para distintas temperaturas, donde es posible observar que la entrop´ıa residual del estado
fundamental se ve disminuida pero no eliminada por completo en presencia de un campo
en la direccio´n [111]. Confirmamos adema´s la prediccio´n teo´rica de Moessner et al. [52]
con respecto a la aparicio´n de un pico en la entrop´ıa para campos altos. Este pico
se relaciona con la cantidad de estados equivalentes que atraviesa el sistema cuando
evoluciona desde la fase kagome´-ice a la sat-ice. Es necesario remarcar que el acceso a
estas curvas es directo cuando se utiliza el algoritmo de Wang-Landau, mientras que
resulta engorroso mediante te´cnicas de Monte Carlo convencionales.
En la seccio´n 3.4 estudiamos las caracter´ısticas fundamentales de una transicio´n de
fase exo´tica que tiene lugar cuando el sistema se encuentra bajo los efectos de un cam-
po en la direccio´n [100]. Con el nombre de transicio´n de Kasteleyn tridimensional, se
trata de una transicio´n de fase topolo´gica que ocurre entre dos estados del sistema
que no presentan defectos. Si bien fue estudiada anteriormente [57, 58], en esta seccio´n
confirmamos la dependencia lineal de la temperatura cr´ıtica con el campo magne´tico
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restringiendo nuestros ca´lculos a configuraciones del sistema libres de defectos. Adverti-
mos tambie´n que el algoritmo brinda el acceso a cantidades termodina´micas imposibles
usando otros me´todos, como es el caso de la energ´ıa libre en funcio´n de la magnetizacio´n,
que nos permite estudiar en detalle la naturaleza de la transicio´n de fase, y confirmar
que no pertenece a las clases de primer ni segundo orden, sino a un h´ıbrido que presenta
caracter´ısticas de ambas.
Nuevamente mediante la utilizacio´n del algoritmo de Wang-Landau, en la seccio´n 3.5
estimamos la densidad de estados de un sistema que presenta un feno´meno de orden
por desorden, y confirmamos que el nu´mero de estados accesibles, visto en el espacio de
fases, presenta zonas anormales, que esta´n relacionadas con el feno´meno de orden por
desorden.
En el Cap´ıtulo 4 aprovechamos las ventajas del algoritmo para hacer un estudio
detallado de la dependencia de la entrop´ıa residual de modelos de hielo con el taman˜o del
sistema, teniendo en cuenta distintas topolog´ıas: estudiamos redes cuadradas, cu´bicas
y hexagonales. En todas se confirma una dependencia lineal de la entrop´ıa residual
con la inversa del taman˜o de la red, y la tendencia al valor exacto en el caso de la
red cuadrada [76] y al valor estimado ma´s preciso en el caso de cu´bica y hexagonal
[77]. No encontramos diferencias apreciables entre estas u´ltimas, debido al alto costo
computacional que conllevan las redes de gran taman˜o. En el mismo cap´ıtulo adema´s
estudiamos los efectos de borde en la entrop´ıa residual de cristales finitos bidimensionales
(red cuadrada), cuyo resultado acuerda con el teo´rico presentado por Suzuki en [91],
y observamos los efectos producidos al imponer distintas condiciones de contorno al
sistema. Encontramos que la superficie de la red tiene un aporte muy importante a
la entrop´ıa residual de los modelos de hielo. Caracterizamos dicho aporte mediante la
comparacio´n de la entrop´ıa residual de redes con condiciones de contorno, perio´dicas,
semiperio´dicas, semiantiperio´dicas y abiertas. Observamos, adema´s, oscilaciones en la
entrop´ıa residual de los sistemas con condiciones perio´dicas y antiperio´dicas para valores
pequen˜os de L, que ponen en evidencia las correlaciones del estado fundamental.
Por u´ltimo, en el Cap´ıtulo 5, retomamos el trabajo de Grigera y Hooley [94] en un
sistema de hielo bidimensional para estudiar los efectos que la anisotrop´ıa de forma tiene
sobre la naturaleza de la transicio´n de fase que ocurre cuando el sistema se encuentra
bajo la accio´n de un campo magne´tico. Encontramos que la transicio´n, que en sistemas
isotro´picos es una transicio´n de Kasteleyn bidimensional, se convierte en una sucesio´n
de transiciones de primer orden cuando el sistema se alarga en la direccio´n del campo
magne´tico. Al igual que en el Cap´ıtulo 3, aprovechamos las ventajas del algoritmo de
Wang Landau para distinguir los efectos que produce la aparicio´n de defectos en la
red, en forma de plaquetas que no cumplen con la regla del hielo. Tambie´n calculamos
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energ´ıa libre en funcio´n de la magnetizacio´n (que actu´a como para´metro de orden en
el sistema) y observamos que la evolucio´n del mı´nimo en dicha curva esta´ ı´ntimamente
relacionada con la cantidad de cadenas de magnetizacio´n negativa presentes. En la parte
final del del Cap´ıtulo aplicamos a nuestro modelo los estudios de Bhattacharjee y Nagle
[102] en escaleo de taman˜o finito en sistemas anisotro´picos. Si bien el taman˜o de los
sistemas simulados no nos permiten obtener una gra´fica universal independiente del
taman˜o, observamos que existe una tendencia a ello a medida que aumenta la dimensio´n
perpendicular al campo. Queda pendiente la simulacio´n de taman˜os mayores, que sera´
abordada en futuras investigaciones, para la confirmacio´n del ajuste de nuestro modelo
al K-model estudiado por Bhattacharjee y Nagle.
En resumen, a lo largo de esta tesis se realizo´ un estudio nume´rico de un mode-
lo de hielo de spin tridimensional, y de propiedades generales de la entrop´ıa residual
de modelos de hielo en diversas redes con distintas condiciones de contorno. El uso de
algoritmos del tipo Wang-Landau, que permiten el ca´lculo directo de la densidad de
estados del sistema, resulto´ muy conveniente dado que arroja resultados directos sobre
cantidades de intere´s en estos modelos, y presenta ventajas frente a otros me´todos en
cuanto a los posibles problemas relacionados con mı´nimos locales de energ´ıa, que son
caracter´ısticos de sistemas frustrados. Durante el desarrollo del trabajo se introdujeron
adema´s dos innovaciones en el algoritmo: la primera, el uso selectivo de estados a poste-
riori de la simulacio´n (como se vio en los cap´ıtulos 3 y 5 para el estudio de la transicio´n
de Kasteleyn); la segunda, el uso en sistemas sin Hamiltonianos, con ı´ndices basados en
condiciones globales del sistema, utilizado en el cap´ıtulo 4. Concluimos que el uso de
este tipo de algoritmos, en combinacio´n con simulaciones del tipo Metro´polis, resulta de
gran utilidad en el estudio de sistemas magne´ticos frustrados.
Durante el desarrollo de la presente Tesis Doctoral fueron publicados algunos de los
resultados expuestos en el Cap´ıtulo 3, en las referencias [72] y [73], y se encuentran en
preparacio´n otros dos trabajos relativos a los estudios detallados en los cap´ıtulos 4 y 5.
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