Abstract-Gaussian process state-space model (GPSSM) is a probabilistic dynamical system that represents unknown transition and/or measurement models as the Gaussian process (GP). The majority of approaches to learning GPSSM are focused on handling given time series data. However, in most dynamical systems, data required for model learning arrives sequentially and accumulates over time. Storing all the data requires large ammounts of memory, and using it for model learning can be computationally infeasible. To overcome this challenge, this paper develops an online inference method for learning the GPSSM (onlineGPSSM) that fuses stochastic variational inference (VI) and online VI. The proposed method can mitigate the computation time issue without catastrophic forgetting and supports adaptation to changes in a system and/or a real environments. Furthermore, we propose a GPSSM-based reinforcement learning (RL) framework for partially observable dynamical systems by combining onlineGPSSM with Bayesian filtering and trajectory optimization algorithms. Numerical examples are presented to demonstrate the applicability of the proposed method.
I. INTRODUCTION
State-Space Models (SSMs) are the most general representation of dynamical systems and have been successfully applied in a variety of applications such as robotics, ecology, finance and neuroscience [1, 2] . Typically, SSMs describes a system as a transition model and a measurement model. System identification [3] , i.e. learning dynamics models from data, enables unknown transition and/or measurement mapping through parameterized models. The models obtained through system identification can be used to regenerate measurements and predict future measurements as well as control the system [4] - [15] .
Algorithms that learn unknown systems need to take several important challenges into consideration. First, the data required to identify the system is often not available before the system interacts with the real environment and can be partially observable and noisy. Secondly, in most dynamical systems, the data arrives sequentially and accumulates over time. Although simply storing all the previous data alleviates the problem, it requires large amounts of memory. Even worse, it is often infeasible in real-world applications where access to the previous data is limited. Also, using all data {sspark, yjpark, hanlimc}@lics.kaist.ac.kr Preprint. Work in progress.
for model learning can cause a higher computational load. Lastly, system models can change due to unknown factors such as abrasion, temperature, and humidity, and can be affected by disturbances such as wind. Such unknown factors and disturbances cause the expected system output and the actual output to be different. The difference can degrade the performance of the system and lead to failure.
RL is known as a general machine learning framework that learns and controls unknown system models by interacting with real environments. Model-free RL is one of the approaches to RL that relies on the approximation of the global value function [2, 16] . Thus, they typically require complex relational models and a relatively large number of direct interactions with the physical system. In contrast, a model-based RL method was developed to achieve data efficiency as well as control of complex dynamic systems [2, 6, 8, 9 ,16]- [20] , which can also provide better generalization. Over last few years, GPbased control and RL algorithms have gradually drawn attention as they can learn the robust dynamics model with a small number of episodes [6, 8, 9, 17, 18] . These GP-based algorithms assume that the states are fully observable and then learn a regression model where the difference between states over time is an output and the state is an input. However, in real systems, the state cannot be measured directly but is inferred form a series of noisy measurements.
Gaussian process state-space model (GPSSM) is a probabilistic dynamical system that represents unknown transition and/or measurement models as a GP [4, 11] - [15] . GPSSM is non-parametric, which makes it effective in learning from a small number of time series data that can be partially observable and noisy. By using GPs for latent transitions and/or measurement models, we can get away with an approximate model and learn a distribution over functions. This allows us to account for model uncertainty. Learning the GPSSM is generally intractable due to the nonlinearity and nonGaussianity of the dynamics model in the latent state. Thus, a number of prior works focus on learning GPSSM from given time series data. A small number of online learning methods directly apply a streaming variational Bayesian (streming-VB) [21] or use limited memory [12] to handle sequentially arriving data, but they suffer This paper presents the online inference method for the GPSSM (online GPSSM) that tackles the following key challenges; computation time, catastrophic forgetting and adaptation to changes. The onlineGPSSM fuses stochastic variational inference (VI) [11, 22] and online VI [21, 23, 24] . First, true dynamic is incorporated into the approximate posterior based on stochastic VI, which provides us with a tractable variational approximation of true posterior. When a new measurement arrives, the previous approximate posterior is combined with the new prior and used to obtain a new approximate posterior via the online VI. Critically, the previous approximate posterior constrains the drastic change of the hyperparameters and prevents catastrophic forgetting without revisiting the previous measurement. The proposed method can mitigate the computation time issue without catastrophic forgetting and supports adaptation to changes in a system and/or real environments. Accordingly, our method can be applied to reinforcement learning for partially observable dynamic systems. Similar to GP-based RL frameworks [6, 8, 17, 18] , the onlineGPSSM is integrated with trajectory optimization and Bayesian filtering algorithms, which can generate a robust control policy for control/planning. The validity of the proposed method is demonstrated with numerical examples on a synthetic toy and on a fixed-wing unmanned aerial vehicle in a wind field.
II. RELATED WORK
Gaussian Process State-Space Model (GP-SSMs) are one of the most popular class of probabilistic SSMs. Previous works on inference methods for learning the GPSSM can be found in [4, 11] - [15] . One class of approaches is to combine sequential Monte Carlo (SMC) with Markov chain Monte Carlo (MCMC) [13, 15] or Expectation Maximization (EM) [14] . Although These methods are close to (exact) true distribution, practical use is limited due to its extreme computational burden. This calls for approximations and a promising approach presented by [4, 11, 14] , using inducing points and variational inference framework. For example, Frigola et al. [14] propose a hybrid inference approach combining variational inference and SMC. They approximate the GP by using the sparse variational framework and replace MCMC with a stochastic optimization.
Recently, stochastic optimization based on the reparameterization trick [25] has been successfully applied to the model inference and learning methods. Towards this approach, Eleftheriadis et al. [4] suggest an inference method to approximate the posterior of the latent state with a Markov-structured Gaussian distribution parameterized by a recognition model (i.e., bi-RNN). Doerr et al. [11] propose an inference scheme based on stochastic variational inference for deep GPs as presented in [22] . They followed a sparse variational approximation and incorporated the true dynamics into the approximate posterior by combining sampling-and gradient-based learning. Specifically, they obtain the approximate posterior distribution (i.e., variational distribution) of latent states by sampling in the true dynamics. Our framework also adopts a stochastic variational inference scheme [22] . However, rather than employing a recognition model to find a informative model initialization [22] , the proposed framework obtains an informative prior distribution of the initial state using Bayesian filtering and the results of online learning.
Online learning is a common approach where it is computationally infeasible to learn over an entire data set, which is essential for the learning of a dynamical system in which data arrives sequentially. Using only some of the recent data for model learning causes catastrophic forgetting [12] . Streaming Variational Bayes (Streaming-VB) [21] is known as the most general method to online learning. Applying streaming-VB for online learning of GPSSM is conceptually presented in [14] but not fully explored. However, such a vanilla application of Streaming-VB prevents online updating of hyperparameters in model learning. Consequently, it cannot be free from catastrophic forgetting (More details will be addressed in Section IV-B). To overcome this limitation, we employ the online VI approach that allows for updating of the hyperparameters. Note that online VI has already been successfully utilized in static setting problems such as regression, classification and deep generative models [26, 27] . It has yet to be applied to online learning of recurrent state-space models.
The Gaussian process (GP) has been widely used for model-based reinforcement learning and control problems [6, 8, 9, 17, 18] . For instance, the work by Deisenroth et el. [9] developed the GP-based policy search framework called PILCO. A number of other methods have been proposed to avoid policy parameterization and reduce computation time [6, 8, 17, 18] , where the GP is combined with the trajectory optimization method called Differential Dynamic Programming (DDP). However, such GP-based algorithms assume that the states are fully observable, which may not work well under significant noise [10] . To deal with noisy measurements, an extended version of PILCO is proposed in [10] . They used GPSSM instead of GP for model learning and developed a policy search method through Bayesian filtering. Our RL framework shares some similarities with Probabilistic Differential Dynamic Programming (PDDP) [8] and iterative Linear Quadratic Gaussian in belief space (belief space iLQG) [28] . PDDP learns the system model with fully observable measurements using GP and controls the learned model through iterative Linear Quadratic Gaussian Regulator (iLQR). Our framework, however, can learn system models from partially observable and/or noisy measurements. Belief space iLQG assumes a dynamics model is given and the stochasticity comes from the process and sensor noises; however, our framework is a data-driven approach that learns the dynamics model and/or sensor model parameters, and it takes into account the uncertainty of a model using the GPSSM.
III. PRELIMINARIES

A. Problem Formulation
We consider a discrete-time partially observable dynamical system described by:
where t indexes time, x ∈ R D is a latent state, u ∈ R P are control inputs, y ∈ R O are measurements and w (·) ∼ N (0, σ 2 (·) I) are the Gaussian system/measurement noise. The transition model f and/or the measurement model g are unknown. In optimal control, as well as in reinforcement learning, the goal is to find the optimal control policy π(x t , t) that minimizes the expected cost:
where φ(x T ) is the final cost, (x t , π(x t )) is the instantaneous cost and u t = π(x t , t) is a function that maps states and time to control. The cost J π (x 0 ) is defined as the expectation of the total cost accumulated from 0 to T .
B. Gaussian Process State-Space Model
The core idea of GPSSM is to model the transition model f (·) and/or measurement model g(·) using GPs, which are probability distributions over functions [14, 29] . A GP is specified completely by it's mean function m(·) and covariance/kernel function k(·, ·) [30] . The covariance functions are the key ingredient in using GP, which encodes all assumptions about the form of function that we want to model. In general, the covariance function represents some form of distance or similarity. For a series of points X = [
in the domain of the function, any finite subset of function
are jointly Gaussian as given by:
where
is the prior mean function and matrix K X,X involves evaluations of the covariance function at all pairs of data points in X. Since the conditional distribution of a GP is another GP, the predictive distribution at a new input point x * is obtained by:
with posterior mean and variance:
where k A,B denotes the |A| × |B| matrix of the covariances evaluated at all pairs of A and B.
By employing independent GP priors on the transition model f (·) in (1) for each output dimension of x t , the transition model of GPSSM can be represented by:
with
where the short-hand notationx t = [x t , u t ] denotes the input of the transition model at time t. In order to specify a GP, we need to define a mean function m(·) and a covariance function (also called kernel) k(·, ·). Generally, zero mean function is widely adopted. When a rough model of the dynamics is available it can be incorporated instead, which helps in obtaining meaningful distributions over the state trajectories from the first learning iterations. A common choice for a covariance function is the squared exponential kernel. Since we utilize the gradient-based inference scheme (cf. Section IV), any differentiable covariance function can be incorporated instead. Placing GP priors on both f and g can lead to serious non-dentificability problems [29] . To mitigate this, we assume a linear measurement mapping [4, 11] :
where . Thus, the full joint distribution of the GPSSM can be represented by: where
IV. VARIATIONAL INFERENCE IN GPSSM
This section presents an inference method for learning the GPSSM. Learning the GPSSM is generally intractable due to the nonlinearity and non-Gaussianity of the dynamics model in a latent state. However, the log marginal likelihood log p(y) can be bounded to Evidence Lower BOund (ELBO) by using a variational inference scheme. In the following, we first define an approximation to true posterior of GPSSM based on the stochastic variational inference scheme [11, 22] and derive ELBO via Jensen's inequality. We then present an online inference method of the GPSSM (onlineGPSSM) to efficiently handle sequentially arriving data 1 . The onlineGPSSM follows a Bayesian approach, but employs online VI to approximate the intractable posterior distribution.
A. Stochastic Variational Inference
Following the stochastic variational inference scheme [11, 22] , we adopt a variational approximation to the true posterior distribution p(x, f | y), which does not assume factorisation between the latent functions f =z (·) and the state trajectories x but takes into account the true transition model based on the sparse GP approximation from (9) . By employing a mean-field variational approximation to the posterior for z, the inducing output distribution is given by
. Integrating with respect to the inducing outputs, the predictive distribution of GP is obtained as Gaussian with a mean and variance given by:
where α(
With the approximate distribution for the variational posterior defined in (11) , the variational distribution is given by:
where (12) is the optimal solution in sparse GP regression [31] . The number of hyper-parameters to be learned is proportional to the dimension of the latent dynamics regardless of the length of time, and is defined by initial state distribution, measurement model parameters that include measurement noise σ 2 g , system noise, inducing points, inducing outputs and GP kernel parameters ϑ = (µ x0 , Σ x0 , θ y , σ 
Solving this maximization problem is equivalent to finding the member of the family that is closest in KL divergence to the posterior. From equations (9) and (12), the ELBO can be transformed into:
The first term encourages state trajectories that give high probability to the measured data. The second term encourages the state trajectory to start in a region of the state space where the prior is high. Here, we assume that a prior distribution of an initial latent state p(x 0 ) can be given. In many cases, the control/planning problems of a system are specified with some uncertain prior knowledge of the system's initial state given by the probability distribution p(x 0 ), which can be effectively used to learn the system model. In addition, the informative prior distribution of the initial state can be obtained by using Bayesian filtering and the system model learned previously via online learning (see Section IV-B and V). The last part of the ELBO regularizes the approximate posterior to remain close to the GP prior. A full derivation is provided in Appendix A. For a more detailed explanation, we refer readers to [11, 22] and the references therein.
We can now learn the GPSSM by maximizing the ELBO with respect to the hyper-parameters ϑ. The second and third terms of the ELBO can be computed analytically because they are a KL-divergence between the two Gaussian distributions. However, the first term requires an expectation for latent state distribution q(x) and its analytic evaluation is intractable. The Markovian structure of the latent states and the sparse GP approximation can be used to enable a differentiable sampling-based estimation of the expectation term [11] . Samplesx t ∼ q(x t ) are recursively obtained for time t = 1, ..., T by drawing from the sparse GP posterior in (11) . The distribution of the current latent state q(x t ) is independent of past time steps, given the latent state distribution q(x t−1 ) at the previous time step and the explicit representation of GP inducing points. By using the reparametrisation trick [25] , drawing samples can be differentiable for the hyper-parameters Θ, which draw samples ε ∼ N (0, 1) and then compute the following equation:
wherex t = (x t , u t ) andx 0 ∼ q(x 0 ). Due to the reparametrisation trick, the gradient can be propagated back through time. From (15) , an unbiased estimator of the first term in the ELBO is represented by:
B. Online Variational Inference
In most dynamical systems, measurement arrives in a sequential manner and the new measurement y is added to old measurements y. Storing all the data requires large memory, and using it for model learning can be computationally infeasible. Specifically, storage demand and computational complexity increase in proportion to the amout data, which is time T (The complexity is O(T M 2 ) and the storage is O(T M ) for each sample trajectory). Furthermore, when systems or environments change, using all of the previous data for system model learning makes it difficult to identify the changed system. Thus, the goal of online learning is to learn a system model that can be used for anytime prediction and control, and the system model should be able to adapt to changes in the system or environment without forgetting the knowledge from the previous data.
Following a Bayesian approach, we assume that only the current measurements y is directly accessible and the information from the previous measurements y is implied in the approximate posterior of the latent dynamics learned in the previous step. The effect of the old measurements y on current approximate posterior q(· | ϑ ) is induced to propagate through previous approximate posterior q(· | ϑ). Based on (13) , an approximation to the true posterior at the previous step is represented as q(x, f | ϑ), which must be propagated to form the new approximation q(x, f | ϑ ).
To update the true posterior p(x, f | y, y , ϑ ), we use an approximation of p(y | x) by inverting (20) , that is
Although it appears to be available as a new posterior q(x, f | ϑ ), this reverts to the problem of learning the exact GPSSM for new measurements with fixed hyperparameters and it is intractable. Thus, we consider a variational update that employs a projection operator defined through KL minimization, which converts the distribution to a tractable form using new hyperparameters similar to the variational update in GP [27] . We allow the locations of inducing points in the new approximation to be different from those in the old one. Let a = f (η) and b = f (η ) be the function values at the inducing points before and after obtaining new measurements. The previous approximate posterior is given by q(x, f | ϑ) = p(x, f =a | a, θ)q(a)q(x 0 ), where q(a) = N (a; µ a , Σ a ) and q(x 0 ) = N (x 0 ; µ x0 , Σ x0 ).
The new posterior approximation is also represented in the same form, but with the new hyperparameters,
This approximate inference problem can be transformed into an optimization problem that minimizes the KL divergence using the variational inference as shown in (17) .
Since the KL divergence is non-negative, the second term in (17) is the negative approximate lower bound of the log marginal likelihood represented as log p(y, y | ϑ )/p(y | ϑ) ≈ p(y | y). The negative lower bound is derived in the same way as the equations (13) and (14) , but slightly different in that it includes q(x, f | ϑ)/p(x, f | ϑ) = q(a)q(x 0 )/p(a | θ)p(x 0 ). The term related to x 0 serves to propagate the effect of the previous initial state x 0 to the current initial state x 0 . This term can be neglected if the initial state is sufficiently broad. Thus, the negative evidence lower bound (negative ELBO) of the approximate online log marginal likelihood is represented by (18) . The first three terms form the variational bound given if the new measurements are the whole of the training data, and the last two terms lead the posterior to take into account the old likelihood through the approximate posterior and the prior. See Appendix B for details about the derivation of (18). For fixed hyperparameters (i.e., the positions of inducing inputs and kernel parameters), the online variational inference is equivalent to the vanilla application of streaming variational Bayes (streaming-VB) [21] to the GPSSM setting in which the previous posterior plays the role of an new prior for the new measurements [14] .
V. ONLINE LEARNING AND PLANNING
In this section, we introduce our online learning and planning framework (i.e., reinforcement learning) that employs a combination of probabilistic inference, Bayesian filtering and trajectory optimization.
A. Multi-Step Prediction and Bayesian Filtering
Multi-step predictions for a given initial state and control inputs are essential to solve the control/planning problem described in (2) . Let p(x t , u t ) = p(x t ) ∼ N (μ t ,P t ) be the joint distribution over the state-control pair at t. Then the distribution over the state transition becomes p(x t+1 ) = p(f (x t ) |x t )p(x t )dx t . Generally, this predictive distribution leads to a non-Gaussian predictive distribution. However, the predictive distribution can be approximated by a Gaussian using moment matching [9, 32] or the linearization approach [5, 33] . In this work, we employ the linearization approach. Since taking a derivative is a linear operation, the derivative of a GP is another GP [33] . Thus the state distribution at t + 1 is represented by a Gaussian p(x t+1 ) ∼ N (µ t+1 , P t+1 ). The predicted mean µ t+1 is obtained by evaluating the posterior GP mean in (11) at the meañ µ t of the input distribution p(x t ). To compute the GP predictive covariance P t+1 , we explicitly linearize the posterior GP mean function aroundμ t and denote it as A t . By employing a bayesian filtering framework [5] , the predictive covariance is given by:
In (23), Σ s,t is a diagonal matrix whose entries are the sum of the system noise variances σ (11). Σ g is the measurement noise variance σ 2 g . K t is often called Kalman gain [34] . Given a measurements y t , an estimate of the stateμ t is obtained by:
B. Probabilistic Trajectory Optimization
Based on multi-step predictions, we now consider the control/planning problem (2) for the learned system model. In order to incorporate model uncertainty explicitly, we adopt belief space iterative Linear Quadratic Gaussian (belief space iLQG [28] ) and perform trajectory optimization in the belief space. The belief space iLQG extends the iLQG method [35] to Partially Observable Markov Decision Processes (POMDPs) by using a Gaussian belief instead of the fully observable state, which employs a standard extended Kalman filter (EKF) to represent belief dynamics. Accordingly, the belief space iLQG finds a locally optimal trajectory for known belief dynamics and cost function using an iterative procedure. It proceeds by, first, linearizing belief dynamics forward in time around the nominal trajectory for which a locally optimal control law can then be computed backwards in time. These steps are repeated until convergence to the locally optimal trajectory. 1) Approximate Belief Dynamics and Cost Function: The belief space iLQG assumes a dynamics model is given and the stochasticity comes from the process and sensor noises, but we use the learned dynamics model and nominal trajectory distribution that is a state distribution-control pair (p(x t ),ū t ). To incorporate uncertainty explicitly into the local model, we define the belief state as b t = [µ t , vec(P t )] ∈ R D+D(D+1)/2 (P t is symmetric) where vec(·) denotes the vectorization. Based on equations (11) and (23), the belief dynamics with the augmented state b t is given by:
Based on the belief dynamics, the original cost function (2) is reformulated by:
for a given Q t ≥ 0 and R t > 0. The term tr(
encodes the final cost of arriving at the goal x goal , u T t R t u t penalizes the control effort along the trajectory, tr(Q t P t ) penalizes the uncertainty, and α(µ t ) encodes the state constraints (e.g., motion and collision).
2) Control Policy: By linearizing the belief dynamics around the nominal trajectory distribution, the approximate dynamics are expressed as:
Note that W (i) (b t , u t ) has n columns, where n is the dimension of the state. For a general nonquadratic cost function, we approximate it as a quadratic function along the nominal belief and control trajectory (b,ū),
where 0,t = (b t ,ū t ). δb t = b t −b t , δu t = u t −ū t are deviations from the nominal trajectory and the terms with subscripts denote Jacobian and Hessian matrices of their respective functions. Given the linear dynamics (29) and quadratic cost (30), we can obtain a quadratic approximation of the value function along the nominal trajectoryb t :
Following the dynamic programming principle [36] , the Bellman equation for the value function V t (b t ) and control policy π t (b t ) in discrete-time are specified as:
By substituting equations (29) and (30) into (32), the Q-function is given by:
In order to find the optimal control policy, we compute the local variations in control δû that minimize the quadratic approximation of the Q-function in (32):
The optimal control can be found as u t =ū t + δu t . Substituting (35) into (32) gives the value function Interaction: Apply the optimal control policy u t:t+Tc to the system. Estimate p(x t ) using the measurements and learned model. Store the measurements and some state estimation results in memory. Update
Model adaptation: Learn GPSSM hyperparameters ϑ by minimizing the negative ELBO (18) based on the measurements and estimation results in memory. Update ϑ = ϑ . Section IV-B 8:
Trajectory optimization: Initialize with the previously optimized trajectory and generate a new optimal control policy u t:t+Tp−1 using the learned model specified as ϑ. Section V-B 9: until Operation time remained V t (b t ) as a function of only b t in the form of (31):
This recursion continues by computing a control policy for time step t − 1.
C. Summary of Algorithm
The proposed online learning and planning framework can be summarized in Algorithm 1. Here, the receding horizon scheme (RHC) is adopted. RHC, also known as model predictive control (MPC), is a form of feedback (i.e., closed-loop) control system. Our algorithm consists of offline (line 1-4) and online (line 5-9) parts. In the offline part, we first set the parameters needed for learning and planning. For given data or prior knowledge of the system, we optimize GPSSM hyperparameters by maximizing the ELBO. If an approximate model of the system is given, it can be used as a mean prior of the GPSSM to improve training time. We then perform trajectory optimization for the future time step T p based on the learned model and obtain the optimal control policy u t:t+Tp−1 .
Given a solution to a T p -step trajectory optimization problem starting at p(x 0 ), we only apply a forepart of T p -step control input commands. We denote the length of the subset as control horizon T c , which is determined by the available computational resources required for trajectory optimization (T c ≤ T p ). Measurements obtained from the sensor while interacting with the real environment are used to estimate the current state p(x t ). Some state estimation results and measurements are stored in the memory, where old measurements are removed from the training set to keep memory size M fixed. Specifically, instead of storing the state estimation results of every time step, we store the results of the uniform time interval set for the mini-batch training. The stored results are used as the prior distribution of the initial state for the online learning of the GPSSM. Online learning can be performed concurrently with other procedures, and the updated model is used again for trajectory planning. We initialize with the previous optimized trajectory. The T p -step nominal control sequence for warm-star becomes u t+Tc+1 , u t+Tc+2 , ..., u t+Tp−1 , u t+Tp−1 . This online trajectory optimization converges much faster than the offline case unless the task is too different from the previous one due to a warm-start. Our online learning and planning scheme is particularly suitable for applications with task, environment or model variations.
VI. NUMERICAL SIMULATIONS
In the following, we evaluate the onlineGPSSM and GPSSM-based RL framework using two simulated examples: a toy and thereafter the loitering task of a fixedwing Unmanned Aerial Vehicle (UAV) in a wind field. In all the experiments, the squared exponential kernel with ARD length-scales is used, but any differentiable kernel can be incorporated. For the sparse approximation of the latent transition model represented by the GP, we used 20 pseudo inducing points for each output dimension of x t . The onlineGPSSM, however, allows variations of the number of pseudo inducing points at each online learning step. Specifically, pseudo inducing points can be added.
A. A simple linear system
Although GPSSM is particularly suited to nonlinear system identification, we will start by illustrating the online learning approach with a simple linear system:
with parameters w f = 0.1, w g = 1 and a known control input u t . The measurement was generated by setting the control input to -2 for the first 30 seconds and then to 3 for 30 seconds. The online learning was performed in three steps at 20 second intervals. The state distribution at t = 0 is known, and the prior distribution of initial state for each online learning step is obtained through Bayesian filtering using the previously learned system model. To verify the performance of onlineGPSSM, we reconstructed the state trajectory from the initial state x 0 using the learned system model and the known control inputs after each step of online learning. The reconstruction results are shown in Fig. 2 . Each result indicates that the proposed method can reconstruct the past learning results well, even if it only uses recent measurements for system model learning. Figure 3 shows the prediction results of the mean and covariance after each step of online learning. As the results show, the hyperparameters of the GPSSM are automatically optimized to generate new measurements without forgetting the learned system knowledge from past measurements due to the last two terms of (18) . Since the zero mean function was used in this experiment, the mean is zero for unexperienced areas. Also, the learned system model is not overconfident in regions of the space where data is scarce.
B. Loitering of fixed-wing UAV in a wind field
In this example, the proposed online learning and planning framework introduced in Section V is validated. We consider a circular loitering task of a fixedwing UAV. Such a task is required for precise commu- nication relay [37] as well as persistent monitoring [38] of specific areas. The true dynamics is given by [39, 40] :
where [x 1 , x 2 ], V , x 3 and x 4 are the position, air speed, heading angle and bank angle of the UAV, respectively. Gravity acceleration is denoted as g. The time interval between two successive states is set as dt = 0.1. W 1 and W 2 are wind magnitude for the x and y direction. The wind cannot be directly observed and its effect on the dynamics is assumed unknown. A UAV can only measure its position information from a Global Positioning System (GPS) signal, which inherently contains noise [41] . The cost function and weights are given by:
Q T =Q = 2I,Q T = 0, R = 100, and
where R des is the radius of rotation of the circle centered on the origin that the UAV should track continuously. We used the dynamics that exclude unknown wind field information as the mean prior of the GPSSM. Among the results of the Bayesian filtered state estimation, the results of 2-second intervals and the measurements obtained during the last 4 seconds are stored in memory and the old ones are removed. Online learning is performed for two mini-batch training sets consisting of 20 data points at 0.1 second intervals. The planning horizon for trajectory optimization was set to 6 seconds and the control horizon was set to 1 second. Model learning and trajectory optimization are performed concurrently. Specifically, trajectory optimization is performed using a system model represented by recently updated hyperparameters.
To see the effectiveness of the proposed online learning and planning algorithm, we compared the algorithm with the belief space iLQG [28] in the same environment. The belief space iLQG computes and executes the control inputs in the same RHC scheme as the proposed framework without knowing the influence of the wind. Fig. 4 shows some snapshots of the resulting trajectories obtained when both algorithms were executed. The belief space iLQG combined with the RHC scheme continually reflects changes in the position of the UAV to generate the control inputs. However, an inaccurate system model causes a difference between the planned trajectory and the actual trajectory, which eventually hinders performace of the given task (see Fig.  4(a)-(b) ). On the other hand, as shown in Fig. 4(c)-(d) , the proposed framework learns the system model in an online manner using measurements and state estimation results that are obtained while interacting with an unknown environment, thus improving performance when the given task is repeated.
VII. CONCLUSION
In this paper, we proposed an online inference method for learning GPSSM (onlineGPSSM) that fuses stochastic variational inference (VI) and online VI. The onlineGPSSM was shown to not only mitigate computiation time issues without catastrophic forgetting, but also support adaptation to changes in a system and/or environment. By integrating the onlineGPSSM with trajectory optimization and Bayesian filtering algorithms, the GPSSM-based reinforcement learning (RL) framework has been developed, which can generate a robust control policy for control/planning. Numerical experiments were presented to demonstrate the applicability and validity of the onlineGPSSM and GPSSM-based RL framework.
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For a more detailed explanation, refer to [11, 22] and the references therein.
APPENDIX B. DERIVATION OF THE NEGATIVE ELBO
The new approximate posterior q(x, f | ϑ ) = p(x, f =b | b, θ )q (b)q(x 0 ) can be obtained by minimizing the KL divergence:
