Games can be either non-cooperative or cooperative. Cooperative game theory describes the 231 structure, strategies and payoffs of a set of players (coalitions) [20] . In a non-cooperative game 232 cooperation may be incorporated only through the choice of strategies the players make. The strategies 233 chosen by each player are of particular interest to us. We are also interested in the negotiation and 
237
One of them most famous games in Game Theory is the Prisoner's Dilemma or PD. The traditional 238 story tells of two criminals that have been arrested and are interrogated separately. The police offer 239 each of them the following deal: "If you confess to the crime (defect) and your partner fails to confess (he 240 cooperates), you will be set free. If you fail to confess but your partner confesses, you will be sentenced to 241 the maximum penalty. But if you both confess to the crime, you will each get an intermediate sentence.
242
If neither of you confesses, you will be both sent in jail". The PD shows why two rational individuals 243 might not cooperate even if cooperation is in their best interest, thus resulting in a sub-optimal outcome 244 [20] .
245
We define the strategic form of a game following the definition of [20] .
246
Definition 1. A game in strategic form is actually a triple Γ = (N, (S i ) i∈N , (u i ) i∈N ) in which
247
• N = {1, 2, . . . , n} denotes a finite set of players.
248
• S i denotes the set of strategies of player i, for each player i ∈ N.
249
• u i : S 1 × S 2 × · · · × S n → R is a function that associates each vector of strategies s = (s i ) i∈N with the 250 payoff u i (s) to player i, for every player i ∈ N. 
262
The ordering of the strategy profiles, from best to worst, where the first action in parentheses 263 represents player 1's action and the second action represents player 2's action, is: , where 1 cooperates and 2 defects (resulting in (t, s) payoff).
268
Payoffs in the prism of game theory are numbers (symbolic values can be also used) that reflect 269 the player's motivations and expectations. Payoff values often represent the expected profit, loss, or 270 a utility of the players. They can also stand for continuous measures or they may express a rank of 271 preference of possible outcomes. Payoff is most often represented using a matrix form (like Table 1 ),
272
but other types of depictions also exist (like the tree form as shown in Figure 1 ) [20, 56] .
273
The players' actions in prisoner's dilemma are represented according to the payoff matrix in 274 
283
The extensive form of the game is described using a game tree, depicted in Figure 1 . 
Quantum computing background

285
A detailed description of quantum computation can be found in various textbooks, like the one in
286
[7] by Nielsen and Chuang. 287 In this paper the sets of real and complex numbers are denoted by R and C, respectively, whereas
288
C n×n denotes the set of all n × n complex matrices. An n-dimensional vector space C n endowed with denotes the ith basis ket, c i ∈ C the corresponding probability amplitude, and n is the dimension of 293 the Hilbert space. We assume that kets are normalized, i.e., |c 1 | 2 + |c 2 | 2 + · · · + |c n | 2 = 1.
294
In the finite dimensional case, an operator T is just a matrix of C n×n . 
308
According to the work of Eisert et al. in [2] , i.e., the EWL scheme, the strategic space can be represented 309 by the following 2-parameter family of operators:
where
Each player is given by a referee a qubit and may only act on it locally via operators chosen from 312 the above family by picking specific values for the parameters θ and ϕ.
313
In theory the players' states |ψ i , (i = {1, 2}) can be entangled. A quantum strategy of a player i 314 is represented as a general unit vector [2] . The operator C denotes the action "Cooperate", while D 315 describes the action "Defect".
Again, we note that the operators described in Equations (1)- (5) 
338
In the quantum version of PD, the states the players are after the actions cooperation or defection are represented by the two basis kets |C and |D , respectively, in the Hilbert space of a two-state system. The classical action U 1 is selected by setting θ = 0 and ϕ = 0, whereas the strategy U 2 is selected by setting θ = π and ϕ = 0. The quantum action Q i is given by Q i := U i (0, π/2). The two players choose their individual quantum actions (U 1 := U(θ 1 , ϕ 1 ) and U 2 := U(θ 2 , ϕ 2 )) and the disentangling operator J † acts before the measurement of the players' state, which determines their pay-off. The state prior to measurement (i.e., after each qubit is entangled and each player has applied each chosen action) is:
The expected payoff depends on the payoff matrix and the joint probability to observe the four between participants may have a more favorable outcome than a non-cooperative strategy [11, 22, 30, 61] .
368
The reverse Tit for Tat conditional strategy, proposed in [62] , is a variant of the standard Tit for Tat,   369 where a player defects on the first move and in consequent stages of the game he plays the reverse 370 action of the opponent's last move. 
Repeated quantum PD
378
In a repeated quantum game based on the PD, three rules are applied:
379
• Each player has a choice at each round (or stage), either to cooperate |0 → C, or to defect |1 380 → D.
381
• A unitary operation (or an action), denoted by U 1 or U 2 , respectively, is applied by each player to 382 his/her qubits. Players are unable to communicate with each other.
383
• Introducing "gates" to entangle the qubits. The actions of the players in the quantum game will 384 result in a final state which will be a superposition of the basis kets. When the final state is 385 measured, the payoff is determined from the table.
386
The evolutionary aspect in this repeated form of the game allows for cooperative solutions, even in 387 the absence of communication. the purposes of this work).
407
Definition 2. A simple µ-periodic, 1-way quantum ω-automaton with periodic measurements is a tuple
408
(Q, Σ, U α∈Σ , q 0 , µ, F, P, Acc), where Q is the finite set of states, Σ is the input alphabet, U α∈Σ is the n × n 409 unitary matrix that describes the transitions among the states for each symbol α ∈ Σ, q 0 ∈ Q is the initial 410 state, µ is a positive integer that defines the measurement period, F ⊆ Q is the set of final states, P is the 411 set {P 0 , P 1 , . . . , P n } of the projectors to the automaton states, and Acc is the almost-sure periodic quantum 412 acceptance condition.
413
Periodic quantum ω-automata recognize with probability 1 languages like the (a m b) ω . That is,
414
they recognize a language with a probability cut-point λ = 1. This class of languages was described in
415
[17] and [19] . For the purposes of this work, a cut-point other than λ = 1 (e.g., λ = c with 0 < c < 1 or 416 λ > 0 that are usually discussed) would not be necessary, since the game strategies can be associated
417
to the aforementioned automata model. Measurement is performed infinitely often after the reading of 418 µ input symbols (hence, the term periodic) with respect to the orthonormal basis of the automaton's 419 states. Thus, the set P of projection matrices is the same for every automaton used later in this paper.
420
If we lift the infinite character of the inputs in the previous definition, then we have the µ-periodic 421 quantum automata, where a single measurement is applied after reading µ letters. We keep the notion 422 of periodicity in order to avoid any confusion with the standard measure-once quantum automata of
423
[15]. Periodicity is also somehow "embedded" in the functionality of the periodic quantum automata 424 due to the periodic-like evolution of the operators.
425
Definition 3. A simple µ-periodic 1-way quantum automaton is a tuple (Q, Σ, U α∈Σ , q 0 , µ, F, P, Acc), where
426
Q is the finite set of states, Σ is the input alphabet, U α∈Σ is the n × n unitary matrix that describes the transitions 427 among the states for each symbol α ∈ Σ, q 0 ∈ Q is the initial state, µ is a positive integer that defines the 428 measurement period, F ⊆ Q is the set of final states, and P is the set {P 0 , P 1 , . . . , P n } of the projectors to the 429 automaton states.
430
Periodic quantum automata accept words of the form a m b, ba m , etc., with a probability cut-point 431 λ = 1 (like in the infinite case). Again, measurement is performed after the reading of µ symbols
432
(hence, the term periodic) with respect to the orthonormal basis of the states (but this time only once, 433 unlike the infinite case). Similarly to the definition of the infinite variant, the set P of projection matrices 434 is the same for every automaton used later in this paper, thus it is omitted.
435
Note that the value of the period µ has to be a positive integer in order for the computation to 436 have a physical meaning (we cannot perform a measurement after reading 2.1 symbols!). For the finite 437 case, it is obvious that the period µ is actually the length of the read sequence of letters, but in order to 438 be consistent with the original definition and due to the connection with the angle factor of each read 439 symbol, we keep the notation "periodic." 
Quantum automata for the classical repeated PD
441
The classical PD game has 2 different actions for every player which means that there are 2 2 442 possible outcomes. We note again that for the purposes of the repeated version of the PD game the 443 outcome of the first play is observed before the second stage begins for all n stages of the game (for 444 n > 2). This holds for the quantum version, too. We remind that the game's payoff matrix for each 445 player is shown in Table 2 . this work, we use the numeric payoff matrix shown in Table 3 . (1, 1) This corresponds to the one-stage version of the game. We represent the choice of "Cooperation" Table 5 ).
452 Table 4 . Representation of actions using letters.
Action representation Cooperation C Defect D Table 5 . Associating a letter to each possible outcome of the PD game.
Pair of actions Letter
Below, we present a graphical depiction of a periodic automaton like those that will be associated 453 to repeated stages of the PD game. This is shown in Figure 3 . . The measurement period is µ = 5 (the period is equal to the sum 4 + 1 of the exponents) and it accepts with probability 1 the language (a 4 b) µ (or in case the input is infinite, it accepts the (a 4 b) ω ).
Classic Pavlov in PD and automata
455
In this part we discuss the outputs of the the repeated version of the classical game for µ stages,
456
where µ is an arbitrary positive integer that defines the number of plays. Note that this number is 457 unknown to the players in order not to have a predefined series of actions [22] which would lead to a dominant strategy for both of them. We follow the actions to letter association as shown in The regular expression for this sequence can be described as (bd m−1 ). This enables us to associate 473 it with a variant of the quantum periodic automata that are able to recognize such languages, even if 474 they are infinitely repeated. The automaton defined below can achieve this task.
475
The language bd m−1 is recognized with probability 1 by the µ-periodic quantum automaton M 1 476 that is defined as the tuple (Q = {q 0 ,
and
) .
478
For the next scenario, we assume that Player 2 always cooperates.
479
Player1 : CCCCCCCCCCC Player2 : CCCCCCCCCCC LetterSequence : aaaaaaaaaaa
480
The regular expression for this sequence can be described as a m . This leads us to associate it with 481 a variant of the quantum periodic automata that are able to recognize such languages, even if they are 482 infinitely repeated. The following automaton does the work.
483
The language a m is recognized with probability 1 by the µ-periodic quantum automaton 484 M 2 that is defined as the tuple (Q = {q 0 ,
.
487
Next, suppose that Player 2 chooses to follow the Pavlov strategy, similarly to Player 1. For this case, the associated automaton is the same with the above scenario (i.e., M 2 ), since the 492 underlying language is the same, i.e., a m . The regular expression for this sequence is bdc m−2 , which is recognized with probability 1 by the 505 µ-periodic quantum automaton M 3 that is defined as the tuple (Q = {q 0 ,
, and
. The regular expression for this sequence is the bd m−1 and the corresponding µ-periodic quantum 516 automaton is the tuple (Q = {q 0 ,
519
Clearly, this is the same as the previous M 1 automaton. In this case, the resulting automaton is a bit more complicated than those previously encountered, 542 since this series yields the regular language (bdca) m . With |bdca| we denote the length of string bdca 543 (in this case it is equal to 4, but we prefer to use |bdca| in order to emphasize its derivation). The 544 associated µ-periodic quantum automaton M 3 is the tuple (Q = {q 0 ,
, and 550 µ is a positive multiple of |bdca|, i.e., µ = 4k, for some positive integer k.
552
For this particular scenario that seems a bit more complicated, it is important to emphasize that the 553 measurement period µ has to be a multiple of the length of the substring bdca in order to guarantee 554 that the measurement will return an accepting outcome with probability 1 (as stated in the definition 555 of µ-periodic quantum automata in Section 4), otherwise the acceptance cut-point Λ is 0 ≤ λ ≤ The regular expression for this sequence is db m−1 and the associated µ-periodic quantum automaton 565 M 4 is the tuple (Q = {q 0 ,
This is the same as M 1 by swapping the letter b with the d.
569
When Player 2 always cooperates, we have: The associated automaton for this scenario is the same as M 2 , where the unary language a m is accepted 574 with probability 1. For this scenario all we have to do is to replace the letter a with c.
575
When the Pavlov strategy is followed by Player 2, we have: The regular expression for this sequence is the cdb m−2 , which is recognized with probability 1 by the 580 µ-periodic quantum automaton M 5 that is defined as the tuple (Q = {q 0 ,
, and The associated automaton for this scenario is the same as M 3 , where instead of the substring bdca we 590 now have the cdba. The language for this scenario is the regular language (cdba) m . Regarding the 591 period µ, the same restrictions with those of M 3 must also hold. .
600
For this scenario the measurement period µ has to be a multiple of the length of the substring da in 601 order to guarantee with probability 1 the desired outcome. This is equivalent with saying that the 602 input symbols (or the number of PD stages) have to be multiples of this length (in this case |da| = 2).
603
Quantum version of conditional strategies
604
In this section we study the quantum version of the repeated prisoner's dilemma game. Now,
605
each player chooses an action that is expressed as a unitary operator that acts on his own qubit. Each 606 player has its own qubit that is entangled using the known J operator. In this case, Alice (or Player 1) 607 has her qubit in state |0 and Bob (or Player 2) has his in state |1 .
608
The actions of each player are expressed using unitary operators that can take infinitely many 609 values according to the scheme described by Eisert et al. in [2] . This scheme was criticized in [3] (in 610 which a subsequent reply from Eisert et al. followed [36] ), due to the restrictions imposed to players' 611 actions. Albeit the fact that this limitation leads to a slightly different version of the quantum PD game,
612
it is technically correct and has served as a basis model for several other works [5, 28, 50, 66, 67] .
613
We follow the standard quantum setting of the PD game as described in the previous section Here we establish the strategies for the quantum repeated PD game and then we associate them 631 to inputs of quantum automata. First, the symbolic payoff matrix for the quantum PD game is shown 632 in Table 6 , whereas in Table 7 the numerical values for each pair of actions are depicted. Table 6 . The payoff matrix for the quantum PD game, where Players can choose to apply four different actions. C stands for Cooperate, D for Defect, M for the Miracle move, and Q for the Q move. 
633
When multiple stages of a game are taking place and conditional strategies have to be designed,
634
each player tries to avoid successive losses. To achieve this, Player 1 has to know the action taken 635 by Player 2 in the previous round of the game (and vice versa). This cannot be directly observed by 636 himself since the measurement of the state dissolves any information regarding the choices of the 637 actions of both players. Thus, in our setting, every player announces the unitary operator they used in 638 the previous part and it is assumed that they are not lying about it.
639
As already noted, the pure classical strategies Cooperate and Defect, are expressed as U(0, 0) and 640 U(π, 0), where U is the operator of Equation (7).
641
We observe that the cooperate operator:
Preprints ( is the identity operator and the defect operator
resembles the bit-flip operator.
642
Aside from the two classical actions, we have to introduce two purely quantum actions. The first 643 one is the Miracle action [2] that allows the player to always win against the other player's classical 644 strategy. The other action is the Q move and enables the existence of a new Nash equilibrium point 645 that is also a Pareto optimal.
646
We associate the player's strategies with the following unitary matrices:
7. Defining the quantum "disruptive" conditional strategy
647
In this part of the paper we define the "disruptive" conditional strategy, where one players tries Alice either defects, cooperates or uses the miracle move. Then, he continues with Q until Alice chooses again Q.
657
A strategy is actually a rule that dictates a player's reaction to another one's actions. This particular 658 strategy tries to puzzle the other player in order to disrupt the pairs of actions as much as possible,
659
taking into account the fact that for most sequences of strategies, the QQ point will be met since it is 660 the Pareto optimal (and Nash equilibrium in the same time). Thus, Player 1 acts in a disruptive way 661 trying to take advantage of the fact that a rational Player 2 will strive for the Pareto optimal condition.
with a probability cut-point λ = 1 in each case. Again, measurement is performed with respect to the 674 orthonormal basis of the automaton's states, after µ input symbols are consumed by the automaton. Table 8 arise.
681 Table 8 . Representation of quantum actions using letters.
This in turn leads to Table 9 of possible outcomes of the game (according to the payoff matrix of 682   Tables 6 and 8) , where each possible pair of outcomes is associated to a letter:
683 Table 9 . Associating a letter to each possible outcome of the quantum PD game. The automaton for this scenario is the same as M 2 , where the unary language a m is accepted with 693 probability 1. For this scenario all we have to do is to replace the letter a with d (that is d m ).
694
For the below scenario, Player 2 always cooperates. 
and This series yields the language eag m−2 . The associated µ-periodic quantum automaton M 9 is the tuple
, and This series yields the language, which is the same one with the µ-periodic quantum automaton M 8 . Again, we have a similar association with the M 2 , since the language is the (e m ).
765
In the same manner, below there is the setting where Player 2 always applies the miracle move. Again, we meet a mirror of the M 1 automaton, for the language ( f c m−1 ).
770
When Player 2 always applies the Q move, we have: This series yields the language (eagica) m ), where |eagica| is the length of the substring eagica. The 795 associated µ-periodic quantum automaton M 10 is the tuple (Q={q 0 , q 1 }, Σ={e,a,g,i,c}, U δ ={U e , U a , U i , U h },
,
, .
804
For this particular scenario the measurement period µ has to be a multiple of the length of the substring 805 eagica for the measurement to return an accepting outcome with probability 1. This means that the 806 read symbols (or the number of PD stages) have to be multiples of this length (in this case |eagica| = 6).
807
Then, Player 2 chooses the Tit for Tat with the Q as an initial move. In this scenario, the language is similar to the previous one, thus, it is associated to the same automaton 811 M 10 , this time the language is ((agicae) m ). For this case the language is (d f cb m ), which is quite similar to the one of the M 3 automaton (which 818 was for the (bdca) m ).
7.3. Notes from applying the "disruptive" conditional strategy
820
In the previous section we analyzed the evolution of the quantum PD game when it is repeatedly 821 played, assuming that each player follows a deterministic conditional strategy, different in each 822 scenario. In particular, we tested the proposed "disruptive" quantum strategy in contrast to other 823 pro-cooperation quantum strategies, like the quantum Tit for Tat, etc. These strategies (always 824 cooperate, always defect, quantum Tit for Tat, quantum Pavlov, and quantum reversed Tit for Tat) 825 were simply the quantum analogues of the standard ones, whereas new ones were also introduced 826 (the always miracle action and always Q action).
827
At first, we observe that the proposed strategy leads to low level of disruption for the Player who 828 chooses to follow it against the always defect strategy, whereas it does not seem to have any impact 829 when always cooperate is followed by the other player. This highlights the fact that the disruptive 830 strategy can have no effect when the other player has purely cooperative purposes and does not care 831 for rational actions. This also holds in case Player 2 follows the always miracle action. For these two 832 scenarios the disruptive strategy is weak, but we note that since the quantum PD game as presented strategy (there would not be any rational strategy to "disrupt").
837
On the other hand, the quantum disruptive conditional strategy fails to complete its mission for 838 both the quantum versions of Pavlov (which is not surprising given the Pavlov's character). Against 839 the quantum Tit for Tat versions, there is a balance regarding the gains for each player, which also 840 holds for the quantum reversed Tit for Tat.
841
When the disruptive player becomes more disruptive in subsection 7.2, we now have a better result 842 for Player 1 when he competes against the always miracle and always Q strategies (i.e., disruption is 843 achieved). Player 1 has also better results against the quantum Pavlov case, whereas for the Tit for Tat 844 case, the results are roughly the same as in the simple disruptive policy. 
Conclusion
846
Game theory is an umbrella term that covers many scientific fields and branches. When infused 847 with traces of quantum computation (or more generally quantum mechanics), then we may speak of 848 quantum game theory. The well-known prisoner's dilemma problem is one of the most studied games 849 and its quantum analogue has been already proposed [1, 2, 5, 19, 38] . Since then, it has attracted a lot of 850 attention due to some interesting and counter-intuitive results, like the coincidence of a Pareto optimal 851 point with a Nash equilibrium point for particular instances of this game.
852
The repeated versions of these games, especially in the classical setting, have also been under the 
858
In this work we propose a new conditional strategy that is applied in the quantum setup of 859 the prisoner's dilemma game. This "disruptive" quantum strategy is defined and, subsequently, its 860 behavior is compared against other strategies that are properly adjusted to fit in the quantum frame of 861 the game. It is shown that this strategy is able to diverse the other player, under the assumption that
862
Player 2 follows some known conditional strategy. Finally, the outcomes of these scenarios, along with 863 scenarios from the classical setting of the PD game, are associated to a variant of quantum automata, 864 namely the periodic quantum automata, which emphasizes the connection among formal methods of 865 state machines with aspects of game theory.
866
We expect this association to prove quite handy in analyzing distinct plays by players using 867 compact computation schemes, since the periodic quantum automata, albeit weak regarding the recognizing spectrum, are small in size. The results presented in this paper should be useful to anyone 869 studying the repeated version of the quantum PD, providing some noteworthy material and new 870 insights for particular cases. In general, having quantum automata that are able to process and decide 871 inputs related to the repeated form of PD could have an impact on evaluating efficiently and in a 872 sophisticated way such conditional strategies. 
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