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Ce travail s’inscrit dans un cadre de recherche global du génome humain.  Il s'intéresse 
particulièrement à l'identification de milliers de gènes qui demeurent toujours inconnus à 
ce jour.  Afin de pouvoir effectuer cette tâche sur une plateforme informatique, les 
séquences d’acide désoxyribonucléique (ADN) seront traitées comme étant des signaux 
pour permettre l’usage des techniques en traitement numérique de signaux (TNS).  Cette 
approche permettra de réduire les coûts et surtout, le temps que prennent les chercheurs 
à trouver un gène impliqué dans une maladie. 
 
Le projet est divisé en deux volets.  Le premier volet de cette recherche  consiste à réduire 
de façon importante les temps de calcul de certains algorithmes en bio-informatique.  
Cette recherche propose une méthode de mise en œuvre des algorithmes de prédiction 
de gènes en parallèle avec le logiciel MATLAB.  Les approches proposées sont basées soit 
sur l’algorithme de Goertzel ou de FFT en utilisant diverses procédures de parallélisme sur 
une unité centrale de traitement (CPU) et à une unité de processeur graphique (GPU).  Les 
résultats montrent que l’utilisation d’une approche simple, c’est-à-dire sans modification 
de l’implémentation dans MATLAB, peut nécessiter plus de 4 h et demie pour le 
traitement de 15 millions de paires de bases (pb) alors qu’une implémentation optimisée 
peut effectuer la même tâche en moins d’une minute.  Nous avons obtenu les meilleurs 
résultats avec l’implémentation sur GPU qui a pu compléter l'analyse en 57 s, ce qui est 
plus de 270 fois plus rapide qu’une approche conventionnelle.   
 
Ce premier volet de recherche propose deux stratégies pour accélérer le traitement des 
données du génome humain et s’appuie sur les différents mécanismes de parallélisation.  
Lorsque l'implantation se fait avec un CPU, les résultats indiquent qu'il serait préférable 
d'utiliser une fonction de bas niveau (MEX) afin d'augmenter la vitesse d’exécution.  De 
plus, l'usage des boucles parallèles (PARFOR) doit être effectué dans un ordre précis pour 
bénéficier au maximum du parallélisme dans l’implantation de Goertzel.  Lorsque 
l'implantation est exécutée sur le GPU, les données doivent être segmentées en plus 
petits blocs afin d'optimiser les temps de traitement.  En effet, les blocs qui sont trop gros 
risquaient de dépasser la taille de la mémoire tandis que des blocs trop petits ne 
permettaient pas à l'usager de bénéficier pleinement du parallélisme.  
 
Dans le second volet, nous avons poursuivi avec l’implantation d’un second algorithme qui 
permet de cibler les régions susceptibles à la présence de gènes.  Cet algorithme se base 
sur les hexamères qui sont de courtes séquences d’ADN composées de 6 nucléotides.  De 
toutes les variations d’hexamères possibles (4096), seulement 40 de celles-ci se 




retrouvent plus souvent dans les régions codantes que non codantes.  Les autres 
hexamères se retrouvent autant dans les introns que dans les exons.  Il est donc possible 
de survoler les séquences d’ADN et, selon la présence ou l’absence de certains 
hexamères, de prédire quelles régions sont codantes.   
 
Lors de la superposition des deux approches, soit l’analyse en fréquence et l’analyse des 
hexamères, il est possible de mieux cibler les zones où l’on peut retrouver de nouveaux 
gènes.  Les analyses effectuées avec les différents algorithmes présentent des valeurs qui 
témoignent de la probabilité de retrouver un gène dans une région donnée.  Pour 
compléter le processus de prédiction, il est important de déterminer un critère à partir 
duquel le programme décide qu’il s’agit réellement d’un gène.  Ce critère est basé sur 
trois paramètres, soient le seuil positif, le seuil négatif et taille de la fenêtre.  Afin de 
déterminer les valeurs optimales, les trois  paramètres ont été balayés et la meilleure 
combinaison a été identifiée.  
 
L’approche proposée dans ce mémoire permet d’analyser de grandes séquences d’ADN en 
peu de temps afin d’identifier des zones susceptibles de coder  un gène.  Ce processus est 
important puisqu’on estime qu’il reste encore quelques milliers de gènes inconnus qui 
peuvent être responsables de plusieurs maladies génétiques.  Nous espérons que ce 
travail contribuera à la découverte de nouveaux gènes pour ainsi mieux diagnostiquer 
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La génétique moderne remonte aux travaux de Mendel qui fut le premier à établir les lois 
de l’hérédité [1] [2] [3].  À l’époque, ses travaux sur le pois cultivé (Pisum sativum) 
passèrent presque inaperçus.  La redécouverte des lois de Mendel en 1900 par de Vries a 
permis à celui-ci de développer la théorie de la mutation [4] [5] [6].  Par la suite, ce sont 
les travaux de T. H. Morgan qui permirent d’établir la théorie chromosomique de 
l’hérédité c’est-à-dire que les gènes sont organisés en série linéaire le long des 
chromosomes.  Ses travaux de recherche ont été réalisés en utilisant la mouche à vinaigre, 
Drosophila mélanogaster [7].  L’ensemble de son œuvre fut publié en 1915 [8].  Par la 
suite, plusieurs chercheurs participèrent à la démonstration que l’ADN  était la substance 
de l’hérédité [9].  C’est en 1953 que la structure de l’ADN a été décrite par Watson et Crick 
[10].  Dans les années 1960, de nombreux mécanismes de base impliqués dans 
l’expression des gènes furent expliqués.  Du milieu jusqu’à la fin du 20e siècle nous 
assistons à une explosion dans l’avancement des connaissances en biologie moléculaire.   
 
De ces découvertes fondamentales en biologie découle la mise au point d’une multitude 
d’outils en biologie moléculaire.  L’application de ces découvertes a permis la réalisation 
de cartes génétiques.  Les premières cartes furent appliquée notamment chez les grandes 
monocultures en agroalimentaire telles que la pomme de terre, la tomate, etc. pour 
l’identification des gènes de résistance aux maladies[11] [12].  Les chercheurs ont élucidé 
de nombreux mécanismes de l’expression des gènes, le développement de techniques 
permettant la manipulation de ces gènes ainsi que de nombreuses applications médicales 
et en agriculture tels que les OGM (organismes génétiquement modifiés). 
 
Les bactéries ont été les premiers organismes à être génétiquement modifiées [13][14].    
Une des grandes avancées à la fin du siècle dernier a été le développement des méthodes 
pour le séquençage de l’ADN.  Ces techniques permettent de déterminer l’ordre des 
nucléotides (A, T, G, C) c’est-à-dire la séquence exacte d’un fragment d’ADN.   
 
Le projet du génome humain ‘The Human Genome Project‘ (HGP) débutât dans les années 
1990, et consistait à déterminer la séquence complète du code génétique (ADN) chez 
l’homme.  La première carte génétique de l’homme a été publiée par Schuler et coll. en 
1996.  Plus de 2000 scientifiques, et au-delà de 20 instituts provenant de six pays 
collaboraient à la première ébauche du génome humain [15] [16].  L’achèvement du 
projet de séquençage du génome humain a bénéficié de l’utilisation des installations de 
séquençage ainsi que de ses ressources considérable afin d’effectuer des projets encore 
plus ambitieux [17].  Un exemple d'un tel projet a pour objectif de séquencer la totalité 




des microbes du  corps humain permettant une vue de l’homme comme étant un super-
organisme [17] [18].    
 





Figure 1: Structure du génome humain. 
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Chez les eucaryotes1, dont les humains font partie, l'ADN se trouve dans le noyau des 
cellules (figure 1).  L'ADN est composé de 23 paires de chromosomes.  Ces chromosomes 
sont constitués de gènes et de régions intergéniques.  Les gènes des eucaryotes sont 
composés d’exons et d’introns.  Les exons contiennent les informations nécessaires à la 
synthèse des protéines.  Dans les régions codantes (exons), chaque groupe de trois bases 
(aussi connu sous le nom codon) forme un acide aminé (AA) et ce sont ces AA qui forment 
les protéines (voir annexe 1).  
  
Tel que mentionné, les AA sont composés d’une série de trois bases, permettant au code 
génétique d’avoir 43 = 64 variations différentes.  Malgré cela, il n’y a que 20 sortes d’AA.  
On dit donc que le code est dégénéré, puisqu’il y a plusieurs séquences qui encodent pour 
le même acide aminé (voir tableau 1).  De plus, dans l’annexe 1, nous pouvons voir les 
différentes notations pour le code génétique. 
 















                                                     
1
 Les eucaryotes se caractérisent par la présence d’un noyau qui est délimité par une double membrane 
appelée enveloppe nucléaire.  Dans le noyau il y a les chromosomes et la grande majorité des gènes 




























Le génome humain complet a été séquencé il y a une douzaine d’années.  Cela signifie que 
l’ordre des trois milliards de nucléotides qui constituent le code génétique est connu.  Il 
reste cependant à identifier tous les fragments qui codent pour des protéines.  Le 
regroupement de ces sections courtes forme ce qu’on appelle un gène. 
 
Les chercheurs du Genoscope ont été parmi les premiers à suggérer, en 2000, un nombre 
total de gènes  humains de l’ordre de 30000 [19], soit une valeur bien inférieure aux 
estimations (centaine de milliers) qui avaient cours à cette époque [20] [21].  Aujourd’hui, 
nous estimons avoir trouvé près de 20000 gènes humains.  Certains suggèrent qu’il n’y a 
approximativement que 5000 gènes qui ont un rôle dans les maladies héréditaires. 




Ce projet de recherche s’intéresse à la prédiction de gènes de façon informatisée en 
utilisant des ordinateurs conventionnels.  Il existe déjà plusieurs programmes qui peuvent 
identifier des gènes, mais ceux-ci sont souvent limités par des contraintes telles que la 
vitesse d’exécution, la taille des séquences à analyser, la précision de l’emplacement du 
gène et la difficulté de détection des petits gènes (moins de 100 pb). 
 
L’objectif de cette recherche est donc de développer des outils de bio-informatiques afin 
d’identifier des gènes impliqués dans l’apparition des maladies héréditaires mono 
géniques.  Ces outils seront développés pour être plus simple, plus rapide et conçus pour 
opérer sur des ordinateurs de bureau.  Les groupes de recherches dans le domaine de la 
génétique pourront ainsi avoir accès aux programmes et les utiliser avec un minimum de 
formation.   
 
Afin de respecter les contraintes énumérées précédemment, nous devons tenir compte 
des caractéristiques suivantes :  
 
 Facile à installer localement; 
 capacité à former et à tester les programmes de façon indépendante; 
 la disponibilité du code source; 
 les vitesses de traitements rapides; 
 la liberté de restrictions de licences. 




2 Revue de la littérature 
 
2.1 Approche classique 
  
Les stratégies en biologie moléculaire pour l’identification d’un gène sont nombreuses, 
complexes, longues et très coûteuses.   Cette section décrit les grandes étapes d’une de 
ces stratégies pour l’identification d'un gène impliqué dans une maladie héréditaire mono 
génique.  La figure 2 résume les principales étapes de ce processus.  Pour commencer, une 
des étapes importantes, est l’identification des personnes affectées par la maladie étudiée 
et recenser le maximum d’individus qui ont des liens de parenté avec les personnes 
recrutées pour le projet.  Les personnes concernées seront rencontrées pour obtenir un 
maximum d’informations.  
 
L’étape subséquente implique une prise de données biologiques telle qu’une biopsie ou 
des analyses sanguines afin d’établir le bon diagnostic.  L’extraction de l’ADN génomique 
des participants se fait à partir d’une prise de sang (5-10 ml).  Ce sang est composé de 
deux groupes principaux de cellules : les globules rouges qui sont les plus nombreux (plus 
de 98%) et les globules blancs (moins de 2 %).  Les globules rouges n’ont pas de noyau 
donc ne possèdent pas d’ADN. Seuls les globules blancs possèdent un noyau contenant de 
l’ADN.  C’est à partir de ces cellules que nous obtiendrons l’ADN génomique des 
participants [23].  Le temps pour effectuer le travail dépendra du nombre d’échantillons 
prélevé, soit d’environ 1- 2 mois.  
 
 
Il existe des régions dans l’ADN humain qui sont facilement identifiables et qui sont situés 
à des endroits bien connus.  Ces fragments appelés marqueurs, peuvent être, par 
exemple, des gènes déjà connus.  La banque de données du ‘National Center for 
Biotechnology Information’ (NCBI) nous permet de localiser ces régions chromosomiques 
qui ont déjà été identifiées.    
 
Il est connu que les structures génétiques proches l’une de l’autre sur un brin d'ADN ont 
tendance à être transmis ensemble de façon héréditaire.  Par conséquent, les marqueurs 
génétiques  qui  sont  situés  près  du  gène  responsable  de  la maladie seront souvent 
transmis lors de la transmission de la maladie.  La stratégie est donc de suivre les 
marqueurs et de voir quels marqueurs sont le plus souvent (voire toujours) présents chez 
une personne malade.   
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Figure 2: Approche classique. A) Information, B) Candidats et matériel biologique,  
C) Criblage du génome. 
 
Grâce à la banque de données du NCBI il est possible de sélectionner de nombreux 
marqueurs moléculaires2 couvrant l’ensemble du génome humain afin d’identifier 
lesquelles sont associées à la maladie.  Ceci est possible en identifiant les individus 
atteints et les individus sains d’une même famille et par la suite procéder au criblage du 
génome.   Ce travail est très fastidieux et très couteux.  Lorsque la région recherchée est 
                                                     
2
 Un marqueur moléculaire est un marqueur génétique composé de fragment d’ADN qui sert de repère sur 
les chromosomes.   




identifiée, il faut procéder par sous-clonage3 de cette région chromosomique, 
l’hybridation moléculaire4 des différentes banques ADN et finalement effectuer le 
séquençage des fragments d’ADN afin d’identifier la mutation responsable de la maladie.  
Cette section de travail qui mène à la découverte d’un nouveau gène peut prendre une ou 
deux autres années de travail.   
 
2.2  Prédiction de gènes à partir d’une plateforme informatique  
 
La fin du 20e et le début du 21e siècle furent témoins d’extraordinaires découvertes en 
sciences fondamentales et plus particulièrement en biologie moléculaire et en 
informatique.  Les dérivés de l’informatique sont devenus des outils quotidiens.  
 
De nos jours, plusieurs centres de recherche séquencent des génomes de façon régulière.  
Cette masse d’information qui afflue sans cesse justifie un besoin de développer des outils 
informatiques pour l’analyse de ces séquences.  Outre son intérêt dans la communauté 
scientifique, la génomique et la prédiction de gènes sont d’une importance considérable 
pour la santé humaine et la médecine.  Les gènes, qui ont une importance cruciale dans la 
fabrication des protéines, font l’objet de nombreuses recherches pour différencier les 
régions codantes de celles non codantes de l’ADN.  Depuis le projet du génome humain, 
plusieurs chercheurs croient qu'il est possible d'effectuer la prédiction de gènes à partir 
d'une plateforme informatique. 
 
2.2.1  Approches existantes en bio-informatique pour la détection de gènes  
 
Les approches de détection de gènes peuvent être divisées en deux classes : prédiction 
par similitude (extrinsèque) et prédiction ab initio (intrinsèque).  Cette dernière est basée 
principalement sur la reconnaissance des signaux fonctionnels des gènes ainsi que la 
structure et l’organisation de ceux-ci.   
 
Les approches extrinsèques permettent d’identifier des gènes en fonction de leur 
similitude à des gènes connus dans des bases de données existantes (ADN génomique, 
ADNc, dbEST de l’anglais data base Expressed Sequence Tag ou de protéines).  Pour ce 
faire, nous utilisons des algorithmes d’alignement de séquence, comme l’algorithme Basic 
Local Alignement Search Tool (BLAST), permettant d’identifier les régions similaires entre 
deux ou plusieurs séquences d’ADN. 
                                                     
3
 Le sous clonage consiste à insérer dans un nouveau vecteur un fragment d’ADN déjà isolé. 
4
 L’hybridation moléculaire est une technique qui utilise la propriété d’appariement entre les bases 
complémentaires des deux brins d’ADN (A-T, G-C).  Cette technique permet d’identifier et de localiser un 
fragment d’ADN plus ou moins grand.   





Dans ce travail de recherche nous nous intéressons principalement aux méthodes 
intrinsèques. C’est la raison pour laquelle les sous-sections suivantes décrivent les 
méthodes intrinsèques les plus importantes.  La section 2.2.1.6 discute 
exceptionnellement d’une méthode extrinsèque.  Celle-ci n’a pas été omise due à son 
importance dans le domaine de la prédiction des gènes. 
 
2.2.1.1 Méthode avec chaîne de MARKOV 
 
Le modèle de Markov est un modèle statistique qui suppose que les états futurs sont 
déterminés uniquement par les états présents et passés.  Pour la prédiction de gènes, le 
modèle de Markov suppose que la probabilité d’un nucléotide spécifique se trouvant à 
une position donnée ne dépend que de la valeur des k nucléotides précédentes.  Un tel 
modèle est défini par les probabilités conditionnelles P (X|k nucléotides précédents), soit 
X1 le premier nucléotide d’une séquence d’ADN, de loi de probabilité ʎ = (ʎa, ʎc, ʎg, ʎt,) où 
ʎa = P(X1 = a), ʎc = P(X1 = c), ʎg = P(X1 = g), ʎt = P(X1 = t), avec ʎa + ʎc  + ʎg + ʎt = 1 et ʎa, ʎc, ʎg, 
ʎt ≥ 0 [24] [25].  Il existe plusieurs variantes du modèle de Markov et celles-ci sont 
présentées dans le tableau 2. 
 
Tableau 2: Modèles de Markov 
Matrice de pondération 
(PWM) 
Modèle de Markov pour 
trois positions 








de Markov (IMM) 
Modèle de Markov 
cachés généralisé 
(GHMM) 




Légende: PMW, Positional weight matrices; WAM, Weight array model; IMM, interpolated Markov model; 
SMCRF, Semi-Markov conditional random field; EHMM, Evolutionary Hidden Markov Models 
 
Afin de construire un modèle de Markov, un ensemble de séquence d’apprentissage est 
nécessaire.  Ces séquences peuvent provenir de n’importe quelle espèce mais il est 
préférable d’utiliser celles provenant  d’espèces apparentées du point vue évolutif [26].  
  
2.2.1.2  Méthode de la courbe-Z 
 
La méthode de la courbe Z est un outil puissant pour la visualisation et l’analyse de 
séquences d’ADN.  Cette méthode a été appliquée sur plusieurs génomes avec et sans 
introns [27] tel que celui du génome humain [28], celui de la levure [29] ainsi que celui de 




la bactérie Vibrio cholerae responsable du choléra chez l’homme [30].  Pour une séquence 
d’ADN donnée, nous avons une représentation unique de la courbe tridimensionnelle (X, 
Y, Z) [31] [32].  Chaque composante a une fonction biologique spécifique.   La composante 
X affiche la répartition des bases purine-pyrimidine, la composante Y affiche la 
distribution des bases de type amino-céto tandis que la composante Z affiche la 
distribution des bases de types hydrogènes (H) liaison faible–forte le long de la séquence. 
L’un des avantages de la courbe Z  est que l’interprétation des résultats est intuitive.  Les 
courbes Z des génomes peuvent être visualisées sur un ordinateur ou sur une feuille de 
papier, quelle que soit la longueur du génome.   
 
2.2.1.3  Méthode des réseaux de neurones 
 
Un réseau de neurones artificiels (artificial neural network, ANN) est un modèle de 
traitement de l’information pour présenter des relations d’entrée-sortie complexes.  C’est 
un modèle de calcul dont la conception est schématiquement inspirée du fonctionnement 
des neurones biologiques.  Les réseaux de neurones sont généralement optimisés par des 
méthodes d’apprentissage de type probabiliste, en particulier bayésien5.  Les réseaux de 
neurones mettent en œuvre le principe d’induction, c’est-à-dire l’apprentissage par 
l’expérience.  Donc, plus on entraine notre système, plus il est efficace jusqu’au point où 
le modèle sature.  Cette approche demande beaucoup d’information dès le début afin 
d’entrainer notre système de réseau neural.  Un problème qui revient est le 
chevauchement de certain exons qui donne souvent de faux positifs (communément 
appelés erreurs de type II) [33].  Un des désavantages de cette méthode est que la 
capacité de traitement limitée.  En effet, les réseaux de neurones ont un temps 
d’exécution élevé et sont souvent incapables de traiter de longues séquences d’ADN [34].   
 
2.2.1.4 Méthode des hexamères 
 
Dans les régions codantes, un regroupement de trois bases spécifie le type d'acide aminé 
qui sera produit.  Certaines combinaisons sont plus propices que d’autres de se retrouver 
dans un gène.  Prenons comme exemple les codons-stops.  Si l’un de ceux-ci se retrouvait 
au centre d’un exon, il y aurait arrêt de la transcription empêchant ainsi la production de 
la protéine décrite par le gène. Il serait donc impossible de retrouver un codon-stop à 
l'intérieur d'un exon.  De plus, nous savons que certains acides aminés peuvent être 
composés de plusieurs combinaisons de pb (par exemple, l'alanine peut être codée de 4 
façons différentes, voir annexe 1).  De ces combinaisons, certaines sont plus communes 
que d'autres.  En analysant la distribution des pb dans les régions codantes et non 
                                                     
5
 L'inférence bayésienne est une méthode d'inférence permettant de déduire la probabilité d'un événement 
à partir de celles d'autres événements déjà évalués.  Elle s'appuie principalement sur le théorème de Bayes. 




codantes, il serait possible de prédire si une séquence d'ADN est codante ou pas. 
L’ensemble de ces informations nous amène à une autre approche qui a été développée 
pour l’identification des gènes, soit l’analyse par hexamères. 
 
Les hexamères sont de courtes séquences d’ADN composées de 6 nucléotides.  Le nombre 
d’hexamères que l’on peut retrouver avec les 4 types de base (A, T, G, C) est de 46.  
Certaines de ces combinaisons se retrouvent de façon préférentielle dans les régions 
codantes.  Il serait possible d’attribuer une pondération aux hexamères selon qu’ils se 
trouvent plus souvent dans les régions codantes ou pas.  Cette pondération pourra donc 
être utilisée pour identifier les régions codantes, permettant ainsi de cibler des zones qui 
auront les caractéristiques recherchées pour l’identification des gènes. 
 
Dans une étude, des chercheurs ont évalué 19 algorithmes différents pour l’identification 
des gènes.  Le nombre de gènes détectés avec les hexamères était excellent avec un taux 
de succès de 91.5% pour des gènes ayant 192 pb. [35].  Compte tenu de sa bonne 
performance, la méthode des hexamères est une méthode à privilégier.   Il faut dire 
également que les analyses d’hexamères possèdent 4096 combinaisons différentes, ce qui 
augmente nos chances d’identifier un gène, mais le temps de calcul est plus long que les 
FFT. 
 
2.2.1.5 Analyse en fréquences 
 
Il a été observé que les arrangements des nucléotides dans les régions codantes ont une 
certaine périodicité.  Ceci est dû à la périodicité de trois bases qui forment les différents 
AA que nous retrouvons dans les régions codantes  [36].  Cette périodicité peut aussi être 
observée dans le domaine fréquentiel comme étant une région de forte amplitude située 
au tiers de la fréquence d’échantillonnage, ce qui correspond aussi au tiers du nombre 
d’éléments considérés  [37].  Selon cette observation Tiwari et al. (1997) [38] ont analysé 
plusieurs séquences d’ADN de différents organismes et proposent que toutes les régions 
codantes possèdent cette même caractéristique.   
 
Pour détecter cette périodicité, et donc identifier les régions codantes, il est possible 
d’effectuer une analyse de fréquence en utilisant la transformée de Fourier discrète (DFT).  
Puisque les calculs de la DFT ne sont pas efficaces, la FFT est plus souvent utilisé [39] [40] 
[38] [41] [42].  Les résultats de la FFT sont ensuite analysés afin de déterminer s’il y a 
effectivement une périodicité de trois. 
 




Pour effectuer une analyse par FFT, il faut découper le signal en petites fenêtres.  Il a été 
démontré que la forme et la longueur des fenêtres affectent les résultats de prédiction 
[38] [43] [44] [45].  La forme de la fenêtre est souvent décrite comme étant un filtre de 
fenêtrage.  Ces filtres permettent d’obtenir de meilleurs résultats [46] [47] [48].  L’autre 
caractéristique importante est la longueur de la fenêtre L pour les analyses des séquences 
génomiques.  Plusieurs tests avec des longueurs variables de la fenêtre ont été effectués 
avec des séquences génomiques de levures et de virus.  Quelques régions codantes ont 
été identifiées avec une fenêtre inférieure à L=300 pb.  Lorsque celle-ci est inférieure à 
250 pb on observe une amplification du bruit de fond et des chevauchements entre les 
régions codantes contigües surviennent avec une longueur de fenêtre supérieure à L=400 
pb [38].  Donc, pour ces raisons, plusieurs groupes de recherche ont proposé des analyses 
avec une fenêtre L=351 pb.  La FFT est effectuée pour une taille de fenêtre donnée et 
cette fenêtre est déplacée jusqu’à ce que la séquence complète soit évaluée. 
 
Bien qu’il existe plusieurs solutions dans la littérature qui donnent de bons résultats, ils 
sont souvent limitées à de petites séquences de quelques milliers de pb [41] [49] [50]. 
L’approche par la FFT, par contre, n’a pas cette limite.  Par contre, il a été observé que 
l‘utilisation seule de la méthode de Fourier ne permet pas la détection des sites 
d’épissage.  Une autre limitation de la FFT est qu’elle n’est pas en mesure d’identifier les 
gènes dépourvus de périodicité de 3 [51].   
 
2.2.1.6  Méthodes GENSCAN et TWINSCAN (extrinsèque) 
 
Le programme GENSCAN est un outil informatique qui utilise une méthode extrinsèque 
[52] pour l’identification des structures exon/introns d’un gène dans l’ADN génomique.  
Avec ce programme, il est possible de prédire plusieurs gènes dans une séquence et de 
prédire des gènes partiels même ceux qui sont présents sur l’un ou l'autre des brins.  De 
plus, Flicek et coll. 2003 ont mis au point l’algorithme TWINSCAN [53] permettant de 
repérer les séquences qui sont semblables à des gènes connus chez une autre espèce.  Les 
séquences semblables entre deux génomes (l’homme et la souris, par exemple) 
permettent d’identifier des régions homologues pour des séquences connues.  Le 
problème réside dans le fait que l’approche est effectuée par homologie ce qui a pour 
conséquence qu’une comparaison doit être faite avec une base de données existante.  
GenomeScan est un autre outil qui utilise la méthode extrinsèque et qui permet 
d’identifier avec précision les structures exon-intron de gènes [54].  Une lacune du 
programme GenomeScan est son incapacité à reconnaître les différentes variantes de 
gènes.   
  




3 Approche proposée 
 
L'approche proposée dans ce mémoire est de procéder en deux étapes.  Dans un premier 
temps, nous proposons utiliser l'approche par analyses en fréquences.  La simplicité de 
cette approche laisse croire qu'elle pourrait être utilisée pour une analyse sommaire 
rapide.  La difficulté avec une telle approche est que la délimitation des zones codantes et 
non-codantes n’est pas toujours bien définie.  Nous proposons donc utiliser une deuxième 
technique, qui est basée sur d'autres caractéristiques du génome, pour effectuer la même 
tâche.  Cette technique, appelée l'approche par hexamère, permet elle aussi de détecter 
des régions codantes.  Ces informations seront amalgamées pour finalement obtenir des 













Séquence < 100 Kb
 
 
Figure 3: Compilation des données (fréquence et hexamères). 




4 Analyse en fréquences pour l’identification d’un gène 
 
4.1 Création des vecteurs  
 
Afin de pouvoir effectuer l'analyse en fréquences sur des séquences d'ADN, ces séquences 
doivent tout d’abord être converties sous une forme numérique.  Plusieurs systèmes de 
représentation numérique ont été proposés [55] [56] [37] [57] [58].  Le schéma de 
représentation de Voss  [37] est l’un des plus populaires en raison de sa simplicité et des 
bons résultats qu'il permet d'obtenir.  En utilisant cette approche, une séquence d’ADN 
est transformée en quatre vecteurs binaires correspondant aux quatre bases (A, T, G, C).  
Dans le vecteur binaire de la base X, la présence de cette base particulière à la position 
donnée est représentée par un 1 et l’absence de cette base est représentée par un 0 [37].  
Le tableau 3 donne un exemple pour illustrer le processus: la séquence ATCTGGA a été 
décomposée en quatre vecteurs XA(n), XC(n), XG(n) et XT(n). 
 
Tableau 3: Séquence d’ADN convertie en ses homologues binaires. 
Séquence A T C T G G A 
XA(n) 1 0 0 0 0 0 1 
XC(n) 0 0 1 0 0 0 0 
XG(n) 0 0 0 0 1 1 0 
XT(n) 0 1 0 1 0 0 0 
 
4.2 Méthodes d’analyse en fréquences 
4.2.1 DFT 
 
Pour faire une analyse en fréquences, il est possible d'utiliser la DFT.  Pour analyser le 
spectre de fréquences d’une séquence d’ADN f(n) de longueur N, il faudrait utiliser 
l’équation suivante : 
Équation 1 
 
𝐹(𝑘) =  ∑ 𝑓(𝑛) ∗  𝑒𝑖  ( 
2𝜋
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Dans la formule de la DFT, nous avons la représentation du vecteur en entrée f(n) et de 
l’exponentielle complexe (voir annexe 4).  L’équation (1) peut être utilisée pour le calcul 
d’une DFT pour chacun des quatre vecteurs binaires soit FA(k), FT(k), FG(k) et FC(k).  Pour 
quantifier une périodicité de 3 dans les exons d’une séquence d’ADN, il faut que le 
coefficient k corresponde à N/3 (où N est la longueur de la séquence et est choisi pour 
être un multiple de 3).   
 
La totalité du spectre combine les amplitudes au carré des DFT individuels i.e. FA(k), FT(k), 





2 , 𝑚 ∈ {𝐴, 𝑇, 𝐺, 𝐶} 
4.2.2 FFT 
 
L’algorithme pour effectuer une DFT n’est pas efficace en termes de temps de calcul. Pour 
effectuer une analyse en fréquence, la DFT est souvent remplacée par la transformation 




















L'application de la FFT se fait normalement avec une opération papillon, tel qu'illustré à la 
Figure 4.  La figure montre une FFT à 2 points.  
 
 















Exemple de calcul : 
 
𝐾[0] = 𝑋[0] + 𝑋[1] 









𝐾[0] = 𝑋[0] + 𝑋[1] ∗ 𝑊𝑛
𝑘 
𝐾[1]  =  𝑋[0]  − 𝑋[1]  ∗  𝑊𝑛
𝐾  
 
 𝐾[0] = 𝑋[0] + 𝑋[1] ∗  𝑊2
1 
 𝐾[1] = 𝑋[0] − 𝑋[1] ∗  𝑊2
1 
 
Les opérations en papillon peuvent être combinées afin de calculer des FFT à 4 et à 8 












Figure 5: Construction d’un diagramme à 2, 4 et 8 points 
 
4.2.3 Algorithme de Goertzel 
 
En plus de la DFT et de la FFT, il existe d’autres algorithmes qui permettent l’analyse en 
fréquences.  Une de ces technique est l’algorithme de Goertzel [59].  L’algorithme de la 
DFT et celle de la FFT calculent l’amplitude et la phase d’une grande plage de fréquences, 
tandis que l’algorithme de Goertzel fait le calcul pour une fréquence spécifique 
prédéterminée.  L’algorithme de Goerzel est implémenté comme un filtre IIR (Réponse 
Impulsionnelle Infinie) du second ordre.  Pour chacune des fréquences, il nécessite 




































































































De plus, cet algorithme n’a pas besoin d’emmagasiner les N échantillons avant de pouvoir 
calculer la sortie du filtre, contrairement à la DFT.  L’algorithme de Goerzel est un 




L’application de l’algorithme est faite à partir des équations 4 et 5.  La première étape est 




       2cos(2 ) 1 2ny n x n f y n y n      
      
Après avoir effectué le traitement de N éléments en utilisant l’équation (4), le résultat de 
l'analyse en fréquences est obtenu avec l’équation suivante, où Px est la puissance à la 





1 1*x N N N NP y y y y     
        
Les quatre valeurs de PX, qui correspondent aux quatre bases, sont alors additionnées 
ensemble pour obtenir la mesure du contenu spectral.  
 
La performance des algorithmes de Goertzel est souvent supérieure à celle de la FFT, 
surtout lorsque le nombre de fréquences à analyser est faible.  Par exemple, des 
chercheurs ont optimisé une nouvelle structure de l’algorithme de Goerzel pour l’analyse 
des BIST (Built-IN Self-Test) ou BOST (Built-Off Self-Test) et l’ont comparé à la 
performance avec la FFT.  Par rapport à ce dernier, l’implantation avec l’algorithme de 
Goertzel a permis de réduire par un facteur de 6 le temps d’un essai de dispositifs 













4.3.1 Fenêtre coulissante 
 
Lorsqu’un signal est trop long ou lorsqu’on ne s’intéresse qu’à une section d’un signal il 
est possible d’utiliser le fenêtrage.  Le fenêtrage sert à découper le signal et à le traiter de 
façon à améliorer les résultats dans le domaine fréquentiel.  Dans une analyse typique, 
une longueur spécifique de base (taille de la fenêtre) est traitée puis la fenêtre est décalée 
d’une base le long de la séquence et le traitement est répété jusqu’à la fin de la séquence 
(voir figure 6).  Il serait possible d'augmenter le décalage de la fenêtre pour la déplacer de 
plus d’une base lorsque l’analyse de la fenêtre est terminée. Par exemple, un décalage de 
deux ou trois bases permettrait d’améliorer le temps de calcul tout en, possiblement, 
conservant le niveau de précision. Par contre, cette analyse n’a pas été effectuée dans ce 
mémoire bien qu’elle puisse faire partie de travaux futurs. 
 
 
Il a été démontré que la forme de la fenêtre et les paramètres de longueur affectent les 
résultats de prédiction d’un gène [43] [60].  Anastassiou (2000) [44], Kotlar et  Lavner 
(2003) [45] ont utilisé une fenêtre rectangulaire dans l’analyse d’ADN en exécutant une 
DFT.  Gunawan et coll. (2007) [61] et Akhtar et coll. 2008 [43] ont de leurs côtés utilisé 
d’autres types de fenêtres tel que Bartlett et Kaiser dans leurs méthodes afin de mieux 
définir les spectres de fréquence des fenêtres.  D’autres fenêtres telles que Gauss, 
Hamming, Hanning et Blackman pourraient également être utilisées pour obtenir des 
caractéristiques différentes.  Dans le cadre de ce projet, pour limiter le temps de 
traitement, nous avons sélectionné une fenêtre rectangulaire.  N’oublions pas que nous 




















Figure 6: Illustration d’une fenêtre coulissante. 
 
4.3.2 Taille des fenêtres 
 
Une des difficultés lors du fenêtrage est la détermination d’une taille appropriée pour la 
fenêtre coulissante.  Un cadre de petite fenêtre provoque davantage de fluctuation des 
données, ce qui entraine des erreurs de prédiction, alors qu’un cadre de fenêtre de trop 
grande taille pourrait nous faire manquer de précision.  Plusieurs groupes de chercheurs 
dont Tiwari et al. et Amastassiou  ont démontré qu’une fenêtre de 351 était un bon choix 
[38] [43] [44].  
 
4.4 Mise en œuvre 
 
Pour effectuer l’algorithme de Goertzel, il existe une fonction fournie avec MATLAB.  En 
analysant cette fonction, il est possible de constater qu’elle effectue beaucoup de 
validations des données avant de faire appel à la fonction GoertzelMEX.  En dressant le 
profil de la fonction Goertzel.m, il a été découvert qu’une longue période de temps est 
consacrée à l’exécution des commandes de validation au lieu de l’algorithme de Goertzel 
lui-même.  Afin d’améliorer le temps de traitement, il nous a été possible de contourner 
les commandes de validation et d’exécuter la fonction GoertzelMEX directement.  Pour ce 
faire, les données envoyées à la fonction GoertzelMEX ont besoin d’être formatées 
correctement puisque le processus de validation n’est plus effectué.  Le temps 
d’exécution est alors considérablement réduit. 
 




MATLAB fournit également une fonction pour calculer la FFT.  L’optimisation de la FFT 
dans MATLAB est extrêmement performante.  Dans un algorithme de prédiction de gène 
typique, l’analyse en fréquence, est effectuée séquentiellement sur une fenêtre de 
données avant de passer à la suivante.  Étant donné que chaque fenêtre est 
indépendante.  Il serait possible de les exécuter en parallèle. 
 
4.4.1 Processeurs multicoeurs 
 
Depuis les dernières années les ordinateurs personnels sont, pour la plupart, équipés d’un 
processeur avec plusieurs cœurs qui peuvent exécuter plusieurs tâches en parallèle.   Afin 
d’utiliser ces ressources parallèles, MATLAB doit être configuré et l’algorithme doit être 
adapté.  Dans un algorithme typique de prédiction de gènes, l’analyse en fréquence est 
effectuée de manière séquentielle sur une fenêtre de donnée avant de passer à la fenêtre 
suivante.  Sachant que le résultat de calcul pour une fenêtre est indépendant des résultats 
des autres fenêtres, il serait possible d’effectuer ces opérations sur plusieurs fenêtres en 
parallèle.  MATLAB permet ce style de parallélisme avec la commande PARFOR.  La 
commande PARFOR est une version parallèle de la boucle FOR qui est couramment 




De nombreux ordinateurs modernes sont équipés de cartes graphiques qui contiennent 
une ou plusieurs unités de traitement graphique (GPU).  Chaque GPU contient un grand 
nombre de processeurs qui peuvent être utilisés pour le traitement parallèle. Il existe 
plusieurs façons de bénéficier du parallélisme du GPU.  
 
Bien que ces cartes aient historiquement été mises au point pour le traitement vidéo, 
elles peuvent dorénavant être utilisées pour accélérer les calculs.  Afin d’accéder à la 
puissance de traitement de ces cartes à l’intérieur de MATLAB, plusieurs boîtes à outils 
sont disponibles.  
 
4.4.2.1 Matlab R2011b 
 
Il existe plusieurs commandes dans MATLAB qui permettent à l’usager d’accéder aux 
ressources du GPU dont celles de la boîte à outils pour le parallélisme. Malheureusement, 
cette boîte à outils a plusieurs inconvénients incluant l’absence d’une commande 
équivalente à PARFOR. Bien que la commande ARRAYFUN offre des fonctionnalités 
similaires, elle manque de flexibilité lorsqu’une fenêtre coulissante doit être utilisée.  
Cette boîte à outils MATLAB n’a donc pas été examinée de manière plus poussée.   







JACKET est un logiciel qui permet à un algorithme de MATLAB d’exécuter une partie de 
leur code sur un GPU. JACKET offre deux méthodes pour accélérer le processus de 
prédiction de gènes dans MATLAB.   La première méthode consiste à utiliser une fonction 
FFT qui est implémentée sur le GPU.  La deuxième méthode, qui peut être utilisée en 
conjonction avec la première, est de paralléliser les boucles en utilisant la commande 
GFOR.  
 
4.4.2.3 Gestion des données pour la mise en œuvre sur GPU 
 
Pour utiliser le GPU de façon optimale, la séquence d’ADN choisie doit d’abord être 
séparée en blocs d’ADN.  Ces blocs d’ADN sont ensuite envoyés en séquence au GPU pour 
le traitement.  Lorsque les blocs d’ADN sont sur le GPU, ils sont divisés à nouveau en plus 
petits fragments d’ADN afin d’être traités en parallèle par les GFOR séparément.  Ce 
processus est illustré à la figure 7 de la page suivante.   
 
La difficulté rencontrée dans cette mise en œuvre  est de trouver le nombre optimal de 
GFORs pour traiter une séquence donnée en parallèle.  Un grand nombre de GFORs 
permet d’améliorer le parallélisme, dans un même temps celui-ci consomme aussi les 
ressources de traitement sur le GPU.  Lorsque les ressources sont épuisées, l’algorithme 
de maintenance de JACKET est appelé à remédier à la situation.  Ce processus ralentit 
l’exécution de l’algorithme et doit être évité lorsque possible.  Le but est donc de 
maximiser le nombre de GFORs sans épuiser les ressources disponibles. 
 




















































Figure 7: Procédure pour décomposer de grandes séquences d’ADN pour le traitement 
par GPU. 
 
Une carte de GPU ne dispose que d’un nombre limité de processeurs parallèles (PUTOTAL).  










L’équation indique que quatre implémentations GPU de la FFT doivent être présentes au 
cours de chaque boucle de GFOR pour tenir compte de chacune des matrices de 
nucléotides.  L’implémentation demande PUFFT unités de traitement pour la FFT elle-




même et nécessite des unités supplémentaires de traitement (PUMISC) pour diverses 
opérations telles que la puissance de deux et l’addition des spectres de puissance.   
 
Comme indiqué précédemment, cette équation doit être respectée de sorte que le 
nombre d’unités de traitement ne dépasse pas les ressources disponibles.  Si il y a 
dépassement le logiciel réaffectera les ressources du GPU ce qui peut ralentir l’exécution 
de l’algorithme.   
 
En plus de la limitation de l’unité de traitement, la mise en œuvre doit aussi tenir compte 
des contraintes de mémoire.  Chaque itération nécessite une certaine quantité de 
mémoire GPU donc, la quantité de mémoire GPU disponible limite également le nombre 





𝑁𝐺𝐹𝑂𝑅2 ≤  
𝑀𝐸𝑀𝑇𝑂𝑇𝐴𝐿




Cette équation est similaire à l’équation (6) à l’exception qu’elle inclut le terme MEMSETUP 
qui représente la mémoire nécessaire pour gérer les différents GFOR afin de les combiner 
à la fin.  La capacité de mémoire du GPU est un point important à considérer car cela peut 
engendrer une surcharge dans la communication entre le CPU et le GPU.   La transmission 
de données avec le GPU est plus lente par rapport au temps de traitement du GPU.  Afin 
de minimiser ces transferts de données, il est important de diviser la séquence d’ADN en 
grands blocs avant de les envoyer au GPU.  Cependant, il ne faut pas que la taille des blocs 
dépasse une certaine limite car de plus grands blocs risquent de produire des erreurs de 
mémoire lors des calculs par le GPU.  Le nombre maximum de GFOR est donné par le 




𝑁𝐺𝐹𝑂𝑅 = min(𝑁𝐺𝐹𝑂𝑅1, 𝑁𝐺𝐹𝑂𝑅2) 
 
Dans le cas spécifique du système utilisé, NGFOR1 est plus petit que NGFOR2, ce qui signifie 
que toutes les ressources pour la parallélisation peuvent être utilisées avant que la 
mémoire GPU ne soit remplie.    
 




À partir des blocs reçus, ceux-ci seront décomposés en fragments.  Afin de  déterminer la 
taille optimale des fragments d’ADN, nous avons effectué une vaste série d’essais pour 
déterminer la taille de ceux-ci.  Les blocs d’ADN de tailles différentes ont été envoyés au 
GPU et traités par la suite en utilisant des quantités différentes de GFORs.  Pour chaque 
combinaison de dimension de blocs et dimension de fragments, le temps de calcul a été 
évalué.  Les résultats de ces essais sont présentés à la figure 7.  Il est à noter que sur la 
figure 8, le nombre de GFORs n’est pas représenté explicitement mais ce qui est 




Figure 8: Le temps de traitement d’une séquence de 15 millions de paires de bases en 
faisant varier la taille des blocs de l’ADN et la taille des fragments d’ADN. 
 
Les résultats présentés dans la figure 8 comprennent tous les transferts de données entre 
le CPU et la mémoire GPU.  Pour faciliter la comparaison, les temps de calcul ont été 
normalisés pour une séquence d’ADN de 15 millions de pb.  Il s’agit là d’une taille 
maximale estimée dans laquelle un algorithme doit chercher pour trouver un gène 
candidat entre deux marqueurs génétiques.  Ceci a été déterminé en considérant le cas de 
l’hémochromatose juvénile où les marqueurs les plus proches sont à une distance de 4 
cM, soit 4 millions de pb [62].  Dans le cas des autres maladies la plupart des marqueurs 
sont espacés de moins de 4 cM.  Afin de s’assurer de pouvoir traiter tous les cas possibles, 
l’algorithme proposé permet de faire des analyses allant jusqu’à 15 millions de pb, ce qui 
est amplement suffisant pour l’identification d’un gène. 
 




Selon la figure 7, il est possible d’observer que l’utilisation d’un fragment d’ADN de taille 
entre 20 et 40 milles pb donne le temps de traitement minimal.  Une taille de fragment 
d’ADN plus petit ne tirerait pas profit de toute la puissance de calculs en parallèle et donc 
donnerait des résultats moins performants. Ceci est illustré à la figure 7, où les temps de 
traitement augmentent à mesure que la taille des fragments tombe à 5 000 pb et pour les 
gros fragments le temps de traitement augmente rapidement. 
 
4.5 Configuration des tests  
 
Un processeur Intel ® Core ™ i7-2600K processeur (8 Mo de cache, 3,40 GHz, 8 coeurs) a 
été utilisé avec 8 Go de RAM.  La carte graphique utilisée est une GeForce GTX 560 1 Go 
GDDR5 avec 336 noyaux CUDA.  Notons que 336 cœurs CUDA ne permettent pas de 
profiter directement d’un gain de performance de 336.  Ces cœurs sont bien différents de 
ceux sur un CPU [63].  Pour chacune des implémentations de FFT ou Goertzel, le temps de 
traitement mesuré comprend également le temps de transfert de données.  Il convient de 
noter que ces tests ne sont pas destinés à quantifier la fiabilité de l’approche choisie 
puisque ce type d’étude a déjà démontré que l’analyse de fréquence est fiable [64] [46], 




4.6.1 Gène HFE2 pour la validation des analyses 
 
Pour tester l’efficacité des différentes implémentations, plusieurs analyses ont été 
effectuées sur des séquences d’ADN extraites de la banque de donnée NCBI (version 
CRCh37.2).  Le but de ces analyses est de déterminer si les algorithmes sont en mesure de 
prédire la présence du gène HFE2 (Hémochromatose juvénile de type 2 - EMBL:AY372521) 
ainsi que le temps requis pour effectuer ce traitement.   
 
Le gène HFE2 a quatre variantes, chacune ayant un ensemble légèrement différent 
d’exons.  Ces différents exons sont présentés dans le tableau 4.  Dans ce tableau, nous 
voyons qu’il y a quatre exons de tailles différentes avec 3a et 3b qui se chevauchent.   La 
stratégie de prédiction de gènes utilisée ici devrait donc être en mesure d’identifier les 









Tableau 4: Données relatives du gène HFE2 sur le chromosome 1. 
  Exons Taille des régions codante (pb) 
Transcript variant a 1,2,3b,4 2234 
Transcript variant b 1,3b,4   2048 
Transcript variant c 1, 3a,4 1525 
Transcript variant d 1,4 1488 
  
 
  Exon 1 Exon 2 Exon 3a Exon3b Exon 4 
Début 145,413,191 145,414,693 145,415,278 145,415,278 145,416,313 
Fin 145,413,427 145,414,879 145,415,315 145,415,838 145,417,545 
Taille 236 186 37 560 1232 
 
4.6.2 Détection des régions codantes 
 
Pour vérifier la fonctionnalité de la détection des régions codantes, il est possible de 
tracer les données des analyses en fréquences et de les comparer avec la structure 
connue du gène [66] [67] (voir figure 9a).  Les résultats montrent que toutes les 
implémentations proposées  avec MATLAB produisent les mêmes résultats (voir figure 
9b).  Dans cette figure, chaque pic de grande taille représente une région probable de 




a)                        b) 




Figure 9: Représentation du gène HFE2, a) structure moléculaire du gène, b) 
représentation à fréquence de fs/3 pour les différents exons du gène HFE2 avec une 
fenêtre glissante lors de l’analyse par FFT et l’algorithme de Goertzel. 
En comparant les résultats à la structure des gènes présentés dans la figure 8b, il est 
possible de conclure que l’approche identifie les régions codantes avec succès.   
 
4.6.3 Temps de traitement 
 
Dix différentes implémentations de prédiction de gènes ont été évaluées avec sept 
différentes tailles de séquences d’ADN.  Les résultats sont présentés au tableau 5.  Seuls 
les résultats les plus significatifs sont présentés.  Une analyse préliminaire a montré que 
l’implémentation avec la fonction Goerzel de MATLAB nécessite plus de 9 heures avec le 
CPU (1 cœur) pour traiter 15 000 000 pb.  Ce temps de calcul est représentatif de ce que 
l’usager moyen obtiendrait puisque MATLAB n’utilise qu’un seul cœur par défaut même 
lorsque plusieurs cœurs sont disponibles. 
 
La fonction GoertzelMex a été implantée avec deux, quatre et huit cœurs afin de 
démontrer l’amélioration des performances lorsque des cœurs sont ajoutés au 
traitement.  Pour une séquence de 1 million de pb, les performances avec goertzelMEX 
ont permis une amélioration par un facteur de 30 comparé à l’implantation avec 
goertzel.m lorsque les huit cœurs du CPU sont utilisés (Tableau 5, ligne 5).  Voici donc une 
première amélioration du temps de traitement.  Une version conçue de toute pièce de 
l’algorithme de Goertzel a été testée en utilisant les huit cœurs du processeur.  Les 
résultats montrent que, lorsque seul le CPU est utilisé (sans GPU), celui-ci donne les 
meilleurs résultats (Tableau 5, ligne 6). 
 
Tableau 5: Temps de traitement pour les différentes longueurs de séquence. 
   
Temps (s) de traitement: 















1   goertzel.m PARFOR CPU 8T 1.06 8.29 32.91 82.16 161.89 805.44 TLTC 
2   goertzelMEX FOR CPU 0.18 1.78 7.11 17.84 35.65 178.30 535.21 
3   goertzelMEX PARFOR CPU 2T 0.19 0.99 3.86 9.58 19.20 100.39 287.35 
4   goertzelMEX PARFOR CPU 4T 0.18 0.60 2.36 5.81 11.41 56.27 164.84 
5   goertzelMEX PARFOR CPU 8T 0.25 0.53 1.95 4.75 9.52 47.49 164.57 
6   Goertzel        
personnalisé PARFOR CPU 8T 0.25 0.37 1.18 2.83 5.56 27.63 87.47 
7   FFT de JACKET 
     (séquence complète) 
GFOR GPU 0.03 0.22 0.78 1.90 3.78 18.82 57.68 
8   FFT de JACKET 
     (Blocs 1M) 
GFOR GPU 0.03 0.22 0.78 1.90 3.78 18.90 56.70 
9   FFT de Matlab PARFOR CPU 8T 0.29 0.42 1.46 3.51 6.95 34.12 109.15 




10 Goerztel sur GPU GFOR GPU 0.22 0.79 2.82 7.15 14.09 71.01 213.31 
 
La fonction FFT dans MATLAB a également été testée et les délais de traitement sont 
présentés à la ligne 9 du tableau 5.  Les résultats indiquent un temps de traitement qui est 
beaucoup plus long qu’avec les implémentations de Goertzel.  Il est possible de conclure 
que l’algorithme de Goertzel soit plus efficace que la FFT lorsque le nombre de fréquences 
ciblées est faible.   
 
Des tests ont aussi été effectués avec le GPU (ligne 7 et 8).   Les résultats montrent qu’il 
faut moins de 1 minute pour compléter les calculs pour 15 000 000 pb. Il est possible 
d’observer que le traitement en parallèle des analyses a raccourci significativement les 
temps de calcul.   Les tests effectués montrent que le choix de l’algorithme et la mise en 
œuvre jouent un rôle important dans la faisabilité de la prédiction de gènes dans MATLAB. 
 
Si la fonction goertzel.m avait été utilisée avec un seul cœur, il n’aurait pas été possible 
d’effectuer les calculs dans un délai raisonnable.  Même avec 4 cœurs (8 unité de 
traitement (threads) activées) et en faisant une extrapolation, le temps de traitement 
pour 15 millions de paires de base serait d’environ 41 minutes.  
 
L’implémentation avec GoertzelMEX et Goertzel personnalisé permet de réduire le temps 
de traitement à 90 secondes.  Finalement, les meilleurs résultats sont obtenus avec le 
GPU en 57 secondes (Voir tableau 5). 
 
La stratégie proposée dans ce chapitre permet l’analyse d’une grande quantité de 
données dans un délai raisonnable tout en étant précis et fiable.  Cette première partie du 
travail montre comment le parallélisme peut être utilisé dans Matlab pour la prédiction de 
gènes dans une très grande séquence pour produire des résultats qui sont 270 fois plus 
rapides que l’approche classique  [68] Voir l’annexe 7 pour l’intégrale de l’article publié 
dans BMC.   
 
4.7 Critères de décisions pour l’identification d’un gène 
 
Le graphique de la figure 9 présente le résultat d’une analyse de Goertzel avec une 
séquence de 3 000 000 pb dans une région avec des gènes connus.  L’axe des X contient la 
position dans le génome tandis que l’axe des Y représente la somme des résultats de 
l’équation (5).  Selon la théorie, une valeur élevée en Y indique une grande probabilité de 




région codante.  Pour que le logiciel puisse prédire la présence ou l’absence d’un gène, il 
faut lui fournir des critères non ambigus.  Le critère choisi pour cette prise de décision est 
basée sur 3 paramètres: le seuil positif, le seuil négatif et la dimension de la fenêtre 
négative.  Ces termes seront expliqués dans la section subséquente.  
 
 
     Figure 10: Analyse de FFT. 
 
4.7.1 Seuil positif, négatif et fenêtre négative 
 
La figure 10 contient une ligne horizontale placée en haut de la figure pour indiquer 
l'emplacement des gènes connus dans la région (autour de Y=1 100).  Le seuil positif est 
une valeur au-dessus de laquelle l’algorithme prédit la présence d’une région codante.  
Par contre, sachant que les valeurs trop faibles en Y suggèrent l’absence de gènes, il a fallu 
un deuxième seuil, appelé seuil négatif, qui permettrait de prédire l’absence de régions 
codantes.  Ainsi, toute valeur en deçà de ce seuil indiquerait l’absence de régions 
codantes autour de ce point.  La région affectée par ce seuil négatif est déterminée par le 
troisième paramètre, la fenêtre négative.  Elle détermine la taille de la région où l’absence 
de gènes est prédite.  Il est donc important de noter que le seuil négatif a priorité sur le 
seuil positif si celui-ci se trouve à l’intérieur de la zone affectée.  La figure 11 montre 
l’analyse en fréquences d’une région autour du gène HFE2 en mettant en évidence un 
seuil positif à 400 et un seuil négatif à 350. 
 





Figure 11: Analyse de FFT montrant les seuils positifs et négatifs. 
 
4.7.2 Processus d’analyse 
 
Afin de déterminer les valeurs optimales de seuils et de fenêtres pour identifier un 
maximum de gènes positifs et un minimum de faux positifs, il a fallu procéder à un 
balayage des valeurs possibles pour chacune des trois variables.  Ainsi, pour chaque seuil 
positif et chaque taille de fenêtre donnée, les seuils négatifs ont été évalués.  Le tableau 6 
montre un exemple d’une analyse ayant deux seuils positifs (25 et 35) dont chacun sera 
analysé avec différents seuils négatifs (-10, -20, -50, -80 et -100).  Pour chaque 
combinaison de seuils, plusieurs fenêtres négatives couvrant 1, 5 et 10 paires de bases 
détermineront la région couverte de part et d’autre de chacun des points.  Dans cet 
exemple, 30 combinaisons sont ainsi analysées afin de déterminer celle pouvant identifier 












Tableau 6: Balayage d’une séquence d’ADN avec les seuils et fenêtres. 
 
Seuils positifs Fenêtres négatives Seuils négatifs 
25 1 -10 
25 1 -20 
25 1 -50 
25 1 -80 
25 1 -100 
25 5 -10 
25 5 -20 
25 5 -50 
25 5 -80 
25 5 -100 
25 10 -10 
25 10 -20 
25 10 -50 
25 10 -80 
25 10 -100 
35 1 -10 
35 1 -20 
35 1 -50 
35 1 -80 
35 1 -100 
35 5 -10 
35 5 -20 
35 5 -50 
35 5 -80 
35 5 -100 
35 10 -10 
35 10 -20 
35 10 -50 
35 10 -80 








Le processus de balayage décrit précédemment a été utilisé pour analyser une séquence 
d’ADN contenant 57 gènes bien connus afin de déterminer la meilleure combinaison de 
paramètres.  L’hypothèse dans cette situation est que les valeurs optimales de seuils 
positifs, de seuils négatifs et de la taille de la fenêtre seront semblables partout dans le 
génome.  Les résultats de l’analyse sont présentés au tableau 7.  En utilisant l’équation 
empirique décrite en (9), il est possible de calculer un pointage qui devra être maximisé.  
L’équation met une emphase particulière sur le nombre de gènes détectés et accorde 
moins d’importance aux faux positifs.  Selon ce principe, il a été déterminé que la 
combinaison qui maximise le nombre de gènes détectés tout en minimisant le nombre de 
faux positifs se trouve à la dernière ligne du tableau 7. 
 
Équation 9 
𝑝𝑜𝑖𝑛𝑡𝑎𝑔𝑒 = (𝑁𝑜𝑚𝑏𝑟𝑒 𝑑𝑒 𝑔è𝑛𝑒𝑠 𝑑é𝑡𝑒𝑐𝑡é𝑠)3/√(𝑓𝑎𝑢𝑥 𝑝𝑜𝑠𝑖𝑡𝑖𝑓𝑠) 
 







200 5 0 60 4648 
200 5 50 60 4648 
200 5 100 60 4648 
200 10 0 60 4648 
… … … … … 
300 10 50 59 4091 
300 10 100 59 4091 
300 25 0 59 4091 
300 25 50 59 4091 
… … … … … 
100 25 50 61 2191 
400 10 350 58 1805 
300 25 250 58 1793 
400 25 300 58 1683 
400 25 350 57 1003 
 
 
Cette première partie de la recherche nous permet de cibler des zones qui pourraient 
contenir des régions d’ADN codant pour un gène.  Cependant, la délimitation de ces zones 
d’expressions reste imprécise.  C’est pourquoi nous avons développé une seconde 




approche afin d’être plus précis.  La seconde partie de ce mémoire traite de cette 
approche qui est l’analyse des séquences d’ADN à partir d’hexamères.   
5 Analyse d’hexamères  
 
5.1 Stratégie complémentaire pour la prédiction de gène 
 
L’analyse en fréquences permet l’identification des exons grâce une propriété (périodicité 
de trois) qui est souvent présente dans les régions codantes.  Pour améliorer le résultat 
des prédictions, il est possible de procéder à l’analyse de la même séquence utilisant une 
autre technique basée sur des principes différents et indépendants.  La technique choisie, 
nommée le décompte d’hexamères, permettra d’obtenir des résultats qui pourront être 
combinés à l’analyse en fréquences afin d’améliorer les prédictions. 
 
5.2 Utilisation des hexamères comme statistique 
 
Les hexamères sont de courtes séquences d’ADN composées de 6 nucléotides.  Le nombre 
d’hexamères que l’on peut retrouver avec les 4 types de bases (A, T, G, C) est de 46.  Dans 
les régions codantes, les hexamère correspondent à 2 codons tandis qu’ils représentent 
simplement 6 nucléotides dans les régions non-codantes.  Il est possible d’observer que 
certains hexamères se retrouvent de façons préférentielles dans les régions codantes 
tandis que d’autres ne s’y retrouvent que rarement. 
 
Prenons comme exemple un hexamère composé d’un codon stop (TAA, TAG ou TGA).  Ce 
codon est plus rare dans les régions codantes car celui-ci met fin à l’expression d’un exon.  
De plus, un hexamère composé de deux codons stop ne se retrouvera jamais dans une 
région codante.  D’autres observations ont été effectuées et ont permis de dresser une 
liste des hexamères qui se trouvent plus fréquemment dans les régions codantes que dans 
régions non-codantes.  À l'aide de cette information, une pondération est attribuée à ces 
hexamères: une pondération plus élevée est attribuée aux hexamères qui se trouvent plus 
souvent dans les régions codantes. 
 
De plus, il est possible d’observer que les régions proches des télomères contiennent plus 
de bases de type G et C. Ces régions sont dites riches en G+C tandis que les régions plus 
éloignées sont dites pauvres en G+C.  Les AA  proches des télomères auraient donc 
tendance à posséder plus de G et de C dans le codon qui le constitue.  La figure 12 montre 




un exemple d’un même codon avec une séquence riche et pauvre en G+C.  Le codon CGC 
qui code pour l’arginine dans une séquence riche en G+C change pour AGA dans une 
séquence pauvre en G+C.  La leucine peut être représentée par le codon CTC proche du 
télomère (riche en G+C) tandis qu’il serait représenté par TTA s’il était plus éloigné 
(pauvre en G+C).  Pour ces raisons, il existe deux pondérations différentes pour l’analyse 
des hexamères (annexe 5).   
 








5.3 Techniques d’analyse 
 
5.3.1 Caractéristiques statistiques des exons dans les gènes humains 
 
Afin de faciliter la découverte de gènes à l’échelle du génome humain, plusieurs outils ont 
été développés [69] [45].  Parmi ces outils, une base de données composée d’hexamères a 
été produite pour l’analyse d’ADN.  La sélection des hexamères pour établir la 
pondération fut établie d’après l’article de Zhang [69].  On observe que les hexamères 
avec une pondération positive se trouvent généralement dans les exons contrairement 
aux hexamères ayant une pondération négative.  Ces régions ayant une pondération 
négative indiquent une faible probabilité d’y trouver des régions codantes.  Bien qu’il y ait 
4096 variations d’hexamères, seulement 40 de ceux-ci ont une pondération différente de 
0.  Les autres hexamères se retrouvent autant dans les introns que dans les exons. 
 
Pour débuter l’analyse, le logiciel commence par classifier les séquences selon qu’ils sont 
riches ou pauvres en G+C pour toute la longueur de la séquence sélectionnée.  L'analyse 
d'hexamères est effectuée en parcourant une séquence d'ADN et en comptabilisant les 
hexamères présents.  Sachant que les hexamères ont une pondération assignée selon leur 
probabilité d'être dans une région codante, un calcul peut être effectué afin de 
déterminer la probabilité d'être dans un exon.  Vue le faible nombre d’hexamères 
considéré dans les pondérations, le temps d’exécution pour effectuer les analyses est 
négligeable par rapport à l’analyse des FFT.  La figure 13  montre le résultat d’une analyse 




d’hexamères.  De façon générale, plus un compte est positif plus cette région possède les 
caractéristiques associées à un exon.  Sur la figure, il est possible de remarquer qu’il y a 
des segments de lignes horizontaux autour de la position 100 de l’axe des Y.  Ces 




Figure 13: Analyse des hexamères pour une séquence ADN pauvre en G+C. 
 
 
Figure 14: Analyse des hexamères pour une séquence ADN pauvre en G+C. 
 
La figure 14, qui est un agrandissement de la figure 13, nous indique la position du gène 
HFE2 avec une barre horizontale.  Il est possible d'observer que les résultats sont plus 




élevés à la position du gène que dans les régions non-codantes adjacentes.  Ces résultats 
concordent avec les résultats escomptés.  Les régions ayant des valeurs négatives sont 
typiquement associées à des introns.  Il arrive que les résultats indiquent une amplitude 
négative pour certains gènes.  Cette situation se produit lorsque ces gènes sont classés 
comme pseudo-gène ou parfois un ‘gène’ qui se retrouve sur le brin non codant.  Ces deux 
classes de gènes contribuent fortement à augmenter le nombre de gènes qui sont des 
faux positifs. 
 
Afin d’identifier les régions codantes, des critères non ambigus ont dû être définis.  Pour 
ce faire, les critères définis au chapitre 4 ont été repris, soient le seuil positif, le seuil 
négatif et la fenêtre négative.  Les valeurs associées à ces critères ont été déterminées en 
utilisant la technique de balayage.   Ceci est semblable à ce qui a été effectué avec les 
analyses de fréquences.  Les paramètres ont été balayés dans une séquence connue pour 
déterminer quelle combinaison serait en mesure de produire les meilleures prédictions 
tout en limitant les faux positifs.  Afin d’optimiser les paramètres, il serait possible de 
balayer les valeurs de seuils positifs, négatifs et de taille des fenêtres avec des intervalles 
plus petites.  De plus, il serait également possible d’effectuer cette optimisation avec des 
méthodes bien connues telle qu’une approche convexe ou non-linéaire.  Bien 
qu’intéressant, ceci sort des cadres de ce mémoire. 
 
5.4 Résultats de l’analyse par hexamère 
 
Les tableaux 8 et 9 montrent partiellement les résultats de balayage obtenus avec les 
différentes combinaisons de seuils et fenêtres pour les deux groupes de pondération.  Le 
but est d’identifier la meilleure combinaison qui permettra d’identifier un maximum de 
gènes tout en minimisant le nombre de faux positifs.  Les encadrés dans les tableaux 8 et 
9 indiquent plusieurs combinaisons intéressantes.  Dans le tableau 8 il y a 4 combinaisons 
avec le même nombre de détections soit 57 gènes positifs et 346 faux positifs.  L’une des 
4 combinaisons peut être utilisée pour les analyses subséquentes.  La même règle 
s’applique pour les résultats du tableau 9. 
  




    Tableau 8: Analyse des résultats hexamères pauvre G+C. 
Seuil positif Fenêtre Seuil négatif Gènes  Faux positifs 
15 50 -10 56 567 
15 75 -20 56 534 
15 75 -10 56 471 
15 100 -20 56 466 
5 100 -10 57 382 
-5 100 -10 57 363 
-30 100 -10 57 346 
-20 100 -10 57 346 
-10 100 -10 57 346 
-15 100 -10 57 346 
-15 1 -80 58 1061 
-15 1 -100 58 1061 
-15 5 -100 58 1061 
-15 1 -20 58 1060 
-15 1 -50 58 1059 
-15 5 -80 58 1059 
-15 10 -100 58 1059 
-15 10 -80 58 1055 
-15 5 -50 58 1052 
-30 1 -10 58 1047 
… … … … … 
-30 20 -100 60 1121 
-30 20 -80 60 1104 
-30 10 -50 60 1091 
-30 50 -100 60 1054 
 
  




Tableau 9: Analyse des résultats hexamères riche G+C. 
Seuil positif  Fenêtre Seuil négatif Gènes Faux positifs 
15  50 -50 57 743 
15  20 -10 57 725 
15  50 -20 57 699 
-5  75 -10 57 667 
15  50 -10 57 646 
-30  75 -10 57 612 
-20  75 -10 57 612 
-10  75 -10 57 612 
-15  75 -10 57 612 
5  1 -10 58 1082 
5  1 -20 58 1082 
5  1 -50 58 1082 
5  1 -80 58 1082 
…  … … … … 
-15  1 -50 60 1417 
-15  1 -80 60 1417 
-15  1 -100 60 1417 
-15  5 -80 60 1417 
-15  5 -100 60 1417 
-15  5 -50 60 1414 
-15  1 -20 60 1413 
-15  10 -100 60 1413 
-15  10 -80 60 1412 
6.  Fusion des données et interprétation des résultats 
 
Deux approches en parallèle ont été appliquées pour la prédiction des exons.  Après 
examen des données avec l’analyse en fréquences et le décompte d’hexamères, l’étape 
subséquente est de mettre ces données ensemble en combinant les deux approches.  
L'intersection est l'opération qui a été choisie pour effectuer ce processus.  Quatre 
intersections seront faites : deux intersections avec l’analyse en fréquences et l’analyse 
des hexamères avec la pondération riche et pauvre en G+C pour les gènes connus et deux 
autres intersections toujours avec l’analyse en fréquences et les hexamères, mais cette 
fois-ci pour la détection des faux positifs.  La figure 17 nous montre qu’il est important lors 
de l’analyse avec les hexamères de procéder avec la bonne pondération soit celle pour les 




séquences pauvres ou riches en G + C, car ceci permet la détection de faux positifs.  La 
séquence étudiée dans ce cas-ci indique que la pondération pour une séquence pauvre en 
G + C réduit de la moitié les faux positifs. 
 
L’intersection entre les résultats en fréquence et les analyses d’hexamères nous donne 
13918 faux positifs avec la pondération pauvre en G+C et 24952 faux positifs avec la 
pondération riche en G+C (données non montrées).  Ce grand nombre de faux positif vient 
du fait que l’identification d’une région codante se fait à chaque fois qu’une fenêtre est 
déplacée d’un nucléotide.  Il arrive souvent que plusieurs fenêtres consécutives génèrent 
des faux positifs.  Dans ce cas, ces faux positifs seront regroupés puisqu’ils représentent 
effectivement la même prédiction.  Ce processus de regroupement est illustré sur les 
figures 15 et 16.  En effectuant un agrandissement sur la figure 15, nous pouvons 
apercevoir que plus la bande est large, plus grand est le nombre de nucléotides regroupés 
(figure 16).  Nous avons analysé une séquence de 3 000 000 pb dans laquelle se trouvent 
57 gènes connus.  La densité des informations est très grande, afin de mieux voir les 
résultats, la figure 16 montre un agrandissement de cette zone analysée.  Nous pouvons 
voir clairement que le regroupement des faux positifs est  entre les gènes déjà identifié.  





Figure 15: Groupes de faux positifs insertion Goerzel et hexameres pauvre en G+C. 
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Figure 16: Agrandissement de la figure 15. 
 
L’algorithme utilisé dans l’analyse des hexamères a permis de réduire de beaucoup 
l’identification de faux positifs par conséquent de diminuer considérablement le nombre.  
Nous avions identifié au départ 24 952 faux positifs qui ont été réduits de plus de 97% soit 
à 612 faux positifs pour les séquences riches en G + C.  On remarque également que tous 













Figure 17:Compilation des analyses FFT et hexamères. 
 
Avec l’analyse de fréquence, l’algorithme a généré 1003 faux positifs.  Cependant, lorsque 
le résultat des analyses en fréquences est combiné au résultat des analyses des 

























hexamères, le nombre de faux positifs est réduit.  On ne retrouve plus que seulement 257 
faux positifs avec les hexamères dont la pondération est faite avec une séquence pauvre 
en G + C et 444 faux positifs avec les hexamères riches en G + C.  L’intersection des deux 
approches permet de diminuer significativement le nombre de faux positifs.    
 
Bien que la combinaison des deux approches ne délimite pas nécessairement de manière 
précise les limites des régions codantes, celle-ci permet de mieux cibler les exons.  Le 
nombre de faux positif est considérablement réduit par cette approche.   
 
Il est important de souligner le fait qu’il existe des logiciels qui permettent de bien définir 
le début et la fin d’un gène avec les caractéristiques des gènes telle que la boîte TATA, le 
site CAT, les donneurs, les accepteurs, etc. Par contre, ces logiciels ne permettent que 
l’analyse de très petites séquences, soit environ quelques centaines de pb.  Afin de 
bénéficier de ces logiciels, il est primordial de préalablement identifier les  régions 
contenant un ou plusieurs gènes avec l’analyse par FFT et des hexamères. 
7. Conclusion 
 
Bien que l’analyse par FFT ne permette pas la démarcation exacte du début ni la fin des 
exons, ceux-ci peuvent analyser de grandes séquences et cibler les régions d’expressions 
génétiques c’est-à-dire un gène ou plusieurs gènes continus.  L’avantage de l’approche 
proposée est la possibilité d’effectuer un balayage du génome humain dans des temps 
raisonnables (15 000 000 pb/ min.) ce qu’aucun autre groupe de recherche n’a réussi à 
faire jusqu’à présent.  Nous avons amélioré de beaucoup le temps de traitement des 
données.  La seconde partie du travail fut de poursuivre les analyses de séquences d’ADN 
avec un autre algorithme qui est celui de l’analyse par hexamères.  La combinaison des 
deux analyses permet de mieux cibler les régions impliquées dans la structure d’un gène 
et de réduire significativement le nombre de faux positifs.  Une fois, les régions d’intérêt 
ciblées, il existe des programmes capables d’effectuer des analyses avec de petites 
séquences pour la démarcation précise des exons.  Il est important de noter que ces outils 
de travail qui sont mis à la disposition des chercheurs ne sont pas définitifs.  La précision 
des régions codantes et la détection de faux positifs pourraient être améliorées en 
optimisant la pondération pour les analyses d’hexamères.  Il serait aussi intéressant de 
tester l’approche sur d’autres génomes comme ceux des microbiotes qui sont de plus en 
plus analysés afin de mieux servir la santé des humains.  
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Code à une 
lettre 
Code à trois 
lettres 
Acides aminés Codons possible 
A Ala Alanine GCA, GCC, GCG, GCT 
C Cys Cystéine TGC, TGT 
D Asp Acide 
aspartique 
GAC, GAT 
E Glu Acide 
glutamique 
GAA, GAG 
F Phe Phénylalanine TTC, TTT 
G Gly Glycine GGA, GGC, GGG, GGT 
H His Histidine CAC, CAT 
I Ile Isoleucine ATA, ATC, ATT 
K Lys Lysine AAA, AAG 
L Leu Leucine CTA, CTC, CTG, CTT, TTA, TTG 
M Met Méthionine ATG 
N Asn Asparagine AAC, AAT 
P Pro Proline CCA,  CCC, CCG, CCT  
Q Gln Glutamine CAA, CAG 
R Arg Arginine AGA, AGG, CGA, CGC, CGG, CGT 
S Ser Sérine AGC, AGT, TCA, TCC, TCG, TCT 
T Thr Tréonine ACA,  ACC,  ACG, ACT 
V Val Valine GTA, GTC, GTG, GTT 
W Trp Tryptophane TGG 
X X Codon stop TAA, TAG, TGA 
Y Tyr Tyrosine TAC, TAT 






6Exemple de code pour utiliser JACKET_seq_FFT.m 
Exemple de traitement d’une séquence en utilisant JACKET_seq_FFT.m 
%% Example code for using JACKET_seq_FFT.m 
% Minimalistic example of how to process a sequence using JACKET_seq_FFT.m 






%% Define sequence size and start point for analysis 
% Define start and end positions of sequence to analyse.  
seq_start = 145413000; 
seq_end = 145417000; 
seq_size = seq_end – seq_start; 
 
 
%% Read sequence from fasta file 
% Matlab bioinformatics toolbox has a function for reading fasta file.   
% For diverse reasons (error handling, etc.) it is slow.  In this example, we use the  
% bare minimum of commands to load the DNA sequence.  All we want is the  
% data without EOL chars. 
 
% !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! 
%  NOTE:  the fasta file in this example has no headers. 
%  If yours does, strip headers accordingly before calling function. 
% !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! 
% 
% Location of chromosome 1: 
% ftp://ftp.ensembl.org/pub/release64/fasta/homo_sapiens/dna/Homo_sapiens.GRCh37.64.dna.chromosome.1.fa.gz 
% Don’t forget to strip headers (either in or outside of Matlab) 
% 
% DNA source file path   
Filename = ‘Homo_sapiens.GRCh37.64.dna.chromosome.1.fa’; % Change accordingly. 
% Open source file 








Fid = fopen (filename); 
% Read all raw sequence data in CPU memory 
Data = fread (fid, ‘*char’); 
% Close source file 
Fclose (fid); 
 
% Remove all endlines characters  
newline = char (10); % This is unix EOL character 
raw_sequence = strrep(data’,newline,’’); 
 
% Clear large temporary values no longer needed 
Clear data; 
 
%%  Data analysis using GPU 
[ANALYSIS_RESULTS, GPU_TIME] = JACKET_seq_FFT (raw_sequence (seq_start: seq_start 
+ seq_size), 351, 118, 20000); 
%%  Display results  
Plot(seq_start: seq_start + seq_size, ANALYSIS_RESULTS) 
function [ FREQ_DATA, TIME] = JACKET_seq_FFT(SEQUENCE,W_SIZE,FREQ,GFOR_SIZE) 
% JACKET_seq_FFT Frequency analysis on a sequence using ‘JACKET’ s FFT 
% 
% JACKET_seq_FFT(SEQUENCE,W_SIZE,FREQ,GFOR_SIZE) will run the FFT on  
% every sliding window % of size W_SIZE in the entire SEQUENCE.  All results for  
% FREQuency  FREQ are stored in  FREQ_DATA. 
% 
% TIME indicates the GPU processing time, including memory transfers. 
% 
% GFOR_SIZE defines the chunk size of a sequence that are to be processed by  
% GFORs at the same time.  Too large a value will cause out of memory errors or, if  
% enough GPU memory is available, will cause slowdowns.  Off the shelf GPUs  
% have a sweet spot of around 20 to 60K, depending on the GPU’s ram. 
%  Copyright 2011 UQAC – Université du Québec à Chicoutimi 
% 555, boulevard de l’Université 
% Chicoutimi (Québec) 
%  Canada G7H 2B1 
% 
%  Sylvain Robert Rivard, Jean-Gabriel Mailloux,  Rachid Beguenane, Hung Tien Bui 










% Clear GPU memory 
Clear gpu_hook; 
 
%%  Data formatting in CPU memory 
% Find SEQUENCE size 
Seq_size = max (size(SEQUENCE)); 
 
% A, T, G, C arrays (for storing Os and 1s) 
nuc_arrays = false (seq_size, 4); 
 
% Converting sequence to 0-1 arrays 
ACTG_numbers = single(‘ACTG’); 
for current_vec = 1:4 
nuc_arrays(find(SEQUENCE == ACTG_numbers(current_vec)),current_vec) = 1; 
end 
% Start the clock before GPU processing and communications 
tic 
% Load the 4 sequences in GPU memory 
% For the FFT to work, binary values are read into gsingle arrays 
Gnuc_arraya = gsingle(nuc_arrays(:,1)); 
Gnuc_arrayc = gsingle(nuc_arrays(:,2)); 
Gnuc_arrayt = gsingle(nuc_arrays(:,3)); 
Gnuc_arrayg = gsingle(nuc_arrays(:,4)); 
 
% Results are to be stored in this (also in GPU memory) 
G_final_result = gzeros(4,seq_size,’single’); 
%% Preparing the different indexes for GFORs 
% GFOR restrictions can be found at: 
%  htt://wiki.acceleteyes.com/wiki/index.php/GFOR Usage  
% Index size for every array used inside a single GFOR 
idx = 0:(W_SIZE-1); 
 
% Find the size of the data which will be processed in the very last 
% GFOR. This is because our sequence size does not always match ‘X times GFOR_SIZE’. 
last_one = 0; 
for m=1:GFOR_SIZE:((seq_size-W_SIZE)-GFOR_SIZE) 
for k = m+(0:GFOR_SIZE-1) 
last_one=k; 






% The value of last_one is the start point for the last GFOR 
%% GFOR PROCESSING 
% Here we run an FFT on every window, then slide the window to the right 
% We then extract the results at FREQuency 118 to match the goertzel 
% results 
for m = 1:GFOR_SIZE:((seq_size-W_SIZE)-GFOR_SIZE) 
gfor k=m+(0:GFOR_SIZE-1) 
ra = fft(Gnuc_arraya(k+idx)); 
rc = fft(Gnuc_arrayc(k+idx)); 
rt = fft(Gnuc_arrayt(k+idx)); 








% This does the same processing for the last window of data  
gfor k = (last_one+1):(seq_size-W_SIZE) 
ra = fft(Gnuc_arraya(k+idx)); 
rc = fft(Gnuc_arrayc(k+idx)); 
rt = fft(Gnuc_arrayt(k+idx)); 







%% Compile data and bring it back to the CPU memory 
FREQ_DATA = single(sum(G_final_result.^2)); 




% Record analysis processing time 
TIME = toc; 
 
% Clear storage arrays created in CPU memory 
clear nuc_arrays; 
 
%% Cleaning GPU memory 
clear gpu_hook ; 
end 
  






Analyse en fréquence sans GPU 
%% Procedure pour Analyse en frequence d’une sequence FASTA 






%% Choisir le fichier 
filename = ‘Chr1_144_147M.fasta’ 
%% Lire le fichier FASTA 
SEQUENCE_pour_gzl = load_fasta_for_gzl(filename); 
%% Analyse en frequence goertzel 
tic 
[GZL_DATA(1).DATA, TIME ] = my_gzl_raw( SEQUENCE_pour_gzl ,351); 





[GZL_DATA(2).DATA, TIME ] = my_gzl_raw( SEQUENCE_pour_gzl ,900); 





[GZL_DATA(3).DATA, TIME ] = my_gzl_raw( SEQUENCE_pour_gzl ,1500); 













%% Fonction my_gzl_raw.m  
function [PROFILE_DATA, TIME ] = my_gzl_raw( donnee ,fenetre) 
%MY_GZL Summary of this function goes here 
%   Detailed explanation goes here 
 
%   Detailed explanation goes here 
tic 
% Find sequence_size 
seq_size = max(size(donnee)); 
 
% Create four input vectors 
% Vecteur A 
vecteuracomplet = false(seq_size,1); % False est l’ecriture en steno pour ‘logical[0]’ 
vecteuracomplet(find(donnee == ‘A’)) = true;% True est l’ecriture en steno pour ‘logical[1]’ 
vecteuracomplet = double(vecteuracomplet); 
 
% Vecteur C 
vecteurccomplet = false(seq_size,1); 
vecteurccomplet(find(donnee == ‘C’)) = true;  
vecteurccomplet = double(vecteurccomplet); 
 
% Vecteur T 
vecteurtcomplet = false(seq_size,1); 
vecteurtcomplet(find(donnee == ‘T’)) = true; % find: Localise tout les ï¿½lï¿½ment non 
zï¿½ro. 
vecteurtcomplet = double(vecteurtcomplet); 
 
% Vecteur G 
vecteurgcomplet = false(seq_size,1); 
vecteurgcomplet(find(donnee == ‘G’)) = true; 
vecteurgcomplet = double(vecteurgcomplet); 
 
% Pre-allocate memory for results 
PROFILE_DATA = zeros(seq_size-fenetre,1); 
 
% One column means you need to compute a sum every iteration. this is 




% slower than storing 4 times the results, but consumes more memory. On 
% large sequences, it is better to go for this approach. 
 
parfor i=1:seq_size-fenetre 
    vecteura=vecteuracomplet(i:i+fenetre-1); 
    resultata=(my_gzl(vecteura,fenetre)); 
         
    vecteurc=vecteurccomplet(i:i+fenetre-1); 
    resultatc=(my_gzl(vecteurc,fenetre)); 
         
    vecteurt=vecteurtcomplet(i:i+fenetre-1); 
    resultatt=(my_gzl(vecteurt,fenetre)); 
         
    vecteurg=vecteurgcomplet(i:i+fenetre-1); 
    resultatg=(my_gzl(vecteurg,fenetre)); 
         
  PROFILE_DATA(i)=sum([resultata;resultatt;resultatg;resultatc]);   
end 
TIME = toc; 
clear v*; 
% END OF FUNCTION 
end 
 
%% Fonction my_gzl 
% my_gzl 
function [ R ] = my_gzl( SEQUENCE ,fenetre) 
%MY_GZL Summary of this function goes here 





RC = SEQUENCE(k)-R1-R2; 
R2 = R1; 
R1 = RC;     
end 
R = R1^2+R2^2+R1*R2; 
% #codegen 












%% Importe les sequences d’ADN de longueur variable en format FASTA % Importe la 
sequences d’ADN de longueur variable du gene HFE2 (Voir NCBI % procédure)position du 
gene sur le chromosome_1: 145413191pb a 145517545pb 
SEQUENCE=fastaread(‘Chr1_144_147M.fasta’); 
% Importe la sequence d’ADN du gene HFE2 à partir du numero d’ascension de NCBI. 
HFE2 = getgenbank(‘NG_011568’); 
Hfe2_lines=getExonsPlotLine(HFE2); 
% Superpose le gène HFE2 (11355 pb) sur la séquence d’analyse et indique la position des 
4 exons de HFE2 sur la figure 
hfe2_lines_axe_x = 145408191:145408191+11354; 
% Specifier axe des x 
axe_x = 144000000:147000000; 
 
% Obtenir la liste des genes de martview 
%getGeneList144_147 
% Obtenir la liste depuis le fichier FLAT modifie avec juste les indices de 
% depart et d’arrive 
 
%% Importer le fichier FLAT de sylvain 
% Ceci remplace la ligne de code ancienne: 
% GENES_X = importdata(‘FLAT_liste_pour_import.flat’)’+144000000;fid = 
fopen(‘FLAT_LISTE_NOM_COMPLETE.flat’);% fileID = fopen(nom du fichier)  % ouvre le 
fichier, nom du fichier, l’accès en lecture binaire% et retourne un identifiant de fichier de 
nombre entier  % égal ou supérieur à 3.  Matlab fichier réserves identificateurs 0,1 et 2 
pour % l’entrée standard, la sortie standard(l’écran) et l’erreur standard 
% respectivement. 
RAW_FLAT_IN = textscan(fid,’%d %d %*s’); % %d: entier signé base 10,  




% %s:chaîne de caratères. lire une série de caractères, jusqu’à trouver un 
% espace blanc. 
% GENES_X = cell2mat(RAW_FLAT_IN)converti les cellules de même type de 
% données en un seul module 
GENES_X = cell2mat(RAW_FLAT_IN)’+144000000; 
clear RAW_FLAT_IN; 
fclose(fid);% fclose(fid)ferme un fichier ouvert. fidest un indicateur de fichier entier 




%GENES_X = [GENES_X ; [125;126] ; [125;126]] 
GENES_Y = [1 1]; 
%%  Analyse des hexamers de HFE2 avec differentes source de ponderation dont la 
fenêtre du glissement est variable (Zhang,M.Q. 1998,vol7, No. 5,919=932, HMG). 
% La longueur de la sequence d’analyse est de 1000000 nt. 
% Importe les fichiers de ponderations d’excel de l’article 
Ponderation_Article_richeGC = importdata(‘Ponderation_Article_richeGC.xlsx’); 
Ponderation_Article_pauvreGC = importdata(‘Ponderation_Article_pauvreGC.xlsx’); 
%% Analyse des hexamers avec une fenêtre de 500 pb d’une sequence fasta entre 




Fenetre_tmp = 351; 
Analyse_Hexa(1).Nom = ‘Chr1 HFE2 144 a 147M Ponderation Riche GC’; 








Fenetre_tmp = 351; 




Analyse_Hexa(2).Nom = ‘Chr1 HFE2 144 a 147M Ponderation Pauvre GC’; 








Fenetre_tmp = 900; 
Analyse_Hexa(7).Nom = ‘Chr1 HFE2 144 a 147M Ponderation Riche GC’; 








Fenetre_tmp = 900; 
Analyse_Hexa(8).Nom = ‘Chr1 HFE2 144 a 147M Ponderation Pauvre GC’; 








Fenetre_tmp = 1500; 
Analyse_Hexa(3).Nom Chr1 H= ‘FE2 144 a 147M Ponderation Riche GC’; 












Fenetre_tmp = 1500; 
Analyse_Hexa(4).Nom = ‘Chr1 HFE2 144 a 147M Ponderation Pauvre GC’; 








Fenetre_tmp = 3000; 
Analyse_Hexa(5).Nom = ‘Chr1 HFE2 144 a 147M Ponderation Riche GC’; 








Fenetre_tmp = 3000; 
Analyse_Hexa(6).Nom = ‘Chr1 HFE2 144 a 147M Ponderation Pauvre GC’; 














function [ hexam_scores ] = HexamerCoulis (seq_to_analyse, hexam_score_mat, 
min_wsz, max_wsz)  
%  HexamerCoulis Analyse des Hexamer par Fenetre coulissante 
%   On lui donne une sequence, et la matrice des scores de chaque hexamer 
%   (4096 valeurs), et la fonction va retourner un tableau de resultats. 
% 
%   Chaque colonne correspond une taille de fenetre. 
%   Chaque ligne correspond la fenetre pour un nucleotide dans la sequence. 
% 
%   ON PEUT CHANGER LES TAILLES DE FENETRES DANS LE FICHIER HexamerCoulis.m 
%% Convertir la seq en upper 
seq_to_analyse = upper(seq_to_analyse); 
 
%% Creer la Hash Table des Hexamer 
 
for x=0:4095 
hexa_list{x+1} = base42seq(x); 
end 
HexaMap = containers.Map(hexa_list,0:4095); 
 
%% Definir la matrice des scores 
% hexam_score_mat = 1:4096; 
%% Definir la sequence a analyser 
% seq_to_analyse = ‘AAAAAAGGGGGG’; 
% Taille de la sequence 
seq_to_analyse_sz = size(seq_to_analyse,2); 
% -------------------------------------------------------- 
% ICI POUR CHANGER LES TAILLES DE FENETRE A TRAITER!!! 
% -------------------------------------------------------- 
% Min et max de la fenetre coulissante 
% min_wsz = 6; 
% max_wsz = 2000; 
 
% Si le max size de la sequence est plus petit que max_wsz, on prend cette 
% valeur 
If  ( seq_to_analyse_sz < max_wsz ) 
max_wsz = seq_to_analyse_sz; 
end 
disp(‘----------------------------------------------------------‘) 
disp([’Largeur de fenetre minimale utilisee: ‘ num2str(min_wsz)]) 




disp([’Largeur de fenetre maximale utilisee: ‘ num2str(max_wsz)]) 
disp([’Taille de la sequence: ‘ num2str(seq_to_analyse_sz)]) % Liste de toutes les fenetre à 
traiter windows_sizes = min_wsz:max_wsz; 
num_of_wins = size(windows_sizes,2); 
% Preallouer la matrice des resultats 
% les colonnes sont les résultats pour une fenetre 
hexam_scores = zeros(seq_to_analyse_sz,num_of_wins); 
 
% Pour chaque fenetre 
for  cur_win = 1:num_of_wins  
% Trouver la grosseur de fenetre actuelle 
cur_win_sz = windows_sizes(cur_win); 
%  Pour chaque nucleotide 
Parfor cur_nuc = 1:(seq_to_analyse_SZ+1 = cur_win_sz 
% Trouver le total d’hexamer dans la fenetre 
total_hexams_inwin = hexamsINseq2(seq_to_analyse(cur_nuc:cur_nuc+cur_win_sz-1),HexaMap); 
% Multiplier avec la matrice des scores des hexamers   
 cur_score = total_hexams_inwin*hexam_score_mat’; 
 
% Store le score total dans la liste de cette fenetre (pour le 
% nucleotide actif) 
 
hexam_scores(cur_nuc,cur_win) = cur_score; 
end 
end 
% Fin fonction 
end 
 
% Liste de seuil et faux positifs  
Theorie_1=(Analyse_Hexa(2).Res); 
% Total des genes: 
TOTAL_GENES = length(GENES_X) 
% Position de x sur la sequence 
% Liste des Seuils 
Liste_seuils = 0:10:80; 
% Genes qui contiennent des valeurs au dessus du seuil 
gene_detectes = zeros(TOTAL_GENES,length(Liste_seuils)); 
seuil_actif = 1; 
% Variables pour les faux positifs 
total_faux_positifs = zeros(1,length(Liste_seuils)); 
seuil_flag = 0; % Pour ne pas détecter des gènes en double, etc. 
for  Seuil = Liste_seuils 




     Seuil 
for  x=1:length(Theorie_1) 
position=144000000+x-1; 
% Exemple pour le premier gene de la liste 
% [144000001;]Début de séquence du gène. 
% [144094427;]Fin de séquence du gène 
for gene_courant = 1:TOTAL_GENES 
if (position >= GENES_X(1,gene_courant) & position <= GENES_X(2, gene_courant)) 
% On est à l’interieur d’un gene 
                     % et notre courbe depasse notre seuil 
                     if  (Theorie_1(x) > Seuil) 
                           % gene_courant 
                           % position 
                          % Theorie_1(x) 
                          % Mettre le gene comme étant détecté 
                          gene_detectes(gene_courant,seuil_actif) = 1; 
end  % if de si on depasse le seuil 
else 
% Je ne suis pas à l’intérieur d’un gène 
                     % Si je depasse mon seuil 
 
if (Theorie_1(x) > Seuil) 
% Si mon flag est à 0 (pas de gene detecte precedemment) 
if (seuil_flag == 0) 
% Compte un gene 
total_faux_positifs(seuil_actif) = total_faux_positifs(seuil_actif)+1; 
% Mettre le flag à 1 
seuil_flag = 1; 
end 
else 




% Si je ne depasse PAS mon seuil 
% Mettre le flag à 0 
seuil_flag = 0; 
end % fin de depasse seuil 
end % if de etre un gene ou non 
end % for de chaque gene 
end % for des positions 
seuil_actif = seuil_actif+1; 
end % for seuil 
 
% Affichage des resultats 
[Liste_seuils ; sum(gene_detectes) ; total_faux_positifs] 
%% Base 42seq 
function [ my_seq ] = base42seq(my_num,padding) 
% BASE42SEQ Converts a decimal number to base 4, then to Letters 
% BASE42SEQ(N,P) returns the sequence in LETTERS for a decimal number N. 
% It will pad with the letter A to return a number as big as P. 
% 
%   BASE42SEQ(N) returns the sequence with a default padding of 6. 
% 
%   Reminder: A T G C are 0 1 2 3 in base 4 
% 
%   Examples 
%       base42seq(4095,6) returns ‘CCCCCC’ 
%       base42seq(4095,7) returns ‘ACCCCCC’ 
 
% Check number of args 
narginchk(1, 2); 
% If no padding specified, default to 6 
if nargin == 1 
padding = 6; 
end 
the_seq = dec2base(my_num,4); 
my_seq = strrep(the_seq,’0’,’A’); 
my_seq = strrep(my_seq,’1’,’T’); 
my_seq = strrep(my_seq,’2’,’G’); 




my_seq = strrep(my_seq,’3’,’C’); 
 
seq_size = size(my_seq,2); 
if  seq_size < padding 
     pad_seq = char(65*ones(1,padding)); 
     pad_seq(end-(seq_size-1):end) = my_seq; 
my_seq = pad_seq; 
end  





Transformée de Fourier discrète. 
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Pour 0  k < N – 1 
Dans la formule de TFD nous avons la représentation du vecteur par f(n) et la matrice par 
le nombre complexe. 
Exemple de calcul : 
Pour k= 0, 1, 2, …, N-1 
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L’algorithme de calcul de Transformée de Fourier Rapide (TFR) ou en anglais Fast Fourier 
Transform (FFT), fut développé par James Cooley, du centre de recherche Thomas Watson 
d’IBM, et John Tukey, des laboratoires Bell Téléphone en 1965.  Un des grands avantages 
de la FFT est qu’elle réduit de façon considérable le nombre de multiplications.  La FFT 
permet de ramener le calcul de la transformée de Fourier discrète de T 2 à 2logT T
opérations ; cette réduction de complexité suffit à faire passer d'impossibles à facilement 
résolubles nombre de problèmes. Une dérivation de la transformée de Fourier rapide 
permet de séparer en deux parties la séquence d’entrée. 
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Nous utiliserons la récursivité en montrant que le calcul  d’une transformée de Fourier de 
taille T se ramène aux calculs de deux Transformées de Fourier de taille T/2 suivi de T/2 
multiplications. 
Posons n=2n si n est paire et n=2n+1 si n est impaire.  F(k), s’écrit alors, en posant N=T/2. 
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   que l’on appelle Facteur de phase angulaire. 
Alors l’équation devient : 
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Implémentation d’une TFR (FFT), TFD (DTF) 






























































Pauvre G+C Riche G+C 
Hexamères Pondération Hexamères Pondération 
TTTTTT -45.0000 TTTTTT -25.3000 
AAAAAA -26.5000 AAAAAA -18.9000 
ATTTTT -18.0000 CACACA -12.5000 
TTTTTA -16.3000 GGGAGG -11.8000 
TATTTT -15.0000 CCTCCC -11.1000 
TTTTAA -14.0000 ACACAC -9.6000 
TTATTT -13.0000 ATTTTT -9.3000 
TTTAAA -13.0000 AGGCTG -8.2000 
TTTATT -13.0000 GGAGGG -8.2000 
TTTTCT -13.0000 GGTGGG -7.9000 
TTAAAA -13.0000 AGGGAG -7.9000 
TTTCTT -12.0000 GGGTGG -7.9000 
TTTTAT -12.0000 CTCCCA -7.5000 
TGTTTT -12.0000 CAGCCT -7.5000 
AAAAAT -12.0000 CTGGGA -7.1000 
TTCTTT -12.0000 GAGGGG -6.8000 
CTTTTT -11.0000 TGGGTG -6.4000 
TTTTTG -11.0000 GCTGGG -6.4000 
TAAAAA -11.0000 GGGTGT -6.4000 
AAAATA -11.0000 GGGGTG -6.4000 
GAAGGA 6.0000 TGAAGA 5.0000 
GAGAAG 6.0000 CAGCTG 5.0000 
TGGAAG 6.0000 GTGGAC 5.0000 
CAGCTG 6.5000 CTGAAG 6.1000 
GATGAA 6.5000 CGAGGA 6.1000 
GGAAGA 6.5000 CTGGAC 6.4000 
AAGGAG 6.5000 ACCTGG 6.4000 
CTGGAG 7.0000 TGCTGC 6.4000 
TCCTGG 7.0000 GGAGGA 6.4000 
GGAGAA 7.0000 GAGCTG 7.1428 
CAGAAG 7.0000 AAGAAG 7.8750 
CTGGAA 7.5000 CTGCTG 7.8750 
ATGAAG 7.5000 GCTGGA 8.5710 
TGATGA 7.5000 GACCTG 8.5710 
TGGAGA 11.5000 TGGAGA 8.5710 
CCTGGA 11.5000 CTGGTG 9.2850 
AGAAGA 11.5000 CTGCAG 9.2850 
TGAAGA 12.0000 GAGGAG 9.3846 
AAGAAG 16.0000 CTGGAG 11.4000 
GAAGAA 18.0000 CCTGGA 13.6000 
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Annexe 7  
Publication acceptée avec comité de lecture 
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