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LINEAR STABILITY ANALYSIS OF THE RELATIVISTIC
VLASOV-MAXWELL SYSTEM IN AN AXISYMMETRIC DOMAIN
ZHIYUAN ZHANG
Abstract. We consider the plasma confined in a general axisymmetric spatial
domain with perfect conducting boundary which reflects particles specularly, and
look at a certain class of equilibria, assuming axisymmetry in the problem. We prove
a sharp criterion of spectral stability under these settings. Moreover, we provide
several explicit families of stable/unstable equilibria using this criterion.
1. Introduction
In plasma theory, an important goal is to study the stability properties of plasmas.
The study of the stability properties of macroscopic systems like MHD and other
fluid-like models has been carried out a lot (for example [2], [13]). However, many
plasma phenomena are microscopic so one must consider kinetic models, including
the (relativistic and nonrelativistic) Vlasov-Maxwell system, Vlasov-Poisson system,
Boltzmann equation, etc. (see [2], [13]).
When the temperature is high or the density is low, the effect of collisions becomes
minor compared to the effect of the electromagnetic forces. Such plasmas are modeled
by the relativistic Vlasov-Maxwell system (RVM). The stability of the RVM has been
studied a lot in the physics literature. The simplest case is a spatially homogeneous
equilibrium with vanishing magnetic fields (for example [3], [6]). One of the most
important results is Penrose’s sharp criterion on linear stability for a spatially homo-
geneous equilibrium of the Vlasov-Poisson system ([14]). In [8] and [10], the analysis
of a spatially inhomogeneous equilibrium was carried out in domains without any
spatial boundaries (i.e. whole space or periodic setting). A sharp criterion for spec-
tral stability was given in [10], with some families of stable and unstable examples
provided. The question of nonlinear stability is much more difficult, see, for example,
[9].
On the other hand, in many real world applications, the plasma is confined to
a bounded region. A typical example is the tokamak, which is one of the main
foci of research in fusion energy. Therefore, an important topic is to understand the
stability properties of a confined plasma. In [7], the confinement of a tokamak plasma
is discussed using some fluid models and the role of different parts of the boundary
are explored. For the microscopic model RVM, there are very few rigorous studies
in bounded domains. A key paper in this direction is [12], in which the authors
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considered the case when the spatial domain is a solid torus (like a tokamak), and
toroidal symmetry is assumed. A sharp criterion of spectral stability is obtained, thus
reducing the problem of determining the linear stability to the positivity of a simpler
self-adjoint operator L0.
However, there are other domains worthwhile studying. We want to investigate how
the geometric structure of the domain influences the stability of the plasma. In this
paper, we consider the RVM on a general axisymmetric spatial domain. We consider
a certain class of equilibria, assuming axisymmetry in the problem. It is surprising
that a sharp criterion of spectral stability can be proven, not just for a torus, but for
any axisymmetric domain. In [12] the domain Ω is exactly a torus and the authors
used toroidal coordinates, while here we show that Ω can be any axisymmetric domain
using cylindrical coordinates (r, ϕ, z). An example here is the case when Ω is a solid
ball. A major difficulty in that case is that Ω might include part of the z-axis,
which creates a singularity in the problem. This difficulty is surmounted by using the
identity −∆(geiϕ) = (−∆+ 1
r2
)geiϕ, which is valid for any ϕ-independent function g.
We prove that the linear stability of the equilibrium is equivalent to the positivity of
a self-adjoint operator L0, which acts only on scalar functions (see Theorem 3.1).
Moreover, we use the operator L0 to provide several explicit examples of stable
and unstable equilibria. Explicit inequalities determine the stability. They contain
information on the domain and hence enable a partial analysis of the effect of the
geometry, see Theorem 7.1 and Corollary 7.3. For example, a thin torus with large
major radius tends to favor instability for the equilibria rather than one with smaller
radius. This is the first result on this question for the RVM model, and shows plenty
of possiblities to carry out deeper investigations. On the other hand, we obtain
instability for a family of equilibria that depend strongly on the angular momentum.
In contrast to Section 5.2 in [12], we allow the equilibria to have electric as well as
magnetic potentials, and therefore we are able to prove instability for a larger family
of equilibria, see Proposition 8.1. In addition, we show that under some constraint
on the shape of the domain and some smallness assumption on the steady density
distribution, such unstable equilibria can be constructed explicitly (see Theorem 8.6).
The system RVM is
(1.1) ∂tf
± + vˆ · ∇xf± ± (E+ vˆ ×B) · ∇vf± = 0 ,
(1.2) ∇x · E = ρ =
∫
R3
(f+ − f−)dv, ∇x ·B = 0 ,
(1.3) ∂tE−∇x ×B = −j = −
∫
R3
vˆ(f+ − f−)dv, ∂tB+∇x × E = 0
In this system. f±(t, x, v) ≥ 0 is the density distribution of ions (+) and electrons
(−). We confine the plasma in a region Ω ⊂ R3, so that x ∈ Ω is the particle position.
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v ∈ R3 is the particle momentum, 〈v〉 = √1 + v2 is the particle energy, and vˆ = v/〈v〉
is the particle velocity. Also, E is the electric field, B is the magnetic field, and
therefore ±(E + vˆ ×B) is the electromagnetic force. Moreover, the charge density ρ
and the current density j are defined as
(1.4) ρ =
∫
R3
(f+ − f−)dv, j =
∫
R3
vˆ(f+ − f−)dv .
At the boundary we impose the specular condition (which means that f± is even with
respect to vn = v · en on ∂Ω, with en being the outward normal vector of ∂Ω at x):
(1.5) f±(t, x, v) = f±(t, x, v − 2(v · en(x))en(x)), en(x) · v < 0, ∀x ∈ ∂Ω ,
as well as the perfect conductor boundary condition
(1.6) E(t, x)× n(x) = 0, B(t, x) · n(x) = 0, ∀x ∈ ∂Ω .
The system RVM with these boundary conditions enjoys the conservation of the total
energy
(1.7) E(t) =
∫
Ω
∫
R3
〈v〉(f+ + f−)dvdx+ 1
2
∫
Ω
(|E|2 + |B|2)dx .
The contents in the paper are arranged as follows. In Section 2 we set up the
problem, including the coordinates and the symmetry assumptions. Section 3 gives
the description of the particle trajectories and the family of equilibria we consider
in this paper. We linearize around the equilibria and give a precise statement of the
main results. Chapter 4 is devoted to the description of the boundary conditions on
the linearized problem. For the first main result (the sharp stability criterion), the
proof of the stability part is given in Section 5 using some invariants of the linearized
RVM system. For the proof of the instability part, which is given in Section 6, we
express f± in terms of the electric and magnetic potentials by integrating the Vlasov
equation along the particle trajectory, then plugging it into the linearized Maxwell
system to obtain equations on the potentials, enabling us to obtain growing modes
by a continuation argument on the corresponding self-adjoint operators. Section 7 is
devoted to some analysis on the operator L0 that determines the stability of some
equilibria (Theorem 7.1), as well as an example analyzing the effect of the geometry
(Corollary 7.3). At last, in Section 8, we derive an explicit sufficient condition for
instability by a more detailed study on L0 (Proposition 8.1). We also construct
a family of unstable equilibria using this condition by solving the coupled elliptic
system satisfied by the electric and magnetic potentials (Theorem 8.6).
2. Coordinates and Symmetry
We deal with the equation in the language of cylindrical coordinates (r, ϕ, z), and
consider the plasma constrained inside a region Ω, which is a C1 axisymmetric (with
respect to the z-axis) domain in R3, i.e. rotational invariant around the z-axis. Ω can
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be viewed as a solid of revolution, determined as follows: Consider a counterclock-
wisely parametrized closed C1 curve C in the plane {ϕ = 0}, where β is the arclength
parameter:
(2.1)
r = r˜(β), z = z˜(β), β ∈ [0, β0], r˜ ≥ 0 for all β ∈ (0, 1), r˜, β˜ ∈ C1(0, 1) ,
with either
(2.2) r˜(0) = r˜(1) > 0, z˜(0) = z˜(1) ,
or,
(2.3) r˜(0) = r˜(1) = 0, z˜′/r˜′ = 0 at β = 0, 1 .
Let ∂Ω be the surface obtained by rotating C around the z-axis. Then the boundary
∂Ω is C1 smooth.
Let er, eϕ and ez be the unit vectors in the cylindrical coordinate system (see
Appendix A), and en, etg to be the unit vectors in outward normal direction and tan-
gential direction orthogonal to eϕ on ∂Ω, respectively. Then on ∂Ω, the outward unit
normal vector en(x) = (z˜
′er− r˜′ez)/
√
z˜′2 + r˜′2, and etg(x) = (−r˜′er− z˜′ez)/
√
z˜′2 + r˜′2.
On the boundary, we assume the specular condition on the density function f±.
This means that f± is even with respect to vn = v · en/|en| on ∂Ω, i.e.
(2.4) f±(t, x, v) = f±(t, x, v − 2(v · en(x))en(x)), en(x) · v < 0, ∀x ∈ ∂Ω, ∀v ∈ R3
as well as the perfect conductor boundary condition on the electric and magnetic
fields:
(2.5) E(t, x)× en(x) = 0, B(t, x) · en(x) = 0, ∀x ∈ ∂Ω .
We also introduce the electric potential φ and the magnetic potential A:
(2.6) E = −∇φ − ∂tA, B = ∇×A
and impose the Coulomb gauge
(2.7) ∇ ·A = 0 .
Remark The choices of φ and A are not unique. Actually the choice of A can differ
by the gradient of a harmonic function.
The Maxwell system then becomes
(2.8) −∆φ = ρ ,
(2.9) (∂2t −∆+
1
r2
)Aϕ = jϕ ,
(2.10) (∂2t −∆)A˜+ ∂t∇φ = j˜ .
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Using cylindrical coordinates (r, ϕ, z), we make the axisymmetry assumption:
(2.11) φ, Ar, Az, Aϕ are independent of ϕ.
Therefore, f± does not depend explicitly on ϕ, although it might depend on it im-
plicitly through the components of v.
3. Equilibrium, Linearization and Main Result
We consider an equilibrium such that B0ϕ = 0, A
0 = A0ϕeϕ Then the equilibrium
field is
(3.1) E0 = −∇φ0 = −∂φ
0
∂r
er − ∂φ
0
∂z
ez ,
B0 = −∂A
0
ϕ
∂z
er +
1
r
∂(rA0ϕ)
∂r
ez .(3.2)
We define the particle trajectories as
(3.3) X˙± = Vˆ ±, V˙ ± = ±E0(X±)± Vˆ ± ×B0(X±)
with initial values (X±(0; x, v), V ±(0; x, v)) = (x, v). Each particle trajectory exists
and preserves the axisymmetry up to the first time it meets the boundary. Let
s0 be a time when the trajectory X
±(s0−; x, v) hits the boundary ∂Ω. Recall that
vn = v ·en = z˜′vr−r˜′vz√z˜′2+r˜′2 , vtg = v ·etg = −z˜
′vz−r˜′vr√
z˜′2+r˜′2
. For any given (x, v) and (X±, V ±) with
x and X± on ∂Ω, we re-decompose v and V ± into their n-component, tg-component
and ϕ- component: v = vnen+ vtgetg + vϕeϕ, V
± = V ±n en+ V
±
tg etg + V
±
ϕ eϕ, and define
(3.4) v∗ = −vnen + vtgetg + vϕeϕ , V ±∗ = −V ±n en + V ±tg etg + V ±ϕ eϕ .
Thus from the specular boundary condition, the trajectory can be continued by the
rule
(3.5) (X±(s0+; x, v), V ±(s0+; x, v)) = (X±(s0−; x, v), V ±∗ (s0−; x, v)) .
Furthermore we assume the equilibrium has a particle density of the form f 0,±(x, v) =
µ±(e±(x, v), p±(x, v)), where
(3.6) e±(x, v) = 〈v〉 ± φ0(r, z), p±(x, v) = r(vϕ ±A0ϕ(r, z)) .
e± and p± are invariant along the particle trajectories. (The proof of the invariance of
e± and p± can be found in Appendix B.) We assume that µ±(e±, p±) are non-negative
C1 functions which satisfy
µ±e (e, p) < 0, |µ±p (e, p)|+ |µ±e (e, p)| ≤
Cµ
1 + |e|γ , γ > 3.(3.7)
Denote the transport operator by
(3.8) D± = vˆ · ∇x ± (E0 + vˆ ×B0) · ∇v .
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Linearizing around the equilibrium µ±, we obtain the linearized Vlasov equation
(3.9) ∂tf
± +D±f± = ∓(E+ vˆ ×B) · ∇vf 0,± ,
which can be written in cylindrical coordinates as
(3.10) ∂tf
± +D±f± = ±(µ±e D±φ+ µ±e vˆ · ∂tA+ rµ±p ∂tAϕ + µ±pD±(rAϕ)) .
As we will mention in Section 4, in the linearized problem we can assume the homo-
geneous Dirichlet condition for φ and Aϕ.
We use the letter τ to denote the axisymmetric constraint for functions. Denote
Y = L21/r2(Ω), i.e. the weighted-L
2 space with weight 1/r2. Also, let
(3.11) Hk†(Ω) := {g ∈ L2,τ (Ω)|eiϕg ∈ Hk(Ω)}(k = 1, 2) .
Then H2†(Ω) ⊂ Y because the identity −∆(geiϕ) = (−∆ + 1
r2
)geiϕ holds for any
ϕ-independent function g. We will show in Lemma 5.2 that Aϕ is automatically in
H2†(Ω) once we assume E, B ∈ L2(Ω). Let X be the space consisting of all the scalar
functions in ∈ H2,τ (Ω) ∩ H2†(Ω) that satisfy the Dirichlet boundary condition. We
define the weighted-L2 spaces H± as
H± := L2|µ±e |(Ω× R
3) .
By saying that an equilibrium is spectrally unstable, we mean that the linearized
system with the boundary conditions admits a growing mode, which is defined to
be a solution of the form (eλtf±, eλtE, eλtB) with Reλ > 0, f± ∈ H±, and E, B ∈
L2,τ (Ω;R3).
Let P± be the orthogonal projection on the kernel ofD± in the spaceH±. Formally,
we define
(3.12) A01h = ∆h+
∑
±
∫
R3
µ±e (1− P±)hdv ,
(3.13) A02h = (−∆+
1
r2
)h−
∑
±
∫
R3
vˆϕ
(
µ±p rh+ µ
±
e P±(vˆϕh)
)
dv ,
(3.14) B0h = −
∑
±
∫
R3
vˆϕµ
±
e (1−P±)hdv ,
These operators are naturally derived from integration of the Vlasov equation along
the particle trajectories. Now we can state our first main result as follows.
Theorem 3.1. Let (f 0,±,E0,B0) be an equilibrium of the relativistic Vlasov-Maxwell
system satisfying f 0,±(x, v) = µ±(e±, p±) ≥ 0 and µ±e (e, p) < 0, |µ±p | + |µ±e | ≤ Cµ1+|e|γ
with γ > 3, µ± ∈ C1, φ0 ∈ C(Ω¯), A0ϕ ∈ C(Ω¯). Then the operator
(3.15) L0 = A02 − B0(A01)−1(B0)∗
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on X is self-adjoint. Also, we have
(i) If L0 ≥ 0, there exists no growing mode of the linearized equation (3.9).
(ii) Any growing mode, if it exists, must be purely growing, i.e. the exponent λ of
instability must be a real number.
(iii) If L0  0, there exists a growing mode of the linearized Vlasov equation (3.9)
and the linearized Maxwell system with the boundary conditions.
In other words, the equilibrium is spectrally stable if and only if L0 ≥ 0.
Our second main result provides some explicit examples of spectrally stable/unstable
equilibria using the criterion provided in Theorem 3.1. We give a summarized version
of the theorem here, and the precise statements will come in later.
Theorem 3.2. Let (µ±,E0,B0) be an equilibrium, with µ± satisfying the decaying
assumption (7.1) (which is slightly stronger than (3.7)).
(i) If pµ±p (e, p) ≤ 0, and both |A0ϕ| and |φ0| satisfy some smallness condition (7.5)
or (7.6), then L0 ≥ 0 and hence the equilibrium is spectrally stable. The smallness
condition on |A0ϕ| and |φ0| depends on the shape of the domain. (See Corollary 7.3.)
(ii) If supx∈Ω r(x) > 1, and µ
± satisfies pµ±p ≥ C ′µ|p|〈p〉−ǫν(e) together with some
function ν(e) which satisfies ν(e) ≥ Cν exp(−e) for some positive constants C ′µ and
Cν, then we obtain a spectrally unstable equilibrium from (µ
±,E0,B0) by suitable
scaling. In particular, in the case that Cµ satisfies some smallness condition, such
unstable equilibrium is constructed explicitly.
4. Boundary Conditions
In this section, we derive from (2.5) the explicit boundary conditions in cylindrical
coordinates for the linearized electric and magnetic fields.
From (2.6), we have
E = er(−∂φ
∂r
− ∂Ar
∂t
) + eϕ(−∂Aϕ
∂t
) + ez(−∂φ
∂z
− ∂Az
∂t
)(4.1)
B = er(−∂Aϕ
∂z
) + eϕ(
∂Ar
∂z
− ∂Az
∂r
) + ez
1
r
∂(rAϕ)
∂r
.(4.2)
See Appendix A for detailed explanation to the coordinates. On ∂Ω, (2.5) becomes
(4.3) − r˜′Eϕer + (r˜′Er + z˜′Ez)eϕ − z˜′Eϕez = 0, ∀x ∈ ∂Ω
and
(4.4) z˜′Br − r˜′Bz = 0, ∀x ∈ ∂Ω ,
where ′ denotes the derivative with respect to s. Assuming that the boundary condi-
tions are time-independent and plugging (4.1) and (4.2) into (4.3) and (4.4), we can
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write (4.3) and (4.4) in terms of the potentials as
(r˜′
∂
∂r
+ z˜′
∂
∂z
)φ = 0 ,
(r˜′
∂
∂r
+ z˜′
∂
∂z
+ r˜′
1
r
)Aϕ = 0
(4.5)
for all x ∈ ∂Ω. The first line together with ∂φ/∂ϕ = 0 from (2.11) implies that φ is
a constant along the surface ∂Ω. As for the second line, for each x ∈ ∂Ω, let Γx be
the curve {y ∈ ∂Ω : ϕ(y) = ϕ(x)}. Then the second line becomes
∂
∂s
(
exp(
∫ s
1
r˜′(σ)
r˜(σ)
dσ)Aϕ
)
= 0 ,
after being multiplied by exp(
∫ s
1
r˜′(σ)
r˜(σ)
dσ). This implies
(4.6) Aϕ = C exp
(−
∫ s
1
r˜′(σ)
r˜(σ)
dσ
)
=
C
r˜(β)
.
Since the choice of A can differ by the gradient of a harmonic function, we can
remove the singularity in the boundary condition on A by adding to it the gradient
of a harmonic function with the same boundary condition. The linearized problem
must then satisfy
(4.7) Aϕ = 0
on ∂Ω.
The Coulomb gauge becomes
(4.8)
1
r
∂(rAr)
∂r
+
1
r
∂Aϕ
∂ϕ
+
∂Az
∂z
=
1
r
∂(rAr)
∂r
+
∂Az
∂z
= 0 .
On the boundary, we use subscripts n and tg to denote the normal and tangential
components, respectively. Then
(4.9) ∂z =
−z˜′∂tg − r˜′∂n√
z˜′2 + r˜′2
, ∂r =
−r˜′∂tg + z˜′∂n√
z˜′2 + r˜′2
and
(4.10) Az =
−z˜′Atg − r˜′An√
z˜′2 + r˜′2
, Ar =
−r˜′Atg + z˜′An√
z˜′2 + r˜′2
.
We rewrite the Coulomb gauge in terms of the normal and tangential components on
∂Ω as
(4.11) (∂nAn +
z˜′
r˜
√
z˜′2 + r˜′2
An) + (∂tgAtg − r˜
′
r˜
√
z˜′2 + r˜′2
Atg) = 0 .
Thus we assume
(4.12) ∂nAn +
z˜′
r˜
√
z˜′2 + r˜′2
An = 0
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and
(4.13) ∂tgAtg − r˜
′
r˜
√
z˜′2 + r˜′2
Atg = 0 .
Again, for each x ∈ ∂Ω, let Γx be the curve ϕ = ϕ(x) = const. and s be its arc length
parameter. We obtain
Atg = C exp
( ∫ s
1
r˜′(σ)
r˜(σ)
√
z˜′2(σ) + r˜′2(σ)
dσ
)
.
Thus the linearized problem must satisfy
(4.14) Atg = 0
on ∂Ω. The condition (4.12) is equivalent to
(4.15) z˜′∂rAn − r˜′∂zAn + z˜
′
r˜
An = 0 .
To summarize, we consider the linearized problem with the following boundary
condition on φ and A:
(4.16)
φ = 0, Aϕ = 0, Atg = 0, z˜
′∂rAn − r˜′∂zAn + z˜
′
r˜
An = 0, x ∈ ∂Ω .
5. Linear Stability
In this section, we prove the first part of Theorem 3.1. Firstly we introduce some
property of D±.
Lemma 5.1. Let g(x, v) = g(r, z, vr, vϕ, vz) be a C
1 axisymmetric function on Ω¯×R3,
then g satisfies the specular boundary condition iff
(5.1)
∫
Ω
∫
R3
gD±hdvdx = −
∫
Ω
∫
R3
hD±gdvdx
holds for all C1 axisymmetric function h with v-compact support that satisfy the spec-
ular boundary condition (denote this set of functions by C).
Proof. Integrating by parts in x and v, we obtain∫
Ω
∫
R3
(gD±h+ hD±g)dvdx = 2π
∫ 1
0
∫
R3
rghvˆ · endvdz|r=r˜(β),z=z˜(β) .
If g satisfies the specular boundary condition, then both g and h are even functions of
vn = v ·n/|n| on ∂Ω, and therefore the right side of the equality vanishes. Conversely,
if the right side vanishes for all h, then∫ 1
0
∫
R3
gk(r, z, vr, vϕ, vz)dvdz|r=r˜(β),z=z˜(β) = 0
for all test functions k which are odd in vn = v · en. So g(r, z, vr, vz, vϕ)|r=r˜(β),z=z˜(β) is
even in vn, which gives the specular boundary condition. 
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Define
(5.2) dom(D±) = {g ∈ H|D±g ∈ H, 〈D±g, h〉H = −〈g,D±h〉H, ∀h ∈ C} .
Then dom(D±) are dense in H, D± are skew-adjoint on H.
Denote F± = f ∓ rµ±p Aϕ. Then F± satisfies
(5.3) (∂t +D
±)F± = ∓µ±e vˆ · E .
Next we prove that the functions and fields are in the right spaces that we expect
them to live in.
Lemma 5.2. Let (eλtf±, eλtE, eλtB) be a growing mode (then by definition f± ∈ H,
E,B ∈ L2(Ω;R3)) and define F± = f ∓ rµ±p Aϕ. Then E,B ∈ H1(Ω;R3),
(5.4)
∫
Ω
∫
R3
1
|µ±e |
(|F±|2 + |D±F±|2)dvdx < +∞ .
Moreover, we have Aϕ ∈ H2†(Ω) ⊂ L21/r2(Ω).
Proof. Plug in (eλtf±, eλtE, eλtB), we obtain
(5.5) (λ+D±)F± = ∓µ±e vˆ · E .
Since f± ∈ H, Aϕ ∈ L2(Ω), supx
∫
R3 |µ±p |dv < +∞, and vˆ · E ∈ H (This is because
we have the decaying assumption |µ±e (x, v)| . 11+|e±(x,v)|γ , which gives that
∫
Ω
∫
R3 |vˆ ·
E|2|µ±e |dxdv .
∫
Ω
∫
R3 |vˆ · E|2 11+|e±|γ dxdv . ‖E‖2H1(Ω;R3)), we obtain that D±F± ∈ H.
Also, F± satisfies the specular boundary condition in the weak sense.
Let k± = F±/|µ±e |, then the equation for F± is equivalent to (λ + D±)k± =
∓vˆ · E. Let ǫ be any postive number, wǫ = |µ
±
e |
ǫ+|µ±e | , k
±
ǫ = wǫk
± = F±/(ǫ+ |µ±e |), then
multiplying the equation (λ+D±)k± = ∓vˆ · E by wǫ and pair with kǫ gives
〈λkǫ +D±kǫ, kǫ〉H = ∓〈wǫvˆ ·E, kǫ .〉H
We have kǫ ∈ dom(D±), so by the skew-symmetry ofD± we deduce that 〈D±kǫ, kǫ〉H =
0. The equation becomes
|λ|‖kǫ‖2H = |〈wǫvˆ · E, kǫ〉H| ≤ ‖E‖H‖kǫ‖H .
Letting ǫ→ 0, we obtain that k± ∈ H, ∫
Ω
∫
R3
|F±|2
|µ±e | dvdx < +∞.
Substitute (eλtf±, eλtE, eλtB) into the Maxwell system together with the boundary
conditions. Note that by the definition of F± the charge density and the current
density of the system are:
ρ =
∫
R3
(F+ − F−)dv + rAϕ
∫
R3
(µ+p + µ
−
p )dv
j =
∫
R3
vˆ(F+ − F−)dv + rAϕ
∫
R3
vˆ(µ+p + µ
−
p )dv .
(5.6)
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Since we already have that
∫
Ω
∫
R3
|F±|2
|µ±e | dvdx < +∞, supx
∫
R3(|µ±e | + |µ±p |)dv < +∞,
Aϕ ∈ L2(Ω), we now know that ρ and j are finite almost everywhere and they are in
L2(Ω).
Since Ω may meet the z-axis, where r = 0, we mimic the process in [8]. Note that
(5.7) −∆(geiϕ) = (−∆+ 1
r2
)geiϕ, ∀g ∈ X .
Hence we can apply the standard elliptic theory to the equation λ2Aϕe
iϕ−∆(Aϕeiϕ) =
jϕe
iϕ to conclude that Aϕe
iϕ ∈ H2(Ω), Aϕ ∈ H2†(Ω). For An we have
(λ2 −∆)An + λ(∇φ)n =
∑
±
∫
R3
vn
〈v〉(µ
±
e (1−Q±λ )φ+ µ±p rAϕ + µ±e Q±λ (vˆ ·A))dv .
Therefore
−∆An = −λ(∇φ)n − λ2An +
∑
±
∫
R3
vn
〈v〉(µ
±
e (1−Q±λ )φ+ µ±p rAϕ + µ±e Q±λ (vˆ ·A))dv .
Taking the square of both sides and integrating on Ω, we compute the left side:
∫
Ω
(∆An)
2dx = −
∫
Ω
∇(∆An) · ∇Andx+
∫
∂Ω
(∆An)
∂An
∂n
· dSx
=
∫
Ω
|D2An|2dx−
∫
∂Ω
|∇(∂An
∂n
) · ∇AndSx|+
∫
∂Ω
(∆An)
∂An
∂n
· dSx
=
∫
Ω
|D2An|2dx+
∫
∂Ω
|∂An
∂n
(∆An)dSx|+
∫
∂Ω
(∆An)
∂An
∂n
· dSx
=
∫
Ω
|D2An|2dx−
∫
∂Ω
|An(∆An) · −z˜
′
r˜
√
z˜′2 + r˜′2
rdϕdxtg|
+
∫
∂Ω
(∆An)
−z˜′
r˜
√
z˜′2 + r˜′2
· rdϕdxtg .
(5.8)
The boundary terms are well-defined integrals and they can be controlled by a con-
stant times ‖An‖2H1. Hence
(5.9) ‖An‖2H2 < +∞ .
Therefore An is in H
2(Ω).
Also, φ is in H2(Ω) and Atg ∈ H2(Ω), according to elliptic theory (with Dirichlet
boundary condition), so A˜ ∈ H2(Ω; R˜2). Hence E,B ∈ H1(Ω;R3). We also obtain
from the equation (λ+D±)F± = ∓µ±e vˆ · E that
∫
Ω
∫
R3
|D±F±|2
|µ±e | dvdx < +∞.

Next we prove the adjointness properties for the operators A01, A02 and B0. Recall
that X is the space consisting of all the scalar functions in H2,τ(Ω) ∩ H2†(Ω) that
satisfy the Dirichlet boundary condition.
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Lemma 5.3. (i) A01 and A02 are self-adjoint on L2,τ (Ω) with domain X . (ii) B0 is
well-defined on X . The adjoint operator of B0 is
(5.10) (B0)∗h =
∑
±
∫
R3
(µ±e rh+ µ
±
e P±(vˆϕh))dv .
Proof. The conclusion follows from the fact that P± is self-adjoint on H± and the
Dirichlet boundary conditions. 
Note that P± is bounded with norm no larger than supx
∫
R3 |µ±e |dv, and thatA01−∆,
A02 + ∆ and B0 are bounded X → L2(Ω). Therefore A01 and A02 are well-defined on
X . Also, noticng that P± are orthogonal projections and the Dirichlet boundary
condition, we have
(5.11)
− 〈A01h, h〉L2 = −〈∆h, h〉L2 +
∑
±
‖(1−P±)h‖2H ≥ ‖∇h‖2L2 ≥ c−1P ‖h‖L2 , ∀h ∈ X
with cP = cP (Ω) being the square of the Poincare´ constant of Ω. Therefore we have
Lemma 5.4. (A01)−1 exists and it is bounded L2,τ (Ω)→ X . Moreover, its bound is no
larger than the square of the Poincare´ constant of Ω, which we denote by cP . Hence
we can define the operator
(5.12) L0 = A02 − B0(A01)−1(B0)∗
on X , and it is self-adjoint on L2,τ (Ω) with domain X .
The following couple of lemmas are the same as the ones stated in Section 3.1 in
[12], simply differing by a change of coordinates, so we omit the proofs.
Lemma 5.5. Let (f±,E,B) be a solution of the linearized system, and suppose that
F± ∈ C1(R, L2
1/|µ±e |(Ω × R
3)), E,B ∈ C2(R, H2(Ω)). Then the linearized energy
functional
(5.13) I(f±,E,B) =
∑
±
∫
Ω
∫
R3
(
1
|µ±e |
|F±|2 − rµ±p vˆϕ|Aϕ|2)dvdx+
∫
Ω
(|E|2 + |B|2)dx
is time-invariant.
Lemma 5.6. By the same assumpition as in Lemma 5.5, the functionals
(5.14) K±g (f±,A) =
∫
Ω
∫
R3
(F± ∓ µ±e vˆ ·A)gdvdx
are time-invariant for all g ∈ kerD±. In particular, we can deduce that ∫
Ω
∫
R3 f
±(t, x, v)dvdx
are time-invariant by taking g = 1.
Proposition 5.7. If (eλtf±, eλtE, eλtB) is a complex growing/decaying mode with
Reλ 6= 0, then λ must be real, i.e. the mode is purely growing/decaying.
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Proof. The proof is basically the same as in Section 3.2 in [12], except that when
expanding
∫
Ω
|B|2dx we obtain a term ∫
Ω
1
r2
|Aϕ|2dx, which turns out to be finite since
Aϕ is in L
2
1/r2 . We start with splitting F
± into its even and odd parts (denoted by F±ev
and F±od, respectively) with respect to the variable (vr, vz). Note that D
± map even
functions to odd functions and vice versa, so that we obtain the equation for F±od:
(λ2 −D±2)F±od = ∓λµ±e vˆ · E˜± µ±e D±(vˆϕEϕ) .
We multiply this equation by 1|µ±e | |F
±
od|, integrate over Ω×R3, then add up the + and
− identities, and examine the imaginary part of the resulting identity. In the end we
obtain
ReλImλ
∑
±
∫
Ω
∫
R3
( 1
|µ±e |
|F±od|2
)
dvdx = −ReλImλ
∫
Ω
(|Bϕ|2 + |Eϕ|2)dx .
The opposite signs of the integrals together with the assumption that Reλ 6= 0 imply
that λ must be real. 
Next, fixing A ∈ L2,τ (Ω), we define
(5.15) JA(F+, F−) =
∑
±
∫
Ω
∫
R3
1
|µ±e |
|F±|2dvdx+
∫
Ω
|∇φ|2dx ,
where the electric scalar potential φ satisfies the following Poisson equation
(5.16) −∆φ = ρ =
∫
R3
(F+ − F−)dv + rAϕ
∫
R3
(µ+p + µ
−
p )dv, φ|∂Ω = 0 .
The right side in the Poisson equation is in L2 so φ is well-defined (exists and is
uniquely determined). Define
(5.17)
FA = {(F+, F−) ∈ (L21/|µ±e |(Ω×R
3))2∩(L2,τ )2 :
∫
Ω
∫
R3
(F±∓µ±e vˆ· A)gdvdx = 0, ∀g ∈ kerD±}
for fixed A ∈ L2,τ (Ω). In particular,
(5.18)
F0 = {(h+, h−) ∈ (L21/|µ±e |(Ω× R
3))2 ∩ (L2,τ )2 :
∫
Ω
∫
R3
h±gdvdx = 0, ∀g ∈ kerD±} .
Then JA is well-defined and nonnegative on FA, and its infimum over FA is finite.
We want to minimize JA on the manifold FA.
Lemma 5.8. For fixed A ∈ L2,τ (Ω), there exists a minimizer (F+∗ , F−∗ ) of the func-
tional JA on FA. Furthermore, if φ∗ ∈ H2(Ω) is the solution of the Poisson equation
(5.16) with respect to (F+∗ , F
−
∗ ), then
(5.19) F±∗ = ±µ±e (1− P±)φ∗ ± µ±e P±(vˆ ·A) .
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Proof. Take a minimizing sequence (F+n , F
−
n ) in FA of JA. Note that F±n are bounded
in L2
1/|µ±e |, we can take weak limits (extracting subsequences if neccesary) F
±
∗ , which
is also in FA. Therefore (F+∗ , F−∗ ) is a minimizer.
Let φ∗ be as described in the lemma. We want to derive the (5.19). Denote
h± = F± ∓ µ±e vˆ · A, in particular, h±∗ = F±∗ ∓ µ±e vˆ · A. Then (F+, F−) ∈ FA iff
(h+, h−) ∈ F0.
We observe∫
R3
(h+ − h−)dv =
∫
R3
(F+ − F−)dv −
∫
R3
(µ+e − µ−e )vˆ ·Adv
=
∫
R3
(F+ − F−)dv −
∫
R3
(µ+e − µ−e )vˆϕAϕdv
=
∫
R3
(F+ − F−)dv + rAϕ
∫
R3
(µ+p − µ−p )dv .
(5.20)
Here we used that µ±e (vˆrAr+ vˆzAz) is odd in (vr, vz) (the second line of computation),
and ∂vϕ(µ
±) = µ±e vˆϕ+rµ
±
p (the third line of computation). Therefore φ is independent
of the change of variables F± → h±. (F+∗ , F−∗ ) is a minimizer of JA(F+, F−) on FA
iff (h+∗ , h
−
∗ ) is a minimizer of the following functional J0 on F0:
(5.21) J0(h+, h−) =
∑
±
∫
Ω
∫
R3
1
|µ±e |
|h± ± µ±e vˆ ·A|2dvdx+
∫
Ω
|∇φ|2dx .
Now we turn to minimize J0 on F0. We write down its first variation
(5.22)
∑
±
∫
Ω
∫
R3
1
|µ±e |
(h±∗ ± µ±e vˆ ·A)h±dvdx+
∫
Ω
∇φ∗ · ∇φdx
and let it be 0 for all (h+, h−) ∈ F0. Using the Dirichlet boundary condition on φ,
we compute
0 =
∑
±
∫
Ω
∫
R3
1
|µ±e |
(h±∗ ± µ±e vˆ ·A)h±dvdx+
∫
Ω
∇φ∗ · ∇φdx
=
∑
±
∫
Ω
∫
R3
1
|µ±e |
(h±∗ ± µ±e vˆ ·A)h±dvdx−
∫
Ω
φ∗∆φdx
=
∑
±
∫
Ω
∫
R3
1
|µ±e |
(h±∗ ± µ±e vˆ ·A)h±dvdx+
∫
Ω
∫
R3
φ∗(h+ − h−)dvdx
=
∑
±
∫
Ω
∫
R3
1
|µ±e |
(h±∗ ± µ±e vˆ ·A∓ µ±e φ∗)h±dvdx .
(5.23)
Taking h∓ = 0, we obtain the identity for h±∗ . The computation then implies that
1
|µ±e |(h
±
∗ ± µ±e vˆ ·A) ∈ (kerD±)⊥⊥ = kerD±. Therefore,
(5.24) D±(F±∗ ∓ µ±e φ∗) = −µ±e D±(
1
|µ±e |
(h±∗ ± µ±e vˆ ·A) = 0 .
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Hence
(5.25) (1− P±)(F±∗ ∓ µ±e φ∗) = 0 .
Note that the constraint
∫
Ω
∫
R3(F
±∓µ±e vˆ· A)gdvdx = 0, ∀g ∈ kerD± in the definition
of FA is equivalent to P±(F±∗ ∓µ±e vˆ ·A) = 0. Combining this together with D±(F±∗ ∓
µ±e φ∗) = −µ±e D±( 1|µ±e |(h
±
∗ ± µ±e vˆ ·A) = 0, we obtain the desired identity (5.19).

Next, we derive a connection between the minimizer of JA and the operator L0.
Lemma 5.9. For fixed A ∈ L2,τ (Ω), and Aϕ ∈ X , let F±∗ be a minimizer of JA on
FA, then
(5.26) JA(F+∗ , F−∗ ) = −(B0(A01)−1(B0)∗Aϕ, Aϕ) +
∑
±
‖P±(vˆ ·A)‖2H .
Proof. Plugging in F±∗ = ±µ±e (1 − P±)φ∗ ± µ±e P±(vˆ ·A) into the expression of JA,
we obtain
JA(F+∗ , F−∗ ) =
∑
±
‖(1−P±)φ∗‖2H +
∫
Ω
|∇φ∗|2dx+
∑
±
‖P±(vˆ ·A)‖2H
= −〈A10φ∗, φ∗〉L2 +
∑
±
‖P±(vˆ ·A)‖2H .
(5.27)
Now it suffices to show that φ∗ = −(A01)−1(B0)∗Aϕ. This can be done by plugging in
F±∗ = ±µ±e (1− P±)φ∗ ± µ±e P±(vˆ ·A) into the Poisson equation:
−∆φ∗ =
∑
±
(
∫
R3
µ±e (1− P±)φ∗dv +
∫
R3
rµ±p dvAϕ +
∫
R3
µ±e P±(vˆ ·A)dv)
=
∑
±
(
∫
R3
µ±e (1− P±)φ∗dv +
∫
R3
rµ±p dvAϕ +
∫
R3
µ±e P±(vˆϕAϕ)dv)
(5.28)
which is equivalent to −A01φ∗ = (B0)∗Aϕ. Therefore φ∗ = −(A01)−1(B0)∗Aϕ since A01
is invertible. (Here in the last line of the computation we have used the fact that
P±(vˆrAr + vˆzAz) is odd in (vr, vz).)

Now we are in a position to prove the linear stability result:
Proposition 5.10. L0 ≥ 0 implies that there is no growing mode (eλtf±, eλtE, eλtB)
with Reλ > 0.
Proof. We argue by contradiction. Assuming the contrary, we know that λ ∈ R, so
we can assume that (f±,E,B) is real-valued. Since I(f±,E,B) and K±g (f±,A) is
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invariant in time, they then must be 0 all the time since we have the factor eλt. We
can write
0 = I(f±,E,B) =
∑
±
∫
Ω
∫
R3
(
1
|µ±e |
|F±|2 − rµ±p vˆϕ|Aϕ|2)dvdx+
∫
Ω
(|E|2 + |B|2)dx
= JA(F+, F−)−
∑
±
∫
Ω
∫
R3
rµ±p vˆϕ|Aϕ|2dvdx+
∫
Ω
(λ2|A|2 + |B|2)dx .
(5.29)
Here we used the connection between φ and A, and the Coulomb gauge ∇ ·A = 0 as
well as the Dirichlet boundary condition on φ.
Since K±g (f±,A) = 0 actually gives the constraint in the definition of FA, we
can now minimize JA(F+, F−) on FA. Let (F+∗ , F−∗ ) be the minimizer, then by the
previous lemmas, we have
0 = I(f±,E,B) ≥ −(B0(A01)−1(B0)∗Aϕ, Aϕ) +
∑
±
‖P±(vˆ ·A)‖2H
−
∑
±
∫
Ω
∫
R3
rµ±p vˆϕ|Aϕ|2dvdx+
∫
Ω
(λ2|A|2 + |B|2)dx .
(5.30)
We compute, as in the proof of Proposition 5.7:
(5.31)
∫
Ω
|B|2dx =
∫
Ω
(|∇Aϕ|2 + |Aϕ|
2
r2
+ |Bϕ|2)dx .
Also, we have
(A02Aϕ, Aϕ)L2 =
∫
Ω
(|∇Aϕ|2 + |Aϕ|
2
r2
)dx+
∑
±
‖P±(vˆϕAϕ)‖2H
−
∑
±
∫
Ω
∫
R3
rµ±p vˆϕ|Aϕ|2dvdx
(5.32)
and
‖P±(vˆ ·A)‖2H = ‖P±(vˆϕAϕ)‖2H + ‖P±(vˆrAr + vˆzAz)‖2H + 〈P±(vˆϕAϕ),P±(vˆrAr + vˆzAz)〉H
= ‖P±(vˆϕAϕ)‖2H + ‖P±(vˆrAr + vˆzAz)‖2H .
(5.33)
(Here we used the Dirichlet boundary condition on Aϕ.) Plugging all the three into
the I(f±,E,B) inequality, we obtain
0 = I(f±,E,B) ≥ 〈L0Aϕ, Aϕ〉L2 +
∫
Ω
(λ2|A|2 + |Bϕ|2)dx
+
∑
±
‖P±(vˆrAr + vˆzAz)‖2H .
(5.34)
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If L0 ≥ 0, this implies A = 0. Using that I(f±,E,B) = 0, we deduce f± = 0, E = 0.
A contradiction.

6. Linear Instability
We now turn to the instability part of Theorem 3.1.
For almost every particle in Ω × R3, the trajectory is well-defined and hits the
boundary at most finite times in each finite time interval. We have the following
lemmas as in [12]:
Lemma 6.1. Let ∂Ω be C1. For almost (x, v) ∈ Ω × R3, the particle trajectories
(X±, V ±) are piecewise C1 in s ∈ R. For each s, the map (x, v)→ (X±(s; x, v), V ±(s; x, v))
is 1 - 1 and differentiable with Jacobian 1 at all points (x, v) such that X±(s; x, v) are
not on the boundary. Moreover, we have the change-of-variable formula
(6.1)
∫
Ω
∫
R3
g(x, v)dxdv =
∫
Ω
∫
R3
g(X±(−s; y, w), V ±(−s; y, w))dwdy
The proof is identical to the one to Lemma 4.1 in [12] since it has nothing to do
with the coordinates.
Recall that for any given (X±, V ±) ∈ ∂Ω × R3, we can decompose V ± into its n-
component, tg-component and ϕ-component, and define V ±∗ = −V ±n en+V ±tg etg+V ±ϕ eϕ
as in (3.4). We have
Lemma 6.2. Let g(x, v) be a C1 radial function on Ω × R3. If g is specular on ∂Ω
then for all s, g(X±(s; x, v), V ±(s; x, v)) is continuous and also specular on ∂Ω, i.e.
(6.2) g(X±(s; x, v), V ±(s; x, v)) = g(X±(s; x, v∗), V ±(s; x, v∗))
for almost every (x, v) ∈ ∂Ω × R3. v∗ is defined as in (3.4).
Proof. From the equation of the particle trajectory we know that for almost every
x ∈ ∂Ω, the trajectory is unaffected by whether it starts with v or v∗. Therefore for
all s we have
X±(s; x, v) = X±(s; x, v∗)
V ±n (s; x, v) = V
±
n (s; x, v∗) if X
±(s; x, v) /∈ ∂Ω
V ±n (s; x, v) = −V ±n (s; x, v∗) if X±(s; x, v) ∈ ∂Ω
V ±j (s; x, v) = V
±
j (s; x, v∗) for j = tg, ϕ
Since g is specular, on the boundary it takes the same value at vn and −vn. Hence
g(X±(s), V ±(s)) is a continuous function of s at the points of reflection. Also, it is
specular because of the rule (3.5).

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We already know from Proposition 5.7 that a growing mode must be purely growing.
Consider any growing mode (eλtf±, eλtE, eλtB). Our goal is to find such a solution
for the linearized equation for some λ > 0.
Plugging (eλtf±, eλtE, eλtB) into the linearized Vlasov-Maxwell system, we obtain
(6.3) λf± +D±f± = ±(µ±e D±φ+ µ±e vˆ · λA+ rµ±p λAϕ + µ±pD±(rAϕ))
Multiplying this equation by eλs and integrating along the particle trajectories
(X±(s; x, v), V ±(s; x, v)) from s = −∞ to 0, we obtain
(6.4) f±(x, v) = ±µ±p rAϕ ± µ±e φ± µ±e Q±λ (vˆ ·A− φ)
whereQ±λ (g)(x, v) =
∫ 0
−∞ λe
λsg(X±(s; x, v), V ±(s; x, v))ds. Plug (6.4) into the Maxwell
system, we obtain
(6.5) −∆φ =
∑
±
∫
R3
(µ±e (1−Q±λ )φ+ µ±p rAϕ + µ±e Q±λ (vˆ ·A))dv ,
(6.6) (λ2 −∆+ 1
r2
)Aϕ =
∑
±
∫
R3
vˆϕ(µ
±
e (1−Q±λ )φ+ µ±p rAϕ + µ±e Q±λ (vˆ ·A))dv ,
(6.7) (λ2 −∆)A˜+ λ∇φ =
∑
±
∫
R3
v˜
〈v〉(µ
±
e (1−Q±λ )φ+ µ±p rAϕ + µ±e Q±λ (vˆ ·A))dv .
We formally define
(6.8) Aλ1h = ∆h+
∑
±
∫
R3
µ±e (1−Q±λ )hdv ,
(6.9) Aλ2h = (λ2 −∆+
1
r2
)h−
∑
±
∫
R3
vˆϕ
(
µ±p rh+ µ
±
e Q±λ (vˆϕh)
)
dv ,
(6.10) Bλh = −
∑
±
∫
R3
vˆϕµ
±
e (1−Q±λ )hdv ,
(Bλ)∗h =
∑
±
∫
R3
(µ±p rh+ µ
±
e Q±λ (vˆϕh))dv ,(6.11)
(6.12) T λ1 h = −λ∇h−
∑
±
∫
R3
v˜
〈v〉µ
±
e Q±λ hdv ,
(6.13) T λ2 h =
∑
±
∫
R3
v˜
〈v〉(µ
±
e Q±λ (vˆϕAϕ) + 2µ±p rQ±λAϕ)dv ,
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(6.14) (T λ1 )∗h˜ =
∑
±
∫
R3
µ±e Q±λ (vˆ · h˜)dv + λ∇ · h˜ ,
(6.15) (T λ2 )∗h˜ = −
∑
±
∫
R3
vˆϕµ
±
e Q±λ (vˆ · h˜)dv ,
(6.16) Sλh˜ = (−λ2 +∆)h˜+
∑
±
∫
R3
vˆ
〈v〉µ
±
e Q±λ (vˆ · h˜)dv .
The adjointness will be proved in Lemma 6.6. Then the equations (6.5), (6.6), (6.7)
can be written as
(6.17)

 A
λ
1 (Bλ)∗ (T˜ λ1 )∗
Bλ Aλ2 (T˜ λ2 )∗
T˜ λ1 T˜ λ2 S˜λ



 φAϕ
A˜

 = 0 .
Motivated by (4.16), we define
Y˜ = {h˜ ∈ H2,τ(Ω; R˜2) : ∇· h˜ = 0 in Ω ; r˜z˜′∂rhn− r˜r˜′∂zhn+ z˜′hn = 0, htg = 0 on ∂Ω} .
Then A˜ is in Y˜ . We now study the properties of the operators Aλ1 , Aλ2 , etc..
Lemma 6.3. Let 0 < λ < +∞, then
(i) Q±λ is bounded from H to itself with operator norm one to one.
(ii) Aλ1 −∆, Aλ2 − λ2 +∆ and Bλ are bounded from X to L2,τ (Ω).
(iii) S˜λ + λ2 −∆ is bounded from L2,τ (Ω; R˜2) to L2,τ (Ω; R˜2).
(iv) T˜ λ1 + λ∇ and T˜ λ2 are bounded from L2,τ (Ω) to L2,τ (Ω; R˜2). All the operator
norms here are independent of λ.
Proof. ∀g, h ∈ H±,
|
∫
Ω
∫
R3
µ±e gQ±λ hdvdx|
= |
∫ 0
−∞
∫
Ω
∫
R3
λeλsµ±e g(x, v)h(X
±(s), V ±(s))dvdxds|
≤ (
∫ 0
−∞
λeλs
∫
Ω
∫
R3
|µ±e ||g(x, v)|2dvdxds)1/2(
∫ 0
−∞
λeλs
∫
Ω
∫
R3
|µ±e ||h(X±(s), V ±(s))|2dvdxds)1/2
≤ ‖g‖H‖h‖H .
(6.18)
Here we changed the variables (x, v) = (X±(s; x, v), V ±(s; x, v)), with Jacobian deter-
minant one. This gives that ‖Q±λ ‖H→H ≤ 1. Note that Q±λ (1) = 1, so ‖Q±λ ‖H→H = 1.
(i) is proved.
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For Aλ1 −∆, we have (for h ∈ L2,τ (Ω))
|〈(Aλ1 −∆)h, h〉L2| = |
∑
±
∫
Ω
∫
R3
µ±e (1−Q±λ )h2dvdx|
≤ 2
∑
±
‖h‖2H±
≤ 2 sup
x
(
∑
±
∫
R3
|µ±e |dv)‖h‖2L2 .
(6.19)
Hence Aλ1−∆ is L2,τ (Ω) to L2,τ (Ω). Similarly, Bλ is bounded from L2,τ (Ω) to L2,τ (Ω),
andAλ2−λ2+∆ is bounded from L2,τ (Ω)∩Y to L2,τ (Ω) since there is the part including
1/r2. (ii) is proved.
(iii) and (iv) follow directly from the definitions and (i).

Therefore we deduce
Lemma 6.4. Let 0 < λ < +∞, then
(i) Aλ1 and Aλ2 are well-defined operators from X ⊂ L2,τ (Ω) to L2,τ (Ω).
(ii) S˜λ is well-defined from Y˜ ⊂ L2,τ (Ω; R˜2) into L2,τ (Ω; R˜2).
(iii) T˜ λ1 is well-defined from X1 := {h ∈ H1,τ(Ω)|h = 0, ∀h ∈ ∂Ω} into L2,τ (Ω; R˜2).
For the proof of the adjointness of the operators, we begin with an adjoint formula
for Q±λ :
Lemma 6.5. For all h(x, v), g(x, v) that are independent of the ϕ-component of x,
we have
(6.20)
∫
Ω
∫
R3
µ±e h(x, v)Q±λ (g(x, v))dvdx =
∫
Ω
∫
R3
µ±e g(x,Rv)Q±λ (h(x,Rv))dvdx
where Rv := −vrer − vzez + vϕeϕ for v = vrer + vzez + vϕeϕ, g, h ∈ H±.
Proof. We do the change of variables, which has Jacobian 1:
(y, w) := (X±(s; x, v), V ±(s; x, v)), (x, v) := (X±(−s; y, w), V ±(−s; y, w)) .
Therefore the left side of the desired formula can be written as∫ 0
−∞
∫
Ω
∫
R3
λeλsµ±e h(x, v)g(X
±(s; x, v), V ±(s; x, v))dvdxds
=
∫ 0
−∞
∫
Ω
∫
R3
λeλsµ±e h(X
±(−s; y, w), V ±(−s; y, w))g(y, w)dwdyds .
(6.21)
Note that the ODE for the characteristics and the specular condition are invariant
under the transformation s → −s, r → r, ϕ → ϕ, z → z, vr → −vr, vz → −vz ,
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vϕ → vϕ. Let Xr,z be the projection on (r, z)-plane of X . Note that E0 and B0 has
no eϕ-component. For x /∈ ∂Ω, a direct computation gives
X±r,z(−s; x, v) = X±r,z(s; x,Rv), V ±(−s; x, v) = RV ±(s; x,Rv) .
Hence ∫ 0
−∞
∫
Ω
∫
R3
λeλsµ±e h(x, v)g(X
±(s; x, v), V ±(s; x, v))dvdxds
=
∫ 0
−∞
∫
Ω
∫
R3
λeλsµ±e h(X
±(s; y,Rw),RV ±(−s; y,Rw))g(y, w)dwdyds
=
∫ 0
−∞
∫
Ω
∫
R3
λeλsµ±e h(X
±(s; x, v),RV ±(s; x, v))g(x,Rv)dvdxds
(6.22)
since h(x, v), g(x, v) that are independent of the ϕ-component of x(X). This gives
the formula we want.

Now we have
Lemma 6.6. Let 0 < λ < +∞, then
(i) Aλ1 and Aλ2 are self-adjoint operators on X .
(ii) S˜λ is self-adjoint on L2,τ (Ω; R˜2) with domain Y˜1 = {h˜ ∈ H2,τ(Ω; R˜2) : r˜z˜′∂rhn−
r˜r˜′∂zhn + z˜′hn = 0, htg = 0, ∀x ∈ ∂Ω}.
(iii) The adjoint of T˜ λ1 , T˜ λ2 , Bλ are as stated before. (T˜ λ1 )∗, (T˜ λ2 )∗, (Bλ)∗ are well-
defined on {h˜ ∈ L2,τ (Ω; R˜2) : ∇· h˜ = 0}, L2,τ (Ω; R˜2) and L2,τ (Ω), respectively. (T˜ λ2 )∗,
(Bλ)∗, and (T˜ λ1 + λ∇)∗ are bounded operators.
Proof. For h, g ∈ L2,τ (Ω) (note that they are just functions of x), we have
(6.23)
〈(Aλ1 −∆)h, g〉L2 =
∑
±
〈(1−Q±λ )h, g〉H =
∑
±
〈h, (1−Q±λ )g〉H = 〈h, (Aλ1 −∆)g〉L2 ,
〈(Aλ2 +∆)h, g〉L2 = 〈
1
r2
h, g〉L2 −
∑
±
∫
Ω
∫
R3
vˆϕ(µ
±
e rhg + µ
±
e Q±λ (vˆϕh)g)dvdx
= 〈 1
r2
g, h〉L2 −
∑
±
∫
Ω
∫
R3
vˆϕ(µ
±
e rhg + µ
±
e Q±λ (vˆϕg)h)dvdx
= 〈(Aλ2 +∆)g, h〉L2 .
(6.24)
From this we obtain that Aλ1 − ∆ and Aλ2 + ∆ are self-adjoint. Since we have the
Dirichlet boundary condition, it then follows that Aλ1 and Aλ2 are self-adjoint on X .
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The adjointness of Bλ and (Bλ)∗ also follows from the previous lemma because
〈Bλh, g〉L2 = −
∑
±
∫
Ω
∫
R3
vˆϕµ
±
e (1−Q±λ )h · gdvdx
=
∑
±
∫
R3
h(µ±e rg + µ
±
e Q±λ (vˆϕg))dvdx .
(6.25)
For T˜ λ1 and T˜ λ2 , we have (h ∈ X1, g˜ ∈ L2(Ω; R˜2))
〈(T˜ λ1 + λ∇)h, g˜〉L2 =
∑
±
〈Q±λ h, vˆ · g˜〉H± = −
∑
±
〈h,Q±λ (vˆ · g˜)〉H± ,
〈T˜ λ2 h, g˜〉L2 = −
∑
±
〈Q±λ (vˆϕh), vˆ · g˜〉H± =
∑
±
〈h, vˆϕQ±λ (vˆ · g˜)〉H± .
From the Dirichlet boundary condition on φ, there holds
〈∇h, g˜〉L2 = 〈h,∇ · g˜〉L2 +
∫
∂Ω
hg˜ · erdSx = −〈h,∇ · g˜〉L2 .
Hence,
〈T˜ λ1 h, g˜〉L2 = −
∑
±
〈h,Q±λ (vˆ · g˜)〉H± + λ〈h,∇ · g˜〉L2 = 〈h, (T˜ λ1 )∗g˜〉L2 ,
〈T˜ λ2 h, g˜〉L2 =
∑
±
〈h, vˆϕQ±λ (vˆ · g˜)〉H± = 〈h, (T˜ λ2 )∗g˜〉L2 .
The adjointness of T˜ λ1 and (T˜ λ1 )∗, T˜ λ2 and (T˜ λ2 )∗ are therefore verified.
Also, since Q±λ is bounded with norm one, it follows that all these operators are
bounded.
For S˜λ, we have (let h˜ ∈ Y˜1)
〈(S˜λ −∆)h˜, g˜〉L2 = −λ2〈h˜, g˜〉L2 −
∑
±
〈Q±λ (vˆ · h˜), vˆ · g˜〉H± .
Therefore S˜λ−∆ is self-adjoint on Y˜1. Recall that ∂n means taking derivative in the
normal direction, and gr, gz, hr, hz are the r, z-components of g˜, h˜. For the operator
∆, if h˜ ∈ Y˜1, we have
〈∆h˜, g˜〉L2 − 〈h˜,∆g˜〉L2
=
∫
∂Ω
(∂nh˜ · g˜− ∂ng˜ · h˜)dSx
=
∫
∂Ω
(∂nhn · gn − ∂ngn · hn + ∂nhtg · gtg − ∂ngtg · htg)dSx
=
∫
∂Ω
(− z˜
′
r˜
√
z˜′2 + r˜′2
hngn − ∂ngnhn + ∂nhtg · gtg − ∂ngtg · htg)dSx .
(6.26)
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This requires exactly that g˜ should also lie in Y˜1 if we want it to be zero for arbitrary
h˜:
〈∆h˜, g˜〉L2 − 〈h˜,∆g˜〉L2
=
∫
∂Ω
(− z˜
′
r˜
√
z˜′2 + r˜′2
hngn +
z˜′
r˜
√
z˜′2 + r˜′2
gnhn + ∂nhtg · gtg − ∂ngtg · htg)dSx
= 0 .
(6.27)
Here the integral
∫
∂Ω
z˜′
r˜
√
z˜′2+r˜′2
hngndSx is finite, since dSx = rdϕdxtg = r˜
√
1 + r˜′2/z˜′2dϕdz,
which eliminates the 1/r factor. Also,∫
∂Ω
∂ngtg · htgdSx = lim
ǫ→0
∫
x∈∂Ω,ǫ≤z≤1−ǫ
∂ngtg · htg r˜
√
1 + r˜′2/z˜′2dϕdz = 0
and the analogue happens to
∫
∂Ω
∂nhtg · gtgdSx.
Therefore we can conclude that S˜λ is self-adjoint.

Next we study the signs of certain operators.
Lemma 6.7. (i) Let 0 < λ < +∞. The operator Aλ1 is negative definite on L2,τ (Ω)
with domain X0 and it is 1−1 from X0 to L2,τ (Ω). The inverse (Aλ1)−1 maps L2,τ (Ω)
into X with operator bound independent of λ. Here X0 is the space consisting of scalar
functions in H2,τ (Ω) which satisfy the Dirichlet boundary condition.
(ii) For λ sufficiently large, S˜λ as well as S˜0 are negative definite on L2,τ (Ω; R˜2)
with domain Y˜.
Proof. (i) Since Q±λ is bounded with norm one, we have∑
±
∫
Ω
∫
R3
µ±e h(1−Q±λ )hdv
=
∑
±
∫
Ω
∫
R3
µ±e h
2dv −
∑
±
∫
Ω
∫
R3
µ±e hQ±λ (h)dv
≤ 0 .
(6.28)
Therefore Aλ1 is negative definite. Note that ‖Q±λ (h)‖H = ‖h‖H iff h = const.,. Hence
Aλ1h = 0 iff h = const.. But we have the Dirichlet boundary condition, so Aλ1h = 0
iff h = 0. Aλ1 has discrete spectrum since it is relatively compact with respect to ∆,
and it has trivial kernel. Therefore it is invertible.
(ii) For h˜ = hrer + hzez ∈ Y˜, we have
−〈S˜λh˜, h˜〉L2 = 〈(λ2 −∆)h˜, h˜〉L2
+
∑
±
(〈Q±λ (vˆrhr), vˆrhr〉H + 〈Q±λ (vˆzhz), vˆzhz〉H − 2〈Q±λ (vˆrhr), vˆzhz〉H) .
(6.29)
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Using the constraints on the space Y˜ , we compute
〈(λ2 −∆)h˜, h˜〉L2
= λ2‖h˜‖2L2 + ‖∇h˜‖2L2 −
∫
∂Ω
∂n(hnen + htgetg) · (hnen + htgetg)dSx
= λ2‖h˜‖2L2 + ‖∇h˜‖2L2 +
∫
∂Ω
z˜′
r˜
√
z˜′2 + r˜′2
h2ndSx .
(6.30)
Hence we have
−〈S˜λh˜, h˜〉L2 = λ2‖h˜‖2L2 + ‖∇h˜‖2L2 +
∫
∂Ω
z˜′
r˜
√
z˜′2 + r˜′2
h2ndSx
+
∑
±
(〈Q±λ (vˆrhr), vˆrhr〉H + 〈Q±λ (vˆzhz), vˆzhz〉H − 2〈Q±λ (vˆrhr), vˆzhz〉H)
≥ λ2‖h˜‖2L2 + ‖∇h˜‖2L2 +
∫
∂Ω
z˜′
r˜
√
z˜′2 + r˜′2
h2ndSx − C‖h˜‖2L2
(6.31)
where C only depends on µ±e . Therefore if λ > 0 is large enough, 〈S˜λh˜, h˜〉L2 ≤ 0, so
that S˜λ is negative definite.
As for S˜0, we compute
−〈S0h˜, h˜〉L2 = 〈(−∆)h˜, h˜〉L2
+
∑
±
(〈P±(vˆrhr), vˆrhr〉H + 〈P±(vˆzhz), vˆzhz〉H − 2〈P±(vˆrhr), vˆzhz〉H)
= ‖∇h˜‖2L2 +
∫
∂Ω
z˜′
r˜
√
z˜′2 + r˜′2
h2ndSx
+
∑
±
(‖P±(vˆrhr)‖2H + ‖P±(vˆzhz)‖2H − 2〈P±(vˆrhr),P±(vˆzhz)〉H)
= ‖∇h˜‖2L2 +
∫
∂Ω
z˜′
r˜
√
z˜′2 + r˜′2
h2ndSx
+
∑
±
‖P±(vˆrhr)−P±(vˆzhz)‖2H .
(6.32)
Here the integral
∫
∂Ω
z˜′
r˜
√
z˜′2+r˜′2
h2ndSx is finite, since dSx = rdϕdxtg = r˜
√
1 + r˜′2/z˜′2dϕdz,
which eliminates the 1/r factor. Also,∫
∂Ω
∂nhtg · htgdSx = lim
ǫ→0
∫
x∈∂Ω,ǫ≤z≤1−ǫ
∂nhtg · htg r˜
√
1 + r˜′2/z˜′2dϕdz = 0
from the Dirichlet boundary condition. Therefore S˜0 is also negative definite.

We introduce a lemma on the behavior of Q±λ when λ = 0 and λ→ +∞.
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Lemma 6.8. Let λ, µ > 0, g ∈ H, then
(i) limλ→0+ ‖Q±λ g −P±g‖H = 0.
(ii) limλ→+∞ ‖Q±λ g − g‖H = 0.
(iii) ‖Q±λ −Q±µ ‖H→H ≤ 2| log λ− log µ|.
The proof is identical to the one for Lemma 4.7 in [12].
Recall from (6.17) that we want to solve the Maxwell equation
(6.33)

 A
λ
1 (Bλ)∗ (T˜ λ1 )∗
Bλ Aλ2 (T˜ λ2 )∗
T˜ λ1 T˜ λ2 S˜λ



 φAϕ
A˜

 = 0 .
We can eliminate φ from the first line of the equation since Aλ1 is invertible:
(6.34) φ := −(Aλ1)−1((Bλ)∗Aϕ + (T˜ λ1 )∗A˜) .
Substituting this into the second and the third line, we obtain the following equation
(6.35) Mλ
(
Aϕ
A˜
)
=
( Lλ (V˜λ)∗
V˜λ U˜λ
)(
Aϕ
A˜
)
= 0
where
Lλ := Aλ2 − Bλ(Aλ1)−1(Bλ)∗ ,
V˜λ := T˜ λ2 − T˜ λ1 (Aλ1)−1(Bλ)∗ ,
U˜λ := S˜λ − T˜ λ1 (Aλ1)−1(T˜ λ1 )∗ .
(6.36)
Lλ is well-defined from X to L2,τ (Ω) and it is self-adjoint on L2,τ (Ω). U˜λ is well-
defined from Y˜ to L2,τ (Ω; R˜2) and it is self-adjoint on L2,τ (Ω; R˜2). V˜λ is well-defined
from L2,τ (Ω) to L2,τ (Ω; R˜2). Therefore, Mλ is self-adjoint on L2,τ (Ω) × L2,τ (Ω; R˜2)
with domain X × Y˜ .
We shall study the behavior of these operators when λ is close to 0 and when λ is
large. With all the ingredients provided in the previous several lemmas, we are able
to repeat the process in [12] and obtain
Lemma 6.9. Let 0 < λ < +∞, then
(i) Lλ ≥ 0 for λ sufficiently large. ∀h ∈ X , limλ→0+ ‖(Lλ −L0)h‖L2(Ω) = 0.
(ii) Let κλ := infh∈X ,‖h‖
L2=1
〈Lλh, h〉L2(Ω) be the smallest eigenvalue of Lλ, then κλ
is continuous as a function of λ when λ > 0.
From the strong convergence of Lλ to L0, we obtain
Corollary 6.10. If L0 is not positive definite, then ∃λ3 > 0, s.t. ∀0 ≤ λ ≤ λ3, Lλ is
not positive definite.
Next we state some continuity results for the operators. The proof is identical to
the one for Lemma 4.9 in [12].
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Lemma 6.11. For fixed µ > 0,
(i) limλ→µ ‖Lλ − Lµ‖L2→L2 = 0. Similar results hold for S˜λ, T˜ λ1 + λ∇ and T˜ λ2 .
(ii) ∀h˜, g˜ ∈ Y˜, limλ→µ〈(U˜λ − U˜µ)h˜, g˜〉L2 = 0, limλ→µ ‖(V˜λ − V˜µ)∗h˜‖L2 = 0. The
same thing holds for V˜0 = 0 with µ = 0.
(iii) ∀h ∈ X , g˜ ∈ Y˜, limλ→+∞〈V˜λh, g˜〉L2 = 0.
The next lemma gives a bound on U˜λ.
Lemma 6.12. (i) ∃ 0 < λ1 ≤ λ2 < +∞, s.t. ∀ 0 < λ ≤ λ1 and λ ≥ λ2, the operator
U˜λ is 1− 1 and onto from Y˜ to L2(Ω; R˜2).
(ii) Furthermore, there holds
(6.37) − 〈U˜λh˜, h˜〉L2 ≥ C0(‖h˜‖2L2 + ‖∇h˜‖2L2), ∀h˜ ∈ Y˜ .
Here C0 is some positive constant independent of λ within the intervals 0 < λ ≤ λ1
and λ ≥ λ2.
Proof. We first prove (ii). For all h˜ ∈ Y˜ , by definition, integrat by parts and use the
boundary condition on h˜, we have
− 〈U˜λh˜, h˜〉L2
= λ2‖h˜‖2L2 + ‖∇h˜‖2L2 +
∫
∂Ω
z˜′
r˜
√
z˜′2 + r˜′2
h2ndSx + 〈(Aλ1)−1(T˜ λ1 )∗h˜, (T˜ λ1 )∗h˜〉L2
+
∑
±
(〈Q±λ (vˆrhr), vˆrhr〉H + 〈Q±λ (vˆzhz), vˆzhz〉H − 2〈Q±λ (vˆrhr), vˆzhz〉H) .
(6.38)
By the boundedness of Q±λ and (Aλ1)−1, for large λ we have
−〈U˜λh˜, h˜〉L2 ≥ (λ2 − C)‖h˜‖2L2 + ‖∇h˜‖2L2 +
∫
∂Ω
z˜′
r˜
√
z˜′2 + r˜′2
h2ndSx
≥ C0(‖h˜‖2L2 + ‖∇h˜‖2L2) .
(6.39)
For small λ, we argue by contradiction. Suppose that there are sequences λj → 0+,
h˜
j ∈ Y˜, s.t. ‖h˜j‖2L2 + ‖∇h˜
j‖2L2 = 1, but 〈U˜λj h˜
j
, h˜
j〉L2 → 0.
By extracting subsequence if necessary, h˜
j
converges weakly to some h˜
0
in H1 and
strongly in L2 as n→ +∞, and h˜0 satisfies h˜0 ∈ Y˜ and ‖h˜0‖2L2 + ‖∇h˜
0‖2L2 = 1. Also,
we have ‖(T˜ λj1 )∗h˜
j‖L2 → 0. Therefore 〈(Aλj1 )−1(T˜ λj1 )∗h˜
j
, (T˜ λj1 )∗h˜
j〉L2 → 0.
Moreover,∑
±
(〈Q±λj (vˆrhjr), vˆrhjr〉H + 〈Q±λj (vˆzhjz), vˆzhjz〉H − 2〈Q±λj (vˆrhjr), vˆzhjz〉H)
→
∑
±
(‖P±(vˆrh0r)‖2H + ‖P±(vˆzh0z)‖2H − 2〈P±(vˆrh0r),P±(vˆzh0z)〉H)
≥ 0
(6.40)
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as n → +∞. Therefore, ‖∇h˜0‖2L2 +
∫
∂Ω
z˜′
r˜
√
z˜′2+r˜′2
(h0n)
2dSx = 0, which implies h˜
0
= 0
by the boundary conditions. This is a contradiction to ‖h˜0‖2L2 + ‖∇h˜
0‖2L2 = 1.
Now we shall prove (i). From (ii) we know that U˜λ is 1-1 from Y˜ to L2(Ω; R˜2). We
use the Lax-Milgram Theorem to prove this. Let Y˜2 := {h˜ ∈ H1,τ (Ω; R˜2)|∇ · h˜ =
0, ∀x ∈ Ω; r˜z˜′∂rhn − r˜r˜′∂zhn + r˜z˜′hn = 0, htg = 0, ∀x ∈ ∂Ω}.
From the definition of U˜λ, we introduce the corresponding bilinear form
Bλ(h˜, g˜) :=
∫
Ω
(λ2h˜ · g˜+∇h˜ · ∇g˜)dx+
∫
∂Ω
z˜′
r˜
√
z˜′2 + r˜′2
hngndSx
+
∑
±
〈Q±λ (vˆ · h˜), vˆ · g˜〉H + 〈(Aλ1)−1(T˜ λ1 )∗h˜, (T˜ λ1 )∗g˜〉L2 .
(6.41)
From (ii), Bλ is coercive on Y˜2 × Y˜2 when λ is small enough or large enough. Hence
by Lax-Milgram there exists an h˜ ∈ Y˜2 for each f ∈ L2(Ω; R˜2) such that U˜λh˜ = f .
From the definition of U˜λ, ∆h˜ ∈ L2(Ω; R˜2). Thus, h˜ ∈ H2(Ω; R˜2) ∩ Y˜2 = Y˜ . Hence
U˜λ is 1-1 and onto from Y˜ to L2(Ω; R˜2).

From (6.35), our goal is to prove that
(6.42) Mλ
(
k
h˜
)
=
( Lλ (V˜λ)∗
V˜λ U˜λ
)(
k
h˜
)
= 0
admits a nonzero solution in X × Y˜ for some λ > 0. This is done by repeating
the process in [12]: first truncate it into a finite-dimensional problem and compare
the number of negative eigenvalues for the cases when λ is small and large, obtain
a solution for the finite-dimensional system, and then pass to the limit, attaining a
solution to the infinite-dimensional system, and then naturally recover the growing
mode. We omit this part of the proof. For details, see Lemma 4.11 and 4.12 in [12].
In the end we have
Lemma 6.13. If L0 is NOT positive definite, then there exists λ0 > 0 and a non-zero
vector function (k0, h˜0) ∈ X × Y˜ such that
(6.43) Mλ0
(
k0
h˜0
)
= 0 .
Now we can recover a growing mode of the linearized Vlasov-Maxwell system with
its boundary conditions and prove the instability result.
Theorem 6.14. Assume that L0 is NOT positive definite, then there exists a growing
mode (eλ0tf±, eλ0tE, eλ0tB) of the linearized Vlasov-Maxwell system. Here λ0 > 0,
f± ∈ H±, E, B ∈ H1(Ω;R3).
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Proof. Let λ0, k0, h˜0 be as constructed in the previous lemma. Define
φ := −(Aλ01 )−1((Bλ0)∗k0 + (T˜ λ01 )∗h˜0) ,
A := h˜0 + k0eϕ ,
f±(x, v) := ±µ±e (1−Q±λ0)φ± rµ±p Aϕ ± µ±e Q±λ0(vˆ ·A) ,
E := −∇φ − λ0A ,
B := ∇×A .
(6.44)
Then by definition eλ0tφ, eλ0tA solves the equations −∆φ = ρ and ∂2tA−∆A+∂t∇φ =
j, eλ0tE, eλ0tB solves the linearized Maxwell system. Since φ, Aϕ ∈ X and A˜ ∈ Y˜ ,
we have E, B ∈ H1(Ω) and they satisfy the specular boundary condition. Also, since
Q±λ0(g) satisfies the specular boundary condition as long as g does, we obtain that f±
also satisfies the specular boundary condition.
Now it suffices to check the Vlasov equations for eλ0tf±. We do it for f+ since f−
goes similarly.
Let g+ := f+− µ+e φ− rµ+p Aϕ, h+ := µ+e (vˆ ·A− φ), then the formula for f+ above
is equivalent to
(6.45) g+ = Q+λ0h+ .
We can rewrite the Vlasov equation for f+ as
(6.46) (λ0 +D
+)g+ = λ0h
+
in the distributional sense.
Recall that for v = vrer + vzez + vϕeϕ and Rv = −vrer − vzez + vϕeϕ, we have
(Rg)(x, v) = g(x,Rv). For each test function k(x, v) in C1c (Ω×R3) that satisfies the
axisymmetry and the specular condition, using the adjoint formula for Q+λ0 , and the
facts that R2 = Id, RD+R = −D+, and Q+λ0(λ0 +D+)k = λ0k, we compute
〈(λ0 +D+)g+, k〉H = 〈g+, (λ0 −D+)k〉H = 〈Q+λ0h+, (λ0 −D+)k〉H
= 〈Rh+,Q+λ0R(λ0 −D+)k〉H = 〈Rh+,Q+λ0(λ0 +D+)Rk〉H
〈Rh+, λ0Rk〉H = 〈λ0h+, k〉H .
(6.47)
The Vlasov equation (6.46) is verified. This completes the proof of Theorem 3.1 (iii).

7. Example: Stable Equilibria
In this section, we construct a family of stable equilibria and prove the first part of
Theorem 3.2. We assume that µ± satisfies a slightly stronger decay assumption than
(3.7):
(7.1) µ±e (e, p) < 0, |µ±e (e, p)|+ |µ±p (e, p)| ≤
Cµ
1 + |e|γ , γ > 4 .
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Recall that by definition, for any h ∈ X :
(7.2) 〈L0h, h〉L2 = 〈A02h, h〉L2 − 〈(A01)−1(B0)∗h, (B0)∗h〉L2 .
Since A01 is negative definite, the second term above is non-negative. We now focus
on the first term.
Using the Dirichlet boundary condition, we have
〈A02h, h〉L2 =
∫
Ω
(|∇h|2 + 1
r2
|h|2)dx
−
∑
±
∫
Ω
∫
R3
rµ±p vˆϕ|h|2dvdx+
∑
±
‖P±(vˆϕh)‖2H .
(7.3)
Only the second term on the right side does not have a definite sign, and the others
are all non-negative.
The main result of this section is the following result, which gives Theorem 3.2 (i).
Theorem 7.1. Let (µ±, φ0, A0ϕ) be an inhomogeneous equilibrium. Suppose µ
± satisfy
(7.4) pµ±p (e, p) ≤ 0 .
Then the equilibrium is spectrally stable provided either (i) or (ii) holds.
(i)
(7.5) sup
x
(|A0ϕ(x)|r(x)(2 + 2γ|φ0(x)|γ)) ≤ C · C−1µ c−1P , ∀x ∈ Ω
where C = C(γ) = (8
3
π + 4
γ
π2)−1 ≤ (2 ∫R3〈v〉−1 11+〈v〉γ dv)−1 is a constant only depends
on γ. The constant cP is the square of the Poincare´ constant, therefore it depends on
the boundary ∂Ω.
(ii)
(7.6) sup
x
(|A0ϕ(x)|r3(x)(2 + 2γ |φ0(x)|γ)) ≤ C−1µ /2, ∀x ∈ Ω
In order to prove Theorem 7.1, we first introduce the following lemma, which will
be useful throughout Section 7 and 8.
Lemma 7.2. For each x ∈ Ω, −∞ < ζ ≤ 1, there holds
(7.7)
∫
R3
〈v〉ζ 1
1 + |〈v〉 ± φ0(x)|γ dv ≤ (2 + 2
γ|φ0(x)|γ)
∫
R3
〈v〉ζ 1
1 + 〈v〉γ dv
Proof. For any x ∈ Ω, ζ ≤ 1, the integral ∫R3〈v〉ζ 11+〈v〉γ dv is convergent because of
(7.1). For any x, it suffices to prove
(7.8) 1 + 〈v〉γ ≤ (2 + 2γ|φ0(x)|γ)(1 + |〈v〉 ± φ0(x)|γ) .
Let D1 := {v ∈ R3 : |〈v〉 ± φ0(x)| > 12〈v〉} , D2 := {v ∈ R3 : |〈v〉 ± φ0(x)| ≤ 12〈v〉}.
We will show that the claim holds true on both sets. Indeed, on D1,
(7.9) 1 + 〈v〉γ ≤ 2(1 + |〈v〉 ± φ0(x)|γ) .
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On D2, note that |〈v〉 ± φ0(x)| ≤ 12〈v〉 implies 1 ≤ 〈v〉 ≤ 2|φ0(x)|. Therefore
(7.10) 1 + 〈v〉γ ≤ 1 + 2γ|φ0(x)|γ .
The lemma is verified. 
Now we prove Theorem 7.1.
Proof. To prove (i), it suffices to make sure that the term −∑± ∫Ω ∫R3 rµ±p vˆϕ|h|2dvdx
is controlled by the other terms. Recalling (3.6), we estimate
−
∑
±
∫
Ω
∫
R3
rµ±p vˆϕ|h|2dvdx
= −
∑
±
∫
Ω
∫
R3
p±µ±p (e
±, p±)|h|2/〈v〉dvdx+
∑
±
∫
Ω
∫
R3
rA0ϕµ
±
p (e
±, p±)|h|2/〈v〉dvdx
≥
∑
±
∫
Ω
∫
R3
rA0ϕµ
±
p (e
±, p±)|h|2/〈v〉dvdx
≥ −
∑
±
∫
Ω
|A0ϕ|(
∫
R3
〈v〉−1|µ±p (e±, p±)|dv)r|h|2dx
≥ −Cµ
∑
±
∫
Ω
|A0ϕ|(
∫
R3
〈v〉−1 1
1 + |〈v〉 ± φ0(x)|γ dv)r|h|
2dx .
(7.11)
Using Lemma 7.2 with ζ = −1, the last line is bounded from below by
−2Cµ sup
x
(|A0ϕ(x)|r(x)(2 + 2γ |φ0(x)|γ))(
∫
R3
〈v〉−1 1
1 + 〈v〉γ dv
)( ∫
Ω
|h|2dx) .
Hence by (7.5),
−
∑
±
∫
Ω
∫
R3
rµ±p vˆϕ|h|2dvdx ≥ −‖∇h‖2L2 .
Therefore, by (7.11), 〈A02h, h〉L2 ≥ 0, from which we deduce 〈L0h, h〉L2 ≥ 0, i.e. the
equilibrium is spectrally stable.
The proof of (ii) is identical to the one of (i), except that in the last line of (7.11),
we bound the term
−Cµ
∑
±
∫
Ω
|A0ϕ|(
∫
R3
〈v〉−1 1
1 + |〈v〉 ± φ0(x)|γ dv)r|h|
2dx
by − ∫
Ω
1
r2
|h|2dx from below. 
By estimating the Poincare´ constant, we can obtain a detailed description of the
condition (7.5), and deduce the following lemma. This sheds some light on our under-
standing of the role of geometry of the boundary on the stability of the equilibrium.
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Corollary 7.3. Let L1 = supx∈Ω z(x) − infx∈Ω z(x), L2 = supx∈Ω r(x)− infx∈Ω r(x).
Then the Poincare´ constant on Ω for ϕ-independent functions (with homogeneous
Dirichlet boundary condition) is bounded by min{(π−2 supx∈Ω r(x) L21L22L21+L22
)1/2
, L
1/2
1 }.
Therefore the condition for stability as derived in Theorem 7.1 can be expressed as
(7.12) pµ±p (e, p) ≤ 0
and
(7.13)
sup
x
|A0ϕ| sup
x
(r(x)(2+2γ|φ0(x)|γ)) ≤ (8
3
π+
4
γ
π2)−1max{π2 inf
x∈Ω
r(x)−1
L21 + L
2
2
L21L
2
2
, L−11 }, ∀x ∈ Ω .
Proof. It suffices to work out the bound for the Poincare´ constant. Take Ω0 := {x ∈
Ω : ϕ(x) = 0}. Let Ω′0 be a rectangle with Ω inscribed in it, and the length of the side
parallel to the z-axis being L1, and the length of the side perpendicular to it being
L2. For any function defined on Ω0 with homogeneous Dirichlet boundary condition,
we do zero extension for g, making it into a function defined on Ω′0. We compute,
using that the first Dirichlet eigenvalue on the rectangle Ω′0 is π
2( 1
L21
+ 1
L22
):
‖u‖2L2(Ω) =
∫
Ω
|u|2dx
= 2π
∫
Ω0
|u(r, z)|2rdrdz
≤ 2π sup
x∈Ω
r(x)
∫
Ω′0
|u(r, z)|2drdz
≤ 2π sup
x∈Ω
r(x)π−2
L21L
2
2
L21 + L
2
2
‖∇u(r, z)‖2L2r,z(Ω′0)
≤ 2π sup
x∈Ω
r(x)π−2
L21L
2
2
L21 + L
2
2
(2π)−1‖∇u(r, z)‖2L2(Ω)
= π−2 sup
x∈Ω
r(x)
L21L
2
2
L21 + L
2
2
‖∇u(r, z)‖2L2(Ω) .
(7.14)
On the other hand, we can use (x1, x2, x3) to denote the Cartesian coordinates.
Choose the coordinate frame such that infx x3 ≥ −L1/2, supx x3 ≤ L1/2. We compute
u(x1, x2, x3) =
∫ x3
−L1/2
∂x3u(x1, x2, x3)dx
′
3 .
Hence
|u(x1, x2, x3)| ≤ L21‖∇u(x1, x2, ·)‖L2x3 .
Integrating in (x1, x2, x3), by Cauchy-Schwarz we obtain
(7.15) ‖u(x1, x2, x3)‖L2Ω ≤ L1‖∇u(x1, x2, x3)‖L2Ω
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The bound for the Poincare´ constant hence follows. Noticing that (2
∫
R3〈v〉−1 11+〈v〉γ dv)−1 ≤
(8
3
π + 4
γ
π2)−1, the result then follows from Theorem 7.1.

Remark Based on this theorem, we can begin to discuss the role of the shape of
the domain. Suppose we have a thin torus with large radius a0 with respect to the
axis of rotation, and the size of the cross-section is small compared to a0, then as a0
gets large, the constraint on |A0ϕ| required for stability gets stronger, and hence the
instability increases.
8. Example: Unstable Equilibria
Now we construct a family of unstable equilibria and prove the second part of
Theorem 3.2. Again we assume that µ± satisfies the additional decay assumption
(7.1).
Our main task in this section is to prove Theorem 3.2 (ii). Firstly, we find some
conditions on the equilibrium that imply instability. The main condition is the strong
dependence on the angular momentum. Later in Theorem 8.6, we prove that such an
equilibrium exists under certain circumstances. Here we do not attempt to make the
conditions on µ± or all the constants sharp.
Proposition 8.1. Denote b := supx∈Ω r(x) > 1. Let δ, ǫ be constants in (0, 1) such
that δ > ǫ, 0 < ǫ+ δ < 1. Let µ± be such that
(8.1) pµ±p (e, p) ≥ C ′µ|p|〈p〉−ǫν(e)
for some positve function ν(e), with
(8.2) ν(e) ≥ Cν exp(−e)
for some constant Cν > 0, and that µ
± satisfies (7.1). For each K ≥ 1, let
µK,±(e, p) =
1
Kδ
µ±(e,Kp) .
Suppose for some K ≥ 1 that (φK,0, AK,0ϕ ) is a pair of solutions to the following coupled
system
(8.3) −∆φK,0 =
∫
R3
(µK,+(eK,+, pK,+)− µK,−(eK,−, pK,−))dv
(8.4) (−∆+ 1
r2
)AK,0ϕ =
∫
R3
vˆϕ(µ
K,+(eK,+, pK,+)− µK,−(eK,−, pK,−))dv
where
eK,± = 〈v〉 ± φK,0(x), pK,± = r(vˆϕ ± AK,0ϕ (x)) ,
and
AK,0ϕ = 0, φ
K,0 = 0 on ∂Ω ,
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such that ‖φK,0‖L∞ ≤ 1/2, and ‖AK,0ϕ ‖L∞ ≤ 1/2. If K is large enough, then the
equilibrium (µK,±(e, p), φK,0, AK,0ϕ ) is spectrally unstable.
More precisely, let h ∈ X being normalized in such a way that ∫
Ω
(|∇h|2+ 1
r2
|h|2)dx =
1, and K is so large that
(8.5)
1−H1C1C ′µK1−δ−ǫ+120·2γπ2b2(H1+H2)C2µK1−2δ+2γH2C2CµK−δ+256π2cPC2µH2K−2δ < 0 ,
holds, where
H1 =
∫
r≥1
r|h|2dx ,
H2 = ‖h‖2L2 ,
C1 = 2
−1−ǫ/2b−ǫ ,
C2 =
8
3
π +
4
γ − 1π
2 ,
and cP is the square of the Poincare´ constant of Ω, Cν is as defined in (8.2). Then
the equilibrium (µK,±(e, p), φK,0, AK,0ϕ ) is spectrally unstable.
Remark The condition pµ±p ≥ C ′µ|p|〈p〉−ǫν(e) together with that |µ±p (e, p)| ≤ Cµ1+|e|γ
(assumed throughout all discussion) implies that |ν(e)| ≤ 〈p〉ǫ
1+|e|γ with γ > 4, which
ensures the integrals in the proof are convergent.
Now we discuss the proof of Theorem 8.1. We replace µ± in the operators by µK,±
and define
(8.6) DK,± = v · ∇x ± (EK,0 + vˆ ×BK,0) · ∇v .
Here EK,0 = −∇φK,0, BK,0 = ∇ × AK,0, AK,0 = AK,0ϕ eϕ, where AK,0ϕ is a bounded
solution to the equation
(8.7) (−∆+ 1
r2
)AK,0ϕ =
∫
R3
vˆϕ(µ
K,+(eK,+, pK,+)− µK,−(eK,−, pK,−))dv
Let HK,± be the space of functions of x ∈ Ω and v ∈ R3 with the norm
(8.8) ‖g(x, v)‖HK,± :=
( ∫
Ω
∫
R3
|(µK,±)e(e±, p±)|g2(x, v)dxdv
)1/2
and PK,± be the orthogonal projection from HK,± onto kerDK,±. In analogy with
(3.12), (3.13) and (3.14), we define
(8.9) A0,K1 h := ∆h +
∑
±
∫
R3
(µK,±)e(1−PK,±)hdv
(8.10) A0,K2 h := (−∆+
1
r2
)h−
∑
±
∫
R3
vˆϕ
(
(µK,±)prh+ (µK,±)ePK,±(vˆϕh)
)
dv
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(8.11) B0,Kh := −
∑
±
∫
R3
vˆϕ(µ
K,±)e(1− PK,±)hdv
(8.12) L0,K := A0,K2 − B0,K(A0,K1 )−1(B0,K)∗ .
We have the following lemma analogous to Lemma 5.4:
Lemma 8.2. We have
(8.13) ‖A0,K1 ‖L2→L2 ≥ c−1P .
Hence for all g˜ ∈ X , there holds
(8.14) |〈(A0,K1 )−1g˜, g˜〉L2 | ≤ cP‖g˜‖2L2 .
Here cP is the square of the Poincare´ constant of Ω.
The proof is analogous to the one in Lemma 5.4, so we omit it.
We also need the following
Lemma 8.3. For all K ≥ 1, ‖(B0,K)∗‖L2→L2 ≤ 8
√
2πCµ
1
Kδ
.
Proof. Firstly, we have, for each x ∈ Ω,
∫
R3
‖(µK,±)e‖L∞x dv
≤ 1
Kδ
∫
R3
|µ±e (eK,±, KpK,±)|dv
≤ Cµ 1
Kδ
∫
R3
1
1 + |eK,±|γ dv
≤ Cµ 1
Kδ
(2 + 2γ|φK,0|γ)
∫
R3
1
1 + 〈v〉γ dv
≤ 3Cµ 1
Kδ
∫
R3
1
1 + 〈v〉γ dv
≤ 8πCµ
Kδ
.
(8.15)
by Lemma 7.2 with ζ = 0. Therefore from 0 =
∫
R3 ∂vϕµ
K,±dv =
∫
R3 r(µ
K,±)pdv +∫
R3 vˆϕ(µ
K,±)edv, we obtain
(8.16)
|r
∫
R3
(µK,±)p(eK,±, pK,±)dv| = |
∫
R3
vˆϕ(µ
K,±)edv| ≤ |
∫
R3
(µK,±)edv| ≤
∫
R3
‖(µK,±)e‖L∞x dv ≤
8πCµ
Kδ
.
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Now, from the definition (8.11) and the decay assumption (7.1), we have, for all
h ∈ L2(Ω),
1
2
‖(B0,K)∗h‖2L2 ≤
∑
±
∫
Ω
(
∫
R3
(µK,±)prhdv)2dx+
∑
±
∫
Ω
(
∫
R3
(µK,±)ePK,±(vˆϕh)dv)2dx
≤
∑
±
∫
Ω
(
∫
R3
r(µK,±)pdv)
2|h|2dx
+
∑
±
(
∫
R3
(
∫
Ω
|(µK,±)eP±(vˆϕh)|2dx)1/2dv)2
≤
∑
±
∫
Ω
(
∫
R3
r(µK,±)pdv)2(sup
v
|h|)2dx
+
∑
±
(
∫
R3
‖(µK,±)e‖1/2L∞x (
∫
Ω
|(µK,±)e||P±(vˆϕh)|2dx)1/2dv)2
≤
∑
±
sup
x
|
∫
R3
r(µK,±)pdv|2
∫
Ω
|h|2dx
+
∑
±
∫
R3
(
∫
Ω
|(µK,±)e||P±(vˆϕh)|2dx)dv
∫
R3
‖(µK,±)e‖L∞x dv
=
∑
±
(
sup
x
|
∫
R3
r(µK,±)pdv|2‖h‖2L2 +
∫
R3
‖(µK,±)e‖L∞x dv‖P±(vˆϕh)‖2HK,±
)
≤
∑
±
(
sup
x
|
∫
R3
r(µK,±)pdv|2‖h‖2L2 +
∫
R3
‖(µK,±)e‖L∞x dv‖(vˆϕh)‖2HK,±
)
≤
∑
±
(
sup
x
|
∫
R3
r(µK,±)pdv|2‖h‖2L2 + (
∫
R3
‖(µK,±)e‖L∞x dv)2‖h‖2L2x
)
≤ 64π2C2µ
1
K2δ
‖h‖2L2 .
(8.17)
In the last line we used (8.16) and (8.15). The lemma then follows. 
Using Lemma 8.2 and Lemma 8.3, we obtain
Lemma 8.4. For any h ∈ X , there holds
〈(A0,K1 )−1(B0,K)∗h, (B0,K)∗h〉L2 ≤ cP‖(B0,K)∗h‖2L2
≤ 2cP · 128π2C2µ
1
K2δ
‖h‖2L2
= 256π2cPC
2
µH2K
−2δ .
(8.18)
We will also need the following
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Lemma 8.5. Suppose for some K ≥ 1, there exists a pair of solution (φK,0, AK,0ϕ ) to
the coupled system (8.3) (8.4), and we have ‖φK,0‖L∞ ≤ 1/2, ‖AK,0ϕ ‖L∞ ≤ 1/2. Then
there holds furthermore that
(8.19) ‖φK,0‖L∞ ≤ 20πb
2Cµ
Kδ
,
(8.20) ‖AK,0ϕ ‖L∞ ≤
20πb2Cµ
Kδ
.
Proof. φK,0 and AK,0ϕ satisfies the elliptic equations (8.4) and (8.3). Using the as-
sumption that ‖φK,0‖L∞ is bounded by 12 as well as Lemma 7.2 (applied in ths cases
ζ = 1 and ζ = 0), we obtain
|(−∆+ 1
r2
)AK,0ϕ | ≤ 2Cµ
1
Kδ
∫
R3
|p|
1 + |e|γ dv
≤ 2Cµ 1
Kδ
(2 + 2γ|φK,0(x)|γ)
(∫
R3
|vϕ|
1 + 〈v〉γ dv +
∫
R3
|AK,0ϕ (x)|
1 + 〈v〉γ dv
)
≤ 6Cµ 1
Kδ
(∫
R3
|vϕ|
1 + 〈v〉γ dv +
∫
R3
1
1 + 〈v〉γ dv
)
≤ 6Cµ 1
Kδ
(∫
|v|≥1
|v|−γ+1dv +
∫
|v|≥1
|v|−γdv + 2
∫
|v|<1
1dv
)
≤ 6Cµ 1
Kδ
(∫
|v|≥1
|v|−γ+1dv +
∫
|v|≥1
|v|−γdv + 2
∫
|v|<1
1dv
)
≤ 78πCµ 1
Kδ
,
(8.21)
Since (−∆ + 1
r2
)AK,0ϕ = − exp (−iϕ)∆(AK,0ϕ exp (iϕ)), we set u = KδAK,0ϕ exp (iϕ),
and then for (8.20) it suffices to show that supx∈Ω |u(x)| ≤ 20πb2Cµ. In fact, muti-
plying (8.21) by Kδ, we obtain
| −∆u| ≤ 78πCµ
Recall b = supx∈Ω r(x). Let w1 = −r2 · 78πCµ4 +20πb2Cµ, so that w1 ≥ 0 on ∂Ω. Then
−∆(u− w1) ≤ 0 .
By the maximum principle, u− w1 ≤ 0, u ≤ w1 ≤ supx∈Ω w1(x).
On the other hand, let w2 = r
2 · 78πCµ
4
− 20πb2Cµ, such that w2 ≤ 0 on ∂Ω. Then
−∆(u− w2) ≥ 0 .
By the maximum principle, u− w2 ≥ 0, u ≥ w2 ≥ infx∈Ωw2(x).
Hence supx∈Ω |u(x)| ≤ max{supx∈Ωw1(x),− infx∈Ω w2(x)} ≤ 20πb2Cµ. Therefore
‖AK,0ϕ ‖L∞ ≤ 20πb
2Cµ
Kδ
, and similarly ‖φK,0‖L∞ ≤ 20πb
2Cµ
Kδ
from (8.3).

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Now we are ready to prove Proposition 8.1.
Proof. For h ∈ X , we first take care of the term 〈A0,K2 h, h〉L2 . For simplicity, we nor-
malize h such that
∫
Ω
(|∇h|2+ 1
r2
|h|2)dx = 1. Recall that eK,± = 〈v〉±φK,0(x), pK,± =
r(vˆϕ ± AK,0ϕ (x)).
We observe
〈A0,K2 h, h〉L2 = 1−
∑
±
∫
Ω
∫
R3
〈v〉−1K 1
Kδ
pK,±µ±p (e
K,±, KpK,±)|h|2dvdx
+
∑
±
∫
Ω
∫
R3
K
1
Kδ
µ±p (e
K,±, KpK,±)
〈v〉 rA
K,0
ϕ |h|2dvdx+
∑
±
‖PK,±(vˆϕh)‖2HK,±
:= 1 + I + II + III .
(8.22)
We are going to show that when K ≥ 1 is large enough, the term I dominates all the
others and remains negative. We compute
I = −
∑
±
∫
Ω
∫
R3
〈v〉−1K 1
Kδ
pK,±µ±p (e
K,±, KpK,±)dv |h|2dx
≤ −C ′µ
∑
±
∫
Ω
∫
R3
〈v〉−1K1−ǫ 1
Kδ
|pK,±|〈pK,±〉−ǫν(eK,±)dv |h|2dx
≤ −C ′µK1−δ−ǫ
∑
±
∫
Ω
∫
|pK,±(x,v)|>1
〈v〉−1|pK,±|1−ǫ · 2−ǫ/2ν(eK,±)dv |h|2dx
≤ −C ′µK1−δ−ǫM ,
(8.23)
where
M = 2−ǫ/2
∑
±
∫
r(x)≥1
inf
x∈Ω,r(x)≥1
[ ∫
{v∈R3,|pK,±(x,v)|>1}
〈v〉−1|vϕ∓AK,0ϕ (r, z)|1−ǫν(eK,±)dv
]
r1−ǫ|h|2dx .
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Noting that ‖AK,0ϕ ‖L∞ ≤ 1/2 and ‖φK,0‖L∞ ≤ 1/2, we have
M = 2−ǫ/2
∑
±
∫
r(x)≥1
inf
x∈Ω,r(x)≥1
[ ∫
{v∈R3,|pK,±(x,v)|>1}
〈v〉−1|vϕ ∓AK,0ϕ (r, z)|1−ǫν(eK,±)dv
]
r1−ǫ|h|2dx
≥ 2−ǫ/2
∑
±
∫
r(x)≥1
inf
x∈Ω,r(x)≥1
[ ∫
{v∈R3,|vϕ|>2+ 1r(x)}
〈v〉−1(1 + 1
r(x)
)1−ǫν(〈v〉 ± φK,0)dv
]
r1−ǫ|h|2dx
≥ 2−ǫ/2
∑
±
∫
r(x)≥1
inf
x∈Ω,r(x)≥1
[ ∫
{v∈R3,|vϕ|>3}
〈v〉−1ν(〈v〉 ± φK,0)dv
]
r1−ǫ|h|2dx
≥ 2−ǫ/2Cν
∑
±
∫
r(x)≥1
inf
x∈Ω,r(x)≥1
[ ∫
{v∈R3,|vϕ|>3}
〈v〉−1 exp(−〈v〉 ∓ φK,0)dv
]
r1−ǫ|h|2dx
≥ 2−ǫ/2Cν · 2 exp(−1
2
)
∫
r(x)≥1
∫
{v∈R3,|vϕ|>3}
〈v〉−1 exp(−〈v〉)dvr1−ǫ|h|2dx
≥ 2−ǫ/2Cν · 1
2
∫
r(x)≥1
r1−ǫ|h|2dx
≥ 2−ǫ/2 · 1
2
b−ǫCν
∫
r(x)≥1
r|h|2dx ,
(8.24)
where b = supx∈Ω r(x) > 1. Hence
I ≤ −H1C1CνC ′µK1−δ−ǫ ,
where H1 =
∫
r≥1 r|h|2dx, C1 = 2−1−ǫ/2b−ǫ. From Remark 1, we have |ν(eK,±)| ≤
〈pK,±〉ǫ
C(1+|eK,±|γ) with γ > 4, which ensures that the integral
∫
R3〈v〉−1v2ϕν(eK,±)dv is con-
vergent. In the end we obtain I = O(K1−δ−ǫ).
II vanishes if AK,0ϕ = 0. If A
K,0
ϕ 6= 0, we estimate, using Lemma 8.5,
II ≤ 20πb2Cµ(H1 +H2)K1−δ 1
Kδ
∑
±
sup
x
(
∫
R3
〈v〉−1|µ±p (eK,±, KpK,±)|dv)
≤ 20πb2Cµ(H1 +H2)CµK1−2δ
∑
±
sup
x
∫
R3
1
〈v〉(1 + |eK,±|γ)dv
≤ 20πb2Cµ(H1 +H2)CµK1−2δ
∑
±
sup
x
∫
R3
1
〈v〉(1 + |〈v〉 ± φK,0(x)|γ)dv
≤ 40 · 2γπb2(H1 +H2)C2µK1−2δ
∫
R3
1
〈v〉(1 + 〈v〉γ)dv
≤ 40 · 2γπb2(H1 +H2)C2µK1−2δ · 3π
≤ 120 · 2γπ2b2(H1 +H2)C2µK1−2δ .
(8.25)
Here H2 =
∫
Ω
|h|2dx = ‖h‖2L2. Therefore the term II is O(K1−2δ).
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For III =
∑
± ‖PK,±(vˆϕh)‖2HK,± , we estimate
III = ‖PK(vˆϕh)‖2HK ≤
1
Kδ
∑
±
∫
Ω
sup
v
|PK,±(vˆϕh)|2dx sup
x
(
∫
R3
|µ±e (eK,±, KpK,±)|dv)
≤ 1
Kδ
H2
∑
±
sup
x
(
∫
R3
|µ±e (eK,±, KpK,±)|dv)
≤ 1
Kδ
H2
∑
±
sup
x
(
∫
R3
Cµ
1 + |〈v〉 ± φK,0(x)|γ dv)
≤ 2γH2Cµ · 2 1
Kδ
∫
R3
1
1 + 〈v〉γ dv
≤ 2γH2C2Cµ 1
Kδ
.
(8.26)
Here C2 =
8
3
π + 4
γ−1π
2. Therefore III = O(K−δ).
Combining together all the estimates, as well as Lemma 8.4, we conclude
〈L0,Kh, h〉L2
≤ 1−H1C1CνC ′µK1−δ−ǫ + 120 · 2γπ2b2(H1 +H2)C2µK1−2δ + 2γH2C2CµK−δ
+ 256π2cPC
2
µH2K
−2δ .
(8.27)
Hence (µK,±, φK,0, AK,0ϕ ) is spectrally unstable if Cµ, K and h satisfies (8.5).

The theorem below ensures that the unstable equilibria constructed in Proposition
8.1 do exist under certain circumstances when µ± satisfy some smallness assumption,
which gives Theorem 3.2 (ii). This result is obtained by solving a coupled elliptic
system. There is a possibility to extend this existence result to more general cases
without such assumption.
Theorem 8.6. Suppose that Ω satisfies b = supx∈Ω r(x) > 1 and the constant Cµ
satisfies a certain smallness condition. Then there exists an unstable equilibrium as
constructed in Theorem 8.1.
Proof. Firstly we show that if CµK ≤ 12C for some constant C which only depends on γ
and Ω, then there exists a solution to the elliptic system (8.4), (8.3), with the homoge-
neous Dirichlet boundary conditions as well as ‖φK,0‖L∞ ≤ 1/2 and ‖AK,0ϕ ‖L∞ ≤ 1/2.
For this, we adapt the idea from Appendix C in [12].
For any fixed 0 < α < 1, let S := {(φ,Aϕ) ∈ Cα(Ω) × Cα(Ω) : supx∈Ω |φ(x)| ≤
1/2, supx∈Ω |Aϕ(x)| ≤ 1/2} furnished with the norm ‖(φ,Aϕ)‖S = ‖φ‖Cα + ‖Aϕ‖Cα.
Let K ≥ 1. Denote the right hand side of the system by F = (F1, F2):
(8.28) F1(x, φ, Aϕ) :=
∫
R3
(µK,+(e+, p+)− µK,−(e−, p−))dv ,
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(8.29) F2(x, φ, Aϕ) :=
∫
R3
vˆϕ(µ
K,+(e+, p+)− µK,−(e−, p−))dv ,
where e± and p± are defined as
e± = 〈v〉 ± φ(x), p± = r(vˆϕ ± Aϕ(x)) ,
for any (φ,Aϕ) ∈ S.
We have
|F1(x, φ(x), Aϕ(x))− F1(y, φ(y), Aϕ(y))|
≤
∑
±
∫
R3
|µK,±(e±(x, v), p±(x, v))− µK,±(e±(y, v), p±(y, v))|dv
≤ Cµ
∑
±
∫
R3
1
1 + |e¯±(x, y, v)|γ {|φ(x)− φ(y)|+K|r(x)vϕ − r(y)vϕ|
+K|r(x)Aϕ(x)− r(y)Aϕ(y)|}dv ,
(8.30)
where |e¯±(x, y, v)| = min{|e±(x, v)|, |e±(y, v)|}. The same bound is valid for F2. For
any (φ,Aϕ) ∈ S, there holds |e¯±(x, y, v)| ≥ 〈v〉 − 1/2 ≥ 1/2. Thus
(8.31) ‖F (·, φ, Aϕ)‖S ≤ 8πb
γ
· CµK
(
1 + ‖(φ,Aϕ)‖S
)
Hence if CµK ≤ γ16πb , then F maps S into S.
For each (φ,Aϕ) ∈ S, standard elliptic theory implies that there exists a unique
solution (φ1, A1ϕ) ∈ C2+α(Ω¯)× C2+α(Ω¯) of the linear problem
(8.32) −∆φ1 =
∫
R3
(µK,+(e+, p+)− µK,−(e−, p−))dv
(8.33) (−∆+ 1
r2
)A1ϕ =
∫
R3
vˆϕ(µ
K,+(e+, p+)− µK,−(e−, p−))dv
(note that (−∆ + 1
r2
)A1ϕ = − exp (−iϕ)∆(A1ϕ exp (iϕ))) with homogeneous Dirichlet
boundary conditions. Moreover,
(8.34) ‖(φ1, A1ϕ)‖Cα+2 ≤ C0 · CµK‖(F1(·, φ, Aϕ), F2(·, φ, Aϕ))‖Cα .
for a fixed constant C0 which only depends on γ and Ω.
Now, we define T (φ,Aϕ) = (φ1, A1ϕ), then T maps S into itself. Similarly, for any
(φ2, A2ϕ) ∈ S, (φ3, A3ϕ) ∈ S, there holds
(8.35) ‖T (φ2, A2ϕ)− T (φ3, A3ϕ)‖S ≤ C0 · CµK‖(φ2, A2ϕ)− (φ3, A3ϕ)‖S
If CµK ≤ min{1/(2C0), γ16πb}, we can see that T is a contraction, and therefore it has
a unique fixed point (φK,0, AK,0ϕ ) in S, which is the solution pair we want.
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To construct an unstable equilibrium, it suffices to find Cµ, K and h ∈ X , such
that both CµK ≤ min{1/(2C0), γ16πb} and (8.5) hold. In order to achieve this, we first
pick K ≥ 1, such that
Kδ−ǫ > 2000 · 2γπ2b2C−11 C−1ν ,
K1−ǫ > 8 · 2γC−11 C2C−1ν ,
K1+δ−ǫ > 2048π2cPC−11 C
−1
ν .
(8.36)
We pick Cµ ∈ (0, 1) and C ′µ ≥ 12Cµ such that
CµK ≤ min{1/(2C0), γ
16πb
} .
Since supx∈Ω r(x) > 1, there exists h ∈ X , with
∫
Ω
(|∇h|2 + 1
r2
|h|2)dx = 1, H2 =∫
Ω
|h|2dx ≤ 1, and H1 =
∫
r≥1 r|h|2dx > 1 large enough (hence H1 +H2 ≤ 2H1), such
that
K1−δ−ǫ > 4C−11 C
−1
ν (C
′
µ)
−1H−11 .(8.37)
(8.36) and (8.37) together with the conditions on h and Cµ ∈ (0, 1), C ′µ ≥ 12Cµ
imply (8.5). Hence the corresponding equilibrium (µK,±(e, p), φK,0, AK,0ϕ ) is spectrally
unstable. 
9. Appendix A
For the readers’ convenience, we provide the information of the derivatives under
the cylindrical coordinates. Using (x1, x2, x3) to denote the Cartesian coordinates
and (r, ϕ, z) to be the cylindrical coordinates, we have
x1 = r cosϕ, x2 = r sinϕ, x3 = z
and therefore
er = (cosϕ, sinϕ, 0), eϕ = (− sinϕ, cosϕ, 0), ez = (0, 0, 1) .
Hence for any function f(r, ϕ, z) and any vector field A(r, ϕ, z), we have
∇xf = ∂f
∂r
er +
1
r
∂f
∂ϕ
eϕ +
∂f
∂z
ez ,
∆xf =
1
r
∂
∂r
(r
∂f
∂r
) +
1
r2
∂2f
∂ϕ2
+
∂2f
∂z2
,
∇x ·A = 1
r
∂(rAr)
∂r
+
1
r
∂Aϕ
∂ϕ
+
∂Az
∂z
,
∇x ×A = (1
r
∂Az
∂ϕ
− ∂Aϕ
∂z
)er + (
∂Ar
∂z
− ∂Az
∂r
)eϕ +
1
r
(
∂(rAϕ)
∂r
− ∂Ar
∂ϕ
)ez .
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10. Appendix B
In this section, we prove the invariance of e±(x, v) = 〈v〉 ± φ0(r, z) and p±(x, v) =
r(vϕ ± A0ϕ(r, z)) along the particle trajectories:
(10.1) X˙± = Vˆ ±, V˙ ± = ±E0(X±)± Vˆ ± ×B0(X±) .
We only compute the + case for simplicity. The − case is similar. In fact, along
the particle trajectories, we have
e˙ = Vˆ · V˙ + X˙ · ∇φ0
= Vˆ · (E0 + Vˆ ×B0) + Vˆ · ∇φ0
= Vˆ · (−∇φ0 + Vˆ ×B0) + Vˆ · ∇φ0
= 0 ,
(10.2)
p˙ = X˙ · ∇Xp+ V˙ · ∇V p
= X˙ · ∇X(r(vϕ + A0ϕ(r, z))) + V˙ · ∇V (r(vϕ + A0ϕ(r, z)))
= X˙ · ∇X(rvϕ) + X˙ · ∇X(rA0ϕ) + V˙ · r∇V vϕ
= X˙ · ∇X(rvϕ) + X˙ · A0ϕer + X˙ · r
∂A0ϕ
∂r
er + X˙ · r
∂A0ϕ
∂z
ez + r(E
0 + Vˆ ×B0) · eϕ
= X˙ · ∇X(rvϕ) + X˙ · A0ϕer + X˙ · r
∂A0ϕ
∂r
er + X˙ · r
∂A0ϕ
∂z
ez
+ r(−∇φ0 + X˙ × ∂A
0
ϕ
∂z
er + X˙ × 1
r
A0ϕez + X˙ ×
∂A0ϕ
∂r
ez) · eϕ
= X˙ · ∇X(rvϕ) + X˙ · A0ϕer + X˙ · r
∂A0ϕ
∂r
er + X˙ · r
∂A0ϕ
∂z
ez − r
∂A0ϕ
∂z
X˙ · ez − A0ϕX˙ · er − r
∂A0ϕ
∂r
X˙ · er
= X˙ · ∇X(rvϕ) .
(10.3)
(Here we used that ∇φ0 does not have eϕ-component.) We compute X˙ · ∇X(rvϕ)
using the Cartesian coordinates:
X˙ · ∇X(rvϕ) = X˙ · ∇X(rV · (−X2
r
,
X1
r
, 0))
= X˙ · ∇X(−X2V1 +X1V2)
=
1
〈V 〉(V1, V2, V3) · (V2,−V1, 0) .
= 0
(10.4)
Hence p˙ = 0. The invariance along the particle trajectories is verified.
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