The conditional distribution p ij (t) = P (X t = e j /X t−1 = e i ) characterizes the Markov chain and it is called transition probability.
P (t) = (p ij (t)) 1≤i,j≤k transition probability matrix.
A finite Markov chain is time homogeneous if P (t) = P = p ij = P (X n = e j /X n−1 = e i ).
The homogeneous Markov chain satisfies the conditions
, for all n ≥ 2 (Kolmogorov-Chapmann equations).
A finite and homogeneous Markov chain is characterized by the initial probabilities q j 0 and the transition matrix. In order to determine the distribution is enough to study the matrix P n because q n = q 0 P n . The limit of {P n : n ∈ N } allows us to obtain the distribution limit and to know the stationary distribution of the process.
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A state e j is accessible from the state e i , (e i → e j ), if there is an integer n > 0 such that p (n) ij > 0. Two states e i , e j are communicating states, (e i ↔ e j ), if e i is accessible from e j and e j is accessible from e i . Given a state e i such that there exists n > 0 and p
All states belonging to the same class have the same period.
If the period is 1: aperiodic class, (otherwise, periodic class). 
Designing a P System
Let P k = (p ij ) 1≤i,j≤k the incidence matrix of the directed graph associated with the Markov chain.
Working alphabet:
Membrane structure:
Initial multisets:
FIRST STAGE: Generating the trajectories of the Markov chain Rules in 3:
Rules in 4:
Rules in M 3 Rules in M 3 ... 
Rules in M 3 Rules in M 3 Rules in M 3 Rules in M 3 ... 
THIRD STAGE: Sending the objects T ip , R ip and A i1 to the environment Rules in 1:
Formal verification
Theorem 1 Let C f be the final configuration of the computation C of the system Π(P k ). Then:
(a) The state e i is transient with period p if and only if T ip ∈ C f (env).
(b) The state e i is recurrent (and not absorbent) with period p if and only if R ip ∈ C f (env).
(a) The state e i is absorbent (with period 1) if and only if A i1 ∈ C f (env).
