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Abstract
Deuterium-Tritium (D-T) neutron generators have been used as an active interro-
gation source for associated particle imaging (API) techniques. The D-T reaction
yields a 14.1 MeV neutron and a 3.5 MeV alpha (or assoicated) particle, projected
nearly back-to-back. The kinetics of the reaction allow the direction and initial time
of the neutron to be determined utilizing position sensitive detectors for both the
alpha and neutron. This information facilitates multi-modal fast neutron imaging of
inspection objects and closed containers to infer the geometry within them and the
presence of special nuclear material (SNM). Since position and time of interaction of
the alpha and neutron within their respective detection media are required to form
these images, improved certainty in the direction and timestamp of both provides
improved imaging performance.
This dissertation presents work performed to understand performance limits of
a first-generation design associated particle detector (APD) for a specific prototype
imaging system developed by the Nuclear Materials Detection and Characterization
Group at Oak Ridge National Laboratory. The performance of the first-generation
design was first studied through measurements, analytical timing models, and detailed
Monte-Carlo timing simulations. Implications on the influence of certain factors on
next generations designs were taken from this study. Clear pathways for improved
detector performance were identified through the engineering and implementation
of new light interfaces and new detector technologies. With these improvements in
iv
place, next-generation prototype APD designs were outlined with excellent timing
performance and optimum trade-offs in position resolution.
v
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Chapter 1
Introduction
One of the immediate, technical challenges in nuclear and homeland security
applications is the detection and imaging of shielded, special nuclear material (SNM).
Increased awareness of inadequacies in current measurement technologies for the
interdiction of a nuclear or radiological threat has stimulated collaborative research
efforts to investigate their limitations and engineer robust solutions. Due to the
shortcomings of these technologies, a scenario wherein SNM or a nuclear threat is
transported into the U.S., disguised within normal, commercial operations is still a
realistic possibility. Detection and isotope quantization by active or passive assay is
complicated by standoff distance, shielding, acquisition time, and decreased signal-
to-noise ratio (SNR) in the presence of natural background radiation. Specifically,
inferring the presence of SNM by passive assay of characteristic gamma signatures is
especially difficult due to how easily they can be attenuated by high Z, high density
materials. Because of these complications, it is necessary to investigate and develop
advanced detector technologies for systems that exploit all available information
from interrogation techniques. Focus should specifically be given to improving the
performance of systems that exploit time-correlated signatures from active assay,
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Figure 1.1: Illustration of the associated particle technique using an imaging system
based on a D-T neutron generator with an associated particle detector (generator,
object, and array not to scale).
as these have demonstrated the greatest potential for detecting shielded SNM [5–
13]. Additionally, imaging systems that provide directionality in supplement to time-
correlated signature information are of particular interest. The increase in sensitivity
provided by spatial information merits further investigation because of the gain in
potential interdiction of a nuclear or radiological threat that imaging provides.
1.1 Deuterium-Tritium Neutron Generators
Deuterium-Tritium (D-T) neutron generators have seen increasing use as a high
energy neutron source for active interrogation techniques that detect time-correlated
signatures [14, 15]. Within the vacuum of the D-T generator, a plasma source
accelerates deuterons and tritons through a potential towards a target material that
has been loaded with deuterium and tritium to induce D-T fusion via the reaction
2
1H+
3
1H→42 He+10n +Q (1.1)
2
whereQ represents the sum of the mass difference between the reactants and products.
For D-T fusion, the Q value is 17.5893 MeV [16]. The reaction produces a neutron
and an alpha particle, projected back-to-back in the center of mass (COM) coordinate
system, as depicted in Figure 1.1. The kinetic energies of the alpha and neutron
in the COM coordinate system are 3.54035 and 14.0489 MeV, respectively. If
the alpha paticle that is associated with each neutron is detected by a position
sensitive photomultiplier tube (PSPMT), each neutron can be tagged with a start
time and direction of travel. Detecting transmitted neutrons with a position sensitive
detector allows final position and neutron time-of-flight (TOF) to be determined.
Direction and timing information about each neutron facilitates point of interaction
determination inside inspected objects. Through spatial reconstruction and TOF
techniques, three dimensional images of inspected objects can be constructed. The
technique of using point of interaction and neutron TOF to image objects is referred
to as associated particle imaging (API). D-T neutron generators are an attractive
option as a source for active non-destructive assay (ANDA) of inspection objects
because the 14.1 MeV neutron from D-T fusion is highly penetrating, allowing for
large objects to be interrogated. D-T generators are also a mature technology, and
they are available commercially in compact, light weight packages that make them
easily fieldable [17].
1.2 The Advanced Portable Neutron Imaging Sys-
tem
The Advanced Portable Neutron Imaging System (APNIS) is a prototype associated
particle imager previously developed by the Nuclear Materials Detection and
Characterization Group (NMDC) at Oak Ridge National Laboratory (ORNL). The
major system components are comprised of a Thermo-Fisher Scientific API120 D-T
neutron generator, embedded associated particle detector, and neutron block detector
3
!"#$%&'(
)"$"*$&%(+%%,-(
./"01'23(456(
),$,(+*7#1819&'(
:-8$";(
+<=0,()"$"*$&%(
)>6(?"'"%,$&%(
Figure 1.2: The Advanced Portable Neutron Imaging System (APNIS).
array. The imager is shown in Figure 1.2 with the D-T generator circled and the
attached alpha detector enclosure displayed. Sitting opposite of the neutron generator
is the array of neutron detectors. It is comprised of 32 neutron block detectors, each
block having 100 pixels. Scintillation light from each detector is read out by four
PMTs that allow position of interaction to be determined. Using the electronics
from a Siemens InveonTM preclinical system, the position of interaction is determined
via Anger logic, and a timestamp is assigned to each interaction. The fast neutron
imager uses electronic collimation in a way analogous to positron emission tomography
(PET) imaging systems to perform tomography of objects interrogated by placing
them between the D-T source and neutron detector array.
Associated alpha particles are detected via the scintillation light produced from
their interaction within a 0.5 mm thick, 2 inch diameter, cerium-doped yttrium
aluminum perovskite (YAP:Ce) scintillator. The YAP:Ce scintillator’s surface facing
the D-T source is coated with 1 µm of Aluminum. The coating acts as a ground for
the detector, stops scattered deuterons and tritons from the source beam, blocks light
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from ionization in the D-T source target, and aids in the collection of scintillation
light. An illustration of how light created in the YAP:Ce scintillator is transmitted
to the photosensor is shown in Figure 1.3.a. Scintillation light propagates out of the
D-T generator’s vacuum through a fiber optic plate that acts as the optical medium
between the generator’s static vacuum and atmosphere. The fiber optic plate is
comprised of a bundle of 6 µm fiber optic channels that preserve the position of light
incident within the aperture of the channel. A picture of a Schott 75C fiber optic
plate is shown in Figure 1.3.c. Light that exits the fiber optic plate is then funneled
through a segmented light guide that effectively pixelates the monolithic YAP:Ce
scintillator and is diffusely spread over the active area of a multi-anode Hamamatsu
H8500 PSPMT. The segmented light guide was designed by the NMDC group with
iterative GEANT4 [18] light transport simulations to optimize pixel size and taper of
the aluminum reflectors that separate each pixel [19], and it is shown in Figure 1.3.b.
Charge produced in the anodes of the H8500 is filtered through a resistive chain and
read out at its four corners. The average position of detected light (X,Y) can be
calculated from the magnitude of the signals at the four corners with [20]
X =
A+B
A+B + C +D
, Y =
B +D
A+B + C +D
(1.2)
This provides the (X,Y) position of interaction of the alpha particle within the
YAP:Ce scintillator.
Each neutron block detector consists of a segmented array (see Figure 1.4.a) of
1 x 1 x 5 cm3 EJ200 scintillator pixels, optically isolated by ESR reflective coatings
applied to the edges of all pixels. The array consists of 10 x 10 pixels, and it is
optically coupled to a light guide that was designed to evenly distribute light over
four 2 inch Photonis XP20DO PMTs (Figure 1.4.b) [21]. The PMTs were selected
for their timing performance (520 ps TTS, 1.5 ns rise). The thirty two neutron bock
detectors give the array approximately 20% intrinsic efficiency for 14.1 MeV neutrons
[4].
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Figure 1.3: In (a), an illustration of how light travels from the scintillator to the
photosensor in the first generation design alpha detector is shown. (b) shows an
overhead view of the segmented light guide. (c) shows an overhead view of the
Schott 75C fiber optic faceplate. In (d), a resistive readout that facilitates position
of interaction determination is shown.
1.3 Multi-Modal Fast Neutron Imaging
1.3.1 Transmission Imaging
The design of APNIS allows for the use of multiple imaging modalities including
transmission imaging, elastic and inelastic scatter imaging, and fission density
imaging. The transmission modality is a tomograph of attenuation, and it therefore
provides a map of the geometry within an inspection object. A transmission image
is constructed by measuring attenuation along particular directions subtended from
the alpha detector to the neutron detector array. This can be done by measuring the
neutrons counted per pixel in the neutron detector array per source alpha with a void
(or no object) between the D-T source and neutron detector array. If the number of
6
“ARI-MA Research Program in Exploiting Time-Correlated Signatures and Directionality of 
Interrogation to Detect Shielded Highly-Enriched Uranium” 
NSF-DNDO Academic Research Initiative 2009                        J.P. Hayward, UT-Knoxville 
Fig 6. Photograph of the fast-neutron 
block detector.  The plastic scintillator 
array is seen at the top and is bonded 
to the segmented light guide.  The 
segmented light guide is bonded to the 
array of 2-in. PMTs and the PMTs are 
powered and read out by custom-made 
electronics. [8]!
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Each block detector (see Fig. 6) consists of finely segmented 
array of organic scintillators, a light guide (see Fig. 7), and an 
array of four PMTs for readout.  The scintillator array is a 10 ! 
10 array, each with size 1 ! 1 ! 5 cm3.  The light guide was 
designed to share light between the four PMTs while minimizing 
light losses.  The PMT tubes were selected for their excellent 
timing properties.  The system is instrumented with commercial 
Positron Emission Tomography (PET) electronics from Siemens.  
The 35 block detectors in APNIS provide for approximately 
10% intrinsic efficiency for 14-MeV neutrons.  Target objects 
can be examined which are up to about 7 attenuation lengths 
thick at this energy. 
 
!
  
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. (a) Schematic diagram of the path that light must 
take to reach the PSPMT from the YAP:Ce scintillator.  
The light guide is shown as unsegmented.  (b) Schematic 
diagram of the segmented light guide designed to 
pixelate the position of the alpha interactions. [7]!
Fig. 5. (a) Light guide design H8500 PSPMT 
by using tapered segments, (b) the simulated 
flood image, and (c) the fraction of light 
reaching the photomultiplier tube. [7]!
Fig 7. Photograph of the segmented light guide (left) and a 
schematic of how the segmented light guide manipulates the light-
sharing pattern when viewing the detector from the side (right). [8]!
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Figure 1.4: (a) Photo of a neutron block detector and (b) the segmented light guide
designed by the NMDC group at ORNL to evenly spread light from the EJ200 array
of pixels over the 4 PMTs.
transmitted neutrons per pixel is then measured with an inspection object present,
the attenuation profile of that object can then be calculated with
Σ∆x = ln
( I
I0
)
(1.3)
Here, Σ is the total macroscopic cross section of materials for 14.1 MeV neutrons, ∆x
is the path which neutrons traverse through a material, I is the number of neutrons
collected with an object present, and I0 is the neutron counts in neutron detector
pixels with a void between the D-T source and array. The product Σ∆x represents
the probability for source neutrons to interact with a material in length ∆x. To infer
geometry within the inspection object, several projections of its attenuation profile
are measured in steps while the object is rotated by 360◦, such that a tomographic
reconstruction of the object can be performed. Taking a central slice from the
radiograph of each projection yields attenuation information as a function of angle
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of rotation and interrogation direction. With this information the two dimensional,
geometric attenuation profile of the horizontal slice can be calculated with a filtered
back-projection (FBP) image reconstruction. Figure 1.5 shows the back-projected,
reconstructed transmission image from GEANT4 simulations for an initial feasibility
study previously performed by the NMDC group at ORNL [1]. The response of
APNIS, shown at the left, for imaging a casting that contains HEU (brown), a bar
of organic material (white), and a bar of iron was simulated (blue). Note that in
the reconstructed transmission image of Figure 1.5, there is a significant amount of
radial stripping that creates artifacts in the reconstructed image. This is due to the
finite number of reconstruction angles, and the effect is decreased with an increased
number of projections [22]. However, artifacts can be removed from the image
using an additional maximum-likelihood expectation maximization (MLEM) iterative
reconstruction. With this technique, an initial guess is made for the attenuation of
each pixel for each rotation. The difference ratio of the difference from the guess
to the measured values is calculated and used to project a new guess. This process
is repeated several times as the ratio between calculated and measured attenuation
approaches zero (normally 40 - 50 iterations) [23]. The MLEM reconstruction provides
the measured transmission image with significantly decreased number of artifacts that
are a product of the tomographic reconstruction. This makes geometric material
boundaries and their particular attenuation values much easier to identify.
1.3.2 Fission Density Imaging
Fission density imaging is an imaging mode that combines fast-neutron radiography
or transmission imaging with stimulated fission imaging [10]. In stimulated fission
imaging, fissions from 14.1 MeV neutron interactions with SNM are detected by
counting neutron pairs with the neutron detector array for a set time window (25-65
ns). Since the majority of fission neutrons come at a time significantly later than
transmitted neutrons or prompt gammas, using a counting window that is tens of
8
Figure 1.5: Initial simulation feasibility study ability to reconstruct transmission
and fission density images with a neutron imaging system and active interrogation
from 14.1 MeV neutrons from a D-T neutron generator. Simulations assumed a
system timing resolution of 200 ps and angular resolution of 1 degree [1].
nanoseconds after the timestamp from the associated particle allows for discrimination
of mostly fission neutrons. When one overlays the stimulated fission image of an object
onto its transmission image and insists that the fission image must be constrained
to objects with attenuation from the transmission image, what is then shown is
the geometry within the object and whether or not any part of that geometry is
fissionable. Figure 1.5 shows the stimulated fission image and fission density image
for the GEANT4 feasibility study used to demonstrate a fission density image of
a typical Y-12 highly enriched uranium (HEU) storage casting. Results shown in
Figure 1.5 demonstrate what an extremely powerful tool an imaging system with
fission density imaging capabilities can be for quantifying the presence of fissionable
material in some container or other inspected object with thick shielding.
Figure 1.6.a shows the geometry for proof-of-concept measurements later made
with APNIS using a depleted uranium casting and three steel objects in the shape
of the letters R, N, and L. Figure 1.6.b shows the MLEM reconstructed transmission
image, and Figure 1.6.c shows the reconstructed fission density image, where the
9
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Figure 1.6: Demonstration of stimulated transmission and fission density imaging
with the APNIS prototype for a measurement geometry consisting of a circular,
depleted uranium casting and three steel objects in the shape of the letters R, N,
and L. [2]
induced fission image has been overlayed onto the transmission reconstruction. These
measurements demonstrated APNIS’ ability to identify fissile material with fission
density imaging of measurement geometry. There are some fission signatures indicated
on the steel letters. These are due to non-negligible (n,2n) cross-sections for steel at
14.1 MeV. Inferring specific characteristics about the imaged SNM such as isotope
and enrichment quantization is the subject of ongoing work within the NMDC group
[13, 23–25], and this dissertation work will be focused specifically on APNIS’ imaging
performance.
1.3.3 Neutron Scatter Imaging
The initial time and direction of the neutron provided by the alpha detector, and
the final time and position of a neutron can be used to calculate the neutron’s time-
of-flight t and angle between initial trajectory and final source-to-detected position
ray φ, as depicted in Figure 1.7. Neutrons that undergo elastic scattering within the
interrogation volume, lose an amount of energy determined by A, the mass of the
target nucleus and θ, the angle at which they scatter. Using the arrival time of the
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dramatically improved at 1! and 0.2 ns.  To a certain extent, the system sensitivity also scales with the 
number of block detectors employed, so we expect that it may be applied for scanning of small to 
medium-sized containers (up to ~1 m per side).  Exquisite timing is especially important for adequate 
contrast as object thickness increases because it enables scattered neutrons to be separated from 
uncollidated neutrons. 
                      
            
Fig. 11. Reconstructed elastic scatter images of simulated geometry shown in (a) as a function of timing resolution 
(labeled at side in b.and c) and angular resolution (labeled on top in b and c).  In (b), the atomic number (A) is 
assumed to be 1, allowing for imaging of light nuclei.  In (c), A is assumed to be 208, allowing for imaging of more 
massive nuclei such as lead.  Note that 1! " 1 mm position resolution in the small angle limit. 
Research objectives of the proposed work 
In the proposed work, we will seek to understand design selections that affect performance and tradeoffs 
relative to timing resolution and position resolution.  With this new understanding, we aim to improve 
timing resolution by at least a factor of two (to < 500 ps) and position resolution by at least a factor of 
three (to <0.5 mm), which, according to our simulations, will lead to a system better capable of detecting 
and imaging shielded HEU with high confidence.   
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Figure 1.7: Illustration of the D-T source, point of interaction, and detector array
to sense transmission and forward scatter.
scattered neutron t, the angle φ, and a presumed mass A, the distance from the D-T
source to the point of scatter can be calculated w h a classical kin atic expression
d(A, t) = r
(vt
r
)2 − 1 + 1
A
(2vt
r
cos(φ)− 1− (vt
r
)2)
2(vt
r
− cos(φ)) (1.4)
where v is the initial speed of a 14.1 MeV neutron [26]. Since the neutron elastic
scatter imaging modality requires a presumed nuclear mass A, separate image
reconstruction is necessary for each type of material that is desired to be imaged.
Figure 1.8.a shows the simulation geometry similar to that from the feasibility of
fission density imaging study (Figure 1.5), and Figure 1.8.b and 1.8.c show the
reconstructed elastic scatter image for assumed atomic mass A = 1 and A = 208,
respectively. Like those shown in Figure 1.5, these images show performance for
system timing and angular resolution of 200 ps and 1◦.
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Figure 1.8: Reconstructed elastic neutron scattering images for hydrogenous
materials, iron, and HEU within a lead box. The reconstructed elastic scatter image
for the case of A=1 is shown in (b). The reconstructed image for A=208 is shown in
(c) [1].
Referring to Figure 1.7, the distance from the source to the interaction point
within a target volume can also be calculated by exploiting the kinematics of inelastic
neutron scattering. It requires the assumption that the neutron travels at 14.1 MeV
to the inelastic scatter target nucleus, and that the gamma from the relaxation of
this nucleus travels at the speed of light c to the final detected position in the block
detector array. With these assumptions, the distance from the D-T source to the
inelastic scatter target nucleus can be calculated with
d(t) = r
(vt
r
)− β2cos(φ)− β
√
1− 2(vt
r
)cos(φ) + (vt
r
)2 − β2sin2φ
1− β2 (1.5)
where β is defined as v/c [26]. Unlike elastic scatter imaging, inelastic scatter imaging
is independent of the mass of the target nucleus emitting the gamma product. It
therefore only requires one image reconstruction.
Neutron scatter imaging is a valuable imaging modality because of its ability to
determine point-of-interaction within inspected objects by exploiting the kinetics of
scattering from a single measurement rather than from multiple projections that are
used to back-project an image, as in the case of transmission tomography. This ability
to image inspection objects with a single measurement significantly reduces inspection
12
time, making the implementation of a fast neutron imaging system like APNIS across
several nuclear security scenarios all the more feasible. Furthermore, inelastic scatter
imaging has the ability to provide geometric configuration of inspected object with
a single measurement and reconstruction! Work with APNIS, to this point, has
solely focused on transmission and fission density imaging to infer the presence and
characteristics of SNM within inspection objects [10]. The imager’s current system
performance limitations do not permit scatter imaging, as is discussed in Sections
1.4 and 1.5. However, with improvements in system components and design, imaging
objects with these modalities will be possible.
1.4 Image Quality Dependence on Detector Posi-
tion and Timing Performance
The sensitivity of APNIS’ ability to detect, image, and infer characteristics about
SNM within inspected objects is controlled by the system’s image quality. As
described in Equations 1.4 and 1.5, the calculation of position of interaction within an
inspection volume is functionally dependent on the direction of the neutron, provided
by the associated alpha, and the TOF of the neutron, provided by timestamps from
the alpha and neutron detectors. Therefore, image quality is directly dependent
on how well the imaging system can resolve the position and time of interactions
of the neutron and alpha within their respective detection media. Figure 1.9 shows
reconstructed neutron elastic scatter images from GEANT4 simulations of the APNIS
prototype performed during prior proof-of-concept work at ORNL. A composite
object consisting of a lead box containing highly enriched uranium, CH2, and iron,
like those in Figures 1.5, 1.7, and 1.8 was simulated. The simulated geometry
and arrangement of contents within the lead box are shown in Figure 1.9.a. The
uncertainty of the position and time of interactions were varied to demonstrate how
imaging performance changes with system angular and timing resolution. Figures
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Figure 1.9: Reconstructed elastic scatter images of geometry shown in (a) as a
function of position and timing resolution. In (b), the atomic number is assumed to
be 1, allowing for imaging of light nuclei. In (c), A is assumed to be 208, allowing for
imaging of more massive nuclei such as lead [1].
1.9.b and 1.9.c show the reconstructed elastic scatter images for assumed masses
of 1 and 208, respectively. These reconstructed images demonstrated that as
angular resolution degrades, images lose resolution, and as the uncertainty in system
coincidence resolving time increases, contrast in the image is reduced.
If sensitivity is to be improved, then imaging performance must also be improved.
Since the image quality is dependent upon the performance of the alpha and neutron
detectors, it is important to investigate performance limitations with alpha and
neutron detector designs. These investigations should pinpoint the short-comings
of current generation design detectors, such as to quantify their contribution to
14
uncertainties in position and time of interaction. With a clear understanding
of performance limits in the first generation prototype detectors, next-generation
detectors can be developed by exploring new avenues which improve upon the
position and timing resolution of previous designs. These next-generation alpha and
neutron detectors facilitate improved imaging performance that leads to increased
sensitivity for the detection and imaging of shielded SNM. Specifically, improved
spatial resolution in the alpha detector causes better angular resolution in the induced
fission images, as the line of response on which the induced reaction occured is inferred
directly from the initial neutron direction from the alpha detector. Better spatial
resolution in the alpha detector also provides increased contrast in transmission
images for thicker inspection objects, as more neutron scatter can be eliminated.
Improved spatial resolution in the neutron block detector provides a more finely
granulated attenuation profile, which directly translates to improved resolution of
reconstructed transmission images. Improved system timing resolution allows for
better depth of interaction determination in neutron elastic and inelastic scatter,
according to Equations 1.4 and 1.5.
1.5 Intrinsic Performance Limitations
1.5.1 D-T Reaction Kinetics
There are some fundamental limitations on the imaging system’s performance
imposed by the kinetics of the D-T fusion reaction, the neutron generator’s geometry
and target size, and the detector readout electronics. As mentioned in Section 1.1, the
alpha particle and neutron produced form the D-T reaction travel in directions 180◦
with respect to each other in the COM reference frame. However, the momentum of
the deuterium or tritium atom that interacts with the generator’s target volume is
transfered to the reaction products, causing the angle between them to be projected
forward such that it is less than 180◦ in the laboratory (LAB) reference frame. This
15
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Figure 1.10: Illustration of the D-T fusion reaction and the angles at which the
reaction products travel in the COM and LAB reference frames.
effect is illustrated in Figure 1.10. The alpha and neutron travel in opposite directions
about angle θ in the COM reference frame with velocities vc and Vc. Due to the
momentum of the incident D or T ion, this angle is altered to angles ψ for the alpha
particle and φ for the neutron. With the known COM velocity of the reaction, vcm,
these new LAB reference frame angles can be calculated with [27]
tanψ =
vc sin θ + vcm
vc cos θ
(1.6)
tanφ =
Vc sin θ + vcm
Vc cos θ
(1.7)
The plasma source produces mostly a mixed beam of molecular DD+, DT+, and TT+
[17]. Therefore, the COM velocity is not a straightforward calculation from the kinetic
energy of an incident deutron or triton. However, if all beam constituents’ possible
interactions with the D-T target are considered at an operating voltage of 90 kV and
16
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Figure 1.11: In (a), the calculated deviation of the angle of travel for the alpha
and neutron in the LAB reference frame is plotted as a function of COM reference
frame angle. The angle between the reaction products in the LAB reference frame is
plotted in (b).
weighted by the cross-section for their interaction, then a weighted average COM
velocity of 0.003306c is calculated [28], where c is the speed of light. Figure 1.11.a
shows the deviation from the COM reference frame angles caused by the momentum
of the D-T beam. For the neutron, a consistent deviation of about 1◦ exists across
COM reference angles, but for the alpha particle, deviations as large as 4.3◦ exist
for low COM angles. The resulting angle between the alpha and neutron in the
LAB reference frame is shown in Figure 1.11.b and varies from 174.6 - 176.3◦ for
COM reference angles 0 - 45◦. However, the active area of the alpha detector limits
the COM angular range to 0 - 25◦, and for this range of angles, the spread in the
LAB angular correlation is very small. In fact, the spread in the angular correlation
between the alphas and neutrons is only 0.6◦ due to the size of the alpha detector’s
active area.
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1.5.2 D-T Target Spot Size and Geometry
For APNIS, the spot size of the neutron generator’s target is 3 mm diameter [1] .
This means that fusion reaction products do not begin from the same infinitesimal
point, causing uncertainty in angular resolution based on the solid angle subtended
from the target geometry to different points on the YAP:Ce scintillator. The size of
the finite target reduces resolution in the stimulated fission imaging measurements,
since in that modality, the location of the induced fission is directly inferred to have
occurred somewhere within the area subtended by the alpha pixel through the D-T
target. The spot size increases this area and therefore causes a ”smearing” effect in
the reconstructed induced fission images [10]. The limitations imposed by the target
size will also have an effect on scatter imaging, where the initial direction of the
neutron is needed for the calculation of position of interaction within the inspection
volume. This angular resolution limit caused by this spot size can be calculated with
the geometry shown in Figure 1.12. To allow the incident beam from the neutron
generator to interact with the target material while also allowing the associated alpha
particles to escape the target geometry, it is rotated by 45◦. If the alpha detector is
assumed to have perfect position resolution, then the angular resolution limit imposed
by the target spot size can be calculated with the angles subtended from the target
to any spot on the YAP:Ce scintillator area. Figure 1.12 shows the uncertainty in
angular resolution for a 2D cross-section through the center of the YAP:Ce scintillator
and D-T target, where the angles through the target geometry has been calculated
at the middle and edges of the scintillator to demonstrate the range of magnitude
of these angles for this projection. The values range from 1.0 - 2.6◦ across the face
of the scintillator. This essentially means that if the position resolution of the alpha
detector is kept <1 mm (for the geometry shown), then the angular resolution of the
system will be dominated by target spot size.
The distance which the alpha from the D-T reaction must traverse to exit the
target material causes energy straggling. This energy straggling, in combination with
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Figure 1.12: Illustration of the angular resolution imposed on the the associated
particle imaging system due to a 3 mm target spot size when the associated alphas
are detected by a detector with perfect position resolution.
the geometry from the target to the alpha detector, causes a distribution in the TOF
from target to detector. The distribution in TOF becomes folded into the alpha
particles’ measured time of arrival, and therefore contributes to timing uncertainty
in the alpha detector. The average energy of a deuteron at the time of the fusion
reaction that had an initial beam energy of 90 keV can be caulcated with
E¯ =
Emax∫
0
Eσ(E)dE
Emax∫
0
σ(E)dE
(1.8)
to be 70.5 keV [28]. Here, Emax is the initial beam energy of the deuteron, σ(E) is the
cross-section for the D-T reaction at deuteron energy E, and E¯ is the average D-T
interaction energy. Calculations using the ion transport code SRIM [29], showed the
average distance the deuteron must travel in the titanium target to reach this energy
is 125±0.760 nm. A calculation of the energy straggling of 3.54 MeV alpha particles
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Figure 1.13: In (a), the calculated energy straggling of alpha particles produced
from fusion reactions in the target is shown. The TOF spread of alphas from the
target geometry to the active area of APNIS’ associated particle detector is plotted
in (b).
through 125 nm of titanium was then performed, and the alpha energy exiting the
target was 3.5±0.010 MeV, shown in Figure 1.13.a. To calculate the TOF spread of
the alpha particles from the target to scintillator due to this energy straggling and
geometry, the particle transport code MCPixelGeom, from the appendices of [28],
was used. This code uses the weighted COM beam velocity for a 90 kV operating
voltage to trace alpha particles from the target geometry to the alpha detector face
in the LAB reference frame. The code was altered to read the SRIM output of energy
straggling of alphas from the target, and the TOF of alphas was calculated from a
randomly chosen spot on the D-T target to the 48.64 x 24.32 mm2 active area of the
alpha detector. The calculated spread in TOF of the alphas for the entire active area
of the alpha detector is shown in Figure 1.13.b. The full spread of the alpha TOF 625
ps, but >50 % of interactions occur within a 170 ps window. This is a large spread in
TOF for the entire active area of the detector, but since reconstructions that require
good timing performance have initial neutron directions defined by fixed pixels, what
really matters is the TOF spread within pixel area of the associated particle detector.
To calculate this, the output of the MCPixelGeom code was analyzed by position of
interaction in the alpha detector and separated into the defined pixels of the H8500
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Figure 1.14: In (a), the mean TOF of alpha particles from D-T reactions in the
target geometry for the area of each pixel of the H8500 light guide design. The
FWHM spread in the TOF of the alpha particles per pixel is shown in (b).
light guide. The TOF of alphas for each pixel was fit with a normal distribution,
and the mean and FWHM spread in timing were calculated. Figure 1.14.a shows the
mean TOF per pixel, across the active area of the detector, and Figure 1.14.b shows
the FWHM timing spread for each pixel. The TOF spread ranges from 6.5 ps for the
center of the active area to 58 ps for the edge pixels of the detector. A previous study
indicated that this timing spread is about 100 ps for a 10 cm distance between target
and detector [30]. As the target to detector distance for APNIS is approximately half
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the distance of that study, the alpha TOF spreads presented here are consistent with
[30], insofar as they are less than 100 ps, as expected.
1.5.3 Neutron Time of Flight and System Coincidence Re-
solving Time
The energy of the 14.1 MeV neutron also introduces limitations on timing perfor-
mance. The neutron block detector’s pixels are 5 cm thick for increased efficiency
in detecting these highly penetrating reaction products. The speed of a 14.1 MeV
neutron is about 5 cm/ns, and therefore the system timing performance is intrinsically
limited to 1 ns. This is because the interaction of the neutron within a pixel of the
detector array can occur at any time within the 1 ns window it takes to traverse the
pixel thickness. Since the first-generation neutron block detector array has no depth-
of-interaction (DOI) determination, the position of interaction within the length of
the pixelated block cannot be determined. This dissertation work focuses specifically
on improving the performance of the associated particle detector. Therefore, a
description of improved neutron detector performance is limited to the assertion that
DOI within its detection volume must be accurately inferred to overcome this intrinsic
limitation on imaging system performance, if the same efficiency (corresponding to
the same pixel thickness) for neutron detection is desired.
The Siemens Inveon electronics processing module’s TDCs have a 312 ps timing
resolution [31]. This means that the system timing resolution cannot be improved
beyond this value. Furthermore, the reported achievable timing resolution with
a commercial Inveon system with LSO:Ce crystals detecting 511 keV anihilation
gammas is 1.22 ns. This is more than double the 529.7±4.9 ps value reported for
the Siemens Biograph mCT TOF-PET/CT system that has scintillation pixels that
are twice as long [32]. This seems to suggest another limit in the timing performance
of the Inveon system electronics around ∼1 ns, which is to be expected considering
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the Inveon is not a TOF imager, and its components are not optimized for TOF
imaging modalities.
Figure 1.15 shows the histogram of the neutron TOF measured with the first
generation design alpha and a single neutron block detector read out without Inveon
electronics. The FWHM of the normal distribution fit to this histogram represents
the system uncertainty in time of interaction. It is therefore comprised of the
contributions to timing uncertainty from both detectors. The relationship between
the timing resolution of the detectors and the system uncertainty can be described
with
FWHMsystem =
√
FWHM2alpha + FWHM
2
neutron (1.9)
The FWHM uncertainty of the time difference between the two comprises the timing
uncertainty from both the alpha and neutron detector, in quadrature. One of the
objectives of this work is to reduce the timing uncertainty for APNIS as much as
possible, but a specific objective of reducing the timing resolution as close to 200 ps
as possible has been set. Based on Equation 1.9, this means that the uncertainty for
the alpha detector must fall below 200 ps, such that when quadratically added with
the neutron array timing uncertainty, the system timing resolution is below 200 ps.
Table 1.1 summarizes the contributions to uncertainty in APNIS’ system perfor-
mance that are independent of the alpha and neutron detector designs. The system’s
angular resolution is limited by the D-T target spot size, at 1 - 2.6◦ depending on the
solid angle subtended from the position of interaction of the associated alpha particle
at the YAP:Ce scintillator. This limitation can only be improved from developments
with neutron generator technology to decrease target spot size while preserving D-T
reaction rate, and this angular resolution limit will therefore remain fixed until such
technology arises. That being said, the large angle limit of 2.6◦ still facilitates good
fission density imaging (after MELEM reconstruction), and referring to Figure 1.9,
should still provide reasonable resolution for scatter imaging modalities. The timing
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Figure 1.15: Measured CRT for neutron TOF between APNIS’ first generation
alpha and neutron block detectors.
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Table 1.1: Summary of constraints on APNIS’ system angular and timing resolution
and the degree to which they limit performance.
Constraint Angular Resolution (◦) Timing Resolution (ns)
D-T LAB Angles 0.6 –
Target Geometry 1.0 - 2.6 0.006 - 0.058
Inveon TDC – 0.312
Inveon Electronics – ∼1
NBD Thickness – 1
Most Limiting Value 2.6 ◦ 1 ns
resolution limit of 1 ns due to system electronics and thickness of the neutron block
detector pixels is not entirely troubling, as in principle the Inveon electronics can
be exchanged with other commercially available electronics with timing resolutions
more suited to fast timing applications. As previously stated, the problem with
the thickness of the neutron detector pixels can be overcome by designing a next
generation detector with DOI capability. Efforts to design a future neturon detector
with DOI capability is currently underway within the Radiation Instrumentation
Research Laboratory at the University of Tennessee. All in all, the fundamental
constraints to improving APNIS’ system position and timing performance is the
status of current D-T neutron generator technology. However, even at its current
level of maturity, the technology does not inhibit exploring new detector concepts for
improved system spatial and timing resolution, such that scatter imaging modalities
can be explored.
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1.6 Challenges in Improving the Alpha Detector
Performance
The first generation alpha detector used in this study is the same as described in
[19], but with an improved fiber optic faceplate that is 50% more transmissive.
The transmission of light from the associated particle detector’s scintillator to the
photocathode in the current design is not optimal for a number of reasons. In
order to remove impurities from the static vacuum of the D-T generator, it must
be ”baked” at 350◦ C for several weeks. Due to this intense ”bake-out” procedure,
no optical coupling compound can be used between the scintillator and fiber optic
plate. This creates an extreme gradient in index of refraction between the YAP:Ce
scintillator and its medium that causes significant light loss to total internal reflection
at the exit boundary of the scintillator. Measurements in a light tight box showed
light transmission is three times greater with an optical coupling at this interface.
Therefore, this inability to optically couple the entire alpha detector design is resulting
in two thirds of scintillation light to be lost. In fact, only 207±30 photons are collected
for each detected alpha. That makes the detection of the D-T alpha with this design a
photon-starved situation. Furthermore, some of the scintillation light that escapes the
scintillator is not traveling within the numerical aperture of the fiber-optic faceplate
(0.58) and is subsequently not transported to the active area of the photosensor.
In order to increase the position and timing performance of the associated particle
detector design with a monolithic YAP:Ce scintillator, there must be an increase in
light transmission from the scintillator to the photosensor. It is also important to
note that because of the baking procedure, the optical interface must also have a
thermal expansion coefficient compatible with the neutron generator and be thick
enough to hold vacuum. This limits one from simply using the YAP:Ce scintillator
as the optical window.
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1.7 Dissertation Overview
This dissertation investigates the position and timing performance of alpha transduc-
ers for use as associated particle detectors with D-T neutron generators. In Chapter
2, a detailed investigation of the achievable position and timing resolution for the
first-generation design alpha detector used in APNIS is presented. Achievable timing
performance of this design was characterized by analytical models, light transport
simulations, and a Monte Carlo timing model that were validated by experimental
measurement. The models were used to predict improvements in timing performance
if increases in light collection were produced to determine how substantial of an
improvement was necessary to achieve a performance goal of less than 200 ps.
Achievable position resolution with the first generation design was investigated
through measurements of the position profile, and limits on position performance were
investigated with the segmentation removed form the light guide design. Limitations
of the pixelated design were looked at by simulating the scintillation spot size from
the YAP:Ce scintillator, and a continuous response for position of interaction was
explored. These investigations guided the selection of optimal light/vacuum interfaces
for the D-T neutron generator and outlined clear avenues for improved detector
performance. The general methodology for this dissertation work was to investigate
improved detector performance over a large solution-space. Besides a few geometric
and physical constraints on detector design dictated by its application within the D-T
generator’s static vacuum, there were really no limitations as to what options could
be explored for improved performance.
In Chapter 3, increases in detector performance were explored through increased
light transmission out of the YAP:Ce scintillator with a uniform surface taper
introduced at the exit boundary. Increases in light extraction were precisely
quantified, and light transport simulations were performed to validate the conceptual
understanding behind the surface modification technique. Once the technique was
understood, achievable improvements in timing resolution were investigated, and
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position performance with the first generation light guide was measured. This
work produced a prototype design with significantly improved position and timing
performance with a YAP:Ce based design.
Chapter 4 presents work to investigate achievable timing performance with
ZnO:Ga flours common to associated particle detector designs. Achievable timing per-
formance that was not previously established was measured, and position performance
was investigated. The applicability of a finely pixelated, solid state, 4H-SiC prototype
detector’s use in associated particle detector design was investigated in Chapter 5.
In total, three prototype alpha detectors are presented with improved spatial and
timing resolution relative to the first-generation design used in APNIS. While these
three prototypes were developed with a specific application for APNIS in mind,
they could be implemented into most any application using D-T generators. The
entirety of this work presents the first ever in-depth investigation and development of
alpha transducers for use in D-T neutron generators to facilitate improved imaging
performance. Chapter 6 also overviews future work that could be undertaken to
investigate improved spatial and timing resolution based on emerging photosensor
technologies.
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Chapter 2
Performance of the
First-Generation Associated
particle Detector
Sections 2.1.3, 2.3.1, and 2.3.2 of this chapter have been published under
the title, ”Timing Resolution Study of an Associated Particle Detector
for Fast Neutron Imaging,” J. W. Cates, J. P. Hayward, X. Zhang, P.
A. Hausladen, and B. Dabbs, IEEE Transactions on Nuclear Science,
vol. 59, no. 4, pp.1750-1756, Aug. 2012. c© IEEE 2012
Sections 2.1.1 and 2.1.2 of this chapter are from a manuscript
accepted for publication under the title, ”Measurement of Achievable
Timing Resolution with ZnO:Ga Films,” J. W. Cates, J. P. Hayward,
and X. Zhang, by IEEE Transactions on Nuclear Science. c© IEEE 2013
In order to determine what kind of performance gains could be made with respect
to position and timing resolution in a new alpha detector design, it was critical to
gain a complete understanding of the first design’s performance limitations. This
clearly identified a baseline for detector response with its current geometry and
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available photostatistics. The achievable timing performance was investigated with
analytical, simulation based, and experimental techniques. The ability to reproduce
measured performance with an analytical model of physical processes within the
detector design affirms understanding in how these processes contribute to timing
resolution. The validated analytical model facilitates the identification of bottlenecks
in performance and also to what degree certain aspects of a detector design (such
as light collection, scintillator temporal profile, photosensor response) must improve
to meet a performance objective. Additionally, the ability to accurately reproduce
experimental and analytical results with a Monte Carlo simulation provides confidence
in the results obtained from the two. Because timing performance is intrinsically
dependent on the temporal profile of the scintillator, light transport time, photosensor
temporal response, and number of detected photons, improving timing resolution is
a challenging issue to address. For that reason initial efforts focused specifically on
the timing resolution of the detector. The position response of the detector was
measured with flood fields by uniformly irradiating the active area of the detector
and reconstructing the position of interaction with Anger logic. Absolute achievable
position resolution was explored by masking the detector’s scintillator with objects of
known thicknesses, and based upon the response, readout techniques were developed
to fully exploit the achievable resolution with available photostatistics and PMT
anode geometry. Altogether, the study of the first-generation detector performance
outlined avenues for improvements, and allowed for critical paths to be selected for
next generation designs.
2.1 Analytical and Predictive Models for Timing
Performance of Scintillation Detectors
The timing resolution of a scintillation detector utilizing vacuum PMT technology
can be predicted with what is often referred to as a straight response model. A
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straight response model uses the convolution of a scintillator’s temporal profile with
a PMT’s single photon response to calculate the uncertainty in the time at which
the detector’s expectation voltage crosses a specific threshold, and it has a functional
dependence on the number of detected photons. The straight response model was
first presented in [33] and [34], but was equivalently derived in [35]. The statistical
limit on the timing resolution of a scintillation detector can be calculated with the
Crame`r-Rao relationship. This relationship treats detected photons as samples from
a probability distribution described by detector response. The amount of information
carried by one or more photons is calculated, and the inverse of this metric provides
a statistical bound on estimates made with these samples. The predictive model
for timing performance and a calculation of statistical limit on performance work
in complement, as together they provide the magnitude of the margin between the
performance of a scintillation detector and the ideal case.
2.1.1 Straight Response Model For Timing Performance
The temporal distribution of a scintillator’s emissions pte(t) can be described by
a linear combination of bi-exponential models for any number i of luminescence
processes that occur with probability Pec,i.
pte(t) =
∑
i
Pec,i
1
(τd,i − τr,i)
[
e
− t
τd,i − e−
t
τr,i
]
(2.1)
Here τr,i and τd,i are the characteristic rise and decay components of each luminescence
cascade. If pte(t) is convolved with a normal probability density function (p.d.f.)
that characterizes the spread in the transit time of charge carriers produced in a
photosensor, pttrans(t˜trans), the resultant p.d.f.,
ptpt(t|D) =
∫ t
0
pte(t− t˜trans)× pttrans(t˜trans)dt˜trans (2.2)
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describes the time of primary triggers from the photosensor in the absence of
noise, under the condition D that the photons are detected. The use of a normal
distribution for pttrans(t˜trans) dictates that the photon transit time uncertainty is
negligible compared to the transit time of the photosensor. This holds true for the
extremely thin scintillators used as detection media for alpha particles within D-T
generators. With (2.2) and a normalized function describing the photosensor’s single
photon response shape, f(t), the expectation value for the voltage of the photosensor’s
signal at time t is calculated from
E[t|D] = Npt · a¯
∫ t
0
ptpt(t˜pt)× f(t− t˜pt)dt˜pt (2.3)
Here a¯ is the mean amplitude of the single photon response and Npt represents
the number of detected photons. The uncertainty in the expectation value of the
photosensor signal amplitude at time t can then be represented as
σt =
1√
Npt
·
rdet
√∫ tth
0
ptpt(t˜tpt|D)× f(tth − t˜tpt)2dt˜tpt
∂
∂tth
∫ tth
0
ptpt(t˜tpt|D)× f(tth − t˜tpt)dt˜tpt
(2.4)
This expression describes the uncertainty in the time at which the amplitude of the
photosensor’s signal crosses the expected value at time t, and it is equivalent to the
timing resolution obtained from a leading edge time-pickoff on the detector’s signal.
Here rdet is a constant described by the single photon amplitude and the standard
deviation of this value, and it is defined as:
rdet =
√
1 +
σ2a
a¯2
(2.5)
2.1.2 Cramer-Rao Statistical Limit on Timing Performance
If the arrival times of detected photons are considered to be a random subset of
samples from the p.d.f. ptpt(t|D), then the information carried by all the photons on
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the estimation of the interaction time of incident radiation, Θ, can be calculated with
the Fisher statistic [36, 37]
IN(Θ) =
∫ ∞
−∞
[
∂
∂Θ
ln ptpt(t|Θ)
]2
1
ptpt(t|Θ)
dt (2.6)
The Fisher information, IN(Θ), carried by all N photons can then be used to calculate
the Crame`r-Rao lower bound (CRLB)
CRLB = var(ΞN |Θ) ≥ 1
IN(Θ)
(2.7)
on the variance on an unbiased estimator, ΞN , of the interaction time, Θ [38]. This
relationship states that the variance of the unbiased estimator of the interaction time
is at least as great as the inverse of the Fisher information carried by all N detected
photons. This inherently assumes an ideal but unrealistic case for experimental
measurement, whereby a time-stamp is produced for every single detected photon.
Therefore, in the form presented here, the CRLB is the statistical limit on the timing
resolution of a scintillation detector. Moreover, it was demonstrated in [35] that this
statistical limit can be ”closely approached” with an optimized leading edge time-
pickoff on the earliest part of the rising edge of a well conditioned (low noise, high
gain) signal.
2.1.3 Predicting Performance with Monte-Carlo Models
The timing model to be used is a code developed based on [39], but has been modified
to simulate a vacuum PSPMT. Figure 2.1 illustrates the methodology behind the
timing model. First, the travel time of photons in the detector is calculated for each
alpha event with an optical transport code. The optical transport of scintillation
light was modeled with the Monte Carlo component of ZEMAX [40]. Because of
the computationally intensive nature of modeling thousands of 6 µm channels in the
fiber optic faceplate, the simulation was split into three steps. The first is a ZEMAX
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simulation that traces the light from an event in the YAP:Ce to the surface of the
fiber optic faceplate. The x, y, and z coordinate of each light-ray is saved, as well as
its cosine directions. The second part of the simulation is an analytical calculation of
light transport in the faceplate. Using equation 2.8, the z-cosine of each ray is checked
to first see if the photon is traveling at an angle within the numerical aperture of the
faceplate.
θmax = sin
−1(
√
n2f − n2c
no
) (2.8)
If the photon direction is within the aperture, the path length in the faceplate is then
calculated according to equation 2.9, where θi is the angle at which the photon enters
the fiber.
pathlength = nfL(n
2
f − sin2θi)−
1
2 (2.9)
The probability of absorption is calculated using a known value for the fiber’s
absorption coefficient. If the photon is not statistically chosen to be absorbed, it
is given a new position along the z axis corresponding to the exit of the faceplate,
along with a new z-cosine angle calculated from first order optics. The new position
and direction of the photon is then written to an input file for ZEMAX. The third
step is a second ZEMAX simulation that traces each photon through the pixelated
light guide and to the photocathode of the PSPMT. The end point position and total
travel time is written to a file. Next, each photon is assigned a time stamp from
the scintillation envelope of YAP:Ce which is added to the photon’s transit time.
This produces an array of delta pulses within a 200 ns time span. Then, noise is
statistically added into the signal from dark rate, cross-talk, and after-pulsing in the
detector. This is done by introducing additional delta pulses into the array. Once
uncertainty from transit time spread is added into the signal, the signal is convolved
with the single photo-electron response of the PMT. Once this has been done for
thousands of events, the distribution created by the time stamps of these events is fit
with a normal distribution, yielding a FWHM timing resolution.
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Figure 2.1: Flow-chart demonstration of how the timing model operates with an
example output from the code. c©IEEE 2012
2.2 Model Input Parameters
In order to make predictions about the timing performance of the detector with the
models described in section 2.1, a number of input parameters had to be quantified.
Parameters such as rise and decay times of the YAP:Ce scintillator, the single photon
response of the PSPMT when multiplexed by its restive readout, the detector’s single
photon pulse-shape, and the temporal response of the detector readout as a function
of detected photons were necessary. In some cases, it was sufficient to take these
values from literature, but others had to be quantified experimentally. The rise and
decay time of YAP:Ce were chosen to be 0.24 and 27 ns, respectively [41, 42]. The
rest of the parameters were taken from a series of measurements made with a fast
picoQuant LDH-D-C-375 laser (70 ps FWHM pulse width) illuminating the active
area of the Hamamatsu H8500. The experimental setup and geometry are shown
in Figure 2.2. The four corners of the H8500’s resistive readout were connected to
a Philips Scientific 740 Quad Linear Fan-in Fan-out that summed the signals. The
summed signal was fed into a channel of a Acqiris DC282 10 bit digitizer. The logic
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Figure 2.2: Experimental setup for quantifying the single photon response and
temporal response of the PSPMT and associated readout board is illustrated in (a).
A picture of the setup is shown in (b).
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pulse output from the laser’s control module was connected to the second channel of
the digitizer, and on-board coincidence logic was used to digitize the waveforms from
the detector and laser controller whenever pulses from both were detected within a
20 ns window. The laser’s intensity was varied for a number of experiments aimed at
quantifying specific characteristics about the detector and readout board including
the single photoelectron response and temporal response as a function of detected
light. The single photon response of the detector and readout was found by measuring
the charge spectra for very low intensities of laser light. The intensity of the laser
was lowered until approximately one response was seen from the phototube for every
ten synchronous triggers from the laser’s control module. The detector’s summed
signal was digitized, and the charge in each pulse was integrated in post-processing.
The measured spectrum is shown in Figure 2.3.a, and the single photon response is
shown by deconvolving the spectrum with Poisson statistics. The signal shape for
single photons was found by taking one of the single photon pulses and performing a
minimized sum of squared error fit routine of the equation
F (τ) = B + A ·
(
τr + τd√
2piστ 2d
)
·
∫ tend
t0
e−
(τ−t)2
2σ2 ·
(
1− e− t−t0τr
)
· e−
t−t0
τd dt (2.10)
to the digitized pulse-shape. Here, B is a background term that accounts for baseline
noise, A is a normalization constant, τr is the characteristic rise time, τd is the decay
time, t0 is the beginning of the waveform, and tend is the ending bin of the histogram.
In addition to exponential terms that describe the rise and decay of the scintillator
in (2.10), there is a gaussian term introduced, where σ is simply a description of the
pulse-width and had no predetermined value. The single photon pulse-shape and the
computed fit are shown in Figure 2.3.b.
The analytical models described in Section 2.1 also require the photosensor’s
charge transit time uncertainty to calculate timing resolution. Generally, the single
photon transit time spread (TTS) for a phototube is listed by its manufacturer on
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Figure 2.3: The charge spectra when the H8500 was illuminated with low intensity
laser light shown in (a). Also shown is the deconvolved single photon response using
Poisson statistics. The single photon pulse shape is shown in (b) with a fit to find
its temporal characteristics. The timing resolution of the PSPMT and readout board
as a function of detected light is shown in (c) along with the expected TTS of the
photodetector.
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an associated data sheet, and this value decreases with increasing intensities of light
according to 1√
N
. The expected TTS for the Hamamatsu H8500 as a function of
detected light is shown in Figure 2.3.c with a blue line. The data points in this
figure represent the measured timing resolution of the H8500 and its readout board
as a function of detected light. Here, data acquisition was performed as described
before, but some additional post processing was necessary to ensure precision of the
time pickoff used during data analysis. Time pickoff methods outlined in [43] were
used for this measurement and all timing measurements throughout the rest of this
dissertation work. The method involves fitting each digitized pulse with a full cubic
spline to produce a continuous signal before determining the optimal time pickoff. For
this case, a leading edge time pickoff on the logic output from the laser was used as a
start signal and a constant fraction discrimination (CFD) time pickoff was performed
on the splined signals from the summed PSPMT readout to produce stop triggers.
A 0.2 % fraction was used for this analysis, and the delay used for the CFD was set
equal to the 10-90% rise time of the signal. The histogram of the time difference
between start and stop triggers was fit with a normal distribution, and the timing
resolution of PSPMT and readout board was quantified by quadratically subtracting
out the laser’s FWHM pulse width. This procedure was performed for different laser
intensities to measure the photosensor and readout board’s temporal response as a
function of detected light. The measured timing resolutions were best fit with the
equation
T (N) =
1.1√
N
+ 73 (2.11)
The temporal response followed the expected 1√
N
tendency, but the overall response
was significantly worse than that expected for the photosensor alone. This means that
the resistive readout board deleteriously affects the timing response of the detector,
and there seemed to be timing performance limit around 70 ps.
Since the active area of the photosensor was uniformly illuminated with the laser
light, a degradation in timing performance was expected because of the detector’s
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resistive readout. Each active channel of the PSPMT is connected to a different
point within the readout, and therefore the path charge must travel to one of the
four readouts will differ from depending on where it enters the resistor chain. This
effectively causes a time skew in charge transit from channel to channel. This effect
was quantified with additional experiments where certain portions of the active area
of the PSPMT were masked. Figures 2.4.a and 2.4.b show the channel geometry of the
H8500 and the portions of that area that were masked for two separate measurements.
One measurement quantified the time difference between the laser’s logic pulse the
detector’s output when only the center of the PSPMT was illuminated and the other
quantified the same when only a corner portion of the photosensor was illuminated.
The results from the two measurements are shown in Figures 2.4.c and 2.4.d. The two
resulting time distributions demonstrated the same timing resolution, but the mean
of these distributions differ by 200 ps. These measurements verified the existence
of a time skew due to different charge transit times through the detector’s resistive
readout.
2.3 Characterizing the Timing Performance of the
First Generation Design
Creating a start trigger for measurement of timing performance in the first generation
design was complicated by the linear energy transfer of an alpha particle’s energy in
air. However, the sides of the YAP:Ce scintillator were left unreflected in this first
design. This facilitated a unique technique for measuring timing performance. The
general methodology was to first start with a reference measurement, finding the CRT
of two reference detectors, allowing the single reference detector timing resolution to
be inferred. One of the reference detectors was then be replaced with the associated
particle detector. Since the single reference detector timing resolution is known, it can
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Figure 2.4: The channel geometry of the H8500 PSPMT and the illuminated
portions of this geometry are shown in (a) and (b). In (c) and (d), the measured
time difference between the laser’s logic output and the detector’s summed signal are
shown.
be subtracted in quadrature from the CRT of this measurement to find the detector’s
timing resolution.
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2.3.1 Reference Detector Timing Performance
Figure 2.5.a displays the reference detector setup. An Am-241 source is placed in a
collimator whose length slows the isotope’s 5.5 MeV alpha down to 3.5 MeV in air.
The energy of 3.5 MeV is the same as that of the D-T alpha. Two Hamamatsu H6533
1” PMTs are optically coupled to the sides of the YAP:Ce crystal. The signal from
both detectors are connected to separate channels of a Phillips 740 Linear Fan-in Fan-
out, where the signals are split into a trigger leg and a digitization leg. The digitization
leg signals are sent to a Phillips 776 amplifier, and then each signal is connected
to separate, 10 bit DC282 digitizers connected in bus-mode. The trigger legs go
to separate channels of a Phillips 711 leading edge discriminator, whose thresholds
are set to -50 mV. This value is just above noise in the reference detectors’ energy
spectra. The logic outputs of the octal discriminator were sent to an ORTEC 414A
fast coincidence module, and a coincidence window of 10 ns was set. The logic output
of the fast coincidence module acted as the start trigger for the digitizer. A voltage
range of 1 V was used during digital acquisition, yielding an ADC resolution of 0.98
mV.
Signals were digitized at 8 GSa/s, producing data points every 125ps. Digitized
pulses are stored on a PC hard drive, and timing and discrimination analysis is
performed in post-processing. Since both detectors can be considered to be identical,
this value can be divided by the
√
2 to obtain the single reference detector timing
resolution. Digitized signals were first fit with a full cubic spline smoothing function,
producing a data point every 10 ps along the pulse.
A delay-compensated leading edge technique was used for time-pickoff. This
technique utilizes two leading edge discriminators. One is set very low, close to
baseline noise to attempt to trigger off the arrival of the earliest photoelectron. The
other discriminator is set very high, corresponding to acceptance of the full energy
deposition of the alpha particle. A pulse is only accepted if it crosses the thresholds
of both discriminators. The time stamp for a pulse is then obtained from the time
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the pulse crosses the lower-level discriminator, and the upper-level discriminator acts
as a pulse acceptor/rejector. The lower level threshold for time pickoff was was found
to be optimal at a value of -40 mV. This value was used as the trigger threshold for
both detectors.
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Figure 2.5: Experimental setup for quantifying the timing resolution of a reference
detector (a). Experimental setup for quantifying the timing resolution of the
associated particle detector (b). c©IEEE 2012
2.3.2 First Generation Timing Measurement
With the timing resolution of a single reference detector known, one of the reference
detectors was replaced with the first generation design associated particle detector.
Figure 2.5.b displays the setup for measuring timing performance of the associated
particle detector. Like the reference setup, pulses are digitized at 8 GSa/s, and timing
analysis is performed in post processing. The timing trigger for the alpha detector
also used a delay-compensated leading edge technique. For the associated particle
detector, the lower level discriminator was itteratively set lower and lower towards
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baseline noise to trigger off the arrival of fewer and fewer photoelectrons. For this
setup, the measured CRT is due to uncertainty in timing from the quadratic sum
of the alpha detector and the reference detector. The timing resolution of the alpha
detector is found by quadratically subtracting the known timing uncertainty in the
reference detector from the setup’s CRT.
2.3.3 Timing Resolution Results
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Figure 2.6: The measured timing resolution of the first-generation associated
particle detector versus trigger threshold in Volts is plotted. Superimposed are the
results from the analytical and simulated timing resolution values plotted as a function
of the trigger threshold in photoelectrons.
The measured timing resolution versus trigger threshold is presented in Figure 2.6.
Superimposed onto this figure are the results from the straight response model and the
timing resolution from the Monte Carlo model as a function of photoelectron trigger
threshold. Good agreement is shown between the comparison of the three. Measured
timing resolution improves as the trigger threshold is lowered to try to trigger off
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the earliest photoelectrons. It is important to note that the magnitude of amplitude
on the bottom axis is representative of a signal that has been amplified 10x by the
measurement setup. Therefore, the raw signal from the alpha detector is 10 times
smaller than the values on the axis. The Philips Scientific 740 Quad Linear Fan-in
Fan-out also induced a 50 mV baseline offset in the measurement that could not be
removed. The measured timing resolution of the alpha detector once the reference
detector’s known uncertainty was quadratically subtracted was found to be 478±48
ps. The measured data, straight response model, and simulated values all agree
within 10 %. The match between the experimental data and straight response model
validates the use of the model to estimate the timing performance of the detector and
how it might improve. Additionally, the Monte Carlo model’s ability to reproduce the
detector’s timing resolution as a function of time-pickoff threshold provides confidence
in the results obtained from the measured data and analytical model. With this
first generation design alpha detector, the available scintillation statistics dominate
the timing uncertainty. The measured number of detected photons per interaction,
207±30, is very low. However, Figure 2.6 also shows how crucial an optimum time
pickoff is in achieving the best possible timing performance in this extremely photon
starved situation. A time pickoff from thresholds corresponding to differences of one
or two photoelectrons can cause degradations in timing performance as large as 100 ps.
Furthermore, a precise and consistent time pickoff at the optimal threshold drives the
timing performance of the detector towards the statistical limit. The statistical limit
on timing performance calculated with the input parameters presented in Section 2.2
was 441 ps.
The measured timing resolution of the first generation design is well above
the desired system CRT for APNIS of 200 ps or less. If the timing performance
of a next generation detector using a YAP:Ce based design is to be improved,
substantial increases in light collection are necessary. Figure 2.7 shows the expected
improvements in timing performance for different degrees of increased light collection
calculated from the straight response model. The model predicts that if light
45
collection can be doubled, a timing resolution approaching 350 ps is achievable,
and if light collection can be substantially increased (here a factor of 5), a timing
performance near the 200 ps goal can expected.
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Figure 2.7: Predicted timing performance for the first generation associated particle
detector. Also plotted are the predicted timing resolution if the light collection is able
to be doubled or if it could be significantly increased.
2.4 Position Performance of the First Generation
Design
Since the monolithic YAP:Ce scintillator is pixelated by the segmented light guide,
the detector’s position resolution is equivalent to the granularity of the light guide.
The light guide geometry and granularity had previously been optimized for linearity
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of response, average peak-to-valley ratio, and efficiency of light collection for edge
and corner pixels during its design by the NMDC group [19]. Therefore, it was
not expected that the position response of this alpha detector design, where the
monolithic scintillator was pixelated by a slotted light guide, could be improved upon.
However, the possibility remained that the position resolution of the detector might be
improved with different vacuum-light interfaces or readout techniques, given available
photostatistics. To test how the position response of the detector was affected by
different design components, a custom vacuum system was designed to facilitate
a uniform irradiation of the detector’s scintillator by alphas, shown in Figure 2.8.
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Figure 2.8: Four views of different components of a custom vacuum system designed
to facilitate measuring the position performance of the alpha detector.
For this custom system, a number of different flanges were designed to mimic the
D-T neutron generator’s optical interface between static vacuum and atmosphere.
Specifically, a flange that fit a Schott 75C fiber optic plate was designed, like that
used in APNIS, and a custom flange with a 50.8 mm diameter, 2 mm thick sapphire
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window were designed for use with the system. A drawing of the flange for the fiber
optic plate is shown in Figure 2.9.
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Figure 2.9: Custom vacuum flange designed to fit a Schott 75 C fiber optic plate in
a way to allow scintillation light from the vacuum.
The measured flood field for a light guide optimized for the H8500 PSPMT (Figure
2.10.a) is shown in Figure 2.10.b, and the resulting position profile, projected to a
single axis is displayed in Figure 2.10.c. The position response with this light guide
and PSPMT was measured by irradiating the YAP:Ce scintillator with a 300 µCi
241Am source inside of the vacuum system. The activity of this source is characteristic
of a thickness that causes significant self-absorption of the 5.486 MeV alpha. The
alpha energy from the source, due to this thickness, was measured to be 3.6±0.9
MeV, which is close to the D-T alpha energy. Each of the four-corners from the
resistive readout of the H8500 were fed into separate channels of a Philips 740 Linear
Fan-in Fan-out. The outputs of each channel were fed into another Philips 740 that
summed the four corners to provide the full charge collected per event. The outputs of
each separate channel were also fed into an Acqiris DC282 digitizer, where they were
digitized at 2 GSa/sec. The summed signal was used as an external trigger, and a
discriminator just above noise was used for the trigger. The charge in digitized signals
was integrated over a 500 ns window to produce the charge from each of the four
corners per event, and the position of interaction within the detector was calculated
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according to Equation 1.2. This light guide design separates a 24.32 mm active area
of the H8500 PSPMT into 12 channels, corresponding to a position resolution of
2.027 mm. During the initial portion of this dissertation work, the NDMC group
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Figure 2.10: The light guide designed by the NMDC group for the H8500 is shown
in (a). A measured flood field from the first generation design associated particle
detector where the monolithic YAP:Ce scintillator is pixelated by this segmented
light guide is displayed in (b). In (c), the projected position profile is shown.
also iteratively designed an optimized, slotted light guide for the Hamamatsu H9500
PSPMT. This PSPMT has twice as many active anodes with half the size of the
H8500, facilitating a finer position response. The light guide design for the H9500 is
shown in Figure 2.11.a, and the measured flood field and position profile are shown
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in Figures 2.11.b and 2.11.c, respectively. This design separates the 24.32 mm active
area of the detector into 16 channels, yielding a position resolution of 1.52 mm.
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Figure 2.11: The light guide designed by the NMDC group for a H9500 is shown
in (a). The measured flood field with this light guide is shown in (b). In (c), the
projected position profile is displayed.
The basic principle behind producing a fixed position response from a monolithic
scintillator using a segmented light guide is to ensure that the scintillation ”spot
size” (or diameter of the cone of light exiting the scintillator) is kept smaller than the
dimensions of the light guide pixels, such that the average position of detected light
at the PSMPT is centered about a single pixel. The position response of a detector
of this type will be intrinsically limited to the the light guide pixel dimensions or
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the scintillation spot size (whichever is larger). However, as reported by Zhang et
al. in [44], a benchmarked GEANT4 full system model of the alpha detector with
the H8500 showed that the achievable position resolution should be less than 1 mm.
To explore the achievable position resolution with the two PSPMTs and available
photostatistics, flood fields were measured with both detectors when their respective
light guides had been replaced with fused silica pieces of equal length and the active
area of the scintillator was masked with objects of known thicknesses. For the H8500
PSPMT, two steel letters (a ”U” and a ”T”) were placed on the YAP:Ce scintillator
to block alphas over a portion of the detector volume. The width of the letters
was 0.75 mm. The measured flood field is shown in Figure 2.12.a. The ability to
distinguish both letters within the reconstructed image demonstrates an achievable
position response at least as good as 0.75 mm, verifying the assertion in [44]. For
the H9500, three different steel rods of diameters 0.5, 0.7, and 0.9 mm were placed
in front of the scintillator, and the measured flood field is shown in Figure 2.12.b.
The resolved 0.5 mm diameter rod in the image demonstrates an achievable position
resolution of 0.5 mm or better with available photostatistics and the anode channel
geometry of the H9500.
2.4.1 D-T Generator Vacuum - Light Interface
A clear place to begin an investigation into how position response and photostatics
might be improved was identified to be the optical medium between the D-T
generator’s static vacuum and surrounding atmosphere. The main purpose of the
fiber optic plate is to preserve the initial position of light exiting the scintillator,
limiting the spread of the scintillation spot size. However, the study presented in [44]
showed that only 35% of light exiting the YAP:Ce scintillator is within the numerical
aperture of the fiber optic plate. Furthermore, 50% of light that is not collimated
by the fiber optic channels does not reach the active area of the PSPMT. Therefore,
while the fiber optic plate clearly collimates enough light to constrain the average
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Figure 2.12: Flood fields with the segmented light guide removed and replaced with
a fused silica diffuser. The achievable position resolution of the H8500 based design
was shown to be at least as good as 0.75 mm (left). When the YAP:Ce scintillator
was masked with rods of different thicknesses and an H9500 PSPMT was used, a
position performance at least as good as 0.5 mm was observed (right).
position within a single pixel (Figures 2.10.b and 2.11.b), its thickness is a significant
source of light loss in the detector.
Using a Sapphire Window as the Vacuum - Light Interface
To investigate the possibility of improved photostatistics with the slotted light guide
design with a different optical interface in the D-T generator, flood field measurements
were taken for the H8500 and H9500 designs where the Schott 75C fiber optic plate was
replaced with a 2 mm thick sapphire window. The idea behind replacing the optical
interface was that a thin, unsegmented window might produce a gain in light collection
while limiting spread of the scintillation spot size, such that the previously designed
segmented light guide could be used. The measured flood fields for the H8500 and
H9500 light guides with the vacuum flange containing a 2 mm thick sapphire window
are shown in Figures 2.13.a and 2.13.b, and the projected reconstructed positions
of interaction for both light guide desings are graphed in Figures 2.13.c and 2.13.d.
The measured, reconstructed position profiles show a decrease in the contrast between
pixels for both light guide geometries, relative to the case where a Schott 75C faceplate
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Figure 2.13: Measured flood fields with the H8500 and H9500 light guides and
PSPMTs when alpha detector design’s fiber optic plate was replaced with a 2 mm
thick sapphire window are shown in (a) and (b), respectively. The projected position
responses for both measurements are shown in (c) and (d).
is used. Furthermore, the two center-most pixels of the light guides are folded together
into a single pixel for both designs. These measurements demonstrated that a 2 mm
thick sapphire window produced too much spreading in the cone of light exiting the
YAP:Ce scintillator before it reached the light guide geometry, such that the average
position of light at the light guide interface was not constrained within a single pixel.
Since a 2 mm sapphire window was the only thickness available, position profiles
could not be measured for thinner windows that would produce less spreading of the
scintillation spot size. However, simulations were performed to asses whether or not
thinner windows would produce a clear flood field. Figures 2.14.a and 2.14.b show the
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simulated flood fields for 0.5 and 1 mm thick sapphire windows respectively, when the
detector geometry consists of the light guide designed for an H9500 and the H9500
PSPMT window. Also shown are the projected position profiles for both window
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Figure 2.14: Simulated flood fields and projected position response for the H9500
light guide coupled to a sapphire window thickness of 1 mm ((b) and (d)) or 0.5 mm
((a) and (c)).
thicknesses in Figure 2.14.c and 2.14.d. What was observed from these simulations
was that while a sapphire thickness of 1 mm unfolded the center two pixels, extremely
poor contrast from pixel to pixel was still observed. However, for a thickness of 0.5
mm each pixel could be clearly identified with excellent contrast from peak to valley.
It appears then, that a window thickness of 0.5 mm would be necessary to use a
sapphire window with the previously developed light guide geometries, and this may
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not be a realistic window thickness for the required diameter of at least 50 mm. It
was therefore concluded that the segmented light guides would not be able to be used
with a sapphire window as the optical medium between the D-T generator’s vacuum
and atmosphere.
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Figure 2.15: The single photon response of the H9500 PSPMT is shown in (a). The
spectrum of detected photons for the alpha detector’s first generation design and for
the case with a sapphire window is shown in (b).
While a sapphire viewport in place of the fiber optic plate wasn’t able to preserve
the position response dictated by the segmented light guides, it did produce a
noticeable increase in light collection. Figure 2.15.a shows the measured single photon
response of the H9500 used in this work. This was used to calibrate the output of
the PMT to number of detected photons, and the light collection for the faceplate
with light guide and sapphire window with light guide is shown in Figure 2.15.b.
A detector design with the sapphire faceplate and segmented light guide showed a
50% increase in light collection, which is consistent with the simulation study in [44].
This increase in light collection, along with the achievable position resolution of at
least 0.5 mm (down from the 1.52 mm H9500 light guide pixel dimensions) from
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measurements shown in Figure 2.12 motivated a change in detector geometry as well
as readout technique discussed in Section 2.4.2.
2.4.2 Achievable Position Resolution with a Continuous
Spatial Response
The measured achievable position resolution of 0.5 mm, and the increased photostatis-
tics when using a sapphire window as optical-vacuum interface in the detector design
motivated the investigation of a detector design with a continuous spatial response.
For reasons outlined in Section 2.3.1, a sapphire viewport was chosen for this design.
Figure 2.16.a shows the reconstructed flood image for 200,000 events when the H9500
was optically coupled directly to a 2 mm sapphire window, and the projected position
response is plotted in Figure 2.16.b. These figures demonstrate a uniform spatial
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Figure 2.16: The measured continuous response when the H9500 PSPMT is
optically coupled directly to a 2 mm thick sapphire window (a). The projected
position response is shown in (b).
response at the center of the PSPMT, but events near the edge of detector’s active
area exhibit a nonlinear relationship between point of interaction and reconstructed
position. This nonlinearity is due to a decrease in both light collection and spread
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in the number of anodes at which light is detected toward edge of the active area.
Additionally, significant portions of light from these interactions can spread outside
the active area of the PSPMT. It is this combination of decreased photostatistics
and decreased number of anodes at which light is detected that causes the nonlinear
response in reconstructed position of interaction near the edge of the detector’s active
area. This nonlinear response leads to inaccurate estimates of position of interaction
that would translate to a degradation in imaging performance at a system level, and
it is therefore not an acceptable characteristic of the detector’s design. There are,
however, two ways by which this edge effect can be overcome. The simplest solution
would be to simply ignore events occurring within the nonlinear region. This would
reduce the active area of the alpha detector as a whole, but if one read out the entire
area of the H9500 PSPMT, only about the outer 3 mm of the detector’s area would
have to be ignored, leaving 44 x 44 mm2 active detector area. The second way would
be to calibrate the detectors response to produce a uniform spatial response across
the entire active area. This method is not difficult and is preferred, to the previously
mentioned solution, as it does not sacrifice portions of the area of the PSMPT that
would translate to a loss in imaging efficiency, at a system level.
A feasibility study was performed with simulations to assess nonlinearities with
a detector design using a continuous spatial response. Figure 2.17.a shows the
simulation geometry which consisted of a 0.5 mm thick YAP:Ce scintillator, a 2
mm thick sapphire window, and an H9500 optically coupled to this window. To get
an idea of achievable position resolution with this geometry and readout technique,
alpha interactions within the scintillator were simulated for fixed positions along the
area of the scintillator. Interactions were simulated at positions down the middle and
across the detector geometry diagonally in 1 mm steps. The resulting reconstructed
positions are shown in Figure 2.17.b. These interactions were only simulated for one
quarter of the detector because its design is symmetrical, and the position response
should be the same for the detector’s remaining quadrants. Each simulated position
of interaction was completely separated, demonstrating a position resolution at least
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Figure 2.17: The ZEMAX simulation geometry used to investigate the magnitude of
the nonlinear response across the detector geometry (a). The reconstructed positions
for set steps in simulated position of interaction are shown in (b) and (c). (See text
for details)
as good as 1 mm, but when the reconstructed positions of interaction are projected
to a single axis, shown in Figure 2.17.c, the FWHM of the profiles ranges from 100
- 110 µm, suggesting a position resolution less than 0.5 mm, as demonstrated by
measurements shown in Figure 2.12.b.
The next task performed to demonstrate a detector design based on a continuous
spatial response was a simulation of a calibration procedure to correct for the
nonlinear response of such a design at its edge regions. This was done by simulating
a flood image for the geometry shown in Figure 2.18.a and recording the actual
positions of interaction along with their reconstructed values. This allowed for a plot
to be made of actual position of interaction versus the reconstructed position, which
is shown in 2.18.b. This response was fit with a fourth order polynomial such that a
correction for actual position of interaction could be calculated from a reconstructed
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Figure 2.18: Simulations performed as a feasibility study into whether the nonlinear
response of the alpha detector could be corrected with a calibration procedure. The
raw, uncalibrated flood field is shown in (a). The reconstructed position of interaction
was plotted against the actual simulated position of interaction and fit with a
polynomial function to create a calibration as a function of reconstructed position
of interaction (b). The corrected flood image is shown in (c), and a comparison
between the raw and corrected flood field projections is shown in (d).
value. There was no predetermined reason for the use of a high-order polynomial. It
was simply a function that yielded a excellent fit to the actual versus reconstructed
response the simulation’s position of interaction. The corrected flood field using this
procedure is shown in 2.18.c. A significant improvement in linearity was observed
relative to the raw, reconstructed flood field shown in 2.18.a. A comparison between
the projected flood fields is shown in 2.18.d. These results further motivated a proof
59
!10 !5 0 5 10
0
100
200
300
400
500
Position (mm)
C
o
u
n
ts
 
 
!8 !6 !4 !2 0 2 4 6
!10
!5
0
5
10
Reconstructed Position (mm)
A
c
tu
a
l 
P
o
si
ti
o
n
 (
m
m
)
 
 
!10 !5 0 5 10
0
100
200
300
400
500
600
700
Position (mm)
C
o
u
n
ts
X Position (mm)
Y
 P
o
si
ti
o
n
 (
m
m
)
 
 
!10 !5 0 5 10
!10
!5
0
5
10
0
2
4
6
8
10
12
14
(a) (b) 
(c) (d) 
Figure 2.19: Actual calibration measurements performed for a proof of concept
correction of the nonlinear response of the alpha detector with a continuous spatial
readout. The flood image when the YAP:Ce scintillator was masked with a steel plate
that had holes of known diameters and spacing is shown in (a), and the reconstructed
projection of this flood image is shown in (b). The position projection was fit with
normal distributions (c) and used to create the calibration function shown in (d).
of concept measurement to demonstrate a detector design with a continuous spatial
response that has been linearized by a correction procedure.
A measured calibration procedure was performed by masking the YAP:Ce
scintillator, inside the custom vacuum chamber, with a steel plate containing holes
of known diameters and spacings. The mask had holes with 2 mm diameter that
were spaced 1 mm apart. A flood field with this mask in place was measured and
is displayed in Figure 2.19.a for 50,000 interactions. This measurement produced
the actual position versus reconstructed position of interaction information that was
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needed to perform the calibration procedure described by the previous simulation.
This was done by taking the projection of the measured flood field (Figure 2.19.b)
and fitting each ”peak” with a normal distribution shown in Figure 2.19.c. The mean
values of the fitted distributions were plotted against the known actual positions
of the middle of the mask’s holes shown in Figure 2.19.d, and a polynomial fit to
this data was performed to obtain the calibration function necessary to linearize the
detector’s response. The calibrated flood field is shown in Figure 2.20.a. Comparing
to Figure 2.16.a a significant gain in linearity was observed. The projections of both
flood images are shown in 2.20.c, with the uncorrected response shown in blue and
the corrected response shown in green. The corrected response still shows some
slight nonlinearities, and this is most likely due to the fact that large holes in the
mask used for the calibration measurement only allow for a single data point in
the nonlinear region of the detector’s active area. This response is expected to
improve if a mask with smaller and more finely spaced holes is used in the calibration
procedure. Another characteristic of a detector design employing a sapphire window
!10 !5 0 5 10
0
500
1000
1500
2000
2500
Position (mm)X Position (mm)
Y
 P
o
si
ti
o
n
 (
m
m
)
 
 
!10 !5 0 5 10
!10
!5
0
5
10
0
1
2
3
4
5
6
(a) (b) 
Figure 2.20: The measured, corrected flood image for the alpha detector with a
continuous spatial response is shown in (a). The comparison between the uncorrected
(blue) and corrected (green) flood image projections is shown in (b).
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as its optical-vacuum interface and designed for a continuous spatial response was
significantly increased light collection. Figure 2.21 shows the number of detected
photons per interaction for the first generation design alpha detector and a design
using a sapphire window with no light guide. The distribution for the sapphire window
design shows two peaks. One peak represents the case where an interaction occurred
near that middle of the detector’s active area and another for events occurring near
the detector’s edges. For events occurring near the center of the detector’s active
area, light collection more than doubled relative to the first generation design alpha
detector. For those events near the edge, light collection was about half this value.
This is because events occurring near the edge of the detector will lose approximately
one half of the light cone exiting the YAP:Ce scintillator, which is consistent with
the light collection shown in Figure 2.21. For the measured light collection shown
in said figure, 42% of alpha interactions are characterized by light collection that
is double that of the first generation design alpha detector. It was expected that
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Figure 2.21: The light collection for the first generation design and a design with a
sapphire window using a continuous spatial response.
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light collection for events occurring near or at the edge of the detector’s active area
could be improved with a reflective light guide with a light taper at its edges. Figure
2.22.a shows a ZEMAX simulation geometry for this design. It includes a 1 mm
thick fused silica light guide whose second interface dimensions has been reduced by
1 mm to create the taper. The light collection for this simulation is shown in Figure
2.22.b. The simulation showed that the fraction of interactions where light collection
was doubled relative to the first generation design can be improved to 88% with the
monolithic light guide.
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Figure 2.22: ZEMAX simulation for the continuous spatial response design where
a tapered light guide has been used to increase light collection near the edge regions
is shown in (a). The light collection is shown in (b).
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2.5 Summary of Achievable Performance with the
First Generation Design
In Section 2.3, the timing resolution achievable with APNIS’ first generation design
associated particle detector was measured to be 478±48 ps for an optimized
time pickoff on the earliest portion of the rising edge of the detector’s summed
signal. This value showed excellent agreement with Hymman theory and a timing
model using detailed light transport simulations. For a YAP:Ce scintillator based
design, significant improvements in light collection are necessary to improve timing
performance towards the 200 ps goal set for this work. Specifically, the analytical
timing model used predicts that a value below 400 ps is achievable if light collection
can be doubled, and a timing resolution approaching 200 ps is possible if light
collection could be increased significantly (by a factor of 5). There are additional
issues with the electronic readout board that will need to be addressed in future
work. Large time skews in charge transit from different portions of the detector’s
readout geometry were observed from measurements with a fast pulsed laser. This
timing skew was avoided in experimental measurement of the first generation design’s
timing resolution by collimating interactions within the YAP:Ce scintillator to a 0.5
mm diameter area at the center of the detector geometry. In this way, charge transit
time should essentially be equivalent for different paths to each of four corners of the
resistive readout.
The position resolution of the alpha detector is limited to the 1.52 mm pixel
dimension of the H9500 light guide. Since this light guide geometry had previously
been optimized [19], it was not expected that such a design could be improved upon.
However, it was clear that the fiber optic plate was a source of light loss in the detector.
For this reason, measurements were made to determine if the fiber optic plate could
be replaced with a 2 mm thick sapphire window. The resulting flood images showed
decreased contrast, and some of the pixels in the middle of the detector geometry
were folded together. Therefore, the thickness of the sapphire window did not
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constrain the scintillation spot size to a single pixel dimension, and it was asserted that
implementing a sapphire viewport with a 2 mm thickness would deleteriously affect
the position performance of the alpha detector to an unacceptable extent. Simulations
were performed for thinner sapphire windows, and an appropriate position response
was found at a window thickness of 0.5 mm. Since this window thickness may not
realistic for the diameter of window that would be required in application, it was
determined that a sapphire window could not be used as a direct substitute for the
first generation design’s Schott 75C fiber optic plate. Although the sapphire window
measurements showed no performance gain over the fiber optic plate, a 50% increase
in light collection was observed. This increased light collection combined with the
0.5 mm position response observed when the light guide was replaced with a silica
diffuser (Figure 2.12) motivated an investigation of the detector’s position response
when position of interaction was determined with a continuous spatial response. This
readout technique suffers from nonlinearities at the detector edges, but a simulation
study was used to develop a calibration procedure for correcting these nonlinearities.
A proof-of-concept measurement showed this calibration procedure can produce a
uniform response across the active area of the detector geometry. Light collection
was also doubled with the continuous spatial design, but a significant amount of light
was lost at the edge areas of the detector. Most of this light could be regained with a
monolithic light guide having reflective edges. Altogether, the work presented within
this chapter to quantify achievable position resolution demonstrated that a position
resolution less than 0.5 mm is achievable with available photostatistics. This position
resolution can be achieved with a continuous spatial readout. Such a design is an
attractive next generation design, as it introduces no unique engineering challenges,
and the design is simple.
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Chapter 3
Investigation of Increased Light
Extraction from YAP:Ce via
Surface Modification
Section 3.1 has been published under the title, ”Increased Light Extrac-
tion from Inorganic Scintillators with Laser-Etched Microstructures,” J.
W. Cates, J. P. Hayward, and X. Zhang, IEEE Transactions on Nuclear
Science, vol. 60, no. 2, pp.1027 - 1032, Apr. 2013. c© IEEE 2013
3.1 Increased Light Extraction from Inorganic Scin-
tillators with Laser-Etched Microstructures
3.1.1 Introduction
Optimal light collection is crucial for achieving ideal energy and timing performance
from scintillation detectors. For inorganic scintillation detectors, the index of
refraction for the crystal is usually much larger than that of the medium or optical
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substrate between the scintillator and photosensor. This situation yields a small angle
for total internal reflection, and it causes a significant portion of scintillation light to
not be optimally transported to the photosensor. An extreme case of this is found
in YAP:Ce scintillator-based associated particle detectors used in API applications.
Associated particle detector scintillators must be mounted within the vacuum of a D-
T neutron generator. To remove impurities from this vacuum, it is baked at 350 ◦C for
several days. Because of this ”bake out,” the scintillator cannot be optically coupled
to the rest of the detector. This leaves an extreme gradient in index of refraction that
results in reduced light collection relative to the case where an optical epoxy is used
for the same scintillator and geometry. Improved performance from ”photon-starved”
systems, such as scintillators in D-T generators, requires increases in light collection
that may be achievable through techniques of micrometer-scale modifications to the
exit geometry of the scintillator.
A number of analytical and simulation-based investigations have attempted to
characterize changes in reflection and transmission of light at altered or roughened
boundaries, but these efforts have been limited to cases where the surface modifi-
cations are made with a scale that is the same as the the wavelength of incident
light [45–48]. Specific attention was given to the angular distribution of scattered or
reflected light in an attempt to physically understand these processes or accurately
implement them into light transport simulations via Monte Carlo methods. Therefore,
a thorough explanation of relative changes in transmission for larger scale surface
variations was not addressed. Surface modification of scintillation crystals has also
been studied extensively for use in depth-of-interaction (DOI) determination when
light is collected from two opposing sides of the crystal [49–51]. In general, the lateral
faces of a crystal are roughened with large grain abrasives to introduce micrometer-
scale surface variations or by machining a repeating pattern on the surface. Position of
interaction within the crystal is determined by the ratio of collected light between the
two photosensors. The induced surface patterns increase light transmission out of the
crystal’s lateral surfaces to exaggerate the light collection differential between the two
67
photosensors, allowing for more accurate DOI determination [51]. Recent efforts to
increase light extraction out of scintillation crystals have focused on photonic crystal
techniques [52–55]. In this technique, nanometer scale patterns are etched onto a
substrate that is attached to a scintillator to alter the dielectric of the exit surface.
This new dielectric is then periodic, and the z component of waves that are incident
at an angle greater than that for total internal reflection (for the case of a normal
surface) can be real and diffracted out of the exit surface [52]. The technique has
demonstrated significant increases in light extraction for inorganic scintillators [55]
and has reached a reasonable level of maturity.
This work presents an investigation of gains in light transmission out of a thin
YAP:Ce scintillator in a predictable way by etching a repeating micrometer-scale
taper into the exit surface (that which is facing the photosensor) of the scintillator.
For a first iteration of this effort, a repeating pattern of large, corrugated troughs
introduced a taper into the scintillator. The pattern was created by rastering a
collimated, high-power laser across the crystal surface. The taper introduced by
this geometry more closely aligns the exit surface normal with the incident angle of
photons that would impinge a normal, polished surface at an angle greater than that
of total internal reflection. After the general concept behind the work performed
is given, the fabrication of the exit surface is explained, and the finished surfaces
are characterized quantitatively. The light collection increase relative to a normal,
polished surface is measured for each of the etched surfaces, and change in light
extraction is measured for the case of no optical grease between the scintillator and
photosensor.
3.1.2 Micro-structure Concept and Surface Fabrication
Concept
Figure 3.1 depicts the general concept of how the laser etching of microstructures
is conceived to increase light extraction from the scintillator. Illustration (a) shows
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how light interacts at the boundary of a scintillator with a normal, polished surface.
Scintillation photons that impinge upon this boundary within the critical angle have a
probability of being transmitted out of the crystal. Those incident outside the critical
angle are reflected back into the crystal. Illustration (b) presents the case for light
extraction from an exit surface that has been altered by laser-etching. The concept
is to alter the surface geometry, such that the probability of photons impinging
upon scintillator boundary at an angle greater than the critical angle is significantly
decreased. A loose interpretation is an attempt to ”bend” the exit surface so photons
are incident from an angle closer to the surface normal by introducing a large scale
surface modification. The incident angle of any photon on a surface depicted in (a)
of Figure 3.1 is then reduced by an amount equal to the base angles of the triangular
microstructures represented in (b). This in turn, causes a portion of the angular
distribution of arriving photons to be reduced below the critical angle, increasing
transmission of scintillation light out of the crystal. Laser etching was chosen for
fabrication of this technique because of its ability to etch with resolution on the order
of tens of micrometers, and the fact that, ideally, it should leave a smooth finish on
the surface of the altered geometry. Also, it was a technique readily available for a
first-iteration effort of patterned, micrometer-scale surface modification at the time
this work was completed. However, modifying the exit boundary to introduce this
geometry is obviously not limited to laser-etching.
Fabrication
Fabrication work was performed by Agile Engineering [56] in Oak Ridge, TN. A 0.5
mm thick, 2 in. diameter, monolithic YAP:Ce scintillator was bound to a quartz
block using a wax epoxy on an optical mounting table. Three separate treatments
were performed on three separate regions of the crystal with increasing laser intensity
in order to find the optimal setting to etch the microstructures into the surface of the
crystal. This process left the crystal with four regions of differing surface patterns,
each having an area of about 70 mm2. One is left untreated and is a normal, polished
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Figure 3.1: Illustration of how light interacts at the boundary of a normal, polished
surface of a scintillator (a) and also how light interacts with the boundary of a
scintillator with tapered microstructures to increase light extraction (b). c©IEEE
2013
surface. Then there are three surfaces with the etching treatment created with various
laser intensities.
The laser system used was a Universal CO2 laser, with the beam attenuated
through a cross-grid pattern, each cross spaced 200 µm apart, center-to-center.
Initially, the laser power was set to 5 W. The laser head was rastered across the crystal
surface at a speed of 9 inches per second with a pulse rate of 500 pulses per inch.
Figure 3.2 shows pictures of the crystal surface taken with the aid of a microscope. In
(a), the normal, polished surface is shown. The result of the initial fabrication attempt
is shown in (b). It appeared that even though some of the desired micrometer scale
structures had been introduced, the resulting surfaces lacked uniformity. For this
reason, the raster speed of the laser head was slowed to 7.5 inches per second. The
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resulting surface treatment is shown in (c). For these settings, a relatively uniform,
repeating micrometer-scale pattern was successfully introduced to the exit surface of
the scintillator in the form of corrugated troughs, similar those shown in (b) of Figure
3.1.
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Figure 3.2: Images of magnified view of different laser-etching treatments created
with increasing power of the laser. In (a), the normal polished surface that was left
untreated is shown. In (b), the technique was tried with a lower level of power. In
(c), the raster speed was slowed to increase the intensity of incident light such that
a relatively uniform, repeating structure was introduced. In (d), the laser power
is tuned even higher, creating a diffuse surface with no visually identifiable order.
c©IEEE 2013
The laser power was then increased further to 6 W while the raster speed was held
at 7.5 inches per second. The result is shown in (d). Essentially, the intensity of the
laser was too high and a polished, diffuse surface with no observable uniformity was
created. Figure 3.3 shows a photograph taken of the YAP:Ce scintillator on which
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the repeating structures were etched, that has been illuminated by UV excitation.
The portion of the crystal to the left is the normal, polished surface, while the result
of the fabrication of the micrometer-scale structures is on the right portion of the
scintillator. An increase in light extraction from the portion of the scintillator with the
etched surface was visually discernible. It is important to note that the laser etching
technique introduced some cracking in the crystal due to thermal stress from the laser.
However, significant portions of each treated segment have no observable cracking.
These were the sections tested in this work. From the magnified photos in Figure 3.2,
it is clear that surface (c) is the only portion of the crystal successfully modified with
a repeating taper. Therefore, this is the portion from which quantitative conclusions
about the effect of introducing a repeating micrometer-scale pattern into the exit
surface of the scintillator will be drawn. However, results for surfaces (b) and (d) are
still presented for completeness. For this, average and rms surface roughness are used
for comparison of surface properties.
Surface Properties
Surface characteristics were quantified with a KLA Tencor P-16+ profilometer. Scans
of 2000 µm at a rate of 20 µm/sec were taken with a sampling rate of 50 Hz. The
scan for each surface was repeated five times over the same region, and the five scans
were averaged to calculate the surface profile, average roughness, and rms surface
roughness for quantitative comparison between the different regions. An example
surface profile is displayed in Figure 3.4. The top graph is the profile recorded for the
polished surface, and the bottom graph is surface C in Figure 3.2. The profile exhibits
a relatively uniform, repeating pattern with a peak-to-peak distance of 223.4±45.1
µm, corresponding to the 200 µm cross-grid spacing of the laser, and a peak-to-valley
of 12.4±4.6 µm. With these values, it was calculated that an average taper of 6 ◦ was
introduced into the exit surface of the crystal. Figure 3.5 illustrates a simplified case of
how the incident angle of a photon on a normal, polished surface is altered by the base
angle (or taper) of the etched microstructure. The incident angle is simply reduced
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10 mm 
Figure 3.3: Photograph taken of the different regions of the YAP:Ce crystal under
UV excitation. The normal, polished surface is to the darker region to the left, and
the etched portions are the brighter regions shown to the right. c©IEEE 2013
by the angle of this introduced taper. Figure 3.6 then demonstrates the expected
increase in light extraction due to this 6 ◦ change in surface normal. On the left axis,
the probability distribution of the light impinging the exit surface of a 0.5 mm thick,
2 in. diameter YAP:Ce crystal with angles 0 - 70 ◦ is shown. The probability for
these incident angles is shown for the case of the normal, polished surface (blue) and
also for surface C (green) where a 6 ◦ change in surface normal exists. The angular
distribution for the normal polished surface (blue) was taken from an elementary
light transport simulation with ZEMAX [40] of scintillation photons emitted in all
directions from the center of a 0.5 mm thick, 2 in. diameter, unreflected crystal with
an index of 1.94 and absorption length of 140 mm [57] in a medium of index 1.00 by
recording the angle of every photon as it impinges the exit boundary. Therefore, the
angular distribution is comprised of scintillation photons whose first impact is the exit
boundary and photons that are reflected off the surface opposite the exit boundary.
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The reflected photons account for the sharp increase above the angle for total internal
reflection. To calculate the distribution for the case of an altered exit surface (green),
the recorded angles from the simulation of the normal, polished surface were changed
by 6 ◦. Superimposed is the Fresnel reflection coefficient (red) for YAP:Ce in air for
these same range of angles, with values shown on the right axis. Taking the change
in integral probability for the polished surface and surface C below 31 ◦, where the
Fresnel coefficient becomes 1 (total internal reflection), a predicted gain of 1.83 is
expected in the number of photons impinging the exit surface at an angle less than
the critical angle.
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Figure 3.4: Surface profile measured with a profilometer for the polished surface
(top) and the surface showing uniformly etched repeating microstructures (bottom).
c©IEEE 2013
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Figure 3.5: Illustration of how light interacts at the boundary of a normal, polished
surface of a scintillator and also how light interacts with the boundary of a scintillator
with a 6 ◦ taper introduced into the surface. c©IEEE 2013
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Figure 3.6: Probability distribution for the angle which photons are incident on the
exit surface of a 0.5 mm thick, 2 in. diameter, unreflected YAP:Ce scintillator for
the case of a normal polished surface and the uniformly etched surface. The Fresnel
reflection coefficient is superimposed to demonstrate increased probability of photons
impinging the exit boundary of the scintillator at an angle below that characterizing
total internal reflection for the laser-etched case. c©IEEE 2013
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3.1.3 Simulation of Uniformly Fabricated Surface
The analytical estimation provides the expected gain in light transmission from the
angular distribution of photons incident on the exit surface of a YAP:Ce scintillator
with a 0.5 mm thickness. However, extending the altered surface shown in Figure
3.5 to a three-dimensional corrugated trough introduces a more complex geometry
wherein a number of light scattering scenarios might be unaccounted for. For this
reason, detailed, three dimensional Monte Carlo light transport simulations of the
scintillator with a polished surface and surface type C were necessary. ZEMAX was
also used for these optical simulations. The first simulation was for a 25 x 25 x
0.5 mm3 YAP:Ce scintillator with normal, polished surfaces in a vacuum medium.
The index of refraction and absorption lengths were again set to 1.94 and 140 mm,
respectively. A detector surface was defined 10 µm below the scintillator to count
photons exiting the surface of the YAP:Ce, defining the bottom surface as the exit
surface. The wavelength of traced photons was chosen to be 366 nm, the peak emission
for YAP:Ce. No optical coupling was simulated between the scintillator and the
detector surface, and no reflective coatings were defined for the crystal’s surfaces.
Ten thousand 3.5 MeV alpha interactions were simulated. An energy of 3.5 MeV
was chosen because this is the kinetic energy of the alpha particle produced from
the fusion reaction inside D-T neutron generators. For this energy deposition, 21,000
photons were traced for each interaction, corresponding to the light produced for a
3.5 MeV alpha energy deposition. The detector placed below the exit surface of the
scintillator counted the number of photons exiting the scintillator per interaction,
such that the relative gain in light transmission could be found between the polished
surface and surface C. The second simulation used the same material properties and
geometry as the first simulation, but the exit surface of the scintillator was altered to
simulate a 6 ◦ taper, defined with the surface properties given in Section II.C.
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3.1.4 Measurement Setup
Light extraction was quantified by measuring the charge produced in a phototube
per scintillation event, for each of the four surfaces. Increases in light transmission
were therefore quantified indirectly from proportional increases of charge produced
per event, and the number of detected photons was deduced from single photon
characterization of the phototube. Figure 3.7 shows the single photon response of the
Hamamatsu H8500 used in all measurements to follow. The spectra were produced by
illuminating the active area of the phototube with a light emitting diode (LED) that
was connected to a waveform generator. The parameters of the waveform generator,
such as voltage, edge time, and pulse width were changed until one response was seen
from the PMT for approximately every 10 synchronous triggers from the waveform
generator. The collected spectra in Figure 3.7 were deconvolved by a fit to Poisson
statistics for the case of 1 - 6 photoelectrons, and the single photon response was
deduced from the fit.
For the measurement of light collection, an Am-241 source was placed in a
collimator with a 0.5 mm diameter aperture. This source was placed on top of the
test crystal, within the treated region of interest. This region of interest was placed in
the center of PMT. No optical coupling compound or reflective materials were used in
the measurements, and the altered exit surfaces were faced toward the photosensor.
The four-corner readout of the H8500 was fed to a Philips 740 Linear Fan-In Fan-Out.
The summed signal from the Linear Fan-In Fan-Out was sent to an Agilent DC282
10 bit, 2 GHz bandwidth digitizer, where the signals were digitized at 8 GSa/s. The
integrated charge in each pulse was calculated from its digitized waveform using a 300
ns integration time. The dynamic range used in the measurement was 5 V, yielding
an ADC resolution of 4.9 mV/bin.
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Figure 3.7: Measured response to LED illumination of the phototube used in
this work. Single photon response is deconvolved from this measured response with
Poisson statistics. c©IEEE 2013
3.1.5 Results
The distribution of charge measured per alpha interaction, for each laser treatment
is displayed in Figure 3.8. The means and standard deviations in Figure 3.8, above
the data, are taken from point estimates and are quantified in Table 5.1. For the
portion of the surface with slight etching (surface A), there is a small decrease in light
extraction gain relative to the polished surface. For both the uniform and diffusely
etching surfaces (surfaces C and D), there is a significant increase in light collection.
The uniformly-etched surface shows a measured gain in light extraction of 1.79±0.44.
For surface D, the measured light collection increase is nearly doubled, with a gain of
1.90±0.51 increase in light collection. As the diffuse spreading of light is altered by
these etched surfaces, these measured increases in light extraction are accompanied
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Table 3.1: Laser parameters, surface characteristics, and light extraction increases
quantified in detected photons.
c© IEEE 2013
Surface Laser Raster Average Surface RMS Surface Detected Measured
Proflile Power (W) (in/sec) Roughness (µm) Roughness (µm) Photons Gain
A −− −− 0.008 0.012 795±204 1.00
B 5 9 3.26 3.90 742±194 0.94±0.24
C 5 7.5 3.87 4.71 1422±350 1.79±0.44
D 6 7.5 5.56 7.15 1514±406 1.90±0.51
by an increased variance in the amount of light reaching the photosensor per alpha
event. Table 3.1 also displays the calculated values for average roughness, rms surface
roughness, and detected photons for each profile.
The expected gain in light transmission calculated in Section II.C, 1.83, shows
good agreement with the measured gain for surface C of 1.79±0.44. The simulated,
expected gain in light transmission from surface C, relative to a normal polished
surface in Section III was 1.84. These values also agree with the measured gain from
the same surface. In fact, the analytical estimation, detailed Monte Carlo simulation,
and measured increase in light transmission all agree within 3%. This agreement
validates the description of how light transmission is conceived to increase with surface
modification outlined in Section II.C. The effect that the surface modification has
on the incident angular distribution agrees with measured data for the that same
modification on a real scintillator, and both are supported by the agreement with a
light transport simulation.
As previously stated in Section II.A, surface C is the only surface on which a taper
was created via a uniform, repeating pattern of microstructures. Since surfaces A and
D have no observable uniformity it is difficult to calculate an expected gain in light
transmission by the method outlined in Section II, and it is impossible to precisely
model the surfaces in a three-dimensional Monte Carlo light transport simulation,
as in Section III. However, there is a trend in light transmission relative to surface
roughness. The increased gain in light transmission for surface D with corresponding
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Figure 3.8: Measured charge for alpha interactions for the four different surfaces
on the YAP:Ce test crystal. Points above the distributions indicate calculated point
estimate of the mean. Bars extending from the points indicate the calculated point
estimate on the standard deviation from the mean. c©IEEE 2013
increase in surface roughness could be explained by an increase in surface taper, but
since there is no uniformity to the surface, the expected gain cannot be predicted.
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3.1.6 Conclusions
A technique of laser-etching repeating micrometer-scale structures into the exit
surface of a monolithic, thin YAP:Ce scintillator without any reflective coating was
performed to assess its ability to increase light extraction from the crystal by reducing
the chance that photons impinge its exit surface at an angle greater than that
characteristic for total internal reflection. This was done in an effort to improve
light extraction out of scintillation crystals in applications with extreme gradients
in index of refraction (1.94 to 1 for work presented here). Three different etched
surfaces were produced on the crystal using three different laser intensities. Two of the
three treatments successfully increased light extraction. One treatment produced a
relatively uniform repeating pattern that increased the mean amount of light escaping
the crystal by a factor of 1.79±0.44, agreeing with the expected increase from an
analysis of the surface profile in Section II.C and a simulation of light transport in
Section III within 3%. The second produced a diffuse surface that nearly doubled
the mean light extraction to a factor of 1.90±0.51 increase. However, this surface
had no observable uniformity, and its expected gain in light extraction could not be
estimated.
The specific application that the choice of a thin, large diameter YAP:Ce
scintillator refers to is for use as an alpha transducer within the vacuum of D-T
generators. An inability to use any optical grease to couple the scintillator due
to the intense thermal processes in preparation of the static vacuum, significantly
inhibits light collection. The measured increases in light collection shown in this
work, from simple surface modification, show great promise for improved performance
in YAP:Ce based associated particle detector designs. Specifically, previous work
has shown that if light collection could be doubled for most currently available
design YAP:Ce associated particle detectors, significant improvements in timing
performance are achievable [58]. Improved timing performance of these detectors
also inherently produces improved image quality for systems using these D-T neutron
81
generators in imaging applications. Altogether, the reported increase in light
collection demonstrated from the etching technique of altering a scintillator’s exit
geometries to increase light extraction from them, shows promise for ”photon-starved”
scintillation detector applications. Future improvements should focus on precise
machining so as to preserve crystal integrity. Additionally, the angular pitch of the
introduced pattern should also be optimized by ensuring that the peak-to-valley value
is large relative to the spacing of the pattern, such that the taper introduced into the
exit surface is as large as possible.
3.2 Significant Increases in Light Extraction from
YAP:Ce Scintillators with a Uniform Surface
Taper Modification at the Exit Boundary
The increase in light collection demonstrated from the laser-etching work motivated
the development of techniques to introduce larger surface tapers with increased surface
uniformity to further increase light extraction out of scintillators. Larger gains
in light collection were investigated through a technique of precision machining a
repeating pattern at the exit boundary of scintillators to introduce a uniform, large
angle surface taper. The light collection from two thin YAP:Ce scintillators with
normal, polished surfaces was characterized by measuring the number of detected
photons when irradiated with 5.486 MeV alpha particles from an 241Am source.
A uniform surface taper was then introduced at the exit boundary of the same
scintillators by precision machining large-scale, pyramidal microstructures. The light
collection from the same experimental setups was then characterized, and the increase
in light extraction was quantified as the relative increase between the etched and
polished surfaces. Measured light collection increases are compared with expected
gains in light transmission, and the conceptual basis for these gains, relative to
a normal, polished surface is validated with detailed, Monte Carlo light transport
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simulations. Good agreement was found between expected, measured, and simulated
light extraction increase, and implications for further improvements in light collection
from scintillators were explored.
3.2.1 Uniform Surface Taper Fabrication and Surface Profile
Characterization
Concept and Fabrication
Figure 3.1 illustrates how a uniform surface taper at the exit boundary of a scintillator
should increase light extraction. In (a), scintillation light’s interaction with a normal,
polished surface is shown. Scintillation photons that impinge upon this boundary
within the critical angle have a probability of being transmitted out of the crystal.
Those incident outside the critical angle are reflected back into the crystal. Illustration
(b) presents the case for light extraction from an exit boundary that has been modified
with a uniform taper. The concept is to alter the surface geometry, such that the
probability of photons impinging upon the scintillator’s boundary at an angle greater
than the critical angle is significantly decreased. A quantitative explanation of how
light transmission is increased from scintillators with a surface taper at the exit
boundary is shown in Figure 3.9. The incident angular distribution of photons on
the exit boundary of a 0.5 mm thick, unreflected YAP:Ce scintillator with a normal,
polished surface and surrounded by a vacuum medium is shown. Also shown is the
incident angular distribution of photons at the exit boundary of the same YAP:Ce
scintillator with a uniform, 20◦ surface taper. These two angular distribution were
taken from two elementary light transport simulations with ZEMAX [40], where
photon incident angle was tallied from an isotropic point source inside the scintillator
volume. Plotted over these two distributions is the Fresnel coefficient describing the
reflectivity of this interface for the peak emission of YAP:Ce (366 nm) as a function
of incident angle, where a coefficient value of 1 indicates total internal reflection.
Note that the sharp increase in the incident angular distribution for the normal,
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polished surface is due to back-reflected photons from the opposite surface. The figure
demonstrates that the surface pattern reduces the incident angular distribution by an
amount equal to the degree of the taper, such that the integral probability for photons
to impinge the exit boundary at angle less than that for total internal reflection is
significantly increased.
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Figure 3.9: Incident angular distributions for photons in a YAP:Ce scintillator with
a normal, polished surface surrounded by a medium with n=1. The incident angular
distribution for a normal, polished surface is shown in blue. The incident angular
distribution for an exit boundary with a uniform 20 degree surface taper in red. Also
plotted is Fresnel’s coefficient as a function of incident angle.
The uniform surface taper was fabricated by precision machining pyramidal
microstructures onto one side of thin YAP:Ce scintillators. Two 0.5 mm thick, 2
inch diameter crystals were fixed to a flat surface so as to prevent displacement
during fabrication. The angular pitch of the surface holding the crystals was rotated
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by 45◦, such that a saw with a 90◦ edge would introduce troughs. The saw′s edge was
rastered across the surface of the mounted scintillator in 500 µm steps, and then the
crystals were rotated by 90◦ to make troughs in the direction perpendicular to the
first ones. This created the pyramid-like structures. A magnified view of one of the
etched surfaces is shown in Figure 3.10.
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Figure 3.10: Photograph of the surface profile introduced into one of the surfaces
of the YAP:Ce scintillators taken during a surface profile measurement.
3.2.2 Surface Profile
Surface characteristics were quantified with a KLA Tencor P-16+ profilometer. Scans
of 4000 µm at a rate of 20 µm/sec were taken with a sampling rate of 50 Hz. Both
crystals were scanned in the X and Y direction to characterize uniformity of the
pyramidal microstructures. Figure 3.11 shows the measured surface profiles of the
crystals. In (a) the polished surface of one YAP:Ce reference crystal is shown. The
surface profile of the first crystal is shown in (b), and the second is shown in (c). The
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data collected with the profilometer provided spatial information about the surface
characteristics, such as peak-to-peak and peak-to-valley magnitudes, that were used
to calculate the average taper for both crystals. These values are quantified in Table
3.2.
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Figure 3.11: Plotted surface profile data taken form scans with a profilometer. In
(a) the polished surface of one YAP:Ce reference crystal is shown. The surface profile
of the first crystal is shown in (b), and the second is shown in (c).
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Table 3.2: Summary of surface profile characteristics for the etched crystals
Crystal Number Peak to Peak to Average Surface
& Scan Direction Peak (µm) Valley (µm) Taper (◦)
1: X 500±1.62 87±4.0 19.3
1: Y 500±2.51 123±4.92 28.2
2: X 500±1.50 125±11.3 26.5
2: Y 502±7.29 111±3.78 23.8
3.2.3 Measurement of Light Extraction Increase
Gains in light extraction were quantified by measuring the number of detected photons
for the cases of a normal, polished surface, and then repeating the same measurement
after the uniform surface taper was introduced, for both scintillators. The scintillators
were irradiated with 5.486 MeV alpha particles from an 241Am source that was placed
in the center of the scintillator crystals. The light created from this alpha irradiation
was detected by a Hamamatsu R2059, 2 inch PMT that was single-photon calibrated.
No reflective coatings or optical coupling were used in the experiments, so an air
gap existed between the crystal and PMT window equal to the sum of the surface
roughnesses of the two. The signal from the R2059 was fed into an Agilent DC282
10 bit, 2 GHz bandwidth digitizer, where the signals were digitized at 8 GSa/s. The
integrated charge in each pulse was calculated from its digitized waveform using a
300 ns integration time. The dynamic range used in the measurement was 500 mV
for the polished surfaces and 2V for the etched surfaces, yielding ADC resolutions
of 0.5 mV and 2mV, respectively. A larger dynamic range was used for measuring
the light collection once the uniform surface taper was machined on the scintillators
due to larger pulse heights from increased light transmission out of the crystals. A
consistent bias of 1500 V was used for the R2059 throughout the entirety of this work,
and the experimental setups to quantify light collection remained consistent to ensure
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any measured gains in light extraction were due solely to the pattern introduced at
the exit boundary of the scintillators.
No optical coupling was used between the scintillators and photosensor in this
work because they will be used as alpha transducers in future efforts to develop
next-generation prototype detectors for D-T neutron generators. Using an optical
substrate to index match the scitnillators to the PMT’s entrance window would leave
an optical residue on the exit boundary after the measurements. Removing all trace
residue from between the pyramidal microstructures would be virtually impossible,
and the residual substrate would be a source of continuous out-gassing during the
preparation of a D-T neutron generator’s static vacuum. However, the expected gain
in light extraction for the case of the use of optical grease between scintillator and
PMT entrance window was simulated with a validated light transport geometry and
is reported in Section V.
3.2.4 Light Transport Simulations
A simulation of the surface taper that was machined into the face of a crystal assumes
perfect uniformity in the size and spacing of the pyramidal microstructures. For this
reason, only crystal 2 was simulated. The surface characteristics in the X and Y
directions for crystal 2 are more uniform and are more appropriately suited to a
comparison to an ideal surface created in simulation. ZEMAX was used for the
simulation of scintillation light transport. The simulated geometry consisted of a 0.5
mm thick, 2 inch diameter cylinder with an index of 1.94, representing the YAP:Ce
scintillator. A 1.5 mm thick, 2 inch diameter volume with an index of 1.51 was placed
below the scintillator to simulate the borosilicate glass window of the R2059 PMT.
These two volumes were separated by a 1 micron air gap to simulate the gap that
exists in the actual measurement setup. A detector surface identical to the diameter
of the simulated PMT window was placed at the exit of the PMT window to collect
photons. The 241Am source used in the experimental measurement was optically
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reflective. This needed to be accounted for in the simulation geometry, so a reflective
surface was placed above the simulated scintillation crystal. There was also a 1 micron
air gap between the reflector and scintillator volume, and the reflector was assumed
to have properties similar to a thick aluminum reflector. The wavelength of light
simulated was 366 nm, the peak emission of YAP:Ce. An absorption length of 140
mm was used for the YAP:Ce scintillator [57].
Calibration of Absolute Light Output
The absolute light output of the YAP:Ce scintillator can be accurately inferred with
a method outlined in [59]. First, a simulation was performed that characterizes
light collection efficiency of the experimental setup with a normal, polished surface.
A volume source was created inside the scintillation crystal with a width equal to
the 1 inch diameter of the 241Am source and a thickness equal to the mean of the
range of 5.486 MeV alpha particles in YAP:Ce. This volume source is essentially
the interaction space of the alpha particles in the scintillation crystals. A total of
1,000,000 photons were generated in random locations with random directions inside
this volume source. The number of photons detected by the simulated photocathode
was recorded. The number of rays detected relative to the number randomly generated
within the volume source predicts the light collection efficiency of the experimental
setup. The experimentally measured amount of detected light, corrected for the
R2059’s quantum efficiency at the peak emission of YAP:Ce, provides the average
incident fluence of photons at the photocathode per alpha interaction. This value
can then be corrected with the simulated light collection efficiency to calculate the
number of photons produced per 5.486 MeV alpha. This value can also be checked
against values reported in literature to infer its accuracy in estimating the absolute
light output. If the total number of generated photons is divided by the deposited
alpha energy and then corrected for the beta/alpha ratio of YAP:Ce [60], then the
light output in photons per keV for the scintillator can be calculated. Figure 3.12
illustrates these calculations, and also shows the calculated absolute light output for
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crystal 2 compared to other values for YAP:Ce reported in literature [61–63]. Good
agreement between the calculated light output of the crystal and that which has been
reported in literature was observed, and the calculated absolute light output for the
YAP:Ce crystal was assumed to be accurate based on this agreement.
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Figure 3.12: Illustration of the technique for calculating the absolute light output
of the YAP:Ce scintillator.
Simulation of Gains in Light Extraction
The simulations of light collection for crystal 2 with a polished surface and the surface
taper were performed by creating 31,594 rays from a point source at a depth of 14µm
within an area corresponding to the size of the 241Am source. The average number
of rays per interaction was taken from the calculation in Section IV.A, and the 14µm
depth corresponds to the average path length of the alphas in the YAP:Ce scintillator
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from a TRIM calculation. This ray trace was repeated 10,000 times, to simulate
10,000 interactions. The number of detected photons was recorded and corrected for
quantum efficiency of the R2059 PMT in post-processing. This was completed for
a simulation of both surface finishes, with and without optical grease between the
scintillator and simulated PMT window. Results are presented in Section V.
3.2.5 Results
Figure 3.13 shows the charge spectra for both crystals under irradiation from 5.486
MeV alpha particles, calibrated to number of detected photons with the single photon
response of the R2059 PMT. The peaks corresponding to full alpha energy depositions
were fit with Gaussian distributions for the spectra, and the fitted mean values and
standard deviations are reported in Table 3.3. Also reported in Table 3.3 is the
expected gain in light extraction for comparison to the measured values. The expected
gain was calculated using the method described in Section II.A, where the integral
probability of photons to impinge the exit boundary at an angle less than the critical
angle is calculated for both surface finishes. The expected value for the gain is then
just the integral probability for the surface taper relative to that calculated for the
normal, polished surface. The average surface taper used in the calculation was the
mean value of the average surface taper taken from scans in the X and Y direction for
both crystals (shown in Table 3.2). For crystal 1, a factor of 3.94±0.177 increase in
light collection was measured, compared to a 4.31 gain predicted. These values have
reasonable agreement, but their difference is assumed to be because the surface taper
of crystal 1 had a large variability in surface uniformity that translated to a large
difference in surface taper, as shown in Table 3.2. The charge distribution for crystal
2 was best fit with a two-term Gaussian distribution. This is most likely because of a
subsurface crack that was apparent after the precision machining was performed on
this crystal (Figure 3.14). This crack extends from the crystal’s edge to its center,
and a significant portion of the 1 inch diameter alpha source was just above this crack.
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Figure 3.13: Measured charge spectra from 5.486 MeV alpha particle irradiation for
crystals 1 in (a) and 2 in (b) with a polished surface and after the precision machining
was performed (color online).
The observed two-term distribution is attributed to events that occurred just above or
near the subsurface crack, where the light from these interactions could be scattered
by the crack and not optically transported to the photosensor. For this reason, the
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Table 3.3: Measured and prediction light collection gains.
Crystal Normal Polished Precision Machined Measured Predicted
Number Surface Surface Gain Gain
1 1425±113 5609±252 3.94±0.177 4.31
2 1246±70 5960±242 4.80±0.194 5.04
Gaussian term with the higher mean in the charge distribution was considered to
be the actual gain in light collection produced by the uniform surface, taper. An
expected gain of 5.04 was calculated, and the measured increase in light collection for
crystal 2 was a factor of 4.8±0.194.
The simulated gain in light collection with the modified exit boundary for crystal
2 is reported in Table 3.4. The simulated value for light collection with the normal
polished surface and no optical coupling, 1,223±66, agrees with the measured value
of 1,246±70 within one sigma of uncertainty, with only a 1.86% difference between
the mean number of detected photons for both. The simulation of the precision
machined surface taper of 6,311±78 is larger than the measured value of 5,960±242.
However, this was expected, as the light transport simulation of the modified exit
boundary is biased towards absolute uniformity in the size and spacing of the
pyramidal microstructures. In actuality, deviations in microstructure size cause light
from various interactions to see a different surface taper depending on what part of
the eixt surface it was incident upon. Because of the simulation’s ability to match
the measured value within 5.72% despite existing surface non-uniformities, it was
considered to be an accurate model of the actual exit surface of crystal 2 and a
validation of the conceptual understanding for the gain in light collection caused by
the uniform surface taper. For the reasons outlined in Section III, no optical coupling
was used during the measurement of increased light extraction, but the gain when
optical grease was between the scintillator and PMT window was simulated using
the validated light transport model described in Section IV. The simulated light
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collection for crystal 2 for a polished surface with optical grease was 3,091±24, and
it was 7,592±53 for the modified surface with grease. Therefore, the simulated gain
in light collection was 2.46±0.0171. The gain for the case of the simulated inclusion
of optical grease in an experimental measurement is lower because the grease better
index matches the scintillator to the PMT window, removing the air medium between
the two. This causes a larger angle for total internal reflection. Thus, a larger fraction
of photons are already incident on the exit boundary at an angle below the critical
angle. Consequently, there is a smaller increase in light collection when a uniform
super taper is applied.
Figure 3.14: Photograph of the exit surface of crystal 2 displaying the sub-surface
crack produced during the machining technique.
3.2.6 Conclusions
A novel method for increasing the light extraction out of scintillators in ”photon-
starved” situations where no optical coupling can be used was demonstrated by
precision machining a uniform surface taper at the exit boundary of two YAP:Ce
scintillators. The gains in light collection for both crystals due to this surface taper
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Table 3.4: Summary of surface profile characteristics for the etched crystals
Normal Polished Precision Machined Light Extraction
Surface Surface Gain
Measured 1246±70 5960±242 4.80±0.194
Simulated 1223±66 6311±78 5.10±0.0638
Simulated
3091±24 7592±53 2.46±0.0171
with Grease
were quantified by measuring the number of detected photons when the crystals had
a normal, polished surface and then a modified exit boundary. These measured
gains agreed with the expected values calculated from the integral probability of
photons to impinge the exit boundary at an angle less than that for total internal
reflection, after the surface taper had been introduced. Additionally, detailed light
transport simulations validated the conceptual understanding of how light collection
was perceived to increase once pyramidal microstroctures had been machined to
introduce the surface taper. For the best case, a factor of 4.8±0.194 increase in
light collection, relative to a normal, polished surface of the same crystal, was
measured without optical grease between the scintillator and photosensor. This gain
was validated through the light transport simulation of the modified exit boundary,
and this optical model was used to simulate gains in light extraction for the case of
scintillator being optically coupled to the window of a PMT. The simulation predicted
that the light extraction from a scintillator with an exit boundary like that of crystal 2
would be more than double that for a normal, polished surface of the same scintillator
with grease. It can be expected that the gain in light extraction from a uniform surface
taper with or without optical coupling would increase for increased refractive index
of the scintillator and decrease for decreased refractive index. This is because the
amount of light extracted from a normal, polished surface changes with the difference
in refractive index between the scintillator and the index at its exit boundary. The
light extraction efficiency at an interface where a scintillator’s index of refraction
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closely matches its surrounding medium would already be so good that a much smaller
fraction of photons can be extracted from a surface taper modification.
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Figure 3.15: Calculated expected gain in light extraction increase out of a thin
YAP:Ce scintillator surrounded by a medium with n=1 versus the degree of surface
taper introduced at the exit boundary. Also shown are the measured values of light
collection increase versus induced surface taper reported in [3] and this work.
The large gains in light collection reported in this work have meaningful impact
on improved performance of associated particle detectors in D-T neutron generators.
Figure 3.15 shows the predicted gain in light extraction versus the angle of the induced
surface taper. Also plotted are the measured gain reported in [3] and those for this
work, to which a linear regression has been applied. This figure illustrates that, as
predicted by the calculated expected gain in light extraction, further increases in light
collection are theoretically possible if this technique is further developed to steepen
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the surface taper of the surface modification. In fact, it is predicted that gains as large
as a factor of 10 are possible if the angle of the surface taper can be increased up to
50◦, for the case of the YAP:Ce scintillator with no optical coupling. Also, the factor
2.46±0.0171 increase in light collection simulated for the case of optical coupling
between the scintillator and photosensor suggests this technique’s applicability for
many other scintillation detector applications.
3.3 Prototyping a Scintillator Based Associated
Particle Detector with a Uniform Surface Ta-
per
With the achievable gains in light collection fully characterized for a 25◦ uniform
surface modification at the exit boundary of thin YAP:Ce scintillators, the next step
was to outline possible designs for an implementation of this technique into a next-
generation design associated particle detector. While it was clear that the increased
photostatistics from the surface modification would improve the timing performance,
the technique should have a significant impact on the exiting angular distribution of
photons and the scintillation spot size. Therefore, it wasn’t intuitive how position
resolution would be affected, and this had to be explored through simulation work
and measurements, where possible. The obvious first step for this evaluation would
be to directly replace the polished YAP:Ce scintillator in the first generation design
with an etched one and look at performance changes. Once these measurements were
performed, other possible detector designs could be assessed.
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3.3.1 Direct Implementation into First Generation Design
Timing Resolution
During the course of this dissertation work, a more accurate way of determining
the timing resolution of next-generation prototypes was developed by using thin film,
organic scintillators. The geometry of the thin film scintillator used is shown in Figure
3.16. It consists of a 20 µm thick EJ-299-07 organic scintillator (peak emission 435
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Figure 3.16: Geometry of the thin film scintillation detector used to create a start
signal for determining the timing performance of prototype detectors.
nm, decay time 2.0 ns) sandwiched between two 1 mm thick polymethyl methacrylate
(PMMA) light guides. The procedure was to use a high energy alpha source (such
as 241Am, 5.486 MeV) and place it on one side of the hole exposing the thin film
scintillator. The alpha would travel through the organic scintillator, losing about 2
MeV of energy and exiting out the opposite side where it could be detected by some
prototype detector. Once the alpha passed through an additional 1 mm of air due to
the other PMMA light guide, its energy was calcualted to be 3.12±0.05 MeV with the
TRIM program. Two 1 inch PMTs were optically coupled to the ends of the PMMA
light guides to read out the scintillation light created in the thin film, as shown
in Figure 3.17.a. In this way, the time difference between the time of interaction
measured between the two PMTs can be used to measure the CRT between them,
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and therefore the timing resolution of a single PMT can be calculated by dividing the
CRT by
√
2. The measurement geometry was then changed to that of Figure 3.17.b
to measure the CRT between a reference PMT and a prototype detector. Since the
timing resolution of the reference PMT is known from the setup in Figure 3.17.a, it
can be quadratically subtracted from its measured CRT with the prototype design.
This provides the timing resolution of a prototype detector.
Am-241 
5.45 MeV ! 
~3.1 MeV ! 
<30 nCi 
-2250 V 
-2250 V 
5.45 MeV ! 
Am-241 
EJ-299-07 
~3.1 MeV ! 
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-2250 V 
(a) (b) 
Figure 3.17: Illustration of the experimental geometires for measuring the timing
resolution of new alpha detectors. (a) shows the setup for quantifying the timing
performance of a single reference detector from the CRT between two 1 inch PMTs.
The experimental setup for measuring the CRT between a reference scintillator and
prototype detector (b).
Figure 3.18.a shows the light collection for two Hamamatsu H6533 1 inch PMTs
when optically coupled to the thin film scintillator under irradiation from an 241Am
source. The light collection was 137±36.7 and 140±30.1 detected photons for
reference detectors 1 and 2, respectively. The signals from the two reference PMTs
were fed into the digitizer, where they were recorded at 4 GSa/sec. On-board
coincidence logic was used to only record pulses if the signal from both detectors
crossed a leading edge threshold that was set just above noise. Digitized signals
were only used in post processing if they represented a signal caused by a window
99
of 140±20 photoelectrons, corresponding to the approximate mean of the alpha
deposition energy peak plus or minus 1 standard deviation of a Gaussian fit to this
peak for both detectors. These signals were processed in the same way as described
in Section 2.3, and time pickoff was performed by scanning the earliest onset of the
leading edge of each pulse for optimum timing performance. The measured CRT
between the two detectors as a function of threshold of time pickoff is shown in
Figure 3.18.b. An optimum threshold was found at 30 mV for both detectors, and
the measured CRT at this value was 293±15.2 ps FWHM, corresponding to a single
reference detector timing resolution of 207±10.7 ps. It is important to note here that
this value for single reference detector timing resolution applies specifically to this
measurement. The thin film scintillator is susceptible to radiation damage, and its
light output decreases with absorbed dose. Since the thin film can’t be wrapped with
any light reflectors (it would stop the alpha particles), light collection was observed
to fluctuate by about 25% of the values reported in this section. At these low levels of
light collection in the thin film reference detector, this changes their timing resolution
significantly. For these reasons, it is necessary to remeasure the CRT between the
two reference detectors before each timing measurement with a prototype design to
ensure the correct value for timing resolution of a single reference detector is inferred.
The first measurement performed with the etched YAP:Ce scintillators was a
timing resolution measurement where they were implemented directly into the first
generation associated particle detector design. The light collection for this case
is shown in Figure 3.19.a. Light collection was improved by 84% and the timing
resolution of the detector was improved to 370±12.0 ps. This timing performance
increase shows reasonable agreement with that asserted in Figure 2.7 for the case
where light collection was doubled. The optimum thresholds don’t match between
the two measurements because different voltages were used, and an amplifier was not
used in for the measurements reported in Figure 3.19. While a direct implementation
of the etched YAP:Ce into the first generation design alpha detector yielded improved
timing performance due to increased photostatistics, the position performance had
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Figure 3.18: The light collection for the thin film reference detectors is shown in
(a), and the measured timing resolution of the experimental setup as a function of
time pickoff threshold is shown in (b).
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Figure 3.19: Light collection for a direct implementation of the etched YAP:Ce
crystals into the first generation design alpha detector (a). Measured timing resolution
after subtracting the contribution from the thin film reference detector as a function
of leading edge threshold (b).
to be measured. This was done by measuring the flood field with the H8500 light
guide attached to the H8500 using the custom vacuum system described in Chapter
2. The resulting flood field is in Figure 3.20.a shows the measured flood field with
the etched YAP:Ce replacing a normal polished one, and the projected flood is shown
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in Figure 3.20.b. The flood image showed a significant decrease in contrast, and the
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Figure 3.20: The measured flood field for 200,000 alpha interactions when the etched
YAP:Ce was used as the transducer for the first generation design is shown in (a),
and its projection is shown in (b).
center two pixels were folded together. Also, nonlinearity was increased at the edge
of the active area. This was determined to be due to the increased scintillation spot
size caused by the surface modification on the YAP:Ce scintillator. Figure 3.21.a
shows the simulated spot size for a single event in the YAP:Ce scintillator, and its
projection is shown in Figure 3.21.b. The projection was best fit with a two-term
gaussian function. The FWHM spread of the major component was calculated to
be 0.587 µm, but the minor component of the scintillation spot size was 5.31 mm,
which is significantly larger than a pixel of the H8500 segmented light guide design.
Therefore, the average position of light near pixel edges was not contained within a
single pixel, resulting in the deteriorated position performance. Since the H8500 light
guide geometry could not be resolved, the H9500 was not measured, as its pixels are
even smaller.
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Figure 3.21: The simulated spot size for the etched YAP:Ce is shown in (a), and
its projection is displayed in (b).
3.3.2 Prototype Design with a Continuous Spatial Response
While the increased scintillation spot size in the YAP:Ce with the surface modification
prohibited its direct implementation into the first generation design alpha detector,
it was considered that the decreased position performance might not be so significant
in a continuous spatial response design, like that described in Chapter 2.4.2. Figure
3.22.a shows the simulated flood field when the etched YAP:Ce was placed on a 2 mm
thick sapphire window that was optically coupled to a H9500 PSPMT. Its projection is
also shown in Figure 3.22.b. What was observed is that the pyramidal microstructures
caused image artifacts. A linear response was no longer seen at the center of the
detector, and nonlinearities were significantly decreased at the edge regions of the
detector. Essentially, the surface modification altered the exiting angular distribution
in a periodic way, removing the desired uniform light cone from the scintillator.
3.3.3 Prototype Design with a Pixelated Scintillator Array
The problems with position performance caused by the increased spot size and altered
exit angular distribution due to the induced surface modification could potentially be
overcome by switching the design of the alpha detector from a monolithic scintillator
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Figure 3.22: Simulated position response for an etched YAP:Ce scintillator
implemented into a detector design utilizing a continuous spatial readout.
to a pixelated array. If each element of the array can be optically isolated, then
scintillation light will be forced to a spot size corresponding to the pixel dimensions.
This idea was explored through a few simulations, and the results are shown in Figure
3.23. The simulations showed that small scintillator array elements could be resolved
with excellent contrast while still preserving the large light collection increased offered
by the surface modification technique. Figures 3.23.a and 3.23.b show the flood images
for arrays of 1 mm and 0.5 mm pixels, respectively, and their projected profiles are
shown in Figures 3.23.c and 3.23.d. These simulation results were very promising, so
an additional timing resolution measurement was performed to estimate the timing
resolution achievable with this design. To do this the experimental setup shown in
Figure 3.17.b was used. Here the ”prototype detector” was represented by an etched
YAP:Ce scintillator placed directly onto a 2 mm thick fused silica window that was
optically coupled to a Hamamatsu H10570 2 inch PMT. Data collection was performed
the same as previously described for timing measurements, and the measured timing
resolution after subtracting the reference scintillators contribution is shown in Figure
3.24. Light collection with this design is improved significantly to a value 1199±212.8,
and the measured timing resolution for an optimum time pickoff threshold was found
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Figure 3.23: Simulated flood fields for etched YAP:Ce scintillator arrays of 1 mm
and 0.5 mm dimensions are shown in (a) and (b), and their flood projections are
shown in (c) and (d).
to be 216±14.0 ps. This value shows good agreement with that calculated in Chapter
2.3.3 with a straight response model for a factor of 5 increase in light collection (factor
of 6 was measured here, relative to the first generation design).
While the results presented in this section show that excellent position and timing
performance is possible by switching from a monolithic YAP:Ce scintillator segmented
by a light guide to a pixelated scintillator array, the implementation of such an array
into the vacuum of the D-T generator presents a significant engineering challenge.
The scintillator array’s surface facing the D-T target could be coated with the same
1 µm aluminum coating, and each element could be optically isolated with aluminum
reflectors, as was simulated. However, the pixels would need to be bonded to the
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Figure 3.24: Timing resolution measurement used to estimate achievable
performance with a pixelated array design.
reflectors to hold them all together. This may be possible with ultra-high temperature
epoxies [64], but future work is necessary to validate this assertion.
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Chapter 4
ZnO:Ga in Associated Particle
Detector Designs
Section 4.1 has been accepted for publication under the title, ”Mea-
surement of Achievable Timing Resolution with ZnO:Ga Films,” J. W.
Cates, J. P. Hayward, and X. Zhang by IEEE Transactions on Nuclear
Science. c© IEEE 2013
4.1 Quantification of Achievable Timing Resolu-
tion with ZnO:Ga Films
ZnO:Ga is an inorganic scintillator whose direct band-gap transitions facilitate an
extremely fast temporal response. At the time of its discovery, in the 1960s, the
primary decay was reported to be 1 ns or better with approximately 0.3% of Zn
replaced with Ga in ZnO semiconductors [65]. Recognizing its potential for fast timing
applications, significant efforts have been undertaken to investigate how light yield
and temporal response depends upon dopant constituencies and growth techniques
[66–71]. These studies yielded sub-ns timing response and modest light output for a
variety of multi and single-crystalline samples. However, most work only presents the
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decay time of the scintillator to demonstrate its fast response, leaving an incomplete
understanding of the timing resolution achievable with ZnO:Ga. In one work [72],
the scintillator’s timing performance was found to be 560 ps FWHM for 20 detected
photons, and in another [73], timing resolution was inferred to be 1.6 ns FWHM when
detecting the 3.5 MeV alpha particles from D-T fusion. Both of these values are much
larger than what is theoretically achievable. Therefore, a study of measurable timing
resolution with ZnO:Ga, relative to what is theoretically achievable, is an important
undertaking so that researchers may determine the material’s suitability for their own
applications.
In the work presented in this section, the achievable timing resolution with
ZnO:Ga was calculated using an analytical model which accounts for both scintillation
statistics and photosensor response. The statistical limit on timing performance was
also calculated using the Crame`r-Rao statistic [38]. Inputs for these models were
taken from carefully measured characteristics of the ZnO:Ga sample and photosensor
used in the timing resolution measurement. Model predictions are compared to the
timing resolution of ZnO:Ga measured with a thin-film reference detector technique.
Sub-100 ps timing performance was measured for less than 100 detected photons.
The agreement between predicted and measured values is shown, and the relation of
the results to the statistical limit is presented.
4.1.1 Model Input Parameters
To compare the timing models described in Chapter 2.1 to experimental timing
resolution, several characteristics of the ZnO:Ga sample and vacuum photosensors
had to be carefully measured. These included: (1) the rise and decay times of the
ZnO:Ga sample to be measured, τr and τd; (2) the charge of the photosensor’s single
photon response, for later determining the number of detected photons, Npt; (3) the
shape of the photosensor’s single photon response, f(t); (4) the mean and standard
deviation of the amplitude of the photosensor’s single photon response, a¯2 and σ2a; (5)
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the timing performance of the photosensor as a function of the number of detected
photons for pttrans(t˜trans).
Photosensor Response
Two Hamamatsu H6533 photomultipliers (PMT), 2.54 cm diameter, were used to
perform the measurements described herein. Therefore, the timing performance
and single photon response for both photosensors had to be quantified in order to
accurately model their performance. These measurements provided the charge of the
single photon response so that the number of detected photons, Npt, in our experiment
were accurately inferred. Additionally, measuring the amplitude distribution (a¯2 and
σ2a) and the shape of the single photon response (f(t)) provided information needed
to calculate the expectation value of the detector’s signal (2.3) and its uncertainty
(2.4).
To measure the single photon response of the PMTs, they were each separately
illuminated by a Knightbright WP7104BC/H light emitting diode (peak spectral
emission 467 nm) that was connected to an Agilent 33220A waveform generator. The
parameters of the waveform generator, such as voltage, edge time, and pulse width
were changed until one response from the detector was seen for about every ten
synchronous triggers from the waveform generator with a pulse width of 30 ns. The
PMT signals were connected to an Acqiris DC282 10 bit, 2 GHz bandwidth, digitizer
where they were digitized at 8×109 samples per second, and the synchronous output
from the waveform generator was fed into the digitizer to serve as its external trigger.
The charge in each pulse was determined by integrating the signal in post processing.
Figure 1 displays the collected spectra from one of the PMTs. The PMT single photon
response was deconvolved from the measured spectra by using Poisson statistics.
The single photon amplitude distribution was determined by binning the ampli-
tudes of these events. It was fit with a normal distribution, and the amplitude and
standard deviation of the single photon response were taken from this fit. The average
single photon response shape of the PMTs, f(t), was determined by first, filtering the
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Figure 4.1: Single photon response for one of the PMTs used in this work. c©IEEE
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digitized data for only single photon pulses, according to the charge distribution
shown in Figure 4.2. The remaining pulses were normalized and aligned with respect
to time. They were then averaged, and a continuous function for the average single
photon response was found using a minimized sum of squared error fitting routine with
(4.1). Figure 4.2 shows the averaged single photon response and the photon response
shape, f(t), determined from the fit of this averaged response. The characteristic
pulse-shape rise and decay of the photosensor needed for the straight response model
were determined from this fit. The photosensor TTS needed in the calculation of ptpt
as a function of detected photons was calculated from, TTS√
Npt
, where TTS is defined
as the time spread of a single charge carrier as it transits from the photocathode to
the anode in the PMT. The TTS used in this work was 68.1 ps (sigma) for both
detectors; this value was taken from the Hamamatsu H6553 data sheet [74].
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ZnO:Ga Temporal Response
The ZnO:Ga sample used in this work was a 9 µm thick film with 0.3 % Ga dopant
that was gravity deposited onto a 2 mm thick, fused silica substrate. The sample also
had a 1 µm thick aluminum coating on its surface opposite the substrate that acted as
an optical reflector. The temporal response of the sample was measured with a time
correlated single photon counting setup. The ZnO:Ga sample was optically coupled
to one of the same Hamamatsu H6533 PMTs described before, and the sample was
irradiated by 5.485 MeV alpha particles from an 241Am source. Scintillation light was
allowed to escape out the sides of the film, where it could be detected by another
H6533 PMT. The distance between the film’s unreflected side and the second PMT
was increased until the average amplitude and standard deviation of the photosensor’s
signal was consistent with its measured single photon response. Both of the PMT
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signals were connected to a single digitizer card, where they were digitized at 4×109
samples per second. On-board coincidence logic was used, such that signals were only
digitzed from both detectors if the ZnO:Ga detector crossed a 300 mV threshold and
the single photon detector crossed a 10 mV (0.5 photoelectron equivalent) threshold
within a 20 ns window. A total of 50 000 coincidence events were recorded. Digitized
pulses were fit with a full cubic spline in post-processing to produce continuous signals.
The start time produced by the ZnO:Ga detector was found with an optimized leading
edge time pickoff at the very onset of the rising edge of each pulse. A constant fraction
discriminator (CFD), whose delay time and fraction were optimized, was used to
produce the stop signal from the single photon detector.
The rise and decay times of the ZnO:Ga sample’s emission profile, τr and τd, were
found by fitting a bi-exponential model
F (t) = B + A ·
(
τr + τd√
2piστ 2d
)
·
∫ tend
t0
e−
τ−t2
2σ2 ·
(
1− e− t−t0τr
)
· e−
t−t0
τd dt (4.1)
to the histogram of start and stop times, as described in [41, 75]. Here, B is a
background term that accounts for accidental coincidences, A is a normalization
constant, τr is the characteristic rise time, τd is the decay time, t0 is the beginning
of the temporal profile, and tend is the ending bin of the histogram. In addition to
exponential terms that describe the rise and decay of the scintillator in (8), there is
a gaussian term introduced to characterize the timing resolution of the experimental
setup. This term was quantified by the quadratic sum of the single photon response
of the H6553 PMT and the timing resolution of the ZnO:Ga detector for 50 detected
photons, reported in Section 4.1.3, and its value was 71.6 ps. The parameters in (8)
were found using a minimized sum of squared error fitting routine, where B, A, τr, τd,
and t0 were iteratively determined. Figure 4.3 shows the measured temporal profile
of the ZnO:Ga sample along with the calculated fit. The fitted value for the rise time
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component, τr, was found to be 19.4±5.0 ps and the decay time, τd, was measured to
be 235±3 ps.
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Figure 4.3: Measured temporal distribution of the ZnO:Ga sample used in this work
along with calculated fit. c©IEEE 2013
4.1.2 Timing Resolution Measurements
The timing performance of the ZnO:Ga detector was quantified by using a thin-film
reference scintillator to provide a start trigger, and the ZnO:Ga detector provided
a stop trigger. The reference detector’s timing resolution was first quantified, and
it was subsequently subtracted from the coincidence resolving time (CRT) between
the reference detector and the ZnO:Ga detector with (4.2). This provided the timing
performance of the ZnO:Ga detector.
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FWHMzno =
√
FWHM2zno+ref − FWHM2ref (4.2)
Timing Performance of the Reference Detector
Figure 4.4 illustrates the experimental setup used to quantify the timing performance
of the thin-film reference detector. A 20 µm thick EJ-299-07 organic scintillator
film that was supported by two 1 mm thick polymethyl methacrylate (PMMA) light
guides was optically coupled to the two Hamamatsu H6533 PMTs, on opposing sides.
The supporting light guides contained a 1 mm diameter hole that allowed the thin-
film scintillator to be exposed to radiation. To measure the coincidence resolving
time (CRT) between the two PMTs, the film was irradiated with 5.485 MeV alpha
particles from a very low activity (<30 nCi) 241Am source. The low activity is
characteristic of a source thickness where little to no energy losses occur to the alphas
due to self-absorption processes. The energy distribution of the source was measured
with an alpha spectrometer to be 5.485±0.03 MeV. Due to the geometry of the of
the experimental setup, the 5.485 MeV alpha particle traverses 1 mm of air due
to the thickness of PMMA light guide before interacting with the 20 µm thick film.
Calculations with the ion transport software TRIM showed that the energy loss in the
film is approximately 2 MeV, and the alpha particle exits the measurement geometry
after passing through the 1 mm of air due to the other PMMA light guide with an
energy of 3.12±0.05 MeV.
The signals from the two reference PMTs were fed into the digitizer, where
they were recorded at 4×109 samples per second. On-board coincidence logic was
used to only record pulses if the signal from both detectors crossed a leading edge
threshold that was set just above noise. Digitized signals were only used in post
processing if they represented a signal caused by a window of 140±20 photoelectrons,
corresponding to the mean of the alpha deposition energy peak plus or minus 1
standard deviation of a gaussian fit to this peak. These signals were processed in the
same way as decribed in Section 4.1.1, except time-pickoff was performed by scanning
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Figure 4.4: Experimental setup used to quantify the timing resolution of the thin-
film reference detector. c©IEEE 2013
the earliest onset of the leading edge of each pulse for optimum timing performance.
Since processed events are chara terized by the sam number of detected photons
and the geometry from the point of interaction of the alpha detector is the same for
both detectors, the measured deviation in the time delay between them is ideally
zero. However, the measured CRT represents the timing resolution of the reference
setup. The timing resolution of one of the reference PMTs can then be quantified by
the assumption that the two detectors are identical and dividing the measured CRT
by
√
2, as is commonly done in timing resolution measurements to infer the timing
performance of a single detector from the CRT between two detectors. The timing
resolution of a single reference PMT was measured to be 207±11 ps.
Timing Resolution of the ZnO:Ga detector
Achievable timing resolution of the ZnO:Ga detector was quantified with the
measurement setup depicted in Figure 4.5. Note that the geometries in Figures 4
and 5 have been exaggerated so that all components of the experimental setups can
be clearly seen. In actuality, the reference detector and source were placed as close
together as physically possible. The ZnO:Ga sample was coupled to one of the two
PMTs used in the reference setup, and the ZnO:Ga was placed against the PMMA
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light guide opposite the 241Am source. The reference PMT coupled to the thin-film
scintillator was used to acquire a start time, and the ZnO:Ga detector provided the
stop time. The CRT between the two detectors was measured using post-processing of
digitized signals in the exact way described in Section 4.1.1. The post-processing used
a time pickoff that was found to be optimal for the reference detector measurements
on the reference signal, and the leading edge pick-off was scanned for an optimal
setting from 10 mV to 150 mV in 10 mV increments for the ZnO:Ga signal. Since
the timing resolution of a single reference PMT was previously quantified from the
reference detector measurement, it was then quadratically subtracted from the overall
CRT between the two detectors to yield the timing resolution of the ZnO:Ga detector.
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Figure 4.5: Experimental setup used to measure the CRT between the reference
scintillator and the ZnO:Ga detector. c©IEEE 2013
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4.1.3 Results
The measured characteristics of the ZnO:Ga sample and photosensors used were
substituted into (3.6) to calculate the Crame`r-Rao relationship (3.7) that describes the
statistical limit on timing performance. The parameters describing the photosensor
TTS and the number of detected photons were varied to gain both an understanding
of the timing performance achievable with said ZnO:Ga sample and fast photosensor
technologies. Figure 4.6 displays this graphically. For the parameter ranges selected,
the values of the statistical limit vary from under 20 ps up to 150 ps. Values obtained
from this iterative calculation of the timing performance limit demonstrate that a
timing resolution under 100 ps is theoretically achievable for modest light collection
and TTS values that can be obtained with fast photosensors.
Detected Photons (#)
T
ra
n
s
it
 T
im
e
 S
p
re
a
d
 (
p
s
)
 
 
35 55 75 95 115 135 155 175 195
30
50
70
90
110
130
20
40
60
80
100
120
Cramer-Rao Lower Bound 
ZnO:Ga 
!r= 19.4 ps; !d= 235 ps 
T
im
in
g
 R
e
s
o
lu
ti
o
n
 (
F
W
H
M
 –
 p
s
) 
Figure 4.6: Colormap for the statistical limit on timing resolution using the
measured rise and decay of the ZnO:Ga sample where the TTS and the number
of detected photons are changed parametrically. c©IEEE 2013
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The energy spectrum from the measurement of the ZnO:Ga detector’s timing
resolution is shown in Figure 4.7. To facilitate the comparison of the timing models
described in Section 2.1.1 with measured values, three different strict energy cuts were
taken on the data. For three different comparisons, energy cuts on 25±5, 37.5±5.0,
and 50±5 photoelectrons were taken to produce these different data sets. An energy
width as narrow as 10 photoelectrons was used because the straight response timing
model used only has a single parameter for the number of detected photons. The
small energy window ensures that the measured timing performance is representative
of an amount of detected light that is consistent with the model being used to predict
timing resolution. The values for number of detected photons used for these energy
cuts were chosen such that each energy window contained enough events to have
statistical certainty of measured timing resolution within 10 ps.
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Figure 4.7: Measurement of the number of photoelectrons collected per alpha
interaction for the ZnO:Ga detector. c©IEEE 2013
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The measured timing resolution of the ZnO:Ga detector for the three different
energy windows is displayed in Figure 4.7. The results are displayed as measured
ZnO:Ga detector timing resolution versus the threshold of the leading edge trigger on
the earliest portion of the rise of the detector’s signal (represented in photoelectron
equivalent). Measured values are represented by points, and the error associated with
each point represents the 95% confidence interval on the width of a normal distribution
fit to the timing spectrum of the detector. The interference of baseline noise in the
system began to affect measured timing performance at a threshold equivalent to
approximately 0.5 photoelectrons. This is consistent with the charge distribution
shown in Figure 4.1. There is a clear overlap between the charge distribution of the
first photoelectron and the distribution of charge characterizing the system pedestal
approximately halfway between the mean values of the two. In fact, the pulse height
spectrum for the single photon calibration of the PMT coupled to the ZnO:Ga sample
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shows an overlap between the single photon distribution and pedestal at about 10 mV,
which is nearly half the value of this PMT’s mean single photon response amplitude
of 26 mV. Therefore, there is a consistent interference between the baseline and signal
around 0.5 photoelectrons for the experimental setup.
The straight response model for each of the three energy cuts is represented by
the dashed lines. As noted in Section 2.1.1, the straight response model assumes
no contribution from noise in the experimental setup. However, this is obviously
not realistic. For this reason, the observed 10 mV threshold interference between
the baseline and signal was accounted for below thresholds less than 1 photoelectron
equivalent by adding 10 mV to the calculated expectation value of the signal E[t|D]
from (2.3), in this range. Additionally, the Crame`r-Rao statistical limit of timing
performance for the case of 50 detected photons is shown. The calculated statistical
limit was 29 ps FWHM. The lowest timing resolutions for the energy windows of
25±5, 37.5±5.0, and 50±5 detected photons were 127±4, 96.7±6.0, and 52.5±10.0 ps,
corresponding to optimized leading edge thresholds between 2 and 4 photoelectrons.
Good agreement is observed between predicted and measured values. In fact, no
difference between the predicted timing resolution and the 95% confidence bound
of the measured performance greater than 12 ps exists above a trigger threshold
equivalent to 1 photoelectron. Below this threshold a few data data points have
deviations as large as 20 ps from their expected values. Small deviations between
the calculated and measured timing resolutions could exist for a number of reasons.
There is uncertainty in the number of detected photons due to the width of the single
photon response, shown in Figure 4.1, that was used to calibrate the energy spectrum
from bins to detected photons. Alternatively, the small differences may be explained
by the way that the shape of the single photon response of the photosensors used in
this work was taken from an averaging of the single photon signals before a fit. The
influence of dark rate was not considered to be an effect contributing to differences
between the measured and predicted timing performance, as it was very low. The
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measured dark rate was measured to be 215±16.7 counts per second for the PMT
coupled to the ZnO:Ga sample.
4.1.4 Conclusions
The timing performance achievable with ZnO:Ga was precisely quantified with
predictive timing models, using carefully measured scintillator and photosensor
characteristics as inputs for these models. Performance was predicted with a straight
response model that convolves scintillator photostatistics with photosensor time
response. The output from this model provided the calculated timing resolution
of the ZnO:Ga detector as a function of the threshold of a leading edge trigger on
the earliest portion of the rise of the signal from the photosensor coupled to the film
(see Fig. 4.8). Additionally, the statistical limit on achievable timing resolution was
calculated via the Crame`r-Rao bound on the variance of an unbiased estimate of
the interaction time in the scintillator. The straight response model quantifies the
achievable timing performance. The statistical limit on timing resolution yields an
understanding of the magnitude of the margin between what is measured and what
is theoretically possible with an ideal photosensor, where timing information could
be obtained from every single detected photon.
Predicted timing performance was validated through experimental measurement
of achievable timing resolution with the ZnO:Ga detector by using light from an
alpha particle’s interaction within a thin-film reference detector as a start trigger.
The actual timing performance of the ZnO:Ga detector was found by subtracting
the known timing performance of the thin-film reference detector from the CRT
between the ZnO:Ga and reference detectors. Timing resolutions of 127±4, 96.7±6.0,
and 52.5±10.0 ps were measured for the ZnO:Ga detector with strict energy cuts
of on 25±5, 37.5±5.0, and 50±5 detected photons, respectively. These reported
timing resolutions are for a time pickoff on the earliest portion of the signal from the
photosensor where the threshold of this time pickoff was iteratively optimized. The
121
measured values agree very well with those predicted by the straight response model.
Additionally, the measured values closely approach the statistical limit. This ability
to approach this statistical limit of timing performance was previously shown in [38]
for LaBr3:Ce and LYSO:Ce scintillators.
This work has shown that, as predicted by both a straight response timing
model and a calculation of theoretical performance limits, less than 100 ps timing
performance is achievable with ZnO:Ga films coupled to fast photosensors when
detecting less than 100 photons. This measured timing performance has not been
previously established, and the values reported in this work are significantly improved
over previous efforts to quantify timing performance with ZnO:Ga [72, 73]. This
improvement in timing performance has meaningful impact in many areas of study
where a fast, thin scintillator is required, including its use in the associated particle
detector of a neutron generator to enable multimodal, time-of-flight based imaging
[8, 14, 44, 58, 76, 77].
4.1.5 Timing vs. Detection Efficiency with ZnO:Ga
The extremely small energy windows used to quantify the achievable timing resolution
with ZnO:Ga of 25±5.0, 37.5±5.0, and 50±5.0 detected photons are not realistic
values for obtaining a reasonable detection efficiency with an alpha detector using
this scintillator. Therefore, the timing resolution achievable with increasing energy
window sizes was determined from the dataset described in Section 4.1.2. Energy
cuts were made that related to detection efficiencies of 10, 25, 50, 75, and 100%
. The same timing analysis described in Section 4.1.2 was used. An illustration
of the energy cuts on the measured data is shown in Figure 4.9.a. The measured
timing resolutions for an optimized time pickoff on the earliest portion of the leading
edge of the ZnO:Ga detector signal were 163±7.50, 176±10.0, 216±10.5, 290±7.50,
and 447±8.50 ps for detection efficiencies of 10, 25, 50, 75, and 100 % , and they
are displayed in Figure 4.9.b. The significant degradation in timing performance as
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Figure 4.9: Illustration of the different energy ranges used to determine how timing
performance changed with different detection efficiency values is shown in (a). In
(b), the timing resolution of the ZnO:Ga detector after the reference scintillator’s
uncertainty was subtracted for different values of detection efficiency is shown.
a function of detection efficiency is due to the use of a leading edge time pickoff
in this situation where the scintillator’s extremely fast response leads to significant
amplitude walk. Figure 4.10 shows pulses from the ZnO:Ga detector for an event
characterized by 37 detected photons, where the signal amplitude was -760 mV. Also
shown is the pulse for another event with 104 detected photons and a signal amplitude
of -1.83 V. It was observed that changes in light collection as small as 67 detected
photons caused amplitude variations in the waveforms as large as 1 V. Normally, one
gates some experiment about a characteristic energy peak. In that situation, if the
scintillator’s energy resolution is reasonable, there are relatively small changes in pulse
amplitude, and the timing results obtained between a leading edge time pickoff and
a constant fraction time pickoff are essentially equivalent. However, looking at the
energy spectrum in Figure 4.9.a, this is not the case. Therefore, it was decided it was
best to use a CFD for timing measurements with large windows with ZnO:Ga samples
not exhibiting a characteristic energy peak, and the data set was re-analyzed using
all events and a CFD time pickoff where the fraction used was 0.2 and the delay time
was set equal to the rise time of the signal at 750 ps. The timing resolution obtained
after subtracting the contribution of the reference detector for that case was measured
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to be 64±8.0 ps. Therefore, when using a CFD time pickoff with these settings, a
timing resolution less than 100 ps was measured for a detection efficiency of 100% .
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Figure 4.10: Two pulses from the ZnO:Ga detector for events with light collection
of 37 photoelectrons and 104 photoelectrons. Significant amplitude variations were
observed for small changes in light collection.
4.2 Position Response with ZnO:Ga Films
With the achievable timing resolution of ZnO:Ga films quantified, it was then
necessary to determine what position performance would be achievable. First
simulations were performed for a ZnO:Ga sample deposited onto a sapphire window
that was optically coupled to the H9500 light guide design shown in Figure 2.11 and
H9500 PSPMT. The simulation results showed that in order to be able to resolve
each reconstructed pixel with reasonable contrast, a sapphire window thickness of 0.5
mm had to be used, as was previously determined in Section 2.4.1. Since this is not
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a realistic window thickness, it was determined that the H9500 light guide could not
be used in this way.
X Axis (mm)
Y
 A
x
is
 (
m
m
)
 
 
!10 !5 0 5 10
!10
!5
0
5
10
0
1
2
3
4
5
6
7
8
!10 !5 0 5 10
0
100
200
300
400
500
Position (mm)
(a) 
(b) 
Figure 4.11: Simulated flood field for an average of 50 detected photons when a 0.5
mm thick sapphire window was coupled to a segmented light guide optimized for a
H9500 PSPMT is shown in (a). The projected flood field for the same simulation is
shown in (b).
The possibility of reading out a ZnO:Ga sample deposited onto a sapphire window
with a continuous spatial response was also explored with simulations. Figure 4.12.a
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shows the simulated flood field for 40,000 alpha interactions in a ZnO:Ga sample
deposited onto a 2 mm thick sapphire window that is directly coupled to a H9500
PSPMT. Significant nonlinearities were observed near the edge regions due to the
decreased photostatistics from the ZnO:Ga sample. A calibration curve created
according to the procedure in Section 2.4.2 is shown in Figure 4.12.b, and the
calibrated flood field is shown in Figure 4.12.c. The calibration procedure corrected
the nonlinearities in the monolithic response, and a comparison between the projected
flood fields with and without the correction is shown in Figure 4.12.d. The position
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Figure 4.12: In (a), the simulated flood field for a monolithic response is shown.
The calibration correction for actual versus reconstructed position of interaction is
shown in (b), and the corrected flood field is displayed in (c). A comparison between
the raw and corrected projected flood fields is shown in (d).
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resolution after the calibration procedure had been performed was determined by
calculating the squared residual difference between the actual and reconstructed
positions of interaction over the simulated detector area. The equation used to
calculate the residuals was
R =
√
(Xactual −Xreconstructed)2 − (Yactual − Yreconstructed)2 (4.3)
The spatial distribution of the calculated residuals is shown in Figure 4.13. Only one
quadrant of the simulated detector area is shown, as for in the case of the simulation,
the remaining quadrants would have an equivalent position performance. The position
resolution was calculated from the simulation data was found to be less 1 mm for
over 80% of the simulated detector area. However, the position resolution degraded
significantly to values of 2 mm near the edge regions of the detector area.
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Figure 4.13: Spatial distribution of the position resolution for the simulated detector
area after the position response had been corrected with a calibration procedure. The
position resolution was calculated from the squared residual response in according to
(4.2).
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Chapter 5
Evaluation of a 4H-SiC Prototype’s
Suitability for Application in D-T
Neutron Generators
Information within Section 5.2 has been published under the title,
”Characterizing the Timing Performance of a Fast 4H-SiC Detector
With an 241Am Source,” X. Zhang, J. W. Cates, J. P. Hayward, G.
Bertuccio, D. Puglisi, and P. A. Hausladen, IEEE Transactions on
Nuclear Science, vol. 60, no. 3, pp. 2352 - 2356, June 2013. c© IEEE
2013. The contribution to that work presented within this dissertation is
the experimental measurement of the timing performance of the 4H-SiC
prototype detector.
129
5.1 4H-SiC Detector
Silicon Carbide was identified as an attractive alternative to scintillation detectors
for a potential detection medium for the associated alphas from D-T fusion because
of the material’s [78, 79]:
• Fast saturation velocity of 2x107 cm/s at 300 K, which is twice as fast as intrinsic
silicon. This fast saturation velocity facilitates extremely fast charge collection
times for small active elements.
• Large bandgap of 3.27 eV, making it insensitive to visible light.
• High atomic displacement threshold energy of 22-35 eV, making it capable of
operating in harsh radiaiton environments.
• Ability to be operated in extremetly high temperatures. In [78], a SiC detector
was operated at 200◦C with negligible performance changes, and in [79], an SiC
detector was operated at 700◦C. Therefore, a SiC detector should be able to
withstand the intense baking procedure to prepare the static vacuum of D-T
generators (350◦C for several days).
A pixelatd 4H-SiC prototype detector produced by the Polytechnic Institute of
Milan is shown in Figure 5.1.a. The design is a 4 x 4 array of 400µm x 400µm 4H-
SiC pixels with 40µm spacing, and a cross-sectional view of the 4H-SiC detection
medium is shown in Figure 5.1.c. This prototype was developed to assess the timing
performance of SiC. A previous work [80] inferred a fast timing performance for SiC
based its pulse shape(<500 ps fall time), but a quantitative assessment of achievable
timing performance was necessary to determine suitability for associated particle
imaging. Results from an initial test of pixel uniformity due to alpha irradiation from
an 241Am source are shown in Figure 5.2. The initial test showed that the SiC array
had excellent pixel-to-pixel uniformity of response and a very fast rising time of 750
ps.
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Figure 5.1: Illustration of the design of the prototype SiC detector (a). Layout of
the SiC prototype pixels (b). Cross-sectional view of the SiC detector (c). c©IEEE
2013
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Figure 5.2: Measured signal uniformity across all pixels of the SiC prototype. The
rise time and standard deviation in the rise time are shown in (a), and the amplitude
and standard deviation in that amplitude form the alpha irradiation is shown in (b).
[4]
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5.2 Timing Resolution Measurement
The timing resolution of the SiC detector was measured with an experimental setup
shown in Figure 5.3. Here the elements of the experimental setup are not to scale, and
the distances between different components of the setup are exaggerated for clarity.
In reality, the geometry was kept as closte together as physically possible. A 300 µCi
241Am source was used for the experiment because only the output from one pixel
was used in the measurement. Due to the small pitch of a single pixel, the angle
subtended to the source geometry is extremely small, and this very active source
allowed a timing resolution measurement to be made within a reasonable time frame.
From the similarity of response from channel to channel for the SiC detector shown
in Figure 5.2, it was also inferred that the achievable performance for each channel
should be the same. The thickness of 241Am needed to produce this activity causes a
considerable amount of energy straggling due to self-absorption in the source material,
and the distribution of alpha energy for this source was measured to be 3.6±1 MeV.
As described in Chapter 3.2, the thin-film reference scintillators were designed to leave
about 3.1 MeV of energy to alphas starting at 5.5 MeV. Therefore, this decreased
alpha energy from the more active source caused the mean energy deposited in the
SiC pixel to be less than 1 MeV. The output from the SiC signal was amplified with a
ORTEC VT120 1 GHz bandwidth preamplifier, which amplified the signal by a factor
of 100. The signals from teh VT120 and the two 1 inch PMTs were connected to three
separate Acqiris DC282’s. The three digitizer cards’ were used in tandem such that
each signal could be digitized at 8 GSa/sec. The signal from the SiC detector was used
as the digitizer trigger, as any signal seen from the detector must correlate to signals
from the 1 inch PMTs, since alphas had to pass through the thin film scintillator to
reach the SiC detector. The trigger threshold was set at 32 mV, corresponding to a
590 keV alpha deposition. Collected data was processed the same way as described
in Chapter 2.3, but a CFD time pickoff with a 0.2 fraction and 750 ps delay was used
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for the SiC waveforms. The energy deposited in each of the three detectors is shown
in Figure 5.4.
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Figure 5.3: Experimental setup to quantify the timing resolution of the SiC detector.
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Fig. 6. Energy spectra of alphas obtained by the SiC detector and two
reference photo-sensors.
the signals obtained from the SiC detector and the two PMTs.
The signal coming from the SiC detector exhibits a very
fast rise time which means that fast timing resolution can be
expected. Additionally, compared with the PMTs’ signals, it
has a shorter decay time. Considering the very fast signal,
the SiC detector can be operated at a higher counting rate
compared with the thin-film plastic detector.
The energy spectra of alphas detected by the SiC detector
and the two reference photo-sensors are shown rootin Fig. 6.
Due to both the self-absorption and the energy loss in the gold
coating, air and the thin-film scintillator, the energy spectrum
of alphas detected by the SiC detector shows a continuous
distribution. Such a dynamic energy range for incident alphas
causes a time-of-flight ( TOF ) uncertainty, which further de-
grades the measured timing performance compared to what
it would be for a monoenergetic alpha incident upon the
SiC detector. To quantify this influence, the geometry of the
experimental setup depicted in Fig. 2 was simulated with a
Geant4-based Monte Carlo program [24], [25]. The simulation
results show that for two different energy cuts of the SiC
detector, 590 keV and 950 keV ( see Fig. 6 ), the TOFs between
the thin-film scintillation detector and the SiC detector are
expected to be 122±59 ps and 114±38 ps, respectively.
During the data analysis, the raw digitized data were first
fit with a full cubic spline function, producing data points
every 10 ps along the pulse. Then a digital constant-fraction
zero-crossing timing pickoff technique was implemented. For
best results, the delay time and constant fraction were chosen
as 1.5 ns and 20%, respectively. With this technique and en-
ergy cuts ( 2.1MeV≤E≤2.7MeV for the two reference photo-
sensors and 950 keV for the SiC detector ), the coincidence
resolving time ( CRT ) of the two reference photo-sensors is
339±6 ps, while the CRT of one photo-sensor and the SiC
detector is 267±12 ps ( see Fig.7 ). Since the amplitudes and
the leading edges of signals from both reference photo-sensors
were almost the same, we assumed that both photo-sensors
had the same timing resolution. The timing resolution of an
individual reference photo-sensor can be obtained by dividing
the CRT by
√
2. Thus, the timing resolution of one refer-
ence photo-sensor is 240±4 ps. Using the principle that the
timing uncertainties add in quadrature, the timing resolution
of the SiC detector was calculated to be 117±11 ps. For the
case of a 590-keV energy cut for the SiC detector and a
2.1MeV≤E≤2.7MeV energy cut for the two reference photo-
sensors, using the same timing pick-off technique, a timing
resolution of 183±10 ps is obtained. Since the TOF uncertainty
will degrade the measured timing resolution, one can expect
that the detector’s intrinsic timing resolution is better than
117 ps for the case of the energy cut at 950 keV for the SiC
detector.
To better understand the degradation in timing as the
threshold was lowered, the 2D distribution of the rise time of
the alpha signals vs. alpha energies ( see Fig. 8 ) was obtained
by analyzing the experimental data. Fig. 8 shows that the rise
time of low amplitude signals has a larger spread compared
with that of high amplitude signals. This is due to time walk.
To quantify these values, rise times of signals for the two
energy cuts ( 0.590MeV≤E≤0.950MeV and E≥0.950MeV )
were calculated. They are 795±134 ps and 814±89 ps, re-
spectively. In this situation where the rise time of the pulse
can change, even the constant fraction timing method used
in the data analysis cannot eliminate the contribution to the
timing resolution uncertainty caused by the rise time walk
[26]. Based on these results, it can be concluded that the
rise time uncertainty ( 134 ps and 89 ps ) is the main reason
that timing performance is degraded as energy decreases.
Additionally, one can expect that better timing performance
should be achieved when using the SiC detector to detect the
D-T alphas, which should be expected to have lower energy
dispersion.
IV. CONCLUSIONS
In conclusion, a 4×4 pixel SiC detector was developed and
studied experimentally. To characterize and absolutely measure
its timing resolution, a setup based on a thin-film plastic
scintillator was developed. With this system, very good timing
resolution of 117±11 ps was obtained. All things considered,
!"# !"$# % %"%# %"# %"$# & &"%# &"#
'
!''
%''
&''
(''
#''
)''
$''
*+,-./.01
2
3-
4
5
-0
67
.
!
!
!"#$%&%'()*+'%,-%
.'%&%/01123%
Fig. 7. The distribution of coincidence resolving time between the SiC
detector and one reference photo-sensor.
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The CRT measured between the reference scintillator and the SiC prototype is
shown in Figure 5.5. The measured CRT was 267±12 ps, and th timing resolution
for the reference scintillator was measured to be 240±4 ps with the 300 µCi source.
Therefore, the measured timing resolution of the SiC prototype was 117±11 ps. The
measured timing performance of the SiC prototype is a factor of 4 improvement
relative to the first-generation YAP:Ce based design. Also, the 400 µm pitch of the
SiC pixels allows for excellent spatial resolution. The demonstrated performance of
the SiC detector makes it suitable for APD applications. However, its geometry must
be scaled to a reasonable volume before implementation in a D-T generator.
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Figure 5.5: CRT of the timing measurement between the SiC prototype and thin
film reference detector. c©IEEE 2013
This first design prototype SiC detector was used to determine timing perfor-
mance, but its PCB board and other components would not withstand the baking
134
process for D-T generators. For this reason, a second prototype was developed on
a ceramic board which can theoretically withstand this bake-out. Figure 5.6 shows
both prototype designs.
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Figure 5.6: SiC prototype detector mounted to PCB board (a). High temperature
resistant SiC prototype detector (b).
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Chapter 6
Conclusions and Outlook
6.1 Summary of Work Performed
This dissertation presents the first in-depth investigation into improvements in the
position and timing resolution of alpha detectors for use in associated particle imaging.
Previous works have developed functioning alpha detectors to begin investigations
into the application of D-T neutron generators into treaty verification, arms control,
nuclear and homeland security, and border security scenarios. As the capabilities of
fast neutron imaging systems have progressed to include accurate, three-dimensional
reconstructed geometries of inspection objects and closed containers, a demand
for associated particle detectors with excellent position and timing resolution has
arisen. Proof-of-concept work to develop fission density imaging modalities through
tomographic reconstruction of multiple projects through objects containing shielded
SNM also highlighted the value of developing scatter imaging modalities [1]. These
modalities facilitate constructing images of inspection objects with a single measured
projection, significantly reducing acquisition time. This generates interest in scalable
fast neutron systems with shorter acquisition times for a variety of inspection
scenarios. Scatter modalities require excellent system position and timing resolution
to calculate and reconstruct positions of interaction within inspected objects, as
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the accuracy of time-of-flight information becomes crucial. The alpha detector
uncertainty in position and time of interaction is a subcomponent of system
performance, and it therefore had to be investigated to identify new research avenues
to overcome the engineering challenges associated with improving the performance of
alpha detectors within the sealed vacuum of D-T generators.
The first-generation associated particle detector developed by the NMDC group at
ORNL demonstrated a linear position response with 1.52 mm position resolution for
a segmented light guide optimized for a Hamamatsu H9500 PSPMT. Measurements
shown in Section 2.3.3 demonstrate that a timing resolution of approximately 500
ps is achievable with available photostatistics. The 500 ps timing performance and
1.52 mm position resolution of the first generation alpha detector was not the most
limiting factor on APNIS’ system angular and timing resolution, and it would not
entirely prohibit the exploration of proof-of-concept scatter imaging with the system.
However, this exact design was optimized to its fullest extent by the NMDC group,
and new detector developments were necessary to produce a next generation detector
with improved performance for increased image quality across all available imaging
modalities. Section 2.4 noted that the Schott 75C fiber optic plate’s incorporation
into the detector design contributed to a significant amount of light loss in the detector
geometry. This, combined with the fact that its original intention was to preserve the
origin of light produced in the scintillator and less than 35% of light is collimated by
its fiber optic channels made it a clear starting point to begin an investigation into
improved light collection in a future design. Although using a sapphire window in
place of the fiber optic plate increased light collection by 50%, a window with a 2 mm
thickness produced significant spreading of the scintillation spot-size before reaching
the segmented light guide, degrading the position performance and folding pixels
together in the reconstructed position response. However, simulation work showed
that use of a continuous spatial response with a sapphire window could produce
a detector position resolution less than 0.5 mm. Furthermore, the problems with
nonlinearities in the detector’s reconstructed spatial response near the edge of its
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active area were corrected with a calibration. Both of these assertions were verified
through experimental measurement, and a position resolution at least as good as 0.5
mm was demonstrated. The light collection in this case was improved by more than
a factor of two.
Improvements in detector performance were also explored through increasing the
light extraction out of the thin YAP:Ce scintillator via surface modification at its
exit boundary. Initial results obtained for a small surface taper showed promising
results that motivated further efforts to increase the magnitude and uniformity
of the taper by precision machining pyramidal microstructures into the crystal.
The precision machining was performed on two separate crystals, and their surface
profiles were characterized in detail. For the best case, a factor of 4.8 increase
in light collection was measured. The etched crystals were modeled with detailed
light transport simulations, and good agreement was found between measured and
simulated values, validating the conceptual understanding behind the large increases
in light collection with this technique. While the large spread in the scintillation
spot size due to the surface pattern prohibited a direct implementation into the
first-generation design with a segmented or continuous spatial response, Section 3.3.3
shows how the technique can be applied to a pixelated YAP:Ce array. Light transport
simulations showed that switching from a monolithic YAP:Ce scintillator to an array
forces the scintillation light to be focused from a spot size equivalent to the dimension
of the pixels within the array and simultaneously preserves the light collection increase
with the surface modification. With a design of this type, a position resolution
0.5 mm is possible and a timing resolution approaching 200 ps is achievable. A
timing measurement for the etched YAP:Ce crystal showed that the performance was
improved to 216±14.0 ps FWHM, more than a factor of two improvement over the
first-generation design.
Another scintillator common to associated particle detector designs is ZnO:Ga.
This direct band gap semiconductor-scintillator’s fast time response is well known,
but very few published values of achievable timing resolution were found for this
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scintillator. Therefore, a careful investigation was undertaken to quantify exactly
what is achievable with commercially available ZnO:Ga films used in D-T neutron
generators. Achievable timing resolution was precisely quantified with the thin film
reference scintillator technique, and a timing resolution of 52.5±10.0 ps was measured
for an energy window of 50±5 detected photons. This measured timing performance
had not been previously established in prior works [72, 73]. Additional simulations
in Section 4 also showed that despite the low number of available photostatistics, a
position resolution less than 1 mm can be achieved with a ZnO:Ga scintillator with a
continuous spatial readout, for over 80 % of the active area of an H9500 PSPMT. The
timing performance of a pixelated, 4H-SiC prototype detector was also measured to
assess its suitability as an alpha detector in D-T generator applications. This material
exhibits a particularly fast saturation velocity, and a timing resolution of 117±11.0
ps was measured.
Table 6.1 summarizes the possible prototype detectors that have been investigated
in this dissertation work. For each prototype design, the measured, simulated, or
calculated position and timing resolution is presented along with an estimation on
how readily available that particular design is for implementation as an associated
particle detector for D-T generators. A detector design based on a continuous spatial
response and a sapphire window as the D-T generator’s optical medium would be
immediately implementable as an associated particle detector. The design introduces
no unique challenges for sealing the generator’s vacuum, and its geometry allows for a
factor of 2 improvement in light collection relative to the first-generation design. The
measured position resolution for such a design is at least as good as 0.5 mm, a factor
of 3 improvement over the H9500 light guide geometry. While the achievable timing
resolution with this design is larger than the desired value of <200 ps, it is small
enough for scatter imaging modalities to be explored. A high temperature optical
epoxy that can withstand 315◦C temperatures has also been recently brought to the
attention of the Radiation Instrumentation Research Group at UT [64]. If it is possible
for the D-T generator bake-out to be lowered below this value, this may be a possible
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Table 6.1: Performance summary of possible prototype designs investigated with
this dissertation work.
Prototype Position Timing Outlook
Design Resolution (mm) Resolution (ps)
First Generation Detector 1.52 478±48.0 In Use
Continuous Spatial Response <0.5 415±5.00* Immediate
Continuous Spatial Response + Grease <0.5 215† Near Term
Pixelated and Etched YAP:Ce 0.5 216±14.0 Near Term
ZnO:Ga Design <1‡ 52.5±10.0 Near Term
4H SiC Design 0.44 117±11.0 Far Term
*Performance measured with an alpha energy deposition <3 MeV
†Calculated from photostatistics according to Section 2.1
‡For center active area of a H9500 PSPMT, corresponding to 80% of active area
optical medium that could be placed between the scintillator. For this case, light
collection could be further improved to >1000 detected photons, allowing the timing
resolution with that design approaching 200 ps. A prototype design with a pixelated
YAP:Ce scintillator with a uniform surface taper at the exit boundary should be
considered a near term implementation, as a bonding epoxy would need to be used to
hold the array together with aluminum reflectors. The high temperature epoxy could
provide such a bonding agent, but no optical properties are available for this epoxy.
Further work should be done to measure the flood field, position profile, and timing
performance from a proof-of-concept array using this epoxy to hold it together. All of
this, of course, works under the assumption that the bake-out preparation of the D-T
generator might be able to be lowered to a temperature suitable for this bonding agent.
A ZnO:Ga detector with a continuous spatial response should also be considered a
near term implementation. The position resolution was only able to be simulated in
this work, as a ZnO:Ga fluor deposited onto some window or viewport and integrated
into a custom vacuum flange was not available. The achievable position performance
should be verified with experimental measurement in future works according to those
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outlined in Section 2.4.2. Finally, while the SiC prototype has excellent position and
timing performance, and larger arrays could be created, the electronic feedthrough out
of the D-T generator’s vacuum is a problem that must be overcome. A vacuum flange
with a few electrical feedthroughs is not generally an issue, but as the number of pixels
or channels increases, so must the number of these feed-throughs. Additionally, some
custom electronic readout must be developed to handle the large number of channels
that will exist for a scaled design. For example, scaling the number of SiC detector
channels to an area equivalent to a 2 inch diameter scintillator would require more
than 1000 channels of readout.
6.2 Emerging Technologies with Potential Benefits
for Associated Particle Detectors
Throughout this research, some emerging technologies and techniques were identified
to have potential impact on the performance of associated particle detectors.
Presented here is an outlook on how some of these technologies might improve the
performance of associated particle detectors.
6.2.1 Photosensors with Increased Quantum Efficiency
Super and ultra-bialkali photocathodes are becoming availabe on a wider selection
of photomultiplier tubes. These photocathode types exhibit increased quantum
efficiency from approximately 25% for a standard bialkali photocathode to 35%
and 45% for super and ultra-bialkali types, respectively. The peak QE for these
new photocathode types are around 350 nm, which is close to the peak spectral
emission for the YAP:Ce and ZnO:Ga scintillators investigated with this work. These
photocathode types are now available on a few small area, 2 x 2 channel, PSPMTs.
As they become available on larger area PSPMTs (like the H9500), these detectors
can replace the standard bialkali photocathodes in the detector designs shown for
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this work to further increase performance with better light detection. Alternatively,
silicon photomultipliers (SiPMs) are available in multi-channel arrays, and they also
have increased QE over standard bialkali photocathode technology. The Hamamatsu
S11064 series MPPC, for example, offers a 4 x 4 channel array with a QE of
approximately 35% at the peak emission of YAP:Ce and 45% for ZnO:Ga [81]. These
photosensors have been researched extensively over the past few years due to the
molecular imaging community’s interest in their implementation in TOF-PET/MRI
systems, since they are insensitive to magnetic fields. The timing performance of these
photosensors can be inhibited by their extremely large dark count rate, increased
optical cross talk, and after-pulsing, but excellent timing performance has been
achieved with large area SiPM arrays connected to high bandwidth preamplifiers
[82, 83]. It is simple enough to assert that photosensors with increased QE
will facilitate increased light detection and therefore better detector performance.
However, these photosensors already are or should become commercially available in
the near future. Future work with SiPM arrays could potentially demonstrate timing
performances better than those measured for the designs presented in Table 6.1.
6.2.2 Increased Light Extraction from Scintillators with
Photonic Crystal Techniques
Photonic crystal techniques applied to inorganic scintillators could have a large
potential benefit to scintillator-based associated particle detector designs. As
mentioned in Section 3.1.1, photonic crytsals work by creating a periodic dielectric at
the exit interface of the scintillator by introducing surface patterns on the nanometer
scale. This new dielectric creates real probabilities for light to be refracted out of the
scintillator at angles greater than that for total internal reflection. A recent work has
shown that the light extraction from LYSO, BGO, LuAP, and LuAG:Ce scintillators
that are air coupled can be improved by about a factor of two with optimized photonic
crystal pattern at their exit boundaries. While this increase is considerably smaller
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than that reported within this dissertation for the uniform surface taper technique,
a factor of two improvement in light extraction is a massive improvement. The
success of a number of works that has been driven by a growing interest from the
medical imaging community in this method to improve light extraction has expedited
the technology’s development. Each year since the technique was first proposed,
significant improvements in the understanding of fabricating the photonic crystal
patterns onto scintillators has been demonstrated. In fact, one work even showed the
possibility of fabrication with something as simple as a ”stamping” procedure [84].
While the application of photonic crystal techniques to inorganic scintillators is still
a maturing technology, it can be expected that its full benefit with be reached and
become readily available within a short time.
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