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Abstract	
Complex dynamical networks (CDN) can be applied to many areas in real world, from 
medicine, biology, Internet to sociology. Study on CDNs has drawn great attention in recent 
years. Nodes in a CDN can be modelled as systems represented by differential equations. 
Study has shown that fractional order differential equations (DF) can better represent some 
real world systems than integer-order DFs. This research work focuses on synchronization in 
fractional CDNs.  A literature review on CDNs with fractional order has summarized the 
latest works in this area.  Fractional chaotic systems are studied in our initial investigation.  
Fractional calculus is introduced and the relevant fundamentals to model, describe and 
analyse dynamical networks are presented. It is shown that the structure and topological 
characteristics of a network can have a big impact on its synchronizability. Synchronizability 
and its various interpretations in dynamical networks are studied.  
To synchronize a CDN efficiently, controllers are generally needed. Controller design is 
one of the main tasks in this research. Our first design is a new sliding mode control to 
synchronize a dynamical network with two nodes. Its stability has been proven and verified 
by simulations.  Its convergence speed outperforms Vaidyanathan’s scheme, a well-
recognized scheme in this area. The design can be generalized to CDNs with more nodes.  As 
many applications can be modelled as CDNs with node clustering, a different sliding mode 
control is designed for cluster synchronization of a CDN with fractional order. Its stability is 
proven by using Lyapunov method. Its convergence and efficiency is shown in a simulation. 
Besides these nonlinear methods mentioned, linear control is also studied intensively for the 
synchronization.  A novel linear method for synchronization of fractional CDNs using a new 
fractional Proportional-Integral (PI) pinning control is proposed.  Its stability is proven and 
the synchronization criteria are obtained. The criteria have been simplified using two 
corollaries so the right value for the variables can be easily assigned. The proposed method is 
iv  
compared with the conventional linear method which uses Proportional (P) controller. In the 
comparison, the mean squared error function is used. The function measures the average of 
the squared errors and it is an instant indicator of the synchronization efficiency. A numerical 
simulation is repeated 100 times to obtain the averages over these runs. Each simulation has 
different random initial values for both controllers. The average of the errors in all the 100 
simulations is obtained and the area under the function curve is defined as an overall 
performance index (OPI), which indicates the controller’s overall performance. In control, 
small overshoot is always desired. In our work, the error variation is also used as a measure.  
The maximum variation from the average of 100 simulations is calculated and compared for 
both methods. With all the statistical comparisons, it is clear that with the same power 
consumption, the proposed method outperforms the conventional one and achieves faster and 
smoother synchronization.  
Communication constraints exist in most real world CDNs. Communication constraints 
and their impact on control and synchronization of CDNs with fractional order are 
investigated in our study. A new adaptive method for synchronizing fractional CDN with 
disturbance and uncertainty is designed. Its stability is proven and its synchronization criteria 
are obtained for both fractional CDN with known and unknown parameters. Random 
disturbance is also included in both cases. Our results show that the new method is efficient 
in synchronizing CDNs with presence of both disturbance and uncertainty. 
Keywords: complex dynamical networks, synchronization, fractional order systems, 
fractional derivatives and integrals, complex dynamical networks with fractional order, 
Proportional Integral controller, cluster synchronization, pinning control, stability analysis, 
synchronizability. 
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Chapter	1. Introduction	
Complex dynamical networks/systems exist everywhere. Many natural and artificial 
systems such as social networks [1, 2, 3, 4], metabolic, Internet, worldwide web and power 
network are complex dynamical networks. In recent years complex dynamical networks have 
been studied extensively in theory and applications. 
In our daily life, many things we see or use can be modelled by complex dynamical 
networks. The study of complex dynamical networks can be applied to Internet, worldwide 
web, engineering, social science, biological networks and etc. A complex dynamical network 
consists of nodes and edges, which connect the nodes with homogeneous or heterogeneous 
dynamics together. Each node can be modelled as a chaotic dynamical system. Many 
networks in real world share some common properties and structure such small world and 
scale free properties [3, 5]. Therefore, a study on one dynamical network model can be 
applied to many application areas.  Early works on dynamic networks can be found in many 
areas. A study on biological systems using network models was aimed to understand the 
organisation and evolution of the biological units [6]. By studying social networks, obtained 
an interesting finding on spreading of disease and techniques for controlling them [7]. 
Studying the web has enabled researchers to develop efficient algorithms for navigation and 
search in the web [8].  
ER random network is one of the oldest network models studied by Erdős and Rényi [9, 
10, 11]. In ER random networks, each pair of nodes is connected with a certain probability. In 
this model, nodes are connected to other nodes with a probability, which follows Poisson 
distribution. Random network model has the small world characteristics.  The average 
shortest path length is proportional to the logarithm of the number of nodes in these networks. 
The disadvantage of this model is that it has low clustering coefficient, which is the tendency 
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of nodes to communicate with their neighbours. For example in social networks, clustering 
coefficient is people’s desire to make friends with their friends’ friends and it is usually high. 
Adopting random graph in real world network modelling, Watts and Strogatz presented a new 
graph model with random structure [12]. Watts and Strogatz showed that this network has the 
characteristics of the small world with a high clustering coefficient. In this model, nodes 
degree distribution follows Poisson model.  
In 1999, Albert and Barabási presented a new model for the network, which follows 
power-law degree distribution [13]. They called this model a Scale-Free network. They tried 
to use this model to simulate the process of real network formation. This model shows more 
characteristics of the small world and has higher clustering coefficient than a regular graph. 
One of the simplest and intrinsic features of free-scale networks is the heterogeneous 
distribution of their links. The heterogeneity of the network is directly related to the 
resiliency against attacks. Many of the scale-free networks in real world are resistant to 
random errors but vulnerable to targeted attacks. One of the main goals for studying the 
complex network topology is to understand the impact of network structure on its 
performance, and hence to find effective ways to improve network performance.  
Leonard Euler, a famous Swiss mathematician studied the first network problem, i.e. the 
Königsberg Bridge problem in 1736. At that time, people in the town wondered whether it 
was possible to start at some location in the town to travel across all the bridges exactly once 
and return to the starting point. Leonhard Euler solved this problem modelling a network with 
complex topology by a random graph. His solution, published in 1736, is the first published 
paper in graph theory. Euler proven the impossibility of existence of a single path that crosses 
all seven bridges exactly once. The Seven Bridges of Königsberg, Prussia is now called 
Kaliningrad and is part of the Russian republic.  
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To understand behaviours of a complex system, we first need to know the topology of 
the corresponding network. Topological information is crucial in formulating realistic 
mathematical models of complex networks. An appropriately identified topology of a 
network can show the characteristics of the structure. This is an important step, because 
structure always affects the performance and the behaviour of a dynamical network, 
especially for complex one, which can only be interpreted by analysing its intrinsic 
interactions among the massive number of individual elements. Many researches have 
addressed common problems concerning how the network structure affects the complex 
network dynamical behaviours. For example, a scale-free network is inhomogeneous 
intrinsically. It means that most nodes have very few connections, while only a small number 
of nodes have many connections. This feature of inhomogeneous makes a scale-free network 
error tolerant but vulnerable to attacks [1, 2, 3, 8, 12]. 
Many complex systems have an underlying network structure such as computer, social 
and biological networks. Some of aforementioned networks contain sub-categories. For 
example, all food webs (chains), gene networks, protein interaction networks, and signal 
transduction networks are considered as a sub-category of biological networks. Fig. 1.1 
shows an example of complex network in microbiological science. It is a map of yeast protein 
interactions. Red colour indicates the essential proteins, yellow colour indicates the growth-
effecting proteins, and green is non-essential proteins. Another example of complex networks 
is computer networks (Fig. 1.2). Terminal systems are connected together and construct a 
large network of nodes which can be computers or other devices. 
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Fig. 1.1. Map of yeast protein - protein interactions 
  
Fig. 1.2. Overview of computer network: an example of a complex network 
Nowadays, many important problems in engineering, biology or even sociology can be 
exemplified in complex networks categories. Advances in using of complex network 
techniques in different science fields have been witnessed in the past few years. The number 
of studies on complex dynamical networks, which can solve real world’s problems, is 
increasing significantly. Examples are dynamics and topology structures [1], small-world and 
scale-free characteristics [2], fragility and robustness [14], class of uncertain complex 
dynamical networks with multi-links [15, 16]; as well as synchronization problems for 
complex dynamical networks ranging from chemical and biological systems [17], social 
interacting species via directed networks [18] and coupled chaotic circuits and systems [19]. 
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1.1. Synchronization Overview 
Synchronization is a collective behaviour in nature and it was first studied by Huygens 
(1893) [20] in 17th century. In his work, two weakly linked clock pendulums are used to 
study the synchronization. Synchronization usually refers to the time correlated behaviour 
between two or more identical or different dynamical systems. In a network of nodes which 
have identical dynamical systems, the strong interaction among the nodes can eventually lead 
to synchronization by itself.  
However, a chaotic dynamical network may not achieve synchronization on its own and 
controllers are needed. However, adding controllers to all nodes is impossible in most of the 
cases. Pinning control [21, 22, 23] is a practical control scheme, which selects only a group of 
nodes to have controllers applied to. In pinning control, the node selection can be random, 
based on their maximum degree of distribution, etc. 
Synchronization exists widely in nature and social life. Therefore, the theory and 
application of synchronization problems have been widely studied in natural and social 
sciences. Synchronization phenomena are easily visible in nature, examples are simultaneous 
glow of fireflies on summer nights, frogs synchronous chorus, gradual synchronization of 
audience applause in the theatre, synchronization of brain neural networks, consistency of 
heart frequency and respiratory frequency, coupled laser synchronization, etc. [24, 25]. The 
research of synchronization phenomenon has a long history. It became a popular topic 
especially after the discovery of chaotic synchronization in 1990. Chaotic synchronization 
which has many applications is always the base in researches on synchronization of complex 
networks.  
There are many reasons and motives to achieve synchronization in many networks with 
chaotic behaviour. However, synchronization sometimes has harmful effects, such as the 
danger of synchronous vibration of a bridge when a large number of people cross the bridge 
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at the same time and the network congestion in Internet caused by routers sending large 
routing data simultaneously and periodically. The study of synchronization can also be useful 
to achieve de-synchronization in some applications.  
If a complex network’s status constantly changes, the network becomes a complex 
dynamical network (CDN) with each individual node is a dynamical system.  In a CDN, the 
network structure and the coupling relationships among all the nodes lead to its diverse 
dynamical behaviour. Synchronization in a CDN is a basic nonlinear phenomenon. The study 
of the synchronization behaviour of CDNs has become a hot topic in the field of complex 
network theory. Over the past 10 years, many researchers have explored network 
synchronization problems from different perspectives, such as constant synchronization, 
generalized synchronization, cluster synchronization, partial synchronization, etc. Our 
research covers both general synchronization and cluster synchronization.  
Existing studies show that complex network synchronization has very broad application 
areas such as nuclear magnetic resonance, wireless sensor networks, multi-robot 
coordination, etc. Different networks may require different types of synchronization. The 
diversified existing research includes network synchronization of special coupling structures 
or special nodes, adaptive synchronization, phase and frequency synchronization in physics, 
directed network synchronization, anti-synchronization, containment control and etc.  
Studies have shown that many practical complex networks still exhibit strong 
synchronization tendencies even in the case of weak coupling. More researches done on 
complex networks, many researchers have begun to pay attention to some significant issues: 
relationship of network topology and single node’s dynamical behaviour. How the 
topological characteristics affect the dynamic of nodes in the network; how difficult a 
specific type of network can be synchronized; can synchronization be achieved in the case of 
uncertainty of network parameters. Other issues has been studied by researches using CDN 
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synchronization theories such as: Organisation coordination and efficient management 
operations, avoiding harmful synchronization such as information congestion in the Internet 
or communication network, synchronization of two processes in the Internet, synchronization 
of periodic routing information, etc. However, due to various types of nodes in the network, 
and their dynamical behaviour, synchronization ability (synchronizability) and anti-
interference ability of these complex networks should be studied in order to better design and 
manage the actual complex network such as energy supply network, transportation network, 
information network, financial network, etc.  
The study of synchronization phenomenon on the CDNs has important theoretical 
significance and application value. In this research, CDNs research status and progress of the 
synchronization of these networks are introduced. 
1.2. Fractional-Order Complex Dynamical Networks 
In studying complex systems/networks and complex phenomena, traditional integer 
differential equation modelling was adopted early, but it could not deliver satisfactory results 
in some cases, especially in mechanics, biology, complex physics and brain neural networks. 
Researchers had to find better mathematical tools for modelling these systems/networks. 
Fractional calculus was tried and had shown some promising results. The fractional calculus 
phenomenon has attracted researchers’ attention for many years. In fact, the beginning of the 
fractional calculus research dates back almost 300 years ago. L’ Hospital mentioned the 1/2-
order differential in his letter to Leibniz in 1695. Since then, the study of fractional calculus 
has begun. The research on fractional calculus had been developed very slowly though. It was 
not until 1974 that the first book on fractional order was published [26]. Since then, there was 
an upsurge of the study on the theory of fractional calculus and it has found wide 
applications.  Works on fractional calculus can be found in some recent publications [27–32]. 
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A fractional-order dynamical system can be described by fractional differential equations 
with derivatives of non-integer order or non-integer order integral differential operators. In 
the last few decades, fractional order conception has already been intensively used in the 
fields of dynamical systems and control theories [33, 34, 35, 36].  
Fractional differential equations are also used in applications to describe complex 
networks of nodes with fractional order equations [37, 38, 39, 40]. Different pinning control 
approaches for fractional-order CDNs with different type nonlinear dynamics [41] could be 
applied to complex networks’ nodes.  
Generally, in controller design for synchronization of both directed and undirected 
complex networks, Lyapunov stability theorem is used to obtain some synchronization 
criteria [42].  In order to reach the control design objectives, it is required to identify 
unknown system parameters and network topologies in uncertain complex networks 
(uncertainty) [43]. Some techniques have been developed to identify system parameters and 
are used to update control parameters in complex dynamic networks applications. Research 
on synchronization of fractional CDNs by having robust control designs for different class of 
fractional CDNs, has just started and it still has a long way to go. It is the focus of this thesis. 
1.3. Thesis Contributions 
Our work and main contributions can be summarized as follows: 
1. Extensive literature review on synchronization of complex dynamical networks 
has been carried out.  Synchronizability of CDNs with fractional orders is 
studied. The impact of network structures on Synchronizability is analysed.   
2. Chaos synchronization is investigated and a new sliding mode controller is 
proposed to synchronize a simple chaotic system consisting of two nodes. Its 
stability is proven and the theoretical results are verified by simulations. This 
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design outperforms the well know Vaidyanathan control scheme [44] in 
convergence speed. The design is later generalized to a larger network with 
multiple nodes.   
3. Linear control methods for synchronization of CDNs with fractional order are 
studied. Based on the stability theory of fractional systems, the fractional 
proportional-integral (PI) controller is designed to achieve synchronization of the 
network. The new controller is applied to selected nodes in the pinning control 
adopted. The synchronization criteria are obtained and the stability is proven 
using Lyapanov method. The proposed controller performance is compared with 
conventional proportional (P) controller on the network with Lorenz oscillators as 
individual dynamical systems. In the comparison, the mean squared error 
function used measures the average of the squared errors and the measurement 
reflects the effectiveness of the synchronization. A numerical simulation is 
repeated 100 times to obtain the averages over these runs. Each simulation has 
different random initial values for both controllers. The average of the errors in 
all the 100 simulations is shown and the area under its curve is defined as an 
overall performance index (OPI) which indicates the controller’s overall 
performance. Furthermore, the maximum variation from the average of 100 
simulations is calculated and shown for both methods. Using the mentioned 
statistical methods, it is shown that with the same power consumption, the 
proposed method outperforms the conventional method in convergence speed and 
overshoot. 
4. Cluster synchronization of complex dynamical networks is studied and a new 
sliding mode controller is proposed to achieve the cluster synchronization. The 
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network stability is proven and the stability region is obtained. The results of the 
numerical simulations match the theoretical analysis well.  
5. Non-linear control methods in synchronization are studied; synchronization of 
fractional complex dynamical network in the presence of random disturbance is 
investigated. A new adaptive non-linear controller is proposed and applied to the 
network nodes to synchronize all following nodes to the drive node. Theoretical 
analysis and numerical simulations have verified the effectiveness of the 
proposed scheme.  
6. Adaptive control can change control parameters during the working system, so it 
is widely applied in the design of the controller especially when uncertainty is 
involved. A new adaptive fractional controller is proposed to synchronize 
fractional CDN with disturbance and uncertainty. The stability is proven in 
presence of random disturbance and parameters uncertainty. The numerical 
simulations show the new controller performance. 
In summary, this research is on complex networks with nodes having fractional 
dynamical behaviours. The study focuses on synchronization of the networks. Our work also 
extends to cluster synchronization of fractional order CDNs and synchronization of the 
networks under influence of disturbance and uncertainty.  Both linear and non-linear methods 
to synchronize fractional order CDNs have been studied and a number of controllers are 
proposed. The stability of fractional order CDNs is analysed using the second type of 
Lyapunov method and synchronization criteria are obtained. Numerical results from 
simulations have verified the validity of the theory developed.  Our proposed synchronization 
control methods have been compared to some other well-known methods and the results have 
shown that our methods outperform the existing methods on convergence speed and 
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overshoot. Some discussion on the possible extension of our works and some future works 
are also presented in this thesis. 
1.4. Thesis Organisation 
This thesis is organized in seven chapters highlighted in the following. 
• Chapter 2 includes an overview of complex networks, their applications in real world, 
fractional calculus and systems with fractional order. Dynamic of complex networks and 
chaotic systems are also introduced in this chapter. Different dynamical networks 
modelling and associated chaos systems are discussed. 
• Chapter 3 provides an overview on synchronization and control of CDNs. Interpretations 
for synchronizability of dynamical networks and the criteria for determining the stability 
of the synchronization manifold in dynamical networks are discussed. A newly designed 
sliding mode controller for synchronization of a simple network with two nodes and its 
numerical simulation results are presented. 
• Chapter 4 presents Synchronization of CDNs using linear controls such as Proportional 
(P) and Proportional-Integral (PI) control methods. A new control method based on PI 
controller is proposed and the results are compared with a conventional control method. 
• Chapter 5 gives a review of cluster synchronization and non-linear control methodologies, 
which are applicable on complex networks. A new cluster synchronization scheme based 
on sliding mode controller is proposed. 
• Chapter 6 discusses communication constraints such as disturbance and uncertainty in 
synchronization of CDNs with fractional order.  A new adaptive method for 
synchronization of fractional CDNs under communication constraints is designed. 
• Chapter 7 is a summary of all the works in this thesis. Some future works are also 
discussed.
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Chapter	2. Complex	dynamical	networks	with	fractional	order	
Since the 1980s, a rapid development of computer engineering and information 
technology has brought us into a network era. Before the advent of this new area, people had 
already lived in a world of various networks—such as communication networks, as well as 
biological and social networks. The increasing application of artificial and natural complex 
networks requires a more comprehensive understanding of their structure, nature, and 
functions. Furthermore, although various types of networks were previously categorized into 
distinct branches of science, today, all of them are also part of the theoretical branch of 
complex networks.  
In 1736, Leonard Euler, a great mathematician, was the first to study networks [45]. 
Specifically, Euler replaced a city map with a map showing only rivers, lands, and bridges. 
He then marked each part of the land with a point he called a vertex and each bridge with a 
line he called an edge (see Fig. 2.1). This math structure is called a graph. Euler’s work laid 
down the foundation of network science as we know it today. Subsequently, many scientists 
contributed to the development of this field. 
 
Fig. 2.1. Euler’s graph 
As the first step towards a deeper understanding of the dynamical behaviour of complex 
networks, fundamental elements of a complex network should be introduced. A network 
consists of two major elements: nodes and edges (links) that connect nodes to each other. A 
node in a network can be anything depending on the nature of the given network. On the 
Internet, for instance, nodes can be routers or sub-networks connected by some physical 
links, such as optical fibres [46]; in the World Wide Web (WWW), nodes can be web pages 
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joined by the so-called hyper-links [47, 48, 49]. In some metabolic networks, nodes can be 
substrates or bidirectional reactions connected through chemical interactions [50, 51]. In the 
scientific citation domain, nodes can be research studies, with links corresponding to citations 
among different papers [52]; likewise, in a scientific collaboration network, nodes can be 
researchers, while links are co-authorships [53]. Finally, in a social network, nodes can be 
individuals, organisations, or countries connected by social interactions [54].  
Most real-world complex networks have several common characteristics, or features, 
which have enabled the development of relevant methods to analyse most of those networks 
regardless of the actual content of any individual network. An interesting experience is that, 
sometimes, soon after meeting a stranger, one is surprised to find that they have a common 
friend in between. This is the so-called small-world network effect which is one of the 
common features among most of real world complex networks.  Indeed, we all are connected 
through a short chain of acquaintances. Specifically, the results of a simple experiment 
showed that six is the average number of acquaintances separating most pairs of people in the 
United States [1]. The impact of the discovery of these common features has been enormous. 
It has changed and enriched our understanding of the complex systems, leading to 
unprecedented theoretical and technical breakthroughs pertinent not only to natural networks, 
but also artificial ones, such as social networks. Therefore, establishing generic features that 
characterize the formation and topology of various complex networks and are applicable to 
any specific complex network is of a paramount importance. However, despite the extensive 
effort invested into the complex network science, the full list of such common characteristics 
of complex network systems is still to be discovered. Therefore, further exploration of 
network science is not only of a considerable theoretical significance, but also has an 
enormous potential for practical applications.  
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Complex network theories can provide a solid theoretical and technical foundation for 
the design and development of thriving technology and social networks. In particular, 
people’s lives and work become increasingly dependent on complex networks closely related 
to their social life. The Internet, World Wide Web, power networks, aviation networks, 
Internet-of-Things, food chain networks, among other networks, are therefore getting an ever-
growing scholarly attention. On August 18, 2003, a sudden blackout in North America caused 
a collapse of the entire power system and left parts of the United States and northern Canada 
in the dark overnight. Economic losses and social impacts of this incident were devastating. 
A cascade of power station failures caused the collapse of the entire power network. 
Preliminary analysis of the data from power networks demonstrated that such catastrophic 
events are related to the nature of the network, as well as to the inherent correlation between 
the structure and the functions of the network itself. Another incident worth mentioning here 
is the “love bug” virus that spread on the Internet on May 4, 2000, causing global economic 
losses equivalent worth over one billion dollars per day. In the second half of 2006, the 
ravages of “Panda burning incense” virus were no less dramatic than those of the “love bug” 
virus in 2000. To give an example from the biological domain, the pandemics of avian and 
swine influenza (H1N1) have also had dramatic consequences for the world population.  
In view of the above, complex network theories have to address several general 
concerns. For instance, how does a computer virus spread on the World Wide Web? What are 
the ways to control the spread of the virus? What effective countermeasures should be taken 
against hacker attacks? How can we design a network with strong resistance to unexpected 
failures and attacks? What should be done to maintain the balance of the currently 
deteriorating global ecosystem? How do infectious diseases spread through contact 
relationships in specific social networks? How can decision makers control these diseases to 
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minimize losses? Reasonable answers to these questions can be obtained only through a deep 
analysis of the underlying complex networks.  
To date, no consensual definition of complex networks has been proposed. Overall, the 
term “complex network” is used in reference to a large-scale network with a complex 
structure. From the mathematical point of view, complex networks are composed of a large 
number of nodes. Therefore, complex networks are complex [47] in the following five 
aspects: 
1) Dynamical behaviour of nodes: Each node belongs to a chaotic system. Node sets 
may belong to nonlinear dynamical systems; accordingly, considerable changes 
in node states over time can be observed; 
2) Node diversity in networks: Nodes in complex networks are diverse in essence 
and can, as discussed above, represent anything depending on the nature of the 
complex system they belong to. For instance, nodes in the WWW complex 
network can represent different web pages;  
3) Connection diversity: Nodes differ in terms of their connection weights and 
directionality. In other words, the coupling property between nodes is complex, 
as in nonlinear coupling;  
4) Temporal variability of topology of the network: This variability is manifested in 
the generation and disappearance of nodes or connections over time. For instance, 
web pages or links may appear or disappear at any time, resulting in continuous 
changes in the network structure;  
5) Complex structure: The number of nodes is huge, and the network structure 
represents a variety of different features. 
In previous researches on complex networks, three different approaches have largely 
been used. The first approach embraces empirical investigations of a large number of real 
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networks and their statistical characteristics [55–58]. The second approach pursues 
constructing a network based on evolution model that conforms to the statistical properties of 
real networks [59]. This approach allows for studying the formation- and internal structural 
mechanisms of networks. Finally, the third approach focuses on the dynamical behaviours of 
networks, with a particular emphasis on such aspects of networks as synchronizability, 
consistency, robustness, and control [59–63]. In view of the complexity of real network 
systems, the analysis of such systems requires a combination of multidisciplinary and multi-
technology approaches; this can be achieved by a synergetic combination of systems science, 
computer science, control theory, graph science, and operational research. 
Recent years have witnessed remarkable advances in all three research approaches 
outlined above [64], making complex networks an emerging research hotspot. For instance, a 
plethora of research papers on complex networks have been published in reputed journals 
such as Physical Review Letters. Furthermore, in July 2009, Science published the book 
entitled “Complex Systems and Complex Networks” that provides a basic overview of the 
complex network science and the main findings reported in the applied research in this area, 
highlighting some important progress venues, as well as the existing problems. Many 
scholars have also made outstanding work in the field of complex networks. The United 
States, Europe (e.g. “Rome Conference” of 2003), Asia (notably China, South Korea, and 
Singapore), and Australia have held a series of web conferences on complex networks. At  
international conferences in non-linear science, complexity science, and cross-disciplinary 
science, talks and presentation on complex networks have been placed at prominent positions, 
as well as consistently nominated as the most interesting and important conference 
contributions. With the ever-growing number of higher-level studies promoting network 
science, this trend appears to be persistent and can be reasonably predicted to shape the 
scientific landscape in the future. 
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2.1. Complex network applications 
One of the reasons underlying the current popularity of research on complex network 
systems is a wide variety of applications of those systems. Indeed, the application fields of 
complex networks include military, economic, communication, engineering, social, political, 
economic, and management fields. 
As discussed in the beginning of this chapter, the Internet can be seen as a network of 
computers and routers composed of several wired or wireless connections; these computers 
and routers are the nodes of the network, while the wired or wireless connections are the 
edges of the network. Other types of complex network systems focused on in previous 
research include information networks, social networks, highway networks, aviation 
networks, power networks, and numerous biological networks (e.g., gene regulatory 
networks, food chain networks, protein action networks, metabolic networks, neural 
networks, epidemiological networks, etc.) [15-18]. 
Research on complex artificial networks provides a better understanding of real-world 
complex systems, laying a theoretical foundation for designing networks with good 
performance. Furthermore, the theoretical results obtained from the research on complex 
networks are widely applicable to robotics, automatic control, biology, economy and 
computers.  For instance, further advances in the complex network theory can help solve 
various major problems of the computer network systems, such as the issues of network 
security and network congestion. Likewise, a theoretical conceptualization of the evolution 
law of a protein interaction network, which can be regarded as a group composition with the 
same or similar functions, can help understand the development of complex diseases. 
Furthermore, synchronous control research of complex dynamical systems can provide 
important theoretical support to solving persistent cooperative control problems of multi-
agent systems. Using several complex network theories, numerous studies have sought to 
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analyse the electric power network theories, including the analysis of the electric system’s 
vulnerability to threats, the resiliency of the system to reach a new stable position after a 
disturbance, as well as contingency or failure of one or more power stations. Studying the 
topology of the network and load distribution can ensure the resiliency of the whole network 
to accidental errors and targeted attacks. In summary, further research on complex networks, 
from different theoretical and methodological standpoints, has profound practical 
implications for further advances in social and technical fields. 
2.2. Dynamical network models 
A complex dynamical network (CDN) is a complex network with nodes having 
dynamical behaviours.  CDNs are ubiquitous in the present-day world. Owing to the growing 
range of applications of complex dynamical networks, research on them has also grown 
exponentially. These networks share several common structures and features that can be used 
for formulating the mathematical models, representing real dynamical networks. This study 
focuses on CDNs. 
2.2.1. Random network 
Random network is the oldest CDN model. Random networks were first introduced in 
1959 by Erdős and Rényi [65]. In such networks, the nodes are linked together at certain 
probabilities. Random networks do not possess all structural features of real-world networks. 
The analysis of random networks shows that they follow the Poisson degree distribution. 
These networks are also characterized by having the small-world feature, meaning that an 
increase of the number of nodes does not increase the shortest distance between any two 
nodes. The only flaw of a random network is its low clustering coefficient. In a complex 
dynamical network, the clustering coefficient refers the tendency of nodes to communicate 
with its neighbours’ neighbours. A random graph consists of N nodes linked together by n 
edges. The maximum number of edges is obtained through N(N-1)/2. Every pair of nodes is 
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linked at a certain probability (p). Fig. 1.1 (a) is an example of a random network. The edges 
in the random network follow the Poisson probability distribution. Fig. 2.2(b) shows the 
degree distribution of the random network. In Fig. 2.2 (a), the random network consists of 10 
nodes and 26 edges. The average path length, maximum degree, minimum degree, mean 
degree, average degree, inhomogeneity, and clustering coefficients are 1.4222, 8, 3, 5, 5.20, 
0.298, and 0.421, respectively. 
 
(a) A Random Network with 10 Nodes              (b) Degree Distribution with 10 Nodes 
Fig. 2.2. A Random Complex Dynamical Network 
𝑃 𝑘 ≈ 𝑒!!!! !!!!!!       ( 2.1 ) 
In Eq. (2.1), k and <k> refer to the number of degrees of a node and the mean degree of 
the network. With such a degree distribution, nodes spread out evenly in the network. This 
has been known as a feature of synchronous distribution. 
2.2.2. Small-world network 
In 1998, Watts and Strogatz [66] presented a network with a completely random 
structure and a regular graph in practice. It was a small-world model with a high clustering 
coefficient. In such a network, the nodes are first placed regularly; then, every node is linked 
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to the immediate next nodes. Thereafter, the edges are formed at a constant probability (P) by 
moving on the nodes in one direction (see Fig. 2.3). Fig. 2.3 (a) indicates the small-world 
network. In this model, if P=0, the graph is regular (see Fig. 2.3 (b)). If P=1, the graph is 
random. The degree distribution of the nodes follows the Poisson probability distribution. 
Fig. 2.4 shows the degree distribution of the nodes in a small-world network. 
 
(a) The Small World Network with 10 Nodes            (b) The Regular Graph with 10 Nodes 
Fig. 2.3. The Procedure for Developing the Small-World Complex Dynamical Network 
 
Fig. 2.4. The Distribution of the Small-World Network with 10 Nodes 
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According to Fig. 2.3 (a), the small-world graph consists of 10 nodes and 20 edges. The 
average path length, the maximum degree, the minimum degree, the mean degree, the 
average degree, inhomogeneity, and the clustering coefficient are 1.622, 6, 2, 4, 4.00, 0.264, 
and 0.52. 
2.2.3. Free scale network 
Many of the real-world networks comply with the power-law degree distribution. In 
other words, the probability of having edges between two nodes depends on the degree of 
those nodes. If a node has a higher degree, it is more likely to be linked to other nodes. In this 
kind of degree distribution, the probability that a node is of k degree is obtained from 
Formula (2.2): 
𝑃 𝑘 =  𝑘–!     ( 2.2 ) 
In the above equation, a ranges between 2 and 3. 
The scale-free network was proposed by Barabási and Albert [67]. They used the power-
law degree distribution to expand the network model. A simple and intrinsic property of the 
scale-free networks is the heterogeneous distribution of their links. The network 
heterogeneity is directly related to its resiliency against attacks. Many of the real-world 
networks are scale-free and resistant to random errors, although they are vulnerable to 
targeted attacks. The evolution of these networks has two stages: 
1. The Network Growth: The scale-free network starts growing with a few nodes 
(𝑚!). In each stage, a new node and new edges are added to the existing network. 
2. The Preferential Attachment Stage: Every new edge is linked to an old node with 
a probability of Π in proportion to its degree. Eq. (2.3) shows the probability of 
selecting every node: 
𝑘! = !!!!!       ( 2.3 ) 
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In this equation, 𝑘! shows the degree of the node i. After time period of t, there is a 
network with a certain number of nodes (𝑁 =  𝑡 +  𝑚!) and 𝑚! edges. 
Fig. 2.5 indicates the growth of a scale-free network. In Fig. 2.5 (a), you can see how a 
scale-free network grows while Fig. 2.5 (b) shows the power-law degree distribution of a 
scale-free CDN with 10 nodes and m=2. The scale-free network is also considered a small-
world network. The clustering coefficient of this model is higher than that of the random 
graph. In Fig. 2.5 (a), the scale-free network consists of 10 nodes and 17 edges. The average 
path length, the maximum degree, the minimum degree, the mean degree, the average degree, 
inhomogeneity, and the average clustering coefficient are 1.7111, 7, 2, 2.5, 3.4, 0.558, and 
0.6619, respectively. 
 
(a) The Growth of the Scale-Free Network    (b) The Power-Law Degree Distribution (N=10) 
Fig. 2.5. The Scale-Free Complex Dynamical Network 
The common properties of complex networks have been discussed so far. In order to 
study synchronization of CDNs, the focus is on dynamics of the network, which is usually a 
chaotic system in most of the real world networks. Therefore, the understanding of chaotic 
systems is crucial. 
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2.3. Chaotic systems 
The chaos theory (entropy theory) studies chaotic dynamical systems, which are very 
complex and have special features including high sensitivity to initial conditions and 
statistical unpredictability. Slight changes in the initial conditions of such systems can result 
in dramatic changes in their future state. In the chaos theory, this phenomenon is known as 
the butterfly effect (e.g. a butterfly flapping its wings in China can cause a hurricane in 
Texas). Such behaviour does not get to chaos gradually. In fact, the system moves suddenly 
from one point to the infinity. Although chaotic systems act in a random way, there is no 
need for the presence of a randomness element in developing a chaotic behaviour and even 
deterministic systems can show chaotic behaviours. Chaotic systems are mainly characterized 
by the fact that they do not repeat their previous behaviours. This theory has been expanded 
greatly by Henri Poincaré, Edward Lorenz, Benoit Mandelbrot, and Mitchell Feigenbaum. 
Henri Poincaré was the first to prove that the three-body problem (e.g. the Sun, the Earth, and 
the Moon) is a chaotic and unsolvable problem [68, 69, 70]. 
2.3.1. Significance of Analysing the Chaos Phenomenon 
The importance and necessity of chaos study can be highlighted by the strong motives 
for analysing this nonlinear phenomenon to clarify the causes of chaos and its effects on the 
system performance. The research on this area enables researchers to not only identify such 
systems better but also achieve the following goals: 
1. Enabling researchers to pinpoint the causes of many natural incidents or 
phenomena 
2. Preventing many unwanted incidents and hazards 
3. Modifying the behaviour and performance of certain systems 
4. Creating chaos in predetermined ranges and under controlled circumstances 
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5. Detecting the causes of certain irregularities, correcting scientific laws, and 
discovering new laws 
6. Treating certain diseases and creating a better and healthier environment 
2.3.2. The Usage of Chaotic systems 
It is not wise to resist against or eliminate chaotic systems; there have been very 
interesting and unique findings on chaotic behaviours, hence, it will be beneficial to use 
them. Some of the systems using chaotic behaviours or being greatly affected by them are 
very sophisticated, expensive, and vital. Nonetheless, the methods of using chaotic systems 
are among the important fields of research. In some cases, chaotic behaviours are developed 
to generate random numbers, a sequence of which can be needed by certain systems. They 
are also used for sending very confidential information and generating the randomly variable 
carrier frequency in advanced telecommunication systems. Therefore, it is possible to send 
extremely confidential information safely. Chaotic systems can also be used for generating 
distortion in electronic wars. In such cases, these systems are employed to disrupt, neutralize, 
and disturb the electronic systems of an enemy. The frequencies generated by a chaotic 
system are amplified and sent toward the hostile systems, including radars, aircraft, missiles, 
etc. 
2.3.3. The Lyapunov Exponent 
The Lyapunov exponent is used to establish a criterion for determining the divergence 
speed of two systems with close trajectories over time. Therefore, it reveals certain 
information regarding the system’s dependence on initial conditions. The Lyapunov 
exponents express the divergence or convergence of states trajectories in phase space 
exponentially. All of the Lyapunov exponents are negative in the stable point. If the attractor 
is sensitive to the initial conditions, it will have at least one positive Lyapunov exponent. 
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Therefore, there is infinite sensitivity to changes in initial conditions at least in one 
dimension. Although an n-dimensional system has n Lyapunov coefficients, it is sufficient to 
determine the largest Lyapunov coefficient in many of the applications. To show the level of 
sensitivity, this coefficient is employed to evaluate the chaotic system responses to slight 
stimulations. Regarding an one-dimensional mapping, this coefficient also evaluates the mean 
divergence rate of responses from initial conditions in a close proximity. In other words, if 
two initial conditions are close to each other (𝑥! and 𝑥! + 𝑑𝑥!), the mapping M is applied to 
them. After n consecutive iterations: 
𝑑𝑥! ≈ 𝑑𝑥! 𝑒!!      ( 2.4 ) 
In the above equation, λ is the Lyapunov exponent for the mapping. The Lyapunov 
exponents of an n-dimensional system are placed in a specific order (λ! ≥  λ! ≥ ⋯ ≥  λ!), in 
which λ! is the largest Lyapunov exponent. Therefore, the following equation can be 
considered: 
𝜆 = lim!→!"# + !! ln !"!!"!       ( 2.5 ) 
The positive Lyapunov exponent makes two trajectories diverge exponentially in phase 
space. A positive exponent indicates divergence, whereas a negative exponent indicates 
convergence. The absolute value of an exponent shows the speed of convergence or 
divergence. A zero exponent indicates the transitive system state. If a system has both 
positive and negative Lyapunov exponents, it will show chaotic behaviour [71]. 
2.3.4. Different Types of Chaotic Systems 
In this section, different types of chaotic systems are introduced. Some of the most well-
known chaotic systems are the Lorenz system [72], the Rössler system [73], the Chen system 
[74], the Lü system [75], and the Newton-Leipnik system [76]. 
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The Lorenz System 
The Lorenz system is a chaotic system used for modelling the dynamic motions of an 
atmospheric fluid. The dynamic equations of this system are as follows: 
𝑥 = 𝛼 𝑦 − 𝑥  𝑦 = 𝛽𝑥 − 𝑦 − 𝑥𝑧 𝑧 = 𝑥𝑦 − Υ𝑧        ( 2.6 ) 
It is assumed that α=10, β=28, and γ=8.3. This system has a bounded attractor, shown in 
Fig. 2.6: 
 
Fig. 2.6. The Chaotic Attractor of the Lorenz System 
The Rössler System 
Based on the Lorenz chaotic system, Rössler developed a simpler chaotic system. The 
attractor of the Rössler system is different from that of the Lorenz system. The Rössler 
system equations are as follows: 
𝑥 = − 𝑦 + 𝑧  𝑦 = 𝑥 + 𝛼𝑦 𝑧 = 𝛽 + 𝑧 𝑥 − Υ        ( 2.7 ) 
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It is assumed that α=0.2, β=0.2, and γ=5.7. The Rössler system is one of the simplest 
continuous-time systems showing chaotic behaviours. Fig. 2.7 indicates the attractor of this 
system: 
 
Fig. 2.7. The Chaotic Attractor of the Rössler System 
The Chen System 
Chen discovered a chaotic system, which researchers call the Chen chaotic system. It has 
been extracted from the equations of the Lorenz system. The nonlinear differential equations, 
describing the Chen attractor, are as follows: 
𝑥 = 𝛼 𝑦 − 𝑥  𝑦 = 𝑥 𝑦 − 𝛼 − 𝑥𝑧 + 𝛾𝑦 𝑧 = 𝑥𝑦 − 𝛽𝑧           ( 2.8 ) 
Fig. 2.8 indicates the chaotic attractor when α=35, β=3, and γ=28: 
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Fig. 2.8. The Chen Chaotic Attractor 
The Lü System 
In 2002, Lü and Chen discovered a new chaotic system, known as the Lü system. It acts 
as a bridge between the Lorenz chaotic system and the Chen chaotic system. The following 
equations are used for describing the Lü system: 
𝑥 = 𝛼 𝑦 − 𝑥  𝑦 = −𝑥𝑧 + 𝛾𝑦 𝑧 = 𝑥𝑦 − 𝛽𝑧       ( 2.9 ) 
Fig. 2.9 indicates the chaotic attractor when α=36, β=3, and γ=20: 
 
Fig. 2.9. The Lü Chaotic Attractor 
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The Newton-Leipnik System 
The Newton-Leipnik system is a chaotic system described by the following equations: 
𝑥 = −𝛼𝑥 + 𝑦 + 10𝑦𝑧 𝑦 = −𝑥 − 0.4𝑦 + 5𝑥𝑧 𝑧 = 𝛽𝑧 − 5𝑥𝑦     ( 2.10 ) 
Fig. 2.10 shows the strange attractor when α=0.4 and β=0.175: 
 
Fig. 2.10.The Newton-Leipnik Chaotic Attractor 
2.4. Fractional calculus 
Fractional calculus is a branch of mathematical analysis that studies the several different 
possibilities of defining real number powers or complex number powers of the differentiation 
operator D, and of the integration operator J, and developing a calculus for such operators 
generalizing the classical one. For three centuries, fractional calculus has only been 
considered as a field of mathematics without the support of related disciplines such as physics 
and mechanics. 
2.4.1. Fractional Calculus history 
In 1695, the German mathematician Leibniz wrote a letter to the French mathematician 
L’Hopital for the first time about the generalization of derivatives with integer order to non-
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integer order. Many famous mathematicians, including Euler, Laplace, Fourier, Abel, 
Liouville and Riemann et al. have made important contributions to the development and 
improvement of fractional calculus theory. The idea of the fractional calculus was originated 
when Newton and Leibniz (17th century) established the theory of ordinary derivative. The 
Leibniz notation, which played a pivotal role in the development of fractional calculus, can 
be written as the following: 
!!!!! 𝑓 𝑥       ( 2.11 ) 
The Equation above denotes the nth derivative of the function f.  
However, in 1695, L’Hôpital addressed Leibniz questioning him about the possibility of 
n being a fraction, for example, 1/2. The concern gave birth to the fractional calculus. In 
addition, the concept of fractional calculus is much improved now as n is not only confined to 
rational numbers only; it also takes into account the irrational and complex numbers.  
Earlier, Laplace reported the probable expressions for specific fractional derivatives in 
1812. Seven years later, Lacroix developed the basic expression, which can be written as 𝑑! !𝑥 = 2 𝑥 𝜋 using the fact that𝛤(1/2) = √𝜋. Here, Γ is the gamma function, 
introduced by Legendre.  
Although the idea of fractional calculus is an old phenomenon and has had a major 
contribution to mathematics, it was found that the study on fractional calculus had been 
insufficient. Recently, there has been so much interest in studying this subject but the 
application has not yet been fully exposed. The research in this section has confirmed that the 
differ integral (derivatives or integrals to arbitrary order) operators may be attributed to 
develop several diverse areas such as transmission line theory, chemical analysis of aquifer, 
understanding of physical-chemical behaviour of soils, quantum mechanics and design of 
heat-flux meters. 
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The first breakthrough regarding the application of the fractional calculus is reported to 
take place in 1823, when mathematician Niels Henrik Abel applied arbitrary order derivatives 
to solve an integral emerged from the formulation of the tautochrone (isochronous curve). 
The problem is associated in predicting the geometry of a particular curve. The curve may 
contain any particle at any location, with uniform gravity, assuming the friction negligible. In 
addition, in the application, the time is significant since the time-scale to reach the lowest 
point of the curve remains independent of the initial position. The integral can be mentioned 
as the following: 
𝑥 − 𝑡 !! !𝑓 𝑡 𝑑𝑡!!      ( 2.12 ) 
Where, the possibility of including a complementary function φ(x) to the definition was 
considered at the beginning, and later, Liouville modified the integral by taking into account 
Riemann’s work. The modification involves φ(x)=0, and the lower limit is usually 0 by 
definition. The altered integral, later known as Riemman–Liouville integral, provided the 
base of the fractional calculus.  
There were further extensive studies on fractional calculus by prominent mathematicians 
like Euler, Lagrange, Fourier, and all of them contributed to the development of this theory. It 
was found that by developing the approach and definitions, the concept could be applicable 
for integral of non-integer or derived order, which was succeeded by many mathematicians of 
the last century. For example, M. Caputo in 1967 introduced a new definition of fractional 
derivative where the derivative of a constant considers the general interpretation.   The 
aforementioned idea provided significant contribution in the development of Volterra integral 
equations (differential equations of fractional order), which opened the door to the first 
applications of the fractional calculus in control of servomechanisms and saturation systems 
[77]. 
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The advantages of the fractional derivatives comprise within the memory and 
transmissible properties of different materials and techniques. As a consequence, the classical 
integer-order models, which neglect the possible impacts of those above-mentioned 
characteristics, are losing popularity among researchers. On the other hand, those advantages 
put fractional derivatives in pole position in modelling the behaviour, electrical and 
mechanical properties of real materials. In control engineering, any control system or the 
controller’s behavioural pattern is also described by a fractional differential equation, where 
the latter provides the baseline of solving differential equation in fractional order.  
However, the study of the concept and applications of fractional calculus is still a 
challenging subject, as the idea is not directly linked with only geometrical meaning such as 
the trend of functions or their convexity. There are certain mathematical problems, which are 
associated with intrinsic fractional order description, and hence fractional calculus could be 
one of the best possible options to consider. 
2.4.2. Fractional calculus applications 
Although fractional calculus is as old as classical integer calculus, it has drawn attention 
from physicians and engineers only in recent years. In 1968, “Mandelbrot” applied Riemann-
Liouvine fractional calculus to the analysis and study of fractal media. Brownian proposed 
the fractal theory [78]. It was precisely because of this successful practice of fractional 
calculus theory that researchers in engineering and technology started paying close attention 
to the theory and application of fractional calculus. In 1974, applied chemist Oldham and the 
mathematician Spanier co-published the first monograph on fractional calculus [79] that was 
the first time that fractional calculus theory and its applications were explained in detail. 
Some of existing systems can be described much better with non-integer order models, 
especially memory, hereditary sticky substances and dynamical processes such as large-scale 
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diffusion or heat transfer. Fractional order models are used for these systems to get more 
accurate mathematical descriptions and satisfactory control performance. 
Recent studies have revealed that there are various applications of fractional-order 
complex networks and that is the reason behind the recent focus on studying fractional-order 
complex network issues. Scholars have shown that many events have fractional dynamics 
such as viscoelasticity [49], de-electric polarization electromagnetic waves, and brain neurons 
behaviour [44]. There are many systems in nature, which can be better described by fractional 
derivatives. It has been shown that neurons network adaptation is modelled far better with 
fractional-order differentiation compared to normal integer one due to the fact that the 
neuron’s firing rate has fractional characteristics. Another study shows that the fractional 
leaky integrate-and-fire model produces better spike pattern to the external stimulation 
imposed to the neurons and neuron networks firing behaviour can be better modelled using 
fractional derivative through Hindmarsh-Rose model [36, 37]. Fractional-order models are 
also adopted in other areas such as digital image processing, Biophysics, Fractional RC and 
LC Electrical Circuits, and Polymer Physics [80, 81]. 
With development of science and technology, fractional calculus has been applied to 
many fields, such as material, deformation of macromolecular chains, chaos and turbulence, 
molecular spectrum, random walk, control and robotics, quantum, mechanics, 
electrochemistry, electromagnetic fields, biomedicine, transportation, finance, etc. 
Researches in these application fields are accelerating the development of fractional calculus 
theory and the application of fractional calculus in chaos and structural dissipation is one of 
today's hot topics [80]. Fractional order control problems were first introduced by Tustin in a 
multi-target position control article, and were formulated by Manabe in the 1960s [82]. In 
1993, French scholar Oustaloup designed the first-generation fractional-order CRONE 
controller from the fractional robustness perspective [83]. In 1999, Slovak scholar Podlubny 
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published fractional differential equations book [84], in which the calculation of fractional 
calculus and the solution of fractional differential equations are discussed. It provides 
physical explanation for fractional differential/integral, and introduces some commonly used 
knowledge tool such as Laplace transform and Fourier transform.  
We call it fractional-order complex dynamic network because as its name suggests each 
node of the network is a fractional-order dynamical system. Fractional order models are used 
more frequently for some practical systems than others. Tang et al [85] first studied the 
control problem of fractional-order weighted complex dynamic networks. Subsequently, they 
studied the synchronization problem of the N coupled fractional-order chaotic systems with 
circular connections [86]. Wang et al. [87] studied the chaotic synchronization problem of a 
simple fractional-order star network. Wu et al. [88, 89] analysed the external synchronization 
of fractional-order chaotic dynamical networks for two different fractional-order chaotic 
dynamical networks. Wong et al. [90] studied the robust synchronization problem of 
fractional-order complex dynamical networks with parameter uncertainties. Chen et al. [91] 
studied the cluster synchronization of fractional-order complex dynamic networks. Chai et al. 
[92] discussed the problem of the synchronization of fractional-order complex dynamic 
networks in general. Tang et al [85] as one of the pioneers studied pinning control of complex 
network with fractional order. Also, recently Synchronizability of fractional chaotic complex 
dynamical network with distributed delays was investigated [25]. Despite many fractional-
order complex network applications, and several studies on synchronization of integer-order 
complex networks, at present, the research on synchronization and control of fractional-order 
complex dynamical networks is still in its infancy and exploration and there are still many 
problems to be solved. In this chapter, the concept and algorithm of fractional calculus are 
reviewed.  
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2.4.3. Preliminaries and definitions 
In this section, definitions and concepts about the fractional calculus are discussed. The 
concepts can be categorised into two parts in order to separate subjects based on the topic of 
interest. The two categories are concepts of commensurate and incommensurate systems, 
respectively. However, there are certain procedures, which equally serve similarly for both 
cases. 
 At the beginning, a definition was established for the nth derivative of a function x for a 
fractional case. A fractional derivative of order α ∈ R is an operator that simplifies the 
ordinary derivative such that: 
𝑥 ! = 𝐷!𝑓 𝑥 = !!! !!!!      ( 2.13 ) 
Where, α = 1 matches the ordinary differential operator. It should be mentioned here that 
the factorial of a number n is considered to be the following: 
𝑛! = 𝑘!!!!       ( 2.14 ) 
Where, n ∈ N > 0. The inequality doesn’t clearly provide a mapping on the possible 
inclusion of the rational, irrational, and complex numbers. Therefore, certain modifications 
are required in order to establish a valid relation, which has been discussed in the succeeding 
section. 
2.4.4. Gamma function 
Gamma function is one of the important factors in fractional calculus. The function 
generalizes the factorial expression n!. 
Г 𝑧 = 𝑒!!𝑡!!!𝑑𝑡!!      ( 2.15 ) 
Considering z to be a real number, the aforementioned equation states that Gamma 
function can be defined continuously for positive real values of Z. 
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2.4.5. Mittag–Leffler Function 
The Mittag-Leffler (ML) function is the basis function of fractional calculus. One-
Parameter Mittag-Leffler Function is written as the following: 
𝐸! 𝑧 = !!Г !"!!!!!!      ( 2.16 ) 
On the other hand, the Two-Parameter Mittag–Leffler Function is an expression as the 
following: 
𝐸!,! 𝑧 = !!Г !"!!!!!!  𝛼 > 0,𝛽 > 0    ( 2.17 ) 
It should be mentioned here that, at β = 1, two-parameter ML function becomes one-
parameter ML function. This function is used to solve fractional differential equations as the 
exponential function in integer order systems. However, when α = β = 1, we get to one-
parameter Mittag-Leffler function, that E1,1(z) = ez. If any particular value is assigned to α, 
the two-parameter function displays asymptotic behaviour at infinity. 
Definition 5.1 The solution of system Dα x(t) = f (t, x) is considered to be Mittag-Leffler 
stable if 
𝑥 𝑡 ≤ 𝑚 𝑥 0 𝐸!,! −𝜆𝑡! ! 
α ∈ (0,1), λ ≥ 0, b > 0, m(0) = 0, m(x) ≥ 0, and m(x) is locally Lipschitz (with Lipschitz 
constant (m0)) on x ∈ B, an open subset of Rn.  
Meanwhile, Mittag-Leffler function satisfies the following Theorem: 
Theorem 5.1 If α ∈ (0, 2), β is an arbitrary complex number and µ is an arbitrary real 
number such that  !"! < 𝜇 < 𝑚𝑖𝑛 𝜋,𝜋𝛼  
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2.4.6. Fractional operator 
There are different definitions of a non-integer derivative of order α, normally known as 
fractional order derivative operators. In this study, the Riemman–Liouville fractional operator 
and the Caputo fractional operators are applied. 
2.4.7. Riemman–Liouville Fractional Operator 
Definition 5.2 (Riemman–Liouville Fractional Integral) Let α ∈ R+ and let f be 
piecewise continuous on J ′ = (0, ∞) and integrable on any finite subinterval of J = [0, ∞) 
(functions of class C). Then, for t > 0, the following equation is written: 
𝑥 !! = !𝐷!!!𝑥 𝑡 = 1Г 𝛼 𝑡 − 𝜏 !!!𝑥 𝜏 𝑑𝜏!!  
Fractional derivatives of α order has numerous definitions as well. However, in this 
study, the Riemman–Liouville approach has been considered.   
Definition 5.3 (Riemman–Liouville Fractional Derivative) Let f be a function of class C 
and let µ > 0. Let m be the smallest integer, where m ≥ µ. Then, the fractional derivative of f 
of order µ (if applicable) can be defined as the following: 
𝐷!𝑓 𝑡 = 𝐷! 𝐷!!𝑓 𝑡 , 𝜇 > 0, 𝑡 > 0 
Where, v = m − µ ≥ 0 
2.4.8. Caputo Fractional Operator 
The Caputo fractional derivative of order α ∈ R+ of a function x can be expressed as: 
𝑥 ! = !!𝐷!!𝑥 𝑡 = !Г !!! !!! !!!! 𝑡 − 𝜏 !!!!!!!! 𝑑𝜏  ( 2.18 ) 
where m − 1 ≤ α <m, is  !!! !!!!  is the m-th derivative of x, m ∈ N and Γ is the gamma 
function.  
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Now, a sequential operator can be defined as the following: 
 ( 2.19 ) 
with r ∈ N, note that D(0)x(t) = x(t), D(α)x(t) = x(α) for r = 0 and r = 1, respectively [77]. 
2.5. Fractional order chaotic systems 
It has been shown by researchers that chaos cannot take place in a continuous system 
with a total order less than three. The idea is established based on the general order 
conceptions, for example, the states number in a particular system or the total number of 
different derivatives or integrations in the present system. The model of a specific system can 
be re-structured into three single differential equations containing non-integer order 
derivatives. However, it should be mentioned that the total order of the system is transformed 
into the summation of the each particular order starting from 3. In fact, the theory can be 
justified by considering the fractional-order dynamical model of the system, where the chaos 
was showcased in a system with a total order being less than 3. In addition, another 
terminology called “system order” has to be explained in the light of above discussion. The 
system order has different meaning in the fractional differential equations. It is considered to 
be equal to the highest derivative of the fractional differential equation of a particular 
mathematical model.  
Generally, the following disproportionate fractional order non-linear system is 
considered: 
 !𝐷!!!𝑥! 𝑡 = 𝑓! 𝑥! 𝑡 , 𝑥! 𝑡 ,… , 𝑥! 𝑡 , 𝑡     ( 2.20 ) 𝑥! 0 = 𝑐! ,   𝑖 = 1, 2,… ,𝑛. 
where ci are initial conditions. 
Its vector representation: 
( ) ( ) ( )txDDDDtx
timesr
tttttttt
r
!!! "!!! #$
−
= ααααα
0000
...D
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𝐷!𝑥 = 𝑓 𝑥       ( 2.21 ) 
where q = [q1,q2,...,qn]T for 0 < qi < 2, (i = 1,2,...,n) and x ∈ Rn. The equilibrium points of 
the system (2.20) are calculated via the following equation: 
𝑓 𝑥 = 0      ( 2.22 ) 
and assuming that 𝑥∗ = 𝑥!∗, 𝑥!∗,… , 𝑥!∗   is an equilibrium point of the system. 
2.5.1. Fractional-Order Lu’s System 
The so-called Lu’s system is considered to be a bridge between the Lorenz’s system and 
the Chen’s system. Its fractional expression is represented by the following equations [Deng, 
2005]: 
 !𝐷!!!𝑥 𝑡 = 𝑎 𝑦 𝑡 − 𝑥 𝑡 ,        !𝐷!!!𝑦 𝑡 = −𝑥 𝑡 𝑧 𝑡 + 𝑐𝑦 𝑡 ,     !𝐷!!!𝑧 𝑡 = 𝑥 𝑡 𝑦 𝑡 − 𝑏𝑧 𝑡 .     ( 2.23 ) 
Where, 0 < q1,q2,q3 ≤ 1, and its order is denoted by q = (q1,q2,q3). Here, a,b,c are system 
parameters.  
Fig. 2.11 depicts the projection onto x − y plane for the derivative orders q1 = 0.985, q2 = 
0.990, q3 = 0.980 and parameters a = 36, b = 3, c = 20 running the simulation for 60 sec, 
assuming the following initial conditions: (x(0), y(0), z(0)) = (0.2, 0.5, 0.1). 
Chapter 2.  Complex dynamical networks with fractional order 
 
43    
 
Fig. 2.11. Projection onto x − y plane of Lu’s fractional-order system (3.26) for parameters a = 36,b = 
3,c = 20 and orders q   (0.985,0.99,0.98) for simulation time 60 sec. 
2.5.2. Fractional-Order Rossler’s System 
Otto Rossler deliberated the Rossler’s attractor in 1976. The initial theoretical equations 
were later found to be beneficial in modelling equilibrium in chemical reactions. This 
attractor has only one manifold.  
Let’s consider a fractional-order generalisation of the Rossler’s system, where the 
conventional derivative is substituted by a fractional derivative, as follows [54]: 
     !𝐷!!𝑥 𝑡 = − 𝑦 𝑡 + 𝑧 𝑡 , !𝐷!!𝑦 𝑡 = 𝑥 𝑡 + 𝑎𝑦 𝑡 ,                  !𝐷!!𝑧 𝑡 = 0.2+ 𝑧 𝑡 𝑥 𝑡 − 10 .    ( 2.24 ) 
Where, system parameter a is allowed to be varied, and q is the fractional order. 
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Fig. 2.12. Simulation result of Rossler’s fractional-order system in state space for parameter a = 0.5 
and order q = 0.9 for simulation time 120 sec, for initial conditions (x(0), y(0), z(0)) = (0.5, 1.5, 0.1). 
Fig. 2.12 illustrates the phase trajectory for derivative order q = 0.9 and parameter a = 
0.5, for simulation time 120 sec, and for the initial conditions: (x(0), y(0), z(0)) = (0.5, 1.5, 
0.1). 
2.5.3. Fractional-Order Lorenz’s System 
Lorenz’s oscillator is a 3-dimensional dynamical system that reveals the behaviour of 
chaotic flow. Lorenz’s attractor was named after Edward N. Lorenz, who introduced it from 
the simplified equations of convection rolls ascending in the equations of the atmosphere in 
1963. There was the introduction of the “butterfly effect”, which in chaos theory implies the 
sensitive dependence on the initial conditions. Lorenz authored a paper in 1979 entitled, 
“Predictability: Does the Flap of a Butterfly’s Wings in Brazil Set Off a Tornado in Texas?” 
The marginal variations of the initial condition of a dynamical system may produce variations 
to a large extent in the long-term behaviour of the system. The phrase discusses to the 
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indication that a butterfly’s wings might generate small deviations in the atmosphere that may 
eventually change the pathway of a tornado or delay, accelerate or even avert the 
manifestation of a tornado in a definite place. The flap-ping wing signifies a minor change in 
the initial condition of the system, which creates a chain of events leading to large-scale 
alterations of events.  
Lorenz’s chaotic system is presented by the following expressions: 
!" !!" = 𝜎 𝑦 𝑡 − 𝑥 𝑡 ,              !" !!" = 𝑥 𝑡 𝜌 − 𝑧 𝑡 − 𝑦 𝑡 ,     !" !!" = 𝑥 𝑡 𝑦 𝑡 − 𝛽𝑧 𝑡 ,     ( 2.25 ) 
Where, σ is called the Prandtl number and ρ is called the Rayleigh number. All are 
dimensionless parameters and σ, ρ, β>0,but usually σ=10, β=8/3 and ρ is varied.  
The system displays a chaotic behaviour for ρ = 28 and exhibits orbits for other values.  
Lorenz’s fractional-order system is described as the following (e.g. [54]): 
 !𝐷!!!𝑥 𝑡 = 𝜎 𝑦 𝑡 − 𝑥 𝑡 ,             !𝐷!!!𝑦 𝑡 = 𝑥 𝑡 𝜌 − 𝑧 𝑡 − 𝑦 𝑡 ,     !𝐷!!!𝑧 𝑡 = 𝑥 𝑡 𝑦 𝑡 − 𝛽𝑧 𝑡 .     ( 2.26 ) 
Where, (σ, ρ, β) = (10, 28, 8/3), q1 = q2 = q3 = 0.993, Lorenz’s fractional order system 
has a chaotic attractor.  
Fig. 2.13 and Fig. 2.14 pinpoint the simulation results of the Lorenz system for the 
following parameters: σ = 10, ρ = 28, β = 8/3, orders q1 = q2 = q3 = 0.993 and computational 
time 100 sec for time step h = 0.005 [40]. 
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Fig. 2.13. Simulation result of the Lorenz’s system in x-y plane for initial conditions (x(0), y(0), z(0)) 
= (0.1, 0.1, 0.1). 
 
Fig. 2.14. Simulation result of the Lorenz’s system in x-z plane for initial conditions (x(0), y(0), z(0)) 
= (0.1, 0.1, 0.1). 
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2.6. Fractional complex dynamical network mathematical model 
Consider a complex dynamical network with N nodes. The dynamics of the motion of 
the dynamical network is described as follows: 
𝐷!𝑥! 𝑡 = 𝑓 𝑥! 𝑡 , 𝑡 + 𝑐 𝑔!!!! ! ! Г 𝑥! 𝑡 ,   𝑖 = 1,2,… ,𝑁   ( 2.27 ) 𝑥! = 𝑥!!, 𝑥!!, 𝑥!!,… , 𝑥!" ! ∈ ℜ! is the state vector of 𝑖th node, 𝑓(⋅) is a continuous 
derivative function, and 𝐷! operator is fractional derivation of Caputo type. Eq. (2.27) 
represents a network of   dynamical systems. 𝑐 is the uniform coupling strength. A diagonal 
positive definite matrix Г ∈ ℜ!×! represents the inner coupling matrix and 𝐺 = 𝑔!" ∈ℜ!×! denotes coupling configuration matrix of the connection graph, which is a symmetric 
matrix with zero row-sum (i.e. 𝑔!"!!!! = 0). For nodes 𝑖 and 𝑗 with an undirected 
connection, 𝑔!" = 𝑔!" > 0. If there is not any connection between nodes 𝑖 and 𝑗, 𝑔!" = 𝑔!" =0 𝑖 ≠ 𝑗 . The diagonal elements of matrix 𝐺 are as follows: 
𝑔!! = − 𝑔!"!!!!!!!       ( 2.28 ) 
The response of the following equation is considered as the desired trajectory 
𝐷!𝑠 𝑡 = 𝑓 𝑠 𝑡 , 𝑡 .      ( 2.29 ) 
2.7. Summary 
In this chapter, an overview of complex networks and their applications are presented. 
The complex networks history and common structural properties such as small world and 
scale free are introduced.  Chaotic systems definition and applications are studied and some 
well-known chaotic systems are introduced. Study has shown that fractional order differential 
equations (DF) can better represent some real world systems than integer-order DFs. 
Fractional calculus is introduced and the relevant fundamentals to model, describe and 
analyse dynamical networks are presented. Fractional calculus, its history and significance of 
studying fractional calculus and equations along with different fractional operators are 
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presented. Fractional chaotic systems are studied in our initial investigation and some well-
known fractional chaotic systems with their equations and schematic are shown. A literature 
review on CDNs with fractional order has been conducted to summarize the latest works in 
this area. Finally, the mathematical model of the fractional CDN is presented. 
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Chapter	3. Synchronization	
Synchronization is a collective behaviour in nature first observed by Huygens in the 17th 
century. The concepts of synchronization and control of chaotic systems were introduced by 
Wang and Lui in 2010 [15]. Synchronization of chaotic systems is an emerging area in the 
nonlinear system and is considered to be one of the most important sub-branches of the 
chaos-control research. Synchronization of chaotic systems has been studied in the domains 
of secure communications, chemical reactors, and biological systems [16]. Different methods 
of network synchronization have been proposed [17, 18, 19, 93, 94, 95], including 
synchronization with different controllers, such as pinning control, adaptive control, fuzzy 
control, optimal control, resistant control, and so forth. Networks that cannot be synchronized 
automatically on their own require controllers. Adding a controller to each node in a network 
is expensive and, in most cases, infeasible. Pinning control can be used to reduce the number 
of controllers. In pinning control, a sub-set of dynamical network nodes is selected, and a 
controller is applied to each of those chosen nodes [17, 19, 93, 94, 95]. Numerous studies 
have focused on synchronization. For instance, a study by Wang et al. [33] addressed the 
issue of exponential synchronization of general chaotic neural networks. In their work, the 
authors established a criterion to guarantee synchronization when control packet is missing. 
Furthermore, Wu et al. [91] analysed cluster synchronization of linearly coupled complex 
networks.  
In recent years, synchronization of chaotic systems has drawn a considerable scholarly 
attention, which has led to the emergence of numerous methods for controlling and 
synchronizing chaos. Synchronization of chaotic systems is widely used in different 
applications including laser systems, chemical reactors, macro economy, safe 
communications, biology, parallel image processing, and so forth [37, 93, 96, 97]. In 
addition, there are various cases of intrinsic synchronization of different systems in the 
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human organism. Relevant cases include the effects of heartbeat on breathing rate, which 
increases with an increase of physical activities. For instance, if the heart is considered to 
consist of two oscillators, such as Node 1 and Node 2, each oscillating at different intrinsic 
frequencies, a specific frequency will be generated if these nodes are synchronized. 
Therefore, in the event of any arrhythmic patterns (abnormality in the heartbeat), the two 
oscillators will no longer be synchronized. The asynchronous parts of the heart will result in 
ventricular atrial blocks, which is a manifestation of a very dangerous heart disease. In 
summary, the connection of dynamical systems may lead to different types of 
synchronization behaviours. 
3.1. Network synchronization overview 
Numerous methods have been proposed for the synchronization of dynamical networks. 
Some of these methods implement synchronization with pinning, adaptive, fuzzy, impulsive, 
hybrid, optimal, resistant, and proportional controllers [52, 94, 98, 99, 101, 102, 103, 104, 
105, 106]. In [107], the multi-link non-deterministic CDN synchronization to deal with a 
network failure was proposed. A multi-link network consists of many sub-networks. For 
instance, the transportation network is a multi-link network including roadways, railways, 
and airways. On roadways, for instance, terminals and roads can be viewed as nodes and 
edges, respectively. Likewise, on railways, stations and tracks can be regarded as nodes and 
edges, respectively. As to airway networks, nodes and edges are airports and aerial paths, 
respectively.  
However, synchronizing the non-deterministic CDN may lead to the emergence of 
several issues. For instance, how is it possible to compensate for a network failure through 
the adaptive pinning synchronization in the multi-link non-deterministic complex network? 
Alternatively, how can one select a small number of nodes for synchronization of the multi-
link network with a fixed structure? How should the appropriate coupling coefficient be 
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selected so that it can control the global network with a small number of controllers? what are 
the differences in the implementation of a simple pinning control model in multi-link and 
single-link networks?   
In most complex dynamical networks (CDNs), nodes may have different dynamics. The 
behaviour of dynamical networks with different nodes is much more complex than that of a 
network of nodes with the identical dynamical behaviour. In [106, 108, 109], the dynamics 
and control methods were investigated to analyse the CDN with respect to the impulsive 
effects on the network structure. Specifically, in [108], the stability of a dynamical network 
was analysed by having different dynamical nodes using the impulse control. To this end, 
typical differential equation systems were used to demonstrate the dynamics of the nodes 
with the same dynamical behaviour. Furthermore, in [110], the synchronization of dynamical 
networks for nodes with different dynamics was introduced. In addition, this study also 
analysed the generalized uncontrolled synchronization of two networks with different nodes.  
Furthermore, in [106], a stable manifold was used as the synchronization description. In 
this study, the stability and synchronization of dynamical networks consisting of nodes with 
different dynamics was analysed using the decentralized control. Compared to the centralized 
control, the decentralized control has many advantages, such as lower dimensionality and 
simpler implementation. The decentralized control also decreases control costs. In [106], the 
synchronization of CDNs of nonlinear coupling was analysed one year later with different 
nonlinear nodes and different ranks by using the decentralized dynamical compensator 
controllers. Compared to the existing synchronization control methods, this method of 
synchronization of CDNs is more extensive, as it can be used for both linear and nonlinear 
nodes. In [106], the Halanay differential inequality was introduced to analyse some of the 
sufficient conditions for the global exponential synchronization using an impulsive controller 
in the delayed dynamical networks. An impulse plays a major role in the global exponent 
Chapter 3.  Synchronization 
 
52    
synchronization of the delayed dynamical network. In recent years, many studies are on the 
control and the synchronization of delayed CDNs. 
3.2. Synchronization of complex dynamic networks 
Most existing synchronization methods stem from research works on physical, 
biological, chemical, technological, and social systems. However, the problem to synchronize 
two or more dynamical systems remains to be fully resolved [24, 107, 111]. Investigation of 
the phenomenon of basic synchronization dates back to the findings of a renowned Dutch 
scholar Christiaan Huygens who, in the 17th century, noted that two weakly coupled 
pendulum clocks became phase synchronized. This was probably the first record of 
synchronization [112].  
Synchronization can also be frequently observed in living systems. For instance, in 
biological sciences, one of the challenges is to understand how a group of cells, or functional 
units, displaying a complicated nonlinear dynamical behaviour, can interact to produce a 
coherent response on a higher organisational level. Other relevant biological examples 
include discrete coupling and synchronization in the insulin-producing beta cells [25], phase 
synchronization in regular and chaotic systems [97], flow regulation of neighbouring units of 
the kidney [98], or monoclinic transitions to phase synchronization in microbiological 
reactors [31]. As illustrated by these examples, the tendency to achieve common rhythms of 
mutual behaviour, or, termed differently, the synchronization tendency, is an important 
feature in our living world—not only in biological sciences, but also in several other fields. 
For instance, recently, the intention of synchronization has been generalized to the case of 
interactions among self-sustained chaotic oscillators [33]. A number of chaotic oscillators 
have been described in [34], which has led to the formulation and discussion of different 
concepts of synchronization [113]. Well-known synchronization techniques include identical 
synchronization (also known as complete synchronization), generalized synchronization 
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(occurring mainly when the coupled chaotic oscillators are different), phase synchronization 
(observed when the coupled chaotic oscillators keep their phase difference bounded), 
anticipated / lag synchronization, and amplitude envelope synchronization. 
However, in the study of complex networks’ dynamics, many questions remain, such as 
how a large ensemble of dynamical systems interacting through a complex wiring topology 
can behave collectively. Some of the concerns are: Does the network’s structural properties 
have an impact on synchronization? How can the synchronizability of a given dynamical 
network be measured? Are directed networks better synchronizable than undirected ones? 
Does network weighting influence synchronization and, if so, how should weights for the 
links be assigned to improve synchronizability of the network? What type of networks 
contains better synchronization properties in general? Which networks properties enhance the 
synchronization process? These and several other questions have been discussed in detail in 
[114]. The central questions in studying synchronization in CDNs are related to the impact of 
network structural properties on synchronization, dynamics of individual systems, and 
coupling strength. In essence, a particular network structure might be better than others in 
terms of facilitating synchronization for a particular dynamical system and coupling strength. 
To properly address the issues of synchronization in CDNs, the term synchronizability, which 
refers to the ease of synchronization of dynamical networks, should be first defined [113]. 
The synchronization of complex dynamical networks usually refers to the behaviour 
observed once multiple dynamical systems are correlated. As mentioned in the introduction 
of this chapter, there are different methods for network synchronization, such as 
synchronization with various controllers (e.g., pinning control, synchronization control, fuzzy 
control, optimal control, and resistant control). In this thesis, pinning control is used for the 
synchronization of complex dynamical networks with a large number of nodes. 
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3.3. Complex Dynamical Network model 
In the following, the CDN integer model to be studied in this thesis is presented. An 
undirected and unweighted CDN is assumed to have N nodes. Each node represents a 
complex dynamical system linked to other nodes by edges. Eq. 3.1 introduces a CDN with N 
nodes: 
𝜓! = 𝑓 𝜓! 𝑡 , 𝑡 + 𝑐 𝑎!"𝛾!!!!!!! 𝜓! 𝑡 − 𝜓! 𝑡 ,           𝑖 = l, 2,… ,𝑁  ( 3.1 ) 
In Eq. (3.1), ψ= (ψi1, ψi2, ψi3, …, ψin) ϵ Rn is the state vector of the nth chaotic node of 
the CDN, and f: Rn × Rn à Rn is the continuous mapping. Here, f(ψi) is the chaotic system 
coupled with other systems at the coupling strength c. In addition, γ ϵ Rn×n is the deterministic 
positive internal coupling matrix, and A = (aij) ϵ RN×N is the symmetric coupling matrix 
representing the network structure. The summation of rows is zero in the coupling matrix 
( aij = 0!!!! ). The non-diagonal elements are positive. If there is an edge/link between node 
i and j, then aij=aji>0. If there is no edge/link between nodes i and j (i ≠ j), then aij=aji=0. The 
diagonal of A is obtained from Eq. (3.2). 
𝑎!! = − 𝑎!" ,!!!!!!!       ( 3.2 ) 
Eq. (3.2) guarantees that Ʃj=1N aij= 0. Furthermore, Eq. (3.1) can be simplified to Eq. 
(3.3). 
𝜓! = 𝑓 𝜓! 𝑡 , 𝑡 + 𝑐 𝑎!"𝛾!!!! 𝜓! 𝑡 ,           𝑖 = l, 2,… ,𝑁.  ( 3.3 ) 
Eq. (3.4) shows the desired state to synchronize the CDN. 
𝜂 = 𝑓 𝜂 𝑡 , 𝑡       ( 3.4 ) 
In Eq. (3.4), the combination n and ƞ(t) represents one of the following states, i.e. the 
stable point, the periodic circuit, or even the chaotic circuit. In this thesis, our study focuses 
on the stable point scenario. 
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3.4. Control methods for complex dynamical networks 
Throughout history, various control theories have evolved in order to respond to the 
industrial demands for better system performance. The initial motivations to use control 
theories and methods were, among other factors, an improvement of efficiency, fewer human 
errors, higher reliability and safety, as well as lower energy consumption and pollution. In the 
last decade, several control theories have been proposed [115]. Among these theories, the 
basic control theory specifies how the behaviour of a dynamical system can be modified by 
manipulating specific inputs so that the system’s output follows the desired set points towards 
the final state [113]. Since the introduction of the basic control theory, the concept of linear 
and non-linear control has rapidly developed, leading, within a short period of time, to the 
emergence of several other industrial controllers. One such controller is the model predictive 
model (MPC) design [99]. Its main purpose is to predict future input trajectories of a 
manipulated signal so that to optimize the future output behaviour of a closed loop system. 
Nowadays, the MPC designs play an important role in industrial control processes, 
particularly when the systems are exposed to some complex characteristics such as system 
constrain, uncertainties, and nonlinearities. However, like other controllers, MPC design has 
its limitation. For instance, a considerable computational effort is required to solve the 
constrained finite-time optimal control problem. This limitation has led to a combination of 
the sliding mode control (SMC) theory [101] with MPCs for a robust control design. The 
total control framework inherits from the SMC the property of robustness, while using MPC 
properties that help to cope with system constraints [35]. However, this mixed control 
framework also has its own limitation, which is the chattering problem of SMC [102] in the 
event of high-frequency inputs. 
As in many industrial systems, the ultimate purpose in understanding a complex system 
is to control its behaviour. Normally, the issue of control in complex networks depends on 
Chapter 3.  Synchronization 
 
56    
multiple prerequisites; therefore, a map of topology, which can show the interactions between 
the system components, is required. Moreover, the interactive influences among the nodes 
should be determined. In the last decade, the questions regarding the control of complex 
networks have become an important research topic in statistical physics. To date, several 
studies provided meaningful insights into the structure and dynamics of complex networks 
[92, 103, 116, 117]. However, the lack of appropriate powerful tools to efficiently control 
CDNs remains. Therefore, further research to address control problems for complex networks 
is needed. 
Synchronization is possible if at least two dynamical systems in a network meet and 
interact; however, interactions among nodes get increasingly complex in the ensembles 
including hundreds, thousands, millions, and even more individual dynamical systems [113]. 
Since complex dynamical networks have complicated topologies, it may be too difficult to 
control the entire networks by just having controllers to all nodes. Therefore, a specific 
control approach needs to be designed to control these types of networks. Recently, pinning 
control has been found as a reliable methodology for driving the synchronization dynamics 
towards desired set points in the space domain.  The term pinning control was first proposed 
in the field of partial differential equations (PDEs) [36]. Later, it was used in the domain of 
complex networks to manipulate a sub-set of network nodes [37]. Pinning control is 
considered to be a feedback control strategy. First, a virtual leader, called the pinner, is added 
to the complex network. Then, a desired pinner trajectory is defined. The pinner directly 
controls only some of the network nodes, also called pinned nodes, by applying the control 
law.  Normally, the control law is a function of the pinning error vector, whose i-th 
component is obtained from the difference between the output of the pinner and the output of 
the i-th node. A schematic representation of the pinning controller performance is shown in 
Fig. 3.1. 
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Fig. 3.1. Illustration of pinning control. The red node is the pinner that directly controls only a portion 
of the network nodes (blue nodes). 
The behaviours of CDNs depend on structural features, node dynamics, and the network 
coupling strength. The fundamental questions related to the pinning control of CDNs include 
the following: 
1. What nodes should be selected for synchronizing the CDN? 
2. What type of controller(s) should be designed to ensure network synchronization? 
3. How should the magnitude of the coupling strength be selected to achieve 
synchronization? 
In what follows, several types of pinning control will be outlined. 
3.4.1. Deterministic Pinning Control 
In the deterministic pinning control method, a number of nodes will be selected from the 
CDN. Thereafter, the controller will be applied to the selected nodes. For synchronization, it 
is necessary to apply the controller to the nodes with the highest degree (i.e. the number of 
links to other nodes). Fig. 3.2 shows a CDN with 10 chaotic nodes. Node 3 with the degree of 
7 has the highest number of links to other nodes, which makes it the best node to control the 
network. If the controller is applied to this node, the network will be synchronized faster. 
Chapter 3.  Synchronization 
 
58    
 
Fig. 3.2. The deterministic pinning of a scale-free network with 10 chaotic nodes 
The general principle is as follows: the higher the node degree, the better the coupling. 
Therefore, the network nodes can be synchronized to these reference nodes faster. 
3.4.2. Random Pinning Control 
The random pinning control method is used in large-scale networks where the node 
degree is not available. In this method, several nodes are randomly selected in the CDN. In 
the next step, the controller is applied to the selected nodes. Fig. 3.3 shows the random 
pinning control in a network. Eq. (3.5) is used to select certain nodes to apply the controller 
to. 
𝑙 =  𝛿𝑁      ( 3.5 ) 
The pinning controller is applied to the subset of nodes i = 1, 2, …, l. The number of the 
selected nodes is determined by δ (0<δ<1). Eq. (3.5) indicates the pinned part of the network 
and, accordingly, determines the number of controllers to be applied to the network. 
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Fig. 3.3. The random pinning of a scale-free network with 10 chaotic nodes, node 7 and 10 are 
selected as pinners. 
Eq. (3.6) describes a complex dynamical network with a pinning controller. 
𝜓! = 𝑓 𝜓! 𝑡 , 𝑡 + 𝑐 𝑎!"𝛾𝜓! 𝑡!!!! + 𝑢! ,           𝑖 = l, 2,… , 𝑙, 
𝜓! = 𝑓 𝜓! 𝑡 , 𝑡 + 𝑐 𝑎!"𝛾𝜓! 𝑡!!!! ,           𝑖 = 𝑙 + l, 𝑙 + 2,… ,𝑁,   ( 3.6 ) 
The n-dimensional controller of such a network is described by Eq. (3.7). 𝑢! = −𝐶𝑘!!𝛾 𝜓! 𝑡 − 𝜂 𝑡 ,           𝑖 = 1,2,… , 𝑙,  ( 3.7 ) 
Furthermore, 
𝑘!! = 𝑘!                                       𝑖 = 1,2,… , 𝑙,0,                                     𝑖 = 𝑙 + 1, 𝑙 + 2,… ,𝑁, 
where 𝑘!!>0 is the proportional controller gain. The goal is to find an appropriate 
controller (see Eq. (3.7)) so that all network nodes converge on the desired equilibrium point 
ƞ(t). lim!⟶! 𝜓! 𝑡 − 𝜂 𝑡 = 0,           𝑖 = 1,2,… ,𝑁.      ( 3.8 ) 𝜂! 𝑡 = 𝜂! 𝑡 … 𝜂! 𝑡 = 𝜂 𝑡 .                            𝑡⟶ ∞   ( 3.9 ) 
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Eq. (3.8) and (3.9) describe the synchronization of system states to the desired state after 
passing a period of time. After a while, the nodes reach the desired state. 
3.5. Synchronizability of dynamic networks  
Synchronization always involves two issues: synchronization solution and stability. 
Therefore, it is of utmost importance to investigate the stability with a particular 
consideration of the impact of coupling configuration and strength on the synchronizability 
criteria. Several relevant studies have identified necessary [96] or sufficient [118] conditions 
for the stability of the synchronization manifold (specifically, the local stability condition for 
the former, and the global stability condition for the latter). In what follows, we briefly 
review some of the available methods providing the conditions (sufficient or necessary) on 
the stability (global or local) of the synchronized manifold. 
3.5.1. Eigenvalue-based conjecture on synchronization criterion 
Wu and Chai [91] proposed a conjecture on a criterion for synchronization in an array of 
diffusively coupled dynamical systems, which involves correlation among the coupling 
coefficients in various arrays. Let’s consider two networks with identical nodes.  Let N1 and 
N2 represent the total nodes of these two networks; A1 and A2, the topologies; σ1 and σ2 the 
unified coupling coefficients of these two networks respectively. We have the following 
relations (see Eq. (3.10)): 
𝜎!𝜆 𝐴! = 𝜎!𝜆 𝐴!      ( 3.10 ) 
where λ(A1) and λ(A2) are the largest negative eigenvalues of the coupling matrices A1 
and A2, respectively. Network A1 is globally synchronized if and only if network A2 is 
globally synchronized.  
An immediate result of this statement is that we can predict the synchronization of a 
network of any size for a chosen connection matrix simply by knowing the synchronization 
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threshold for the mutually connected network. That is, if σ* is the coupling threshold for 
synchronizing two mutually coupled systems, then the coupling threshold σ* N for a network 
of size N and the largest negative eigenvalue of the coupling matrix λ* will be as follows (see 
Eq. (3.11)): 𝜎!∗ = !!∗!∗       ( 3.11 ) 
However, in previous research, it has been shown that the above conjecture does not hold 
in general and can be true only in some special cases [47]. Indeed, Eq. (3.10) holds for the 
stability of the least stable mode and, by its stability, the stability of the other modes is 
ensured [80]. However, in the case of desynchronization, this assumption fails [96]. 
Therefore, unlike in the case of the Rössler system, in the networks of limited cycle and 
chaotic oscillators where there is no desynchronization with increasing coupling (e.g. as in 
Lorenz, and Hodgkin–Huxley-type systems), it correctly predicts the synchronization 
threshold for networks of any size and any coupling structure [118]. 
3.5.2. Master-stability-function method 
Master-stability-function formalism proposed by Pecora and Carroll [96] provides 
necessary conditions for the local stability of the synchronization manifold x1(t) = x2(t) = … 
= xN(t) = s(t). Considering the dynamical network equations, the stability of the 
synchronization manifold can be determined by the variational equations. That is, each 
dynamical system is considered to have an extremely small perturbation ζi from the 
synchronous state; xi(t) = s(t) + ζi. The variational equations are as follows: 𝜁! = 𝐷𝐹 𝑠 𝜁! − 𝜎 𝑔!"𝐻𝜁!  !!!!!!! ;     𝑖 = 1, 2,… ,𝑁  ( 3.12 ) 
where D is a Jacobian 
While this allows connection graphs of any type, i.e. unidirectional and bidirectional, we 
assume that bidirectional coupling, i.e. G, is a symmetric “(G = GT)”. One can write the 
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symmetric matrix G as G = ΓΩΓT, where Ω is a diagonal matrix of real eigenvalues of G and 
Γ is the orthogonal matrix whose columns are the corresponding real eigenvectors of G. Let 
us define ζ = (ζ1, ζ2 , …, ζN) = ηΓT, where η = (η1, η2 , …, ηN). Then, we have the following: 
  𝜂! = 𝐷𝐹 𝑠 𝜂! − 𝜎𝜆!𝐻𝜂!  ;     𝑖 = 1, 2,… ,𝑁    ( 3.13 ) 
where λi are the eigenvalues of G, ordered as follows: 0 = λ1 ≤ λ2 ≤ … ≤ λN, in which 
λ1 = 0 is associated with the synchronized manifold s(t) and ηi is the weight of the i-th 
eigenvector of G in the perturbation ζ. 
The largest Lyapunov exponent of the variational Eq. (3.12) Λ(a = σλi), also called the 
master-stability-function [96], accounts for the linear stability of the synchronization 
manifold, i.e. if Λ(a) < 0, the synchronized state is linearly stable. The master-stability-
function depends only on the coupling configuration expressed by H and the dynamics of the 
individual dynamical systems expressed by F(·). Said differently, this method breaks the 
process of determining the stability of the synchronization manifold into two components: the 
one comes from the dynamics of the individuals, i.e. the master-stability function, while the 
other comes from the network structure, i.e. λi’s. This is the way to obtain a necessary 
condition for the local stability of the synchronization manifold. Of note, the master-stability-
function is computed for a dynamical system with specific H once, and computing λ2 and λN 
of G is only needed to determine the synchronization conditions of the dynamical network. 
In general, the master-stability-function of the systems whose synchronization can be 
achieved has two forms. For systems whose master-stability-function Λ(a) becomes zero for 
some values a = a* and stays negative for any values a > a*, they  are called type I systems, 
e.g., x–coupled Lorenz oscillators.  Type II systems (e.g., x–coupled Rössler oscillators) have 
a negative master-stability-function in the range of a* < a < a2*. Accordingly, while type I 
systems remain synchronized for the coupling strength above the critical synchronizing value, 
type II systems desynchronize for coupling strengths higher than a specific value. 
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3.5.3. The connection-graph-stability method 
The connection-graph-stability method, developed by Belykh et al. [118], specifies 
sufficient conditions for the global stability of the synchronization manifold. This method is 
based on the calculation of path lengths in the connection graph. As discussed in Sections 
3.5.1-3.5.2, both the conjecture and the master-stability-function methods need to calculate 
the spectrum of the connection matrix. The connection-graph-stability method offers an 
alternate way to establish sufficient conditions for the complete synchronization without the 
explicit knowledge of the spectrum of the connection matrix. This method is based on 
constructing a Lyapunov function to guarantee the global asymptotic stability of the 
synchronization manifold, which combines graph theoretical reasoning with individual 
dynamics to obtain the synchronization rule. Going beyond guaranteeing local stability of the 
synchronization manifold, the connection-graph-stability method provides sufficient 
conditions for global synchronization.  
Theorem 3.1 [118]. The synchronization manifold of the dynamical system is globally 
asymptotically stable if: 
𝜎!" 𝑡 > !! 𝑏!"   ;  for 𝑖, 𝑗 = 1,… ,𝑁  and ∀𝑡   ( 3.14 ) 
where N is the number of nodes in the network, σij is the coupling strength of the edge eij 
between the i-th and the j-th nodes, and a is the double coupling strength σ* sufficient for 
global synchronization of two mutually connected dynamical systems. 
Theorem 3.1 provides a rigorous bound on the minimum coupling strengths to guarantee 
the global synchronization. In the original article [118], the proof was based on Lyapunov 
function and assumed symmetrical coupling, i.e. undirected graphs. 
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The connection-graph-stability method unfolds in two steps: the first step depends only 
on the dynamics of the individual dynamical systems and coupling configuration( i.e. a); the 
second step is exclusively dependent on the connection topology( i.e. bij for each edge eij).  
3.6. Chaotic system synchronization 
The synchronization of chaotic systems has been widely studied in the field of nonlinear 
systems. The synchronization of chaotic systems is also a most important subcategory of the 
chaos control problem. Chaotic system issues have been extensively studied in laser systems, 
chemical reactors, safe telecommunications, and biological systems. The synchronization of 
chaotic systems means that two chaotic systems start and keep oscillating uniformly and 
concurrently. In the original formulation by Huygens, synchronization is in essence a 
collective behaviour [20]. Examples of synchronization include a uniformed blinking of 
fireflies, a simultaneous squeaking of crickets, the beating rhythms of heat cells, or a 
synchronous transfer of digital and analogue signals in major communication networks [53]. 
Synchronization is generally seen as a coordinated behaviour of two or more different 
dynamic systems. Pecora and Carroll [96] were the first to introduce the concepts of control 
and synchronization of chaotic systems. Since then, these concepts have been applied to a 
wide range of domains, including safe communications, chemical reactors, biological 
systems, parallel image processing, and so forth [37, 93, 96, 97]. Linking dynamical systems 
may result in various synchronization behaviours. Furthermore, different methods of 
synchronizing chaotic systems—such has phase synchronization, lag synchronization, 
complete synchronization, cluster synchronization, etc. [19, 111] —have been proposed. 
Numerous well-known chaotic systems used to test the proposed synchronization methods, 
have been discovered.  
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3.7. Synchronization of Fractional Order Chaotic Systems  
While the fractional calculus has been widely used in almost all engineering and science 
practices, the theory of chaos is one of its imperative applications. The synchronization of 
fractional order chaotic systems has drawn as much scholarly attention as the integer-order 
one. The integer-order calculus covers a wide range of different methods, including a one-
way coupling and projective synchronization scheme for the fractional order system [39, 77]. 
While a dynamical investigation for the one-way coupling scheme of fractional Liu systems 
was carried out [38], the Lorenz system is used in an active control method for the 
hyperchaotic synchronization [119]. Furthermore, as noted in [103], a linear active control 
technique is used for synchronization in the driver and response configuration. The procedure 
proposed in [43] aims to synchronize identical control systems with commensurate and 
incommensurate fractional orders. Information and methodology on the active sliding mode 
control and the modified version of mode control have been comprehensively described in 
[51, 53, 120]. However, the modified version was considered taking into account the 
projective synchronization problem outlined in [108]. Furthermore, in [2], the adaptive 
projective synchronization system with a parametric uncertainty of fractional Lorenz systems 
with a decreased number of active control signals was comprehensively discussed. In general, 
several studies investigated the generalized synchronization problem for the fractional order 
chaotic systems [15, 18]. These studies were generalized based on the supporting system 
model proposed by Abarbanel et al. [99], as well as on the differential algebraic approach of 
Martinez-Guerra et al. [96].  
The presence of observers for a fractional system is widely used in solving the issue of 
synchronization of a fractional chaotic system. The purpose of this option is to interpret the 
issue of synchronization as an observation problem. However, the phenomenon occurs only 
when the trajectories of the master system can be approximated from an observer. In this 
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scenario, the observer plays a role of the slave (receiver) in the system, and is an 
approximation of the synchronization error. 
3.8. Synchronization of master/slave network using sliding mode control 
3.8.1. Zhou chaotic system description 
The Zhou system [99] is described by the four-dimensional dynamics: 𝑥! = 𝑎 𝑥! − 𝑥! + 𝑥!𝑥! = 𝑐𝑥! − 𝑥!𝑥!𝑥! = −𝑏𝑥! + 𝑥!𝑥!𝑥! = 𝑑𝑥! + 0.5𝑥!𝑥!      ( 3.15 ) 
Where x!, x!, x!, x! are the states and a, b, c, d are constant, positive parameters of the 
system. 
The Zhou system exhibits hyperchaotic behaviour when the parameter values are: 
                                     𝑎 = 35,    𝑏 = 3,    , 𝑐 = 12,    0 < 𝑑 < 34.8                              ( 3.16 ) 
Fig. 3.4 depicts the hyperchaotic phase portrait of the Zhou system, where, for 
simulation, the values of a, b, c are given in 3.16 and the value of d is chosen as d = 1.  
When the parameter values are taken as in 3.16 for the Zhou system, the system 
linearization matrix at the equilibrium point E! = 0 0 0 0  is given by 
𝐴 = −𝑎 𝑎 0 10 𝑐 0 00 0 −𝑏 0𝑑 0 0 0      ( 3.17 ) 
Eq. (3.17) contains the Eigenvalues as: 
𝜆! = 𝑐,    𝜆! = −𝑏,    𝜆! = !!! !!!!!! ,     𝜆! = !!! !!!!!!    ( 3.18 ) 
Since λ! is a positive Eigenvalues of A, it is immediate from Lyapunov stability theory 
[53] that the hyperchaotic Zhou system 3.15 is unstable at the equilibrium point E! =0 0 0 0 . 
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(a) 
 
(b) 
Fig. 3.4. (a) Phase portrait of the hyperchaotic Zhou system (b) time-history of states x1, x2, x3, x4 
3.8.2. Sliding mode control for Hyperchaotic Zhou system 
In this section, an integral sliding mode controller [106] for globally stabilizing the 
hyperchaotic Zhou system [92] with unknown parameters is designed. Thus, the controlled 
hyperchaotic Zhou system is described by: 
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𝑥! = 𝑎 𝑥! − 𝑥! + 𝑥! + 𝑢!𝑥! = 𝑐𝑥! − 𝑥!𝑥! + 𝑢!𝑥! = −𝑏𝑥! + 𝑥!𝑥! + 𝑢!𝑥! = 𝑑𝑥! + 0.5𝑥!𝑥! + 𝑢!      ( 3.19 ) 
Where 𝑢!,𝑢!,𝑢! and 𝑢! are feedback controllers to be designed based on the states 𝑥!, 𝑥!, 𝑥! and 𝑥! in a way that the controlled system (3.19) globally converges to the origin 
asymptotically.  
Based on sliding mode theory [92, 116], the integral sliding surface of each 𝑥!,i=1,…,4 is 
defined as bellow: 𝑠! = !!" + 𝜆! 𝑥! 𝜏 𝑑𝜏!! = 𝑥! + 𝜆! 𝑥! 𝜏 𝑑𝜏,       𝑖 = 1,… ,4!!    ( 3.20 ) 
Derivative of the eq. (3.20) yields: 
𝑠! = 𝑥! + 𝜆!𝑥! ,    𝑖 = 1,… ,4     ( 3.21 ) 
The Hurwitz condition is realized if 𝜆!>0,i=1,…,4. 
Based on the exponential reaching law [106]: 
𝑠! = −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠! ,      𝑖 = 1,… ,4    ( 3.22 ) 
Comparing Eq. (3.21) and Eq. (3.22) gives: 𝑥! + 𝜆!𝑥! = −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠! 𝑥! + 𝜆!𝑥! = −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠! 𝑥! + 𝜆!𝑥! = −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠! 𝑥! + 𝜆!𝑥! = −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠!          ( 3.23 ) 
Using result in Eq. (3.19), the Eq. (3.23) is rewritten as: 𝑎 𝑥! − 𝑥! + 𝑥! + 𝑢! + 𝜆!𝑥! = −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠! 𝑐𝑥! − 𝑥!𝑥! + 𝑢! + 𝜆!𝑥! = −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠! −𝑏𝑥! + 𝑥!𝑥! + 𝑢! + 𝜆!𝑥! = −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠! 𝑑𝑥! + 0.5𝑥!𝑥! + 𝑢! + 𝜆!𝑥! = −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠!     ( 3.24 ) 
then the control laws is obtained for i=1,…,4 as follows: 
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𝑢! = −𝑎 𝑥! − 𝑥! − 𝑥! − 𝜆!𝑥! − 𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠! 𝑢! = −𝑐𝑥! + 𝑥!𝑥! − 𝜆!𝑥! − 𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠!              𝑢! = 𝑏𝑥! − 𝑥!𝑥! − 𝜆!𝑥! − 𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠!                   𝑢! = −𝑑𝑥! − 0.5𝑥!𝑥! − 𝜆!𝑥! − 𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠!           ( 3.25 ) 
Theorem 3.2:  The hyperchaotic Zhou system in Eq. (3.19) with the arbitrary initial 
condition 𝑥 0 ∈ 𝑅! using the control laws in Eq. (3.25) and with λ! , 𝜂! , 𝑘! > 0 is globally 
asymptotically stable. 
Proof:  Let's consider the following Lyapunov function: 
𝑉 = !! 𝑠!! + 𝑠!! + 𝑠!! + 𝑠!!      ( 3.26 ) 
Where 𝑠! , 𝑖 = 1,… ,4 are as same as the ones in Eq. (3.20) and have been defined for 
response of Zhou system in Eq. (3.19), in which the system utilizes command signals in Eq. 
(3.25). Derivative of Eq. (3.26) gives: 
𝑉 = 𝑠!𝑠! + 𝑠!𝑠! + 𝑠!𝑠! + 𝑠!𝑠!    ( 3.27 ) 
By substituting (3.22) into (3.27): 
𝑉 = 𝑠! −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠! + 𝑠! −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠! + 𝑠! −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠!+ 𝑠! −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠!  = −𝜂!|𝑠!|− 𝑘!𝑠!! − 𝜂!|𝑠!|− 𝑘!𝑠!! − 𝜂!|𝑠!|− 𝑘!𝑠!! − 𝜂!|𝑠!|− 𝑘!𝑠!!   ( 3.28 ) 
If 𝜂! > 0 , 𝑘! > 0 and i = 1,…,4  for Eq. (3.28) , then: 𝑉 < 0       ( 3.29 ) 
Consequently, according to Lyapunov second method, Zhou system with inputs of Eq. 
(3.25) is globally asymptotically stable and the proof is complete. 
With initial condition x 0 = [25 −16 20 −30] and by choosing controller 
parameters η! = λ! = 0.1 and k! = 100, i=1,…4, the state variables trajectories are shown in 
Fig. 3.5,  in which the controller is off for t<0.02 and on for t>0.02. 
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Dynamic performance of state variables x!, x!, x!, x! with initial condition x 0 =[25 −16 20 −30] and η! = λ! = 0.1, k! = 100 is depicted in Fig. 3.5. 
 
Fig. 3.5. Time responses of the controlled hyperchaotic Zhou system. 
The result in Fig.s 3.5 shows that all variables  𝑥!, 𝑥!, 𝑥!, 𝑥! are converged to zero 
rapidly, while the hyperchaotic Zhou system is controlled well. 
3.9. Simulation Results 
In this section, the scheme is further developed based on the result of previous section. 
An integral sliding mode controller is designed for a master-slave hyperchaotic Zhou system. 
The master and slave systems can be considered as a simple dynamical network with two 
nodes and one link. In this dynamical network, each node is assumed to have an oscillator 
such that its behavior can be described as a hyperchaotic Zhou system. The master 
hyperchaotic Zhou system is defined as: 𝑥! = 𝑎 𝑥! − 𝑥! + 𝑥!𝑥! = 𝑐𝑥! − 𝑥!𝑥!𝑥! = −𝑏𝑥! + 𝑥!𝑥!𝑥! = 𝑑𝑥! + 0.5𝑥!𝑥!      ( 3.30 ) 
Where a, b, c, d are same parameters like ones in Eq. (3.16) with initial condition of  x 0 = [25 −16 20 −30] 
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Let's the slave hyperchaotic Zhou system be defined as follows: 𝑦! = 𝑎 𝑡 𝑦! − 𝑦! + 𝑦! + 𝑢!𝑦! = 𝑐 𝑡 𝑦! − 𝑦!𝑦! + 𝑢!𝑦! = −𝑏𝑦! + 𝑦!𝑦! + 𝑢!𝑦! = 𝑑𝑦! + 0.5𝑦!𝑦! + 𝑢!                ( 3.31 ) 
The main objective here is to design a controller to synchronize the two hyperchaotic 
systems depicted in Eq. (3.31) and in Eq. (3.30). With the controller, the slave hyperchaotic 
system in Eq. (3.31) with arbitrary initial condition and time intervals can definitely be 
synchronized with the master hyperchaotic system in Eq. (3.30) by using command 
signalsu! , 𝑖 = 1,… ,4. 
The error signal is defined by subtracting (3.31) from (3.30): 𝑒! = 𝑦! − 𝑥! ,    𝑖 = 1,… ,4     ( 3.32 ) 
 
The derivative of Eq. (3.32) yields: 𝑒! = 𝑦! − 𝑥! ,    𝑖 = 1,… ,4     ( 3.33 ) 
 
Sliding surface for the integral sliding mode controller is defined as: 𝑠! = !!" + 𝜆! 𝑒! 𝜏 𝑑𝜏!! = 𝑒! + 𝜆! 𝑒! 𝜏 𝑑𝜏,       𝑖 = 1,… ,4!!   ( 3.34 ) 
 
The derivative of equation in Eq. (3.34) yields 
𝑠! = 𝑒! + 𝜆!𝑒! ,    i = 1,… ,4    ( 3.35 ) 
 
The Hurwitz condition is realized if λ! > 0, i = 1,… ,4 
Based on the exponential reaching law: 𝑠! = −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠! ,      𝑖 = 1,… ,4   ( 3.36 ) 
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Comparing the equations in (3.35) and the ones in (3.36) leads to: 
𝑒! + 𝜆!𝑒! = −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠! 𝑒! + 𝜆!𝑒! = −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠! 𝑒! + 𝜆!𝑒! = −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠! 𝑒! + 𝜆!𝑒! = −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠!    ( 3.37 ) 
Rewriting Eq. (3.36) with provision of Eq. (3.31) and Eq. (3.32): 
𝑎 𝑦! − 𝑦! + 𝑦! + 𝑢! − 𝑎 𝑥! − 𝑥! − 𝑥! + 𝜆! 𝑦! − 𝑥! = −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠! 𝑐𝑦! − 𝑦!𝑦! + 𝑢! − 𝑐𝑥! + 𝑥!𝑥! + 𝜆! 𝑦! − 𝑥! = −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠! −𝑏𝑦! + 𝑦!𝑦! + 𝑢! + 𝑏𝑥! − 𝑥!𝑥! + 𝜆! 𝑦! − 𝑥! = −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠! 𝑑𝑦! + 0.5𝑦!𝑦! + 𝑢! − 𝑑𝑥! − 0.5𝑥!𝑥! + 𝜆!𝑥! = −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠!   ( 3.38 ) 
Then the following control laws can be achieved for i = 1,…,4. 
𝑢! = −𝑎 𝑒! − 𝑒! − 𝑒! − 𝜆!𝑒! − 𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠!                        𝑢! = −𝑐𝑒! + 𝑦!𝑦!−𝑥!𝑥! − 𝜆!𝑒! − 𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠! 𝑢! = 𝑏𝑒! − 𝑦!𝑦! + 𝑥!𝑥! − 𝜆!𝑒! − 𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠! 𝑢! = −𝑑𝑒! − 0.5𝑦!𝑦! + 0.5𝑥!𝑥! − 𝜆!𝑒! − 𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠!   ( 3.39 ) 
Theorem 3.3:  The response of the hyperchaotic Zhou system in Eq. (3.31) with the 
arbitrary initial condition 0 ∈ R!, using the control laws in Eq. (3.38) and with λ!, η!, k! > 0 
is same as the response of system in Eq. (3.30). It means Eq. (3.32) is globally asymptotically 
stable. 
The proof is same as that for theorem 3.2 as shown in (3.26) to (3.29). 
Simulation results in Fig. 3.6 show that all four slave states are converging to the master 
ones and Fig. 3.7 shows that error of the controller is converging to zero, which means the 
synchronization is achieved. 
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                              (a)                                                                (b) 
                              (c)                                                                 (d) 
Fig. 3.6. Simulation results for synchronizing hyper-chaotic Zhou system using integral sliding mode 
control, time-history of the synchronization of states (a) x1 (b) x2 (c) x3 (d) x4. 
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Fig. 3.7. Time-history of the synchronization error 1,2,3,4. 
3.10. Summary 
In this chapter, a thorough literature review on synchronization has been undertaken. 
Different control methods previously used in synchronization of CDNs have been introduced, 
and the pinning control method, along with its related issues, has been outlined. It has been 
found out through literature review that the structure and topological characteristics of a 
network can have a great impact on synchronizability of the network. Furthermore, 
synchronizability and its various interpretations in dynamical networks have been presented. 
An adaptive integral sliding mode controller is proposed for synchronization of the 
hyperchaotic Zhou system. Using the proposed adaptive controller, both slave and master 
hyperchaotic Zhou systems are shown to converge to the same point. Stability analysis for the 
controller is provided by using the Lyapunov theory. The results with the proposed control 
scheme demonstrate that the adaptive integral sliding mode controller can efficiently 
synchronize the hyperchaotic master and slave systems. 
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Chapter	4. Synchronization	of	 fractional	complex	dynamical	network	
using	linear	control	methods	
Both linear and non-linear control methods have been used to synchronize fractional 
CDNs. Proportional (P) controller, which has been used in many synchronization studies, is 
the most popular linear method. Two examples are the complex dynamical network 
synchronization using adaptive pinning method [97] and the cluster synchronization of 
fractional-order complex dynamical network using P control [98]. Choosing a right controller 
to apply to the network is crucial. However, applying a controller to every node of the 
network is not only cost ineffective but also infeasible in most cases. Using pinning control a 
subset of all network nodes are chosen as drive nodes and a controller is only applied to each 
node in the subset.  
In this section, two linear control methods, Proportional (P) and Proportional-Integral 
(PI) are studied in synchronizing CDNs.  A new synchronization scheme based on pinning 
control method and fractional PI is proposed. 
4.1. Synchronization of complex dynamical networks using proportional 
pinning control 
Synchronization of complex dynamical networks is usually defined as the observed 
behaviour when multiple identical or non-identical dynamical networks begin to correlate. 
When synchronizing complex dynamical networks using proportional pinning control, the 
controller is applied to the pinned node. The following definitions and assumptions presented 
in papers [121], [122], and [123] are also used in this thesis. 
Definition 4.1 Function 𝑓:ℝ!×ℝ⟶ ℝ is said to be an increasing function, if Eq. (4.1) 
holds true for all values of 𝑡،𝜓!،𝜓! 𝜓! − 𝜓! ! 𝑓 𝜓!, 𝑡 − 𝑓 𝜓!, 𝑡 ≥ 0    ( 4.1 ) 
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Definition 4.2 Function 𝑓:ℝ!×ℝ⟶ ℝ is said to be a monotonically increasing 
function, if Eq. (4.2) holds true for K>0 and all values of 𝑡،𝜓!،𝜓!. 𝜓! − 𝜓! ! 𝑓 𝜓!, 𝑡 − 𝑓 𝜓!, 𝑡 ≥ 𝐾 𝜓! − 𝜓! !   ( 4.2 ) 
Definition 4.3 Function f(ψ,t) is a Lipschitz continuous function, if Eq. (4.3) holds for 
K>0 and all values of 𝑡،𝜓!،𝜓!. 𝜓! − 𝜓! ! 𝑓 𝜓!, 𝑡 − 𝑓 𝜓!, 𝑡 ≤ 𝜓! − 𝜓! !𝛽𝛾 𝜓! − 𝜓! ,  ( 4.3 ) 
When Eq. (4.3) holds true for all 𝝍𝟏 and 𝝍𝟐 values in the state space, the function 𝑓 𝜓!, 𝑡  is known to be globally Lipschitz. In this case, the above definition can be extended 
to any initial conditions and time periods. 
Definition 4.4 A is a reducible matrix if a permutation matrix P exists such that  𝑃!𝐴𝑃, 
where B and D are square matrices. If the reducibility conditions are not met, the matrix A is 
said to be irreducible. 
Lemma 4.1 If matrix A is reducible and 𝑎!" = 𝑎!" ≥ 0 and 𝑎!"!!!! = 0 hold true for 𝑖 ≠ 𝑗 and i = 1,2,…,N respectively, then all eigenvalues of the following matrix are negative: 𝑎!! − 𝜎 𝑎!"𝑎!" 𝑎!! … 𝑎!!… 𝑎!!⋮ ⋮𝑎!! 𝑎!! ⋱ ⋮… 𝑎!!   where 𝜎 is a positive constant. 
Definition 4.5 The Kronecker product between matrices A and B is defined as follows: 
𝐴⊗ 𝐵 = 𝑎!!𝐵 … 𝑎!!𝐵⋮ ⋱ ⋮𝑎!!𝐵 … 𝑎!"𝐵  
where matrices A and B have dimensions of n×m and p×q, respectively. The dimensions 
of the resulting matrix A⊗ B are np×mq. 
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Definition 4.6 The Kronecker product for the vector 𝐴⊗ 𝑓 𝑥! 𝑡 , 𝑡  is defined as 
follows: 
𝐴⊗ 𝑓 𝜓𝑖 𝑡 , 𝑡 = 𝑎11𝑓 𝜓1 𝑡 , 𝑡 + 𝑎12𝑓 𝜓2 𝑡 , 𝑡 + … 𝑎1𝑚𝑓 𝜓𝑚 𝑡 , 𝑡⋮ ⋱ ⋮𝑎𝑛1𝑓 𝜓1 𝑡 , 𝑡 + 𝑎𝑛2𝑓 𝜓2 𝑡 , 𝑡 + … 𝑎𝑛𝑚𝑓 𝜓𝑚 𝑡 , 𝑡  
4.1.1. Synchronization criteria for pinning control 
In this subsection, the criteria for synchronization of complex dynamical networks using 
pinning control are investigated. A complex dynamical network comprises N nodes of similar 
dynamics. Global synchronization occurs when all nodes in the network are synchronized 
with a reference point, 𝜂 𝑡 : 
lim!⟶! 𝜓! 𝑡 − 𝜂 𝑡 = 0,           𝑖 = 1,2,… ,𝑁.      ( 4.4 ) 
Local synchronization occurs when the initial error value is bounded and converges to 
zero by applying the pinning control: 
𝜓! 0 − 𝜂 0 < 𝜖,   𝜖 > 0 lim!⟶! 𝜓! 𝑡 − 𝜂 𝑡 = 0,           𝑖 = 1,2,… ,𝑁.      ( 4.5 ) 
4.2. Synchronization of complex dynamical networks using fractional 
Proportional-Integral (PI) pinning control 
Many linear and non-linear control methods have been widely studied and used. Typical 
non-linear ones are sliding mode, adaptive and fuzzy controllers [34, 113]. P and PI [97, 98] 
are the most popular linear controllers.  In our literature review, it is found out that in most 
current synchronization methods for fractional complex dynamical networks via pinning 
control; only the error is used as the feedback to a linear controller. A new synchronization 
method based on PI pinning control is presented in this section. Its synchronization criteria 
are obtained.   
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4.2.1. Problem statement 
Consider a complex dynamical network with N nodes. The dynamics of the motion of 
the dynamical network is described as follows: 
𝐷!𝑥! 𝑡 = 𝑓 𝑥! 𝑡 , 𝑡 + 𝑐 𝑔!"!! ! ! Г 𝑥! 𝑡 ,   𝑖 = 1,2,… ,𝑁   ( 4.6 ) 𝑥! = 𝑥!!, 𝑥!!, 𝑥!!,… , 𝑥!" ! ∈ ℜ! is the state vector of  𝑖th node, 𝑓 ⋅  is a continuous 
derivative function, and 𝐷! operator is fractional derivation of Caputo type. Eq. (4.6) 
represents a network of  𝑁 dynamical systems. 𝑐 is the uniform coupling strength. A diagonal 
positive definite matrixГ ∈ ℜ!×!represents the inner coupling matrix and 𝐺 = 𝑔!" ∈ ℜ!×! 
denotes coupling configuration matrix of the connection graph which is a symmetric matrix 
with zero row-sum (i.e. 𝑔!"!!!! = 0). For nodes 𝑖 and 𝑗 with an undirected connection, 𝑔!" = 𝑔!" > 0. If there is not any connection between nodes 𝑖 and 𝑗, 𝑔!" = 𝑔!" = 0 𝑖 ≠ 𝑗 . 
The diagonal elements of matrix 𝐺 are as follows: 
𝑔!! = − 𝑔!"!!!!!!!       ( 4.7 ) 
The response of the following equation is considered as the desired trajectory 
𝐷!𝑠 𝑡 = 𝑓 𝑠 𝑡 , 𝑡 .      ( 4.8 ) 
 
4.2.2. Synchronization of fractional complex dynamic networks using pinning 
control 
In the works of [97, 124], pinning control is used for synchronizing a network through 
pinning random or targeted nodes. A pinning controller is applied to each of the pinned 
nodes, known as drivers. Let 𝑙 represent the number of the pinned nodes and we assume it is 
generally less than the total number of the network nodes 𝑁. 𝑢! is a 𝑛-dimensional controller 
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for pinned node i. The equation of the dynamics of the controlled network with fractional-
order is as follows: 𝐷!𝑥! 𝑡 = 𝑓 𝑥! 𝑡 + 𝑐 𝑔!"!!!! Г 𝑥! 𝑡 + 𝑢! , 𝑖 = 1,2,… , 𝑙 𝐷!𝑥! 𝑡 = 𝑓 𝑥! 𝑡 + 𝑐 𝑔!"!!!! Г 𝑥! 𝑡 , 𝑖 = 𝑙 + 1,… ,𝑁      ,𝑢! ∈ ℜ!, 𝑖 = 1,2,… , 𝑙     (4.9) 
The aim is to find the proper controller in order to synchronize the network nodes to the 
equilibrium points (t). Global synchronization is described from (4.6) and (4.9). For all nodes 
with any initial condition, we have: lim!→! 𝑥! 𝑡 − 𝑠 𝑡 = 0 , 𝑖 = 1,… ,𝑁 
Assumption 1 [12]: There exists a constant 𝛽 > 0 and a diagonal positive definite 
matrix Γ ∈ 𝑅!×!  for all 𝑥,𝑦 ∈ 𝑅! such that: 𝑥! 𝑡 − 𝑥! 𝑡 ! 𝑓 𝑥! 𝑡 − 𝑓 𝑥! 𝑡  ≤ 𝛽 𝑥! 𝑡 − 𝑥! 𝑡 !Г 𝑥! 𝑡 − 𝑥! 𝑡       ( 4.10 ) 
Lemma1 [13]: Consider autonomous fraction order system 𝐷!𝑥(𝑡) = 𝑓(𝑥), where 𝑥(𝑡) ∈ 𝑥!,… , 𝑥! !is state variable and 𝑞 ∈ 0,1 is fractional order derivative. Suppose that 
equilibrium point is 𝑥 = 0. If  𝑥 𝑡 !𝐷!𝑥 𝑡 < 0 holds for any state 𝑥 𝑡  then the equilibrium 
point is asymptotically locally stable. 
Definition 1 [9, 14]: 𝐺 is a reducible matrix if there exists a permutation matrix 𝑃 such 
that 𝑃!𝐺𝑃 can be written as 𝐵 𝐶0 𝐷  in which 𝐵 and 𝐷are square matrices. Otherwise, 𝐺 is 
irreducible. 
Lemma 2 [12, 14]: If matrix 𝐺 is irreducible and 𝑔!"!!!! = 0, 𝑔!" = 𝑔!" > 0 𝑖 ≠ 𝑗 are 
true, then all the eigenvalues of the following matrix are negative. 𝑔!! − 𝜀 𝑔!" … 𝑔!!𝑔!"⋮ 𝑔!! …⋮  ⋱ 𝑔!!⋮𝑔!! 𝑔!! … 𝑔!!  
for any positive constant ε. 
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Definition 2: Kronecker product ⊗ of matrices A and B is defined as follows: 
𝐴⊗ 𝐵 = 𝑎!!𝐵 … 𝑎!!𝐵⋮ ⋱ ⋮𝑎!!𝐵 … 𝑎!"𝐵  
in which matrix A is 𝑛×𝑚 and B is 𝑝×𝑞 and their Kronecker product is 𝑛𝑝×𝑚𝑞.   
Definition 3: Kronecker multiplication of 𝐴⊗ 𝑓 𝑥! 𝑡 , 𝑡 is defined as: 
𝐴⊗ 𝑓 𝑥! 𝑡 , 𝑡 = 𝑎!!𝑓 𝑥! 𝑡 , 𝑡 + 𝑎!"𝑓 𝑥! 𝑡 , 𝑡 + … +𝑎!!𝑓 𝑥! 𝑡 , 𝑡⋮ ⋱ ⋮𝑎!!𝑓 𝑥! 𝑡 , 𝑡 + 𝑎!!𝑓 𝑥! 𝑡 , 𝑡 + … 𝑎!"𝑓 𝑥! 𝑡 , 𝑡  
Lemma 3: For matrices A,B,C,and D with proper aspects of Kronecker multiplication, 
the following should hold for each 𝜉 ∈ 𝑅: 
𝜉𝐴 ⊗ 𝐵 = 𝐴⊗ 𝜉𝐵  𝐴 + 𝐵 ⊗ 𝐶 = 𝐴⊗ 𝐶 + 𝐵⊗ 𝐶 𝐴⊗ 𝐵 𝐶⊗ 𝐷 = 𝐴𝐶 ⊗ 𝐵𝐷  𝐴⊗ 𝐵 ! = 𝐴!⊗ 𝐵! 
4.2.3. Synchronization of fractional complex dynamical network with fractional PI 
pinning controller  
In this section, a new method of fractional PI pinning control is introduced and the 
synchronization condition is obtained. Fractional PI controller of network (4.6) is defined as: 
𝑢! = −𝑐Г(𝑘!" 𝑥! 𝑡 − 𝑠 𝑡 + 𝑘!"𝐷(!!) 𝑥! 𝑡 − 𝑠 𝑡 , 𝑖 = 1,2,… , 𝑙  ( 4.11 ) 
Let’s define the error signal: 
𝑒! 𝑡 = 𝑥! 𝑡 − 𝑠 𝑡  
And assume 
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𝐷!𝑤! 𝑡 = 𝑒! 𝑡  or  𝑤! 𝑡 = 𝐷 !! 𝑒! 𝑡  for 𝑖 = 1,… , 𝑙 𝑤! 𝑡 = 0 for 𝑖 = 𝑙 + 1.… .𝑁, 
then Eq. (4.11) can be rewritten as: 
𝑢! = −𝑐Г 𝑘!"𝑒! 𝑡 + 𝑘!"𝑤! 𝑡 ,      𝑖 = 1,2,… , 𝑙   ( 4.12 ) 
Where 𝑘!" > 0 is the proportional gain and 𝑘!" > 0 is the integral gain of the 
controller 𝑢!. They are defined as follows: 
𝑘!" = 𝑘!  𝑖 = 1,2,… , 𝑙.0  𝑖 = 𝑙 + 1,… ,𝑁. 𝑘!" = 𝑘! 𝑖 = 1,2,… , 𝑙.0  𝑖 = 𝑙 + 1,… ,𝑁. 
4.2.4. Fractional PI Pinning synchronization criteria 
The aim of the synchronization is to find the proper gains for the controllers in a way that 
all nodes are synchronized toward the equilibrium point𝑠 𝑡  (i.e. global synchronization is 
obtained). The results are summarized in the following theorem. 
Theorem 1: Based on Definition 2 and Lemma 1, The fractional complex dynamical 
network of Eq. (4.6) is globally synchronized if: 
 𝐼!⊗ 𝛽Г+ 𝑐 𝐺 − 𝐾! ⊗ Г < 0𝐼!⊗ Г− 𝑐𝐾!⊗ Г = 0     ( 4.13 ) 
Where 𝐼! is a unitary matrix with dimension 𝑁, 𝐾! and 𝐾! are 𝑁×𝑁diagonal matrices 
with the values of the proportional and integral gains in the diagonal entries, as: 
𝐾! =
𝑘!!     0      … 0 … 0   00⋮     𝑘!! …  ⋮      ⋱ 0⋮ … 0   00 0    … 𝑘!" … 0   00 0    … 0 ⋱ 0   00 0    … 0 … 0   00 0    … 0 … 0   0
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𝐾! =
𝑘!!    0    … 0 … 0   00⋮          𝑘!! …  ⋮    ⋱ 0⋮ … 0   00 0     … 𝑘!" … 0   00     0     … 0 ⋱ 0   00   0     … 0 … 0   00  0     … 0 … 0   0
 
Proof: 
Having the equations of the coupled fractional dynamical systems, and the control law, 
the equations of the error signals are obtained as: 
𝐷!𝑒! 𝑡 = 𝑓 𝑥! 𝑡 − 𝑓 𝑠 𝑡 + 𝑐 𝑔!"!!!! Г 𝑒! 𝑡 + 𝑢! 𝑡 , 𝑖 = 1, 2 ,… , 𝑙 𝐷!𝑒! 𝑡 = 𝑓 𝑥! 𝑡 − 𝑓 𝑠 𝑡 + 𝑐 𝑔!"!!!! Г 𝑒! 𝑡 ,              𝑖 = 𝑙 + 1,… ,𝑁  ( 4.14 ) 
By replacing pinning control regulation (4.12) in (4.14), we get: 
𝐷!𝑒! 𝑡 = 𝑓 𝑥! 𝑡 − 𝑓 𝑠 𝑡 + 𝑐 𝑔!"!!!! Г 𝑒! 𝑡 − 𝑐Г𝑘!"𝑒! 𝑡 − 𝑐Г𝑘!"𝑤! 𝑡 , 𝑖 = 1,… , 𝑙 𝐷!𝑒! 𝑡 = 𝑓 𝑥! 𝑡 − 𝑓 𝑠 𝑡 + 𝑐 𝑔!"!!!! Г 𝑒! 𝑡 ,               𝑖 = 𝑙 + 1,… ,𝑁  ( 4.15 ) 
 
The following equation is formed based on Lemma 1: 
𝐽 = 𝑒!! 𝑡 ,… , 𝑒!! 𝑡 ,𝑤!! ,… ,𝑤!! 𝑡 × 𝐷!𝑒! 𝑡 ,… ,𝐷!𝑒! 𝑡 ,𝐷!𝑤! 𝑡 ,… ,𝐷!𝑤! 𝑡 ! =  𝑒!!!!!! 𝐷!𝑒! + 𝑤!!𝐷!𝑤!!!!!        ( 4.16 ) 
Combining (4.15) and (4.16), we have: 
𝐽 =  𝑒!! 𝑓 𝑥! 𝑡 − 𝑓 𝑠 𝑡 + 𝑐 𝑔!"!!!! Г 𝑒! − 𝑐 𝑒!!𝑘!"Г𝑒! − 𝑐 𝑒!!𝑘!"Г𝑤! +!!!!!!!!!!!!𝑤!!Г𝑒!!!!!           ( 4.17 ) 
According to Assumption (1) on 𝑓 𝑥 𝑡  and inequality (4.10), the following inequality 
is obtained from Eq. (4.17): 
𝐽 ≤ 𝑒!! 𝛽Г𝑒! + 𝑐 𝑔!"Г𝑒!!!!!!!!! − 𝑐 𝑘!"𝑒!!Г𝑒!!!!! + 𝑒!! Г− 𝑐𝑘!"Г 𝑤!!!!!   ( 4.18 ) 
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Simplifying the above inequality and using Kronecker product, the following is obtained: 
𝐽 ≤ 𝑒! 𝐼!⊗ 𝛽Г+ 𝑐 𝐺 − 𝐾! ⊗ Г 𝑒 + !! 𝑒! 𝐼!⊗ Г− 𝑐𝐾!⊗ Г 𝑤   ( 4.19 ) 
in which vectors e and w are as follows: 
𝑒 = 𝑒!! , 𝑒!! ,… , 𝑒!! !𝑤 = 𝑤!! ,… ,𝑤!! , 0,… , 0 ! 
Therefore, according to Lemma 1,if the term in the first bracket is negative definite, i.e. 
𝐼!⊗ 𝛽Г+ 𝑐 𝐺 − 𝐾! ⊗ Г < 0 
and the second term in the bracket is zero, i.e. 
𝐼!⊗ Г− 𝑐𝐾!⊗ Г = 0 
then 𝐽 is negative definite. That means synchronization is achievable if these two 
conditions are met. 
Corollary 1. Suppose that Assumption 1 is held and Γ is a diagonal positive definite 
matrix. The controlled dynamical network (4.9) with control law (4.12) is globally 
synchronized if the following condition is satisfied: 
𝑃 = 𝛽𝐼! + 𝑐 𝐺 − 𝐾! < 0    𝑎𝑛𝑑   𝑄 = 𝐼! − 𝑐𝐾! = 0 
where β is defined in Assumption 1. 
Proof. From the Theorem 1 and the Lemma 3, we have: 
𝑃 = 𝐼!⊗ 𝛽Г+ 𝑐 𝐺 − 𝐾! ⊗ Г = 𝛽𝐼! + 𝑐 𝐺 − 𝐾! ⊗ Γ , 
If the conditions 𝛽𝐼! + 𝑐 𝐿 − 𝐾! < 0 and Γ > 0 hold, then 𝑃 < 0. With the same 
logic, it can be shown that if the conditions 𝑄 = 𝐼! − 𝑐𝐾! < 0 and Γ > 0 hold, then the 
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second condition of the Theorem 1 is satisfied, i.e. 𝐼!⊗ Г− 𝑐𝐾!⊗ Г = 𝐼! − 𝑐𝐾! ⊗ Γ <0. 
4.2.5. Determining the controller gains 
In this section, the investigation is on choosing the right coupling strength value. 
Corollary 2. Suppose that Assumption 1 holds and Γ is a diagonal positive definite 
matrix. The controlled dynamical network (4.9) is globally synchronized if the following 
condition is satisfied: 𝑐 > !!!"# !!!!  , and 𝑘! = !! 𝜆!"# ⋅ is maximum eigenvalue of a matrix. 
Proof. Let 𝐾!⋆ be a positive definite matrix for a network with only one pinned node 
controller, i.e. 𝑙 = 1. Since configuration matrix 𝐺 is a reducible matrix, therefore by Lemma 
2, 𝐺 − 𝐾!⋆ is a negative definite matrix and 𝜆!"# 𝐺 − 𝐾!⋆ < 0. In general, in the case of 
having more than one pinned node, with 𝐾!: 𝜆!"# 𝐺 − 𝐾! ≤ λ!"# 𝐺 − 𝐾!⋆ < 0. By 
satisfying the first condition of corollary 2, it can be shown that 𝜆!"# 𝛽𝐼! + 𝑐 𝐺 − 𝐾! ≤𝛽 + 𝑐𝜆!"# 𝐺 − 𝐾! < 0, which means that the first inequality condition of Corollary 1 is 
satisfied. From the second equality condition of Corollary 1, we have: 
𝐼! − 𝑐𝐾! =
1− 𝑐𝑘! ⋱ 01− 𝑐𝑘! 00 ⋱ 0
= 0 ⟺ 𝑘! = 1𝑐 
and the proof is completed. 
As shown above, the advantage of this controller to non-linear counterparts is its 
simplicity. The criteria obtained in Corollary 2 are simple so the right value for the variables 
can be easily obtained. The advantage of the proposed method to other linear controllers used 
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to synchronize same systems to date is its degree of freedom in control feedback. That gives 
more flexibility to achieve desired results. 
4.3. Simulation 
In this section, Lorenz chaotic system is used to show the performance of the proposed 
method. The dynamics of Lorenz systems is described as follows: 
                               
𝐷!𝑥! 𝑡𝐷!𝑥! 𝑡𝐷!𝑥! 𝑡 =
𝑝! 𝑥! 𝑡 − 𝑥! 𝑡𝑥! 𝑡 𝑝! − 𝑥! 𝑡 − 𝑥! 𝑡𝑥! 𝑡 𝑥!! 𝑡 − 𝑝!𝑥! 𝑡                                  ( 4.20 ) 
Assume that [𝑝!,𝑝!,𝑝!] = 10, 28,8/3  and 𝑞 = 0.995. For these values, the Lorenz 
system has a chaotic behaviour and has three equilibrium points as 𝐸! = 0,0,0 ,E! =𝑝!(𝑝! − 1) , 𝑝!(𝑝! − 1) ,𝑝! − 1  , and 𝐸! = − 𝑝!(𝑝! − 1) ,− 𝑝!(𝑝! − 1) ,𝑝! − 1 . 
Fig. 4.1 shows the trajectories of the system state variables against each other, indicating the 
chaotic behaviour of the system. 
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Fig. 4.1. Lorenz system in 𝑥! −  𝑥!and 𝑥! − 𝑥! plane for parameters: 𝑝! =  10,  𝑝! = 28,  𝑝! = 8/3, 
and fractional order 𝑞 = 0.995. 
Assuming the inner coupling matrix is an identity matrix, the equations of the dynamics 
of the coupled dynamical systems with fractional PI controller are as follows: 
𝐷!𝑥!! 𝑡 = 𝑝! 𝑥!! 𝑡 − 𝑥!! 𝑡 + 𝑢!!𝐷!𝑥!! 𝑡 = 𝑥!! 𝑡 𝑝! − 𝑥!! 𝑡 − 𝑥!! 𝑡 + 𝑢!!𝐷!𝑥!! 𝑡 = 𝑥!! 𝑡 𝑥!! 𝑡 − 𝑝!𝑥!! 𝑡 + 𝑢!! ,       𝑖 = 1,2,… ,𝑁  ( 4.21 ) 
𝑢! = −𝑐 𝑘! 𝑥! 𝑡 − 𝑠 𝑡 + 𝑘!𝐷!! 𝑥! 𝑡 − 𝑠 𝑡 , 𝑖 = 1,2,… , 𝑙0,                                                                                          𝑖 = 𝑙 + 1,… ,𝑁 
Here, we compare the performance of the proposed fractional PI controller with a 
conventional proportional control for which the integral control gain is set to zero. It has been 
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shown that a simple linear controller (i.e., proprotional controller) can be designed to 
synchronize a network globally [52]. We set the equilibrium point as s t = E! = −8.4853,− 8.4853, 27 . 
Initial conditions of the nodes, ie x!" 0 ∈ −30,30  for i = 1,… ,20 and j = 1,2,3 , are 
generated randomly by uniform distribution function. In our simulation, the performance of 
these two controllers (i.e., fractional PI and P) with same power consumption restraint are 
compared on a network with 20 nodes. To evaluate the synchronization, only 3 nodes with 
the highest connection degrees are chosen as drivers. 
Fig. 4.2, illustrates the configuration of the considered network. Connections between 
nodes are assigned randomly. Nodes are labelled based on their connection degrees which are 
the number of connections to other nodes.  The higher the degree, the lower the label. Node 1 
has the highest degree, node number 2 has the second highest degree, and node number 20 
has the lowest degree. Nodes 1, 2 and 3 are chosen as drivers. 
 
Fig. 4.2. The topology of exemplified network with twenty nodes 
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To better compare the performance of the two controllers, the controller's parameters are 
adjusted in a way that they have the same power consumption. The power consumption for a 
controller is defined as: 
𝑉 = !!" 𝑢!! 𝑡 𝑢! 𝑡 𝑑𝑡!"!!!!!     ( 4.22 ) 
Where 𝑙 is the number of pinned nodes, 𝑡!is the simulation time and 𝑢! 𝑡 ∈ 𝑅! is the 
control signal applied to node i. 
For both proportional (P) and fractional PI controllers, the same coupling strength c=10 
is used between the individual dynamical systems. The power consumption for both 
controllers V=20 (units) is used. The feedback gains are calculated in a way that both 
controllers have the same power consumption. Fig.s 4.3 and 4.4 show the manipulated 
control signal obtained for P and fractional PI controllers and the states trajectory, 
respectively. 
It can be seen that the control signals converge to zero as time proceeds. Both controllers 
have the same power consumption. Comparing Fig. 4.3 (a), and 4.4 (a) the new proposed 
controller has a faster convergence and it has smaller fluctuation to reach to the set points 
(less overshoot). 
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(a)  
 
(b) 
Fig. 4.3. Proportional pinning synchronization of the  complex dynamical network with 𝑐 = 10, 𝑘! =13.6. (a) State trajectories, (b) Control signals. 
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(a)  
 
(b)  
Fig. 4.4. Fractional PI pinning synchronization of the  complex dynamical network with 𝑐 = 10, 𝑘! =4.1 𝑎𝑛𝑑, 𝑘! = 0.1. (a) States trajectory, (b) Control signals 
Fig. 4.3 (a) shows that the synchronization to the equilibrium point s t = E! is achieved 
in almost 1 second after the conventional P controller is applied. Using the proposed 
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fractional PI controller,  the system is synchronized in about 0.5 secconds as shown in Fig. 
4.4 (a) . The new method is 2 times faster on convergence speed. 
To compare graphically, the trajectories of the system state variables, as well as the sum 
of instant squared error signals are plotted. The sum of the instant squared errors is as 
follows: 
𝑒!! 𝑡 𝑒! 𝑡!!!!      ( 4.23 ) 
and the error signal of node 𝑖 is calculated as 𝑒!  𝑡 =凶! 𝑡 − 𝑠 𝑡 ∈ 𝑅!. 
The integral of the sum of instant squared errors is used for numerical comparison 
between two controllers and it is defined as bellow: 
𝑒!! 𝑡 𝑒! 𝑡!!!! 𝑑𝑡!!!      ( 4.24 ) 
In order to compare the performance of these controllers, the mean squared errors are 
illustrated. This function measures the average of the squared errors and its result shows the 
effectiveness of the synchronization. A numerical simulation is repeated 100 times to obtain 
the averages over these runs (Fig. 4.5). Each simulation has different random identical initial 
values for both controllers. Fig. 4.5 shows the average of the errors in all the 100 repeats. 
Fig. 4.6 shows the maximum variation from the average point for both methods. It 
confirms that with the same power consumption, the proposed method outperforms the 
conventional method and achieves the synchronization in a shorter time. 
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Fig. 4.5. The sum of instant squared errors by the Proportional controller and the proposed fractional 
PI controller. Data show averages over 100 realizations. 
 
Fig. 4.6. Average of errors for running the simulation for 100 initial values and the maximum 
variation from the average 
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The area under the error curve is defined as an overall performance index (OPI) which 
indicates the controller’s overall performance.  The OPI shown in Table 4.1 is calculated 
based on the curves shown in Fig. 4.5. The result in Table 4.1 confirms that our proposed 
controller outperforms the conventional methods. 
Table 4.1. Numerical comparison of the conventional P, and the fractional PI controller using Eq. 
(4.24) 
Control method OPI 
P 1536 
Fractional PI 1147 
 
4.4. Summary 
In this chapter, an overview of linear control methods in synchronization of complex 
dynamical networks is presented. Stability and synchronization of complex dynamical 
networks using a P controller as well as fractional PI controller are studied. A new linear 
control scheme using PI controller is proposed, the synchronization criteria are obtained. 
Network stability is proven using Lyapunov stability method and that leads to the two new 
conditions set for the network synchronization. The performance of the proposed fractional 
PI controller has been compared with the conventional proportional controller using statistics 
of instant squared errors on a testing network with Lorenz oscillators as individual dynamical 
systems. Our numerical simulations show that the proposed fractional PI control is more 
efficient than the proportional control with the same power consumption. Overall, the 
proposed PI fractional controller provides more flexibility on changing parameters compared 
to what the conventional method and it has been shown that with the same control cost the 
proposed method can achieve synchronization with faster speed and less overshoot. 
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Chapter	5. Cluster	 Synchronization	 of	 complex	 dynamical	 network	
with	fractional	order	using	non-linear	control	methods	
The study of synchronization of complex dynamic network systems has already found 
applications in the fields of electronics, information security, epidemic control, automatic 
control, etc.  It still has great potential for further development and improvement. The field 
has attracted a great deal of attention among researchers and many in-depth studies have been 
carried out. Different types of network synchronization have been proposed, such as full 
synchronization, generalized synchronization, projective synchronization, phase 
synchronization, time-delay synchronization, internal synchronization, external 
synchronization, cluster synchronization, etc. [24, 51, 52, 106, 109, 125]. Among all network 
synchronization types, cluster synchronization is a special synchronization category [42, 43. 
105, 119, 126], in which a network is composed of multiple communities (sub-networks), and 
the nodes in one community are synchronized with each other, but desynchronized with 
nodes of other communities. Researches show that there are a large number of complex 
networks with cluster structure in natural and artificial systems. Therefore, the 
synchronization problem for networks with cluster structures has become a very important 
research topic.  
Cluster synchronization is usually more common in the fields of biological sciences and 
communication engineering [51]. Belykh et al. [118] studied the possible existence of chaotic 
oscillators with nearest neighbour coupling on a two-dimensional lattice. Ma et al. [52] 
achieved cluster synchronization by constructing a competitive and cooperative weighted 
coupling method. Liu et al. [37] investigated the cluster synchronization problem for linearly 
coupled networks by adding some simple intermittent pinning controls and some sufficient 
conditions to guarantee the global cluster synchronization were presented. Wu et al. [94] 
investigated the cluster synchronization in adaptive complex dynamical networks with non-
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identical nodes by using a local control method and a novel adaptive strategy for the coupling 
strengths of the networks. Wu and Fu [53] investigated the cluster mixed synchronization of 
complex networks with non-delayed coupling. In their work, by using some linear pinning 
control schemes and the adaptive coupling strength method, only the nodes in one 
community, which have direct connections to the nodes in other communities, were 
controlled to achieve the cluster mixed synchronization. There are also some works on the 
cluster projective synchronization (CPS) of the linearly coupled complex networks with time 
varying delay couplings. Cao et al. [93] combined the control theories and the free matrix 
method to study the cluster synchronization problem of a class of time-delay neural networks 
with random disturbances.  
Because there are so many real world networks, which show clustering characteristics, in 
this chapter, we investigate the cluster synchronization of complex dynamical networks with 
fractional order using sliding mode control. 
5.1. Clustered complex dynamical networks 
Consider a complex dynamical network, which contains N nodes {1, 2, … N}  and m 
clusters C!,C!,… ,C!  where C! = 1,2,… ,N!!!! . Without loss of generality, we assume 
that: 
C! = 1,2,… , r! , C! = r! + 1,… , r1+ r! , 
… C! = r! +⋯+ r!!! + 1,… , r!,+⋯+ r!!! + r!  
so that r! +⋯+ r!!! + r! = N 
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Assume the dynamical network in our study consists of N coupled identical nodes in 
which each node is an n-dimensional dynamical system with fractional order and can be 
described as follows. 
𝐷!𝑥! 𝑡 = 𝑓 𝑥! 𝑡 + 𝑐 𝑎!"Γ𝑥! 𝑡 ,       𝑖 = 1,2,… ,𝑁!!!!    ( 5.1 ) 
where 0 <q <1 and 𝑥! = 𝑥!!, 𝑥!!,… , 𝑥!" ! ∈ 𝑅! is a state for the i-th node. The 
nonlinear vector function 𝑓:𝑅×𝑅! → 𝑅! expresses the system dynamical behavior. 𝑐 is the 
coupling strength and Γ = 𝑑𝑖𝑎𝑔 𝛽!,𝛽!,… ,𝛽!  is the inner coupling matrix. Matrix 𝐴 = 𝑎!" !×! is the coupling configuration matrix and is defined as follows: 
If there is a connection between nodes 𝑖 and 𝑗, then 𝑎!" = 𝑎!" > 0, otherwise 𝑎!" = 𝑎!" =0  𝑖 ≠ 𝑗 , also 𝑎!! = −  𝑎!"!!!!,!!! , In addition, it is assumed that there is no isolated cluster 
in the network (i.e. it is a connected network). As a result, matrix A is symmetric and 
irreducible. 
The controller 𝑢! ∈ 𝑅! will be designed later. So the controlled fractional complex 
dynamical network is as follows. 
𝐷!𝑥! 𝑡 = 𝑓 𝑥! 𝑡 + 𝑐 𝑎!"Γ𝑥! 𝑡 ,       𝑖 = 1,2,… ,𝑁!!!!    ( 5.2 ) 
Lemma 5.1: [100] 
Consider an autonomous fractional order linear system as follows: 
𝐷!𝑥 𝑡 = 𝐴𝑥 𝑡 ,   𝑤𝑖𝑡ℎ 𝑥 0 = 𝑥!    ( 5.3 ) 
where 𝑥 ∈ 𝑅! 𝑖𝑠 the state vector, 𝐴 ∈ 𝑅!×!is a constant matrix with eigenvalues 𝜆!,… , 𝜆! and α ∈ (0,1) is fractional order. It is an asymptotically stable system if and only if arg 𝜆! > !"!  𝑓𝑜𝑟  𝑖 = 1,… ,𝑛 . 
Lemma 5.2: [32, 33] 
Suppose that x = 0 is the equilibrium point for the following fractional order system: 
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𝐷!𝑥 𝑡 = 𝑓 𝑥, 𝑡      ( 5.4 ) 
If the 𝑓 (𝑥, 𝑡) function satisfies the Lipschitz condition with constant 𝑙 > 0 and  0 < 𝛼 < 1. 
and 
there is a Lyapunov function 𝑉 𝑡, 𝑥 𝑡  which meets the following conditions: 
ε! 𝑥 ! ≤ 𝑉 𝑡, 𝑥 ≤ ε! 𝑥     ( 5.5.a ) 𝑉 𝑡, 𝑥 ≤ −ε! 𝑥      ( 5.5.b ) 
where ε!, ε!, ε!,𝑎𝑛𝑑 𝛽 are positive constants, then the equilibrium point is  Mittag-
Leffler stable  (asymptotically stable). 
Definition 5.1: Consider that {1,2, ..., N} are network node index and 𝐶!,𝐶!,… ,𝐶!  are 
the network clusters. 
Cluster synchronization can be achieved for a network with m clusters, if: lim!→! 𝑥! − 𝑥! = 0,   ∀𝑖, 𝑗 ∈ 𝐶!,𝑛 = 1,2,… ,𝑚    ( 5.6.a ) lim!→! 𝑥! − 𝑥! ≠ 0,   𝑖 ∈ 𝐶!! , 𝑗 ∈ 𝐶!! ,𝑛! ≠ 𝑛! = 1,2,… ,𝑚   ( 5.6.b ) 
The error variable is defined as follows: 𝑒! 𝑡 = 𝑥! 𝑡 − 𝑠!! 𝑡 , (𝑖 = 1,2,… ,𝑁)    ( 5.7 ) 
where 𝑠!! 𝑡  is a response for a node in the 𝛿!𝑡ℎ cluster. We assume that the local 
dynamics of all clusters are identical and can be described as follows. 𝐷!𝑠!! 𝑡 = 𝑓 𝑠!! 𝑡 , (𝑖 = 1,2,… ,𝑁)    ( 5.8 ) 
The response 𝑠!! 𝑡 , can be the equilibrium point, an alternate route, or an absorbent 
chaos in the 𝛿!𝑡ℎ cluster. System dynamic error is obtained by subtracting Eq. (5.5) and (5.8), 
according to definition (5.1). 𝐷!𝑒! 𝑡 = 𝑓 𝑥! 𝑡 − 𝑓 𝑠!! 𝑡 + 𝑐 𝑎!"Γ𝑥! 𝑡 + 𝑢!!!!!  , 𝑖 = 1,2,… ,𝑁  ( 5.9 ) 
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5.2. Sliding mode controller for clustered dynamical complex networks 
A sliding mode controller is an effective control method, which has been successfully 
used in the synchronization of chaotic systems. Designing a sliding mode controller has two 
steps. The first step is to choose a sliding surface, which contains a reduced order dynamic. 
The second step is to design a switching control law that forces the closed-loop system to 
achieve the sliding surface, and then keeps it on the surface [113]. In our method, we first 
choose the sliding mode control with fractional order for synchronization of the complex 
dynamical network.  A sliding surface with appropriate fractional order is proposed as 
follows: 
𝜎! 𝑡 = 𝐷!!!𝑒! 𝑡 + 𝑘! 𝑒! 𝜏!!  𝑑𝜏, 𝑖 = 1,2,… ,𝑁   ( 5.10 ) 
where, 𝑘! ∈ 𝑅!×! is a positive diagonal matrix and 𝜎! 𝑡 ∈ 𝑅!. In the sliding mode 
control, sliding surface dynamics is obtained from the equation σ ̇ (t) = 0.  Applying time 
derivative on the Eq. (5.8), we have: 
𝜎! 𝑡 = 𝐷!𝑒! 𝑡 + 𝑘!𝑒! 𝑡 = 0, 𝑖 = 1,2,… ,𝑁   ( 5.11 ) 
According to Lemma (5.1), the proposed sliding surface dynamics is asymptotically 
stable because the eigenvalues of the Eq. (6.11) are equal to − 𝑘! !!–. Given that 0 <α <1, 
the stability condition of arg − 𝑘! !! > !"!  is met. 
In order to ensure that the state trajectories of the system in Eq. (5.5) converges to the 
sliding surface 𝜎! 𝑡 = 0, the following sliding mode control law is proposed: 
𝑢! = −𝑓 𝑥! 𝑡 + 𝑓 𝑠!! 𝑡 − 𝑐 𝑎!"Γ𝑥! 𝑡!!!! − 𝑘!𝑒! 𝑡 − 𝜂!  𝑠𝑖𝑔𝑛 𝜎! −𝑚!𝜎!     ( 5.12 ) 
where, 𝑚! , 𝜂! 𝑖 = 1,… ,𝑁 > 0 𝑎𝑟𝑒 diagonal matrices with positive elements. 
Theorem 5.1: In the controlled fractional complex dynamical network, Eq. (5.5) is fully 
realized by control law (5.12) on the cluster synchronization. 
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Proof: To achieve synchronization, we have to prove the error in Eq. (5.9) is equal to 
zero. By selecting a candidate Lyapunov function as follows: 
𝑉 𝑡, 𝑒 𝑡 = 𝜎! 𝑡 !!!!! = 𝜎!,! 𝑡!!!!!!!!    ( 5.13 ) 
Where N is the number of nodes; n is the number of state variables for each node and it is 
also the number of the sliding surfaces for each node. According to Lemma (5.2), it is clear 
that the Lyapunov function with β = 1 and positive values ε!, ε!  (eg for ε! = 0.5, ε! = 2) 
satisfies Lemma (5.1). 
Applying the derivative on Lyapunov function along the trajectory of the error in Eq. 
(5.9), we have: 
𝑉 𝑡, 𝑒 𝑡 = 𝑠𝑖𝑔𝑛 𝜎!,! 𝜎!,! +⋯+ 𝑠𝑖𝑔𝑛 𝜎!,! 𝜎!,!!!!!  =  𝜎!!  𝑠𝑖𝑔𝑛 𝜎!!!!!      ( 5.14 ) 
Substituting 𝜎! 𝑡   by combining Eq. (5.11) and Eq. (5.14), we have: 
𝑉 𝑡, 𝑒 𝑡 = 𝐷!𝑒! 𝑡 + 𝑘!𝑒! 𝑡 !  𝑠𝑖𝑔𝑛 𝜎!!!!!    ( 5.15 ) 
Substituting the error dynamics by combining Eq. (5.9) and Eq. (5.15), the following 
equation is obtained: 𝑉 𝑡, 𝑒 𝑡 = 
𝑓 𝑥! 𝑡 − 𝑓 𝑠!! 𝑡 + 𝑐 𝑎!"Γ𝑥! 𝑡 + 𝑢!!!!! +   𝑘!𝑒! 𝑡 !  𝑠𝑖𝑔𝑛 𝜎!!!!!       ( 5.16 ) 
Substituting the control law by combining Eq. (5.12) and Eq. (5.16), we have: 
 𝑉 𝑡, 𝑒 𝑡 = −𝑚!𝜎! − 𝜂!  𝑠𝑖𝑔𝑛 𝜎! !  𝑠𝑖𝑔𝑛 𝜎!!!!!  = − 𝜎!!  𝑚!𝑠𝑖𝑔𝑛 𝜎! − 𝜂!,!!!!!!!!!    ( 5.17 ) 
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where, 𝜂!,!  is the jth column in the diagonal matrix 𝜂!   for the i-th node. As it is assumed 
that the elements of the diagonal matrix 𝜂! are all positive, the following inequality can be 
obtained using Eq. (5.17): 
𝑉 𝑡, 𝑒 𝑡 ≤  − 𝜎!!  𝑚!𝑠𝑖𝑔𝑛 𝜎!!!!! = − 𝑚!,! 𝜎!,!  𝑠𝑖𝑔𝑛 𝜎!,!!!!!!!!! =− 𝑚!,! 𝜎!,!  !!!!!!!!              ( 5.18 ) 
If 𝑚 = min (𝑑𝑖𝑎𝑔 𝑚! ), the following inequality will be obtained: 𝑉 𝑡, 𝑒 𝑡 ≤  − 𝑚 𝜎!,!  !!!!!!!! = −𝑚 𝜎! 𝑡 !!!!! < 0  ( 5.19 ) 
As a result, according to Lemma (5.2), the equilibrium point of the error dynamic system 
in Eq. (5.9) is Mittag – Leffler stable and the proof is complete. 
5.3. Simulation 
Lorenz chaotic system is used to demonstrate the effectiveness of the proposed method 
in the previous section.  That can be described as follows: 
𝐷!!𝑥 𝑡 = 𝑝! 𝑦 𝑡 − 𝑥 𝑡             𝐷!!𝑦 𝑡 = 𝑥 𝑡 𝑝! − 𝑧 𝑡 − 𝑦 𝑡𝐷!!𝑧 𝑡 = 𝑥 𝑡 𝑦 𝑡 − 𝑝!𝑧 𝑡              ( 5.20 ) 
Here, we assume that [𝑝!,𝑝!,𝑝!] = 10, 28,8/3  and 𝛼! = 𝛼! = 𝛼! = 𝛼 = 0.995. For 
these values, the Lorenz system has a chaotic behavior and has two equilibrium points as 
𝑠! = 𝑝!(𝑝! − 1) , 𝑝!(𝑝! − 1) ,  𝑝! − 1  
 𝑠! = − 𝑝!(𝑝! − 1) ,− 𝑝!(𝑝! − 1) ,  𝑝! − 1  
The Lorenz chaotic system behaviour has been shown in Fig. 5.1. 
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                                       1.a                                                                   1.b 
Fig. 5.1. Chaotic behaviour of the system with Lorenz fractional order (a) x-y graph and (b) x-z graph 
Consider a network with six nodes and two clusters 𝐶! and 𝐶!.  Lets assume 𝐶! = 1,2,3  
and 𝐶! = {4,5,6} and the 3th and 4th nodes are connected to each other. Lorenz system is used 
in each node. The system under control is given by the following equation: 
𝐷!𝑥! 𝑡 = 𝑓 𝑥! 𝑡 + 𝑐 𝑎!"Γ𝑥! 𝑡 + 𝑢!!!!!  , 𝑖 = 1,2,… , 6 
Where the coupling strength is c = 1 and inner coupling matrix is Γ = 1 0 00 1 00 0 1  and the 
adjacency matrix is considered as follows: 
A = a!" =
−0.3 0.1 0.2 0 0 00.1 −0.4 0.3 0 0 00.2 0.3 −0.9 0.4 0 00 0 0.4 −1.6 0.5 0.70 0 0 0.5 −1.1 0.60 0 0 0.7 0.6 −1.3
 
In Eq. (5.10) which is related to the sliding surface with fractional order, matrix 𝑘! = 2𝐼!. In the control act of Eq. (5.16), the parameters are selected as 𝑚! = 5𝐼! and 𝜂! = 0.1𝐼!. The equilibrium point of C1 is considered as 𝑠! and the equilibrium point of 𝐶! 𝑖𝑠 considered as 𝑠!. Initial conditions for all systems are random with the uniform 
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distribution of numbers in the range [-50, 50]. The results in Fig. 5.2.a show the convergence 
of nodes’ states in cluster 𝐶! 𝐶!to the equilibrium point 𝑠! . Fig. 5.2.b shows the convergence 
of nodes’ states in cluster 𝐶! to the equilibrium point 𝑠! . The overall simulation results are in 
line with the analysis for the proposed method in the cluster synchronization. The 
convergence can be controlled by changing the parameters and the surface. 
                                      2.a                                                                    2.b 
Fig. 5.2. (a) States trajectory of cluster nodes C! towards equilibrium point  𝑠! and Fig. (b) States 
trajectory of cluster nodes 𝐶!  towards equilibrium point  𝑠! 
5.4. Summary 
Cluster synchronization on fractional CDN is briefly reviewed and the cluster 
synchronization using non-linear methods is studied. To achieve the cluster synchronization 
of complex dynamical networks with fractional order, a new sliding mode controller with 
fractional order is proposed. The controller is designed using Mittag-Leffler stability method, 
which ensures the asymptotic convergence in the cluster synchronization. The simulation 
results have shown the proposed controller can achieve convergence and the convergence 
speed can be adjusted by changing controller parameters and the sliding surface. For future 
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work, the uncertainty of node functions could be included in the investigation and applying 
pinning control on the synchronization can also be explored. 
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Chapter	6. Synchronization	 of	 complex	 dynamical	 network	 with	
disturbance	and	uncertainty	using	adaptive	control	
Disturbance signals are commonly found in many control systems. For example, wind 
gusts hitting the antenna dish of tracking radar create large unwanted torques which affect the 
position of the antenna. Disturbance signals represent unwanted inputs in a control system 
and they affect the system’s output and result in an increase of the system error. It is desired 
to design a control system to reduce the effects of disturbances on the output and system error 
[8]. 
Without disturbance, a feedback controller could fairly easily maintain output of the 
controlled process (process variable) close to its desired value (set point). However, forces 
from outside of the system can often change the process variables. The sunshine in a room 
cooled by an automatic air conditioner is a good disturbance example. In spite of the 
thermostats efforts to lower the room temperature to a set point, the room may actually get 
hotter with the sunshine. These uncontrollable influences are known as disturbances. When 
the set point is changed, errors will occur between the new set point and the temperature.  If 
the dynamic behaviour of a process is known, set point changes are relatively easy for a 
controller to implement. It is the random nature of disturbances that make feedback 
controllers hard to be designed [85].  
So far, it has been assumed that the topology of a CDN network and the parameters of 
the dynamic system are known. In real world applications, the topology and system 
parameters of the network are often partially or completely unknown. Uncertainty will affect 
the synchronization of a network, and in some cases makes it hard to achieve 
synchronization. Therefore, the research on the synchronization of CDNs with unknown 
topology and system parameters is an important subfield with great significance. In this 
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section, our work on synchronization of fractional CDN (FCDN) with disturbance and 
uncertainty is presented. 
6.1. Synchronization of a Hyperchaotic Zhou System with uncertainty by 
Integral Sliding Mode adaptive control 
For our new method to synchronize a hyperchaotic Zhou system presented in chapter 3, 
it is assumed that the parameters of the system were known and there was no uncertainty. In 
this section, the hyperchatic Zhou system is assumed to have unknown parameters and a new 
adaptive method is proposed to synchronize the system. 
Suppose that the following master hyperchaotic Zhou system contains the following 
unknown parameters: 𝑥! = 𝑎 𝑥! − 𝑥! + 𝑥! + 𝑢!𝑥! = 𝑐𝑥! − 𝑥!𝑥! + 𝑢!         𝑥! = −𝑏𝑥! + 𝑥!𝑥! + 𝑢!      𝑥! = 𝑑𝑥! + 0.5𝑥!𝑥! + 𝑢!        ( 6.1 ) 
Where 𝑢!, 𝑢!, 𝑢! and  𝑢! are feedback control signals and they are to be designed based 
on the states 𝑥!, 𝑥!, 𝑥! and 𝑥! in a way that the controlled system (6.1) globally converges to 
the origin (one setpoint) asymptotically. 
Based on sliding mode theory [92, 116], the integral sliding surface of each 𝑥! , 𝑖 =1,… ,4 is defined as bellow: 
𝑠! = !!" + 𝜆! 𝑥! 𝜏 𝑑𝜏!! = 𝑥! + 𝜆! 𝑥! 𝜏 𝑑𝜏,       𝑖 = 1,… ,4!!    ( 6.2 ) 
Derivative of the Eq. (6.2) yields: 
𝑠! = 𝑥! + 𝜆!𝑥! ,    𝑖 = 1,… ,4    ( 6.3 ) 
The Hurwitz condition is realized if  𝜆! > 0, 𝑖 = 1,… ,4. 
Based on the exponential reaching law [106], we have: 
𝑠! = −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠! ,      𝑖 = 1,… ,4   ( 6.4 ) 
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Comparing (6.3) and (6.4) gives: 𝑥! + 𝜆!𝑥! = −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠! 𝑥! + 𝜆!𝑥! = −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠! 𝑥! + 𝜆!𝑥! = −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠! 𝑥! + 𝜆!𝑥! = −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠!            ( 6.5 ) 
Using the result in Eq. (6.1), the Eq. (6.5) is rewritten as: 𝑎 𝑥! − 𝑥! + 𝑥! + 𝑢! + 𝜆!𝑥! = −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠! 𝑐𝑥! − 𝑥!𝑥! + 𝑢! + 𝜆!𝑥! = −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠!         −𝑏𝑥! + 𝑥!𝑥! + 𝑢! + 𝜆!𝑥! = −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠!      𝑑𝑥! + 0.5𝑥!𝑥! + 𝑢! + 𝜆!𝑥! = −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠!         ( 6.6 ) 
then the control laws is obtained for 𝑖 = 1,… ,4 as follows: 𝑢! = −𝑎 𝑥! − 𝑥! − 𝑥! − 𝜆!𝑥! − 𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠! 𝑢! = −𝑐𝑥! + 𝑥!𝑥! − 𝜆!𝑥! − 𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠!              𝑢! = 𝑏𝑥! − 𝑥!𝑥! − 𝜆!𝑥! − 𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠!                   𝑢! = −𝑑𝑥! − 0.5𝑥!𝑥! − 𝜆!𝑥! − 𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠!              ( 6.7 ) 
Theorem 1:  The hyperchaotic Zhou system in Eq. (6.1) with the arbitrary initial 
condition 𝑥 0 ∈ 𝑅! using the control laws in Eq. (6.7) with λ! , 𝜂! , 𝑘! > 0 is globally 
asymptotically stable. 
Proof:  Let's consider the following Lyapunov function: 𝑉 = !! 𝑠!! + 𝑠!! + 𝑠!! + 𝑠!!      ( 6.8 ) 
Where 𝑠! , 𝑖 = 1,… ,4 are same as those in Eq. (6.2) and they have been defined as 
response of Zhou system in Eq. (6.1) where the system utilizes command signals in Eq. (6.7). 
Derivative of Eq. (6.8) gives: 
𝑉 = 𝑠!𝑠! + 𝑠!𝑠! + 𝑠!𝑠! + 𝑠!𝑠!    ( 6.9 ) 
By substituting (6.4) into (6.9) we have: 
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𝑉 = 𝑠! −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠! + 𝑠! −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠! + 𝑠! −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠!+ 𝑠! −𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠!  = −𝜂!|𝑠!|− 𝑘!𝑠!! − 𝜂!|𝑠!|− 𝑘!𝑠!! − 𝜂!|𝑠!|− 𝑘!𝑠!! − 𝜂!|𝑠!|− 𝑘!𝑠!!   ( 6.10 ) 
If 𝜂! > 0   ,  𝑘! > 0 ( 𝑖 = 1,… ,4 ) hold for Eq. (6.10) , then: 𝑉 < 0      ( 6.11 ) 
Consequently, according to Lyapunov second method, Zhou system with inputs of Eq.  
(6.7) is globally asymptotically stable and the proof is complete. 
Dynamic performance of state variables  x!, x!, x!, x! with initial condition x 0 =[25 −16 20 −30] and η! = λ! = 0.1, k! = 100  is depicted in Fig. 6.1. 
 
Fig. 6.1. Time responses of the controlled hyperchaotic Zhou system. 
The result in Fig. 6.1 shows that all variables  𝑥!, 𝑥!, 𝑥!, 𝑥! converge to zero and the 
hyperchaotic Zhou system is controlled well. 
6.1.1. Parameters estimation and Synchronization of hyperchaotic Zhou system 
using an adaptive integral sliding mode control 
In this section an adaptive integral sliding mode controller is proposed to synchronize a 
slave and a master hyperchaotic system.  
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Assume the master hyperchaotic Zhou system contains the following unknown 
parameters: 𝑥! = 𝑎 𝑥! − 𝑥! + 𝑥!𝑥! = 𝑐𝑥! − 𝑥!𝑥!              𝑥! = −𝑏𝑥! + 𝑥!𝑥!         𝑥! = 𝑑𝑥! + 0.5𝑥!𝑥!          ( 6.12 ) 
where a, b, c, d are constant parameters, but unknown. 
The system in Eq. (6.12) with a=35, b=3, c=12, d=1will show a hyperchaotic behaviour. 
The slave system is described in the following: 𝑦! = 𝑎 𝑡 𝑦! − 𝑦! + 𝑦! + 𝑢!𝑦! = 𝑐 𝑡 𝑦! − 𝑦!𝑦! + 𝑢!         𝑦! = −𝑏 𝑡 𝑦! + 𝑦!𝑦! + 𝑢!      𝑦! = 𝑑 𝑡 𝑦! + 0.5𝑦!𝑦! + 𝑢!         ( 6.13 ) 
where  u!, i = 1,… ,4 are nonlinear time variant command signals which are used to 
synchronize the system in Eq. (6.13) to the system in Eq. (6.12). Also a t , b t ,c t , d t  are instant estimation of  a, b , c , d in time  t. For the estimation in the 
synchronization process, an adaptive law is used. 
Combining Eq. (6.13), Eq. (6.12), the definition of error signal and its derivative, we 
have the following equation: 𝑒! = 𝑎 𝑡 𝑦! − 𝑦! + 𝑦! + 𝑢! − 𝑎 𝑥! − 𝑥! − 𝑥!𝑒! = 𝑐 𝑡 𝑦! − 𝑦!𝑦! + 𝑢! − 𝑐𝑥! + 𝑥!𝑥!                   𝑒! = −𝑏 𝑡 𝑦! + 𝑦!𝑦! + 𝑢! + 𝑏𝑥! − 𝑥!𝑥!               𝑒! = 𝑑 𝑡 𝑦! + 0.5𝑦!𝑦! + 𝑢! − 𝑑𝑥! − 0.5𝑥!𝑥!          ( 6.14 ) 
Let's consider the following Lyapunov function: 
𝑉 𝑠!, 𝑠!, 𝑠!, 𝑠!,𝑎, 𝑏, 𝑐,𝑑 = !! 𝑠!! + 𝑠!! + 𝑠!! + 𝑠!! + 𝑎! + 𝑏! + 𝑐! + 𝑑!      ( 6.15 ) 
where a, b, c, d  are defined as below: 
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𝑎 = 𝑎 𝑡 − 𝑎𝑏 = 𝑏 𝑡 − 𝑏𝑐 = 𝑐 𝑡 − 𝑐𝑑 = 𝑑 𝑡 − 𝑑      ( 6.16 ) 
The derivative of the function in Eq. (6.16) yields: 𝑑𝑉𝑑𝑡 = 𝑠!𝑠! + 𝑠!𝑠! + 𝑠!𝑠! + 𝑠!𝑠! + 𝑎 𝑡 𝑎 + 𝑏𝑏 + 𝑐𝑐 + 𝑑𝑑 = 𝑠! 𝑒! + 𝜆!𝑒! + 𝑠! 𝑒! + 𝜆!𝑒! + 𝑠! 𝑒! + 𝜆!𝑒! + 𝑠! 𝑒! + 𝜆!𝑒! + 𝑎 𝑡 𝑎 + 𝑏𝑏 + 𝑐𝑐 + 𝑑𝑑                ( 6.17 ) 
Substituting 𝑒! 𝑒! 𝑒!𝑒! in Eq. (6.17) with Eq. (6.14), we have: 𝑑𝑉𝑑𝑡 = 𝑠! 𝑎 𝑡 𝑦! − 𝑦! + 𝑦! + 𝑢! − 𝑎 𝑥! − 𝑥! − 𝑥! + 𝜆!𝑒! + 𝑎 𝑡 𝑥! − 𝑥!− 𝑎 𝑡 𝑥! − 𝑥!+ 𝑠! 𝑐 𝑡 𝑦! − 𝑦!𝑦! + 𝑢! − 𝑐𝑥! + 𝑥!𝑥! + 𝜆!𝑒! + 𝑐 𝑡 𝑥! − 𝑐 𝑡 𝑥!  + 𝑠! −𝑏 𝑡 𝑦! + 𝑦!𝑦! + 𝑢! + 𝑏𝑥! − 𝑥!𝑥! + 𝜆!𝑒! + 𝑏 𝑡 𝑥! − 𝑏 𝑡 𝑥!   + 𝑠! 𝑑 𝑡 𝑦! + 0.5𝑦!𝑦! + 𝑢! − 𝑑𝑥! − 0.5𝑥!𝑥! + 𝜆!𝑒! + 𝑑 𝑡 𝑥! − 𝑑 𝑡 𝑥!+ 𝑎 𝑡 𝑎 + 𝑏 𝑡 𝑏 + 𝑐 𝑡 𝑐 + 𝑑 𝑡 𝑑= 𝑠! 𝑎 𝑡 𝑒! − 𝑒! + 𝑒! + 𝑢! + 𝜆!𝑒!+ 𝑠! 𝑐 𝑡 𝑒! − 𝑦!𝑦! + 𝑢! + 𝑥!𝑥! + 𝜆!𝑒!+ 𝑠! −𝑏 𝑡 𝑒! + 𝑦!𝑦! + 𝑢! − 𝑥!𝑥! + 𝜆!𝑒!+ 𝑠! 𝑑 𝑡 𝑒! + 0.5𝑦!𝑦! + 𝑢! − 0.5𝑥!𝑥! + 𝜆!𝑒! + 𝑠! 𝑎 𝑡 − 𝑎 𝑥! − 𝑥!+ 𝑎 𝑡 𝑎 + 𝑏 𝑡 𝑏 − 𝑠! 𝑏 𝑡 − 𝑏 𝑥! + 𝑐 𝑡 𝑐 + 𝑠! 𝑐 𝑡 − 𝑐 𝑥! + 𝑑 𝑡 𝑑+ 𝑠! 𝑑 𝑡 − 𝑑 𝑥!= 𝑠! 𝑎 𝑡 𝑒! − 𝑒! + 𝑒! + 𝑢! + 𝜆!𝑒!+ 𝑠! 𝑐 𝑡 𝑒! − 𝑦!𝑦! + 𝑢! + 𝑥!𝑥! + 𝜆!𝑒!+ 𝑠! −𝑏 𝑡 𝑒! + 𝑦!𝑦! + 𝑢! − 𝑥!𝑥! + 𝜆!𝑒!+ 𝑠! 𝑑 𝑡 𝑒! + 0.5𝑦!𝑦! + 𝑢! − 0.5𝑥!𝑥! + 𝜆!𝑒! + 𝑎 𝑡 +𝑠! 𝑥! − 𝑥! 𝑎+ 𝑏 𝑡 − 𝑠!𝑥! 𝑏 + 𝑐 𝑡 + 𝑠!𝑥! 𝑐 + 𝑑 𝑡 + 𝑠!𝑥! 𝑑  ( 6.18 ) 
Applying the following control law: 𝑢! = −𝑎 𝑡 𝑒! − 𝑒! − 𝑒! − 𝜆!𝑒! − 𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠!                    𝑢! = −𝑐 𝑡 𝑒! + 𝑦!𝑦! − 𝑥!𝑥! − 𝜆!𝑒! − 𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠!        𝑢! = 𝑏 𝑡 𝑒! + 𝑥!𝑥! − 𝑦!𝑦! − 𝜆!𝑒! − 𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠!         𝑢! = −𝑑 𝑡 𝑒! + 0.5 𝑥!𝑥! − 𝑦!𝑦! − 𝜆!𝑒! − 𝜂!𝑠𝑔𝑛 𝑠! − 𝑘!𝑠!   ( 6.19 ) 
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and the following adaptive law 
𝑎 𝑡 = −𝑠! 𝑥! − 𝑥!𝑏 𝑡 = 𝑠!𝑥!                𝑐 𝑡 = −𝑠!𝑥!             𝑑 𝑡 = −𝑠!𝑥!                  ( 6.20 ) 
Eq. (6.18) becomes 
!"!" = −𝜂!|𝑠!|− 𝑘!𝑠!! − 𝜂!|𝑠!|− 𝑘!𝑠!! − 𝜂!|𝑠!|− 𝑘!𝑠!! − 𝜂!|𝑠!|− 𝑘!𝑠!!  ( 6.21 ) 
If the conditions η! > 0  and k! > 0 ( i = 1,… ,4  ) are met, the following will be true. 
!"!" < 0       ( 6.22 ) 
The performance of the above proposed slave and master systems is assessed in a 
simulation. 
6.2. Simulation results 
In the simulation, Sundarapandian Vaidyanathan’s scheme [44], a well know Zhou 
master-slave synchronization scheme with unknown parameters, is first simulated as a 
reference for comparison purpose. Then both our synchronization schemes for a hyperchaotic 
Zhou system and for a master-slave hyperchaotic Zhou system are simulated assuming both 
systems have unknown parameters. 
For the hyperchaotic Zhou system, assume the following constant parameters are used:  
a = 35, b = 3, c =12, d =1 
In the simulation, we used identical initial conditions, i.e. x(0) = [25 − 16 20 − 30] in 
the master system and y[0] = [14 28 − 10 6] in the slave system, for our proposed scheme 
and SundarapandianVaidyanathan’s scheme [44]. 
The system will converge if the constant control parameters k!, η!, λ!, (i = 1, . . .4.) are 
selected in region derived from (676).  In this simulation, we have used the following 
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parameters k! = 20, η! = 0.1, λ! = 100, (i = 1, . . .4.) which are in the region, for our 
proposed controller. 
The control parameter ki in SundarapandianVaidyanathan’s scheme [44] are chosen as k!  = 5 (i = 1, . . .4 )  in our simulation. 
The simulation results of both schemes are shown in Fig. 6.2, Fig. 6.3 and Fig. 6.4.  
Compared with SundarapandianVaidyanathan’s scheme [44], the proposed method is faster 
in synchronizing the slave system with the master system. As shown in the Fig. 6.2 (1), for 
our proposed method, the slave-master synchronization is achieved almost straightaway 
while the reference method [44] has not even achieved after 5 seconds. 
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Fig. 6.2. Comparison of the proposed method and the reference method on synchronization Master 
States: (1)--- x1,  (2)--- x2, (3)---x3,  (4)--- x4,. 
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Fig. 6.3. Comparison of the proposed method and the reference method on control errors Control 
errors:  (1)---1, (2)--- 2,  (3) --- 3,  (4)--- 4,. 
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                                      (1)                                                                       (2) 
Fig. 6.4. Comparison of two schemes on parameters estimation. 
 (1) time history of parameters a, b, c, d in our proposed scheme  
(2) time history of parameters a, b, c, d in the reference scheme. 
Convergence of the slave system parameters toward ones in the master system is shown 
in Fig. 6.4. Compared with the reference method, the slave system parameters in the proposed 
method converges faster to their corresponding master system parameters with much less 
fluctuation.  
Overall, compared with the reference system [44], the proposed system is faster in both 
slave system parameter estimation and slave-master synchronization convergence. 
6.3. Adaptive synchronization of FCDN with disturbance: 
In this section we assume that the configuration matrix is known and all connections and 
their weights are given and a disturbance is added to the fractional order complex dynamical 
network (FCDN).   Its synchronization will be proven via Lyapanov method. We assume that 
there is only one drive node and the rest of the nodes are followers. The aim is to synchronize 
the follower nodes to the drive node dynamics. 
Assume the drive node system’s dynamic is as follows 
𝐷!𝑥 𝑡 = 𝑓 𝑥 𝑡      ( 6.23 ) 
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And also assume that follower node systems’ dynamic are as follows: 
𝐷!𝑦! 𝑡 = 𝑓 𝑦! 𝑡 + 𝑎!"Γ𝑦! 𝑡!!!! + Δ! 𝑡 + 𝑢! 𝑡 ,       𝑖 = 1,… ,𝑁  ( 6.24 ) 
Where Δ! t  is an unknown-but- bounded disturbance with bound of max! Δ! t ! < ρ 
Our objective here is to obtain a control law to synchronize the response systems to the 
drive one in a way that the below error signals are asymptotically stable: 
𝑒! 𝑡 = 𝑦! 𝑡 − 𝑥 𝑡  for  𝑖 = 1,… ,𝑁   ( 6.25 ) 
Assumption 1: 
Suppose that for function f ⋅  there exists a positive constant L > 0 satisfying the 
Lipschitz condition as follows: 
𝑦 − 𝑥 ! 𝑓 𝑦  − 𝑓 𝑥 ≤ 𝐿 𝑦 − 𝑥 ! 𝑦 − 𝑥  
Lemma 2: 
For any positive definite matrix P, the following inequality is always held: 12𝐷! 𝑥!𝑃𝑥 ≤ 𝑥!𝑃𝐷!𝑥 
Theorem 1: 
Consider error dynamic as follows: 
𝐷!𝑒! 𝑡 = 𝑓 𝑦! 𝑡 − 𝑓 𝑥 𝑡 + 𝑎!"Γ𝑦! 𝑡!!!! + Δ! 𝑡 + 𝑢! 𝑡    ( 6.26 ) 
The following control law: 
𝑢! 𝑡 = −𝑑! 𝑡 𝑒! 𝑡 − 𝛾! 𝑡 𝑠𝑖𝑔𝑛 𝑒! 𝑡 − 𝑎!"Γ𝑥 𝑡!!!!    ( 6.27 ) 
With the following adaption laws for controller coefficients: 
𝐷!𝑑! 𝑡 = 𝑘!  𝑒!! 𝑡 𝑒! 𝑡𝐷!𝛾! 𝑡 = 𝜁!  𝑒!! 𝑡  𝑠𝑖𝑔𝑛 𝑒! 𝑡     ( 6.28 ) 
Will make the equilibrium point of error dynamical system asymptotically stable. 
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Proof: 
Combining the control law and error dynamic equation, we have: 
𝐷!𝑒! 𝑡 = 𝑓 𝑦! 𝑡 − 𝑓 𝑥 𝑡 + 𝑎!"Γ𝑦!!!!! + Δ! 𝑡 − 𝑑! 𝑡 𝑒! 𝑡 − 𝛾! 𝑡 𝑠𝑖𝑔𝑛 𝑒! 𝑡 −𝑎!"Γ𝑥 𝑡!!!!                ( 6.29 ) 
Consider Lyapunov function as follows: 𝑉 𝑡 = !! 𝑒!! 𝑡 𝑒! 𝑡!!!! + !!!! 𝑑! 𝑡 − 𝑑∗ !!!!! + !!!! 𝛾! 𝑡 − 𝛾∗ !!!!!       ( 6.30 ) 
Using Lemma 2, we have: 
𝐷!𝑉 𝑡 ≤  𝑒!! 𝑡 𝐷!𝑒! 𝑡!!!! + 𝑑! 𝑡 − 𝑑∗!!!! 𝐷!𝑑! 𝑡 + 𝛾! 𝑡 − 𝛾∗ 𝐷!𝛾! 𝑡!!!!  
              ( 6.31 ) 
Replacing the error dynamics equation and adaption laws in the above inequality we 
have: 
= 𝑒!! 𝑡 𝑓 𝑦! 𝑡 − 𝑓 𝑥 𝑡!!!! + 𝑎!"𝑒!! 𝑡 Γ𝑦!!!!!!!!! + 𝑒!! 𝑡 Δ! 𝑡!!!!
− 𝑑! 𝑡 𝑒!! 𝑡 𝑒! 𝑡!!!! − 𝛾! 𝑡 𝑒!! 𝑡 𝑠𝑖𝑔𝑛 𝑒! 𝑡!!!! − 𝑎!"𝑒!! 𝑡 Γ𝑥 𝑡!!!!!!!!
+ 𝑑! 𝑡 − 𝑑∗ 𝑒! 𝑡 𝑒 𝑡!!!! + 𝛾! 𝑡 − 𝛾∗ 𝑒!! 𝑡  𝑠𝑖𝑔𝑛 𝑒! 𝑡!!!!   ( 6.32 ) 
Using Lipschitz condition in Assumption 1, and some simplifications, we have 
≤  𝐿𝑒!! 𝑡 𝑒! 𝑡!!!! + 𝑎!"𝑒!! 𝑡 Γ𝑒! 𝑡!!!!!!!! + 𝑒!! 𝑡 Δ! 𝑡!!!! − 𝑑∗𝑒! 𝑡 𝑒 𝑡!!!! −𝛾∗𝑒!! 𝑡  𝑠𝑖𝑔𝑛 𝑒! 𝑡!!!!   
≤ 𝐿 − 𝑑∗ 𝑒!! 𝑡 𝑒! 𝑡!!!! + 𝑎!"𝑒!! 𝑡 Γ𝑒! 𝑡!!!!!!!! + 𝜌 − 𝛾∗ 𝑒! 𝑡 !  !!!!  (6.33) 
 
Chapter 6.  Synchronization of complex dynamical network with disturbance and uncertainty 
using adaptive control 
 
117    
Defining   θ = L I!"  ،λ = λ!"#(θ+ A⊗ Γ)   و e t = e!! t ,…  , e!! t !  we have: 𝐷!𝑉 𝑡 ≤ 𝜆 − 𝑑∗ 𝑒!𝑒 + 𝜌 − 𝛾∗ 𝑒! 𝑡 !  !!!!     ( 6.34 ) 
Choosing appropriate values for constants d∗ > λ  , γ∗ > ρ  we have: 
𝐷!𝑉 𝑡 ≤ 0      ( 6.35 ) 
The above inequality shows that the equilibrium point of error dynamic is asymptotically 
stable and it guarantees the synchronization using the proposed control method. 
6.3.1. Simulation 
In our simulation, the following configuration matrix is used for a network with N=10 
nodes: 
 
 
All nodes are Lorenz systems with different initial conditions. Disturbance is applied 
with different sinusoidal and cosinusoidal disturbances with different amplitude of 1, 2 and 3.  
Fig. 6.5 is the block diagram of the FCDN simulation. The graphic and internal 
connections are generated according to the configuration matrix. 
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Fig. 6.5. Block diagram of the FCDN simulation 
The adaptive controller in each of the “adptctrl” blocks is shown in Fig. 6.6: 
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Fig. 6.6. The adaptive controller used in the simulation 
In the Simulink shown in Fig. 6.6, block #0 is the controller; Di and Gammai are 
originated from the output of block #1 and #2 respectively and they are two inputs to the 
controller. The three Fcn functions corresponding to the three blocks are defined in the 
following. 
For block #1, 
function ep2 = fcn(ei) 
ep2=ei'*ei; 
For block #2, 
function ep2 = fcn(ei) 
% ep2=ei'*sign(ei); 
ep2=ei'*tanh(ei); 
For the controller block #0, 
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function ui = fcn(ei,di,gamai,x,A,i,Gamma) 
%ui=-di*ei-gamai*sign(ei)-sum(A(i,:))*Gamma*x; 
ui=-di*ei-gamai*tanh(ei)-sum(A(i,:))*Gamma*x; 
For block #2 and #0, the tanh function is used instead of sign to avoid chattering. 
The synchronization of FCDN using the adaptive controller is shown in Fig. 6.7.  Both 
coupling strength and configuration matrix are known in this simulation. As shown in Fig. 
6.7, all nodes converge to the drive node in 0.4 seconds.  In Fig. 6.8, the control signal is 
shown to converge to zero after 0.4 seconds. 
The simulation result is in line with our analysis and it shows that the convergence 
happens for all 10 follower nodes. 
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Fig. 6.7. Node state trajectories in the adaptive synchronization of FCDN with 10 nodes (with known 
parameters and disturbance) 
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Fig. 6.8. Follower node control signals in Adaptive synchronization of FCDN with 10 nodes. (with 
known parameters and disturbance) 
6.4. Adaptive synchronization of FCDN with disturbance and uncertainty: 
In this section, the investigation has the uncertainty factor included.  It is assumed that 
the configuration matrix is not known and all connections and their weights are not given. 
Disturbance is still included in the FCDN.  It is also assumed that there is only one drive node 
and the rest are follower nodes. The aim is to synchronize all follower nodes to the drive node 
dynamics. The synchronization will be proven via Lyapanov method. 
Let’s assume coupling configuration matrix 𝐴 = [𝑎!"] of response systems of follower 
nodes are unknown 
𝐷!𝑦! 𝑡 = 𝑓 𝑦! 𝑡 + 𝑎!"Γ𝑦! 𝑡!!!! + Δ! 𝑡 + 𝑢! 𝑡 ,       𝑖 = 1,… ,𝑁   ( 6.36 ) 
In other words, 𝑎!" coefficients are unknown and we can’t use them directly in the 
control law 𝑢!. The control law in (6.7) needs to be changed to accommodate the new 
condition. 
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The objective is to design a control law to synchronize follower nodes with the drive 
node and to make error signals asymptotically tend to zero i.e. lim!→! 𝑒! 𝑡 = 0  ( i=1,2, 
… N) 
Theorem 2: 
The control law is defined as following: 
𝑢! 𝑡 = −𝑑! 𝑡 𝑒! 𝑡 − 𝛾! 𝑡 𝑠𝑖𝑔𝑛 𝑒! 𝑡 + 𝑝!" 𝑡 Γ𝑦! 𝑡!!!!  
With the following adaption laws: 
𝐷!𝑑! 𝑡 = 𝑘!  𝑒!! 𝑡 𝑒! 𝑡𝐷!𝛾! 𝑡 = 𝜁!  𝑒!! 𝑡  𝑠𝑖𝑔𝑛 𝑒! 𝑡𝐷!𝑝!" 𝑡 = −𝑒!! 𝑡 Γ𝑦! 𝑡  
The equilibrium point will be asymptotically stable for the following error dynamic: 
𝐷!𝑒! 𝑡 = 𝑓 𝑦! 𝑡 − 𝑓 𝑥 𝑡 + 𝑎!"Γ𝑦! 𝑡!!!! + Δ! 𝑡 + 𝑢! 𝑡  
Proof: 
Replacing 𝑢! with the control law in error dynamic equation, we have: 
𝐷!𝑒! 𝑡 = 𝑓 𝑦! 𝑡 − 𝑓 𝑥 𝑡 + 𝑎!"Γ𝑦!!!!! + Δ! 𝑡 − 𝑑! 𝑡 𝑒! 𝑡 − 𝛾! 𝑡 𝑠𝑖𝑔𝑛 𝑒! 𝑡+ 𝑝!" t Γ𝑦! 𝑡!!!!  
We will achieve the following inequality using Lemma 2: 
𝐷!𝑉 𝑡 ≤  𝑒!! 𝑡 𝐷!𝑒! 𝑡!!!! + 𝑑! 𝑡 − 𝑑∗!!!! 𝐷!𝑑! 𝑡 + 𝛾! 𝑡 − 𝛾∗ 𝐷!𝛾! 𝑡!!!! +𝑝!" 𝑡 + 𝑎!" 𝐷!𝑝!"!!!!!!!!         ( 6.37 ) 
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Combining the error dynamics equation, adaption laws and the above inequality we have 
the following to be added to the above inequality (6.37): 
= 𝑒!! 𝑡 𝑓 𝑦! 𝑡 − 𝑓 𝑥 𝑡!!!! + 𝑎!"𝑒!! 𝑡 Γ𝑦!!!!!!!!! + 𝑒!! 𝑡 Δ! 𝑡!!!!− 𝑑! 𝑡 𝑒!! 𝑡 𝑒! 𝑡!!!! − 𝛾! 𝑡 𝑒!! 𝑡 𝑠𝑖𝑔𝑛 𝑒! 𝑡!!!!+ 𝑝!" 𝑡 𝑒!! 𝑡 Γ𝑦! 𝑡!!!!!!!! + 𝑑! 𝑡 − 𝑑∗ 𝑒! 𝑡 𝑒 𝑡!!!!+ 𝛾! 𝑡 − 𝛾∗ 𝑒!! 𝑡  𝑠𝑖𝑔𝑛 𝑒! 𝑡!!!!− 𝑝!" 𝑡 + 𝑎!" 𝑒!! 𝑡 Γ𝑦! 𝑡!!!!!!!!  
 ( 6.38 ) 
Using Lipschitz condition in Assumption 1, and some simplifications, we have the 
following added to (6.38): 
≤  𝐿𝑒!! 𝑡 𝑒! 𝑡!!!! + 𝑎!"𝑒!! 𝑡 Γ𝑒! 𝑡!!!!!!!! + 𝑒!! 𝑡 Δ! 𝑡!!!!− 𝑑∗𝑒! 𝑡 𝑒 𝑡!!!! − 𝛾∗𝑒!! 𝑡  𝑠𝑖𝑔𝑛 𝑒! 𝑡!!!!  
 
≤ 𝐿 − 𝑑∗ 𝑒!! 𝑡 𝑒! 𝑡!!!! + 𝜌 − 𝛾∗ 𝑒! 𝑡 ! !!!!  
Choosing appropriate value for constants: 𝑑∗ > 𝐿  , 𝛾∗ > 𝜌 we have: 
𝐷!𝑉 𝑡 ≤ 0      ( 6.39 ) 
The inequality (6.39) shows that 𝑒! 𝑡  is asymptotically stable and synchronization can 
be achieved.  
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6.4.1. Simulation 
The second problem will be same situation with uncertainty and unknown configuration 
matrix; we go through the same process as above with the following blocks for the controller: 
 
Fig. 6.9. Block diagram of the controller for FCDN with disturbance and uncertainty showing Block# 
4 𝐷!𝑝!" , the derivative of Pij is the output of block #4. Its code is shown in the following 
function pij_alpha = fcn(ei,Gamma,y1_yN) 
pij_alpha=zeros(1,length(y1_yN)/3); 
for i=1:length(y1_yN)/3; 
      pij_alpha(1,i)=ei'*Gamma*y1_yN((i-1)*3+[1 2 3]);  
% j=1,...,N 
end 
The following code is for the controller 𝑢! block #0: 
function ui = fcn(ei,di,gamai,y1_yN,pij,Gamma) 
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y1yn=zeros(3,length(y1_yN)/3); 
for i=1:length(y1_yN)/3; 
    y1yn(:,i)=y1_yN((i-1)*3+[1 2 3])'; 
  end 
     s=zeros(3,1); 
     for j=1:length(y1yn) 
         s=s+pij(j)*Gamma*y1yn(:,j); 
     end 
     ui=-di*ei-gamai*tanh(ei)+s; 
The parameters 𝑝!"  for all nodes are shown in one Figure in Fig. 6.10. 
 
Fig. 6.10. 𝑝!" of 10 nodes ( all start from 0 ) 
As shown in Fig. 6.11 all state variables converge to the set point after a certain period of 
time (1 second in this case). All control signals applied to the follower nodes converge to 
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zero (in 1 second in this case) as shown in Fig. 6.12. These results are in line with our 
mathematical proof. The convergence time can be adjusted by changing the parameters. Also 
shown in Fig. 6.11 and 6.12 the synchronization is achieved with small overshoot. 
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Fig. 6.11. Node state trajectories in the adaptive synchronization of FCDN with 10 nodes ( with 
unknown parameters and disturbance) 
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Fig. 6.12. Follower node control signals in Adaptive synchronization of FCDN with 10 nodes. (with 
unknown parameters and disturbance) 
The simulation results validate our mathematical analysis and stability proof. Based on 
the results, the time to achieve synchronization varies with different controller parameters. 
But one thing is assured that is:  as long as the control parameters are in the stability region 
the synchronization can always be achieved in finite time. 
6.5. Summary 
An adaptive integral sliding mode controller is proposed to control and synchronize the 
hyperchaotic Zhou system with unknown parameters. First, a sliding mode controller is 
designed to stabilize the hyperchaotic Zhou system to its equilibrium at the origin. Then an 
adaptive procedure is introduced to upgrade the basic controller to an adaptive integral 
sliding mode controller. Using the proposed adaptive controller and extracted command laws, 
in a two node network scenario, both slave and master hyperchaotic Zhou systems converge 
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to the same states. Stability of the controller is analysed using the Lyapunov theory. The 
results of simulation on the proposed control scheme have shown that the adaptive integral 
sliding mode controller can control the hyperchaotic system efficiently even when the Zhou 
system has uncertainty with unknown parameters.  The proposed scheme outperforms 
Sundarapandian Vaidyanathan’s scheme [44], on both speed and overshoot.  Our 
investigation has extended to two multiple nodes scenarios. The first one is the 
synchronization of fractional complex dynamical network (FCDN) with disturbance and 
known parameters and the second is for the FCDN with disturbance and unknown 
parameters. 
A new synchronization scheme is proposed. Its synchronizability analysis is provided 
and the synchronization criteria are obtained based on the coupling strength and feedback 
gain. Its network stability is proven by Lyapunov method. The proposed scheme is simulated 
on a network with Lorenz chaotic system nodes and the simulation results have shown that 
synchronization of the network can be achieved even with disturbance and uncertainty [127]. 
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Chapter	7. Conclusion	
Many natural and artificial systems such as social networks, metabolic, Internet, 
worldwide web and power network are complex dynamical networks (CDNs). In recent years 
CDN field has been studied extensively because of its wide applications. More and more real 
world systems can be modelled by CDNs nowadays. In general, dynamical systems are 
combination of some functions which contain derivative operators. Fractional order 
differential equations are found to be the better models for some real world systems, such as 
brain neuron’s network, than typical integer-order differential equations. Consequently, study 
on CDN with fractional order has become a hot topic in recent years.  Synchronization is a 
collective behaviour of nodes in a CDN and is a time-correlated behaviour between two or 
more dynamical systems. In this thesis, our investigation is on synchronization of CDNs with 
fractional order. 
 A CDN may not achieve synchronization on its own and controllers are needed. To 
design a controller for synchronization in a CDN is a big challenge. Even substantial works 
have been carried out on fractional order controllers by scientists and researchers; there are 
still many areas with potential improvement. Different control methods have been tried on 
FCDN synchronization, such as adaptive, fuzzy, impulsive, etc. The control methods 
investigated in our work include sliding mode and proportional integral controllers, 
In this thesis, a CDN with fractional order is first studied. Chaos, chaotic systems and 
some well-known chaotic systems are presented. Fractional calculus, its definitions and 
preliminaries are reviewed and they are used in modelling and analysing dynamical networks. 
Impact of network topology and structural characteristics on synchronization is investigated 
and some common interpretations of synchronizability are provided. 
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A non-linear control method based on sliding mode control is designed to synchronize a 
dynamical network with two nodes as a special case. Its synchronization criteria are obtained 
and its stability is proven. The control method is simulated on a network with two Zhou 
chaotic system nodes. 
The simulation results have shown that the proposed method has an excellent 
convergence from both speed and overshoot points of view and it outperforms 
Vaidyanathan’s scheme, which is a well-recognized scheme in this area. This method can be 
generalized for a larger network as a future work. 
Cluster synchronization of CDN is a very important category among various CDN 
synchronizations. A new sliding mode controller is proposed to achieve the cluster 
synchronization of a CDN. Its Mittag–Leffler stability is proven by using Lyapunov method 
and its stability region is obtained.  A simulation on a network with Lorenz chaotic system 
nodes is carried out and the results verify the theoretical analysis of the proposed control 
method. 
Adding a controller to each node in a network is very expensive. Pinning control can be 
used to reduce the number of controllers. In pinning control, a subset of CDN nodes is chosen 
and the controller is applied on these chosen nodes. A novel linear method based on 
Proportional-Integral (PI) controller and pinning control is proposed to synchronize fractional 
CDNs. Even Proportional (P) pinning control can be used on synchronization of fractional 
CDNs, our proposed fractional PI control is more efficient. Some initial simulations on a 
network with Lorenz oscillator nodes have shown that the proposed fractional PI controller is 
faster to achieve synchronization with less overshoot compared to conventional proportional 
controller with the same control cost. Overall Performance Index (OPI) and mean squared 
error are used for statistical comparisons between these two methods on 100 simulations with 
different initial states and the same conclusion hold. 
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 Disturbance and uncertainty exist in many real world complex networks such as traffic 
networks, national economic systems, and brain neurons’ networks. Our study has extended 
to synchronization of fractional CDN with disturbance and uncertainty. A new sliding mode 
controller is designed for a two node dynamical network with uncertainty. Its 
synchronizability has been verified in our simulation.  This work serves as the proof of the 
concept. Our next target is synchronisation of a fractional CDN with large number of nodes.  
A novel adaptive fractional controller is proposed for this multiple node scenario. First, the 
synchronization of the network with disturbance is studied. Its stability is proven by 
Lyapunov method. Then the scenario of the network with both disturbance and unknown 
parameters is studied.  With the new adaptive controller, the synchronization criteria have 
been obtained. The stability and synchronizability are tested and validated in our simulation. 
The simulation has also shown that the convergence speed of the network can be affected by 
the controller parameters and the synchronization is guaranteed as long as the control 
parameters are in the stability region. As the selection of the control parameters affects the 
convergence speed, this optimization problem will be an investigation in our future work.   
In this thesis, the synchronization of fractional CDNs has been studied with various 
control methods including PI control, Pinning control, adaptive control and sliding mode 
control.  Our works covers different network scenarios including two node master-slave 
networks, multiple node networks, networks with disturbance and uncertainty, networks with 
clustering. Synchronizability and stability are our main focuses. Convergence speed is also an 
important consideration and it is included in the discussion and performance evaluation for 
some of our schemes proposed. Our fundamental work on synchronization of fractional 
CDNs could be adopted in real world applications with further improvement and optimization 
in the future. 
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