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It is shown that, whenever ml, m2, . . . , m, are natural numbers such that th: pairwise 
greatest common divisors, d, = (mi, mj), i # j are distinct anti different from 1, then there exist 
integers a,, a2, . . . , a,, such that the solution sets of the congruences x = ai (mod m,), i = 
1.2,..., n are disjoint. 
For natural numbers m,, m2,. . . , m, and integers a,, a2,. . . , a,, the congru- 
ences 
.Xrai (mod mi), i= 1,2,. . . , II (1) 
have a simultaneous solution in x if and only if, for the pairwise greatest common 
divisors clij = (my mj), we have 
4j I (Qi - ai), ifi, i,i=1,2 ,..., n. 
This statement is the well-known Chinese Remainder Theorem. As the reader can 
easily check, the following analogous statement holds, too: In order that the 
solution sets of the congruences in (1) be disjoint, it is necessary and suflicient that 
4j X (aj - ai) 
for all i, j = 1,2, . . . , n with if j. However, it seems more difficult to handle the 
following question. 
” Characterize those n -tuples tn 1, 2,. . . , m, of natural nu 
which there exist integers a,, a,, . . . , a,, such t e solution sets of the 
congruences in (1) are disjoint. (These n-tuples WI e referred to as harmonic 
ones.) 
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The reader might be interested in a motivation other than the vague analogy with 
the C’hinese emainder Theorem. magine an automatical factory, the machines 
in which work as follows: the ith machine works without human control for mi - 1 
units of time, then it stops and the operator makes the necessary installations on 
3. This lasts for one unit of time. Thereafter the machine starts again and 
everything is repeated periodically. Then the above problem can be rephrased as 
follows: ‘Find a necessary and sufficient condition in order that the PZ machines 
can be started in such a way that no pair of them be out of wlork at a time.’ (To 
start them this way is economical because then one person can handle all the 
machines.) 
9 I. 
Our main result is as f0llows. 
If ml, m2, l l ’ 9 m, are such that the 
dij = (my kj), if j are different (that is dij # dkl if 
pairwise greatest common divisors 
Ii, jl# WY 0, and all of them differ 
from 1, then m,, m2, . . . m, form a harmonic n-tuple. 
Assume that there is an integer k E {2,3,. . . , n - 1) such that, for any 
E{l, 2,. . . , n}, (mi,, mi.,, . . . mi,) > 1, but for any choice of the distinct 
indices il, i,, . . . , ik+1 ~(1, 2, . . . , n}, (mi,, mi,, . . . , mi,+,) = 1. Then ml, m2, . . . 7 m, 
is harmonic. 
Thi:;e :xnditions are far from being necessary. As for a necessary condition, 
simple cardinality arguments show that, if m,, m2, . . . , m, is harmonic, then 
This can be strengthened by observing that, whenever m,, m2, . . . , m, i-s bar-- 
manic, then SO is ,~ij rii2, . . . , fi,, where 
fii = trni, [mjlIsjscn,j*J 
(tk symbol [ ] enotes least common multiple). Thus we obtain the following 
or m,, m2,. . . , m, to be harmonic, it is necessary that, dor any 
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ollowing question is still open. 
. Is the condition formulated in the above claim sufficient? 
Another candidate for a necessary and sufficient condition is given below. 
For m,, m2,. . . , m, to be harmonic *Jvhile CT= 1 l/m, 6 1, is it neces- 
sary and suffici t, that, for any R c {1,2, . . . , Y }, there exist i, j E R, if j such 
that (mi, mj)a 1 
We need a lemma of combinatoria1 character. For a graph, we denote the edge 
connecting the vertices x and y by xy. 
Let the edges of the graph F be mapped kto the set N of p&&e integers 
by a okto-one ‘napping d. Then there is a one-to-one mapping h of the vertex set 
of F into N such that for any edge xy of F we have 
(2) 
. Let F and d be given as above. Choose x with h(x) = 1 arbitrarily. Mow 
we define h(x) by induction. Let X be the set of all vertices, for which h(x) is 
. a!rTady defined. Then X# 8. Let E denote the set of edges of E Then there exists 
a unique edge xoyO G E with X,E X, yO# X Tuch that 
4x,YcJ = min 4xy). (3) 
XCX, y#X, xyeE 
Define 
h(y,) = max h(x)+ 1. 
x EX 
(4 
Now it is clear t!lat this h satisfies (2). In fact, we may assume that h(x) > h(y), 
that is, h(y) is defined by the above procedure earlier than h(x). Let Q(xy)= k. 
ave to show is that h(x) is defined not later than in the lcth 
ing h(y) is the 0th ste (In fact, then, by (4), we 
e *hat the above 
statement is not true, that is, h(x) is not defi 
h(y). This means that in these k steps d(x 
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N’ow we are ready to prove the Theorein. Let F be the complete graph on the 
c;et {1,2, . . . , n). Define d( ij) to be d;j - 1,. Then d( ij) satisfies the conditions of 
:he Lemma. Thus there is a mapping h satisfying (2). (Consider the congruences 
x E h(i) (mod mi), i = 1,2, . . . , ~2. (3 
Them h(i)-h(j)~d(ij)<d~j if if j, whence d, ,/ (h:‘i)-h(j)). Thus the congru- 
ences in (5) have no pairwise common solution. This completes the proof of the 
Theorem. 
Regarding the Corollary, it is easy to check that its assumptions imply the 
assumptions of the Theorem. 
In the proof of the Theorem we only needed that those dij be different 
which db not exceed n - 1. Even among them we may allow one repetition. 
For some related questions the reader can consult the following papers (espe- 
cially [2], where it is shown that, if the mi’s of a harmonic n-tuple are pairwise 
different, then ~~zl l/mif 1, that is, ~~=, l/mi < 1). 
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