Abstract-We consider a three-node decode-and-forward (DF) half-duplex relaying system, where the source first harvests RF energy from the relay, and then uses this energy to transmit information to the destination via the relay. We assume that the information transfer and wireless power transfer phases alternate over time in the same frequency band, and their time fraction (TF) may change or be fixed from one transmission epoch (fading state) to the next. For this system, we maximize the achievable average data rate. Thereby, we propose two schemes: (1) jointly optimal power and TF allocation, and (2) optimal power allocation with fixed TF. Due to the small amounts of harvested power at the source, the two schemes achieve similar information rates, but yield significant performance gains compared to a benchmark system with fixed power and fixed TF allocation.
I. INTRODUCTION
Energy harvesting (EH) technology may provide a perpetual power supply to energy-constrained wireless systems, such as sensor networks. In order to maintain reliable EH-based communication, dedicated far-field radio frequency (RF) radiation may be used as energy supply for the EH transmitters, an approach known as wireless power transfer (WPT) [1] , [2] . If the signal used for information transfer is also used for simultaneous energy transfer, then a fundamental tradeoff exists between energy and information transfer, as has been shown, e.g. for the noisy channel in [1] , the multi-user channel in [3] , and the multiple-input multiple-output (MIMO) broadcast channel in [4] . In [1] and [3] , the receiver is able to decode information and extract power simultaneously, which, as argued in [4] , may not be possible in practice and the information and energy signals have to be separated either by time-switching or power-splitting architectures at the receiver.
EH may also be beneficial in relay networks [5] - [8] . In [6] , the authors studied the average data rate of an amplifyand-forward (AF) relaying system for both time-switching and power-splitting protocols. The average data rate and optimal power allocation for decode-and-forward (DF) relaying systems were considered in [7] . DF relaying with multiple sourcedestination pairs transmitting at fixed rates was studied in [8] .
In [5] - [8] , the relay is an EH node that harvests RF energy from the source, whereas the source sends both information and energy to the EH relay.
In this paper, we study the performance of a DF relaying system, where the source first harvests RF energy from the relay, and then transmits its information to the destination via the relay. This scenario may arise, for example, in an EH sensor network where the sensor is an EH device that transmits some measured data to a base station via a fixed relay, which is used for coverage extension and for powering the sensor by WPT. To the best of the authors' knowledge, [9] is the only other work that considers the case of a relay sending RF energy to an EH source. However, the system model in our paper is somewhat different from the model in [9] , as it assumes: (a) random channel fading, and (b) adaptive time division between the EH and information transmission (IT) phases.
II. SYSTEM MODEL We consider a relaying system that consists of an EH source (EHS), a relay, and a destination D, where the direct sourcedestination link is not available. The EHS does not have a permanent power supply, but instead has a rechargeable battery that harvests RF energy broadcasted by the relay. The relay is used both for DF relaying of information from the EHS to D, and for broadcasting RF energy to the EHS.
We assume that the source-relay and relay-destination links experience independent fading and independent additive white Gaussian noise (AWGN) with power N 0 . The fading in both channels follows the quasi-static (block) fading model, i.e., the channels are constant during each fading block, but change from one block to the next. Let the duration of one fading block be denoted by T . In block i, the fading power gains of the EHS-relay and relay-D channels are denoted by x The information transmission from the EHS to D and the WPT from the relay to the EHS are realized as alternating half-duplex signal transmissions over the same frequency band, organized in transmission epochs. The transmission epochs have a duration of T , and therefore, one epoch coincides with the duration of a single fading block. Each epoch consists of three phases: an EH phase, an IT phase 1 (IT1), and an IT phase 2 (IT2). During the EH phase, the relay broadcasts RF energy, which is harvested by the EHS. During IT1, the EHS spends the total energy harvested in the EH phase to transmit information to the relay, which decodes it, and then forwards this information to D in IT2.
Let us consider M → ∞ transmission epochs. In epoch i, the duration of the EH phase is set to τ i T , and the durations of IT1 and IT2 are both set to (1 − τ i )T /2, where τ i is referred to as the time-fraction (TF) parameter (0 < τ i < 1). The relay's output power in epoch i is denoted by p i , and assumed constant for the entire epoch duration. In fact, since the relay is primarily a communication device (i.e., its circuitry is not specialized for WPT), the transmit power constraints for the EH and IT phases are similar.
The RF energy received during the EH phase at the source is denoted by E Si , and given by E Si = N 0 p i x i τ i T . In IT1, the EHS spends the total harvested energy E Si for transmitting a complex-valued Gaussian codeword of duration (1 − τ i )T /2 with an output power
In IT2, the relay forwards all information received from the EHS in IT1 to the destination. Thereby, the relay transmits a complex-valued Gaussian codeword of length T (1 − τ i )/2 with output power p i . Thereby, the maximum amount of data that can be transmitted successfully from the EHS to the destination via the relay in epoch i is given by (2) is obtained by inserting (1) into log(1 + P S (i)x i ). As M → ∞, the achieved average data rate with the proposed scheme is given bȳ
III. MAXIMIZATION OF THE AVERAGE DATA RATE We aim at maximizingR, given by (4), subject to the relay's average power constraintP , by proposing two schemes for allocation of the relay's output power p i and the TF parameter τ i : (1) the jointly optimal power and time allocation (JOPTA) scheme, and (2) the optimal power allocation (OPA) scheme. In the JOPTA scheme, p i and τ i are jointly optimized, whereas, in the OPA scheme, p i is optimized for some fixed TF parameter. The data rates achieved with the proposed schemes are feasible if, in each epoch i, the three nodes have perfect channel state information (CSI) of both fading links, x i and y i . These data rates can serve as upper bounds for the imperfect CSI case.
A. Jointly Optimal Power and Time Allocation
We define the following optimization problem for the proposed JOPTA scheme:
In (5), C1 represents the relay's average power constraint, which incorporates the relay's power expenditure during all M epochs. The solution of (5) is given in the following theorem.
Theorem 1:
The optimal value of the TF parameter τ i is given by
where
In (7), τ 0i is the root of
which satisfies (a i /λ − 1) −1 < τ 0i < 1. The optimal power allocation at the relay is given by
with (·) + = max{0, ·}. The constant λ is found such that constraint C1 in (5) holds with equality.
Proof: Please refer to Appendix A. Remark 1 (Roots of (8) 
B. Optimal Power Allocation
In the OPA scheme, the TF parameter is assumed to have a fixed value, i.e., τ i = τ 0 , ∀i. Assuming M → ∞, the relay's power allocation that maximizes the average data rate is obtained as the solution of the following optimization problem,
The solution of (12) is given in the following theorem. Theorem 2: The relay optimal power allocation is given by
where constant λ is found such that C1 in (12) holds with equality.
Proof: Please refer to Appendix B.
Introducing (13) into the objective function of (12), the average data rateR is maximized for givenP and τ 0 . Let us denote this data rate byR(τ 0 ). Clearly, τ 0 should be selected so as to maximizeR(τ 0 ) for givenP , as
SinceR(0) =R(1) = 0 andR(τ 0 ) > 0 for 0 < τ 0 < 1, according to the Rolle's theorem, there must be a point τ * 0 between 0 and 1 whereR(τ 0 ) attains a maximum. The Lagrange multiplier λ can be determined by using the following lemma.
Lemma 1: GivenP and τ 0 , the constant λ in (13) is determined numerically as the solution of the following expression
where f A (a) and f Y (y) are the probability density functions (PDFs) of a i = 2N 0 x 2 i and y i , respectively. Note that f A (a) can be expressed in terms of the PDF of
Once λ is determined from (15), the maximum average data rate is calculated as
Proof: Since M → ∞, the time averages in both C1 and the objective function of (12) are calculated from their corresponding statistical averages, which yields (15) and (16).
C. Benchmark: Fixed Time and Fixed Power Allocation
The improvement offered by the two schemes is compared to a fixed power and fixed time allocation (FPTA) scheme. The FPTA scheme assumes fixed relay output power, P 0 , and a fixed TF parameter, τ 0 . For a fair comparison, given the power budget,P , for the JOPTA and OPA schemes, the relay's power for the FTPA scheme is fixed to P 0 = 2P /(1 + τ 0 ), whereas τ 0 is set to the same value as the TF parameter of the OPA scheme, calculated based on (14). In this case, in epoch i, the EHS transmits with power 2N 0 P 0 x i τ 0 /(1 − τ 0 ). As M → ∞, the achievable rate of the FPTA scheme is determined as
In order to achieve R 0 , both the EHS and relay should transmit with this fixed rate in all epochs by using infinitely-long Gaussian codewords that span infinitely many fading states. Fig. 1 illustrates the average achievable data rates of the proposed schemes in block Rayleigh fading. The deterministic path loss is calculated as E[x
IV. NUMERICAL RESULTS
, with the distance between all the nodes set to D i = 10m, the pathloss exponent set to α = 3, and the pathloss at a reference distance of 1m set to 40dB. We assume an AWGN power spectral 
, with C 1 (·) and C 2 (·) given by (2) and (3), respectively. Optimization problem (18) is non-convex. Nevertheless, based on [11, Theorem 1], we can still apply the Lagrange duality method to solve (18) because of a zero duality gap. In particular, (18) is in the form of [11, Eq. (4) ]. For any fixed τ i , C 1 (τ i , e i ) andC 2 (τ i , e i ) are concave in e i . Therefore, for any fixed set of τ i , ∀i, the objective function of (18) is concave in (e 1 , e 2 , ..., e M ) for that set of τ i s, and constraint C1 is affine (i.e. convex) in (e 1 , e 2 , ..., e M ). According to [11, Definition 1] , the time-sharing condition is thus satisfied, implying the zero duality gap.
The Lagrangian of (18) is defined as
where λ is the Lagrange multiplier associated with C1 of (18). Then, the Lagrangian dual function of (18) is expressed as
Applying Lagrangian dual decomposition, (20) can be decoupled into M subproblems (one for each fading state),
1) Solution of (22):
For any fixed e i , we consider two critical points for τ i : (1) the maximum ofC 1 (τ i , e i ), and (2) the intersection betweenC 1 (τ i , e i ) andC 2 (τ i , e i ). These critical points are denoted byτ 1i andτ 2i , respectively.
The critical point (1) is found from ∂C 1 (τ i , e i )/∂τ i = 0, yielding
.
(23) For any given value of the product e i a i ,C 1 (τ i , e i ) has a single maximum at τ i =τ 1i , which is calculated as the root of (23). The maximizerτ 1i is a monotonically decreasing function of e i , which satisfiesτ 1i → 1 as e i → 0, andτ 1i → 0 as e i → ∞.
The critical point (2) is found from the equalitȳ
Ifτ 1i ≤τ 2i , min{C 1 (τ 1i , e i ),C 2 (τ 1i , e i )} =C 1 (τ 1i , e i ) and H i (e i ) = max 0<τi<1 {C 1 (τ 1i , e i ),C 1 (τ 2i , e i )} =C 1 (τ 1i , e i ). Ifτ 1i >τ 2i , min{C 1 (τ 1i , e i ),C 2 (τ 1i , e i )} =C 2 (τ 1i , e i ) and
2) Solution of (21): Considering (25), we can now solve (21) by setting the first derivative of H i (e i ) − λ e i w.r.t. e i to zero. The found critical points are maxima because both U i (e i ) and V i (e i ), and therefore H i (e i ), are concave and monotonically increasing in e i . The concavity of U i (e i ) and V i (e i ) is proven from their respective second derivatives w.r.t. e i , which satisfy U 
The solution of (26) is found from U ′ i (e i ) = λ, where U ′ i (e i ) denotes the first derivative of U i (e i ) w.r.t. e i . Since U i (e i ) = C 1 (τ 1i , e i ), U ′ i (e i ) is determined as the total derivative of C 1 (τ 1i , e i ) w.r.t. e i . At the critical point (1), ∂C 1 (τ i , e i )/∂τ i τi=τ1i = 0, and, therefore,
Thus, (26) is solved as
where the (·) + operator is due to the constraint e i ≥ 0. Eqs. (23) and (28) constitute a set of two equations with two unknowns, e 1i andτ 1i , yielding (8) and (10) .
Critical point (2): Ifτ 1i >τ 2i , (21) reduces to max ei≥0 V i (e i ) − λe i .
The solution of (29) is the root of V ′ i (e i ) = λ w.r.t e i , yielding
where the (·) + operator is again due to the constraint e i ≥ 0. Combining (24) and (30), we obtain (11).
APPENDIX B PROOF OF THEOREM 2
The convex optimization problem (12) is rewritten as
Decomposing Lagrangian dual function into M subproblems (one for each fading state), we obtain max pi≥0 H i (p i ) − λp i , which is solved as the root of H ′ (p i ) = λ w.r.t. p i .
