Introduction
A Besicovitch set is a subset of R n of Lebesgue measure zero which contains a unit line segment in every direction. Questions related to their Hausdorff dimension are connected with many problems of modern Fourier analysis and have been studied extensively during the last quarter of century, see, for example, [11] . An elegant way to construct such sets, going back to Besicovitch, is based on duality between lines and points. This in fact gives more, namely sets of measure zero which contain an entire line in every direction. Keleti [8] considered the question of whether there is any difference in the Hausdorff dimension for these two types of sets. He showed that in the plane there is not: any union of line segments in the plane has the same Hausdorff dimension as the corresponding union of lines. In this paper we shall show, with mild measurability assumptions, that more is true: we can replace line segments with subsets of lines with positive length. We shall formulate and prove this for hyperplanes in R n . Our principal tool will be a strong version of Marstrand's projection theorem. The basic Marstrand theorem, see [9, 10] , tells us that if E is an s-subset of the plane, that is, if E is measurable with respect to the s-dimensional Hausdorff measure H s with 0 < H s (E) < ∞, then the projection of E, proj L E, on almost every line L through the origin has Hausdorff dimension min{s, 1}. Moreover, if s > 1, then almost all projections of E have positive length. In fact, Marstrand [9] proved a more general result when s > 1 which seems to have been almost forgotten. He showed that for almost all projections the length of proj L F is positive for all H s measurable subsets F of E with H s (F ) > 0, that is, the exceptional set of lines is independent of F . We shall give a simple proof for this and we shall also prove the corresponding strong Marstrand theorem in the case s ≤ 1. We shall formulate and prove these results for projections on m-planes in R n and also point out strong versions of related theorems, including bounds on the dimension of the exceptional set of directions and on 'generalized projections' subject to a transversality condition.
Strong Marstrand theorems
We denote by G n,m the Grassmannian manifold of m-dimensional linear subspaces of R n and by γ n,m its orthogonally invariant Borel probability measure. We write L m to denote m-dimensional Lebesgue measure on any m-dimensional plane. We denote by proj V orthogonal projection onto a linear subspace V of R n and by proj V µ the image of a measure µ under proj V defined by (proj V µ)(A) = µ(proj
Then there exists a set X ⊂ G n,m with γ n,m (X) = 0 such that for all V ∈ G n,m \ X and all H s -measurable sets F ⊂ E with 
For each i, define the restriction
Let 0 < t < s. Then each µ i has finite t-energy:
this follows by integrating the energy integral by parts with respect to one of the µ i and using (2.1), see [3, page 78] or [10, page 109] . Just as in the usual potential theoretic proof of the projection theorems,
In particular, proj V µ i has finite t-energy for all V ∈ G n,m \ X i,t , where
is supported by proj V F it follows from the energy criterion for Hausdorff dimension that dim H proj V F ≥ s − 1/j for all j, so dim H proj V F ≥ s, as required.
(ii) This is very similar to (i). When s > m, we again decompose H s | E as in (2.2) with each µ i having finite t-energy for some m < t < s. In this case, following the Fourier transform approach of Kaufman [6] , see also [3, Section 6.3] 
where f proj V µ i is the density of the projected measure proj V µ i , which is absolutely continous with respect to L m for almost all V . Letting X = ∞ i=1 X i , where X i = {V : proj V µ i is not absolutely continous}, the conclusion follows in the same way as in (i).
(iii) For F = E this was proved independently by Falconer and O'Neil in [5] and by Peres and Schlag in [13] . The proof consists of showing that for almost all V, proj V µ is absolutely continuous with continuous density provided I 2m (µ) < ∞. We can again argue as above using (2.2) to get the stronger version.
We have the following sharpening of Theorem 2.1:
The weaker form of this, when F = E, was proved by [6] and [7] in case (i) and by [2] in case (ii), and also presented in [11, Section 5.3] . These proofs show that if µ is a measure with finite t-energy, then for all V ∈ G n,m \ X t with dim H X t ≤ m(n − m − 1) + t, if t ≤ m then proj V µ has finite t-energy, and for all V ∈ G n,m \X t with dim H X t ≤ m(n−m)+m−t, if t > m then proj V µ is absolutely continuous. Thus the same argument we used for Theorem 2.1 applies.
One can also consider more general mappings. With similar reasoning we obtain the following results for the generalized projections of Peres and Schlag, see [13] , or [11, Chapter 18] . They include and extend Theorems 2.1 and 2.2.
Let (Ω, d) be a compact metric space and Q ⊂ R N an open connected set. Suppose that the mappings
are such that the mapping λ → π λ (x) is in C ∞ (Q) for every fixed x ∈ Ω, and to every compact K ⊂ Q and every multi-index η = (η 1 , . . . , η N ) ∈ N N , N = {0, 1, 2, . . . }, there corresponds a positive constant C η,K such that
We also assume that the family π λ , λ ∈ J, satisfies regularity of degree β ≥ 0: There exists a positive constant C β such that to every multi-index η = (η 1 , . . . , η N ) ∈ N N there corresponds a positive constant C β,η for which
for λ ∈ Q and x, y ∈ Ω, x = y. Finally, we assume that {π λ , λ ∈ Q}, satisfies transversality of degree β ≥ 0:
for λ 1 , λ 2 ∈ Q and x, y ∈ Ω, x = y.
In the case of orthogonal projections proj V , V ∈ G n,m , we can take β = 0 and N = m(n − m), the latter since G n,m is a smooth manifold of dimension N = m(n − m). For various other applications, in particular for Bernoulli convolutions, a positive β is needed.
In this general setting we get the following theorem.
Theorem 2.3. There exists a positive constant b depending only on N and m such that the following holds. Let E ⊂ Ω be an H s -measurable set with 0 < H s (E) < ∞, where s = dim H E > 0.
(i) If s ≤ m and t ∈ (0, s−bβ], there exists a set X ⊂ Q with dim H X ≤ N −m+t such that for all λ ∈ Q\X and all H s -measurable sets
(ii) If s ≤ m and t ∈ (0, s], there exists a set X ⊂ Q with dim H X ≤ N + t − s 1+bβ such that for all λ ∈ Q\X and all H s -measurable sets
such that for all λ ∈ Q \ X and all H s -measurable sets
such that for all λ ∈ Q \ X and all H s -measurable sets F ⊂ E with H s (F ) > 0, the interior of π λ (F ) is non-empty.
Peres and Schlag [13] proved a more general version where only regularity up to some finite degree L is required. Then L appears in the range of the parameters and the analogue of Theorem 2.3 follows in the same way.
Sets in hyperplanes
Now we work with hyperplanes in
we write L u for the vertical line {(x, y) : x = u} and we define
Then π u is essentially the orthogonal projection proj l(u) onto the line l(u) = {te u : t ∈ R} where e u = (1 + |u| 2 ) −1/2 (u, 1). More precisely, proj l(u) (p) = (1 + |u| 2 ) −1/2 π u (p)e u . Intersections of families of lines L(E) with vertical lines and projection of sets onto l(u) are related by duality:
We shall use the following simple lemma, see, for example, [10, Theorem 10.10]:
Lemma 3.1. Let A ⊂ R n be a Borel set and let 0 < s
Here is our main theorem on the dimension of unions of hyperplanes, generalizing the results of Keleti [8] .
Theorem 3.2. Let E ⊂ R n be a non-empty Borel set and let
Proof. The set L(E) is analytic by [8, Lemma 2.2(ii)]. By Marstrand's basic projection theorem and (3.1),
Thus dim H L(E) ≥ min{dim H E + n − 1, n} by Lemma 3.1. To obtain the opposite inequality, we need to find a basis of coordinates with respect to which we may apply Marstrand's line intersection theorem. The normals e a ∈ S n−1 of all the planes L(a, b) differ from the normal e 0 = (0, . . . , 0, 1) of the coordinate plane V 0 of the first n − 1 coordinates. Hence, writing E as a countable union, we may assume that for some δ > 0, |e a − e 0 | > δ for (a, b) ∈ E. Then if the normal e V of V ∈ G n,n−1 satisfies |e V − e 0 | < δ we can write every L(a, b), (a, b) ∈ E, as a graph over V :
where, by simple linear algebra, the new parameter set E V ⊂ V × R is obtained from E by a smooth transformation, so dim 
For the rest, first assume that E is an s-set, that is 0 < H s (E) < ∞, where s = dim H E > 0. Let A ⊂ R n be a Borel set. For each u ∈ R n−1 , let
and so
Applying Theorem 2.1, it follows that dim H π u (E u ) = s∧1 (where '∧' denotes 'minimum') for almost all u such that
where we have used duality (3.1) and the definition of
Finally, if E is an arbitrary Borel set, for each 0 < s < dim H E there exists a compact Only small changes are needed in the argument to show that L n L(E) ∩ A > 0, if dim H E > 1. Again it suffices to consider an s-set E with s > 1. In this case we need not check separately that L n L(E) > 0 and we can begin the argument by observing that (3.4) holds as above. Then by Theorem 2.1,
We could ask similar questions for m-planes in place of hyperplanes, but our method does not work when 1 ≤ m < n − 1. The case m = 1 is particularly interesting since it is related to Besicovitch sets. Keleti [8] conjectured that in all dimensions any union of line segments has the same Hausdorff dimension as the union of the corresponding lines. This is open when n ≥ 3. Keleti proved that if true for some n this conjecture would imply that every Besicovitch set in R n has Hausdorff dimension at least n − 1. This would improve the known estimates when n ≥ 5. Moreover, he showed that if the conjecture is true for all n, then every Besicovitch set in R n has upper Minkowski dimension n, which would be new for all n ≥ 3.
The problem with m-planes, 1 ≤ m < n − 1, is that as above we are led to families of mappings π u , but now the parameter u runs through a space which has smaller dimension than the Grassmannian G n,m and the projection theorem fails. However, one can prove weaker forms and apply these to get estimates on dim H L(E) and find conditions which guarantee the positivity of the Lebesgue measure of L(E). Here L(E) is now a union of m-planes with a parameter set E ⊂ R (m+1)(n−m) . Oberlin proved such results in [12] . In particular he showed that dim H E > (m + 1)(n − m) − m implies L n (L(E)) > 0.
