In this paper the problem of designing a fixed state feedback control law which minimizes an upper bound on linear-quadratic performance measures for m distinct plants is reduced to a convex programming problem.
Introduction
The problem considered here is the design of a fixed state feedback control law u(t) = -Kz(t) which minimizes an upper bound on the performance measures each associated with one of the plants described by state space equations It is well known (see, for example, Dorato, et al. [5] ) that the performance measures in (1) are given by J j = tr {Pj} where each Pj satisfies, for a given K , the Lyapunov equa- system indices contained by set I,. Here, performance function weighting matrices {Qj}jc~,,, and { R j } j e~, , , vary with each system and the details of reducing the simultaneous performance design problem is carried to a linear matrix inequality convex programming problem. Finally, the optimal guaranteed cost solution is compared to the results of the numerical example given in [ll].
Reduction of the Guaranteed-Cost Problem to a Convex Programming Problem
As suggested in References 
for all system indices j in set I,. The basic "LMI Lemma" (see, for example, Reference In [ll] all members of { Q j } j €~, , , and {Rj}j€~,,, are set equal to appropriately sized identity matrices. To be able to compare the solution obtained in [ll] , where
KJ' X,Y
CjEIm tr{Pj} is minimized, with the results obtained by minimization of an upper bound on all terms tr{Pj}, the same identity matrix assumptions are made herein. The convex optimization problem for this example is to minimize tr{Z} with respect to the matrix variables X, Y , and Z subject to the Lyapunov linear matrix inequality constraints (9).
Using LMITOOL documented by El Ghaoui, et al. [7] and the semidefinite programming algorithm SD documented by Vandenberghe and Boyd [13] , the optimal points For the purposes of comparison, the "scalarized" cost control results of Paskota, et al. [ll] were confirmed using their nonlinear programming scheme. This resulted in a locally optimal gain vector of The guaranteed-cost design yields lower feedback gains. However this may be true only for this example.
Summary
In this paper a guaranteed-cost approach is taken for the performance design of multiple model systems. The problem is reduced to a convex linear matrix inequality problem which can be solved with commercially available software. A numerical example taken from [ll] is used to compare the guaranteed-cost results obtained here with the scalarization results obtained in [ll] . From the vector optimization point of view (where one attempts to make each component measure tr{Pj} as small as possible) the two results are not comparable. Neither solution is "superior," in the sense of Pareto, to the other. However in the particular example considered in [ll] , the norm of the feedback gain matrix does turn out to be smaller for the guaranteed-cost design than for the scalarization design. It would be of interest t o explore the simultaneous performance problem considered in the full context of vector optimization.
