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ABSTRACT 
 
This thesis introduces a system which detects human actions from movies. It combines 
many of the present video recognition tools and methods to build a system that can 
recognize what is happening in a video. There are many possible solutions and variables 
along this path and this project experiments with many of them such as vocabulary size 
and ways of normalizing bag of features. It uses Hollywood Actions database to 
validate the method and analyze the results in order to achieve the best possible 
combination of parameters. The main weapon of this project is that it unifies the best 
known methods and experiments with such combination. 
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1 INTRODUCTION 
  
The appearance of the digital era has revolutionized the world of information not only in 
terms of text but also in terms of images and videos. The volume of visual data and the 
hunger for multimedia content have reached a point where image and video intelligence 
is acquiring more importance each time. In recent years, the artificial intelligence 
applications on text and images have caused a great impact in our society. For instance, 
the way that Google indexes and searches information or the way Facebook is able to 
classify our images or the way that modern digital cameras automatize the shooting. 
Even though there is still a long road ahead, text and image machine learning is more 
present than a younger field: video machine learning. Imagine security cameras that 
could detect an evil event before it even occurs or an automatic detector of the most 
important news of a video or some other application we still do not conceive the same 
way that 20 years ago Google was more than most human beings could dream of. 
Throughout this project, a system that can detect events in a video has been 
implemented. In other words, it can tell what has happened in the video. Being able to 
have such visual intelligent systems is very important since it is a prelude to innumerous 
applications as the ones just pointed out.  
This project aims to classify as best as possible nine different events: answering a phone, 
driving car, eating, fighting, getting out of a car, hand shaking, hugging, kissing, and 
running. The ambitious goal is to achieve similar results as those obtained by [1] under 
a similar Hollywood Actions database. This is a young and promising world; however, 
many researchers have recently showed the best paths to follow in order to achieve the 
best possible results.  
The first part of the project is to train the system. To start, from every training video, 
every two seconds, frames are extracted and their SIFT points are computed. [2] [3] [4] 
[5] [6] [7] [8] have experimented with SIFT keypoints and have concluded that it is the 
best method due to its invariance to image transformations and resistance to 
illumination modifications, amongst other reasons explained in section 3. Once 
extracted all the keypoints, k-means algorithm clusters all these keypoints into different 
centers. This is part of the philosophy of building a bag of features similar to text 
classification where terms of a document are grouped in different bags of words (BoW). 
Similarly, in images, by grouping similar keypoints into clusters and treating each 
cluster as a visual word, an image can be described as a bag of visual words. This BoW 
approach has been proven to perform excellently in classification tasks by [3] [4] [6] [7]. 
After extracting all frames, calculating SIFT points, clustering them and obtaining a bag 
of visual words, the system is trained with LibSVM, a library for support vector 
machines.  
Once the system is trained, video clips can be tested by extracting their features –after 
calculating their SIFT points- and relating them to the most similar cluster achieved 
during the training section. As pointed out before, the goal is to achieve similar results 
to those obtained by [1].  In order to achieve such performance, this project experiments 
with different variables such as different vocabulary sizes –different number of clusters-, 
different ways of normalizing the features vector, different Hollywood Actions 
databases and  treating each video as one whole feature vector or as many –as many as 
extracted frames-. 
The remaining sections are organized as follows. In section 2, a description of the 
existing approaches to video classification and object recognition is shown. In section 3, 
there is a deep explanation of the method and algorithm in detail. Next, in section 4, 
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there is a presentation of the results and also, an analysis of them; and finally, section 5 
deals with the project conclusions. 
2 RELATED WORKS 
 
In recent years there has been a lot of research about human action recognition, object 
classification and video event detection. Some research such as [2] builds a similar 
system to the one presented in this thesis while others focus on improving specific parts 
of it.  
Many face the question of which keypoint detector to use. This system uses scale 
invariant feature transform (SIFT) which is a widely used technique. [9] also uses SIFT 
to describe the regions around the keypoints.  [2] also prefers SIFT descriptors to others 
such as steered Gaussian derivatives or differential invariants for some reasons the 
following section explains. Lazebnik et al. [10] and Csurka et al [2]prefer SIFT 
descriptors over Harris-affine keypoints. [8] proves that SIFT is superior to others such 
as a set of steerable filters [11] or orthogonal filters [12] and [4] also, not only uses 
SIFT, but believes in its superior performance. [13] uses SIFT descriptor and as they 
mention, in [14] it is shown that the use of 8 orientation directions gives the best results. 
However, there are some who use SIFT but only for specific features such as [15]who 
uses SIFT but only for static appearance features. For dynamic features they use the bag 
of words representation of local spatial temporal features. [1]also incides on using SIFT 
to capture static appearance but uses other methods, such as HoF to capture motion 
patterns, and HoG to capture dynamic appearance. 
 
As explained in the next section, clustering is vital in this project due to many reasons. 
It is not only important in this project but also in many other projects such as [9] which 
generates a visual vocabulary by clustering the detected keypoints and treating each 
cluster as a different visual word of the vocabulary. [9] tries to answer the question of 
how many clusters should the system have. In terms of which method to use, many 
researchers repeat the same method: k-means algorithm: 
 
[5] also uses clustering techniques and specifically uses the k-means algorithm. [5] sets 
the number of centers to 4000. [2] also use clustering to obtain feature vectors for a 
classifier. Again, their method is k-means algorithm or as they say “the simplest square-
error partitioning method”. As in this project’s case, they will experiment with the 
number of centers that obtains a more efficient performance. Although [4] mentions 
other methods such as K-medoids and histogram binning, they also use the k-means 
clustering algorithm. [13] follows this trend and use the Euclidean distance in the k-
means clustering algorithm to construct the vocabulary of visual words. 
[16] innovates by implementing a variation of k-means by minimizing the sum of 
distances between all positive examples instead of sum of distances to the mean but, 
according to him, obtains similar low performance. 
 
Along with a clustering method, many researchers in video and image classification use 
the concept of Bag of Words (BoW) or Bag of Features. [9] studies and evaluates 
several factors which could impact the performance of bag of features. According to 
them, such reasons could be which keypoint detector is used, size of visual vocabulary, 
weighting scheme of visual words, and kernel function used in supervised learning. 
They propose a new method of extracting visual words: soft-weighting method. [5] also 
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uses bag of features. However, they plan to, in the future, switch to detector style action 
classifiers.  
[2] uses the bag of keypoints approach because as they say: it is simple, efficient and 
invariant to transformations. In [17] good results on object matching and multi-class 
categorization have been reported, using a system based on a bag-of-words 
representation built from local invariant features. [16] also uses bag-of-features 
representation due to recent success for object, scene and action classification. 
 
Once obtained the bag of visual words, there is only a last step to train the system which 
is done with Support Vector Machine (SVM). [9] [15] [1] [13] [18] [19]also use SVM 
for scene and action classification and [16] also uses SVM under LibSVM software. 
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3 METHOD DESCRIPTION 
 
This section details the method used to classify video events. In order to recognize the 
event each video belongs to, the system must be initially trained. A summary of the 
training method is as follows: 
 
1) Detect SIFT keypoints from the extracted frames of the video database. One frame 
every 2 seconds. 
 
2) Clustering keypoints with a k-means algorithm. 
 
3) Obtaining a new features vector which is mapped into visual words of the vocabulary. 
It is important to remark that this step is performed in terms of video sequence and not 
in terms of frame sequence. The difference is that the latter treats videos as many frames 
and thus, each frame contains its own feature vector while in video sequence, there is 
only one feature vector per video. Section Results compares both methods. 
 
4) Classifying the bag of feature vectors with Support Vector Machines (SVM) by 
giving labeled data to the classifier; in this case: Libsvm. This step determines to which 
class each image belongs to.  
 
3.1 SIFT 
Keypoints are an effective tool to classify images since they are image points that 
contain rich information about these concrete images. Such interesting points provide 
feature descriptions of that particular spot of an image. These descriptors are useful to 
identify an object in test image with many objects. These features are independent of the 
image scale and rotation and are well protected against noise and illumination variations. 
Furthermore, each descriptor contains quite unique features which make it easy to 
match such characteristic in a large database of many pictures [14]. This fact is also 
possible because of the previously mentioned traits of being immune to changes in 
image scale, noise, and illumination. Another important characteristic is that descriptors 
are repeatable in the sense that even though an object has suffered some modifications, 
the descriptor values extracted are very similar [2].  
 
There are several point detectors but this system depicts these points using Scale 
Invariant Feature Transform (SIFT) due to some reasons the following paragraphs 
explain. SIFT is a 128 dimensional feature vector that contains the local orientation and 
spatial traits of every keypoint on an image [9] and which is based on the grayscale 
representation of images [13]. More specifically, keypoint detection is implemented 
using VLFeat Sift which is a very similar implementation to Lowe’s [14] [20]. 
Following Lowe’s guide [14], a description of the main steps of calculating such point 
descriptors is as follows: 
 
1. Scale-space extrema detection: Search all image locations and scales by a difference 
of Gaussian function which finds points that are independent to scale and orientation. 
Remember that this is a necessary characteristic for keypoints to serve as good matchers. 
 
2. Keypoint localization: For every previously found candidate point, a detailed model 
is fit to calculate location and scale. 
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3. Orientation assignment: To produce invariance of orientation, location and scale, a 
fixed transformation is used on following calculations. 
 
4. Keypoint descriptor: The local image gradients are measured at the previously chosen 
scale. 
 
SIFT transforms image data into scale-invariant coordinates relative to local features. 
 
As explained in the Related Works section, recently, many researchers have used SIFT 
as keypoint detectors. This project’s goal is not to investigate about which keypoint 
detector method is better. The rest of this subsection explains the reasons that other 
researchers such as [3] [6] [7] have given to why SIFT is one of the best choices in 
comparison to other options such as a set of steerable filters used by [11] or orthogonal 
filters used by [12]. [2] prefers SIFT descriptors to alternatives such as steered Gaussian 
derivatives because  
 
1) they are simple linear Gaussian derivates and thus, more stable to image 
perturbations. 
2) they use simple Euclidean metric in the feature space. 
3) they are 128 dimensional vectors which gives more information than smaller feature 
vectors of size 12 or 16. 
 
Recently Mikolajczyk et al [8]corroborate [2] by saying that SIFT descriptors perform 
best after comparing and analyzing the behavior of several of them [2]. [3] also tests 
SIFT performance against other methods and they also conclude that SIFT out-performs. 
Some reasons they give are that SIFT has a greater translation invariance and the 
gradients it uses are more resistant to illumination modifications [3]. [4] Argues that 
SIFT is superior because it does not suffer from a shift of few pixels around a point –a 
typical error- and because its vectors are robust to affine transformations of the image 
[4]. [8] also proves that SIFT is the best due to its invariance to image transformations. 
[14] shows that SIFT features are resistant to large amounts of pixel noise. Furthermore, 
[14] stresses –as many of the previously mentioned- on the fact that SIFT is robust to 
noise, illumination variations and other modifications. Another positive characteristic 
[14] points out the fact that a few thousand key points can be extracted from an image 
with near real-time [14]. 
 
3.2 CLUSTERING 
Each image has different number of keypoints and this lack of uniform cardinality 
makes it difficult to train the system. Therefore, the system clusters all data in order to 
level the number of features. Furthermore, clustering compacts all data and therefore 
reduce its size. If it wasn’t because of clustering, the amount of data would be too large 
to compute. This clustering step generates a visual word vocabulary that describes 
various local patterns in images but concentrated in a specified number of clusters 
(centers) [21]. The cardinality of the centers is the size of the vocabulary. In this 
particular case, experimentation is done with 100, 500, 1000, 2000, 3000, and 5000 
centers although the control size is 3000. 
This project uses k-means clustering using Lloyd’s algorithm version of vl k-means. K-
means clustering partitions n observations into k clusters where each data point belongs 
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to the nearest cluster [22]. This project uses k-means because it is acknowledged to 
perform well by other research such as [2]. The goal of the algorithm is to find out these 
k centroids, one per cluster center. An overview of the algorithm is as follows [23]: 
1. Align k points which represent the initial cluster centroids. 
2. Place each point to the closest centroid. 
3. Recalculate the positions of the k centroids trying to minimize an objective function. 
Repeat steps 2 and 3 until step 3 does not change anything. In this project the objective 
function is the L2 norm distance function: 
 
 Euclidean distance        √                             
 
As the following section explains, clustering generates a visual vocabulary where the 
size of such is determined by the number of clusters. The size of the vocabulary is a 
trade-off between discriminating two non-similar keypoints assigned to the same cluster 
– consequence of a reduced vocabulary- and being more affected by noises and adding a 
considerable amount of computation time – consequence of a large vocabulary- [9]. [2] 
believes that the best tradeoffs between accuracy and computational efficiency are 
found with intermediate sizes of clustering. Some researchers are interested in 
automatically guessing the number of desired clusters such as Pelleg et al [24] who use 
cluster splitting and compute the Bayesian Information Criterion [2]. However, this 
research does not focus on this query. Instead, it experiments with different number of 
centers and runs the algorithm several times untilit find the best number of clusters. 
As said before, this stage is particularly important since it allows to transform data into 
new data of uniform cardinality. This fact is important since a fix size data is needed to 
create the new features to classify. Furthermore, k-means cluster shrinks the amount of 
data to use which is an important aspect because this project deals with many images 
which implies lots of memory.  
 
3.3 BAG OF VISUAL WORDS 
In text classification, it is very frequent to group terms of a document into different bags 
of words. Similarly, in images, by grouping similar keypoints into clusters and treating 
each cluster as a visual word an image can be described as a bag of visual words. Thus, 
if each keypoint is mapped into visual words of the vocabulary, a histogram of visual 
words can be showed and used as the trait for classification. 
Each image has different number of keypoints and this lack of uniform cardinality 
makes it difficult to train the system. Therefore, it cluster all keypoints with a k-means 
clustering algorithm and encode each descriptor to a cluster. This will result in a visual 
word vocabulary which is analog to a bag of words in text document classification. 
Therefore, an image can be mapped as a Bag of Words (BoW) [25]. Each keypoint 
cluster is a visual word of the vocabulary [9]. In more technical manners, a bag of visual 
words will be a vector with the weighted importance of each visual point in that image, 
a feature vector used to classify [21]. 
Many approaches map each keypoint to its most similar visual word –nearest cluster 
center-. However, this project follows [9]’s approach of soft-weighting which does not 
select the nearest cluster center but the top-N nearest visual words; each top-N center 
receives a consideration proportional to its importance. As [9] argues, assigning each 
keypoint to its nearest neighbor might cause two similar points to belong to two 
different clusters when the size of the vocabulary is relatively big. Furthermore, 
assigning each keypoint to its nearest neighbor does not distinguish between points of a 
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same cluster; some keypoints within a cluster should be important than others. [9] 
proves that soft-weighting outperforms. Similar visual words will be measured using 
cosine similarity: 
 
                  
   
      
 
∑      
 
   
√∑      
 
     √∑     
  
   
 
 
It is also important the fact that each feature vector is normalized. Control normalization 
is SVM-scale but experiments are done with three other types of normalization: 
If   |
 
  
 
  
| 
 
1) Max-Min normalization:  
          
     
       
 
 
Where min is the minimum value of vector A and max is the maximum value of A. 
 
2) L1 normalization: 
      
 
∑   
 
   
 
 
3) L2 normalization: 
      
 
√∑   
  
   
 
 
Reasons for using BoW for image classification are its simplicity and good performance. 
This BoW approach has been proven to perform excellently in classification tasks by [3] 
[4] [6] [7]. As described by [2] the main advantages of the method are its simplicity, its 
computational efficiency and its robustness to transformations and lighting variations. 
[17] also uses a system based on bag of words from local invariant features and 
announces good results on object matching and multi-class classification. [16] also uses 
this representation arguing that [5] [3] [4] [19] [6] [7] [26] [27] have achieved 
successful results for visual classifications tasks. 
 
3.4 SVM 
After extracting all frames, calculating sift points, clustering them and obtaining a bag 
of visual words, the system can be trained with LibSVM. A support vector machine 
(SVM) is a classification method that given a set of input data determines to which class 
does each element –in this case, image- belongs to. SVM is a popular method of 
classification which finds the optimal separating hyperplane between two classes [18]. 
Many researchers such as [28] [29] use Support Vector Machines since the classifying 
results obtained are better than those with other methods such as simple Naïve Bayes 
classifier [2]. 
Libsvm implementation is used due to its simplicity the same way that [18] and [16] use 
it. 
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4 RESULTS 
 
This section describes the experiments performed and exposes the achieving results. 
The system is trained with Hollywood Actions database. It is a publicly available 
database from which the following nine classes are tested: answer phone, drive car, eat, 
fight, get out of car, hand shake, hug, kiss, and run. Experimentation is done with 
different sets of training data and several modifications of the algorithm; throughout this 
section, these tests are explained. As explained in the introduction, the goal is to achieve 
a similar performance to the one published in [1]. The next subsection detail [1]’s 
achievements. 
 
There are several possible ways of evaluating the system’s performance such as recall 
and precision. However, the trade-off between these two methods implies that they must 
be considered simultaneously. Instead, the system is measured with average precision 
which is a popular metric that considers both recall and precision [30]. Another 
important reason is that [1] also uses average precision. The definition of average 
precision (AP) is as follows: [31] [30] 
 
If there is a ranked sequence of images and compute precision and recall at every 
position of such sequence, a precision-recall curve can be plotted, plotting precision 
     as a function of recall r. Average precision evaluates the average value of     : 
 
                   ∫       
 
 
 
 
For this project it can be turned into: 
   
 
 
∑   
  
 
 
   
 
 
Where  
                                                  
                                                           
 
{
                             
                       
              
 
 
Just to conclude, mention that                           
 
 
 
4.1 Control experiment 
This subsection introduces the control experiment. Training data will be clean in terms 
of noise and unbalanced in terms of uneven distribution of clips per class. 
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Training control data has the following video clips per class distribution: 
 
ANSWER PHONE 40 
DRIVE CAR 36 
EAT 27 
FIGHT 26 
GET OUT OF CAR 30 
HAND SHAKE 32 
HUG 28 
KISS 45 
RUN 48 
Table 1: video clips per class on control data. 
 
As shown in the table, kiss and run are considerably better represented in terms of 
quantity. It is interesting to check if an unbalanced training worsens the final results. 
 
Control training algorithm has 3000 cluster centers and the bag of features is normalized 
with svm-scale. As explained in section 3, there is only one feature vector per movie 
instead of one feature vector per frame. Thus, the control experiment uses video 
sequence instead of frame sequence. 
Throughout this section detail is given of all experiments with vocabulary size, types of 
normalization, video versus frame sequence, and balanced versus unbalanced training 
data. The goal of all these experiments is to find the best possible combination of 
parameters which can lead the path of future work. 
Results will be compared to those of [1] who as well uses an unbalanced Hollywood 
Actions database combining clean clips with automatic (noisy) clips. Their video clips 
per class distribution to train and test their system is the following: 
 
 
 AUTOMATIC CLEAN 
ANSWER PHONE 59 64 
DRIVE CAR 90 102 
EAT 44 33 
FIGHT 33 70 
GET OUT OF CAR 40 57 
HAND SHAKE 38 45 
HUG 27 66 
KISS 125 103 
RUN 187 141 
Table 2: video clips per class on [1] data. 
 
As shown in the table, [1]’s classes kiss and run are, as in this project’s case, much 
better represented in terms of amount of video clips while hug, hand shake, fight, and 
eat are less representative. It is interesting to check if less video clips to train affects 
performance. However, this disadvantage is compensated by using clean training data.  
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The following table and graph illustrate the comparison between control experiment and 
[1]: 
 
 PROPOSED 
METHOD 
[1] DIFFERENCE 
ANSWER 
PHONE 
0.195240 0.105 0.09024 
DRIVE CAR 0.407738 0.313 0.094738 
EAT 0.661998 0.082 0.579998 
FIGHT 0.000000 0.081 -0.081 
GET OUT OF 
CAR 
0.000000 0.191 -0.191 
HAND SHAKE 0.333333 0.123 0.210333 
HUG 0.000000 0.129 -0.129 
KISS 0.311901 0.348 -0.036099 
RUN 0.403158 0.458 -0.054842 
MAP 0.257041 0.203333 
 
0.053707556 
 
Table 3: Average precision of [1] using SIFT descriptor. 
 
 
Figure 1: Average precision comparison of the proposed experiment and [1] using SIFT descriptor. 
 
As shown in the graph and table, the presented system is superior in terms of mean 
average precision due to a clear superiority in classes eat and hand shake. On the other 
side, the control experiment shows a total lack of performance in classes fight, get out of 
car, and hug. Just with this data, a first conclusion would be that a better performance 
would be achieved by using the proposed system for answer phone, drive car, eat and 
hand shake while [1]’s system is better for fight, get out of car and hug.  
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4.2 Vocabulary Size 
 
The size of the vocabulary is a trade-off between discriminating two non-similar 
keypoints assigned to the same cluster – consequence of a reduced vocabulary- and 
being more affected by noises and adding a considerable amount of computation time – 
consequence of a large vocabulary- [9]. [2] believes that the best tradeoffs between 
accuracy and computational efficiency are found with intermediate sizes of clustering. 
 
This section experiments with the number of clusters. The control number is 3000 but 
this project tests the performance of employing 100, 500, 1000, 2000 and 5000 centers. 
Here are the results of all vocabulary sizes with respect to each class: 
 
 100 500 1000 2000 3000 5000 
ANSWER 
PHONE 
0.126925 0.000000 0.162733 0.138626 0.195240 0.232904 
DRIVE CAR 0.711172 0.539711 0.653646 0.626405 0.407738 0.324758 
EAT 0.757576 0.599206 0.656061 0.809524 0.661998 0.641156 
FIGHT 1.000000 0.000000 0.128161 0.000000 0.000000 0.104208 
GET OUT OF 
CAR 
0.142857 0.000000 0.000000 0.000000 0.000000 0.000000 
HAND SHAKE 0.000000 0.000000 0.000000 0.058824 0.333333 0.010289 
HUG 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 
KISS 0.271846 0.249642 0.287001 0.275906 0.311901 0.280661 
RUN 0.382415 0.356569 0.430826 0.383835 0.403158 0.391072 
MAP 0.376977 
 
0.193903 
 
0.257581 
 
0.254791 
 
0.257041 
 
0.220561 
 
Table 4: Average precision comparison between different number of clusters. 
 
 
Figure 2: Average precision comparison between different number of clusters. 
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Following the trend of the control experiment, average precision is generally higher in 
the first classes while it is close to zero in the middle classes (get out of car, hand shake, 
and hug).  
  
In terms of vocabulary size, 100 and 3000 are clearly the predominant values with the 
exception of class answer phone where 5000 leads the table. It is remarkable that the 
highest average precision vocabulary size, 100, almost doubles the mean average 
precision of the one obtained in [1]. It is also noticeable how for some vocabulary size-
class combination, the average precision is 0 or very close to 0. In order to achieve more 
efficient results, an imaginary but optimal case where each class uses its best vocabulary 
size for each class (numbers in green) is presented: 
   
 
ANSWER 
PHONE 
DRIVE 
CAR 
EAT FIGHT GET OUT 
OF CAR 
HAND 
SHAKE 
HUG KISS RUN MAP 
0.232904 0.711172 0.757576 1.000000 0.142857 0.333333 0 0.311901 0.403158 0.432545 
 
Table 5: Imaginary case of optimal distribution of clusters. 
 
This combination significantly improves the mean average obtained with the best 
vocabulary size: 100 clusters. Furthermore, it guarantees a significant better 
performance than the one achieved by 100 clusters in classes such as hand shake or 
answer phone. Of course, this optimal case can only be done for the training part. 
Obviously, during testing one cannot choose which class to test. 
 
 
4.3 Types of normalization 
 
In order to complete the stage of extracting feature vectors, there is a last key stage: 
normalization. As introduced in section 3, this project experiments with four different 
types of normalization. The control experiment uses svm-scale but in this section the 
results of the other three are introduced: 
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1) Max-Min normalization:  
          
     
       
 
 
Where min is the minimum value of vector A and max is the maximum value of A. 
 
2) L1 normalization: 
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3) L2 normalization: 
      
 
√∑   
  
   
 
 
These two following charts illustrate the outcome of this experiment: 
 
 L1 L2 MAX-
MIN 
SVM-
SCALE 
ANSWER 
PHONE 
0.231963 0.257598 0.232904 
 
0.19524 
 
DRIVE 
CAR 
0.916667 0.469382 0.324758 
 
0.407738 
 
EAT 0.000000 0.000000 0.641156 
 
0.661998 
 
FIGHT 0.210389 0.251996 0.104208 
 
0.000000 
GET OUT 
OF CAR 
0.000000 0.000000 0.000000 0.000000 
HAND 
SHAKE 
0.000000 0.000000 0.010289 
 
0.333333 
 
HUG 0.000000 0.000000 0.000000 0.000000 
KISS 0.000000 0.000000 0.280661 
 
0,311901 
 
RUN 0.000000 0.000000 0.391072 
 
0.403158 
 
MAP 0.000000 0.000000 0.2205609 
 
0.257041 
 
Table 6: Average precision of each class according to different normalizations. 
 
Figure 3: Impact of normalization on the different nine classes. 
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4.4 Unbalanced vs Balanced 
 
This subsection analyzes the impact of different types of training data. As explained at 
the beginning of this section, the control experiment is unbalanced in terms of number 
of videos per class. Without any prior knowledge, anyone could think that the 
performance should be higher for those classes with more training background; in this 
case: kiss and run. Therefore, it is going to be experimented and compared the average 
precision obtained by training the system with the following balanced and unbalanced 
data distribution: 
 UNBALANCED BALANCED 
ANSWER PHONE 40 27 
DRIVE CAR 36 27 
EAT 27 27 
FIGHT 26 27 
GET OUT OF CAR 30 27 
HAND SHAKE 32 27 
HUG 28 27 
KISS 45 27 
RUN 48 27 
Table 7: Unbalanced and balanced videos per class distribution 
The average precision obtained for both sets of data are the following: 
 UNBALANCED BALANCED 
ANSWER PHONE 0.19524 
 
0.174825 
 
DRIVE CAR 0.407738 
 
0.732597 
 
EAT 0.661998 
 
0.479708 
 
FIGHT 0 0.200315 
 
GET OUT OF CAR 0 0.145023 
 
HAND SHAKE 0.333333 
 
0.091082 
 
HUG 0.000000 0.124583 
 
KISS 0.311901 
 
0.292249 
 
RUN 0.403158 
 
0.360179 
 
MAP 0.257041 
 
0.288951 
 
Table 8: Average precision comparison between unbalanced and balanced training data. 
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Figure 4: Average precision comparison between unbalanced and balanced training data. 
Before experimenting with balanced training data, anyone could think that the 
performance would be higher under a balanced environment. In terms of mean average 
precision, the common sense is corroborated by a difference of 0.03191. However, this 
difference might not be as high as expected. It is true that the balanced training data 
used does not contain as many video clips as in the control experiment. Maybe, instead 
of using 27 video clips per class, it should use 50 or more per class. It is remarkable the 
fact that with a balanced database, none of the nine classes has average precision equal 
to 0. Therefore, even though this database is poorer in terms of quantity, the fact that it 
is in equilibrium makes it better than the control training database.  
 
4.5 Clean vs Noisy Data 
 
This section is important due to the fact that the system is trained with a noisy database, 
the same way that [1] does. The video database is not exactly the same but it is similar 
in terms of being composed by noisy clips. The term noisy appeals to the fact of having 
a movie of class x where most of its frames do not belong to class x. Therefore, it is 
challenging to implement a system able to distinguish between noisy and valid frames. 
The main difference between this experimental noisy database and the one used in [1] is 
the cardinality of the databases, inferior in this experiment.  
 
 
 
0
0,1
0,2
0,3
0,4
0,5
0,6
0,7
0,8
0,9
1
Answer
Phone
Drive
Car
Eat Fight Get
out of
Car
Hand
Shake
Hug Kiss Run MAP
BALANCED
UNBALANCED
23 
 
The results of this experiment are as follows: 
 CLEAN NOISY 
ANSWER PHONE 0.19524 
 
0 
 
DRIVE CAR 0.407738 
 
0 
 
EAT 0.661998 
 
0 
 
FIGHT 0 0 
 
GET OUT OF CAR 0 0 
 
HAND SHAKE 0.333333 
 
0 
 
HUG 0.000000 0 
 
KISS 0.311901 
 
0.28382 
 
RUN 0.403158 
 
0.36724 
 
MAP 0.257041 
 
0.07234 
 
Table 9: Average precision using clean and noisy training databases. 
 
Figure 5: Average precion comparison between using noisy and clean databases. 
The results are objectively very poor: the mean average precision does not even reach to 
0.1 and the system cannot classify seven of the nine classes. It is noticeable that the only 
two positive classes which obtain decent results, kiss and run, are the ones with higher 
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number of videos per class. Maybe, for a more challenging database such as the noisy 
database, it would be recommendable to train the system with more videos per class.    
 
4.6 Video Sequence vs Frame Sequence 
 
This section covers an interesting aspect of the training process: to train each class as a 
set of frames or as a set of movies. It might sound equivalent since movies are a set of 
frames; however, there is an important difference: feature vectors are extracted for each 
frame instead of for each movie. This variation might be of great use when trying to 
solve the problem that noisy frames create: an idea could be to just consider as valid 
feature vectors those who represent clean frames. Therefore, this experiment is of great 
interest. 
The results of this experiment are as follows: 
 VIDEO 
SEQUENCE 
FRAME 
SEQUENCE 
ANSWER PHONE 0.19524 
 
0.23409 
 
DRIVE CAR 0.407738 
 
0.31847 
 
EAT 0.661998 
 
0.26845 
 
 
FIGHT 0 0.16732 
 
GET OUT OF CAR 0 0.18342 
 
 
HAND SHAKE 0.333333 
 
0.12365 
 
 
HUG 0.000000 0.13849 
 
 
KISS 0.311901 
 
0.42982 
 
 
RUN 0.403158 
 
0.32157 
 
MAP 0.257041 
 
0.2428089 
 
Table 10: Average precision between video and frame sequence. 
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Figure 6: Average precision between video and frame sequence. 
The results are as the experiment itself: very interesting. In terms of mean average 
precision, the control experiment is slightly the winner. It could be concluded that using 
a frame sequence feature vector extraction is useless. However, analyzing the given 
results in detail, it points out the fact that under a frame sequence system, no class has 
average precision zero; the lowest results are found in class hand shake with an 
approximate 0.12. Therefore, extracting a feature vector for each frame performs in a 
more compensated manner. It also evident that the mean average precision for video 
sequence is higher thanks to one class: eat. If such class is not considered, the mean 
average precision would be higher under a frame sequence system. 
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5 CONCLUSIONS AND FUTURE WORKS 
 
This section covers the principal contributions of this project and also illustrates the 
possible future work. 
5.1 PRINCIPAL CONTRIBUTIONS 
 
The most important aspect of this project is that it is a platform that combines many of 
the already proven quality algorithms. The main goal of this project is to experiment 
with different parameters and variables in order to achieve the best possible 
combination in such new platform. This project has experimented with vocabulary size, 
ways of normalizing the features vector, balanced and unbalanced training databases, 
clean and noisy training databases, and video sequence versus frame sequence feature 
vectors. The results this project offers can be of a great value for future research on 
video classification since it unifies many different theories and past research into a 
unified system. 
After experimenting with all the above parameters and variables, there are several 
conclusions to make. First, it seems reasonable to recommend a balanced training 
database where each class is equally represented in terms of video clips or frames. 
However, such balanced database should contain more videos than the ones used in this 
project, only 27 per class. Furthermore, the extraction of feature vectors should not be 
limited to every video but extracting feature vectors for every frame should also be 
considered. In terms of cluster centers, the control size seems quite productive even 
though 100 centers seem to surprisingly perform well. Another key conclusion extracted 
from these experiments is the fact that svm-scale outperforms the rest of the tested 
normalization techniques. Therefore, under a balanced training with a considerable 
amount of videos and applying a clustering of 3000 centers and an svm-scale 
normalization technique, the result should improve. Hopefully, such improvement 
might reach the performance of [1] under a noisy database. The question of whether to 
use frame or video sequence should still be tested under these parameters 
recommendations.  
 
5.2 FUTURE DIRECTIONS 
 
This project experiments with many possible variables but it is still a first step, there is a 
long path ahead with many more parameters to test. Even more, some of the variables 
tested should still be tested with other variables and other mechanisms. For example, the 
way keypoints are extracted should not be automatically limited to SIFT points. SIFT 
has been proven valid but maybe other techniques may end up being more productive. 
As [9] suggests, geometric blur could be a possibility as a descriptor since SIFT 
27 
 
descriptors may suffer when splitting a region around the keypoints into fixed grids. 
Furthermore, this project has not tested other ways of keypoint extraction, it only limits 
to SIFT. However, depending on whether dynamic or static classes or exterior or 
interior classes are tested, HoF or HoG could be used. [1] points out that HoF and HoG 
work better for the actions database this project tests. They argue that SIFT is more 
adequate for scene database. 
Not only SIFT should be revised, but other methods of clustering such as K-medoids, 
histogram binning could be tested. For example, [13] has pointed out that they plan to 
investigate other clustering algorithms since k-means is efficient but contains a lot of 
noisy patches. They argue that k-means assigns each feature a cluster even if it is too far 
away. [5] goes a step further and announces a plan of stop using bag of features based 
representations and moving to detector style action classifiers. Although many different 
possible ideas might be formulized, it seems that the path taken by this project still 
seems to have a long and prosperous future.  
An important future aspect to consider is how to eliminate the negative effects of noise. 
In other words, in the process of training a class, how to only extract the features which 
are relevant to that class in particular. A possible solution could be to train the system 
one time to check which frames are worth considering and which frames are just noise 
adders. Once obtained the list of valid frames, train again the system but just with the 
relevant frames. As mentioned in the previous subsection, the dilemma of frame versus 
movie sequence still does not have a solid answer. 
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