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Motivated by the recent work on the non-harmonic Fourier atoms initiated by T. Qian
and the non-harmonic Fourier series which originated from the celebrated work of Paley
and Wiener, we introduce an integral version of the non-harmonic Fourier series, called
Chirp transform. As an integral transform with kernel eiφ(t)θ(ω) , the Chirp transform is
an unitary isometry from L2(R,dφ) onto L2(R,dθ) and it can be explicitly deﬁned in
terms of generalized Hermite polynomials. The corresponding Chirp series take einθ(t)
as a basis which in some sense is dual to the theory of non-harmonic Fourier series
which take eiλnt as a basis. The Chirp version of the Shannon sampling theorem and the
Poisson summation formula are also considered by dealing with sampling points which
may non-equally distributed. Since the Chirp transform interchanges weighted derivatives
into multiplications, it plays a role in solving certain differential equations with variable
coeﬃcients. In addition, we extend T. Qian’s theorem on the characterization of a measure
to be a linear combination of a number of harmonic measures on the unit disc with
positive integer coeﬃcients to that with positive rational coeﬃcients.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The theory of non-harmonic Fourier series [12] studies the series expansion
f (t) =
∑
n∈Z
cne
iλnt
with
∑
n∈Z |cn|2 < ∞ for any f ∈ L2[−π,π ]. By Kadec’s 14 -theorem, {eiλnt} forms a Riesz basis for L2[−π,π ] if the real
number λn is so close to n such that
sup
n∈Z
|λn − n| < 1
4
.
This theory was originated from the celebrated work of Paley and Wiener [5]. Riesz bases and frames are very important
tools in analysis and applications like signal and image processing. Furthermore, applications in tomography, etc. require
the use of non-linear Fourier transforms, where the exponent λnt is substituted by a non-linear function. More recently, the
work in [9,7] initiated time-frequency analysis of speciﬁc non-linear Fourier atoms {einθa(t): n ∈ Z}, where dθa is a harmonic
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G. Ren et al. / J. Math. Anal. Appl. 373 (2011) 356–369 357measure on the unit disc and θa is continuously extended to R such that einθa is 2π -periodic (see also [9,7,8]). These non-
linear Fourier atoms are an essential tool in modern signal processing based on analytic signals, particularly in the study of
function with positive instantaneous frequency (see also [2,11]). In a series of papers many questions were studied such as
construction of orthonormal bases, construction of fast algorithms, sampling, etc. (see [9,7,8,10,4] and references therein).
In this paper we will establish the continuous version of the non-harmonic Fourier series theory, called Chirp transform.
More precisely, in the Fourier integral transform
F f (ω) = 1√
2π
∫
R
f (t)e−itω dt,
one should replace the kernel by
eiφ(t)θ(ω)
for which the function φ(t) as well as θ(t) is close enough to t in some sense and then to ﬁnd the possibility of the
corresponding transform to be a bijection in L2 space. The kernel eiφ(t)θ(ω) is called a Chirp atom. It turns out that the Chirp
transform Fφ,θ associated to the non-linear atom eiφ(t)θ(ω) is a unitary isometry from L2(R,dφ) onto L2(R,dθ), which can
be explicitly deﬁned in term of the generalized Hermite polynomials. We shall also consider the discrete version of the
transform and the corresponding results on the Shannon sampling theorem and the Poisson summation formula. The Chirp
version of the Poisson summation formula indicates that the summation of a function f over a lattice 2πZ equals the
summation of some function Fφ,θ f over a lattice θ−1(Z). Since the Chirp transform interchanges weighted derivatives into
multiplications, it plays a role in solving certain differential equations with variable coeﬃcients.
2. Chirp transforms
In this section, we shall introduce the Chirp transform associated with the kernel eiφ(t)θ(ω) for certain functions φ and θ .
The kernel eiφ(t)θ(ω) is called a Chirp atom. In Section 7 we are going to consider non-harmonic Fourier atoms eiθa(t)θb(ω) as
concrete examples of Chirp atoms.
First, we ﬁx the notations to be used later on. For an arbitrary measure μ in R, we consider the function spaces
Lp(R,dμ), with 0 < p < ∞, of p-integrable functions in R with respect to the measure μ and with ﬁnite norm
‖ f ‖p,μ =
(∫
R
∣∣ f (t)∣∣p dμ(t))1/p .
Additionally, for p = 2 we denote its norm as ‖ f ‖2,μ = ‖ f ‖μ, induced by the inner product
〈 f , g〉2,μ := 〈 f , g〉μ =
∫
R
f (t)g(t)dμ(t).
Deﬁnition 2.1. For f ∈ L1(R), we deﬁne the Chirp transform as
Fφ,θ f (ω) = 1√
2π
∫
R
f (t)e−iφ(t)θ(ω) dt, ω ∈ R. (2.1)
We now introduce our main assumption and results necessary for our study of the Chirp transform.
Assumption 1. Consider the set of measures μ : R → R of class C1 satisfying μ′ > 0. We assume the functions φ and θ to
belong to this class.
This assumption suggests to use the multiplication operator
Mφ′ f (t) = φ′(t) f (t),
together with the auxiliary transform
Wφ,θ f (ω) = Fφ,θ ◦ Mφ′ f (ω) = 1√
2π
∫
R
f (t)e−iφ(t)θ(ω)φ′(t)dt. (2.2)
We remark that Mφ′ has inverse M
−1
φ′ = M1/φ′ . Also, φ′  1 implies Mφ′ being close to the identity operator. This will be
the case of ﬁnite Blaschke products φ = θa of Section 7.
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classical Fourier transform F , i.e.,
Wφ,θ := Φθ−1 ◦ F ◦ Φφ, (2.3)
and, due to (2.2)
Fφ,θ := Φθ−1 ◦ F ◦ Φφ ◦ M1/φ′ , (2.4)
where the Φ-pushforward operator is given by Φφ f := f ◦ φ−1. It is clear that the pushforward operator Φφ is an isometry
which maps L2(R,dφ) onto L2(R) and has as inverse Φ−1φ = Φφ−1 .
Decomposition (2.4) means that the properties of the Chirp transform Fφ,θ can be derived from the classical Fourier
transform F , the auxiliary maps Φφ and Φθ−1 , and from the multiplication operator Mφ′ .
The above observation leads to the inverse formula and the Plancherel identity for the transforms Wφ,θ :
(i) The map Wφ,θ can be extended to a bijection from the Hilbert space L2(R,dφ) to the Hilbert space L2(R,dθ) with
inverse
W−1φ,θ g(t) =
1√
2π
∫
R
g(ω)eiθ(t)φ(ω)θ ′(ω)dω (2.5)
for any g ∈ L2(R,dθ) ∩ L1(R,dθ).
(ii) For any f , g ∈ L2(R,dφ), we have the Plancherel identity
〈 f , g〉L2(R,dφ) = 〈Wφ,θ f , Wφ,θ g〉L2(R,dθ).
Similarly, we have the inverse formula and the Plancherel identity for the Chirp transform. Let us denote by dμφ the
measure
dμφ(x) = 1
φ′(x)
dx.
Then we can state the following theorem.
Theorem 2.2. The Chirp transform
Fφ,θ : L2(R,dμφ) → L2(R,dθ)
is a unitary isometric map with inverse
F−1φ,θ g(t) =
1√
2π
∫
R
g(ω)eiθ(t)φ(ω)θ ′(t)φ′(ω)dω. (2.6)
Starting from the decomposition (2.4) we shall now provide more properties of the Chirp transform. Denote the Schwartz
space of rapidly decreasing functions by
S(R) = { f ∈ C∞(R): xk f ( j)(x) ∈ L∞(R) for all k, j  0}.
Theorem 2.3. If φ′  1 and all order derivatives of φ and θ−1 are bounded, then
Fφ,θ : S(R) → S(R).
Proof. Since the result holds for the classical Fourier transform, it suﬃces to show that all Φφ , Φθ−1 , and M1/φ′ are maps
of S(R) into itself, which follows from the Leibniz formula. 
Let C0(R) be the space of all continuous functions on R which vanish at inﬁnity.
Lemma 2.4 (Riemann–Lebesgue). Under Assumption 1, we have that
Fφ,θ : L1(R) → C0(R).
Proof. The classical Riemann–Lebesgue lemma states that F : L1(R) → C0(R). Notice that
Φφ : L1(R,dφ) → L1(R), Φθ−1 : C0(R) → C0(R), M1/φ′ : L1(R) → L1(R,dφ).
Now, the result follows directly from (2.4). 
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This section is devoted to the Chirp series, which is a discrete version of the Chirp transform associated to the Chirp
atoms.
To consider the Chirp series, we need to consider the Hilbert space L2([0,2π ],dφ) for some phase function φ deﬁned in
the interval [0,2π ] and being strictly increasing. We extend φ from [0,2π ] to the whole line by keeping the property of
a strictly increasing function. For this reason, the following restriction on the phase function φ considered in the previous
section is very natural.
Assumption 2. Assume that φ is a function satisfying Assumption 1 and, furthermore,
φ(t + 2kπ) = φ(t) + 2Nkπ (3.1)
for any t ∈ R, k ∈ Z, and some ﬁxed N > 0. The positive constant N is called the Blaschke index of the phase function φ.
We now list some properties of the phase function φ.
(i) Let φ be a function satisfying Assumption 1. Then φ satisﬁes Assumption 2 if and only if it is uniquely determined by
its restriction φ|[0,2π ] . Under Assumption 2, the restriction map
φ|[0,2π ] : [0,2π ] → [c0, c0 + 2Nπ ]
is a bijection, where c0 = φ(0). Thus φ([0,2π ]) is a closed interval of length 2Nπ .
(ii) Under Assumption 2 we have
(a) φ′ is a 2π -periodic function.
(b) We have
φ′  1.
Indeed by the periodicity
0 < min
s∈[0,2π ]φ
′(s) φ′(t) max
s∈[0,2π ]φ
′(s), ∀t ∈ R,
as desired. Therefore,
L2
([0,2π ],dφ)= L2([0,2π ])
with measure dφ(x) being equivalent to the Lebesgue measure dx.
(c) There exists a constant K such that∣∣φ(t) − t∣∣ K , ∀t ∈ R. (3.2)
Indeed, due to (3.1), one needs only to check (3.2) for t ∈ [0,2π ], so that one can take K =maxt∈[0,2π ] |φ(t) − t|.
Assume that φ satisﬁes Assumption 2 with Blaschke index N ∈ N. By Qian’s Theorem (cf. [6]), dφ(t) is a sum of a number
of n harmonic measures on the unit disc if and only if
H
(
eiθ(t)
)= −ieiθ(t) + i
2π
2π∫
0
θ(t)dt,
where H is the Circular Hilbert transform on L2[0,2π ], satisfying
H
(
eikt
)= −i sgn(k)eikt , ∀k ∈ Z.
When the Blaschke index N is a rational number, we have the following result.
Theorem 3.1. Assume that φ satisﬁes Assumption 2 with Blaschke index N ∈ Q and let m ∈ N such that mN ∈ N. Then dφ(t) is a
linear combination with positive rational coeﬃcients of a number of harmonic measures on the unit disc if and only if
H
(
eimφ(t)
)= −ieimφ(t) + mi
2π
2π∫
0
φ(t)dt.
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with the C1-condition on φ weakening to C0-condition.
We now come to the position to introduce the related Chirp series with Assumption 2 on φ.
To this end we need three auxiliary operators. We ﬁrst consider the φ-pushforward operator Φφ f := f ◦ φ−1. It is an
isometry
Φφ : L2
([0,2π ],dφ)→ L2([0,2Nπ ]).
Indeed, let f ∈ L2([0,2π ]) and extend it to be a function in R with periodicity 2π . By direct calculation, we get
‖Φφ f ‖2L2([0,2Nπ ]) =
2Nπ∫
0
∣∣ f (φ−1(x))∣∣2 dx =
c0+2π∫
c0
∣∣ f (y)∣∣2φ′(y)dy = ‖ f ‖2L2([0,2π ],dφ)
as desired. Clearly, we have the inverse Φ−1φ : L2([0,2π ]) → L2([0,2π ],dφ) and Φ−1φ = Φφ−1 .
Next, let T be the classical discrete Fourier transform on L2([0,2π ])
T f :=
{
1
2π
2π∫
0
f (t)e−int dt
}
n∈Z
,
which is an isometry
T : L2[0,2π ] → l2(Z).
Finally, we consider the dilation operator
τN f (x) =
√
N f (Nx).
It is an isometry τN : L2([0,2Nπ ]) → L2([0,2π ]) with inverse
τ−1N = τ 1N .
When N = 1, we have τ = Id, the identity map.
Now we introduce the discrete Chirp transform
Tφ := T ◦ τN ◦ Φφ.
From this deﬁnition, we readily observe the following facts:
(i) The map Tφ : L2([0,2π ],dφ) → l2(Z) is an isometry with inverse
T −1φ = Φφ−1 ◦ τ 1N ◦ T
−1.
(ii) For any f , g ∈ L2([0,2π ]), the Plancherel identity takes the form
〈 f , g〉L2([0,2π ],dφ) = 〈Tφ f , Tφ g〉l2(Z).
Theorem 3.2. Under Assumption 2, for any f ∈ L2([0,2π ]) we have
f (x) =
∑
m∈Z
cme
im φ(x)N (3.3)
with the series being convergent in the norm of L2([0,2π ]) and
cm = 1
2πN
2π∫
0
f (t)e−im
φ(t)
N φ′(t)dt.
Proof. Under Assumption 2, we have φ′  1 so that L2([0,2π ]) = L2([0,2π ],dφ). We already know that Tφ : L2([0,2π ],dφ)
→ l2(Z) is an isometry. Let d = {dn}n∈Z ∈ l2(Z). Then (T −1φ d) ∈ L2([0,2π ],dφ) and
(T −1φ d)(x) = (Φφ−1 ◦ τ 1N ◦ T −1)(x) = (τ 1N ◦ T −1)(φ(x))= 1√N
(T −1d)(φ(x)
N
)
= 1√
N
∑
n∈Z
dne
in φ(x)N .
By the classical Fourier theory for T , we know that the previous series is convergent in the norm of L2([0,2π ]).
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(Tφ f )n = (T ◦ τN ◦ Φφ f )n = 1
2π
2π∫
0
(τN ◦ Φφ f )(t)e−int dt = 1
2π
2π∫
0
√
N f
(
φ−1(Nt)
)
e−int dt
= 1
2π
√
N
2π∫
0
f (y)e−im
φ(y)
N φ′(y)dy.
For any f ∈ L2([0,2π ]), we denote d = Tφ f and obtain
f (x) = T −1φ (Tφ f )(x) =
(T −1φ d)(x) = 1√N
∑
n∈Z
dne
in φ(x)N
with
dn = (Tφ f )n = 1
2π
√
N
2π∫
0
f (y)e−im
φ(y)
N φ′(y)dy.
This completes the proof. 
Remark. Theorem 3.2 shows that{
eim
φ(t)
N
}
m∈Z
constitute a basis in L2([0,2π ]). The series generated from this basis is called a Chirp series. The Chirp series can be written
as a kind of discrete version of the Chirp transform in the form∑
m∈Z
cme
im φ(t)N =
∑
n∈θ−1( 1N Z)
dne
iθ(n)φ(t),
where m = Nθ(n) and cm = dn .
4. Sampling theorem and Poisson summation formula
In this section we shall establish the Chirp version of the Shannon sampling theorem and the Poisson summation for-
mula.
We denote the Sinc function by
Sinc(t) = sin(t)
t
.
Theorem 4.1. Suppose that suppFφ,θ f ⊂ [−Ω,Ω]. Then
f (t) =
∑
n∈Z
f (λn)
φ′(λn)
φ′(t)Sinc
(
θΩφ(t) − nπ
)
, (4.1)
where
θΩ =max
(
θ(Ω),−θ(−Ω)), λn = φ−1
(
nπ
θΩ
)
.
Proof. From (2.4), we have
Fφ,θ f (t) = Φθ−1 ◦ F ◦ Φφ ◦ M 1
φ′
f (t) = F(Φφ ◦ M 1
φ′
f )
(
θ(t)
)= F(g)(x)
with g = Φφ ◦ M 1
φ′
f and x = θ(t).
If suppFφ,θ f ⊂ [−Ω,Ω], then
suppF(g) ⊂ [θ(−Ω), θ(Ω)]⊂ [−θΩ, θΩ ].
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g(x) =
∑
n∈Z
g
(
nπ
θΩ
)
Sinc(θΩx− nπ),
which is equivalent to (4.1) since g = Φφ ◦ M 1
φ′
f and x = θ(t). 
For the Chirp transform we have the following Poisson summation formula.
Theorem 4.2. Let φ satisfy Assumptions 2. If
∑
n∈Z
f (t + 2nπ) ∈ L2([0,2π ]) and ∑
m∈Z
∣∣∣∣Fφ,θ f
(
θ−1
(
m
N
))∣∣∣∣
2
< ∞,
then ∑
n∈Z
f (t + 2nπ) = φ
′(t)√
2πN
∑
m∈Z
Fφ,θ f
(
θ−1
(
m
N
))
eim
φ(t)
N , a.e. t ∈ R. (4.2)
Proof. Denote F (t) =∑n∈Z f (t + 2nπ). Then F is 2πZ-periodic and F ∈ L2([0,2π ],dφ). By Theorem 3.2 the Chirp series
expansion for F shows that
F (t) =
∑
m∈Z
cme
im φ(t)N .
The series is convergent in the norm of L2([0,2π ]) and
cm = 1
2πN
2π∫
0
F (t)e−im
φ(t)
N φ′(t)dt = 1
2πN
∑
n∈Z
2π∫
0
f (t + 2nπ)e−im φ(t)N φ′(t)dt
= 1
2πN
∫
R
f (t)e−im
φ(t)
N φ′(t)dt = 1√
2πN
Wφ,θ f
(
θ−1
(
m
N
))
.
Here, we used the fact that φ  1, the 2π -periodicity of φ′(t) and e−im φ(t)N due to Assumption 2. Identity (4.2) follows by
replacing f with M 1
φ′
f . 
Theorem 4.3. Let φ satisfy Assumption 2. If there exists constants 
 > 0 and C > 0 such that∣∣ f (x)∣∣ C(1+ |x|)−(1+
) and ∣∣Fφ,θ f (ω)∣∣ C(1+ ∣∣θ(ω)∣∣)−(1+
),
then ∑
n∈Z
f (t + 2nπ) = φ
′(t)√
2πN
∑
m∈Z
Fφ,θ f
(
θ−1
(
m
N
))
eim
φ(t)
N , ∀t ∈ R. (4.3)
Proof. The decay conditions on f and Fφ,θ f ensure that both sides of (4.3) are in L1([0,2π ]) and are continuous on [0,2π ]
by Lebesgue’s dominated convergence theorem. We apply the same reasoning as in the last theorem: the two sides coincide
almost everywhere and then coincide everywhere by continuity. 
From this theorem we obtain the following corollary.
Corollary 4.4. Under the assumption of Theorem 4.2, we have
∑
n∈Z
f (c1 + 2nπ) = φ
′(c1)√
2πN
∑
m∈Z
Fφ,θ f
(
θ−1
(
m
N
))
, (4.4)
where c1 = φ−1(0).
Proof. The result follows from (4.3) by taking t as the zero point of φ. 
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domain described by the summation over the discrete point set c1 + 2πZ is the same as the information in the frequency
domain characterized by the summation over the discrete point set θ−1( 1N Z), while the lattices θ
−1(Z) may be unequally-
distributed along the real line.
5. Differential equations with varying coeﬃcients
In this section we show that our Chirp transform can be applied to solve certain differential equations with non-constant
coeﬃcients, for instance,
y′′(x) + 4 sin x
5− 4cos x y
′(x) + c
(5− 4cos x)2 y(x) = f (x) (5.1)
with c being a constant.
The validity of the Fourier transform in solving the differential equations with constant coeﬃcients lies in the intertwin-
ing property that the Fourier transform turns derivatives into multiplication operators, i.e.,
F ◦ D = M ◦ F,
where D and M are the standard derivative and multiplication operators
Df (x) = 1
i
f ′(x), Mf (x) = xf (x). (5.2)
We shall now extend this intertwining property to the case of our Chirp transform at hand. In this case, the standard
derivative and multiplication operator shall be replace by the following two operators
Dφ f (x) = 1
i
1
φ′(x)
f ′(x), Mθ (x) f (x) = θ(x) f (x)
with φ and θ satisfying Assumption 1. By deﬁnition, it is easy to show that
Dφ = Φφ−1 ◦ D ◦ Φφ and Mθ = Φθ−1 ◦ M ◦ Φθ .
Since Wφ,θ := Φθ−1 ◦ F ◦ Φφ, it follows that
Wφ,θ ◦ Dφ = Mθ ◦ Wφ,θ .
Equivalently,
Fφ,θ ◦ Rφ = Mθ ◦ Fφ,θ ,
where
Rφ f (x) = D ◦ M 1
φ′
f (x) = 1
i
(
f (x)
φ′(x)
)′
.
Now, we would like to remark that Eq. (5.1) can be rewritten as
D2θa y(x) + λDθa y(x) = g(x)
with a = 1/2, λ = c/9, g(x) = 19 (5− 4cos x)2 f (x).
As with the classical Fourier transform, the Chirp transform will be effective to solve differential equations given by
polynomial differential operators of type
P (Dφ) =
n∑
k=0
ckD
k
φ,
where P denotes any polynomial P (x) =∑nk=0 ckxk with ck ∈ C. Notice that P (Dφ) can be written as a polynomial differen-
tial operator of the usual derivative D with non-constant coeﬃcients.
Theorem 5.1. Let P be a polynomial P (x) =∑nk=0 ckxk with ck ∈ C.
(i) The differential equation P (Dφ)y(x) = f (x) has a speciﬁc formal solution
y(x) = 1
φ′(x)
F−1φ,θ
(
1
P (θ(x))
Fφ,θ
(
f (x)
φ′(x)
))
.
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y(x) = F−1φ,θ
(
1
P (θ(x))
Fφ,θ
(
f (x)
))
.
Proof. For the differential equation P (Dφ)y(x) = f (x), we apply the transform Wφ,θ to both sides and obtain
Wφ,θ f (x) = Wφ,θ
(∑
k
ckD
k
φ
)
y(x) =
∑
k
ckWφ,θ
(
Dkφ
)
y(x)
=
∑
k
ckM
k
θ Wφ,θ y(x) =
∑
k
ckθ
k(x)Wφ,θ y(x) = P
(
θ(x)
)Wφ,θ y(x).
From (2.2) we obtain the desired special solution. The result for the other differential equation can be proved similarly. 
6. Series representation of Chirp transform
The Hermite functions are deﬁned by
hk(x) =
(
2kk!√π )− 12 (−1)ke x22 dk
dxk
(
e−x2
)
, (6.1)
which are eigenfunctions of the harmonic oscillator(
− d
2
dx2
+ x2
)
hk(x) = (2k + 1)hk(x).
It is well-know that the Hermite functions form a complete orthonormal system of eigenfunctions for the Fourier transform
on L2(R).
Now we consider the Chirp version. For simplicity we consider the case φ = θ , for the transform Wφ,θ : L2(R,dφ) →
L2(R,dθ), i.e., considering the isometric map
Wφ,φ : L2(R,dφ) → L2(R,dφ)
and write Wφ instead of Wφ,φ . This allows us to work directly with eigenfunctions instead of a singular value decomposition
for the general case.
The Hilbert space L2(R,dφ) has an orthogonal basis {Hφk (x)}k∈N∪{0} , where
Hφk (x) := Φφ−1hk(x) = hk
(
φ(x)
)
,
since the system of Hermite function {hk(x)}k∈N∪{0} is an orthogonal basis of L2(R) and Φφ−1 : L2(R) → L2(R,dφ) is an
isometry. Therefore, for any f ∈ L2(R,dφ), we have the generalized Hermite expansion:
f (x) =
∞∑
k=0
〈
f , Hφk
〉
L2(R,dφ)H
φ
k (x), (6.2)
where the series converges to f in the L2(R,dφ) norm.
Now we introduce a generalized harmonic oscillator
Pφ = −
(
1
φ′(x)
d
dx
)2
+ φ(x)2.
Lemma 6.1.
(i) The Hermite functions Hφk are eigenfunctions of the Wφ and Pφ :
WφHφk (ω) = (−i)kHφk (ω), PφHφk (x) = (2k + 1)Hφk (x).
(ii) For any f ∈ L2(R,dφ), we have
f (x) =
∞∑
k=0
〈
f , Hφk
〉
L2(R,dφ)H
φ
k (x), Wφ f (ω) =
∞∑
k=0
(−i)k〈 f , Hφk 〉L2(R,dφ)Hφk (ω).
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Whk(ω) = (−i)khk(ω),
(
− d
2
dx2
+ x2
)
hk(x) = (2k + 1)hk(x),
and
W f (ω) =
∞∑
k=0
(−i)k〈 f ,hk〉L2(R)hk(ω).
Since
Wφ = Φ−1φ ◦ W ◦ Φφ, Hφk (x) = Φφ−1hk(x)
and
Pφ = D2φ + M2φ = Φφ−1 ◦
(
D2 + M2) ◦ Φφ, D2 + M2 = − d2
dx2
+ x2,
the results can be veriﬁed directly. 
We now consider the Chirp transform Fφ := Fφ,φ . By deﬁnition, for any f ∈ L1(R) we have
Fφ f (ω) = 1√
2π
∫
R
f (t)e−iφ(t)φ(ω) dt. (6.3)
We denote
Gφk (x) = Mφ′Hφk (x).
Then {Gφk } is an orthonormal basis of L2(R,dμφ) and
FφGφk = (−1)kHφk .
Together with (2.2) and Lemma 6.1, one can readily verify the following result.
Theorem 6.2.
(i) The Chirp transform Fφ : L2(R,dμφ) → L2(R,dφ) is an unitary isometry.
(ii) For any f ∈ L2(R,dμφ), we have
f (x) =
∞∑
k=0
〈
f ,Gφk
〉
L2(R,dμφ)
Gφk (x), Fφ f (ω) =
∞∑
k=0
(−i)k〈 f ,Gφk 〉L2(R,dμφ)Hφk (ω).
7. Non-linear Fourier atoms
In this section we shall provide concrete phase functions satisfying Assumption 2.
Non-linear Fourier atoms can be understood as boundary values of Blaschke products (see [1]). In the simplest case they
are deﬁned by
eiθa(t) := τa
(
eit
)
with τa being the Möbius transformation
τa(z) = z − a
1− az , |a| < 1. (7.1)
Denote
a = |a|eita , ta ∈ [0,2π).
Then
eiθa(t) = e
it − a
1− aeit = e
it 1− |a|ei(ta−t)
i(ta−t)
= eitei2arg(1−|a|ei(ta−t))1− |a|e
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θa(t) = t + 2arctan |a| sin(t − ta)
1− |a| cos(t − ta) , ∀t ∈ R. (7.2)
By direct calculation
eit − a
1− aeit iθ
′
a(t) = eiθa(t)iθ ′a(t) =
d
dt
eiθa(t) = d
dt
eit − a
1− aeit ,
one can ﬁnd
θ ′a(t) =
1− |a|2
|eit − a|2 . (7.3)
The left side is exactly pa(t), the Poisson kernel of the unit disc. For any |a| < 1, we have pa(t)  1, or rather,
1− |a|
1+ |a|  pa(t)
1+ |a|
1− |a| . (7.4)
From (7.1) and (7.3), one can readily derive the following basic properties:
(i) The phase function θa : R → R is a strictly increasing bijective mapping.
(ii) θa has ﬁx points ta + 2kπ for any k ∈ Z and θa : [ta, ta + 2π ] → [ta, ta + 2π ] is a bijection.
(iii) θa(t + 2kπ) = θa(t) + 2kπ for any k ∈ Z.
(iv) θa(t) is close to t in the sense that∣∣θa(t) − t∣∣< π, ∀t ∈ R. (7.5)
(v) dθa = pa(t)dt is a harmonic measure in the unit disc and it is equivalent to the Lebesgue measure dt .
We now provide more properties for the phase function θa(t).
Lemma 7.1. The inverse of the phase function of the non-linear Fourier atom is given by
θ−1a = θ−a.
Proof. Denote
ϕa(z) = a − z
1− az = −τa(z). (7.6)
Then
ϕa
(
eit
)= −τa(eit)= ei(θa(t)+π), (7.7)
or equivalently
eit = ϕa
(
ei(θa(t)+π)
)
due to the fact that ϕ−1a = ϕa . With t replaced by θa(t) + π in (7.7), we further have
eit = ei[θa(θa(t)+π)+π ].
Therefore,
t = θa
(
θa(t) + π
)− π mod 2π, (7.8)
which means
t = θa
(
θa(t) + π
)− π, (7.9)
since both sides are continuous and coincide at the point ta due to θa(ta) = ta and θa(ta +π) = ta +π from (7.2). Now (7.9)
can be rewritten as
θ−1a (t + π) = θa(t) + π,
so that, by letting t + π = s,
θ−1a (s) = θa(s − π) + π = s + 2arctan
|a| sin(s − (ta + π))
1− |a| cos(s − (ta + π)) = θ−a(s).
Here, we have used the fact t−a = ta + π mod 2π since −a = |a|ei(ta+π) . 
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Proof. If θa(t) = 0, then from Lemma 7.1 and (7.2)
t = θ−1a (0) = θ−a(0) = t−a. 
Lemma 7.3. Let a ∈ C such that |a| < 1. Then
θa(−t) = −θa(t) ⇐⇒ a ∈ R.
Proof. Assume a ∈ R. Then by (7.2)
θa(t) = t + 2arctan |a| sin t
1− |a| cos t , a 0,
and
θa(t) = t − 2arctan |a| sin t
1+ |a| cos t , a < 0,
so that θa(t) is an odd function.
Conversely, if θa(t) is an odd function, then θa(t) + θa(−t) = 0. Therefore,
eit − a
1− aeit
e−it − a
1− ae−it = τa
(
eit
)
τa
(
e−it
)= eiθa(t)e−iθa(t) = 1,
which yields a = a. 
The above concerns the case of a non-linear Fourier atom based on a single Möbius transform. This can be easily ex-
tended to the case of ﬁnite Blaschke products.
The non-linear Fourier atom generated by the ﬁnite Blaschke product
Ba(z) =
n∏
k=1
τak (z)
is given by
eiθa(t) = Ba
(
eit
)
,
where
θa(t) =
n∑
k=1
θak (t). (7.10)
For θ ′a we have
θ ′a(t) =
n∑
k=1
θ ′ak (t) =
n∑
k=1
pak (t) = pa(t),
which is always positive, hence θa is invertible. pa plays also the role of the previous weight function pa .
Lemma 7.4. The phase function θa as in (7.10) satisﬁes Assumption 2 with Blaschke index N = n.
Furthermore, for λk > 0 and |ak| < 1,
θλ,a :=
n∑
k=1
λkθak (t),
we have
θ ′λ,a(t) =
n∑
k=1
λkθ
′
ak
(t) =
n∑
k=1
λk pak (t) =: pλ,a(t)
and θ satisﬁes Assumption 2 with Blaschke index N =
∑n
k=1 λk .λ,a
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For phase functions θλ,a of non-harmonic Fourier atoms, our Chirp transform takes the form
Fλ,a; μ,b f (ω) =
1√
2π
∫
R
f (t)e
−iθλ,a(t)θ μ,b(ω) dt.
It is a bounded bijection
Fλ,a; μ,b : L2(R) → L2(R)
with inverse
F−1λ,a; μ,b g(t) =
1√
2π
∫
R
g(ω)e
iθ μ,b(t)θλ,a(ω)pλ,a(t)p μ,b(ω)dω.
Denote
Hk(x) = hk
(
θλ,a(x)
)
, Gk(x) = pλ,a(x)hk
(
θλ,a(x)
)
,
where hk is the Hermite function as in (6.1). They constitute a basis of L2(R), respectively. For the Chirp transform
Fλ,a f (ω) =
1√
2π
∫
R
f (t)e−iθλ,a(t)θλ,a(ω) dt,
we have
Fλ,aGk(x) = (−i)kHk(x).
Furthermore, Theorem 6.2 claims the following result.
Theorem 8.1. For any f ∈ L2(R), we have
f (x) =
∞∑
k=0
〈 f ,Gk〉L2(R,dμ)Gk(x), Fλ,a f (ω) =
∞∑
k=0
(−i)k〈 f ,Gk〉L2(R,dμ)Hk(ω),
where the measure dμ(x) = 1pλ,a(x) dx is equivalent to the Lebesgue measure.
Remark. Although {Gk}k∈N∪{0} is only a Riesz basis in L2(R) under the usual inner product, it is indeed an orthonormal
basis in L2(R) under another inner product, which makes the calculation of coeﬃcients simple. In fact, Theorem 8.1 provides
us with an easy way to calculate its bi-orthogonal basis.
For any f ∈ L2([0,2π ]), we have
f (x) =
∑
m∈Z
cme
im
θλ,a(x)
N , (8.1)
where
cm = 1
2πN
2π∫
0
f (t)e−im
θλ,a(t)
N pλ,a(t)dt,
with N being the Blaschke index of the phase function θλ,a .
We already know that L2([0,2π ]) has a basis
{
eim
θλ,a(x)
N
}
m∈Z.
In the special case of Blaschke index N = 1, we have
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1− |a|2
eit + a e
imθa(t), ∀m ∈ Z
represents an orthonormal basis in L2[0,2π ].
Since {eimθa(t)} already represents an orthonormal basis in L2([0,2π ],dθ−a), Theorem 8.2 follows from the fact that√
1−|a|2
eit+a multiplied by its conjugate gives p−a(t) . This result allows us to adapt the standard FFT to our case, just by relocating
the sampling points from tk = 2πkN to tk = θ−1a ( 2πkN ) and taking into account the additional term
√
1−|a|2
eit+a as a “dilation”
parameter of the function.
Finally, we point out that the results can also be extended to Rn by considering the Chirp atoms
eiφ(t)·θ(ω) := ei
∑n
j=1 φ j(t)θ j(ω)
where φ j and θ j satisfying Assumption 1.
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