 The energy power grid is a critical cyberphysical infrastructure for the national security and economy of our nation. It comprises a huge number of processes such as generating unit/prime mover systems with their own digital control system as well as substations with their cyber infrastructure of relays, fault recorders, and other intelligent electronic devices (IEDs) that are interconnected via multitechnology communication systems to control centers. The substation digital control systems are connected to the physical system and to the control centers for the purpose of operating and protecting the substations. Thus, the electric power grid is a complex dynamical and geographically dispersed system that is protected, controlled, and operated by a complex cyber system [1] . From another point of view, the overall operation of the system is achieved with a distributed digital control system, i.e., industrial control system (ICS) for a generator/ prime mover system and a substation, and which is supervised by central control centers. The central control centers are referred to as energy management systems (EMSs), and they often include satellite distribution management systems (DMSs), automation and control subsystems for individual generators/ prime movers, substation automation, storage facilities, wind farms, PV plants, and recently, interfaces to customer-owned resources or customer cyber-physical systems. Because the system is geographically dispersed with an enormous number of cyber devices that are susceptible to failures, abnormal data and events are commonplace. The risk of blackouts because of rare events (major storms, multiple failures, or cascading failures) coupled with the dynamics of the system is kept small because the EMS monitors, regulates, optimizes the system, and isolates disturbances, i.e., enables operational security. Operational security depends on the proper and reliable operation of the cyber system. Any attack that will incapacitate the system cyber infrastructure, even partially, will drastically affect the operational security of the power system. Since the risk of cyber attacks on this system is real, the triggering of potentially devastating results via cyber attacks is also real. Defense against cyber attacks is poorly understood. Cyber intrusion detecting methods that monitor system normalcy are typically characterized with a high rate of false
controllers and relays, as this part of the system is not included in the legacy estimator model. To overcome these limitations, the authors have proposed a different state estimator, which operates on a comodel of the cyber-physical system of substations, generators, and any other power grid facility [8] - [10] . The models are high-fidelity three-phase models of the physical system, including the instrumentation that links the physical system to the cyber system and the models of the cyber devices. This work created the distributed dynamic state estimator (DDSE), which has many advantages. First, the bulk of computations is performed at each power grid facility enabling subcycle execution times. Second, the use of the cyber-physical comodel enables comparison of cyber device settings with the actual operating conditions of the physical system and detection of data and settings abnormalities. Third, the DDSE provides the full three-phase real-time model of the facility plus interconnected facilities for simulating the response of the system to suspected malicious commands, enabling fast authentication of suspended commands.
This paper presents the cyber-physical comodel, the dynamic state estimator (DSE), and use of these tools for (1) detection of data and settings attacks; and (2) authentication of suspected commands. The target responses for these procedures are set to one cycle and two cycles, respectively. This article is organized as follows. In the following section, the overall approach is described. Next, detection of altered data and fast command authentication is demonstrated. Execution times are provided indicating that target performance has been achieved. The last section concludes with remarks and suggestions for follow-up work.
Proposed approach
The overall approach is explained with the help of Figure 1 . A number of substations and generating plants are shown as well as the cyber infrastructure of one of the substations and communications infrastructure of the control center.
Each power grid facility is modeled with its cyber-physical comodel. The facility physical model includes all its power equipment plus the interconnecting circuits to the next facilities, as indicated in the figure with shaded regions, while the facility cyber model includes all the relays, meters, fault recorders, phasor measurement units (PMUs), and positives because abnormal events and equipment failures occur naturally.
The power system may be the target of different cyber attacks such as data and settings attacks, and malicious injection of controls [2] . To deal with the security issues, many methods have been proposed to protect the power system against malicious cyber attacks. Access control, trusted computing, authentication, and intrusion detection are widely acknowledged as effective solutions to power system cyber-security-related issues [3] - [6] . Cyber-physical security via the state estimation framework has been proposed to identify malicious activities and estimate the cyber-physical security state of a power system. Semantic security analysis is proposed in [6] to determine the effect of commands and control on the cyber security of the system. This is an excellent idea, assuming that the semantic analysis can be performed on a realtime model and fast enough to authenticate/block the command in real time. Reference [6] is based on legacy SCADA and power flow analysis, which makes it too slow for this purpose. The authors state that their analysis can be performed within 200 ms. Consider the possibility of a legitimate command due to a faulty condition. In this case, it will not be acceptable to wait for the SCADA data to provide the information, perform the analysis, and then after a relatively long time with respect to protection requirements, decide whether the command is legitimate or malicious due to a cyber attack. It is important to perform this analysis within a fraction of a typical protection speed requirement. In general, traditional state estimators for intrusion detection or command authentication have several limitations as follows [7] . (1) The traditional state estimators are centralized, operate with an approximate system model, and depend on telemetering and reduced redundancy. As a result they cannot respond fast enough, their sensitivity is limited because they use simplified models, and their ability to distinguish between naturally occurring disturbances and cyber attacks is limited. (2) The traditional estimators run as slow as several minutes, which is too slow for a cyber attack response. (3) The information provided by the traditional estimators (balanced positive sequence data) is too limited for detecting data abnormalities due to cyber attacks. (4) They cannot detect attacks to process control equipment, such as generator The state of the substation is defined as the minimum number of variables required to compute any quantity of interest in the substation. Figure 3 provides the states of the illustrated substation: threephase voltages at all buses of the substation, and unit internal state variables, i.e., torque angle, frequency, and rate of change of frequency for the indicated generator and motor. The dynamic state estimation algorithm is a well-defined problem that determines how well the data fit the dynamic model (details can be found in [9] and [10] ). It is important to note that we have demonstrated that the maximum latencies for the DDSE are lower than 10 ms and the DSE can be executed up to 60/s.
Note that the DSE requires at least one GPSsynchronized IED, so that the computed substation states and real-time cyber-physical comodel are time tagged with UTC time. It is important that substation states and models are transmitted to the control center where substation real-time models of the same UTC time are used to synthesize the systemwide model (or a set of substations) at this exact UTC time. These characteristics make the overall approach very fast, a requirement for command authentication.
The proposed state estimator uses full dynamic models of the physical system, the instrumentation, and cyber device models, unlike legacy state estimators. Specifically, over the past 50 years, the developed state estimator technologies can be categorized into three broad categories in terms of model accuracy and capabilities. their instrumentation channels that provide the points from where the cyber system collects data. The cyber model also includes the communication links with systems outside the facility.
The cyber-physical comodel of the facility is used for performing the analytics of the proposed method. The overall approach is distributed where the computations are performed at the facility level. A few computations are also performed at the control center for synthesizing the results from each facility at exactly the same time as providing the systemwide real-time model (for control center applications) and creating systemwide displays of operating conditions. Because commands are executed at the substation level through protective relays and other IEDs, command authentication is performed at the substation level. An example of a substation cyberphysical comodel is shown in Figure 2 .
At the substation level, the following analytics are performed: (1) dynamic state estimation; (2) detection and identification of data attacks; and (3) context-based command authentication.
Dynamic state estimation
The dynamic state estimation uses the cyber-physical comodel and the streaming data from the various cyber devices to extract a real-time mathematical model of the facility while validating the data. An example of a generating station DDSE is shown in Figure 3 . The execution rate of the DSE is user-selected, up to 60 times/s. that bad data are due to equipment malfunctioning or intentionally altered data by an attacker. The approach leverages the physics of the physical system to detect, identify, and classify bad data.
Initially, plausibility tests are applied to detect and identify grossly obvious bad measurements. This step is trivial and it is not described here. The first computational step is to detect existence of inconsistent data. This is achieved with the well-known chi-square test, which provides the probability (confidence level) that there are bad/altered data in the measurement set but does not identify them. The second computational step is to identify the bad datum/data. Upon execution of the dynamic state estimation, the confidence level is computed using all data. This confidence level is P all . If confidence level is low, suspect measurement (or a group of measurements) is identified and removed, i.e., the corresponding measurement model equation(s) is (are) removed from the set of measurements. The DDSE is executed again and the confidence level is computed again. The new confidence level is P removed . The probability that the removed datum (data) is bad is
If P bad is above a threshold value, then this datum/ data is classified as bad. The algorithm proceeds with many hypotheses until P removed is close to 100%. Finally, the identified bad data are used to determine the root cause. Each bad datum can be caused by either equipment malfunctioning or intentional alteration by an attacker. Note that the cyber-physical comodel includes information about the physical source of data. For example, the data from the same IED will be expected to have the same level of error. We assign probabilities to such events. These probabilities are conditional probabilities, for example, the probability that the error of phase A current measurement is 20% given that the error of phase B current from the same IED of 20 % ± is 1.0. Having the probabilities of these events and a set of bad data, the probability that the bad datum is not dependent on any other bad data is computed. If this probability is above a certain threshold (we use 0.7), (3) uses positive sequence models of only transmission circuits, which are approximate models; and (4) it is centralized-needs all measurements at a central location-long latencies of the order of minutes.
Conclusions:
Too slow (uses SCADA data, which are provided at the seconds timescale), operates only during normal operating conditions, and does not provide accurate enough information required for precision detection of a cyber attack.
Three-phase linear state estimator (1993) [12]:
Uses three-phase circuit models and three-phase phasor measurements (GPS synchronized measurements). Solution is direct but requires data in a central location.
Conclusions:
Faster than legacy state estimator but still slow (centralized) and does not provide the information required for precision detection of a cyber attack. The newly developed DSE provides the real-time cyber-physical comodel and three-phase system operating conditions at rates of 60 times/s; it operates during faults. This detailed and frequently provided information is necessary for precision detection of cyber attacks and command authentication.
Data and settings attack detection
The dynamic state estimation is used to detect and identify altered or bad data and to assign a probability on the cause of the abnormal data: probability source of the bad data is traced via the cyberphysical comodel to determine the root cause. The root cause provides information on whether it is due to equipment malfunction or an alteration by an adversary. For example, if three abnormal voltages are detected coming from the same IED and are traced to a blown fuse on the voltage transformer (VT) circuit (this circuit is part of the comodel), then it is not an attack and the problem can be corrected by replacing the fuse. If a set of three phase currents are detected to be abnormal and with approximately the same level of error, this clearly is the result of altering the current transformer (CT) transformation ratio in the IED software. The algorithm cannot determine whether the alteration is the result of an attack or the result of an error by an engineer that updated the configuration files of the IED. Alerting the operator of the root cause of the problem and the time when this problem showed up is enough to investigate and determine who is responsible for it. then this bad datum is classified as an independent randomly occurring error. Usually, the differences between the confidence levels before and after removing independent bad data are very large. If the probability is below the threshold, the 
Context-based command authentication
The cyber-physical comodel and the results of the DSE are also used for authentication of commands on the basis of their effects on the system. Command authentication is performed by first capturing (i.e., suspending) a command, performing a faster-than-real-time simulation starting from Once the internal, boundary, and external systems have been identified, the external system is linearized and Kron's elimination is performed to remove all nodes of the external system and all linear equations in the boundary system [11] . This algorithm preserves the nonlinearity of the boundary subsystem, while the model for the external subsystem is replaced with an equivalent model. The equivalent of the external system is shown in Figure 5 .
This equivalent is computed at user-selected times, for example, every 10 min and it is available when command authentication is called. The reason for this is to avoid this computational process and speed up the command authentication algorithm.
Demonstration cases
The Greenland power grid is utilized to demonstrate the proposed methods and part of the system is shown in Figure 6 . The system is an actual power system with names altered for obvious reasons. The transmission system is a 115-kV system. Note that each substation has multiple physical components that are not shown in the figure to avoid a busy figure. The system is separated into three subsystems: the internal subsystem (that comprises substation of interest NK_Sub), boundary subsystem, and external is executed; and (2) the command is blocked. Using the results of the simulations, the real effects of these two options are evaluated. If the effect of the command will deteriorate system security (we use the usual metrics of over/ undervoltages, circuit overloading, and VAr limits) the command is blocked, otherwise it is allowed to proceed.
The faster-than-real-time simulation is achieved by constructing a reduced physical system model consisting of the substation of interest, n-neighboring substations, and an equivalent of the rest of the system, as illustrated in Figure 4 . The implementation of this procedure in real time requires fast communications among substations, something that is available today for many utilities. Note that in Figure 4 the overall system is separated in the substation of interest, the external system, and the boundary system. The boundary system is the system between the substation of interest and substations 1, 2, 3, 4, and 5 and including substations 6, 7, and 8 as shown in Figure 8 shows the simulation results. It is shown, if the command is executed, the voltages at the neighboring line LP-NK dip to 95% of nominal value, while the line currents go to 1715 A (184% of rating) and the power flow of the line goes to 272 MW+ j60 MVAr (180% of rating). This means the command creates an overloading and undervoltage condition in the vicinity of the tripped line. On the other hand, simulation of the system assuming the command is blocked, showing no problems in the system. Therefore, the command should be blocked. An alert will be sent to the control center, along with details of the consequence if the command is executed.
The simulation time for this use case has been studied parametrically with variable time steps. Table 1 subsystem. The boundary system includes substations PF_Sub, OS_Sub, and LP_Sub. The remaining is the external system (not shown in its entirety). The detailed comodel of the NK_Sub is shown in Figure 7 . Two demonstration cases (use cases) are simulated for this power system. Command authentication is demonstrated with use case 1, which involves a malicious injection of a trip command into a relay. Data attack detection is demonstrated with use case 2. The implementation platform consists of a hybrid substation automation architecture: data acquisition is performed by merging units and numerical relays. GPS clock and distribution of timing signal via 1588 and switches and computers complete the hardware architecture. In terms of software, a merging unit data concentrator collects the data from the merging units, time aligns the data, and converts into phasor quantities. In parallel, a phasor data concentrator runs for the data from the numerical relays as well as the streaming phasor data from the merging unit data concentrator. The DSE and the intrusion detection system (IDS) (based on DDSE) runs of the streaming data from the phasor data concentrator. The details of the implementation and architecture are not shown in this paper due to space limitations. It should also be mentioned that in the laboratory implementation, a computer, D/A converters, and a bank of amplifiers are used to generate the inputs to the merging units and numerical relays.
Use case 1: Command authentication
In the use case, at time t = 1.5 s, a malicious control is sent to open the breaker of the NK-PF line in the NK substation. This line is shown in Figure 6 connecting the substations NK_Sub and PF_Sub. The purpose of the use case is to demonstrate whether the intrusion detection system will capture and properly characterize this command. It can be demonstrated by playing back the use case, while IDS is installed.
When the malicious control command of tripping the NK-PF line is received, it is assessed to be unnecessary for the protection of system by first using the real-time model and the real-time operating condition of the system. Then a faster-thanreal-time simulation is performed to determine if the execution of the command causes system Cyber-Physical Systems Security and Privacy into the zone 1, point X2 (see Figure 11) . The relay trips the line NK-PF with the programmed time delay, which is three cycles, i.e., at time t = 7.05 s. This operation is wrong because the fault is actually out of zone 1 of the relay (as a matter of fact it is not on the NK-PF line). However, because of the altered data, the relay falsely trips the NK-PF line for a fault that is outside this line. Note that the faulted line NK-QS will also trip resulting in a double contingency. It is possible that this will trigger a cascading tripping of more circuits.
The DSE is used to detect the altered data as discussed in the previous section, replace the attacked data, and avoid this misoperation. The performance of the DSE in detecting the altered data is shown in Figure 12 . The figure shows only the confidence level (probability) computed by the algorithm. Specifically, the figure shows the probability of the following events: (a) three altered currents, (b) two altered currents, (c) one altered current, and (d) no altered channel. Note that the probabilities for events (a), (b), and (c) are zero until time t = 6.5 and then jump to one after that time. Note that this time is when the data were altered. The probability of event (d) is 1.0 until time t = 6.5 s and then drops to zero at time t = 6.5.
The altered data are replaced with estimated values of the three currents using the real-time comodel of the system. In this case, the DSE reports 100% confidence level that the measurements (except the three removed) plus the estimated three measurements are valid. This action will avoid tripping of the line. This paper proposes a cyber-physical comodel for detecting data attacks (byzantine attacks) and authenticating commands. The detection of altered data is realized by a DSE running on the cyber-physical comodel and comparing the data with the actual operating conditions of the system as well as the settings of the cyber devices.
The command auThenTicaTion is based on the faster-than-real-time simulation using a real-time cyber-physical comodel provided by the DSE. The subsystem comprises the substation of interest, a boundary subsystem consisting of neighboring substations, and an equivalent representation of the remaining system. This approach has enabled simulation speedups of 100 times and the authentication of commands within two cycles. presents the execution time results and speedups for a 100-s simulation of the equivalent system. As discussed, the success of the command authentication method depends upon the ability to execute the simulation of the system within approximately two cycles. It requires faster-than-real-time simulation with speedups of 60 or more. Note that the minimum speedup using a system of one substation away is 71.633 times, well above what is needed for the successful implementation of the authentication method.
Use case 2: Data attack detection
In this use case at time t = 6.5 s, the intruder alters the ratios of the three CTs in the relay SEL-321 (configuration file) that protects the NK-PF line (at the PF substation), as also shown in Figure 9 . The CT ratios are altered from the original 1200 A/5 A to the value of 3000 A/5 A.
This cyber attack will be typically unnoticed by most systems today, as it is usually a normal procedure to occasionally change relay settings. The purpose of this use case is to demonstrate whether the IDS will detect the altered data and will block the data from being propagated to the system. This is demonstrated by playing back the use case, while the IDS software is installed.
The SEL-321 relay at the PF substation protects the NK-PF line. A graphical representation of the voltage and current magnitudes (phases A, B, and C) as collected by the relay SEL-321 is shown in Figure 10 .
The cyber-physical comodel of the NK_Sub determines the response of the relay to this data. Figure 11 shows what the SEL-321 relay and in particular the distance function of it has traced. Note that the impedance seen by the relay has entered the relay characteristics zone 1 at time t = 7.0 s. This will initiate the instantaneous tripping of the line.
The system operates normally up to time t = 6.5 s. The voltages are 66.7 kV and the currents are 473 A. The impedance "seen" by the SEL-321 relay, function 21G is out of zone 3, point X0 in Figure 11 . At time t = 6.5 s, the alteration of the CT ratios has occurred in relay SEL-321 (relay configuration file). Starting at t = 6.5, the relay "sees" the currents suddenly change and the impedance "seen" by the relay SEL-321 (function 21G) to change to value X1 (see Figure 11 ), but it is still out of Context-based command and control authentication/blocking are powerful approaches to guard against cyber intruders. The approach can also guard against operator errors. 
