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Abstract: We consider a nonsmooth optimization problem on Riemannian manifold, whose
objective function is the sum of a differentiable component and a nonsmooth convex function.
The problem is reformulated to a separable form. We propose a manifold inexact augmented
Lagrangian method (MIALM) for the considered problem. By utilizing the Moreau envelope,
we get a smoothing subproblem at each iteration of the proposed method. Theoretically, the
convergence to critical point of the proposed method is established under suitable assumptions.
In particular, if an approximate global minimizer of the iteration subproblem is obtained at
each iteration, we prove that the sequence generated by the proposed method converges to a
global minimizer of the origin problem. Numerical experiments show that, the MIALM is a
competitive method compared to some existing methods.
Keywords: Manifold optimization; Nonsmooth optimization; Augmented Lagrangianmethod;
Moreau envelope.
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1 Introduction
Riemannian manifold optimization is a class of constrained optimization problems, in which
the constraint set is a subset of Riemannian manifold M. It has recently aroused considerable
research interests due to the wide applications in different fields such as computer vision, signal
processing, etc [3]. In these applications, manifold M could be Stiefel manifold, Grassmann
manifold, or symmetric positive definite manifold. Analogy to classical optimization methods
in Euclidean space, some Riemannian optimization methods have been explored, e.g., gradient-
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type methods[3, 10, 37], Newton-type methods[28, 36, 8] and trust region methods[1, 9, 27].
In this paper, we consider a nonsmooth nonconvex Riemannian manifold optimization prob-
lem as follows 

min
X∈Rn×r
F (X) := f(X) + g(AX)
s.t. X ∈M,
(1.1)
where f : M → R is a smooth but possibly nonconvex function, g is convex but nonsmooth,
and M is a Riemannian submanifold embedded in Euclidean space E. Many convex or non-
convex problems in machine learning applications have the form of problem (1.1), e.g., sparse
principle component analysis [40], sparse canonical correlation analysis [34], robust low-rank
matrix completion [13, 26] and multi-antenna channel communications [39, 19], etc.
Absil and Hosseini [2] presented many examples of manifold optimization with nonsmooth
objective. We list three representative examples in the following.
Example 1.1 (Sparse principle component analysis (SPCA)).


min
X∈Rn×r
−XTATAX + λ‖X‖1,
s.t. XTX = Ir .
(1.2)
Example 1.2 (Compressed modes in physics (CMs)).

min
Ψ∈Rn×r
tr(ΨT∆Ψ) + µ‖Ψ‖1,
s.t. ΨTΨ = Ir .
(1.3)
Example 1.3 (Robust low-rank matrix completion).


min
X∈Rn×n
‖PΩ(X −M)‖1,
s.t. X ∈Mr := {X | rank (X) = r}.
(1.4)
Problem (1.1) is reformulated to a separable form in this paper, and then a manifold inexact
augmented Lagrangian method (MIALM) is proposed for the resulting separable optimization
problem. The iteration subproblem of the MIALM is formulated to a smooth optimization
problem by utilizing the Moreau envelope, it could be solved by some classical Riemannian
optimization methods such as Riemannian gradient/Newton/Quasi-Newton method. This al-
gorithmic framework is adapted from [31, 32, 17] for classical nonsmooth composite problem in
Euclidean space, which has drawn significant research attentions. The convergence to critical
point of the proposed MIALM method is established under some mild assumptions. In partic-
ular, under the assumption that an approximate global minimizer of the iteration subproblem
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could be obtained, the convergence to global minimizer of the original problem is proved. Nu-
merical experiments show that, the MIALM is competitive compared to some existing methods.
The rest of this paper is organized as follows. Some related works on nonsmooth manifold
optimization problem are summarized in Section 2, and some preliminaries on manifold are
given in Section 3. In Section 4, a manifold inexact augmented Lagrangian method is proposed
and the iteration subproblem solver is presented. The convergence of the proposed method
is established in Section 5. Numerical results on compressed modes problems in physics and
sparse PCA are reported in Section 6. Finally, Section 7 concludes this paper by some remarks.
2 Related works
We summarize some related works for nonsmooth optimization problem on manifold in this
section. The existing results mainly focused on two classes of nonsmooth manifold optimiza-
tion problem: nonsmooth optimization problem with locally Lipschitz objective function, and
structured optimization problem having the form of problem (1.1).
Grohs and Hosseini [21] proposed the ǫ-subgradient algorithm for minimizing a locally Lip-
schitz function on Riemannian manifold. By utilizing ǫ-subgradient-oriented descent directions
and the generalized Wolfe line-search on Riemannian manifold, Hosseini, Huang and Yousefpour
[24] presented a nonsmooth Riemannian line search algorithm and established the convergence
to a stationary point. Grohs [20] presented a nonsmooth trust region algorithm for minimiz-
ing locally Lipschitz objective function on Riemannian manifold. The iteration complexity of
these subgradient algorithms was also investigated in [5] and [18]. In [25] and [12], the authors
proposed the Riemannian gradient sampling algorithms. At each iteration of these Riemannian
gradient sampling methods, the subdifferential of the objective function is approximated by
the convex hull of transported gradients of nearby points, and the nearby points are randomly
generated in the tangent space of the current iterate.
Some proximal point algorithms on Riemannian manifold were investigated in the recent.
Bento, Ferreira and Melo [5] analyzed the iteration complexity of a proximal point algorithm
on Hadamard manifold having non-positive sectional curvature. Bento, et al [16] gave the
full convergence for any bounded sequence generated by the proximal point method, without
assumption on the sign of the sectional curvature on manifold. The Kurdyka- Lojasiewicz in-
equality on Riemannian manifold is a powerful tool for convergence analysis of optimization
methods on manifold. Bento, et al [6] analyzed the full convergence of a steepest descent method
and a proximal point method via Kurdyka- Lojasiewicz inequality. Seyedehsomayeh [23] pro-
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posed a subgradient-oriented descent method and proved that, if the objective function has
the Kurdyka- Lojasiewicz property, the sequence generated by the subgradient-oriented descent
method converges to a singular critical point.
By a separable reformulation of problem (1.1), the variable involving Riemannian manifold
constraint and that one involving nonsmooth term could be handled separately. To do so, it
results in two tractable subproblems. Based on this idea, Lai, et al [30] proposed a splitting
of orthogonality constraints (SOC) method for a special case of problem (1.1), in which f ≡ 0
and A = I, M is a Stiefel manifold. That is

min
X
g(X),
s.t. X ∈M.
(2.1)
To solve problem (2.1), the SOC method considered the following separable reformulation:

min
X,Y
g(Y ),
s.t. X ∈M, X = Y.
(2.2)
The associated partial augmented Lagrangian function is
Lβ := g(Y )− 〈Λ, X − Y 〉+
β
2
‖X − Y ‖2F (2.3)
where Λ is the Lagrangian multiplier, and β is a penalty parameter. The SOC method updates
iterate via 

Xk+1 = arg min
X∈M
β
2 ‖X − Y
k − 1βΛ
k‖2F ,
Y k+1 = argmin g(Y ) + β2 ‖X
k+1 − Y − 1βΛ
k‖2F ,
Λk+1 = Λk − β(Xk+1 − Y k+1).
(2.4)
The X-subproblem is “easy” via projection on M, and the Y -subproblem is often structured
in real applications.
Chen, et al [15] proposed a proximal alternating minimization augmented Lagrangian (PA-
MAL) method of multipliers for problem (1.1) with A = I and M = Stn. Specifically, the
PAMAL method first reformulates the problem to:

min
X,Y,Q
f(Y ) + h(Q),
s.t. X = Y,X = Q,X ∈ M.
(2.5)
Then it considers the augmented Lagrangian method of multipliers framework aiming to obtain
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the solution for the jointed variable (X,Y,Q) at each iteration. The iterate is produced by

(Xk+1, Y k+1, Qk+1) = arg min
X,Y,Q
Lβ(X,Y,Q; Λ
k
1 ,Λ
k
2),
Λk+11 = Λ
k
1 − β(X
k+1 − Y k+1),
Λk+12 = Λ
k
2 − β(X
k+1 −Qk+1),
(2.6)
where Lβ is the augmented Lagrangian function associated to (2.5). The subproblem on the
jointed variable (X,Y,Q) is intractable, hence the authors proposed a proximal alternating
minimization method to handle it. Hong, et al [22] considered a more general form where M
is the generalized orthogonal constraint, and proposed a PAMAL-type algorithm in which a
proximal alternating linearized minimization method was used for iteration subproblem.
Kovnatsky, et al [29] proposed a manifold ADMM (MADMM) for a general manifold opti-
mization problem as follows 

min
X,Y
f(X) + g(Y )
s.t. AX = Y,X ∈M.
(2.7)
The associated partial augmented Lagrangian function is
Lβ(X,Y ; Λ) := f(X) + g(Y )− 〈Λ, AX − Y 〉+
β
2
‖AX − Y ‖2F .
The MADMM has the iterate as follows

Xk+1 =arg min
X∈M
Lβ(X,Y
k,Λk)
Y k+1 =argmin
Y
Lβ(X
k+1, Y,Λk)
Λk+1 =Λk − β(AXk+1 − Y k+1)
(2.8)
More recently, Chen, et al [14] proposed a manifold proximal gradient method (ManPG) for
problem (1.1) with A = I, i.e.
min
X
f(X) + g(X), s.t. X ∈ M (2.9)
At the k-th iteration, the search direction Dk of ManPG is obtained by

min
D
〈
D, gradf(Xk)
〉
+
β
2
‖D‖2F + g(X
k +D),
s.t. D ∈ TXkM,
(2.10)
where D ∈ TXkM can be represented by a linear system Ak(D) = 0 . The subproblem (2.10)
is solved by applying the semi-smooth Newton method to the KKT system. The next iterate
Xk+1 is then obtained by
Xk+1 = RXk(αkD
k).
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3 Preliminaries
3.1 Riemannian manifold optimization
Let M be a smooth manifold, and E be the Euclidean space. The tangent space of M at
x ∈ M is denoted by TxM. A Riemannian manifold (M, 〈·, ·〉) is a smooth manifold equipped
with inner product 〈·, ·〉x on each point x ∈ M. Let (U,ϕ) be a chart, where U is an open set
with x ∈ U ⊂ M and ϕ is a homeomorphism between U and open set ϕ(U) ⊂ E. Given a
Riemannian manifold M, the chart exists at each point x ∈M.
Definition 3.1 (Riemannian Gradient). Riemannian gradient, denoted by gradf(x) ∈ TxM,
is the unique tangent vector satisfying
〈gradf(x), ξ〉x = df(x)[ξ], ∀ ξ ∈ TxM. (3.1)
If M is an embedded manifold of E, the Riemannian metric between u, v ∈ TxM could
be introduced by an inner product in E, i.e. 〈u, v〉x = 〈u, v〉, where the later is classical inner
product in E. In the sense, we have
gradf(x) = ProjTxM(∇f(x)) (3.2)
where ∇f(x) is the gradient in E, ProjTxM is a projection on tangent space TxM.
Definition 3.2 (Riemannian Hessian). Given a smooth function f :M→ R, the Riemannian
Hessian of f at x in M is linear mapping Hessf(x) of TxM into itself, defined by
Hessf(x)[ξx] = ∇ξxgradf(x) (3.3)
for ∀ ξx ∈ TxM, where ∇ is the Riemannian connection on M.
Definition 3.3 (Retraction). A retraction on manifoldM is a smooth mapping R : TM→M
which has the following properties: let Rx : TxM→M be the restriction of R to TxM, then
• Rx(0x) = x, where 0x is zero element of TxM
• dRx(0x) = idTxM, where idTxM is the identity mapping on TxM
Definition 3.4 (Vector Transport). The vector transport T is a smooth mapping with
TM⊕ TM→ TM : (ηx, ξx) 7→ Tηx(ξx) ∈ TM, ∀ x ∈M, (3.4)
where T satisfies that
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• T0xξx = ξx holds for ∀ ξx ∈ TxM;
• Tηx(aξx + bζx) = aTηx(ξx) + bTηx(ζx).
Definition 3.5 (The Clarke subdifferential on Riemannian manifold). For a locally Lipschitz
continuous function f on M, the Riemannian generalized directional derivative of f at x ∈M
in direction v ∈ TxM is given by
f◦(x; v) = lim
y→x
sup
t↓0
f ◦ ϕ−1(ϕ(y) + tDϕ(y)[v])− f ◦ ϕ−1(ϕ(y))
t
, (3.5)
where (ϕ,U) is coordinate chart at x. The generalized gradient or the Clarke subdifferential of
f at x ∈M is
∂f(x) = {ξ ∈ TxM : 〈ξ, v〉x ≤ f
◦(x; v), ∀v ∈ TxM}. (3.6)
Consider a Riemannian manifold minimization problem

min
x
f(x)
s.t. ci(x) = 0, i = 1, · · · ,m,
x ∈M.
(3.7)
Let Ω := {x ∈ M : ci(x) = 0, i = 1 · · · ,m}. Given x∗ ∈ Ω, assume that the Linear Independent
Constraint Qualification (LICQ) holds at x∗, then normal cone NΩ(x
∗) is [35]:
NΩ(x
∗) =
{
m∑
i=1
λigradci(x
∗)
∣∣∣∣∣λ ∈ Rm
}
(3.8)
For the first-oder optimality condition of problem (3.7), we have
Lemma 3.1 ([38],Proposition 2.7). If x∗ ∈ Ω, and
∂f(x∗) ∩ (−NΩ(x
∗)) 6= ∅, (3.9)
then x∗ is a stationary solution of problem (3.7).
3.2 Proximal operator and retraction-smooth
For a proper, convex and low semicontinuous function g : E → R, the proximal operator
with parameter µ ≥ 0, denoted by proxµg, is defined by
proxµg(v) := argmin
x
{g(x) +
1
2µ
‖x− v‖2}. (3.10)
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The associated Moreau envelope is a function M : E→ R given by
Mµg(v) : = min
x
{g(x) +
1
2µ
‖x− v‖2}
= g(proxµg(v)) +
1
2µ
‖proxµg(v)− v‖
2.
(3.11)
The Moreau envelope is a continuously differentiable function, even when g is not.
Lemma 3.2 (Theorem 6.60 in [4]). Let g : E→ R be a proper closed and convex function, and
µ ≥ 0. Then Mµg is
1
µ -smooth in E, and for ∀ v ∈ E one has
∇Mµg(v) =
1
µ
(v − proxµg(v)). (3.12)
Lemma 3.2 states that, the Moreau envelope is continuously differentiable in Euclidean
space E. Next we will show the relationship between Retraction smoothness in submanifold of
Euclidean space and smoothness in Euclidean space.
Definition 3.6 (Retraction-Smooth). A function f :M→ R is said to be retraction ℓ-smooth
if, for ∀ x, y ∈M it holds that
f(y) ≤ f(x) + 〈gradf(x), ξ〉x +
ℓ
2
‖ξ‖2x, (3.13)
where ξ ∈ TxM and Rx(ξ) = y.
Let M be a Riemannian submanifold of E. The following lemma states that, if f : Rn → R
has Lipschitz continuous gradient, then f is also retraction smooth on M.
Lemma 3.3. [Lemma 4 in [10]] Let E be a Euclidean space (for example, E = Rn) and M be
a compact Riemannian submanifold of E. If f : E → R has Lipschitz continuous gradient in
the convex hull of M, then there exists a positive constant ℓg such that
f(Rxk(η)) ≤ f(xk) + 〈η, gradf(xk)〉+
ℓg
2
‖η‖2 (3.14)
holds at ∀ η ∈ TxkM.
Lemma 3.3 was proved in [10]. For the sake of completeness, we give a proof as follows.
Proof. By Lipschitz continuity, ∇f is Lipschitz along any line segment in E jointing x and y.
Hence, there exists ℓ > 0 such that
f(y) ≤ f(x) + 〈∇f(x), y − x〉 +
ℓ
2
‖y − x‖2, ∀x, y ∈M. (3.15)
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It also holds if y = Rx(η), ∀η ∈ TxM. Since gradf(x) is a orthogonal projection of ∇f(x) on
TxM, we have
〈∇f(x), Rx(η)− x〉 = 〈∇f(x), η +Rx(η)− x− η〉
= 〈gradf(x), η〉 + 〈∇f(x), Rx(η) − x− η〉 .
(3.16)
It is easy to deduce from (3.15) and (3.16) that
f(Rx(η)) ≤ f(x) + 〈gradf(x), η〉+
ℓ
2
‖Rx(η)− x‖
2 + ‖∇f(x)‖‖Rx(η)− x− η‖.
Since ∇f(x) is continuous on compact setM, there exists G > 0 such that ‖∇f(x)‖ ≤ G, ∀ x ∈
M. By Definition 3.3 and the compactness of manifold, there exists α, β ≥ 0 such that, for all
x ∈ M and all η ∈ TxM, we have
‖Rx(η)− x‖ ≤ α‖η‖
2, and ‖Rx(η)− x− η‖ ≤ β‖η‖
2.
Hence
f(Rx(η)) ≤ f(x) + 〈gradf(x), η〉+
(
ℓ
2
α2 +Gβ
)
‖η‖2.
Let ℓg =
(
ℓ
2α
2 +Gβ
)
, we have (3.14) and complete the proof.
4 The proposed method
4.1 Problem reformulation
For regularity, we need the following assumptions on problem (1.1).
Assumption 4.1.
A. M is a compact Riemannian submanifold embedded in Euclidean space E;
B. f is smooth but not necessary convex, g is a nonsmooth convex function on E, A ∈ Rd×n
and ∂g(Y ) is uniformly bounded for ∀Y ∈ Rd×r, where ∂g(Y ) is subdifferential of g at Y .
By introducing auxiliary variable Y = AX , problem (1.1) can be reformulated to

min
X,Y
f(X) + g(Y )
s.t. AX = Y, X ∈M.
(4.1)
The partial Lagrangian function associated to problem (4.1) is
L(X,Y ;Z) := f(X) + g(Y )− 〈Z,AX − Y 〉 (4.2)
By Lemma 3.1, the KKT system of problem (4.1) is as follows:
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Proposition 4.1. Suppose in problem (4.1) that f is smooth with Lipschitz continuous gradient
and g is convex and locally Lipschitz continuous. Then, (X∗, Y ∗) satisfies the KKT conditions
if there exists a Lagrange multiplier Z∗ such that

0 ∈ ProjTX∗M(∇f(X
∗)−ATZ∗),
0 ∈ ∂g(Y ∗) + Z∗,
AX∗ = Y ∗.
(4.3)
4.2 Manifold inexact augmented Lagrangian method
The augmented Lagrangian associated with (4.1) is
Lρ(X,Y ;Z) = L(X,Y ;Z) +
ρ
2
‖AX − Y ‖2F
= f(X) + g(Y )− 〈Z,AX − Y 〉+
ρ
2
‖AX − Y ‖2F .
(4.4)
For a given (Xk, Y k, Zk), the next iterate generated by our manifold inexact augmented
Lagrangian method (MIALM) is given by

(Xk+1, Y k+1) = arg min
X∈M,Y
Lρ(X,Y ;Zk),
Zk+1 = Zk − ρ(AXk+1 − Y k+1).
(4.5)
The (X,Y )- subproblem is intractable due to the nonsmoothess and joint minimization. Hence,
an efficient Riemannian optimization method should be proposed for this subproblem in MIALM
(4.5). Notice that, for fixed ρ > 0 and Z we aim to solve
min
X∈M,Y ∈Rd×r
Ψ(X,Y ) := Lρ(X,Y ;Z) (4.6)
Let
ψZ(X) := inf
Y
Ψ(X,Y )
= f(X) + g(Proxg/ρ(AX − µZ))
+
ρ
2
‖AX −
1
ρ
Z − Proxµg(AX −
1
ρ
Z)‖2F −
1
2ρ
‖Z‖2F .
(4.7)
The new iterate (X¯, Y¯ ) could be produced sequentially by
X¯ = arg min
X∈M
ψZ(X), Y¯ = Proxg/ρ(AX¯ −
1
ρ
Z). (4.8)
In the sense, the MIALM iterate is rewritten to

Xk+1 = argminX∈M ψZk(X),
Y k+1 = Proxg/ρ(AX
k+1 − 1ρZ
k),
Zk+1 = Zk − ρ(AXk+1 − Y k+1).
(4.9)
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By (3.12), we have
∇ψZ(X) = ∇f(X) + ρA
T
(
AX −
1
ρ
Z − Proxµg(AX −
1
ρ
Z)
)
= ∇f(X) + ρAT
(
Proxρg∗(AX −
1
ρ
Z)
) (4.10)
where g∗ is the conjugate operator of g and defined by g∗(x) = supv{〈x, v〉 − g(v)}. By Lemma
3.3, ψZ(·) is retraction smooth over Riemannian manifold M, and its Riemannian gradient is
gradψZ(X) = ProjTXM(∇ψZ(X)).
Thus, at the k-th iteration, the X-subproblem is identical to find Xk+1 such that
gradψZk(X
k+1) = 0.
Algorithm 1 below summarizes the proposed manifold inexact augmented Lagrangianmethod
in details.
Remark 4.1. 1) The proposed method is an ALM-type method. The complexity of X-
subproblem is as same as that of MADMM. However, our method obtains a joint optimal
solution which guarantees the convergence, while the MADMM does not.
2) All efficient Riemannian optimization methods are applicable for the X-subproblem, e.g.,
Riemannian gradient method, Riemannian Newton method, etc.
3) The proposed method is utilizable for smooth Riemannian optimization problem under
set-constrained, in which g(X) = δΩ(X), the indictor function of constraint set Ω.
4.3 Riemannian optimization subproblem
The main computational cost of Algorithm 1 is to solve the X-subproblem. It is a smooth
optimization problem on Riemannian manifold. The X-subproblem could be restated as follows
min
X
ψ(X), s.t. X ∈M. (4.15)
where ψ = ψZ¯ given by (4.7). It is a retraction smooth function, so problem (4.6) can be
solved by some Riemannian gradient methods including Riemannian gradient descent (RGD),
Riemannian conjugate gradient (RCG) and Riemannian trust region (RTR) method, etc. In
this paper, we adopt a RGD method to problem (4.15), see Algorithm 2 for details.
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Algorithm 1 Manifold inexact augmented Lagrangian method for problem (1.1)
1: Input: Let Zmin < Zmax, X0 ∈ M, Z¯0 ∈ Rd×r. Given ǫmin ≥ 0, ǫ0 > 0, ρ0 > 1,
σ > 1, 0 < τ < 1.
2: for k = 0, 1, · · · do
3: Produce the next iterate (Xk+1, Y k+1): get Xk+1 by solving problem
min
X∈M
ψZ¯k(X) (4.11)
inexactly with a tolerance ǫk where {ǫk}k∈N ↓ 0; let
Y k+1 = Proxg/ρk (AX
k+1 − Z¯k). (4.12)
4: Update Lagrangian multiplier Zk+1 by
Zk+1 = Z¯k − ρk(AX
k+1 − Y k+1) (4.13)
5: Project Zk+1 onto {Z : Zmin ≤ Z ≤ Zmax} to get Z¯k+1.
6: Update penalty parameter by
ρk+1 =

 ρk, if ‖AX
k+1 − Y k+1‖∞ ≤ τ‖AXk − Y k‖∞
σρk, otherwise
(4.14)
7: end for
5 Convergence analysis
For convenience of notation, we rewrite problem (4.1) to a standard constraint optimization
problem on manifold. Let W = [X ;Y ] ∈ R(n+d)×r, and N =M×Rd×r be a product manifold.
Then, problem (4.1) can be rewritten to
min
W
θ(W ), s.t. h(W ) = 0, W ∈ N . (5.1)
where θ(W ) = f(X)+g(Y ), and h(W ) = [A,−I]W ∈ Rd×r. The partial augmented Lagrangian
function associated to problem (5.1) is
Lρ(W ;Z) = θ(W ) +
d∑
i=1
r∑
j=1
Zij [h(W )]ij +
ρ
2
d∑
i=1
r∑
j=1
[h(W )]2ij (5.2)
The KKT conditions of problem (5.1) are given by
0 ∈ ∂θ(W ∗) +
d∑
i=1
r∑
j=1
Z∗ijgrad[h(W
∗)]ij , h(W
∗) = 0, W ∗ ∈ N , (5.3)
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Algorithm 2 Riemannian gradient method for subproblem (4.15)
1: Given: X0 ∈ M, tolerance ǫ > 0. Let η0 = −gradψ(X0) .
2: Initialize: k = 0.
3: while ‖ηk‖ ≥ ǫ do
4: Pick ηk = −gradψ(Xk) and a step size αk, compute
Xk+1 = RXk(αkη
k). (4.16)
5: end while
where ∂θ(W ∗) is Riemannian subdifferential of θ at W ∗. The KKT system (5.3) is identical to
(4.3) because of that M is a Riemannian submanifold embedded in Euclidean space. Inspired
by Zhang, Yang and Song [35], the constraint qualifications of problem (5.1) is given by:
Definition 5.1 (LICQ). Linear independence constraint qualifications (LICQ) are said to hold
at W ∗ ∈ N for problem (5.1) if
{
grad[h(W ∗)]ij |i = 1, · · · , d; j = 1, · · · , r
}
are linearly independent in TW∗N .
We will analyze the convergence of Algorithm 1 in the following two cases:
1) The iterate (Xk+1, Y k+1) is an ǫk-stationary point of iteration subproblem, i.e.,
‖gradψZ¯k(X
k+1)‖ ≤ ǫk. (5.4)
2) The iterate (Xk+1, Y k+1) is an ǫk-global minimizer of iteration subproblem, i.e.,
Lρk(W
k+1; Z¯k) ≤ Lρk(W ; Z¯
k) + ǫk, ∀ W ∈ N . (5.5)
Remark 5.1. In the case 1), (5.4) is indeed to find W k+1 such that
δk ∈ ∂Lρk(W
k+1; Z¯k), ‖δk‖ ≤ ǫk.
Theorem 5.1. Suppose {W k}k∈N is a sequence generated by Algorithm 1, Assumption 4.1 and
(5.4) hold.Then, sequence {W k}k∈N has at least one cluster point. Furthermore, if W ∗ is a
cluster point, and LICQ holds at W ∗, then W ∗ is a KKT point of problem (5.1).
Proof. To prove the first part of Theorem 5.1, we need to show that sequence {W k}k∈N is
bounded. By Assumption 4.1, M is a compact manifold, hence {Xk} is bounded. By
Y k+1 = Proxg/ρ(AX
k+1 −
1
ρ
Z¯k),
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there exists νk ∈ ∂g(Y k+1) such that
0 = νk − ρk(AX
k+1 −
1
ρ
Z¯k − Y k+1).
Again by Assumption 4.1, ∂g(Y k+1) is bounded, and hence νk is also bounded. It is obvious
that Z¯k ∈ [Zmin, Zmax] is bounded. Since sequence {ρk}k∈N is nondescreasing, we have ρk ≥
ρ0 (∀k ∈ N). Hence {Y k}k∈N is bounded. In summary, sequence {W k}k∈N is bounded.
Next, we will show that W ∗ is a feasible point of (5.1). By the updating rule of W in
Algorithm 1, we have W k ∈ N .
If {ρk}k∈N is bounded, by the updating rule of ρk, there exists a k0 ∈ N such that
‖h(W k)‖∞ ≤ τ‖h(W
k−1)‖∞, ∀k ≥ k0,
where τ ∈ (0, 1). Hence, h(W ∗) = 0.
If {ρk} is unbounded, by Remark 5.1 we have
δk ∈ ∂Lρk(W
k+1; Z¯k), ‖δk‖ ≤ ǫk.
where ǫk ↓ 0 as k →∞. Thus there exists Uk ∈ ∂θ(W k) such that
Uk +
d∑
i=1
r∑
j=1
(
Z¯kij + ρk[h(W
k)]ij
)
grad[h(W k)]ij = δ
k. (5.6)
Dividing both sides of (5.6) by ρk, we have
d∑
i=1
r∑
j=1
(
Z¯kij/ρk + [h(W
k)]ij
)
grad[h(W k)]ij = (δ
k − Uk)/ρk (5.7)
where {Z¯k} is bounded, and δk ↓ 0. Since θ(W ) = f(X) + g(Y ), where g is a convex function
on E, and
∂θ(W ) =

 gradf(X)
∂g(Y )

 ,
where ∂g(Y ) is a subdifferential (set) in usual sense. Invoked by Proposition B.24(b) in [7],
the set
⋃
k∈K ∂g(Y
k) is bounded because that {Y k}k∈K is a bounded set. In addition, f(X)
is a retraction smooth function, hence the Riemannian gradient sequence {gradf(Xk)}k∈K is
bounded. Thus, we have that
⋃
k∈K ∂θ(W
k) is bounded. This means that {Uk} is bounded.
Taking limits as k ∈ K going to infinity on both sides of (5.6), and using the continuity and
differentiability of h, we have,
d∑
i=1
r∑
j=1
([h(W ∗)]ij) grad[h(W
∗)]ij = 0 (5.8)
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Note that LICQ holds at W ∗, we conclude that [h(W ∗)]ij = 0 for all i, j.
Since {Uk}k∈K is bounded, there exists a subsequence K1 ⊂ K such that lim
k→∞,k∈K1
Uk = U∗.
Recall that lim
k→∞,k∈K1
W k =W ∗. We get
U∗ ∈ ∂θ(W ∗)
by the closedness property of the limiting subdifferential. Together with Zk+1ij = Z¯
k+ρk[h(W
k)]ij
for all i, j, one can get from Algorithm 1 that, for all k ∈ K1,
Uk +
d∑
i=1
r∑
j=1
(
Zk+1ij
)
grad[h(W k)]ij = δ
k (5.9)
where δk satisfying ‖δk‖ ≤ ǫk, and Uk ∈ ∂θ(W k).
We claim that {Zk} is bounded. Otherwise, assume {Zk} is unbounded, we have
Uk
‖Zk+1‖∞
+
d∑
i=1
r∑
j=1
(
Zk+1ij
‖Zk+1‖∞
)
grad[h(W k)]ij =
δk
‖Zk+1‖∞
Since Z
k+1
‖Zk+1‖∞
∈ [−1, 1] is bounded, there exists a subsequenceK2 ⊂ K1 such that lim
k→∞,k∈K2
Zk+1
‖Zk+1‖∞
=
Z¯, where Z¯ is a nonzero matrix. Taking the limit on k ∈ K2 going to infinity, we obtain
d∑
i=1
r∑
j=1
Z¯ijgrad[h(W
∗)]ij = 0, (5.10)
which contradicts the LICQ condition at W ∗.
Since {Uk} is bounded and {δk} ↓ 0, there exists a subsequence K3 ⊂ K2 such that
lim
k→∞,k∈K3
Uk = U∗ and lim
k→∞,k∈K3
Zk = Z∗. By the continuity of mapping grad h, and taking
limits on k ∈ K3 going to infinity on both sides of (5.9), we have
U∗ +
d∑
i=1
r∑
j=1
(
Z∗ij
)
grad[h(W ∗)]ij = 0. (5.11)
Lemma 5.1. Suppose that W ∈ N = M× Rd×r, and M is a stiefel manifold denoted by
St(n, r)). Then the LICQ always holds at ∀ W ∈ N .
Proof. Let ei ∈ Rd be a m-dimensional coordinate vector in which the i-th entry is 1 and 0
for others, and e¯j ∈ Rr be a r-dimensional coordinate vector. Then
∇[h(W )]ij =

 AT eie¯Tj
−eie¯Tj

 , i = 1, · · · , d; j = 1, · · · , r.
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A basis of the normal cone of St(n, r) at X , denoted by NXSt(n, r), is given by
{
X(e¯ie¯
T
j + e¯j e¯
T
i ) : i = 1, · · · , r, j = 1, · · · , r
}
.
It is easy to show that, for ∀ W ∈ N , all the vectors in the set


 AT eie¯Tj
−eie¯
T
j

 , i = 1, · · · , d; j = 1, · · · , r.


⋃


 X(e¯ie¯Tj + e¯j e¯Ti )
0

 , i = 1, · · · , r; j = 1, · · · , r.


are linearly independent. Hence, if there exists Z such that
d∑
i=1
r∑
j=1
Zij∇[h(W )]ij ∈ NWN , (5.12)
we have Z = 0. Since N is a submanifold of Euclidean space, it derives immediately that
d∑
i=1
r∑
j=1
Zijgrad[h(W )]ij = 0,
holds if and only if Z = 0. Which implies LICQ holds at W and completes the proof.
Next, we consider the case that a ǫk-global minimizer of the iteration subproblem could be
obtained at each iteration of Algorithm 1.
Theorem 5.2. Assume that {W k}k∈N is a sequence generated by Algorithm 1, Assumption
4.1 holds, and (5.5) is satisfied at each iteration of Algorithm 1. Let W ∗ be a limit point of
{W k}k∈N. Then we have
d∑
i=1
r∑
j=1
[h(W ∗)]2ij ≤
d∑
i=1
r∑
j=1
[h(W )]2ij , ∀ W ∈ N . (5.13)
Proof. Consider the following two cases: {ρk} bounded and ρk →∞.
If {ρk} is bounded, then there exists k0 such that ρk = ρk0 for all k ≥ k0. Hence
d∑
i=1
r∑
j=1
[h(W k+1)]2ij ≤ τ
d∑
i=1
r∑
j=1
[h(W k)]2ij , i = 1, · · · ,m; j = 1, · · · , r.
Which implies that h(W k)→ 0 as k →∞. We have h(W ∗) = 0, and (5.13) holds.
Then to the case ρk → ∞. Since W ∗ is a limit point of {W k}, there exists a subsequence
K ⊂ N such that
lim
k→∞, k∈K
W k =W ∗.
Assume by contradiction there exists W ∈ N such that
d∑
i=1
r∑
j=1
[h(W ∗)]2ij ≥
d∑
i=1
r∑
j=1
[h(W )]2ij .
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By the boundedness of {Z¯k} and ρk →∞, there exist c > 0 and k0 ∈ N such that, for all k ∈ K
and k ≥ k0 we have
d∑
i=1
r∑
j=1
([h(W k+1)]ij +
1
ρk
Z¯kij)
2 ≥
d∑
i=1
r∑
j=1
([h(W )]ij +
1
ρk
Z¯kij)
2 + c.
Therefore
θ(W k+1) +
ρk
2
d∑
i=1
r∑
j=1
([h(W k+1)]ij +
1
ρk
Z¯kij)
2 ≥ θ(W ) +
ρk
2
d∑
i=1
r∑
j=1
([h(W )]ij +
1
ρk
Z¯kij)
2
+
ρkc
2
+ θ(W k+1)− θ(W ).
Since lim
k→∞,k∈K
W k = W ∗, and {ǫk} is bounded, there exists k1 > k0 such that, for all k ∈
K, k ≥ k1 we have
ρkc
2
+ θ(W k+1)− θ(W ) > ǫk.
Therefore,
θ(W k+1) +
ρk
2
d∑
i=1
r∑
j=1
([h(W k+1)]ij +
1
ρk
Z¯kij)
2 ≥ θ(W ) +
ρk
2
d∑
i=1
r∑
j=1
([h(W )]ij +
1
ρk
Z¯kij)
2 + ǫk.
This contradicts (5.5). We have (5.13) and complete the proof.
Theorem 5.3. In Algorithm 1, let ǫmin = 0 and W
∗ be a limit point of sequence {W k}k∈N.
If iterate W k+1 is a ǫk- global minimizer satisfying (5.5), then W
∗ is a global minimizer of
problem (4.1). Meanwhile, X∗ is a global minimizer of problem (1.1).
Proof. By (5.5), we have
θ(W k+1) +
ρk
2
d∑
i=1
r∑
j=1
([h(W k+1)]ij +
1
ρk
Z¯kij)
2 ≤ θ(W ) +
ρk
2
d∑
i=1
r∑
j=1
([h(W )]ij +
1
ρk
Z¯kij)
2 + ǫk
for all W ∈ N . Since h(W ) = 0, we get
θ(W k+1) +
ρk
2
d∑
i=1
r∑
j=1
([h(W k+1)]ij +
1
ρk
Z¯kij)
2 ≤ θ(W ) +
ρk
2
d∑
i=1
r∑
j=1
(
1
ρk
Z¯kij)
2 + ǫk.
Which implies that
θ(W k+1) ≤ θ(W ) +
ρk
2
d∑
i=1
r∑
j=1
(
1
ρk
Z¯kij)
2 + ǫk. (5.14)
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If ρk →∞, by taking limits on both sides of (5.14) as k ∈ K, k →∞, and using lim
k→∞,k∈K
ǫk =
0, we get
θ(W ∗) ≤ θ(W ), ∀ W ∈ N .
In case of that {ρk} is bounded, there exists k0 ∈ N such that ρk = ρk0 for all k > k0. By
(5.5) we have
θ(W k+1) +
ρk0
2
d∑
i=1
r∑
j=1
([h(W k+1)]ij +
1
ρk0
Z¯kij)
2 ≤ θ(W ) +
ρk0
2
d∑
i=1
r∑
j=1
([h(W )]ij +
1
ρk0
Z¯kij)
2 + ǫk
for W ∈ N . Since h(W ) = 0, we get
θ(W k+1) +
ρk0
2
d∑
i=1
r∑
j=1
([h(W k+1)]ij +
1
ρk0
Z¯kij)
2 ≤ θ(W ) +
ρk0
2
d∑
i=1
r∑
j=1
(
1
ρk0
Z¯kij)
2 + ǫk (5.15)
for all k ≥ k0. Let K1 ⊂ K and
lim
k→∞,k∈K1
Z¯k = Z∗.
Taking limits on both sides of (5.15) as k →∞, k ∈ K1, and noting that h(W ∗) = 0, we get
θ(W ∗) +
ρk0
2
d∑
i=1
r∑
j=1
(
1
ρk0
Z∗ij)
2 ≤ θ(W ) +
ρk0
2
d∑
i=1
r∑
j=1
(
1
ρk0
Z∗ij)
2.
Hence
θ(W ∗) ≤ θ(W ), ∀ W ∈ N ,
and the proof is completed.
6 Experiments
Numerical experiments for testing the performance of the proposed MIALM method, with
compared to some existing methods including SOC [30], PAMAL [22], MADMM [29] and
ManPG [14], are presented in the current section. All the methods are used to solve the
compressed modes and sparse PCA problem. In the MIALM and MADMM, the Riemannian
manifold optimization subproblem is handled by “Manopt”, a Matlab toolbox for optimization
on manifolds [11]. In the SOC, PAMAL and ManPG methods, the code provided by Chen [14]
are used (all codes are available in online). All experiments are run on a personal computer
with 4.0GHz Intel Core i7 CPU and 16 GB RAM.
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6.1 Compressed modes in Physics
In physics, the compressed modes problem (CMs) seeks spatially localized solutions of the
independent-particle Schro¨dinger equation:
Hˆφ(x) = λφ(x), x ∈ Ω, (6.1)
where Hˆ = − 12∆ and ∆ is a Laplacian operator. Consider the 1D free-electron (FE) model with
Hˆ = − 12∂x2 . By a proper discretization, the compressed modes problem can be reformulated
to 

min
X∈Rn×k
tr(XTHX) + µ‖X‖1,
s.t. XTX = Id,
(6.2)
whereH is the discretized Schro¨dinger operator, µ is a regularization parameter. The interesting
readers are referred to [33] for more details. For problem (6.2), both SOC and PAMAL consider
the identical form as follows:

min
Ψ,Q,P∈Rn×r
tr(XTHX) + µ‖Q‖1,
s.t. Q = X,P = X,PTP = Ir.
(6.3)
The MADMM handles the separable reformulation of the form

min
Ψ,Q∈Rn×r
tr(XTHX) + µ‖Q‖1,
s.t. Q = X,XTX = Ir .
(6.4)
In our experiments, the domain Ω := [0, 50] is discretized with n equally spaced nodes. The
parameters of our MIALM are set to : τ = 0.99, σ = 1.05, ρ0 = λmax(H)/2, Zmin = −100 ·
1d×r, Zmax = 100 · 1d×r, Z0 = 0d×r and ǫk = max(10−5, 0.9k), where k ∈ N is the iteration
counter. We terminated MIALM if ‖Xk − Y k‖2F ≤ 10
−9 or k ≥ 500. The qr retraction is used
in inner iteration of the MIALM, and a Barzilai-Borwein stepsize is used to accelerate it. The
inner iteration is terminated if ‖gradΨZ¯k(X)‖X ≤ ǫk or the iteration number exceeds 20. The
final objective value obtained by the MIALM method is denoted by FM .
For the MADMM, the penalty parameter is set to ρ = λmax(H)/2. We terminated MADMM
if ‖Xk−Y k‖2F ≤ 10
−9 or F (Xk) ≤ FM+10−7, or k ≥ 500. The inner iteration of the MADMM
terminates if the norm of Riemannian gradient of X-subproblem is less than 10−5 or the inner
iteration number exceeds 20. For the SOC, PAMAL and ManPG, the parameters are set as
same as in [14], except that the penalty parameter ρ = 2λmax(H) in SOC and PAMAL. The
ManPG terminates if stopping criterion described in [14] is met or F (Xk) ≤ FM + 10−7. For
easy comparisons, Table 1 lists the objective function value, sparsity of solution and cpu time.
One can find from Table 1 that, our MILAM method outperforms to the other methods.
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Table 1: Comparisons of MIALM and ManPG, MADMM, PAMAL, SOC on CMs problem
µ
MIALM ManPG MADMM
time FM sp time F sp time F sp
r
=
2,n
=
128
0.1 0.021 0.943 0.835 0.036 0.943 0.836 0.112 0.943 0.836
0.2 0.016 1.639 0.881 0.024 1.639 0.882 0.024 1.639 0.882
0.3 0.020 2.265 0.901 0.029 2.265 0.900 0.167 2.265 0.903
µ
PAMAL SOC
time F sp time F sp
0.1 0.049 0.943 0.837 0.024 0.943 0.837
0.2 0.038 1.639 0.882 0.017 1.639 0.882
0.3 0.088 2.265 0.901 0.026 2.265 0.901
r
MIALM ManPG MADMM
time FM sp time F sp time F sp
µ
=
0.2,n
=
256
2 0.021 2.167 0.892 0.071 2.167 0.892 0.153 2.167 0.892
4 0.063 4.334 0.887 0.233 4.334 0.886 0.311 4.338 0.884
6 0.345 6.500 0.889 0.722 6.500 0.884 0.531 6.509 0.881
r
PAMAL SOC
time F sp time F sp
2 0.127 2.167 0.892 0.057 2.167 0.892
4 0.709 4.334 0.888 0.273 4.334 0.888
6 3.036 6.500 0.887 0.980 6.500 0.887
n
MIALM ManPG MADMM
time FM sp time F sp time F sp
µ
=
0.6,r
=
2
200 0.018 2.265 0.901 0.028 2.265 0.901 0.167 2.265 0.903
300 0.017 2.996 0.910 0.051 2.996 0.910 0.128 3.005 0.909
500 0.026 3.956 0.920 0.132 3.956 0.920 0.282 4.048 0.916
n
PAMAL SOC
time F sp time F sp
200 0.045 2.265 0.902 0.028 2.265 0.901
300 0.085 2.996 0.910 0.041 2.996 0.910
500 0.253 3.956 0.920 0.137 3.956 0.920
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6.2 Sparse principle component analysis
Given a data set {b1, · · · , bm} where bi ∈ Rn×1. The sparse PCA problem is

min
X∈Rn×r
m∑
i=1
‖bi −XX
T bi‖
2
2 + µ‖X‖1,
s.t. XTX = Ir,
(6.5)
where µ is a regularization parameter. Let B = [b1, · · · , bm]T ∈ Rm×n, problem (6.5) has the
form: 

min
X∈Rn×r
− tr(XTBTBX) + µ‖X‖1,
s.t. XTX = Ir .
(6.6)
In our experiments, the random data matrix B ∈ Rm×n is generated by MATLAB function
randn(m,n), in which the entries of B follow the standard Gaussian distribution. We shift
the columns of B such that they have mean 0, and finally the column-vectors are normalized.
The parameters of our MIALM are set as same as that of used for the CMs problem, except
that the stopping criterion is modified to ‖Xk − Y k‖2F ≤ 10
−8 and the penalty parameter
ρ0 = λ
2
max(B
TB)/2. Similarly, the parameters of the MADMM are also set as the same as that
used for the CMs problem, except that the penalty parameter ρ0 = λ
2
max(B
TB)/2. For the
SOC, PAMAL and ManPG methods, the stopping criterion and parameter settings provided in
[14] are copied. The interesting readers are referred to [14] for details. Table 2 lists performance
of all methods on the sparse PCA problem for comparisons.
7 Conclusions
We proposed a manifold inexact augmented Lagrangian method for nonsmooth composite
minimization problem on Riemannian manifold. At each iteration of the proposed method,
we only need to solve a smooth Riemannian manifold minimization subproblem based on the
Moreau envelope. The convergence of the proposed method is established under some mild
assumptions. Numerical experiments show that, the proposed method is competitive compared
to some existing state-of-the-art methods.
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