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1. Introduction
Consider an analytic system of the form
x˙ = −y+ a0x+ P(x, y),
y˙ = x+ a0y+ Q (x, y), (1)
where P and Q are analytic functions satisfying P,Q = O(|x, y|2) for (x, y) near the origin. The origin
is a strong focus when a0 ≠ 0, a weak focus or a center when a0 = 0. If the origin is a center, then
the orbit of (1) starting at (r, 0) is closed and has a period T (r)which can be expanded as
T (r) = 2π +

j≥2
Tjr j
for 0 < r ≪ 1. If Tj = 0 for all j ≥ 2, or equivalently T (r) ≡ 2π, the origin is called an isochronous
center. If T (r) ≢ 2π for 0 < r ≪ 1 then there exists k ≥ 1 such that
Tj = 0, j = 2, . . . , 2k− 1, T2k ≠ 0.
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In this case, the origin is called a center of order k. A point r satisfying T ′(r) = 0 is called a critical
period (Chicone and Jacobs, 1989).
Isochronicity of centers has been studied by many authors, the interested reader can consult the
survey paper by Chavarriga and Sabatini (1999). The problem of isochronous centers was solved
for the quadratic system in (Loud, 1964), for the system in the form of the linear center perturbed
by homogeneous cubic polynomials in Pleshkan (1969) and for the linear center perturbed by
homogeneous quintic polynomials (Romanovski et al., 2007). After the paper byMardešić et al. (1995)
renewed the interest and gave a new insight to the isochronicity problem, many other particular
families of polynomial systemswere also extensively studied (see e.g. (Chavarriga and Sabatini, 1999;
Christopher and Devlin, 1997; Chavarriga and Sabatini, 1999; Hill et al., 2007; Romanovski and Shafer,
2009) and references therein). The interrelation of isochronicity and linearizability are discussed in
Amel’kin et al. (1982),Mardešić et al. (1995), Hill et al. (2007), Pleshkan (1969), Romanovski and Shafer
(2009) and other works.
The notion of isochronicity can be generalized to the case when the singularity at the origin of (1)
is of the focus type. A natural generalization proposed in Kukles and Piskunov (1937) and widely used
(see e.g. Amel’kin and Korsantiya, 2006; Amel’kin et al., 1982; Rudenok, 2009 and references therein)
is as follows.
Definition 1. It is said that the singular point O at the origin of (1) (which is either a center or a focus)
is isochronous if there is a polar ray L = ϕ0 such that the minimal time required for each trajectory
started at L sufficiently close to O to return to L is the same and equal to 2π . 
Giné and Grau (2005) define O as an isochronous point of (1.1) if it can be transformed by means
of an analytic near-identity change of variables
x = u+ α(u, v), y = v + β(u, v), (2)
where α and β are series starting with at least quadratic terms, into an analytic system of the form
u˙ = −v + a0u+ f (u, v),
v˙ = u+ a0v + g(u, v), (3)
where f and g are series without constant and linear terms, which in the polar coordinates (u, v) =
(r cosϕ, r sinϕ) is written as
r˙ = R(ϕ, r), ϕ˙ = h(ϕ).
Algaba and Reyes (2009) give a less restrictive definition by only requiring that the near-identity
change of variables from (1) to (3) is C∞. In other words, the origin of (1) is said to be an isochronous
point if there exists a smooth near-identity change of variables which transforms (1) into (3), where
f and g satisfy
(f (u, v), g(u, v)) = H(u, v) · (u, v), H ∈ C∞.
As it is well-known the system (1) can be transformed to the formal normal form
u˙ = −v + a0u+

j≥1
(aju− bjv)(u2 + v2)j,
v˙ = u+ a0v +

j≥1
(bju+ ajv)(u2 + v2)j,
(4)
by means of a formal transformation (2). We remind that a focus is called a weak focus of order k if
the first nonzero coefficient among a0, a1, a2, . . . is ak. With their definition, Algaba and Reyes proved
the following theorem.
Theorem 2 (Algaba and Reyes, 2009). The following statements are equivalent.
(i) The origin is a weak isochronous focus of finite order k (k ≥ 0).
(ii) The formal normal form (4) of (1) satisfies
a0 = a1 = · · · = ak−1 = b1 = · · · = bk = 0, ak ≠ 0. 
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They also proved that if the origin is an isochronous point, then there exists a C∞ system of the
form
x˙ = x+P(x, y), y˙ = y+Q (x, y) (5)
withP,Q = O(|x, y|2) such that every orbit γ of it contained in a neighborhood of the origin is an
isochronous section of (1), that is, the return time of all orbits of (1) starting on γ is 2π .
The interrelation of these three definitions is not obvious and can be a subject of a careful study.
We consider only an example of a simple cubic system
x˙ = −y, y˙ = x+ ay(x2 + y2). (6)
When a ≠ 0 the origin of (6) is a focus. It is shown in Amel’kin et al. (1982, p. 80) that the focus is
isochronous in the sense of Definition 1, but only with respect to the ray ϕ0 = π2 .
Computing a normal form of (6) we find that a1 ≠ 0, b1 = 0. Therefore, by Theorem 2 the system
is isochronous in the sense of Algaba and Reyes. Most probably, it is also isochronous in the sense of
Gine and Grau, however to check it one has to examine whether the transformation to the normal
form which vanish all coefficients bi is convergent (which we unable to check).
Since, (6) is isochronous in the sense of Algaba and Reyes, geometrically it means that the time
required by the trajectories to return to the isochronous sections γ defined by a system (5) is the
same and equal to 2π . However it is not clear if among the curves γ there is a polar ray, that is, if the
system is isochronous in the sense of Definition 1 (as it is mentioned above, it is isochronous in the
sense of this definition by the result of Amel’kin et al., 1982). Note that some examples of isochronous
foci for system (1) with P and Q being homogeneous polynomials are given by Rudenok (2009).
In this paper we consider only the case a0 = 0. We do not study the interrelation of these three
different definitions of isochronicity, but we consider the problem how to determine isochronous
points of polynomial systems. That is, one of the main objectives of our paper is to look for
computationally efficient ways to determine both isochronous centers and isochronous foci inside
a given polynomial family of autonomous systems of ordinary differential equations.
We will limit our consideration to the case of polynomial systems (1) with a0 = 0, that is, we
consider the system
x˙ = −y+ P(x, y), y˙ = x+ Q (x, y), (7)
where P and Q are polynomial without constant and linear terms.
The problem of isochronicity for system (7) has common features with the problem of
distinguishing between a center and a focus. It is well known (see e.g. Amel’kin et al., 1982;
Romanovski and Shafer, 2009), that if in a normal form (4) ai = 0 for all i = 1, 2, . . . then the
system has a center at the origin, otherwise, the origin is a focus. The normalizing transformation is
not unique, however the first non-zero coefficient ai of the normal form does not depend on a choice
of the normalizing transformation. If the coefficients of polynomials P and Q are parameters, then ai
are polynomials in these parameters and the set of systems within the family (7) with a center at the
origin is the zero set of the polynomial system
a1 = a2 = · · · = 0, (8)
which, by the Hilbert basis theorem, is equivalent to a finite system
a1 = · · · = ak = 0. (9)
Thus, the center problem is reduced to the computation of the polynomials ai and determining
a number k such that systems (9) is equivalent to (8). When we are interested in determining
isochronous systems within the family (7), by a result of Algaba and Reyes (2009) the condition
b1 = b2 = · · · = 0 determines isochronous systems (in the sense of definition of Algaba and Reyes,
2009). However, by another very surprised result of (Algaba and Reyes, 2009), if for a choice of the
normalizing transformation the first non-zero coefficient is bi, it still can occur that for some choice
of the normalizing transformation it can happen that bi = 0 for all i ≥ 1. Thus, if in a normal form
there is a coefficient bi different from zero it does not mean yet that the system is non-isochronous.
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Thus, the problem of determining isochronous systems within a given family (7) appears to be more
difficult than the problem of distinguishing between a center and a focus.
Since in the case of isochronicity we do not know a priori which normalizing transformation
produces the normal form with all coefficients bi equal to zero, in this paper we will study
normalization by means of the so-called distinguishing transformations (Bibikov, 1979), that is, the
transformations where all resonant coefficients (that is, the coefficients h(k+1,k)1 , h
(k,k+1)
2 in (12)) are
chosen to be equal to zero. Computing a normal form is a highly laborious procedure. To simplify
computations it is convenient, as it was often done by Lyapunov (1966), to complexify the real system
by setting x1 = x+ iy, x2 = x− iy. Then we obtain the system
x˙1 = ix1 + X1(x1, x2)
x˙2 = −ix2 + X2(x1, x2), X2(x1, x¯1) = X1(x1, x¯1). (10)
It is convenient to rescale the time by dt → idt and to consider instead of (10) the system
x˙1 = x1 + X1(x1, x2)
x˙2 = −x2 + X2(x1, x2), (11)
where X1 and X2 are general polynomials without constant and linear terms (that is, the condition
X1 = X2 does not need to be fulfilled). In this paperwe study transformations of system (11) bymeans
of distinguishing normalizing substitutions in the case when X1 and X2 are homogeneous polynomials
of degree 2 and degree 3.
2. Preliminaries
Applying the normalizing transformation
x1 = y1 +

j+k≥2
h(j,k)1 y
j
1y
k
2, x2 = y2 +

j+k≥2
h(j,k)2 y
j
1y
k
2, (12)
to reduce system (10) to the normal form we obtain:
y˙1 = y1(i+ Y1(y1y2)), y˙2 = −y2(i− Y2(y1y2)), (13)
where
Y1(y1y2) =
∞
j=1
Y (j+1,j)1 (y1y2)
j and Y2(y1y2) =
∞
j=1
Y (j,j+1)2 (y1y2)
j. (14)
With a suitable choice of (12) the first equation in the normal form (13) is given by
y˙1 = y1

i+ 1
2
[G(y1y2)+ H(y1y2)]

, (15)
where
G = Y1 + Y2, H = Y1 − Y2, (16)
and the equation for y˙2 is complex conjugate to (15). We write
G(w) =
∞
k=1
G2k+1wk and H(w) =
∞
k=1
H2k+1wk.
With an appropriate choice of the normalizing transformation (e.g. if the normalizing
transformation was chosen subject to the condition in Proposition 3.2.1(2) of Romanovski and Shafer
(2009)) the series G(w) is real, and the series H has purely imaginary coefficients. Therefore, after the
substitution y1 = x+ iywe obtain from (13) the system
x˙ = −y+ 1
2
xG(x2 + y2)+ 1
2
iyH(x2 + y2), y˙ = x+ 1
2
yG(x2 + y2)− i
2
xH(x2 + y2). (17)
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This is a system of the form (4) and we see from (17) that all coefficients bj vanish if H(w) ≡ 0,
therefore the corresponding real system is isochronous in the sense of Algaba and Reyes.
If we consider the more general system (11), then by a transformation (12) we can bring it to a
normal form
y˙1 = y1(1+ Y1(y1y2)), y˙2 = −y2(1− Y2(y1y2)). (18)
Let again the functions G and H for the system (11) be defined by (16). Then, in the light of the
discussion presented above, one of the natural generalizations of the notion of isochronicity to the
systems of the form (11) is as follows.
Definition 3. We say that the origin is an isochronous singular point for (11) if there is a normalizing
substitution (12) which brings the system to a normal form (18) with H ≡ 0. 
Note that if G(w) ≡ 0 then the normalizing transformation is convergent and the system admits
an analytical first integral of the form Ψ = xy + h.o.t. (see e.g. (Romanovski and Shafer, 2009) for
details). In this case the singular point at the origin of (11) is called a center. The center problem for
a given parametric family (11) is the problem to find all systems with a center within the family.
If G ≡ 0, and H ≡ 0 for some normalizing transformation, then the normal form is linear for any
normalizing transformation (see e.g. Romanovski and Shafer (2009, Theorem 4.2.2)) and the system
is called linearizable.
The resonant coefficients in normalizing transformations can be chosen arbitrarily yielding
infinitely many normalizing transformations and normal forms. Among them of a particular
importance is the distinguished transformation (Bibikov, 1979) (when the resonance coefficients are
chosen to be equal to zero), since theorems on convergence of normalizing transformations are usually
stated for distinguished transformations. A normal form computed by means of a distinguished
transformation is called the distinguished normal form. We propose to study a connection of
distinguished transformations to isochronicity and introduce the following notion.
Definition 4. We say that the origin is a d-isochronous singular point for (11) if the distinguished
normalizing substitution (12) transforms the system to the normal form (18) with H ≡ 0. The ideal
H = ⟨H3,H5, . . .⟩ generated by the coefficients H2k+1 of the function H is called the d-isochronicity
ideal of system (11). 
In the next section we will obtain the necessary and some sufficient conditions for d-isochronicity
of two families of polynomial systems (11).
For our study we will need some statement on polynomial ideals and their varieties and some
algorithms of computational algebra which we remind now.
We recall that the variety of the ideal I = ⟨f1, . . . , fm⟩ ⊂ k[x1, . . . , xn] in kn, denoted V(I), is the
zero set of all polynomials of I ,
V(I) = A = (a1, . . . , an) ∈ kn|f (A) = 0 for all f ∈ I ,
where here and below k = Q,RC or Zp. The situation when the variety of a polynomial ideal consists
of finite number of points, arises very rarely. In a generic case the variety consists of infinitely many
points, so generally speaking, ‘‘to solve’’ the system
f1 = f2 = · · · = fm = 0 (19)
means to find a decomposition of the variety of the ideal I = ⟨f1, . . . , fm⟩ ⊂ k[x1, . . . , xn] into
irreducible components.Moreprecisely, an affine varietyV ⊂ kn is irreducible if,wheneverV = V1∪V2
for affine varieties V1 and V2, then either V1 = V or V2 = V . Let I be an ideal and V = V(I) its variety.
Then V can be represented as a union of irreducible components, V = V1 ∪ · · · ∪ Vm, where each Vi
is irreducible. The radical of I denoted by
√
I is an intersection of prime ideals,
√
I = ∩sj=1Qj, where
Vi (i = 1, . . . , s) is the variety of Qi. Qi are called the minimal associate primes of I . For example, if
J = ⟨x2y3, xz4⟩, then √J = ⟨xy, xz⟩ = ⟨x⟩ ∩ ⟨y, z⟩, that is, the variety of J is the union of the plane
x = 0 and the line y = z = 0. In this case J = √J and ⟨x⟩ and ⟨y, z⟩ are the minimal associate
primes of J .
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At present, there exist a few algorithms for computing the minimal associate primes (Gianni et al.,
1998; Shimoyama and Yokoyama, 1996; Wang, 2001). They use Groebner basis computations and
are therefore extremely time- and memory-consuming. The algorithms have yet to be implemented
in some general purpose computer algebra systems, like Mathematica or Mathcad. They can be
found, however, in Maple and in specialized computer systems designed specifically for algebraic
computations, like CALI, Macaulay, and Singular. Our favorable choice is Singular, because of its rich
functionality and high performance in implementation of constructive algorithms. The procedures of
Singular for irreducible decomposition from the primdec library (Pfister et al., 2011) are minAssGTZ
(Gianni et al., 1998),minAssChar (Wang, 2001) and primdecSY (Shimoyama and Yokoyama, 1996). All
of them are rather long, so we cannot present them here, however the interested reader can consult
the papers mentioned above.
We will need also a few simple algorithms.
One of them is the algorithm for computing a Groebner basis G for the intersection of two ideals
I = ⟨f1, . . . , fu⟩ and J = ⟨g1, . . . , gv⟩ in k[x1, . . . , xn] (see e.g. Cox et al., 1992), described as follows.
1. Compute a Groebner basis G′ of
⟨ tf1(x1, . . . , xn), . . . , tfu(x1, . . . , xn), (1− t)g1(x1, . . . , xn), . . . , (1− t)gv(x1, . . . , xn) ⟩
in k[t, x1, . . . , xn]with respect to an ordering with t greater than any xi.
2. G = G′ ∩ k[x1, . . . , xn].
Geometrically, the intersection of polynomial ideals corresponds to the union of their varieties.
The intersection is computed in Singular with the routine intersect .
Another algorithm, called the radical membership test (see e.g. Cox et al., 1992), states that for a
polynomial f and an ideal I = ⟨f1, . . . , fm⟩ in k[x1, . . . , xn], f ∈
√
I if and only if the reduced Groebner
basis of the ideal ⟨1 − wf , f1, . . . , fm⟩ (here w is a new variable) is equal to {1}. In the case of an
algebraically closed field f ∈ √I if and only if f vanishes on the variety of I . Thus, in order to check
whether two ideals I = ⟨f1, . . . , fm⟩ and J = ⟨g1, . . . , gs⟩ have the same variety in Cn it is sufficient
to compute the reduced Groebner bases of ⟨1− wfi, J⟩ for all i = 1, . . . ,m and of ⟨1− wgi, I⟩ for all
i = 1, . . . , s. If all bases are {1}, then the varieties coincide, otherwise not.
To eliminate some variables from the system (19) one can use the Elimination Theorem (see e.g.
Cox et al., 1992). Geometrically, the elimination of variables x1, . . . , xs (s < n) from (19) corresponds
to the projection of the variety V to the affine space kn−s. The result of the projection is not necessary
a variety, however its Zariski closure Vs is a variety, namely, the variety of the so-called elimination
ideal denoted by Is. According to the Elimination Theorem to compute a basis for Is one can compute
a Groebner basis for I with respect to an ordering where each of variables x1, . . . , xs is greater than
any of variables xs+1, . . . , xn and take from the output list the polynomials, which depend only on
xs+1, . . . , xn. They form a Groebner basis of Is. In Singular based on the algorithm the elimination is
carried out with the routine eliminate.
3. D-isochronicity of a quadratic system and a cubic system
We consider the complex quadratic system
x˙ = x(1− a10x− a01y− a−12x−1y2)
y˙ = −y(1− b01y− b10x− b2,−1y−1x2)
(20)
and the system with homogeneous cubic nonlinearities
x˙ = x(1− a20x2 − a11xy− a02y2 − a−13x−1y3)
y˙ = −y(1− b20x2 − b11xy− b02y2 − b3,−1x3y−1).
(21)
The center problem for the system (20) was solved by Dulac (1908) and for (21) by Sadovskii (1974),
the linearizability problem for them was solved by Christopher and Rousseau (2001).
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3.1. The cubic system
We first study the system (21).
Theorem 5. The following conditions are the necessary conditions for the system (21) to have a d-
isochronous singular point at the origin:
(1) b02 = b11 = b3,−1 = a02 = a11 = a20 + 3b20 = 0,
(2) b02 = a−13 = a02 = a11 + b11 = 0,
(3) b3,−1 = a−13 = a02 + b02 = a11 + b11 = a20 + b20 = 0,
(4) b11 = b20 = a−13 = 3a02 + b02 = a11 = a20 = 0,
(5) b11 = b20 = b3,−1 = a−13 = a02 = a11 = 0,
(6) b20 = b3,−1 = a11 + b11 = a20 = 0,
(7) b11 = 7a02 + 3b02 = a11 = 3a20 + 7b20 = 21a−13b3,−1 + 16b20b02 = 112b320 + 27b23,−1b02 =
49a−13b220 − 9b3,−1b202 = 343a2−13b20 + 48b302 = 0. 
Proof. We have computed the distinguished normal form of (21) up to order 17. The first two pairs
of the resonant coefficients of the normal form are
Y (2,1)1 = −a11,
Y (1,2)2 = b11,
Y (3,2)1 = (−4a02a20 − 4a02b20 − 3a−13b3,−1)/4
Y (2,3)2 = (4a02b20 + 4b02b20 + 3a−13b3,−1)/4.
The other polynomials become too long, so we do not write them here, however the interested reader
can easily compute them using a simple modification of the Mathematica code from Figures 6.3 and
6.4 of the Appendix of Romanovski and Shafer (2009)1 (in input lines 1–4 ‘‘i’’ should be deleted, in lines
3 and 4 the summation goes up to 8 and in lines 5 and 6 up to 17). The code follows to the algorithm
of Table 2.1 of Romanovski and Shafer (2009, p. 75).
Then, H3 = Y (2,1)1 − Y (1,2)2 , H5 = Y (3,2)1 − Y (2,3)2 and so on. The polynomials generate the d-
isochronicity ideal
H = ⟨H3,H5, . . .⟩ ⊂ C[a20, a11, a02, a−13, b3,−1, b20, b11, b02]. (22)
We now have to solve the system H3 = · · · = H17 = 0, that is, to find the irreducible decomposition
of the variety of the ideal H17 = ⟨H3, . . . ,H17⟩. We have tried to find the decomposition using
minAssGTZ andminAssChar , however, the computations are too heavy, so we failed to complete them
on our computer with 8 GB of RAM and 3.40 GHz processor.
To simplify the calculation we use the observation that the polynomials H2k+1 are invariant under
the action of the group of transformation of the phase plane
(x, y)→ (ax, by), ab ≠ 0. (23)
Therefore, without loss of generality we split our calculations into three cases:
(i) a−13 = b3,−1 = 1, (ii) a−13 = 0, (iii) b3,−1 = 0.
Since H3 = a11 + b11 we also make the substitution a11 = −b11.
Still, we were unable to find the decomposition of the variety of the ideal H17 for the case
(i) computing over the field of rational numbers, when computing with the degree lexicographic
order with
a20 ≻ a02 ≻ b20 ≻ b11 ≻ b02. (24)
1 The code is also available at http://www.camtp.uni-mb.si.
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However, when performing the calculations over the field of characteristic 32003, the routine
minAssGTZ returns 3 ideals:S1 = ⟨b11, b20−13716b02, a02+13716b02, a20+b02, b202+10004⟩, S2 =
⟨b02 + 7999, b11, b20 − 8000, a02 − 8000, a20 + 7999⟩, S3 = ⟨b02 − 7999, b11, b20 + 8000, a02 +
8000, a20 − 7999⟩. To go back to the rational numbers we use the following rational reconstruction
algorithm of Wang et al. (1982) (in the algorithm, ⌊·⌋ stands for the floor function).
1. u = (u1, u2, u3) := (1, 0,m), v = (v1, v2, v3) := (1, 0, c)
2. While
√
m/2 ≤ v3 do {q := ⌊u3/v3⌋, r := u− qv, u := v, v := r}
3. If |v2| ≥ √m/2 then error()
4. Return v3, v2
Given an integer c and a prime p, the algorithm produces integers v2 and v3 such that v3/v2 ≡
c (mod p). Such a number v3/v2 need not exist. If this is the case, then the algorithm returns ‘‘error()’’.
The reconstruction with the above algorithm yields the ideals S1 = ⟨b11,−3b02/7 + b20, a02 +
3b02/7, a20 + b02, 49/16 + b202⟩, S2 = ⟨−7/4 + b02, b11, 3/4 + b20, 3/4 + a02,−7/4 + a20⟩, S3 =⟨7/4+b02, b11,−3/4+b20,−3/4+a02, 7/4+a20⟩. Since we usedmodular calculations the obtained
decomposition does not need to be correct. Since the union of varieties corresponds to the intersection
of their ideals, in order to check that
V( H17) = V(S1) ∪ V(S2) ∪ V(S3) (25)
(here H17 is the ideal obtained after the substitution into H17a−13 = 1, b3,−1 = 1, a11 = −b11)
with the intersect of Singular working in the field of characteristic zero we computed the ideal S =
S1∩S2∩S3 and found that S = ⟨s1, s2, . . . , s6⟩where s1 = b11, s2 = 7a02+3b02, s3 = 3a20+7b20, s4 =
16b20b02+21, s5 = 49b220−9b202, s6 = 48b302+343b20. To check (25) we use the radical membership
test. With the test it is easily checked that every polynomial from H17 vanishes on V(S), that is,
V(S) ⊂ V( H17). It turns out, to check the opposite inclusion, V( H17) ⊂ V(S) is much more laborious
task. To verify it we need to compute reduced Groebner bases of the ideals Zk = ⟨1 − wsk, H17⟩ for
k = 1, . . . , 6.Wewere unable to complete calculations on our computer computingwith slimgbunder
the degree lexicographic order (24) (where w is added as the leading variable), however, after some
experiments with the orderings, computing with the ordering w ≻ b11 ≻ b20 ≻ b02 ≻ a20 ≻ a02 we
found Zk = {1} for k = 1, . . . , 6. Therefore, (25) gives the correct decomposition of V( H17).
Each of the varieties V(Si) (i = 1, 2, 3) is the intersection of a component Ki of V(H17) with the
subspace V(⟨a−13 − 1, b3,−1 − 1, a11 + b11⟩). We can reconstruct Ki from the intersection using the
observation that (23) induces the transformation of the coefficients akj, bjk of (21) according to the
rule
akj → akja−kb−j, bkj → bkja−kb−j. (26)
Thus, to reconstruct, for instance, K1 from S1 we write down the idealS1 = ⟨1 − w a b,−3a2b02 +
7b2b20, 7a02+3b02, a20b2+a2b02, 49b4+16b202, a−13a−b3, b3,−1b−a3⟩ (the first polynomial indicates
that a and b are different from zero and the others are the numerators of the polynomials obtained
after the substitution in S1 the expressions (26)) and then, with the eliminate of Singular we eliminate
fromS1 a, b andw, obtaining K1 = ⟨a11, b11, 256b402−2401a3−13b3,−1, 343b20a2−13+48b302, 16b20b02+
21a−13b3,−1, 49b220a−13−9b202b3,−1, 112b320+27b02b23,−1, 7a02+3b02, 3a20+7b20⟩. Applying similar
procedure to the idealsS2 andS3 we obtain the same ideal K1.
For the case (ii) computing over the field of characteristic zero we find that the minimal
associate primes of H17 are K2 = ⟨a11 + b11, a−13, b02, a02⟩, K3 = ⟨a−13, b11, a11, b20, 3a02 +
b02, a20⟩, K4 = ⟨a−13, a11 + b11, b20, b3,−1, a20⟩, K5 = ⟨a−13, a11, b11, b20, b3,−1, a02⟩, K6 =
⟨a−13, a11 + b11, b3,−1, a02 + b02, a20 + b20⟩ and for the case (iii) the calculation yields K7 =
⟨b3,−1, a11, b11, b20, a−13, a02⟩, K8 = ⟨a11 + b11, b3,−1, b20, a20⟩, K9 = ⟨b3,−1, b02, a11, b11, a02, a20 +
3b20⟩, K10 = ⟨a11 + b11, b3,−1, b02, a−13, a02⟩, K11 = ⟨a11 + b11, b3,−1, a−13, a02 + b02, a20 + b20⟩.
Then, with the intersect of Singular we compute the ideal K , which is the intersection of all
ideals K1, . . . , K11, and finally, minAssChar(K) returns 7 ideals which give the conditions (1)–(7) of
Theorem 5.
Thus, we have proved that (1)–(7) are the necessary condition for d-isochronicity of
system (21). 
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We can also show that six of the obtained seven conditions are sufficient for the d-isochronicity of
the system.
Proposition 1. If one of conditions (1), (2), (4)–(7) of Theorem 5 holds, then the system is d-
isochronous. 
Proof. We observe that under each of conditions (1), (4), (5), (7) of Theorem 5 the corresponding
systems are linearizable (Christopher and Rousseau, 2001), (Romanovski and Shafer, 2009, Section
6.4). Thus, in each of these cases there is a transformation of the form (12)which linearizes the system.
Then, by Theorem 4.2.2 of Romanovski and Shafer (2009) the distinguished normalizing substitution
brings the system into the linear one. Therefore, H ≡ 0 and the system is d-isochronous.
For cases (2) and (6) the d-isochronicity follows from Theorem 4.2.8 of Romanovski and Shafer
(2009) and its corollary. 
3.2. The quadratic system
Unlike the system (21), it turns out that any d-isochronous quadratic system is linearizable.
Theorem 6. The system (20) has a d-isochronous singular point at the origin if and only if it is
linearizable. 
Proof. We have computed a normal formal of (20) up to order 13 and found
Y (2,1)1 = (−3a01a10 − 3a01b10 − 2a−12b2,−1)/3,
Y (1,2)2 = (3a01b10 + 3b01b10 + 2a−12b2,−1)/3.
The other polynomials become too long, so we do not write them here, however one can easily
compute them using an obvious modification of the Mathematica code from the Appendix, Fig. 6.3
and 6.4 of Romanovski and Shafer (2009) (in the input lines 1 and 2 of the code it is necessary to
define the quadratic system, in lines 3 and 4 the summation goes from to 6 and in lines 5, 6 from 2 up
to 13, also in input line 11 ‘‘Do[sh[k],k,3,9]’’ should be changed to ‘‘Do[sh[k], k, 2, 13]’’).
Then, we define H3 = Y (2,1)1 − Y (1,2)2 , . . . ,H13 = Y (7,6)1 − Y (6,7)2 ,G3 = Y (2,1)1 + Y (1,2)2 ,G5 =
Y (3,2)1 + Y (2,3)2 ,G7 = Y (4,3)1 + Y (3,4)2 .
It turns out, the polynomials G3,G5,G7 vanish on the variety of the ideal
H13 = ⟨H3, . . . ,H13⟩.
This is easily checked using the radical membership test. Indeed, computing the reduced Groebner
bases of the ideals ⟨1−wGk,H13⟩ (k = 3, 5, 7)we obtain in each case {1}. Thus, ifH3 = · · · = H13 = 0
then G3 = G5 = G7 = 0. However V(⟨G3,G5,G7⟩) is the center variety of system (20) (Christopher
and Rousseau, 2001; Romanovski and Shafer, 2009). Thus, if H3 = · · · = H13 = 0 then G ≡ 0
yielding that the distinguished transformation to the normal form is convergent and the system has
a center at the origin. It is difficult to compute the minimal associate primes of the ideal H13, but
it turns out, it is easy to compute the primes of the ideal ⟨G3,G5,G7,H13⟩, which defines the same
variety. Computing the primes with minAssChar of Singular we obtain the linearizability conditions
given in Christopher and Rousseau, 2001; Romanovski and Shafer, 2009. Therefore, the corresponding
systems are linearizable, that is, there are normalizing substitutions that linearize the systems. Then,
by Theorem 4.2.2 of Romanovski and Shafer (2009) the distinguished normalizing transformations
linearize the corresponding systems as well. 
4. Concluding discussion
In the real setting, Algaba and Reyes (2009) determined all the isochronous points (which include
the d-isochronous as a particular case) for real quadratic systems and real systems (1.1) with P and
Q being cubic homogeneous polynomials. Thus, in our paper we solved a more restricted problem
for a more general system (the system is more general because it is considered in a complex setting).
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If restricted to the real case our results are contained in Theorems 2.1 and 2.2 of Algaba and Reyes
(2009).
We believe that the conditions (1)–(7) of Theorem 5 are not only necessary, but also sufficient for
the d-isochronicity of system (21). To prove this there remains to show that every system satisfying
condition (3) is transformed by the distinguished normalizing substitution to a system with H ≡ 0.
To obtain real systems corresponding to case (3) we have to add to conditions (3) the condition
b11 = a¯11, b20 = a¯02, b02 = a¯20, yielding a20 = s + iq, a11 = iw, b11 = −iw, a02 = −s + iq, b20 =
−s − iq, b02 = s − iq, a−13 = 0, b3,−1 = 0. Therefore, the real system corresponding to case (3) of
Theorem 5 is:
u˙ = −v + (2q+ w)u3 + 4su2v − (2q− w)uv2,
v˙ = u+ (2qu+ w)u2v + 4suv2 − (2q− w)v3. (27)
Real systems corresponding to cases (2) and (6) are written as system (27) with s = q = 0. In the
polar coordinates (27) has the form
r˙ = r3(w + 2q cos(2ϕ)+ 2s sin(2ϕ)), ϕ˙ = 1. (28)
Therefore, (27) is isochronous under any of the three definitions mentioned in the Introduction (in
particular, this agreeswith a result of Algaba and Reyes (2009)). Systems (1) with the constant angular
speed (that is, such that in the polar coordinates ϕ˙ = 1) are sometimes called uniformly isochronous.
We see that all real systems in the studied familieswith a focus at the origin are uniformly isochronous.
In this relation we can raise the question:
• is it correct that computing the distinguished transformation to the normal forms allows to detect
only the uniformly isochronous real systems?
We note that the system (6) is not uniformly isochronous and it was not detected by our
calculations since the distinguished transformation leads to a normal formwith a1 ≠ 0, b1 = 0, a2 =
0, b2 ≠ 0.
Wemention also the following interesting observation. Any polynomial system (11) can bewritten
in the form
x˙1 = x1 −
n−1
p+q=1
ap,qx
p+1
1 x
q
2, x˙2 = −x2 +
n−1
p+q=1
bp,qx
q
1x
p+1
2 , (29)
where p ≥ −1 and q ≥ 0 and we denote the coefficients of system (29) by (A, B) =
(a1,0, a0,1, . . . , a−1,n, b1,0, b0,1, . . . , bn,−1). Instead of a transformation (12) we look for an inverse
of such transformation, that is, for a substitution
y1 = x1 +
∞
m+j=2
cm−1,j(A, B) xm1 x
j
2, y2 = x2 +
∞
m+j=2
dm,j−1(A, B) xm1 x
j
2 (30)
which transforms the system to the linear system
y˙1 = y1, y˙2 = −y2.
Taking derivatives with respect to t in both parts of each of the equalities in (30) and equating
coefficients of the terms xq1+11 x
q2
2 and x
q1
1 x
q2+1
2 we obtain the recurrence formulas
(q1 − q2)cq1,q2 =
q1+q2−1
s1+s2=0
[(s1 + 1)cs1,s2aq1−s1,q2−s2 − s2cs1,s2bq1−s1,q2−s2 ], (31)
(q1 − q2)dq1,q2 =
q1+q2−1
s1+s2=0
[s1ds1,s2aq1−s1,q2−s2 − (s2 + 1)ds1,s2bq1−s1,q2−s2], (32)
where s1, s2 ≥ −1, q1, q2 ≥ −1, q1 + q2 ≥ 1, c1,−1 = c−1,1 = d1,−1 = d−1,1 = 0, c0,0 = d0,0 = 1 and
we set ap,q = bp,q = 0 if p + q < 1. Hence, we compute the cq1,q2 and dq1,q2 of the formal change of
variables (30) step by step using the formulas (31) and (32). In the case q1 = q2 = q the coefficients
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cq,q and dq,q can be chosen arbitrary, but we set cq,q = dq,q = 0. The system is linearizable if, and only
if the quantities on the right-hand side of (31) and (32) are equal to zero for all q1 = q2 = q ∈ N. In
case q1 = q2 = qwedenote the polynomials on the right-hand side of (31) by iq and on the right-hand
side of (32) by −jq, calling them the q-th linearizability quantities. Hence, system (29) with the given
coefficient (A, B) is linearizable if, and only if, iq(A, B) = jq(A, B) = 0 for all q ∈ N. Thus, in the space of
the parameters of a given family of systems (29) the set of all linearizable systems is an affine variety
V (L) of the idealL = ⟨i1, j1, i2, j2, . . .⟩. Let the ideal L be defined by L = ⟨i1− j1, i2− j2, i3− j3 . . .⟩
and let L6 = ⟨i1 − j1, . . . , i6 − j6⟩. We checked that for the quadratic system (20) the ideal H13 is
different from L6, but both ideals define the same variety, yielding
V(H) = V(L). (33)
The relation (33) is also true for the cubic system (21) provided our hypothesis is correct and the
conditions of Theorem5 are not only the necessary but also sufficient for the d-isochronicity of system
(21).
In this connection there arises the question whether (33) is true for any polynomial system (29).
The positive answer to this question will allow us to drastically simplify the calculations involved
in the study of the problem since it is much easer to compute the ideal L than the ideal H .
For example, for the system (21) computing H17 took about a week, whereas computing the first
eight pairs of polynomials of L with a simple modification of the code of Fig. 6.1 and 6.2 of the
Appendix of Romanovski and Shafer (2009) took just about a minute (the reason is that computing a
normal form we need to substitute series into series and solve linear systems, whereas computing a
linearizability ideal L with the algorithm of Romanovski and Shafer (2009) we do only summations
and multiplications of rational numbers).
We believe that onemore interesting problem is to study the convergence of d-isochronous points
and their dynamics in the spirit of Rousseau (2004), since such study can provide a deeper insight into
the structure of normal forms, which can be useful for studying local bifurcations of analytic systems.
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