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Magnetohydrodynamics ﬂows
In this paper we consider the magnetohydrodynamics ﬂows giving rise to a variety of
mathematical problems in many areas. We study the incompressible limit problems for
magnetohydrodynamics ﬂows under strong stratiﬁcation.
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Magnetohydrodynamics ﬂows arise in science and a variety of engineering in many practical applications such as geo-
physics, astrophysics, and some engineering problems appearing in plasma conﬁnement, liquid-metal cooling of nuclear
reactors, and electromagnetic casting. We here consider the viscous compressible magnetohydrodynamic ﬂows.
∂t + divx(u) = 0, (1.1)
∂t(u) + divx(u⊗ u) + 1
Ma2
∇xp = divx S+ 1
Al2
(∇ ×H) ×H+ 1
Fr2
∇x F , (1.2)







= σ , (1.3)
∂tH− ∇ × (u×H) + ∇ × (ν∇ ×H) = 0, divH= 0, (1.4)
where u is the vector ﬁeld,  is the density, ϑ is the temperature, and H is the magnetic ﬁeld, Ma is Mach number, Fr is
Froude number, Al is Alfven number.
Let us denote the physical domain Ω ⊂ R3 being an inﬁnite slab bounded above and below by two parallel plates and
the exact form can be written as follows.




is a two-dimensional ﬂat torus. The physical boundary is assumed to be impermeable and mechanically “smooth” so that
the ﬂuid velocity satisﬁes the complete slip boundary conditions
(Sn) × n|∂Ω = 0, u · n|∂Ω = 0, (1.5)
where n stands for the outer normal vector.
The bottom part of the boundary is given in the form
q · n|{x3=0} = 0, q · n= β(ϑ)(ϑ − ϑ¯)|{x3=1}. (1.6)
We also propose the boundary condition on H.
H · n|∂Ω = 0. (1.7)
















β(ϑ)(ϑ − ϑ¯)dSx. (1.8)










where λ is a permeability constant of free space and the electronic current J will be mentioned later. We may assume
λ = 1 for the simple presentation. Indeed, J = ∇ × H from Ampère’s law (1.12). The interaction described by the theory of
magnetohydrodynamics “collective effects” governed by the Faraday’s law,
∂tH+ ∇ × E= 0, divxH= 0, (1.10)
and the magnetic vector H is connected to the electric ﬁeld E and the ﬂuid vector u, which is related to Ohm’s law
J= σ(E+ u×H). (1.11)
We yield Ampère’s law from the Ampère–Maxwell equation
J= ∇ ×H. (1.12)
Consequently, we are able to write (1.10) in the following form
∂tH+ ∇ × (H× u) + ∇ × (ν∇ ×H) = 0 (1.13)
where ν = (σ )−1.
Motivated by several recent studies devoted to the scale analysis as well as numerical experiments related to the pro-
posed model, our analysis is based on the following physically grounded assumptions:









where μ > 0 is respectively the shear coeﬃcient.
• The heat ﬂux q is given by Fourier’s law
q= −κ∇xϑ, (1.15)
with the heat conductivity coeﬃcient κ > 0.














We ﬁrst notice that the global-in-time existence of solutions for the system (1.1)–(1.8), supplemented with physically rel-
evant constitutive relations, has been studied by several authors such as Ducomet and Feireisl [2], Hu and Wang [7]. Low
Mach number problems have been investigated by many authors, starting with the work by Klainerman, Majda [9] for the
Euler equations and Lions, Masmoudi [11] for the isentropic Navier–Stokes equations. Similar results in the spirit of the
analysis presented by Lions, Masmoudi [11], are the recent progress by Novotny, Feiriesl [4,5] for the full Navier–Stokes–
Fourier system, and by Hu and Wang [8], Kwon and Trivisa [10] for magnetohydrodynamic ﬂows where results on aspects
of convergence of system (1.1)–(1.4) were discussed. We can also see another version in Antonin Novotny, Michael Ruzicka,
and Gudrun Thater [13] for this paper.
A typical example of these models arises in astrophysics and it concerns dynamic ﬂows in stellar radiative zones repre-
senting a major challenge of the current theory of stellar interiors. Under these circumstances, the ﬂuid is a plasma with
the strong radiative transport thanks to hot and energetic radiation ﬁelds prevailing in it. Furthermore, such plasma is char-
acterized by strong stratiﬁcation effects and the feature that the convective motions are much slower than the speed sound.
We can see [4–6] for the related works. Our goal of this paper is to extend the results for the full Navier–Stokes–Fourier
system under the strong stratiﬁcation given in Chapter 6 in [5].
Finally, we notice that all assumptions and the techniques used in this paper are taken from [5] without modiﬁcation.
2. Thermodynamics
The physical properties of the magnetohydrodynamics ﬂows are reﬂected through various constitutive relations which
are expressed as typically non-linear functions relating the pressure p = p(,ϑ), the internal energy e = e(,ϑ), the speciﬁc
entropy s = s(,ϑ) to the macroscopic variables , u, and ϑ .
2.1. Constitutive relations
According with the fundamental principles of thermodynamics, the speciﬁc internal energy e is related to the pressure p,
and the speciﬁc entropy s through Gibbs’ relation






where D denotes the differential with respect to the state variables , ϑ .
A speciﬁc total energy E is given by
E = 1
2
|u|2 + e + 1
2
|H|2 (2.2)
where 12 |u|2 is the kinetic energy, e is the internal energy, and 12 |H|2 is the magnetic energy. We consider the following
equations of state.
1. The pressure p = p(,ϑ) is here expressed as
p = pM + pR , pR = a
3
ϑ4, a > 0, (2.3)
where pR denotes the radiation pressure and pF takes the form








where P ∈ C1[0,∞) satisﬁes
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0< cv 
5
3 P (z) − P ′(z)z
z






= p∞ > 0. (2.6)
Condition (2.6) reﬂects the fact that the speciﬁc heat at constant volume is strictly positive and uniformly bounded. The
reader may consult [3] for more details and further discussion.
2. Similarly, we set
e = eM + eR , with eR = a

ϑ4, (2.7)




characteristic for mixtures of mono-atomic gases.
3. In accordance with (2.1), (2.7) we set
s = sM + sR , with sR = 4a
3









S ′(z) = −3
2
5




The well accepted physical stipulation asserts that viscosity of a gas is independent of the density (see Becker [1]). Here
we suppose the viscosity coeﬃcient μ is continuously differentiable functions of the temperature satisfying
μ(1+ ϑ)μ(ϑ,H) μ¯(1+ ϑ), (2.11)
ν
(




1+ ϑ3) κ(,ϑ,H) ν¯(1+ ϑ3). (2.13)
2.3. Scaling
We consider the re-scaled magnetohydrodynamic ﬂows motivated in Chapter 6 of Feireisl, Novotny [5]. We now denote
the dimensionless parameters Ma, Fr, Al, Pe by the Mach, Froude, Alfven, Peclet numbers, respectively and take
Ma = Fr= Al = , Pe = 2. (2.14)
With this scaling, the system (1.1)–(1.14) reads⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂t + divx(u) = 0,
∂t(u) + divx(u⊗ u) + 1
2
∇xp(,ϑ) = divx S + 1
2
(
(∇ ×H) ×H)+ 1
2
∇x F ,


























∂tH− ∇ × (u×H) + ∇ × (ν∇ ×H) = 0, divH= 0,
(2.15)
where the scaled state equations of state are as follows

























































+ ν|∇ ×H |2
)
, (2.17)
where S := S(ϑ, Du ,H) and q := q(,ϑ,∇xϑ,H).
Gibbs’ relation is given by







Static states are solutions of system (2.15) with vanishing velocity ﬁeld. In the present setting, the temperature corre-
sponding to any static state is constant, speciﬁcally, ϑ = ϑ¯ . Accordingly, the density  must satisfy
∇p(, ϑ¯) = ∇ F in Ω,   0, (2.19)





For future analysis, it seems more convenient to approximate the pressure by its linearization, namely
p(,ϑ) ≈ p0ϑ,
and to solve the corresponding linear problem
p0ϑ¯∇˜ = ˜∇ F in Ω,
∫
Ω
˜ dx = M0. (2.20)
We can easily get the non-negative unique solution of (2.20) in the form







Deﬁnition 3.1. We say that a quantity {,u,ϑ,H} is an admissible variational (weak) solution of the full magnetohydro-
dynamic ﬂows (MHD) (2.15) supplemented with the initial data {0, ,u0, , ϑ0, ,H0,} where divxH0, = 0 in Ω , H0, ·n= 0
on ∂Ω provided that the following hold.
• The density  is a non-negative function,  ∈ L∞(0, T ; L 53 (Ω)), the velocity ﬁeld u ∈ L2(0, T ; V ) where V = {u ∈
W 1,2(Ω)|u · n|∂Ω = 0}, and u represent a renormalized solution of Eq. (1.1) on a time-space cylinder (0, T ) × Ω , that











0, B(0,)ϕ(0, ·) (3.1)
holds for any test function ϕ ∈ D([0, T ) × Ω) and any b such that












u · ∂t ϕ + u ⊗ u : ∇x ϕ + 1
2










S : ∇x ϕ − 1
2
∇x F · ϕ dxdt −
∫
Ω
0,u0, · ϕ(0, ·)dx (3.2)
for any test function ϕ ∈ D([0, T );D(Ω;R3)) satisfying ϕ · n|∂Ω = 0.





 |u |2 + e(,ϑ) + 1
2

















0, |u0, |2 + 0,e(0, , ϑ0,) + 1
2
|H0, |2 − 0, F
)
(t)dx (3.3)
where for all ϕ ∈ D([0, T ) × Ω) and a.e. t ∈ (0, T ).
























0, s(0, , ϑ0,)ϕ(0, ·)dx (3.4)









+ ν |∇ ×H |2
)
. (3.5)















H · ∇φ dxdt = 0 (3.6)
for all −→ϕ ∈ [D([0, T ) × Ω)]3, and φ ∈ D([0, T ) × Ω).
We now introduce the weak solutions of the target system (2.15) supplemented by the Maxwell equation.
Deﬁnition 3.2. A trio {U, ˜,H} is said to be a variational solution of the target system of MHD supplemented with the
boundary conditions
U · n|∂Ω = 0, H · n|∂Ω = 0,
[
μ1ϑ¯
(∇U+ ∇TU)n]× n|∂Ω = 0, (3.7)
and the initial conditions
U(0, ·) = U0, H(0, ·) = H0, (3.8)
if the following conditions hold











˜∇ F · ϕ dxdt = 0, (3.9)
for any ϕ ∈ D((0, T ) × Ω;R3).





˜U · ∇xϕ dxdt = 0, (3.10)
for any ϕ ∈ D([0, T ) × Ω).
































· ϕ dxdt −
∫
Ω
¯U · ϕ(0, ·)dx (3.11)
holds for any test function
ϕ ∈ D((0, T ) × Ω;R3), divx ϕ = 0 in Ω, ϕ · n|∂Ω = 0.










dϑ¯3Φ · ∇ϕ dxdt, Φ · n|∂Ω = 0, (3.12)
for any ϕ ∈ D((0, T ) × Ω).















H · ∇ϕ dxdt = 0 (3.13)
for all −→ϕ ∈ [D([0, T ) × Ω)]3, and φ ∈ D([0, T ) × Ω).
Notice that this problem can be viewed as a simple model of the ﬂuid motion in the stellar radiative zones.
4. Main results
In this section we will write the main result as follows.
Theorem4.1. Let us assumeMa= Fr = Al =  and α ∈ (2,3). Assume that {,u,ϑ,H} is a family of variational solutions toMHD
system in the sense of Deﬁnition 3.1 and the boundary conditions deﬁned in (1.5), (1.6), and (1.7). Let us assume that the pressure p,
the speciﬁc internal energy e, and the speciﬁc entropy s are functions of the state variables  , ϑ satisfying Gibbs’ equation (2.1)
supplemented with the structural hypotheses (2.3)–(2.10). In addition, suppose that the transport coeﬃcients μ, and κ satisfy (2.11)
and (2.13). Assume the initial condition as follows
(0, ·) = 0, = ˜ + (1) , u(0, ·) = u0, , ϑ(0, ·) = ϑ¯ + ϑ(1) (4.1)0, 0,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H(0, ·) = H0, = H(1)0, (4.2)





















>0 are bounded in L
∞(Ω),
u0, → U0 weakly-(∗) in L∞(Ω),
1

H,0 → H0 weakly-(∗) in L∞(Ω).
(4.3)
Then, up to subsequence,⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
 → ¯ in C
([0, T ]; L1(Ω))∩ L∞(0, T ; L 53 (Ω)),
ϑ → ϑ¯ in L2
(
0, T ;W 1,2(Ω)),
u → U weakly in L2
(
0, T ;W 1,2(Ω;R3)),
1

H → H strongly in L2
(








→ Φ weakly in L1(0, T ; L1(Ω;R3)), (4.5)
where the velocity {˜,U,Φ,H} solves a weak solution of system in the sense of Deﬁnition 3.2 with the initial data
˜U(0) = P[˜U0], H(0, ·) = H0 (4.6)
where Helmholtz’s projection P= I−Q, Q= ∇−1 div.
This result is to extend the singular limit problems mentioned in Section 6 in [5].
5. Proof of Theorem 4.1
5.1. Energy inequality and uniform bounds





˜ dx = M0. (5.1)


































|H0, |2 + Hϑ¯ (0, , ϑ0,) − 0, F
)]
dx (5.2)
for a.e. t ∈ (0, T ) where the Helmholtz function Hϑ¯ is deﬁned by
H
ϑ¯
(,ϑ) = e(,ϑ) − ϑ¯s(,ϑ). (5.3)






































∇x = ∇x F . (5.5)1





− F (x) = const, (5.6)
where we have used the following static problem
∇xp(˜, ϑ¯) − ˜∇x F = 0. (5.7)
Indeed, the existence of the above static problem can be obtained by taking  = ˜ , ϑ = ϑ¯ , u = 0, H = 0, and ϕ = 1 on
the (3.6), in the deﬁnition of variational solution 3.1.
















































































for a.e. t ∈ (0, T ).
In virtue of (2.16) and (2.19), it is easy to see that





















r if r > 0,
P ′′(0) if r = 0,
which shows that there exist , ¯ such that
0<  < inf
x∈Ω ˜(x) supx∈Ω
˜(x) < ¯ < ∞,
uniformly for  → 0. In accordance with (2.21) and (5.9), it follows the lemma and the proof is provided in Novotny,
Ruzicaka, and Thater [12].
Lemma 5.1. Let ϑ¯ be the solution of the equation given in (2.20) and ϑ¯ satisfy the static equation (5.7) with infx∈Ω ˜(x) > 0. Then,
‖˜ − ˜‖C(Ω)  Cα, ˜ = ˜ = ∞ in Ω − supp[F ], (5.10)
where the constant C is independent of  .
We now use Gibbs’ equation (2.1) to show that the right-hand side of (5.8) is bounded uniformly for  → 0. Indeed,





= (ϑ − ϑ¯) ∂s(,ϑ)
∂ϑ
(5.11)





(0, , ϑ0,) − Hϑ¯ (0, , ϑ¯)
∣∣ C1∣∣∣∣ϑ0, − ϑ¯ ∣∣∣∣2 = C1∣∣ϑ(1)0, ∣∣2  C2.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1
2




∣∣∣∣2  C2(∣∣∣∣0, − ˜
∣∣∣∣2 + ∣∣∣∣ ˜ − ˜
∣∣∣∣2) (5.12)
and thus (5.12) is uniformly bounded thanks to the assumption (4.1) and the uniform bound of  (5.10). The hypothesis
of thermodynamic stability (2.6) together with (5.4) and (5.11) shows that all quantities of the right-hand side of (5.8) are















∥∥√ϑ∇(ϑ − ϑ¯)∥∥L2((0,T )×Ω)  2C,∥∥∥∥ 1√ϑ ∇(ϑ − ϑ¯)
∥∥∥∥
L2((0,T )×Ω)
 2C,∥∥∇x(log(ϑ) − log(ϑ¯))∥∥L2((0,T )×Ω)  1−α/3C .
(5.14)
We now introduce the set of essential values Oess ⊂ (0,∞)2,
Oess :=
{
(,ϑ) ∈ R2 ∣∣ ¯/2<  < 2¯, ϑ¯ <  < 2ϑ¯} (5.15)
and the residual set
Ores := (0,∞)2 ∩ Ocess. (5.16)
We next deﬁne the essential set and residual set of points we get (t, x) × Ω as follows.
Mess ⊂ (0, T ) × Ω,
Mess =
{
(t, x) ∈ (0, T ) × Ω ∣∣ ((t, x),ϑ(t, x)) ∈ Oess},
Mres =
(
(0, T ) × Ω)∩ (Mess)c. (5.17)
Finally, each measurable function g can be decomposed as
g = [g]ess + [g]res (5.18)
and we set
[g]ess = g1Mess , [g]res = g1Mres = g − [g]ess. (5.19)
Following (5.11), it is easily seen that
H
ϑ¯
(,ϑ) − Hϑ¯ (, ϑ¯) C |ϑ − ϑ¯ |2 (5.20)








 C . (5.21)
In accordance with (2.6) and (5.4),
















where we have used the boundedness of the third part of (5.8) together with (5.10).
We now introduce the structural properties of the Helmholtz function Hϑ¯ which will be used later.
Lemma 5.2. Let Hϑ¯ (,ϑ) be the Helmholtz function deﬁned in (5.3). Then for any ﬁxed ¯ > 0, ϑ¯ > 0, there exists C > 0 such that
•
Hϑ¯ (,ϑ) − ( − ¯)
∂Hϑ¯ (¯, ϑ¯)
∂
− Hϑ¯ (¯, ϑ¯)
 inf(r,Θ)∈∂Oess
{
Hϑ¯ (r,Θ) − (r − ¯)
∂Hϑ¯ (¯, ϑ¯)
∂
− Hϑ¯ (¯, ϑ¯)
}
= C(¯, ϑ¯) > 0 (5.24)






e(,ϑ) + ϑ¯∣∣s(,ϑ)∣∣)− ∣∣∣∣( − ¯) ∂H2ϑ¯ (¯,2ϑ¯)∂ + H2ϑ¯ (¯,2ϑ¯)
∣∣∣∣ (5.25)
for all positive ,ϑ .






∥∥[ s(,ϑ)]res∥∥L1(Ω)  C2, (5.26)
and in accordance with (2.6), (2.16) it follows that⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
ess sup
t∈(0,T )






∥∥[] 53res∥∥L1(Ω)  C2−2α/3.
(5.27)









∣∣[ log()]res∣∣dx C2. (5.29)
Let us now investigate the estimates of the Maxwell equation (3.6). Following the Maxwell equation (3.6) and (5.13), we
obtain
{H}>0 bounded in L2
(
0, T ;W 1,2(Ω;R3)), (5.30)
and thus we derive
{∂tH}>0 bounded in Lp
(
0, T ;W−1,2(Ω;R3)), (5.31)




→ H strongly in L2(0, T ; L2(Ω;R3)). (5.32)
Thus we get the boundary condition H= 0 on ∂Ω .
Applying the following Korn–Poincare inequality in Proposition 5.1 together with estimates (5.13) and (5.14), we get
{u}>0 bounded in L2
(
0, T ;W 1,2(Ω;R3)). (5.33)







rα dx C for a certain α > 1.
Then
‖v‖W 1,p(Ω;R3)  C(p,C1,C2)








for any v ∈ W 1,p(Ω;R3),1< p < ∞.











‖ logϑ − log ϑ¯‖L2(0,T ;W 1,2(Ω))  1−α/3C .
(5.34)
Proposition 5.2. Let Ω ⊂ R3 be a bounded Lipschitz domain. Let V ⊂ Ω be a measurable set such that
0< |V | V0.
Then there exists C = C(V0) > 0 such that







for any v ∈ W 1,2(Ω).
Observe that there exist C1, C2 such that
C1
∣∣[ϑ − ϑ¯]ess∣∣ ∣∣[ϑ p − ϑ¯ p]ess∣∣ C2∣∣[ϑ − ϑ¯]ess∣∣, p > 1. (5.35)











 C . (5.37)
Finally, in virtue of the ﬁrst and second estimates in (5.14) with the Holder inequality, it is easily seen that∥∥∥∥∇(ϑ − ϑ¯
)∥∥∥∥
L2((0,T )×Ω)
 C . (5.38)
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The next challenge is to establish uniform bounds on the pressure as well as of the internal energy in terms of a reﬂexive
space Lq , with q > 1. We here use the Bogovskii operator. Let us take a test function and adapt this test function in the
moment equation (1.2).







, ψ ∈ D(0, T ). (5.39)















































dxdt + J (5.40)









































































We notice that all estimates in (5.41) are uniformly bounded due to the uniform estimates in the previous section if we
take a special b verifying∣∣b()∣∣+ ∣∣b′()∣∣ Cγ (5.42)






and so we get∥∥b()∥∥qq  ∥∥[ ]γ qres∥∥ 1  ∥∥[ log]γ qres∥∥ 1  C2 (5.44)L (Ω) L (Ω) L (Ω)
234 G. Lee et al. / J. Math. Anal. Appl. 387 (2012) 221–240for γ < 1/q and the ﬁrst integral of the right-hand side of (5.40) is uniformly bounded. We now need to control the ﬁrst
and second integral of the right-hand side of (5.40). To do this, let us rewrite the ﬁrst term into the following form with


























































where the last integral is uniformly bounded due to (5.43). Following estimates (5.23), (5.28), (5.44) together with the
Lp-estimates for B, one gets the uniform boundedness of the ﬁrst and second terms of the right-hand side of (5.45).
On the other hand, the estimates in (5.13), (5.44) together with the Lp-estimates for B, yield that the third term of the







 dxdt  C2 (5.46)
for a certain ν ∈ (0,1).
5.3. Anelastic constraint
In this section we will derive anelastic approximation characterizing the strong stratiﬁcation of the ﬂuid. We ﬁrst use
the uniform estimates discussed in the previous sections to obtain the limit of {,u,ϑ}>0 from the given equation of
continuity in (2.15). In accordance with (5.23), (5.27), (5.28), one gets
 → ˜ in L∞
(
0, T ; L 53 (Ω))∩ C([0, T ]; Lp(Ω)) (5.47)
for any 1 p  53 . Furthermore, we obtain from the uniform estimate (5.33) that
u → U weakly in L2
(
0, T ;W 1,2(Ω;R3)), (5.48)
and so we get
U · n|∂Ω = 0 in the sense of traces. (5.49)
In virtue of the uniform estimate (5.34), we also obtain
ϑ → ϑ¯ in L2
(
0, T ;W 1,2(Ω)). (5.50)
Consequently, taking the limit  → 0 to the equation of continuity in (2.15) together with using the given convergence
(5.47), (5.48) yields that
divx(˜U) = 0 a.e. in (0, T ) × Ω. (5.51)
5.4. Convergence of the moment equation
To begin with, using the estimate (5.34), we obtain
ϑ → ϑ¯ in L2
(
0, T ;W 1,2(Ω)). (5.52)
In order to handle the limit of the moment equation in (2.15), we will borrow two lemmas from Feiriesl, Novotny [5].








→ 0 in L1((0, T ) × Ω).
The following lemma is needed to determine the limit of the driving force and it is a little bit modiﬁed version.




 → ϑ(2) weakly in Lp
(
0, T ;W 1,p(Ω)) (5.53)
for a certain p > 1 where ϑ(2) is deﬁned by
ϑ
(2)



























with ξ → 0 in L1((0, T ) × Ω).
We now apply the above Lemmas 5.3, 5.4 together with the uniform estimates (5.48), (5.52) to take the limit to the
























→ H weakly in L2(0, T ;W 1,2(Ω;R3)). (5.56)
In virtue of the estimates (5.56) and (5.32), one gets
1
2







→ (∇ ×H) ×H strongly in Lp((0, T ) × Ω;R3) (5.57)
for a certain p > 1.
5.5. Convergence of the convective term
In this section we will identify the limit of the convective term
U⊗U.
In general we do not expect
U⊗U= ˜U⊗U (5.58)

























(0, T ) × Ω;R3), divx ϕ = 0, ϕ · n|∂Ω = 0.
Before we prove (5.59), we will introduce the Helmholtz decomposition and the following material may be found in most
of the text book of ﬂuid mechanics.
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v= P˜[v] +Q˜[v],
where
Q˜[v] = ˜∇xΨ, (5.60)
and Ψ is uniquely determined as the following Neumann problem:
divx(˜∇xΨ ) = divx v in Ω, ˜∇xΨ · n|∂Ω = 0,
∫
Ω
Ψ dx = 0. (5.61)
We now write
u ⊗ u = P˜[u ] ⊗ u +Q˜[u] ⊗ P˜[u ] +Q˜[u ] ⊗Q˜[u]. (5.62)
Let us ﬁrst show
P˜[u] → P˜[˜U] = ˜U in L1
(
(0, T ) × Ω;R3). (5.63)
To do this, we adapt the following test function to the moment equation (3.2)
ϕ(t, x) = ϕ(t)
˜
P˜[˜Ψ ], Ψ ∈ C∞c
(
Ω;R3), Ψ · n|∂Ω = 0, ψ ∈ C∞c (0, T ). (5.64)
Taking into account two Lemma 5.3 and Lemma 5.4 together with the uniform estimates obtained in the previous sections,
it follows that
t ∈ [0, T ] →
∫
Ω
P˜[u] · Ψ dx
are precompact in C[0, T ] and so the unform estimates (5.13), (5.47) with using the Sobolev’s embedding L 54 (Ω) ↪→
[W 1,2(Ω)]∗ imply that
P˜[u] → P˜[˜U] = ˜U in Cweak



























where we have used (5.65). In virtue of (5.47) and (5.66), one gets
P˜[u] → ˜U in L2
(
(0, T ) × Ω;R3). (5.67)
Since the Helmholtz projections
v→ P˜[v], and v→ Q˜[v]
map continuously the spaces Lp(Ω;R3) and W 1,p(Ω;R3) into itself for any 1< p, it is easily seen that




0, T ; L 54 (Ω;R3)). (5.68)


















(0, T ) × Ω;R3), divx ϕ = 0, ϕ · n|∂Ω = 0.
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˜



















































+ H : ∇ ϕ
˜

























H = S − u ⊗ u .

























In accordance with the uniform estimates (5.23), (5.27), (5.28), (5.29), (5.34), and Lemma 5.3 in the previous sections, we
obtain
‖Π‖L1(0,T ;L1(Ω))  C . (5.73)
In addition, using the uniform estimates (5.13), (5.27), and (5.33) yield
‖H‖Lp(0,T ;Lp(Ω))  C (5.74)












r(0, ·)ϕ(0, ·)dx (5.75)



































for any ϕ ∈ C∞c ([0, T ) × Ω;R3), ϕ · n|∂Ω = 0 where {K1}>0 is uniformly bounded in L1((0, T ) × Ω;R3×3) and {K1}>0 is
uniformly bounded in L1((0, T )×Ω;R3). Indeed, we have used the estimates in (5.13) for the bound of the magnetic ﬁelds.
We now use the method of spectral analysis of the wave operator. Let us consider the eigenvalue problem:





= λw, p0ϑ¯ divxw= λq, in Ω, (5.77)
with the boundary condition
w · n|∂Ω = 0. (5.78)




















· n|∂Ω = 0, λ2 = −Λp0ϑ¯ . (5.80)
Consequently, we now apply the same argument of spectral analysis of the wave operator in Sections 6.6.2–6.6.3 in Feireisl,
Novotny [5] and so we prove (5.59).
5.6. Convergence of entropy balance
In this section we will use the uniform estimates established in the previous section in order to check the convergence









dSx dt → 0 (5.81)
as  tends to 0. In accordance with the uniform estimate (5.34), we get
2α/3κ0∇x log(ϑ) + κ1∇xϑ → 0



























dϑ2 ∇xϑ(2) · ∇xϕ dxdt. (5.82)































dϑ¯2∇xϑ(2) · ∇xϕ dxdt (5.83)
where we have used the uniform estimates (5.50), (5.53) for the second limit and (5.27) for the third limit. Finally, we need
to investigate the limit of  s(,ϑ) and thus ﬁrst decompose  s(,ϑ) as follows












aϑ3 :=  sM, (,ϑ) +  sR, (,ϑ).
Following (5.26), it is easily seen that[
 s(,ϑ)
]
res → 0 in L1
(
(0, T ) × Ω). (5.84)
Furthermore, in virtue of (5.27) and (5.48), it follows that
 sR, (,ϑ) → 0 in L∞
(
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 sR, (,ϑ)u → 0 in L∞
(















∣∣∣∣∣ C(| log | + | logϑ |) (5.87)
and thus the above inequality (5.87) together with the uniform estimates (5.13), (5.27), (5.29), and (5.34) yields that[
 s(,ϑ)
]
resu → 0 in Lp
(
(0, T ) × Ω) (5.88)
for a certain p > 1. It remains to handle the limit of [ sM, (,ϑ)]ess. To do this we write
S(Z) = − log Z + S˜(Z),
where
S˜ ′(Z) = −3
2
5
3 (P (Z) − p0Z) − (P ′(Z) − p0)Z
Z2
.











(0, T ) × Ω) (5.89)
for a certain 1 p < ∞.











(˜ log ˜)U · ∇ϕ dxdt (5.90)
where Φ = ∇xϑ(2) for any ϕ ∈ C∞c ((0, T ) × Ω).
5.7. Convergence of the Maxwell equation




× u → H×U weakly in Lp
(
0, T ; Lp(Ω;R3)), (5.91)
for a certain p > 1 and
ν(,ϑ,H)∇ × H

→ ν¯∇ ×H weakly in Lp(0, T ; Lp(Ω;R3)), (5.92)
for a certain p > 1 with ν¯ = ν(˜, ϑ¯,0) thanks to (2.12), (5.32), (5.34), and (5.47). Dividing the Maxwell equation (3.6) by 
and passing to the limit for  → 0 we get Eq. (3.13).
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