A result by Brauer shows how to modify one single eigenvalue of a matrix via a rank-one perturbation, without changing any of the remaining eigenvalues. This, together with the properties of real matrices with constant row sums, was exploited by the authors in a previous work in connection with the nonnegative inverse eigenvalue problem, obtaining conditions which are sufficient for the existence of an entrywise nonnegative matrix with prescribed spectrum. In this work we make use of Brauer's Theorem again, to show that most of the previous results giving sufficient conditions for the real nonnegative inverse eigenvalue problem can be derived by using Brauer's Theorem. Moreover, the technique is constructive, and there is an algorithmic procedure to construct a matrix realizing the spectrum. In particular, we show that if either Kellogg's realizability criterion or Borobia's realizability criterion is satisfied, then Soto's realizability criterion is also satisfied. None of the converses are true. Thus, the condition given by Soto appears to be the most general sufficient condition so far for the real nonnegative inverse eigenvalue problem.
Introduction
In this paper we discuss the nonnegative inverse eigenvalue problem (hereafter NIEP), which is the problem of characterizing all possible spectra of entrywise nonnegative matrices (Refs. ). This problem remains unsolved. In the general case, when the possible spectrum σ is a set of complex numbers, the problem has only been solved for n = 3 by Loewy and London [16] . The cases n = 4 and n = 5 have been solved for matrices of trace zero by Reams [22] and Laffey and Meehan [14] , respectively. When σ is a set of real numbers, a number of sufficient conditions for the existence of a nonnegative matrix with spectrum σ have been obtained, in chronological order, by [27, 12, 24, 26, 2, 25] and references therein.
A set σ of complex numbers is said to be realizable if σ is the spectrum of an entrywise nonnegative matrix. It is clear that if σ can be partitioned as σ = σ 1 ∪ · · · ∪ σ s in such a way that each σ i is realizable by a nonnegative matrix A i , i = 1, 2, . . . , s, then σ is realizable by the nonnegative block diagonal matrix A = A i . In [25, 4] the authors give conditions under which σ is realizable even if some of the σ i are not realizable, provided there are other subsets σ j which are realizable and, in a certain way, compensate the nonrealizability of the former ones. This is done by employing an extremely useful result, due to Brauer [5] (Theorem 1 below), which shows how to modify one single eigenvalue of a matrix via a rankone perturbation, without changing any of the remaining eigenvalues. This, together with the properties of real matrices with constant row sums, is the basic ingredient of the technique used in [25, 4] . This approach goes back to Perfect who first used it in [19] , but it was somehow abandoned for many years until Soto rediscovered it in [25] , obtaining conditions which are sufficient for the realizability of partitioned real spectra, with the partition allowing some of its pieces to be nonrealizable. One remarkable feature of the results in [25] is that, unlike most of the previous conditions which are sufficient for realizability of spectra, the proofs are constructive in the sense that one can explicitly construct nonnegative matrices realizing the prescribed real spectrum. This is a fundamental difference of the results in [25] with previous related results in the literature, and suggests that Brauer's Theorem can be a very powerful tool when dealing with the real NIEP.
In [4] the authors systematize and extend the results in [25] , in particular allowing the sets to be complex. The technique is still constructive, allowing to obtain realizing matrices for the spectra. The leading idea in this work is that one can associate to any nonrealizable set a certain negativity N( ), and to any realizable set a certain positivity M( ). Then, under appropriate conditions, if M( ) N( ), the negativity is compensated by the positivity and one can conclude that ∪ is the spectrum of a nonnegative matrix. For this the authors define the so-called Brauer negativity and Brauer realizability margin. The Brauer negativity of a self-conjugate set = {λ 1 ; λ 2 , . . . , λ n } ∈ C with λ 1 ∈ R and λ 1 |λ i |, i = 2, 3, . . . , n, measures how far the set is from being realizable, namely, how much λ 1 must be increased to obtain a realizable set. In particular, is realizable if and only if its Brauer negativity is zero. On the other hand, the Brauer realizability margin of a realizable set measures how much its Perron root can be diminished while remaining the Perron root of the resulting set.
Our aim in this paper is to insist on the relevance of Brauer's Theorem for the NIEP, not only because of constructability. We show that most of the previous results giving sufficient conditions for real prescribed spectra can be obtained by applying Brauer's Theorem. More specifically, we prove that in the real case, if either Kellogg's realizability criterion [12] (Theorem 7 below) or Borobia's realizability criterion [2] (Theorem 8 below) is satisfied, then Soto's realizability criterion [25] (Theorem 9 below) is satisfied; none of the converses are true. Thus, the realizability criterion in [25] seems to be the most general sufficient condition so far for the real NIEP.
The paper is organized as follows: In Section 2, we introduce the basic concepts and notation, which closely follow those in [4] . Section 3 contains alternative proofs of some known results via Brauer's Theorem. We do this for the sake of completeness and to illustrate both the power of Brauer's Theorem and the process of construction of realizing matrices in relatively simple cases. In Section 4 we prove that both, Kellogg's and Borobia's realizability criteria (Theorems 7 and 8) are contained in Soto's realizability criterion (Theorem 9). Finally, some examples are presented in order to illustrate the results.
Preliminaries and notation
A set σ = {λ 1 , λ 2 , . . . , λ n } of complex numbers is said to be realizable if there exists an entrywise nonnegative matrix of order n with spectrum σ . Following the notation in [4] , the set
must include all possible spectra of nonnegative matrices. We denote AR = { ∈ A : is realizable}.
A real matrix A = (a ij ) n i=1 is said to have constant row sums if all its rows sum up to a same constant, say α, i.e. The set of all real matrices with constant row sums equal to α is denoted by CS α . Definition 1 [4] . Given a set = {λ 1 ; λ 2 , . . . , λ n } ∈ AR, we define the Brauer realizability margin of as
Definition 2 [4] . Given a set = {λ 1 ; λ 2 , . . . , λ n } ∈ A, we define the Brauer negativity of as
In this way, in terms of its Brauer negativity, a set ∈ A is realizable if and only if N( ) = 0.
The concepts introduced in Definitions 1 and 2 (see [4] ) measure how far is the set ∈ A from changing its realizability properties under a transformation which shifts its dominant real element, leaving the remaining elements untouched.
In [4] the negativity index of the j th column
and the negativity index of A as
With this definition, a real matrix A is nonnegative if and only if N(A) = 0. In [4] , it was shown that if = {λ 1 ; λ 2 , . . . , λ n } ∈ A, then N( ) = min{N(A) : A ∈ CS λ 1 and A has spectrum }.
The following result is very important to exploit the advantages of Brauer's Theorem in the NIEP. It is due to Johnson [10] and shows that the problem of finding a nonnegative matrix with spectrum = {λ 1 ; λ 2 , . . . , λ n } is equivalent to the problem of finding a nonnegative matrix with constant row sums λ 1 and spectrum .
Lemma 1 (Johnson [10] ). Any realizable set is realized in particular by a nonnegative matrix with constant row sums equal to its Perron root.
It is clear that any matrix in CS α has eigenvector e = (1, . . . , 1) T corresponding to the eigenvalue α. We denote by e i = (0, . . . , 1, . . . , 0) T , with the 1 in the ith position, the ith column of the identity matrix of the appropriate dimension.
We finish this section with the following definition: A set K of conditions is said to be a realizability criterion if any set of real numbers = {λ 1 , λ 2 , . . . , λ n } satisfying the conditions K is realizable. For instance, the two conditions (7) and (8) of Theorem 5 below constitute Salzmann's realizability criterion.
The role of Brauer's Theorem
We start this section with the result due to Brauer [5] , mentioned in the introduction, whose relevance in the NIEP motivates our work.
Theorem 1 (Brauer [5] We will see in this section that several realizability criteria for the real NIEP (and even for the complex case, see Theorem 4) can be easily derived by using Brauer's Theorem. A first, immediate consequence of Brauer's Theorem is the following.
is also realized by a nonnegative matrix.
Proof. From Lemma 1 there exists a nonnegative matrix A ∈ CS λ 1 with spectrum . The matrix A ε = A + εee T 1 ∈ CS λ 1 +ε is nonnegative and, by Theorem 1, has spectrum ε .
Corollary 2. If
Proof. Without loss of generality, we may assume from Lemma 1, that A = (a ij ) ∈ CS λ 1 . Then the matrix
which is in CS λ 1 −ε , is positive with spectrum ε .
The following result gives a simple sufficient condition via Brauer's Theorem and shows how to construct a solution matrix.
Theorem 2 (Soto [25] ). Let = {λ 1 , λ 2 , . . . , λ n } be a set of real numbers, such that
where
, 0 for n odd, then is realized by a nonnegative matrix A ∈ CS λ 1 .
The idea underlying Theorem 2 is to group the numbers in the list {0, λ 2 , . . . , λ n } into pairs (0, λ n ), (λ k , λ n−k+1 ), k = 2, 3, . . . , n 2 , in such a way that we may construct the basic 2 × 2 matrices
where B kk = B k , the zeroes are matrices of order 2, and the blocks B k1 , k = 2, 3, . . . , n 2 , are such that B ∈ CS 0 . At this point we apply Brauer's Theorem to obtain the matrix A = B + eq T , which under the conditions of Theorem 2 will be nonnegative with spectrum = {λ 1 , λ 2 , . . . , λ n }. 
Proof. It is clear that
By following the idea of Theorem 2, we construct the matrix
which has spectrum {0, µ 1 , µ 2, . . . , µ s }. Then the matrix
,
The next Theorem of Suleimanova [27] is considered one of the most important results in the real NIEP. Its proof (see [18, Theorem 3 (Suleimanova [27] ). Let = {λ 1 , λ 2 , . . . , λ n } be a set of real numbers satisfying
Then is realized by an n × n nonnegative matrix.
Proof. Consider the matrix
Since B ∈ CS 0 , the matrix
, is nonnegative with spectrum . If λ 1 > − n j =2 λ j , then S > 0 and we obtain a positive matrix with spectrum .
In [4] the authors prove, via Brauer's Theorem, the following complex generalization of Suleimanova's Theorem:
Then is realizable if and only if
The next theorem of Salzmann [24] generalizes the result of Suleimanova. Again, we give a proof via Brauer's Theorem:
and
. . , λ n } is realizable by a nonnegative matrix.
Proof. We only need to prove the assertion for satisfying 
Therefore, suppose conditions (7) and (8) 
The matrix B ∈ CS 0 has eigenvalues 0, λ 2 , . . . , λ n . Let q = (q 1 , q 2 , . . . , q n ) T with
Then, applying Brauer's Theorem, the matrix A = B + eq T is nonnegative with spectrum
The following result shows that if the Salzmann realizability criterion is satisfied, then the realizability criterion given by Theorem 2 is satisfied. 
and (4) follows.
Comparison of some realizability criteria
In this section, we deal with realizability criteria involving partitioned spectra. More precisely, we compare three criteria: one due to Kellogg [12] (Theorem 7 below), one obtained by Borobia [2] (Theorem 8 below), and one proposed by Soto [25] (Theorem 9 below). We will prove in Theorems 10 and 11 that Soto's criterion contains the other two as particular cases. Moreover, we will provide examples showing that the inclusion is strict (see e.g. Example 1 below). Therefore, the realizability criterion in [25] (Theorem 9) seems to be the most general sufficient condition for the real NIEP so far.
We begin by stating the three mentioned realizability criteria: 
and 
satisfies the Kellogg conditions (9) and (10), then σ is the spectrum of some nonnegative matrix of order (N + 1) × (N + 1).
The following result, given in [25] , is an extension of Theorem 2 and gives a criterion for the realizability of sets, which can be partitioned in such a way that the negativity of the nonrealizable pieces can be compensated by the realizability margin of the realizable ones. Moreover, if this realizability criterion is satisfied, then we can always construct a solution matrix, which is nonnegative with constant row sums. [25] ). Let σ = {λ 1 , λ 2 , . . . , λ n } be a set of real numbers such that
Theorem 9 (Soto
λ 1 λ 2 · · · λ p 0 > λ p+1 . . . . λ n
If there exists a partition
and for k p k odd
satisfying
then σ is realizable (by a nonnegative matrix with constant row sums).
Notice that in Theorem 9, either the Brauer realizability margin or the Brauer negativity are represented, for each subset σ k of the partition, by T k in (13) . More precisely, if
Before we prove the results announced at the begining of this section, we present an example showing that there are sets of real numbers, which satisfy neither the Kellogg realizability criterion nor the Borobia realizability criterion, although they do satisfy the realizability criterion in Theorem 9. 
If λ 1 + λ N 0, then M = 1, K = ∅ and conditions (9) and (10) become
and (15) holds. If λ 1 + λ N < 0, then M = 1, K = {1} and the Kellogg conditions (9) and (10) become
and (15) holds. The following example shows that the converse is not true.
Example 2.
We observe that the set σ = {5, 3, −2, −2, −2, −2} satisfies the realizability criterion of Theorem 9, although it does not satisfy Kellogg's realizability criterion. The partition σ = {5, −2, −2} ∪ {3, −2, −2} satisfies the conditions of Theorem 9 and we may construct a nonnegative matrix A ∈ CS 5 with spectrum σ as follows: 
We now prove the two main results in this section. Since the proofs are somewhat involved, especially that of Theorem 10, the reader is advised to make use the Examples 1-4 in this section in order to illustrate the ideas and the constructive procedure followed in the proofs. 
If the Kellogg realizability criterion of Theorem 7 is satisfied, then the Soto realizability criterion of Theorem 9 is satisfied. The converse is not true.
Proof. Suppose that the Kellogg conditions (9) and (10) are satisfied and let
Define the partition
Observe that σ R ∈ AR and that if N < 2M + 1, then σ 0 = {λ 0 }.
(a) First, suppose that S λ k 1 . Then, L = max{S, λ k 1 } = S and from (10) we have
and the realizability criterion of Theorem 9 is satisfied. Now, we may construct a nonnegative matrix A 0 with spectrum σ 0 s j =1 σ k j and the nonnegative matrix A = A 0 ⊕ A R , where A R realizes σ R .
(b) Let S < λ k 1 . Let us write the Kellogg conditions (9) and (10), respectively, as
Now, we apply Theorem 9 in the following way: First, we start by merging the sets σ 0 and σ k s . Then,
If
In both cases (15) holds. Now, we may construct a nonnegative matrix A s ∈ CS L s −T ks with spectrum
Next, we merge the sets σ 0 ∪ σ k s and
Note that L s−1 can take 3 possible values: one is L s−1 = λ k s−1 and the other 2 correspond to the 2 values of L s − T k s in (19) and (20) .
In all the three cases (15) holds. Thus, we may construct a nonnegative matrix
with spectrum
We continue the same procedure in such a way that in the step i + 1 we merge the sets 
In all the i + 2 cases (15) holds. Thus, we may construct a nonnegative matrix
The process ends when we merge the last subset σ k 1 = {λ k 1 , λ N −k 1 +1 } and we reach a nonnegative matrix A 1 ∈ CS L 1 −T k 1 with spectrum
and since λ 0 L 1 − T k 1 , then we may construct a nonnegative matrix A with spec-
On the other hand, the Example 1 shows that the given set σ does not satisfy the Kellogg realizability criterion, although it satisfies the Soto realizability criterion given by Theorem 9. This completes the proof.
Remark 1.
The partition (18) of Theorem 10 is not necessarily the best partition to show that σ satisfies the realizability criterion of Theorem 9. However, it is sufficient to show that if Kellogg's realizability criterion is satisfied, then the realizability criterion of Theorem 9 is also satisfied. In fact, Example 1 shows that although Kellogg's and Borobia's realizability criteria give no information about the realizability of σ , the chosen partition there shows that σ is realizable by Theorem 9. Note that the partition (18) of Theorem 10 does not work for σ in Example 1. Now, we will prove that if the Borobia realizability criterion is satisfied, then the Soto realizability criterion is satisfied. 
If the Borobia realizability criterion, Theorem 8, is satisfied, then the Soto realizability criterion, Theorem 9, is satisfied. The converse is not true.
Proof. Suppose the Borobia realizability criterion of Theorem 8 is satisfied. Then, there exists a partition
where µ i = λ i , i = 0, 1, . . . , M, satisfies the Kellogg realizability criterion and consequently from Theorem 10, the list also satisfies the Soto realizability criterion of Theorem 9. Now, we apply the same proof of Theorem 10, except for one detail: the list in (24) has less elements than the original list λ 0 λ 1 · · · λ N , while we need to obtain a nonnegative matrix of order N + 1 realizing the original prescribed spectrum σ . Then, in each step of the proof, before of merging (with the previous subset) a new subset σ k j = {µ k j , µ N −k j +1 }, where µ N −k j +1 = µ M+i = λ∈J i λ < 0, for some i = 1, 2, . . . , t, we must extend σ k j to the set {µ k j , α 1 , α 2 , . . . , α r }, where α i ∈ J = {λ M+1 , λ M+2 , . . . , λ N }, i = 1, 2, . . . , r, and
. This is precisely what Lemma 2 allows us to do, with the guarantee that both sets have the same negativity.
In this way, in each step where necessary, instead of merging σ k j = {µ k j , µ N−k j +1 } with the previously obtained set, we merge {µ k j , α 1 , α 2 , . . . , α r }, obtaining at the end of the procedure a nonnegative matrix A ∈ CS λ 0 of the required size with the original prescribed spectrum {λ 0 , λ 1 , . . . , λ N }. Example 1 shows that the converse is not true. with spectrum σ = {8, 7, 5, −3, −5, −6, −6}.
