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ABSTRACT 
 
 
Knowledge sharing is an essential practice by organizations of the 21st century. To 
leverage on knowledge sharing activities and cultivate a knowledge based ecosystem, 
organizations have invested and deployed many types of Knowledge Sharing tools 
(KS tools). KS tools allow knowledge workers to share and use knowledge in 
organizations. The low usage of KS tools justify the need to study the usage and also 
the intention to use these tools in organizations particularly among knowledge 
workers. In addition, the decline of Knowledge Economy Index (KEI) and Knowledge 
Index (KI) for Malaysia showed that knowledge sharing and knowledge contribution 
in education, innovation, and ICT are deteriorating. The need to investigate knowledge 
workers' intention to use knowledge sharing tools to support knowledge practices 
seems a reasonable research goal. In this research, the focus is on the behavioral 
intention of knowledge workers to use KS tools among knowledge workers in 
Multimedia Super Corridor (MSC) status organizations. MSC-status organizations 
play a key role that contributes to the national KEI and KI for Malaysia. The main 
objective of this study is to identify factors that influence the intention to use KS tools 
among knowledge workers. 
  
In an attempt to provide answers to the research objective, Affective Technology 
Acceptance Model (A.T.A Model) is developed to examine the antecedents that 
influence the attitude and behavioral intention of the knowledge workers to use KS 
tools in their day-to-day tasks. The A.T.A Model integrates Technology Acceptance 
Model with Task-Technology Fit to examine the acceptance of technology by 
hypothesize fit between Task Category and KS tools to Behavioral Intention to use KS 
tools. The proposed research model also includes the role of affect drawing from 
 iv 
theories by Russell’s Circumplex of Affect and Watson, Clark and Tellegen’s 
Consensual Model of Affect into the propose model. The A.T.A model also considers 
organizational factors and motivational factors that influence the Behavioral Intention 
to use KS tools among knowledge workers.  
 
Quantitative method using survey approach is adopted to collect data from respondents. 
The proposed A.T.A model is empirically examined using two hundred ninety five 
(295) respondents who comprised of knowledge workers from a sampling frame of 
two thousand five hundred and five (2505) knowledge workers in twenty-three (23) 
MSC-status organizations that participated in this research. The outcomes of the 
analysis support the overall structure of the model whereby sixteen (16) of the twenty-
two (22) hypothesis are supported. The Behavioral Intention to use KS tools is 
supported and explained by knowledge workers' Attitude, Task-Category and KS tools 
fit, Positive Affect and Trust. In this research, Attitude has the highest impact on 
Behavioral Intention, followed by Task Category-KS tools fit, Positive Affect and 
Trust. On the other hand, Negative Affect influences Behavioral Intention knowledge 
workers for three (3) different points in time only ("At the Moment", "Past Few Days", 
and "Past Few Weeks"). However, Extrinsic and Intrinsic Rewards are found to have 
no influence on Behavioral Intention to use KS tools. The findings highlighted that 
change in Positive Affect is able to create a positive impact in Behavioral Intention of 
knowledge workers to use KS tools besides Attitude and TCK fit. The findings 
highlighted that Positive Affect has an influence on Perceived Usefulness, but 
Negative Affect has no influence on it. However, both Positive and Negative Affect 
have an influence on Perceived Ease of Use. The results also found that Task Category-
KS tools fit influences Behavioral Intention significantly. This is consistent with past 
 v 
research, which claimed that integrating Task Category-KS tools fit to acceptance 
model is able to provide better explanation on the intention of individuals to use KS 
tools. On the contrary, this research found Extrinsic and Intrinsic Rewards, and 
Management Support have no significant relationship with Behavioral Intention to 
used KS tools in the proposed A.T.A model.  
 
Overall, the results of this study contribute to the literature of technology acceptance 
by shedding light on the behavioral intention to use KS tools among knowledge 
workers. 
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CHAPTER 1 INTRODUCTION 
 
 
This chapter outlines the research motivation, background, problem statement, 
research questions, objectives, contributions, significance, scope of research, and the 
structure of this thesis.  
 
1.1 Background of Study 
 
Knowledge is widely recognized as the key enable for a country to stay competitive in 
a globally borderless market ecosystem (Bhatiasevi, 2010; Mustapha and Abdullah, 
2004). In the mid-1990s, the Malaysian government, was determined to transform the 
country into a Knowledge driven Economy (K-Economy) where the Malaysian K-
Economy Master Plan outlines the major K-Economy policy initiatives. K-Economy 
is one of the key national agenda for Vision 2020, an effort by the government for 
Malaysia to become a developed nation. In the mid-1990s, Malaysia started to lay the 
foundation for the knowledge-based economy with the launching of the National IT 
Agenda (NITA) and the Multimedia Super Corridor (MSC). The Multimedia Super 
Corridor (MSC) is an area that stretches from the Kuala Lumpur city center to 
Cyberjaya. Cyberjaya is a city designed to incubate high technology companies. In 
addition, ICT infrastructures and utilization of ICT to support knowledge creation and 
sharing, besides developing quality human resources that is important for a K-
Economy. ICT enables access to a large amount of information readily available from 
the World Wide Web.  
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Meanwhile, the emergence of Web 2.0 technology and rapid changes of the business 
ecosystem have driven the need for business to adopt new information systems with 
advanced functions and features. The new technologies enable organizations to be 
flatter, more flexible, and well networked. For organizations in the 21st century, 
Information and Communication Technology (ICT) is one of the key drivers that 
provide these organizations with the competitive advantage. Businesses need to invest 
in software, hardware, databases, communication networks and specialized personnel 
(Martin, Brown, DeHayes, Hoffer & Perkins, 2002). These investments are 
prerequisites for businesses to compete in the knowledge economy. 
 
In addition, past studies have also indicated that knowledge sharing is one of the key 
components of knowledge management that is critical for the success of an 
organization in a highly competitive environment (Hau, Lee & Kim, 2013; Grant, 
1996). With employees actively involved in knowledge sharing, organizations are able 
to enhance and sustain their competitive advantage (Hau et al., 2013; Liu & Phillips, 
2011; Grant, 1996; Barney, 1991). Many organizations had also recognized that 
knowledge contributed by employees could benefit organizations in numerous ways. 
Therefore, organizations need to strategically apply and financially reward good 
knowledge sharing practices in order to motivate knowledge workers to contribute and 
share their knowledge and expertise (Argote, 1999; Grant, 1996; Wernerfelt, 1984). In 
view of the importance of organizational knowledge, many organizations have started 
to evolve and transform themselves into knowledge centric organizations, whereby 
knowledge workers could capture, manage, utilize, and share knowledge as part of 
their day-to-day work using knowledge sharing tools. The knowledge-based 
perspective from the resource-based view of organizations regards knowledge as a 
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source of organization competitive advantage (Nahapiet & Ghoshal, 1998; Conner & 
Prahalad, 1996; Grant, 1996; Barney, 1991). Many organizations are executing 
knowledge management initiatives and investing in knowledge sharing tools to 
manage organizational knowledge resources (Kankanhalli, Tan & Wei, 2005; Alavi 
and Leidener, 2001; Osterloh & Frey, 2000; Wasko & Faraj, 2000; Zack, 1999; 
Ruggles, 1998; Davenport & Prusak, 1998).  
 
Two (2) successful factors in knowledge management initiatives are; First, the 
utilization of the network technology infrastructure such as internet, collaborative 
tools and global communication systems for effective transfer of knowledge. Second, 
the establishment of a broad information system infrastructure based on desktop 
computing and communications (Davenport & Prusak, 1998). Effective information 
system infrastructure includes databases and sophisticated collaborative systems that 
enable knowledge sharing activities are significant components for knowledge 
management.  
 
ICT has long been associated with successful Knowledge Management (KM) systems 
(Lee & Jayasingam, 2012). In a competitive business environment, organizations have 
invested heavily in information technology to establish the state of the art KM system 
in order to enhance   their   competitive advantage (Onifade, 2015; Chong and 
Behsarati, 2014; Conner & Prahalad, 1996; Grantt, 1996). Despite the implementation 
of first class information technology, past studies have highlighted that KM systems 
are failing at an equivalent pace as the rate of implementation (Smith & McKeen, 
2003).  Organizations are fundamentally obsessed with the notion that the success of 
the KM systems solely relies on technology, hence, failing to acknowledge the fact 
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that employees’ acceptance and commitment toward the KM system is equally 
important (Coulson-Thomas, 1997; Davis, Subramaniam & Westerberg, 2005). This 
implies that benefits of knowledge sharing in any knowledge management systems 
could only be realized if employees are fully committed to utilize these systems. The 
availability of technology is not sufficient to drive organizations to create knowledge. 
In other words, organizational and motivational factors are other antecedents that 
influence the acceptance of technology by knowledge workers. 
 
The advancement of information technology allows workers to capture and organize 
dispersed organizational knowledge in repositories to make better decisions and 
improve productivity. To manage knowledge in the organization, many knowledge 
sharing tools (KS tools) are invested by organizations to facilitate collaboration, 
communication, and knowledge sharing among employees. Many technical aspects of 
KS tools such as ease-of-use, intuitively designed user interface, pervasive platforms, 
and cloud services are some emerging technologies that support knowledge 
management activities. Some of the tools and technologies implemented to support 
knowledge sharing include groupware and other collaborative tools, such as email, 
video conferencing, voice over IP, social network sites (Yammer, Facebook, 
LinkedIn), messaging systems (WhatsApp, Line, Messengers, Tango), 
teleconferencing, eLearning tools and discussion forum (Bulletin Board and Chat 
Room).  
 
A study conducted by the Economist Intelligence Unit (Ernest-Jones & Lofthouse, 
2005) found that KS tools are important technology to achieve strategic goals, 
improving decision making processes and competing for market share. The 
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overwhelming amount of information available today enables users to access endless 
amount of information on the Internet and organization database storage. The 
operational and management knowledge in organizations can be shared using KS tools 
where new knowledge can provide insights for the knowledge workers to be used for 
problem solving and decision making activities. As a result, there is a need to study 
the acceptance of KS tools by organizations to achieve productivity and enhance 
performance.  
 
While tools and technologies are important enablers for supporting knowledge sharing 
in an organization, however, the availability of these technologies do not guarantee 
these tools will be used to share knowledge (Mcdermott & O'Dell, 2001; Cross & 
Baird, 2000; Ruggles, 1998; Orlikowski, 1996). There is a need to understand the 
factors that shape behavioral intention to use KS tools in the organizational context. 
Therefore, investigating the factors that influence the acceptance of knowledge sharing 
tools is important. The acceptance of knowledge sharing tools depends on the 
functionality and features of these tools that would support the knowledge workers in 
their daily tasks. Hence, this research examines factors that influence the acceptance 
of knowledge sharing tools to support knowledge sharing activities that are crucial for 
organizations and those who plan to embark on knowledge sharing initiatives. 
 
In a similar vein, research in technology acceptance has been a constantly evolving 
research area as new technologies are being developed and adopted by individuals and 
organizations. Two (2) key disciplines that have developed theories and models aim 
to explain acceptance, usage, and adoption of technology. Information Systems 
discipline has focused on characteristics of the systems in relation to adoption of 
 6 
technology, whereas the discipline of social psychology focuses on technology 
acceptance behavior (Kholoud, 2009).  
 
A substantial number of researchers use Technology Acceptance Model (TAM) as the 
basis to explain technology acceptance. Theory of Reasoned Action (TRA) is used to 
construct TAM as an intention-based model but tailored to the need of IT and IS 
research (Davis, 1986). Since its inception, TAM has been widely used and accepted 
as a reliable predictor on intention and actual use of IT systems. In recent years, 
extensions on TAM with new variables have also increased its power to explain the 
usage of different type of IT systems. 
 
Recent studies have also highlighted that emotions and feelings are factors that can 
influence individual decision-making, marketing of products and acceptance of a 
technology (Heath & Sitkin, 2011; Lowenstein et al., 2011; Venkatesh, 2000). 
However, past researchers have largely ignored the element of affect in the behavioral 
models such as Technology Acceptance Model developed by Davis (1986) (Turkle & 
Coutu, 2003Smith, 2000). Recent development in Social Psychology and Information 
Systems has shown that consideration of variance of affect such as emotions, mood 
and traits have gained considerable attention. These researchers have also found that 
the role of affect can better explain behavior of an individual in their decision making, 
evaluation of a technology and technology acceptances (Heath & Sitkin, 2011; 
Lowenstein et al., 2011; Venkatesh, 2000; Fisher & Ashkanasy, 2000; Aspinwall, 
1998; Williams & Aaker, 1990). With Russell’s Circumplex of Affect and Watson and 
Tellegen’s Consensual Model of Affect, the study on affect has started to draw 
researchers' attention. Works by Zhang & Li (2007) and Zhang (2013) had also shown 
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that affect induced by external stimuli such as IT systems or tools can significantly 
influence individuals to accept or reject the tools. 
 
1.2 Motivation of Study  
 
Malaysia is determined to transform the economy of the country into K-Economy 
since mid-1990s with the implementation of Multimedia Super Corridor or MSC. 
However, according to Knowledge Economy Index (KEI) ranking that measures 
performance of economic incentive and institutional regime, education and human 
resources, the innovation system and ICT, KEI for Malaysia has dropped from forty- 
eight (48) in year 2000 to forty-five (45) in year 2012 (Knowledge Assessment 
Methodology, 2011). In addition, the Knowledge Index (KI) that calculates the 
average of the normalized country scores on knowledge related activities in education, 
innovation and ICT found that the KI for Malaysia has also dropped from 6.45 in year 
2000 to 6.25 in year 2012. The Malaysia KEI and KI index are important indicators 
that shows the country has been experiencing a slowdown in knowledge related 
activities. This has attracted a lot of attention from researchers because the slowdown 
of knowledge related activities in the areas such as education, ICT and innovation in 
the country may affect the realization of K-Economy that the country has determined 
to achieve by year 2020. Hence, it is important to study whether the KS tools used by 
knowledge workers of this country has helped to intensify knowledge practices among 
employees in MSC-status organizations.   
 
Furthermore, this research is also supported by Legris, Ingham and Collerette (2003) 
that pointed out TAM has been used to test with software in three (3) categories: office 
automation, software development and business application. Their critical review 
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shows that KS tools have not been found tested using TAM. Chong & Besharati 
(2014), Barachini (2009), Ismail Al-Alawi, Yousif Al-Marzooqi & Fraidoon 
Mohammed (2007), Alavi & Leinder (2001), Szulanski (1996), Nonaka & Takeuchi 
(1995) have focused their research on various IS tools adoption. However, this 
research focuses on KS tools acceptance in view of the need to study KS tools 
acceptance in the organizations. 
 
On the other hand, from the angle of pre-acceptance and pre-implementation of IT 
systems, Marler, Fisher & Ke (2009) showed many studies on TAM primarily focus 
on the relationships of constructs after the technology was adopted. Harold et al (1995) 
also highlighted that pre-implementation needs special attention because it shapes 
attitude and behaviour of individuals for future implementation phases. Thus, this 
motivates a study on the pre-acceptance of KS tools. 
 
Furthermore, past related works have shown that the acceptance of technology can 
further be explained by integrating Task-Technology Fit (TTF) model with 
Technology Acceptance Model (TAM). TAM does not take into account the 
evaluation of IT and task, whereas TTF assumes that users choose to use IT without 
considering about users’ beliefs and attitude towards IT. Therefore, it is possible that 
the integration of TAM and TTF is able to provide additional explanatory power the 
study of technology acceptance instead of applying TAM or TTF alone. Many 
researchers have provided analytical results that support the integrated model provides 
greater explanatory power. Yen, Wu, Cheng & Huang (2010), Irick, (2008), Chang 
(2008), Sun, Ke & Cheng (2007), Dishaw & Strong (1999) opined the integration of 
TAM and TTF models to examine technology acceptance in the workplace could 
 9 
provide better understanding on technology acceptance in the organizations. 
According to Dishaw & Strong’s (1999) integrated TAM and TTF model can 
effectively explain the variance in technology usage than an independent model. Task–
technology fit has a direct influence on the Perceived Ease of Use and Behavioral 
Intention to use a technology. The integration of Task-Category and KS tools Fit 
model adapted from Task-Technology Fit with TAM is motivated by these successes 
from past research.  
 
Affect, emotion and feeling have not been considered as an important antecedent in 
behavioral study in Information Systems (Zhang, 2013; Yik, Russell and Steiger, 
2011; Sun & Zhang, 2006). This is largely due to inconsistent outcomes and 
inconclusive explanations produced by past related research (Clark and Watson, 1988; 
Harding, 1982; Morinwaki, 1974). Watson and Tellegen’s Consensual Model of 
Affect pointed out that affect consists of both Positive and Negative Activation (where 
subsequently they renamed them as Positive and Negative Affect). Many related 
studies pointed out that positive affect has attracted little attention by researchers 
because it does not pose any difficulty (Peslak & Bhatnagar, 2011 and Perlusz, 2004). 
However, negative affect poses difficulty and has been examined in many past 
research (Sjoberg, 1998; MacGregor, 1991; Simons, Maurer, Montag-Torardi and 
Whitaker, 1987). The role of affect could be extended into TAM as an antecedent to 
predict Perceived Usefulness and Perceived Ease of Use of a technology that could 
influence Behavioral Intention to use technology. The different state of affect can be 
examined using PANAS scale developed by Watson, Clark and Tellegen, in eight (8) 
different points in time (Ekkekakis, 2013; Zhang, 2013; Yik, Russell and Steiger, 
2011; Sun & Zhang, 2006; Russell, 2005, 1980; Posner, Russell & Peterson, 2005; 
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Zhang & Li, 2005, 2004; Perlusz, 2004; Zelenski & Larsen, 2002; Russell & Barrett, 
1999; Tellegen, Watson & Clark, 1999; Feldman, 1995; Tellegen 1985; Watson and 
Tellegen, 1985). Empirical studies conducted by previous researchers highlighted that 
both Positive and Negative Affect induced by different technologies can impact on the 
technology acceptance such as acceptance of e-commerce systems (Huang, 2003), and 
web portals (Heijden, 2004).  
 
1.2 Problem Statement  
 
Technology adoption and acceptance are important areas in information systems 
research. Some widely used theories/models that explain adoption are Theory of 
Planned Behavior (TPB) (Ajzen, 1985), Technology Acceptance Model (TAM) 
(Davis, 1986), TAM 2 (Venkatesh & Davis, 2000), Innovations Diffusion Theory 
(IDT) (Rogers, 1983), Combined TAM and TPB and Decomposed Theory of Planned 
Behavior (Taylor & Todd, 1995a, 1995b), Social Cognitive Theory (SCT) (Bandura, 
1986) and the Unified Theory of Acceptance and Use of Technology (UTAUT) 
(Venkatesh, Morris, Davis & Davis, 2003). Despite their usefulness and popularity, IS 
researchers are still exploring in order to extend the boundaries of these 
theories/models by incorporating related theories from other social science discipline 
in conjunction with the rapid change of technologies and commercial environment. 
Past research that have applied these theories/models to explain technology adoption 
and acceptance investigated predictors such as Perceived Behavioral Control (PBC), 
Perceived Usefulness (PU), Perceived Ease of Use (PEOU) and Subjective Norm (SN) 
that determine the behavior of users. In addition, moderators are also being examined. 
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The role of affect has been neglected and ignored in technology acceptance research 
for the last few decades where only a limited amount of works could be found (Perlusz, 
2004; Venkatesh, 2000). A lot of research in this area has produced inconsistent 
findings using current information systems theories /models that have prompted a 
growing number of studies to examine the role of cognitive psychology and affect that 
are perceived to have impact on adoption behavior (Fredrickson, 2003; Isen, 2003; 
Isen et al., 2003; Forgas, 2002; Aspinwall, 1998). Research has shown that behavioral 
affect of an individual’s feeling state are robust across various environment (Erez & 
Isen 2002; Estrada & Isen 1997; Estrada et al., 1994; Kahn & Isen, 1993; Isen et al., 
1991; Kraiger et al., 1989). Past studies provide evidence to show that the role of affect 
in the duration to introduce a technology may have a significant impact on an 
individual’s usage intention and acceptance of technology (Sun & Zhang, 2006; 
Perlusz, 2004; Brave and Nass, 2003). 
 
According to Sjoberg (1998), Perlusz (2004) and Venkatesh (2000), the role of affect 
has been overlooked in past studies. Seegar (2014) highlighted that incorporating 
affect in technology acceptance studies is important for many reasons. Moreover, 
positive affects have been neglected as compared to negative ones because positive 
affects do not pose any difficulties on acceptance of technologies. Furthermore, 
positive affect research seems to be limited due to researchers’ claim that it is difficult 
to discriminate this type of affect compared to the negative affect. Nonetheless, 
positive affect is equally important in determining technology acceptance behavior. If 
Negative affect poses problems in the acceptance of technologies, positive affect may 
provide solutions to promote technology acceptance. Positive affect may also help to 
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overcome difficulties and anxieties experienced by individuals when adopting a new 
technology. 
 
Other than some inconsistent outcomes that are found in the technology acceptance 
theories/models that extends with role of affect, research needs to be carried out to 
examine whether these theories/models can be applied in a country such as Malaysia 
(Twati, 2014; Pookulangara, 2011; Ticehurst & Veal, 2000). The findings of this 
research targets at knowledge centric organizations in Malaysia. Hence, it is vital to 
examine technology acceptance in a different background and cultural context in order 
to evaluate whether such IS theories and models could be applied. Therefore, the 
findings of this research can contribute to knowledge centric organizations in 
Malaysia.  
 
Another evidence from a case study that was conducted on shared service IT 
organization that implemented Knowledge Base Management System (KMS) by Lee 
and Lim (2012). This organization started to implement a customized KMS in the year 
2006 to provide knowledge management and information sharing facilities to all the 
employees. The KMS aim was to enhance its competitive advantage in an open global 
market. This system was implemented to facilitate knowledge sharing among the 
employees. Its goals were also to manage knowledge, discover solutions, and promote 
innovations through sharing of information. However, the case study has discovered 
the organization encountered challenging problems in implementing KMS. The 
findings showed that the employees felt that encouragement and motivation schemes 
were not effective; as a result, many employees chose not to use the KMS. The 
organizational top management had tried various approaches such as offering different 
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types of rewards to the employees for adopting KMS. However, KMS usage among 
employees was very low. The outcomes of this study form the practical problem 
statement that motivates this research to study behavioural intention to use KS tools. 
 
Above all, it is crucial that fit between types of tasks and knowledge sharing tools be 
examined as one of the antecedents of behavioral intention to use a technology are also 
be examined. Past related works integrated Task-Technology Fit (TTF) with 
Technology Acceptance Model (TAM) to provide better explanation on behavioural 
intention to use a technology. The demarcation between ‘behavioral intention to use a 
technology’ and ‘technology acceptance’ is different where ‘behavioural intention to 
use a technology’ is the degree of a person’s willingness to use new information 
technology. As for ‘technology acceptance’ this term has been used interchangeably 
with ‘technology adoption’ in many literatures. The underpinning theories used 
include TRA and TAM (Jackson, Park & Probst, 2006). However, the fit between Task 
Category and KS tools adapted from TTF as an extension to TAM has not been found. 
This study seeks to expand the understanding of the relationship between role of affect, 
Task category-KS tools fit, organizational and motivational as antecedents that 
influence behavioral intention to use KS tools. 
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1.4 Research Questions 
 
The main research question for this study:  
 
What are the antecedents that influence the attitude and behavioral intention to use KS 
tools?  
 
The key question in this research is further broken down into following four (4) 
questions where this study will answer:  
 
1. Does Positive Affect (PA), Negative Affect (NA) and Organizational Factors 
(Management Supports, Social Factors and Facilitating Conditions) influence 
Perceived Ease of Use (PEOU) and Perceived Usefulness (PU) that subsequently 
influence Behavioral Intention to use KS tools?  
 
2. Does Positive Affect and Negative Affect influence Behavioral Intention to use KS 
tools?  
 
3. Does Motivational Factors (Extrinsic and Intrinsic rewards and Trust) influence 
Behavior Intention to use KS tools?  
 
4. Does Task Categories-KS tools fit determine the Behavior Intention to use KS tools? 
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1.5 Objectives  
 
The objective of this research is to develop a research framework that extends the 
Technology Acceptance Model to examine and explain the behavior intention to use 
Knowledge Sharing (KS) tools. Taking into account the role of affect, and the 
integration of task category and knowledge sharing tools fit to TAM, could help 
researchers to understand the antecedents of technology acceptance in organizations. 
According to Davis (1989), previous research examines acceptability to determine the 
acceptance of information systems so that user acceptance can be improved.  
 
The objectives of this research are as follow:  
To identify the antecedents that influence attitude and behavioral intention to use KS 
tools. 
 
1. To examine the influence of Positive Affect (PA), Negative Affect (NA) and 
Organizational Factors on Perceived Ease of Use (PEOU) and Perceived 
Usefulness (PU) that subsequently influence Behavioral Intention to use KS 
tools.  
 
2. To examine the influence of Positive Affect and Negative Affect on Behavioral 
Intention to use KS tools.  
 
3. To examine the influence of Motivational Factors on Behavioral Intention to 
use KS tools.  
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4. To examine the influence of Task Categories-KS tools fit on the Behavioral 
Intention to use KS tools. 
 
 
1.6 Significance of Research  
 
This research aims to contribute to theoretical and practical significance of the study. 
The theoretical significance consists of knowledge on technology acceptance with the 
consideration of role of affect and the fit of task category-KS tools in addition to 
organizational and motivational factors. The research aims to provide better 
understanding on KS tools usage among knowledge workers. In doing so, the research 
hopes to contribute to knowledge on the influence of task categories and of KS tools 
fit on the behavioral intention to use KS tools.  
 
For the practical significance, the research aim to help practitioners and IT 
professionals to understand the factors that lead to behavioral intention to use 
knowledge sharing tools. More importantly, this study hopes to suggest approaches to 
promote the usage of KS tools. The results of the research also hopes to provide 
practitioners’ guidance and direction with respect to future development of new KS 
tools. 
 
1.7 Scope of Research 
 
This research targets the knowledge workers working in the MSC-status organizations 
in Malaysia. Following definition of MSC IS (2003), Malaysian workers who possess 
degree qualification are considered by the government to be knowledge workers. The 
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Malaysian definition of knowledge workers seems to focus on usage of information 
technology tools to enable knowledge workers to perform their tasks effectively and 
efficiently (Kernally, 2002; Davenport and Prusak, 1998; Grayson and O’Dell, 1998). 
In Malaysia, knowledge workers are a crucial resource for the growth of Multimedia 
Super Corridors (MSC) status organizations and drive knowledge economy in 
Malaysia (MSC IS, 2003; Tyndall, 2002).  
 
The geographical scope consists of knowledge workers who work in MSC 
organization who has the behavioral intention to use KS tools. These MSC 
organizations are located around the country. However, the Multimedia Super 
Corridor (MSC) has the highest concentration of MSC status organizations and 
knowledge workers in Kuala Lumpur and Selangor. Meanwhile the methodological 
scope is quantitative research method. The theoretical scope of this research covers the 
Technology Acceptance Model, Theory of Reasoned Actions, Task Technology Fit 
model, Russell’s Circumplex of Affect and Consensual Model of Affect.  
  
 18 
 
 
1.8  Organization of the Thesis 
 
This thesis consists of 7 chapters and the outline of the thesis is presented as follows.  
 
Chapter 1 provides the background and motivations of the research. This chapter 
discusses the research problems to derive the research questions, objectives, 
contributions, significance, scope and structure of the research. 
 
Chapter 2 reviews the related research on Information Systems literature related to 
technology acceptance, task technology fit, and role of affect, task category, 
organizational and motivational factors that are perceived to influence IS adoption.  
 
Chapter 3 describes the research framework that comprised of key determinants that 
are hypothesized to have influence on the behavioral intention to use KS tools that lead 
to the formulation of related research hypotheses.  
 
Chapter 4 outlines the research methodology and justifications of the chosen research 
design. In addition, the research methodology, research process, population, sample, 
data collection and data analysis methods, development of the instrument, pretest and 
pilot test are presented.  
 
Chapter 5 presents the results of the descriptive statistics on the respondents’ 
demographics. 
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Chapter 6 present the analysis of the measurement and structural model based on 
Affective Technology Acceptance Model or A.T.A Model using Structural Equation 
Model (SmartPLS version 3.0 software). 
 
Chapter 7 highlights the key findings of the Affective Technology Acceptance Model. 
The research implications are also discussed in this chapter. The limitations of research 
and suggestions for future research are presented. 
 
1.9  Summary 
 
This chapter presents the background and motivations of this research, problems found 
from prior case investigation, objectives, scope of the study as well as the structure of 
this thesis. In the next chapter, literature review on related works will be presented. 
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CHAPTER 2 LITERATURE REVIEW 
 
 
This chapter discusses the concepts of knowledge management practices, theories, and 
models that are used to explain successes and failures of individuals’ acceptance of 
knowledge sharing tools. This chapter also critically discusses and reviews extensively 
on related works in domains such as knowledge sharing practices, knowledge sharing 
tools, role of affect, task categories, Task Technology Fit, organizational and 
motivational factors and theories and models in technology acceptance according to 
the objectives in this research. 
 
2.1 Knowledge Management and Practices  
 
Knowledge is recognized as a critical strategic resource for organizations. The ability 
to acquire and manage knowledge among employees is crucial in today’s 
organizations. Knowledge is validated and authenticated information that is ready to 
be applied for decisions making (Alavi & Liedner, 2001). Traditional economies that 
focused on manufacturing has slowly transformed to knowledge-based economy. 
Knowledge-based economy focus on providing services and expertise (Debowski, 
2006). Organizations that adopted hierarchical management, found in traditional 
economy has to be transformed to knowledge-based organizations (Dalkir, 2013; 
Davensport & Prusak, 1998). Davensport & Prusak (1998) commented that in order 
for organizations to sustain knowledge culture, employees need to acquire and apply 
new knowledge as one of the processes in the organizations. Therefore in order to 
manage organizational knowledge resources, organizations are adopting knowledge 
management and knowledge sharing practices by investing highly in knowledge 
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sharing tools (Alavi & Leidener, 2001; Osterloh & Frey, 2000; Zack, 1999; Davenport 
& Prusak, 1998).  
 
One of the challenges encountered by organizations when implementing knowledge 
systems is the role of organizational culture. Organizational culture is defined as how 
employees behave in the organizations with regards to organizational vision and 
mission. Knowledge sharing practices require employees to share their knowledge by 
transforming their tacit knowledge to explicit knowledge. However, this is a challenge 
to many organizations because employees' attitude may impact knowledge sharing 
behavior in the organization (Debowski, 2006).  
 
In order to nurture knowledge sharing culture, organizations use motivations such as 
offering rewards and personal recognition as part of the knowledge management 
strategies (Gurteen, 1999). Organizational culture is important because it influences 
employees’ behavior and communication (Gupta & Govindarajan, 2000). 
Organizational culture plays an important role in the implementation of knowledge 
sharing tools and systems (Delong & Fahey, 2000). 
 
Knowledge Management (KM) is defined as a process of applying a structured way to 
organize, capture and use knowledge with the aim to reduce cost, enhance efficiency 
and productivity (Pfeiffer & Sutton, 1999; Ruggles & Holtshouse, 1999; Pasternack & 
Visco, 1998; Nonaka & Takeuchi, 1995). American Productivity and Quality Center 
(APQC) defines knowledge management as a systematic approach and effort to 
convert information to knowledge, and allowing it to grow, flow and create values 
(Dell & Hubert, 2011). Therefore, the main objective of KM is to capture the right 
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knowledge, deliver it to the right people at the right time and to deliver feedback to 
the organizations in order to improve organizational performance.  
 
Nonaka & Takeuchi (1995) and Alavi & Leidner (2001) added that the key enabler of 
knowledge management is knowledge sharing where it allows collective learning and 
growth of knowledge assets. An organization must develop an effective knowledge 
sharing process and encourage its employees to share knowledge with their customers, 
competitors, markets, products and so forth (Bock & Kim, 2002; Osterloh & Frey, 
2000; Pan & Scarbrough, 1998; Dell and Grayson, 1998). 
 
Alavi & Leidner (2001) define Knowledge Management Systems (KMS) as a class of 
information systems applied to manage organizational knowledge. These systems are 
IT-based systems developed to support and enhance organization in knowledge 
creation, transfer and retrieval. The emergent of Web 2.0 provides a new frontier for 
knowledge management and sharing (Dell & Hubert, 2011). Social networking and 
collaboration technologies are making their ways into organizations. Recent literatures 
show that Web 2.0 technologies such as blogs and wikis are able to address some 
drawbacks of traditional knowledge management (Sotirios, 2009). A non-exhaustive 
list of knowledge sharing tools showing a growing list of tools as enablers to support 
knowledge practices is available in KSTools (2008). 
 
Alavi & Leidner (1999) define knowledge management as a systematic process for 
obtaining, establishing and communicating both tacit and explicit knowledge of 
employees to be shared across with other employees to utilize the shared knowledge 
to be more effective and production in their work. O’Dell & Grayson (1998) define 
 23 
knowledge management as a strategy of obtaining the right knowledge to the right 
people and the right time to share knowledge among employees to improve one’s 
performance in the organizations. Beckman (1999) define KM as the reinforcement of 
experience and expertise to create new ideas and innovation. Duhon (1998) refers 
knowledge management as a discipline that encourages a cohesive approach to 
identifying, capturing, evaluating, retrieving, and sharing all of an organizations 
knowledge assets. These knowledge assets may include databases, documents, 
policies, procedures, and previously un-captured expertise and experience in 
individual workers. Laudon & Laudon (2006) define knowledge management a 
process of thoroughly and aggressively manage and leverage on knowledge in an 
organization. Swan, Newell, Scarborough & Hislop (1999) define knowledge 
management as harnessing the intellectual and social capital of individuals in order to 
improve organizational learning capabilities. Tan, Carrillo, Anumba, Bouchlaghem, 
Kamara, & Udeaja, (2007) opined knowledge management as organizational optimize 
in the use of various technologies, tools and process to achieve knowledge in the 
organizations. On the other hand, Fowler (2013) defined knowledge management as a 
practice, process and culture of creating, sharing and improving an organization’s 
knowledge. 
 
As the breadth of these definitions, KM is still evolving and it involves various 
activities that enable organizations to share and manage knowledge using information 
technology tools. These tools are used to capture and store knowledge that enable one 
to leverage on the knowledge availability in the organizations. By emphasizing 
knowledge as an asset to the organization, these assets are able to create a new value 
for the organization by providing efficiency and effectiveness.  
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Many researchers have defined knowledge sharing in their own form of views (Alavi 
& Leidner, 2001; Gupta & Govindarajan, 2000). Alavi & Leidner (2001) defined 
knowledge sharing as knowledge transfer and defined it as a process of disseminating 
knowledge throughout the organizations. The dissemination of knowledge can happen 
among peers in the organizations. Similarly, Gupta & Govindarajan (2000) defined 
knowledge sharing as knowledge flows that theorize to have five (5) elements namely; 
source of knowledge, willingness to share knowledge, media richness through 
communication channel, willingness of the recipient to acquire knowledge and 
absorptive capacity of the recipient towards receiving the knowledge. However 
Davenport & Prusak (1998) define knowledge sharing as a process that involves 
exchanging knowledge between individuals and groups. On the other hand, Connelly 
& Kelloway (2003) define knowledge sharing as a set of behaviors that involve the 
interchange of information.  
 
2.1.1 Classification of knowledge 
 
There are two (2) major categories of knowledge namely; tacit and explicit knowledge. 
Tacit knowledge is difficult to be put into words to explain and articulate. Explicit 
knowledge is something tangible, easy to be recorded, captured and it could be 
transformed into words, audio recordings or images. This also includes theoretical 
approaches, manuals, databases, plans, business documents, guidelines and etc. Tacit 
knowledge usually resides in peoples’ heads while explicit knowledge is tangible and 
easily documented and stored in database.  
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On the other hand, Nonaka & Takeuchi (1995) viewed knowledge as individual or 
collective assets. Individual knowledge exists in the heads of individuals whereas 
collective knowledge exists in collective actions of the organizations. Nonaka and 
Takeuchi regard knowledge creation process with four (4) modes of knowledge 
conversion. In the knowledge conversion processes, socialization refers to conversion 
of tacit knowledge among users through social interactions and shared experience such 
as practices, guidance, imitation, and observation to explicit knowledge. 
Externalization refers to conversion of tacit knowledge into explicit knowledge where 
it is deemed as a particularly difficult and often important conversion mechanism. It 
translates the knowledge through models, concepts, metaphors, analogies, stories and 
etc. Combination refers to combining and bundling together different bodies of explicit 
knowledge and internalization refers to the creation of new tacit knowledge from 
explicit knowledge. Although explicit to tacit dichotomy of knowledge is widely cited, 
other classifications of knowledge have also been presented. For instance, Zack (1999) 
categorized knowledge into "know-what”, "know-how" and "know-why", whereas 
Alavi & Leidner (2001) classified knowledge from the pure pragmatic perspective 
which includes knowledge about products, processes, competitors and customers.  
 
2.1.2 Factors in Knowledge Management System (KMS) and Implementation 
strategies 
 
Knowledge management strategies have attracted the attention of researchers for 
decades. In today’s global market place, organizations use knowledge to stay 
competitive. Knowledge must be made available freely and accessible easily by 
employees in the organizations through technology empowerment. The use of IT has 
helped employees to gain and use the knowledge created to solve their daily job related 
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problems, to increase their productivity and quality of service. Hence, many 
organizations adopted some knowledge management and sharing technology to 
manage and share knowledge to remain competitive (Social Computing, 2006). 
 
According to Andriole (2010), in order to increase the interactions among employees 
to share and create knowledge, one should embed Web 2.0 features into the system. 
The functions and features of Web 2.0 allow employees to easily collaborate and share 
information hence this could increase the level of trust and promote effective 
communication among employees. Due to the high failure rate in many Knowledge 
Management Systems (KMS) implementations, some organizations have deployed 
other types of KMS such as microblogging as alternative to improve knowledge 
management and sharing activities (Barnes, 2011; Dell & Hubert, 2011; Grit, 2009; 
Parameswaran & Whinston, 2007; Yew Wong & Aspinwall, 2005; Alavi & Leidner, 
2001). In addition, past studies on acceptance of knowledge management related tools 
merely focused on cultural factors besides organizational, motivational, usability, 
functions and features of the tools (Jing et al., 2006). The technological features of 
these tools used among knowledge workers for different task categories attracted little 
attention from researchers.  
 
2.1.2.1 Organizational factors 
 
It is important to consider organizational factors when implementing a new technology 
in the organization. Organizational factors play a huge role in the acceptance of a new 
technology. Organizational factors such as management to support, social support and 
facilitating conditions in the organizations in support knowledge sharing activities is 
able to influence the intention behavior towards the use of technology (Kearns, 2006; 
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Wang & Chen, 2006, Sohal, Moss & Ng, 2001). Goman (2002) opined that employees 
prefer knowledge sharing activity to be implemented on a voluntary basis rather than 
driven by the management.  This problem can be solved if the management is able to 
commit to a comprehensive change management. And the knowledge sharing 
ecosystem must be supported and committed by the top management (Barnes, 2011; 
Smith & Mckeen, 2003; Goman, 2002; Geraint, 1998). Based on a study conducted by 
Lee & Lim (2012), one of the findings in their investigation was the organizational 
knowledge sharing practice is insufficient to drive the employees in practicing 
knowledge sharing due to the commitment given by the top-level management. 
Knowledge sharing in an organization has significant risks on how it was being led, 
developed and implemented. In order to adopt a new system in their daily routine 
work, employees need to change their working routine in using the technology. 
Therefore, the top management must first lead the knowledge sharing practices and 
the use of KMS by providing commitment and support to the frontline employees 
(Barnes, 2011).  
 
On the other hand, some studies have also considered social factors as one of the 
constructs that influence acceptance of new technology (Iglesias-Pradas, Hernandez-
Garcia & Fernandez-Cardador, 2015; Shen, Laffey, Lin & Huang, 2006; Hong and 
Tam, 2006; Hsu & Lu, 2004; Orlikowski, 1996; Markus, 1990). From past research, 
terminologies such as social factors, social influence, social pressure and social norms 
are used to describe social factors (Brown & Venkatesh, 2005; Venkatesh & Davis, 
1996). Brown & Venkatesh (2005) included social influence into UTAUT model, 
where the social influence is the extent to which consumers perceive the importance 
of others towards the use of a particular technology. Social influence was included in 
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the UTAUT model based on previous research conducted by Venkatesh & Davis 
(1996), Thompson, Higgins & Howell (1991), Moore & Benbasat (1991). Social 
influence is a critical factor to be considered in influencing behavioral intention to use 
a technology (Brown & Venkatesh, 2005). 
 
Meanwhile facilitating conditions is also one of the important factors to be considered 
in the study of behavioral intention to use technology. It is regarded as the availability 
of resources such as time, money, technology compatibility and other resources that 
are needed to support the use of a technology (Venkatesh & Bala, 2008; Triandis, 
1997; Taylor & Todd, 1995). Venkatesh & Bala (2008) also added that the absence of 
facilitating conditions could negatively impact the intention to use technology.  
 
Lu, Liu, Yu & Wang (2008) studied the facilitating conditions as an antecedent to 
wireless mobile data service acceptance where their study involved two dimensions: 
resource factors such as time and money, and technology factors involving 
compatibility issues. It has been theorized that behavioral intention and IT usage would 
be less likely if less time or money is available and when technical incompatibility 
exists. Facilitating conditions are believed to include the availability of training and 
provision of support. Facilitating conditions, however, can also be viewed as an 
external control in the environment. Behavior could not occur if the environment 
prevents it or if the facilitating conditions make the behavior difficult. Policies, 
regulations, and legal environment are therefore all critical to the acceptance of 
technologies.  
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2.1.2.2 Motivational factors 
 
Based on the empirical research conducted from past research, they have identified 
important factors that influence knowledge sharing, where they include individual 
factors such as lack of trust, fear of loss of power; organizational factors such as lack 
of leadership, appropriate reward system, sharing opportunities, and technological 
factors such as inappropriate and incompatibility of the tools (Riege, 2005). Smith 
(2003) stated that the organization should first focus on motivating knowledge sharing 
behaviors in employees in order to successfully implement knowledge sharing practice 
in the organizations. Hung, Lai & Durcikova (2011) also commented that one of the 
major challenges in knowledge management involves motivating people to share 
knowledge with others. Hung et al. (2011) studies the intrinsic and extrinsic 
motivation on individual tendency to engage in knowledge sharing behavior. Intrinsic 
reward derives as performing an activity for its satisfaction and getting rewarded based 
on self-satisfaction, personal development or achieving a desirable goal rather than 
some tangible reward. Knowledge workers who complete a task with lot of fun and 
challenges instead of getting any tangible reward in return are intrinsically motivated. 
Intrinsic motivation refers to engaging in an activity for its own sake, out of interest or 
for the pleasure and satisfaction derived from the experience (Ryan & Deci, 2000; 
Constant & Sproull, 1994). Intrinsic motivation is the belief that exists within each 
knowledge worker that influences his or her performance and his or her behavior 
intention to use KS tools. For example, knowledge workers who have high intrinsic 
motivation will feel that KS tools are easy to use and able to help them in getting the 
job done. Intrinsically motivated knowledge workers have the desire to self-develop, 
to be able to contribute knowledge and being confident to share (Constant & Sproull, 
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1996, 1994). Hence, these will lead to greater behavioral intention to use KS tools. 
Previous research on altruism has demonstrated that people enjoy helping others and 
feel satisfied after having contributed in helping to solve a problem (Constant & 
Sproull, 1994).  
 
Meanwhile, extrinsic reward focuses on goal-driven outcome on performing a task. 
Besides that, extrinsic motivation is the drive to ensure a goal is met (Hennessey, 
Moran, Altringer & Amabile, 2005). Extrinsically motivated behaviors aim to obtain 
rewards that are externally enforced, such as additional bonuses, gifts, increase in 
salary and positive feedback from other colleagues (Ryan & Deci, 2000). In particular, 
the key objective of extrinsically motivated behaviors is to receive organizational 
rewards scheme or reciprocal benefits (Bartol & Srivastava, 2002). However, in 
knowledge sharing environment, employees engage in knowledge sharing based on a 
cost-benefit analysis, by comparing the rewards benefits from a sharing effort. From a 
socio-economic perspective, if the perceived benefits equal or exceed the costs then 
the exchange process will continue (Kelly & Thibaut, 1978). In the context of 
knowledge sharing, the costs include factors relating to effort (e.g. time taken, mental 
effort, etc.) while the potential gains include receiving organizational rewards or 
incentives (Davenport & Prusak, 1998; Constant & Sproull, 1996). From the extrinsic 
motivational perspective, individual behavior is driven by its perceived values and the 
benefits of the action. The fundamental goals of extrinsically motivated behaviors are 
to receive organizational rewards or reciprocal benefits (Lin, 2007; Vallerand, 1997; 
Kowal & Fortier, 1999). Organizational rewards are useful for motivating individuals 
to perform desired behaviors (Bartol & Locke, 2000). These can range from monetary 
incentives such as increased salary and bonuses to non-monetary awards such as 
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promotions and job security (Davensport & Prusak, 1998; Hargadon, 1998). Several 
organizations have introduced reward systems to encourage employees to share their 
knowledge. For example, Buckman Laboratories recognizes its 100 top knowledge 
contributors through an annual conference at a resort. Lotus Development, a division 
of IBM, bases 25% of the total performance evaluation of its customer support workers 
on the extent of their knowledge sharing activities (Bartol & Srivastava, 2002). Thus, 
this research perceives that if employees believe they could receive organizational 
rewards by using the KS tools, they will develop more positive behavioral intention to 
use the KS tools.  
 
In a similar vein, Trust also plays a vital role in behavioral intention (Liu, Marchewka, 
Lu & Yu, 2005; Wang & Benbasat, 2005; Kim & Prabhakar, 2004; Gefen, Karahanna 
& Straub, 2003a, 2003b; Suh & Han, 2002). Trust definition varies in different 
disciplines such as sociology, psychology, social psychology, and economics (Luo 
2002; McKnight & Chervany 2001; Lewicki, McAllister & Bies, 1998). However, it 
is agreed that trust is important for fostering successful relationships and reducing 
uncertainty and risk to increase willingness to share.  
 
In knowledge sharing literature, many authors have cited that trust appears at different 
levels in the organizations among colleagues (Foos, Schum & Rothenberg, 2006; 
Riege, 2005; Gruenfeld, Mannix, Williams & Neale, 1996). However, the study of 
Trust has been applied to different areas such as managing organizational change, 
information system, online consumer behavior, job satisfaction, relationship 
marketing, and marketing strategy (Cong & Chau, 2007; Gefen et al., 2003a; Mayer, 
Davis & Schoorman, 1995). Chen et al. (2014) opined that Trust can enhance 
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knowledge sharing behavior. When individuals perceive a strong trust, they would be 
more willing to share and engage in knowledge sharing (Nahapiet & Ghoshal, 1998). 
  
2.1.3 Knowledge Workers 
 
Over the years, with the development of knowledge economy, manual or technical 
skilled workers have evolved into knowledge based workers. Employees in traditional 
economy needed to perform structured and routine works. These works are either 
manually operated or labour intensive. Knowledge workers in every organization have 
become intellectual capital in a knowledge economy (Pasher et al., 2011; Rogoski, 
1999). Drucker (1954) was the first person that coined the term knowledge worker. He 
predicted that in 50 years to come, knowledge workers will take over the traditional 
blue collared employees (Mladkova, 2011; Drucker, 1954). The research on 
knowledge worker and Knowledge Management Systems (KMS) have attracted the 
interest of many researchers. Literatures related to knowledge worker and knowledge 
management systems are reviewed to lay the foundation for this research.  
 
A knowledge worker is a person that has knowledge and is able to use his knowledge 
in his work (Drucker, 1954). They are high-level employees that use theoretical and 
analytical knowledge to create and invent services and products. They are able to 
solicit, interpret and utilize knowledge to carry out complex, multidisciplinary and 
challenging tasks (Kheng, June, & Mahmood, 2013; Drucker, 1954). A knowledge 
worker, according to Toffler (1990), is a person that has knowledge and is able to 
manage such knowledge among his peers. He refers knowledge worker as an engineer 
or scientist who manages technology. Vinson (2009) described knowledge workers as 
individuals who use their brains to complete their tasks. 
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Davenport (2005) defined a knowledge worker as an individual who has good 
education and plenty of work experience. A knowledge worker’s job involves 
knowledge related activities such as creation, sharing and applying knowledge on daily 
job operations. Furthermore, Reboul (2006) summarized the importance of knowledge 
workers and the relationships between knowledge workers in the following statements. 
 
 Firstly, losing any knowledge workers in an organization is a loss to its 
intellectual capital; 
 Second, knowledge workers use both  tacit and explicit knowledge to perform 
their tasks; 
 Third, knowledge workers require continuous learning and self-improvement; 
 Fourth, knowledge workers manage their time to plan out their own agenda 
and task. 
 
Seidler-de Alwis & Hartmann (2008) opined that knowledge workers are not laborers 
who worked as farmers in the field. They are professionals, office workers and 
managers. Rogoski (1999) added that knowledge workers are considered as top 
organization assets who could accumulate, create and disseminate knowledge while 
performing in their job. Upon that, Mohanta (2010) opined that all knowledge workers 
have the following traits: Firstly, able to demonstrate theoretical knowledge where 
knowledge workers are knowledgeable in specific information; Second, able to search, 
apply and retrieve information in order to stay competitively in the business world; 
able to solve problems, generate ideas and prepare documents and third, able to 
communicate well and have high motivation in work. Wolff (2006) also classified 
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knowledge workers based on different types of occupations. He supported that 
knowledge workers are professional workers. He depicted that different types of 
occupations such as architects, programmers, engineers and judges could be grouped 
into different categories of knowledge workers.  
 
Since the population of this research involves Malaysian knowledge workers therefore 
the definition of knowledge workers in this context is adopted from (KEMP, 2002: p. 
43): “A knowledge worker is an individual who possesses one of these qualifications: 
five or more years’ professional experience in multimedia/information and 
communication technology (ICT) business or in a field that is a heavy user of 
multimedia; a university degree (in any discipline) or a graduate diploma 
(multimedia/ICT) from a professional experience in multimedia; and a master’s degree 
or higher in any discipline.”  
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2.2 Technology Acceptance 
  
Understanding technology acceptance and how it is conceptualized is important. 
Princeton dictionary (2012) defines acceptance as an act of accepting with approval 
and the act of taking something that is offered. In the domain of technology acceptance 
research, a person may accept a technology to a certain level that formed an intention 
to use or actual behavior in accepting a technology (Van Ittersum, Rogers, Capar, 
Cained, O'Brien, Parsons & et al., 2006).  
 
In the technology acceptance study, various social science theories were used to 
explain technology acceptance behavior at individual or organizational level. These 
include Theory of Reasoned Action (Fishbein & Ajzen, 1980), Theory of Planned 
Behavior (Ajzen & Fishbein, 1985), Personal Computer (PC) Utilization Model 
(Triandis, 1979), Theory of Acceptance Model (Davis, 1986), TAM 2 (Venkatesh & 
Davis, 2000), TAM 3 (Venkatesh, 2000), Unified Theory of Acceptance and Use of 
Technology (Venkatesh, Morris, Davis & Davis, 2003), Combined TAM and TPB 
(Taylor & Todd, 1995a, 1995b), Motivational Model (Deci & Ryan, 1985), The 
Innovation Diffusion Theory or IDT (Rogers, 1983), The Social Cognitive Theory or 
SCT (Bandura, 1986) and. The following discusses and summarizes these theories and 
models.  
 
2.2.1  Theory of Reasoned Action (TRA) 
 
The Theory of Reasoned Action was one of the earliest models developed to explain 
technology acceptance in the field of social psychology (Kholoud, 2009). This theory 
was developed by Fishbein & Ajzen (1980) to explain individuals’ attitude-behavior 
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relationships that influence technology acceptance, which has been adapted in many 
domains. Researchers in the area of Information Systems often use TRA to investigate 
the predictors (Han, 2003) of IT usage behavior. A lot of works in the technology 
acceptance domain starts investigations with the Theory of Reasoned Action (TRA). 
TRA could predict and provide understanding on the technology acceptance intention 
by hypothesizing beliefs influence social norms and attitude that subsequently shape 
an individual’s intention behavior (Leach et al., 1994; Fishbein & Ajzen, 1980).   
 
In TRA, Behavior related constructs are Subjective Norm (SN) and Attitude toward 
Behavior (ATB) which are the core constructs in the model. ATB is the past attitude 
of an individual to perform that behavior (Figure 2.1). It means that before making any 
decisions to involve in behavior, people tend to think about the possible outcomes of 
their actions. TRA examines action as the consequence of an individual’s intention to 
perform a behavior. And the individual’s evaluation of behavioral outcomes and 
beliefs influence the attitude. Individuals' behavior could be positive or negative 
depending on an individual's belief. Fishbein & Ajzen (1980) concluded that an 
individual’s attitude towards any object can be predicted with a high degree of 
accuracy from the knowledge of the individual about the object and the evaluation 
aspect of their beliefs. It was believed that an individual that has positive outcomes 
produced by an act of a particular behavior will affect one's behavior to have positive 
attitudes whereas if an individual has a negative outcome it will affect negative 
attitudes on the behavior (Kripanonth, 2007). Subjective Norms (SN) is the social 
pressure that an individual faced to perform the behavior. SN is about how the 
perception of an individual on what others think of his behavior (Leach et al., 1994). 
Hence, it is common that before one makes any decision, he will consult others on his 
 37 
decision. All these will influence individuals’ intention and this intention is an 
indicator of a person’s readiness to perform certain behavior, and it is considered to be 
the immediate antecedent of behavior.   
 
 
Figure 2.1: Theory of Reasoned Action (Ajzen & Fishbein, 1980) 
 
Although Theory of Reasoned Action is supported by many researchers, it has some 
limitations. The theory is criticized for focusing on explaining intention rather than 
behavior. TRA is also time consuming for studying complex behaviors because 
measures of each component of the behavior in question must be checked. Taylor 
(2001) opined this theory has no direct observation when applied because of self-
reported information which is subjective. Ajzen (1985) noted that the theory was 
inadequate to predict specific behavior, attitude and intention because it failed to take 
into account on the action, target, context and time frame. 
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2.2.2  Theory of Planned Behavior and Decomposed Theory of Planned 
Behavior 
 
Theory of Planned Behavior (TPB) is developed and extended from the Theory of 
Reasoned Action (Ajzen, 1985). It is a popular and influential social-psychological 
model for predicting and explaining an individual’s behavior (Chennamanemi, 2006; 
Ajzen, 1991). This theory differs from TRA by having an additional construct called 
Perceived Behavioral Control (PBC). PBC influenced both intention and behavior 
(Figure 2.2). TPB is used widely by many information systems researchers (George, 
2004; Shih, 2004; Karjaluoto et al., 2002; Taylor & Todd, 1995a; Mathieson, 1991). 
TPB explains how behavior is shaped by an individual’s intention to perform which is 
influenced by attitude toward the specific behavior, Subjective Norms and Perceived 
Behavioral Control.  
 
 
Figure 2.2: Theory of Planned Behavior (Ajzen, 2006) 
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Subjective Norm, it is expected that the Perceived Behavior Control would have 
stronger impact on the individuals intention to exhibit that behavior in questions. 
Subjective Norm is based on normative beliefs. It is determined by normative belief 
which groups together with motivation that comply with different referent group 
exceptions. Works by Battacherjee (2000) also found that strong relationship exists 
between subjective norm and intention behavior. 
 
On top of that, Ajzen (2002) states that there are three (3) types of beliefs where 
behavioral beliefs are about the expected consequences derived from a specified 
behavior. An evaluation on these behavioral consequences is done to decide whether 
the beliefs are favourable or unfavourable. Normative beliefs are beliefs about 
perceived social pressure from different referent to perform or not to perform a certain 
behavior in a context. Control Beliefs is defined as beliefs with the presence of some 
factors that may hinder the performance of the behavior. With perceived power, it is 
used to determine PBC that explains the intention of individuals’ motivation to 
undertake tasks. TPB has been successfully used to investigate behavior in health 
studies (Michels & Kulger, 1998, Nguyen, Potuin & Otis, 1997; Courneya & 
McAuley, 1995), doctors' use of clinical guidelines (Limbert & Lamb, 2002), breast 
self-examination (Young, Lierman, Powell-Cope, Kasprzyk & Benoliel, 2002), 
intention to obtain pap smear (Jennings-Dozier, 1999) and adolescents' smoking 
intentions (Hanson, 1997).  
 
The Decomposed TPB model (DTPB) adapted from Taylor & Todd (1995) using such 
constructs as relative advantage, complexity, compatibility from the diffusion of 
innovation theory (Rogers, 1983) and Perceived Behavioral Control (Shih & Fang, 
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2004) where the beliefs are decomposed into multidimensional constructs. The 
Decomposed Theory of Planned Behavior (DTPB) was introduced by Taylor and Todd 
in 1995 to explore on the determinants such as attitude belief, Perceived Behavioral 
Control and Subjective Norm (e.g. social influence) by decomposing them into a set 
of specific belief constructs. The DTPB suggests that behavioral intention is the 
primary direct determinant of behavior: Subjective Norm and Perceived Behavioral 
Control. In summary, one of the papers published by Taylor & Todd (1995a) criticized 
TPB because the model requires individuals to be motivated to perform a certain 
behavior. This assumption may be problematic when studying consumer adoption 
behavior in addition to the assumption of an identical belief structure among 
respondents when to perform a behavior. Furthermore, TPB only introduces one PBC 
construct to answer all the non-controllable elements of behavior. 
 
2.2.3  Technology Acceptance Model (TAM) 
 
Davis (1989) developed the Technology Acceptance Model (TAM) using TRA to 
specify the causal linkages of Perceived Usefulness and Perceived Ease of Use to 
Attitude, Intentions and Actual IT use behavior. In TAM, the model describes the 
usage of a new technology that is influenced by a number of factors. TAM assumes 
that usage of an individual on a technology is on voluntary basis (Davis, 1989). 
Another assumption made in TAM is, the individual must be given ample amount of 
time and knowledge about a specific behavioral activity. In this model, this individual 
is allowed to carry out an activity that closely resembles the way they behave. TAM 
predicts intention to use a technology by individuals based on individual beliefs on the 
Perceived Usefulness (PU) and Perceived Ease of Use (PEOU) of the technology. 
However, Davis (1989) concluded that Perceived Usefulness was the strongest 
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predictor to one’s intention to use an information technology (Figure 2.3). TAM 
specifies general determinants of individual technology acceptance and therefore can 
be applied to explain or predict individual behavior across a broad range of end user 
computing technologies and user groups (Davis et al., 1989). Due to TAM is a 
parsimonious and theoretically justified model, it has been used to study intention and 
actual use of many IS systems.  
 
Figure 2.3. Technology Acceptance Model (Davis, 1989). 
 
Intention is the main determinant of usage behavior to accept or not to accept a new 
technology. It is determined by a person’s attitude towards using a particular 
technology. Perceived Usefulness and Perceived Ease of Use influence an individual’s 
attitude towards using a particular technology. However, TAM does not include TRA's 
Subjective Norms as a determinant of behavioral intention. Perceived Usefulness (PU) 
is defined as the degree to which a person believes that using a particular system would 
enhance his or her job performance (Davis, 1986). PU is the primary determinant, 
which positively affects users’ beliefs and intention to use the technology (Figure 2.4). 
However PU was affected by some external variables (Table 2.2) such as computer 
training (Nelson & Cheney, 1987), organizational characteristics (Raymond, 1988), 
attitudes towards system (Ives et al., 1983), user participation (Baroudi et al., 1986) 
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and computer experience (Fuerst & Cheney, 1982). Other external constructs that 
extend TAM to examine different technologies, under different scenarios and context 
(e.g. culture and time), different control factors (e.g. age, income, organizational size, 
education) and different subjects (e.g. undergraduate and graduate students, bank 
managers, physicians and knowledge workers) have been extensively investigated 
(Table 2.2).  
 
 
Figure 2.4. External variables added to TAM (Davis, Bagozzi & Warshaw, 1989) 
 
Perceived Ease of Use (PEOU) influences intention in two (2) ways: direct and indirect 
effect through Perceived Usefulness (Ramayah, Ignatius & Aafaqi, 2005; Morris & 
Venkatesh, 2000; Agarwal & Prasad, 1998a; Davis et al., 1989). According to Davis 
(1989), Adams, Nelson & Todd (1992) and Sjazna (1996), PEOU has no significant 
influence on Behavioral Intention to use (BI). However, PEOU uses PU as mediator 
to influence BI. PEOU does not impact directly on user’s Behavioral Intention because 
of its effect on BI is through PU. If users do not have perceptions on the usefulness of 
new technology, PEOU will not have any effect on intentions (Szajna, 1996). PEOU 
is considered to be an important antecedent variable of TAM. External variables were 
found to have a significant influence on PEOU. These include training, end user 
computing support, management support, organizational support, system quality and 
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computer experience (Chau & Hu, 2002). Other studies include (Table 2.2) direct 
experience with technology, technology characteristics (Davis, 1989; Lucas and 
Spitler, 2000), computer self-efficacy (Davis, 1989; Igbaria & Iivari, 1995; Lucas and 
Spitler, 2000) and motivation (May, 2001). PEOU hypothesized to be a predictor of 
PU. Both of their predictors could also influence PEOU. In addition, PEOU and PU 
are affected by external variables that have a positive effect on attitude.  
 
According to Davis (1989), an individual’s belief determines one’s attitude toward 
using a system and the intention to use. This intention subsequently determines the 
actual usage. Behavioral Intention is a person conscious plan to perform or not to 
perform some specified future behavior and shaping the attitude towards the system 
which determines usage of the systems (Chuttur, 2014; Suki & Ramayah, 2010; Chen, 
Gillenson & Sherrell, 2002). Actual system use refers to width (‘how often’) and the 
depth of technology use (‘how much’) by the user (Davis, 1989). Davis (1989) asserts 
that behavioral intention influences actual system usage. He further argued that, end 
users who are not informed or educated about the need or relevance of a system usage 
will greatly influence their intention to use. Subjective Norms were not included 
because norms were perceived to have no TAM influence on Behavioral Intention 
especially technology usage is obligatory (Davis, 1989; Davis et al., 1989). TAM 
focuses on usefulness and ease of use of system but does not take into consideration 
aspects of improvement that might enhance adoption such as flexibility, integration 
and completeness of information. The notion of lack of task and technology fit was 
not considered in TAM. It was found that when fit exists, higher acceptance may be 
achieved. Research that adopted TAM has resulted further improvement since TAM 
could add new external variables to explain the relationships between PEOU and PU 
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on technology acceptance. TAM has been used to predict Behavioral Intention and 
actual usage on many systems (Table 2.1). For example, Adams (1992) and Mamry et 
al. (2014) used TAM to predict IT system, Rafique et al. (2014), Bumguardner, Strong, 
Murphrey & Dooley (2014), Ting, Ting & Hsiao (2014), Calisir, Gumussoy, 
Bayraktaroglu and Karaali (2014), Nunkoo et al. (2013), Lee & Lehto (2013),  
Kesharwani & Bisht (2012), Son, Park, Kim & Chou (2012), Stern, Royne, Stafford 
& Bienstock (2008), Keat & Mohan (2004), Pikkarainen, Pikkarainen, Karjaluoto & 
Pahnila (2004), Gefen et al. (2003),  Moon & Kim (2001) used TAM to predict 
acceptance on a variety of online systems such as e-banking and e-learning. Other 
systems that are predicted using TAM include mobile technology, wireless internet 
and telematics. 
Table 2.1. Technology and systems predicted by TAM 
Author Types of Systems 
Adams et al. (1992); Mamry et al. (2014) Information technology  
Cheong and Park (2005); Zhu and Morosan (2014) Mobile Internet  
Gefen et al. (2003);  Nunkoo et al. (2013);  Rafique et al. 
(2014) 
Online shopping  
Keat & Mohan (2004)  Electronic commerce  
Lu et al. (2003) Wireless Internet  
Pikkarainen et al. (2004); Kesharwani & Bisht (2012) Online banking 
Moon & Kin (2001) World Wide Web  
Lin et al. (2007) e-Stock users Behavioral Intention 
Chen & Chen (2009) Automatics telematics  
Stern et al. (2008) Online Auctions 
Park et al. (2012); Lee & Lehto (2013); Calisir et al. (2014) Elearning / Web-based learning 
system 
Pai & Huang (2011); Melzner  et al. (2014) Healthcare technology  
Erdogmus & Esen (2011) e-HRM 
Bumguardner et al. (2014); Ting et al. (2014) Social network systems 
Lin (2014) Mobile Instants Messaging 
Park, Rhoads, Lee & Hau, (2014) 
 
Park, Baek, Ohm & Chang, (2014) 
Teleconferencing systems 
 
Mobile Cloud Services 
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2.2.4  Technology Acceptance Model 2 (TAM2) and TAM 3 
 
Venkatesh & Davis (2000) extended TAM by examining the effect of Social Influence 
and Cognitive Processes on the Perceived Usefulness and Usage Intentions (Figure 
2.5). 
  
 
Figure 2.5. Extended Technology Acceptance Model (TAM 2) (Venkatesh & Davis, 2000) 
 
TAM2 is a theoretical extension of TAM with the objectives to consider additional 
key factors to explain Perceived Usefulness and Usage Intentions. TAM2 also studies 
how predictors increase user experience on the chosen technology over time. One of 
the key determinants was Subjective Norm that was introduced as a direct determinant 
on Behavioral Intention in TRA (Fishbein & Azjen, 1975) and subsequently in TPB 
(Ajzen, 1991). The rationale that Subjective Norm was introduced into this model 
because it has a direct effect on intention on the individual who may choose to perform 
a certain behavior even he is not favourable toward that behavior. TAM2 was tested 
using longitudinal data collected in voluntary and mandatory usage. The model 
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measured at pre-implementation, 1-month and 3-month post-implementation in the 
organizations. In mandatory system usage settings, Subjective Norms was found to 
have direct effect on intention over PU and PEOU. The model posits voluntariness as 
a moderating variable to distinguish between mandatory versus voluntary usage of a 
system.  
 
TAM2 proposed that individuals rely on the fit between their job and the performance 
outcomes of using the system. An individual will take into account how well the 
system helped to perform those tasks. If the system does not produce any desirable 
results to enhance individual performance it is perceived that the user acceptance rate 
will be low. Therefore TAM2 theorizes the result or tangibility of the results of using 
a system, has an influence on Perceived Usefulness of the system by end users. The 
user acceptance (Venkatesh & Davis, 2000) was significantly influenced by Cognitive 
Instrumental processes and Social Influence processes. In Social Influence processes, 
it consists of voluntariness, subjective norm and image; on the other hand, output 
quality, result demonstrability, job relevance and perceived ease of use are measured 
in Cognitive Instrumental processes. 
 
In TAM3, Venkatesh (2000) introduced two new antecedents to predict PEOU namely 
Anchors and Adjustments. Anchors are the degree to have general beliefs about 
computers and its usage whereas adjustments are the degree of belief that are shaped 
based on direct experience with the target technology. A strong correlation was found 
for the variables with PEOU.  Other factors that fall under these two (2) categories are 
Computer Self-Efficacy, Perception of External Control, Computer Anxiety, 
Computer Playfulness, Perceived Enjoyment and Objective Usability (Figure 2.6). 
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Figure 2.6. TAM 3 (Venkatesh, 2000) 
 
2.2.5 Unified Theory of Acceptance and Use of Technology (UTAUT) 
 
Unified Theory of Acceptance and Use of Technology (UTAUT) postulates that 
Behavioral Intention and usage behavior were the two dependent variables in the 
model. UTAUT was developed to explain IS usage behavior. UTAUT had taken eight 
(8) models which included TAM, TRA, TPB, Motivational Model, Integration of 
TAM and TPB, PC utilization model, Innovation Diffusion Theory and Social 
Cognitive Theory into the development of this model. These eight (8) independent 
variables are performance expectancy, effort expectancy, social Influence, facilitating 
condition, gender, age, experience and voluntariness of use. Performance expectancy, 
effort expectancy and social influence were the three (3) main determinants for the 
intention to use and behavior usage (Figure 2.7). Venkatesh et al. (2003) quoted that 
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performance expectancy was the strongest predictor among the eight factors. On the 
other hand, social influence is significant only in mandatory technology use of 
situations. 
 
 
Figure 2.7. The Unified Theory of Acceptance and Use of Technology (Venkatesh et al., 2003) 
 
UTAUT uses Performance Expectancy, Effort Expectancy, Social Influence and 
Facilitating Conditions to predict Behavioral Intention and usage behavior. However, 
attitude, PEOU and PU are not predictors for Behavioral Intention in UTAUT. In their 
findings, they found that Social Influence holds significance only in mandatory 
technology usage setting.  
 
One of the latest development in the enterprises was business operators are always on 
the lookout for ways to improve daily internal or external communication. With the 
emergence of microblogging as a new communication channel, enterprises had started 
to adopt the enterprise microblogging as a communication tool.  Gunther, Krasnova, 
Schondienst & Riehle (2009) extended UTAUT by adding constructs to explain the 
process of adopting the microblogging in enterprises (Figure 2.8). The constructs 
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include privacy concerns, communication benefits, and perceptions regarding signal-
to-noise ratio, as well as codification effort. He argued the importance of these 
modifications and extensions in his model. A modified and extended version of 
Gunther's model was developed by adding several constructs such as reputation, 
communication benefits, signal-to-noise ratio, codification effort and expected 
relationship into original UTAUT (Gunther et al., 2009). 
 
 
Figure 2.8. A modified version of UTAUT model (Gunther et al., 2009) 
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2.2.6  Augmented TAM  
 
TAM does not include social and control factors to study behavior however IT usage 
behavior is significantly influenced by these factors (Moore & Benbasat, 1991; 
Mathieson, 1991; Thompson et al., 1991). It is noted that these factors are the key 
determinants of behavior in Ajzen’s (1991) Theory of Planned Behavior. Therefore a 
study conducted by Taylor & Todd (1995a) added Subjective Norm and Perceived 
Behavioral Control to TAM to give a more complete test for the determinants of usage. 
With their strong predictive utility in IT usage, social psychology also uses it for usage 
prediction (Taylor & Todd, 1995b). Figure 2.9 depicts the “Augmented TAM" or 
"Combined TAM and TPB" (C-TAM-TPB) model. 
 
 
Figure 2.9. C-TAM-TPB (Taylor & Todd, 1995a) 
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2.2.7 Other Related Theories on Technology Acceptance  
 
Triandis (1997) introduced PC Utilization model that focused on attitude and behavior 
constructs. Two important components were added into the model namely cognitive 
and affective components of attitudes. Thompson et al. (1991) refined Triandis’s 
model and used it to predict PC Utilization behavior taking into account individual 
behavior that is determined by attitudes, social norms, habits and the expected 
consequences (Thompson et al., 1991). Major constructs incorporated into Triandis’s 
model includes job-fit, complexity, long-term consequences, affect towards use, social 
factors and facilitating conditions (Figure 2.10). 
 
 
Figure 2.10. PC Utilization model (Thompson et al., 1991) 
 
The Motivational theory was applied in the study of information technology by Davis 
& Warshaw (1992). This theory suggests that individuals’ behavior is influenced by 
extrinsic and intrinsic motivations. Extrinsic motivation is the perception of user who 
perceived the system will enhance efficiency, effectiveness and increase performance 
after using the system. Perceived Usefulness, Perceived Ease of Use and Subjective 
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Norm are examples of extrinsic motivation. On the other hand, intrinsic motivation is 
the pleasure and satisfaction derived from performing the behavior (Vallerand, 1997). 
Computer playfulness and enjoyment of using the system are examples of intrinsic 
motivation (Venkatesh, 2000; Davis et al., 1992).  
 
An innovation is defined as “an idea, a practice, and an object that is perceived as new 
by an individual” (Rogers, 1983). Innovation Diffusion Theory (Rogers, 1995) 
explains how innovations are adopted within a population of potential adopters. 
Diffusion is defined as the process by which an innovation is communicated through 
a particular communication channel over time among individuals on a social system. 
IDT theory theorizes potential individuals’ decisions to adopt or reject an innovation 
involved five (5) stages namely; knowledge, persuasion, decision, implementation and 
confirmation (Rogers, 1995). This theory was tested through a social system and 
communication channel where individuals are able to learn a new innovation where 
its advantages motivate the adoption. Five (5) different types of adopters were 
identified by Rogers (1995). They are: Innovators, Early Adopters, Early Majority, 
Late Majority and Laggard who are traditional late adopters. Moore & Benbasat (1991) 
expanded Rogers’s (1995) theory to examine technology acceptance. Constructs such 
as relative advantage, ease of use, image, visibility, compatibility, results 
demonstrability and voluntariness of use were incorporated into the model. Relative 
Advantage is the perception of how much an innovation is difficult to use. Many 
researchers regard these constructs as important determinants of one’s on new 
technologies acceptance (Plouffe, Hulland & Vandenbosch, 2001; Karahanna, Straub 
& Chervany, 1999; Argarwal & Prasad, 1997, 1998). Even though IDT helps to 
explain the likelihood of a new innovation adoption, this theory does not provide 
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evidence on how attitude could influence acceptance of technology. Furthermore, 
innovation characteristics and task-fit could influence adoption are not included in this 
process (Chen et al., 2002; Karahanna et al., 1999).  
 
For Social Cognitive Theory (SCT), Bandura (1986) suggested environmental, 
personal and behavior factors are mutually influencing one another. Compeau, Higgins 
& Huff (1999) extended SCT by incorporating a few constructs to examine technology 
acceptance. They postulate the link between personal factors, environment influence, 
and behavior that influence technology acceptance. They found acceptance of 
technology is influenced by cognitive perceptions and the cognitive competency of an 
individual. SCT was expanded to include self-efficacy, outcome expectations, and 
affective factor. Self-efficacy is the degree to which individual is able to use a 
technology to complete a particular task. Outcome expectations include performance 
and gaining status increased efficiency and effectiveness in using the technology. 
Affective factor consists of affect and anxiety. Affect refers to liking of a particular 
behavior such as an individual’s affection on using technology. Anxiety refers to an 
individual’s emotional reaction in performing a behavior such as using a technology. 
 
2.3 Comparison of models in Technology Acceptance study 
 
Overall, there are three (3) groups of theories that will be discussed in this section. 
First of all, the Theory of Reasoned Action (Ajzen & Fishbein, 1980; Leach et al., 
1994) explained individuals’ attitude-behavior relationships suggests how an 
individual perceives the influence technology acceptance by examining beliefs 
influence social norms (SN) and attitude. Secondly, TAM by Davis (1989), Venkatesh 
& Davis (1996, 2000), and Davis et al. (1989) as well as TPB by Mathieson (1991), 
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Venkatesh & Brown (2001), and Taylor & Todd (1995b) are the intention-based 
theories and models which suggest that user acceptance of IT systems is determined 
by beliefs and attitudes of individuals. Lastly, theories such as SCT (Compeau et al., 
1995, 1999), Triandis' model (Cheung et al., 2000; Thompson et al., 1991) have also 
been applied to user acceptance of IS studies.  
 
TRA, TAM, TPB and UTAUT will be compared because of their similarities on the 
concepts and theories associated with the personal beliefs to determine usage and 
acceptance of IT. In this comparison, it will help to identify differences and similarities 
of all these theories and models.  
 
2.3.1 TRA and TAM  
 
Davis et al. (1989) examined TAM and TRA because these two theories lead to a 
structure which uses Behavior Intention (BI), Perceived Ease of Use (PEOU) and 
Perceived Usefulness (PU). It is found that Social Norm is a weak determinant for 
Behavioral Intention. However, it is found that Social Norm is not part of TAM but it 
is part of TRA and TPB as a determinant of BI. From the comparative analysis, it is 
confirmed that TAM is parsimonious and simple to use and it is more favorable across 
different research settings than TRA and TPB in terms of capability (Han, 2003). 
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2.3.2 TPB and TAM 
 
Researchers claimed that TAM and TPB are able to explain intention well in a 
comparative study (Mathieson, 1991). TPB is more useful during post-implementation 
evaluation and system development compared to TAM. It can provide more specific 
information and give more insight to explain why individuals use or not use a 
technology. However, in terms of ease of use, TAM is easier than TPB to provide 
inexpensive approach to gather general information about a person's perception of an 
IT system.  
 
2.3.3 SCT and TPB 
 
These two theories incorporated beliefs which might influence behavior. SCT 
contributed the self-efficacy concept while TPB incorporated PBC as an independent 
variable to influencing behavior. The variable was decomposed to Self-Efficacy and 
Facilitating Conditions by Taylors & Todd (1995a, 1995b). The Self-Efficacy came 
from Banduras' SCT framework and the Facilitating Condition was derived from 
Triandis' framework. 
 
2.3.4 Critical Remark 
 
Theory of Reasoned Action (TRA) is used to explain intention to use technology based 
on attitude as antecedent to determine behavior. TRA theorised that perceived benefits 
and complexity of systems could determine intention. On the other hand, Theory of 
Planned Behavior (TPB), evolving from TRA, opined that behavior is shaped by 
intention. TPB incorporates attitude, Subjective Norms and Behavioral Control as 
antecedents for intention. Mathieson (1991) opined that TPB can explain Intention 
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better than TRA because TPB incorporated Perceived Behavioral Control (PBC) as an 
independent variable that is perceived to influence behavior. However Taylor and 
Todd (1995a) criticized TPB because PBC attempted to explain all the non-
controllable elements of behavior in the model where many researchers do not have 
the same views on this.  
 
TAM, TAM2, TAM3 and UTAUT evolved with different constructs added into these 
models. TAM2 introduces social influence and cognitive process into TAM to 
examine fit between tools and performance.  TAM2 shows that it is a better model to 
explain mandatory compared to voluntarytechnology usage. In TAM3, Anchors and 
Adjustments are introduced to the model. Anchors refer to general beliefs and 
adjustments that investigate the degree of beliefs shaped by direct experience of 
technology that includes perceived enjoyment and objective usability. The difference 
of TAM2 and TAM3 is that TAM2 examines relationships of social influence and 
cognitive with PU however TAM3 examines relationships of Anchors and 
Adjustments with PEOU.  
 
PC Utilization model (Triandis, 1997) focuses on attitude and behavior constructs. It 
introduces few constructs such as job fit, long-term consequences, affect towards use, 
facilitating conditions, complexity and social factors as antecedents to model. It 
focuses on the overall environment that creates conducive work environment to 
measure PC utilization among users. Users will utilize the PC based on the things that 
they want to do, what they think they should do, how they do it and the consequences 
of doing it. PC Utilization model has demonstrated that constructs such as affect 
towards use, facilitating condition and job fit are strong predictors. These constructs 
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will be considered to incorporate into TAM to explain the acceptance of technology in 
organizations. 
 
Davis & Warshaw (1992) found that extrinsic and intrinsic motivations are key drivers 
of an individuals' intention to perform behavior such as technology usage. Individuals' 
intention to use technology at the workplace is influenced mainly by their perceptions 
of how useful is the technology for improving their job. Increasing the enjoyability of 
a system would enhance the acceptance of a technology (Venkatesh, Thong & Xu, 
2012; Hsu & Lin, 2008; Thong, Hong & Tam, 2006; Brown and Venkatesh, 2005; 
Heijden, 2004; Childers et al., 2001) 
 
This research considers TAM (Davis, 1989) as the base model because it has been 
extensively used in different context to predict intention and actual usage for different 
technologies and systems by extending with different external variables tabulated in 
Table 2.2. Davis (1989) opined that TAM can predict software usage intention better 
than TRA. On the other hand, Mthieson (1991) also found that TAM is able to explain 
intention to use a system better than TRA, TPB or any other models. On the other 
hand, Venkatesh and Davis (2000) pointed out that TAM is a robust model for 
explaining user acceptance of new technology by incorporating external variables that 
are relevant in this research. With such analysis by IS researchers, TAM was chosen 
as the base model for this research. 
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Table 2.2: External constructs added to TAM  
 
Author  Construct  
Moore & Benbasat (1991); Park & Kim (2014) Voluntariness 
Premkumar & Potter (1995); Igbaria et al. (1996), Son et al.(2012) Complexity  
Moore & Benbasat (1991) Observability  
Agarwal & Prasad (1998a, 1998b); Chin & Gopal (1995) Compatibility  
Dishaw & Strong (1999); Shih & Chen (2013); Mehmadi (2012); Ma, 
Chao & Cheng (2013) 
Integrated TAM with 
TTF 
Agarwal & Karahanna (2000); Zhu & Morosan (2014) Cognitive absorption,  
Bumguardner et al. (2014); Al-Mamary, Shamsudin, Aziati, (2014); 
Venkatesh & Speier (2000) 
Computer Self-
efficacy 
Karahanna & Limayem (2000); Tsai (2014); Karahanna &Straub 
(1999); Sawang et al. (2014); Maholtra & Galleta (1999) 
Social Presence 
Moon & Kim (2001); Agarwal & Karahana (2000); Zhu &Morosan 
(2014) 
Computer Playfulness 
Venkatesh & Morris (2000); Maholtra & Galleta (1999) Subjective Norms  
Venkatesh & Davis (2000); Thompson et al. (1991) Job Relevance 
Fishbein & Ajzen (1980); Chau (2001) Computer attitude 
Karahanna & Straub (1999); Taylor & Todd (1995b) Facilitating Conditions  
Chin & Gopal (1995); Davis & Warshaw, (1992); Teo, Lim & Lai., 
(1999) 
Perceived Enjoyment  
Calisir et al. (2014) Perceived Content 
Quality  
Erdogmus & Esen (2011); Melzner et al.(2014) Perceived Ease of Use 
Erdogmus & Esen (2011)Ting et al. (2014) Perceived Usefulness 
Simonson, Maurer, Montag-Torardi & Whitaker (1987); Montazemi, 
Cameron & Gupta., (1996); Al-Mamary, Shamsuddin & Nor Aziati, et 
al.(2014) 
Computer Anxiety  
Igbaria, Zinatelli, Cragg & Cavage., (1997); Liao & Landry (2000); Al-
Mamary et al.(2014) 
Top Management 
Support  
Chau & Hu (2001); Sawang et al. (2014); Lin (2014) Peer Influence 
Chiu, Lin & Tang (2005); Svendsen et al. (2013) Personal 
innovativeness , 
Personality factor  
Gefen et al. (2003); Wu & Chen (2005); Rafique et al.  (2014), Ting 
et al. (2014)  
Trust 
Rafique et al. (2014) Attitude 
Walczuch, Lemmick & Streukens (2007) and Lin et al. (2007); Chen et 
al. (2009); Erdogmus  & Esen (2011); Hung & Cheng (2013) 
Technology readiness  
Chen et al. (2009); Lee & Chung (2009) TAM and TPB  
Al-Mamary et al.  (2014) System Quality  
Al-Mamary et al. (2014) Information Quality  
Ting et al. (2014) Reputation 
Lin  (2014) Culture 
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2.4 Role of Affect  
 
Past research suggested that affect is an important component in psychology, social 
science and information systems domains. The role of affect and emotion were 
investigated from the social science perspective such as marketing (Williams & Aaker, 
1990), organizational behavior (Fisher & Ashkanasy, 2000; Heath & Sitkin, 2011), 
psychology (Lowenstein et al., 2011; Aspinwall, 1998) and Information Systems 
(Venkatesh, 2000). Even though these social sciences researchers share similar 
pursuits to examine and understand individual's choices and behaviors, however, many 
of them ignore the role of affect due to the subjective nature and inconclusive support 
from theoretical and empirical perspectives in their works. In 1994, works carried out 
by Watson and Clark popularized positive and negative affect as the dominant 
dimensions of emotional experience. These two (2) factors have been identified in both 
intra and inter-individual behavior and emerged consistently across diverse descriptor 
sets, time frame, response format, language and cultures (Almagor & Ben-Porath, 
1989; Mayer & Gaschke, 1988; Tellegen, 1985; Watson, 1988; Watson, Clark & 
Tellegen, 1988; Zevon & Tellegen, 1982).  
 
Researchers generally recognised that people's behavior and choice are broadly based 
on their cognitive processes, emotion and affective elements. However, it was sadly 
found that much research had been conducted only on the cognitive aspect while 
neglecting the affectivity side of technology acceptance (Perlusz, 2004; Brave and 
Nass, 2003; Sun & Zhang, 2006). For example, Aspinwall (1998) stated that positive 
emotions such as joy, happiness, contentment and interest is an affect related research 
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that had been largely neglected in the studies such as psychology. In addition, the 
positive affect has been ignored in technology acceptance studies because it does not 
seem to pose much difficulties to the individuals using the technology, hence, there is 
a need to examine positive affect. The affectivity side of technology acceptance 
research focuses much on negative affect such as computer anxiety because it poses a 
lot of problems to the individual and organization. Therefore, research on positive 
affect is limited because it is more difficult to discriminate compared to negative 
affect. However, positive affect is as important as negative affect in determining 
behavior (Perlusz, 2004). Even though, Negative affect poses problems in the 
acceptance of new technologies, positive affect may still provide solutions in the 
context of technology acceptance.  
 
According to Isen (2008, 2001), they pointed out that task characteristics influenced 
one's positive mood especially on accepting a new technology which requires 
cognitive abilities to handle difficult/complex tasks. Organizations found that 
facilitating employees' positive mood within the organization is able to improve the 
acceptance of tools (Shih, Lie, Klein & Jiang, 2014; Fredrickson, 2003; Pratt and 
Ashforth, 2003). Djamasbi, Strong & Dishaw (2010) found that positive mood played 
an important role on the adoption of a new technology such as Decision Support 
System in organization. Eventhough, Technology Acceptance Model (TAM) is often 
been recognized as a reliable predictor for technology acceptance, however, in recent 
years TAM has been criticized for not taking into consideration external factors such 
as affect as motivators that are related to individual's behavior. Researchers argued 
that there is a direct effect between affect and PEOU and BI in technology acceptance, 
whereby task category could be a useful addition to explain acceptance of technology. 
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In short, this review operationalizes the role of affect focusing on Positive Affect (PA) 
and Negative Affect (NA) where PA and NA have been perceived to be able to 
influence technology acceptance.  
 
Perlusz (2004) highlighted that organizations and individuals will show a great sense 
of technological advancement if they understand how affect influences technology 
acceptance. This implies that emotion is able to impact the use of a technology in the 
organizations. In addition, Sjoberg (1998) also argued that feelings influence the 
process of adopting new technologies. Positive affect influence people to cope with 
difficulties and anxieties that they experienced while using a new system. It is able to 
provide individuals with solutions when facing a new challenge while using the 
system. The outcomes of the review has rationalized the importance to investigate the 
influence of PA and NA. They include lack of research that focuses on PA in 
technology acceptance, lack of understanding of how PA and NA influence PEOU and 
PU, and limited studies that examined the impact of PA and NA on the Behavioral 
Intention of KS tools usage. 
2.4.1  Affect Theories 
 
Early works on affect were conducted by Nowlies & Nowlis (1956). They pointed out 
that there are between six (6) and twelve (12) independent monopolar factors of affect 
namely: degree of sadness, anxiety and tension. This is followed by Tomkins (1962-
1963) and Izard’s (1972) Theory of Discrete Emotions and Ekman’s (1972) cross-
cultural work on facial expressions of emotion which formed the basis for the most 
commonly used self-reporting instrument in clinical, personality and social 
psychology to assess affect. Affect-related theories have been evolving since early 
1900 to understand different types of affective markers by psychologists. The structure 
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of affect and affective quality have been interpreted in numerous ways. Affect and 
Affective quality has its own measurement model and conceptual framework (Wundt, 
1912, 1924; Schlosberg, 1941; Russell, 1980; Watson & Tellegen, 1985; Thayer, 
1989; Larsen & Diener, 1992; Reisenzein, 1994). In Russell (1980)’s circumplex 
model (Figure 2.11), affect is defined as an affective structure using two dimensions: 
valence (pleasure-displeasure) and activation (sleep-arousal). In 1999, Feldman 
Barrett & Russell have given a review on the model of affect. Larsen & Diener (1992) 
illustrated the structure the same way (Figure 2.11). However, Watson & Tellegen 
(1985) defined affective structure (Figure 2.11) using two dimensions of valence (i.e., 
Positive and Negative Affect) that implicitly depict activation that is opposite to the 
pleasantness and activation dimensions. Recently, they have renamed the Positive and 
Negative Activation. In 1989, Thayer showed the affect structure using two (2) types 
of activation, Tension and Energy that implicitly communicate valence. From the 
development on affect, one would think that these sets of dimensions in the models 
developed by these researchers illustrate different phenomena. This development, 
however, has allowed psychologists to be more aware of the four (4) structures that 
describe the same view from different angles (Russell & Feldman Barrett, 1999; Yik, 
et al., 1999). 
 
Tomkins’s (1984) affect theory puts affect into discrete categories and connects each 
of them into typical response. For example, the affect of joy is observed through the 
display of smiling. These affects can be identified through immediate facial reactions 
that people have to a stimulus, typically well before they could process any real 
response to the stimulus. There are nine affects ranging from low/high intensity and 
accompanied by its biological expression. Positive affects include enjoyment, interest, 
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and joy and negative affect are anger, disgust, dismal, distress, fear and shame. The 
nine affects can be used as a guidance for many health cases where they could 
maximize the positive affect and minimize the negative affect in order to achieve the 
desired outcomes. 
 
Russell’s Circumplex Model of Affect defined affect as a set of dimensions such as 
displeasure, distress, depression and excitement with each dimension varying 
independently (Figure 2.11). There is evidence that shows that these affective 
dimensions are interrelated in a highly systematic fashion represented by a spatial 
model where affective concepts fall in a circle. Russell's (1980) work demonstrated 
that there are supportive evidences for the 28 emotion-denoting adjectives. The 
knowledge of affect is organized as a cognitive structure that helps to shape the 
perception and interpretation of verbal and non-verbal evidence of emotional states to 
conceptualize and report one’s emotional state (Russell, 1980; Park, Kim, Ha & Min, 
2014). The nonverbal, verbal and language on affect of the cognitive representation 
are summarized as eight variables fall into a two dimensional space. The proposed 
Circumplex model (1980, 1989, 1997) by Russell was based on the idea that role of 
affect are defined in two separate dimensions which are orthogonal and bipolar 
dimensions. The various types of affect states are scattered along the perimeter of the 
circle. These affect states which are near to one another represent similar valence and 
activation. States that appear diametrically across will demonstrate different valence 
and activation (Feldman & Russell, 2009; Ekkekakis, 2013; Schlosberg, 1952). 
 
The Russell’s Circumplex Model of Affect shows that horizontal axis indicates 
pleasure-displeasure and the vertical axis shows high arousal-low arousal. Pleasure is 
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defined at a point of the approximate west and displeasure is defined at a point of the 
approximate east. In the vertical axis, while high arousal is defined at a point of the 
approximate north, low arousal is defined at a point of the approximate south (Park et 
al., 2014). In short, Russell’s work concluded that exploring affect through self-report 
data from a large sample will inevitably result in some variances of the 28 affect words 
on pleasure-displeasure and degree of arousal.  
 
The Broaden-and-Build Theory was proposed by Fredrickson (2004) to describe the 
form and function of a subset of positive emotions, including joy, interest, contentment 
and love. Fredrickson (2004) stated that the positive emotions broaden an individual’s 
momentary thought-action repertoire. The consequence of these broadened mindsets 
promote discovery of novel and creative actions which in turn build that individual’s 
personal resources. Fredrickson (2001, 2003) argued that different affective state 
predispose people to have certain thoughts or take certain actions. For example, when 
a person is angry, his anger will create an urge to fight. Negative affect built up when 
angry, tends to make people more hostile and less collaborative (Allred, Mallozzi, 
Matsui & Raia, 1997; Tiedens, 2001). However, positive affect state such as joy and 
elation will lead a person to be creative, playful and explore new ideas and think 
broadly (Isen, 1984; 2000). Fredrickson (2001) reiterated in her article that her theory 
posits that experiences of positive emotions broaden people’s momentary thought-
action repertoires, which in turn serves to build their enduring personal resources, 
ranging from physical and intellectual resources to social and psychological resources. 
She also shows that positive and negative emotion can predict their judgments of 
subjective well-being (Fredrickson, 2001). Positive emotions are markers of optimal 
well-being. Positive emotions signal optimal functioning and it is not just within the 
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present, pleasant moment, but over the long term as well. Many viewed problems 
resulted by positive emotion as of lower priority. Another reason positive emotion has 
been sidelined is, theorists always create models of emotions in general with positive 
emotions introduced later. In many occasions, the function of all positive emotions 
have been identified as facilitating approach behavior or continued action. Although 
positive emotions often appear to function as internal signal to approach or continue, 
they share this function with other positive affective states too.  
 
Works conducted by Avey, Wernsing & Luthans (2008) highlighted that positive 
emotion from employees have an impact on their attitudes and behavior. Their research 
findings showed that psychological capital such as hope and optimism relate to their 
positive emotions which in turn influence their attitudes and behavior to the 
organizational change. And they also found that mindful employees interacted with 
psychological capital in predicting positive emotions. This concludes that positive 
emotions generally mediated the relationship between psychological capital and the 
attitudes and behavior of employees. Fredrickson (2003) highlighted that positive 
emotions can be transformational and fuel upward spirals toward optimal individual 
and organizational functioning using her broaden-and-build theory of position 
emotions. The broaden-and-build theory of positive emotions build their enduring 
personal resources. Positive emotions seldom occur in life-threatening situations. 
Positive emotions have a complementary effect. In contrast to negative emotions 
which carry direct and immediate adaptive benefits in situations that threaten survival, 
the broadened thought-action repertoires triggered by positive emotions are beneficial 
because it carries indirect and long-term adaptive benefits due to it can endure personal 
resources.  
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In 1985, Watson and Tellegen proposed a “Consensual” Structure of Affect based on 
Russell’s (1980) circumplex. Watson and Tellegen found that the circmplex falls 
somewhere between classic simple structure and a true circumplex which they labelled 
them as Negative Activation (NA) and Positive Activation (PA) where their 
framework helps them to clarify various affect-related phenomena (Watson, Wiese & 
Vaidya, 1999). They called their structure “a basic two-dimensional structure of affect 
emerges across a number of different lines of research”. They argued that the 
“consensual” structure of affect model has “firmly established as the basic structure of 
English-language affect at the general factor level". The two–dimensional solution 
proposed by Watson & Tellegen (1985) is in agreement with Russell’s analyses with 
dimensions identified that reflect affective valence ranging from such terms as happy 
and please to unhappy and sad. The second dimension as reflecting perceived 
activation, although they decided to label it as strong engagement and disengagement. 
Watson & Tellegen’s structure depicts four (4) bipolar dimensions from each 
dimension: Pleasantness (happy vs sad), Positive Affect (excited vs sluggish), 
Engagement (aroused vs still), and Negative Affect (distressed vs relaxed). Watson & 
Tellegen emphasized on the importance of Positive Affect and Negative Affect 
dimensions when compared to Russell’s model. They found that affects such as 
happiness and sadness form a largely unidimensional bipolar structure and PA and NA 
are relatively independent. The PA and NA axes in Watson and Tellegen’s model are 
found particularly useful for several reasons. These dimensions provide a highly 
parsimonious explanation of certain affect-related phenomena. They are able to 
capture the vicissitudes of everyday experience. The High NA, High PA octants are 
the most densely populated areas with rich source of affect descriptors. Pleasantness 
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and Unpleasantness octants area also contain numerous terms while the rest of the 
octants are sparsely populated and relatively few good markers. The NA dimension 
can be subdivided into specific affects such as fear and anger whereas PA can be 
subdivided into joy and interest. PA and NA dimensions lend themselves well to 
dispositional analysis and have been widely studied in many recent research (Shih, 
Lie, Klein & Jiang, 2014; Djamasbi, Strong & Dishaw, 2010; Sjoberg, 1998). In short, 
the NA and PA dimensions in Watson & Tellegen’s model have shown strong and 
systematic association with the traits of personality. These conceptual schemes offer 
an attractive framework for those who are interested in affect at both the state and the 
trait levels.  
Figure 2.11. Model of Affect within Two-Dimensional Space described by Russell (1980), Watson 
& Tellegen (1985), Larsen & Diener (1992) and Thayer (1989) 
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In summary, Russell’s Circumplex Model of Affect examined 28 different affective 
states and his findings showed that each affective state is organized in the circle 
systematically where they are not unipolar but bipolar being positioned on the 
horizontal axis that indicates pleasure-displeasure and the vertical axis of high arousal-
low arousal. On the other hand, Watson and Tellegen used the “Consensual” Structure 
of Affect to illustrate the affective markers as “a basic two-dimensional structure of 
affect emerges across a number of different lines of research”. They argued that the 
“consensual” structure of affect model has been “firmly established as the basic 
structure of English-language affect at the general factor level”. Watson and 
Tellegen’s structure depicts four (4) bipolar dimensions that are spaced apart with 45o 
from each dimension consisting of Pleasantness (happy vs sad), Positive Affect 
(excited vs sluggish), Engagement (aroused vs still), and Negative Affect (distressed 
vs relaxed). Watson and Tellegen emphasized on the importance of Positive Affect 
and Negative Affect dimensions when compared to Russell’s model. Fredrickson 
(2004)’s Broaden-and-Build Theory of Positive Emotions stated that the positive 
emotions broaden an individual’s momentary thought-action repertoire. The 
consequence of these broadened mind-sets promote discovery of novel and creative 
actions which in turn build that individual’s personal resources. This theory highlights 
that positive emotions must be taken into account even though it is not easily measured 
and largely being taken for granted. Broaden-and-Build Theory of Positive Emotions 
don’t arrange affect adjectives like Watson and Tellegen’s “Consensual” Structure of 
Affect and Russell’s Circumplex Model of Affect. Broaden-and-Build Theory of 
Position Emotion is applied in areas such as organizational change to promote more 
effective change and higher organizational performance with employees that are 
positively motivated. On the other hand, Russell’s and Watson and Tellegen’s models 
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capture and describe affective markers of an individual in the study of technology 
usage, students’ experience and learning activities. Their models attempt to investigate 
different affective markers self-reported by these subjects in their research activities. 
 
2.4.2 Taxonomy of Affective States  
 
Affect, emotion and mood are basic aspects of people and they may have impact on 
social judgment, perception, reflexes, behavior and cognition (Russell 2003; Forgas 
1995; Forgas & George 2001; Brief 2001). Russell (2003) discusess core affect, 
affective quality and perceived affective quality in his affective concepts. Core affect 
is the most fundamental affective concept where it is much broader than emotion. It is 
mental but not cognitive or reflective (Russell, 2009). It is primitive, universal, and 
ubiquitous, existing without being labelled to any cause which is object free or free-
floating. Affective quality is defined as a stimulus’ capacity that results in a change of 
a person’s core affect (Russell, 2003). For affective concept that is resided within a 
stimulus, it basically describes affective characteristics of the stimulus and they are 
called affective quality or affective cue. Perceived Affective Quality or PAQ is about 
how an individual perceives an object’s ability to change his core affect. It is a 
perceptual process that estimates the affective quality of the object. A specific stimulus 
produces the affective quality and such affect remains tied to that stimulus (Russell, 
2003). Russell & Pratt (1980) defined Perception of Affective Quality (PAQ) as the 
perception of an individual on an object’s ability to alter a person’s affect.  
 
In 2013, Zhang presented a taxonomy of affective concepts in the Affective Response 
Model where different affective concepts are categorized into three (3) broad groups 
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where affect can be resided within a person, within a stimulus and reside  between a 
person and a stimulus (Table 2.3).  
 
For the affect residing within a person, it is divided into affect state and dispositional 
affect. Affect state is a temporally constrained feeling that is free-floating such as 
mood. Mood is intra-individual changes, generally non-intentional which is not 
associated with explicit intentions to act (Bagozzi, Gopinath & Nyer, 1999; Frijda, 
1987). Lazarus (1991) defined mood as one that comes and goes depending on 
particular conditions. Mood is low intensity, diffuse feeling states that usually do not 
have a clear antecedent (Forgas, 1992), and can be characterized as relatively unstable 
short term intra-individual changes (Tellegen, 1985).  Mood can be evoked by both 
dispositional affect and emotions. Unlike emotions, people may not realize that they 
are experiencing a change of mood and may not realize that mood is influencing their 
behavior (Forgas, 1992). Dispositional affect is a temporally unconstrained feeling that 
is called affectivity such as temperament. Dispositional affect is defined as a person’s 
affective predisposition towards perceiving the world around him or herself either 
positively or negatively (Lazarus, 1991; Staw, Bell & Clausen, 1986). It is an 
individual variable reflecting the characteristics of basic emotions experienced and 
expressed by a person (Goldsmith & Campos, 1982). It has strong influences on 
individual behavior level (Isen & Baron, 1991; Staw, Sutton & Pelled, 1994).  
 
In the category of affective response between a person and a stimulus, it has two (2) 
sub categories: affective state that is temporally constrained, and, evaluation or 
dispositional affect that is temporally unconstrained. Induced affective state such as 
emotions and attributed affect that are induced by stimulus are affective states grouped 
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under temporally constrained affective state. It emphasizes on the feelings the 
perceiver has, rather than the ability or affective characteristics of the stimulus. 
Induced affective state focuses on a person’s feeling.  The feeling is short-lived. It 
exists only as long as the supporting cognition, perceptions, or other elicitors are active 
and vanishing as soon as one is no longer in that condition.  
 
In an attributed affect that are induced by stimulus (Zhang & Li, 2005), a perceived 
cause such as event and object may change the core affect.  Due to the cause may be 
or may not be obvious, hence, misattribution may occur. No matter what cause is 
identified, it becomes the object towards which the affect is attributed to. Attributed 
affect is defined by three (3) necessary and, when together, sufficient features: a 
change in core affect, an object, and attribution of the core affect to the object. The 
object potentially includes the future consequences of that event and has a perceived 
affective quality. Huang (2003) found that a customer’s emotion experienced in a 
virtual shopping environment are positively related to his/her intention to explore in 
this environment. Kim, Lee, Han & Lee (2002) discovered that the perception of 
delight of an ecommerce interface has a positive impact on customer satisfaction. In 
these two studies, both emotion and delight belong to attributed affect. Shopping 
enjoyment (Koufaris, 2002) and perceived entertainment value of website (O’Keefe, 
Cole, Chau, Massey, Montoya-Weiss & Perry, 2000) are also examples of attributed 
affect. In the resulting attributed affect, the person has this salient experience. 
Attributed affect covers topics such as affective reactions, displeasure motives, and 
empathy.  
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The evaluation or dispositional affect that is temporally unconstrained between a 
person and a stimulus can be divided into affective responses of a particular stimulus 
or responses of general stimulus. These stimulus can be object-based or behavior-
based stimulus. In the object stimulus category, the affective state could be a process-
based feeling caused by a particular stimulus such as “Using my company’s portal 
upset my job”, or it could be outcome-based feeling caused by a particular stimulus 
such as “Using my company’s portal has upset my team due to delay of my project”. 
These are attitudes towards stimulus. In the behavior stimulus category, the affective 
state could be a process-based feeling or outcome-based feeling caused by a particular 
stimulus. These are attitudes towards behavior. In the general stimulus category, the 
affective response can also be divided into either object-based or behavior-based 
stimulus where the formal one is an attitude towards object where the later one is an 
attitude towards behavior. 
 
Table 2.3. Taxonomy of Affective Concepts: Super Categories and Categories (Zhang, 2013) 
Residing within a person Residing 
within a 
stimulus 
Residing between a person and stimulus (affective response) 
Temporally 
constrained 
(State) 
Temporally 
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(Disposition) 
Temporally 
constrained 
(State) 
Temporally unconstrained (Evaluation/Disposition) 
 
 
Free-
floating 
Affective  
 
(e.g. Mood) 
 
 
Affectivity  
 
 
(e.g. 
Temperament) 
 
 
Affective 
characteristics  
 
(e.g. 
Affective 
Quality, 
Affective 
Cue) 
 
 
Induced 
Affective 
State  
 
(e.g. 
Emotion) 
 Particular Stimulus General 
Stimulus Process-
Based 
Outcome-
Based 
O
b
je
ct
 S
ti
m
u
lu
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Process-
Based 
Affective 
Evaluation 
Toward a 
Particular 
Object 
 
Outcome-
Based 
Affective 
Evaluation 
Toward a 
Particular 
Object 
 
Learned 
Affective 
Evaluation/Disp
osition Toward 
a Type of 
Objects 
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Process-
Based 
Affective 
Evaluation 
Toward 
Behavior on a 
Particular 
Object 
 
Outcome-
Based 
Affective 
Evaluation 
Toward 
Behavior 
on a 
Particular 
Object 
 
Learned 
Affective 
Evaluation/Disp
osition Toward 
Behavior on a 
Type of Objects 
 
Clore & Schnall (2005) defined emotions as induced affective state or core affect 
attributed to stimulus (Barrett, Mesquita, Ochsner & Gross, 2007; Russell, 2003) 
where attributed affect is defined as a change in core affect that is linked to its 
environment or objects (Russell, 2003). Emotions differ from both dispositional affect 
and mood. Emotion has a clear cause or object, usually are shorter in duration and 
more focused (Fridja, 1994). Emotions are more likely to change beliefs than mood 
(Schwarz, Bless & Bohner, 1991) and are more likely to disrupt activity (Lazarus, 
1991). It is an intense feeling; a complex and usually strong subjective response that 
is typically accompanied by physiological and behavioral changes in body (Mulligan 
& Scherer, 2012). Emotions can occur during the impact period (i.e., when the new 
Information Technology (IT) had been deployed and was being used). In this period, 
emotions are generated based on individuals’ perceptions of the features of the new 
technology and on their usage of the new technology resources. Individuals will assess 
whether the technology constitutes a threat or an opportunity and how it can adapt into 
their daily tasks by changing their work and behavior (Beaudry & Pinsonneault, 2005). 
Some specific emotion terms such as pleasure, arousal and enjoyment are used to relate 
users' attitudes towards actual use of a technology (Brown, Fuller & Vician, 2004; 
Kim, Chan, Chan & Gupta, 2004; Venkatesh et al., 2003).  
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Feelings are sensations perceived by the sense of touch; an affective state of 
consciousness, resulting from emotions, sentiments or desires; and emotional state. On 
the other hand, cognition arises from perception towards using a particular technology 
(Benbasat & Todd, 1996; Fredrickson, 2003). Behavior aspect would determine end 
user or individual reactions towards using technologies (Agarwal et al., 2000). 
 
Emotional Intelligence is a term used to describe the ability of an individual to 
recognize his and others emotions and to discriminate between different feelings and 
label them appropriately, subsequently use emotional information to guide thinking 
and behavior (Coleman, 2008). Being emotionally intelligent is ability to actively 
identify, understand, process and influence one’s emotions and those of others to guide 
their feeling, thinking and action (Mayer, Caruso & Salovey, 1997). 
 
Sentiments are valence appraisals of an object and involve evaluation of whether 
something is liked or disliked. They can be seen as evaluations evoked by phenomena 
from previous experience with the object, situation or through social learning (Frijda, 
1994). Satisfaction has been the most widely studied sentiment. Research conducted 
has focused on satisfaction at individual level either as a result of workplace events or 
as a predictor of workplace outcomes (Locke, 1976; Staw, 1986). 
 
Another affect concept was reaction toward interacting with an object. This concept 
involves a person's subjective perception or judgment whether interaction will change 
his or her affect toward the object. According to Sun & Zhang (2008), after an 
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individual interacts with an object, his affect reaction is his subjective perception or 
judgment that alters his core affect or emotion toward the object.  
 
Computer anxiety is one of the frequently studied affective reactions toward usage of 
information technologies (IT). Computer anxiety is a factor that determines users’ 
Behavioral Intention or actual behavioral (Brosnan, 1999; Compeau & Higgins, 1995; 
Compeau et al., 1999). In addition, flow is a representative of affective state. A person 
experiencing flow is motivated by intrinsic rather than extrinsic rewards. In the 
computer-mediated environments, flow has been found to increased communication, 
exploratory behavior, learning and provide positive affect and to increased computer 
use (Finneran & Zhang, 2005; Finneran & Zhang, 2003).  
 
Another affect is cognitive absorption that refers to a state of deep involvement 
(Agarwal & Karahanna, 2000). Five (5) dimensions of cognitive absorption have been 
identified namely focused immersions, control, temporal dissociation, curiosity and 
heightened enjoyment. Affective reaction is also perceived as enjoyment and 
perceived fun (Brosnan, 1999; Igbaria et al., 1996), physical arousal and affective 
reward (Reinig, 1996), positive mood (Martocchio, 1992), computer liking (Al-Khaldi 
& Al-Jabri, 1998), perceived affective quality of IT (Zhang & Li, 2004), and affect 
(Cheung, Chang & Lai, 2000). While attitude and satisfaction were borrowed mainly 
from Theory of Reasoned Action, attitude is “an individual’s positive or negative 
feelings about performing the target behavior” (Davis et al., 1989). Both attitude and 
satisfaction are perceived as affect factors (Cheung et al., 2000; Zhang & Li, 2004). 
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Cognitive reaction toward interacting with an object involves reasoning or appraisal 
and the implications of an event for one’s well-being. Another commonly seen concept 
being studied was mood. Usually the concepts of emotion and mood are distinguished 
from each other by these duration; intensity and diffuseness or globality of these 
experience/feelings (Frijda, 1993). Other general concept of affect are affective 
quality; attributed affect; perceived affective quality, object, trait, state and attitude. In 
short, the discussion of all the affect related definition in this section can be 
summarised in Table 2.4.  
 
Table 2.4. Affect concept 
Author Concepts of Affect Definition 
Bagozzi et al. (1999); 
Ng & Bennett (2015) 
Affect An umbrella for a set of more specific mental 
processes including emotions, moods and 
attitudes.  
 
Russell (2003); Yik et 
al. (2011); 
Mendenhall, Barret & 
Barsalou (2013) 
Core Affect  A neurophysiological state consciously 
accessible as a simple, non-reflective feeling that 
is an integral blend of hedonic (pleasure- 
displeasure) and arousal (Sleepy – activated) 
values. 
 
Russell (2003); 
Zhang & Li (2004); 
Lee & Lim (2014) 
Affective Quality  The ability to cause a change in core affect. An 
individual’s perception of an object’s ability to 
change his or her core affect. It is a perceptual 
process that estimates the affective quality of the 
object. 
 
Russell (2003); 
Apostolakis & Daras 
(2014) 
Attributed Affect In an attributed affect, a change in core affect is 
linked to its perceived cause. Thus, attributed 
affect is defined by three necessary and when 
together, sufficient features: a) a change in core 
affect , b) an object; and c) attribution of the core 
affect to the object 
 
Russell (2003); Ash 
(2014) 
Object A person, condition, thing or event at which a 
mental state is directed 
 
Gorey, Pressman & 
Maxwell (2014) 
State A subjective characteristic of an experience  
Frijda (1993); Russell 
(2003); 
Martin & Clore (2013) 
Mood  Prolonged core affect with no object or with a 
quassi object; affective states without an object or 
without a specific object.  
Forgas (1995); Russell 
(2003); 
Mulligan & Scherer 
(2012); 
Emotion There is little convergence on emotion’s 
definition. Generally it is an affective state 
directed toward a specific object or objects. 
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Scherer & Ekman 
(2014) 
Fishbein & Ajzen 
(1975); 
Albarracin, Johnson & 
Zanna (2014) 
Attitude  An individual’s positive or negative feelings 
about performing the target behavior.  
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2.4.3 Affect Scales  
 
A number of scales have been developed to measure affect, emotion, mood and 
feeling. These measurement techniques will be used to measure affect related 
constructs. The following section discusses different measurement scales that are used 
to capture responses from respondents.  
 
Differential Emotions Scale (DES) was developed by Izard (1972, 1977) to assess 
enjoyment and interest. Positive terms such as happy and joyful are categorized under 
the enjoyment construct while excitement, alertness and curiosity were categorized as 
the Interest construct. DES is an instrument that categorizes individual’s emotion 
experience into discrete categories. The Differential Emotions Scale is a self-report 
instrument that assesses an individual's experience of fundamental emotions or 
patterns of emotions. The DES was originally conceived as a 'state' measure of one's 
emotions but variations in the instructions allow the same set of scales to be used in 
the assessment of emotions experienced over an extended period of time. The 
frequency with which an emotion is experienced over time may be viewed as an 
emotion trait. The DES consists of thirty (30) adjectives (items) where three (3) 
adjectives for each of the ten (10) fundamental emotions. The usual DES instructions 
ask an individual to rate on a simple 5-point intensity scale, the extent to which each 
word describes the way he or she feels at the present time. In DES, it comprises of 
Interest, Enjoyment, Surprise, Sadness, Anger, Disgust, Contempt, Fear and 
Shame/Shyness factors. For example, Interest has three items: attentive, concentrating 
and alert. Enjoyment has delighted, happy and joyful as its items. Sadness consists of 
items such as downhearted, sad and discouraged. Fear has scared, fearful and afraid. 
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The Multiple Affect Adjective Checklist scale is an enhancement of DES scales that 
assess individuals' thrill-seeking behavior. The revised Multiple Affect Adjective 
Check List-Revised (MAACL-R) consists of hundred thirty two (132) adjectives under 
two (2) standardized period of time (Zuckerman, Lubin & Rinck, 1983). New 
dimensions were derived based on several factor analysis from items such as Anxiety 
(A), Depression (D), Hostility (H), Positive Affect (PA) and Sensation Seeking (SS).  
Anxiety consists of items such as afraid, fearful, frightened, panicky, shaky and tense. 
For Depression, it consists of items such as alone, destroyed, forlorn, lonely, lost and 
miserable. As for Hostility, items used to measure are annoyed, critical, cross, cruel 
and disagreeable. Positive Affect measures a positively valenced state/trait of low 
arousal, or calm. Adjectives included are happy, joyful, and pleasant. Lastly, Sensation 
Seeking measures a positively valenced state/trait of arousal, or positive level of 
activation. Adjectives included are adventurous, daring, and energetic. 
 
A series of time frame self-reporting is requested by individuals’ to report positive 
affect influencing them at that moment of time. The goal of this research is to gain 
understanding analysis of the different types of positive affect and negative affect on 
a single different time frame that influence individuals’ usage of the knowledge 
sharing tools. MAACL-R considering a minimum of two periods of time which is 
‘General’ and ‘Today’. Hence it cannot meet the objectives of this research. 
 
The Profile of Mood States (POMS) is a psychological rating scale to assess transient 
and distinct states. The original form of POMS consists of sixty five (65) adjectives 
that are rated by subjects on a 5-point scale. POMS has identified six (6) factors. They 
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are tension-anxiety, depression-dejection, anger-hostility, fatigue-inertia, vigour-
activity and confusing-bewilderment. The Profile of Mood States 2nd Edition™ 
(POMS 2™) is a self-report measure technique that allows for the quick assessment 
of transient, fluctuating feelings, and enduring affect states. The multi-dimensional 
and comprehensive assessment nature of the POMS 2™ is a valuable measure of 
affective mood. It can effectively evaluate patterns of mood states within an individual. 
To assess affective mood state fluctuation (Heuchert & McNair, 2012), POMS 2 
covers a time-frame ranging from past weeks, today and right now. However, most of 
the affect states in POMS 2 were not related to computer and IT types of affect. 
 
Watson, Clark & Tellegan (1988) developed an instrument to measure the role of 
affect that consists of two (2) dimensions: Positive and Negative Activations (PA and 
NA). The measurement scale that measures PA and NA is called Positive Affect and 
Negative Affect Schedule (PANAS) which consists of a twenty (20) self-report 
measure of positive affect (PA) and negative affect (NA) items. In 2007, Thompson 
redesigned PANAS and an international PANAS Short Form (I-PANAS-SF) was 
produced. The two-factor model of the PANAS has ten (10) items where five (5) items 
measure PA and five (5) items measure NA. PA consists of factors such as Active, 
Interested, Attentive, Alert, Excited, Enthusiastic, Inspired, Determined, Strong and 
Proud. Meanwhile NA consists of factors such as Upset, Distressed, Guilty, Ashamed, 
Hostile, Irritable, Nervous, Jittery, Scared and Afraid. PANAS was designed to capture 
information in seven (7) different time frames ranging from “At the Moment”, 
“Today”, “Past Few Days”, “Past Week”, “Past Few Weeks”, “Past Year”, or 
“General”. The higher scores on both PA and NA items implied the individual is 
experiencing a positive or negative affect. I-PANAS-SF was modified to 10-item scale 
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from the original 20-item scale. Thompson (2007) argued that the 20-items PANAS 
has two disadvantages for cross cultural environment. First, PANAS was developed in 
the United States, which means that these items may be ambiguous to non-natives 
(Crawford & Henry, 2004). Second, the 20-item PANAS may seem short to evaluate 
a person’s positive and negative effect, it is still lengthy to be answered by respondents 
in the working environment where time is a constraint. Lengthy surveys need to be 
avoided to enhance respondent’s participation. The objectives for developing the I-
PANAS-SF is to address the problems of PANAS that is (a) suitable for use even for 
non-native-English speakers and, (b) encompasses as fully  as possible the content 
domain of the original PANAS, while minimizing problems due to vagueness and 
ambiguity of items. I-PANAS-SF (Thompson, 2007) is a simplified version of the 
PANAS scale that consists of ten (10) chosen affect states that could examine different 
types of affect that influence one’s behavior in knowledge sharing activities in 
organizations. This research adopts Technology Affect Scale that was tested and 
validated by Perlusz (2004) where this scale adapted I-PANAS-SF and PANAS from 
Thompson (2007) and Watson, Clark & Tellegen (1988). 
 
The State-Trait Anxiety Inventory (Spielberger, 1983) is a scale that was based on 
Spielberger’s highly influential theory of state and trait anxiety developed in 1960s 
and 1970s. State anxiety is an emotional condition that is characterized by subjective, 
consciously experienced thoughts and feelings of tension, nervousness and worry. 
State refers to a condition or experience in the short run and fluctuate over time 
(Ekkekakis, 2013). On the other hand, individual trait anxiety refers to a stable 
individual which is not prone to anxiety feelings. The State-Trait Anxiety Inventory 
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comprises of Two (2) scales. Each consists of twenty (20) items. The inventory is 
divided into two separate dimensions, one assess on anxiety and the other one on trait.  
 
The Self-Assessment Manikin (SAM) was developed by Lang (1980) and Hodes, 
Cook & Lang (1985) based on Mehrabian & Russell’s (1974) three-dimensional model 
of “emotion”.  The three (3) dimensions of the model were pleasure - displeasure, 
arousal - non-arousal and dominance - submissiveness. The scale of this model 
consists of a series of cartoon-like characters with expressions ranging from happiness 
(big smile) to sadness (frown), from sleepiness (eyes closed) to high arousal (heart 
pounding) and from submissiveness (small size) to dominance (large size). The 
original Self-Assessment Manikin (SAM) was computer based. This measurement had 
been widely used in health behavioral research (Ong, Carde, Gross & Manber, 2011; 
Ostafin, Marlatt & Greenwald, 2008; Smith, O Connor, Crabbe & Dishman, 2003; 
Ekkekakis, Hall, VanLanduyt & Petruzzello, 2000). It has become universally 
recognized that facial and body cues suggest for cross-cultural research (Morris, 1995). 
 
The Affect grid (Table 2.5) was developed based on Russell’s (1980) Circumplex 
model of affect. It provides two scores namely; pleasure-displeasure and for low-to-
high arousal. This instrument was designed to be “the instrument of choice when 
subjects are called on to make affective judgments in rapid succession or to make 
aggregated judgments (Russell, Weiss & Mendelsohn, 1989). The affect grid is a nine 
(9) by nine (9) grid with the horizontal dimension representing affective valence from 
unpleasantness to pleasantness and the vertical dimension representing the degree of 
perceived activation ranging from sleepiness to high arousal. The affect Grid has been 
used in health-behavioral research (Wardell, Read, Curtin & Merrill, 2012; Apolzan, 
 83 
Flynn, Mcfarlin & Campbell, 2009; Ekkekakis et al., 2000). However this scale was 
not well received by researchers due to the complexity of the grid resulting in 
confusion. As a result, the Affect Grid is accompanied by lengthy instructions. This 
had become a burden to the participants as a great amount of time and effort is needed 
to answer to the instrument.  
 
Table 2.5. Affect Grid (Russell & Mendelsohn, 1989)   
Stress     High 
arousal 
    Excitement 
           
           
           
           
Unpleasant 
feeling 
         
Pleasant 
feeling 
           
           
           
           
Depression     Sleepiness     Relaxation 
 
The Circular Mood Scale (Jacob, Simons, Manuck, Rohay, Waldstein & Gatsonis, 
1999) is self-report measure based on Russell’s (1980) circumplex model. It is a circle 
surrounded by a series of verbal description anchoring each of the eight octants of the 
circle. In 1999, Jacob et al., (1999) developed a series of eight (8) corresponding 
stylized faces in addition to the verbal anchors. To indicate their affective state, 
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respondents draw a line connecting the centre of the circle to a point in the periphery 
that is closest to how they feel. As was the case with the Affect Grid, concerns about 
the unfamiliarity of respondents to the format and the subjective constructs being 
assessed are among reasons for its relatively low usage. The Felt Arousal Scale is one 
of the Telic State Measure Scale (Svebak & Murgatroyd, 1985). Originally developed 
as a measure of the construct of felt arousal in the context of reversal theory. The 
Feeling Scale and Felt Arousal Scale has been used for children with the additional 
scale using stylized drawings to represent their affect from happy to very sad and from 
very sleepy to very alert (Hulley, Bentley, Clough, Fishlock, Morrell, O'Brien., et al., 
2008). 
 
In short, scales that were developed to measure affect responses have been tested and 
validated by various authors and they have been used quite widely in many studies of 
different domains. 
 
2.4.4 Role of Affect in Information Systems Research 
 
In recent years, research on affect and feeling have started to gain a lot of attention 
among researchers in psychology, marketing, customer and organizational behavior. 
However, the question of whether affect plays a role in Information systems research 
in particular on the individuals' behaviors towards innovation, information and 
technology is still lacking. Some recent works conducted by IS researchers include 
trait versus state (Csikszentmihalyi, 2000; Venkatesh, 1999; Webster & Martocchio, 
1992), antecedent versus consequence of cognition (Compeau et al., 1999; Van, 2004) 
and positive and negative affect on technology acceptance (Compeau et al., 1999; 
Hackbarth, Grover & Yi, 2003 Thatcher & Perrewe, 2002). As for other disciplines, 
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researchers in psychology (Loewenstein et al., 2001), marketing (Williams and Aaker, 
1990), organization and organizational behavior (Fisher & Ashkanasy, 2000; Heath & 
Sitkin, 2001) have started to examine the impact of affect in their respective fields. 
 
In the Information Systems (IS) study, the meanings of affect are much diverged. 
Many IS researchers had used different terms, definitions and measures to study the 
role of affect from various perspectives. Agarwal & Karahanna (2000), Webster & 
Martocchio (1992) & Yager, Kappelman, Mapples & Prybutok (1997) viewed affect 
as a personal trait. On the other hand, Venkatesh (1999, 2000) referred affect as a state 
and antecedent to cognition. As for Compeau et al. (1999), they viewed affect as a 
consequence of cognition. Csikszentmihalyi (2000) and Novak et al. (2003) viewed 
affect as positive feelings whereas Compeau et al. (1999), Hackbarth, Hoffman & 
Duhachek (2003), and Thatcher & Perrewe (2002) referred affect as negative feelings. 
Triandis (1980) referred affect as feelings of joy, elation, pleasure, depression, disgust, 
displeasure and hate. In the two decades, some Information Systems researchers had 
worked on affect and feeling in different IT systems and context. Table 2.6 summarizes 
some of the affect related research where these affect factors consist of microcomputer 
playfulness, computer anxiety, flow, cognitive absorption, perceived enjoyment, 
perceived playfulness, attitude toward IT, satisfaction with IT and computer self-
efficacy are hypothesized to have an impact on the IT acceptance. Each affect concept 
has a different definition. In the paper discussed by Sun & Zhang (2008), they 
reiterated that it is imperative to further examine the influence of the role of affect in 
IS acceptance because many affect related IS research had yielded different findings 
which still lack agreement and consistency.  
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Table 2.6. Affect related constructs in IS studies 
 
Affect related Concepts  Definition  Sources 
Microcomputer Playfulness 
(CP) 
A situation-specific individual characteristics 
representing a type of intellectual or cognitive 
playfulness and describing an individual’s 
tendency to interact spontaneously, inventively 
and imaginatively with microcomputers 
Webster & 
Martocchio 
(1992); 
Barnett & 
Owens(2015) 
 
Personal Innovativeness in 
IT (PIIT) 
An Individual trait reflecting a willingness to try 
out any new technology  
Agarwal & 
Karahanna 
(2000); 
Siu & 
Chang(2015) 
 
Computer anxiety A state anxiety with computers or more generally 
information technologies representing a personally 
threatening stimulus  
Coffin & 
Macintyre 
(1999); 
Lee& Huang 
(2014) 
 
Flow Holistic sensation that people feel when they act 
with total involvement. 
Webster & 
Trevino (1993); 
Cseh, Phillips & 
Pearson (2015) 
 
Cognitive absorption A state of deep involvement with IT  Agarwal & 
Karahanna 
(2000); 
Oh & Sundar  
(2015) 
 
Perceived enjoyment The extent to which the activity of using computers 
is perceived to be enjoyable in its own right, apart 
from any performance consequences that may be 
anticipated 
Davis, Bagozzi 
& Warshaw 
(1992); 
Maria Soares & 
Carlos Pinho 
(2014) 
 
Perceived playfulness  The strength of one’s belief that interacting with 
the World Wide Web will fulfill the user’s intrinsic 
motives 
Moon & Kim 
(2001); Lin & 
Li (2014) 
 
Attitude toward Using IT  An individual’s positive or negative feelings 
evaluative affect about performing the target 
behavior  
Davis et al. 
(1989); 
Singh (2014) 
 
Satisfaction with using IT  Users affect concerning prior IT use  Bhattacherjee 
(2001); 
Baharin, Lateh, 
Mohd Narwawi 
& Nathan 
(2015) 
 
Computer self-efficacy An individual’s beliefs about his or her capabilities 
to use computers  
Compeau et al. 
(1999); 
Lee & Huang  
(2014) 
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One will find that past IS studies generally focuses on the effectiveness of information 
technologies such as spreadsheets and word processors (Jackson et al.1997), customer 
dial-up systems (Subramanian, 1994), database management systems (Szajna, 1994), 
managerial systems (Venkatesh & Davis, 2000), telemedicine technology (Chau & 
Hu, 2002; Pai & Huang, 2011), information retrieval systems (Venkatesh & Davis, 
2000,Lin, 2014), social networking systems (Bumguardner et al., 2014; Ting et al., 
2014), online Learning Systems (Park et al., 2012; Lee & Lehto 2013; Calisir et al., 
2014), mobile internet (Zhu & Morosan, 2014), online shopping (Nunkoo et al., 2013; 
Rafique et al. 2014) and online banking (Kesharwani & Bisht, 2012). In these studies, 
IT technology and systems were investigated using IS theory such as Technology 
Acceptance and Use of Technology (Venkatesh et al., 2003), the Innovation Diffusion 
Theory (Rogers, 1983), the Decomposed Theory of Planned Behavior (Taylor & Todd, 
1995a) and the Social Cognitive Theory (Compeau et al., 1999) to explain technology 
use based on individuals’ perceptions and beliefs. However, these cognitive models 
were found insufficient to explain the antecedents of behaviors on the usage of new 
technology especially complex technology (Sun & Zhang, 2008; Perlusz, 2004).  
 
Due to cognitive being an appraisal for an object’s qualities on its future prospects, 
some research works showed that affect is a “post-cognitive” outcome for a cognitive 
operation accomplished (Zajonc, 1980; Lazarus, 1982). Nevertheless, work conducted 
by Berkowitz & Lerner (2000) identified two (2) distinct types of affect which are low 
order affective reactions and high order affective reactions. They found that affect may 
occur either before or after cognitive processing. In other studies, affect and rational 
thinking have been shown to be intricately related. Both affect and rational thoughts 
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are processed by the same brain structures (Adolphs & Damasio, 2001). Affect can 
also influence one’s cognitive content and structure (Isen & Labroo, 2003; 
Fredrickson, 2003; Murray, Sujan, Hirt & Sujan, 1990; Isen, 1984; Isen & Daubman 
1984). For example, if a person is having a positive feeling state, he or she will be able 
to have access to positive thoughts; likewise; when a person is having negative 
feelings, he will have access to negative thoughts (Isen & Labroo, 2003; Forgas 2002; 
Forgas & George, 2001; Forgas, 1995; Isen & Daubman, 1984). In a study by Sun & 
Zhang (2008) also identified that affect is a critical factor in the understanding of 
human behavior in fields such as psychology, marketing and consumer and 
organizational behavior research. Human behaviors are influenced by cognitive, 
emotional and affective elements (Starmer, 2000). Affect plays a role in determining 
users’ Behavioral Intentions, actual usage and influence on cognitive factors (Sun & 
Zhang, 2008). The study also concludes that relationship between IT use and emotions 
do influence user attitudes, beliefs and intentions. Venkatesh (2000) highlighted that a 
framework needs to be developed to explain the role of affect on usage of IT. 
According to Venkatesh (2000), TAM has not sufficiently explained the impact of 
feeling and emotions in usage of IT. Studies on technology acceptance that 
incorporates emotions are also very limited. Among these limited studies that examine 
the emotion components include computer anxiety and fear (Venkatesh, 2000). Studies 
have focused primarily on the affection reactions (attitude) towards the use of IT, and 
not users’ affective states (moods and emotions) when they use information 
technologies (Lee et al., 2003). Without affect working in conjunction with rational 
calculations, individuals are unable to stop the exhaustive exploration of alternative 
theories (Adolphs, Tranel, Damasio & Damasio, 1994; Hanoch, 2002; Muramatsu & 
Hanoch, 2005). In other words, affect guides individual rationality to focus on a 
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manageable subset of possibilities that look right or feel right. Incorporating affect in 
behavioral models based on cognitive framework such as TAM can provide deeper 
explanation on the acceptance of technology (Muramatsu & Hanoch, 2005; Hanoch 
2002; Adolphs, 1994).  
 
To summarize, decisions are influenced by thoughts that come to mind (Tversky & 
Kahneman, 1973). Affect influences our thoughts and our decisions (Forgas 1995; 
Forgas, 2002; Forgas & George, 2001; Isen 1984; Isen, 2003). Consider role of affect 
in cognitive related studies provide a better understanding of how decisions are being 
made by individuals such as knowledge workers and what types of affects drives 
influence their acceptance of knowledge sharing tools. Research that hypothesised the 
impact of role of affect on the affective quality of technology such as Perceived Ease 
of Use and Perceived Usefulness allows one to explain the Behavior Intention to use 
technology by individuals.  
 
2.4.5 Operational Definitions 
 
Operational definitions define the “operational” aspect of specific terms so that 
appropriate measurement techniques can be designed. The operational definition 
allows the measurement of such state of affect to be captured. The appropriate scale to 
be used in the measurement activities will be determined by the operational definition. 
Table 2.6. Shows the operational definitions of the role of affect in the IS field.  
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Table 2.7. Operational definitions of affects 
 
Author Affect related 
factors 
Operational Definitions 
Chin & Gopal, 1995;  
Davis et al., 1992; 
Venkatesh, 1999 
Enjoyment  The extent to which the activity of using the computer 
is perceived to be enjoyable in its own right, apart from 
any performance consequences 
 
Koufaris, 2002  Enjoyment  One of the emotion components of flow which is the 
holistic sensation that people feel when they act with 
total involvement  
 
Bhattacherjee, 2001 Satisfaction  Users’ affect with feelings about prior online banking 
use  
 
Cenfetelli, 2004 Positive and 
Negative  
Positive emotions: Fondness, happiness, joy, 
contentment 
Negative Emotions: unhappiness, worry, anger, 
nervousness, regret, disgust, fear, anxiety, irritation  
 
Kim et al., 2004 Pleasure and 
Arousal 
Pleasure – the degree to which a user feels good or 
happy. 
Arousal – The degree to which a user feels excited or 
stimulated  
 
Webster & Trivino, 
1993 
Flow  A subjective psychological experience that 
characterizes the human computer interaction as 
playful  
 
Venkatesh et al., 2003 Affect One’s liking for a particular behavior (computer use)  
Anxiety  The feelings of apprehension or anxiety that one 
experiences  
 
Compeau & Higgins, 
1995;  Compeau, et 
al., 1999 
Affect  The enjoyment one derives from using computers  
Zhang & Li, 2007 Positive affect and 
negative affect 
PA and NA are define as the perception of an IT’s 
capability to induce positive affect and perception of 
the IT’s capability to induce negative affect 
 
Venkatesh et al. (2003) and Compeau et al. (1999) defined affect as one’s liking for a 
particular behavior of computer usage or an enjoyment of individual derives from 
using computers respectively. The nature of this research is to examine individual 
usage of IT and their enjoyment to continue using these technology share knowledge 
with co-workers. While affect refers to one’s feeling state or how one feels when 
performing some tasks (George & Jones, 1996), however, affect is also defined as 
one’s moods and emotions (Fredrickson, 2003; George, 1989). Both terms are being 
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used interchangeably. Due to its characteristics, affect is often used to explain studying 
cognitive processes, particularly in an organizational context (Forgas, 2002) to 
understand the nature of technology acceptance.  
 
2.4.6 Critical Remarks 
 
The growing interest that seeks to explain the influence of the role of affect in 
information systems domain has been very significant recently. Many researchers have 
recognised that cognitive theories (Bandura, 1986; Compeau, 1999; Tsay et al., 2014), 
cognitive aspects of human beings in the sense of behavioral aspects (Taylor, 2014; 
Wyer, 2014) and, individual reactions (Naylor, Pritchard & IIgen, 2013) on using of 
information technologies in organizations is an important area of research. However, 
cognitive studies do not capture and explain the antecedents of behavior as the usage 
of new technology is perceived to be sophisticated and complicated with the rapid 
advancement of new IT technologies. Much has been done on the cognitive side of 
technology acceptance, while the affect side has been largely neglected. Based on 
papers reviewed, it is clear that the role of affect or emotional factors could influence 
different stages of technology acceptance (Compeau et al., 1999; Djamasbi et al., 
2010). Therefore, the study of role of affect in IS especially technology acceptance is 
viewed essential from the organisational behavior, organisational knowledge sharing 
and technology acceptance for individuals in organisations.  
 
2.5  Task Categories and Task-Technology Fit  
 
Well-designed tasks determine productivity and effectiveness of operations in 
organisations. Different categories of tasks has different sets of characteristics. For 
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example, design tasks consist of a set of activities that are highly creative and 
informational whereas clerical tasks involve routine and mechanical set of activities. 
In addition, different category of tasks in organizations can be grouped based on set of 
needs. For example, informational task is a group of tasks that is usually complex tasks 
that need expert knowledge, semi-structured and problem solving in nature which 
needs interaction with clients and other experts (Gebauer & Shaw, 2002). In the 
informational group of tasks, tasks in the category of programming and engineering 
can be parked in this group. To align the needs of tasks with technology in order to be 
productive is important. This is an area of study that interests researchers. Task-
Technology Fit is a widely used model that has been used to predict task and 
technology fit and performance of individuals in organisational setting. This section 
reviews works on tasks categories and Task-Technology Fit. Gribbins, Subramaniam 
and Shaw, (2006) pointed out that poor fit of Information Technology (IT) with IT-
enabled process can lead to non-usage of the technology and fail to achieve planned 
performance. Measuring the fit between technology and tasks is an important area of 
IS research (Zhang & Li, 2004; Zhang, Benbasat, Carey, Davis, Galleta & Strong, 
2002). The link between fit and performance in IS research was examined and 
conceptualized from a variety of perspectives. The research on TTF focusses on the 
match between individual’s tasks needs and technology capabilities in explaining 
organization performance (Goodhue 1995; Goodhue & Thompson, 1995; Goodhue 
1998).  
 
2.5.1 Related Works on Tasks Categories 
 
Task is defined as a piece of work assigned and to be finished within a timeframe. 
Task can also be called as a job, duty, chore and assignment. All these represent a 
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certain work to be done and accomplished in a given time. Tasks indicates work 
imposed by a person or employer; duty implies a requirement to perform or responsible 
for the task; job applies to a piece of work done as part of a routine and it can be varied 
in terms of difficulty and importance; chore is a routine task necessary for maintaining 
certain things while assignment implies as a well-defined scope or task assigned by an 
authority. 
 
Task is an important element in an organization to measure its employee’s 
performance. Vakkari (2003) perceived task as an activity that employees perform in 
order to accomplish a goal. Tasks are broadly known as actions carried out by 
individuals in turning inputs into outputs (Goodhue & Thompson, 1995). Tasks also 
have been analysed at different levels and based on different characteristics of the task 
such as task structure, repetitiveness, and complexity of cognitive processes required 
to perform each task (Gebauer & Shaw, 2002).  
 
Studies examined communication between people performing different tasks in the 
same organization (Tushman & Nadler, 1978); some investigate interaction between 
group members and group performances (Hackman, 1968). In social science research, 
tasks are typically assessed in terms of its complexity (March & Simon, 1958; 
McGrath, 1984; Campbell, 1988). Complexity of task ranges from simple to complex 
tasks. Past literatures had focused mainly on leadership tasks versus operational and 
administrative tasks (Mintzberg, 1979, 1973). However in recent years, information 
and knowledge tasks from the information systems field have begun to gain attention 
among researchers from IS field (Davenport, Jarvenpaa and Beers, 1996). 
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Tasks and task designs in different industries at different levels of the organisations 
have been studied by many researchers. The studies conducted by Turner & Lawrence 
(1965) & Srivastava & Sinha (2011) showed that employees preferred complex and 
challenging jobs. The higher the job complexity, the higher the satisfaction and this 
results in high productivity (Srivastava & Sinha, 2011). Task categorization is 
important for many organizations as it is a process of categorizing a set of activities 
that are closely related with similar set of characteristics together. Nor & Rosline 
(2005) investigated the differentiation between human resource management and 
knowledge management and they provided evidences for the changing roles required 
for human resource management in managing knowledge workers in the MSC status 
companies in Malaysia. One of their findings stated that tasks assigned to the 
knowledge workers depended on the nature of the activity domain and how they utilise 
their knowledge, idea and creativity. A survey conducted by Brinkley, Fauth, Mahdon 
& Theodoropoulou (2009) on knowledge works in the knowledge economy and they 
summarised a set of knowledge tasks from their findings. These tasks include data 
processing and analysis, leadership and development, administrative, perceptual and 
precision, work with food, products or merchandise, people management, creative, 
caring for others, maintenance, moving and repairing, personal, animal and home 
maintenance. In their findings, each task has a set of activities. For example, data 
processing and analysis entails compile data task, analyse information to address 
work-related problems, write reports and etc. For administrative task, it consists of sell 
products, file (physically or electronically), sort post, organise travel, manage 
diaries/calendars, inventory stock, order merchandise, organise/send out mass 
mailings, make and confirm reservations, and collect payment. Ramirez and 
Nembhard (2004) defined tasks carried out by knowledge workers as knowledge 
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works. These tasks include planning, acquiring, searching, analysing, organizing, 
storing, programming, distributing, marketing, deciding, and other tasks that require 
transformation of information form one form to another to produce final products. The 
research that was carried out by Lee & Lim (2011) on a MSC-status company found 
that tasks can be categorised into creative, detail, mechanical and routine. Some studies 
define tasks, types of tasks or category of tasks based on the functional requirement of 
the tasks in a particular industry (Lee & Lim, 2011; Zigurs & Buckland, 1998; 
McGrath, 1984). For example, tasks in the education industry include lecture and 
counselling. On the other hand, tasks in the manufacturing domain consists of 
production, design and sales. Some tasks are categorised based on their general 
characteristics such as complexity, autonomy and informational needs. 
 
Task categories are evolved around tasks in the organizational decision making groups 
(Zigurs and Buckland, 1998). Four (4) categories of task were identified in their work. 
They are task as ability requirements, task as behavior description, task as behavior 
requirements, and tasks qua task. Task as behavior refers to tasks that are completed 
by group members. It describes the relationship between the independent variable 
(task) and the dependent variable (group performance). Task as ability requirements 
are tasks that uses relatively enduring aspects of the performer to describe a task 
(Hackman, 1969). As for tasks qua task, it focuses on actual task materials that are 
presented to the group (Hackman, 1969). It focuses on the studies on task complexity 
as the characteristics of the task. For example, to differentiate between analyzable and 
unanalyzable issues based on their complexity (Perrow, 1967). Task as behavior 
requirements, is very much related to behaviors that vary from task to task. This 
implies that that behavior requirements can be viewed from tasks’ characteristics 
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instead of performer’s characteristics (Hackman, 1969). In Table 2.8, five types of 
tasks were defined by Zigurs & Buckland (1998) using works from Campbell (1988) 
to investigate the task and technology fit on effectiveness of Group Support Systems. 
These five (5) different tasks include simple task, problem task, decision task, 
judgment task and fuzzy task. Each task is categorized based on the task complexity 
and its technology dimension. The technology dimension looks into its supporting 
functions such as communication support, process structuring and information 
processing. For example, simple task requires high communication support and low 
process structuring and information processing needs. However, judgement task 
requires high communication support, low process structuring and high information 
processing needs. 
 
Table 2.8. Types of tasks by Zigurs & Buckland (1998) 
Task Definition Technology Dimensions 
Com. Support Process 
Structuring 
Information 
Processing 
Simple Task Having single outcome and 
single solution  
High 
involvement 
Low 
involvement 
Low 
involvement 
Problem Task Finding best solution scheme 
from among multiple possible 
schemes which satisfies a 
single well-defined desired 
outcome 
Low 
involvement 
Low 
involvement 
High 
involvement 
Decision Task Producing a solution that best 
satisfies multiple and potential 
conflicting outcomes  
Low 
involvement 
High 
involvement 
High 
involvement 
Judgment Task Emphasis on resolving conflict 
and uncertainty in information 
associated with task 
High 
involvement 
Low 
involvement 
High 
involvement 
Fuzzy Task Have very little focus, mostly 
understanding and structuring 
the problem  
High 
involvement 
Medium 
Involvement 
High 
involvement 
 
 
McGrath (1984) divided tasks into four (4) general processes: generate, choose, 
negotiate and execute. These four (4) general processes are further divided into eight 
(8) tasks categories (Table 2.9). 
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Table 2.9. Task categories proposed by McGrath (1984) 
 
General Processes Sub-divided categories McGrath Definitions 
 
Generate  Planning Tasks Generating action plan  
Creativity Tasks Generating ideas  
 
Choose Intellective Tasks Solving problems with a correct answer 
Decision Making Tasks  Dealing with tasks for which the preferred or 
agreed upon answer is the correct one  
 
Negotiate  Cognitive Conflict Tasks Resolving conflicts of viewpoint or policy 
Mixed-Motive Tasks Resolving conflicts of motive or interest  
 
Execute  Competitive Tasks Resolving conflicts of power  
Psycho-motor Tasks  Performed against objective or absolute 
standards of excellence or sufficiency 
 
McGrath Task Circumplex (Figure 2.12) has been used to characterise and structure 
group tasks in the context of laboratory tasks (Tan, Raman & Wei, 1991; DeSanctis & 
Gallupe, 1987). Each task type is different. For example, “Planning Tasks” and 
“Creativity Tasks” belong to Generate process while “Intellective Tasks” and 
“Decision Making Tasks” belong to Choose process. The “Cognitive Conflict Tasks” 
and “Mixed-Motive Tasks” belong to the Negotiate process and “Competitive” and 
“Psychomotor Tasks” are categorised in the Execute process. Different task categories 
of a specific domain (laboratory tasks) determines the activities of each task category 
which fully dependent on a set of requirements of the task.   
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Figure 2.12. Mcgrath’s Group Task Circumplex 
 
Davis & Olson (1985) proposed that management information systems tasks for 
organizations to be divided into three (3) categories. They are operational tasks, 
management tasks and informational tasks (Table 2.10). Operational tasks are simple 
tasks such as administrative which require limited discussion. These tasks are often 
described as structured, repetitive (March & Simon, 1958) and programmable tasks 
(Simon, 1977). Davis & Olson (1985) stated that transaction processing is simple task 
that includes activities such as processing of orders, and shipments and receipts for 
which well-defined rules could be put in place. Other simple tasks include routine 
activities in accounting, procurement, payroll processing, records processing or the 
input of data collected in a market research survey. In other words, operational tasks 
are guided by corporate rules that are routine in nature. Informational tasks are 
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complex tasks. Information workers are experts who solve problems by collecting data 
derived from information and knowledge for decisions making (Gebauer & Shaw, 
2002). According to Peter Drucker (2002), an information worker is a person who uses 
information to make decisions or take actions or a person who creates information that 
informs the decisions or actions of others. Information workers include service 
professionals such as teachers, doctors and lawyers. For these information workers, 
there is a need for flexible access to information to cope with complex tasks 
(Davenport & Prusak, 1998). Management tasks are complex tasks that are ambiguous 
and questionable in nature. Campbell (1988) proposed a framework of four dimensions 
to determine the complexity of a tasks. These dimensions are outcome multiplicity, 
conflicting interdependence, solution scheme multiplicity and solution scheme 
outcome multiplicity. If tasks belong to none these dimensions, then the tasks are 
simple tasks. If the tasks possessed one or several of the dimensions, they are complex 
tasks.  
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Table 2.10. Organizational tasks (Gebauer & Shaw, 2002) 
 
Task and 
Characteristics 
Task Activities IS support Benefits of IS support 
 
Operational Tasks  
 Simple 
 Structured 
 Repetitive 
 Predictable 
outcome 
 Routine 
 Frequent 
 Process 
Knowledge  
 
 Familiarizing with 
procedures and 
process forms  
 Obtain authorization 
and prescribed 
workflow 
 
 Data processing and 
transaction systems 
Improve productivity, 
reduce errors, 
increase speed 
Informational Tasks 
 Complex 
 Semi-Structured 
 Problem Solving 
 Interaction with 
client( patient, 
customer, student)  
and other experts  
 Expert 
Knowledge 
 Identify problem or 
task to work together 
with client  
 Locate and retrieve 
information to solve 
problem  
 Interact with other 
experts to find 
solutions 
 Apply treatment 
 
 Information access 
and analysis, problem 
solving, decision 
support and expert 
systems  
Improve quality and 
speed of cognitive 
processes eg., 
problem 
identification and 
analysis, decision; 
capture and preserve 
knowledge 
Management Tasks 
 Complex and 
equivocal 
 Unstructured 
 Non-Repetitive 
 Non-Routine 
 High uncertainties 
 Organizational 
Knowledge  
 Judgement, 
decisions, planning 
activities 
 Negotiations 
(Internal , External )  
 Monitoring  
 Initiating changes  
 Communication and 
productivity systems  
Improve agility to 
handle unforeseen 
situations, ensure 
control, improve 
coordination by 
supporting internal 
and external links 
 
 
Bystrom & Jarvelin (1995) look at different task categories based on a set of criteria. 
These criteria are the need for information, process and result. Figure 2.13 illustrates 
different task categories derived by Bystrom & Jarvelin (1995). Tasks in different 
categories can be characterized automatic information processing tasks, normal 
information processing tasks, normal decision tasks, known and genuine decision tasks 
and genuine decision tasks. In Genuine Decision Task, information are incomplete and 
unstructured but the task needs to process a lot information to yield multiple potential 
results. Automatic Information Processing Task takes structured data to be processed 
by a consistent set of rules to yield expected result. 
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Task category: Apriori Determinability of: 
 Information needed Process Result 
Genuine Decision Task   
 
 
Known, Genuine, 
Decision Task 
      
Normal Decision Task      
 
 
Normal Information 
Processing Task 
      
Automatic Information 
Processing Task 
      
 
Figure 2.13. Task Categories by Bystrom & Jarvelin (1995) 
  
On the other hand, Campbell (1988) divides tasks complexity into four (4) dimensions 
namely outcome multiplicity, solution scheme multiplicity, conflicting 
interdependence, and solution scheme. A task with outcome multiplicity 
characteristics has more than one desired outcome. This means that a task has more 
than one stakeholders and each stakeholder has different expectations about what the 
objectives of the tasks. It does not matter who is performing the task as the outcome 
multiplicity is unaffected by the task performers. Solution scheme multiplicity occur 
when there is more than one possible course of action to attain a goal. The solution is 
presented using a decision tree, to show the presence of multiple solution schemes.  
The final solutions depended on which branches were chosen from the decision tree. 
It does not matter who is completing the task as the existence of multiple solution 
schemes is inherent in the task. For a conflicting interdependence task, adopting one 
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scheme will conflict with adopting another possible scheme. Decision makers cannot 
simply change their minds, undo the adoption and return to essentially in the original 
tasks to make a new decision. Solution scheme is the extent to which there is 
uncertainty about whether a given solution scheme will lead to a desired outcome. The 
desired outcome can range from low to high. Low means the relationship between a 
solution scheme and the desired outcome is certain whereas high is the otherwise 
(Campbell, 1988). 
 
In the Hackman and Oldman’s Job Characteristics Model (1976), enriching a job is 
able to increase employees' performance and personal outcomes. The employees' 
performance and their personal outcomes can be improved through job enrichment. 
Therefore, job enrichment can be used to restructure the work design to make the task 
more challenging, motivating and satisfying to the employees (Loher, Noe, Moeller & 
Fitzgerald, 1985; Duffield, Baldwin, Roche & Wise, 2014; Vijay & Indradevi, 2015). 
This provides evidence to support the need to identifying different types of task 
categories that could influence and enrich individual behavior intention to use 
knowledge sharing tools.  
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Figure 2.14. Job Characteristics Model by Hackman & Oldham (1976) 
 
According to Hackman & Oldham (1976), there is a relationship between task 
categories and the individual responses to work. They suggested that there are five (5) 
categories of task enrichments that are beneficial to individuals and their work 
outcomes. They are : skill variety, task identity, task significance, autonomy and job 
feedback. Through these five (5) job categories, Hackman & Oldham (1976) defined 
three (3) psychological states which will impact the employees’ job performance. They 
concluded that job characteristics for each task category and psychological states are 
determinants of employee’s job performance and outcomes. Hackman & Oldman’s 
theory could provide understanding on the different types of task categories and their 
fit with KS tools to promote employees tools acceptance of KS tools. In Table 2.11, 
list other task categories works from researchers namely Carter, Haythorn & Howell 
(1950); Shaw (1954, 1973); Bass, Pryer, Gaier & Flint (1958); Hackman (1968); 
O'Neill & ALexander (1971); Davis, Laughlin & Komorita (1976); Laughlin (1980); 
Poole (1978) & Mcgrath (1984). 
 
Skill Variety 
Task Identity
Task Signif.
Feedback
Autonomy
Meaningfulness of Work
Responsibility for 
outcomes
Knowledge of Results
High intrinsic motivation
High job performance
High job satisfaction
Low Absenteeism and 
turnover
Core Dimensions Psychological States
Outcomes
Hackman & Oldham’s Job Characteristics Model
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Table 2.11. Other related studies on tasks categories (Zigurs and Buckland, 1998) 
 
Authors Task Categories 
 
Carter, Haythorn & Howell (1950)  Clerical 
Discussion 
Intellectual construction 
Mechanical assembly 
Motor coordination 
Reasoning  
 
Shaw (1954) 
 
Simple  
Complex 
Bass, Pryer, Gaier & Flint (1958) Easy  
Difficult 
 
Hackman (1968) Production 
Discussion  
Problem Solving  
 
O’Neill & Alexander (1971) Discussion 
Decision 
Performance 
 
Steiner (1972) Unitary vs Divisible 
Maximizing vs Optimizing 
Prescribed process vs permitted process 
  
Shaw (1973) Difficulty 
Solution multiplicity 
Intrinsic interest 
Cooperation requirements 
Population familiarity 
Intellectual-manipulative requirements. 
  
Davis, Laughlin, & Komorita (1976) 
 
Laughlin (1980) 
Among Cooperative groups: Intellective vs 
decision; among competitive or mixed motive 
groups: two person, two choice tasks vs 
bargaining and negotiation vs coalition 
formation  
 
Poole (1978) Difficulty  
Variability 
Interdependence 
 
McGrath (1984) Generate (planning vs creativity ) 
Choose (Intellective vs decision making ) 
Negotiate (Cognitive conflict vs mixed motive) 
Execute (Contests/ battles vs performances) 
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2.5.2 Task-Technology Fit Model 
 
Information technology helps users to perform tasks effectively and efficiently. 
Organizations had spent tremendous amount of investment on information systems to 
improve organizational and individual performance. The fit between task and 
technology has often been overlooked in the understanding of the impact of technology 
on performance (Irick, 2008). The Task-Technology Fit (TTF) model provides an 
alternative perspective in IS research. It is imperative that task and information 
technology fit to be investigated to provide knowledge on the acceptance of 
technology (Evermann & Tate, 2009; Goodhue & Thompson, 1995) in the 
organizations.  
 
 
Figure 2.15. Task Technology Fit (Goodhue & Thompson, 1995) 
 
Task-technology Fit or TTF (Figure 2.15) describes the fit that an individual being 
assisted by technology in performing his or her tasks. It is to match an individual’s 
task requirements with the functionalities and features of the technology to support the 
tasks. Goodhue & Thompson (1995) found that TTF is able to explain the improved 
job performance through use of the information systems. The model helps the end 
Task Characteristics
Task Technology Fit
Technology 
Characteristics
Individual Performance
Utilization
 106 
users and organizations to understand and utilize the technology effectively (Goodhue 
& Thompson, 1995). The fit between tasks and technology is important to determine 
performance impacts of the systems. Task-Technology Fit model was developed to 
determine whether information systems are able to meet individuals’ tasks’ needs. 
Researchers have provided empirical evidence which stressed the importance of 
matching information systems with the organizational tasks (Kimberly, 1981, 
Tornatzki & Klein, 1982). For example, measuring the fit of mobile information 
systems and the mobile use context (Gebauer & Ginsburg, 2006), technology assists 
an individual in performing his or her task (Goodhue & Thompson, 1995), task 
technology fit on the usability of system (Keil, Beranek & Konsynski, 1995), 
perceived fit and satisfaction on web learning performance (Lin, 2012), the acceptance 
of E-books using TTF model (D’Ambra et al., 2013) and TTF model on nursing 
information system (Shih et al., 2014). Due to the importance of matching technology 
with user needs, TTF was extended (Table 2.12) by many new constructs o study a 
diverse range of information systems at different contextual level (D’Ambra & 
Wilson, 2004; Dishaw & Strong, 1999; Goodhue, 1998; Goodhue & Thompson, 1995; 
Karimi, Somers & Gupta, 2004; Zigurs, Buckland, Connolly & Wilson, 1999).  
 
Table 2.12. New constructs that extended Task-Technology Fit model 
 
Author  Construct  Systems  Outcomes 
 
Gribbins et al., 
2006  
 Process Features  
 Information 
Technology 
Enterprise Information 
Technology 
Identify and consolidate the 
process, task, and IT variables 
that have been found to be 
significant in influencing IT 
fit.  
 
Hoehle & Huff, 
2009 
 Channel Banking 
System 
  User needs  
Electronic banking 
channels eg ATM , 
Telephone banking, 
Internet Banking, 
Mobile banking 
Established a theory that 
explained the factors which 
affect consumers’ intentions 
to use electronic banking 
channels 
Ferratt & 
Vlahos, 1998 
 Computer based 
information 
systems  
Computer-based 
information systems 
(CBIS) 
Computer-based information 
systems were used to assess 
how these systems would 
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 User needs support managers in their 
decision making process. 
 
Klopping & 
McKinney, 
2004 
 Evaluate suitability 
of TAM and TTF  
 Understand how 
people participate 
in EC, shopping 
activity.  
Consumer E-
commerce website 
It is confirmed that a TTF 
constructs was a valuable 
addition to the TAM model 
because extended model 
explained more variance in the 
dependent variable.  
 
Staples & 
Seddon, 2004 
 University and 
students on how 
their usage of 
library services.  
On library services The impact of Task-to-
Performance Chain on 
performance and attitudes and 
beliefs on use.  
 
Gebauer & 
Ginsburg, 2006 
 Extent of use  
 Perceived user 
benefits  
Mobile Email An inductive study to explore 
concepts and antecedents of fit 
for mobile information 
systems for mobile 
professionals. 
 
Cooper & 
Zmud, 1990 
 Interaction of Task 
 Technology 
characteristics  
MRP (Material 
requirements planning 
to support inventory 
control  
Interaction of Task and 
technology in the 
implementation of successful 
MRP. 
 
 
Venkatraman (1989) proposed six (6) perspectives on Fit namely: fit as moderation, 
mediation, matching, gestalts, profile deviation and covariation in his research. Fit as 
matching examines the match between two theoretically related variables is defined, 
with reference to a criterion variable (Jiang et al., 2002; Tesch, Jiang & Klein, 2003). 
As for Fit as Covariation, it is a pattern of variation or internal consistency among a 
set of underlying theoretically related variables that is defined without reference to a 
criterion variable (Mitchell & Ambrose, 2007). Fit as Gestalts is defined in terms of 
the degree of internal coherence among a set of theoretical attributes, involving many 
variables, but not specified with reference to a criterion variable (Buttermann, Germain 
& Iyer, 2008; Lefebvre, Lefebvre & Prefontaine, 1997). Fit as moderation is the impact 
that a predictor variable has on a criterion variable which is dependent on the level of 
a third variable that is called moderator (Chan, Hugg, Barclay & Copeland, 1997; 
Parker & Wittleloostuijin, 2010). Fit as Mediation is a significant intervening 
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mechanism exists between an antecedent variable and the consequent variable (Parker 
& Wittleloostuijin, 2010; Thatcher & Perrewe, 2002). Fit as profile deviation is a 
profile of theoretically related variables that are specified and related to a criterion 
variables (Conrad, Brown & Harmon, 1997; Parker & Wittleloostuijin, 2010; 
Sabberwal & Chan, 2001). 
 
Each task has a set of characteristics that falls into a category. Each set of tasks 
prescribe a set of similar functional requirements which form the characteristics of the 
tasks. It is of essential important to align tasks to technology so that individuals are 
able to perform their jobs effectively. A research conducted by Lee & Lim (2011) on 
an IT shared services organization to examine the tasks that were performed by 
knowledge workers were summarized as a set of task categories in Table 2.13.    
 
Table 2.13. Task Categorization 
Tasks Task categorization 
 
Software design Creative  
Software documentation Detail 
Debugging Creative 
Programming Creative 
Customer support Mechanical 
Documentation  Mechanical  
Schedule project Creative  
Administer project Routine 
Administer people resources Routines 
 
 
Based on the ‘Task Categories’, a common set of IT features or functions used by 
activities of each category of task are also being identified. Table 2.14 shows a non-
exhaustive set of features used by individuals in the shared services companies. 
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Table 2.14. Task category characteristics-Technology features 
Nature Of Job Technological Features Required By The Job 
Creative Checklist, Search by keyword, Search by category , Search in archive 
by year, Notification, IT Tips, Categorization , Group broadcast, cut & 
paste , hit rate, respond rate, team room , lesson learn , workflow and 
FAQ 
Detail Notification, IT Tips, Comment, Search , Team Room 
Mechanical New Entry, FAQ, IT Tips, Lesson Learn, Search , Team Room 
Routine Search by Category, IT Tips, Search by month, Team Room, Lesson 
learn and FAQ. 
 
Technology can be characterized from various perspectives ranging from relatively 
broad functional categories to a detailed tool-based descriptions and to a 
configurations defined by time and space. Three common functions are evident for 
using technology namely: support for communication, for process structuring and for 
information processing (Zigurs & Buckland, 1998). Technologies are viewed as tools 
in carrying out tasks. In the context of information systems research, technology refers 
to computer systems (hardware, software and data) and user support services (training, 
help desk and etc.) to assist users in performing their tasks. A TTF model intended to 
explain the impacts of a system policies and services is provided by an IS department 
(Goodhue & Thompson, 1995).  
 
Task-technology Fit mainly focus on the fit between task characteristics and 
technology characteristics. KS tools are technology that has a set of unique 
technological characteristics with the emergence of Web 2.0 that is user centric with 
high mobility compared to other legacy technology that is non user centric. Every task 
category has a set of task characteristics that is either non-industry or industry specific. 
Non-industry task category uses task complexity, informational needs and process to 
categorise each task whereas industry specific task category is categorised by its 
functional requirements. The fit between various KS tools with different types of task 
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enables one to understand how its impact on the Behavioral Intention to use KS tools 
by individuals in the organizations. Since the original theory of TTF only examines 
relationship between task characteristics and technology characteristics in general, this 
research addresses the gap by adapting TTF and propose Task Category-KS tools Fit 
model. 
 
2.6  Knowledge Sharing Tools (KS Tools) 
 
Knowledge sharing tools are tools such as websites or software that can be used to 
support personal and group knowledge sharing. Knowledge sharing tools refer to the 
different methods employees within organisations make use of when sharing 
knowledge between employees, divisions within the organisations, or country 
subsidiaries (Allen, James & Gamlen, 2007). Cho, Zheng Li & Su (2007) argue that 
different organizations naturally implement different knowledge sharing systems, thus 
it is difficult to distinctly differentiate formal and informal knowledge sharing tools, 
as it is very context dependent on the organisation. In a research conducted by BSR 
Stars (2013), they have identified KS tools that are used by knowledge workers. These 
include Email, website, phone, project management, web-based conference tools and 
newsletter. However, in their findings, KS tools that are based on Web 2.0 such as 
Facebook, Twitter, LinkedIn, collaborative tools such as GoogleDocs and Mindjet, 
Wiki, Weblog and Doodle are low in usage frequency. Work conducted by Van 
Doodewaard (2006) on usage of knowledge sharing tools in Africa and his finding 
indicated that the use of on-line knowledge sharing tools is still relatively low in 
organisations. 
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Knowledge Sharing (KS) tools are tools that support personal and group knowledge 
sharing. In the ever challenging and complex work environment, the demand to 
capture, store and disseminate knowledge in organizations have increased by leaps and 
bounds. Knowledge sharing are important activities in today’s enterprises. Knowledge 
workers are required to think, react and respond quickly to a situation while carrying 
out their tasks. According to Dalkir (2013), major forces that drive organizations 
towards knowledge management are globalization, knowledge economy, technology 
advancement and mobile work force.  
 
The emergence of Web 2.0 provides a new frontier for knowledge management (Dell 
& Hubert, 2011). Social networking and collaborative technologies are contemporary 
knowledge sharing tools that are used in many organizations. The emergence of Web 
2.0 and Web 3.0 laid the basic framework and structure that could benefit 
organizations. Web technologies such as Blogs, Wiki, RSS and meshup are used to 
address the drawbacks on the traditional knowledge management system (Sotirios et 
al., 2009). Given these benefits, organizations have started to deploy Web 2.0 
technologies to facilitate interaction and collaboration content generation and 
knowledge sharing among employees and business partners. Table 2.15 presents a list 
of non-exhaustive KS tools that will be discussed in this section. Some of the tools 
have been used and implemented to support knowledge sharing in organizations: 
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Table 2.15. Knowledge sharing tools listing 
Types of Knowledge Sharing Tools 
Blogs  Calendar  
Online Char  Content Management  
Intranet  Online Collaboration  
Yahoo Groups  Email 
Microblogging  File Sharing  
Wikis  Web Meeting Tools  
WebCast Newsletter  
Social Networking  MindMapping 
Yahoo Groups  Photo Sharing  
Skype  Voice over IP 
 
Grit (2009) examined the use of social media for the purpose of knowledge 
management in organizations. Works conducted by other researchers in this area have 
clearly increased rapidly (Bughin & Manyika, 2007; Hildreth, Kimble & Wright, 
2000; Sharratt & Usoro, 2003). Hence, it is important to understand the functions and 
features of each KS tool. It is understood that collaboration and communication are 
the two important elements that a tool should provide so that employees are able to 
exchange, communicate, collaborate and share knowledge with others in the 
organizations to carry out their tasks well in the workplaces. Businesses also require 
employees to communicate and collaborate face to face or virtually with business 
partners. Furthermore, organizations are now moving towards borderless knowledge 
economy so that employees are able to share knowledge to complete tasks at anytime 
and anywhere with the help of the knowledge sharing tools. Different KS tools are 
used to perform different tasks. Each tool has its own purpose, functions, and 
uniqueness. The following discussions provide insights on KS tools that are commonly 
used by individuals based on some works reviewed. 
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Email is a tool that has been extensively used to communicate between one-to-one or 
one-to-many with other employees in the organisations. It works well in low 
bandwidth network and easy to use. Emails can be directed to a recipient or a group of 
recipients hence, making communication fast and easy. However, the disadvantages 
of email are its asynchronous nature and email spam that cause email overload. In 
addition, searching for emails that discuss specific topics among several recipients 
over a long period of time is difficult and confusing too.  
 
SharePoint is a collaboration tool used for content management and document 
management. It is designed to be easy to use with a Microsoft Office-like interface and 
it is easy for non-technical users who are familiar with Office software. It consists of 
intranet portals, document and file management, mobile features, translation, social 
networks, extranet, collaboration, enterprise search, business intelligence, Excel and 
Access services, workflow services and cloud storage services in the software 
(Canfora, Lanubile & Mallardo, 2003; Chandra, Iyer & Raman, 2015). SharePoint 
enables easy engagement with employees across the enterprise to share ideas that 
reinvent the way to work as a team. SharePoint users can share information and data 
in a single platform in order to collaborate with others. SharePoint helps to reduce 
costs by merging intranet, extranet and internet networks into a single platform. It has 
the ability to enhance collaboration through various collaborative features embedded 
in it. 
 
An electronic folder is a form of knowledge sharing tool that can be used to share 
knowledge in the form of files and documents. Before web-based knowledge sharing 
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applications were introduced, electronic folders were the most popular method to share 
files among employees in organizations. A folder can contain multiple documents to 
be shared across network. Folders are used to organize information that are often called 
as directories. The benefits of using electronic folders  include providing clear, 
consistent folder structures for all records and documents; supports effective 
information sharing; aids search and retrieval process; reduces duplication of records, 
assisting version control and supports proper retention and disposal of records.  
 
Video conferencing systems allow simultaneous communication of two or more 
parties in two or more locations via audio and video transmission. It is a form of 
groupware software. With the advancement of broadband network, video conference 
has gained popularity in many industries. Some common videoconferencing systems 
are Skype, VOIP buster and Google Talk that allow participants to engage in group 
discussion and conversation. The benefits of a video conferencing session is that it 
saves time, money and reduce the need to travel to another location (Dalgarno, 
Kennedy & Merritt, 2014; Ellison, Vitak, Gray & Lampe, 2014). 
 
Blog and weblog are often used interchangeably. Blog is a discussion and publishing 
platform on the web. The “posts” are usually displayed in reverse chronological order 
where most recent post appears first. Prior to 2009, blogs published based on the work 
of an individual, small group and often covered such as food, fashion, tech advices, 
travels and so on. More recently, “Multi-author blogs” (MABs) was developed to 
allow posts written by multiple authors. MABs from newspapers, universities, and 
advocacy groups have increased tremendously in quantity and quality. The 
introduction of Twitter and other microblogging systems help to integrate MABs and 
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single-author blogs into new social streams (Hennig-Thurau, Wiertz & Feldhaus, 
2014). Blogging is seen as a form of social networking activity where bloggers build 
content and social relations with other bloggers. Information such as individual 
personal likings, thoughts, and discussion about projects, campaign or any other 
related information can be shared with readers who are the potential customers and 
employees of the organizations (Jackling, Natoli, Siddique & Sciulli, 2014). Weblogs 
are conceived by individuals as a platform to publish their writings on the web. It acts 
like a broadcasting system where a single user can share knowledge in a community. 
Weblog technology permits multiple users and readers to comment and attach other 
weblog articles. Organizations that intend to implement weblogs knowledge 
management system need to invest in infrastructure and maintenance (Du & Wagner, 
2004; Bharati, Zhang & Chaudhury, 2015) 
 
Wiki is a collaborative workspace that allows web pages to be created and managed 
by writers to exchange knowledge. Wikipedia is a web-based free content web 
encyclopaedia. Wikipedia’s articles provide links designed to guide users to relate to 
other pages that contain additional information. Pages in Wikipedia were written by 
anonymous volunteers to share knowledge. Anyone can make amendments to the 
content. Since its inception in 2001, Wikipedia has grown rapidly attracting a vast 
number of users and it has become a knowledge sharing system (Bolisani et al., 2014) 
globally. However, according to Wagner (2004), knowledge workers who obtain 
information from Wiki have several specific concerns such as accuracy, timeliness and 
up-to-date information that meet their need. In short, Wiki has a set of functions such 
as friendly search, keyword oriented, hyperlinked, tags and indexed which allow the 
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users to do a quick search to filter knowledge that the user wants to access. In addition, 
it is also able to track the source of knowledge. 
Facebook is a social media platform that changes the social life of people in a virtual 
world. Facebook had about 845 million users in which it is estimated that people spent 
more than 9.7 billion minutes per day on Facebook (Facebook 2012; Rusli, 2012; 
Wilson, 2012). Facebook users could upload photos, share videos, post status, 
exchange messages, and receive notifications on the platform. Users may join 
common-interest groups organized by other users, workplace, community and other 
affiliations. Users can also categorize their friends into categories such as “People from 
work” or “Close friends”. Facebook allows users to continuously stay in touch with 
friends, relatives and other acquaintances. Facebook has been known to reunite lost 
family members and friends because of its widespread network (Facebook 2012; Rusli, 
2012). Usage of Facebook varies among different type of users. Research suggests that 
status updates can support offline interactions (Barkhuus & Tashiro, 2010), answer 
questions posed to the social network (Morris, Teevan, & Panovich, 2010), and 
describe a person’s happiness. Some researchers had examined the impact of Facebook 
usage in the workplace to cultivate knowledge-sharing culture (DiMicco, Millen, 
Geyer, Dugan, Brownholtz & Muller, 2008) where they showed that it is an effective 
communication and collaboration knowledge sharing tool. 
 
Twitter is another form of online social networking platform that allows users to send 
and read short messages as “Tweets” of about 140 characters. It has become one of the 
major social networking tools. Twitter allows registered users to read and to post 
tweets easily. Unregistered users can only read tweets messages. Users could access 
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twitter account through a website, short messaging systems (SMS) or mobile devices. 
In view of the capability of Twitter in disseminating and sharing information and news 
with peers, it is being used in universities as a tool to communicate between professors 
and students. Twitter is an effective tool for collaboration for users who work on a 
specific problem. It does not have restrictions in terms of time and geographical 
location (Ebner, Muhlburger, Schaffert, Schiefner, Reinhardt & Wheeler, 2010). 
Twitter is widely used by individuals in organizations to share information and 
knowledge (Postman, 2008). 
 
Skype is a telecommunication software that specializes in video chats and voice calls 
using computers and mobile devices. Users can send instant messages, exchange files 
and documents, send video, conduct conference calls and collaborative learning (Lee 
& Lim, 2014; Courtney, 2015; Hamilton, 2014). Skype is available on computers 
running on Microsoft Windows, Mac, Linux as well as mobile devises using operating 
systems such as Android, and iOS.  This tool is popular among users who have the 
intention to communicate with individuals from aboard with minimal costs (Gottfried, 
Delancey, Watwood & Hardin, 2015; Xu, Yu, Li & Lin, 2012).  
 
Google Talk is an instant messaging service that enables text, audio and video 
communication. It is commonly known as “G-Talk”, “G-Chat” or “G-Message”. 
Google talk is available on many operating systems such as Microsoft Windows, 
Android, BlackBerry and Chrome OS. Recently, Google replaced G-Talk as Google 
Hangouts. G-Talk can provide file sharing, chat, and audio and video share photos 
with multiple users without restriction of geographical locations.  
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Google Drive is a file storage application developed and managed by Google. It allows 
documents to be stored in the cloud, files can be shared and edited among users. 
Google Drive consists of Google Docs, Sheets and Slides in the Office suite that 
permits collaborative editing of documents, spreadsheets and presentations. Files can 
be electronically shared from Google Drive and searched using web search engines. 
 
Sharing files and folders allow users the flexibility and ability to determine the 
availability and access to these files or folders (Sloan & Mitchell, 2014; Brown, 2013). 
Files or folders can be shared privately with selected users to be set public in order for 
the public to have access them. The owner of the files or folders may determine viewer, 
access levels to these documents such as ‘edit’, ‘comment’ and ‘view’ (Armfield, 
2015; Brown, 2013). 
 
Dropbox allows synchronization of files across multiple devices. It allows the users to 
share files within a group (Drago, Mellia, Munafo, Sperotto, Sadre & Pras, 2012). The 
users can connect their devices to the official service provider on the web. Users need 
to create a folder for all the devices to save files, drag it into the folder and it will 
appear in the same folders on all the other devices such as laptops, PCs, tablets and 
mobile phones (Ho, 2014; Li et al., 2013). This makes knowledge sharing extremely 
easy and fast. Dropbox allows users to store files such as video, audio, clip-art, 
documents and photos. Dropbox will synch the file with all the devices and provide a 
recovery folder for all deleted files that are stored within 30 days after deletion (Wang, 
Shea, Wang & Liu, 2012). The advantages of this tool is it allows the users to create a 
link to enable the files or folders to be shared with other users.  
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LinkedIn is a professional and business oriented social networking platform that 
enables communication and collaboration with other professionals around the world 
(Florenthal, 2015). LinkedIn allows users to create profiles and "connections" to each 
other to enhance collaboration and relationships. Users can invite anyone whether they 
are registered members or non-members to join LinkedIn (Chiang & Suen, 2015). This 
list of connections can then be used in a number of ways such as obtaining 
introductions through first connections of second degree connections, to find jobs, 
people and business opportunities, finding good candidates where employers list their 
jobs, and business opportunities (Garg & Telang, 2011; Van Dijck, 2013). 
 
Yammer is an enterprise social network that brings people, conversations, content, and 
business data in a single platform. Yammer enables individuals to connect to 
coworkers and collaborate with team members (Riemer & Johnston, 2012). The 
ubiquitous nature of Yammer enables individuals to stay connected and collaborate 
with co-workers using web browser or mobile services. As a platform, Yammer 
integrates easily with other systems and connects all business applications in a single 
social experience (Lim & Lee, 2014). Other features and functionality of this 
enterprise social networking are: its ability to invite co-workers, track responses, 
download events into Microsoft Outlook and Google Calendar, able to share links such 
as videos and images, able to view who is online and offline, tag topics and provides 
analytics and interactive charts to track user engagement (Lee et al., 2012; Roberts, 
2012; Tckhakaia & Rodriques, 2015). 
 
WhatsApp is a mobile messaging app for smartphones that allows users to exchange 
messages. This cross-platform app allows smartphone users to communicate and share 
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knowledge. It uses the Internet connectivity like email and web to provide services to 
users. On top of the basic messaging, WhatsApp users can create chat groups, share 
images, video and audio messages (Shambare, 2014). WhatsApp has features (Rambe 
& Bere, 2012; Bansal & Dhananjay, 2014) such as videos exchange, text messages, 
images and voice notes, group chat that supports interaction of up to 100 group 
members with unlimited messages. 
 
YouTube is another tool for knowledge sharing. Users are allowed to “tag” uploaded 
videos with keywords that best describe their content and these tags can then be used 
by YouTube to provide users a list of related videos (Chiang & Hsiao, 2015). One of 
the keys of YouTube’s success is its use of Adobe’s Flash Video (FLV) format for 
video delivery. While users may upload content in a variety of media formats (e.g., 
WMV, MPEG and AVI), YouTube converts them to Flash Video before posting them. 
This enables users to have access to various videos without downloading any 
additional browser plug-ins provided they have installed the Flash Player 7 (Gill, 
Arlitt, Li & Mahanti, 2007). 
 
In short, KS tools have emerged as the most important aspect of knowledge 
management where sharing plays a very important role because failing to share and 
exchange knowledge using appropriate KS tools, knowledge will not be ‘alive’. An 
understanding of the different features and function of knowledge sharing tools allow 
research to be conducted by matching tools’ functions and features to needs of 
different tasks classified into different categories. The fit of task category and KS tools 
is hypothesized to have impact on the Behavioral Intention to use KS tools in the 
organizations. Table 2.16 groups each type of KS tools into different group. Each 
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group of KS tools share a similar set of functional characteristics. For example, KS 
tools that fall into the Social Media group consists of Facebook, Yammer and LinkedIn 
where all three of these tools allow users to comment on a topic to share your opinion, 
use ‘Like’ to accept a comment or post, allow one-to-one and one-to-many 
communication, to solicit responses from survey on a campaign or an idea, to post 
resume online and to be able to connect with peers and friends easily. 
 
Table 2.16. KS tools and types of activities accomplished by each tool 
 
Groups of KS tools KS tools Functions and Features Usage/ Application 
 
 
Digital Repository  Electronic file folder, 
Dropbox, Sharepoint, 
Google Drive  
These tools are easily 
set for accessibility to 
share files and videos 
for each individual  
 
Project Management  
Discussion Forums Email, Forum, 
Calendar  
Allow attachment of 
files such as documents, 
photos, and links and 
consist of trails of 
conversation.  
 
Communication 
Web Meeting  Google Talk, Video 
Conferencing 
Systems, Skype 
To be able to send text 
messages, pictures, 
links, emoji, videos and 
audios. 
Allow international 
calls and voicemail call 
for free 
 
Communication  
Social Media  Facebook, Yammer , 
LinkedIn  
Users are able to 
comment on a topic, to 
share an opinion by 
having one to one or 
one to many 
communication. This 
tool allows user to be 
able to connect with 
peers and friends 
professionally with 
regards to different 
types of career 
profession. 
 
Marketing  
Messaging System  WhatsApp, Google 
Talk, Tango, Viber , 
Line  
These tools allow the 
user to exchange 
videos, text messages, 
images and voice notes. 
Group chat are able to 
form across all 
recipient. 
Collaborative and 
distributed 
communication  
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Video Sharing Sites  YouTube, Blip.Tv, 
Google Video, 
DailyMotion, Vimeo  
To be able to post and 
share videos  
Marketing  
Blogs  Blogs, Twitter, 
WordPress, Multiply  
To share photos, news, 
videos on a single 
platform  
 
Collaboration and 
Marketing  
Wikis  Wikipedia, 
Mediawiki  
To share photos, news 
and videos  
Information Gathering  
 
2.7 Research Gaps 
 
Prior to the case investigation research and review of the past-related works conducted 
by other researchers in the technology acceptance domain, the following research gaps 
have been identified: 
 
1. Lack of research works found on the role of affect in the technology 
acceptance research. 
2. Poor motivational support such as  extrinsic and intrinsic reward schemes 
and trust to all the employees in organizations. Lack of organizational 
support such as social support, facilitating conditions and management 
support from the top management and organizations. These factors need to 
be considered in the research model. 
3. Very little work found that combined TTF to TAM. However, works that 
integrate TAM and Task Category and KS Tools Fit Model are not found. 
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2.8 Summary  
 
Based on the literature review, a model is developed to address the role of affect and 
Task Category-Knowledge Sharing Tools fit on the technology acceptance among 
knowledge workers. The related literature is reviewed and gaps have been identified 
for this research. Lack of research works found on the role of affect in the technology 
acceptance research in particularly with KS tools (Zhang & Li, 2004; Zhang & Sun, 
2006; Zhang, 2013; Zhang & Li, 2005; Russell, 1980, 2005; Posner, 2005; 
Feldman, 1995; Larsen, 2002; Barrett & Russell, 1999; Yik, Russell & Steiger, 2011; 
Ekkekakis & Russell, 2013; Watson & Clark, 1999; Watson, 1999; Watson, Clark & 
Tellegen, 1988; Tellegen, 1988; Watson & Tellegen, 1985; Perlusz, 2004). Very 
limited research has integrated TTF to TAM. Limited focus by researcher to examined 
the integration between TAM and task cateogry and KS tools fit. The literature review 
also identified alternative constructs used in this research. The additional key 
constructs to be considered in this research are motivational and organizational support. 
Chapter 3 will discuss on the justification of each constructs and hypothesis of the 
proposed model. 
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CHAPTER 3 DEVELOPMENT OF RESEARCH FRAMEWORK  
 
 
In the previous chapter, related studies in the area of technology acceptance, role of 
affect, Task-Technology Fit (TTF), organizational and motivational factors are 
reviewed. These literatures provide in-depth understanding on the theories that justify 
the constructs and hypothesis developed in the proposed A.T.A model. This research 
is aimed to predict the Behavioral Intention to use Knowledge Sharing tools (KS tools) 
among knowledge workers. The Task Category-KS tools Fit model (TCK Fit) adapts 
from Task-Technology Fit model and integrate with TAM to predict the impacts of fit 
on the Behavioral Intention to use KS tools. In addition, Positive Affect (PA) and 
Negative Affect (NA) are hypothesized to have an influence on PEOU, PU and BI in 
the proposed Affective Technology Acceptance (A.T.A) model. The role of affect and 
Task Category-KS tools fit (TCKfit) aim to contribute knowledge in the area of 
knowledge sharing tools and technology acceptance research. The key determinants in 
the research framework and their predictive accuracy on the Behavioral Intention to 
use tools hope to benefit organizations that plan to implement KS tools or 
organizations at the early stage of implementing tools.  
  
This chapter presents the proposed research model – Affective Technology 
Acceptance Model or A.T.A Model, to examine the predictive accuracy of the 
relationship between constructs in the model based on underpinning theories such as 
TRA, TPB, Consensual Model of Affect and Circumplex Model of affect reviewed. 
These constructs are related to (1) characterizing KS tools and measuring the 
acceptance of the tools, (2) factors that are associated to KS tools acceptance, (3) role 
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of affect that influences PEOU, PU and BI towards KS tools, (4) task category fit on 
KS tools usage and the influences on Behavioral Intention to use the tools.  
 
A conceptual framework is developed to describe the relationships between these 
constructs. The following sections discuss the A.T.A model, rationale and justification 
of the A.T.A model, novelties of the model, underpinning theories, and research 
hypothesis development.  
 
3.1 Theoretical Background 
 
A thorough review on the theoretical background (Chapter 2) on the eleven (11) 
prominent theories/models such as Technology Acceptance Model , TAM 2, TAM 3, 
UTAUT, C-TAM-TPB, TRA, TPB, PC Utilization, Motivational model, Social 
Cognitive theory and Diffusion Innovation Theory has contributed to the development 
of the research framework for this study. Past researchers have used these 
theories/models over the last two decades in the areas of Information Systems. Some 
of them are parsimonious and others are strong in terms of explanatory power. Models 
that are parsimonious include TRA, TPB, TAM (Yew-Siang & Uchenna Cyril Exe, 
2008). Models that are strong in explanatory power include Perceived Characteristics 
of Innovation (PCI), TAM2, TAM 3 and UTAUT (Yew-Siang & Uchenna Cyril Exe, 
2008). Based on the citation network constructed from a total of 1555 journal articles 
from the period 1989 to 2014, the most critical top cited 50 papers were identified and 
used as the basis to map the major knowledge flow in technology acceptance research 
(Hsio, Tang & Liu, 2005). Technology acceptance model (TAM) was found as the 
most widely researched theoretical framework (Hsiao and Yan, 2011; Bagozzi, 2007) 
in IS research. TAM is also being acknowledged as a parsimonious and robust model 
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in the IS field (Hsiao, Tang & Liu, 2015). Hirschheim (2007) pointed out that TAM 
related publications account for about 10% of the precious journal space in this area. 
These evidences support and rationalize the use of TAM, as the base model for this 
research is appropriate. 
 
In order to propose the theoretical model for this research, the theories/models being 
selected depend on the choice between the degree of parsimony and the degree of 
explanation about behavior intention.  
 
Taylor & Todd (1995a) suggested that models should be evaluated in both parsimony 
and their contribution to understanding. For predictive, practical applications of the 
model, parsimony may be more heavily weighted. On the other hand, if trying to obtain 
comprehensive understanding of a phenomenon, degree of parsimony may be 
sacrificed. It is necessary to seek a balanced view for both parsimony and the degree 
of understanding of the circumstance in order to derive good framework.  
 
According to Mathieson (1991), TAM is parsimonious, and easier to apply in practice. 
This gives TAM an empirical advantage over other theoretical models. A TAM-based 
model is more appropriate than the TPB, TRA, or other related theories for examining 
the Behavioral Intention to use KS tools. Therefore, TAM is a widely used model 
where it has been proven to be a useful theoretical model to examine behavior intention 
to use a technology. It is also widely acknowledged in the information systems 
research on its capability to predict user acceptance of a technology.  
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In addition, many studies in the past on affect, mood and emotion in Information 
Systems domain have always produced inconclusive and inconsistent outcomes 
(Zhang, 2013; Zhang & Li, 2007; Zhang & Li, 2004). This is partly due to researchers 
who used affect related concepts such as affect, mood, emotion, states and traits 
interchangeably in their works. However, recent works on affect, mood and emotion 
by Yik, Russell & Steiger (2011), Ekkekakis (2013), have started to organize affect 
related theories and models with Circumplex of Affect by Russell, Consensual Model 
of Affect by Watson and Tellegen, and Affective Response Model by Zhang to provide 
consistent definitions to different affect related concepts to interpret different affect 
phenomena. This has helped to increase the research in this area significantly. This 
research uses affect definitions from Russell (1980) and Zhang & Li (2007) and 
Positive Affect Negative Affect Schedule (PANAS) adapted from Watson, Clark & 
Tellegen (1999) and Perlusz (2004) to operationalize the PA and NA constructs for the 
proposed model in this research. 
  
3.2  Proposed Extensions to Technology Acceptance Model  
 
The A.T.A model is an extension of the Technology Acceptance Model (TAM) that 
integrates role of affect and Task Category-KS tools Fit model to study the Behavioral 
Intention to use KS tools among knowledge workers in organizations. Theories and 
related works will be discussed to justify the proposed extensions to TAM in this 
section. Research in the past had also highlighted that organizational and motivational 
factors should be considered as determinants for Behavioral Intention in the proposed 
A.T.A model (Li, Lai & Wang, 2010; Huang, Janz & Frolick, 2008; Gibbs and 
Kraemer, 2006; Scupola, 2003; Venkatesh & Morris, 2000; Venkatesh & Davis, 2000; 
Malhotra & Galletta, 1999; Igbaria et al., 1997; Henning & Jardim, 1997; Thong, Yap 
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& Raman, 1996; Iacovou, Benbasat & Dexter, 1995; Ajzen, 1991; Thompson et al., 
1991; Plude & Hoyer 1985; Hall & Mansfield, 1975; Rotter & Portugal, 1969) 
 
Organizational factors comprise of Management Support, Social Factors, and 
Facilitating Conditions that may influence Perceived Ease of Use and Perceived 
Usefulness of KS tools in providing understanding on the acceptance of the KS tools 
(Figure 3.1). Motivational factors such as Intrinsic Reward, Extrinsic Reward (Pavlou, 
2003; Haldin-Herrgard, 2000) and Trust (Sotirious & Alya, 2009; Ismail Al-Alawi et 
al., 2007; Lin, 2007; Gefen et al., 2003) are being examined to evaluate influence on 
Behavioral Intention to use tools in organizations. Motivational factors have been 
shown to potentially shape the behavior intention to use tools among users (Ozlati, 
2012; Hsu & Lin, 2008; Bock & Kim, 2002; Venkatesh, 1999; Ryan & Deci, 1980). 
 
Figure 3.1. Extension of TAM using Organizational and Motivational Factors  
 
In the A.T.A model, the role of affect is taken into consideration as predictors that 
influence Perceived Ease of Use, Perceived Usefulness, and the Behavioral Intention 
to use KS tools (Wang et al., 2015; Chin & Kim, 2015; Beaudry & Pinsonneault, 2010; 
Zhang & Li, 2007; Russel, 1980). The rationales to include Positive Affect (PA) and 
Organizational Factors
Management Support
Social Factors 
Facilitating Conditions
Perceived 
Usefulness
Perceived Ease 
of Use
Attitude 
toward KS 
tools usage
TAM
Behaviour 
Intention to 
use KS tools
Motivational Factors
Intrinsic reward
Extrinsic reward
Trust
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Negative Affect (NA) in the model are because these factors are perceived to have 
impact on KS tools acceptance. Furthermore, there is a lack of research works that 
investigate the affective aspect of technology acceptance especially PA as it is one of 
the least focus affect-related predictors in IS research (Beaudry & Pinsonneault, 2010; 
Djamasbi et al., 2010; Perlusz, 2004). Moreover, related works also highlighted that 
the study of PA and NA to PEOU, PU and Behavioral Intention to use KS tools in 
TAM is lacking (Zhang, 2013; Zhang & Li, 2007; Zhang & Li, 2004; Isen, 1984). This 
is largely due to existing works that focused on the cognitive related theories that 
examine the behavioral and human reaction on the use of technologies in organizations 
(Tsay et al. 2014; Wyer, 2014; Naylor et al., 2014; Compeau, 1999; Bandura, 1986). 
These cognitive studies do not sufficiently capture the antecedents of behavior 
intention. With the rapid development and continuous evolution of new technology, 
the new technology by knowledge workers need to be investigated. This makes the 
non-cognitive aspects such as role of affect an important predictor in the study of 
technology acceptance (Figure 3.2).  
 
In this research, the role of affect is integrated into Technology Acceptance Model to 
examine the induced positive and negative affect on knowledge workers' perception 
on the KS tools’ functions and features as they interact and evaluate the tools that they 
use to carry out their tasks and can provide understanding on the acceptance of these 
tools (Zhang & Li, 2007; Russel, 1980). The definition of PA and NA is adopted from 
Zhang & Li (2007), as the object-based affective evaluation constructs that one 
perceives on an IT’s capability to induce positive and negative affect. The IT’s 
capability in this research refer to functions and features of KS tools.  
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Figure 3.2. Extension of TAM using Role of Affect 
 
Another major extension in the proposed research model is the integration of Task 
Category and KS tools Fit model (TCK Fit) in TAM. Task category (Manjari & 
Arvind, 2011; Zigurs & Buckland, 1998; Turner and Lawrence, 1960) and KS tools  
can help to explain behavior intention to use KS tools. In the proposed A.T.A model, 
organizational task categories have been classified into management, creative, routine 
adopted from Lee &Lim (2011), Zigurs & Buckland (1998), Hackman & Oldham 
(1976; 1980), Campbell (1988). The fit describes in TCK Fit model is hypothesized to 
have impact on Behavioral Intention to use KS tools in the A.T.A model.  
 
The Task Category-KS tools Fit model (TCK Fit) is adapted from the Task-
Technology Fit (TTF) model by Goodhue & Thompson (1995). The proposed research 
model integrates TAM and TCK Fit model (Figure 3.3). Considering fit between tasks 
and technologies in the technology acceptance study highlighted by Shih and Chen 
(2013) and Klopping & Mckinney (2004) is able to strengthen TAM. In a similar vein, 
Task Category and KS tools fit is theorized to be able to strengthen the explanation on 
the intention to use these tools. 
Affect 
Positive Affect
Negative Affect
Perceived 
Usefulness
Perceived Ease 
of Use
Attitude 
toward KS 
tools usage
TAM
Behavior 
Intention to 
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Figure 3.3. TCK Fit model 
 
The final proposed Affective Technology Acceptance Model (A.T.A Model) 
encompasses TAM and TCK with the extension of role of affect, organizational and 
motivational factors to examine the Behavioral Intention to use the KS tools in the 
organizations.   
Task Category 
Task Category and KS 
tools fit (TCKfit)
Behavior Intention to 
use KS tools
KS tools
TCKfit Model
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3.3  Research Hypothesis Development  
 
In Figure 3.4, the proposed A.T.A theoretical model is illustrated. The following 
discussion explains the causality between the research constructs that led to research 
hypotheses. The main objective of the hypothesis is to explain the Behavioral Intention 
to use KS tools.  
 
Figure 3.4. Proposed A.T.A Model 
 
3.3.1  Organizational Factors as Antecedent to Perceived Usefulness and 
Perceived Ease of Use  
 
Organizational Factors are hypothesized to influence Perceived Usefulness (PU) and 
Perceived Ease of Use (PEOU). In this research the definition of PU and PEOU are 
Task Category 
Task Category and KS 
tools fit (TCKfit)
KS tools
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Behavior Intention to 
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Intrinsic reward
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Trust
Affect 
Positive Affect
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H10.1, H10.2
H2.1
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adopted from Davis (1989) “The degree to which a person believes that using a 
particular system would enhance his or her job performance”. Similarly, Perceived 
Ease of Use (PEOU) is defined as: “The degree to which a person believes that using 
a particular system would be free of effort” (Davis, 1989). 
 
In this research, Management Support is the degree of management involvement and 
support by the top management in computerization (Shih & Huang, 2009; Rouibah, 
2009; Igbaria et al., 1997; Delone, 1988; Ein-Dor & Segev, 1988). It is found that top 
management support and commitment are good predictors of organizations to adopt 
IS technologies (Grandon & Parson, 2004; Beatty et al., 2001; Chwelos et al., 2001; 
Premkumar & Roberts, 1999; Iacovou et al., 1995;) 
 
Thus it is hypothesized that: 
 
H1.1 Management Support positively influences knowledge workers’ perceived 
usefulness on knowledge sharing tools  
H2.1 Management Support positively influences knowledge workers’ perceived ease 
of use on knowledge sharing tools  
 
Meanwhile, Social Factors is the degree to which an individual perceives that it is 
important others believe he or she should use the system (Avlonitis & Panagopoulos, 
2005; Yang & Choi, 2001; Venkatesh et al., 2003; Taylor & Todd, 1995; Mathieson, 
1991; Davies et al., 1989). This research hypothesizes that Social Factors will have 
significant effects on Perceived Usefulness and Perceived Ease of Use (Venkatesh & 
Davis, 2000; Jones et al., 2002; Shillewaert et al., 2000). Taylor & Todd (1995) found 
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that Social Factors had a significant effect on intention to adopt the technology. 
Venkatesh & Morris (2000) showed social factors influence on technology usage 
decisions.  
 
Thus it is hypothesized as:  
 
H1.2 Social Factors positively influence knowledge workers’ perceived usefulness of 
knowledge sharing tools  
H2.2 Social Factors positively influence knowledge workers’ perceived ease of use of 
knowledge sharing tools  
Venkatesh (2003) referred Facilitating Conditions as consumers’ perceptions of the 
resources and support available to perform a behavior. Facilitating Conditions is 
defined as the degree to which an individual believes that an organizational and 
technical infrastructure are available to support use of the information system (Terzis 
et al., 2011; Ngai et al., 2007; Venkatesh et al., 2003). Previous studies on technology 
acceptance (e.g. Teo, 2010; Teo et. al., 2008; Panda & Mishra, 2007; Pajo & Wallace, 
2001) have reported that Facilitating Conditions is a key belief that influences user to 
adopt a technology. Teo et. al (2008) and Teo (2010) revealed Facilitating Conditions 
has significant effect on Perceived Ease of Use (PEOU) in computing technology 
acceptance behavior. Similarly, Hart and Henriques (2006) highlight that Facilitating 
Conditions strongly influences PU and PEOU on usage of Decision Support System.  
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Thus it is hypothesized as:  
H1.3 Facilitating Conditions positively influence knowledge workers’ perceived 
usefulness 
H2.3 Facilitating Conditions positively influence knowledge workers’ perceived ease 
of use  
 
Figure 3.5 shows the relationships between Organizational Factors with Perceived 
Usefulness and Perceived Ease of Use. 
 
 
Figure 3.5. Perceived Relationship between Organizational Factors with PEOU and PU 
 
3.3.2  Perceived Usefulness and Perceived Ease of Use as Antecedents to Attitude 
toward KS tools usage 
Technology Acceptance Model (TAM) suggests that Perceived Usefulness and 
Perceived Ease of Use of a new technology influence an individual's attitude toward 
using the technology (Bruner & Kumar, 2005; Venkatesh & Davis, 2000; Davis et al., 
1989). According to Davis (1989), an individual adopts a new technology primarily 
because of functionality of the technology offered, rather than it is easy to use. Thus, 
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users will accept and use the technology when they have perceived that the technology 
is useful. Correlation is also found between perceived usefulness and perceived ease 
of use in predicting the system usage. Therefore, Perceived ease of use does not lead 
to acceptance and usage if individual does not perceived that the system is useful. 
These two (2) are the antecedents to Attitude toward KS tools usage. Attitude towards 
a specific information technology is conceptualized as user's assessment of the 
desirability of using the technology (Davis et al., 1989). Attitude towards KS tools 
usage is defined as the degree a person's preference in using KS tools (Hsu & Lin, 
2008; Davis, 1989).  
Thus it is hypothesized that:  
H3: Perceived Ease of Use positively influence Perceived Usefulness 
H4: Perceived Usefulness positively influence attitude toward KS tools usage 
H5: Perceived Ease of Use positively influence attitude toward KS tools usage 
 
Figure 3.6 shows the relationships of Perceived Usefulness and Perceived Ease of Use 
to Attitude toward KS tools usage. 
 
 
Figure 3.6. Perceived Relationship between PEOU and PU towards Attitude using KS tools 
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3.3.3 Attitude towards KS Tools Usage as an antecedent to Behavioral Intention 
to use KS Tools 
 
Behavioral Intention to use technology is defined in this research as the degree to 
which a person has formulated a conscious plan to perform or not to perform some 
specific future behavior to use KS tools (Davis, 1989; Venkatesh et al., 2003). 
Behavioral Intention to use KS tools is the degree knowledge workers actually share 
knowledge with their peers using a specific set of tools. The outcomes of the research 
on the intention usage in this research aim to explain behavior intention to accept or 
not to accept KS tools. In this research, attitude and behaviour is defined with the 
context to acceptance of IT. The definition of attitude and behaviour is adopted from 
Davis (1985). Attitude in this research refers to the knowledge workers’ attitude in 
using the KS tools, which subsequently lead to Behavioral Intention to use the tools. 
Perceived Usefulness, Perceives Ease of Use, and Attitude are significant drivers of 
intentions to use (Shaikh & Karjaluoto, 2015).  
 
Thus it is hypothesized that;  
 
H6: Attitude towards KS tools usage positively influence Behavioral Intention to use 
knowledge sharing tools 
 
Figure 3.7 shows the relationships of Attitude toward KS tools usage and Behavioral 
Intention to use KS tools. 
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Figure 3.7. Attitude toward KS tools usage and Behavioral Intention to use KS tools 
 
3.3.4 Motivational Factors as antecedent to Behavioral Intention to use KS 
Tools 
 
Motivational Factors play a vital role in influencing one’s intention in using KS tools. 
Scholars and practitioners claimed that motivational factors could facilitate successful 
knowledge sharing. Based on literature review, it is found that Motivational Factors 
could change one’s intention in accepting a technology. By integrating related 
motivational factors into TAM, this research examines the roles of Intrinsic Reward, 
Extrinsic Reward, and Trust to explain knowledge workers’ Behavioral Intention to 
use KS tools.  
 
Intrinsic Reward is defined in this research as the performance of an activity for no 
apparent reinforcement other than the process of performing the activity (Teo et al., 
1999). From an intrinsic motivational perspective, behavior is evoked by the need of 
employees to feel competence and self-determination in dealing with their 
environment (Deci, 1975). Researchers have also found that employees with high 
confidence in their ability to provide valuable knowledge are more likely to use the 
technology to share knowledge (Constant et al., 1994; Luthans, 2003). Employees who 
believe that they can contribute to organizational performance by sharing their 
knowledge, will develop positive attitudes toward their intentions to share knowledge. 
Hence, they will use the tools to share knowledge.  
Attitude 
toward KS 
tools usage
 Behavior Intention to 
use KS tools
H6
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Thus it is hypothesized that;  
 
H7.1- Intrinsic Rewards positively influence Behavioral Intention to use KS tools 
 
Extrinsic Rewards is defined in this research as the performance of an activity because 
it is perceived to be instrumental in achieving valued outcomes that are distinct from 
the activity itself (Tan & Chung, 2005; Teo et al., 1999). Extrinsic rewards such as 
monetary incentives, increase in salary, bonus, gifts, promotions and job security are 
rewards that can shape employee behaviors (Cabrera & Bonache, 1999; Davenport and 
Prusak, 1998; Hargadon, 1998). Several organizations have introduced reward systems 
to encourage employees to share their knowledge. This study thus expects that if 
employees believe they will receive rewards by offering their knowledge, they would 
then develop a behavior intention to use knowledge sharing tools. Hence the following 
hypothesis is proposed:   
 
H7.2- Extrinsic Rewards positively influence Behavioral Intention to use KS tools 
 
Trust is defined in this research as the degree to which a person's willingness to be 
vulnerable to the actions of another party based on the expectation that the other will 
perform a particular action important to the trustor, irrespective of the ability to 
monitor or control that other party (Mayer et al., 1995). Mutual trust in an organization 
is an important factor for knowledge sharing as trust among employees enables one to 
share openly and acquire knowledge resources freely (Lin, 2007; Gefen et al., 2003; 
Tynan, 1999). One of the core values of incorperating knowledge sharing in 
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organizations is to enable employees to cooperate and share knowledge freely and with 
trust between the employees. This means that the higher the degree of trust cultivated, 
the more likely employees are willing to share their knowledge in the organizations 
(Hsu et al., 2007; Bock et al., 2005; Cabrera & Cabrera, 2005). Therefore, this research 
examines Trust as an antecedent to Behavioral Intention to use KS tools.  
 
Therefore, it is hypothesized that;  
 
H7.3- Trust positively influence Behavioral Intention to use KS tools  
 
The inclusion of motivation factors namely; extrinsic, intrinsic and trust to explain 
behavior intention to use KS tools are important in the proposed framework. Figure 
3.8 shows the relationships between Motivational Factors and Behavioral Intention to 
use KS tools. 
 
Figure 3.8. Motivational Factors hypothesize Behavioral Intention to use KS tools 
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3.3.5 Affect as an antecedent to Perceived Usefulness, Perceived Ease of Use 
and Behavioral Intention to use KS tools 
 
Positive and Negative affect represent the affective state of the knowledge workers 
that may influence their behavior on knowledge sharing tools usage hence, resulting 
in KS tools acceptance. Perlusz (2004) and David & Clark (1988, 1994) have 
examined various object-based affective states. The Positive Affect are feeling proud, 
inspire, determine, enthusiastic and active whereas the Negative Affect are feeling 
scared, nervous, afraid, jittery and ashamed. Zhang & Li (2007) and Perlusz (2004) 
highlight that positive affect has positive influence and negative affect has negative 
influence on technology acceptance. Positive and Negative affect is defined in this 
research as the perception of an individual towards IT’s capability that induce positive 
or negative affect based on Zhang & Li (2007) and Russell (1980). This research will 
investigate different types of affective states that the knowledge workers encounter to 
predict their Behavioral Intention to use KS tools. Therefore, the role of positive and 
negative affect is a factor that influence the Behavioral Intention to use KS tools.  
 
This leads to the following hypothesis:  
 
H8.1: Positive affect has positive influence on the Behavioral Intention to use 
knowledge sharing tools 
H8.2: Negative affect has negative influence on the Behavioral Intention to use 
knowledge sharing tools 
H9.1: Positive affect has positive influence on Perceived Usefulness of KS tools 
H9.1: Negative affect has negative influence on Perceived Usefulness of KS tools 
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H10.1: Positive affect has positive influence on Perceived Ease of Use of KS tools 
H10.2: Negative affect has negative influence on Perceived Ease of Use of KS tools 
 
Figure 3.9 shows the relationships between Positive and Negative Affect with PU, 
PEOU and BI to use KS tools. 
 
 
Figure 3.9. Positive Affect and Negative Affect on PU, PEOU and BI to use KS tools  
 
3.3.6  The influence of Task Category and KS tools on Task Category and KS 
tools fit (TCKfit) 
 
The influence of task category and KS tools as antecedents to Task Category and KST 
fit in the TCK Fit Model. Tasks are divided into different task categories and an 
individual knowledge worker uses different KS tools to perform different tasks. Hence, 
it is important to examine the degree of TCK fit influences knowledge workers choice 
of KS tool to examine KS workers behavior intention to use KS tools.  
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Task Technology Fit (TTF) has been developed to investigate information technology 
adoption by evaluating the ability of the technology in meeting the needs of tasks. This 
study adopts definition of Task Category based on Task Types from Campbell (1988) 
as “mutually exclusive set of tasks with each specific task to be classified according 
to its complexity and attributes”. Many researchers have pointed out the importance to 
match information systems with the task performed by the knowledge workers. With 
growing research works on TTF, it is important to match technology with the users’ 
needs (Karimi et al., 2004; D’Ambra & Wilson, 2004; Dishaw & Strong, 1999; Zigurs 
et al., 1999; Goodhue & Thompson, 1995; Campbell, 1988; Goodhue, 1998; Hackman 
& Oldham, 1980). In this research, task categories are segregated into different 
categories based on the characteristics, requirements and needs of different task types. 
Different types of tasks performed by the knowledge workers will be examined and 
categorized. TCK Fit can provide understanding on the fit between functions and 
features of different type of KS tools. In TTF, characteristics of a types of technology 
or system are matched with activities for tasks in general carried out in organizations.  
 
Hence the proposed hypothesis is:  
 
H11: Task Categories positively influence the fit between Task Category and KS tools 
 
Furthermore, to know whether KS tools bring benefits to the knowledge workers, KS 
tools functionalities and features need to be examined. In this research, the 
functionalities and features of tools are the tools’ characteristics. The tools’ 
characteristics are important features to consider when accepting the tools in the 
organizations. In Task Technology Fit model, the technology characteristics are 
 144 
replaced by knowledge sharing tools characteristics. Srinivasan (1985) used 
behavioral approach to evaluate the fit between technical features of users’ needs and 
the impact of fit or system effectiveness. He found that system use and system 
effectiveness are two entirely different phenomena where one emphasizes on the use 
of system and the other is on the effectiveness of the system. Therefore, it is essential 
to study the system use and system effectiveness together in order to gain 
understanding on how these tools are able to benefit the users. KS tools characteristics 
adapts from Goodhue &Thompson (1995) as functions and features of the tools used 
by individuals in carrying out their tasks. 
 
Hence it is hypothesized that:  
 
H12: KS tools positively influence the fit between Task Category and KS tools 
 
Figure 3.10 shows the proposed relationship between Task category and KS tool 
characteristics with Task Category and KST fit.  
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3.3.7  Task Category and KS tools fit (TCK fit) as an antecedent to Behavioral 
Intention to use KS tools. 
 
To examine the cognitive components of information technology in TAM, Goodhue 
and Thompson (1995) have focused on the relationship between information systems 
and behaviors of users, and proposed the Task/Technology Fit Model (Goodhue, 
1995). Their model comments that information technology will be adopted when it 
supports work well. Dishaw & Strong (1999) have demonstrated the efficacy of using 
a combined TAM and TTF model for workplace technology adoption. TTF is 
somewhat more effective than the TAM for predicting use in work-related tasks. The 
TTF model suggests that individuals not only consider belief about perceived 
usefulness and perceived ease of use, but also the extent to which online activities meet 
their task needs and individual abilities (Goodhue,1995). In this study, Task category 
and KS tools fit adapts Task Technology Fit (TTF) as the degree to which the fit of 
task categories and KS tools could assist an individual in performing his or her tasks 
(Goodhue & Thompson, 1995).  
 
Hence, the following hypothesis is proposed:  
 
H13: Task Categories and KST fit positively influence Behavioral Intention to use 
knowledge sharing tools. 
 
Figure 3.10 depicts the proposed relationship between Task category and KST fit 
(TCK fit) with Behavioral Intention to use KS tools. 
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Figure 3.10. Task Category and KS tools fit hypothesize Behavioral Intention to use KS tools 
 
3.4 Summary 
 
The chapter draws theories and models from Technology Acceptance Model, Task 
Technology Fit model, affect theories from Russell (1980) and Zhang and Li (2007), 
and Organizational and Motivational literatures to derive the A.T.A model. The 
proposed Affective Technology Acceptance Model (A.T.A) is supported by 
underpinning theories reviewed in Chapter 2. The hypothesis developed in the 
proposed model have also been supported by past research. The next chapter discusses 
the methodology, research strategy and processes required for conducting this study.  
  
Task Category 
Task Category and KS 
tools fit (TCKfit)
KS tools
Intention Behavior to 
use KS tools
H13
H11 H12
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CHAPTER 4 RESEARCH METHODOLOGY 
 
 
This chapter presents the research methodology that discusses the most appropriate 
approach to collect, manage and analyze data to achieve the research objectives stated 
in Chapter 1. A number of major research designs used in the IS research are reviewed 
and discussed. In addition, various research approaches in the domain of social science 
and information systems are discussed. Rationale on choice of the approaches used to 
pursue the research objectives are illustrated. The survey population, sampling frame, 
data collection, and data analysis techniques are also presented in this chapter.  
 
4.1 Research Methodology 
 
Methodology is the strategy, process or design, plan of action on the choice and 
method used, and connecting the methods to the expected outcomes (Crotty, 1998). 
Hussey & Hussey (1997) also defined methodology as the overall approach to the 
research process, from the theoretical underpinning to the data analysis and data 
collection. According to Cresswell (2004), there are two (2) generic research 
approaches namely: a) Qualitative, and b) Quantitative research. The following 
discussion describes these two (2) research approaches. 
 
4.1.1 Qualitative Approach 
 
Qualitative research is an approach for exploring and understanding the meaning of 
individuals or groups about a social and human problem. It is used to gain an 
understanding of the underlying reasons, opinions, and motivations of their behavior. 
Ethnography, Phenomenology, Field Research, Grounded Theory, Observation, Focus 
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Groups, Case studies, Interview, and Action Research are some examples of 
qualitative research approaches (Myers, 2013; Neuman & Robson, 2012; Bernard, 
2011). 
 
4.1.2 Quantitative Approach 
 
Quantitative research is an approach for testing of hypothesis by examining the 
relationship among variables. These variables in turn can be measured and analyzed 
using statistical procedures. The data collected is presented in numerical form and 
analyzed using various statistical tools. Some examples of quantitative approaches are 
Descriptive Research, Correlation Research, Quasi Experimental Research, and 
Experimental Research (Creswell, 2013).  
 
4.2 Research Process  
 
This research employed quantitative method using the survey approach to collect data 
concerning the Behavioral Intention to use KS tools by knowledge workers. The 
survey instrument is developed by adapting validated instruments from past research. 
The wordings, measurement scales and formats of the questions in the survey 
instrument are being examined using pre-test and pilot test procedures before actual 
survey is being carried out. The proposed research model is evaluated using Partial 
Least Square (PLS) from Structured Equation Modeling (SEM) technique. The 
primary goal of this statistical approach is that it allows the researcher to model and 
examine the relationships between various constructs. 
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Sekaran (2003) proposed that the research process on data gathering and development 
of research model consists of eight (8) steps. Observation is the first step that is 
conducted to formulate problem definition on the current situation of the problem. This 
is followed by preliminary investigation in which the researcher would gather 
information on what is happening to the current situation. In this stage, data gathering 
activities can be conducted using: a) Focus group interview to gather the viewpoint of 
the participants, b) Information gathered during the interview session is used to design 
the preliminary survey.  
 
Literature review is a process that obtains more information on related works to tackle 
these issues. This information gives additional insights into various possibilities, 
including some that had not surfaced in interviews, and help to confirm that the chosen 
variables are good predictors for the research. Theory formulation is a step that 
develops theory by incorporating all the relevant factors such as organizational and 
motivational factors, role of affect, the fit of task category and KS tools in a logical 
manner where the model is developed based upon collection of theories and models 
from literature. Research questions are formulated based on clear variables definition.  
 
Next, the research model and hypothesis are developed where predictive accuracy of 
constructs (or factors) and hypotheses testing is carried out to see whether the theory 
formulated is valid or otherwise based on theory that the model being developed. 
Survey instrument is developed based on literature reviews from past-related works. 
Analysis is a process where responses from the respondents on the questionnaire 
survey are collected and analyzed to examine the factors that influence the Behavioral 
Intention to use knowledge sharing tools. The impact of the role of affect and fit 
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between tasks and tools that play significant roles in the outcome of the model. Finally, 
discussion is the process of deriving the conclusions by interpreting the meaning of 
the results from the data analysis. 
 
Figure 4.1 adapted from Sekaran (2003) describes the research process which 
comprise of three (3) phases. Phase one (1) will review related works and theoretical 
models to be used in this research. Phase two (2), development of A.T.A model for 
this research. Previous observations and findings from past investigations (Lee & Lim, 
2012, 2013) had provided empirical evidence to support the need to study the 
Behavioral Intention to use KS tools among knowledge workers. Phase three (3) 
develops the survey instrument and field work for this research. In this phase, pre-test 
and pilot test are conducted. The Pre-test is to examine the face validity of instrument 
such as sentence structures and language with experts. Five (5) respondents are 
selected namely: three (3) academics and two (2) IT experts. Feedbacks are used to 
improve the face validity in the instrument. This is followed by approval from the 
University Ethics Committee. Subsequently, a pilot test is conducted on a small 
number of respondents from the sample to test the validity and reliability of the 
instrument. 
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Figure 4.1. Research Process
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4.3 Research Design 
 
The research design refers to the overall strategy that a researcher chooses to put 
together the different pieces of the study in a coherent and logical way to ensure it will 
effectively address the research problem. Research design constitutes the blueprint for 
the collection, measurement, and analysis of data. It is important to note that the 
research problems in a study will determine the type of design that should be applied. 
Research design involves a series of activities where a researcher’s decision associates 
with the research objective (exploratory and hypothesis testing), the type of study or 
investigation, how the data is collected and analyzed.  
 
4.4    Choice of Research Design  
 
This research chooses cross-sectional research design. Cross-sectional research design 
has three (3) distinctive features: a) no time dimension; b) a reliance on existing 
differences rather than change following intervention; and, c) groups are selected 
based on existing differences rather than random allocation. Cross-sectional studies 
provide a clear 'snapshot' of the outcome and the characteristics associated with it, at 
a specific point in time (Östlund, Kidd, Wengström, & Rowa-Dewar, 2011; Goertz & 
Mahoney, 2012). Unlike an experimental design, where there is an active intervention 
by the researcher to produce and measure change or to create differences, cross-
sectional designs focus on studying and drawing inferences from existing differences 
between people, subjects, or phenomena. This approach entails collecting data at one 
point in time, while longitudinal studies involve taking multiple measures over an 
extended period of time. 
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Cross-sectional studies are capable of obtaining data from a large number of subjects 
and, unlike observational studies, it is not geographically bound. Cross-sectional study 
can estimate prevalence of an outcome of interest because the sample is usually taken 
from the whole population. Cross-sectional designs generally use survey techniques to 
gather data, they are relatively inexpensive and take up little time to conduct. 
 
This research also uses quantitative approach as the research method. Survey method 
is used to collect data from respondents. Survey research was chosen based on the 
following reasons. Firstly, it is best suited for studies that use individuals as the unit 
of analysis. Survey is said to be an excellent tool to measure a wide variety of 
unobservable data such as people’s preferences, their likings, behavior, attitudes, 
beliefs or factual information such as household income and monthly income 
(Bhattacherjee, 2012).  
 
Secondly, survey research is also well suited for remotely collecting data about a 
population that is too large to be observed directly. In order to gather data in a large 
population, mail survey, online survey or telephone survey could be used to ensure 
that the population is satisfactorily represented.  
 
Thirdly, by using a suitable survey approach, the respondent is able to answer the 
survey items at his own convenience and this eases the burden of the respondents. It 
does not restrict the respondents to be at a certain time and place in the process of data 
gathering.  
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Lastly, this method is the most economical research method in terms of time, cost and 
effort in distributing the survey questionnaire to respondents. However, survey method 
also has some disadvantages such as the issues of low response rate, sampling bias, 
and social bias.  
 
The purpose of this research is to obtain responses from respondents and generalize 
the findings to the population at large. Thus, survey method is an appropriate approach. 
Prior to the distribution of questionnaires, research invitation was sent out through 
email and a face-to-face meeting with the person-in charge to build a rapport with the 
participating organization. During this stage, respondents are informed on the ethical 
considerations and assured that their participation in this survey would be anonymous.  
 
There are two (2) ways to administer the survey questionnaires; a) Group-
administered, and b) Self-administered survey. A group-administered survey can be 
defined as questionnaires distributed to a group of people who are participating in a 
research. Group-administered questionnaires are helpful in the sense that it can save 
time and obtain responses from the respondents within the allotted time. A challenge 
to group-administered surveys is that the researcher would have to gather all the 
respondents together in a suitable venue. 
 
Self-administered questionnaire refers to a questionnaire to be completed by 
participants without intervention by the researchers. Self-administered questionnaire 
could be distributed by mail or in person to a large group of respondents. Self-
administered questionnaire requires questions that are concise and properly formatted. 
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Questions are worded well to avoid measurement error since self-administered survey 
is completed without the presence of the researcher (Cooper, 2006).  
 
In this research, self-administered questionnaire is used to solicit responses from the 
respondents. The questionnaires for this research include an introductory letter to help 
provide the background of this research and guide respondents towards answering the 
questionnaires as proposed by Oppenheim (1999). Questionnaire format and layout 
are important issues with self-administered survey to enhance the response rate 
(Sarantakos, 2005). The entire questionnaires are printed in color with proper 
formatting (Appendix 1). The questionnaires are delivered by the researcher to the 
person-in-charge in the MSC-status organizations to be distributed to the respondents. 
The respondents are given one (1) month to complete and return the questionnaire to 
the researcher by post. 
 
It is expected that the return rate of about 10% which is considered acceptable for mail 
survey (Harzing, 2000; Osman, Rosnah, Tang & Seyed, 2006). It is noted that survey 
approach using questionnaires has been widely used in previous IS research (Gefen, 
Karahanna & Straub, 2003; Chau & Hu, 2001; Venkatesh and Davis, 2000, Venkatesh 
& Morris, 2000; Hu et al., 1999; Igbaria, Parasuraman & Baroudi, 1996; Taylor & 
Todd, 1995a). The draft survey instrument used in this research is submitted to the 
University Ethics Committee for approval before it is distributed to the respondents 
for a pilot test. 
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4.5 Population, Sample and Data Collection 
 
The sample for this research is selected in a systematic way to ensure it is credible and 
involved the targeted group in the research. The sampling process comprises of three 
(3) stages namely: (a) identify the population, (b) sample selection and (c) sampling 
techniques.  
 
4.5.1 Population  
 
The population for this research consists of employees employed by MSC-status 
organizations that are registered with Multimedia Development Corporation. Two 
thousand five hundred (2500) MSC-status organizations listed on the Multimedia 
Development Corporation website are invited to participate in this survey. Twenty-
three (23) MSC-status organizations have accepted the invitation to participate in this 
survey. A sampling frame comprises of a total of two thousand five hundred and five 
(2505) knowledge workers is obtained from the twenty three (23) organizations that 
agreed to participate in this research.  
 
4.5.2 Sampling selection 
 
The respondents identified in this research need to fulfill the following criteria. First 
of all, the sample consists of individuals from knowledge driven organizations and 
these organizations have started to manage knowledge and practice knowledge 
sharing. Secondly, the subjects for this research have carried out knowledge sharing 
activities in a form of exchange knowledge with other knowledge workers in the 
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organizations. Lastly, these individuals will have access to knowledge sharing tools 
such as Email, Wikis, Facebook, WhatsApp, One Drive, or online discussion systems. 
 
4.5.3 Sampling techniques 
 
Sampling technique is a process that determines how representative the sample is from 
the population of interest. Probability sampling is the best for obtaining a 
representative sample, which allows researchers to make statistical generalizations 
about a wider population. Whereas, non-probability sampling does not allow 
researchers to make statistical generalizations but it is commonly used when the 
selection of respondents is based on known common characteristics (McGuirk & 
O'Neill, 2005).  
 
The unit of analysis is individual knowledge workers in MSC organizations. This 
research invited 2500 MSC organizations and 23 MSC organizations accepted the 
invitation voluntarily. The total of 2505 knowledge workers represents the population 
of the study. A decision is made to include all subjects in the sampling frame as 
respondents for this study. Past Information Systems studies conducted in Malaysia 
had encountered low response rate of 10-12% (e.g. Shariff, 2000; Osman et al., 2006; 
Harzing, 2000). The aim is to involve all subjects from the sampling frame to ensure 
that responses are sufficiently large and robust to meet the criteria for data analysis.  
 
  
  158 
 
4.5.4 Sample size 
 
Sampling design and the sample size are important in order to establish the 
representativeness of the sample for generalization of the research (Sekaran, 2003). 
Roscoe (1975) suggested the following rule of thumb to determine the sample size. 
Any sample size larger than 30 and smaller than 500 are appropriate for most research. 
According to Hair et al. (2014) and Barclay et al. (1995) the purpose to conduct 
multivariate data analysis, sample size should be 10 times responses for the construct 
with the highest number of items. The sample frame consists of two thousand five 
hundred and five (2505) knowledge workers from twenty-three (23) organizations that 
agreed to participate in this research. Alternatively, Cohen’s (1992) also suggests that 
the use of Ordinary Least Square (OLS) multiple regression analysis requires a 
minimum sample size of two hundred and thirteen (213). Based on Cohen’s (1992) 
recommendation that requires two hundred and thirteen (213) responses and the 
estimated response rate of 10 % for survey (Osman et al., 2006 and Harzing, 2000). 
Thus, no sampling process is conducted. An estimation of two hundred fifty (250) 
responses are expected. Hence, a decision is made to include all subjects for the 
sampling framework for this research. 
 
4.5.5 Data collection strategy  
 
The survey is conducted in Selangor and Kuala Lumpur where 90% of the MSC-status 
organizations are located. Due to low response in survey research, the researcher 
attempts to improve the response rate by designing a cover letter printed in color with 
Sunway University letterhead to be attached with the questionnaire. The letter contains 
the purpose of the research, details of the researcher and supervisors, contact details 
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and the estimated time needed to complete the questionnaire. The questionnaire is also 
printed in color in a booklet format.  
 
Prior to the delivery of questionnaire, the person-in-charge in the organization is 
contacted before the questionnaires are delivered to them to be distributed to the 
subjects in the respective organizations. To follow up, the researcher emails the person 
in charge in the participating MSC organizations each week. In order to obtain higher 
response rates, return envelopes with paid postage are given to all the respective 
organizations.  
 
4.6 Data Editing and Coding 
 
Data received from the survey is entered into the spreadsheet and checked for errors, 
omissions or values. The researcher double checked each entry in the spreadsheet 
against the responses of each questionnaire before data analysis begins. Missing data 
occurs for many reasons such as: respondents may fail to respond to the questions or 
respondents withdraw from the research before they have completed it. In this 
research, multiple imputation method is chosen to replace the missing values. Multiple 
imputations provide a useful strategy for dealing with data sets with missing values 
instead of filling in a single value for each missing value, Rubin’s (1987) suggested 
multiple imputation procedure replaces each missing value with a set of plausible 
values that represent the uncertainty about the right value to impute.  
 
The edited data is saved as comma separated value or csv files so that IVEware can 
process the data. IVEware software from University of Michigan is used is to perform 
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multiple imputation analysis on missing values. After treatment of missing values, the 
data is saved as spreadsheet file in order to be processed using SmartPLS. 
 
4.7 Analysing Data 
 
In this research, three (3) stages of data analysis are conducted. The first stage involved 
demographics analysis and descriptive analysis. Stage two (2) is measurement model 
analysis where it consists of reflective model analysis and formative model analysis 
(Hair, Hult, Ringle & Sarstedt, 2014). In this stage, validity and consistency tests of 
the measurement model are examined. Details of measurement model analysis are 
presented in Chapter 6. Stage three (3) involves testing the model using structural 
model analysis. Structural Equation Modeling (SEM) is one of the most popular 
analysis method used in marketing and management research (Chin, 2015; Hair, 
Ringle & Sarstedt, 2011; Tobias, 2011).  
 
Partial Least Squares SEM (PLS‑SEM) is a causal modeling approach aimed at 
maximizing the explained variance of the dependent latent constructs. This is contrary 
to covariance-based SEM’s (CB‑SEM) objective of reproducing the theoretical 
covariance matrix, without focusing on explained variance. While far less popular than 
CB‑SEM, PLS‑SEM has been increasingly applied in social science, marketing and 
other business disciplines (Henseler, Ringle, & Sinkovics 2009). CB‑SEM develops a 
theoretical covariance matrix based on a specified set of structural equations. The 
technique focuses on estimating a set of model parameters in such a way that the 
difference between the theoretical covariance matrix and the estimated covariance 
matrix is minimized (e.g., Rigdon 1998). The CB‑SEM model estimation requires a 
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set of assumptions to be fulfilled, including the multivariate normality of data, 
minimum sample size, and other criteria (Diamantopoulos & Siguaw 2000). In cases 
whereby CB‑SEM assumptions cannot be met, or the research objective is prediction 
rather than confirmation of structural relationships, hence variance-based PLS‑SEM 
is the preferred method. In comparison with CB‑SEM results, which can be highly 
imprecise when the assumptions are violated, PLS‑SEM often provides more robust 
estimations of the structural model (e.g., Lohmoller 1989; Reinartz, Haenlein, & 
Henseler 2009; Ringle, Gotz, Wetzel & Wilson, 2009; Wold 1982). Hence, PLS-SEM 
is chosen based on the following reasons:   
i. The research is an extension of an existing structural theory.  
ii. There are formative constructs in the structural model in the proposed model. 
iii. The structural model is complex (many constructs and indicators). 
iv. The sample size is relatively small where the response rate is only about 12%. 
The sample size failed to fulfil the required rule of thumbs; (a) ten times the 
largest number of formative indicators used to measure one construct or (b) ten 
times the largest number of structural paths directed at a particular latent 
construct in the structural model. 
 
4.8 Ethics in Research 
 
Ethics in business, social science and information systems research is referred to as 
the code of conduct while conducting research. The researchers’ behavior should also 
be reflected and complied with the ethical conduct in the research activities, the 
respondents who provide their responses in the questionnaires, the researcher that 
presents the results, the researcher that interprets the research outputs, and those that 
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suggest alternative solutions. The ethical behavior spread through each phase of the 
research activities which include data collection, data analysis, reporting and 
dissemination of information on the printed document. Sekaran (2003) stated that how 
the research subjects are handled and how confidential information is managed must 
be guided by the proper ethics procedures and policy. The researcher has taken into 
account the various ethical aspects into considerations in this research.  
 
One of the obligations that the researcher must take charge is to ensure information 
provided by the respondents is strictly confidential complying to ethical policy. The 
researcher has explained to the participating respondents from the twenty-three 
organizations, the purpose of this research. Individuals who took part in this research 
are on voluntary basis. Respondents are allowed to withdraw from the survey anytime 
if they wish. There should be absolutely no misrepresentation or distortion in reporting 
the data collected during the research. The respondents are informed that once they 
have agreed to participate in this research, they are advised to be truthful and honest 
in their responses. They should avoid misrepresentation or give false information. 
 
4.9 Questionnaire Design   
 
Developing a research questionnaire is an art. Many considerations and decisions must 
be made about the content of the questions, its wording, format, and sequence of the 
questions (Gillham, 2008). All these considerations play an important role in the 
development of the questionnaire. Proper wording, sequence of questions and clear 
sentences contribute to improving respondents’ understanding. However, if a survey 
is poorly framed or contained ambiguity, it is likely to result in meaningless responses 
with very little value. Numerous rules have been proposed in developing 
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questionnaires. Every question in the questionnaires should consider the following 
criteria (Dillman, 2000; Zikmund, 2003).   
 
Questions in the questionnaire should be written in simple language, preferably active 
voice without complicated words and jargon. It is supposed to be easily understood by 
layman. All the questions should be worded in a similar style and format to avoid 
confusion when the respondent is reading it. Ambiguity should be avoided when 
questions are created. This simply means that questions must be as specific as possible.   
 
Furthermore, researchers must avoid making assumptions when developing questions. 
They must always avoid questions that build up assumptions. Questions that are too 
detailed should be also avoided, as some of the answers may not be used for analysis. 
Doubled-barreled questions are those that can have multiple answers. These will lead 
the respondent in providing false responses to the questions due to confusion to the 
respondent. Furthermore, researchers must avoid questions that require respondents to 
memorize the answers or recall past experiences as these may be a burden to the 
respondents. 
 
4.9.1  Structure of the survey instrument 
 
Question sequencing also plays an important role while designing a questionnaire. The 
sequence of the questions should flow from the least sensitive to the most sensitive, 
more general to the more specific. The general rules for question sequencing are; begin 
with easy questions; start with close ended question; follow historical sequence of 
events; and follow by one topic at a time. 
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In order to develop a good instrument that would encourage good responses, guidelines 
from Dillman (2000) have been taken into consideration in the sequencing and 
formatting of the instrument. These guidelines include the order of the items must be 
in descending order starting from usefulness. Similar questions are to be placed 
together, questions must have a continuity of flow, and position easy questions before 
difficult ones. 
 
The questions in the survey for this research are adapted from previous Technology 
Acceptance Model (Davis, 1986), Task and Technology Fit (Goodhue, 1995) and the 
“Consensual” Model of Affect (Lee & Lim, 2014a, 2014b; Zhang, 2013; Zhang & 
Sun, 2006; Zhang & Li, 2005; Zhang & Li, 2004; Perlusz, 2004; Watson & Clark, 
1999; Watson, 1999; Watson, Clark & Tellegen, 1988; Watson & Tellegen, 1985; 
Russell, 1980). The instrument is structured into six (6) sections accompanied with a 
cover letter. The research cover letter consists of objectives of the research, names of 
the researcher and supervisors and the time required to complete the questionnaire. 
The instrument comprises of two (2) parts.  
 
Part 1 gathers general information of the respondents. Information about the company, 
usage frequency of knowledge sharing tools, jobs in specific task category, and types 
of KS tools used and not used and by respondents are solicited. The measurement 
scales used in this section are nominal, interval, binary and Likert scale. Nominal scale 
is used to gather information on the respondents' job positions and education level; 
interval scale is used to gather information on the number of years of working 
experience. Binary scale is used to gather information on the respondents' level of 
technical knowledge; Likert scale is used to gather information on the usage frequency 
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of different types of knowledge sharing tools (Vagias, 2006) based on 5 points Likert 
Scale with (1- Not at all, 2- Rarely, 3-Sometimes, 4-Most of the time and 5- 
Extensively) and the different tools that are used to carry out duties in different task 
categories.  
 
Part 2 comprises of Five (5) Sections. 
 
Section A is designed to measure the organizational factors (Shih & Huang, 2009; 
Rouibah, 2009; Hsu & Chuan, 2008; Chang, 2004; Chang & Cheung, 2001). These 
questions are grouped into three (3) broad categories such as Management Support, 
Social Factors, and Facilitating Conditions. Likert scale is used to gather responses 
from the respondents.  
 
Section B contains questions adapted from previous research works to measure the 
Motivational Factors that influence knowledge workers’ Behavioral Intention to use 
knowledge sharing tools provided to them. These constructs are Intrinsic Reward, 
Extrinsic Reward and Trust. Likert scale is used in this section to gather respondents’ 
responses.  
 
Section C captures information about knowledge sharing tools acceptance by the 
respondents. The items for Perceived Ease of Used, Perceived Usefulness, Attitude 
towards using KS tools, and Behavioral Intention to use knowledge sharing tools are 
adapted from Technology Acceptance Model (Davis, 1989). Likert scale is also used 
to measure the responses. 
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Section D is designed to operationalize Task Category and Knowledge Sharing Tools 
Fit Model (TCK Fit). This model is adapted from Task and Technology Fit Model 
where concepts of Task Category from Hackman and Oldham (1976) and Campbell 
(1980). The instrument used to operationalize constructs in TCK Model is adapted 
from Task and Technology Fit model (Goodhue, 1995). Likert scale is used for TCK 
to solicit information from the respondents.  
 
Section E uses a semantic differential scale. The respondents are asked to indicate their 
affective states based in eight (8) different points in time when they interact with these 
KS tools’ functions and features. The eight (8) different points in time are; “At this 
moment”, “Today”, “Past Few Days”, “Past Week”, “Past Few Weeks”, “Past Month”, 
“Past Year” and “General”. The measurement scale is adopted from Watson, Clark & 
Tellegen, (1988). The positive and negative affect that are perceived by knowledge 
workers are hypothesized to have positive or negative influence on the Perceived Ease 
of Use, Perceived Usefulness and Behavioral Intention to use KS tools. The scale that 
measures different types of Positive or Negative Affective states are as follow: 1-Very 
slightly or not at all, 2-A little, 3-Moderately, 4-Quite a bit, and 5-Extremely.  
 
4.9.2 Measurement scale 
 
Operational definitions for the constructs are defined in Chapter 2. The operational 
definitions are used to develop appropriate indicators or items for measuring these 
constructs in the research model. In order to operationalize a particular construct, the 
measurement scale must be identified (Bhattacherjee, 2012). Stevens (1946) defined 
four (4) generic types of rating scales for scientific measurement: nominal, ordinal, 
interval and ratio. In this research, some of the rating scales that are commonly used 
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in social sciences were adopted. The rating scales involved in this research are 
nominal, interval, binary, Likert and semantic differential scale.  
 
Binary scale is nominal scale consisting of binary items such as ‘Yes’ or ‘No’, or True 
or False. In this research, the respondents are asked to indicate whether he/she has 
technical background. This can provide information about the respondents’ technical 
background.  
 
Nominal scale is used to measure categorical data such as gender, types of industry, 
and religious affiliation etc. This research uses nominal scale to measure job position 
and education of respondents. The need to gather job position and education data is to 
allow the researcher to analyze distribution of respondents in terms of current position, 
education level and years of experience. By understanding the respondents’ job 
position, the number of years of experience and their education background, this will 
provide the background of respondents to the researcher. 
 
Ordinal scale allows the researcher to examine how much more is one attribute 
compared to another when capturing the data from respondents. This research collects 
the respondents' working experience using ordinal scale. This question captures the 
number of years the respondent has worked in the organizations. The seniority of the 
respondents in the organizations in terms of the number of years of working experience 
is able to provide information on the kind of tasks that they perform and types of KS 
tools they need to carry out their day-to-day operations in the organizations.  
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Likert scale is one of the most popular scales for measuring ordinal data in social 
science research. This scale includes Likert items with simple words where 
respondents will indicate their extent of agreement or satisfaction on a scale of five (5) 
or seven (7) or ten (10) ranging from "Strongly Agree" to "Strongly Disagree". Section 
A, B, C and D were measured based on a five (5) point Likert scale.  
 
A multi-item scale is used to capture different affective states where respondents are 
asked to indicate their affect (whether it is positive or negative affect) towards a single 
statement. For this research, Section E applies this measurement scale whereby 
different pairs of adjectives are replaced by five (5) types of Positive Affect and five 
(5) types of Negative Affect. These five (5) positive affective states are; proud, 
inspired, determined, enthusiastic, and active. On the other hand, the five (5) negative 
affective states are; scared, nervous, afraid, jittery, and ashamed. This scale is believed 
to be an excellent technique for measuring one's affect towards a certain event or 
incident (Lee & Lim, 2014; Perlusz, 2004; Cenfetelli, 2004; Watson, Clark & 
Tellegen, 1988). 
 
4.9.3 Development of questionnaires 
 
The items or indicators for the constructs are adapted from previous research that had 
been formally validated. Extensive review of related works is carried out in Chapter 2. 
A summary on the number of items used to operationalize each construct and the 
sources of these items are presented in Table 4.1. 
 
Items to solicit general information about the respondents are common in many IT 
related studies (Ang, Tahir & Murat, 2003; Cragg, King & Husnayati, 2002; Daniel, 
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Wilson & Myers, 2002). Items in this section are aimed to provide demographic 
details, knowledge sharing tools used and their usage frequency, and the tasks carried 
out by respondents. On the question of nationality, respondents are asked to state their 
country of origin. These responses provide a good understanding on the distribution 
of the knowledge workers based on their nationalities. The respondents are asked to 
indicate the location of their organizations. This is to provide information about the 
geographical distribution of the MSC-status organizations in Malaysia. The 
respondents are also asked to state the name of the organizations. This is to identify 
the industries of the organizations in the sample. The respondents are ask to state their 
current job position in their organizations to provide information on their hierarchy in 
the organizations. The respondents are asked to state the total number of years of 
working experience. In addition, respondents are also asked to state their level of 
education to provide the information about respondents’ educational background. In 
this section, respondents are also asked to state the type of knowledge sharing tools 
that they use or not use to carry out their daily tasks. The respondents are also asked 
to indicate their knowledge sharing tools’ usage frequency and task category of their 
daily. Lastly, respondents are requested to indicate whether they are a technical user 
or a non-technical user of KS tools. 
 
Organizational Factors consist of Management Support, Social Factor, and Facilitating 
Conditions constructs to investigate the influence of these factors on the Perceived 
Ease of Use and Perceived Usefulness of the knowledge sharing tools. The items that 
operationalize these constructs covers several aspects such as incentives, key 
performance indicator (KPI), encouragements, and policies implemented in the 
organizations that encourage knowledge sharing tools usage. The items for 
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Management Support are adapted from Shih & Huang (2009), Rouibah (2009), Hsu & 
Chuan (2008), Chang (2004), Chang & Cheung (2001).  
 
Social Factors are the social elements that are affecting the knowledge workers on 
their decision to use knowledge sharing tools. The items to operationalized Social 
Factors are adapted from Hsu & Chuan (2008), Avlonitis and Panagopoulos (2005), 
Yang & Choi (2001) and Ashforth & Mael (1989). Similarly, the items that 
operationalize Facilitating Conditions are also adapted from Terzis et al. (2011), 
Chang (2004), and Chang & Cheung (2001). 
 
Motivational Factors examine the impact of Extrinsic and Intrinsic Rewards and Trust 
on the Behavioral Intention to use KS tools. The fundamental goal of Extrinsic Reward 
is to motivate an individual in the forms of monetary, incentives, promotions, 
appraisal, or acknowledgement on certain acts performed by that individual. Intrinsic 
Reward motivates individuals to perform some actions based on his capabilities to 
organize and execute such action to achieve an outcome. Five (5) items that 
operationalize Extrinsic Rewards are adapted from Hau et al. (2013), Lin (2007), 
Kankanhalli et al. (2005), Bock, Zmud, Kim & Lee (2005). The items for Intrinsic 
rewards are adapted from Lin (2007) and Spreitzer (1995). Items that operationalize 
Trust are adapted from Ho, Kuo & Lin (2012), Ozlati (2012), Hsu et al. (2008), Lin 
(2007), Gefen et al. (2003). 
 
Items that operationalize Perceived Ease of Use, Perceived Usefulness, Attitude and 
Behavioral Intention are adapted from Davis (1989) and validated by Chau & Hu, 
2002; Al-Gahtani & King, 1999; Chin & Todd, 1995.  
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The items used to operationalize constructs in the Task Category-Knowledge Sharing 
Tools Fit model are adapted from items developed and validated for Task-Technology 
Fit Model by Goodhue & Thompson (1995), and Thompson & Bing (2008). These 
items are adapted from theories and models by Hackman & Oldham (1976), and 
Campbell (1980) on job characteristics and category complexity respectively.  
 
The role of affect has two (2) dimensions: Positive Affect (PA) and Negative Affect 
(NA). Affect is hypothesized to have impact on Perceived Ease of Use (PEOU), 
Perceived Usefulness (PU) and Behavioral Intention (BI) to use Knowledge Sharing 
(KS) Tools. The items that operationalize PA and NA are adapted from Perlusz (2004), 
Watson & Clark (1999), Watson (1988), Watson, Clark & Tellegen (1988), Tellegen 
(1985), Watson & Tellegen (1985). This research examines the PA and NA perception 
of knowledge workers on the functions and features of KS tools when they use these 
tools to carry out their tasks in the organizations (Lee & Lim, 2014; Zhang, 2013; 
Zhang & Sun, 2006; Zhang & Li, 2005; Zhang & Li, 2004). Table 4.1 presents a 
summary on the sources of items that operationalize the constructs in the research 
model. 
Table 4.1. Summary of sources for items to operationalize constructs in the A.T.A model 
 
Constructs No of 
items 
Sources 
Management Support 7 Shih & Huang (2009), Rouibah 
(2009), Chang & Cheung 
(2001), Chang (2004) and Hsu 
& Chuan (2008) 
Social Factor 9 Yang & Choi (2001), Avlonitis 
& Panagopoulos (2005), Hsu & 
Chuan (2008) and Ashforth & 
Mael (1989) 
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Facilitating Conditions 4 Terzis et al. (2011), Chang 
(2004) and Chang & Cheung 
(2001) 
Extrinsic Reward 5 Lin (2007), Kankanhalli , Tan 
& Wei (2005), Bock et al. 
(2005) and Hau et al. (2013) 
Intrinsic Reward 5 Lin (2007) and Spreitzer (1995) 
Trust 5 Gefen et al. (2003), Lin 
(2007), Ho et al. (2012), Ozlati 
(2012) and Hsu et al. (2008) 
Perceived Ease of Use 8 Davis et al. (1989), Gardner & 
Amoroso (2004), Lederer et al. 
(2000), Hung (2004) and Hsu 
(2008) 
Perceived Usefulness 7 
Attitude toward KS tools Usage 7 
Behavioral Intention to use KS tools 7 
Task Category 6 Goodhue & Thompson (1995); 
Campbell (1980) 
Knowledge Sharing Tools 16 
Task Category and KS Tools Fit 16 
Role of Affect for Perceived Usefulness 10 Watson, Clark & Tellegen 
(1988) and Perlusz (2004) 
Role of Affect for Perceived Ease of Use (or Usability) 10 
Role of Affect for Behavioral Intention to Use KS tools 10 
 
 
4.9.4 Results Pre-test and Pilot Test 
 
Refinement of instrument is an important step. According to Dillman (2000), an 
instrument needs to be fine-tuned with a series of tests before it can be distributed to 
the respondents in an actual survey. These tests are to determine that the instruments 
are properly designed, adequate and free from typo errors. Pre-test and pilot tests are 
processes for validation purposes. Furthermore, these tests are inexpensive ways to 
avoid mistakes in questionnaires and improves questions sequence and wording 
(Hoinville & Jowell, 1985). 
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The refinements of instrument for this research involved pre-test and pilot test. The 
objectives of these tests are to make sure that the respondents understand the questions 
and to ensure that there are no errors on the survey instrument. These tests are 
important before the actual data collection process takes place.  
 
Pre-Test 
 
In this research, pre-test is conducted with a number of experts. During the pre-test, 
the questionnaires are distributed to experts to assess the face validity of the items and 
their understanding of the items in the instrument. The feedback from the pre-test is 
positive. Minor modifications on the grammar and refinements on the question 
wordings are carried out.  Positive comments on the questions on the role of affect are 
also received from the pre-test.  
 
Pilot Test 
 
A Pilot test is conducted after the pre-test is completed. The final draft instrument is 
pilot tested with one hundred and fifty (150) respondents from the sample. The reasons 
to conduct the pilot test are to gain feedback on the survey questions about clarity of 
questions and ease of understanding of the items. As suggested by Oppenheim (1999), 
the instrument is sent out in precisely the same format as for the main survey. A total 
of twenty (20) questionnaires are returned in the pilot test representing a response rate 
of 13%. In short, the feedback of the pilot test from the participants is satisfactory with 
some minor changes to some of the wordings used. 
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4.10 Internal Consistency, Reliability and Validity Test for Pilot Study 
 
Reliability is the degree to which an assessment tool produces stable and consistent 
results. Validity refers to how well a test measures what it is purported to measure. 
Alpha or  developed by Lee Cronbach in 1951
 
to provide a measure of the internal 
consistency of a test or scale. It is expressed as a number between 0 and 1. Internal 
consistency describes the extent to which all the variables in a test measure the same 
concept or construct and hence it is connected to the inter-relatedness of the variables 
within the test. Internal consistency should be determined before a test can be 
employed for research or examination purposes to ensure validity (Tavako & Dennick, 
2011). 
 
The aim to conduct a validity and reliability test is to ensure that the instrument will 
always be elicited consistent and reliable responses even if questions were adapted 
from other sources (De Vaus, 1991). If the analysis returns a stable response, then the 
variable is said to be reliable in the instrument. Nunnaly (1978) has indicated that 0.7 
to be an acceptable reliability coefficient but lower thresholds are sometimes used in 
the literature. For each construct, exploratory factor analysis will be used to carry out 
variable reduction and relationships test. This helps to identify any variables that need 
to be removed due to weak relationships with other variables for this construct.  
 
There are three (3) major categories of reliability for most instruments: test-retest, 
equivalent form, and internal consistency. Test-retest measures consistency from one 
time to the next. Equivalent-form measures consistency between two versions of an 
instrument. Internal-consistency measures consistency within the instrument 
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(consistency among the questions). Generally speaking, the longer a test is, the more 
reliable it tends to be. For research purposes, a minimum reliability of 0.7 is required 
for reliability. Some researchers feel that it should be higher. A reliability of 0.7 
indicates 70% consistency in the scores that are produced by the instrument. Many 
tests, such as achievement tests, strive for 0.9 or higher reliabilities. 
 
Cronbach's alpha is one of the methods used by researchers to examine internal 
consistency of constructs. This is often the case with attitude instruments that use the 
Likert scale. Validity is the extent to which an instrument measures what it is supposed 
to measure and perform as it is designed to perform. It is rare, if nearly impossible, 
that an instrument be 100% valid, so validity is generally measured in degrees. As a 
process, validation involves collecting and analyzing data to assess the accuracy of an 
instrument. There are numerous statistical tests and measures to assess the validity of 
quantitative instruments, which generally involves pilot testing. External validity is 
the extent to which the results of a study can be generalized from a sample to a 
population. An instrument that is externally valid helps obtain population 
generalizability, or the degree to which a sample represents the population. Content 
validity refers to the appropriateness of the content of an instrument. This would 
involve taking representative questions from each of the sections of the unit and 
evaluating them against the desired outcomes. 
 
4.10.1 Results of Reliability and Validity Analysis on Pilot Test 
 
The proposed research model consists of fifteen (15) factors. All the items designed 
for each construct are analyzed. SAS Enterprise Guide is used to carry out reliability 
and validity tests on the survey instrument. Each construct is represented using an 
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alphabet when the model is drawn in the software. For example, Management Support 
is represented as A and each item for Management Support is numerically coded. 
Hence, for item 1 in Management Support construct, it is represented as A1. In 
Management Support, there are seven (7) items. Each item is coded as A1, A2, A3, 
A4, A5, A6 and A7.  
 
Organizational Factors consist of Management Support, Social Factors and 
Facilitating Conditions. This section presents the results on Management Support 
construct validity and reliability tests. 
 
The Management Support construct consists of seven (7) items. These items are as 
follow: 
 
The validation and reliability analysis conducted on the pilot test responses for 
Management Support construct. The Cronbach coefficient alpha is 0.856 on internal 
consistency indicating that items for this construct were having high reliability. The 
overall score for the standardized Cronbach’s coefficient is 0.856, provides an 
A1 Management encourages knowledge sharing among employees. 
A2. Management provides full support on the use of KS tools. 
A3. Management acknowledges that KS practices contribute to organization 
performance. 
A4. Management views knowledge sharing as part of the employee’s KPI. 
A5. Management provides incentive scheme to encourage the use of KS tools. 
A6. Current management policies and guidelines are based on the use of KS tools. 
A7. Management enforces the use of KS tools. 
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acceptable lower bound for the reliability coefficient. This is much greater than the 
suggested value of 0.70 as recommended by Nunnally & Bernstein (1994). Therefore, 
we can conclude that no items should be deleted from Management Support construct. 
Factor analysis is conducted on the Management Support items. The results indicate 
that items for this construct belong to one factor. All seven (7) items are retained as 
there are no cross-loadings of items between factors. Hence, items used to measure 
Management Support are internally consistent and valid. 
 
The Social Factor construct consists of nine (9) items. These items are as follow: 
 
The Cronbach coefficient alpha score on internal consistency for Social Factor is 0.890 
is considered excellent. Factor Analysis for Social Factor has indicated that the factor 
B1 My supervisors require me to use KS tools. 
B2 My peers require me to use KS tools. 
B3 I would use KS tools without pressure from external social factors (such as the trend 
of technology and the acceptance of technology needed by the industry). 
B4 People who are important to me think that I should participate in KS tools user group. 
B5 People who influence my behavior encourage me to participate in using KS tools. 
B6 Using KS tools would enhance my chance to meet others who have common domain 
knowledge. 
B7 Members of KS tools user group keep close ties with each other, which is a 
communication channel to share experience and information. 
B8 Members in my KS tools user group have a strong sense of belonging to “one group”. 
B9 I am so proud of being a member of KS tools user group. 
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loadings fall under one (1) factor. Hence, Social Factor is tested to be internally 
consistent and valid. In this case, there is no removal of items required. 
 
The Facilitating Conditions construct consists of four (4) items. They are as follow: 
 
Items C1, C2, C3 and C4 are used to measure Facilitating Conditions and involve the 
coordination of knowledge sharing activities in organizations. The Cronbach’s 
coefficient alpha score for Facilitating Condition is 0.860, where the score is 
considered good. Factor analysis for Facilitating Conditions indicates that the factor 
pattern falls under one factor. In short, items for Facilitating Conditions are internally 
consistent and valid. There is no removal of items required. 
The Motivational Factors examine three (3) key constructs: Extrinsic, Intrinsic 
Reward, and Trust.  
 
Extrinsic Reward construct consists of five (5) items. They are designed to measure 
Extrinsic Reward.  
C1 The KS tools are readily available to me when I need it.  
C2 A Knowledge officer is available for assistance when KS tools users face 
difficulties. 
C3 The KS tools user manual is available to me whenever I need it  
C4 The KS tools process and systems installed by the company support the use of 
KS tools. 
D1 I am being publicly acknowledged because I use KS tools. 
D2 I am rewarded with gifts and money because I use KS tools. 
D3 I will receive higher salary in return for using KS tools. 
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The standardized Cronbach coefficient alpha for Extrinsic Reward is 0.909. Overall, 
all the items in this construct are acceptable. All the 5 items are interchangeably related 
and important to test the Extrinsic Reward construct in this research model. Factor 
analysis is conducted for Extrinsic Reward construct and all items fall under one (1) 
single factor. Thus, Extrinsic Reward is tested to be internally consistent and valid. 
 
Intrinsic Reward consists five (5) items. They are as follow:  
 
The standardized Cronbach coefficient alpha for Intrinsic Reward is 0.962 and is 
considered to be excellent. Factor analysis for Intrinsic Reward items are to be 
factorized into one factor. It shows all the items are related and grouped in a single 
factor. Hence, Intrinsic Reward is found to be internally consistent and valid. 
 
D4 I will receive higher bonus in return for using KS tools. 
D5 When I share knowledge on KS tools with colleagues I expect to receive 
knowledge in return. 
E1 I want to use KS tools to create knowledge required by my job. 
E2 I want to use KS tools to share knowledge due to my expertise. 
E3 I am satisfied if I use KS tools to contribute knowledge for my organization. 
E4 I am confident in my ability to use KS tools that others in my organization 
consider valuable. 
E5 I have the expertise required to provide valuable knowledge on KS tools usage 
for my organization. 
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Trust is one the construct in influencing the Behavioral Intention to use KS tools. Five 
(5) items are adopted to operationalize Trust. The following are the items:  
 
The Cronbach coefficient alpha for Trust is 0.943. Items F1 to F5 have standardized 
correlation in the acceptable range. Factor analysis shows that items used to 
operationalize Trust loads into one factor. Hence, items for Trust are internally 
consistent and valid. 
 
The attitude of knowledge workers towards using new technology could influence 
their Behavioral Intention to use. Items that are designed to operationalize the attitude 
of knowledge workers towards using knowledge sharing tools are as follow:  
 
F1 I share knowledge on KS tools due to trust. 
F2 I share knowledge on KS tools due to confident with the tools. 
F3 I share knowledge on KS tools because I have confidence on knowledge posted 
by others. 
F4 I share knowledge on KS tools because I want my peers to use my information. 
F5 I share knowledge on KS tools because I am not afraid of competitiveness. 
G1 
 
Using KS Tools benefits me because it helps me to complete the tasks given to 
me. 
G2 Using KS Tools to complete tasks gives a pleasant experience to me. 
G3 I’m comfortable in using KS Tools to seek knowledge that I need. 
G4 I have a favorable attitude toward using KS tools to do tasks given to me. 
G5 It is a good idea to use KS Tools for knowledge sharing with peers. 
G6 Using KS Tools to complete tasks is a wise idea. 
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The standardized Cronbach coefficient alpha value is 0.967 which indicates that all 
items are internally consistent. Factor analysis for Attitude also shows that it has only 
one factor. Hence, items used to operationalize Attitude are consistent and valid. No 
removal of items is required. 
 
Perceived Ease of Use is hypothesized to have influence on the Attitude towards KS 
tools usage. Perceived Ease of Use investigates systems in terms of user friendliness, 
systems flexibility and whether the systems are able to solve users’ daily problems. In 
this research, Perceived Ease of Use is measured using nine (9) items. These items are 
as follow: 
  
G7 I have positive attitude toward using KS Tools. 
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The Cronbach coefficient alpha standardized value for Perceived Ease of Use is 0.930 
which is considered high. Factor analysis is conducted for Perceived Ease of Use items 
load into single factors. Hence, Perceived Ease of Use is internally consistent and 
valid. Items for Perceived Usefulness have been tested and validated by Davis et al. 
(1989). Seven (7) items are used to operationalize Perceived Usefulness. 
 
H1 Using KS tools without an expert’s help is possible. 
H2 Learning to operate KS tools is easy for me. 
H3 It is easy to get KS tools to do what I want it to do. 
H4 Learning to use KS tools takes very little time. 
H5 Using KS tools require very little mental effort. 
H6 My interaction with KS Tools interface is clear and understandable. 
H7 I found that KS Tools interface to be flexible to interact with. 
H8 It is easy to find knowledge on the KS Tools. 
H9 It is easy to become skillful at using KS Tools. 
I1 Using KS tools improves my task quality. 
I2 Using KS tools improves my performance. 
I3 Using KS tools enables me to accomplish tasks more quickly. 
I4 Using KS tools enables me to have more accurate information to complete my 
tasks. 
I5 Using KS tools enables me to have access to a lot of useful knowledge. 
I6 Using KS tools increases my productivity. 
I7 I found using KS tools useful. 
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The Cronbach coefficient alpha values for all the items are relatively high at 0.930. 
Factor analysis for Perceived Usefulness shows only one (1) factor exists. Hence, 
items are consistent and valid for Perceived Usefulness construct. 
 
Behavioral Intention to use knowledge sharing tools are measured using the following 
set of items. 
 
The standardized items correlation with total for Behavioral Intention to use KS tools 
is all relatively high with a value of 0.958. According to Nunally (1978), this is a good 
indication of high correlation. The factor analysis for Behavioral Intention to use KS 
tools also show that it has only one factor. This construct is internally consistent and 
valid. No item needs to be considered for removal. 
  
J1 I intend to use KS Tools on a regular basis to share knowledge in the future. 
J2 I will strongly recommend others to use KS tools to complete their tasks. 
J3 I intend to seek knowledge using KS tools frequently. 
J4 I intend to be a heavy user of KS tools. 
J5 I intend to use KS tools to seek knowledge for my needs. 
J6 I intend to use KS tools to seek different knowledge for different tasks. 
J7 I intend to use different KS tools to seek knowledge for different tasks. 
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The following set of items are designed to operationalize the Task Category:  
 
The Cronbach coefficient alpha value for Task Category construct is 0.857. 
Subsequent factor analysis shows that the items load into one factor. Hence, items in 
this construct are found to be valid and consistent.  
 
KS tools is a construct that describes the tools’ characteristics based on their functions 
and features of different types of tools. Key functions are used as part of the questions 
in the instrument. The following are the items that operationalize KS tools.  
K1 The tasks I do always involve sharing knowledge with other departments. 
K2 The results of tasks I completed are dependent on efforts of others within my 
department. 
K3 The results of my tasks are dependent on the efforts of people from other 
departments. 
K4 The tasks I deal with frequently involve more than one business functions. 
K5 The tasks I deal with frequently use more than one type of KS tools. 
K6 The works assigned to me involve more than one category of tasks. 
L1 I use more than one KS tools to carry out my tasks. 
L2 Different type of KS tools supports different knowledge sharing needs. 
L3 Each KS tool has a set of functions that support a category of tasks. 
L4 KS tools allow search/retrieving of knowledge. 
L5 KS tools allow synthesizing, summarizing, analyzing available knowledge. 
L6 KS tools collaborate with colleagues for knowledge. 
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The standardized Cronbach coefficient alpha for KS Tools is 0.936. Items L8, L9, L14 
and L15 show that removal of these items may improve the overall alpha value. Each 
item is removed to examine the overall alpha value and it is found that L14 and L15 
can be considered for removal. Factor analysis is carried out for all the items and one 
factor is identified. The items for KS tools after the items removal have been found to 
be consistent and valid. 
 
The Task Category-KS Tools fit is a construct that describes the fit between task 
category and KS tools. The following are the items that operationalize this construct. 
  
L7 KS tools allow colleagues to participate, communicate, and engage with 
others. 
L8 KS tools improve decision-making. 
L9 KS tools improve quality of tasks. 
L10 KS tools improve ability to exchange knowledge. 
L11 Ks tools allow me to frequently deal with business problems that are not 
clearly described in my tasks. 
L12 KS tools allow me to frequently deal with ad-hoc, non-routine business 
problems in my tasks. 
L13 I can count on the KS tools to be "up" and available when I need it. 
L14 The KS tools I use are subject to unexpected or inconvenient down times, 
which make it harder to do my tasks. 
L15 The KS tools I use are subject to frequent problems and crashes. 
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M1 KS tools are able to meet my tasks' schedule.  
M2 KS tools support knowledge-sharing activities to allow tasks completed on 
time.  
M3 Different type of KS tools support knowledge sharing activities to allow 
different categories of tasks to be completed on time. 
M4 Different types of KS tools are able to meet schedule of works in different task 
categories. 
N1 I can get task related knowledge that is current enough to meet my tasks’ needs 
in the KS tools. 
N2 The knowledge on a specific task category is up to date. 
N3 The KS tools available to me are complete with important task related 
knowledge that is very useful. 
N4 The KS tools maintain task related knowledge at an appropriate level of detail. 
N5 Different KS tools allow me to deal with unclear business problems in 
different category of tasks. 
N6 Different KS tools allow me to deal with ad-hoc and non-routine business 
problems in different category of tasks. 
O1 It is easy to find task related knowledge on a given subject in KS tools. 
O2 The task related knowledge relating to my work is easy to find in the KS tools. 
O3 It is easy to locate knowledge on a particular issue of a task in KS tools. 
P1 Task related knowledge maintained in the KS tools from two different sources 
is consistent. 
P2 Sometimes it is difficult to compare or consolidate task related knowledge 
from two different sources because they can be defined differently.  
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The Cronbach alpha score for the Task Category-KS tools fit (TCKfit) is 0.911. No 
item needs to be removed. The factor loading for these items also shows that all the 
items correlated and falls in one (1) factor based on the loading values. Hence, items 
for this construct has been tested to be consistent and valid.  
 
The Positive Affect construct for PU has Cronbach alpha score of 0.89, which is above 
the threshold value. No item needs to be removed. The factor loading for these items 
also shows that all the items correlated and falls in one (1) factor based on the loading 
values.  
 
Meanwhile the Negative Affect construct for PU has Cronbach alpha score of 0.94, 
which is above the threshold value. No item needs to be removed. The factor loading 
for these items also shows that all the items correlated and falls in one (!) factor based 
on the loading values.  
 
The Positive Affect construct for PEOU has Cronbach alpha score of 0.85, which is 
above the threshold value. No item needs to be removed. The factor loading for these 
items also shows that all the items correlated and falls in one (1) factor based on the 
loading values.  
 
P3 When it is necessary to compare or consolidate task related knowledge from 
different sources, I find that there may be unexpected or difficult 
inconsistencies. 
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As for the Negative Affect construct for PEOU has Cronbach alpha score of 0.95, 
which is above the threshold value. No item needs to be removed. The factor loading 
for these items also shows that all the items correlated and falls in one (1) factor based 
on the loading values. 
 
The Positive Affect construct for BI has Cronbach alpha score of 0.86, which is above 
the threshold value. No item needs to be removed. The factor loading for this items 
also shows that all the items correlated and falls in one (1) factor based on the loading 
values.  
 
Meanwhile the Negative Affect construct for BI has Cronbach alpha score of 0.99, 
which is above the threshold value. No item needs to be removed. The factor loading 
for these items also shows that all the items correlated and falls in one (1) factor based 
on the loading values.  
 
As a summary, the items for each construct in the instrument have been tested and 
validated for their reliability and consistency. Internal consistency test has considered 
all the non-performing items that will improve the Cronbach alpha's of the constructs. 
Validity test using factor analysis is also conducted for these constructs. The results of 
reliability and consistency tests are summarized in Table 4.2. 
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Table 4.2.  Results of Reliability and Internal Consistency tests  
Constructs Items Cronbach’s Alpha 
 
Management Support  7 0.85 
Social Factor  9 0.89 
Facilitating Conditions 4 0.86 
Extrinsic Reward 5 0.91 
Intrinsic Reward 5 0.96 
Trust 5 0.94 
Attitude toward KS tools usage  7 0.96 
Perceived Ease of Use 9 0.93 
Perceived Usefulness 7 0.93 
Behavioral Intention to use KS tools  7 0.95 
Task Category 6 0.85 
KS Tools  13 0.93 
Task Category-KS tools fit 16 0.91 
Positive Affect on PU 5 0.89 
Negative Affect on PU  5 0.94 
Positive Affect on PEOU  5 0.85 
Negative Affect on PEOU  5 0.95 
Positive Affect on BI  5 0.86 
Negative Affect on BI 5 0.99 
 
4.11 Summary 
This chapter presented the methodology used for this research. Research design 
procedures includes identifying the research population, sampling technique, sample 
size and sampling criteria are discussed. The development of survey instrument, pre-
test and pilot test, reliability and validity analysis results from pilot test are also 
discussed. Finally, generalizability and ethical issues related to the research is also 
presented. The next chapter will present the preliminary result analysis of the data from 
actual survey.  
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CHAPTER 5 DEMOGRAPHIC, TASK CATEGORIES AND KS TOOLS 
USAGE  
 
 
This chapter presents an analysis on the demographic and general information about 
the knowledge workers who had participated in the survey. Demographics are 
characteristics of all population such as race, ethnicity, gender, age, education, 
occupation, income level, and marital status. The descriptive statistics generated from 
the data aims to provide insights about the characteristics of the respondents. Other 
information from the respondents being presented are on their frequency usage of 
different KS tools to perform activities in different task category.  
 
5.1 Survey Response Rate  
 
The population of this research is knowledge workers from MSC-status organizations 
in Malaysia. In this research, about 2500 organizations from the MSC-status directory 
(http://www. mscmalaysia. my/ company_directory) published by Multimedia 
Development Corp (MDEC) were invited to participate in this research. A total of 
2505 questionnaires were delivered to the organizations that accepted the invitation, 
306 questionnaires were received, 295 of the questionnaires were usable, and 11 was 
discarded due to incomplete answers. The data from these questionnaires were entered 
into spreadsheets then they were checked for completeness. Missing values found are 
estimated and replaced by multiple imputation techniques using IVEware 0.2, an 
Imputation and Variance Estimation Software from Survey Research Center, Institute 
for Social Research, University of Michigan (http://www.isr.umich.edu/src/smp/ive/). 
Table 5.1 depicts the response rate of the survey where 295 or 11.78% of the total 
number of distributed questionnaires are usable. Eleven (11) questionnaires were 
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discarded. The responses in the pilot test were not included in the actual questionnaires 
collected for this analysis. According to Osman et al. (2006) and Harzing (2000), a 
respond rate of 11% to 20% is acceptable in Malaysia. Hence, a response rate of 
11.78% is deemed sufficient and acceptable.  
 
Table 5.1.  Summaries of Survey Responses 
Data collection  No of questionnaires Percentage (%) 
Questionnaires distribute 2505 100.00 
Questionnaires returned from survey   306   12.20 
Unusable questionnaires   11 0.04 
Total usable questionnaire for analysis 295 11.78 
 
5.2 Non Respond t-Test 
Barriball & While (1999) recommended that researchers should conduct a non-
response bias analysis regardless of high or low response rate. Bias refers to the 
difference between a survey estimate and the actual population (between the 
respondents and non-respondents). The aim to examine non-response bias is to 
minimize the bias as much as possible to achieve a representative sample (Atif, 
Richards & Bilgin, 2012). Non-response bias analysis serves as an indicator on the 
quality of the data collected, and helps to identify potential biased estimates. The best 
way to minimize non-response bias is to ensure that the representative random sample 
has improved the response rates. Approaches such as writing an effective cover letter, 
providing clear instructions to fill the survey forms, polite/gentle reminders, 
emphasizing the confidentiality of the answers, incentives and flexible scheduling are 
some of the methods in increasing respondent rate used popularly by researchers 
(Baruch & Holtom, 2008).  
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Non-response bias can be examined in several ways. Table 5.2 summarized some of 
the methods to estimate the non-response bias (Rogelberg & Stanton, 2007). There is 
no one conclusive approach as each approach has its strengths and limitations. 
Table 5.2. Summaries of Non-Response Bias Methods/ Techniques  
Technique Description 
 
Archival Analysis  Compare respondents to non-respondents on variables 
contained in an archival database 
Follow-up Approach Resurvey non-respondents 
Wave Analysis Compare late respondents to early respondents  
Passive Non-response Analysis  
 
Examine the relationship between passive non-response 
characteristics and standing on the key survey topics being 
assessed 
Interest-level Analysis  
 
Assess the relationship between interest in the survey topic in 
question and standing on the key survey topics being assessed  
Active Non-response Analysis  Assess percentage of purposeful, intentional, and a priori 
nonresponse using interviews 
Worst-case Resistance  Use simulated data to determine robustness of observed 
findings and relationships  
Benchmark Analysis  
 
Use measures with known measurement properties and 
normative data so that observed data can be cross- referenced 
Demonstrate Generalizability  Replicate findings, use a different set of research methods  
 
In this research, Wave Analysis approach is used to evaluate the non-response bias. 
Wave analysis technique is also called the Linear Extrapolation Method (Armstrong 
& Overton, 1977). This method is chosen because it is widely used by other IS 
researchers (Ursic & Czinkota, 2015; Kugler & Smolnik, 2014). It is also less time 
consuming, inexpensive and low in data requirements. The survey forms received were 
recorded on a daily basis. At the end of the survey, the respondents were divided into 
three (3) group; early respondents, intermediate and late respondents.  
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In this research, t-test is used to examine the difference between early and the late 
responses. The test is conducted randomly to test on non-bias response rate. Table 5.3 
shows the test results of the non-response bias test.  
 
Table 5.3. Independent Samples T-Test 
 
Constructs p value Significance at 
95% level 
Management Support  0.51 Not significant 
Social Factors  0.25 Not significant 
Facilitating Conditions  1.00 Not significant 
Extrinsic Reward  0.01 Significant 
Intrinsic Reward 0.55 Not significant 
Trust 0.38 Not significant 
Attitude toward KS Tools Usage  0.16 Not significant 
Perceived Ease of Use  0.86 Not significant 
Perceived Usefulness  0.34 Not significant  
Behavioral Intention Usage of KS tools  0.38 Not significant 
Task Categories  0.18 Not significant  
KS tools 0.75 Not significant 
TCKfit  1.00 Not significant 
Affect on Usefulness of Knowledge sharing tools  0.89 Not significant 
Affect on Usability of Knowledge sharing tools  0.56 Not significant 
Affect on Behavioral Intention to use of Knowledge sharing 
tools 
0.87 Not significant 
 
The t-test results show the p-value is greater than alpha level of 0.05, the analysis 
concludes that there are no significant differences between early and late responses. 
The confidence level is based on t-statistic at 95% confidence interval, which is 
equivalent to alpha  0.05. The t-test results show the late responses in this survey are 
not statistically different from earlier responses. However, only one variable namely 
'extrinsic reward' is found to be significant. This is more likely due to the randomness 
of the variables tested. Overall, the analysis indicates that there is little concern of non-
response bias and this provides confidence to use the data for further analysis. 
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5.3 Respondents Profile 
 
The section provides background information of the knowledge workers who have 
participated in the survey. The information includes the industry in which the 
organizations operate, job position, working experience, education level and the 
technical skills are presented.  
 
5.3.1 Industries 
 
The industries where the knowledge workers are employed provide insights on the 
type of KS tools they used to carry out their tasks. Table 5.4 indicates that the 
respondents are mainly from the integrated service provider (27.00%), software 
(18.00%), as well as consulting and education that take up 28% respectively. These 
four (4) industries constitute 73.00% of the respondents in the sample. The findings 
highlight that industries from integrated service provider, software, consulting, and 
education contributes the largest number of KS tools users.  
 
Table 5.4. Industries 
 
Industries No of organizations Percentage (%) 
Software  4 18.00 
Education  3 14.00 
Integrated Service Provider  6 27.00 
Manufacturing  2   9.00 
Consulting  3 14.00 
Bank  1   4.50 
Government Linked Company          1   4.50 
Service  2   9.00 
Total 22 100.00 
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5.3.2 Job position 
 
This question asks the respondents’ for their current position in the organizations. 
Table 5.5 reveals that the majority of the respondents that use KS tools in their day-
to-day activities are Executive (63.38%), Non-Executive (20.67%) and Manager 
(15.95%). The findings highlight that Executive is the highest group of employees who 
use KS tools to carry out their tasks.  
 
Table 5.5. Job positions 
 
Job Position Frequency Percent (%) 
Manager 46 15.95 
Executives 187 63.38 
Non-Executives 62 20.67 
Total  295 100.00 
 
 
5.3.3 Respondents' Working Experience 
 
This question asks the respondents' to state the number of years of working experience 
in the organizations. Table 5.6 shows that respondents who have less than four (4) 
years and between four (4) to ten (10) years of working experience contribute to a total 
of 70% of the total respondents. The remaining 30.00% of the respondents are 
knowledge workers that have more than ten (10) years of working experience.  
Table 5.6. Respondents' working experience 
 
Years of Experience  Frequency Percent (%) 
<4 years  102 34.57 
4-10 years  102 34.57 
>10 years 91 30.86 
Total  295 100.00 
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5.3.4 Education Level 
 
This question investigates the respondents' education level. Table 5.7 shows that 87% 
of the respondents are degree and postgraduate holders, whereas 13% are from non-
degrees holders. The results show that qualifications that a majority of the knowledge 
workers have is with a minimum of bachelor degree or postgraduate academic 
qualifications.  
 
Table 5.7. Education Level 
 
Education Level  Frequency Percentage (%) 
 
Degree and Postgraduate  257 87.00 
Non Degree  38 13.00 
Total  295 100.00 
 
5.3.5 User Type 
 
The respondents’ technical skill (Table 5.8) is important in this research because this 
reflects their IT skills and knowledge. From the finding, 65.42% of the respondents 
are tech savvy personnel whereas; the remaining 34.57% are non-technical personnel.  
 
Table 5.8. Technical Skills 
 
User Type Frequency Percentage (%) 
Non-Technical 102 34.57 
Technical 193 65.42 
Total  295 100.00 
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5.4 Analysis on the Usage Frequency of KS tools  
 
The information on the KS tools usage frequency of KS tools is important for this 
research. The intention of an individual to use a tool is defined as the degree to which 
a person has formulated conscious plans to perform or not to perform some specified 
future behavior (Davis et al., 1989). Hence, it is important to identify respondents that 
indicate their usage frequency as "Not at all" or "Extensively" and those who "Rarely", 
"Sometimes" or "Most of the times" used the KS tools in their day-to-day activities. In 
the analysis, tools that are not been chosen by respondents will not be selected in the 
survey. Hence, a small percentage of the responses are left as blank. This is explained 
in the analysis. The findings provide better understanding on the usage behavior of the 
individuals in the sample.  
 
The KS tools usage frequency is measured by using a five (5)-point frequency of usage 
scale ranging from 1-"Not at all", 2-"Rarely", 3-"Sometimes", 4-"Most of the times" 
to 5-"Extensively". In this analysis, the KS tools used in this research are grouped into 
eight (8) groups. They are: Digital Repositories, Discussion Forum, Web Messaging, 
Social Media, Messaging Systems, Video Sharing Systems, Blog and Wikis (grouping 
details are available in http://www.kstoolkit.org/KSTools). "Rarely", "Sometimes" 
and "Most of the times" are grouped under moderate users. Moderate users are defined 
as users that used the tools on an irregular basis. Table 5.9 shows the different levels 
of frequency usage on the respondents. 
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Table 5.9. Different level of frequency usage 
 
KS tools group 
Different level of frequency usage 
Not at all Moderate  Extensively  
Digital Repositories  34.69 31.98 19.77 
Discussion Forum    7.63 24.41 61.02 
Web Messaging  39.66 34.07 13.05 
Social Media  45.54 27.46 12.31 
Messaging System  35.08 23.56 27.63 
Video Sharing  22.03 41.70 22.37 
Blogs  47.62 29.82   6.10 
Wiki 27.34 59.76 12.90 
 
 
SharePoint, Electronic Folders and Google Drives are the types of KS tools 
categorized in the Digital Repositories group. Digital Repository allows individuals to 
deposit and retrieve information anywhere and everywhere easily. Nowadays, digital 
repository facilities are mostly cloud based with virtually unlimited storage space. The 
repository service can be accessed both on a desktop computer and mobile device. The 
analysis from Table 5.9 shows that 31.98% respondents reported that they use the KS 
tools “Rarely”, “Sometimes” and “Most of the times” while 34.69% reported “Not at 
all”. On the other hand, 19.77% reported to use KS tools extensively in their jobs. The 
finding indicates that Digital Repositories tools has low usage widespread in the 
sample with about 20% of them are heavy users. About 13.56% of respondents do not 
choose these tools because they do not use them. 
 
Email and Calendar are KS tools categorized in the Discussion Forum group. Email 
and calendar are tools that allow easy communication with minimum learning curve. 
24.41% of the respondents reported that they use these tools “Rarely”, “Sometimes” 
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and “Most of the times” while 7.63% reported using “Not at All”. On the other hand, 
61.02% are respondents who use KS tools extensively in their jobs. Evidently, the 
finding from the analysis shows that knowledge workers prefer email and calendar 
when they share information with peers. The finding indicates that Discussion Forum 
tools has high usage widespread in the sample with 61.02% of them are heavy users 
whereas about 6.94% choose not to fill up these tools because they do not use them. 
 
Tools in the Web messaging group allow one to message and video chat using a 
personal computer or mobile device. Web messaging tools allow one-to-one or many-
to-many chat over an Internet line. Conventional video conferencing systems and 
Skype are KS tools categorized in the Web messaging group. From the responses, 
34.07% reported that they use the tools “Rarely”, “Sometimes” or “Most of the times” 
while 39.66% reported using “Not at All”. On the other hand, 13.05% of the 
respondents use KS tools extensively in their jobs. The finding indicates that Web 
messaging tools has low usage widespread in the sample with only 13.05% of them 
are heavy users. About 13.22% of the respondents do not choose these tools because 
they did not use them. 
 
Facebook, Yammer and LinkedIn are KS tools categorized in the Social Media group. 
From the responses, 27.46% reported that they used the KS tools “Rarely”, 
“Sometimes” and “Most of the times” while 45.54% are respondents reported do not 
use these tools in their job. On the other hand, 12.31% reported that they used KS tools 
extensively in their jobs. The finding indicates that Social Media tools have low usage 
widespread in the sample with only 12.31% of them are heavy users. About 14.7% do 
not fill up due to these tools are not relevant in their jobs. 
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Messaging systems are tools that are available both on notebook or PC and mobile 
devices. Messaging systems on smart phones are fast and instant making 
communication between peers fast and effective. Gtalk and WhatsApp are KS tools 
categorized in the Messaging systems group. From the responses, it was reported that 
23.56% use the tools “Rarely”, “Sometimes” and “Most of the times” while 35.08% 
are respondents that do not use these KS tools in their job. On the other hand, 27.63% 
are respondents who use KS tools extensively in their jobs. The finding indicates that 
only about 1/3 of the respondents use Messaging systems in the sample. About 13.73% 
of the respondents do not choose these tools because they are not relevant.  
 
YouTube is a KS tool categorized in the Video Sharing groups. It was reported that 
41.7% of the respondents use the tools “Rarely”, “Sometimes” and “Most of the times” 
while 22.03% reported that they do not use any KS tools in their jobs. On the other 
hand, 22.37% are respondents who use KS tools extensively in their jobs. The findings 
indicate that tools in Video Sharing groups have low usage widespread in the sample 
with only 22.37% of them are heavy users. About 13.90% do not choose because these 
tools are not relevant to them. 
  
Blogs have been widely used to allow one or more authors to discuss and share topics 
of interest openly on the platform. Other experts who are interested can contribute 
content to these topics where entries posted for that topic are typically displayed in 
reverse chronological order. Blogs and Twitter are categorized in this group. From the 
responses, it was reported that 29.82% of the respondents use these tools “Rarely”, 
“Sometimes” and “Most of the times” and 47.62% of the respondents indicate that 
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they do not use any KS tools in their jobs. On the other hand, 6.10% of the respondents 
use KS tools extensively in their jobs. About 16.46% do not choose this category 
because the tools are not relevant to them.  
 
Wiki is the most popular Wiki site that is used by people from all walks of life, be it 
leisure or professional. From the responses, it was reported that 59.76% of the 
respondents use tools “Rarely”, “Sometimes” and “Most of the times”. About 27.34% 
of the respondents do not use any KS tools in their jobs.  On the other hand, 12.89% 
of the respondents reported that they use KS tools extensively in their jobs. The finding 
indicates that Wiki has low usage widespread in the sample with only 12.89% of them 
are heavy users. About 0.01% do not choose because these tools are not relevant to 
them. 
 
In Figure 5.1, it summarizes the KS tools usage based on responses that indicate “Not 
at all”, "Moderately" and “Extensively” with the following discussion provides a 
summary on tools that are not used at all and those that are used extensively so that 
tools usage can be better understood.  
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Figure 5.1. Comparative analysis on Usage Frequency of different group of KS tools 
 
In the findings, it was found that three (3) KS tools groups have higher frequency of 
usage. They are Discussion Forum, Messaging systems and Video Sharing systems. 
One of the possible explanations for this finding is knowledge workers prefer to use 
something that they feel comfortable and they resist to change. Another explanation 
could be respondents choose not to use KS tools in the Blog, Social Media and Web 
Messaging group in the organizations due to fear of data privacy and security issues.  
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Table 5.10. Mean and Standard Deviation of KS Tools usage 
 
Type of KS tools  Mean  Standard Deviation 
Sharepoint  2.35 1.57 
Electronic Folders  3.56 1.55 
Email 4.72 0.77 
Video Conferencing Systems  1.97 1.26 
Blogs  1.97 1.19 
Wiki 2.71 1.39 
Facebook  3.09 1.66 
Twitter 1.79 1.33 
Skype 2.49 1.62 
Gtalk 1.91 1.37 
Gdrive  2.10 1.44 
LinkedIn 1.74 1.11 
Yammer 1.72 1.28 
WhatsApp 3.72 1.63 
Calendar 3.81 1.45 
YouTube 3.02 1.56 
 
Table 5.10 illustrates the means of responses for each knowledge sharing tool in the 
survey. Email has the highest mean which indicates that the majority of the 
respondents choose to use the tool “Extensively” whereas Yammer has the lowest 
mean that indicates low usage among knowledge workers.  
 
5.4.1 KS tools Usage Analysis by current Job Position and Years of working 
experience 
 
In the survey, the respondents stated their years of working experience and current job 
positions. It is important to observe whether respondents who indicate “Not at All” 
and “Extensively” belong to group of individuals with different years of experience 
and job positions.  The following discussion provides an insight on the frequency of 
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tools usage with respect to their years of working experience and current job positions 
in their organizations.  
 
The respondents that responded to "Not at all" to some KS tools consists of 59 
Managers, 71 Non-executives and 273 Executives individuals. Knowledge workers at 
the Executive level forms the largest group of respondents that do not use tools in their 
jobs. As for the respondents that indicate "Extensively" to some KS tools they use in 
their jobs, it is found that 227 and 97 of them are knowledge workers at the Executive 
and Non-executives level. 
 
The respondents that indicate "Not at all " consists of 154 individuals with 4-10 years 
of working experience, 125 with <4 years of working experience and 124 with >10 
years of working experience for Social Media tools. This is followed by tools in the 
Digital Repositories and Blogs groups. Knowledge workers that have 4-10 years of 
working experience are the largest group of respondents that indicate “Not at all” on 
tools usage. Tools that are used extensively include Discussion Forum and Messaging 
Systems. Respondents who use these KS tools extensively consist of 123 respondents 
with working experience between 4-10 years and 58 with<4 years of working 
experience.   
 
5.5 Analysis on KS tools Use and Task Category  
 
It is important to examine the use of KS tools for different tasks carried out by 
knowledge workers in order to understand how these tools are suitable for requirement 
of different tasks. In this research, the task categories in the survey is presented in 
Table 5.11.  
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Table 5.11. Different types of task categories 
 
Task Categories Activities in the Task Category 
Creative Generating alternatives for future evaluation 
Intellective Programming or writing algorithm to solve problem 
Decision making Evaluating several preferences or options 
Cognitive conflict Trying to resolve conflicting policies or issues 
Support Giving assistance to someone in the form of finance or action 
Design A plan or drawing produced behind an action or object 
Management The process of dealing with or controlling things or people 
Information gathering Documentation and locating information 
Information sharing Sharing and reporting information/knowledge 
Production Making or manufacturing from raw materials or ideas 
Clerical Routine documentation and administrative tasks 
Research Systematic investigation of sources to establish facts or new conclusions 
Sales The action of selling something 
Marketing The action of promoting products using market research and advertising 
Service Perform routine maintenance or repair work 
Planning The process of making plans for something 
Lecture Provide training or academic classes 
 
Based on the characteristics of each type of task, these tasks are classified into three 
(3) groups based on classification from Gebauer & Shaw (2002). Operational task 
group consists of Support, Production, Clerical and Service; Informational task group 
consists of Creative, Intellective, Design, Information Gathering, Information Sharing, 
Research, Sales, Marketing, Planning and Lecture, whereas Management task group 
consists of Decision Making, Cognitive Conflict and Management. 
 
In Figure 5.2, it shows the distribution of KS tools usage for “Operational” Task group.  
Support task has the highest KS tools usage across all the eight (8) KS tools group.  
Meanwhile Production, Service and Clerical tasks have a mix of low and medium tools 
usage across all the eight (8) KS tools group.  
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Figure 5.2. Distribution of KS tools group and Operational Task group 
 
39.76
46.76
55.93
41.38
65.38
41.67
43.10 43.90
15.06
13.91 10.73
18.39
7.69
16.67
20.69
14.63
27.41
18.94
9.04
12.64
7.69
12.50
8.62
19.5117.77
20.38
24.29
27.59
19.23
29.17
27.59
21.95
0.00
10.00
20.00
30.00
40.00
50.00
60.00
70.00
Digital
Repositories
Discussion
Forum
Web Meeting Social Media Messaging
Systems
Video Sharing
Systems
Blog Wikis
P
e
rc
e
n
ta
g
e
 %
Distribution of KS tools usage for "Operational" Task Group
Support
Production
Clerical
Service
  207 
Figure 5.3 shows the distribution of KS tools usage for “Informational” Task group.  
Planning task has the highest percentage usage of Discussion Forum tools with 
42.65%. Whereas Intellective task group has the lowest percentage usage using of Web 
Meeting tools with a total of 0.84%. For other tools, they have a mix of different tasks 
that used them with no consistent pattern percentage usage.  
 
Figure 5.4 shows the distribution of KS tools usage for “Management” Task group. 
Overall the Decision Making task has the highest tools usage across all eight (8) 
different group of KS tools.  Cognitive conflict and Management task generally has 
lower tools usage across all the different eight (8) groups of KS tools.  
 
Figure 5.5 shows the distribution KS tools group based on different task categories. 
Results from analysis show all KS tools group used for information task categories 
followed by operational and management. For information task categories, the highest 
numbers of respondents are Discussion Forum and Social Media followed by Digital 
Repositories. As for the Operational and Management task, Discussion forum, Digital 
repositories and Web meeting are the top three (3) highest number of respondents 
using these tools for operational task. On the other hand, Video Sharing Systems, 
Blogs and Wikis are the three (3) types of tools used very little for the three (3) task 
categories. 
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Figure 5.3. Distribution of KS tools usage for “Information” Task Group. 
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Figure 5.4. Distribution of KS tools usage for “Management” Task Group. 
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Figure 5.5. Distribution frequency usage of KS tools group and Task group 
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5.6 Summary  
 
In summary, this result provided an understanding on the fit between types of KS tools 
and tasks categories. Three (3) KS tools were used extensively. They are namely; 
Discussion Forums, Messaging Systems and Video Sharing Systems. The findings 
imply that different KS tools and task categories fit need further investigations due to 
low usage of other KS tools. The results show different groups of KS tools that are 
used for different task categories. However, these indications show that a good fit 
between task categories and KS tools will need further examination on the intention to 
use KS tools. 
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CHAPTER 6 ANALYSIS OF THE MODEL 
 
This chapter examines the proposed Affective Technology Acceptance (A.T.A) model 
that integrates Task Category-KS tools fit model with Technology Acceptance Model 
(TAM) developed by Davis (1989) with the extension of the role of affect, 
organizational and motivational factors to examine the Behavioral Intention of 
knowledge workers to use KS tools in the their organizations.  
 
Structural Equation Modeling (SEM) technique is used to analyze validity and 
reliability as well as relationships hypothesized in the proposed research model. This 
technique is considered adequate for the type of investigation carried out in this 
research since it allows models testing hypothesis (Ullman, 2007). According to Hair 
et al. (2011), SEM is used to test research models. A structural equation model 
normally consists of two types of models:  
I. Measurement Model is used to measure the relationships between the 
constructs and the indicator variables  
II. Structural Model is used to measure the relationships between the constructs. 
 
This chapter examines the reflective and formative measurement models on their 
reliability and consistency using Partial Least Square technique Structural Equation 
Modeling technique described by Hair et al. (2011). Evaluation of the structural model 
is also being conducted. It follows steps illustrated by Hair et al., (2014) to evaluate 
and analyze structural aspects of the model which consists of collinearity assessment, 
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structural model path coefficients, coefficient of determination using R2 values, effect 
size f2 and predictive relevance Q2 and q2 effect size.  
 
6.1  Assessment of the Measurement Model 
In Table 6.1, it describes the constructs of the proposed A.T.A model and identifies 
whether a construct is reflective or formative. A reflective construct can be viewed as 
a representative sample of all the possible items available within the conceptual 
domain of the construct. The latent construct exists independent of the measures used 
and the variation of the construct will cause variations in the measurement items 
(Borsboom, Mellenbergh & Heerden, 2003, 2004). However variations on the items 
do not cause any variations in the construct (Bollen & Lennox, 1991; Edwards & 
Bagozzi, 2000; Rossiter, 2002; Jarvis et al., 2003). The items should share a common 
theme and adding or dropping an item does not change the conceptual domain of the 
constructs (Rossiter, 2002; Jarvis et al., 2003). Meanwhile the formative construct and 
latent constructs are determined as a combination of its items (Borsboom et al., 2003, 
2004). Should variation occurs in the construct it will not cause any variation in the 
item measured. However should any variation occurs in items measured they will 
cause variations in the construct (Bollen and Lennox, 1991; Edwards and Bagozzi, 
2000; Rossiter, 2002; Jarvis et al., 2003). These items need not share a common theme 
and they are not interchangeable. Adding or dropping an item may change the 
conceptual domain of the construct (Rossiter, 2002; Jarvis et al., 2003). 
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Table 6.1. Reflective and Formative Constructs in A.T.A model  
 
Factors /Model  Constructs  Reflective/ 
Formative 
Technology Acceptance Model 
(abbrv.as TAM) 
Perceived usefulness (abbrv. as PU or 
PU_I) 
 
Reflective  
Endogenous 
Perceived ease of use (abbrv. as PEOU or 
PEOU_H) 
 
Attitude toward use of KS tools (abbrv. as 
ATT or ATT_G) 
 
Behavioral Intention to use KS tools  
(abbrv. as BI or BI_J) 
 
Role of Affect  
 
Positive Affect_Perceived Usefulness  
(abbrv. as PA_PU) 
 
 
Formative 
Exogenous 
Negative Affect _ Perceived Usefulness 
(abbrv. as NA_PU) 
 
Positive Affect_Perceived Ease of Use  
(abbrv. as PA_PEOU) 
 
Negative Affect _ Perceived Ease of Use 
(abbrv. as NA_PEOU) 
 
Positive Affect_Behavioral Intention to 
use KS tools  (abbrv. as PA_BI) 
 
Negative Affect _ Behavioral Intention to 
use KS tools (abbrv. as NA_BI) 
 
Task category-KS tools Fit model  
(abbrv. as TCK Fit Model ) 
 
Task category (abbrv. as TaskCat_K) 
 
 
Formative 
Exogenous  
KS tools (abbrv. as KST or KST_L) 
Task-category and KS tools fit  
(abbrv. as TCKfit or TCKfit_MNOP) 
Reflective  
Endogenous 
 
Organizational Factors  
 
Management support (abbrv. as 
Support_A) 
 
 
Formative 
Exogenous 
Social factors (abbrv. as Social_B)  
Facilitating Condition (abbrv. as 
Facilitating_C) 
 
Motivational Factors 
 
Extrinsic rewards  (abbrv. as Extrinsic_D) 
 
 
Formative 
Exogenous  
Intrinsic rewards (abbrv. as Intrinsic_E) 
 
Trust (abbrv. as Trust_F)  
 
The proposed A.T.A model consists of five (5) reflective endogenous constructs: 
Perceived Usefulness (PU_I), Perceived Ease of Use (PEOU_H), Attitude toward KS 
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tools (ATT_G), Behavioral Intention to use KS tools (BI_J) and Task Category- KS 
tools fit (TCKfit_MNOP); Eleven (11) formative exogenous constructs: Role of Affect 
(PA_PU, NA_PU, PA_PEOU, NA_PEOU, PA_BI, NA_BI), Organizational Factors 
(Management Support (Support_A), Social Factor (Social_B), Facilitating Conditions 
(Facilitating_C)), Motivational Factors (Extrinsic reward (Extrinsic_D), Intrinsic 
reward (Intrinsic_E) and Trust (Trust_F)), Task Category (TaskCat_K), and KS tools 
(KST_L)  
 
6.1.1 Minimum Sample Size Requirement 
 
The minimum sample size for the proposed A.T.A model has been evaluated and 
identified. Hair et al. (2014) and Barclay, Higgins & Thompson, (1995) suggested that 
the highest number of arrow-heads pointing at a particular construct in a model can be 
used to identify the minimum sample size required in a research. In this research, 
KST_L has a total of fifteen (15) formative items. Therefore, based on the rule of 
thumb of 10 times (Barclay et al., 1995), this research would need 150 observations. 
Alternatively, Cohen’s (1992) recommendations for Ordinary Least Square (OLS) 
multiple regression analysis or running a power analysis using G*Power program. The 
parameters values in the G*Power are α err prb 0.55, statistical power is 0.95 and 
predictors is 18. The minimum sample size required is 213 observations (Appendix 2). 
Either way this research has met the sample size.  
 
6.1.2 Reflective Measurement Models 
 
Reflective measurement models are used to assess their internal consistency and 
validity. It specifies the relationship between the items and the latent constructs that 
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are intended to measure. In this reflective measurement, three (3) analysis will be 
conducted to test the internal consistency and validity of the model. 
 
6.1.2.1 Composite Reliability  
 
Composite reliability is used to evaluate internal consistency of the reflective 
constructs. Composite reliability in Partial Least Square (PLS) takes into account of 
different outer loadings of the items and is calculated using the following formula:  
𝑝𝑐  =
(∑ 𝑙𝑖𝑖 )
2
(∑ 𝑙𝑖𝑖 )2  +  ∑ 𝑣𝑎𝑟(𝑒𝑖)𝑖
 
 
Internal consistency is traditionally measured using Cronbach’s Alpha. However, 
Cronbach’s alpha assumes that all items are equally reliable (or equal outer loadings 
for all items on a construct). Nonetheless, this measure is sensitive to the number of 
items in the scale and generally tends to underestimate the internal consistency 
reliability. Hence, in many recent tests for internal consistency, composite reliability 
is recommended where the value varies between 0 and 1, with higher values indicating 
higher level of reliability. Generally, composite reliability of 0.60 - 0.70 is acceptable 
while values between 0.70 – 0.90, can be regarded as satisfactory (Nunnally & 
Bernstein, 1994). However, if composite reliability has a value higher than 0.95, this 
indicates that all items are measuring the same phenomenon of a construct. Therefore, 
these items are unlikely to be a valid measure of the construct.  
 
It was found that TCKfit_MNOP has a composite reliability of 0.96, which suggests 
that all items for this construct could be measuring the same phenomenon of the 
construct. With outer loading of N4 (0.76) being the lowest among N1, N2, N3, N4, 
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N5 and N6, removing N4 from the construct gives composite reliability of 0.94, which 
is below the threshold of 0.95. Therefore, N4 is removed. The composite reliability of 
reflective constructs with the removal of N4 satisfied the composite reliability test 
(Table 6.2). 
 
Table 6.2. Reflective constructs' composite reliability after removing N4  
 
Constructs Composite 
reliability (CR) 
Cronbach’s 
alpha 
Perceived Usefulness (PU_I) 0.95 0.93 
Perceived Ease of Use (PEOU_H) 0.93 0.91 
Attitude toward use of KS tools (ATT_G) 0.93 0.95 
Behavioral Intention to use KS tools (BI_J) 0.94 0.92 
Task-category and KS tools fit (TCKfit_MNOP) 0.94 0.94 
 
6.1.2.2 Convergent Validity  
 
Convergent validity looks at the extent of a measure correlates positively with 
alternative measures of the same construct. Items of a specific construct should 
converge or share a high proportion of variance. To establish convergent validity, the 
outer loadings of the items and the Average Variance Extracted (AVE) will be 
examined. Higher outer loadings on a construct indicate that the associated items have 
much in common captured by the construct. These characteristics are also called 
indicator reliability. Indicator reliability is obtained from (Outer loadings)2 (Hair, et 
al., 2014). Outer loading for indicator reliability should be higher than 0.71. If loadings 
are between 0.40 and 0.70, such items should be considered for removal only if 
deletion leads to an increase in composite reliability. In addition, any indicator 
reliability loading between 0.40 and 0.70 with AVE that is less than 0.50, will also be 
considered for removal. An AVE usually has at least 0.50 or higher, which means that 
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the construct explains more than 50% the variance of its items (Fornell & Larcker, 
1981). 
 
Table 6.3, depicts the outer loadings of the items that are statistically significant with 
values >0.71 except for items H1, P1, P2 and P3. Due to outer loading for H1 which 
is lower than 0.71, H1 is removed from PEOU with the AVE increases to 0.61. P1 and 
P3 will be retained from TCKfit_MNOP, while removal of P2 item leads to the AVE 
value of 0.56, an increase of 0.01. P1 and P3 are retained due to strong support of past 
works after detail examination on the items and the sources where they were adapted. 
In this research, it was found that all the constructs' AVE are significant with value of 
at least 0.50 and above. 
 
Table 6.3. Summary of Outer loadings, Indicator reliability, and AVE 
 
Constructs Items Outer Loadings Indicator reliability AVE 
 
PU_I I1 0.87 0.76 0.71 
I2 0.88 0.78 
I3 0.87 0.76 
I4 0.82 0.67 
I5 0.76 0.58 
I6 0.85 0.73 
I7 0.83 0.69 
PEOU_H H1 0.69 0.47 0.59 
H2 0.83 0.68 
H3 0.80 0.64 
H4 0.75 0.56 
H5 0.74 0.55 
H6 0.83 0.70 
H7 0.76 0.57 
H8 0.72 0.52 
H9 0.80 0.63 
ATT_G G1 0.79 0.63 0.64 
G2 0.76 0.58 
G3 0.81 0.66 
G4 0.81 0.65 
G5 0.82 0.67 
G6 0.80 0.63 
G7 0.80 0.64 
BI_J J1 0.81 0.66 0.68 
J2 0.84 0.71 
J3 0.82 0.67 
J4 0.80 0.64 
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J5 0.87 0.76 
J6 0.85 0.72 
J7 0.79 0.62 
TCKfit_MNOP M1 0.76 0.58 0.55 
M2 0.74 0.55 
M3 0.75 0.56 
M4 0.78 0.61 
N1 0.77 0.60 
N2 0.79 0.63 
N3 0.78 0.61 
N5 0.77 0.60 
N6 0.78 0.62 
O1 0.74 0.55 
O2 0.73 0.53 
O3 0.73 0.54 
P1 0.70 0.49 
P2 0.64 0.41 
P3 0.60 0.37 
 
6.1.2.3 Discriminant Validity 
 
Discriminant validity is the extent to which a construct is different from other 
constructs by empirical standards. This means a construct is unique and captures 
phenomena not represented by other constructs in a model. Two (2) measures of 
discriminant validity are used for this research: Cross loading and Fornell-Larcker 
criterion (Chin, 1998; Gefen & Straub, 2005). Cross loading of an indicator is shown 
by the item’s outer loading on an associated construct whereby they should be higher 
than all other loadings of other constructs. Appendix 3 presents cross loadings for all 
reflective constructs. The presence of cross loadings (in other constructs) that exceed 
the current item’s outer loadings represents a discriminant validity problem. The result 
indicates all constructs fulfill the discriminant validity based on cross loading criterion.  
 
Fornell-Larcker's criterion compares the square root of the AVE values with the latent 
variables correlations. The square root of each construct’s AVE should be greater than 
its highest correlation with any other construct. This means that a construct shares 
more variance with its associated items than with any other construct. The results of 
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this analysis is shown in Table 6.4. The results indicate that all constructs' AVE have 
the high correlation compared to others. Thus, the results fulfilled the Fornell-Larcker 
discriminant validity. 
 
Table 6.4. Discriminant validity of constructs 
 
Reflective Constructs Att_G BI_J PU_I PEOU _H TCKFit_MNOP 
ATT_G  0.799     
BI_J 0.717 0.826    
PU_I 0.756 0.717 0.843   
PEOU_H 0.601 0.506 0.545 0.782  
TCKfit_MNOP 0.580 0.610 0.632 0.462 0.750 
 
 
The summary of the evaluation of Reflective Measurement Model analysis can be 
found in Appendix 4. 
 
6.1.3 Formative Measurement Models 
 
The internal consistency that underlies in the reflective measurement model evaluation 
cannot be applied to formative measurement model since formative measurements do 
not necessarily covary. The formative measurement models assessment procedure is 
adapted from Hair et al. (2014). These steps include convergent validity, collinearity 
issues and significant, and relevance of the formative items.  
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6.1.3.1 Convergent Validity  
 
Convergence validity is the extent to which a measure correlates positively with other 
measures or items of the same construct. Redundancy analysis is used in this test. 
Redundancy analysis involves evaluating formative measurement models, whether the 
formatively measured construct is highly correlated with a reflective measure of the 
same construct. Redundancy analysis analyses the model on the information that is 
included in the formative construct and again in the reflective one. When a formative 
construct connects to a reflective construct, the path coefficient is an indicative of the 
validity of the designated set of formative items in tapping the construct of interest.  
 
Ideally, a magnitude of 0.90 or at least > 0.80, is desired for the path coefficient 
between formative and reflective constructs. This also means that reflective construct’s 
R2 value is 0.81 or at least 0.64. If it is less than 0.64 on the reflective construct, this 
means that formative construct does not contribute at a significant level to its intended 
content. When this happens, the formative construct needs to theoretically refined by 
exchanging or by adding to its items. However, based on Hair et al. (2014), the 
threshold value of 0.7 instead of 0.8 can be considered acceptable. In the proposed 
A.T.A model, the formative constructs are; Role of Affect (PA, NA), Organizational 
factors (Management Support (Support_A), Social Factor (Social_B), Facilitating 
Conditions (Facilitating_C)), Motivational factors (Extrinsic Reward (Extrinsic_D), 
Intrinsic Reward (Intrinsic_E) and Trust (Trust_F)), Task Category (TaskCat_K) and 
KS tools (KST_L) . 
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A global item has been used to examine the endogenous single-item construct to 
validate the formative measurement for each construct. The purpose of using a single-
item for validation is to balance the problems of questionnaire length and the need to 
validate formative constructs. A model is created for each formative construct to 
conduct the redundancy analysis required by convergence validity test.  
 
The outcomes of the redundancy analysis, Intrinsic reward, Extrinsic reward, Social 
factors, Negative Affect on Perceived Usefulness, Negative Affect on Perceived Ease 
of Use, Negative Affect on Behavioral Intention, Positive Affect on Perceived Ease of 
Use and Positive Affect on Behavioral Intention have the threshold values of above 
0.8. Therefore, this implies that the formative items are significant enough to capture 
content these constructs wanted to capture.  
 
As for KS Tool, Management Support, Trust and Positive Affect on Perceived 
Usefulness that are marginally lower than the required 0.80 path coefficient for the 
convergence validity test. In addition, their differences from the 0.8 threshold value 
are too marginally small, between 0.009 - 0.072. Hence, these values are considered 
to be accepted. As for Facilitating Conditions (0.705), and Task Category (0.716), with 
redundancy analysis fulfill the 0.7 of threshold value. Hence, they can be considered 
to be accepted in the test. In addition, these items are considered to be retained in the 
instrument because these items were adapted from an existing instrument and model 
from Venkatesh (2003), Goodhue (1998) and Goodhue & Thompson (1995). The 
details result are in Appendix 5, for all formatively measured constructs which have 
sufficient degree of convergent validity.  
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6.1.3.2 Collinearity Test 
 
Collinearity is high correlation between two (2) formative items in a formative 
construct. High collinearity is problematic for a formative construct. When two (2) or 
more items are involved, this is known as multi-collinearity. A collinearity problem is 
usually caused by two (2) or more formative items being entered in the same block of 
items with exactly the same information. Another situation is when redundant items 
are used as single item to measure two (2) or more constructs in a structural model. 
This requires the redundant items to be removed from the instrument. A high level of 
collinearity between formative items have an impact on the estimation of weights and 
their statistical significance. Firstly, collinearity boosts the standard errors and reduces 
the estimated weights significantly. Secondly, high collinearity can estimate weights 
incorrectly and reverse their signs. When encountered with high collinearity, compute 
tolerance allows collinearity to be assessed.  
 
Tolerance is the amount of variance of one formative indicator not explained by the 
other items in the same block. A related measure of collinearity is the Variance 
Inflation Factor (VIF) which is the reciprocal of the tolerance (TOL) or VIF = 1/TOL. 
VIF is the degree to which standard error has been increased due to the presence of 
collinearity. A tolerance value of 0.20 or lower and a VIF value of 5 and higher 
respectively indicate a potential collinearity problem. These levels indicate that 80% 
of an item’s variance is accounted by the remaining formative items associated with 
the same construct. When High levels of collinearity are found in the constructs (a 
tolerance value of 0.20 or lower and a VIF value of 5 or higher), one should consider 
removing one of the corresponding items. But sufficient number of items must still be 
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present theoretically. Once the collinearity of formative items has been treated, outer 
weights in formative measurement models can be interpreted.  
 
In Table 6.5, show nine (9) items do not satisfy the requirement of VIF values. These 
items did not meet the threshold value of 5. The items are; D3 "I will receive higher 
salary in return for using KS tools", and item D4 "I will receive higher bonus in return 
for using KS tools" from Extrinsic construct, item AA1G "Nervous" and item AA1H 
"Afraid" from Negative Affect on Perceived Usefulness; Item BB1G "Nervous" and 
item BB1H "Afraid" from Negative Affect on Perceived Ease of Use and item CC1F 
"Scared" and item CC1J "Ashamed" from Negative Affect on Behavioral Intention. 
These items are important questions to measure Extrinsic reward, Negative affect 
Perceived Usefulness, Perceived Ease of Use and Behavioral Intention in the 
instrument adapted from previous instrument, all the nine (9) items will not be 
removed. Furthermore these items have been validated by previous researchers, for 
example; Hau et al. (2013), Lin (2007), Kankanhalli et al. (2005), Perlusz (2004). 
 
Table 6.5. VIF for Collinearity assessment on formative constructs 
 
Formative Constructs  
Items  
VIF 
 
Task category K1 1.73 
K2 1.65 
K3 1.71 
K4 1.75 
K5 1.98 
K6 2.05 
KS tools L1 1.85 
L2 1.11 
L3 2.10 
L4 2.27 
L5 2.28 
L6 2.56 
L7 2.47 
L8 2.52 
L9 2.67 
L10 2.21 
L11 2.23 
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L12 2.17 
L13 1.96 
L14 2.25 
L15 2.08 
Management support A1 1.69 
A2 2.43 
A3 2.58 
A4 1.60 
A5 1.54 
A6 2.02 
A7 1.75 
Social factors B1 2.60 
B2 2.77 
B3 1.50 
B4 2.31 
B5 2.25 
B6 1.94 
B7 2.34 
B8 1.91 
B9 1.91 
Facilitating Conditions C1 1.48 
C2 1.69 
C3 1.69 
C4 1.99 
Extrinsic Reward D1 1.51 
D2 3.19 
D3 8.18 
D4 7.17 
D5 1.52 
Intrinsic Reward E1 2.94 
E2 3.08 
E3 2.46 
E4 2.57 
E5 2.04 
Trust F1 2.66 
F2 2.33 
F3 2.32 
F4 2.58 
F5 2.66 
Positive Affect with Perceived Usefulness AA1A 1.78 
AA1B 1.82 
AA1C 2.11 
AA1D 2.13 
AA1E 1.64 
Negative Affect with Perceived Usefulness AA1F 2.87 
AA1G 7.00 
AA1H 8.03 
AA1I 4.58 
AA1J 3.28 
Positive Affect with Perceived Ease of Use BB1A 2.22 
BB1B 2.64 
BB1C 3.01 
BB1D 2.48 
BB1E 1.97 
Negative Affect with Perceived Ease of Use BB1F 4.04 
BB1G 7.48 
BB1H 16.91 
BB1I 2.79 
BB1J 8.45 
Positive Affect with Behavioral Intention CC1A 2.00 
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CC1B 2.93 
CC1C 2.92 
CC1D 2.58 
CC1E 1.84 
Negative Affect with Behavioral Intention CC1F 7.01 
CC1G 3.88 
CC1H 3.75 
CC1I 4.82 
CC1J 6.25 
 
 
6.1.3.3 Assessing and Evaluating the Significance and Relevance of the 
Formative Items 
 
A formative item’s significance and relevance can be evaluated using t values, outer 
loadings and outer weights. Outer weight is the result of a multiple regression with the 
latent variable scores as the dependent variable and the formative items as the 
independent variables. The values of the outer weights can be compared with each 
other and the results are used to determine each item’s relative contribution to the 
construct. Formative item's absolute contribution is considered in this analysis. The 
absolute contribution of the formative indicator refers to the outer loading value. An 
outer weight has a value that should not exceed a maximum weight of 1/√𝑛, where n 
is the number of items of a formative construct. When an outer weight of an indicator 
is non-significant, and the item’s outer loading is high (above 0.50). The indicator 
should be interpreted as absolutely important and not relatively important. In this 
situation, this indicator is retained.  When outer weight is not significant and outer 
loading is low (less than 0.5), the indicator should be removed after examining the 
theoretical model it was derived from. 
  
The results (Appendix 6) show that a majority of the formative constructs are 
significance and relevance except for items in KS tools; L2 " Different type of KS 
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tools supports different knowledge sharing needs", L14 "The KS tools I use are subject 
to unexpected or inconvenient down times, which make it harder to do my tasks", L15 
"The KS tools I use are subject to frequent problems and crashes". Items which 
measure Extrinsic Reward such as; D2 " I am rewarded with gifts and money because 
I use KS tools”; D3" I will receive higher salary in return for using KS tools", and D4 
"I will receive higher bonus in return for using KS tools", were also found insignificant 
in VIF analysis. Items from the role of affect BB1J "Ashame" and CC1J "Ashame", 
were also found insignificant in this analysis.  
 
The critical t values for significant level of 5% (alpha = 0.05; two-tailed test) is 1.96. 
The critical t values for significance levels of 1% (alpha=0.01; two-tailed test) and 
10% (alpha=0.10; two-tailed test) probability of error are 2.57 and 1.65 respectively. 
To determine whether an indicator is significant or not, each item’s t value using 
significant level of 10% with a critical t value of 1.65 is examined. This allows each 
indicator to indicate whether it is a significant one or not. One needs to be aware that 
all items for a formative construct are uncorrelated. Hence, maximum possible outer 
weight is 1/√𝑛, where n is the number of items for a specific formative construct. For 
example, if n is 15, maximum outer weight for this construct would be 0.26. The t 
values are assessed for their significant level and outer loading values are evaluated to 
fulfill its criteria before outer weight is examined to determine whether an indicator 
should be retained or removed. If an indicator does not meet the t value and outer 
loading requirements, then outer weight will be evaluated. It is found that some items 
have not met the t values and outer loading requirements. Hence, outer weight 
evaluation is carried out. 
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Based on Hair et al. (2014), KS tools has a maximum outer weight of 1/√15 = 0.26 
with n=15. Therefore, all the items’ outer weight measurement for construct KS tools 
must be below 0.26. The t values and outer loading for KS tools are shown in Table 
6.14. Only L2, L14 and L15, need to examine their outer weights because they failed 
to satisfy anyone of the criteria. Based on the outer weight for L2 (0.02), L14 (-0.03) 
and L15 (0.17), they do not exceed the maximum outer weight value (0.26), all the 
items in the construct are important and significant enough to be retained.  
 
For Extrinsic reward, its maximum outer weight is 1/√5 = 0.45. Several items for 
Extrinsic reward are found not significant (based on t values), and outer weight is 
examined. Outer weight for D2 is -0.14, D3 is -0.63 and D4 is 0.43. All the items’ 
outer weight for Extrinsic Reward are lower than 0.447. Even though outer weight for 
item D1 (0.73) and D5 (0.56) have exceeded the maximum outer weight value, but 
they have fulfilled the t value and outer loading requirements. Therefore, all the items 
are retained.  
 
For Affect PA on Perceived Ease of Use, the maximum outer weight is 1/√5 = 0.45. 
Therefore, all the items’ outer weight measurements for construct Affect PA on 
Perceived Ease of Use must be below 0.45. Based on the outer weight data in Appendix 
6, other items fulfil t value and outer loading requirements, BB1J do not fulfill those 
requirements. Hence, outer weight for BB1J needs to be examined. BB1J has outer 
weight value of -0.89 which is lower than 0.45. However, this item is important and 
supported by past validated instrument hence it is to be retained in the construct.  
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Affect PA on Behavioral Intention has a maximum outer weight of 1/√5 = 0.45. 
Therefore, all the items’ outer weight measurement for construct Affect PA on 
Behavioral Intention must be below 0.45. Based on the data in Appendix 6, CC1J has 
not fulfill t value and outer loading criteria. Hence, its outer weight needs to be 
examined. It shows that outer weight is -0.99 and it is lower than 0.45 however, since 
it is validated by past instrument therefore this item will be retained.  
 
6.1.3.4 Bootstrapping  
 
PLS-SEM uses the bootstrap procedure to examine the significance of coefficients for 
each construct (Davison & Hinkley, 1997; Efron &Tibshirani, 1986). Items’ t values 
are examined based on the threshold of >1.65 to determine the item significance. If the 
items were found not significant, outer loadings of the items have to be examined 
based on the threshold of >0.50. From the results tabulated in Table 6.6, Task category 
consist of six (6) items and three (3) items are found to be significant, whereas K1, 
K3, and K4 are found not significant based on the threshold of t values threshold. The 
Outer loadings of these items are examined and found that K1, K3 and K4 outer 
loadings are >0.5. Therefore, these items will be retained in the construct.   
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Table 6.6. Task Category construct Outer weights and its significance level 
 
Constructs Items 
Outer 
weights 
Outer 
loadings t values  
 
P values 
Significance 
level 
Task Category K1 0.15 0.65 1.11 0.27 NS 
K2 0.28 0.72 1.98 0.05 * 
K3 0.11 0.58 0.83 0.41 NS 
K4 -0.09 0.59 0.68 0.50 NS 
K5 0.55 0.88 4.29 0.00 *** 
K6 0.26 0.80 1.77 0.08 * 
Note:NS = Non Significant; *P< 0.10 ** p<0.05 *** p<0.01 
 
Table 6.7, illustrates fifteen (15) formative items that operationalize the construct for 
KS tools. Six (6) items of the items are found significant. However, nine (9) items are 
not significant; these items are  L2, L3, L4, L6, L7, L8, L10, L12 and L14, due to their 
t values being lower than 1.65. However, their outer loadings are above 0.5 except for 
items L2, L14 and L15. Hence, L2, L14 and L15 are to be removed from this construct. 
 
Table 6.7. KS Tools construct outer weights and its significance level 
 
Constructs Items 
Outer 
weights 
Outer 
loadings t values  
 
P values 
Significance 
level 
 
KS Tools 
 
 
 
 
L1 0.23 0.67 2.50 0.01 ** 
L2 0.02 0.23 0.30 0.77 NS 
L3 0.03 0.66 0.31 0.76 NS 
L4 0.09 0.72 0.98 0.33 NS 
L5 0.24 0.81 2.79 0.01 ** 
L6 0.13 0.71 1.45 0.15 NS 
L7 -0.12 0.61 1.12 0.26 NS 
L8 0.03 0.68 0.33 0.74 NS 
L9 0.23 0.77 2.45 0.01 ** 
L10 0.04 0.65 0.41 0.68 NS 
L11 0.16 0.73 1.96 0.05 * 
L12 0.06 0.69 0.88 0.38 NS 
L13 0.16 0.74 2.27 0.02 ** 
L14 -0.03 0.49 0.36 0.72 NS 
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L15 0.17 0.43 2.21 0.03 ** 
Note:NS = Non Significant; *P< 0.10 ** p<0.05 *** p<0.01 
 
For Organization Management, has seven (7) items and two (2) of the items are found 
significant and five (5) items are found not significant (A1, A2, A4, A5 and A6) (Table 
6.8). However based on their outer loadings, all have exceeded 0.5, therefore, these 
items will not be removed from the construct.  
 
 
Table 6.8. Management Support construct outer weights and its significance level 
 
Constructs Items 
Outer 
weights 
Outer 
loadings t values  
 
P values 
Significance 
level 
Management Support 
A1 0.21 0.61 1.16 0.25 NS 
A2 -0.07 0.66 0.31 0.75 NS 
A3 0.53 0.85 2.25 0.02 ** 
A4 -0.01 0.58 0.04 0.97 NS 
A5 0.13 0.53 0.77 0.44 NS 
A6 -0.03 0.60 0.14 0.89 NS 
A7 0.52 0.81 2.97 0.00 *** 
Note:NS = Non Significant; *P< 0.10 ** p<0.05 *** p<0.01 
 
Items in Social Factors has nine (9) items (Table 6.9). B3 is significant and the other 
eight (8) items are found not significant (B1, B2, B4, B5, B6, B7 and B8). However, 
since their outer loadings are all above 0.5, hence, these items will not be removed 
from the construct because they fulfill one of the criteria. 
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Table 6.9. Social Factors construct outer weights and its significance level 
 
Constructs Items 
Outer 
weights 
Outer 
loadings t values 
 
P values 
Significance 
level 
Social Factors 
B1 0.18 0.72 1.38 0.17 NS 
B2 0.15 0.73 1.08 0.28 NS 
B3 0.40 0.80 3.82 0.00 *** 
B4 0.03 0.62 0.26 0.80 NS 
B5 0.16 0.70 1.53 0.13 NS 
B6 0.13 0.68 1.05 0.29 NS 
B7 0.18 0.74 1.35 0.18 NS 
B8 0.05 0.56 0.47 0.64 NS 
B9 0.10 0.60 0.89 0.37 NS 
Note:NS = Non Significant; *P< 0.10 ** p<0.05 *** p<0.01 
 
Facilitating Conditions have four (4) items (Table 2.10). Two (2) items C1 and C3 are 
found significant based on t values. However, C2 and C4 are not significant but based 
on their outer loadings, which are all above 0.5. These items will not be removed from 
the construct.  
 
Table 6.10. Facilitating Conditions construct outer weights and its significance level 
 
Constructs Items 
Outer 
weights 
Outer 
loadings t values 
 
P values 
Significance 
level 
Facilitating 
Conditions 
C1 0.78 0.88 6.10 0.00 *** 
C2 -0.02 0.52 0.11 0.91 NS 
C3 0.52 0.69 2.83 0.01 ** 
C4 -0.06 0.65 0.30 0.77 NS 
Note:NS = Non Significant; *P< 0.10 ** p<0.05 *** p<0.01 
 
Extrinsic Reward has five (5) formative items (Table 6.11) and D1, D5 are found 
significant. However, D2, D3 and D4 are found not significant. The outer loading of 
these items are examined and they were found that their outer loading values are lower 
than 0.5. Therefore, based on Hair et al. (2011), it is suggested that these items are to 
be deleted from the construct. However, due to the requirements of the theoretical 
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framework, these items, D1, D4 and D5 are important. Hence they will be retained. 
However D2 and D3 are to be removed. 
 
Table 6.11. Extrinsic Reward construct outer weights and its significance level 
 
Constructs Items 
Outer 
weights 
Outer 
loadings t values 
 
P values 
Significance 
level 
Extrinsic Reward 
D1 0.73 0.84 2.83 0.01 ** 
D2 -0.14 0.29 0.36 0.72 NS 
D3 -0.63 0.28 1.05 0.29 NS 
D4 0.43 0.38 0.86 0.39 NS 
D5 0.56 0.78 2.25 0.02 ** 
Note:NS = Non Significant; *P< 0.10 ** p<0.05 *** p<0.01 
 
Intrinsic Reward has five (5) formative items (Table 6.12) and E1, E5 were found 
significant and E2, E3 and E4 are found not significant. However, their outer loadings 
values are higher than 0.5. Therefore, these items will not be removed from the 
construct. 
 
Table 6.12. Intrinsic Reward construct outer weights and its significance level 
 
Constructs Items 
Outer 
weights 
Outer 
loadings t values  
 
P values 
Significance 
level 
Intrinsic Reward 
E1 0.39 0.86 3.27 0.00 *** 
E2 0.21 0.83 1.42 0.16 NS 
E3 -0.13 0.68 0.91 0.36 NS 
E4 0.20 0.81 1.42 0.16 NS 
E5 0.47 0.88 4.46 0.00 *** 
Note:NS = Non Significant; *P< 0.10 ** p<0.05 *** p<0.01 
 
Trust has five (5) formative items that operationalize this construct (Table 6.13). Three 
(3) items (F2, F3 and F5) are significant. However, F1 and F4 are not significant. But 
F1 and F4 have outer loading values that are higher than 0.5. Therefore, these items 
will not be removed from this construct.  
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Table 6.13. Trust construct outer weights and its significance level 
 
Constructs Items 
Outer 
weights 
Outer 
loadings t values  
 
P values 
Significance 
level 
Trust 
F1 -0.06 0.76 0.43 0.67 NS 
F2 0.39 0.86 3.09 0.00 *** 
F3 0.39 0.87 2.88 0.00 *** 
F4 0.12 0.80 0.77 0.44 NS 
F5 0.33 0.84 2.28 0.02 ** 
Note:NS = Non Significant; *P< 0.10 ** p<0.05 *** p<0.01 
 
Positive and Negative Affect on Perceived Usefulness has ten (10) formative items 
that operationalize the construct (Table 6.14). Five (5) items are chosen to measure 
positive and negative affect each. AA1D, is found significant. However, the outer 
loading values for the remaining items are higher than 0.5. Therefore, these items will 
not be removed from the construct. As for Negative affect, five (5) items have outer 
loadings that are greater than 0.5, hence all the items for Negative Affect construct 
will not be removed.  
 
Table 6.14. Positive Affect and Negative Affect on Perceived Usefulness construct outer weights 
and its significance level 
 
Constructs Items 
Outer 
weights 
Outer 
loadings t values 
 
P values 
Significance 
level 
Positive Affect 
AA1A 0.24 0.76 1.28 0.20 NS 
AA1B 0.02 0.64 0.12 0.91 NS 
AA1C 0.20 0.78 1.01 0.31 NS 
AA1D 0.45 0.90 2.44 0.02 ** 
AA1E 0.24 0.79 1.54 0.13 NS 
Negative Affect 
AA1F 0.40 0.78 0.62 0.53 NS 
AA1G -0.38 0.79 0.45 0.65 NS 
AA1H 1.24 0.89 1.24 0.22 NS 
AA1I 0.33 0.77 0.43 0.67 NS 
AA1J -0.75 0.50 0.92 0.36 NS 
AA1A 0.24 0.76 1.28 0.20 NS 
Note:NS = Non Significant; *P< 0.10 ** p<0.05 *** p<0.01 
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Items for Positive and Negative Affect on Perceived Ease of use construct is shown in 
Table 6.15. Five (5) items are used to measure positive and negative affect 
respectively. BB1E, is significant based on t value. The remaining items have outer 
loadings that are higher than 0.5. Therefore, these items will not be removed from the 
construct. Negative affect has four (4) items that have outer loadings values greater 
than 0.5 that fulfill the outer loading criteria but BB1J has an outer loading of 0.50. 
Hence, this item is retained based on theoretical justification. 
Table 6.15. Positive Affect and Negative Affect on Perceived Ease of Use construct outer weights 
and its significance level 
 
Constructs Items 
Outer 
weights 
Outer 
loadings t values  
 
P values 
Significance 
level 
Positive Affect 
BB1A 0.22 0.75 1.02 0.31 NS 
BB1B 0.35 0.79 1.75 0.08 NS 
BB1C -0.31 0.63 1.34 0.18 NS 
BB1D 0.07 0.64 0.29 0.77 NS 
BB1E 0.76 0.93 4.69 0.00 *** 
Negative Affect 
BB1F 1.31 0.89 2.79 0.01 ** 
BB1G -0.74 0.53 1.34 0.18 NS 
BB1H 0.94 0.63 0.99 0.32 NS 
BB1I 0.12 0.65 0.26 0.80 NS 
BB1J -0.89 0.50 1.42 0.16 NS 
Note:NS = Non Significant; *P< 0.10 ** p<0.05 *** p<0.01 
 
Items Positive and Negative Affect on Behavioral Intention are shown in Table 6.16. 
five (5) items are used to measure positive and negative affect respectively. CC1A, 
CC1C and CC1E from the positive affect items are found to be significant. However, 
CC1B and CC1D are found not significant. Due to their outer loadings being higher 
than 0.5, these items will not be removed from the construct. Meanwhile, Negative 
affect has five (5) items and only one (1) item is found to be significant. As for CC1F, 
CC1G, CC1H and CC1I have outer loadings that are greater than 0.5. Hence, no item 
is removed from this construct. 
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Table 6.16. Positive Affect and Negative Affect on Behavioral Intention construct outer weights 
and its significance level 
 
Constructs Items 
Outer 
weights 
Outer 
loadings t values) 
 
P values 
Significance 
level 
Positive Affect 
CC1A 0.35 0.82 2.41 0.02 ** 
CC1B 0.10 0.80 0.48 0.63 NS 
CC1C 0.35 0.85 1.96 0.05 * 
CC1D -0.11 0.71 0.56 0.58 NS 
CC1E 0.48 0.85 3.07 0.00 *** 
Negative Affect 
CC1F -0.17 0.62 0.28 0.78 NS 
CC1G 0.96 0.81 2.12 0.04 ** 
CC1H 0.83 0.80 1.55 0.12 NS 
CC1I 0.22 0.67 0.39 0.70 NS 
CC1J -0.99 0.48 1.88 0.06 NS 
Note:NS = Non Significant; *P< 0.10 ** p<0.05 *** p<0.01 
 
 
Composite Means for the dependent variables are presented in Table 6.17. 
Table 6.17. Composite Means 
Constructs Composite means 
Low Medium High 
TCK fit <0.928 0.928 - 0.957 >0.957 
PU <0.913 0.913 - 0.946 >0.946 
BI <0.903 0.903 - 0.937 >0.937 
PEOU <0.884 0.884 - 0.934 >0.934 
ATT <0.874 0.874 – 0.929 >0.929 
 
The composite means shown in Table 6.17 have been categorized into low, medium 
and high so that they allow any means obtained from the PLS to be classified into one 
of these categories. For example, if BI has a means of 0.922, this means that it falls 
into the medium category. When it falls into the low category, it means that the 
construct (or the dependent variable) is in the low composite means group. And when 
construct’s means falls into medium or high categories, they are in medium or high 
composite means group. A weak score means that such a concept (represented by a 
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construct) in the model is weak construct, whereas a strong score means that such a 
concept is a strong construct in the model in this research. 
 
In this research Behavioural Intention to use KS tools has a 0.922 which represents a 
medium score. This means that the concept (or construct) Behavioural Intention to use 
KS tools is quite a strong concept in the model. 
 
6.2 Assessment of the Structural Model 
 
This section evaluates and assesses the structural model to determine how well 
empirical data supports the theory and concept used in the proposed research model. 
The result allows one to decide if the proposed model has been empirically confirmed. 
The structural model indicates the causal relationships among the latent constructs in 
the research model. Assessment of the structural model is done by determining the 
predictive power of the model and then by analyzing the hypothesized relationships 
among the latent constructs proposed in the research model. The path coefficients and 
R2 are used to perform the assessments of the hypothesis and predictive accuracy of 
constructs in the model to evaluate the strength of the hypothesized relationships.  
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6.2.1 Collinearity Assessment 
 
To assess collinearity, each set of constructs in the structural model is examined. In 
the models depicted in Figure 6.6 to 6.13, Attitude towards use of KS tools (ATT_G),  
Motivational Factors (Extrinsic_D, Intrinsic_E and Trust_F), Task-Cateogry and KS 
tools fit (TCKFIT_MNOP), Positive Affect (PA) and Negative Affect (NA) are 
predictors for Behavioral Intention to use KS tools (BI_J). Meanwhile, Task Category 
(TaskCat_K) and KS tools (KST_L), are predictors for Task-Cateogry and KS tools 
fit (TCKFIT_MNOP). Perceived Usefulness (PU_I) and Perceived Ease of Use 
(PEOU_H) are predictors for Attitude (ATT_G). Positive Affect (PU), Negative (NA) 
and Organizational Factors (Support_A, Social_B and Facilitating_C) are predictors 
for Perceived Usefulness (PU_I_ and Perceived Ease of Use (PEOU_H). The 
consideration of the tolerance levels will be below 0.20 or VIF above 5.00 of the 
predictors in the model is indicative of collinearity issues. If such collinearity issues 
exist, one should consider the three (3) options available namely; eliminating the 
constructs, merging predictors, or creating higher-order constructs to treat collinearity 
problem. Table 6.18 shows no collinearity problem occurs in the research model 
because all constructs are below the threshold value of VIF 5.00. 
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Table 6.18. Summary of VIF for collinearity analysis 
 
  BI_J PU_I PEOU_H ATT_G TCKFIT_MNOP 
ATT_G 2.326         
Extrinsic_D 1.267         
Intrinsic_E 2.690         
NA_BI 1.075         
PA_BI 1.371      
TCKFIT_MNOP 1.798      
Trust_F 2.370      
PA_PU   1.307       
NA_PU   1.062       
PEOU_H   1.492   1.421  
PU_I       1.421   
Social_B   2.118 1.958     
Support_A   1.659 1.627     
Facilitating_C   1.524 1.501     
PA_PEOU     1.211     
NA_PEOU     1.051    
TaskCat_K         1.536 
KST_L         1.536 
 
 
6.2.2  Structural Model Path Coefficients 
 
The paths in the research model represents the hypothesized relationships among 
constructs in the research model. The path coefficients have standardized values 
between -1 and +1. Estimated path coefficient close to +1 represent strong positive 
relationships. Those close to -1 represents strong negative relationships. The closer the 
estimated coefficients are to 0, the weaker the relationships. Those values that are very 
close to 0 indicate non-significant hypothesis. To determine whether a path coefficient 
is significant, it ultimately depends on its standard error obtained by the bootstrapping 
procedure. The bootstrap standard error allows the estimation of  t value.  When the 
empirical t values are larger than the critical values (critical values for two-tailed tests 
are 1.65 at a significant level ≤ 10%), the coefficient is significant.  
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Besides examining the t values, p values are also considered in this analysis. P values 
are used to report on the probability of erroneously rejecting the null hypothesis given 
the data on hand. Other than calculating the t and p values, bootstrapping confidence 
interval is also be examined. The probability of error can be determined by examining 
the bootstrapping confidence interval. It is only significant when the confidence level 
does not fall within 0.  
 
To obtain the t-values for this research, a bootstrapping procedure with 5,000 
resamples was applied. The bootstrapping results are summarized in Table 6.19 with t 
values and p values for all constructs. Management Support (Support_A) does not 
correlate significantly to Perceived Usefulness (PU_I) and Perceived Ease of Use 
(PEOU_H) with path coefficient 0.01 and 0.05. Social Factors (Social_B) correlate 
significantly with Perceived Usefulness (PU_I) and Perceived Ease of Use (PEOU_H) 
at 0.29 and 0.33. Facilitating Conditions (Facilitating_C) and Perceived Usefulness 
(PU_I) are found with no significant correlation at 0.02 with t value 0.34, but it 
correlates significantly with Perceived Ease of Use (PEOU_H) at 0.17 with t value 
2.69.  
 
Perceived Ease of Use (PEOU_H) and Perceived Usefulness (PU_I) correlates 
significantly at 0.32 with a t values 4.34. Perceived Usefulness (PU_I) and Attitude 
(ATT_G) correlates significantly at 0.61. Perceived Ease of Use (PEOU_H) and 
Attitude (ATT_G) correlates significantly at 0.27 with t values 5.53. Furthermore, 
Attitude (ATT_G) and Behavioral Intention to use KS tools (BI_J) correlate 
significantly at 0.40. Task Category-KS tools fit (TCKFIT_MNOP) and Behavioral 
Intention to use KS tools (BI_J) correlates significantly at 0.20. Trust (Trust_F) and 
  
 
241 
Behavioral Intention to use KS tools (BI_J) correlates significantly at 0.12. However, 
Extrinsic Reward (Extrinsic_D) and Intrinsic Reward (Intrinsic_E) have no significant 
correlation with Behavioral Intention to use KS tools (BI_J). Extrinsic correlation at 
0.01 and t values of 0.06, and Intrinsic Reward correlation at 0.08 with t values 1.03. 
Meanwhile, Knowledge sharing tools (KST_L) and Task Category (TaskCat_K) with 
Task Category-KS tools Fit (TCKfit_MNOP) correlates significantly with 0.67 and 
0.15.  
Table 6.19. Path Coefficients for all constructs 
 Hypothesis Relation Path 
Coefficient 
t 
value 
p 
value 
Significance 
Level 
90% 
Confidence 
intervals 
 
ATT_G -> BI_J  0.40   6.05 0.00 ***  0.27  0.53 
Extrinsic_D -> BI_J  0.01   0.06 0.95 NS -0.08  0.09 
Facilitating_C -> PU_I  0.02   0.34 0.74 NS -0.10  0.14 
Facilitating_C -> PEOU_H  0.17   2.69 0.01 ***  0.03  0.29 
Intrinsic_E -> BI_J  0.08   1.03 0.30 NS -0.07  0.23 
KST_L -> TCKfit_MNOP  0.67 14.38 0.00 ***  0.58  0.76 
NA_BI -> BI_J -0.10   2.03 0.04 ** -0.17 -0.03 
NA_PEOU -> PEOU_H -0.14   2.30 0.02 ** -0.24 -0.04 
NA_PU -> PU_I -0.07   0.95 0.34 NS -0.17  0.08 
PA_BI -> BI_J  0.13   2.77 0.01 ***  0.05  0.21 
PA_PEOU -> PEOU_H  0.23   4.47 0.00 ***  0.12  0.31 
PA_PU -> PU_I  0.10   1.84 0.07 *  0.01  0.20 
PU_I -> ATT_G  0.61 15.00 0.00 ***  0.54  0.69 
PEOU_H -> ATT_G  0.27   5.53 0.00 ***  0.17  0.36 
PEOU_H -> PU_I  0.32   4.34 0.00 ***  0.16  0.45 
Social_B -> PU_I  0.29   4.04 0.00 ***  0.14  0.43 
Social_B -> PEOU_H  0.33   4.78 0.00 ***  0.18  0.46 
Support_A -> PU_I  0.10   1.14 0.26 NS -0.06  0.23 
Support_A -> PEOU_H -0.05   1.13 0.26 NS -0.21  0.10 
TCKfit_MNOP -> BI_J  0.20   3.51 0.00 ***  0.09  0.32 
TaskCat_K -> TCKfit_MNOP  0.15   2.71 0.01 ***  0.05  0.24 
Trust_F -> BI_J  0.12   1.64 0.10 * -0.03  0.23 
Note:NS = Non Significant; *P< 0.10 ** p<0.05 *** p<0.01 
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Table 6.20 shows the path coefficient and t values for the positive and negative affect 
in eight (8) different points in time. They include “At the Moment”, “Today”, and 
“Past Few Days”. “Past Week”, “Past Few Weeks”, “Past Month”, “Past year” and 
“General” to examine the influence of PA and NA on PU, PEOU and BI. Based on 
Table 6.19, the path coefficients for PA_PU and PU_I are found to be significant for 
eight different points in time. For "At the Moment" path coefficient is 0.10 with t value 
1.84 (Figure 6.6), "Today" has a path coefficient of 0.15 with t value 2.91 (Figure 6.7), 
"Past Few Days" has a path coefficient of 0.14 with t value 2.91 (Figure 6.8), "Past 
Week" has a path coefficient of 0.16 with t value 3.08 (Figure 6.9), "Past Few Weeks" 
has a path coefficient of 0.17 with t value 3.44 (Figure 6.10), "Past Month" has a path 
coefficient of 0.21 with t value 4.14 (Figure 6.11), "Past Year" has a path coefficient 
of 0.16 with t value 3.30 (Figure 6.12) and "General" has a path coefficient of 0.22 
with t value at 4.46 (Figure 6.13).  
 
However the path coefficients for NA_PU and PU_I are found not significant for all 
the eight different points of time. Path coefficients for “At the Moment”, “Today”, 
“Past Few Days”, “Past Week”, “Past Few Weeks”, “Past Month”, “Past Year”, and 
“General”, are -0.07 (Figure 6.6), -0.02 (Figure 6.7), -0.03 (Figure 6.8), -0.05 (Figure 
6.9), -0.05 (Figure 6.10), -0.02 (Figure 6.11), -0.00 (Figure 6.12), and -0.06 (Figure 
6.13) respectively with all t values being insignificant. This analysis indicates that 
PA_PU positively influence PU_I, and NA_PU does not negatively influence PU_I. 
 
As for the path coefficient for PA_PEOU and PEOU_H it of found significant for eight 
different points in time. For "At the Moment", the path coefficient of 0.22 with t value 
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4.47 (Figure 6.6), "Today", has a path coefficient of 0.19 with t value at 3.95 (Figure 
6.7), "Past Few Days" path coefficient of 0.15 with t value 3.95 (Figure 6.8), "Past 
Week" path coefficient of 0.15 with t value 3.10 (Figure 6.9), "Past Few Weeks" has 
a path coefficient of 0.14 with t value at 2.66 (Figure 6.10), "Past Month" has a path 
coefficient of 0.13 with t value  2.67 (Figure 6.11), “Past Year" has a path coefficient 
of 0.11 with t value 2.15 (Figure 6.12) and "General" path coefficient of 0.14 with t 
value 2.65 (Figure 6.13). However the path coefficient for NA_PEOU and PEOU_H 
are found significant for all the eight different point. For "At the Moment" path 
coefficient of -0.14 with t value 2.30 (Figure 6.6), "Today", has a path coefficient of -
0.14 with t value 3.23 (Figure 6.7), "Past Few Days", has a path coefficient of -0.14 
with t value 3.23 (Figure 6.8), "Past Week", has a path coefficient of -0.17 with t value 
3.43 (Figure 6.9), "Past Few Weeks" has a path coefficient of -0.13 with t value 2.73 
(Figure 6.10), "Past Month" has a path coefficient of -0.12 with t value 2.32 (Figure 
6.11), “Past Year" has a path coefficient of -0.14 with t value 3.05 (Figure 6.12)and 
"General" has a path coefficient of -0.15 with t value 3.01 (Figure 6.13). This analysis 
indicates that PA _PEOU and NA_PEOU positively and negatively influence 
PEOU_H. Meanwhile, the path coefficients for PA_BI and BI_J are found to be 
significant for all the eight different points in time. However, the path coefficient for 
NA_BI and BI for "Today", "Past Few Days", "Past Week", "Past month", "Past Year", 
and "General" are found insignificant. The relationship for NA_BI and BI_J for "At 
the Moment" and “Past Few Week" are significant with path coefficients of-0.10 and 
-0.07 respectively, this indicates that NA_BI negatively influences BI_J. 
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Table 6.20. Path Coefficients (PC) for PA and NA indicated in eight (8) different points in time by respondents 
 
Hypothesis  At the Moment Today Past Few Days Past Week Past Few 
Weeks 
Past Month Past Year General 
PC 
Value  
t 
Value 
PC 
Value  
t 
Value 
PC 
Value  
t 
Value 
PC 
Value  
t 
Value 
PC 
Value  
t 
Value 
PC 
Value  
t 
Value 
PC 
Value  
t 
Value 
PC 
Value  
t 
Value 
PA_PU -> PU_I  0.10 1.84  0.15 2.91  0.14 2.91  0.16 3.08  0.17 3.44  0.21 4.14  0.16 3.30  0.22 4.46 
NA_PU -> PU_I -0.07 0.95 -0.02 0.30 -0.03 0.30 -0.05 1.24 -0.05 0.85 -0.02 0.42 -0.00 0.04 -0.06 1.28 
PA_PEOU -> PEOU_H  0.23 4.47  0.19 3.95  0.15 3.95  0.15 3.10  0.14 2.66  0.13 2.67  0.11 2.15  0.14 2.65 
NA_PEOU -> PEOU_H -0.14 2.30 -0.14 3.23 -0.14 3.23 -0.17 3.43 -0.13 2.73 -0.12 2.32 -0.14 3.05 -0.15 3.01 
PA_BI -> BI_J  0.13 2.77  0.10 2.32  0.11 2.32  0.08 1.98  0.07 1.78  0.07 1.85  0.07 1.78  0.04 1.15 
NA_BI -> BI_J -0.10 2.03 -0.07 1.60 -0.07 1.60 -0.04 1.00 -0.07 1.69 -0.04 0.99 -0.05 0.92 -0.04 0.84 
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In summary, t values indicate whether the path is significant or not. When the t value 
is significant, the hypothesis is supported, which indicates that responses provide 
significant support to the hypothesis. The results from this research provide support 
for 16 (Sixteen) hypothesis (Table 6.21) while six (6) hypothesis are not supported 
(Table 6.22).  
 
Table 6.21. Hypothesis Testing Results (Supported) 
 
Path  Decision 
ATT_G -> BI_J Supported 
Facilitating_C -> PEOU_H Supported 
KST_L -> TCKFit_MNOP 
Supported 
PU_I -> ATT_G 
Supported 
PEOU_H -> ATT_G 
Supported 
PEOU_H -> PU_I 
Supported 
Social_B -> PU_I 
Supported 
Social_B -> PEOU_H 
Supported 
TCKFit_MNOP -> BI_J 
Supported 
TaskCat_K -> TCKFit_MNOP 
Supported 
Trust_F -> BI_J 
Supported 
 
Table 6.22. Hypothesis testing result (Not Supported) 
 
Path  Decision 
Extrinsic_D -> BI_J Not Supported 
Facilitating_C -> PU_I Not Supported 
Intrinsic_E -> BI_J Not Supported 
Support_A -> PU_I 
Not Supported 
Support_A -> PEOU_H 
Not Supported 
 
 
Table 6.23 shows the hypothesis testing results for PA and NA to PEOU, PU and BI 
at the eight (8) different points of time. Negative Affect (NA_BI) and Behavioral 
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Intention to use KS tools (BI_J) are found significant in the time frame of "At the 
Moment" and "Past Few Weeks". However, for the time frame of "Today", "Past 
Week", "Past Month", "Past Year" and "General" are found not significant. Negative 
Affect (NA_PEOU) with Perceived Ease of Use (PEOU_H) are found to be significant 
in all the time frame but Negative Affect (NA_PU) and Perceived Usefulness (PU_I) 
are found not significant in all the time frame. Positive Affect (PA_BI) and Behavioral 
Intention to use KS tools (BI_J), Positive Affect (PA_PEOU) and Perceived Ease of 
Use (PEOU_H), Positive Affect (PA_PU) and Perceived Usefulness (PU) are found 
significant in all the eight different points in time. 
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Table 6.23. Hypothesis Testing Results for the Eight (8) different times 
 
Hypothesis  At the 
Moment  
Today  Past Few 
Days  
Past Week  Past Few 
Weeks  
Past Month  Past Year  General 
NA_BI -> BI_J Supported 
Not 
Supported Supported 
Not 
Supported Supported 
Not Supported 
NA_PEOU -> PEOU_H 
Supported 
 
NA_PU -> PU_I 
Not Supported 
 
PA_BI -> BI_J 
Supported 
 
PA_PEOU -> PEOU_H 
Supported 
 
PA_PU -> PU_I 
Supported 
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Figure 6.1. Results of PLS analysis for Path coefficient.
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6.2.2.2  Total Effect 
 
After the significance of relationships are determined, it is important to assess the 
relevance of significant relationships. An analysis of the relative importance of 
relationships is crucial for interpreting the results and drawing conclusions. If a path 
coefficient is larger than another, its effect on the endogenous latent variable is greater. 
These coefficients represent the estimated change in the endogenous construct for a 
unit of change in the exogenous construct.  
 
The goal of PLS-SEM is to identify not only the path coefficient, but the significant 
and relevance effects of paths. For significance testing, if the path coefficient from A 
to B is 0.56 (close to +1) and from B to C is 0.02 (close to 0), we can say that A has 
significantly contribute to explaining B, but B is not significantly related to C. Direct 
effect is the effect of one construct on another construct, whereas indirect effect is the 
effect of one construct, on another construct via one or more mediating constructs and 
total effect is the sum of direct and indirect effects. For example, A to B is 0.56, B to 
C is 0.02, if there is a path from A to C with a path coefficient of 0.30, and the indirect 
effect for A to C is 0.56 * 0.02 or 0.0112. Total effect is sum of A to C direct effect 
and indirect effect, 0.30 + 0.112 or 0.3112, which is more significant. This means that 
the direct relationship from A to C is mediated by B. 
 
In this research, total effect analysis are conducted. Direct effect for each path may not 
be very significant in some cases. Hence, total effect is to assess the significance of 
the paths in the model. The sum of direct and indirect effects is the total effect. The 
aim of this analysis is to examine the differential impact of different driver constructs 
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intervened by the mediating variables. Figure 6.2 shows that constructs Support_A and 
PU_I are linked with a direct effect of 0.096. Total effect from Support_A to PU_I is 
0.08 which is weaker than direct effect for Support_A to PU_I with a value of 0.096. 
This result indicates that PEOU_H is not significant in explaining PU_I. Therefore, 
the result suggests that the total effect for relationship for the path between Support_A 
to PU_I mediated by PEOU_H is insignificant. 
 
 
 
 
 
 
 
Figure 6.2. Support_A, PEOU_H and PU_I direct, Indirect and Total Effects 
 
Figure 6.3 shows constructs there is a path link from PEOU_H to ATT_G mediated 
by PU_I. Constructs PEOU_H and ATT_G are linked by a direct effect of 0.269. In 
addition, there is an indirect effect between the two constructs mediated by PU_I. This 
indirect effect can be calculated as the product of the two effects (0.319 * 0.611= 
0.194). The total effect is 0.464, which is calculated as (0.269 +0.319*0.611 = 0.464). 
Although the direct effect from PEOU_H to ATT_G is not strong (0.269) but the total 
effect when both direct and indirect combined makes it with a total effect of 0.464. 
This indicates the relevancy of PU_I in explaining ATT_G. Therefore, the relationship 
from PEOU_H to ATT_G is mediated by PU_I. 
 
Support_
A 
PEOU_H 
PU_I 
 -0.048 
0.096 
0.319 
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Figure 6.3. PEOU_H, ATT_G and PU_I direct, Indirect and Total Effects 
 
Figure 6.4 shows constructs of Social_B and PU_I are linked by a direct effect. 
Constructs Social_B and PU_I are linked by a direct effect value of 0.292. In addition, 
there is an indirect effect between the two constructs via the mediating construct 
PEOU_H. From the analysis, the total effect from Social_B to PEOU_H is 0.397 
which shows an increase of 0.105 from the path coefficient value. Therefore, it can be 
concluded that it is a significant relationship from Social_B to PU_I, mediated by 
PEOU_H. 
 
 
Figure 6.4. PEOU_H, Social_B and PU_I direct, Indirect and Total Effects 
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Figure 6.5, Facilitating_C and PU_I are linked by a direct effect. PU_I and 
Facilitating_C are linked by a direct effect of 0.023. In addition, there is an indirect 
effect between the two constructs via the mediating construct PEOU_H. This indirect 
effect can be calculated as the product of the two effects (0.166 * 0.319= 0.0529). The 
total effect is 0.076, calculated as 0.023+0.166*0.319. Although the direct effect of 
Facilitating_C to PU_I is not strong (0.023), however, the total effect of 0.076 is 
slightly stronger than the direct effect value. This means that Total Effect from 
Facilitating_C to PU_I mediated by PEOU_H has stronger relationship than the direct 
effect from Facilitating_C to PU_I.  
 
 
Figure 6.5. PEOU_H, Facilitating_C and PU_I direct, Indirect and Total Effects 
 
6.2.3  Coefficient of Determination using R2 values 
 
The coefficient of determination is a measure of the model’s predictive accuracy using 
R2 where it represents the exogenous latent variables’ combined effects on the 
endogenous latent variables. R2 also represents the amount of variance in the 
endogenous constructs explained by all of the exogenous constructs linked to it. R2 
ranges from 0 to 1, with higher levels indicating higher levels of predictive accuracy. 
PEOU_H 
PU_I 
 
0.319 
0.166 
Facilitating
_C 
0.023 
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It is difficult to provide rules of thumb for an acceptable R2 value since it depends on 
the model complexity and the research discipline. In scholarly research that focus on 
marketing issues, R2 values of 0.75, 0.50 and 0.25 for endogenous latent variables can 
be described as substantial, moderate and weak respectively. However, in consumer 
behavior discipline, R2 value of 0.20 is considered to be high. Selecting a model based 
on only R2 value is not a good approach (Hair et al., 2014). This is because by adding 
additional constructs to explain an endogenous construct or paths pointing toward a 
target construct, may increase the R2 values. In this case, the adjusted R2 value R2 adj 
is used to avoid bias toward complex models. However, R2 adj cannot be explained like 
regular R2. This is because R2 adj is used for comparing results involving models with 
different numbers of exogenous latent variables and/or data sets with different sample 
sizes. Therefore R2 adj is not used in this research analysis. 
  
Table 6.24 shows all the constructs that have t values that are greater than 1.65 and 
significant in the analysis. For the predictive accuracy of Perceived Usefulness (PU_I), 
it is explained by PA_PU, NA_PU, Support_A, Social_B, Facilitating_C and 
PEOU_H. The predictive accuracy of PU_I is between 0.36 and 0.45 with t values 
between 6.72 and 7.28. This means PA_PU and NA_PU has moderate contributions 
to the predictive accuracy for PU_I at eight (8) different points in time. Hence, PA_PU 
and NA_PU can moderately explain PU_I predictive accuracy. 
 
Meanwhile, predictive accuracy for PEOU_H is explained by PA_PEOU, NA_PEOU, 
Support_A, Social_B, and Facilitating_C. The t values for (8) different points of time 
is significant. The predictive accuracy for “Past Few Days”, “Past Week”, “Past Few 
Weeks”, “Past Month”, “Past Year” and “General”, is between 0.27 and 0.29 (Figure 
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6.6 to Figure 6.13). This indicates that contribution from PA_PEOU and NA_PEOU 
to PEOU_H is weak. However, it is found that predictive accuracy for PEOU_H at 
“At the Moment” and “Today”, is 0.45 (Figure 6.6) and 0.30 (Figure 6.7) respectively. 
Therefore, “At the Moment” and “Today” contribute moderately to the predictive 
accuracy for PEOU_H for these two times. 
 
As for BI_J, all the t values are found to be significant. BI_J is explained significantly 
by TCKfit_MNOP, ATT_G, PA_BI and NA_BI, Extrinsic_D, Intrinsic_E and Trust_F 
with a substantial value of 0.63 for “At the Moment” (Figure 6.6). On the other hand, 
BI_J has a moderate predictive accuracy between 0.59 and 0.58 (Figure 6.6 to Figure 
6.13) for other points in time.  
  
ATT_G is explained by PU_I and PEOU_H with a R2 value of 0.63 and t value 14.31. 
This indicates that ATT_G has substantial predictive capability. As for 
TCKfit_MNOP, it is explained by TaskCat_K and KST_L with a R2 value of 0.59. 
This indicates that TCKfit_MNOP has a moderate predictive capability. 
 
It is found that all the endogenous latent variable in this research are significant. 
Therefore, we can conclude that the predictive accuracy values for all variables are 
significant. 
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Table 6.24. Endogenous Latent Variable R2  and t Values 
 
Note: 0.25 =weak; 0.50= medium; 0.75=substantial 
 
 
Constructs At the Moment  Today  Past Few Days  Past Week  Past Few 
Weeks  
Past Month  Past Year  General 
R2 t 
value 
R2 t 
value 
R2 t 
value 
R2 t 
value 
R2 t 
value 
R2 t 
value 
R2 t 
value 
R2 t 
value 
PU_I 
0.36 6.72 0.42 6.77 0.42 6.70 0.43 6.90 0.43 6.95 0.44 7.28 0.43 6.78 0.45 7.05 
PEOU_H 0.45 6.33 0.30 5.53 0.28 5.12 0.29 4.98 0.27 4.87 0.27 5.03 0.28 4.91 0.29 5.30 
BI_J 
0.63 16.31 0.59 14.30 0.59 14.95 0.58 14.31 0.59 12.77 0.59 13.99 0.59 13.74 0.58 13.60 
ATT_G 
R2= 0.63 ; t value=14.31 
TCKFit_MNOP 
R2= 0.59 ; t value=11.51 
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Figure 6.6. Results of PLS analysis with Path Coefficient and R2 values for time “At the Moment” 
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Figure 6.7. Results of PLS analysis with Path Coefficient and R2 values for time “Today” 
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Figure 6.8. Results of PLS analysis with Path Coefficient and R2 values for time “Past Few Days” 
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Figure 6.9. Results of PLS analysis with Path Coefficient and R2 values for time “Past Week” 
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Figure 6.10. Results of PLS analysis with Path Coefficient and R2 values for time “Past Few Weeks” 
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Figure 6.11. Results of PLS analysis with Path Coefficient and R2 values for time “Past Month” 
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Figure 6.12. Results of PLS analysis with Path Coefficient and R2 values for time “Past Year” 
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Figure 6.13. Results of PLS analysis with Path Coefficient and R2 values for time “General” 
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6.2.4  Effect size f2 
 
The f2 effect size is used to examine what is the substantial impact it has on the 
endogenous constructs when a specified exogenous construct is omitted from the 
model. Typically, guidelines for assessing f2 are that values of 0.02, 0.15 and 0.35 
respectively, represent small, medium and large effects of the exogenous latent 
variables. 
 
The results in Table 6.25a shows, KS tools and PU are found to have large effect size 
on Fit and Attitude. Hence, these predictors strongly hypothesize their dependent 
constructs. Exogenous constructs that have medium impact are, Attitude to Behavioral 
Intention to use KS tools, PEOU to Attitude and PEOU to PU where omitting any one 
of them will significantly weaken the predictive capability of their dependent 
constructs. Constructs of PA with PEOU, Social to PU and Social to PEOU has a small 
impact on the subsequent construct. However, their t values fulfill the threshold 
requirements. Therefore, they are found significant in this research. 
 
Table 6.25a. Significant Exogenous to Endogenous construct 
 
Impact of exogenous to endogenous 
construct 
f2 t Values Significant Effect size 
ATT_G -> BI_J 0.19 2.63 Significant Medium  
KST_L -> TCKFit_MNOP 0.75 3.77 Significant Large 
PA_PEOU -> PEOU_H 0.07 2.00 Significant Small 
PU_I -> ATT_G 0.71 4.92 Significant Large 
PEOU_H -> ATT_G 0.14 2.35 Significant Medium  
PEOU_H -> PU_I 0.13 1.84 Significant Medium  
Social_B -> PU_I 0.08 1.68 Significant Small 
Social_B -> PEOU_H 0.09 2.09 Significant Small 
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On the other hand, constructs with small effect sizes that  have not met the threshold 
value of t values are Extrinsic reward to Behavioral Intention to use KS tools, 
Facilitating factors to PU, Facilitating factors to PEOU, Intrinsic rewards to Behavioral 
to use KS tools, NA to Behavioral Intention to use KS tools , NA to PEOU, NA to PU, 
PA to Behavioral Intention to use KS tools, PA to PU, Support to PU, Support to 
PEOU, TCKfit to  Behavioral Intention to use KS tools and Trust to Behavioral 
Intention to use KS tools were found not significant. Omitting any one of these 
constructs will only have a small influence on their dependent constructs’ predictive 
capability (Table 6.25b).  
 
Table 6.25b. Insignificant Exogenous to Endogenous construct. 
 
 Impact of exogenous to endogenous 
construct 
f2 t Values Significant Effect size 
Extrinsic_D -> BI_J 0.00 0.00 Not Significant Small 
Facilitating_C -> PU_I 0.01 0.07 Not Significant Small 
Facilitating_C -> PEOU_H 0.03 1.20 Not Significant Small 
Intrinsic_E -> BI_J 0.01 0.36 Not Significant Small 
NA_BI -> BI_J 0.03 0.77 Not Significant Small 
NA_PEOU -> PEOU_H 0.03 0.89 Not Significant Small 
NA_PU -> PU_I 0.02 0.37 Not Significant Small 
PA_BI -> BI_J 0.04 1.11 Not Significant Small 
PA_PU -> PU_I 0.02 0.72 Not Significant Small 
Support_A -> PU_I 0.02 0.40 Not Significant Small 
Support_A -> PEOU_H 0.01 0.45 Not Significant Small 
TCKFit_MNOP -> BI_J 0.06 1.62 Not Significant Small 
TaskCat_K -> TCKFit_MNOP 0.04 1.04 Not Significant Small 
Trust_F -> BI_J 0.02 0.68 Not Significant Small 
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6.2.5 Blindfolding and predictive relevance Q2 
 
Stone-Gaisser’s Q2 value is an indicator of the model’s predictive relevance. When it 
exhibits predictive relevance, it accurately predicts the data points of the indicators in 
reflective measurement models of endogenous constructs and single-item constructs. 
In structural model, Q2 value larger than zero for a certain reflective endogenous latent 
variable, is an indicator for the path model’s predictive relevance for this particular 
construct. The Q2 value is obtained using the blindfolding procedure where every dth 
data point in the endogenous construct’s indicators is omitted (treated like missing 
values) and estimate the parameters with the remaining data points until each data 
point has been omitted and the model reestimated. The Q2 values estimated by the 
blindfolding procedure represent a measure of how well the path model can predict the 
originally observed values. Q2 values larger than 0 suggest that the model has 
predictive relevance for a certain endogenous construct. In contrast, values of 0 and 
below indicate a lack of predictive relevance.  
 
There are two (2) ways to calculate Q2: cross-validated redundancy and cross-validated 
communality. This study uses cross-validated redundancy as a measure of Q2. This 
method is chosen because it builds on the path model estimates of structural and 
measurement model of data prediction and it fits perfectly on the PLS-SEM approach.  
This method enables the researcher to examine the predictive relevancy for each 
construct. The formula is: 
q2 = 
𝑄𝑖𝑛𝑐𝑙𝑢𝑑𝑒𝑑
2 −𝑄𝑒𝑥𝑐𝑙𝑢𝑑𝑒𝑑
2
1−𝑄𝑖𝑛𝑐𝑙𝑢𝑑𝑒𝑑
2   
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Table 6.26. Endogenous Latent Variables with predictive relevance value  
Endogenous latent variables Q2 
 
Q2 Excluded 
ATT_G 0.39 
 
 
0.23 ex PU 
0.36 ex PEoU 
BI_J 0.40 0.40 ex NA_BI 
0.40 ex PA_BI 
0.40 ex Extrinsic 
0.40 ex Intrinsic 
0.40 ex Trust 
0.34 ex Att 
0.38 ex TCKFit 
 
PU_I 0.29 0.29 ex PA_PU 
0.29 ex NA_PU 
0.29 ex Support_A 
0.26 ex Social_B 
0.29 ex Facilitating_C 
0.23 ex PEoU 
 
PeOU_H 0.19 0.18 ex Support_A 
0.15 ex Social_B 
0.17 ex Facilitating_C 
0.16 ex PA_PEoU 
0.18 ex NA_PEoU 
 
TCKfit_MNOP 0.31 0.30 ex TaskCat_K 
0.15 ex KSTool 
 
 
The results show that Attitdue and Behavioral Intention to use KS tools are found to 
be significant in predictive relevance with Q2 value of 0.39 and 0.40 respectively. This 
is followed by TCKfit with Q2 value of 0.31, Perceived Usefulness with 0.29 and 
Perceived Ease of Use with 0.19. The results show that all these constructs have no 
significant predictive relevance with very small Q2 value of 0.180. According to Hair 
et al. (2014), Q2 value that is closer to zero exhibits that the predictive relevance is not 
significant. Whereas if Q2 is close to 1, exhibits that the predictive relevance is 
significant (Table 6.26). 
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6.3 Summary 
 
Based on the theoretical models and instruments adapted from past research models, 
the evaluation of the formative and reflective measurement models have produced the 
following set of finalized items that can be used for further analysis. The result 
indicated that all constructs have fulfilled the discriminant validity using cross loading 
and there are no collinearity problem in the research model because all the constructs 
met the VIF threshold. Significant and relevance of formative items results shows that 
a few items need to be removed from the constructs (Table 6.28). Only one (1) item is 
deleted from Perceived Ease of Use construct. As for the formative constructs, KS 
tools has three (3) items being deleted and Extrinsic Reward has two (2) items being 
deleted (Table 6.27). 
 
Table 6.27. Summary Analysis of Reflective Measurement Models 
 
REFLECTIVE CONSTRUCTS 
Construct  Items Before Analysis  Items After Analysis  
Perceived Usefulness 7 Items 7 Items 
Perceived Ease of Use 9 Items 8 Items 
Attitude Toward KS tools 7 Items 7 Items 
Behavioral Intention to use and accept KS tools 7 Items 7 Items 
Task Category Fit and KS tools 16 Items 14 Items 
 
Table 6.28. Summary Analysis of Formative Measurement Model 
 
FORMATIVE CONSTRUCTS 
Construct  Items Before Analysis  Items After Analysis  
Task category 6 Items 6 Items 
KS tools 15 Items  12 Items 
Management support 7 Items  7 Items 
Social factors 9 Items  9 Items 
Facilitating factors 4 Items  4 Items 
Extrinsic reward 5 Items  3 Items 
Intrinsic reward 5 Items  5 Items 
Trust 5 Items  5 Items 
Affect - PA NA Perceived Usefulness 10 Items  10 Items 
Affect - PA NA Perceived Ease of Use 10 Items  10 Items 
Affect - PA NA Behavioral Intention 10 Items  10 Items 
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On the other hand, evaluation of the structural model is summarized in Table 6.29. The 
results provides a summary results of the structural model analysis for Attitude 
(ATT_G). The path coefficient from PEOU_H to ATT_G is 0.27; the f2 (q2) effect size 
is 0.14 (0.05). Meanwhile, PU to ATT_G has a path coefficient of 0.61; the f2 (q2) 
effect size is 0.71 (0.05). 
 
Table 6.29. Structural Model Analysis for ATT_G  
 
Endogenous Construct ATT_G 
Constructs Path coefficients f2 effect size q2 effect size 
 
PEOU_H 0.27 0.14 0.05 
PU_I 0.61 0.71 0.05 
NA_PEOU -> PEOU_H  0.14  
 
Table 6.30 shows the summarized results of structural model analysis for Behavioral 
Intention to use KS tools (BI_J). The path coefficient from Intrinsic_E to BI_ is 0.08; 
the f2 (q2) effect size is 0.01 (0.00). Meanwhile, TCKFIT_MNOP to BI_J has a path 
coefficient of 0.20; the f2 (q2) effect size of 0.06 (0.03). ATT_G to BI_J, has a path 
coefficient of 0.40; the f2 (q2) effect size of 0.19 (0.09). Extrinsic_D to BI_J, has a path 
coefficient of 0.01; the f2 (q2) effect size of 0.00 (0.00). Trust_F to BI_J, has a path 
coefficient of 0.12; the f2 (q2) effect size of 0.02 (0.01). NA to BI_J, has a path 
coefficient of -0.10; the f2 (q2) effect size of 0.03 (0.01). PA to BI_J, has a path 
coefficient of 0.13; the f2 (q2) effect size of 0.37 (0.01). 
 
Table 6.30. Structural Model Analysis for BI_J 
 
Endogenous Construct BI_J 
Constructs Path coefficients f2 effect size q2 effect size 
INTRINSIC_E 0.08 0.01 0.00 
TCKFIT_MNOP 0.20 0.06 0.03 
ATT_G 0.40 0.19 0.09 
EXTRINSIC_D 0.01 0.00 0.00 
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TRUST_F 0.12 0.02 0.01 
NA_BI -> BI_J -0.10 0.03 0.01 
PA_BI -> BI_J 0.13 0.37 0.01 
 
Table 6.30 shows the summarized results of structural model analysis for Perceived 
Ease of Use (PEOU_H). The path coefficient from Facilitate_C to PEOU_H is 0.17; 
the f2 (q2) effect size is 0.03 (0.02). Meanwhile, path coefficient for Social_B to 
PEOU_H is 0.33; the f2 (q2) effect size is 0.09 (0.04). Path coefficient for Support_A 
to PEOU_H is -0.05; the f2 (q2) effect size is 0.01 (0.00). Path coefficient for NA to 
PEOU_H is -0.14; the f2 (q2) effect size is 0.03 (0.01). Path coefficient for PA to 
PEOU_H is 0.23; the f2 (q2) effect size is 0.07 (0.03). 
 
Table 6.31. Structural Model Analysis for PEOU_H 
 
Endogenous Construct PEOU_H 
Constructs Path coefficients f2 effect size q2 effect size 
FACILITATE_C 0.17 0.03 0.02 
SOCIAL_B 0.33 0.09 0.04 
SUPPORT_A -0.05 0.01 0.00 
NA_PEOU -> PEOU_H -0.14 0.03 0.01 
PA_PEOU -> PEOU_H 0.23 0.07 0.03 
 
 
Table 6.32 shows the summary structural model analysis for Perceived Usefulness 
(PU_I). The path coefficient from Facilitate_C to PU_I is 0.02; the f2 (q2) effect size 
of 0.01 (0.00). PEOU_H to PU_I has a path coefficient of 0.32; the f2 (q2) effect size 
of 0.13 (0.07). Social_B to PU_I has a path coefficient of 0.29; the f2 (q2) effect size 
of 0.08 (0.04). Support_A to PU_I has a path coefficient of 0.10; the f2 (q2) effect size 
of 0.02 (0.00). NA to PU_I has a path coefficient of -0.07; the f2 (q2) effect size of 0.02 
(0.00). PA to PU_I has a path coefficient of 0.10; the f2 (q2) effect size of 0.02 (0.01). 
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Table 6.31. Structural Model Analysis for PU_I 
 
Endogenous Construct PU_I 
Constructs Path coefficients f2 effect size q2 effect size 
FACILITATE_C 0.02 0.01 0.00 
PEOU_H 0.32 0.13 0.07 
SOCIAL_B 0.29 0.08 0.04 
SUPPORT_A 0.10 0.02 0.00 
NA_PU -> PU_I -0.07 0.02 0.00 
PA_PU -> PU_I 0.10 0.02 0.01 
 
Table 6.33 shows a summary of structural model analysis for Task Category_KST fit 
(TCKFit_MNOP). The path coefficient from KST_L to TCKFit_MNOP of 0.68; the 
f2 (q2) effect size of 0.75 (0.23). TaskCat_K to TCKFit_MNOP has a path coefficient 
of 0.15; the f2 (q2) effect size of 0.04 (0.01).  
 
Table 6.33. Structural Model Analysis for TCKfit_MNOP 
 
Endogenous Construct TCKFit_MNOP 
Constructs Path coefficients f2 effect size q2 effect size 
KST_L 0.68 0.75 0.23 
TASKCAT_K 0.15 0.04 0.01 
 
In short, the outcomes of the analysis have been presented and they will be used for 
the discussion in the following chapter.  
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CHAPTER 7 DISCUSSION AND CONCLUSIONS 
 
 
This chapter summarizes and discusses the findings based on the results of this 
research. To identify the antecedents that influence attitude and Behavioral Intention 
to use KS tools, this research has developed a key research question followed by four 
(4) objectives; (1) to examine the influence of Positive Affect (PA), Negative Affect 
(NA) and Organizational Factors on Perceived Usefulness (PU) and Perceived Ease of 
Use (PEOU) that subsequently influence Behavioral Intention to use KS tools, (2) to 
examine the influence of Positive Affect and Negative Affect on Behavioral Intention 
to use KS tools, (3) to examine the influence of Motivational Factors on Behavioral 
Intention to use KS tools, and (4) to examine the influence of Task Category-KS tools 
fit on the Behavioral Intention to use KS tools. This chapter also presents implications, 
limitations, and suggestions for future research directions to conclude the discussion 
on this chapter.  
 
7.1  Overview of Findings  
 
The respondents in this research consist of knowledge workers with 63.38% 
Executives, 20.67% Non-Executives and 15.95% who are Managers. The majority of 
the respondents have work experience between 1 to 10 years in the organizations. 
About 87% of the respondents have a degree or/and postgraduate degree. The 
respondents consist of 65.42% of technical that are skillful in technology and 34.57% 
are non-technical employees.   
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This research investigates factors that influence knowledge workers' Behavioral 
Intention to use knowledge sharing tools in their day-to-day tasks. This research drew 
upon theory and past research from multiple streams such as social psychology, 
organizational and motivational factors, Technology Acceptance Model (TAM) 
(Davis, 1989) and Task-Technology Fit (TTF) (Goodhue & Thompson, 1995) 
whereby Task Category and KS tools Fit is adapted to examine factors that influence 
the Behavioral Intention of knowledge workers to use KS tools. The research also 
includes Russell’s Circumplex of Affect and Zhang & Li (2007) models for the 
Positive and Negative Affect (PA and NA) constructs and Positive and Negative 
Schedule (PANAS) from Watson & Tellegen to operationalize PA and NA to examine 
Behavior Intention to use KS tools in the proposed A.T.A model.   
 
The results from the analysis have provided the empirical support for the overall 
structure theorized for the research model. Among the twenty-two (22) hypotheses, 
sixteen (16) hypotheses are being supported and six (6) are not being supported. The 
key research objective of this research is to identify the antecedents that influence 
attitude and Behavioral Intention to use KS tools, hypothesized in A.T.A model. The 
proposed model hypothesizes that Perceived Ease of Use (PEOU) and Perceived 
Usefulness (PU) are determinants that influence Attitude that subsequently influence 
Behavioral Intention in the research model. Outcomes of the analysis indicate that 
PEOU and PU are significant predictors on Attitude to use KS tools. The results also 
show that Positive Affect, Task Category-KS tools fit (TCK fit) and Trust are 
significant predictors that strongly influence Behavioral Intention to use KS tools in 
the A.T.A model. On the other hand, Extrinsic Reward and Intrinsic Reward are not 
significant predictors. Hence, these factors do not influence Behavioral Intention (BI) 
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to use KS tools. On the other hand, the results of negative influence of Negative Affect 
to BI are inconsistent. It is found that NA for "At the moment", "Past Few Days" and 
"Past Few Weeks", have negative influence on BI. Nonetheless, NA for "Today", "Past 
Week", "Past Month", "Past Year" and "General" have no influence on BI that imply 
these schedules are not significant predictors of KS tools usage.  
 
Attitude, PA, NA, TCK fit and motivational factors are predictors in the A.T.A model 
that are able to explain about 63% of variance in the Behavioral Intention to use KS 
tools. The findings from this research have improved the predicting power over past 
studies by Moon & Kim (2001) whereby their model only explains about 39% of 
variance in BI. Other studies by Venkatesh et al. (2002) and Mathieson and Chin 
(2001) showed that BI for decision making on technology and usage of database 
package only explain 40% of variance in both of their models. Their findings are not 
able to provide high variances in their model compared to A.T.A model proposed in 
this research. The reasons that BI is able to explain better than several past research 
are mainly due to the contribution from the predictors such as TCK fit and role of 
affect that hypothesize to have impact on BI. These predictors contribute significantly 
to explain the predictive accuracy of BI.  
 
In summary, PA influences positively on PEOU, PU and BI over the eight (8) different 
points in time. Whereas, NA only negatively influence PEOU in the eight (8) different 
points in time. Past research claimed that PA posed no difficulty in technology 
acceptance and is being ignored in many belief and behavior related studies (Perlusz, 
2004; Fredrickson & Levenson, 1998). In this research, the results have shown 
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otherwise. The outcomes of this research showed that PA contributed significantly as 
a determinant for PEOU, PU and BI for the technology acceptance study. 
 
Finally, Trust and Task Category-KS tools fit are found to be strong determinants that 
influence BI in the proposed A.T.A model. However, Intrinsic and Extrinsic Reward, 
however, are not significant determinants.  
 
7.1.1 KS tools Frequency Usage  
 
KS tools are grouped into eight (8) groups for analysis purposes. The KS tools usage 
frequency shows the tools used extensively are Discussion Forum, Messaging Systems 
and Video Sharing Systems. Emails and Calendar are KS tools in the Discussion 
Forum group. Email is one of the earliest tools widely used by technical and non-
technical knowledge workers to share and communicate on their desktops, notebooks, 
and other mobile devices. Email is free and easy to use with virtually no training 
required. This is one of the reasons Email has the highest usage frequency among all 
the other KS tools. Besides, Calendar is embedded in many tools and it is part of the 
Email system. On the other hand, tools that are not used at all or extremely low in 
usage by respondents include Blogs, Social Media and Web Messaging. Respondents 
do not use these tools because they do not provide adequate security features when one 
is sharing knowledge and documents through these platforms. Hence, this results show 
low usage for knowledge sharing practices (Khan et al., 2014). In short, tools in the 
Social Media group do not have widespread usage among the respondents at all. 
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7.1.2 Task Category and KS tools 
  
Tools that provide suitable features and functions to help individuals to complete their 
tasks are perceived to be useful and easy to use and would gain acceptance among 
users, Xiang & Gretzel (2010), Kietzmann et al. (2011) and Safko (2010). Therefore, 
it is important to analyze different types of tasks and functions based on different KS 
tools that could fit into their day-to-day jobs and help them to complete their tasks. In 
this research, three (3) task groups suggested by Gebauer and Shaw (2002) are adopted 
for analysis. They are Operational, Informational and Management tasks to group 
twenty (20) task categories classified in the survey. Social Media tools used for 
Informational task has the highest usage frequency compared to Operational and 
Management task groups. The results of this findings align with other studies on the 
use of Social Media tools for information task in Xiang & Gretzel (2010), Kietzmann 
et al. (2011) and Safko (2010). Discussion Forum is widely used for Operational and 
Management tasks among the respondents. The result from analysis also found that 
Discussion Forum tools have higher tool usage for operational task compared to 
management task. 
 
7.1.3 To Examine the Influence of Positive Affect, Negative Affect and 
Organizational Factors on Perceived Usefulness and Perceived Ease of Use  
 
This research theorized Perceived Usefulness and Perceived Ease of Use to be 
collectively determined by Positive Affect (PA), Negative Affect (NA) and 
Organizational Factors. This research hypothesizes there are positive and negative 
relationships between Positive Affect and Negative Affect with Perceived Usefulness 
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(PU) and Perceived Ease of use (PEOU) respectively. In this research, responses on 
PA and NA are collected at eight (8) different points in time by asking respondents to 
reflect the PA and NA induced on him/her as he/she interacted and evaluated the 
functions and features of the KS tools.  
 
The positive influence from Positive Affect on PU and PEOU are found to be 
significant. When PA is excluded as a predictor from PU, the predictive accuracy of 
PU has no change. However, when PA is excluded from PEOU, predictive accuracy 
on PEOU decreases. This showed that Positive Affect induced by ease of use of 
technology to the knowledge workers is more significant than usefulness of 
technology. Hence, such affective state motivates them towards attitude to use tools. 
This suggests that the perception of knowledge workers on PA induced by KS tools 
could influence PEOU of tools that subsequently influence BI to use KS tools. 
Although, the relationship of PA and PU is significant, however, excluded PA from 
PU, does not significantly change the variance in PU. This clearly showed that the 
impact of PA on PU is negligible (with a path coefficient from 0.21 for “Past Year” to 
0.10 for “At the Moment”).  
 
On the other hand, Negative Affect is hypothesized to influence negatively on 
Perceived Usefulness (PU) and Perceived Ease of use (PEOU). The perception of 
knowledge workers on knowledge sharing tools’ capabilities to induce NA is 
examined. The Negative Affect is also collected in eight (8) different points in time. It 
is found that NA has influence on PEOU but no influence on PU. When NA is excluded 
from PEOU, the predictive accuracy of PEOU decreases. Moreover, it is found that 
there is no change in predictive accuracy when NA is excluded from PU. This indicates 
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that Negative Affect towards the Perceived Usefulness is insignificant. This may be 
due to knowledge workers' perception that the usefulness of technology does not 
induce any forms of negative affect from the functions and features of the tools.  
 
PA and NA are predictors that explained about 36% of variance of PU, and 45 % of 
variance of PEOU in the model. These findings are consistent with findings from prior 
research by Zhang and Li (2007). However, Zhang and Li (2004) found that 37.3% 
variance of PU and 26.8% of variance of PEOU. The findings reveal that the positive 
relationships between PA to PU and PEOU are stronger than the negative relationships 
for NA to PU and PEOU. As pointed in the outcomes of the analysis, NA negatively 
influences PEOU with a weaker path coefficient, which indicate that NA poses less 
impact on PEOU. The findings of this research has contradicted with past literature 
that highlighted negative affect poses difficulties compared to positive affect in 
research related to behavioral study (Venkatesh, 2000; Loewenstein et al., 2001; 
Simons et al., 1987; MacGregor, 1991; Sjoberg, 1998). This outcome needs to be 
investigated further to understand and explain the new findings. 
  
Organizational factors comprised of Management Support, Social Factors and 
Facilitating Conditions. Management Support are found to have no influence on both 
PU and PEOU. This indicates that Management Support is not a significant predictor 
for PU and PEOU. These findings contradict with the findings by Shih & Huang 
(2009) and Rouibah (2009), who claim Management Support has influence on PEOU 
and PU. This implies the indifferent attitude of knowledge workers towards 
management support. They do not feel that support from top management influences 
them to perceive that KS tools are easy to use and useful. 
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Social Factors are found significant to both PU and PEOU. When Social Factor is 
excluded from PEOU, the predictive accuracy of PEOU decreases. It is also found that 
by excluding social factor from PU, the predictive accuracy of PU also decreases. This 
shows that Social Factors are important predictor in influencing knowledge workers 
on how they perceive usefulness and ease of use of KS tools. These findings are 
consistent with the findings of prior research from Yang & Choi (2001) and Avlonitis 
& Panagopoulos (2005). However, the outcomes contradict with the findings by Kim 
et al. (2009), who have found that social support negatively influence PU and has 
influence on PEOU.  
 
On the other hand, Facilitating Conditions is found to have significant relationship 
with PEOU, but insignificant to PU. When Facilitating Conditions is excluded from 
PU, PU is not affected. However, if it is excluded from PEOU, predictive accuracy of 
PEOU decreases tremendously. The findings that show relationship between 
Facilitating Conditions and PEOU is aligned with Terzis et al. (2011). However the 
influence of Facilitating Conditions on PU is not supported in this research which is 
also aligned with Terzis et al. (2001) where his research is also not being hypothesized 
because it is insignificant to PU. 
 
7.1.4 To examine the Influence of Positive Affect and Negative Affect on 
Behavioral Intention to use KS tools 
 
This research theorized Behavioral Intention to use KS tools is also determined by 
factors such as Positive affect and Negative affect. The research hypothesizes positive 
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and negative relationships exist between Positive Affect and Negative Affect with 
Behavioral Intention to use KS tools. In this research, responses on both PA and NA 
are collected at eight (8) points in time by asking respondents to reflect the PA and NA 
that are induced by KS tools on respondents' intention to use the KS tools. It is found 
that, positive affect is significant on all different eight (8) points in time. However, 
Negative Affect is found not significant on five (5) of the eight (8) different points in 
time ("Today", "Past Week", "Past Month", "Past Year" and "General"). NA is only 
significant in three (3) points in time namely; "At the Moment", "Past Few Days" and 
"Past Few Weeks". When the influence of PA and NA are excluded from BI, the 
predictive accuracy of BI does not change. This means that the Positive Affect and 
Negative Affect have weak influence on BI in the model. 
 
Attitude, TCK fit, Trust, PA and NA can explain 63% of the variance of Behavioral 
Intention in the research model. These findings are consistent with prior research by 
Zhang & Li (2007, 2005, and 2004). However, their works examined PA and NA using 
Perceived Usefulness as the mediator. The results show that PA and NA explain 71% 
(Zhang & Li 2005) and 46% (Zhang & Li, 2004) of the variance in Behavior Intention 
to adopt information systems in their study.  
 
7.1.5 To Examine the Motivational factors on Behavioral Intention to use KS 
tools 
 
This research theorized Behavioral Intention to use KS tools is determined by Intrinsic 
Rewards, Extrinsic Rewards, and Trust. The research hypothesizes positive 
relationship between Intrinsic, Extrinsic Rewards and Trust with Behavioral Intention 
to use KS tools. The results have shown that significant relationship exists between 
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Trust and Behavioral Intention to use. However, there is no significant influence of 
Extrinsic and Intrinsic Rewards on Behavioral Intention to adopt KS tools (Gefen et 
al., 2003). When any one (1) of the three (3) factors is excluded from BI, the predictive 
accuracy of BI does not change. These findings are consistent with findings by Lin 
(2007).  
 
7.1.6 To Examine the Influence of Task-category and KS tools fit on Behavioral 
Intention to use KS tools 
 
This research integrates Task-Technology Fit model with TAM. The task 
characteristics and tools characteristics introduced in this research is to examine 
whether TCKFit model could influence Behavioral Intention to use KS tools. For the 
purpose of this research, TCKFit is an adoption from TTF integrated with the TAM. 
Based on the adapted TTF model, the antecedents of Task-Category and KS tools fit 
are Task Category and KS tools. The results show a weak but significant fit between 
Task Category and KS tools. Whereas KS tools characteristics have strong and 
significant relation to Task-Category and KS tools fit. This implies that KS tools 
functions and features is vital to the knowledge workers in determining which tools to 
be used.  
 
The findings are consistent with the findings by Klopping & Mckinney (2004), where 
TCK Fit positively influences Behavioral Intention. However, the findings from this 
research provides stronger explanation than Klopping & Mckinney (2004). This result 
can explain 63% of the variance while Klopping & Mckinney (2004) only explain 52% 
of the variance in Behavioral Intention to adopt in their studies.   
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7.2 Theoretical Implications 
 
This research extends prior literature on technology acceptance model by integrating 
Task Category-KS tools Fit model with constructs such as role of affect, organizational 
factors and motivational factors. Besides, these factors that can predict the Behavioral 
Intention to use KS tools, the research also advances theory by examining the role of 
affect in predicting Behavioral Intention. This study proposed a robust model for 
predicting Behavioral Intention to use KS tools compared to previous models by 
incorporating different factors and the integration of TCK and TAM (Moon & Kim, 
2001; Venkatesh et al., 2002 and Mathieson & Chin., 2001). Hence, this research 
contributes to the existing theories and models on technology acceptance, task and 
technology fit, and role of affect.  
 
From the theoretical point of view, the implications are diverse. First of all, this 
research adapted Task Technology Fit from Goodhue (1995) to propose Task Category 
and KS tools Fit (TCK) model to integrate to TAM. The findings of this research 
showed that KS tools and Task Category strongly influence Task Category-KS tool fit 
(TCK fit) in the TCK model. In the TCK model, KS tools and Task Category are 
hypothesized to have positive influence on TCK fit. Task Category-KS tools Fit model 
adapting from Task Technology Fit, has contributed to the theoretical development 
and application of fit in the technology acceptance study. The adapted fit model allows 
researchers to study the fit between different types of KS tools and different types of 
tasks. The outcome of the model can be used to examine other variables such as 
performance and technology usage. The TCK model can be further expanded and 
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adapted to other forms of information systems to examine the fit between these 
systems and tasks.  
 
Secondly, the role of affect is a major determinant for this research. The study of affect 
and its variance such as mood and emotion in Information Systems domain has 
produced inconclusive and inconstant outcomes over the years. Furthermore, 
operationalization of affect and its related terms have been very ambiguous. 
Researchers have used affect, mood, emotion, states, traits and others interchangeably. 
Many studies that discussed and applied role of affect (Zhang &  Li, 2004, 2005; Sun 
& Zhang, 2006; Zhang, 2013; Russell, 1980, 2005; Posner, Russell & Peterson, 2005; 
Feldman, 1995; Zelenski & Larsen, 2002; Barrett & Russell, 1999; Yik, Russell & 
Steiger, 2011; Ekkekakis, 2013; Tellegen 1985; Watson, Clark & Tellegen, 1999; 
Watson & Tellegen, 1985; Perlusz, 2004; Venkatesh, 2000), have provided empirical 
evidence on role of affect to explain better on cognitive and behavior theory. In the 
A.T.A model, role of affect is hypothesized to have influence on PEOU, PU and BI to 
use KS tools. Past research have theorized that affect has no impact on Perceived 
Usefulness and PA poses no impact on technology usage. In this research, two (2) key 
theoretical contributions are achieved. Firstly, outcomes of the research has shown that 
PA has significant influence on PU, PEOU and BI to use KS tools. Secondly, NA is 
found to have negative influence on PEOU. On the other hand, NA is found to have 
impact on BI at different points in time of the respondents' that have participated in 
this study. These findings are input to the theoretical aspect of affect related study.  
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7.3 Practical Implications 
 
The results of the study have practical implications for tools and systems developers, 
vendors, practitioners and operators of organizations. They need to understand the 
Behavior Intention of knowledge workers to use KS tools in their organizations.  
 
From the perspective of tools and systems developers and vendors, they are able to 
focus on designing Knowledge Sharing (KS) tools that fulfil the needs and 
expectations of the knowledge workers by taking into the consideration of different 
tasks and functions/features of KS tools. This allows new KS tools to be developed to 
attract individuals to use these tools in their workplace. New tools to be developed 
must be free of effort and human oriented. Tools developers and vendors often 
encounter resistance in tools deployment because of their complexity and inability to 
match the tasks the knowledge workers are doing. The outcomes of the proposed 
model helps tools designers to consider functions and features of the KS tools so that 
they are more relevant to the category of tasks that knowledge workers perform.  
 
This research also calls upon software designers and developers’ attention to consider 
the affect element as they design the new tools. Users will experience positive or 
negative affect on using IT tools very quickly, based on their functionalities and 
usability of the tools, when they interact and evaluate the tools. An uncomfortable 
feeling at the very first glance can potentially drives the user away. To attract 
individuals to use the KS tools and keep on continuously using these tools, software 
developers and vendors should design and build KS tools that are not only working 
well but also elicits favorable perceptions from the users so that these KS tools induce 
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positive affect and less negative affect from using the tools. The organizations that 
invest in technology need to consider the fit of the tasks and the tools but also should 
consider the influence of affect, which was found to have significant impact on how 
users perceived usefulness and ease of use of these tools which subsequently would 
influence their intention to use the tools.  
 
With this understanding, tools designers and investors can focus on both the tools’ 
functionalities as well as the element of role of affect to support various tasks in 
different domains to develop tools that are more likely to be accepted and used by 
individuals. 
 
This research also brings new implications to top management to understand 
knowledge workers’ intention to use KS tools in their works. The current research 
suggests that organizations should focus on knowledge workers Positive and Negative 
Affect, besides other factors before implementing any KS tools in their organizations. 
The affective aspects of knowledge workers induced by the tools are found to be 
significant in this research. Therefore top management should pay attention while 
formulating their knowledge implementation strategies when they plan to implement 
KS tools in their organizations.  
 
The results imply that practitioners and owners of knowledge based organizations need 
to realign their knowledge management and implementation strategies in order to 
attain the highest technology acceptance among young knowledge workers who may 
view KS tools usage as professional practices due to their IT skills where rewards to 
them are not a motivator. 
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Prior to introducing a new KS tools, organizations should also create an environment 
that is conducive for knowledge sharing practices. Knowledge workers will need to 
feel comfortable and confident to use the tools and subsequently sharing knowledge 
using these tools. Knowledge workers are likely to be influenced by the existence of 
Facilitating Conditions, Social Supports and Trust that influence their intention to use 
KS tools.  
  
7.4  Limitations and Future research 
 
There are several limitations in the current research. First, the research setting for the 
current research is based on MSC-status organization in Malaysia. Knowledge workers 
are the target respondents in this research. Therefore, this research is only limited to 
the Multimedia Super Corridor (MSC) knowledge workers who are employed in MSC-
status organizations. The research was conducted on knowledge workers from MSC-
organizations limited only into industry such as software, education, integrated service 
provider and consulting firms. This research can be conducted on individuals who are 
not in MSC-status organizations. This includes knowledge centric employees who are 
working in Small Medium Enterprises (SME) or IT professions in the software 
industry. Secondly, this research can be conducted on individuals who are not 
knowledge driven such as clerks and general administrative personnel to investigate 
their intention to use KS tools in their daily tasks. These individuals are not classified 
as knowledge workers by the MSC definition. However, they have started using IT 
related tools and software systems in their jobs. Thirdly, the current study only focus 
on organizations in Malaysia. Future study can consider organizations in other 
countries such as Singapore, China and Thailand. Other factors such as culture, policy 
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and education may be moderators that influence their intention to use KS tools in their 
jobs. Fourthly, the A.T.A model can be used to test other technologies such as Cloud 
Computing, IoT (Internet of Things) and Big Data Analytics as this research only focus 
on KS tools. In addition, the current research uses cross-sectional approach where in 
future the research can be conducted using longitudinal approach to measure pre and 
post implementation of technologies. Lastly, this research uses quantitative approach 
and survey method to conduct the study where future research can consider using 
qualitative research where qualitative research complements quantitative research 
through interview or case study which are able to provide detail and deeper 
understanding on this research topic. 
 
7.5  Conclusions 
 
 
The Affective Technology Acceptance (A.T.A) Model has shown that positive and 
negative affect are important predictors for PEOU, PU and BI. The role of affect aligns 
to consensual model of affect by Watson and Tellegen (1985) in the research 
outcomes. The contributions of Positive and Negative affect help to explain the 
intention to use a technology from the social psychology perspective instead of belief-
attitude-behavioral point of view. This contribution provides another evidence on how 
the influence of affect on technology acceptance in the A.T.A model. The Task 
Category-KS tool Fit model demonstrates that fit between task types with different KS 
tools can help influence the intention of individuals to use KS tools than TAM alone. 
The outcomes of the finding for constructs of TAM are also aligned to Davis’s TAM 
(1989) where the belief-attitude-behavioural relationships are positively correlated.  
A.T.A model also shows that Extrinsic and Intrinsic Rewards are no longer good 
predictors to influence intention to use. Knowledge workers nowadays view fun and 
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challenges in the jobs more important than rewards to drive them to use IT tools in 
their jobs. In short, the A.T.A Model contributes many interesting and important new 
findings where future researchers can use. The A.T.A model is the key contribution of 
this research where it has integrated TAM, TTF, and role of affect which also considers 
external factors that existing TAM or TTF originally do not take into account in their 
model. This contributions will allow future researchers to adopt or adapt in their 
technology acceptance works rather than using TAM or TTF models.  
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APPENDIX 1 Questionnaire 
 
 
The Role of Affect and Task Category-Knowledge Sharing Tools Fit 
on the Technology Acceptance among Knowledge Workers 
 
This questionnaire aims to capture the views of knowledge workers on the role of affect and task 
category-knowledge sharing tools fit on the technology acceptance of knowledge sharing tools used in 
your organization. The purpose of this research project is to investigate the following research 
objectives: 
 
i. To investigate the fit between  different task categories and KS tools used by employees 
ii. To evaluate the influence of fit on the acceptance of the KS tools in organizations 
iii. To study the influence of affective factors (feelings and emotions) on the acceptance of KS 
tools. 
 
Knowledge Sharing 
(KS) 
: Activity through which knowledge /information/ skills is exchanged 
among people, communities or organizations. 
 
Knowledge sharing 
tools (KS Tools) 
: Tools mean websites or software such as email, video conferencing, 
sharepoint, facebook, twitter, whatsapp, electronic folders that can be used 
to support personal and group knowledge sharing.  
 
Role of Affect : Role of affect is defined as an experience of feeling or emotion by an 
individual. For example happy, sad, enjoyment, contentment, interest, fear, 
anxiety and etc. 
 
Task categories : Task categories (or group) refer to day to day works or duties with similar 
characteristics carried out by employees. For example decision making, 
designing a programme, proposing a solution , writing minutes and etc. 
 
 
Please take a few minutes to complete the survey. Your responses are very valuable to this research. 
Thank you for your support. 
 
Angela Lee Siew Hoong 
 
 
 
 
 
 
 
Supervisors:  
Associate Professor     Adjunct Professor                                  Dr Lin Mei Hua 
Dr Lim Tong Ming                             Dr Rasimah Aripin 
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GENERAL INFORMATION 
 
1. Nationality: ___________________________________ 
 
2. Company Location (City): _____________________________ 
 
3. Name of company: _________________________________ 
 
4. Your position 
 Director 
 Manager 
 Senior Executive 
 Executive 
 Non-Executive 
 Others (Please Specify)___________________________ 
 
5. Working experience: 
 Less than one year 
 1-3 years 
 4-6 years 
 7-10 years 
 More than 10 years 
 
6. Education level: 
 Diploma 
 Degree 
 Master 
 PhD 
 Professional Certificates. 
 Others ( Please specify) _____________________ 
 
7. Select the knowledge sharing tools currently used in the tasks assigned to you and rate 
the frequency level of usage. 
 
*You may choose more than one * 
 
 
KS TOOLS 
 
FREQUENCY 
Not at all 
1 
Rarely 
2 
Sometimes 
3 
Most of 
the times 
4 
Extensively 
5 
SharePoint 1 2 3 4 5 
Electronic Folders 1 2 3 4 5 
Email 1 2 3 4 5 
Video Conferencing Systems 1 2 3 4 5 
Blogs  1 2 3 4 5 
Wikipedia  1 2 3 4 5 
Facebook  1 2 3 4 5 
Twitter 1 2 3 4 5 
Skype 1 2 3 4 5 
Google Talk 1 2 3 4 5 
Google Drive  1 2 3 4 5 
LinkedIn 1 2 3 4 5 
Yammer 1 2 3 4 5 
WhatsApp 1 2 3 4 5 
Calendar 1 2 3 4 5 
YouTube 1 2 3 4 5 
Others: 1 2 3 4 5 
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__________________ 
 
__________________ 
1 2 3 4 5 
8. In your day- to- day works, indicate where your tasks fall into the following categories and 
which KS tools you used to carry out the tasks. Use √ at the appropriate square in the 
following table. 
NO TASK CATEGORIES ACTIVITIES IN THE TASK CATEGORY 
1 Creative Generating alternatives for future evaluation 
2 Intellective Programming or writing algorithm to solve problem 
3 Decision making Evaluating several preferences or options 
4 Cognitive conflict Trying to resolve conflicting policies or issues 
5 Support Giving assistance to someone in the form of finance or action 
6 Design A plan or drawing produced behind an action or object 
7 Management The process of dealing with or controlling things or people 
8 Information gathering Documentation and locating information 
9 Information sharing Sharing and reporting information/knowledge 
10 Production Making or manufacturing from raw materials or ideas 
11 Clerical Routine documentation and administrative tasks 
12 Research Systematic investigation of sources to establish facts or new 
conclusions 
13 Sales The action of selling something 
14 Marketing The action of promoting products using market research and 
advertising 
15 Service Perform routine maintenance or repair work 
16 Planning The process of making plans for something 
17 Lecture Provide training or academic classes 
 
If your work falls into a category of work (task) that is not provided in the table, state your 
task categories: 
____________________________________________ 
 
 
 
 
 
 
KS TOOLS 
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SharePoint                    
Electronic 
Folders 
                  
Email                   
Video 
Conferencing 
Systems 
                  
Blogs                    
Wikipedia                    
Facebook                    
Twitter                   
Skype                   
Google Talk                   
Google Drive                    
LinkedIn                   
Yammer                   
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*You may choose more than one * 
 
 
9. Which type of user do you consider yourself? 
 Technical 
 Non-Technical 
 
 
Please assess to what extend you agree knowledge sharing tools are helpful in your daily 
tasks. 
 
Strongly Disagree Disagree Neither agree or 
disagree 
Agree Strongly Agree 
1 2 3 4 5 
 
 
SECTION A: Organizational Environment 
The following questions are intended to measure the organizational environment. 
Rate the following using  the following 5- point scale  
 
Strongly Disagree          Disagree                  Neither Agree                        Agree                      Strongly Agree 
                                                                          Or Disagree 
1 2 3 4 5 
 
WhatsApp                   
Calendar                   
YouTube                   
Others: 
_____________
_____ 
                  
 
_____________
_____ 
                  
Management Support 
 
   
 
Management encourages knowledge sharing among 
employees. 
1 2 3 4 5 
Management provides full support on the use of KS tools. 1 2 3 4 5 
Management acknowledges that KS practices contribute to 
organization performance. 
1 2 3 4 5 
Management views knowledge sharing as part of the 
employee’s KPI. 
1 2 3 4 5 
Management provides incentive scheme to encourage the use 
of KS tools. 
1 2 3 4 5 
Current management policies and guidelines are based on the 
use of KS tools.  
1 2 3 4 5 
Management enforces the use of KS tools. 1 2 3 4 5 
To what extent the organization provide management support      
Social Factors 
 
   
 
My supervisors require me to use KS tools. 1 2 3 4 5 
My peers require me to use KS tools. 1 2 3 4 5 
I would use KS tools without pressure from external social 
factors (such as the trend of technology and the acceptance of 
technology needed by the industry) 
1 2 3 4 5 
People who are important to me think that I should participate in 
KS tools user group. 
1 2 3 4 5 
People who influence my behaviour encourage me to 
participate in using KS tools. 
1 2 3 4 5 
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Knowledge officer He is an organizational leader that carries out a set of administrative 
duties. He 
 
(1) administers corporate knowledge as an on-going and critically 
valuable resource 
(2) is responsible for converting the firm's intellectual property into 
revenue generating assets, and  
(3) guides the firm towards becoming (or continuing to be) a learning 
organization 
 
 
  
Using KS tools would enhance my chance to meet others who 
have common domain knowledge. 
1 2 3 4 5 
Members of KS tools user group keep close ties with each 
other, which is a communication channel to share experience 
and information. 
1 2 3 4 5 
Members in my KS tools user group have a strong sense of 
belonging to “one group”. 
1 2 3 4 5 
I am so proud of being a member of KS tools user group. 1 2 3 4 5 
Facilitating Conditions 
 
   
 
The KS tools are readily available to me when I need it.  1 2 3 4 5 
A Knowledge officer is available for assistance when KS tools 
users face difficulties. 
1 2 3 4 5 
The KS tools user manual is available to me whenever I need it  1 2 3 4 5 
The KS tools process and systems installed by the company 
support the use of KS tools. 
1 2 3 4 5 
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SECTION B: Motivational Factors 
 
The following questions are intended to measures the motivational factors on encouraging 
KS tools usage in the organization. 
Rate the following using  the following 5- point scale  
 
Strongly Disagree                        Disagree                  Neither Agree                       Agree                      Strongly Agree 
                                                                                        Or Disagree 
1 2 3 4 5 
 
 
  
Extrinsic reward 
 
   
 
I am being publicly acknowledged because I use KS tools. 1 2 3 4 5 
I am rewarded with gifts and money because I use KS tools. 1 2 3 4 5 
I will receive higher salary in return for using KS tools. 1 2 3 4 5 
I will receive higher bonus in return for using KS tools. 1 2 3 4 5 
When I share knowledge on KS tools with colleagues I expect to receive 
knowledge in return. 
1 2 3 4 5 
Intrinsic reward 
 
   
 
I want to use KS tools to create knowledge required by my job. 1 2 3 4 5 
I want to use KS tools to share knowledge due to my expertise. 1 2 3 4 5 
I am satisfied if I use KS tools to contribute knowledge for my organization. 1 2 3 4 5 
I am confident in my ability to use KS tools that others in my organization 
consider valuable. 
1 2 3 4 5 
I have the expertise required to provide valuable knowledge on KS tools 
usage for my organization. 
1 2 3 4 5 
Trust 
 
   
 
I share knowledge on KS tools due to trust. 1 2 3 4 5 
I share knowledge on KS tools due to confident with the tools. 1 2 3 4 5 
I share knowledge on KS tools because I have confidence on knowledge 
posted by others. 
1 2 3 4 5 
I share knowledge on KS tools because I want my peers to use my 
information. 
1 2 3 4 5 
I share knowledge on KS tools because I am not afraid of competitiveness. 1 2 3 4 5 
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SECTION C: Knowledge Sharing Tools Acceptance 
The following questions are intended to measure the knowledge sharing tools acceptance. 
Rate the following using  the following 5- point scale  
 
Strongly Disagree          Disagree                  Neither Agree                        Agree                      Strongly Agree 
                                                                          Or Disagree 
1 2 3 4 5 
 
 
  
Attitude Toward KS Tools Usage 
 
   
 
Using KS Tools benefits me because it helps me to complete the 
tasks given to me. 
1 2 3 4 5 
Using KS Tools to complete tasks give pleasant experience to 
me. 
1 2 3 4 5 
I’m comfortable to use KS Tools to seek knowledge that I need. 1 2 3 4 5 
I have a favourable attitude toward using KS tools to do tasks 
given to me. 
1 2 3 4 5 
It is a good idea to use KS Tools for knowledge sharing with 
peers. 
1 2 3 4 5 
Using KS Tools to complete tasks is a wise idea. 1 2 3 4 5 
I have positive attitude toward using KS Tools. 1 2 3 4 5 
Perceived Ease of Use 
 
   
 
Using KS tools without expert’s help is possible. 1 2 3 4 5 
Learning to operate KS tools is easy for me. 1 2 3 4 5 
It is easy to get KS tools to do what I want it to do. 1 2 3 4 5 
Learning to use KS tools takes very little time. 1 2 3 4 5 
Using KS tools require very little mental effort. 1 2 3 4 5 
My interaction with KS Tools interface is clear and 
understandable. 
1 2 3 4 5 
I found that KS Tools interface to be flexible to interact with. 1 2 3 4 5 
It is easy to find knowledge on the KS Tools. 1 2 3 4 5 
It is easy to become skillful at using KS Tools. 1 2 3 4 5 
Perceived Usefulness 
 
   
 
Using KS tools improve my task quality. 1 2 3 4 5 
Using KS tools improve my performance. 1 2 3 4 5 
Using KS tools enable me to accomplish task more quickly. 1 2 3 4 5 
Using KS tools enable me to have more accurate information to 
complete my tasks. 
1 2 3 4 5 
Using KS tools enable me to have access to a lot of useful 
knowledge. 
1 2 3 4 5 
Using KS tools increase my productivity. 1 2 3 4 5 
I found using KS tools useful. 1 2 3 4 5 
Behavioural Intention Usage of KS Tools 
 
   
 
I intend to use KS Tools on a regular basis to share knowledge in 
the future. 
1 2 3 4 5 
I will strongly recommend others to use KS tools to complete their 
tasks. 
1 2 3 4 5 
I intend to seek knowledge using KS tools frequently. 1 2 3 4 5 
I intend to be a heavy user of KS tools. 1 2 3 4 5 
I intend to use KS tools to seek knowledge for my needs. 1 2 3 4 5 
I intend to use KS tools to seek different knowledge for different 
tasks. 
1 2 3 4 5 
I intend to use different KS tools to seek knowledge for different 
tasks. 
1 2 3 4 5 
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SECTION D: Task Category-Knowledge Sharing Tools Fit 
The following questions are intended to measure the task categories fit of the knowledge 
sharing tools. 
Rate the following using  the following 5- point scale  
 
Strongly Disagree          Disagree                  Neither Agree                        Agree                      Strongly Agree 
                                                                          Or Disagree 
1 2 3 4 5 
 
Task Categories 
 
   
 
The tasks I do always involve sharing knowledge with other 
departments. 
1 2 3 4 5 
The results of tasks I completed are dependent on efforts of 
others within my department. 
1 2 3 4 5 
The results of my tasks are dependent on the efforts of people 
from other departments. 
1 2 3 4 5 
The tasks I deal with frequently involve more than one business 
functions. 
1 2 3 4 5 
The tasks I deal with frequently use more than one type of KS 
tools. 
1 2 3 4 5 
The works assigned to me involve more than one category of 
tasks.(Category of task refer to Question 8 on pg.3) 
1 2 3 4 5 
KS Tools 
 
   
 
I use more than one KS tools to carry out my tasks. 1 2 3 4 5 
Different type of KS tools supports different knowledge sharing 
needs. 
1 2 3 4 5 
Each KS tool has a set of functions that support a category of 
tasks. 
1 2 3 4 5 
KS tools allow search/retrieving of knowledge. 1 2 3 4 5 
KS tools allow synthesizing, summarizing, analyzing available 
knowledge. 
1 2 3 4 5 
KS tools collaborate with colleagues for knowledge. 1 2 3 4 5 
KS tools allow colleagues to participate, communicate and 
engage with others. 
1 2 3 4 5 
KS tools improve decision making. 1 2 3 4 5 
KS tools improve quality of tasks. 1 2 3 4 5 
KS tools improve ability to exchange knowledge. 1 2 3 4 5 
Ks tools allow me to frequently deal with business problems that 
are not clearly described in my tasks. 
1 2 3 4 5 
KS tools allow me to frequently deal with ad-hoc, non-routine 
business problems in my tasks. 
1 2 3 4 5 
I can count on the KS tools to be "up" and available when I 
need it. 
1 2 3 4 5 
The KS tools I use are subject to unexpected or inconvenient 
down times which makes it harder to do my tasks. 
1 2 3 4 5 
The KS tools I use are subject to frequent problems and 
crashes. 
1 2 3 4 5 
 
The fit between Task Category and KS Tools 
 
   
 
Task delivery timeliness      
KS tools are able to meet my tasks' schedule.                                                              1 2 3 4 5 
KS tools support knowledge sharing activities to allow tasks 
completed on time.  
1 2 3 4 5 
Different type of KS tools support knowledge sharing activities 
to allow different categories of tasks to be completed on time. 
1 2 3 4 5 
Different types of KS tools are able to meet schedule of works in 
different task categories. 
1 2 3 4 5 
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Quality of task related knowledge 
 
   
 
I can get task related knowledge that is current enough to meet 
my tasks’ needs in the KS tools. 
1 2 3 4 5 
The knowledge on a specific task category is up to date. 1 2 3 4 5 
The KS tools available to me are complete with important task 
related knowledge that is very useful. 
1 2 3 4 5 
The KS tools maintain task related knowledge at an appropriate 
level of detail. 
1 2 3 4 5 
Different KS tools allow me to deal with unclear business 
problems in different category of tasks. 
1 2 3 4 5 
Different KS tools allow me to deal with ad-hoc and non-routine 
business problems in different category of tasks. 
1 2 3 4 5 
      
Ease to locate task related knowledge in KS tools 
 
   
 
It is easy to find task related knowledge on a given subject in 
KS tools. 
1 2 3 4 5 
The task related knowledge relating to my works is easy to find 
in the KS tools. 
1 2 3 4 5 
It is easy to locate knowledge on a particular issue of a task in 
KS tools. 
1 2 3 4 5 
      
Compatibility of multiple task related knowledge sources 
 
   
 
Task related knowledge maintained in the KS tools from two 
different sources is consistent. 
1 2 3 4 5 
Sometimes it is difficult to compare or consolidate task related 
knowledge from two different sources because they can be 
defined differently.  
1 2 3 4 5 
When it is necessary to compare or consolidate task related 
knowledge from different sources, I find that there may be 
unexpected or difficult inconsistencies. 
1 2 3 4 5 
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SECTION E 
 
Indicate to what extent you feel this way towards the USEFULNESS of Knowledge Sharing tools to carry out your tasks for different time frame below: 
 
Type of affect  Meaning Type of affect  Meaning 
Proud Satisfy of one’s achievements toward KS tools Scared Feeling fear 
Inspire Having the urge to use KS tools Nervous Feeling easily agitated or worries 
Determined Having a firm decision to use KS tools Afraid Feeling tense and uneasy 
Enthusiastic Show intense interest on KS tools Jittery Unable to relax 
Active  Use KS tools intensely Ashamed Felt embarrassed 
 
Very Slightly or not at all  (1) A little (2) Moderately (3) Quite a bit (4) Extremely (5) 
 
 
At this moment - now 
 
Today - at the present day 
 
Past Few Days - last few days in a week 
 
Past Week - last week 
Proud 1 2 3 4 5 
Inspired 1 2 3 4 5 
Determined 1 2 3 4 5 
Enthusiastic 1 2 3 4 5 
Active  1 2 3 4 5 
Scared 1 2 3 4 5 
Nervous 1 2 3 4 5 
Afraid 1 2 3 4 5 
Jittery 1 2 3 4 5 
Ashamed 1 2 3 4 5 
 
Proud 1 2 3 4 5 
Inspired 1 2 3 4 5 
Determined 1 2 3 4 5 
Enthusiastic 1 2 3 4 5 
Active  1 2 3 4 5 
Scared 1 2 3 4 5 
Nervous 1 2 3 4 5 
Afraid 1 2 3 4 5 
Jittery 1 2 3 4 5 
Ashamed 1 2 3 4 5 
 
Proud 1 2 3 4 5 
Inspired 1 2 3 4 5 
Determined 1 2 3 4 5 
Enthusiastic 1 2 3 4 5 
Active  1 2 3 4 5 
Scared 1 2 3 4 5 
Nervous 1 2 3 4 5 
Afraid 1 2 3 4 5 
Jittery 1 2 3 4 5 
Ashamed 1 2 3 4 5 
 
Proud 1 2 3 4 5 
Inspired 1 2 3 4 5 
Determined 1 2 3 4 5 
Enthusiastic 1 2 3 4 5 
Active  1 2 3 4 5 
Scared 1 2 3 4 5 
Nervous 1 2 3 4 5 
Afraid 1 2 3 4 5 
Jittery 1 2 3 4 5 
Ashamed 1 2 3 4 5 
 
 
Past Few Weeks - last few weeks in a month 
 
Past Month - last month 
 
Past Year - last year 
 
General – most of the time 
Proud 1 2 3 4 5 
Inspired 1 2 3 4 5 
Determined 1 2 3 4 5 
Enthusiastic 1 2 3 4 5 
Active  1 2 3 4 5 
Scared 1 2 3 4 5 
Nervous 1 2 3 4 5 
Afraid 1 2 3 4 5 
Jittery 1 2 3 4 5 
Ashamed 1 2 3 4 5 
 
Proud 1 2 3 4 5 
Inspired 1 2 3 4 5 
Determined 1 2 3 4 5 
Enthusiastic 1 2 3 4 5 
Active  1 2 3 4 5 
Scared 1 2 3 4 5 
Nervous 1 2 3 4 5 
Afraid 1 2 3 4 5 
Jittery 1 2 3 4 5 
Ashamed 1 2 3 4 5 
 
Proud 1 2 3 4 5 
Inspired 1 2 3 4 5 
Determined 1 2 3 4 5 
Enthusiastic 1 2 3 4 5 
Active  1 2 3 4 5 
Scared 1 2 3 4 5 
Nervous 1 2 3 4 5 
Afraid 1 2 3 4 5 
Jittery 1 2 3 4 5 
Ashamed 1 2 3 4 5 
 
Proud 1 2 3 4 5 
Inspired 1 2 3 4 5 
Determined 1 2 3 4 5 
Enthusiastic 1 2 3 4 5 
Active  1 2 3 4 5 
Scared 1 2 3 4 5 
Nervous 1 2 3 4 5 
Afraid 1 2 3 4 5 
Jittery 1 2 3 4 5 
Ashamed 1 2 3 4 5 
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Indicate to what extent you feel this way towards the USABILITY of Knowledge Sharing tools to carry out your tasks for different time frame below: 
 
Type of affect  Meaning Type of affect  Meaning 
Proud Satisfy of one’s achievements toward KS tools Scared Feeling fear 
Inspire Having the urge to use KS tools Nervous Feeling easily agitated or worries 
Determined Having a firm decision to use KS tools Afraid Feeling tense and uneasy 
Enthusiastic Show intense interest on KS tools Jittery Unable to relax 
Active  Use KS tools intensely Ashamed Felt embarrassed 
 
Very Slightly or not at all  (1) A little (2) Moderately (3) Quite a bit (4) Extremely (5) 
 
 
At this moment - now 
 
Today - at the present day 
 
Past Few Days - last few days in a week 
 
Past Week - last week 
Proud 1 2 3 4 5 
Inspired 1 2 3 4 5 
Determined 1 2 3 4 5 
Enthusiastic 1 2 3 4 5 
Active  1 2 3 4 5 
Scared 1 2 3 4 5 
Nervous 1 2 3 4 5 
Afraid 1 2 3 4 5 
Jittery 1 2 3 4 5 
Ashamed 1 2 3 4 5 
 
Proud 1 2 3 4 5 
Inspired 1 2 3 4 5 
Determined 1 2 3 4 5 
Enthusiastic 1 2 3 4 5 
Active  1 2 3 4 5 
Scared 1 2 3 4 5 
Nervous 1 2 3 4 5 
Afraid 1 2 3 4 5 
Jittery 1 2 3 4 5 
Ashamed 1 2 3 4 5 
 
Proud 1 2 3 4 5 
Inspired 1 2 3 4 5 
Determined 1 2 3 4 5 
Enthusiastic 1 2 3 4 5 
Active  1 2 3 4 5 
Scared 1 2 3 4 5 
Nervous 1 2 3 4 5 
Afraid 1 2 3 4 5 
Jittery 1 2 3 4 5 
Ashamed 1 2 3 4 5 
 
Proud 1 2 3 4 5 
Inspired 1 2 3 4 5 
Determined 1 2 3 4 5 
Enthusiastic 1 2 3 4 5 
Active  1 2 3 4 5 
Scared 1 2 3 4 5 
Nervous 1 2 3 4 5 
Afraid 1 2 3 4 5 
Jittery 1 2 3 4 5 
Ashamed 1 2 3 4 5 
 
 
Past Few Weeks - last few weeks in a month 
 
Past Month - last month 
 
Past Year - last year 
 
General – most of the time 
Proud 1 2 3 4 5 
Inspired 1 2 3 4 5 
Determined 1 2 3 4 5 
Enthusiastic 1 2 3 4 5 
Active  1 2 3 4 5 
Scared 1 2 3 4 5 
Nervous 1 2 3 4 5 
Afraid 1 2 3 4 5 
Jittery 1 2 3 4 5 
Ashamed 1 2 3 4 5 
 
Proud 1 2 3 4 5 
Inspired 1 2 3 4 5 
Determined 1 2 3 4 5 
Enthusiastic 1 2 3 4 5 
Active  1 2 3 4 5 
Scared 1 2 3 4 5 
Nervous 1 2 3 4 5 
Afraid 1 2 3 4 5 
Jittery 1 2 3 4 5 
Ashamed 1 2 3 4 5 
 
Proud 1 2 3 4 5 
Inspired 1 2 3 4 5 
Determined 1 2 3 4 5 
Enthusiastic 1 2 3 4 5 
Active  1 2 3 4 5 
Scared 1 2 3 4 5 
Nervous 1 2 3 4 5 
Afraid 1 2 3 4 5 
Jittery 1 2 3 4 5 
Ashamed 1 2 3 4 5 
 
Proud 1 2 3 4 5 
Inspired 1 2 3 4 5 
Determined 1 2 3 4 5 
Enthusiastic 1 2 3 4 5 
Active  1 2 3 4 5 
Scared 1 2 3 4 5 
Nervous 1 2 3 4 5 
Afraid 1 2 3 4 5 
Jittery 1 2 3 4 5 
Ashamed 1 2 3 4 5 
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Indicate to what extent you feel this way towards the INTENTION TO USE of Knowledge Sharing tools to carry out your tasks for different time frame below: 
 
Type of affect  Meaning Type of affect  Meaning 
Proud Satisfy of one’s achievements toward KS tools Scared Feeling fear 
Inspire Having the urge to use KS tools Nervous Feeling easily agitated or worries 
Determined Having a firm decision to use KS tools Afraid Feeling tense and uneasy 
Enthusiastic Show intense interest on KS tools Jittery Unable to relax 
Active  Use KS tools intensely Ashamed Felt embarrassed 
 
Very Slightly or not at all  (1) A little (2) Moderately (3) Quite a bit (4) Extremely (5) 
 
 
At this moment - now Today - at the present day Past Few Days - last few days in a week Past Week - last week 
Proud 1 2 3 4 5 
Inspired 1 2 3 4 5 
Determined 1 2 3 4 5 
Enthusiastic 1 2 3 4 5 
Active  1 2 3 4 5 
Scared 1 2 3 4 5 
Nervous 1 2 3 4 5 
Afraid 1 2 3 4 5 
Jittery 1 2 3 4 5 
Ashamed 1 2 3 4 5 
 
Proud 1 2 3 4 5 
Inspired 1 2 3 4 5 
Determined 1 2 3 4 5 
Enthusiastic 1 2 3 4 5 
Active  1 2 3 4 5 
Scared 1 2 3 4 5 
Nervous 1 2 3 4 5 
Afraid 1 2 3 4 5 
Jittery 1 2 3 4 5 
Ashamed 1 2 3 4 5 
 
Proud 1 2 3 4 5 
Inspired 1 2 3 4 5 
Determined 1 2 3 4 5 
Enthusiastic 1 2 3 4 5 
Active  1 2 3 4 5 
Scared 1 2 3 4 5 
Nervous 1 2 3 4 5 
Afraid 1 2 3 4 5 
Jittery 1 2 3 4 5 
Ashamed 1 2 3 4 5 
 
Proud 1 2 3 4 5 
Inspired 1 2 3 4 5 
Determined 1 2 3 4 5 
Enthusiastic 1 2 3 4 5 
Active  1 2 3 4 5 
Scared 1 2 3 4 5 
Nervous 1 2 3 4 5 
Afraid 1 2 3 4 5 
Jittery 1 2 3 4 5 
Ashamed 1 2 3 4 5 
 
 
Past Few Weeks - last few weeks in a month 
 
Past Month - last month 
 
Past Year - last year 
 
General – most of the time 
Proud 1 2 3 4 5 
Inspired 1 2 3 4 5 
Determined 1 2 3 4 5 
Enthusiastic 1 2 3 4 5 
Active  1 2 3 4 5 
Scared 1 2 3 4 5 
Nervous 1 2 3 4 5 
Afraid 1 2 3 4 5 
Jittery 1 2 3 4 5 
Ashamed 1 2 3 4 5 
 
Proud 1 2 3 4 5 
Inspired 1 2 3 4 5 
Determined 1 2 3 4 5 
Enthusiastic 1 2 3 4 5 
Active  1 2 3 4 5 
Scared 1 2 3 4 5 
Nervous 1 2 3 4 5 
Afraid 1 2 3 4 5 
Jittery 1 2 3 4 5 
Ashamed 1 2 3 4 5 
 
Proud 1 2 3 4 5 
Inspired 1 2 3 4 5 
Determined 1 2 3 4 5 
Enthusiastic 1 2 3 4 5 
Active  1 2 3 4 5 
Scared 1 2 3 4 5 
Nervous 1 2 3 4 5 
Afraid 1 2 3 4 5 
Jittery 1 2 3 4 5 
Ashamed 1 2 3 4 5 
 
Proud 1 2 3 4 5 
Inspired 1 2 3 4 5 
Determined 1 2 3 4 5 
Enthusiastic 1 2 3 4 5 
Active  1 2 3 4 5 
Scared 1 2 3 4 5 
Nervous 1 2 3 4 5 
Afraid 1 2 3 4 5 
Jittery 1 2 3 4 5 
Ashamed 1 2 3 4 5 
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THANK YOU 
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APPENDIX 2 G Power Analysis 
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APPENDIX 3 Cross loadings for all constructs 
 
  ATT_G BI_J PU_I PEOU_H TCKfit_MNOP 
G1 0.79 0.58 0.63 0.47 0.46 
G2 0.76 0.55 0.60 0.38 0.47 
G3 0.81 0.57 0.61 0.51 0.48 
G4 0.81 0.55 0.60 0.61 0.43 
G5 0.82 0.57 0.59 0.48 0.41 
G6 0.80 0.58 0.61 0.47 0.53 
G7 0.80 0.61 0.59 0.44 0.48 
H2 0.50 0.38 0.44 0.81 0.32 
H3 0.55 0.43 0.42 0.81 0.39 
H4 0.38 0.35 0.33 0.75 0.35 
H5 0.34 0.38 0.32 0.75 0.33 
H6 0.56 0.43 0.46 0.84 0.39 
H7 0.44 0.36 0.45 0.75 0.32 
H8 0.46 0.42 0.47 0.74 0.42 
H9 0.47 0.42 0.49 0.81 0.36 
I1 0.68 0.61 0.87 0.46 0.53 
I2 0.67 0.60 0.88 0.46 0.56 
I3 0.63 0.58 0.87 0.48 0.58 
I4 0.61 0.61 0.82 0.47 0.55 
I5 0.62 0.60 0.76 0.46 0.43 
I6 0.60 0.60 0.85 0.42 0.53 
I7 0.64 0.64 0.83 0.47 0.55 
J1 0.66 0.81 0.62 0.41 0.48 
J2 0.61 0.84 0.62 0.45 0.54 
J3 0.55 0.82 0.53 0.40 0.49 
J4 0.57 0.80 0.59 0.41 0.52 
J5 0.60 0.87 0.59 0.44 0.53 
J6 0.60 0.85 0.62 0.44 0.51 
J7 0.54 0.79 0.57 0.38 0.46 
M1 0.52 0.55 0.55 0.36 0.77 
M2 0.51 0.53 0.56 0.38 0.75 
M3 0.49 0.53 0.54 0.35 0.77 
M4 0.49 0.55 0.52 0.34 0.79 
N1 0.50 0.52 0.50 0.35 0.77 
N2 0.41 0.46 0.46 0.36 0.79 
N3 0.46 0.44 0.46 0.35 0.78 
N5 0.41 0.42 0.44 0.31 0.78 
N6 0.42 0.41 0.42 0.31 0.78 
O1 0.38 0.38 0.42 0.38 0.75 
O2 0.37 0.40 0.45 0.39 0.74 
O3 0.36 0.38 0.39 0.32 0.73 
P1 0.35 0.34 0.44 0.35 0.71 
P3 0.35 0.40 0.42 0.32 0.59 
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APPENDIX 4 Summary of the evaluation of Reflective Measurement Model 
 
Constructs Indicators Outer 
Loadings  
Indicator 
reliability 
CR Cronbach’s 
alpha 
AVE  
 
Discriminant 
validity? 
A* B* 
PU_I I1 0.874 0.764 0.945 0.932 0.710 Y Y 
I2 0.884 0.781 
I3 0.869 0.755 
I4 0.82 0.672 
I5 0.762 0.581 
I6 0.854 0.729 
I7 0.832 0.692 
PEOU_H H2 0.824 0.679 0.926 0.909 0.612 Y Y 
H3 0.802 0.643 
H4 0.75 0.563 
H5 0.738 0.545 
H6 0.832 0.692 
H7 0.756 0.572 
H8 0.723 0.523 
H9 0.795 0.632 
ATT_G G1 0.792 0.627 0.925 0.906 0.639 Y Y 
G2 0.764 0.584 
G3 0.812 0.659 
G4 0.809 0.654 
G5 0.821 0.674 
G6 0.795 0.632 
G7 0.798 0.637 
BI_J J1 0.811 0.658 0.937 0.922 0.682 Y Y 
J2 0.841 0.707 
J3 0.818 0.669 
J4 0.8 0.640 
J5 0.869 0.755 
J6 0.851 0.724 
J7 0.788 0.621 
TCKfit_MN
OP 
M1 0.764 0.584 0.947 0.940 0.563 Y Y 
M2 0.738 0.545 
M3 0.748 0.560 
M4 0.781 0.610 
N2 0.793 0.629 
N3 0.779 0.607 
N4 0.766 0.587 
N5 0.774 0.599 
N6 0.784 0.615 
O1 0.741 0.549 
O2 0.73 0.533 
O3 0.734 0.539 
P1 0.702 0.493 
P3 0.609 0.371 
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APPENDIX 5 Convergence Validity test using Global Indicator 
 
Constructs Redundancy test outcomes 
KS Tool The path coefficient of global item for KS tools is 0.791 which is 
slightly lower than the threshold of 0.80. Since, 0.791 is marginally 
lower than 0.80 with a value of 0.009 hence based on the theory, it 
provides support to the formative construct's convergent validity 
and is significant to explain this construct.   
Task Category The path coefficient of global item for task category is 0.716 which 
is lower than the threshold of 0.80 with a difference of 0.084. 
However, based on the existing theory and instrument adapted, 
these formative indicators will be retained.   
Management 
Support 
The path coefficient of global item for management support is 
0.782 which is lower than the 0.80 threshold value. Since 0.782 is 
marginally lower than 0.80 with a value of 0.018 hence based on 
the theory, it provides support to the formative construct's 
convergent validity and is significant to explain this construct.  
Hence the formative indicators are retained. 
Social Factors The path coefficient of global item for social factors is 0.799 which 
is slightly lower than the 0.80 threshold value. Since 0.799 is 
marginally lower than 0.80 therefore based on the theory, it 
provides support to the formative construct's convergent validity 
and it is significant to explain this construct.  
Facilitating factors 
 
The path coefficient of global item for facilitating factors is 0.705 
which is lower than 0.80 threshold. The 0.705 is significantly lower 
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than 0.80 with a value of 0.095. However, based on the existing 
theory and instrument, these formative indicators will be retained.   
Extrinsic reward 
 
The path coefficient of global item for extrinsic reward is 0.937 
which is higher than 0.80 threshold, thus providing support to the 
formative construct's convergent validity and is significant to 
explain this construct.  
Intrinsic Reward The path coefficient of global item for intrinsic reward is 0.822 
which is higher than 0.80 threshold, thus providing support to the 
formative construct's convergent validity and is significant to 
explain this construct. 
Trust The path coefficient of global item for trust is 0.790 which is 
slightly lower than the 0.80 threshold value. Since 0.790 is 
marginally lower than 0.80 with a value of 0.01 hence based on the 
theory, it provides support to the formative construct's convergent 
validity and is significant to explain this construct.  
Positive Affect on 
Perceived 
Usefulness 
 
The path coefficient of global item for positive affect on perceived 
usefulness is 0.728 which is lower than 0.80 threshold. However, 
0.728 is marginally lower than 0.80 with a value of 0.072. Hence, 
based on the theory, it provides support to the formative construct's 
convergent validity and is significant to explain this construct. 
Negative Affect on 
Perceived 
Usefulness 
 
The path coefficient of global item for negative affect on perceived 
usefulness is 0.936 which is higher than 0.80 threshold therefore it 
provides support to the formative construct's convergent validity 
and is significant to explain this construct.  
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Positive Affect on 
Perceived Ease of 
Use 
 
The path coefficient of global item for positive affect on perceived 
ease of use is 0.817 which is higher than 0.80 threshold therefore it 
provides support to the formative construct's convergent validity 
and is significant to explain this construct.  
Negative Affect on 
Perceived Ease of 
Use 
 
The path coefficient of global item for negative affect on perceived 
ease of use is 0.970 which is higher than 0.80 threshold therefore it 
provides support to the formative construct's convergent validity 
and is significant to explain this construct.  
Positive Affect on 
Behavioral 
Intention 
 
The path coefficient of global item for positive affect on behavioral 
intention is 0.811 which is higher than 0.80 threshold therefore it 
provides support to the formative construct's convergent validity 
and is significant to explain this construct.  
Negative Affect on 
Behavioral 
Intention 
 
The path coefficient of global item for negative affect on behavioral 
intention is 0.926 which is higher than 0.80 threshold therefore it 
provides support to the formative construct's convergent validity 
and is significant to explain this construct.  
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APPENDIX 6 Formative construct significant level 
 
Items Outer 
weights 
Outer 
loadings 
t values  P 
values 
Significance 
level 
Confidence 
intervals 
Task category K1 0.15 0.65 1.11 0.27 NS -0.12 0.43 
K2 0.28 0.72 1.98 0.05 S -0.01 0.55 
K3 0.11 0.58 0.83 0.41 NS -0.17 0.36 
K4 -0.09 0.59 0.68 0.50 NS -0.37 0.17 
K5 0.55 0.88 4.29 0.00 S 0.28 0.79 
K6 0.26 0.80 1.77 0.08 S -0.04 0.52 
KS tools L1 0.23 0.67 2.50 0.01 S 0.05 0.41 
L2 0.02 0.23 0.30 0.77 NS -0.18 0.10 
L3 0.03 0.66 0.31 0.76 NS -0.14 0.21 
L4 0.09 0.72 0.98 0.33 NS -0.09 0.27 
L5 0.24 0.81 2.79 0.01 S 0.07 0.40 
L6 0.13 0.71 1.45 0.15 NS -0.05 0.29 
L7 -0.12 0.61 1.12 0.26 NS -0.33 0.08 
L8 0.03 0.68 0.33 0.74 NS -0.14 0.20 
L9 0.23 0.77 2.45 0.01 S 0.04 0.40 
L10 0.04 0.65 0.41 0.68 NS -0.14 0.22 
L11 0.16 0.73 1.96 0.05 S -0.01 0.30 
L12 0.06 0.69 0.88 0.38 NS -0.07 0.20 
L13 0.16 0.74 2.27 0.02 S 0.03 0.31 
L14 -0.03 0.49 0.36 0.72 NS -0.19 0.12 
L15 0.17 0.43 2.21 0.03 S 0.01 0.31 
Management 
Support 
A1 0.21 0.61 1.16 0.25 NS -0.15 0.55 
A2 -0.07 0.66 0.31 0.75 NS -0.50 0.42 
A3 0.53 0.85 2.25 0.02 S 0.01 0.94 
A4 -0.01 0.58 0.04 0.97 NS -0.38 0.36 
A5 0.13 0.53 0.77 0.44 NS -0.22 0.45 
A6 -0.03 0.60 0.14 0.89 NS -0.43 0.35 
A7 0.52 0.81 2.97 0.00 S 0.12 0.81 
Social Factors B1 0.18 0.72 1.38 0.17 NS -0.11 0.41 
B2 0.15 0.73 1.08 0.28 NS -0.13 0.42 
B3 0.40 0.80 3.82 0.00 S 0.20 0.61 
B4 0.03 0.62 0.26 0.80 NS -0.19 0.25 
B5 0.16 0.70 1.53 0.13 NS -0.06 0.36 
B6 0.13 0.68 1.05 0.29 NS -0.14 0.36 
B7 0.18 0.74 1.35 0.18 NS -0.09 0.42 
B8 0.05 0.56 0.47 0.64 NS -0.16 0.24 
B9 0.10 0.60 0.89 0.37 NS -0.12 0.34 
Facilitating 
Conditions 
C1 0.78 0.88 6.10 0.00 S 0.50 1.00 
C2 -0.02 0.52 0.11 0.91 NS -0.33 0.29 
C3 0.52 0.69 2.83 0.01 S 0.12 0.84 
C4 -0.06 0.65 0.30 0.77 NS -0.43 0.33 
Extrinsic 
Reward 
D1 0.73 0.84 2.83 0.01 S 0.11 1.05 
D2 -0.14 0.29 0.36 0.72 NS -0.88 0.63 
D3 -0.63 0.28 1.05 0.29 NS -1.65 0.73 
D4 0.43 0.38 0.86 0.39 NS -0.70 1.28 
D5 0.56 0.78 2.25 0.02 S -0.04 0.93 
Intrinsic 
Reward 
E1 0.39 0.86 3.27 0.00 S 0.16 0.63 
E2 0.21 0.83 1.42 0.16 NS -0.10 0.48 
E3 -0.13 0.68 0.91 0.36 NS -0.40 0.16 
E4 0.20 0.81 1.42 0.16 NS -0.09 0.47 
E5 0.47 0.88 4.46 0.00 S 0.25 0.67 
Trust F1 -0.06 0.76 0.43 0.67 NS -0.32 0.20 
F2 0.39 0.86 3.09 0.00 S 0.14 0.65 
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F3 0.39 0.87 2.88 0.00 S 0.12 0.65 
F4 0.12 0.80 0.77 0.44 NS -0.17 0.44 
F5 0.33 0.84 2.28 0.02 S 0.02 0.58 
Affect - PA 
NA Perceive 
Usefulness 
AA1A 0.24 0.76 1.28 0.20 NS -0.14 0.60 
AA1B 0.02 0.64 0.12 0.91 NS -0.33 0.37 
AA1C 0.20 0.78 1.01 0.31 NS -0.24 0.52 
AA1D 0.45 0.90 2.44 0.02 S 0.09 0.82 
AA1E 0.24 0.79 1.54 0.13 NS -0.13 0.65 
AA1F 0.40 0.78 0.62 0.53 NS -1.10 1.34 
AA1G -0.38 0.79 0.45 0.65 NS -1.81 1.53 
AA1H 1.24 0.89 1.24 0.22 NS -1.71 2.16 
AA1I 0.33 0.77 0.43 0.67 NS -1.30 1.63 
AA1J -0.75 0.50 0.92 0.36 NS -1.63 1.40 
Affect - PA 
NA Perceive 
Ease of Use 
BB1A 0.22 0.75 1.02 0.31 NS -0.15 0.64 
BB1B 0.35 0.79 1.75 0.08 NS -0.08 0.73 
BB1C -0.31 0.63 1.34 0.18 NS -0.74 0.15 
BB1D 0.07 0.64 0.29 0.77 NS -0.44 0.47 
BB1E 0.76 0.93 4.69 0.00 S 0.40 1.04 
BB1F 1.31 0.89 2.79 0.01 S 0.16 1.86 
BB1G -0.74 0.53 1.34 0.18 NS -1.62 0.42 
BB1H 0.94 0.63 0.99 0.32 NS -1.39 2.48 
BB1I 0.12 0.65 0.26 0.80 NS -0.68 1.04 
BB1J -0.89 0.50 1.42 0.16 NS -1.90 0.61 
Affect - PA 
NA 
Behavioral 
Intention 
CC1A 0.35 0.82 2.41 0.02 S 0.06 0.63 
CC1B 0.10 0.80 0.48 0.63 NS -0.31 0.50 
CC1C 0.35 0.85 1.96 0.05 S -0.02 0.70 
CC1D -0.11 0.71 0.56 0.58 NS -0.50 0.26 
CC1E 0.48 0.85 3.07 0.00 S 0.13 0.75 
CC1F -0.17 0.62 0.28 0.78 NS -1.40 1.16 
CC1G 0.96 0.81 2.12 0.04 S -0.14 1.64 
CC1H 0.83 0.80 1.55 0.12 NS -0.50 1.55 
CC1I 0.22 0.67 0.39 0.70 NS -0.90 1.29 
CC1J -0.99 0.48 1.88 0.06 NS -1.84 0.17 
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APPENDIX 7 Adapted Instrument 
 
Constructs Sources Adopted Instrument Adapted Instrument 
Management Support Shih & Huang (2009), Rouibah 
(2009), Chang & Cheung (2001), 
Chang (2004) and Hsu & Chuan 
(2008) 
Management encourages 
knowledge sharing among 
employees. 
Management provides full 
support on the use of technology. 
Management acknowledges that 
KS practices contribute to 
organization performance. 
Management views knowledge 
sharing as part of the employee’s 
KPI. 
Management provides incentive 
scheme to encourage the use of 
technology. 
Current management policies and 
guidelines are based on the use of 
technology. 
Management enforces the use of 
technology. 
Management encourages 
knowledge sharing among 
employees. 
Management provides full 
support on the use of KS tools. 
Management acknowledges that 
KS practices contribute to 
organization performance. 
Management views knowledge 
sharing as part of the employee’s 
KPI. 
Management provides incentive 
scheme to encourage the use of 
KS tools. 
Current management policies and 
guidelines are based on the use of 
KS tools. 
Management enforces the use of 
KS tools. 
Social Factor Yang & Choi (2001), Avlonitis & 
Panagopoulos (2005), Hsu & 
Chuan (2008) and Ashforth & 
Mael (1989) 
My supervisors require me to use 
technology. 
My peers require me to use 
technology. 
My supervisors require me to use 
KS tools. 
My peers require me to use KS 
tools. 
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I would use KS tools without 
pressure from external social 
factors (such as the trend of 
technology and the acceptance of 
technology needed by the 
industry). 
People who are important to me 
think that I should participate in 
technology user group. 
People who influence my 
behavior encourage me to 
participate in using technology. 
Using technology would enhance 
my chance to meet others who 
have common domain 
knowledge. 
Members of technology user 
group keep close ties with each 
other, which is a communication 
channel to share experience and 
information. 
Members in my technology user 
group have a strong sense of 
belonging to “one group”. 
I am so proud of being a member 
of technology user group. 
I would use KS tools without 
pressure from external social 
factors (such as the trend of 
technology and the acceptance of 
technology needed by the 
industry). 
People who are important to me 
think that I should participate in 
KS tools user group. 
People who influence my 
behavior encourage me to 
participate in using KS tools. 
Using KS tools would enhance 
my chance to meet others who 
have common domain 
knowledge. 
Members of KS tools user group 
keep close ties with each other, 
which is a communication 
channel to share experience and 
information. 
Members in my KS tools user 
group have a strong sense of 
belonging to “one group”. 
I am so proud of being a member 
of KS tools user group. 
Facilitating Conditions Terzis et al. (2011), Chang 
(2004) and Chang & Cheung 
(2001) 
The technology is readily 
available to me when I need it.  
The KS tools are readily 
available to me when I need it.  
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A Knowledge officer is available 
for assistance when technology 
users face difficulties. 
The technology user manual is 
available to me whenever I need 
it  
The technology process and 
systems installed by the company 
support the use of technology. 
A Knowledge officer is available 
for assistance when KS tools 
users face difficulties. 
The KS tools user manual is 
available to me whenever I need 
it  
The KS tools process and 
systems installed by the company 
support the use of KS tools. 
Extrinsic Reward Lin (2007), Kankanhalli , Tan & 
Wei (2005), Bock et al. (2005) 
and Hau et al. (2013) 
I am being publicly 
acknowledged because I use 
technology. 
I am rewarded with gifts and 
money because I use technology. 
I will receive higher salary in 
return for using technology. 
I will receive higher bonus in 
return for using technology. 
When I share knowledge on 
technology with colleagues I 
expect to receive knowledge in 
return. 
I am being publicly 
acknowledged because I use KS 
tools. 
I am rewarded with gifts and 
money because I use KS tools. 
I will receive higher salary in 
return for using KS tools. 
 Will receive higher bonus in 
return for using KS tools. 
When I share knowledge on KS 
tools with colleagues I expect to 
receive knowledge in return. 
Intrinsic Reward Lin (2007) and Spreitzer (1995) I want to use technology to create 
knowledge required by my job. 
I want to use technology to share 
knowledge due to my expertise. 
I want to use KS tools to create 
knowledge required by my job. 
I want to use KS tools to share 
knowledge due to my expertise. 
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I am satisfied if I use technology 
to contribute knowledge for my 
organization. 
I am confident in my ability to 
use technology that others in my 
organization consider valuable. 
I have the expertise required to 
provide valuable knowledge on 
technology usage for my 
organization. 
I am satisfied if I use KS tools to 
contribute knowledge for my 
organization. 
I am confident in my ability to 
use KS tools that others in my 
organization consider valuable. 
I have the expertise required to 
provide valuable knowledge on 
KS tools usage for my 
organization. 
Trust Gefen et al. (2003), Lin (2007), 
Ho et al. (2012), Ozlati (2012) 
and Hsu et al. (2008) 
I share knowledge on technology 
due to trust. 
I share knowledge on technology 
due to confident with the tools. 
I share knowledge on technology 
because I have confidence on 
knowledge posted by others. 
I share knowledge on technology 
because I want my peers to use 
my information. 
I share knowledge on technology 
because I am not afraid of 
competitiveness. 
I share knowledge on KS tools 
due to trust. 
I share knowledge on KS tools 
due to confident with the tools. 
I share knowledge on KS tools 
because I have confidence on 
knowledge posted by others. 
I share knowledge on KS tools 
because I want my peers to use 
my information. 
I share knowledge on KS tools 
because I am not afraid of 
competitiveness. 
Perceived Ease of Use Davis et al. (1989), Gardner & 
Amoroso (2004), Lederer et al. 
(2000), Hung (2004) and Hsu 
(2008) 
Learning to operate applications 
is easy for me. 
It is easy to get applications to do 
what I want it to do. 
Using KS tools without expert’s 
help is possible. 
Learning to operate KS tools is 
easy for me. 
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Using applications require very 
little mental effort. 
My interaction with applications 
interface is clear and 
understandable. 
I found that applications interface 
to be flexible to interact with. 
It is easy to become skillful at 
using applications. 
It is easy to get KS tools to do 
what I want it to do. 
Learning to use KS tools takes 
very little time. 
Using KS tools require very little 
mental effort. 
My interaction with KS Tools 
interface is clear and 
understandable. 
I found that KS Tools interface to 
be flexible to interact with. 
It is easy to find knowledge on 
the KS Tools. 
It is easy to become skillful at 
using KS Tools. 
Perceived Usefulness Using applications improve my 
task quality. 
Using applications improve my 
performance. 
Using applications enable me to 
accomplish task more quickly. 
Using applications increase my 
productivity. 
I found using applications useful. 
Using KS tools improve my task 
quality. 
Using KS tools improve my 
performance. 
Using KS tools enable me to 
accomplish task more quickly. 
Using KS tools enable me to have 
more accurate information to 
complete my tasks. 
Using KS tools enable me to have 
access to a lot of useful 
knowledge. 
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Using KS tools increase my 
productivity. 
I found using KS tools useful. 
Attitude toward KS tools Usage Using applications benefits me 
because it helps me to complete 
the tasks given to me. 
I have a favorable attitude toward 
using applications to do tasks 
given to me. 
Using applications to complete 
tasks is a wise idea. 
I have positive attitude toward 
using applications. 
Using KS Tools benefits me 
because it helps me to complete 
the tasks given to me. 
Using KS Tools to complete 
tasks give pleasant experience to 
me. 
I’m comfortable to use KS Tools 
to seek knowledge that I need. 
I have a favorable attitude toward 
using KS tools to do tasks given 
to me. 
It is a good idea to use KS Tools 
for knowledge sharing with 
peers. 
Using KS Tools to complete 
tasks is a wise idea. 
I have positive attitude toward 
using KS Tools. 
Behavioral Intention to use KS tools I will strongly recommend others 
to use applications to complete 
their tasks. 
I intend to be a heavy user of 
applications. 
I intend to use KS Tools on a 
regular basis to share knowledge 
in the future. 
I will strongly recommend others 
to use KS tools to complete their 
tasks. 
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I intend to use applications to 
seek different knowledge for 
different tasks. 
I intend to use different 
applications to seek knowledge 
for different tasks. 
I intend to seek knowledge using 
KS tools frequently. 
I intend to be a heavy user of KS 
tools. 
I intend to use KS tools to seek 
knowledge for my needs. 
I intend to use KS tools to seek 
different knowledge for different 
tasks. 
I intend to use different KS tools 
to seek knowledge for different 
tasks. 
 
Task Category Goodhue & Thompson (1995); 
Campbell (1980) 
 
 
 
 
 
 
 
 
The tasks I do always involve 
sharing knowledge with other 
departments. 
The results of tasks I completed 
are dependent on efforts of others 
within my department. 
The results of my tasks are 
dependent on the efforts of 
people from other departments. 
The tasks I deal with frequently 
involve more than one business 
functions. 
 
The tasks I do always involve 
sharing knowledge with other 
departments. 
The results of tasks I completed 
are dependent on efforts of others 
within my department. 
The results of my tasks are 
dependent on the efforts of 
people from other departments. 
The tasks I deal with frequently 
involve more than one business 
functions. 
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The tasks I deal with frequently 
use more than one type of KS 
tools. 
The works assigned to me 
involve more than one category 
of tasks. 
Knowledge Sharing Tools I use more than one technology to 
carry out my tasks. 
Technologies collaborate with 
colleagues for knowledge. 
Technologies allow colleagues to 
participate, communicate, and 
engage with others. 
Technologies improve quality of 
tasks. 
The technology I use are subject 
to unexpected or inconvenient 
down times, which make it harder 
to do my tasks. 
The technology I use are subject 
to frequent problems and crashes. 
I use more than one KS tools to 
carry out my tasks. 
Different type of KS tools 
supports different knowledge 
sharing needs. 
Each KS tool has a set of 
functions that support a category 
of tasks. 
KS tools allow search/retrieving 
of knowledge. 
KS tools allow synthesizing, 
summarizing, analyzing 
available knowledge. 
KS tools collaborate with 
colleagues for knowledge. 
KS tools allow colleagues to 
participate, communicate, and 
engage with others. 
KS tools improve decision-
making. 
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KS tools improve quality of 
tasks. 
KS tools improve ability to 
exchange knowledge. 
Ks tools allow me to frequently 
deal with business problems that 
are not clearly described in my 
tasks. 
KS tools allow me to frequently 
deal with ad-hoc, non-routine 
business problems in my tasks. 
I can count on the KS tools to be 
"up" and available when I need it. 
The KS tools I use are subject to 
unexpected or inconvenient 
down times, which make it harder 
to do my tasks. 
The KS tools I use are subject to 
frequent problems and crashes. 
Task Category and KS Tools Fit IS , to my knowledge,  meets its 
production schedule such as 
report delivery and running 
scheduled jobs.  
Regular IS activities (such as 
printed report, delivery or 
running scheduled jobs) are 
completed on time. 
KS tools are able to meet my 
tasks' schedule.  
KS tools support knowledge-
sharing activities to allow tasks 
completed on time.  
Different type of KS tools 
support knowledge sharing 
activities to allow different 
  
 
398 
I can’t get data that is current 
enough to meet my business 
needs. 
The data is up to date enough for 
my purposes. 
The data maintained by the 
cooperation or division is pretty 
much what I need to carry out my 
tasks. 
The computer systems available 
to me are missing critical data 
that would be very useful to me 
in my job. 
The company maintains data at 
an appropriate level of detail for 
my groups’ tasks. 
Sufficiently detailed data is 
maintained by the cooperation. 
It is easy to find out what data of 
cooperation maintains on a given 
subject. 
It is easy to locate cooperate or 
divisional data on a particular 
issue, even if I haven’t used that 
data before. 
The exact definition of data fields 
relating to my task is easy to find 
out. 
categories of tasks to be 
completed on time. 
Different types of KS tools are 
able to meet schedule of works in 
different task categories. 
I can get task related knowledge 
that is current enough to meet my 
tasks’ needs in the KS tools. 
The knowledge on a specific task 
category is up to date. 
The KS tools available to me are 
complete with important task 
related knowledge that is very 
useful. 
The KS tools maintain task 
related knowledge at an 
appropriate level of detail. 
Different KS tools allow me to 
deal with unclear business 
problems in different category of 
tasks. 
Different KS tools allow me to 
deal with ad-hoc and non-routine 
business problems in different 
category of tasks. 
It is easy to find task related 
knowledge on a given subject in 
KS tools. 
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On the reports or systems, I deal 
with, the exact meaning of the 
data elements is either obvious or 
easy to find out. 
There are times when I find that 
supposedly equivalent data from 
two different sources is 
inconsistent. 
Sometimes it is difficult for me to 
compare and consolidate data 
from two different sources 
because the data is define 
differently. 
When its necessarily compare or 
consolidate data from different 
sources, I find that they maybe 
unexpected or difficult 
inconsistencies. 
 
The task related knowledge 
relating to my works is easy to 
find in the KS tools. 
It is easy to locate knowledge on 
a particular issue of a task in KS 
tools. 
Task related knowledge 
maintained in the KS tools from 
two different sources is 
consistent. 
Sometimes it is difficult to 
compare or consolidate task 
related knowledge from two 
different sources because they 
can be defined differently.  
When it is necessary to compare 
or consolidate task related 
knowledge from different 
sources, I find that there may be 
unexpected or difficult 
inconsistencies. 
Role of Affect for Perceived Usefulness Watson, Clark & Tellegen (1988) 
and Perlusz (2004) 
 
 
 
 
1.Proud 
2. Inspire 
3.Determine 
4.Enthusiastic 
5. Active 
6. Scared 
Indicate to what extent you feel 
this way towards the usefulness 
of knowledge sharing tools to 
carry out your tasks for different 
time frame : 
1.Proud 
2. Inspire 
3.Determine 
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7. Nervous 
8. Afraid 
9. Jittery 
10.Ashamed 
 
4.Enthusiastic 
5. Active 
6. Scared 
7. Nervous 
8. Afraid 
9. Jittery 
10.Ashamed 
 
Role of Affect for Perceived Ease of Use (or 
Usability) 
1.Proud 
2. Inspire 
3.Determine 
4.Enthusiastic 
5. Active 
6. Scared 
7. Nervous 
8. Afraid 
9. Jittery 
10.Ashamed 
Indicate to what extent you feel 
this way towards the usability of 
knowledge sharing tools to carry 
out your tasks for different time 
frame : 
1.Proud 
2. Inspire 
3.Determine 
4.Enthusiastic 
5. Active 
6. Scared 
7. Nervous 
8. Afraid 
9. Jittery 
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10.Ashamed 
Role of Affect for Behavioral Intention to Use KS 
tools 
1.Proud 
2. Inspire 
3.Determine 
4.Enthusiastic 
5. Active 
6. Scared 
7. Nervous 
8. Afraid 
 
Indicate to what extent you feel 
this way towards the intention to 
use of knowledge sharing tools to 
carry out your tasks for different 
time frame : 
1.Proud 
2. Inspire 
3.Determine 
4.Enthusiastic 
5. Active 
6. Scared 
7. Nervous 
8. Afraid 
9. Jittery 
10.Ashamed 
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