We investigate the range of applicability of a model for the real-space power spectrum based on N-body dynamics and a (quadratic) Lagrangian bias expansion. This combination uses the highly accurate particle displacements that can be efficiently achieved by modern N-body methods with a symmetries-based bias expansion which describes the clustering of any tracer on large scales. We show that at low redshifts, and for moderately biased tracers, the substitution of N-body-determined dynamics improves over an equivalent model using perturbation theory by more than a factor of two in scale, while at high redshifts and for highly biased tracers the gains are more modest. This hybrid approach lends itself well to emulation. By removing the need to identify halos and subhalos, and by not requiring any galaxy-formation-related parameters to be included, the emulation task is significantly simplified at the cost of modeling a more limited range in scale.
INTRODUCTION
The study of the form and evolution of the large-scale structure in the Universe is one of the most promising probes of cosmology and fundamental physics (Weinberg et al. 2013; Amendola et al. 2018 ). One of the major difficulties in interpreting data from large-scale structure surveys is that we measure a biased tracer of the non-linear density perturbations (and, for some surveys, in redshift space). The combination of non-linear evolution and the non-linear dependence of galaxy bias makes robust inferences difficult.
The non-linearity of the dark matter field does not itself pose insurmountable difficulties. On quasi-linear scales perturbation theory provides an accurate solution (see Vlah et al. 2016; Ivanov et al. 2019; D'Amico et al. 2019, for recent examples) . Further, the evolution of dark matter particles under gravity from known initial conditions is a well posed numerical problem which can be solved with high accuracy and efficiency with modern N-body codes (Springel 2005; Habib et al. 2016; Garrison et al. 2018 ). With care, percent level accuracy on the low order statistics of the density field can be obtained (Heitmann et al. 2008; Schneider et al. 2016) , and interpolation formulae ('emulators') can be devised to provide predictions as a function of cosmological model (Heitmann et al. 2009 Lawrence et al. 2010; Zhai et al. 2019; Knabenhans et al. 2019; Wibking et al. 2019) .
By contrast the behavior of the baryonic component, including hydrodynamics, star and black hole formation and feedback, remains a challenge. Despite decades of progress in models, numerical algorithms, codes and computers a quantitative understanding of the translation from mass to light continues to elude us. However, on sufficiently large scales all of these complexities can be parameterized by a series of numbers, the bias expansion, in a way that is informed by the symmetries of the underlying laws rather than the details of the specific processes that act (see e.g. Desjacques et al. 2018 , for a recent review). This symmetries-based approach serves as a counterpoint to the "halo model" approach (e.g. Wechsler & Tinker 2018) , which seeks to parameterize the manner in which galaxies inhabit halos of a given mass (and other properties). While the latter offers us a fuller picture, which is more closely tied to the underlying physics, the former provides a fully flexible parameterization that captures the relevant effects on the large scales relevant to much cosmological inference (i.e. on scales where the observed density field is still highly correlated with the early-Universe density field and the present day matter field).
A symmetries-based bias expansion is now quite common in theories which treat the dynamics perturbatively (Vlah et al. 2016; Ivanov et al. 2019; D'Amico et al. 2019) , however the halo model approach is still more common in simulation-based approaches (see e.g. Favole et al. 2019; Wibking et al. 2019; Zentner et al. 2019; Zhai et al. 2019, for recent examples) . The purpose of this paper is to investigate the combination of the robust, symmetries-based bias expansion with the (well behaved) N-body solution to the dynamics. Both the bias expansion and the N-body solution represent controlled approximations which can be made increasingly accurate given sufficient parameters and computational resources. Further, the number of parameters and computational cost for a fixed accuracy can be lower than for many other schemes on the scales of relevance to nextgeneration large-scale structure surveys.
In this first paper we shall investigate how well a quadratic Lagrangian bias model, coupled with a "full" N-body dynamical model, can predict the real-space power spectrum of halos and mock galaxies. Though the method can be straightforwardly extended to higher order in the bias (albiet with a large increase in the number of parameters that need to be included) and to configuration space, redshift space and higher order statistics, we focus first on the real-space power spectrum both because it is the simplest statistic and because it is of interest in interpreting projected statistics such as angular clustering and lensing (either of the CMB or of galaxies). Recent related work on the accuracy of the Lagrangian bias expansion at the field level has appeared in Schmittfull et al. (2018) ; Modi et al. (2019a) and for Eulerian fields in Werner & Porciani (2019) .
The outline of the paper is as follows: in the next section ( §2) we introduce our (Lagrangian) bias expansion. In §3 we describe the N-body simulations which we use to compute our basis spectra and to test the performance of the model. Our results are presented in §4. We present our conclusions and comment upon future directions in §5.
THE BIAS EXPANSION
In this paper we shall work within the context of Lagrangian bias, as formulated by Matsubara (2008) . In such a prescription the (smoothed) initial distribution of tracers (e.g. halos or galaxies) is obtained by "weighting" fluid elements by a functional, F , of the local initial conditions in the neighborhoods of their initial (or Lagrangian) positions, q. As long as we choose a sufficiently early time the fluctuations should be small and we can Taylor expand F . We shall work to second order in the bias expansion and thus each particle in our N-body simulation will carry a weight w(q) = F δL(q), δ 2 L (q), ∇ 2 δL(q), s 2 (q) = 1 + b1δL(q) + b2 δ 2 L (q) − δ 2 L (q) + bs s 2 (q) − s 2 (q) + b∇∇ 2 δL(q).
(1)
where s 2 (q) is the (squared) shear field. As is conventional, we define the linear overdensity, δL, by its linearly-evolved value at the observed redshift, i.e. δL = D(z)δL,0, where D(z) is the growth factor (normalized to unity at z = 0). Other conventions amount to a rescaling of the bias parameters, bi. The arguments of F are all of the terms, to second order, allowed by symmetry and are to be interpreted as smoothed fields 1 . In general, the bias expansion quantifies the local response of the galaxy overdensity to longwavelength density perturbations and will not hold to arbitrarily small scales. To lowest order, the effects of smoothing, as well as any "non-local" behaviors, are captured by the derivative bias b∇. We shall use the 'natural' smoothing of our simulation grids (0.75 h −1 Mpc), and comment upon this later (see also Aviles 2018) . Going to higher order in the bias expansion requires the addition of many more terms, with cubic order already doubling the number of coefficients (Lazeyras & Schmidt 2018; Abidi & Baldauf 2018) .
The biased density field, δ B (x), is then obtained by advecting the particles to their present day position, i.e.
where Ψ(q) denotes the displacement of fluid elements from their original (Lagrangian) positions to their final (Eulerian) positions. We denote Ψ as a function of q since this is common in the literature on Lagrangian perturbation theory and since in N-body simulations particles are often assigned ID numbers based on their initial positions. We take the displacement, Ψ, for each particle directly from the simulations. Operationally δ B can be easily computed by placing each particle onto a grid at its position at the time of interest (using the N-body position and possibly velocity) with a weight calculated from its initial position and the initial conditions according to Eq. (1). Within this formalism we can write halo power spectra as linear combinations of component cross spectra. Specifically, defining the component fields δi(x) as the initial fields i = {1, δL, δ 2 L , s 2 L , ∇ 2 δL} advected from q to x as in Eq.
(2), we have that the cross power spectrum between two biased tracers (a and b) is given by
where F a,b are the coefficients in w a (q) = i F a i δi(q) and, for example, P δ,δ 2 is the cross spectrum between the advected linear density field and its square while P11 is the (non-linear) matter power spectrum 2 . We also include a shot-noise term, PSN, to account for stochastic contributions to the halo field not accounted for by the bias expansion. The extension of Eq. (3) to multispectra is straightforward. We emphasize that the 15 independent spectra, Pij, can be individually computed from N-body simulations as described in the previous paragraph by weighting and advecting simulation particles, independently of the tracers in question. Each of these spectra is a function only of the cosmology (and redshift), with all of the bias dependence for any tracer contained within the coefficients, F . Avoiding the need to identify halos reduces the computational burden, both of finding the halos but also of sufficiently resolving them and possibly their histories, orientation, profiles and substructure. The fact that P (k) for all tracers (that can be described by quadratic bias) can be predicted from these Pij using Eq. (3) means an emulator does not need to include any HOD-related parameters.
In the discussion above we have purposefully left out the effects of small-scale baryonic physics. This is because the bias expansion is only expected to be valid on scales where these baryonic effects -for example due to AGN feedback or ionizing radiation -are expected to be small (Chisari et al. 2019; Borrow et al. 2019 ) and manifest as perturbative corrections ∝ k 2 PL(k) to the power spectrum (Lewandowski et al. 2015; Schmidt & Beutler 2017 ( ,s 2 ) ( , 2 ) 10 2 10 1 10 0 z = 1.0 (s 2 ,s 2 ) LPT Figure 1 . The 15 'basis' cross-spectra, P ij , at z = 0 (upper panels) and z = 1 (lower panels). The halo and galaxy power spectra are formed from linear combinations of these spectra, as in Eq.
(3). The matter and linear bias contributions (P 11 , P 1,δ and P δ,δ ) dominate and are essentially degenerate on large scales, while differing at large k where the other components also contribute. The field ∇ 2 δ has been multiplied by 10 h −2 Mpc 2 for ease of presentation.
b∇. Indeed, the bias expansion itself would not be perturbative on scales where such baryonic effects are large. On larger scales, baryons can also affect galaxy power spectra through primordial relative density and velocity perturbations (Yoo et al. 2011; Blazek et al. 2016; Schmidt 2016; Chen et al. 2019; Barreira et al. 2019 ). These effects are small and, while they are nondegenerate with contributions from our model, can be easily included at lowest order in perturbation theory. The inclusion of massive neutrinos is analogous, for light neutrinos.
N-BODY SIMULATIONS
To investigate the performance of our quadratic bias model we make use of N-body simulations run for this purpose with the FastPM code (Feng et al. 2016 ). The FastPM code uses a relatively low resolution particle mesh algorithm with large, global timesteps to evolve particles and thus does not provide accurate predictions for the profiles or substructure in halos. However, it does produce halo catalogs which are close to those produced by a more traditional N-body code (Feng et al. 2016; Ding et al. 2018; Modi et al. 2019b; Dai et al. 2019 ). Since our purpose here is not to provide a percent level accurate prediction for a wide range of cosmologies but rather to test the performance of the bias model, any residual inaccuracy in the evolution should not be a concern:
we aim to predict the clustering of halos and mock galaxies in the FastPM simulations using the particle dynamics generated by FastPM.
We ran 10 simulations, each of the same cosmology but differing in the random number seed used to generate the (Gaussian) initial conditions. Each simulation employed 2048 3 particles within a cubic, periodic box of side 1.536 h −1 Gpc, with forty time steps between redshifts z = 9 and 0 and snapshots output between z = 3 − 0. The forces were computed on a 4096 3 grid (i.e. B = 2). The simulations all assume a flat ΛCDM cosmology consistent with Planck Collaboration et al. (2018) (Ωm = 0.309167, Ω b h 2 = 0.02247, σ8 = 0.822, h = 0.677).
We extract the particle data, and the friends-of-friends halo catalogs, from the outputs at z = 2, 1, 0.5 and 0. We also use the initial conditions (at z = 9), from which we generate the weights for each particle (Eq. 1). Each particle is assigned a unique ID number to allow it to be tracked across outputs, and we compute the displacements simply by matching the initial and final positions for each particle. We compute the weights from the initial conditions on a 2048 3 grid corresponding to a 0.75 h −1 Mpc cell size. We use cloudin-cell interpolation of the particles onto the grid and of the weights onto the particles so this cell size forms a natural smoothing scale for our Lagrangian quantities. That the cells are not 1 h −1 Mpc will affect the range over which we can expect to obtain good results, but we felt 0.75 h −1 Mpc z = 0 z = 1 log 10 Mn bn b
(12.0,12.5) 24.3 0.80 23.7 1.30 (12.5,13.0) 9.5 0.89 7.9 1.69 (13.0,13.5) 3.6 1.10 2.2 2.36 was a good compromise between efficiency and convergence. We caution, however, that all Lagrangian weights are not created equal: while the linear weights are smoothed much like the matter and halo fields, quadratic weights like δ 2 and s 2 are squares of smoothed fields which contain two factors of the window function, making them more susceptible to gridsize numerics. We compute the component spectra using the NbodyKit software (Hand et al. 2018) using FFTs on 2048 3 grids at the desired output time, with particles assigned to the grid using cloud-in-cell interpolation. We do not subtract a (Poisson) shot-noise component from the spectra, as this is included in our model (Eq. 3; in all cases we find a best-fit PSN that is within twenty per cent-and typically just a few per cent-of the Poisson prediction).
We are interested in how well we can predict the realspace power spectra of (massive) halos and mock galaxies using our Lagrangian bias model. Our focus will be M > 10 12 h −1 M halos for two reasons. First, these halos are better resolved allowing more accurate comparison with our theoretical model. Second, these halos have higher and more scale-dependent bias, particularly at higher z, and so provide a stronger test of our model. We consider three mass bins (see Table 1 ) chosen to span a range of bias values while being well resolved and still having a high enough number density to permit good measurements of the power spectra: 12.0 < log 10 M < 12.5, 12.5 < log 10 M < 13.0 and 13.0 < log 10 M < 13.5, with M the halo mass measured in h −1 M . We describe our model for mock galaxies, which occupy a range of halo masses and include both satellites and centrals, in §4.3.
RESULTS
The Lagrangian prescription enables separate treatment of tracer bias and nonlinear dynamics. Section 2 describes a power spectrum model in which the latter are treated exactly (to simulation accuracy) while the former is treated perturbatively. By comparison, traditional approaches to perturbation theory (PT) treat both as effective expansions. As such, our approach can be expected to improve upon these calculations in the regime where the dynamics are no longer sufficiently captured by PT but the bias expansion remains valid, for example at low redshifts where dynamics become highly nonlinear but halos have relatively low biases. At high redshifts, where biases are large but dynamics essentially linear on most the scales of interest, our model should be valid over the same range of scales as traditional PT approaches.
The goal of this section is to investigate the range of scales over which our quadratic bias expansion is valid and useful. We proceed in two steps: in §4.1, we extract component spectra from the simulations and compare them to their predicitions in one-loop Lagrangian perturbation theory (LPT). Then, in §4.2, we use the extracted component spectra to fit mass-limited halo power spectra and establish the scales over which the bias expansion is valid for various halo masses. Our model gains over traditional techniques in the regime where the dynamics are insufficiently captured by perturbation theory but the bias expansion remains valid. We extend the comparison to mock galaxies, generated from a halo occupation distribution, in §4.3. Figure 1 shows the cross-spectra between the advected bias components, extracted from the simulations as described in §2 and averaged over all ten simulation boxes, at redshifts z = 0 and 1 3 . We note that the cross spectra between linear and quadratic initial fields (e.g. P δ,δ 2 ) are particularly noisy since their variance includes contributions cubic in the linear spectrum (e.g. σ 2 δ,δ 2 P δ,δ P δ 2 ,δ 2 ∼ O(P 3 L )) while their means are O(P 2 L ) at lowest order, leading to a signal-tonoise ratio below unity. We substitute the predictions of 1loop LPT for these spectra at k < 0.08 h Mpc −1 , where the theory is accurate but the N-body results very noisy. contributions (P11, P 1,δ , P δ,δ ) dominate and are essentially degenerate on large scales, as expected. The dashed lines show the one-loop LPT predictions for these component spectra, which agree with the simulated component spectra on large scales but deviate on small scales where contributions due to quadratic and derivative bias also become significant, especially towards low redshifts 4 . The dashed comparisons shown in Fig. 1 were computed using "traditional" perturbation techniques; however, there has been much recent progress towards properly treating small-scale physics within the LPT framework using effective field theory techniques (Porto et al. 2014; Vlah et al. 2015) , which must be included for a fair comparison with Nbody simulations. Figure 2 shows the predicted halo spectra within our model of quadratic bias plus N-body displacements (solid) compared to one-loop Lagrangian perturbation theory for values of bias (b1, b2, bs) that best fit the 12.5 < log 10 M < 13.0 halos at z = 0, 1 and 2. For simplicity we have not included nonzero derivative bias b∇, but adjust a one-loop counterterm ∝ k 2 PL(k) for the LPT spectra to improve the agreement with simulation. In performing these fits we have adjusted the counterterm by eye to ensure good asymptotic behavior at large scales instead of maximizing the degree-of-fit over a wider range of k in order to best show the domain of validity of LPT. At z = 2, one-loop perturbation theory shows good quantitative agreement with the the modeled N-body spectrum out to k 0.5 h Mpc −1 , while even with a relatively large counterterm it agrees with simulation only to k 0.2 h Mpc −1 at z = 0. These ranges-of-fit are consistent with the studies of the matter power spectrum within Lagrangian perturbation theory cited above and, roughly speaking, tell us when the nonlinear dynamics are no longer sufficiently described by perturbation theory. They suggest P (k) cannot be fit beyond kΣ O(1), where Σ is the rms displacement of particles computed in linear theory, as would be expected on theoretical grounds. We note that this comparison with LPT shares only one free parameter -the counterterm -with usual fits to N-body halo spectra, as the bias parameters are fixed.
Component Spectra and Comparison to Perturbation Theory
Our conclusions are in good agreement with those of Munari et al. (2017) , who showed that even if protohalo particles were properly identified in the initial conditions of a simulation using only perturbative displacements leads to poor prediction of P (k) at non-linear scales. Comparing 5 to their Fig. 3 , it seems that the Lagrangian bias expansion does roughly as well as properly identifying protohalo particles in the initial conditions.
Fitting halo spectra
Next we consider how well our model with N-body displacements predicts the (real space) halo auto-spectra and halomatter cross-spectra for our three halo samples (12.0 < log 10 M < 13.0, 12.5 < log 10 M < 13.0 and 13.0 < log 10 M < 13.5). In each case we adjust both the 4 bias parameters plus the shot noise component to jointly fit the N-body halo autospectrum and halo-matter cross-spectrum. We use a Gaussian approximation to the covariance of P (k) to avoid noise in the error estimate from having only 10 independent realizations and consider the fits as a function of kmax. Once the k-modes become non-linear they also become increasingly correlated, and our error estimate thus gives too much weight to the high k modes. However, in this regime the noise is also very small and simply requiring our model to fit within 1 per cent is an effective strategy. Figure 3 compares the halo auto-spectra and halomatter cross-spectra for our two halo samples at z = 0 and z = 1 to the best-fit model of Eq. (3). The agreement for both statistics, with a common set of bias parameters, is excellent out to k 0.6 h Mpc −1 for all three halo samples and both redshifts. This substantially increases the range of fit at z = 0, compared to the LPT described earlier, and corresponds to kR grid 0.45. We have found that we could get even better agreement with only P hh (k), but at the cost of worsening the fit to P hm . This suggests that such good agreement with P hh is partially artificial, so we deal only with the joint fits in this paper.
There are several important features to note in Fig. 3 . First we see that the model is performing at the percentlevel or better, and usually well within the errors of the simulation (visible as 'noise' in the lines in the lower panels) at low and intermediate k, before a sudden shortfall of model power near k 0.6 h Mpc −1 in the cross spectrum (P hm ). This rapid decline indicates that our component spectra are not well resolved at large k, which is to be expected given the finite size of the smoothing (0.75 h −1 Mpc) we applied to estimate δL, δ 2 L and s 2 . This is especially true for the latter two which, as noted in §3, are particularly sensitive to smoothing. The auto spectrum (P hh ) is typically saturated by shot noise at k 0.6 h Mpc −1 and therefore less sensitive to these effects. 5 We thank E. Castorina for emphasizing this point to us. Secondly, the model does better at z = 1 than z = 0, even though the values of the bias are higher. This is because the linear growth factor drops by 40 per cent between z = 0 and z = 1, and for these samples the contributions from quadratic bias are relatively smaller at z = 1 than z = 0. The improvement in the model performance is thus expected.
Finally, we note that in Fig. 3 we haven't imposed any priors on the values of our bias parameters. While values of the derivative bias b∇ will be sensitive to small-scale details such as smoothing and are therefore not expected to be universal, an extensive literature exists studying physical models for b1, b2, bs (see §1 for references). To this end, we have checked that enforcing, to within a few per cent, the peak-background split relations between (b1, b2) from Sheth & Tormen (1999) (keeping ν as a free parameter) and values of bs from Abidi & Baldauf (2018) only degrades our fits at the few (∼ 3) per cent level in P hh and P hm and doesn't significantly alter the range of fit.
It is important to note that the quadratic bias model fits the auto-and cross-power spectra of the halo samples shown well into the quasi-or non-linear regime. As modes become increasingly non-linear they also become increasingly correlated with each other and the halo field is much less correlated with the matter field or the initial density field. Figure 4 shows the scale-dependent halo-matter crosscorrelation coefficients
of two of our mass bins at z = 0. 6 We have computed rcc with and without the shot noise subtracted to better showcase the decorrelation due to nonlinear dynamics and bias, though we caution that strictly speaking the latter is the "true" cross-correlation coefficient. Nonetheless, in both cases rcc is at least ten per cent below unity across most of our fit range. For these reason the information content is substantially less than a simple mode-counting argument would suggest (see e.g. Villaescusa-Navarro et al. 2019; Wadekar & Scoccimarro 2019, for discussion) . It is also at these smaller scales that scale-dependent bias and complex physics involving the baryonic components becomes relevant, potentially requiring many more parameters to model faithfully. Furthermore, most large-scale structure surveys are designed so that shot noise becomes comparable to the clustering signal near the non-linear scale, which further limits the information available from high k modes. Bearing all of this in mind, the performance of the quadratic bias model demonstrated above is likely to be sufficient for many science goals and we have not attempted to further improve it. Figures 2 and 3 demonstrate that, at low redshift, the perturbative dynamics breaks down before the quadratic bias model. As we move to higher redshifts, and more biased tracers, the limitations imposed by perturbative dynamics become less severe and eventually we expect the bias model to become more limiting than the inaccuracies in the perturbative dynamics. We have not investigated this limit. Figure 4 . The scale-dependent matter-halo cross correlation coefficient, rcc(k), at z = 0 for mass bins log 10 M ∈ (12.0, 12.5) (blue) and (12.5, 13.0) (orange). The dashed lines show the "true" rcc while the solid lines show rcc computed without shot noise in the halo autospectrum, which gives a qualitative measure of the halo-matter decorrelation due to nonlinear dynamics and bias. In all cases the cross-correlation drops below one as the field goes non-linear and is less than 90 percent for most of the scales fit by our model.
Fitting galaxy spectra
As a final test we fit to a mock galaxy sample, generated from our simulations by populating halos using a simple halo occupation distribution. Specifically we assume the nowstandard form (Zheng et al. 2005) Ncen (M h ) = 1 2 1 + erf lgM/Mmin σ
and
For each halo in the simulation we draw a Poisson number of satellites and either 0 or 1 centrals. The centrals are placed at the halo centers while the satellites are placed assuming an NFW profile (Navarro et al. 1997 ) dependent only on radius. Figure 5 shows Pgg and Pgm for a 'galaxy' sample with Mmin = 10 12.5 h −1 M , M1 = 20 Mmin, σ = 0.2 dex and α = 0.9. These are chosen to be similar to HODs found for magnitude limited samples of galaxies, though none of our conclusions depend upon the exact values of these parameters.
The results are very similar to those shown in Fig. 3 . The Lagrangian bias model fits the auto-and cross-spectra of our mock galaxies, simultaneously, within 3 per cent out to k 0.6 h Mpc −1 for 0 z 1 (Fig. 5 ). This would be sufficient to model the angular clustering of galaxies in photometric surveys, galaxy-galaxy lensing or the crosscorrelation of galaxies with CMB lensing out to angular multipole ≈ kmaxχ where χ is the characteristic distance to the objects in question. Assuming kmax = 0.6 h Mpc −1 and χ ≈ 1.3 h −1 Gpc (z = 0.5) gives max 800 or max > 10 3 for z > 0.7. Beyond this max the errors grow, but smoothly rather than dramatically. It is on these smaller scales that Figure 5 . Comparison of the auto-and cross-spectra for samples of mock galaxies, generated from the simulations using a halo occupation distribution at z = 0 (top) and z = 1(bottom). The blue and orange curves show the fits from our model for the galaxy autospectrum (dashed) and galaxy-matter cross spectrum (dotted), respectively. The model performance is qualitatively similar for our mock galaxies and halo samples.
we expect contributions from baryonic physics to become increasingly important.
Common bias model
It is also instructive to compare our approach to the commonly assumed approximation of a constant or scaledependent bias times the non-linear matter power spectrum.
Specifically we test the model
with three bias and one constant shot noise parameter. The parameter b 0 denotes a scale-independent bias, and is the most widely used model for galaxy or halo bias. The b 2 term describes a correction due to peaks theory (Desjacques et al. 2018) and has been used in modeling data (e.g. Giusarma et al. 2018). The term b 1 k has no theoretical justification and is included merely because we noted that it improved the fit. We use the N-body determined Pm(k) in Eqs. (7, 8) as we found the HaloFit model (Hamilton et al. 1991; Peacock & Dodds 1996; Smith et al. 2003; Takahashi et al. 2012; Mead et al. 2015 Mead et al. , 2016 was not as accurate and we wished to provide the most fair comparison. Note the assumption above that the prefactor of the halo-halo auto-correlation is the square of the prefactor in the halo-mass cross-spectrum. This is equivalent to the assumption that the halo and matter field have crosscorrelation coefficient rcc ≈ 1. However, this assumption increasingly breaks down as dynamics and bias become nonlinear at low redshift and high mass ( Fig. 4 ; see also Modi et al. 2017; Wilson & White 2019) . The model of Eq. (3) allows us to relax the assumption that rcc = 1. Figure 6 shows the results at z = 0 for the 4-parameter model (Eqs. 7, 8) on the halo sample with 13.0 < log 10 M < 13.5. We have chosen this redshift and mass bin as it illustrates dynamics and biasing at their most nonlinear, though other choices yield qualitatively similar results. As a reference, we also consider the case of constant bias (only b0 = 0 above). While the Lagrangian bias model provides a good fit to both spectra simultaneously, as we have seen previously, this is not true of Eqs. (7, 8) . We have chosen to adjust the parameters in b(k) to predict P hh on quasi-linear scales as in observations P hh would most likely have the highest signal to noise ratio. The freedom inherent in the quadratic function, b 0 + b 1 k + b 2 k 2 , allows us to fit P hh well up to k ≈ 0.8 h Mpc −1 , comparable to our Lagrangian bias model. However the form preferred by P hh provides a very bad fit to P hm at intermediate to high k, as can most easily be seen in the lower panel of Fig. 6 . This leads to a significant misestimate of P hm , which would translate into errors in the inferred large-scale bias and underlying matter clustering amplitude (σ8). Mpc 3 ] P 11 P 1, 2 P 2 , 2 Figure 7 . The cosmology dependence of the component spectra.
Here we show three representative components: P 11 , P 1,δ 2 , P δ 2 ,δ 2 at z = 0 for values of Ωm within ten percent of our fidicucial cosmology, with all other parameters kept fixed. For simplicity we have used 1-loop LPT as a proxy for the N-body spectra. The components vary smoothly with cosmology, with P δ 2 ,δ 2 showing very little variation. Critically, the component spectra change with cosmology at about the same rate as (or less than) the matter power spectrum, P 1,1 .
Despite its ubiquity in analyses, the constant bias model does even more poorly. The significant scale-dependent bias inherent in the clustering of this mock galaxy sample makes it impossible to fit both the auto-and cross-spectra except at the very largest scales, k < 0.1 h Mpc −1 . Inferences about cosmological parameters from using this model would be highly biased unless drastic scale cuts were employed.
CONCLUSIONS
We have tested the performance of a power spectrum model for biased tracers based on a quadratic, Lagrangian bias expansion. The model uses N-body simulations to compute the gravitational evolution of dark matter particles, but substitutes a 4-parameter bias model for the halo-based galaxy modeling more traditionally employed in simulations. Both the dynamical model and bias expansion are theoretically well motivated, and the method places only modest requirements on the input simulations since it does not explicitly use properties of halos or subhalos. This is an advantage given that properly resolving halos and subhalos is quite computationally demanding (van den DeRose et al. 2019; Dai et al. 2019 ) and complex halo occupations -potentially including halo assembly information -can be required in order to properly model samples selected by emission lines, color cuts or other complex selections (Reid et al. 2014; Favole et al. 2017; Zhai et al. 2017; Campbell et al. 2018; Wechsler & Tinker 2018; Favole et al. 2019; Mansfield & Kravtsov 2019; Wibking et al. 2019; Zentner et al. 2019; Zhai et al. 2019) . The approach combines methods from the 'analytic' and 'numerical' communities in a manner which plays to their relative strengths. The Lagrangian bias model is quite accurate on large and intermediate scales. We have showed that going to quadratic order in the bias expansion enables us to fit the (real space) auto-and cross-power spectra of halos and mock galaxies to a few per cent out to k 0.6 h Mpc −1 for 0 z 1 (Figs. 3, 5) . To fit beyond this scale would require increasing the number of parameters (and component spectra) and calculating the Pij with higher resolution simulations. However, this performance is already highly encouraging, as these scales provide the bulk of the information in many cosmological analyses. Smaller scales tend to be nonlinear and significantly affected by scale-dependent bias and baryonic effects. The mode-coupling associated with nonlinearity implies that there is less information about primordial physics in these modes than a simple mode-counting exercise would imply (e.g. Villaescusa-Navarro et al. 2019; Wadekar & Scoccimarro 2019) and the combination of nonlinearity and baryonic effects means that such modes do not faithfully trace the primordial perturbations. The many parameters needed to describe complex, scale-dependent effects can lead to degeneracies with cosmological parameters. Furthermore, most large-scale structure surveys are designed so that shot noise becomes comparable to the clustering signal near the non-linear scale, which further limits the information available from high k modes. For these reasons, the performance of the quadratic bias model is likely to be sufficient for many science goals.
In this paper we have worked at fixed cosmology in order to focus on the range of applicability of the quadratic bias expansion. While we intend to return to the problem of emulating the power spectrum for different cosmologies in future work, we comment here on the basic strategy. The component spectra in Eq. (3) vary with cosmology smoothly, with variations similar to the linear power spectrum. As an example, in Figure 7 we have plotted variations in the component spectra when Ωm is varied within ±10 per cent from our fiducial cosmology; leading order terms like the matter power spectrum P11 vary like the linear power spectrum, while the component spectra vary smoothly by similar factors or, in the case of P δ 2 ,δ 2 , significantly less. The variations with other cosmological parameters are qualitatively similar. Thus the same techniques that have been used to emulate matter power spectra will apply almost unchanged for emulating Pij. As shown in Fig. 2 we can use perturbative methods for the low k part of the component spectra, which tends to be relatively noisy when estimated from simulations of computationally tractable volumes, and switch to N-body determined spectra at higher k. Given a grid of Nbody simulations spanning the cosmologies of interest standard Gaussian process regression, which has been successfully used for matter power spectrum interpolation (Heitmann et al. 2009 Lawrence et al. 2017; Knabenhans et al. 2019) , can easily be used to predict each of the component spectra as a function of cosmology. In a similar vein, the ratio of the N-body to perturbation theory spectra can be emulated rather than the spectra themselves, removing some of the cosmology dependence. Since the perturbation theory spectra can be efficiently and accurately computed for any cosmology, this shouldn't significantly change the efficiency of the emulator.
An alternate emulation which also does not explicitly use properties of halos and subhalos was adopted by Seljak & Vlah (2015) ; Hand et al. (2017) . Those authors used Pade approximants to fit correction factors to perturbation theory or halo model inspired terms and then fit the coefficients as power laws in the relevant cosmological parameters. Such an approach could also be attempted with our component spectra, which are in large part relatively featureless and vary smoothly with parameters.
In this paper our focus has been on the real-space power spectrum, of direct relevance to modeling photometric and lensing surveys, though one can extend the method to higher order functions, covariances and to redshift space. For the latter, one can either model the contributions to P (k, µ) directly in simulations, or one can choose to model the realspace power spectrum and velocity moments and construct the redshift-space power spectrum from those components (see e.g. Hand et al. 2017 for a recent example and Vlah & White 2019 for a recent discussion of such methods for modeling redshift-space distortions). We intend to return to this topic, and to the construction of an emulator, in future publications.
