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Zusammenfassung
Die rasante Entwicklung bildgebender Modalita¨ten hat dazu beigetragen, dass in
der radiologischen Diagnostik, die fu¨r den Radiologen zu beurteilende Datenmenge
stetig zunimmt. Eine Segmentierung relevanter anatomischer Strukturen und
deren Analyse zur Unterstu¨tzung des medizinischen Diagnoseprozesses ist daher
wu¨nschenswert.
Bisher existiert eine Fu¨lle von Speziallo¨sungen, die auf ein bestimmtes Anwen-
dungsszenario zugeschnitten sind. Es fehlt an allgemein einsetzbaren Verfahren,
die in der Lage sind, auf unterschiedlichem Bildmaterial eine vollautomatische
Objektdetektion und Analyse durchzufu¨hren. In dieser Dissertation wird ein
neues deformierbares Modell vorgestellt, das auf medizinischem Bildmaterial eine
zuverla¨ssige Segmentierung der gewu¨nschten anatomischen Strukturen mit hoher
Genauigkeit liefern kann.
Zuna¨chst findet eine Darstellung unterschiedlicher Ro¨ntgentechniken statt. Dabei
wird bei Ro¨ntgenu¨bersichtsaufnahmen zwischen konventioneller und digitaler
Bildgebung unterschieden. Als dreidimensionales Verfahren wird die Bilderzeu-
gung in der Computertomographie vorgestellt. Der Entstehungsprozess der Bilder
und die daraus resultierenden Bildeigenschaften und deren Konsequenzen fu¨r
einen Segmentierungsalgorithmus werden erla¨utert.
Auf Grundlage des allgemeinen Konzeptes der deformierbaren Modelle werden
im Anschluss die unterschiedlichen Formen der Objektrepra¨sentation und der
Objektdeformation untersucht. Bei der Deformationsvorschrift wird zwischen
aktiven Konturverfahren und wissensbasierten Methoden unterschieden. Als
wesentliche bisher eingesetzte Verfahren werden die aktiven Konturmodelle den
Active Shape Models gegenu¨bergestellt.
Neben der Modellbildung wird die Anwendbarkeit verschiedener lokaler und
globaler Optimierungsverfahren auf die deformierbaren Modelle untersucht.
Besonderer Schwerpunkt liegt hier auf stochastischen Optimierungstechniken wie
Simulated Annealing und genetischen Algorithmen. Zusa¨tzlich wird das Prinzip
der multiskalenbasierten Optimierung eingefu¨hrt und deren Vorteile bezu¨glich des
Konvergenzverhaltens von deformierbaren Modellen herausgestellt.
Ausgehend von dieser Kategorisierung werden Anforderungen an ein Modell
zur Segmentierung anatomischer Strukturen definiert. Dabei wird gezeigt, dass
ein einzelnes Verfahren diese Anforderungen nicht erfu¨llen kann, sondern nur eine
Kombination verschiedener Konzepte und Erweiterung aktueller Techniken.
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2Vor diesem Hintergrund wird ein wissensbasiertes Objektmodell vorgestellt, das
durch seinen modularen Aufbau auf eine Vielzahl unterschiedlicher Segmentie-
rungsprobleme adaptiert und auf Bildern unterschiedlicher Dimension angewendet
werden kann. Hervorzuheben ist die umfangreiche Integration von a-priori Wissen.
Neben Bildinformation in Form von Templatemodellen wird auch Formwissen
anhand von Polygonen oder Oberfla¨chentriangulationen im Modell verarbeitet.
Dabei wird eine neue Lo¨sung fu¨r das dreidimensionale Korrespondenzproblem von
Trainingsformen beliebiger Topologie mit Hilfe der Anpassung eines Formproto-
typen auf jeden Trainingsdatensatz vorgestellt. Zusa¨tzlich wird die Notwendigkeit
eines aktiven Konturmodells fu¨r eine hinreichend genaue Anpassung an die
Strukturen durch eine Untersuchung der Generalisierungseigenschaften der
wissensbasierten Formmodellierung begru¨ndet.
Fu¨r eine vollautomatische grobe Lokalisation der Strukturen stehen Simulated
Annealing und genetische Algorithmen zur Verfu¨gung. Die lokale Adaption des
Modells erfolgt durch speziell angepasste nach dem Greedy Prinzip gesteuerte
Verfahren.
Eine umfassende Validierung der modellbasierten Segmentierung findet ebenfalls
statt. Mit Hilfe unterschiedlicher Validierungsmaße, wie prozentuale U¨berdeckung,
mittlere Knotendistanz und Hausdorff-Distanz wird eine differenzierte Bewertung
der Segmentierungsqualita¨t ermo¨glicht. Daru¨ber hinaus wird eine kontextfreie
Validierung des Modells auf synthetischen Testdaten durchgefu¨hrt. Solche Expe-
rimente bieten eine objektive Bewertung der Leistungsfa¨higkeit des Ansatzes und
untersuchen die Abha¨ngigkeit des Modells von der Parameterwahl.
Abschließend wird das wissensbasierte Objektmodell auf unterschiedlichen me-
dizinischen Bilddaten angewendet. Als zweidimensionale Anwendung wird die
Segmentierung von lateralen Hals- und Lendenwirbelsa¨ulenradiographien durch-
gefu¨hrt. Im sich anschließenden Analyseprozess werden diagnostisch relevante
Kenngro¨ßen automatisch ermittelt und mit Referenzwerten verglichen. Als dreidi-
mensionale Anwendungen werden eine vollautomatische Segmentierung der Milz
und des linken Herzventrikels mit anschließender Volumenmessung durchgefu¨hrt.
Mit Hilfe des wissensbasierten Objektmodells konnte in allen vorgestellten Anwen-
dungsgebieten eine vollautomatische Detektion der Objekte erreicht werden. Die
Kombination der verschiedenen Teilmodelle und Optimierungsstrategien hat eine
zufriedenstellende Segmentierung in allen Anwendungsgebieten ermo¨glicht. Insge-
samt steht jetzt ein deformierbares Modell zur Verfu¨gung, dass eine zuverla¨ssige
Detektion unterschiedlicher anatomischer Strukturen auf zwei- und dreidimensio-
nalen medizinischen Bilddaten ermo¨glicht.
Einleitung
Die rasante Entwicklung bildgebender Modalita¨ten der letzten Jahrzehnte hat die
radiologische Diagnostik revolutioniert. Mit Hilfe hochauflo¨sender Bilddaten bei
immer niedrigeren Ro¨ntgendosen ist eine nichtinvasive differenzierte Beurteilung
der dargestellten Strukturen mo¨glich.
Fu¨r den Radiologen nimmt die zu beurteilende Datenmenge in der dreidi-
mensionalen Bildgebung, wie zum Beispiel in der Computertomographie und
Magnetresonanztomographie, stetig zu. Dabei helfen verbesserte dreidimensionale
Visualisierungstechniken, die oftmals komplexe Topologie der Objekte besser
erfassen zu ko¨nnen. Dennoch stoßen diese Verfahren in vielen Fa¨llen an ihre
Grenzen, so dass eine ada¨quate Darstellung der relevanten Bildinformation nicht
immer erreicht wird. Hauptgrund ist die schwierige Extraktion der anatomischen
Strukturen aus den Bilddaten. Eine individuelle Objektauswahl mit automatischer
Separation einer bestimmten Struktur ist daher wu¨nschenswert.
Daneben erfordern viele Diagnosen eine Bestimmung funktioneller und geo-
metrischer Messgro¨ßen. Insbesondere bei ho¨herdimensionalen Bilddaten stellt
sich die manuelle Gewinnung dieser objektbezogenen Information oft als sehr
zeitaufwendig und schwierig heraus.
In diesem breiten Anwendungsgebiet wird daher auf vielfa¨ltige Weise versucht,
den medizinischen Diagnoseprozess zu unterstu¨tzen. Mit den kognitiven Fa¨hig-
keiten des Menschens zum Vorbild versucht die Bildverarbeitung mit Hilfe algo-
rithmischer Verfahren unter anderem, eine rechnergestu¨tzte Objekterkennung zu
realisieren. Dies setzt jedoch voraus, dass der Rechner eine “Vorstellung” von den
zu detektierenden Objekten besitzt, was von Taylor et al. recht treffend um-
schrieben wird:
“The ultimate goal of machine vision is image understanding — the ability not
only to recover image structure but also know what it represents” [Tay97]
Heutzutage sind noch keine Methoden bekannt, die den visuellen Fa¨higkeiten des
Menschen auch nur anna¨hernd entsprechen. Daher konzentriert sich die medizi-
nische Bildverarbeitung meist auf kleine spezialisierte Aufgabenfelder, um dort
einfache Routineaufgaben einer visuellen Analyse zu automatisieren.
Dennoch impliziert die Aussage von Taylor einen entscheidenden Aspekt, der
in den letzten Jahren eine immer gro¨ßere Bedeutung erlangt hat: die Modellierung
von Wissen u¨ber das Erscheinungsbild der zu detektierenden Objekte.
Im Verlauf der Entwicklung hat sich das breite Feld der deformierbaren Modelle
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4etabliert, das auf unterschiedliche Art und Weise a-priori Wissen in einem Modell
abstrahiert. Erste Arbeiten auf diesem Gebiet sind die 1988 vero¨ffentlichten akti-
ven Konturmodelle [Kas88], die lokale Kru¨mmungseigenschaften der Objektform
modellieren. Komplexere Modelle, die auf Basis von Trainingsdaten ein Formmo-
dell erzeugen, wurden 1992 von Cootes et al. vorgestellt [Coo92a]. Die letzte
wesentliche Weiterentwicklung der trainierbaren Modelle, die die gesamte Form-
und Texturinformation modellieren, sind die 1998 vorgestellten Active Appearance
Models [Coo98]. Die Entwicklung zeigt einen deutlichen Trend zu einer immer weit-
reichenderen Integration von a-priori Wissen, so dass die Spezifita¨t der Modelle
weiter zunimmt.
Dennoch gibt es kaum methodische Ansa¨tze, die eine weitreichende Integrati-
on von unterschiedlichem Wissen u¨ber die Form und das Erscheinungsbild der zu
detektierenden Objekte verfolgen. Die dadurch immer noch zu geringe Modellspe-
zifita¨t muss in vielen Fa¨llen durch Benutzerinteraktion kompensiert werden.
Eine Vielzahl, der in der medizinischen Bildverarbeitung eingesetzten Segmen-
tierungsverfahren, stellen Speziallo¨sungen dar, die auf eine bestimmte Doma¨ne
beschra¨nkt sind [vL98, Sch99, Sch00c]. Der wissensbasierte Anteil dieser Verfah-
ren basiert ha¨ufig auf Heuristiken, deren algorithmischer Aufbau genau auf ein
spezielles Problem zugeschnitten ist [Kau97, vK00]. Des Weiteren sind nur wenige
allgemeinere Konzepte vorgestellt worden, die eine Applikation in unterschiedli-
chen Bilddimensionen vorsehen [Bre01a].
Ziel der Arbeit
Aufgrund dieser Beobachtungen la¨sst sich fu¨r das zu entwickelnde Verfahren in
dieser Dissertation folgende Zielsetzung definieren:
• Eine Kompensation der vielfa¨ltigen Bildsto¨rungen in medizinischem Bild-
material erfordert ein hohes Maß an Integration von globalem und lokalem
a-priori Wissen u¨ber das Erscheinungsbild der dargestellten Objekte.
• Die abstrakte Modellierung von a-priori Wissen darf nicht nur fu¨r einen be-
stimmten Anwendungsfall gu¨ltig sein, sondern muss applikationsspezifisch
parametrierbar sein. Eine Anpassung an einen anderen Segmentierungskon-
text darf daher keine algorithmischen Vera¨nderungen erfordern.
• Fu¨r die allgemeine Anwendbarkeit des Verfahrens ist eine konsistente struk-
turelle Modellierung in zwei und drei Dimensionen notwendig. Insbesondere
dreidimensionale Bilddaten erfordern eine ada¨quate Methodenentwicklung,
die nicht nur eine Erweiterung des zweidimensionalen Verfahrens sein darf.
• Das Verfahren muss eine hohe Automatisierbarkeit besitzen, um die Benut-
zerinteraktivita¨t zu minimieren und eine hohe Reproduzierbarkeit der Ergeb-
nisse sicherzustellen.
Es muss daher nach methodischen Lo¨sungen gesucht werden, um die gesteckten
Ziele erreichen zu ko¨nnen. Den vielversprechensten Ansatz in der medizinischen
5Bildverarbeitung stellt das allgemeine Konzept der deformierbaren Modelle
dar. Das in dieser Arbeit entwickelte wissensbasierte Objektmodell fu¨hrt diese
Entwicklung fort und zeigt neue Strategien in der Modelloptimierung auf.
Die Arbeit gliedert sich dabei wie folgt:
Zuerst wird in Kapitel 1 ein Einblick in die Technik der Bilderzeugung von Ro¨nt-
genbildern und Computertomographien vermittelt. Die unterschiedlichen Bildei-
genschaften und deren Auswirkungen auf die Modellbildung werden diskutiert.
Kapitel 2 gibt einen U¨berblick u¨ber den derzeitigen Stand der Entwicklung
deformierbarer Modelle. Zusa¨tzlich werden verschiedene Formen der Objektrepra¨-
sentation und der Modelloptimierung vorgestellt. Anhand der gewonnenen Er-
kenntnisse lassen sich konkrete Anforderungen definieren, die als Grundlage fu¨r
die Neuentwicklung des in Kapitel 3 vorgestellten wissensbasierten Objektmodells
dienen. Als zentraler Punkt dieser Arbeit wird dort die Vereinigung verschiedener
Modellparadigmen zu einem koha¨renten wissensbasierten Modell vorgestellt. Es
findet eine differenzierte Darstellung der Modellbildung statt, die eine weitreichen-
de Integration von Bild- und Formwissen vorsieht.
Anschließend wird in Kapitel 4 die Anwendung des Modells in unterschiedlichen
Bilddimensionen vorgestellt. Eine Analyse und Validierung der Ergebnisse findet
ebenfalls statt.
Kapitel 5 diskutiert die erzielten Ergebnisse sowie die Eigenschaften des wis-
sensbasierten Objektmodells. Abschließend wird eine Zusammenfassung der vor-
gestellten Konzepte und Ergebnisse gegeben und es erfolgt eine Einscha¨tzung der
Perspektive des in dieser Arbeit vorgestellten Ansatzes.
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Kapitel 1
Grundlagen
Die Bildverarbeitung bietet eine Fu¨lle von unterschiedlichen Methoden, um
Strukturen in Bildern zu detektieren und auszuwerten. Grundsa¨tzlich verfolgen
nahezu alle Ansa¨tze eine Differenzierung des Bildverarbeitungsprozesses in
aufeinanderfolgende Teilschritte. Dabei wird vorausgesetzt, dass das Bildmaterial,
welches durch ein beliebiges bildgebendes Verfahren erzeugt wurde, in digitaler
Form vorliegt.
Zu Beginn des Bildverarbeitungsprozesses wird das Bildmaterial vorverarbeitet.
In einem solchen Vorverarbeitungsschritt wird beispielsweise eine Rauschfilterung
durchgefu¨hrt, damit das Bildmaterial fu¨r den eigentlichen Detektionsprozess
weniger Sto¨rungen entha¨lt. Anschließend findet eine Detektion der dargestellten
Strukturen und eine Extraktion der signifikanten Merkmale aus dem Bild statt.
Durch eine Quantifizierung und Klassifikation der Merkmale ist eine Einordnung
der dargestellten Bildinformation in einen semantischen Kontext mo¨glich. Eine
abschließende Analyse liefert eine Bewertung der extrahierten Informationen.
Die Durchfu¨hrung sowie die Abgrenzung der verschiedenen Prozessschritte
wird in der Literatur teilweise sehr unterschiedlich gehandhabt. Einige Verfahren
verzichten beispielsweise auf eine Vorverarbeitung der Daten und wenden das
Verfahren direkt auf das Originalbild an [Neu98, Scl98, vG01]. Der weitaus
gro¨ßte Anteil der Ansa¨tze konzentriert sich lediglich auf die Detektion und
Merkmalsextraktion und fu¨hrt weder eine Klassifikation der Merkmale noch eine
Bildanalyse1 durch [Rue96, Tag97a, Pil99, Par01]. Die Detektion der Objekte
sowie die Merkmalsextraktion als Kernkomponenten eines Bildverarbeitungspro-
zesses stellen in der Bildverarbeitung ein schwieriges Problem dar, fu¨r das noch
keine einheitliche Lo¨sung existiert.
Es werden zwei verschiedene Formen der Merkmalsextraktion unterschieden.
Bei der globalen Merkmalsextraktion wird keine Objektdetektion durchgefu¨hrt,
sondern es werden Eigenschaften verwendet, die sich auf das gesamte Bild bezie-
hen. Auf diese Weise extrahierte Merkmale sind beispielsweise Textureigenschaften
[Har73] oder die Histogramminformation [Ots79]. Globale Bildeigenschaften ge-
statten jedoch nur eine sehr eingeschra¨nkte Charakterisierung des Bildinhalts.
1Die quantitative Beschreibung der extrahierten Bildinformation und deren Interpretation
wird hier als Bildanalyse bezeichnet.
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Anhand solcher Merkmale ist zum Beispiel eine Kategorisierung von Bildern nach
Inhalt mo¨glich, wenn das dargestellte Objekt das Bild dominiert [Key03].
Die lokale Merkmalsextraktion beschra¨nkt sich auf eine bestimmte Teilmenge
des Bildes. Auf diese Weise ko¨nnen spezifische Eigenschaften der in diesem
Bildbereich dargestellten Strukturen extrahiert werden. Mit Hilfe solcher objekt-
gebundenen Merkmale ist eine Vermessung der dargestellten Strukturen mo¨glich
[Kau98, Ste01b], so dass quantitative Aussagen u¨ber die Beschaffenheit der
Objekte getroffen werden ko¨nnen. Geometrische Kennwerte wie Ausdehnung,
Gro¨ßen- oder Volumenangaben, sind in der medizinischen Befundung von großer
Wichtigkeit. Eine fundierte Analyse von physiologischen und pathologischen
Vera¨nderungen ist oftmals nur unter Beru¨cksichtigung solcher Messgro¨ßen mo¨glich
[Foc76, Lus78, Hel95].
Bevor eine Extraktion lokaler objektspezifischer Merkmale stattfinden kann,
ist eine Segmentierung der relevanten Strukturen notwendig. Der Oberbe-
griff Segmentierung wird in der Literatur in unterschiedlicher Weise definiert
[Ja¨h89a, Leh97, Han00]. In dieser Arbeit wird jedoch die Definition aus [Leh97]
favorisiert:
“Die hervorgehobene Darstellung von inhaltlich zusammenha¨ngenden Regionen
durch Zusammenfassung benachbarter Bildpunkte, die einem bestimmten Homo-
genita¨tskriterium genu¨gen, bezeichnet man als Segmentierung.”
In der Literatur finden sich eine Vielzahl unterschiedlicher Verfahren, die sich
in verschiedene Kategorien einteilen lassen [Wei98b]. Ein Unterscheidungs-
kriterium bei der Kategorisierung solcher Verfahren ist zum Beispiel, welche
Bildinformationen durch das Verfahren ausgewertet werden. Die Verwendung
eines kantenbasierten Verfahrens impliziert beispielsweise die Annahme, dass sich
die zu detektierenden Objekte durch ihre Kanteninformation von den anderen
Strukturen abgrenzen lassen. Die Auswahl und Modellierung solcher Merkmale,
die die relevanten Objekte von anderen Strukturen im Bild unterscheiden, ist eine
wichtige Aufgabe bei der Konzeption eines Segmentierungsverfahrens.
Neben der Art der verwendeten Merkmale herrscht Konsens daru¨ber, dass
mo¨glichst viel a-priori verfu¨gbares Wissen u¨ber die Segmentierungsaufgabe in
ein Modell integriert werden muss [Bam98]. Es ist unbestritten, dass bei der
Verarbeitung medizinischer Bilder eine spezifische Anpassung an individuelle
Aufgaben no¨tig ist [Seb97]. Hierbei muss jedoch gefordert werden, dass eine
Integration von a-priori Wissen lediglich eine Reparametrierung des Verfahrens
zur Folge hat [Sur99]. Speziallo¨sungen, deren Adaption auf einen anderen Segmen-
tierungskontext eine algorithmische Anpassung erfordert, sind fu¨r den universellen
Einsatz ungeeignet.
Die Eigenschaften der dargestellten Objekte ha¨ngen maßgeblich vom verwende-
ten bildgebenden Verfahren ab. Daher liefert die Betrachtung des Entstehungs-
prozesses der Bilder wichtige Anhaltspunkte, inwieweit das Erscheinungsbild der
dargestellten Objekte variieren kann. In der radiologischen Diagnostik steht heut-
zutage eine große Vielfalt verschiedener Bildarten zur Verfu¨gung. Neben den auf
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Ro¨ntgenstrahlung basierenden Verfahren wie Computertomographie (CT), digitale
Subtraktionsangiographie (DSA) und Ro¨ntgenu¨bersichtsaufnahmen konnten sich
die Sonographie sowie die Magnetresonanztomographie (MR) etablieren.
In den beiden folgenden Kapiteln werden die verschiedenen Methoden der Er-
zeugung von Ro¨ntgenbildern und Computertomographien vorgestellt und die damit
verbundenen Eigenschaften des Bildmaterials fu¨r die Bildverarbeitung erla¨utert.
1.1 Ro¨ntgentechnik
Die Entdeckung der Ro¨ntgenstrahlung 1895 durch W.C. Ro¨ntgen bildete
die Grundlage fu¨r die Entwicklung des a¨ltesten bildgebenden Verfahrens in der
Medizin [Ro¨n95]. Beim Durchtritt durch Materie erfahren Ro¨ntgenstrahlen eine
Schwa¨chung, die von der Qualita¨t bzw. Energie der Ro¨ntgenstrahlen und der Art
des durchstrahlten Gewebes abha¨ngt. Bei einer Ro¨ntgenaufnahme wird die zu
untersuchende Ko¨rperregion im Strahlengang einer Ro¨ntgenquelle platziert, so
dass mit Hilfe der unterschiedlich stark transmittierten Strahlung ein Ro¨ntgenbild
erzeugt werden kann.
Ro¨ntgenu¨bersichtsaufnahmen werden prima¨r mit zwei unterschiedlichen Methoden
erzeugt: Den konventionellen Aufnahmen mittels Film-Folien-Systemen steht die
digitale Radiographie gegenu¨ber.
1.1.1 Konventionelle Radiographie
Wie in der klassischen Fotografie wird bei der konventionellen Radiographie ein
fotografischer Film verwendet. Die auf dem Film dargestellte Information ist das
Ergebnis der Wechselwirkung zwischen der Ro¨ntgenstrahlung und der durch-
strahlten Materie, die durch Absorptions- und Streuungseffekte charakterisiert
ist. Durch Absorption der Ro¨ntgenstrahlung werden die Silberbromid-Kristalle
des Films so vera¨ndert, dass bei der Entwicklung eine Reduktion zu metallischem
Silber erfolgt, die sich nach Fixierung des Bildes als Schwa¨rzung darstellt.
Im Gegensatz zum sichtbaren Licht ist die Ausfa¨llung von Silber in einem
fotografischen Film durch Ro¨ntgenstrahlung deutlich geringer. Daher kommen
fluoreszierende Versta¨rkerfolien zum Einsatz, die unter der Einwirkung der
Ro¨ntgenstrahlung sichtbares Licht emittieren, so dass die Belichtung des Films
verbessert wird [Squ93]. Wesentlicher Fortschritt dieser Entwicklung ist die
Verku¨rzung der Belichtungsdauer und die damit verbundene reduzierte Strahlen-
belastung fu¨r den Patienten.
Ro¨ntgenfilme werden gleichzeitig fu¨r die Bilderzeugung, Bilddarstellung und Bild-
archivierung verwendet. In der Vereinigung dieser drei Komponenten liegen jedoch
auch die Grenzen der konventionellen Radiographie, da das Film-Folien-Medium
diese Aufgaben nicht gleich gut erfu¨llen kann [Buc92].
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Ein grundsa¨tzliches Problem analoger Bildgebung ist die notwendige Digitalisie-
rung des Bildmaterials fu¨r die rechnergestu¨tzte Verarbeitung. Diese sekunda¨re Di-
gitalisierung kann auf verschiedenen Arten erfolgen, wobei die Abtastung der Bild-
information durch Laser-Ro¨ntgenbildscanner den Standard bildet [Goo86]. Die cha-
rakteristischen Detektor- bzw. Filmeigenschaften lassen sich durch die sogenannte
Point-Spread-Function PSF beschreiben, die eine Fehlerfunktion der Punktstreu-
ung darstellt [Leh97]. Durch die zusa¨tzliche sekunda¨re Digitalisierung addieren
sich somit zur PSF des analogen Aufnahmeverfahrens die Inhomogenita¨ten durch
die charakteristische PSF des Ro¨ntgenbildscanners [Ker86], was den potentiellen
Gesamtfehler des sekunda¨r digitalen Bildes vergro¨ßert. Eine prima¨r digitale Bildak-
quisition ist daher fu¨r die Minimierung von Bildfehlern in der digitalen Diagnostik
und Bildverarbeitung eine wichtige Vorrausetzung.
1.1.2 Digitale Radiographie
Im Gegensatz zur schnellen Entwicklung der Schichtbildverfahren konnte sich die
digitale Radiographie gegen das bewa¨hrte Film-Folien-System bis heute nicht auf
breiter Front durchsetzen. Als Gru¨nde werden die limitierte Auflo¨sung und hohe
Anschaffungskosten der digitalen Systeme angefu¨hrt.
Entscheidende Vorteile und Verbesserungen haben jedoch dazu gefu¨hrt,
dass die digitale Radiographie in vielen Anwendungsgebieten der konventionellen
Film-Folien-Entwicklung gleichzusetzen ist und diese sogar teilweise verdra¨ngt hat.
Die Trennung von Bilderzeugung, Bilddarstellung und Bildarchivierung ist
kennzeichnend fu¨r die digitale Radiographie. Daraus ergeben sich eine Reihe
von Vorteilen gegenu¨ber der konventionellen Radiographie, die im Folgenden
herausgestellt werden.
Der erste Schritt in der Bilderzeugung ist die Strahlendetektion. Es existieren
prima¨r drei Verfahren, die sich anhand der Dimension der Detektorelemente und
dem damit verbundenen Aufnahmeprozess unterscheiden.
Punktscanner (Point-Beam-Scanners) erzeugen die Aufnahme durch suk-
zessive Aufzeichnung einzelner Rasterpunkte. Bei den Schichtbildscannern
(Slot-Beam-Scanners) wird der zu untersuchende Bereich durch mehrere Messun-
gen Linie fu¨r Linie aufgenommen. Es ist offensichtlich, dass diese Verfahren durch
die sukzessive Abtastung einige Limitierungen aufweisen [Ker86]. Daher sind diese
Verfahren nur fu¨r Spezialuntersuchungen von Interesse.
Die fu¨r die Klinik relevanteste Form der Bilddetektion wird mit Hilfe von
Felddetektoren (Area Detectors) durchgefu¨hrt, die das gesamte Bild in einer
Aufnahme erfassen. In diesem Bereich existieren eine Reihe von unterschiedlichen
Verfahren.
Die am weitesten verbreitete Art der Felddetektion ist die Registrierung des
prima¨ren Strahlenbildes durch Speicherfolien [Gre92]. Speicherfolien besitzen
a¨hnliche Eigenschaften wie konventionelle Versta¨rkerfolien. Die Speicherung des
Strahlungsbildes erfolgt u¨ber einen Fluoreszenzstoff, welcher spa¨ter durch ein
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Speicherfolienabbildungssystem ausgelesen werden kann. Dazu wird die Speicher-
folie mit einem Rotlicht-Laser abgetastet, der die Photolumineszenz des Phosphors
anregt. Die Sta¨rke der Anregung wird mittels eines Analog-Digital-Wandlers in
bina¨re Information umgewandelt.
Durch Bestrahlung mit starkem Licht wird die Speicherfolie gelo¨scht, so
dass sie anschließend wieder verwendet werden kann. Diese Technik ist auch in
konventionellen Ro¨ntgenapparaturen einsetzbar, wodurch die Anschaffungskosten
vergleichweise gering ausfallen [Bra97].
Eine andere Technik ist die digitale Bildgebung mittels Bildversta¨rkern. Diese
wandeln die Intensita¨tsverteilung der Strahlung auf dem Eingangsleuchtschirm
einer Photokathode in Elektronen um. Nach Beschleunigung der Elektronen in
einem elektrischen Feld ko¨nnen diese u¨ber ein optisches System aufgenommen und
auf einem Monitor dargestellt oder digitalisiert werden. Die Digitalisierung erfolgt
mit Hilfe von Charge-Coupled-Devices (CCD) [Iin00] oder direkter Umwandlung
des resultierenden Videosignals. Die typische Bildauflo¨sung dieses Verfahrens liegt
bei 1024×1024 Pixeln bei einer Quantisierung von 8-12 Bits [Do¨l89, Har89, Zwi89].
Neben den beiden beschriebenen Verfahren existieren auch noch andere weniger
verbreitete Verfahren wie die Bilddetektion mittels Photodioden oder Selenium-
Detektoren [Sch01b]. In neueren Methoden kommen Festko¨rper-Detektoren [Her00]
oder Flachbilddetektoren [Str99] zum Einsatz.
1.1.3 Bildeigenschaften von Ro¨ntgenu¨bersichtsaufnahmen
Die Qualita¨t eines Bildes in Hinblick auf die radiologische Diagnostik ist ein
subjektives Kriterium, das daher stark vom jeweiligen Betrachter abha¨ngt. Hier
lassen sich nur bedingt objektive Kriterien definieren, die eine Bewertung des
Qualita¨tseindrucks zulassen. Zum Qualita¨tseindruck fu¨hren hauptsa¨chlich Bild-
eigenschaften wie die Auflo¨sung, der Kontrast und das Rauschverhalten des Bildes.
Das Auflo¨sungsvermo¨gen von Ro¨ntgenbildern (Spatial Resolution) wird in Linien-
paaren pro Millimeter angegeben (Lp/mm) [SW01]. Die Anzahl der darstellbaren
Linienpaare entspricht somit der ho¨chsten Ortsfrequenz, die das Bild enthalten
kann. In der konventionellen Radiographie werden Film-Folien-Systeme mit einer
Ortsauflo¨sung von bis zu 15 Lp/mm verwendet2 [Gre92]. Diese Auflo¨sung wird
von digitalen Systemen noch nicht erreicht. Hier liegt das Auflo¨sungsvermo¨gen
lediglich zwischen 2,5 und 5,0 Lp/mm. Zur Zeit befinden sich jedoch bereits
Systeme in der Entwicklung, die eine Auflo¨sung von bis zu 10 Lp/mm erreichen.
Der Unterschied der Leuchtdichte zweier benachbarter Strukturen macht ihren
physikalischen Kontrast aus [Leh97]. Eine ausreichende Kontrastierung muss daher
fu¨r die Abgrenzung der Objekte vorhanden sein. In der Diagnostik ergeben sich
2Diese Auflo¨sung sollte beispielsweise bei Mammographien fu¨r die Fru¨hdiagnose maligner
Vera¨nderungen verwendet werden.
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zwischen konventionellen und digitalen Bildern signifikante Unterschiede. Beim
konventionellen Ro¨ntgenbild ist eine Variation von Kontrast und Helligkeit nicht
mo¨glich. Diese Bildeigenschaften lassen sich nur in begrenztem Umfang durch
die Wahl der Lichtquelle beeinflussen. Der dargestellte Grauwertbereich prima¨r
wie auch sekunda¨r digitaler Aufnahmen kann im Rahmen des Wertebereichs frei
angepasst werden, so dass auch geringe Intensita¨tsunterschiede dargestellt werden
ko¨nnen, die mittels Film-Folien-Systemen nicht differenzierbar sind [Del87].
Bei sekunda¨r digitalen Bildern ist jedoch eine differenziertere Quantisierung
des Wertebereichs nicht mehr mo¨glich, da diese Bildeigenschaften durch die
konventionelle Bildakquisition fehlen.
Der Rauschanteil der erzeugten Bilder ist bei Speicherfolien und Film-Folien-
Systemen vergleichbar hoch. Als Ursachen sind die Folienstruktur, Fluktuationen
in der Absorption und Umwandlung der Ro¨ntgenstrahlung durch die Versta¨rker-
folien zu nennen. Zusa¨tzlich tra¨gt das Quantenrauschen insbesondere bei geringen
Strahlungsintensita¨ten zu einer Qualita¨tsminderung bei [Ser85].
Eigenschaften der Objektdarstellung
Neben den genannten globalen Bildeigenschaften ist fu¨r die Bildverarbeitung das
Erscheinungsbild der dargestellten Objekte von großer Bedeutung. Durch die Pro-
jektion des durchstrahlten dreidimensionalen Mediums auf eine zweidimensionale
Fla¨che, den Ro¨ntgenfilm, treten Verzerrungen in der Darstellung der Objekte auf.
Neben den Vera¨nderungen durch die Aufnahmegeometrie kann es zu einer parti-
ell unscharfen Abbildung von Kanten kommen. Zusa¨tzlich ko¨nnen Objekte durch
U¨berlagerungen gesto¨rt werden.
Verzerrungen Betrachtet man die Ro¨ntgenquelle idealisiert als punktfo¨rmig, so
wird die Strahlung kegelfo¨rmig emittiert, durchdringt das Ko¨rpergewebe und wird
vom Ro¨ntgenfilm bzw. der Speicherfolie absorbiert. Diese Art der Projektion wird
auch als zentralperspektivische Abbildung bezeichnet.
Durch die unterschiedlichen Austrittswinkel der Ro¨ntgenstrahlen innerhalb des
Kegels, bezogen auf den Zentralstrahl, treten verschiedene Verzerrungen der abge-
bildeten Objekte auf. Objekte werden proportional zum Abstand vom Zentral-
strahl vergro¨ßert dargestellt. Der Vergro¨ßerungfaktor ha¨ngt dabei sowohl vom
Ro¨ntgenquelle-Objekt- als auch vom Objekt-Detektor-Abstand ab.
Eine andere Art der Verzerrung entsteht durch die Lage des Objekts. Betrachtet
man ein longitudinales Objekt, dessen Haupttra¨gheitsachse mit dem Projektions-
strahl u¨bereinstimmt, so ist seine Projektionsfla¨che minimal. Durch Rotation des
Objekts nimmt die projizierte Fla¨che zu. Die Folge ist eine je nach Lage star-
ke Variation des projizierten Fla¨chenanteils der Objekte. Solche mitunter starken
Forma¨nderungen in der Objektdarstellung werden auch als Verprojektionen be-
zeichnet.
Unscha¨rfe Bei der Strahlenquelle handelt es sich streng genommen um eine
fla¨chige Lichtquelle. Die Abbildung strahlenabsorbierender Kanten verursacht da-
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durch je nach Fokus und Abstand zum Detektor eine unscharfe Kantendarstellung.
Dieser Effekt wird auch als Halbschatten bezeichnet. Die projizierten Bildanteile,
die na¨her am Detektor platziert sind, werden deshalb scha¨rfer abgebildet.
U¨berlagerungen Ein weiteres Problem stellen Bildsto¨rungen in Form von
U¨berlagerungen dar. Man unterscheidet zwischen physiologischen, pathologischen
und iatrogenen U¨berlagerungen.
Physiologische U¨berlagerungen werden durch ko¨rpereigene, nicht krankhaft
vera¨nderte Strukturen oder Stoffe hervorgerufen. Dazu za¨hlen beispielweise
Bildsto¨rungen durch Darmgas, das in Form von dunklen “wolkigen” Strukturen
auftritt, oder U¨berlagerungen durch kno¨cherne Strukturen.
Pathologische Bildsto¨rungen werden durch krankhafte Vera¨nderungen des
Gewebes hervorgerufen. Beim Krankheitsbild der Osteoporose ist zum Beispiel
durch die geringe Knochendichte oftmals eine sichere Abgrenzung der Knochen-
strukturen zum angrenzenden Gewebe sehr schwierig.
Zu den iatrogenen U¨berlagerungen za¨hlen medizinische Hilfsmittel, die eben-
falls auf dem Ro¨ntgenbild abgebildet sind. Dies sind beispielsweise Katheter,
EKG-Elektroden oder Osteosynthesematerialien.
Abbildung 1.1 zeigt eine Auswahl verschiedener Bildausschnitte von Lendenwirbel-
sa¨ulenaufnahmen, um die verschiedenen Arten von Bildsto¨rungen zu visualisieren.
Abb. 1.1: Typische Bildsto¨rungen am Beispiel von Wirbelsa¨ulenradiographien sind
U¨berlagerungen durch Darmgas (links), perspektivische Verzerrungen (der
untere Wirbelko¨rper unterscheidet sich in der Projektion deutlich vom obe-
ren; Mitte) und iatrogene U¨berlagerungen wie EKG-Elektroden (rechts).
1.2 Computertomographie
Die Computertomographie (CT) basiert auf den Arbeiten von A.M. Cormak
[Cor63], der 1963 ein Verfahren zur Berechnung der Absorptionsverteilung im
menschlichen Ko¨rper aus Transmissionsmessungen vorstellte, und der techni-
schen Umsetzung durch G.N. Hounsfield und J. Ambrose fu¨r die klinische
Anwendung in den Jahren 1972 und 1973 [Amb73b, Amb73a, Hou73]. Mit der
Computertomographie war erstmals eine u¨berlagerungsfreie Darstellung einzelner
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Ko¨rperschichten mo¨glich. Fu¨r die medizinische Diagnostik werden zumeist dreidi-
mensionale Bildfolgen generiert, die eine Untersuchung der ra¨umlichen Lage und
Ausbreitung krankhafter Gewebevera¨nderungen ermo¨glichen.
Seit Erfindung der Computertomographie hat eine rasante Entwicklung statt-
gefunden, die aufgrund der prima¨r digitalen Bildgebung maßgeblich von der
Entwicklung der Computertechnologie beeinflusst worden ist.
Die ersten Gera¨te arbeiteten nach dem Translations-Rotations-Prinzip, bei
dem Strahlenquelle und Detektor das Objekt in einer linearen Translationsbewe-
gung abtasten und diesen Vorgang nach geringer Rotation jeweils wiederholen
(Abb. 1.2 links). Durch ihre geringe Auflo¨sung von 80×80 Bildpunkten war die
klinische Anwendung auf Scha¨deluntersuchungen beschra¨nkt.
Die Einfu¨hrung des Fa¨cherstrahlverfahrens im Jahr 1975 ermo¨glichte durch
verminderte Scanzeiten von 20 s pro Schicht erstmals Aufnahmen des Ko¨rperstam-
mes wa¨hrend eines Atemstillstands. Dadurch konnten die Bewegungsartefakte in
Schichtaufnahmen des Abdomens deutlich vermindert werden. In dieser Gera¨tege-
neration wurde der O¨ffnungswinkel des Ro¨ntgenfa¨chers auf 40o bis 60o ausgedehnt,
so dass das gesamte Volumen auf einmal erfasst werden konnte (Abb. 1.2 rechts).
Die Translation eru¨brigte sich damit. Infolgedessen konnte die Bewegung der
Ro¨ntgenquelle und des Detektors auf eine Rotationsbewegung beschra¨nkt werden.
1. Translation 60
. Translation
Translations-Rotations-Prinzip
Rotierender Detektor
Fächerstrahlverfahren
Abb. 1.2: Schematische Darstellung verschiedener Scantechniken in der Computerto-
mographie aus [Kal00]. Die ersten Gera¨te arbeiteten nach dem Translations-
Rotations-Prinzip (links). Moderne mit dem Fa¨cherstrahlverfahren arbeiten-
de Gera¨te ermo¨glichen einen kontinuierlichen Scanvorgang (rechts).
Einer weiteren Reduktion der Scanzeit waren mechanische Grenzen gesetzt. Die
Energiezufuhr der Ro¨ntgenro¨hre und des Detektors erfolgte u¨ber Kabelstra¨nge,
so dass nach einer 360o Rotation der Scanvorgang gestoppt werden musste, um
in der entgegengesetzten Drehrichtung beim na¨chsten Scan fortgesetzt werden
zu ko¨nnen. Mit der Einfu¨hrung der Schleifringtechnologie 1987 wurde erstmals
eine kontinuierliche Rotation von Detektor und Ro¨ntgenro¨hre verwirklicht.
Untersuchungen, deren Scanzeit unter 1 s pro 360o Ro¨hrenrotation liegt, konnten
mit Hilfe dieser Technologie durchgefu¨hrt werden. Eine weitere Verringerung des
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mechanischen Aufwands kann durch den Einsatz ringfo¨rmiger nicht-rotierender
Detektoren erreicht werden. Dennoch stellen rotierende, mehrzeilige Detektorlo¨-
sungen die Mehrzahl der installierten Systeme dar [Kal00].
Die Schleifringtechnologie war Voraussetzung fu¨r die technische Umsetzung
der Spiral-CT 1989, bei der nicht mehr schichtweise, sondern kontinuierlich bei
konstantem Tischvorschub gescannt wird. Dadurch kann verhindert werden, dass
Regionen von diagnostischem Interesse, die genau zwischen zwei Einzelschichten
liegen, nicht erfasst werden. Abbildung 1.3 verdeutlicht die Unterschiede zwischen
Einzelschicht- und Spiral-CT.
Moderne Computertomographen arbeiten im Gegensatz zur Einzelschicht-CT
Röntgenröhre
Rotationsebene
Patiententisch
Gantry Spiralförmiger
Abtastraum
1. Scanebene
2. Scanebene
3. Scanebene
Abb. 1.3: Vergleich zwischen sequentiellen Einzelschicht-CT (links) und Spiral-CT
(rechts) aus [Hof00].
(ESCT) nicht mehr nur auf einer Schicht, sondern nutzen einen verbreiterten
Fa¨cherstrahl, der eine simultane Akquisition von bis zu 16 Schichten ermo¨glicht.
Weitere technische Limitierungen, wie die Leistungsfa¨higkeit der Ro¨ntgenquelle,
wurden bei der Mehrschicht-Spiral-CT (MSCT) durch bessere Ro¨hrennutzung
ebenfalls umgangen [Sch00a]. Die Ro¨ntgenstrahlung wird in der z-Richtung besser
genutzt, was zu einer bis zu vierfach ho¨heren Volumenabdeckung ohne Restriktio-
nen durch erforderliche Ku¨hlzeiten der Ro¨ntgenro¨hre fu¨hrt [Lew01]. Der Nutzen
der MSCT liegt zusammengefasst in der gro¨ßeren Flexibilita¨t bei der Auswahl
von ho¨herer Volumenabdeckung, ku¨rzerer Untersuchungsdauer und verbesserter
axialer3 Auflo¨sung (hin zum isotropen Voxel) bei gleichzeitig optimierter Nutzung
der Ro¨ntgenro¨hre.
Neben stetigen Verbesserungen im Hard- und Softwarebereich stellen technische
Fortschritte in der Detektorkonzeption eine wesentliche Komponente dar. Die
isotropen Detektorelemente (“Fixed Array”- oder “Matrix Array-Detectors”) der
achtziger Jahre [Gra01] wurden durch sogenannte “Adaptive Array-Detectors”
und “Selectable-slice-thickness Multi-row-Detectors” abgelo¨st, die an die Strahlen-
geometrie besser angepasst waren [Fuc00]. Diese Detektorkonzepte ermo¨glichen
3axial: in Richtung der Ko¨rperachse; die Schnittebene liegt senkrecht zur Ko¨rperachse.
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neben der verbesserten axialen Auflo¨sung Rekonstruktionen in einer 512×512er
Matrix (Spatial Resolution) mit einer Bittiefe von 12 Bit pro Voxel.
Bildrekonstruktion
Als Ausgangsbasis fu¨r die Bildrekonstruktion dienen die vom Detektor in verschie-
denen Winkeln aufgezeichneten Schwa¨chungsprofile der transmittierten Ro¨ntgen-
strahlung. Dieses Prinzip der Bildzerlegung wurde erstmals 1917 von Johann
Radon vero¨ffentlicht, fand jedoch zu dieser Zeit außerhalb der Mathematik zu-
na¨chst keine Beachtung [Rad17].
Bei einer vorhandenen Menge von Schwa¨chungsprofilen kann somit durch die
Inverse der Radon-Transformation das Bild zuru¨ckgewonnen werden. Die ersten
Bilder mit einer 80×80-Matrix wurden mit Hilfe des algebraischen Ansatzes rekon-
struiert. Dieses Verfahren ist jedoch sehr aufwendig, da bei einer N×N -Matrix ein
Gleichungssystem bestehend aus N 2 Gleichungen und Unbekannten zu lo¨sen ist.
Auch wenn es sich dabei um ein du¨nnbesetztes Gleichungssystem handelt, ist der
Aufwand bei den ga¨ngigen 512×512-Matrizen selbst bei Verwendung numerischer
Verfahren inakzeptabel hoch.
Eine wesentlich effizientere und auch elegantere Methode der Radon’schen Um-
kehrformel ist die gefilterte Ru¨ckprojektion. Kernkomponente dieses Verfahrens ist
das Fourier-Slice-Theorem (Zentralschnitttheorem). Dieses Theorem sagt aus, dass
sich die zweidimensionale Fouriertransformierte F (u, v) des zu rekonstruierenden
Bildes aus den eindimensionalen Fouriertransformationen Gα(r) der Schwa¨chungs-
profile zusammensetzen la¨sst. Dazu beno¨tigt man die Polarkoordinatentransfor-
mierte von F (u, v), die sich wie folgt darstellt:
F (u(r, α), v(r, α)) = F (r cos α, r sin α) = Fpolar(r, α) (1.1)
Nach Aussage des Fourier-Slice-Theorems ist die Funktion Fpolar(r, α) gerade gleich
der Fouriertransformierten Gα(r) des Schwa¨chungsprofils im Winkel α:
F (r cos α, r sin α) = Gα(r) (1.2)
Durch Transformation der aus den Profilen Gα(r) konstruierten Funktion
Fpolar(r, α) in kartesische Koordinaten und anschließender inverser Fouriertrans-
formation kann somit das Bild zuru¨ckgewonnen werden.
Ein unscho¨ner Effekt, der nach einer Diskretisierung dieses Verfahrens auftritt, ist
die Unscha¨rfe der rekonstruierten Bilder. Deshalb wird jede Projektion vor der ei-
gentlichen Rekonstruktion mit einem Filterkern gefaltet, so dass niedrige Frequen-
zen unterdru¨ckt und hohe Frequenzen versta¨rkt werden. Diese Hochpassfilterung
kann auch auf den Fouriertransformierten der Projektionen als einfache kompo-
nentenweise Multiplikation durchgefu¨hrt werden.
Das mathematische Modell der gefilterten Ru¨ckprojektion ist jedoch nur auf
Parallelprojektionen anwendbar. Fu¨r die Rekonstruktion von Fa¨cherstrahlprojek-
tionen ist daher eine Umsortierung der Einzelstrahlen in eine a¨quivalente Menge
von Parallelprojektionen erforderlich.
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Ein weiteres Problem zuku¨nftiger Tomographen stellt die zunehmende Breite des
Fa¨chers dar. Die Strahlen des Fa¨chers ko¨nnen daher in z-Richtung nicht mehr
als parallel angenommen werden, so dass eine schichtweise Rekonstruktion des
durchstrahlten Volumens fehlschla¨gt. Dieses Problem kann mit Hilfe der dreidi-
mensionalen Radon-Transformation gelo¨st werden. Nach geeigneter Kombination
der einzelnen eindimensionalen Schwa¨chungsprofile zu zweidimensionalen Templa-
tes kann durch Anwendung der dreidimensionalen Radon-Transformation das ge-
samte Volumen zuru¨ckgewonnen werden [Gra91].
1.2.1 Bildeigenschaften von Computertomographien
Hounsfieldeinheiten
Die transmittierte Strahlung wird je nach Dichte des durchstrahlten Materials
unterschiedlich stark abgeschwa¨cht und von den Detektorelementen in Messwerte
umgewandelt. Die gemessenen Abschwa¨chungskoeffizienten µObj werden auf die
Dichte des Referenzmaterials Wasser µH2O normiert:
HE =
µObj − µH2O
µH2O
· 1000 (1.3)
Die auf diese Weise berechneten Dichtewerte werden nach dem Entwickler dieses
Verfahrens in Hounsfield-Einheiten (HE) angegeben.
Mit Hilfe der Hounsfield-Einheiten ist ein standardisierter Vergleich verschie-
dener CT-Bilder mo¨glich, so dass eine patientenu¨bergreifende Charakterisierung
unterschiedlicher Gewebestrukturen anhand ihrer Hounsfield-Intervalle erfolgen
kann. Abbildung 1.4 zeigt das charakteristische Absorptionsverhalten unterschied-
licher Gewebestrukturen. In der Abbildung wird ebenfalls deutlich, dass sich
insbesondere die Hounsfield-Intervalle der parenchymato¨sen4 Organe u¨berlappen,
so dass eine eindeutige Charakterisierung des Gewebes auf alleiniger Basis der
Hounsfield-Werte fehlschla¨gt.
Eigenschaften der Objektdarstellung
Die Eigenschaften der Objektdarstellung in Computertomographien unterscheiden
sich signifikant von der konventionellen Radiographie. Wa¨hrend in Ro¨ntgenu¨ber-
sichtsaufnahmen Verzerrungen und U¨berlagerungen den Bildeindruck verfa¨lschen,
treten bei Computertomographien aufgrund ihres Entstehungsprozesses andere
Arten von Bildsto¨rungen auf. Im Folgenden werden verschiedene Eigenschaften
von rekonstruierten Schichtbildaufnahmen vorgestellt, die von einem Bildverarbei-
tungsprozess beru¨cksichtigt werden mu¨ssen.
Anisotropie Die Schichtdicke der rekonstruierten Bilder ha¨ngt von der Geo-
metrie und Art der Zusammenschaltung der Detektorelemente ab (Detektor-
Kollimation). In der radiologischen Praxis sind Schichtdicken von wenigen Mil-
4parenchymato¨se Organe: Leber, Milz, Niere, Pankreas, Nebennieren, Gonaden, blutbildende
Organe etc.
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Abb. 1.4: Absorptionsverhalten unterschiedlicher Gewebestrukturen und Materialien in
Hounsfield-Einheiten aus [Hof00].
limetern u¨blich. Die Intraschichtauflo¨sung liegt bei heutigen Gera¨ten deutlich un-
ter 1 mm pro Voxel, so dass die Voxel eine quaderfo¨rmige Geometrie aufweisen.
Isotrope Voxelgeometrien sind in der medizinischen Bildverarbeitung jedoch we-
sentlich effizienter verarbeitbar. Daher ist die Vorverarbeitung des Bildmaterials
durch Interpolation in axialer Richtung sinnvoll. Aufgrund der zum Teil großen
Diskrepanz zwischen Inter- und Intraschichtauflo¨sung liefern aufwendigere Inter-
polationsverfahren, wie die lineare- oder die bikubische Interpolation, bessere Er-
gebnisse [Leh99].
Partialvolumeneffekte Bei der Rekonstruktion der Bilder wird die einfallen-
de Strahlung u¨ber ein Volumenelement definierter Gro¨ße gemittelt. Dadurch ko¨n-
nen Organgrenzen aufgeweicht und damit die Ausdehnung eines Organs verfa¨lscht
werden. Von solchen Effekten sind vornehmlich kontrastreiche U¨berga¨nge zwischen
unterschiedlichen Gewebestrukturen betroffen.
Bewegungsartefakte Die Bewegung des Patienten wa¨hrend des Scans ist fu¨r
die Bildqualita¨t von Bedeutung. Selbst bei modernen Gera¨ten liegt eine 360o Ro-
tation der Ro¨ntgenquelle im Sekundenbereich, so dass Bewegungen großen Einfluss
auf die Bildqualita¨t haben. Bei der Aufzeichnung eines Ko¨rpervolumens kommt es
daher insbesondere in axialer Richtung zu Verzerrungen in der Darstellung beweg-
licher Organe.
Untersuchungen am schlagenden Herzen werden daher EKG-getriggert durch-
gefu¨hrt, so dass die Scanintervalle in den Ruhephasen des Herzschlags durchgefu¨hrt
werden. Solche Techniken ko¨nnen zwar die Intensita¨t der Bewegungsartefakte ver-
mindern, aber dennoch nicht ga¨nzlich vermeiden.
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Strahlaufha¨rtungsartefakte Das erzeugte Energiespektrum der Ro¨ntgenro¨h-
re ist polyenergetisch und verursacht einen nicht-linearen Zusammenhang zwischen
Projektionswert und Abschwa¨chungskoeffizient. Aus dieser Nichtlinearita¨t resul-
tieren Fehler, die als Strahlaufha¨rtungsartefakte bezeichnet werden. Energiearme
Strahlung wird vom durchstrahlten Objekt sta¨rker absorbiert als energiereiche,
so dass die energiereichere (ha¨rtere) Strahlung zu gro¨ßeren Anteilen transmittiert
wird. Unkorrigiert fu¨hrt eine Rekonstruktion des Volumens aus den Projektionen
zu Abbildungsfehlern, die sich durch dunkle Streifen (Hounsfield-Bars) entlang von
Absorptionskanten bemerkbar machen.
Metallische Artefakte Befindet sich im gescannten Bereich Metall, zum
Beispiel durch Fixateure, Hu¨ft- oder Zahnprothesen, kommt es zu einer ex-
tremen Form von Aufha¨rtungsartefakten und Partialvolumeneffekten in den
erzeugten Bildern. Durch die hohe Dichte des Materials wird der gro¨ßte Teil
der Ro¨ntgenstrahlung absorbiert. Der sehr hohe Kontrast an den Ra¨ndern des
metallischen Objekts verursacht ausgepra¨gte Partialvolumeneffekte. Zusa¨tzlich
wird der Bildeindruck in Folge der Totalabsorption der weichen Ro¨ntgenstrahlung
durch Strahlaufha¨rtungsartefakte gesto¨rt.
Heutzutage ist es mit den immer geringeren Scanzeiten und zunehmend ho¨heren
Auflo¨sungen fast immer mo¨glich, Aufnahmen hoher diagnostischer Qualita¨t zu er-
zeugen. Lediglich metallische Artefakte lassen sich durch die ho¨here Auflo¨sung und
ho¨here Geschwindigkeit nicht reduzieren. Bei solchem Bildmaterial kann die Quali-
ta¨t durch spezielle Rekonstruktionsalgorithmen verbessert werden. Abbildung 1.5
zeigt verschiedene Beispiele typischer Bildsto¨rungen in CT-Schichtbildern.
Abb. 1.5: Typische Bildsto¨rungen von Computertomographien: durch metallische
Zahnprothesen verursachte Artefakte (links); Bewegungsartefakte in der Ab-
bildung des linken Herzventrikels (Mitte); Partialvolumeneffekt im Zwischen-
raum von Milz und linker Niere (rechts).
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Kapitel 2
Deformierbare Modelle
Die Form von Objekten stellt fu¨r die menschliche Perzeption das wichtigste Er-
kennungsmerkmal dar [Zus70]. In vielen Segmentierungsszenarien gibt es konkrete
Vorstellungen u¨ber die im Bild dargestellten Objekte und ihrer Eigenschaf-
ten. Zudem weisen anatomische Strukturen naturgema¨ß eine charakteristische
Formvariabilita¨t auf. Zusa¨tzlich erschweren Bildsto¨rungen, wie Verzerrungen,
U¨berlagerungen aber auch Bildrauschen, eine Detektion der dargestellten Objekte.
In der medizinischen Bildverarbeitung spielen daher modellbasierte Verfahren
fu¨r die Segmentierung eine wesentliche Rolle. Solche Modelle ermo¨glichen die
Integration von a-priori Wissen u¨ber die Form und anderer Merkmale, wie zum
Beispiel der Objekttextur1 oder ra¨umlicher Beziehungen benachbarter Objekte in
einen Segmentierungsprozess [Coo98, Scl98]. Ziel deformierbarer Modelle ist die
Vereinigung von Bildanteilen eines bestimmten Objekts zu einem koha¨renten und
konsistenten Modell dieser Struktur [McI96]. Eine Segmentierung kann damit als
Auffinden derjenigen Modellinstanz aufgefasst werden, die am besten die Werte
eines vorliegenden Bildes unter Beru¨cksichtigung der Modellinformation erkla¨ren
kann. Klassische modellfreie Verfahren, wie zum Beispiel Pixel- oder Voxel-basierte
Ansa¨tze, beru¨cksichtigen lediglich lokale Bildinformation [Ots79, Sun00, Weg00].
Die Folge sind falsche Annahmen u¨ber die Zuordnung von Bildanteilen, so dass
eine Korrektur der Ergebnisse durch Benutzerinteraktion notwendig wird.
Abbildung 2.1 zeigt den schematischen Aufbau eines deformierbaren Modells.
Das Modell besteht aus einer statischen Objektbeschreibung und einer Defor-
mationsvorschrift, die Forma¨nderungen auf dieser statischen Repra¨sentation
durchfu¨hrt. Hierbei kann die Deformationseigenschaft durch manuelle Vorgaben
oder in Form von a-priori Wissen in das Modell integriert werden. Durch ein
Optimierungsverfahren erfolgt unter dem Einfluss des Bildpotentials und des
Modellwissens eine Anpassung an die Bildstrukturen.
In diesem Kapitel wird zuerst auf verschiedene Methoden der statischen Form-
beschreibung eingegangen. Die beiden sich anschließenden Unterkapitel, aktive
1Als Objekttextur wird hier die zusammenha¨ngende Region aller Pixelwerte des Objekts ver-
standen.
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Abb. 2.1: Schematische Darstellung eines deformierbaren Modells.
Konturmodelle und wissensbasierte Formmodelle, liefern einen U¨berblick u¨ber
die in der medizinischen Bildverarbeitung gebra¨uchlichen Arten deformierbarer
Modelle. Danach werden lokale und globale Methoden der Optimierung defor-
mierbarer Modelle vorgestellt und ihre Anwendbarkeit auf die verschiedenen
Modelltypen ero¨rtert. Der Modellvergleich fu¨hrt eine differenzierte Gegenu¨ber-
stellung der unterschiedlichen Modelle durch und liefert eine Einordnung der
beschriebenen Techniken.
Auf Grundlage des in diesem Kapitel vermittelten U¨berblicks wird abschließend in
Unterkapitel 2.6 eine Spezifikation fu¨r das Modell erstellt. Dort werden Kriterien
definiert, denen das Modell aus technischer und medizinischer Sicht genu¨gen muss,
damit es fu¨r einen Einsatz in der medizinischen Praxis geeignet ist.
2.1 Statische Formbeschreibung
Statische Formrepra¨sentationen bilden die Basis-Datenstruktur, auf der de-
formierbare Modelle aufbauen. Sie fu¨hren auf dieser zuna¨chst unbeweglichen
Repra¨sentation Forma¨nderungen, unter Beru¨cksichtigung der im Modell enthalte-
nen Information, durch, um eine bessere Anpassung an die vorliegenden Bildwerte
zu erreichen. In der Literatur finden sich eine Reihe von verschiedenen Verfahren
der Formbeschreibung, die in deformierbaren Modellen zum Einsatz kommen
[Fol97, Bon98, Lon98].
2.1.1 Polygone und Triangulationen
Polygone stellen eine einfache, aber auch effiziente Mo¨glichkeit der Konturre-
pra¨sentation dar. Eine Kontur kann als Folge von Knoten v = (v1, v2, . . . , v|v|)
beschrieben werden. Diese Formulierung ist nicht notwendigerweise auf eine
bestimmte Dimension beschra¨nkt, wird aber in der Regel fu¨r die Beschreibung
von zweidimensionalen Konturen verwendet.
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Die Oberfla¨che dreidimensionaler Objekte kann analog durch eine Menge von ver-
bundenen planaren Polygonen dargestellt werden. Die Planarita¨t von Fla¨chenele-
menten mit mehr als drei Stu¨tzknoten ist jedoch nicht inha¨rent. Daher werden
in der u¨berwiegenden Anzahl von Anwendungen Dreiecke verwendet. Eine Ober-
fla¨chentriangulation kann durch eine Menge v von Knoten vi und einer Menge t
von Dreiecken ti beschrieben werden. Jedes Dreieck wird durch genau drei Knoten
gestu¨tzt, so dass folgende Nachbarschaftsbeziehung zwischen den Knoten definiert
wird:
t = {t1, t2, . . . , t|t|}, tn = (vi, vj, vk), mit vi, vj, vk ∈ v. (2.1)
Anhand eines einheitlichen Umlaufsinns kann bei geschlossenen orientierbaren
Oberfla¨chen fu¨r jedes Dreieck tn sichergestellt werden, dass der Einheitsnorma-
lenvektor ~nn nach außen gerichtet ist. Die Menge der Triangulationskanten
e = {e1, e2, . . . , e|e|} = {(vi, vj)|vi, vj ∈ tn, tn ∈ t, vi, vj ∈ v} (2.2)
kann damit anhand der Dreiecke definiert werden.
Entscheidender Nachteil dieser Formulierung ist die unzureichende Darstellung
von Kurven. Die Folge sind Approximationsfehler, die insbesondere bei stark
gekru¨mmten Formen auftreten. Diese Fehler ko¨nnen zwar durch Unterteilung der
Segmente gemindert, aber nicht vermieden werden. Dies verursacht zudem einem
ho¨heren Speicherbedarf der Datenstruktur und la¨ngere Ausfu¨hrungszeiten der
Algorithmen, die auf diesen Strukturen arbeiten.
Abbildung 2.2 macht den Sachverhalt anhand einer Kugelapproximation durch
eine Oberfla¨chentriangulation deutlich. Hier wurde in jedem Schritt eine 1:4-
Zerlegung der Dreiecke durch Verbinden der Kantenmittelpunkte durchgefu¨hrt.
Insgesamt wird nach dem letzten Verfeinerungsschritt eine optisch zufrieden-
stellende Approximation erreicht, die jedoch im Gegensatz zum urspru¨nglichen
Ikosaeder mit 12 Knoten und 30 Kanten bereits aus 642 Knoten und 1920
Kanten besteht. Dieses Schema, das nach dieser Vorschrift eine Verfeinerung
der Triangulation durchfu¨hrt, wird im Allgemeinen auch als Loop-Subdivision
bezeichnet [Loo87].
Abb. 2.2: Approximation einer Kugeloberfla¨che durch sukzessive Verfeinerung der Tri-
angulation.
Daneben finden diese sogenannten Subdivision Surfaces eine weite Verbreitung
im Bereich der Multiskalendarstellungen [Lee99, Kob00]. Sie bieten eine effiziente
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Mo¨glichkeit, Oberfla¨chen je nach Kontext in verschiedenen Auflo¨sungen zu
betrachten. Die lineare Approximation macht sich jedoch bei entsprechender
Vergro¨ßerung bemerkbar. Dieser Effekt wird auch geometrisches Aliasing genannt
[For80].
In vielen Fa¨llen ist die aufwendige lineare Approximation durch Polygone bzw.
Dreiecksnetze bei anatomischen Strukturen jedoch nicht der limitierende Faktor.
Vielmehr sind hier Aspekte wie die begrenzte Auflo¨sung medizinischer Bilddaten-
sa¨tze (siehe Kapitel 1.1 und 1.2), aber auch das jeweilige Segmentierungsszenario
und die verwendeten Algorithmen von Bedeutung. Vor diesem Hintergrund stellt
diese Art der Formrepra¨sentation in vielen Fa¨llen die gu¨nstigste Wahl dar.
2.1.2 Parametrische Kurven
Umrisse von Knochen auf Ro¨ntgenbildern oder Organe in dreidimensionalen CT-
Datensa¨tzen besitzen in der Regel glatte Konturen bzw. Oberfla¨chen. In der Theo-
rie sind verschiedene Darstellungen dieser Punktmengen gebra¨uchlich. Hier muss
im Wesentlichen zwischen zwei verschiedenen Ansa¨tzen unterschieden werden.
Quadriken beschreiben die gesamte Form des Objekts durch Lo¨sung eines quadra-
tischen Polynoms. Andere Verfahren wie Hermite-, Be´zier- und B-Spline-Kurven
verwenden eine Konkatenation von polynomialen Kurvensegmenten fu¨r die Form-
darstellung.
2.1.2.1 Quadriken und Superquadriken
Quadriken sind die Niveaufla¨chen von quadratischen Polynomen. Sie werden da-
her im dreidimensionalen Fall auch als algebraische Oberfla¨chen zweiter Ordnung
bezeichnet. Eine solche Oberfla¨che kann allgemein wie folgt dargestellt werden:
ax2 + by2 + cz2 + 2fyz + 2gxz + 2hxy + 2px + 2qy + 2rz + d = 0 (2.3)
Durch geeignete Wahl der Parameter lassen sich verschieden Oberfla¨chentypen dar-
stellen. Nach Beyer ergeben sich aus dieser Formulierung 17 verschiedene Stan-
dardformen [Bey87]. Ein elliptischer Paraboloid kann demnach durch die Gleichung
z =
x2
a2
+
y2
b2
(2.4)
beschrieben werden.
Eine Verallgemeinerung von Quadriken stellen die Superquadriken dar [Bar81].
Superquadriken beschreiben Oberfla¨chen als spha¨risches Produkt r(u, v) von zwei
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parametrischen Kurven h(u) und m(v):
r(u, v) =

 h2(u)m1(v)h1(u)m1(v)
m2(v)

, h(u) =
(
h1(u)
h2(u)
)
, m(v) =
(
m1(v)
m2(v)
)
, mit
h1(u) = cos
e1(u), h2(u) = sin
e2(u), m1(v) = cos
e1(v), m2(v) = sin
e1(v),
u ∈ [−pi, pi], v ∈ [−pi
2
, pi
2
], e1, e2 ∈ R (2.5)
Diese Formulierung kann geometrisch als eine Modulation durch m1(v) und eine
Verschiebung durch m2(v) entlang der Kurve h(u) interpretiert werden. Durch
Wahl der Exponenten e1 = e2 = 1.0 kann beispielsweise eine Kugel dargestellt
werden.
Diese sehr kompakte Darstellung ermo¨glicht eine Beschreibung dreidimensionaler
Formen anhand von nur wenigen freien Parametern. Allerdings ist dadurch die
Formflexibilita¨t sehr begrenzt, was die Verwendbarkeit insbesondere im medizini-
schen Bereich stark einschra¨nkt.
2.1.2.2 Hermite, Be´zier, B-Spline
Hermite-, Be´zier- und B-Spline-Kurven bieten die Mo¨glichkeit, glatte Formen
durch eine Konkatenation von polynomialen Kurvensegmenten zu beschreiben.
Meistens werden fu¨r die Formulierung kubische Polynome verwendet, da sie
den besten Kompromiss zwischen Flexibilita¨t und Rechenaufwand darstellen
[Fol97]. Grundsa¨tzlich gibt es jedoch keine Beschra¨nkung bei der Wahl des
Polynomgrades. Der Kurvenverlauf wird durch geometrische Beschra¨nkungen
(Constraints) bestimmt. Zusa¨tzlich wird die Wahl der Constraints durch die For-
derung nach der Glattheit der Kurve an den Konkatenationspunkten der Segmente
eingeschra¨nkt. Da fu¨r jedes Kontursegment lediglich die Constraints definiert
werden mu¨ssen, ist hier eine wesentlich kompaktere Darstellung der Form gegeben.
Kubische Hermite Kurven sind durch ihre beiden Endpunkte und Tangenten-
vektoren an diesen Punkten eindeutig bestimmt. Eine Alternative stellen die
Be´zier Kurven dar. Sie werden im Gegensatz zu Hermite durch die Angabe von
Fu¨hrungspunkten bestimmt. Die Anzahl der Fu¨hrungspunkte bestimmt den
Grad der verwendeten (Bernstein)-Basispolynome. Be´zier Kurven interpolieren
den ersten und letzten Fu¨hrungspunkt. Eine weitere Eigenschaft von Be´zier
Kurven ist der Verlauf der gesamten Kurve innerhalb der konvexen Hu¨lle der
Fu¨hrungspunkte. Als Nachteile von Hermite und Be´zier Kurven sind jedoch
die mangelnde Lokalita¨t2 und die Unstetigkeiten zweiter Ordnung3 an den
Konkatenationspunkten zu nennen.
2Durch A¨nderung eines Fu¨hrungspunktes wird der Verlauf der gesamten Kurve beeinflusst.
3Es liegt an den U¨berga¨ngen der Kurvensegmente lediglich eine tangentiale Stetigkeit erster
Ordnung vor.
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Diese beiden Nachteile von Hermite und Be´zier Kurven werden durch B-Spline
Kurven beseitigt. Sie besitzen einen lokalen Tra¨ger, wodurch die Wirkung eines
Fu¨hrungspunktes auf den B-Spline ebenfalls lokal ist. Die Wahl des Polynom-
grades ist von der Anzahl der Fu¨hrungspunkte unabha¨ngig. Bei der Berechnung
ergeben sich jedoch unangenehme Randprobleme, die dazu fu¨hren, dass der
erste und letzte Fu¨hrungspunkt nicht interpoliert werden. Dieser Nachteil kann
jedoch durch eine Randreplikation der Fu¨hrungspunkte umgangen werden. Als
vielseitigste und flexibelste Art von Freiform-Kurven sind die non-uniform rational
B-Splines (NURBS) zu nennen. In dieser Formulierung ko¨nnen die Fu¨hrungs-
punkte unterschiedlich gewichtet werden (rational). Zusa¨tzlich wird hier eine freie
Unterteilung des Parameterintervalls zugelassen, so dass der Einflussbereich von
den Fu¨hrungspunkten individuell gesteuert werden kann (non-uniform). Durch
die Verwendung von rationalen B-Splines lassen sich zum Beispiel alle Arten von
Kegelschnitten darstellen.
Die dargestellten Techniken der Freiform-Modellierung lassen sich in die dritte
Dimension u¨bertragen. Die kubischen Kurven werden hier zu einer Darstellung als
bikubische Fla¨chen generalisiert. Dadurch ergeben sich fu¨r jedes Fla¨chensegment
(Patch) eine Anzahl von 16 geometrischen Constraints (Fu¨hrungspunkten,
Tangenten). Die diskutierten Vor- und Nachteile der verschiedenen Darstellungen
haben aufgrund der analogen Formulierung auch im dreidimensionalen Fall
Gu¨ltigkeit. Abschließend sei fu¨r eine umfassende Studie dieser Thematik auf
[Mor97] verwiesen.
2.1.3 Fourierdeskriptoren
Eine andere Mo¨glichkeit der Repra¨sentation glatter Formen bieten die Fou-
rierdeskriptoren. Sie beschreiben die Form mittels einer Frequenzanalyse des
Konturverlaufs. Die Form kann somit u¨ber eine durch die Fourierkoeffizienten
gewichtete Superposition von Frequenzen dargestellt werden. Dadurch erha¨lt man,
wie bei der Darstellung von Hermite und Be´zier Kurven, eine globale Art der
Formbeschreibung. Dieser Ansatz wird auch bei Multiskalendarstellungen [Ros93]
und in der Konturklassifikation [Per77] verwendet.
Fu¨r die Frequenzanalyse wird der Konturverlauf als periodisch fortgesetzt ange-
nommen [Sta89]. Eine Kurve kann daher durch zwei periodische Funktionen u¨ber
der Konturla¨nge t beschrieben werden:
v(t) =
(
x(t)
y(t)
)
, t ∈ [0, 2pi]. (2.6)
Eine Fourier Repra¨sentation der Kontur erfolgt mit Hilfe von sinusoidalen Basis-
funktionen [Sta92]:
φ =
1
2pi
,
cos x
pi
,
sin x
pi
,
cos 2x
pi
,
sin 2x
pi
, . . . (2.7)
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Die Fourierrepra¨sentation stellt sich damit in Matrixform wie folgt dar:
(
x(t)
y(t)
)
=
(
a0
c0
)
+
∞∑
k=1
(
ak bk
ck dk
) (
cos kt
sin kt
)
, (2.8)
wobei die Fourierkoeffizienten ak, bk, ck und dk durch
a0 =
1
2pi
∫ 2pi
0
x(t)dt, c0 =
1
2pi
∫ 2pi
0
y(t)dt,
ak =
1
pi
∫ 2pi
0
x(t) cos ktdt, bk =
1
pi
∫ 2pi
0
x(t) sin ktdt,
ck =
1
pi
∫ 2pi
0
y(t) cos ktdt, und dk =
1
pi
∫ 2pi
0
y(t) sin ktdt
(2.9)
definiert sind. Die ersten beiden Koeffizienten a0 und c0 bestimmen den Schwer-
punkt der Kontur.
Anhand dieser Berechnungsvorschrift kann die Form durch einen eindeutigen
Parametervektor p = (a0, c0, a1, b1, c1, d1, . . .) repra¨sentiert werden. In dieser
Darstellung entsprechen Parameter mit kleinem Index niedrigen Formfrequenzen.
Eine Gla¨ttung der Kontur kann durch eine einfache Unterdru¨ckung der hohen
Frequenzanteile4 erreicht werden. Unter Vernachla¨ssigung des auftretenden
Informationsverlustes wird auf diese Weise eine kompaktere Repra¨sentation der
Form ermo¨glicht.
Diese Formulierung erlaubt zuna¨chst nur eine Modellierung von geschlossenen
Konturen. Staib bietet fu¨r offene Kurven eine Lo¨sung an, die auf einer alternie-
renden Abtastung der Kurve in beiden Richtungen beruht [Sta92]. Die periodische
Fortsetzung des Konturverlaufs am Ende der Kontur erfolgt hier durch eine
ru¨ckwa¨rts gerichtete Abtastung mit x(t) = x(2pi− t) bzw. y(t) = y(2pi− t). Andere
Verfahren stellen die Kurve u¨ber ihre polartransformierten Konturkoordinaten als
Funktion u¨ber einem Winkel φ dar [Bon98]. Da bei dieser Formulierung jedem
Winkel nur ein Funktionswert zugeordnet werden kann, sind lediglich solche
Konturen verwendbar, die genau einen Schnittpunkt mit dem entsprechenden
Zentralstrahl zum Winkel φ aufweisen.
Dreidimensionale Oberfla¨chen ko¨nnen entsprechend mit zwei freien Parametern s
und t durch v(s, t) = (x(s, t), y(s, t), z(s, t)) beschrieben werden. Die freien Para-
meter definieren einen Punkt auf dieser Oberfla¨che. Analog zur Konturdarstellung
werden nun Basisfunktionen mit zwei Variablen zur Oberfla¨chenrepra¨sentation be-
no¨tigt. In [Sta96] werden Lo¨sungen durch die Wahl von geeigneten Basen fu¨r drei-
dimensionale Ko¨rper mit Kugel- und Torustopologie vorgestellt. Brechbu¨hler
verwendet eine bestimmte Klasse von Kugelfunktionen, die Spherical Harmonics,
als Menge von Basisfunktionen [Bre95]. Abbildung 2.3 zeigt verschiedene Aus-
pra¨gungen einer dreidimensionalen Form unter Verwendung von unterschiedlichen
Anzahlen niederfrequenter Koeffizienten der Spherical Harmonics.
4Dieses Prinzip wird auch als Tiefpassfilterung bezeichnet.
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1 Koeffizient 3 Koeffizienten 7 Koeffizienten
Abb. 2.3: Globale Beschreibung einer Form (rechts) mit einer unterschiedlichen Anzahl
niederfrequenter Koeffizienten auf Basis der Spherical Harmonics aus [Bre95].
2.1.4 Skelettierung
Im Kontinuierlichen kann das Skelett einer Figur als die Verbindung aller Mit-
telpunkte von Kreisen mit maximalem Radius, die noch vollsta¨ndig innerhalb
der Figur liegen, definiert werden [Leh97]. Im diskreten Fall ist das Skelett
einer zusammenha¨ngenden Pixelregion jedoch nicht eindeutig definiert. In der
Literatur existieren daher eine Fu¨lle von unterschiedlichen Algorithmen, die eine
Skelettierung der Objekte berechnen. Dies hat zur Folge, dass unterschiedliche
Verfahren im Allgemeinen auch unterschiedliche Ergebnisse liefern [Des98].
Skelettierungen von zusammenha¨ngenden Pixelregionen ko¨nnen zum Beispiel
durch eine morphologische Hit-and-Miss-Transformation erreicht werden [Hei94].
Deseilligny et al. verwenden regelbasierte Methoden fu¨r die Skelettierung
[Des98], wa¨hrend andere Verfahren die Skelettierung der Objekte anhand ihrer
polygonalen Darstellung berechnen [Piz99b].
Ein Vorteil der Skelettierung ist die hierarchische Objektrepra¨sentation. Je
nach Verzweigungsgrad des Skeletts la¨sst sich eine unterschiedliche Genauigkeit
in der Objektrepra¨sentation erzielen. Abbildung 2.4 zeigt die Skelettierung der
Koch’schen Schneeflocke in unterschiedlichen Auflo¨sungen.
Abb. 2.4: Skelettierung der Koch’schen Schneeflocke in verschiedenen Auflo¨sungen (aus
[Des98]).
Die Kontur bzw. Oberfla¨che des Objekts ist durch Abstandsfunktionen auf den
Skelettlinien bestimmt, deren Endpunkte durch die Skelettknoten definiert sind.
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Als Abstandsfunktionen werden in den meisten Fa¨llen Kugeln verwendet, aber
auch andere Strukturen wie Sechsecke (Abbildung 2.4) sind denkbar.
2.2 Aktive Konturmodelle
Seit ihrer Vero¨ffentlichung im Jahr 1988 durch Kass, Witkin und Terzopoulos
haben aktive Konturmodelle eine weite Verbreitung in der Bildsegmentierung
erlangt [Kas88]. Sie stellen heute ein etabliertes Standardverfahren dar, welches
sta¨ndig weiterentwickelt, an eine große Anzahl verschiedener Problemstellungen
angepasst und erfolgreich angewendet worden ist. Aktive Konturmodelle wurden
mit dem Ziel entwickelt, natu¨rliche, nicht rigide Formen auf Bildern detektieren
zu ko¨nnen. Erste Ideen5 zu dieser Thematik gehen bis in die fru¨hen siebziger
Jahre zuru¨ck [Fis73, Wid73].
Durch ihre hohe Anzahl von Freiheitsgraden besitzen aktive Konturmodelle
ein hohes Maß an Flexibilita¨t, um sich den Objekten wa¨hrend einer Optimierung
anpassen zu ko¨nnen. Durch Kra¨fte, die wa¨hrend des Optimierungsprozesses auf
die Kontur einwirken, findet eine Anna¨herung an die Bildstrukturen statt. Die
dadurch stattfindende flexible Bewegung der Kontur hat ihr auch die Bezeichnung
Snake eingebracht.
Eine umfassende Darstellung dieser Thematik ist durch die sehr große Anzahl
von Vero¨ffentlichungen nahezu unmo¨glich [McI96, Bla98]. Dieses Kapitel stellt
lediglich die wesentlichen Konzepte und Erweiterungen aktiver Konturmodelle
vor. Insbesondere wird hier auf Aspekte, die sich in erster Linie mit einer
Erho¨hung der Robustheit (Kapitel 2.2.3, Kapitel 2.2.4) und einer Verbesserung
des Konvergenzverhaltens (Kapitel 2.2.5) des Verfahrens befassen, eingegangen.
Zuna¨chst wird im folgenden Kapitel das klassische Modell eingefu¨hrt und im
Anschluss verschiedene Formen der Objektrepra¨sentation fu¨r aktive Konturen
(Kapitel 2.2.2) vorgestellt.
2.2.1 Das klassische aktive Konturmodell
Kass et al. verfolgen in ihrer Vero¨ffentlichung eine kontinuierliche Pra¨sentation
der mathematischen Grundlagen des Modells. Diese Darstellung bietet daher
weniger konkrete Vorschla¨ge fu¨r eine praktische Umsetzung als vielmehr eine
abstrakte und allgemeine Einfu¨hrung in die Thematik.
Aktive Konturmodelle beschreiben die dargestellten Objekte anhand ihrer Um-
risslinie. Eine zweidimensionale Kontur kann in Parameterform wie folgt definiert
werden:
v(s) = (x(s), y(s)), s ∈ [0, 1]. (2.10)
5Fischler und Widrow haben Forma¨nderungen auf Objekten durch eingeschra¨nkte Defor-
mationen durch Federkra¨fte und Simulation flexibler Materialeigenschaften modelliert (Spring-
loaded-templates bzw. Rubber-mask-technique).
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Eine Adaption an die dargestellten Objekte vollzieht sich durch eine von der Mo-
dellinformation beeinflusste Deformation der Kontur. Dazu werden Energien ein-
gefu¨hrt, die eine Bewegung der Kontur in Richtung der zu detektierenden Objekte
steuern.
Eine Anpassung der Kontur an das Bildmaterial erfolgt u¨ber die Minimierung
einer Energie E(v(s)) (Kostenfunktion). Dabei ist die Energie gerade so zu wa¨h-
len, dass ihre Minima mit den signifikanten Bildmerkmalen an den Ra¨ndern der
zu detektierenden Objekte korrespondieren. Das Energiefunktional kann allgemein
wie folgt formuliert werden:
E(v(s)) =
∫ 1
0
Esnake(v(s))ds =
∫ 1
0
Eint(v(s)) + Eext(v(s))ds (2.11)
In dieser Darstellung findet eine Unterscheidung zwischen innerer Eint und a¨ußerer
Energie Eext statt. Die interne Energie beeinflusst die Deformation der Kontur
aufgrund von inneren Einflu¨ssen, wie zum Beispiel der Kru¨mmung. Die externe
Energie modelliert Bildeinflu¨sse, die auf die Kontur wirken.
Eine Forderung an das Modell ist die Pra¨ferenz von glatten Formen. Um dies zu
gewa¨hrleisten, ist die interne Energie des Modells durch die Summe der ersten
und zweiten Ableitung der Kontur definiert:
Eint(v(s)) =
∫ 1
0
α(s)
|v(s)′|2
2
+ β(s)
|v(s)′′|2
2
ds (2.12)
Die Funktionen α(s) und β(s) nehmen eine individuelle Gewichtung der Kon-
turpunkte vor. In den meisten Fa¨llen wird jedoch ein uniformes Gewicht fu¨r die
gesamte Kontur verwendet. Anschaulich kann die erste Ableitung als Zugelastizi-
ta¨t und die zweite Ableitung als Biegesteifigkeit interpretiert werden.
Externe Einflu¨sse bestimmen die Position der Kontur bezu¨glich der dargestell-
ten Objekte. Die Grenzen der Objekte zeichnen sich normalerweise durch starke
Intensita¨tsa¨nderungen orthogonal zum Konturverlauf aus und stellen daher ein
wichtiges Merkmal fu¨r die Kantendetektion dar [Mar80, Can86]. Der Einfluss des
Bildgradienten wird als externe Energie wie folgt formuliert:
Eext(v(s)) =
∫ 1
0
−γ(s)|Gσ ∗ ∇I(x, y)|2ds (2.13)
Da Bereiche mit hohen Bildgradienten die gu¨nstigste Positionierung der Kontur
darstellen, jedoch insgesamt die Gesamtenergie E(v(s)) minimiert werden soll,
fließt der negative Bildgradient in die Berechnung ein. Die Funktion γ(s) ermo¨g-
licht analog zur internen Energie eine individuelle Gewichtung der Konturpunkte.
Diese Definition der externen Energie ist jedoch kein konvexes Funktional, was die
Optimierung erschwert. Eine Gla¨ttung durch den Gauß-Operator Gσ kann zwar
den Einfluss lokaler Optima mindern aber dennoch nicht beseitigen.
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Die Minimierung der Modellenergie E(v(s)) erfolgt mit Methoden der Variati-
onsrechnung. Gesucht sind Funktionen, fu¨r die dieses Funktional ein Minimum
annimmt. Eine Lo¨sung des Minimierungsproblems kann mit Hilfe der Euler-
Differentialgleichung erfolgen. Durch Lo¨sung der Differentialgleichung erha¨lt man
Kandidaten fu¨r die Extremwerte (Extremale), die das Funktional annehmen kann.
Eine detaillierte Beschreibung des Sachverhalts und der numerischen Lo¨sung des
Problems findet sich unter anderem in [Wei98a].
2.2.1.1 Nachteile der klassischen Formulierung
Die aktiven Konturmodelle bieten eine elegante Mo¨glichkeit, lokale Forminforma-
tion u¨ber Energiefunktionen in ein deformierbares Modell zu integrieren. Der klas-
sische Ansatz besitzt aber auch eine Reihe von Nachteilen, die hier etwas genauer
ero¨rtert werden.
• Initialisierung und Konvergenz
Das Verfahren ist sehr sensitiv gegenu¨ber der Initialkontur. Dies impliziert,
dass das Verfahren nur eine lokale Konvergenz besitzt. Daher muss inter-
aktiv eine Startkontur in das Bild eingezeichnet werden. Zudem macht eine
globale Optimierung aufgrund der Energiedefinition wenig Sinn, da das glo-
bale Optimum eine zu einem Punkt zusammengezogene Kontur darstellt, die
an der Stelle des ho¨chsten Bildgradienten liegt. Da die externe Energie kein
konvexes Funktional darstellt, wird eine robuste Optimierung des Modells
zusa¨tzlich erschwert.
• Deformationseigenschaft
Die Definition der ersten Ableitung bewirkt eine Verku¨rzung der Kontur, so
dass sie sich unter Vernachla¨ssigung der externen Kra¨fte auf einen Punkt
zusammenzieht. Die zweite Ableitung minimiert die Kru¨mmung. Effekt die-
ses Sachverhalts ist die Pra¨ferenz von konvexen Formen. Bei geschlossenen
Konturen bewirkt die Minimierung der zweiten Ableitung eine Schrumpfung
der Form.
• Formwissen
Ein weiterer wesentlicher Nachteil ist die begrenzte Integration von Form-
wissen in das Modell. Das Verfahren ist auf die Modellierung lokaler Kru¨m-
mungseigenschaften der Kontur beschra¨nkt. Dadurch kann nur lokales Form-
wissen im Modell verankert werden. Globale Formaspekte, die in der medi-
zinischen Bildverarbeitung von großer Bedeutung sind, finden keine Beru¨ck-
sichtigung.
Dennoch besitzt die klassische Formulierung ein großes Potential, welches viel Frei-
raum fu¨r Erweiterungen bietet. In der Literatur existiert eine nahezu unu¨berschau-
bare Vielfalt von Vero¨ffentlichungen, die sich im Wesentlichen mit der Lo¨sung bzw.
Minderung der oben genannten Nachteile des urspru¨nglichen Modells befassen. Die
folgenden Kapitel geben einen U¨berblick u¨ber solche Erweiterungen und Verbes-
serungen des Verfahrens.
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2.2.2 Objektrepra¨sentation
Fu¨r den praktischen Einsatz des aktiven Konturmodells bieten sich als Objektre-
pra¨sentation grundsa¨tzlich alle in Kapitel 2.1 vorgestellten Verfahren an. Wegen
der geforderten hohen lokalen Formflexibilita¨t sind implizite Darstellungen wie
die Fourierdeskriptoren weniger geeignet. Daher verwenden die meisten Verfahren
eine lineare Approximation der Form durch Polygone bzw. Triangulationen.
Daru¨ber hinaus finden sich auch einige wenige vierdimensionale Verfahren, die
eine Darstellung der Objekte u¨ber Tetraeder verwenden [Bre00, McI94].
Unstetigkeiten erster Ordnung, die durch die lineare Approximation entstehen,
ko¨nnen durch die Verwendung von Interpolationsfunktionen zwischen den Kno-
tenpunkten vermieden werden. Zusa¨tzlich la¨sst sich die natu¨rliche Kru¨mmung
der Objekte durch die Konkatenation von Be´zier oder B-Spline Kurvensegmenten
genauer approximieren [Rue95, May94]. Als ein Beispiel fu¨r eine stetig differen-
zierbare dreidimensionale aktive Kontur ist das Modell des linken Herzventrikels
von Huang zu nennen [Hua99].
Die Approximation der Kontur mit polynomialen Kurvensegmenten hat jedoch
auch Nachteile. Rueckert beschreibt das Problem der Schlingenbildung bedingt
durch ungu¨nstige Verschiebungen der Fu¨hrungspunkte [Rue95]. Die begrenzte
Auflo¨sung digitaler Bilddaten ist ein weiterer Aspekt, der die Vorteile der stetig
differenzierbaren Konturdarstellung gegenu¨ber der linearen Approximation min-
dert. Durch eine ausreichend hohe Anzahl von linearen Kurvensegmenten kann
sogar eine subpixelgenaue Darstellung der Kontur erreicht werden [McI99].
Staib und Duncan verwenden eine implizite Konturdarstellung auf Basis von
Fourierdeskriptoren [Sta89]. Signifikante Formmerkmale zeichnen sich in vielen
Fa¨llen durch eine hohe lokale Kru¨mmung aus und werden daher durch die ho¨-
herfrequenten Anteile der Fouriertransformation repra¨sentiert. Eine solche Re-
duktion der Parameter durch Tiefpassfilterung wirkt sich daher nachteilig aus, da
die resultierende Gla¨ttung der Kontur eine Unterdru¨ckung wichtiger Formmerk-
male verursacht.
Neben der reinen Konturdarstellung muss ebenfalls unterschieden werden, welche
Elemente im Fall einer diskreten Repra¨sentation in die Berechnung der Energien
einfließen. Es findet eine Unterscheidung zwischen den Finite Differenzen- und den
Finite Elemente Modellen statt:
• Finite Differenzen Modelle
Finite Differenzen Modelle (FDM) beschreiben die Kontur ausschließlich u¨ber
ihre Knotenliste. Bei dieser Art der Repra¨sentation wird jedoch eine hohe An-
zahl von Knoten fu¨r die Konturdarstellung beno¨tigt [Coh93]. Viele aus dem
urspru¨nglichen Modell entwickelte Varianten arbeiten mit dieser Methode
[Lob95, Wei98a].
• Finite Elemente Modelle
Finite Elemente Modelle (FEM) gehen hier einen Schritt weiter. Bei dieser
Methode stellen die verbindenden Elemente zwischen den Knoten die akti-
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ven Elemente des Modells dar [Coh93, McI94, Bre00]. Die finiten Elemente
approximieren Teilabschnitte der Kontur und weisen ihnen bestimmte Mate-
rialeigenschaften zu. Darin ist jedoch oftmals eine Gro¨ßenannahme u¨ber die
Elemente verankert, so dass ein Resampling der Kontur mo¨glich sein muss.
Ein Resampling der Kontur kann auch anders begru¨ndet werden. Lobregt fu¨hrt
beispielweise ein Resampling der Kontur ein, um eine Akkumulation von Knoten
an Stellen mit hohem Bildgradienten zu verhindern [Lob95]. Andere Vorteile liegen
in der wesentlich ho¨heren Homogenita¨t der Kontur, so dass eine gleichma¨ßige
Abtastung u¨ber die Knotenpositionen fu¨r die Energieberechnung erfolgen kann.
Ansa¨tze fu¨r eine glatte und homogene Rekonstruktion von nicht kontinuierlichen
Datenpunkten finden sich bereits in [Ter86].
2.2.3 Erweiterungen der Energiedefinition
Energieterme sind fu¨r das aktive Konturmodell von zentraler Bedeutung. Sie
bestimmen das Verhalten der Kontur, die durch den Optimierungsprozess an die
Bildobjekte angepasst wird. Daher versuchen viele Ansa¨tze, die in Kapitel 2.2.1
angesprochenen Beschra¨nkungen aktiver Konturmodelle durch eine alternative
bzw. erweiterte Energiedefinition zu lo¨sen. Der gro¨ßte Teil der Literatur befasst
sich mit Verbesserungen der Gla¨ttungseigenschaft und diskutiert Alternativen
bzw. Erweiterungen der anderen internen Energien. Daneben finden sich andere
Energieformen, die als Ersatz bzw. Erga¨nzung fu¨r die klassische externe Energie
fungieren. In diesem Zusammenhang sind beispielsweise regionenbasierte Energien
oder Ansa¨tze, globales Formwissen in das Modell zu integrieren, von Interesse.
Abschließend werden noch einige problemspezifische Lo¨sungen vorgestellt.
Konturgla¨ttung
Ein wesentlicher Nachteil des klassischen Ansatzes ist die Schrumpfung der
Kontur. Kass et al. lassen den Aspekt der diskreten Approximation der ersten
und zweiten Ableitung offen [Kas88]. Die Minimierung der Summe der ersten
Ableitung (Elastizita¨t) verringert die Konturla¨nge. Die zweite Ableitung, die
Biegefestigkeit, bewirkt, dass bei geschlossenen Konturen die Knotenpunkte in
das Innere der Kontur wandern und diese sich zusammenzieht. Erste Lo¨sungen
fu¨r diese Problematik gehen auf Cohen zuru¨ck [Coh93]. Dort wird eine Ballon-
Energie eingefu¨hrt, die einen Innendruck simuliert und so der Kontraktion der
Kontur entgegenwirkt. Eine Optimierung mit dieser zusa¨tzlichen Energie ist durch
die Euler-Lagrange Gleichung aber nicht mo¨glich, da der interne Energieterm
nicht mehr proportional zur Energie der ersten und zweiten Ableitung der Kontur
ist. Kapitel 2.2.5 stellt verschiedene alternative Optimierungansa¨tze zur Lo¨sung
dieser Problematik gegenu¨ber.
Grundsa¨tzlich sieht die klassische Formulierung die Modellierung von unter-
schiedlich starkem Kru¨mmungsverhalten u¨ber eine individuelle Gewichtung der
Knoten vor. Da dies jedoch mit einem deutlich erho¨hten Parametrierungsaufwand
einhergeht, werden uniforme Gewichtungen der Energien bevorzugt. Lobregt
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versucht demzufolge nicht mehr, die Kru¨mmung der Kontur zu minimieren,
sondern vielmehr diese mo¨glichst konstant zu halten oder nur kleine A¨nde-
rungen zuzulassen [Lob95]. Die berechneten Kra¨fte entlang der Kontur werden
hochpassgefiltert, bevor sie auf die Knoten einwirken, so dass lokale Struktu-
ren erhalten bleiben und damit eine globale Gla¨ttung der Kontur unterdru¨ckt wird.
In der dreidimensionalen Darstellung beschreibt die zweite Ableitung der Ober-
fla¨che neben planaren Biegungen auch die Torsion. In 3D gibt es jedoch keine
eindeutige Nachbarschaftsrelation im Sinne eines Vorga¨ngers und Nachfolgers,
wodurch partielle Ableitungen entlang der Koordinatenachsen schwierig zu ermit-
teln sind. Die Verwendung des Laplace Operators schreibt aber eine Summierung
der zweiten partiellen Ableitungen vor [Bro93]. Lu¨rig betrachtet daher fu¨r eine
Na¨herungslo¨sung die sternfo¨rmige Umgebung der Nachbarknoten [Lu¨r00]. Hierbei
fließen Winkel und Absta¨nde zu den Nachbarknoten in die Positionsberechnung
ein. Diese Verallgemeinerung des Laplace Operators in 3D wird auch als Regen-
schirm Operator bezeichnet.
Distanzenergie
Das aktive Konturmodell konvergiert durch die klassische Definition der externen
Energie in Bereiche mit hohem Bildgradienten. Durch tangentiale Bewegungen
der Knotenpunkte neigen diese dazu, sich in solchen externen Energieminima zu
akkumulieren. Fok und Leymarie fu¨hren daher eine zusa¨tzliche interne Energie
ein, die den mittleren Knotenabstand der Kontur einbezieht [Ley93, Fok96]. Dies
verlangt vor jedem Iterationsschritt eine Neuberechnung des aktuellen mittleren
Knotenabstands. Der zusa¨tzliche Rechenaufwand ist aber angesichts der dadurch
deutlich besseren Konvergenz des Modells akzeptabel.
Regionenbasierte Energien
Ein weiterer Ansatz, der die Robustheit der aktiven Konturmodelle signifikant
erho¨ht hat, ist die Einfu¨hrung von regionenbasierten Energien. Da nicht nur die
Kontur selbst bzw. lokale Gradienten betrachtet werden, spricht man in diesem
Fall von aktiven Regionenmodellen. Als Merkmale werden hier die Grauwertver-
teilungen und die Texturinformation der von der Kontur eingeschlossenen Region
als Energiemaß verwendet [Ron94, Ivi95, Zhu96]. Sclaroff verwendet anstelle
von Texturmaßen die gesamte Objekttextur eines Prototypen als regionenbasierte
Energie. Dieses Energiemaß berechnet sich aus dem U¨berdeckungsfehler der an
die aktuelle Modellform angepasste Prototypentextur und dem darunter liegenden
Bild [Scl98].
Formwissen
Durch die Verwendung von lokal beschra¨nkten internen Energien ist das Modell
nicht in der Lage, globales Formwissen zu verarbeiten. Viele natu¨rliche Formen
zeichnen sich jedoch durch eine fu¨r sie charakteristische, eingeschra¨nkte Form-
variabilita¨t aus. Eine Integration von globalem Formwissen fu¨r eine bestimmte
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Abb. 2.5: Integration von Formwissen durch eine Delaunay-Triangulation eines Hand-
modells; Formkanten sind dunkel, Szenekanten sind heller dargestellt (aus
[Koh98]).
Klasse von Objekten kann die Robustheit gegenu¨ber Fehlsegmentierungen erheb-
lich steigern. Fu¨r solche Modelle wird jedoch a-priori Wissen u¨ber die Form der
Objekte beno¨tigt. Dies ko¨nnen einfache Annahmen sein, die das Bereitstellen einer
Normkontur vorsehen, aber auch komplexe Analysen einer Trainingsdatenmenge
von spezifischen Formen.
Erste Ansa¨tze versuchen u¨ber die Modellierung einer prototypischen Form, auf
der eingeschra¨nkte Variationen zugelassen werden, die Konvergenz zu verbes-
sern [Lai95]. Das Verfahren von Weiler geht einen Schritt weiter. Hier wird
versucht, globales Formwissen u¨ber eine Delaunay-Triangulation der Kontur in
das aktive Konturmodell zu integrieren [Wei98a, Koh98]. Voraussetzung fu¨r das
Verfahren ist eine uniform triangulierte Trainingsdatenmenge von Konturen. Es
werden mechanische Federkra¨fte auf den Triangulationskanten eingefu¨hrt, die
mit der Variation der Kantenla¨nge in der Trainingsdatenmenge korrespondieren.
Man erha¨lt dadurch eine flexible Modellierung globaler Formvariation. Dieses
Verfahren ist daru¨ber hinaus als einziges in der Lage, Topologiewissen u¨ber
benachbarte Objekte in Form von Interobjektkanten in ein aktives Konturmodell
zu integrieren. Abbildung 2.5 zeigt die Modellierung der Triangulationsenergie
anhand eines Handmodells, die Intraobjektkanten (Formkanten) sind dunkel und
die Interobjektkanten (Szenekanten) heller dargestellt.
Dennoch haben beide Formulierungen den wesentlichen Nachteil, dass sie den
Formprototypen bzw. die mittlere Trainingsform zu stark pra¨ferieren. Im Modell
von Weiler wird dieser Aspekt zwar durch die Federkra¨fte gemindert, Folge
ist jedoch eine hohe Forminstabilita¨t der Modellierung. Je nach Verschiebung
der Knotenpunkte ko¨nnen lokale Optima der triangulationsbasierten Energie
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auftreten, die dazu fu¨hren, dass die Kontur unzula¨ssige Formen annimmt. Durch
die verwendete Greedy-Optimierung neigt das Verfahren dazu, in diesen lokalen
Extrema stecken zu bleiben, so dass eine korrekte Segmentierung der Objekte
nicht mehr mo¨glich ist.
Individuelle Erweiterungen
Es finden sich in der Literatur auch einige problemspezifische Erweiterungen der
Energiedefinition. Leymarie verwendet beispielsweise bei der Segmentierung von
Bildserien eine physikalisch motivierte Formulierung der Energie [Ley93]. Es wird
eine kinetische Energie eingefu¨hrt, die eine Tra¨gheit der Kontur simuliert, so dass
die aktuelle Bewegungsrichtung, die aus der Segmentierung der Vorla¨uferbilder re-
sultiert, bevorzugt wird. Bei dieser Art der 2,5-dimensionalen Modellierung spricht
man auch von spatio-temporalen Modellen. Andere Formulierungen verwenden an-
gepasste externe Energien. Zum Beispiel fließen bei Fok Annahmen u¨ber die Zell-
wanddicke von Nervenzellen in die Formulierung der externen Energie mit ein
[Fok96].
2.2.4 Initialisierung
Die Berechnung des Bildpotentials im klassischen Modell erfordert durch die
Lokalita¨t des Bildgradienten als externe Energie eine genaue manuelle Platzierung
der Initialkontur. Dadurch ist die Qualita¨t der Segmentierung vom Benutzer
abha¨ngig, was die Reproduzierbarkeit der Ergebnisse stark beeintra¨chtigt.
In dreidimensionalen Szenarien ist die interaktive Positionierung einer geeig-
neten Initialkontur je nach Komplexita¨t der Objekte sehr schwierig [Kel99]. In
der propagatorischen Segmentierung von Bilderserien wird oftmals lediglich eine
Initialisierung in der ersten Schicht beno¨tigt [Ley93]. Daher wurde eine Reihe
verschiedener Ansa¨tze entwickelt, die sich durch eine gro¨ßere Unabha¨ngigkeit von
der Initialisierung auszeichnen oder daru¨ber hinaus ohne eine manuell vorgegebene
Initialkontur auskommen.
Global gerichtete Bildeinflu¨sse beru¨cksichtigen, ob sich die Knotenpunkte der
Kontur im Inneren oder A¨ußeren des zu detektierenden Objekts befinden. Diese
Einflu¨sse geben eine Suchtendenz vor, selbst wenn die Kontur weiter von der
Zielposition entfernt liegt. Dadurch vereinfacht sich die Bestimmung der Initial-
kontur erheblich. Diese Information kann einerseits durch Auswertung regionaler
Einflu¨sse bestimmt werden [Ivi95, Zhu96], andererseits bietet sich die Mo¨glichkeit
der separaten Berechnung eines Potentialbildes. Potentialbilder enthalten fu¨r
jedes Pixel Informationen, die eine Vorzugsrichtung zum na¨chsten Bildgradienten
bzw. zu signifikanten Bildanteilen angeben. Als Varianten dieser Technik sind
distanztransformierte Kantenbilder [Koh00a], Stro¨mungsbilder auf Basis des
Gradientenbildes [Xu98] oder auf einer morphologischen Wasserscheidentransfor-
mation basierende Potentialbilder [Par01, Ngu03] zu nennen.
Andere Verfahren erwarten einen ho¨heren Interaktionsaufwand vom Benutzer,
um die Robustheit zu steigeren. Gunn und Nixon verwenden zwei aufeinander
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zuwandernde, duale aktive Konturen [Gun97]. Dazu muss der Benutzer eine ge-
schlossene Kontur innerhalb der anderen platzieren. Die Segmentierung endet erst
bei Deckungsgleichheit beider Konturen. Eine weitere Variante ist das Verfahren
der orthogonalen Kurven [Tag97a]. Hier werden orthogonal zur Initialkontur
verlaufende Kurvensegmente verwendet, um die Deformation der aktiven Kontur
auf eine Bewegung entlang der Kurven einzuschra¨nken.
Neuenschwander et al. versuchen hingegen den Interaktionsaufwand fu¨r den
Benutzer so gering wie mo¨glich zu halten. Es wird lediglich die Vorgabe von zwei
Punkten, die mit Sicherheit auf der Kontur liegen, vorausgesetzt. Diese beiden
Initialpunkte dienen als Anker fu¨r die Optimierung entlang eines durch die externe
Energie bestimmten Pfades mit maximalem Gradienten unter der Einschra¨nkung
der internen Energien [Neu97]. Verallgemeinerungen dieses Verfahrens finden
sich bei interaktiven Segmentierungstechniken wie den Live Wire Verfahren6
[Fal98, Mor98].
Das vollautomatische Verfahren von Fok et al. bestimmt die Initialkontur
anhand von Ha¨ufungspunkten einer elliptischen Houghtransformation bei Schnit-
ten von Nerven-Zellen [Fok96]. Andere nicht-interaktive Verfahren starten mit
einer Initialkontur auf dem Bildrand, die sich um das dargestellte Objekt zu-
sammenzieht [Bre01a]. Solche Ansa¨tze fu¨hren jedoch nur zum Erfolg, wenn keine
anderen ausgepra¨gten Bildsto¨rungen vorhanden sind, in denen die Kontur ha¨ngen
bleibt. McInerney und Terzopoulos fu¨hrten topologisch adaptive Snakes
ein [McI95], um auf die Festlegung einer Initialkontur verzichten zu ko¨nnen. Die
Initialisierung des Modells stellt eine bildfu¨llende U¨berdeckung von separaten
Startkonturen dar, die durch sukzessives Verschmelzen die Zielobjekte detektieren
sollen. Dieses Verfahren neigt jedoch zur Erkennung von Pseudo-Objekten, die
anschließend durch manuelle Interaktion entfernt werden mu¨ssen. Erweiterungen
fu¨r ho¨herdimensionale, topologisch adaptive Konturmodelle werden unter anderem
in [Bre01c, McI99] vorgestellt.
Ein grundsa¨tzlicher Nachteil der Anpassung mit dem Euler-Lagrange Verfahren
ist seine mangelnde Konvergenz. Selbst durch eine verbesserte Initialisierung
kann oftmals keine zufriedenstellende Robustheit in der Objektdetektion erreicht
werden. Daher kommt den im folgenden Abschnitt vorgestellten Optimierungsan-
sa¨tzen eine große Bedeutung zu.
2.2.5 Optimierung aktiver Konturmodelle
In diesem Kapitel wird auf einige Besonderheiten in der Optimierung aktiver
Konturmodelle eingegangen. Eine umfassende Darstellung verschiedener globaler
6Live Wire Verfahren suchen zwischen manuell gesetzten Saatpunkten einen optimalen Pfad
unter Beru¨cksichtigung von Gradienteninformationen und ermo¨glichen dadurch eine schnelle in-
teraktive Segmentierung der Objektkontur.
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und lokaler Methoden in Bezug auf die Optimierung deformierbarer Modelle
findet sich in Kapitel 2.4.
Voraussetzungen fu¨r die klassische Optimierung aktiver Konturmodelle sind die
Proportionalita¨t der internen Energien zur ersten und zweiten Ableitung der
Kontur und die Definition des Bildeinflusses als skalare Gro¨ße fu¨r die externe
Energie. Durch die breite Palette von Erweiterungen und Modifikationen des
Modells in den vorangegangenen Kapiteln sind diese Voraussetzungen fu¨r eine
Optimierung im klassischen Sinne oftmals nicht mehr gegeben. Die geometrische
Repra¨sentation der Kontur als Polygon fu¨hrt im Allgemeinen zu hochdimen-
sionalen, nicht konvexen Suchproblemen, dass keine global optimale Lo¨sung
gefunden werden kann [Gei95]. Daher werden in der Regel lokale Optimierer
verwendet, die unter manueller Vorgabe einer Startkontur u¨blicherweise in das
na¨chstliegende Optimum konvergieren [Mal95]. In diesem Kapitel werden eine
Reihe von Optimierungsverfahren vorgestellt, die das Konvergenzverhalten der
Optimierung verbessern.
Greedy Algorithmen
Einfache lokale Optimierungsverfahren sind die Greedy Algorithmen. Williams
und Shah verwenden eine Suche in einer lokalen Umgebung der Konturpunkte
[Wil92]. Dazu wird fu¨r die mo¨glichen Knotenpositionen in einem Umgebungs-
template die jeweilige Energie berechnet, und der Punkt dann zur Position mit
der minimalen Knotenenergie verschoben. Das bedeutet, dass sich in diesem
Iterationsschema die Kontur pro Iterationsschritt nur innerhalb des durch das
Umgebungstemplate u¨berdeckten Bereichs fortbewegen kann. Durch die explizite
Berechnung der Energien ist es mo¨glich, die angesprochenen Erweiterungen der in-
ternen und externen Energien, in diesem Optimierungsschema zu beru¨cksichtigen.
Nachteil dieses iterativen Ansatzes ist jedoch die Entkopplung der Berechnung
fu¨r die einzelnen Energieterme. So wird ein oszillierendes Verhalten durch die
sukzessive Berechnung konkurrierender interner und externer Energien begu¨nstigt.
Globale Optimierung
Der klassische Ansatz wie auch die Greedy Algorithmen ko¨nnen nur eine lokale
Optimierung der aktiven Kontur erreichen. Unter bestimmten Voraussetzungen
ist eine Bestimmung des globalen Optimums der Kontur ebenfalls mo¨glich. Amini
et al. verwenden ein auf dynamischer Programmierung basierendes Verfah-
ren, um eine globale Konvergenz zu erzielen [Ami90]. Die Anwendbarkeit der
dynamischen Programmierung setzt eine Zerlegbarkeit eines hochdimensionalen
Eingangsproblems in eine Folge von unabha¨ngigen Teilproblemen voraus. Dieser
rekursive Aufbau fu¨hrt durch geeignete Verknu¨pfung von optimalen Teillo¨sungen
zu einer globalen Gesamtlo¨sung des Problems.
In den meisten Fa¨llen ist diese Methode jedoch nicht anwendbar, da die Zer-
legbarkeit eines Energieterms in unabha¨ngige Teilenergien nicht immer mo¨glich
ist. Insbesondere die nicht konvexe externe Energie ist nur in eingeschra¨nktem
Maß fu¨r eine Optimierung mit diesem Verfahren geeignet, da unter dem Einfluss
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der internen Energien sich die Forderung nach der Unabha¨ngigkeit nicht erhalten
la¨sst, also eine Entkopplung nicht mo¨glich ist [Gei95].
Andere Verfahren verwenden Simulated Annealing, um eine globale Konver-
genz des Modells zu erreichen. Die klassische Formrepra¨sentation ist wegen ihrer
hohen Anzahl freier Parameter jedoch fu¨r eine auf diesem Verfahren basierende
Optimierung nicht geeignet. Dieses Problem kann durch eine kompaktere implizite
Darstellung der Kontur gelo¨st werden. Rueckert und Storvik verwenden daher
auf B-Splines basierende aktive Konturmodelle [Sto94, Rue96].
Individuelle Lo¨sungen
Neben den angesprochenen Standardverfahren existieren auch individuelle Lo¨sun-
gen, die ebenfalls eine bessere Konvergenz der aktiven Konturmodelle erreichen
sollen. Solche Verfahren erfordern vom Benutzer festgelegte Constraints fu¨r
die Optimierung. Dazu sind zum Beispiel repulsive Regionen (Vulcanos) oder
Attraktoren (Springs) zu definieren, die eine Konvergenz der aktiven Kontur in
die Zielposition unterstu¨tzen [Kas88, Fua96].
2.2.6 Eigenschaften aktiver Konturmodelle
Insgesamt ist bei den meisten Anwendungen aktiver Konturmodelle eine manuelle
Interaktion fu¨r eine erfolgreiche Segmentierung unverzichtbar. Durch die ver-
schiedenen Erweiterungen des klassischen Modells konnten einige seiner Nachteile
behoben oder zumindest gemindert werden. Jedoch bestehen letztendlich immer
noch zwei gravierende Nachteile des aktiven Konturmodells, die als noch nicht
gelo¨st angesehen werden mu¨ssen:
1. Globale Konvergenzeigenschaften
Als erster Nachteil ist hier die mangelnde globale Konvergenz zu nennen.
Die Mehrzahl der Verfahren ist abha¨ngig von einer mehr oder weniger genau
positionierten Startkontur, die dafu¨r sorgt, dass das na¨chste lokale Optimum
mit der gewu¨nschten Zielposition der Kontur u¨bereinstimmt. Vollautomatische
Verfahren, wurden nur fu¨r ein Spezialgebiet entwickelt [Fok96] und sind damit fu¨r
einen universellen Einsatz unbrauchbar. Bei einigen Verfahren wird eine globale
Konvergenz postuliert, die jedoch nur auf gutartigem Bildmaterial gegeben ist
[McI95]. Die Schwierigkeit einer globalen Optimierung liegt in der Struktur des
aktiven Konturmodells begru¨ndet. Fu¨r die hohe Flexibilita¨t des Modells ist eine
hohe Anzahl von Parametern (Koordinaten der Knotenpunkte) erforderlich. Die
Folge sind hochdimensionale Suchra¨ume, die eine Optimierung durch viele lokale
Optima zusa¨tzlich erschweren. Selbst stochastische Optimierungsverfahren wie
Simulated Annealing oder genetische Algorithmen ko¨nnen solche hochdimensio-
nalen Suchprobleme nicht mehr zufriedenstellend lo¨sen [Gei95]. Eine Lo¨sung des
Problems kann durch eine implizite Formrepra¨sentation erreicht werden, was in
wesentlich kleineren Suchraumgro¨ßen resultiert. Bei der Methode von Rueckert
treten jedoch Instabilita¨ten durch Schlingenbildung des splinebasierten Modells
auf [Rue95].
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2. Verwendung von globaler Forminformation
Ein weiteres ungelo¨stes Problem aktiver Konturmodelle ist die Beschreibung
globaler Forminformation. Das klassische Modell und nahezu alle Erweiterun-
gen beschra¨nken sich auf die Modellierung lokaler Forminformation. Globales
Formwissen wird lediglich in den Ansa¨tzen von Lai und in komplexerer Form
von Weiler verwendet [Lai95, Wei98a]. Beide Modelle orientieren sich jedoch
zu stark an einer mittleren Form, von der eine zu große Abweichung durch
mangelnde Deformationsfreiheit bzw. zu große Instabilita¨t nicht mo¨glich ist.
Fu¨r eine Segmentierung komplexerer Formvariationen sind sie demnach weniger
geeignet.
Andererseits ist der wesentliche Vorteil aktiver Konturmodelle die genaue Seg-
mentierung der dargestellten Objekte. Durch seine Flexibilita¨t ist das Verfahren
in der Lage, sich individuellen Formvariationen der Objekte anzupassen. Prima¨re
Voraussetzung ist eine entsprechend genaue Initialisierung des Konturmodells.
Dieser Nachteil ko¨nnte durch ein allgemein einsetzbares Verfahren beseitigt wer-
den, das eine ausreichend gute Initialkontur fu¨r das aktive Konturmodell liefern
kann. Der sich anschließende Abschnitt 2.3 befasst sich mit wissensbasierten
Formmodellen, die fu¨r den Einsatz in Verbindung mit globalen Optimierungstech-
niken besser geeignet sind. Diese Modelle bieten vielversprechende Mo¨glichkeiten,
gute Initialkonturen fu¨r eine weitere Optimierung liefern zu ko¨nnen.
2.3 Wissensbasierte Formmodelle
(Active Shape Models)
Segmentierung ist allgemein die Detektion von Objekten, die in Form und
Erscheinungsbild der Erwartungshaltung eines Betrachters entsprechen [Piz99a].
Diese Aussage impliziert, dass bei vielen Segmentierungsaufgaben eine feste
Vorstellung vorhanden ist, wie die Lo¨sung aussieht und variieren kann. Coppini
geht sogar soweit, dass selbst erfahrene Betrachter bei stark verrauschten Ul-
traschallaufnahmen ohne Wissen u¨ber die dargestellten Strukturen nicht in der
Lage sind, die Objekte zu erkennen [Cop95]. Den bisher betrachteten aktiven
Konturmodellen fehlt Wissen u¨ber globale Form- und Textureigenschaften der
dargestellten Objekte. Daher sind aktive Konturen nicht in der Lage, auf stark
verrauschten Bildern mit Artefaktu¨berlagerungen eine Lo¨sung zu finden.
Dieses a-priori Wissen muss dem Modell vor der Segmentierung zur Verfu¨gung
gestellt werden. Deklarative Verfahren erfordern eine manuelle Vorgabe der
Freiheitsgrade fu¨r die Verformung [Yui89]. Diese Methode ist jedoch stark von
den subjektiven Vorstellungen des jeweiligen Benutzers abha¨ngig. Daru¨ber hinaus
ist in medizinischen Anwendungen bei dieser Methodik Fachwissen u¨ber die
mo¨glichen Formvariationen zula¨ssiger Objekte unerla¨sslich.
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Eine wesentlich elegantere Mo¨glichkeit, die auch von allen ga¨ngigen Verfahren
verwendet wird, ist die statistische Analyse einer Trainingsdatenmenge. Hier
erfolgt eine vom Benutzer unu¨berwachte Scha¨tzung der Varianzen von Ver-
teilungsfunktionen. Auf Basis der Verteilungsfunktionen kann eine Trennung
zwischen zula¨ssigen und unzula¨ssigen Variationen erfolgen. Oftmals steht je-
doch nur eine kleine Anzahl von Trainingsdaten zur Verfu¨gung. Daher muss
das Modell aufgrund von Verteilungsannahmen in der Lage sein, die in der
Trainingsdatenmenge enthaltenen Information zu generalisieren. Mardia et
al. verwenden beispielsweise eine lokale statistische Formmodellierung [Mar91].
Durch die eingeschra¨nkte lokale Formbeschreibung ist dieses Verfahren fu¨r eine
Segmentierung jedoch weniger geeignet.
Cootes und Taylor stellten erstmals 1992 die Active Shape Models vor, die
globales Formwissen durch statistische Analyse einer Trainingsdatenmenge in ein
Modell integrieren [Coo92a]. Die wichtigste Eigenschaft der Active Shape Models
gegenu¨ber den aktiven Konturmodellen ist die hohe Robustheit in der Objektdetek-
tion. Sie sind fu¨r den Einsatz auf medizinischem Bildmaterial besonders geeignet,
da gerade in diesem Anwendungsgebiet die aktiven Konturmodelle in vielen Fa¨llen
wegen ihrer lokalen Konvergenzeigenschaften keine zufriedenstellenden Ergebnisse
liefern konnten. Segmentierungsszenarien, fu¨r die die Active Shape Models pra¨de-
stiniert sind, weisen die folgenden Eigenschaften auf:
• Die Form der Objekte ist das wesentliche Identifikationsmerkmal.
• Die Bilder enthalten komplexe und damit variierende Hintergru¨nde.
• Die Objekte besitzen undeutliche, schwache und zum Teil nicht sichtbare
Kanten.
• Die Objekte bieten sinnvolle a-priori Information u¨ber Formvariation und
Kantenstruktur.
Dieses Kapitel vermittelt einen detaillierten U¨berblick u¨ber wissensbasierte
Formmodellierung. Die dargestellten Verfahren ko¨nnen als Weiterentwicklungen
des klassischen Active Shape Models angesehen werden. Nach etwa zehn Jahren
Forschung sind eine ganze Reihe von Verbesserungen und Erweiterungen in
diesem Themenbereich vero¨ffentlicht worden. Verschiedene Aspekte, die bei der
Modellbildung von großer Wichtigkeit sind, werden vorgestellt.
Zuna¨chst wird in Kapitel 2.3.1 das klassische Active Shape Model eingefu¨hrt.
Kapitel 2.3.2 befasst sich mit den verschiedenen Objektrepra¨sentationen und der
Korrespondenzfindung zwischen verschiedenen Trainingsobjekten. Ein anderer
wesentlicher Aspekt im Hinblick auf die affine Invarianz des Modells ist die
Normierung der Trainingsdatenmenge vor der Modellberechnung (Kapitel 2.3.3).
Daneben wird in Kapitel 2.3.6 noch auf eine große Vielfalt von verschiedenen
Erweiterungen der urspru¨nglichen Formulierung eingegangen. Insbesondere sind
hier die nicht-linearen Modelle zu nennen (Kapitel 2.3.4). Ein anderes auf dem
Prinzip der Active Shape Models basierendes Verfahren, die Active Appearance
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Models (AAMs), wird in Kapitel 2.3.5 eingefu¨hrt.
Neben den zweidimensionalen Modellen finden sich in der Literatur auch einige
Vero¨ffentlichungen zu dreidimensionalen Modellen [Fle98, Kel99, Lor00]. Durch
die komplexere Topologie dreidimensionaler Oberfla¨chen und nicht zuletzt auch
durch den wesentlich gro¨ßeren Aufwand bei der Generierung der Trainingsdaten
stellen diese Modelle bisher nur einen kleinen Anteil wissensbasierter Verfahren.
Da in dieser Arbeit jedoch ein besonderer Fokus auf der Entwicklung eines
dreidimensionalen Formmodells liegt, werden hier in den jeweiligen Kapiteln
die verschiedenen Probleme und Aspekte dreidimensionaler Modelle ausfu¨hrlich
dargestellt.
2.3.1 Das klassische Active Shape Model
Dieses Kapitel stellt das klassische Active Shape Model vor [Coo92a]. Die
Modellgenerierung erfolgt u¨ber eine statistische Analyse von manuell erstellten
Trainingskonturen. In der Literatur existiert fu¨r das verwendete statistische
Analyseverfahren als Kernkomponente der Active Shape Models keine einheitliche
Begriffsbildung. Begriffe wie Hauptachsentransformation [Bro93], Hauptkompo-
nentenanalyse (Principal Component Analysis , PCA ) [vG01] oder Karhunen
Loe`ve Transformation [Ja¨h89b] sind gebra¨uchlich. Das Formmodell als solches
wird auch als Point Distribution Model (PDM) bezeichnet.
Grundlage fu¨r die Modellbildung ist eine Menge von Trainingsformen. Jede Trai-
ningsform besteht aus einem Polygon mit einer festen Anzahl von definierten Punk-
ten, die Positionen auf dem Objektumriss markieren. Abbildung 2.6 zeigt eine der
Trainingskonturen eines Modells fu¨r die Segmentierung von Widersta¨nden auf Pla-
tinen mit einer festgelegten Punktanzahl von 32 Punkten.
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Abb. 2.6: Polygonale Darstellung des Umrisses eines Widerstandes mit einer definierten
Punktanzahl von 32 Punkten aus [Coo92a].
Die so erzeugte uniforme Trainingsdatenmenge entha¨lt jedoch noch unerwu¨nschte
affine Variationen wie die Translation, Rotation und Skalierung. Fu¨r eine ho¨he-
re Flexibilita¨t des Modells ist jedoch eine Separation der affinen Formvariationen
wu¨nschenswert. In Kapitel 2.3.3 wird gesondert auf die Normierung der Trainings-
daten eingegangen.
Als Ergebnis liegt dann eine normierte Trainingsdatenmenge V = {v1, . . . ,vm}
mit uniformen Konturen vi = (vi,1, . . . , vi,n) vor.
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2.3.1.1 Modellierung von Formwissen
Die uniforme Darstellung einer (normierten) Kontur vi der Trainingsdatenmen-
ge ermo¨glicht eine Kombination der Knotenpunkte vj = (xj, yj) in einem 2n-
dimensionalen Merkmalsvektor
xi = (v1, . . . , vn) = (x1, y1, . . . , xn, yn)
T ∈ R2n. (2.14)
Damit der Konturverlauf der Objekte hinreichend genau approximiert werden
kann, besitzen die Konturen eine relativ hohe Anzahl von Knotenpunkten. Die
daraus resultierenden hochdimensionalen Merkmalsvektoren sind deshalb fu¨r
eine effiziente Modelloptimierung nicht geeignet. Fu¨r das weitere Vorgehen ist
entscheidend, dass die einzelnen Merkmale korreliert sind, damit durch eine
Dimensionsreduktion des Merkmalsraums eine kompaktere Darstellung anhand
von unkorrelierten Merkmalen erreicht werden kann.
Zusa¨tzlich ist der Merkmalsraum wegen der normalerweise niedrigen Anzahl
von Trainingsformen sehr du¨nn besetzt, so dass die Merkmalsvektoren einzeln
betrachtet keine ausreichende Information fu¨r das Modell zur Verfu¨gung stellen.
Ein solches Modell, das keine weiteren Annahmen u¨ber die Verteilung der Merk-
malsvektoren macht, kann nur genau die in der Trainingsdatenmenge vorhandenen
Objekte detektieren. Aus diesem Grund fließen Annahmen u¨ber die Verteilung der
Merkmalsvektoren in das Modell ein. Dadurch wird eine Entscheidung u¨ber die
Zula¨ssigkeit von Formen getroffen, indem die Verteilung der Merkmale gescha¨tzt
wird. Eine zuverla¨ssige Scha¨tzung der Verteilungsfunktion ist wegen der geringen
Anzahl von Merkmalsvektoren oftmals nicht mo¨glich. In den meisten Fa¨llen wird
daher angenommen, dass eine unimodale multivariate Gaußverteilung vorliegt.
Eine Ausnahme bilden die nicht-linearen Modelle. Bestimmte Objekte besitzen
Deformationseigenschaften, die dazu fu¨hren, dass die Merkmalsvektoren nicht
als Gauß-verteilt angenommen werden du¨rfen. Dies wu¨rde zu einer Generierung
von Formen fu¨hren, die aufgrund der Modellinformation zwar zula¨ssig, aber nicht
mehr plausibel sind. Kapitel 2.3.4 befasst sich mit nicht-linearen Active Shape
Models, die Lo¨sungsansa¨tze fu¨r derartige Probleme bieten.
x¯
unzula¨ssige Form
Abb. 2.7: Schematische Darstellung einer 2D-PCA. Die Merkmalsvektoren bilden einen
Cluster in Form eines Ellipsoiden.
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Da hier die Merkmalsvektoren als Gauß-verteilt angenommen werden, ko¨nnen sie
durch einen Cluster in Form eines Ellipsoiden dargestellt werden (Abbildung 2.7).
U¨ber eine Kovarianzanalyse der Merkmalsvektoren ko¨nnen die Hauptachsen des
Clusters bestimmt werden. Dazu wird zuna¨chst das arithmetische Mittel x¯ aus
allen Merkmalsvektoren gebildet:
x¯ =
1
m
m∑
i=1
xi (2.15)
Die Eintra¨ge der symmetrischen positiv definiten Kovarianzmatrix S berechnen
sich aus den Merkmalsvektoren wie folgt:
S =
1
m− 1
m∑
i=1
(xi − x¯)(xi − x¯)T (2.16)
Die Eigenvektoren φi von S bilden eine Orthonormalbasis des Merkmalsraums
und stellen die Haupttra¨gheitsachsen des Clusters dar. Die Eigenwerte λi sind ein
Maß fu¨r die Varianz der Trainingsdaten entlang des jeweiligen Eigenvektors. Da S
symmetrisch ist, sind die berechneten Eigenwerte reell.
Jedes Element xi der Trainingsdatenmenge kann jetzt durch den Mittelwert
und einer Linearkombination der Eigenvektoren berechnet werden:
xi = x¯ + Φb, mit Φ = (φ1|φ2| . . . |φm−1) (2.17)
Hierbei ist zu beachten, dass die Orthonormalbasis Φ, falls m ≤ 2n, aus maximal
m− 1 Eigenvektoren besteht, da bei einer Anzahl von m Trainingsdaten ho¨ch-
stens m− 1 von Null verschiedene Eigenwerte auftreten ko¨nnen. Jedes Element
xi der Trainingsdatenmenge kann somit durch die m − 1 Werte des Parameter-
vektors bi eindeutig dargestellt werden. An dieser Stelle ist damit eine Reduktion
der notwendigen Formparameter fu¨r jedes Trainingsbeispiel von 2n (Dimension des
Merkmalsvektors) auf m− 1 (Dimension von bi) erfolgt.
Eine weitere, jedoch nicht verlustfreie, Dimensionsreduktion des Merkmals-
raums wird durch eine Einschra¨nkung der Komponenten von b erreicht. Betrachtet
man die Eigenwerte λi in sortierter Reihenfolge, so dass λi ≥ λi+1, kann das Modell
durch eine reduzierte Anzahl von t Parametern beschrieben werden:
xi ≈ x¯ + Φb, mit Φ = (φ1|φ2| . . . |φt), mit t ≤ m− 1 (2.18)
Durch die Reduktion der Parameter erfolgt eine Projektion der Merkmale auf
eine niederdimensionale Hyperebene. Abbildung 2.8 zeigt den zweidimensionalen
residualen Approximationsfehler durch die Projektion eines Merkmalsvektors auf
die Hauptachse. Der auf diese Weise entstandene Approximationsfehler ist bezu¨g-
lich der Anzahl verbleibender Parameter und der verwendeten Orthonormalbasis
minimal.
Diese Darstellung ermo¨glicht eine einfache Generalisierung der Forminformation.
Die ermittelten Eigenwerte liefern Scha¨tzwerte fu¨r die Varianz entlang des korre-
spondierenden Eigenvektors der im Training gesehenen Klasse von Formen. Da-
durch lassen sich fu¨r die Komponenten von b sinnvolle Intervallgrenzen definieren,
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x¯
xi
b1
Abb. 2.8: Jedes Element xi der Trainingsdatenmenge kann durch Projektion in einen
niederdimensionalen Unterraum approximiert werden.
innerhalb derer die berechnete Form als zula¨ssig bewertet wird. Cootes et al.
berechnen die Grenzwerte direkt aus den Eigenwerten und geben als Intervallgren-
zen fu¨r bi folgenden Wertebereich vor:
−c
√
λi ≤ bi ≤ c
√
λi, mit c ∈ [2, 3] (2.19)
Diese Intervallgrenzen beruhen auf empirischen Beobachtungen, so dass die
explizite Wahl von m dem Anwender u¨berlassen wird. In vielen Fa¨llen ist
jedoch eine genauere Scha¨tzung der zula¨ssigen Variationen wu¨nschenswert. Durch
die Extrapolation der mo¨glichen Formvariation in einen Hyperquader neigt
das Modell dazu, nicht plausible Formvariationen zu erzeugen. Eine genauere
Scha¨tzung der Intervallgrenzen kann anhand der Trainingsdaten erfolgen [Thi98].
Eine konkrete Berechnungsvorschrift, die ebenfalls eine Restriktion der plau-
siblen Formen auf einen Hyperellipsoiden vorsieht, wird in Kapitel 3.2.2 vorgestellt.
Die Anpassung des klassischen Modells findet mit Hilfe eines lokalen Optimie-
rungsverfahrens statt. Durch iterative Verschiebung der Knotenpunkte entlang des
Normalenvektors in Richtung des ho¨chsten Gradienten unter den Constraints des
Formmodells wird eine Konvergenz der Segmentierung erreicht. An dieser Stelle
wird jedoch nicht tiefer auf diese Methode eingegangen, da in Abschnitt 3.4.2 eine
detaillierte Erweiterung des Verfahrens vorgestellt wird.
2.3.1.2 Beschra¨nkungen des klassischen Modells
Das vorgestellte klassische Modell gestattet es, komplexe Forma¨nderungen anhand
von wenigen Parametern zu beschreiben. Diese Art der Modellbildung bietet ein
großes Potential fu¨r robuste Segmentierungsverfahren. Jedoch hat das urspru¨ng-
liche Modell auch eine Reihe von Beschra¨nkungen. Dieser Abschnitt greift diese
Limitierungen auf, die Anstoß fu¨r Erweiterungen und Verbesserungen des Modells
waren.
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Modellbildung
Bei einigen Arten von Deformationen ist die Annahme einer Gauß-verteilten
Stichprobenmenge von Merkmalsvektoren falsch. Nicht-lineare Verformungen der
Objekte, wie lokale Rotationen oder Beugungen der Objekte, sind die Ursache.
Dies fu¨hrt dazu, dass sich die Knotenpunkte im Gegensatz zur geradlinigen
Bewegung im klassischen Modell bei der Deformation auf Kurven bewegen. Eine
Formvariation mit einem linearen Modell fu¨hrt dadurch zu nicht plausiblen Form-
variationen. Cootes et al. beschreiben diesen Effekt in [Coo95b] anhand eines
Wurmmodells. Solche nicht-linearen Verformungen ko¨nnen durch polynomiale
Regression oder lineare Approximation modelliert werden (Kapitel 2.3.4).
Formrestriktion
Die Parameter des Modells werden anhand ihrer Eigenwerte eingeschra¨nkt, so
dass sie sich im Bereich von ±c√λi, c ∈ [2, 3] bewegen (siehe 2.19). Die Wahl der
festen Konstante c fu¨r alle λi liegt hierbei im Ermessen des Benutzers. Anhand
dieser Formulierung werden die zula¨ssigen Formvariationen des Modells auf einen
Hyperquader eingeschra¨nkt. Bei einer Gauß-verteilten Stichprobenmenge kann
durch Beschra¨nkung der gu¨ltigen Modellinstanzen auf einen Hyperellipsoiden der
Verteilungsannahme besser entsprochen werden. Zusa¨tzlich ist eine automatische
und genauere Scha¨tzung der Grenzen fu¨r die Parameter anhand der Trainings-
daten mo¨glich. Diese Erweiterungen in der Modellparametrierung stellen eine
Neuerung dar und werden in Kapitel 3.2.2 vorgestellt.
Einfluss des Bildpotentials
In der klassischen Formulierung fließt, wie auch bei den aktiven Konturmodellen,
nur der Bildgradient als Bildinformation in die Modellanpassung ein. Viele
Objekte, insbesondere bei CT- und MR-Bilddaten, besitzen eine innere Struktur,
die sich vom Hintergrund mitunter deutlich unterscheidet. Durch Verwendung
des Bildgradienten ist das Modell nur in der Lage, Kanteninformation im Bild zu
detektieren. Eine Unterscheidung zwischen Innen- und Außenseite der Objekte ist
nicht mo¨glich.
Optimierung
Obwohl das Modell aufgrund der reduzierten Anzahl der Parameter fu¨r globale
Optimierungsverfahren geeignet ist, wird hier nur eine lokale Optimierungsstra-
tegie verwendet. Dadurch ist immer noch eine manuelle Initialisierung durch
Positionierung der mittleren Form im Bild notwendig.
Die folgenden Kapitel geben einen U¨berblick u¨ber die vorhandenen Verbesserun-
gen und Erweiterungen von Active Shape Modellen. Insbesondere wird auf die
dreidimensionalen Anwendungen eingegangen, die fu¨r diese Arbeit von Bedeutung
sind.
2.3. Wissensbasierte Formmodelle (Active Shape Models) 47
2.3.2 Objektrepra¨sentation und Korrespondenz
Fu¨r die Integration von a-priori Wissen in das Modell ist eine Analyse der
Trainingsdaten unerla¨sslich. Anhand der Trainingsdaten wird fu¨r jedes Element
der Trainingsdatenmenge ein Merkmalsvektor gebildet, der das jeweilige Objekt
repra¨sentiert. Die Struktur der Merkmalsvektoren ha¨ngt dabei von der Objektre-
pra¨sentation ab. Hier ko¨nnen zum Beispiel explizite Angaben von Koordinaten der
Knotenpunkte, aber auch implizite Gro¨ßen wie Fourier Koeffizienten verwendet
werden.
Unabha¨ngig von der Objektrepra¨sentation mu¨ssen die Merkmalsvektoren fu¨r eine
statistische Analyse bestimmte Eigenschaften erfu¨llen. Fu¨r eine Trainingsdaten-
menge von Merkmalsvektoren X = {x1, . . . ,xn} mu¨ssen die beiden folgenden Be-
dingungen erfu¨llt sein (siehe auch Abbildung 2.9):
1. Dimension der Merkmalsvektoren
Alle Merkmalsvektoren xi mu¨ssen die gleiche Dimension besitzen. Daraus
folgt, dass jedes Objekt der Trainingsdatenmenge durch eine uniforme Anzahl
von Formparametern beschrieben werden muss.
2. Paarweise Korrespondenz
Die einzelnen Merkmale in den Merkmalsvektoren mu¨ssen paarweise kor-
respondent sein. Das heißt, dass die korrespondierenden Merkmale fu¨r die
jeweiligen Objekte die gleichen Eigenschaften (Landmarkenposition an der
Spitze des Zeigefingers, Fourierkoeffizienten der gleichen Frequenz etc.) be-
sitzen mu¨ssen.
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Abb. 2.9: Paarweise Korrespondenz der Knotenpunkte vi und v
′
i zweier Konturen v
und v′.
Insbesondere der zweite Punkt ist fu¨r die Qualita¨t der berechneten Modelle von
entscheidender Bedeutung. Durch eine ungenu¨gende Korrespondenz der Landmar-
ken entha¨lt die Trainingsdatenmenge Varianzen, die sich in Form von unzula¨ssigen
Variationen oder Rauschanteilen in den Bewegungsmodi des Modells bemerkbar
machen [Dav01]. Solche Rauschanteile stellen beispielsweise die Verschiebungen
der Knoten entlang der Kontur oder auf der Oberfla¨che des Objekts dar. Solche
tangentialen Bewegungen der Knotenpunkte rufen Variabilita¨ten im Merkmals-
raum hervor, die sich jedoch nicht in Forma¨nderungen der Kontur ausdru¨cken
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[Lie03b]. Sie machen sich als residuale Fehler in den linearen Variationen der
Modellknoten bemerkbar.
Die Theorie hinter den Active Shape Models la¨sst sich ohne weiteres in die
dritte Dimension u¨bertragen. Vorschla¨ge und U¨berlegungen zu dieser Thematik
finden sich bereits in fru¨hen Vero¨ffentlichungen zu zweidimensionalen ASMs
[Coo94a, Hea95]. Konkrete Vero¨ffentlichungen zu dreidimensionalen Active Shape
Models sind jedoch erst in den letzten Jahren erschienen [Bre99, Lor00, Lam02].
Ein wesentlicher Grund fu¨r diese zeitliche Diskrepanz ist das bei der Mo-
dellbildung zu lo¨sende dreidimensionale Korrespondenzproblem. Die paarweise
Korrespondenz der Trainingsdaten von zweidimensionalen Modellen la¨sst sich
durch relativ einfache Verfahren erreichen. Durch die wesentlich komplexere
Topologie dreidimensionaler Objekte erschwert sich die Bildung der notwendigen
Korrespondenzen erheblich. Ein weiterer Aspekt zweidimensionaler Modellbil-
dung, der sich nicht ohne weiteres in die dritte Dimension u¨bertragen la¨sst,
ist die a¨quidistante Interpolation der Konturen zwischen den Landmarken, um
die Knotendichte zu erho¨hen. Fu¨r eine genaue Objektrepra¨sentation und eine
homogene Bildanpassung ist jedoch eine ausreichend hohe Anzahl von generierten
Oberfla¨chenpunkten erforderlich.
Das Korrespondenzproblem ist in der Literatur mit Hilfe unterschiedlicher Ver-
fahren untersucht worden. Dieses Kapitel stellt die verschiedenen Methoden der
Modellbildung in Abha¨ngigkeit von der Objektrepra¨sentation gegenu¨ber. Es zeigt
sich, dass bisher keine einheitliche Standardlo¨sung fu¨r das Korrespondenzproblem
entwickelt werden konnte. Untermauert wird diese These durch die landmarkenfrei-
en Verfahren, die durch alternative Formrepra¨sentationen eine explizite Definition
von Landmarken bzw. Knotenpunkten vermeiden.
2.3.2.1 Manuelle und semiautomatische Definition von Landmarken
Die Bestimmung von Landmarken an pra¨gnanten Stellen auf der Kontur
entspricht der menschlichen Intuition. Voraussetzung fu¨r diese Art der Land-
markenbestimmung ist eine explizite Formdarstellung in Form von Polygonen
oder Oberfla¨chentriangulationen. Wichtigstes Merkmal fu¨r Landmarkenpositionen
ist die lokale Kru¨mmung der Form. Signifikante anatomische Strukturen zeich-
nen sich oft durch eine hohe Kru¨mmung aus, wie beispielsweise Fingerspitzen
[Coo95b, Koh98] oder Eckpunkte von Wirbelko¨rpern [Lor00, Koh03].
Eine genaue Positionierung dieser Landmarken auf dem Objekt ist ent-
scheidend fu¨r die Qualita¨t des Modells. Bei der Korrespondenz mit Hilfe von
manuell platzierten Landmarken muss jedoch aufgrund der unterschiedlichen
Objektrepra¨sentation (Polygon vs. Triangulation) zwischen zweidimensionalen
und dreidimensionalen Verfahren unterschieden werden.
Zweidimensionale manuelle Korrespondenz
Viele zweidimensionale Verfahren fu¨hren zwischen den manuell definierten
Landmarken eine a¨quidistante Interpolation der Kontur mit einer festen Anzahl
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von Punkten durch. Dies gewa¨hrleistet zum einen die geforderte Knotenkorre-
spondenz und zum anderen eine ausreichend hohe Knotendichte auf der Kontur.
[Coo92c, Tag99, Ste01b]. Diese Verfahren haben jedoch den Nachteil, dass ihre
Genauigkeit vom Benutzer abha¨ngt. In [Bra03] wurden daher manuell gesetzte
Landmarken in den Ecken der Wirbelko¨rper durch ein lokales Verfahren angepasst,
so dass sie im Sinne der anatomisch motivierten Definition von Frobin et al.
[Fro96] optimal positioniert werden konnten.
Dreidimensionale manuelle Korrespondenz
Fu¨r die Modellbildung verwenden einige dreidimensionale Verfahren eine schicht-
weise Konkatenation von 2D-Konturen zu einer dreidimensionalen Oberfla¨che
[Dic01, Li01]. Diese Verfahren sind jedoch fu¨r die Praxis ungeeignet, da eine
schichtweise Segmentierung in Regionen, in denen die Objektoberfla¨che nahezu
tangential zur Schnittebene verla¨uft, nur schwer mo¨glich ist. Zusa¨tzlich ist die
Verknu¨pfung der einzelnen Schichten je nach Komplexita¨t der Objekte nicht
immer eindeutig lo¨sbar. Daher macht Dickens die Einschra¨nkung, dass der
Objektschnitt immer genau aus einer Kontur besteht und die Kontur in einem
zylindrischen Koordinatensystem dargestellt werden kann, so dass immer nur
ein Schnitt mit dem Zentralstrahl auftritt [Dic01]. Damit wird die Menge von
darstellbaren Formen sehr stark eingeschra¨nkt (die Konturen in den Schnittbildern
mu¨ssen nahezu konvex sein), womit dieser Ansatz fu¨r die Praxis untauglich ist.
Abb. 2.10: Anpassung eines Formprototypen der Leber durch eine Zerlegung der Ober-
fla¨che in Patches (aus [Lam02]).
Lamecker verwendet fu¨r die Lo¨sung des Korrespondenzproblems eine Zerlegung
der Oberfla¨chentriangulationen in zweidimensionale Teilfla¨chen (Patches) [Lam02].
Die Patchzerlegung wurde bereits in der Computergrafik fu¨r das Morphing von
triangulierten Oberfla¨chen erfolgreich eingesetzt [Gre98]. Die Patches werden
auf Kreisscheiben abgebildet, so dass durch eine homo¨omorphe Abbildung von
prototypischen Kreisscheiben die Korrespondenz hergestellt werden kann. Das
Verfahren erfordert eine recht hohe Benutzerinteraktion, da die Zerlegung der
Oberfla¨che in Patches manuell erfolgen muss. Nach Zerlegung der Oberfla¨che
ist durch die Ra¨nder und Kreuzungspunkte der Patches implizit eine Land-
markenbestimmung vorgegeben. Aufgrund der fu¨r eine bestimmte Klasse von
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Formen individuellen Zerlegungsvorschrift ist das Verfahren nicht auf bestimmte
Topologien beschra¨nkt. Es ko¨nnen beispielsweise auch Objekte mit Torustopologie
oder komplexere Formen wie das Becken dargestellt werden. Abbildung 2.10
verdeutlicht diese Vorgehensweise anhand einer Oberfla¨chentriangulation der
Leber.
Im Gegensatz zu Lamecker bietet die Literatur ebenfalls Methoden, die ohne
eine Zerlegung einer prototypischen Form auskommen [Fle98]. In [Lor00] wird
die Korrespondenz u¨ber eine nicht-rigide Anpassung einer Referenztriangulation
auf jedes Element der Trainingsdatenmenge mit Hilfe von Thin-Plate-Splines
[Boo89] erreicht. Fleute verwendet ein Warping des Prototypen auf Basis von
Spline-Funktionen. Diese nicht rigiden Formen der Anpassung erfordern jedoch
beide eine hohe Anzahl von manuell zu bestimmenden Landmarken, damit eine
zufriedenstellende Genauigkeit erreicht werden kann. Abbildung 2.11 zeigt die
Deformation eines Wirbelko¨rpers durch die Anpassung auf ein Trainingsobjekt.
Andere Verfahren, die ebenfalls mit einem Prototypen in Form einer triangu-
lierten Kugelapproximation arbeiten, finden sich in [Kes01, Koh02a]. Ein neuer
Ansatz, der ebenfalls einen Formprototypen verwendet, jedoch auch ohne die
explizite Definition von Landmarken auskommt, ist ein wesentlicher Teil dieser
Arbeit und wird in Kapitel 3 vorgestellt.
Abb. 2.11: Auf Basis von 15 manuell definierten Landmarken (links) wird eine Anpas-
sung des prototypischen Wirbelko¨rpers durch ein dreidimensionales Thin-
Plate-Matching erreicht (rechts) (aus [Lor00]).
2.3.2.2 Automatische Bestimmung von Landmarken
Im Gegensatz zur manuellen Positionierung der Landmarken findet sich in der
Literatur auch eine Reihe von vollautomatischen Verfahren fu¨r die Landmarken-
bestimmung. Ein wesentlicher Vorteil ist die Benutzerunabha¨ngigkeit und damit
objektive Definition der Landmarken. Bei der automatischen Bestimmung der
Landmarken ko¨nnen zwei Ansa¨tze unterschieden werden.
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Merkmalsbasierte automatische Landmarkenbestimmung
Die erste Gruppe von Verfahren bestimmt die Positionen der Landmarken anhand
von Merkmalen der Objektkonturen, wobei die lokale Kru¨mmung der Kontur
hier das wichtigste Merkmal darstellt [Boo96, Bre97, Bre99, Hil00]. Starke
Forma¨nderungen in der Trainingsdatenmenge erschweren eine automatische
Landmarkenpositionierung. Die Folge ist, dass Landmarken unter Umsta¨nden
nicht gefunden werden und damit keine Korrespondenz hergestellt werden kann.
Selbst bei zuverla¨ssiger Detektion der Landmarken ko¨nnen aufgrund von starken
Forma¨nderungen Fehlpositionierungen der Landmarken nicht ausgeschlossen
werden.
Brett et al. stellen die Korrespondenz von Oberfla¨chen u¨ber reduzierte
Oberfla¨chendarstellungen der Objekttriangulationen her [Bre99]. Die Triangula-
tion wird durch Entfernen von Knotenpunkten auf eine definierte Anzahl von
Knoten reduziert. Dabei wird ein Dezimierungsverfahren verwendet, bei dem
starke Kru¨mmungen weitestgehend erhalten bleiben [Lee98]. Mit Hilfe des Itera-
tive Closest Point Algorithmus (ICP) wird eine paarweise Punktkorrespondenz
zwischen den so berechneten Datensa¨tzen hergestellt. Eine hinreichend hohe
Auflo¨sung des Modells wird anschließend durch sukzessive uniforme Verfeinerung
der reduzierten Triangulationen erreicht. Die Korrespondenz der gesamten
Trainingsdatenmenge kann u¨ber eine baumartige Verknu¨pfung dieser Operation
sichergestellt werden. Als Landmarken fu¨r das Verfahren dienen die Knoten in der
reduzierten Triangulation.
Modellbasierte automatische Landmarkenbestimmung
Die Alternative stellen Methoden dar, die die Qualita¨t der Landmarken anhand
des aus den Trainingsdaten berechneten Modells bewerten. Ein Maß fu¨r die
Qualita¨t des Modells sind die Variabilita¨ten, die entlang der Hauptachsen des von
den Merkmalsvektoren aufgespannten Clusters auftreten [Dav01, Boo96].
Analog bemessen Kotcheff und Taylor in [Kot98] die Kompaktheit des
Modells anhand der Determinante der aus den Merkmalsvektoren berechneten
Kovarianzmatrix. Ziel dieser Verfahren ist die Bestimmung von optimalen Land-
markenpositionen, um das Bewertungskriterium zu minimieren. Die Landmarken
der Punkte werden dazu unter bestimmten Beschra¨nkungen auf der Oberfla¨che
tangential verschoben, damit eine optimale Positionierung im Sinne der Be-
wertungsfunktion erreicht wird. Eine globale Lo¨sung dieses Problems fu¨r alle
Knotenpunkte kann durch Optimierung mit genetischen Algorithmen erfolgen.
Nachteil dieser Formulierung ist, dass die Position der Landmarken nicht mehr
notwendigerweise mit intuitiv signifikanten Formmerkmalen wie Kru¨mmungen
u¨bereinstimmen muss. Durch die Repositionierung der Landmarken durch das an
das Modell selbst gebundene Bewertungsmaß kann daher nicht mehr gewa¨hrleistet
werden, dass diese an anatomisch signifikanten Stellen liegen.
Ein anderes Verfahren, welches eine Repositionierung der Landmarken auf Basis
der mittleren Form vornimmt, wird in [Lie03a] vorgestellt. Die Trainingsda-
ten werden durch orthogonale Verschiebungsvektoren der Knotenpunkte einer
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mittleren Kontur definiert. Konstruktionsbedingt liegen die korrespondierenden
Landmarken zwangsla¨ufig auf Geraden (den Verschiebungsvektoren), so dass
keine residualen Abweichungen entlang der linearen Knotenbewegungen auftreten
ko¨nnen. Die Eigenmodi des Modells enthalten dadurch keine Rauschanteile. Ein
weiterer interessanter Aspekt dieser Formulierung ist die kompaktere Darstellung
des Merkmalsvektors, da fu¨r jeden Knotenpunkt nur eine skalare Gro¨ße (der ortho-
gonale euklidische Abstand von der mittleren Form zur Trainingsform) verwendet
wird. Wegen der Beschreibung der Trainingsformen anhand der Knotenabsta¨nde
wird das resultierende Modell auch mit Displacement Distribution Model (DDM)
bezeichnet. Diese Formulierung reduziert die Dimension der Merkmalsvektoren
fu¨r Konturen auf die Ha¨lfte und fu¨r Oberfla¨chen auf ein Drittel. Die Variabilita¨t
(Summe der Eigenwerte) des auf diese Weise berechneten Modells kann aufgrund
der minimalen residualen Fehler auch als untere Schranke fu¨r Modelle dieser
Knotenanzahl angesehen werden. Ein wesentlicher Nachteil dieser Formulierung
ist jedoch die eingeschra¨nkte Formvariabilita¨t. Bei sta¨rkeren Forma¨nderungen
kann es vorkommen, dass keine eindeutige Punktkorrespondenz entlang der
Normalenvektoren der mittleren Form gefunden wird, was eine Modellberechnung
unmo¨glich macht (Abbildung 2.12).
Abb. 2.12: Durch die Abtastung der Trainingskonturen (gestrichelte Linie) orthogo-
nal zur mittleren Form (durchgezogene Linie) ko¨nnen verschiedene Fehler
auftreten. Links: Vertauschung der Knotenreihenfolge in Folge von Strahl-
u¨berschneidungen. Rechts: Bei ungu¨nstiger Lage der Konturen zueinander
ist eine Punktkorrespondenz unmo¨glich, oder es kann zu Fehlinterpretatio-
nen von Innen und Außen kommen (aus [Lie03a]).
2.3.2.3 Landmarkenfreie Objektrepra¨sentation
Um eine explizite Definition von Landmarken und die damit verbundenen
Schwierigkeiten zu vermeiden, verwenden einige Methoden implizite Konturdar-
stellungen. Zweidimensionale B-Spline-basierte Objektrepra¨sentationen finden
sich beispielsweise in [Bau94]. Sie werden dort jedoch nur fu¨r ein relativ ungenaues
Tracking von Personen auf Bildsequenzen verwendet.
Aufgrund der Korrespondenzproblematik sind trotz der erwa¨hnten Nachteile,
insbesondere im dreidimensionalen Fall, die landmarkenfreien Modelle von be-
sonderem Interesse. Davies [Dav02] und Kelemen [Kel99] verwenden implizite
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Oberfla¨chendarstellungen auf der Basis von Fourierdeskriptoren. Abbildung 2.13
zeigt das Mapping der Knotenpositionen auf die Oberfla¨che der Objekte auf Basis
von spha¨rischen Polarkoordinaten.
Davatzikos et al. verwenden eine hierarchische Formrepra¨sentation
auf Basis der Wavelettransformation fu¨r das Active Shape Model [Dav03].
Die Kontur kann nach Zerlegung in Frequenzba¨nder anhand der jeweiligen
Waveletkoeffizienten in verschiedenen Auflo¨sungen dargestellt werden. Eine
separate PCA der Waveletkoeffizienten jedes Filterbandes fu¨hrt zu einer Mo-
dellbildung in unterschiedlichen Auflo¨sungsstufen. In [Neu98] findet sich ein
umfassender Vergleich der Active Shape Models mit verschiedenen impliziten
Konturrepra¨sentationen, wie Fourier- oder Wavelet-transformierten Darstellun-
gen. Pilu et al. verwenden eine a¨hnliche Art der impliziten Repra¨sentation
[Pil99]. Dort werden die Objekte durch eine Superposition von Ellipsen dargestellt.
 	
 	
Abb. 2.13: Mapping der durch spha¨rische Polarkoordinaten definierten Knotenpunk-
te eines Ellipsoiden (links) auf die Fourier-Oberfla¨chen zweier Hippocampi
(Mitte und rechts). Die Spitze beider Hippocampi (Pfeile) wird durch un-
terschiedliche Punkte repra¨sentiert (aus [Kel99]).
Solche Darstellungen besitzen jedoch gravierende Nachteile. Alle diese Modelle
sind aufgrund der verwendeten Frequenzanalyse u¨ber den Konturverlauf bzw. ihre
Oberfla¨che auf eine Kreis- bzw. Kugeltopologie beschra¨nkt. Ein weiterer Aspekt
ist die unbestimmte Zuordnung von Knoten auf der Objektoberfla¨che. Es kann
keine Lokalisation von Knotenpunkten im Sinne einer Landmarkenpositionierung
an signifikanten Bereichen erreicht werden, da die Knotenpositionen durch das
implizit definierte spha¨rische Koordinatensystem uniform auf die Oberfla¨che der
Hippocampi7 abgebildet werden (Abb. 2.13). Zusa¨tzlich favorisiert die implizite
Darstellung durch hohe Gewichtung der niederfrequenten Anteile glatte Formen,
so dass zum Beispiel anatomische Details nur unzureichend modelliert werden
ko¨nnen.
Eine andere Art der impliziten Formdarstellung bieten die Medialen Modelle
[Piz99a]. Die Objektrepra¨sentation erfolgt u¨ber eine Skelettstruktur. Fu¨r die
Modellgenerierung ist die Festlegung einer Standard-Skelettdarstellung fu¨r alle
Objekte der Trainingsdatenmenge notwendig. Ihre Form ist durch Abstandsfunk-
tionen u¨ber der Skelettstruktur definiert. Eine wesentliche Einschra¨nkung dieser
7Hippocampus: sichelfo¨rmig gekru¨mmter La¨ngswulst am Boden des Unterhorns des Seiten-
ventrikels des Gehirns.
54 2. Deformierbare Modelle
Modelle ist die Bedingung, dass die Objekte eine Hauptachse besitzen mu¨ssen.
Die Modellierung lokaler Formvariabilita¨t wird durch zur Hauptachse definierte
Nebenachsen ermo¨glicht. Dieses Prinzip la¨sst sich auch in den dreidimensionalen
Fall u¨bertragen. Jedoch wurden wegen der genannten Einschra¨nkungen nur
longitudinale Formen, wie der Hippocampus, modelliert [Sty01, Sty04].
Eine besondere Art der Objektrepra¨sentation wird in [vG01] verwendet. Dort
wird das Active Shape Model fu¨r Segmentierung der Rippenbo¨gen auf Thorax-
ro¨ntgenbildern verwendet. Die Rippenbo¨gen werden durch Parabelfunktionen
beschrieben, so dass lediglich die Koeffizienten eines Polynoms zweiten Grades als
Komponenten fu¨r die Merkmalsvektoren beno¨tigt werden.
2.3.3 Normierung der Trainingsdaten
Eine Normierung der Trainingsdaten ist fu¨r die Qualita¨t des Formmodells von
entscheidender Bedeutung [Neu98]. Rotationen ko¨nnen beispielsweise nicht durch
ein lineares Modell beschrieben werden, da sich bei dieser Transformation die
Knotenpunkte auf Kreisen und nicht auf Geraden bewegen [Kot98]. Dies macht
eine Trennung der affinen von den “echten” Formvariationen vor der eigentlichen
Modellberechnung notwendig. Dadurch muss die affine Variabilita¨t der Trai-
ningsdaten bei der Erstellung einer repra¨sentativen Auswahl von Formen nicht
mehr beru¨cksichtigt werden. Zudem wird eine U¨bertragung des Modells in einen
anderen Kontext (z.B. gea¨nderte Bildauflo¨sung) erheblich vereinfacht.
In der Literatur existiert keine pra¨zise Definition unter welcher Bedingung zwei
Konturen v und v′ aufeinander normiert sind. Es herrscht jedoch Konsens daru¨ber,
dass eine Normierung erreicht ist, wenn eine Distanzfunktion d(v,v′) zwischen
den beiden Konturen bei einer Menge D von mo¨glichen Transformationen nicht
weiter minimiert werden kann [Dut01]. Das am weitesten verbreitete Distanzmaß
ist die Summe aller quadratischen euklidischen Absta¨nde der Knotenpunkte. Eine
Variante dieses Bewertungsmaßes stellt das Normierungsverfahren von Shen dar
[She00]. Hier wird zusa¨tzlich eine ho¨here Bewertung von signifikanten Features
durch individuelle Gewichtung der Knotenpunkte bzw. Landmarken vorgesehen
[Hil96]. Andere Verfahren verwenden die Hausdorff-Distanz [Asp02] oder
individuell definierte Maße wie zum Beispiel eine Strain Energie [Scl95].
Bei der Konturnormierung muss beru¨cksichtigt werden, ob eine paarweise
Korrespondenz der Knotenpunkte vorliegt. Verfahren, die eine implizite Kontur-
darstellung verwenden, ko¨nnen eine solche Knotenkorrespondenz nicht liefern. Um
dennoch eine affine Normierung der Trainingsdaten vor einer Berechnung der im-
pliziten Objektdarstellung erreichen zu ko¨nnen, wird in vielen Fa¨llen der Iterative
Closest Points Algorithmus verwendet [Bes92, Sch00d, Lie03b]. Dieses Verfahren
stellt vor jedem Normierungsschritt die punktweise Korrespondenz zwischen den
beiden Konturen durch Bestimmung der minimalen euklidischen Absta¨nde der
Knotenpunkte her. Bei ungu¨nstiger gegenseitiger Lage der Objekte liefert das
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Verfahren jedoch keine sinnvollen Korrespondenzen, so dass eine Ausrichtung der
Objekte anhand der Tra¨gheitsachsen oder eine manuelle Interaktion notwendig
wird [Kes01]. Duta fu¨hrt zyklische Shifts auf Konturen gleicher Knotenzahl durch,
um die Korrespondenzfindung durch den ICP-Algorithmus zu verbesseren [Dut99].
Bei gegebener paarweiser Punktkorrespondenz kann eine globale Minimierung
eines konvexen Distanzmaßes durch eine Prokrustes Analyse [Goo91] erreicht
werden [Coo92c, Dry93]. Eine detaillierte Beschreibung des Algorithmus wird im
Anhang C vorgestellt.
Eine weitere Normierung der Daten kann durch Translation der mittleren
Kontur in den Schwerpunkt (mittelwertfreies Modell) erfolgen. Eine Skalierung
des translationsnormierten Modells ist ebenfalls mo¨glich, so dass der mittlere
Knotenabstand vom Nullpunkt eins betra¨gt.
Grundsa¨tzlich sind die in diesem Abschnitt vorgestellten Verfahren nicht auf Kon-
turen beschra¨nkt. Sie lassen sich ohne A¨nderungen ebenfalls auf dreidimensionale
Daten anwenden. Kern des Algorithmus bildet die Distanzfunktion d(v,v′), de-
ren Minimierung die Transformationsparameter fu¨r die Normierung liefert. In der
Praxis sind affine Normierungen von großem Interesse. Die konkrete Lo¨sung des
Minimierungsproblems von affinen zweidimensionalen und dreidimensionalen Di-
stanzfunktionen findet sich ebenfalls im Anhang C.
2.3.4 Nicht-lineare Modelle
Im klassischen Modell werden die Merkmalsvektoren als Gauß-verteilt angenom-
men. Diese Annahme impliziert, dass sich die Knotenpunkte der Trainingsbeispiele
bei Deformation des Modells auf Geraden bewegen. Dies ist jedoch nicht korrekt,
wenn die Objekte bestimmte Deformationseigenschaften aufweisen, wie Rotatio-
nen in Teilbereichen der Form oder Verdrehungen [Soz95].
Ein weiterer Aspekt ist der unimodale Charakter der urspru¨nglichen Formu-
lierung. Es wird vorrausgesetzt, dass die Merkmalsvektoren im Merkmalsraum
einen zusammenha¨ngenden Cluster bilden. Dadurch ist das Modell nicht in der
Lage, zwei entgegengesetzte Formvariationen zu akzeptieren, aber ihre mittlere
Form zuru¨ckzuweisen [Coo99b].
Im Folgenden werden verschiedene Verfahren vorgestellt, die sich mit nicht-
linearen Erweiterungen des klassischen Modells befassen.
Linearisierung der Trainingsdaten
Heap et al. vermeiden eine alternative Modellberechnung, indem sie die Objekt-
repra¨sentation so transformieren, dass die entsprechenden Merkmalsvektoren als
unimodal Gauß-verteilt angenommen werden du¨rfen [Hea96]. Als Testbeispiel des
Verfahrens wurden Konturen einer Stehlampe mit drei Gelenken verwendet. Alle
Konturen fu¨r das Training sind durch Drehungen der Gelenke erzeugt worden.
Die Trainingsformen enthielten dadurch ein hohes Maß an lokaler Rotation.
Mit der Zerlegung der Kontur in Rotationseinheiten wird durch eine separate
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Polarkoordinaten-Transformation jeder Rotationseinheit eine Linearisierung der
Trainingsdaten erreicht. Beachtet man die Zerlegungsvorschrift wird leicht ersicht-
lich, dass dieses Verfahren fu¨r einen universellen Einsatz untauglich ist. In den
meisten Fa¨llen ist eine solche Zerlegung aufgrund mangelnder Lokalisierbarkeit
der Rotationszentren der Subkonturen nicht mo¨glich.
Polynomiale Regression
Grundsa¨tzliche Idee fu¨r die polynomiale Regression ist die Bewegung der Knoten-
punkte eines nicht-linearen Modells auf Kurven. Ein solches Modell wird durch
eine Untersuchung der residualen Fehler in den verschiedenen Eigenmodi des
initial linearen Modells der Trainingsdatenmenge berechnet. Die residualen Fehler
dienen dazu, die Parameter fu¨r ein Polynom zu scha¨tzen, das diese Fehler entlang
des entsprechenden Eigenvektors minimiert. Dies schließt jedoch ein, dass der
Grad des Polynoms a-priori festgelegt werden muss. Sozou et al. verwenden hier
– auch hinsichtlich des Rechenaufwands – Polynome vom Grad zwei (Parabeln)
[Soz95]. Diese recht elegante Methode hat jedoch auch zwei Nachteile. Zum einen
ko¨nnen nur Bewegungsmodi zufriedenstellend approximiert werden, die sich durch
Polynome mit niedrigem Grad darstellen lassen. Zum anderen mu¨ssen fu¨r diese
Methoden die Merkmalsvektoren wie beim linearen Modell unimodal verteilt sein.
Lineare Approximation
Die Nachteile der beiden obigen Ansa¨tze ko¨nnen durch eine lineare Approxima-
tion mit Gauß’schen Mischverteilungen behoben werden [Coo99b]. In unimodalen
Verteilungen erzeugt eine Variation des Parametervektors b in den festgelegten
Grenzen immer plausible Formen. In Situationen, wo Teile der Form in genau zwei
Positionen auftreten, aber Zwischenschritte nicht erlaubt sind, fu¨hrt dies zu nicht
plausiblen Vera¨nderungen von b. Die Ursache fu¨r die Fehlinterpretation liegt in
der Bimodalita¨t einer solchen Verteilung.
Ziel der linearen Approximation ist es, die Gesamtverteilung der Merkmalsvek-
toren durch eine mo¨glichst geringe Anzahl von linearen Einzelverteilungen darzu-
stellen. Mit Hilfe des Expectation Maximization-Algorithmus kann unter Vorgabe
der zu erwartenden Anzahl von Einzelverteilungen eine zuverla¨ssige Scha¨tzung
der Parameter des Modells erfolgen. Andere Verfahren verwenden eine k-means-
Clusteranalyse fu¨r die Scha¨tzung der Einzelverteilungen [Bow00]. In [Dut01] wer-
den zusa¨tzlich Ausreißer durch die Clusteranalyse aus den Daten entfernt. Eine
zuverla¨ssige Bestimmung von Ausreißern erfordert allerdings eine große Trainings-
datenmenge.
2.3.5 Active Appearance Models
Active Shape Models sind lediglich in der Lage, lokale Grauwertinformation im
Kantenbereich der Objekte in das Modell zu integrieren. Eine Weiterentwicklung
der Active Shape Models, die die gesamte Bildinformation (Textur) der Objekte be-
ru¨cksichtigt, sind die Active Appearance Models (AAMs) [Coo98, Coo01a, Coo01c].
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Die Trainingsdaten fu¨r die Active Appearance Models stehen wie bei den Active
Shape Models in Form von Objektkonturen zur Verfu¨gung. Zusa¨tzlich wird die
Objekttextur innerhalb der konvexen Hu¨lle der Knotenpunkte als Bildinformation
fu¨r das Modell verwendet. Analog zur Formmodellierung des ASM wird die
Grauwertvariation der Objekttexturen durch eine PCA der Objekttexturen im
Modell gespeichert. Die notwendige Korrespondenz der Texturen wird u¨ber eine
nicht rigide Anpassung auf die mittlere Form erreicht [Coo01b]. Jedes Objekt der
Trainingsdatenmenge ist somit durch eine Menge von Knotenpunkten und einer
uniformen Objekttextur definiert (Abbildung 2.14).
Menge von
Knotenpunkten
Uniforme
Objekttextur
Abb. 2.14: Die Trainingsdaten fu¨r das AAM werden durch eine Menge von Knoten-
punkten und einer uniformen Objekttextur repra¨sentiert (aus [Coo01b]).
Die Kontur- und Texturinformation der Trainingsdatenmenge kann somit durch
zwei unabha¨ngige Modelle dargestellt werden:
x = x¯ + Φsbs (2.20)
g = g¯ + Φgbg (2.21)
Wie im klassischen Modell beschreibt Gleichung 2.20 die Forminformation. Die
Texturinformation (2.21) wird analog durch die mittlere Textur g¯ und einer Menge
von orthogonalen Variationsmodi dargestellt, deren unterschiedliche Auspra¨gung
die Parameter des Texturmodells bg bestimmen.
Besonderheit des Active Appearance Model ist die Zusammenfu¨hrung dieser
beiden separaten Darstellungen fu¨r Form und Textur in einem einheitlichen Mo-
dell. Die Annahme, dass Formparameter bs und Texturparameter bg korreliert
sind, fu¨hrt zu einer weiteren Reduktion der Modellparameter. Jedes Element der
Trainingsdatenmenge la¨sst sich als neuer Merkmalsvektor durch Konkatenation
der Form- und Texturparameter darstellen:
b =
(
Wsbs
bg
)
=
(
WsΦ
T
s (x− x¯)
ΦTg (g − g¯)
)
(2.22)
Ws wird wegen der unterschiedlichen Einheiten fu¨r Koordinaten der Knotenpunk-
te und Grauwerte der Pixel als Wichtungsmatrix fu¨r die Angleichung der einzelnen
Formparameter beno¨tigt.
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Auf dieser Menge von Merkmalsvektoren la¨sst sich wiederum eine PCA durchfu¨h-
ren, so dass sich das kombinierte Active Appearance Model wie folgt darstellt:
b = b¯ + Φcc (2.23)
Das Active Appearance Model kann also durch den Mittelwert der kombinierten
Merkmalsvektoren b¯ und einer Linearkombination von Eigenvektoren, gegeben
durch die Orthonormalbasis Φc, berechnet werden. Durch Variation der Kompo-
nenten von c ist eine kombinierte Variation von Form- und Textureigenschaften
mo¨glich. Abbildung 2.15 zeigt die Variationen in den Hauptmodi des Form- und
Texturmodells sowie des kombinierten Active Appearance Model.
Abb. 2.15: Hauptmodi der Variation des Formmodells (oben links), des Texturmodells
(oben rechts) und des kombinierten Active Appearance Model (unten) aus
[Coo01b].
Die Anpassung des AAM an das Bildmaterial erfolgt durch ein lokales Op-
timierungsverfahren. Dabei werden Displacements fu¨r die affinen- und die
Modellparameter aus dem U¨berdeckungsfehler der aktuellen Modellinstanz und
dem darunterliegenden Bild gescha¨tzt. Eine verbesserte Anpassung des Modells
erfolgt dann u¨ber die Berechnung einer Modellinstanz mit Hilfe dieser aktua-
lisierten Parameter. Die Iteration dieses Verfahrens fu¨hrt schließlich zu einer
Konvergenz der Modellanpassung.
Active Appearance Models bieten gegenu¨ber den Active Shape Models verschie-
dene Vorteile, besitzen aber je nach Segmentierungskontext auch einige Nachteile.
Im Folgenden werden nur die wesentlichen Gemeinsamkeiten und Unterschiede ge-
genu¨bergestellt (eine detaillierte Gegenu¨berstellung beider Verfahren findet sich in
[Coo99a]):
1. Das ASM verwendet nur lokale Bildinformation im Randbereich der Objekte.
Das AAM nutzt die gesamte Objekttextur innerhalb der konvexen Hu¨lle der
definierten Region.
2. Active Shape Models suchen in einer definierten Umgebung der Knotenpunk-
te und fu¨hren ein Update der Knotenpunkte bezu¨glich der lokalen Optima
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dieser Regionen durch. Das AAM fu¨hrt ein Update lediglich aufgrund der
Differenz zwischen dem aktuell synthetisierten Bild und dem Zielbild durch.
3. Das ASM minimiert die Differenz zwischen den gefundenen optimalen Kno-
tenpositionen und der dazu na¨chstliegenden zula¨ssigen Form, wobei das AAM
die Differenzen zwischen der synthetisierten Textur und der darunterliegen-
den Bildregion optimiert.
4. Die Verwendung von lokaler Bildinformation gestattet den dadurch kleine-
ren ASMs eine wesentlich schnellere Anpassung an die Bilddaten. Das ASM
erkennt die Objektgrenzen genauer. Mit Hilfe der Texturinformation ist das
AAM in der Lage, Komponenten im Inneren der Objekte besser zu lokalisie-
ren.
In der Literatur finden sich auch einige Erweiterungen und Anwendungsbeispiele
fu¨r Active Appearance Models. Eine Verbesserung der lokalen Anpassung wird in
[Coo00] durch Kombination mit einer Optimierung auf Basis des optischen Flusses
erreicht. Stegmann verwendet in [Ste01a] eine Simulated Annealing Optimierung,
um das Konvergenzverhalten des Modells zu verbessern. Ein echtes erstes 2,5-
dimensionales Active Appearance Model wird in [Bos02] vorgestellt. Es wird fu¨r
die Segmentierung von Ultraschallsequenzen des linken Herzventrikels verwendet.
Das Modell beschra¨nkt sich jedoch aufgrund der großen Texturdatenmengen auf
einen bandfo¨rmigen Texturausschnitt im Konturbereich der Herzwand.
2.3.6 Individuelle Erweiterungen
Neben den nicht-linearen Modellen und den AAMs existieren auch eine Reihe
interessanter individueller Erweiterungen des klassischen Active Shape Models.
Larsen et al. verwenden die Independent Component Analysis (ICA) fu¨r die
Berechnung der Eigenmodi [Lar01]. Im Gegensatz zur PCA, wo eine Dekorrela-
tion der Komponenten erfolgt, liefert die ICA eine lineare Transformation der
Trainingsdaten in statistisch unabha¨ngige Variationsmodi. Nach Anwendung
der ICA bilden die Modi im Allgemeinen keine Orthogonalbasis mehr. Dadurch
wird einerseits eine bessere Separation des Spektrums der Variationsmodi in
Signal- und Rauschkomponenten erreicht. Andererseits erschwert dies jedoch eine
schnelle Transformation von Objekten in den Parameterraum des Modells, da
die Invertierung der aus den Variationsmodi gebildeten Matrix nicht mehr durch
einfaches Transponieren mo¨glich ist.
Eine andere Art der Objektrepra¨sentation verwendet das Chord length distribution
Model [Coo92b]. Anstelle der Punktkoordinaten werden die Absta¨nde der Punkte
als Merkmale aufgefasst. Die resultierenden Merkmalsvektoren bestehen bei
n Knotenpunkten aus
(
n
2
)
Elementen, da alle mo¨glichen Kombinationen von
Punktdistanzen gespeichert werden. Aus dieser la¨sst sich die urspru¨ngliche Form
wieder rekonstruieren. Diese Konstruktion kommt zwar besser mit nicht-linearen
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Deformationen zurecht, erzeugt aber durch den quadratischen Aufwand in der
Modellgenerierung ein wesentlich gro¨ßeres Modell.
Shen verwendet zusa¨tzlich hierarchische affine Deformationen und eine nicht rigide
Feinanpassung von Teilabschnitten der Kontur, um eine bessere lokale Anpassung
zu erreichen [She00].
Active Shape Models sind auf die Detektion von Formvariationen beschra¨nkt,
die durch Verteilungsannahmen einer Trainingsdatenmenge als zula¨ssig bewertet
werden. Geringe Anzahlen von Trainingsdaten schra¨nken die zula¨ssige Variations-
breite des Modells zusa¨tzlich ein. Bei der Lo¨sung dieser Problematik muss zwischen
zwei Ansa¨tzen unterschieden werden, die auf eine verschiedene Art und Weise Fi-
nite Elemente Modelle mit den Active Shape Models kombinieren:
1. Cootes und Garrido verwenden Finite Elemente Modelle, um die oftmals
niedrige Anzahl von Trainingskonturen zu erho¨hen [Coo95a, Gar98]. Das
FEM vergro¨ßert durch nicht rigide Deformationen der Trainingsformen die
fu¨r das ASM zur Verfu¨gung stehende Stichprobenmenge. Nachteil dieser
Formulierung ist jedoch die physikalische Modellierung der Deformations-
kra¨fte des FEM, die nicht immer zu plausiblen Forma¨nderungen fu¨hrt.
2. Bredno und Schwippert integrieren das Formwissen des Active Shape
Models als zusa¨tzlichen internen Energieterm in ein aktives Konturmodell
[Sch00d, Bre01c]. Dieses hybride Modell fu¨hrt wa¨hrend der Optimierung eine
Anpassung des Active Shape Models auf der aktuellen Kontur des auf fini-
ten Elementen basierenden aktiven Konturmodells durch. Die nicht rigide
Einschra¨nkung der Deformation der aktiven Kontur auf die so berechnete
Modellinstanz gewa¨hrleistet eine globale Formstabilita¨t des Modells. Die lo-
kale Anpassung an die Bilddaten erfolgt mit Hilfe der externen Energie des
aktiven Konturmodells.
2.3.7 Anpassung an das Bildmaterial
Das klassische Active Shape Model verwendet lediglich lokale Gradienteninformati-
on fu¨r die Modellanpassung. Zusammen mit dem globalen Formwissen liefert diese
einfache Methode auf gutem Bildmaterial bereits zufriedenstellende Ergebnisse.
Insbesondere bei medizinischem Bildmaterial reicht die Gradienteninformation
jedoch nicht aus, um eine ausreichend genaue Lokalisation der Knotenpunkte zu
erreichen. Zusa¨tzlich neigt das Modell dazu, durch Bildartefakte und Rauschan-
teile zu schnell in ein lokales Minimum zu konvergieren. In der Literatur befassen
sich verschiedene Arbeiten mit der Integration von Bildinformation in das Modell
und alternativen lokalen als auch globalen Optimierungstechniken.
Integration von Bildinformation
In [Coo94a] wird anstelle der Gradienteninformation ein Grauwertmodell ver-
wendet. Dazu werden aus den Bilddaten der Trainingsbeispiele orthogonal zum
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Konturverlauf Profile fester La¨nge extrahiert. Fu¨r jeden Knotenpunkt steht eine
Menge von charakteristischen Grauwertprofilen zur Verfu¨gung, aus denen durch
eine Hauptkomponentenanalyse ein sogenanntes Profilmodell berechnet werden
kann. Dadurch ist es mo¨glich, charakteristische Strukturen im Kantenbereich zu
trainieren, um die Detektion auf eine bestimmte Klasse von Kantenstrukturen zu
fokussieren. Die optimale Position des Profilmodells erfolgt u¨ber eine Abtastung
der Bildwerte entlang eines Suchstrahls orthogonal zum Konturverlauf. Eine
genaue Beschreibung dieses Verfahrens zusammen mit einigen Erweiterungen wird
in Kapitel 3.3 gegeben.
Van Ginneken stellt einen nicht-linearen Ansatz fu¨r die lokale Optimierung
der Knotenpunkte vor [vG02]. Die Berechnung der Profilmodelle im klassischen
Sinn setzt eine Gauß-verteilte Menge von Trainingsprofilen voraus. Im Bereich
der Profilmodellierung ist dies jedoch in vielen Fa¨llen keine korrekte Annahme.
Deshalb wird ein nicht-linearer k-Nearest-Neighbor-Klassifikator fu¨r die optimale
Positionierung der Profilmodelle verwendet. Dieser Ansatz beno¨tigt fu¨r eine zuver-
la¨ssige Klassifikation allerdings eine relativ große Anzahl von Trainingsbeispielen.
Lokale Anpassung
Zusa¨tzlich beschreibt Gleason eine geschlossene Optimierung von Form- und
Bildmodell [Gle02]. Dazu wird die Verteilung der Anpassungsmaße der Profilmo-
delle entlang des Suchstrahls ebenfalls als Gauß-verteilt angenommen, wodurch
eine kombinierte Optimierung von Form- und Bildinformation ermo¨glicht wird.
Das Verfahren ist auf CT-Schnitten von Ma¨usenieren getestet worden. Eine geeig-
net positionierte Startkontur ist Voraussetzung fu¨r eine korrekte Segmentierung
der Strukturen. Bei schlechten Initialkonturen schla¨gt diese Optimierungsstrategie
jedoch fehl, da die Annahme fu¨r eine Gaußverteilung der Anpassungsmaße nur in
Bereichen den Profilmodellen a¨hnlicher Strukturen korrekt ist.
Bei der lokalen Optimierung der Knotenpunkte kann es zu Ausreißern in der
Verschiebung kommen. Solche Ausreißer haben wegen ihrer großen Verschiebungs-
distanz großen Einfluss auf die anschließende Berechnung der na¨chstliegenden
plausiblen Kontur. Daher wird in [Coo94a] eine reziproke Gewichtung der
Knotenpunkte anhand des euklidischen Abstands der Verschiebungssdistanz der
einzelnen Knoten vom arithmetischen Mittel aller Knotendistanzen vorgenommen.
Knoten mit großer Distanz, die mit hoher Wahrscheinlichkeit Ausreißer darstellen,
erhalten ein niedriges Gewicht, so dass sie nunmehr geringen Einfluss auf die
Formanpassung ausu¨ben.
Behiels verwendet dynamische Programmierung, um die Knotenpositio-
nierung zu verbessern [Beh99]. Durch Abtastung von l Punkten orthogonal
zum Konturverlauf an jedem Knotenpunkt erha¨lt man eine n×l-Kostenmatrix,
wobei n die Anzahl der Knotenpunkte ist. Anhand dieser Kostenmatrix kann
unter Beru¨cksichtigung einer zula¨ssigen Maximal-Kru¨mmung mit dynamischer
Programmierung ein optimaler Pfad fu¨r die Knotenpunkte bestimmt werden.
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Globale Anpassung
Im Vergleich mit aktiven Konturmodellen sind die Active Shape Models wegen
ihrer geringeren Anzahl von Parametern fu¨r ein globales Optimierungsverfahren
wesentlich besser geeignet. In der Literatur finden sich dennoch nur wenige Arbei-
ten, die sich mit einer globalen Optimierung der Active Shape Models befassen.
Als Hauptgrund ist der trotz der geringeren Anzahl von Modellparametern große
Suchraum zu nennen, der durch die Inhomogenita¨t des Bildmaterials viele lokale
Optima entha¨lt.
Eine Erweiterung der Active Shape Models, die nicht unbedingt als globales Opti-
mierungsverfahren anzusehen ist, aber dennoch das Konvergenzverhalten einer vor-
handenen Modelloptimierung betra¨chtlich verbessern kann, sind die Multiskalen-
ASMs [Coo94b]. Das Verfahren startet in einer hohen Skala, in der durch die
niedrige Auflo¨sung große Verschiebungen der Knotenpunkte mo¨glich sind. Die Op-
timierung in dieser Skala wird bei Erfu¨llung eines Konvergenzkriteriums beendet
und die Ergebniskontur in die na¨chstniedrigere Skala propagiert. Eine sukzessive
Optimierung u¨ber alle Skalen bis zum Originalbild liefert nun die gewu¨nschte An-
passungsgenauigkeit des Modells.
Andere Verfahren verwenden genetische Algorithmen fu¨r die globale Lokalisa-
tion des Modells [Hil92, Hea95]. Stochastische Optimierungsverfahren, wie geneti-
sche Algorithmen und Simulated Annealing, sind fu¨r die Problematik großer Such-
ra¨ume mit vielen lokalen Optima am besten geeignet. Daher wird in hier gesondert
auf die globale Optimierung des Modells mit solchen Verfahren eingegangen. Eine
detaillierte Beschreibung findet sich in Kapitel 2.4 und bezogen auf das in dieser
Arbeit beschriebene konkrete Modell in Kapitel 3.7.
Garrido et al. erreichen eine globale Lokalisation des Modells durch eine an-
gepasste Houghtransformation [Gar98]. Das verwendete Modell zeichnet sich nur
durch sehr wenige Freiheitsgrade aus, damit der Hough-Raum nicht zu hochdi-
mensional wird. Zusa¨tzlich muss eine sehr grobe Quantisierung des Hough-Raums
durchgefu¨hrt werden, um eine globale Durchmusterung des gesamten Raums er-
reichen zu ko¨nnen.
2.3.8 Eigenschaften wissensbasierter Modelle
Wissensbasierte Formmodelle sind in der Lage, a-priori Wissen u¨ber die darge-
stellten Objekte in das Modell zu integrieren. Durch eine statistische Analyse
von Trainingsbeispielen ko¨nnen Verteilungsfunktionen fu¨r die Modellparameter
gescha¨tzt werden. Das klassische Active Shape Model stellt den Urvater dieser
Modelle dar. Es bietet die Mo¨glichkeit, globale Forminformation anhand von
Deformationsmodi einer mittleren Form durch eine geringe Anzahl von Para-
metern zu beschreiben. Die Beschra¨nkung der Deformation auf eine durch die
Trainingsdatenmenge repra¨sentierte Klasse von Formen erho¨ht die Robustheit
gegenu¨ber Bildsto¨rungen erheblich.
Erweiterungen wie die Profilmodelle [Coo94a] konnten durch Integration
dieser komplexeren Bildeinflu¨sse die Robustheit des Modells weiter verbessern.
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Spa¨ter haben die Active Appearance Models gezeigt, dass neben der globalen
Formbeschreibung auch eine globale Beschreibung der Objekttextur durch ein
wissensbasiertes Modell mo¨glich ist.
Insbesondere im Bereich der Segmentierung von biologischen Strukturen haben
sich die Active Shape Models etablieren ko¨nnen. In der Literatur finden sich
eine Reihe verschiedener Anwendungsgebiete. Hier sind zum Beispiel neben
den bereits erwa¨hnten Verfahren die Gesichtserkennung [Lan97, Coo01b] sowie
die Segmentierung von Ha¨nden auf Fotografien [Coo92a] und Ro¨ntgenbildern
[Koh98] zu nennen. In [Mah99] und [Vog00] werden ASMs fu¨r die Detektion
des Herzschattens und in [vG02] fu¨r die Segmentierung der Lungenfelder auf
Thoraxro¨ntgenbildern verwendet. Eine Differenzierung von Objekten in verschie-
dene Klassen mit Active Shape Models ist ebenfalls mo¨glich. In [Lan93] und
[Koh00b] werden sie fu¨r die Klassifikation von Gesichtern bzw. als wissensbasiertes
Merkmal fu¨r die Unterscheidung von unterschiedlichen Knochenformen verwendet.
Ho¨herdimensionale Active Shape Models stellen den weitaus geringeren Anteil der
wissensbasierten Formmodelle dar. Als wesentliche Gru¨nde seien hier nochmals
das Korrespondenzproblem sowie die aufwendige Erstellung ho¨herdimensionaler
Trainingsdaten genannt. Die 2,5-dimensionalen Modelle fu¨r die Segmentierung von
Bildserien sind von den dreidimensionalen Verfahren zu unterscheiden. Dabei ist
zu beachten, dass die meisten dieser Verfahren eher als pseudo-2,5-dimensionale
Methoden anzusehen sind. Es wird lediglich das Ergebnis aus der vorangegangen
Schicht als Initialisierung verwendet. Eine Ausnutzung der Korrelation benach-
barter Schichten in einem Active Shape Model findet somit nicht statt. Solche
Verfahren wurden zum Beispiel fu¨r das Tracking von Personen auf Kamerabildern
[Bau94] oder die Diagnose von Aneurismen der Aorta [dB01] verwendet. Andere
Anwendungen sind die Gestenerkennung in Video Sequenzen [Hea95] oder die
Bewegungsanalyse des gesamten Oberko¨rpers [Bow00]. In der Literatur finden sich
wenige echte spatio-temporale Verfahren wie das Modell von Hamarneh [Ham99]
oder die Segmentierung des linken Herzventrikels auf Ultraschallsequenzen mit
einem 2,5D-Active Appearance Model [Bos02].
Einige dreidimensionale Active Shape Models vermeiden die Herstellung von
Knoten-Korrespondenzen zwischen Oberfla¨chenpunkten durch eine implizite
Formdarstellung [Kel99, Sty01, Dav02]. Nachteile dieser Darstellung sind die freie
Zuordnung der Punkte auf der Oberfla¨che und die Beschra¨nkung der Objektform
auf eine Kugeltopologie. Dickens und Li lo¨sen das Korrespondenzproblem u¨ber
eine schichtweise Darstellung der Objekte [Dic01, Li01], die aber bei komplexeren
Objekten fehlschla¨gt. Die vielversprechensten dreidimensionalen Ansa¨tze verwen-
den Oberfla¨chentriangulationen der Objekte. In [Lam02] wird eine Zerlegung in
Teilfla¨chen der Objekte verwendet, damit sich das Korrespondenzproblem auf den
zweidimensionalen Fall vereinfacht. Andere Methoden verwenden ein nicht rigides
Warping eines Formprototypen [Fle98, Lor00].
Dreidimensionale Active Shape Models sind fu¨r die Segmentierung einer
Reihe unterschiedlicher Objekte verwendet worden. In [Fle98] wird ein Modell
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des Femurs fu¨r die Operationsplanung in der Orthopa¨die verwendet. Andere
Verfahren fu¨hren eine Segmentierung der Wirbelko¨rper in CT-Schichten durch
[Lor00, Fle02]. In [Kel99] und [Sty01] wird die Detektion des Hippocampus auf
MR-Schichtdarstellungen erreicht.
Ein Vorteil von Active Shape Models gegenu¨ber anderen Verfahren ist ihre Ro-
bustheit, da das Modell auf eine bestimmte Klasse von Formen beschra¨nkt ist.
Genau dieser Aspekt kann sich jedoch auch nachteilig auswirken. Bei unbekann-
ten Formen ist das Modell daher nicht in der Lage, eine zufriedenstellende Seg-
mentierung der Objekte zu liefern. U¨berspitzt formuliert ko¨nnte sogar jedes neue
Anfragebild aus der trainierten Objektklasse als unbekannt angesehen werden, so
dass eine Segmentierung nicht mo¨glich ist. In der Realita¨t dru¨ckt sich dieses Ver-
halten lediglich in einer zum Teil ungenauen Segmentierung der Objekte aus. Die
Ungenauigkeit des Modells nimmt zwar bei steigender Anzahl von repra¨sentativen
Trainingsdaten ab, kann aber dennoch nicht ga¨nzlich beseitigt werden [vG01]. Zu-
sa¨tzlich erschwert dieser Aspekt wiederum die Generierung von dreidimensionalen
Modellen, da hier eine Variation der Objekte in drei Dimensionen vorliegt, also
eine gro¨ßerer Trainingsdatenmenge als bei 2D-Modellen notwendig wird. Zusa¨tz-
lich ist die Generierung der Trainingsbeispiele in 3D ungleich aufwendiger als im
zweidimensionalen Fall.
Die kompakte Objektrepra¨sentation von Active Shape Models ermo¨glicht eine
globale Optimierung. Durch Beschra¨nkung des Modells auf eine relativ geringe An-
zahl von Modellparametern bleibt die Dimension des Suchraums fu¨r stochastische
Optimierer hinreichend klein. Aktive Konturmodelle hingegen gestatten eine sol-
che Optimierung aufgrund der hohen Anzahl an Freiheitsgraden nicht. Im na¨chsten
Kapitel werden verschiedenen Optimierungverfahren in Bezug auf Optimierung de-
formierbarer Modelle vorgestellt.
2.4 Optimierung deformierbarer Modelle
Dieses Kapitel behandelt die verschiedenen Strategien der Modelloptimierung.
Es findet eine Einordnung der Optimierungsverfahren in verschiedene Kategorien
statt. Die Anwendbarkeit der Verfahren in Bezug auf die Modelloptimierung
und Objektrepra¨sentation werden untersucht. Grundsa¨tzlich ist die Wahl des
Optimierungsverfahrens unabha¨ngig vom verwendeten deformierbaren Modell. In
Abha¨ngigkeit von der verwendeten Objektrepra¨sentation und den Deformations-
eigenschaften des Modells sind die verschiedenen Optimierungstrategien jedoch
unterschiedlich gut geeignet.
Jede Modellinstanz kann durch einen Satz p bestehend aus n Parametern repra¨-
sentiert werden. Bei den Active Shape Models sind dies beispielsweise die affinen-
und die Formparameter, so dass p = (tx, ty, θ, s,b). Der Definitionsbereich von
p = (p1, . . . , pn) spannt dadurch einen n-dimensionalen Suchraum S auf. Eine Be-
wertung der durch p definierten Modellinstanz erfolgt durch eine Kostenfunktion
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f(p, I), mit p = (p1, . . . , pn). (2.24)
Der Parameter I stellt eine externe vom Modell unabha¨ngige Eingabegro¨ße, dar.
Bei der Segmentierung von Bilddaten ist I das Bildpotential. Es sind aber auch
andere Anwendungsgebiete, wie beispielsweise die Spracherkennung, denkbar, in
denen I als eindimensionales Audiosignal interpretiert werden kann. Ziel einer Op-
timierung ist, eine Konfiguration von p zu finden, die eine bestmo¨gliche Adaption
der Modellinstanz an das Bildpotential I liefert. Eine solche optimale Anpassung
ist durch das Optimum (Maximum oder Minimum) der Funktion f(p, I) gegeben.
Der Einfachheit halber wird im Folgenden f(p) = f(p, I) gesetzt. Zusa¨tzlich wird
lediglich die Minimierung von f(p) betrachtet, da jedes Maximum von f(p) ein
Minimum von −f(p) ist. Formal ausgedru¨ckt hat f(p) genau dann ein Minimum,
wenn eine Region mit dem Radius ε existiert, so dass
f(p + x) > f(p), ∀ |x| < ε (2.25)
Bei den Minima einer Funktion sind zwei Arten zu unterscheiden. Einerseits die
globalen Minima, welche den niedrigsten Wert u¨ber dem gesamten Definitionsbe-
reich der Funktion darstellen, und andererseits die lokalen Minima, die lediglich
in einer Umgebung (Gleichung 2.25) den niedrigsten Wert annehmen.
Das globale Minimum einer Funktion zu finden, ist natu¨rlich von gro¨ßerem
Interesse, da es die bestmo¨gliche Anpassung des Modells an die Bilddaten dar-
stellt. In der Praxis erweist sich dies mitunter als sehr schwierig, da das Problem
normalerweise sehr viele lokale Minima entha¨lt (beispielsweise verursacht durch
verrauschtes, mit Artefakten belastetes Bildmaterial).
Welche Methode fu¨r die Optimierung am besten geeignet ist, ha¨ngt von den Ei-
genschaften von f ab. Grundsa¨tzlich la¨sst sich eine Einteilung der verschiedenen
Optimierungsverfahren in zwei Klassen vornehmen:
• Lokale Optimierer
Von einer Startposition in einem “Tal” der Funktion liefern diese Optimierer
den tiefsten Punkt dieses Tals.
• Globale Optimierer
Globale Optimierer liefern im Definitionsbereich von f den tiefsten Punkt
des tiefsten Tals.
In Fa¨llen mit einer guten initialen Scha¨tzung nahe am globalen Minimum (zum
Beispiel durch manuelle Vorgabe einer Initialkontur), genu¨gt ein lokales Optimie-
rungsverfahren, um die beste Modellinstanz zu bestimmen. Falls eine solche Vor-
gabe jedoch nicht existiert, muss ein globales Verfahren verwendet werden. Eine
Mo¨glichkeit ist beispielweise, ausgehend von einer Menge von Startpunkten eine
lokale Optimierung durchzufu¨hren und dann den minimalen Wert aller Ergebnisse
zu verwenden. Diese Methode kann zum Ziel fu¨hren. Hier mu¨ssen allerdings die
Eigenschaften von f in Betracht gezogen werden, da sie fu¨r die Wahl des Optimie-
rungsverfahrens eine entscheidende Rolle spielen.
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Unter Umsta¨nden ist eine Optimierung nur durch Kombination beider Paradig-
men erfolgreich durchfu¨hrbar. Zum Beispiel wird bei einem Trackingverfahren fu¨r
die Initialisierung des Modells im ersten Bild ein globales Verfahren beno¨tigt. Die
Lokalisation der Objekte in den weiteren Bildern der Serie kann durch eine loka-
le Optimierung die Projektion der Ergebniskontur aus der vorangegangen Schicht
erfolgen.
2.4.1 Lokale Optimierung
In der lokalen Optimierung existieren je nach Problemstellung eine ganze
Reihe verschiedener Verfahren. In vielen Fa¨llen wird beispielsweise eine lokale
Verbesserung durch eine Verschiebung der Knotenpositionen der Modellkontur
an Bildpunkte mit maximalen Bildgradienten vorgenommen. Es findet somit
an jedem Knotenpunkt eine lokale Suche in einer definierten Umgebung statt.
Andere Verfahren verwenden bestimmte Eigenschaften der Kostenfunktion f , um
die Konvergenz der Optimierung zu beschleunigen. In diesem Abschnitt wird
daher zwischen Verfahren unterschieden, die keine bestimmten Forderungen an
die Kostenfunktion stellen, und denjenigen, die bestimmte Eigenschaften von f
voraussetzen.
Greedy Algorithmen
Verfahren, die in einer lokalen Umgebung der aktuellen Modellinstanz p nach ei-
nem lokalen Minimum suchen, werden als Hill-climbing- oder auch allgemein als
Greedy Verfahren bezeichnet. Sie beno¨tigen fu¨r die Suche eine Nachbarschaftsbe-
ziehung auf einem diskreten Raster. Durch Auswerten einer definierten Anzahl von
Funktionswerten der Kostenfunktion f(p) in der Umgebung (Nachbarschaft) p+x
kann eine Minimierung erfolgen:
p′ = arg min
x
f(p + x), mit |x| < ε (2.26)
Eine sukzessive Iteration der lokalen Suche fu¨hrt schließlich zu einer Konvergenz
des Verfahrens. Die Sensitivita¨t des Verfahrens gegenu¨ber lokalem Rauschen kann
durch entsprechend große Werte von x gemindert werden. Große Werte von x
erho¨hen den Rechenaufwand jedoch betra¨chtlich. Der Vorteil des Verfahrens liegt
in seiner einfachen Anwendbarkeit auf nahezu jedes diskretisierbare Optimierungs-
problem. Ein weiterer Faktor ist, dass lediglich eine effiziente Berechenbarkeit
von f(p) im gesamten Definitionsbereich gegeben sein muss, so dass keine weitere
Annahmen u¨ber die Eigenschaften von f beno¨tigt werden.
Numerische Suche
Im folgenden Abschnitt wird eine Einfu¨hrung in numerische Suchverfahren gege-
ben, die bestimmte Eigenschaften der Kostenfunktion f ausnutzen, um die Kon-
vergenz der Optimierung zu verbessern. Die folgenden Eigenschaften von f sind
fu¨r den Einsatz numerischer Optimierungsverfahren von Bedeutung:
• Dimension von f (eindimensional vs. mehrdimensional)
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• Stetigkeit und effiziente Differenzierbarkeit von f
• Gro¨ße des Rauschanteils von f
Anhand dieser Informationen ko¨nnen Vorhersagen u¨ber die beste Pra¨diktion
von x gemacht werden, so dass p → p + x, damit eine schnellere Konvergenz
des Verfahrens erreicht werden kann. Eine Voraussetzung ist die Effizienz der
Berechnung der ersten und je nach Verfahren auch der zweiten Ableitung der
Funktion f an der Stelle p. Falls dies nicht effizient mo¨glich ist, kann es sinnvoller
sein, eine Greedy-Strategie zu verwenden. Zusa¨tzlich erfordert die Verwendung
der ersten und zweiten Ableitung eine lokale Glattheit der Funktion f . Sollte
dies nicht der Fall sein, kann es zu einer falschen Pra¨diktion von x aufgrund der
Rauschanteile von f kommen, so dass eine Konvergenz des Verfahrens nicht mehr
mo¨glich ist.
Die einfachste Methode einer numerischen Suche ist die eindimensionale Mini-
mierung. In Anbetracht der meist hochdimensionalen Parametervektoren p der
Modelle erscheint eine Betrachtung dieser Optimierungsstrategie zuna¨chst als
u¨berflu¨ssig. Viele hochdimensionale Probleme lassen sich jedoch in eindimensio-
nale Teilprobleme zerlegen, so dass eine Betrachtung dieser Methodik wieder Sinn
macht. Grundsa¨tzlich stellt die Minimierung von n Parametern der Funktion
f(p) mit n > 1 ein weitaus schwierigeres Problem dar. Im Fall n = 2 kann die
Optimierung als eine Suche nach dem tiefsten Tal in einem Gebirge angesehen
werden.
Eine Zerlegung des Problems in eindimensionale Teilprobleme kann wie
folgt durchgefu¨hrt werden. Durch Verwendung eines Richtungsvektors u erfolgt
eine Suche entlang p + δu. Ziel ist es, in diesem eindimensionalen Suchraum
einen Wert fu¨r δ zu finden, der die Funktion f(p + δu) minimiert, so dass p
durch p + δu ersetzt werden kann. Nach sukzessiver Minimierung entlang jedes
orthogonalen Einheitsvektors des n-dimensionalen Parameterraums von p wird
eine Minimierung von f(p) erreicht. Dieses Verfahren ist jedoch sehr ineffizient,
wenn der steilste Abstieg im Suchraum nicht entlang der Einheitsvektoren erfolgt.
Abbildung 2.16 veranschaulicht, wie die Minimierung in einen Zick-Zack-Kurs
entartet, der sich entlang des Abstiegs nach unten hangelt. Eine gu¨nstigere Wahl
der Abstiegsrichtung, also des Richtungsvektors, fu¨hrt hier zu einer wesentlich
besseren Konvergenz.
Die effiziente Differenzierbarkeit von f ist fu¨r eine Reihe verschiedener numerischer
Verfahren fu¨r eine bessere Pra¨diktion von x notwendig. Damit eine Auswertung der
ersten und auch zweiten Ableitung der Funktion erfolgen kann, wird die Funktion f
im aktuellen Na¨herungspunkt p+x durch eine quadratische Funktion approximiert
(Taylorreihe bis zur zweiten Ableitung):
f(p + x) = f(p) + x∇f(p) + 1
2
xTHx. (2.27)
Die Matrix H ist die Hesse-Matrix, das heißt die Matrix der zweiten partiellen
Ableitungen von f an der Stelle p. Das Newton-Verfahren basiert beispielsweise
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Abb. 2.16: Ineffiziente Minimierung entlang der Einheitsvektoren. Die Ellipsen stellen
die Ho¨henlinien des zweidimensionalen Optimierungsproblems dar.
auf der Annahme, dass die Hesse-Matrix H positiv definit und damit invertierbar
ist. Dies wird fu¨r die Bestimmung der Abstiegsrichtung x verwendet. Der Gradient
in der Region um p ist definiert durch
∇f(p + x) = Hx +∇f(p). (2.28)
An der Position des Minimums ist der Gradient Null. Nach Nullsetzen und Um-
formen von Gleichung 2.28 erha¨lt man die folgende Pra¨diktion fu¨r x:
x = −H−1∇f(p) (2.29)
Durch Setzen von p → p + x und Iteration dieser Berechnungsvorschrift hat das
Verfahren eine quadratische Konvergenz fu¨r hinreichend gute Startwerte. Falls die
Startwerte nicht entsprechend nah am Optimum liegen, ist die Matrix H nicht
mehr positiv definit und x stellt keine Abstiegsrichtung mehr dar. Ein weiterer
Nachteil des Verfahrens ist die aufwendige Berechnung von H−1.
Effizientere Verfahren, wie beispielsweise das Verfahren der konjugierten Gra-
dienten oder die Optimierung nach Levenberg und Marquardt, verwenden
ebenfalls eine quadratische Approximationsfunktion, beno¨tigen jedoch keine In-
verse von H fu¨r die Bestimmung der Abstiegsrichtung [Noc01].
2.4.2 Globale Optimierung
Die lokalen Optimierungverfahren haben die Eigenschaft, in das na¨chste Minimum
hinabzusteigen und dort zu verharren. Bei Suchra¨umen mit vielen lokalen Minima
stellt dieses Verhalten keine wu¨nschenswerte Optimierungsstrategie dar, da die
Wahrscheinlichkeit, das globale Minimum zu treffen, sehr gering ist. In nieder-
dimensionalen und homogenen Suchra¨umen hingegen kann die Anwendung eines
lokalen Optimierungsverfahrens mit verschiedenen Startpositionen8 ausreichend
sein, um das globale Optimum zu finden. Eine Verbesserung dieses Prinzips
8Solche Startpositionen ko¨nnen zufa¨llig verteilt oder durch Punkte eines festgelegten Rasters
definiert sein.
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kann durch lokale Optimierung mit dem Simplex-Downhill Algorithmus erreicht
werden. Dieses Verfahren beschra¨nkt sich zwar auf einen lokalen Suchbereich,
ist jedoch in der Lage, lokale Optima zu verlassen. Durch die verbesserte lokale
Konvergenz kann daher die Anzahl der notwendigen Startpunkte vermindert
werden. Bei zu hochdimensionalen Suchra¨umen wird das Verha¨ltnis zwischen
Gro¨ße des Suchraums und Anzahl der Startpunkte so ungu¨nstig, dass auch der
Simplex-Downhill Algorithmus fehlschla¨gt.
Ein weiterer wesentlicher Nachteil lokaler Optimierungsverfahren ist die
Abha¨ngigkeit der Ergebniskontur von der Initialisierung. Globale Optimierungs-
verfahren beno¨tigen zwar eine Initialisierung, die aber nicht mehr vom Benutzer
abha¨ngig ist, so dass die Reproduzierbarkeit der Ergebnisse gewa¨hrleistet werden
kann.
Hochdimensionale Suchprobleme mit einer Vielzahl von lokalen Optima
ko¨nnen durch Optimierungsverfahren wie Simulated Annealing und genetische
Algorithmen behandelt werden. Der stochastische Anteil dieser Algorithmen fu¨hrt
jedoch dazu, dass das globale Minimum nicht mit Sicherheit gefunden wird. Die
Wahrscheinlichkeit, das globale Optimum zu finden, kann durch Testen einer
gro¨ßeren Menge von Modellinstanzen erho¨ht werden, wodurch die beno¨tigte Re-
chenkapazita¨t des Verfahrens ansteigt. Grundsa¨tzlich sind auch diese Methoden bei
sehr großen Suchra¨umen nicht mehr praktikabel, da zu viele Hypothesen getestet
werden mu¨ssen, um eine im Mittel hinreichend gute Lo¨sung garantieren zu ko¨nnen.
Die geometrische Repra¨sentation der Kontur als Polygon beim aktiven Kon-
turmodell verursacht ein so hochdimensionales globales Optimierungsproblem,
dass keine Lo¨sung gefunden werden kann [Gei95]. Fu¨r eine erfolgreiche globale
Optimierung ist daher eine mo¨glichst kompakte Objektrepra¨sentation notwendig.
Solche auf B-Splines basierende aktive Konturmodelle finden sich beispielsweise
in [Rue95] und [Sto94].
Dennoch sind die aktiven Konturmodelle aufgrund ihrer hohen Anzahl von
Freiheitsgraden fu¨r eine globale Optimierung weniger geeignet. Bei den Active
Shape Models liegt durch Beschra¨nkung auf affine- und wenige Formparameter ein
vergleichweise niederdimensionaler Suchraum vor, so dass hier wesentlich bessere
Voraussetzungen fu¨r eine globale Optimierung gegeben sind.
In diesem Kapitel werden die drei wichtigsten globalen Optimierungsverfahren vor-
gestellt. Zuerst wird der Simplex-Downhill Algorithmus eingefu¨hrt. Dieses Verfah-
ren ist im strikten Sinne kein globales Verfahren, da es fu¨r sich betrachtet nur
eine lokale Suche durchfu¨hrt. Erst durch die Ausfu¨hrung mit einer Menge von
verschiedenen Startkonfigurationen kann es als globales Verfahren angesehen wer-
den. Danach werden die beiden stochastischen Optimierungsverfahren Simulated
Annealing und genetische Algorithmen vorgestellt.
2.4.2.1 Simplex-Downhill Algorithmus
Der lokale Simplex-Downhill Algorithmus hat im Gegensatz zu Simulated
Annealing und genetischen Algorithmen keine stochastische Komponente. Die
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globale Variante dieser Methode versucht durch eine hinreichend hohe Anzahl von
verschiedenen Startkonfigurationen sicherzustellen, dass das globale Optimum
gefunden werden kann. Bei zufa¨lliger Wahl der Startkonfigurationen erha¨lt das
Verfahren zwar einen stochastischen Anteil, eine deterministische Wahl der
Startwerte ist in den meisten Fa¨llen allerdings sinnvoller. Dieses Vorgehen wird
jedoch bei großen Suchra¨umen unpraktikabel, da eine zu große Anzahl von
Startkonfigurationen beno¨tigt wird. Das Verfahren eignet sich daher eher fu¨r
kleinere Suchra¨ume, wobei die Qualita¨t der Ergebnisse von einer geeigneten
Auswahl der Startkonfigurationen abha¨ngt.
Der Simplex-Downhill Algorithmus wertet lediglich die Funktionswerte der Ko-
stenfunktion f(p) aus. Das Verfahren beno¨tigt keine Approximation der ersten und
zweiten Ableitungen am Punkt p. Dadurch ist der Simplex-Downhill Algorithmus
weniger sensitiv gegenu¨ber lokalem Rauschen, so dass lokale Minima wa¨hrend der
Optimierung wieder verlassen werden ko¨nnen.
Ein Simplex ist eine geometrische Figur, die bei einem n-dimensionalen Such-
raum aus n + 1 Knotenpunkten besteht. Im zweidimensionalen Fall liegt demnach
ein Dreieck und im dreidimensionalen Fall ein Tetraeder vor. Die geometrische Fi-
gur darf jedoch nicht degeneriert sein, also kein Volumen der Gro¨ße Null besitzen.
Bei der Wahl eines initialen Startpunktes p0 ko¨nnen die weiteren n Initialknoten
des Simplex beispielsweise durch
pi = p0 + λiei, λi 6= 0 (2.30)
definiert werden, wobei ei die Einheitsvektoren des n-dimensionalen Raums
darstellen. λi stellt hier eine individuelle Gewichtung des entsprechenden Ein-
heitsvektors dar.
Das Verfahren verschiebt durch bestimmte Operationen (Reflexion, Reflexion
und Expansion, Kontraktion, multiple Kontraktion) auf den Knotenpunkten
diese in ein lokales Minimum. Anschaulich versucht der Simplex-Algorithmus in
der lokalen Umgebung durch Reflexion bzw. Reflexion und Expansion so weit
wie mo¨glich in ein Minimum abzusteigen. Falls auf diese Weise keine weitere
Minimierung erfolgen kann, ist der Simplex durch Kontraktion und multiple
Kontraktion in der Lage, sich durch Engstellen im Suchraum zu “zwa¨ngen”, um
eine weitere Minimierung zu erreichen. Eine detaillierte Darstellung des Verfahrens
findet sich unter anderem in [Pre92].
Im Gegensatz zum klassischen Simplex Algorithmus wird das Konvergenzverhal-
ten des Simplex-Downhill Verfahrens in hohem Maße durch der Struktur des Such-
raums bestimmt. Die Komplexita¨t des klassischen Verfahrens ha¨ngt von der Anzahl
der Knotenpunkte des Simplex ab. Dieser Algorithmus ist in der zu erwartenden
Performance unu¨bertroffen, allerdings sei erwa¨hnt, dass eine polynomiale Laufzeit
nicht garantiert werden kann. Es existieren jedoch Erweiterungen der klassischen
Methode mit einer nachweislich polynomialen Laufzeitkomplexita¨t [Kar84].
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2.4.2.2 Simulated Annealing
Simulated Annealing Verfahren basieren auf einer Analogie von Abku¨hl- und
Kristallisationsprozessen von Flu¨ssigkeiten in der Thermodynamik. Bei hohen
Temperaturen bewegen sich die Moleku¨le frei durch das Medium. Falls die Abku¨h-
lung der Flu¨ssigkeit langsam genug erfolgt, formen die Moleku¨le eine geordnete
kristalline Struktur, das globale Minimum. Falls die Abku¨hlung jedoch zu schnell
erfolgt, ordnen sich die Moleku¨le in einer polykristallinen oder amorphen Struktur
an, so dass nur ein lokales Minimum der Bindungsenergien erreicht wird.
Die Modellierung dieses physikalischen Pha¨nomens hat zur Entwicklung des
Annealing Algorithmus durch Metropolis [Met53] und Kirkpatrick [Kir83]
gefu¨hrt. Das Verfahren ist auch unter den Bezeichnungen Monte-Carlo-Annealing
oder Statistical Cooling bekannt [Mat90]. Die wesentliche Idee besteht darin,
dass mit gewisser abnehmender Wahrscheinlichkeit im Verlauf des Verfahrens
auch wieder schlechtere Zusta¨nde akzeptiert werden. Dadurch kann verhindert
werden, dass der Algorithmus in lokalen Minima stecken bleibt. Die zufa¨lligen
Zustandsa¨nderungen bilden den stochastischen Anteil des Verfahrens.
Das Simulated Annealing Verfahren beno¨tigt eine Nachbarschaftsrelation zwi-
schen den Modellinstanzen pi des Suchraums, um eine Nachfolgekonfiguration
bestimmen zu ko¨nnen. Eine Nachbarschaftsrelation auf den Elementen pi des
Suchraums S kann wie folgt definiert werden:
Definition 3.1:
Zwei Elemente pi, pj ∈ S sind genau dann benachbart, pj ∈ Neigh(pi), wenn
sie sich um genau eine Schrittweite δi ∈ R in einer Komponente pi von p =
(p1, . . . , pi, . . . , pn) unterscheiden, so dass
pj = (p1, . . . , pi ± δi, . . . , pn) (2.31)
In einem n-dimensionalen Suchraum hat somit jedes Element genau 2n Nachbarn.
Durch δi wird eine Quantisierung des Definitionsbereichs von pi vorgenommen.
Eine sinnvolle Wahl der Schrittweiten δi ha¨ngt von der jeweiligen Einheit der
Komponente pi sowie der Problemstellung ab. Bei geometrischen Gro¨ßen von pi,
wie die Translation, sind Schrittweiten von wenigen Pixeln sinnvoll.
Die Bestimmung einer Nachfolgekonfiguration q besteht aus einem zweistufigen
Zufallsexperiment. Im ersten Schritt wird zufa¨llig ermittelt, welcher Parameter pi
des Modells vera¨ndert werden soll. Im zweiten Schritt wird dieser lediglich um die
Schrittweite δi erho¨ht oder erniedrigt. Ob die Nachfolgekonfiguration q akzeptiert
wird, entscheidet das Verfahren anhand einer Akzeptanzwahrscheinlichkeit:
Prob(p → q) = min
{
1, exp
(
−f(q)− f(p)
t
)}
, p,q ∈ S, t > 0 (2.32)
Somit wird der Zustand q mit einer Wahrscheinlichkeit von 1 akzeptiert, wenn
f(q) ≤ f(p). Kostengu¨nstigere Nachfolgekonfigurationen werden daher immer ak-
zeptiert. Falls jedoch f(q) > f(p) ist, ha¨ngt die Akzeptanz von der Gro¨ße von t
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ab. Die Temperatur t stellt die aktuelle Temperatur des Systems dar. Zu Beginn
herrscht eine hohe Temperatur, die wa¨hrend der Abku¨hlung immer weiter verrin-
gert wird. Die Wahrscheinlichkeit Prob(p → q) folgt den Gesetzen der Thermo-
dynamik, wo bei einer gegebenen Temperatur t die Wahrscheinlichkeit Prob(∆E)
einer tempora¨ren Erho¨hung der Energie um den Betrag ∆E durch
Prob(∆E) = e−
∆E
t (2.33)
gegeben ist. Bei einer ausreichend langsamen Abku¨hlung hat das System daher die
Mo¨glichkeit, durch tempora¨re energetisch schlechtere Zusta¨nde lokale Minima zu
verlassen, um das globale Minimum zu erreichen.
Die Wahrscheinlichkeit des Systems sich bei einer festen Temperatur t im Zustand
pi, bei einer Anzahl von n mo¨glichen Zusta¨nden, zu befinden, kann durch die
Boltzmann-Verteilung beschrieben werden:
Probt(pi) =
e−
f(pi)
t
n∑
j=1
e−
f(pj )
t
(2.34)
Betrachtet man die Grenzu¨berga¨nge fu¨r die Zeit gegen Unendlich und der
Temperatur gegen Null, kann mit Hilfe der Boltzmann Verteilung gezeigt werden,
dass das Verfahren in das globale Minimum konvergiert. Fu¨r einen Beweis dieser
Aussage sei auf [Aar89] verwiesen. In der Praxis ist die Abku¨hlung durch einen
Faktor δt ∈ ]0, 1[ bestimmt, so dass t → δt · t. Durch die Gro¨ße von δt wird die
Geschwindigkeit dieser logarithmischen Abku¨hlung gesteuert.
Aus dieser Formulierung lassen sich einige Verhaltensweisen des Simulated Anneal-
ing Algorithmus ableiten:
• Das Verfahren ist zu Beginn der Optimierung bei einer hohen Temperatur in
der Lage, auch tiefe lokale Minima wieder zu verlassen.
• Bei sinkender Temperatur nimmt das Verfahren einen zunehmend lokalen
Charakter an, da nur noch geringfu¨gige Verschlechterungen in den Kosten
akzeptiert werden. Dadurch sind nur noch Verbesserungen im Bereich des
(globalen) Minimums mo¨glich.
• Durch die stochastische Komponente kann es vorkommen, dass die Suche
sich trotz einer initialen Na¨he zum globalen Optimum zuna¨chst von diesem
entfernt. Bei hinreichend langsamer Abku¨hlung besteht aber eine hohe Wahr-
scheinlichkeit, dass der Algorithmus in das globale Optimum zuru¨ckkehrt. Bei
zu schnellem Abku¨hlen neigt das Verfahren dazu, “falsch abzubiegen” und in
eine lokales Minimum zu konvergieren.
2.4. Optimierung deformierbarer Modelle 73
Als Algorithmus la¨sst sich das Verfahren in Pseudo-Code in relativ kompakter
Form wie folgt schreiben:
Simulated Annealing
Initialisierung: Initiale Modellinstanz p,
Starttemperatur tstart,
Stopptemperatur tstop,
Abku¨hlungsfaktor δt, mit 0 < δt < 1
Optimierung: t := tstart
while t > tstop do
begin wa¨hle zufa¨llig einen Nachfolger q ∈ Neigh(p);
if f(q) ≤ f(p) then p := q
else begin generiere Zufallszahl r ∈ [0, 1];
if r < exp
(
−f(q)−f(p)
t
)
then p := q
end
t := δt · t
end
Ergebnis: output(p)
Anhand des Algorithmus kann man leicht sehen, dass die Zeitkomplexita¨t des
Verfahrens im Wesentlichen von der Wahl des Abku¨hlungsfaktors δt abha¨ngt. Ins-
gesamt mu¨ssen fu¨r das Verfahren folgende Parameter festgelegt werden:
• eine Starttemperatur tstart,
• der Abku¨hlungsfaktor δt und
• ein Konvergenzkriterium, wie zum Beispiel eine Stopptemperatur tstop.
In [Hro01] finden sich Kriterien, wie diese Parameter sinnvoll gewa¨hlt werden
ko¨nnen.
Die Starttemperatur sollte so groß gewa¨hlt werden, dass alle Nachfolgekon-
figurationen akzeptiert werden ko¨nnen, ganz gleich wie groß die Differenz der
Kostenfunktionen ist. In der Thermophysik entspricht dies einem Erhitzen des
Mediums bis zu einer Temperatur, bei der alle Moleku¨le ihre lokale Bindung
verlieren und dadurch frei beweglich sind. Somit kann tstart sinnvoll mit der
maximal mo¨glichen Kostendifferenz zweier benachbarter Elemente des Suchraums
initialisiert werden. Eine solche Differenz ist in vielen Fa¨llen jedoch nicht ermittel-
bar. Als Alternative kann eine obere Schranke fu¨r die Kostendifferenz verwendet
werden.
Die typische Wahl des Abku¨hlungsfaktors δt liegt im Bereich 0, 8 < δt < 0, 99.
Fu¨r die konkrete Festlegung von δt ist die Struktur des Suchraums entscheidend.
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Bei einer hohen Dichte von lokalen Maxima ist eine langsamere Absenkung der
Temperatur als bei einem relativ glatten Suchraum notwendig. Daher muss der
Abku¨hlungsfaktor fu¨r jedes Optimierungsproblem neu bestimmt werden. Eine
Variante, die die Wahl von δt ebenfalls beeinflusst, ist die Berechnung von k Ite-
rationsschritten, bevor eine weitere Temperaturabnahme erfolgt. Auf diese Weise
werden mehr Modellinstanzen getestet, so dass der Abku¨hlungsfaktor kleiner
gewa¨hlt werden kann. Typischerweise entspricht k der Gro¨ße der Nachbarschaft.
Unabha¨ngig von der Temperatur t kann als Konvergenzkriterium dienen,
wenn u¨ber eine bestimmte Anzahl von Iterationen keine Verringerung der Kosten
mehr stattgefunden hat. Aufgrund des stochastischen Anteils des Algorithmus ist
jedoch schwer abzuscha¨tzen, wie groß die Anzahl von Iterationen gewa¨hlt werden
muss, um mit hoher Wahrscheinlichkeit ausschließen zu ko¨nnen, dass noch eine
Verbesserung der Kosten mo¨glich ist. Daher verwenden die meisten Verfahren eine
Stopptemperatur, bei deren Unterschreitung das Verfahren abgebrochen wird.
Die Wahl dieser Temperatur ha¨ngt wiederum von der Problemstellung ab. In der
Praxis kann dies anhand von Testla¨ufen, die das erste Kriterium auf Basis der
Kostendifferenzen u¨ber eine große Anzahl von Iterationen verwenden, sinnvoll
festgelegt werden.
Insgesamt hat Simulated Annealing das Potential, gute Lo¨sungen selbst bei
hochdimensionalen und verrauschten Suchra¨umen liefern zu ko¨nnen. Verglichen
mit lokalen Suchverfahren, die durch Optimierung von verschiedenen Startposi-
tionen einen quasi globalen Charakter haben, schneidet Simulated Annealing auf
denselben Suchra¨umen besser ab (Lo¨sungen mit geringeren Kosten in ku¨rzerer
Zeit). Je nach Komplexita¨t des Suchproblems ist dies dennoch mit einem hohen
Rechenaufwand verbunden.
2.4.2.3 Genetische Algorithmen
Bei den genetischen Algorithmen handelt es sich, wie beim Simulated Annealing,
um ein stochastisches Optimierungsverfahren. Die Funktionsweise genetischer
Algorithmen basiert auf Vorga¨ngen in der Evolution. Eine Population von
Individuen entwickelt sich u¨ber Generationen hinweg unter evolutiona¨rem Druck
durch Mutation und Selektion fort. Nach dem Darwin’schen Prinzip haben die-
jenigen Individuen eine bessere U¨berlebenschance, die eine ho¨here Fitness besitzen.
U¨bertragen auf die deformierbaren Modelle stellen Individuen pi einer Population
P = {p1, . . . ,pm} die Modellinstanzen dar. Die Fitness eines Individuums pi kann
durch die Kostenfunktion f(pi) beschrieben werden. Da die besten Individuen
diejenigen mit den geringsten Kosten sind, ist die Fitness umgekehrt proportional
zu den Kosten.
Damit eine Optimierung durch einen genetischen Algorithmus stattfinden kann,
mu¨ssen die Modellinstanzen pi die folgenden Bedingungen erfu¨llen:
• Die Modellinstanzen mu¨ssen als Parametervektor p u¨ber einem finiten Al-
phabet dargestellt werden ko¨nnen. Eine bestimmte Komponentenfolge p
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kann somit als Chromosom mit den Genen (p1, . . . , pn) interpretiert werden,
die die genetische Information der Modellinstanz p tragen.
• Fu¨r die Bildung neuer Individuen wird die Crossover-Operation verwendet.
Dazu werden die Chromosomen der Modellinstanzen p und q an der Position
k geteilt und die Nachkommen p′ und q′ nach folgendem Schema gebildet:
p = (p1, . . . , pk−1|pk, . . . , pn) p′ = (p1, . . . , pk−1, qk, . . . , qn)
q = (q1, . . . , qk−1 |qk, . . . , qn) × q′ = (q1, . . . , qk−1 ,pk, . . . , pn) (2.35)
Voraussetzung fu¨r ein Crossover ist die paarweise Unabha¨ngigkeit der Kom-
ponenten pi. Falls dies nicht gegeben ist
9, stellen die gebildeten Nachkommen
normalerweise keine gu¨ltigen Modellinstanzen mehr dar.
Neben der Crossover-Operation ist noch eine Mutation der einzelnen Kompo-
nenten erlaubt. Durch die Mutation wird per Zufall ein Gen des Chromosoms
vera¨ndert. Die zula¨ssigen Werte fu¨r das vera¨nderte Gen sind durch den Definiti-
onsbereich der jeweiligen Komponente bestimmt.
Insgesamt existieren zwei signifikante Unterschiede zwischen diesem Verfahren
und Simulated Annealing. Erstens operieren die genetischen Algorithmen im
Gegensatz zu Simulated Annealing, welches lediglich auf einer Modellinstanz
arbeitet, auf einer Menge (Population) von mo¨glichen Lo¨sungen. Als zweiter
Punkt ist die unterschiedliche Suchstrategie zu nennen: Genetische Algorithmen
ko¨nnen durch die Crossover-Operation große“Spru¨nge” im Suchraum durchfu¨hren,
wa¨hrend Simulated Annealing sukzessive Nachfolgekonfigurationen auswa¨hlt.
Schematisch la¨sst sich der genetische Algorithmus wie folgt formulieren:
Genetischer Algorithmus
Initialisierung: Generiere initiale Population P = {p0, . . . ,pm} von
Modellinstanzen.
Schritt 1: Berechne die Kosten (Fitness) f(pi) fu¨r jedes Individuum
pi ∈ P . Berechne auf Grundlage von f(pi) eine Wahrschein-
lichkeitsverteilung ProbP von P , so dass Individuen mit nie-
drigeren Kosten eine ho¨here Wahrscheinlichkeit fu¨r die Fort-
pflanzung erhalten.
Schritt 2: Wa¨hle anhand von ProbP
1
2
m Paare (p,q), p,q ∈ P von Indi-
viduen aus, fu¨hre die Crossover Operation auf diesen Paaren
aus und fu¨ge sie P hinzu.
Schritt 3: Wende per Zufall die Mutation auf jedes Individuum von P
an.
9Zum Beispiel bei Permutationen, wie sie beim Traveling Salesman Problem verwendet wer-
den: Die auf diese Weise gebildeten Nachkommen stellen in der Regel keine gu¨ltigen Permutatio-
nen mehr dar, so dass hier eine Modifikation des Crossovers erforderlich wird.
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Schritt 4: Berechne die Kosten f(p) fu¨r jedes Individuum p ∈ P und
entferne die Individuen mit den ho¨chsten Kosten, so dass
|P | = m.
Schritt 5: Falls das Abbruchkriterium nicht erfu¨llt ist, gehe zu Schritt 1.
Ergebnis: Als Ergebnis kann nun das Individuum p ∈ P mit den nie-
drigsten Kosten bzw. der ho¨chsten Fitness zuru¨ckgegeben wer-
den. Die Ausgabe der k besten Individuen ist ebenfalls denk-
bar.
Die beno¨tigte Rechenzeit des Verfahrens ha¨ngt im Wesentlichen von der Gro¨ße der
Population P und der Anzahl der berechneten Generationen ab. Die Wahl dieser
Parameter ist fu¨r die Qualita¨t der Lo¨sung von entscheidender Bedeutung. Neben
diesen Parametern ist entscheidend, welche Strategie bei der Selektion verwendet
und wie hoch die Mutationsrate gewa¨hlt wird. In [Hro01] finden sich Kriterien fu¨r
die sinnvolle Festlegung der folgenden Parameter:
• Gro¨ße der Population,
• Generierung der initialen Population,
• Selektion der Elternpaare fu¨r das Crossover,
• Wahrscheinlichkeit fu¨r die Mutation,
• Selektion der Nachfolgepopulation und
• das Abbruchkriterium.
Eine kleine Population erho¨ht das Risiko des Verfahrens, in ein lokales Minimum
zu konvergieren. Es existiert leider kein Standardverfahren fu¨r die Bestimmung der
initialen Populationsgro¨ße. In der Praxis hat sich jedoch gezeigt, dass auch kleinere
Populationen fu¨r eine erfolgreiche Optimierung ausreichend sind. Oftmals werden
Gro¨ßen um 30 Individuen vorgeschlagen; es existieren aber auch Scha¨tzungen in
Abha¨ngigkeit von der Anzahl der Parameter n fu¨r jedes Individuum p. Hier finden
sich Gro¨ßenangaben im Bereich von [n, 2n]. Ein weiterer Aspekt, der ein gutartiges
Verhalten des Verfahrens bei kleinen Populationen fo¨rdert, ist eine separate lokale
Optimierung jedes Individuums.
Fu¨r die Selektion der Elternpaare wird eine Wahrscheinlichkeit fu¨r jedes Indi-
viduum p beno¨tigt. Die einfachste Variante ist, die Wahrscheinlichkeit direkt mit
Hilfe der Kostenfunktion f(p) zu berechnen:
Prob(p) = 1− f(p)∑
p∈P f(p)
(2.36)
Neben dieser Art der Berechnung existieren noch eine Reihe von Varianten, die
je nach Kostenverteilung u¨ber die Individuen von P mehr oder weniger sinnvoll
sind. Beispielweise bietet sich bei einer nahezu uniformen Verteilung der Kosten
eine Differenzbildung f(p) → f(p) − c mit c < min{f(p)|p ∈ P} an, so dass
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die relativen Kostendifferenzen zwischen den Individuen angehoben werden und
damit eine bevorzugte Auswahl nach Gleichung 2.36 von “guten” Individuen
getroffen werden kann. Andere Verfahren fu¨hren ein Ranking auf der nach ihren
Kosten sortierten Folgen von Individuen durch oder wa¨hlen die Individuen der
sortierten Liste Poisson-verteilt aus [Bre01a].
Der Anteil der Mutation ist a¨hnlich der zufa¨lligen Berechnung der Nachfolge-
konfiguration beim Simulated Annealing. Die Mutation erzeugt Individuen mit
neuen, noch nicht in der Population enthaltenen, Eigenschaften. Dadurch wird
es mo¨glich, lokale Optima zu verlassen, was durch die alleinige Rekombination
vorhandener Gene nicht mo¨glich ist. In der Literatur finden sich verschiedene
Angaben fu¨r die Wahl der Mutationsrate. Bei einer Anzahl von n Genen kann die
Mutationsrate fu¨r ein beliebiges Gen mit n−1 gewa¨hlt werden. Andrey geht hier
noch einen Schritt weiter und versucht eine Beziehung zwischen Mutationsrate
und Mutationsamplitude herzustellen [And99]. Bei einem nicht bina¨ren Alphabet
von Genen entspricht die Mutationsamplitude der Differenz δi = |pi− qi| zwischen
originalem Gen pi und mutiertem Gen qi.
Die Selektion der Nachfolgepopulation kann auf der einen Seite durch eine
komplette Ersetzung der Elternpopulation erfolgen. Auf der anderen Seite
kann es sinnvoll sein, Individuen mit geringen Kosten unvera¨ndert in die
Nachfolgepopulation zu u¨bernehmen. Im zweiten Fall spricht man auch von
einer Eliten-Erhaltungsstrategie. Zusa¨tzlich zur Eliten-Erhaltungstrategie kann
eine Teilmengenbildung der Eltern- und der Kindpopulation aus den besten m
Individuen erfolgen.
Das am weitesten verbreitete Abbruchkriterium ist die Differenz der mittleren
Kosten zweier aufeinander folgender Populationen. Sinkt diese Differenz unter
ein bestimmtes Minimum, wird die Optimierung abgebrochen. Varianten dieser
Strategie betrachten nicht nur die vorangegangene Population, sondern blicken
weiter zuru¨ck und treffen somit die Entscheidung u¨ber einen la¨ngeren Zeitraum.
Die in diesem Abschnitt vorgestellten Eigenschaften genetischer Algorithmen dis-
kutieren lediglich die Anwendbarkeit in Bezug auf die deformierbaren Modelle. Fu¨r
ein intensives Studium dieser Verfahren – auch im Hinblick auf die Optimierungs-
problematik klassischer NP-vollsta¨ndiger Probleme, wie 3-SAT, TSP etc. – sei auf
[Dav96] verwiesen.
Genetische Algorithmen stellen eine interessante Alternative zu den Simula-
ted Annealing Verfahren fu¨r die hochdimensionalen Suchprobleme in der Modell-
optimierung dar. Die Unterschiede und Gemeinsamkeiten beider Verfahren sind
in beiden vorangegangenen Abschnitten ausgearbeitet worden. Insgesamt ist fu¨r
eine erfolgreiche Optimierung bei beiden Verfahren eine Reihe von Parametern zu
definieren, deren Wahl zum Teil eng mit dem spezifischen Optimierungsproblem
zusammenha¨ngt. Zusa¨tzlich verla¨ngern sehr hochdimensionale Suchra¨ume in vie-
len Fa¨llen die Rechenzeit auf ein unakzeptables Maß, so dass die Anwendbarkeit
dieser Verfahren in Frage gestellt werden muss. Im folgenden Abschnitt wird das
Prinzip der multiskalenbasierten Optimierung eingefu¨hrt, mit dem dieses Problem
entscha¨rft werden kann.
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2.4.3 Multiskalenbasierte Optimierung
Ein Ansatz, der grundsa¨tzlich allen angefu¨hrten Optimierungsverfahren zu einer
besseren Konvergenz verhelfen kann, ist die multiskalenbasierte10 Optimierung
[Rue96, Sch96]. Da sie nicht an ein bestimmtes Optimierungsverfahren gebunden
ist, verfolgt sie vielmehr ein Prinzip, bei dem durch eine Gla¨ttung der Funktion
f eine Homogenisierung erreicht wird. Infolgedessen wird durch die bessere Pra¨-
diktion der Abstiegsrichtung im Suchraum eine bessere Konvergenz des Optimie-
rungsverfahrens ermo¨glicht. Wie Abbildung 2.17 veranschaulicht, kann das globale
Minimum einer gegla¨tteten Funktion (rechts) wesentlich einfacher bestimmt wer-
den als beim verrauschten Original (links).
→
p
f(p) ∗Gσ
p
f(p)
Abb. 2.17: Das Minimum einer gegla¨tteten Funktion f(p) ∗Gσ (rechts) kann einfacher
bestimmt werden als beim Original f(p) (links).
Die Gla¨ttung von f kann durch eine Faltungsoperation mit dem Gauß-Operator
Gσ erfolgen. Bei den normalerweise großen Suchra¨umen und damit großem Defini-
tionsbereich von f ist diese Operation jedoch praktisch nicht durchfu¨hrbar. Eine
Alternative wa¨re die Beschra¨nkung der Gla¨ttungsoperation auf die Funktionswerte
von f , die wa¨hrend der Optimierung ausgewertet werden. Doch durch die zum
Teil große Anzahl von getesteten Modellinstanzen ist selbst diese lokale Faltung
mit Gσ zu aufwendig.
In die Kostenfunktion f(p, I) einer Modellinstanz p geht das Bildpotential I als
externe Eingabegro¨ße in die Berechnung ein. Die Segmentierung von Objekten auf
Realbildern ist wegen Bildartefakten, U¨berlagerungen durch andere nicht relevan-
te Objekte, ein mehr oder weniger starkes Grundrauschen und andere Sto¨rungen
eine schwierige Aufgabe. Daher ist die Funktion f(p, I) im Allgemeinen nicht kon-
vex und besitzt daru¨ber hinaus eine Vielzahl lokaler Optima. Insbesondere der
Rauschanteil von I erschwert eine erfolgreiche Anwendung der vorgestellten Opti-
mierungsverfahren oder macht sie gar unmo¨glich.
Wesentlich effizienter ist es, sich auf das Bildpotential I zu beschra¨nken, das
den inhomogenen Anteil von f ausmacht. Bevor das Bildpotential in die Funktion
f einfließt, wird eine Faltung mit Gσ durchgefu¨hrt. Die Gla¨ttungsoperation un-
terdru¨ckt entsprechend der Gro¨ße von σ hohe Frequenzanteile, so dass nach dem
Abtasttheorem eine Unterabtastung und damit eine Verkleinerung der Bildgro¨ße
10Dieses Prinzip wird in der Literatur auch als Scale Space Verfahren bezeichnet [Lin94].
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erfolgen kann. Neben der Gla¨ttung wird somit auch eine Verkleinerung des Such-
raums erreicht.
In Hinblick auf die globalen Optimierungsverfahren ist die zusa¨tzliche Redukti-
on der Suchraumgro¨ße von Vorteil. Bei großen Suchra¨umen wa¨chst beim Simulated
Annealing wie auch bei den genetischen Algorithmen die Anzahl der zu testenden
Modellinstanzen erheblich, wenn eine hohe Qualita¨t der Lo¨sung garantiert werden
soll.
Bei entsprechend großem σ wird zwar eine starke Gla¨ttung und damit auch
hohe Reduktion der Bildgro¨ße erreicht, jedoch nimmt dadurch auch der Informa-
tionsverlust zu, so dass keine genaue Lokalisation der Objekte mehr mo¨glich ist.
Abhilfe schafft hier eine sukzessive Gla¨ttung und Verkleinerung der Bildgro¨ße in
verschiedene Auflo¨sungsstufen (Level). Die so entstehenden Bilderstapel mit den
verschiedenen Leveln werden auch als Gaußpyramiden bezeichnet [Ja¨h89a] (Abbil-
dung 2.18). Die verschiedenen Scale Space Level Bildes werden durch eine Ord-
nungszahl L charakterisiert, die die Verringerung der Bildgro¨ße als Zweierpotenz
beschreibt. Der Scale Space Level eines Bildes mit L = n stellt somit ein mit dem
Faktor 2−n skaliertes Originalbild dar.
Optimierungsverfahren ko¨nnen damit auf einem hohen Level (großes σ) in ei-
nem stark gegla¨tteten Suchraum eine grobe Anna¨herung an die Objekte finden.
Durch Projektion der gefunden Lo¨sung in den na¨chstniedrigeren Level kann die
Lokalisation der Objekte verbessert werden.
Level 0
Level 1
Level 2
Abb. 2.18: Schematische Darstellung einer Gaußpyramide mit drei Leveln (Level 0:
Originalbild, Level 1 und 2: mit dem Faktor 2−1 bzw. 2−2 verkleinerte Dar-
stellung.
Solche Verfahren ko¨nnen die beno¨tigte Rechenzeit fu¨r ein Optimierungsverfahren
stark reduzieren. In vielen Fa¨llen wird eine Optimierung durch Multiskalenzerle-
gung des Bildraums erst mo¨glich. Erste Ansa¨tze fu¨r die multiskalenbasierte Bild-
interpretation finden sich in [Bur84]. Neben der Bildinterpretation existiert in der
Literatur eine Vielzahl von Anwendungen zu dieser Thematik, die unter dem Be-
griff Scale Space-Verfahren zusammengefasst werden [Lin94]. In [Ued93] wird bei-
spielsweise eine Multiskalendarstellung von Formen fu¨r eine A¨hnlichkeitsanalyse
verwendet.
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2.5 Modellvergleich – ein U¨berblick
In diesem Kapitel ist ein umfassender U¨berblick u¨ber die deformierbaren Model-
le vermittelt worden. Aufbauend auf der statischen Objektrepra¨sentation sind die
aktiven Konturmodelle und anschließend die wissensbasierten Formmodelle vorge-
stellt worden. Die verschiedenen Optimierungsstrategien und ihre Anwendbarkeit
auf die deformierbaren Modelle wurden im vorangegangenen Abschnitt diskutiert.
Neben den hier vorgestellten Verfahren existieren noch eine Reihe spezieller Mo-
delle, die jedoch eine untergeordnete Rolle spielen, da sie auf einen bestimmten
Anwendungsfall zugeschnitten sind.
Die unterschiedlichen Modellformen lassen sich prima¨r in zwei Kategorien ein-
teilen. Auf der einen Seite stehen die auf aktiven Konturmodellen basierenden
Verfahren und auf der anderen Seite die wissensbasierten Methoden. An dieser
Stelle ist eine kritische Betrachtung der beiden vorgestellten Modellparadigmen
sinnvoll, so dass eine Gegenu¨berstellung der verschiedenen Eigenschaften mit den
spezifischen Vor- und Nachteilen stattfinden kann. Es findet zusa¨tzlich eine Einord-
nung der Verfahren in Bezug auf die beschriebenen Optimierungsverfahren statt.
Im Folgenden werden die wesentlichen Eigenschaften aktiver Konturmodelle und
wissensbasierter Formmodelle diskutiert:
• Verarbeitung von a-priori Wissen
• Formflexibilita¨t
• Objektlokalisation
• Konvergenzeigenschaften
• U¨bertragbarkeit in ho¨here Dimensionen
A-priori Wissen
Das wesentliche Kriterium fu¨r die Unterscheidung der beiden Modellformen ist
die Fa¨higkeit, a-priori Wissen in das Modell zu integrieren. Aktive Konturmodelle
bieten keine Mo¨glichkeit, Form- und Bildinformation anhand von Trainingsdaten
im Modell zu verankern. Active Shape Models gehen sogar soweit, lediglich
Formvariationen zu akzeptieren, die in Form einer Trainingsdatenmenge bereit-
gestellt wurden. In begrenztem Maß fließt auch a-priori Wissen in Form von
Grauwertprofilen in das Active Shape Model ein. Eine globale Beschreibung der
gesamten Objekttextur bieten nur die Active Appearance Models.
Formflexibilita¨t
Das aktive Konturmodell (AKM) weist eine hohe Formflexibilita¨t auf. Es ist
in der Lage, sich individuellen Formvariationen der Objekte anzupassen. Durch
Resampling der Kontur ist eine ortsadaptive Auflo¨sung der Kontur mo¨glich.
Topologiea¨nderungen der Kontur sind mit einem AKM ebenfalls durchfu¨hrbar.
Im Gegensatz dazu la¨sst das Active Shape Model nur sehr restriktive Form-
a¨nderungen zu. Eine Adaption der Kontur an lokale Kru¨mmungen ist nur dann
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mo¨glich, wenn diese durch die Trainingsdatenmenge repra¨sentiert worden sind.
Topologiea¨nderungen ko¨nnen mit einem ASM nicht modelliert werden.
Objektlokalisation
Das aktive Konturmodell kann durch die hohe Formflexibilita¨t die Objekte sehr
genau detektieren. Das Active Shape Model (ASM) ermo¨glicht durch die begrenz-
te Formvariabilita¨t oftmals nur eine grobe Anpassung an die dargestellten Objekte.
Konvergenzeigenschaften
Aktive Konturmodelle reagieren durch ihre hohe Variabilita¨t sehr sensitiv auf
Bildsto¨rungen. Eine Initialkontur muss daher relativ dicht am Zielobjekt platziert
werden, damit eine erfolgreiche Segmentierung mo¨glich wird. Das Konvergenzver-
halten kann zwar durch eine Reihe von Modellerweiterungen verbessert werden,
aber eine globale Optimierung des aktiven Konturmodells ist dennoch kaum
mo¨glich. ASMs sind durch ihre rigide Formdarstellung sehr robust gegenu¨ber
Bildsto¨rungen. Die kompakte Parametrierung der Objekte pra¨destiniert sie fu¨r
globale Optimierungsverfahren. Damit entfa¨llt die manuelle Initialisierung, so
dass eine globale Konvergenz dieser Modelle gegeben ist.
U¨bertragbarkeit in ho¨here Dimensionen
Die Theorie beider Verfahren ist grundsa¨tzlich dimensionsunabha¨ngig. Aktive
Konturmodelle lassen sich relativ leicht in ho¨here Dimensionen u¨bertragen.
Bei der Wahl von linearen Kontursegmenten kann im dreidimensionalen Raum
auf eine Darstellung von Dreiecken u¨bergegangen werden. In vierdimensionalen
Darstellungen sind anstelle von Dreiecken Tetraeder u¨blich. Die U¨bertragung
der Active Shape Models in ho¨here Dimensionen stellt sich wegen des Korre-
spondenzproblems als schwierig heraus. Aus diesem Grund sind im Gegensatz zu
den aktiven Konturmodellen noch keine vierdimensionalen Active Shape Models
bekannt.
Anhand dieses Vergleichs wird ersichtlich, dass beide Prinzipien ihre modells-
pezifischen Vor- und Nachteile haben. In allen angefu¨hrten Punkten ko¨nnen die
Nachteile des einen Modells durch die Vorteile des anderen Modells ausgeglichen
werden. Insgesamt ergibt sich, dass fu¨r eine hinreichend robuste, aber auch
ausreichend genaue Segmentierung nur eine Kombination von beiden Prinzipien
suffizient ist.
Auf Grundlage dieser umfangreichen Kategorisierung deformierbarer Modelle kann
im sich anschließenden Unterkapitel eine Spezifikation fu¨r das zu entwickelnde Mo-
dell erstellt werden.
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2.6 Spezifikation des zu entwickelnden Modells
Die Detektion von organischen Strukturen in der zweidimensionalen und dreidi-
mensionalen radiologischen Bildgebung umfasst ein breites Feld diagnostischer
Fragestellungen. Daher muss ein Modell universell einsetzbar und leicht auf neue
Fragestellungen u¨bertragbar sein.
Eine zuverla¨ssige Abgrenzung organischer Strukturen ist in den meisten
Fa¨llen anhand der Kanteninformation mo¨glich. Deformierbare Modelle sind
fu¨r die Segmentierung solcher Objekte pra¨destiniert, da die Kanteninformation
das signifikanteste Merkmal darstellt. In anderen Anwendungen, in denen die
Objekttextur11 fu¨r die Diagnostik von großer Bedeutung ist, sind diese Verfahren
eher ungeeignet.
Insgesamt ergeben sich fu¨r ein diesen Aufgaben gerecht werdendes Modell
eine Reihe unterschiedlicher medizinischer und technischer Anforderungen. Die
betrachteten Aspekte erfordern eine Begru¨ndung und Einordnung in Hinblick
auf die verwendeten Lo¨sungsansa¨tze. Im Folgenden wird daher jedes Kriterium
einzeln betrachtet:
Beru¨cksichtigung verschiedener Modalita¨ten
Das Modell muss die verschiedenen Bildmodalita¨ten, wie Ro¨ntgenu¨bersichts-
aufnahmen, Angiographien, Sonographien, Computer Tomographien (CTs)
und Magnetresonanztomographien (MRTs), in der radiologischen Bildgebung
beru¨cksichtigen. Daher ist eine Anpassungsfa¨higkeit des Modells an die jeweilige
Modalita¨t erforderlich.
Robustheit gegenu¨ber Bildsto¨rungen
Die Robustheit des Modells ha¨ngt von verschiedenen Aspekten ab. Bei vielen
Modellen ist durch die zu geringe Dimension der Objektrepra¨sentation eine
koha¨rente Segmentierung der ho¨herdimensionalen Objekte nicht mo¨glich12.
Objektrepra¨sentation und Bildraum mu¨ssen deshalb grundsa¨tzlich von gleicher
Dimension sein.
Eine signifikante Steigerung der Robustheit kann durch den Einsatz von
a-priori Wissen erreicht werden. Zum einen erho¨ht Formwissen die Robustheit
des Modells gegenu¨ber Artefakten und U¨berlagerungen. Zum anderen steigert die
Integration von a-priori Wissen in Form von Grauwertinformation die Robustheit
gegenu¨ber Rauschanteilen. Zusa¨tzlich zur Integration von Bildinformation kann
eine multiskalenbasierte Optimierung die Sensitivita¨t bezu¨glich der Bildsto¨rungen
vermindern.
Um den Anspru¨chen an die Robustheit gerecht zu werden, ist eine statistische
Formmodellierung in zwei und drei Dimensionen erforderlich. Neben der Verwen-
dung von Formwissen muss ebenfalls Bildinformation in das Modell integriert
werden, damit eine zuverla¨ssige Detektion der Objektgrenzen stattfinden kann. Die
Analyse von Form- und Bildinformation ermo¨glicht eine anwendungsspezifische
11Zum Beispiel bei der Erkennung von Gewebevera¨nderungen in der Mammadiagnostik.
12Beispielsweise bei der schichtweisen Segmentierung von 3D-Datensa¨tzen.
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Parametrierung des Modells, so dass die Gefahr von Fehlsegmentierungen durch
ein zu pauschales Modell deutlich vermindert wird.
Variabilita¨t von Form und Erscheinungsbild der Objekte
Organische Strukturen weisen eine hohe Formvariabilita¨t auf. Neben der Form-
variabilita¨t muss das Modell in der Lage sein, verschiedene Objekttopologien13
(siehe Gleichung 3.7) zu repra¨sentieren. Daher scheiden Objektrepra¨sentationen
wie die Fourierdeskriptoren aus, da sie auf eine Kreis- bzw. Kugeltopologie der
Objekte beschra¨nkt sind.
Daru¨ber hinaus sind aktive Konturmodelle in der Lage, Topologiewechsel
wa¨hrend des Segmentierungsprozesses durchzufu¨hren. A¨nderungen in der to-
pologischen Ordnung sind in der statistischen Formmodellierung grundsa¨tzlich
mo¨glich, erfordern aber eine separate Modellbildung fu¨r jede Ordnungszahl. In der
Anatomie eines bestimmten Organs treten jedoch nur selten Topologiewechsel14
auf. Hinzu kommt, dass bei einer knotenbasierten Objektrepra¨sentation mit n
Knoten die notwendige Schnittdetektion fu¨r den Topologiewechsel eine Komplexi-
ta¨t von O(n2) hat. Bei einer großen Menge getesteter Modellinstanzen mit vielen
Knotenpunkten stellt diese Operation damit einen erheblichen Aufwand dar.
Das Modell muss eine fu¨r die medizinische Diagnostik hinreichende Seg-
mentierungsgenauigkeit erreichen. Eine hohe lokale Anpassungsfa¨higkeit an die
individuellen Formauspra¨gungen der Objekte ist unverzichtbar. Bei Objektrepra¨-
sentationen aus linearen Teilelementen wird dadurch eine adaptive Formanpassung
an starke lokale Kru¨mmungen notwendig. Um hier die erforderliche Formvariabi-
lita¨t erreichen zu ko¨nnen, muss ein aktives Konturmodell verwendet werden.
Neben der Formvariabilita¨t wird eine flexible Modellierung von Bildinfor-
mation vorausgesetzt. Die dargestellten Objekte zeichnen sich insbesondere im
Kantenbereich durch charakteristische Bildstrukturen aus. Die Variabilita¨t dieser
Bildstrukturen muss im Modell verankert werden ko¨nnen. Diese Forderung geht
u¨ber die klassische gradientenbasierte Anpassung hinaus. Analog zur Formmodel-
lierung ist daher eine statistische Analyse der Bildstrukturen sinnvoll.
Reproduzierbarkeit
Die manuelle Konturdefinition (Initialkontur) hat eine sehr niedrige Reprodu-
zierbarkeit [Eil90]. Daher ist eine nicht interaktive Segmentierung zwingend
notwendig, so dass auf eine manuelle Positionierung der Startkontur verzichtet
werden kann. Eine vollautomatische Segmentierung erfordert jedoch eine globale
Optimierung des Modells.
In Kapitel 2.4 hat sich herausgestellt, dass eine globale Anpassung nur bei einer
hinreichend geringen Anzahl von Modellparametern mit akzeptablen Aufwand
mo¨glich ist. Die statistische Formmodellierung bietet eine kompakte Darstellung
13Das Becken beispielsweise ist ein dreidimensionales Objekt mit einem Geschlecht von drei,
da sich seine Oberfla¨che auf eine Kugel mit drei Henkeln abbilden la¨sst.
14Extreme Pathologien ko¨nnen Topologiewechsel hervorrufen. Als Beispiel ist das Krankheits-
bild der Polysplenie zu nennen, bei dem die Milz in viele kugelfo¨rmige Einzelmilzen zerfa¨llt. Hier
erweist sich die Segmentierung mit einem deformierbaren Modell allgemein als sehr schwierig.
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der Modellinformation, so dass eine ausreichend hohe Dimensionsreduktion des
Suchraums erreicht werden kann. Die Reproduzierbarkeit der Ergebnisse kann
daher nur mit Hilfe eines statistischen Objektmodells sichergestellt werden.
Detektion von anatomisch signifikanten Bereichen
Voraussetzung fu¨r die Berechnung von geometrischen Messgro¨ßen, wie zum
Beispiel La¨ngenmaße, Winkel und Volumenangaben, ist die zuverla¨ssige Detektion
signifikanter anatomischer Bereiche der Struktur. Solche Regionen des Objekts
ko¨nnen durch Landmarken auf der Kontur bzw. Oberfla¨che definiert werden.
Die Berechnung von Distanzen oder Winkeln erfolgt auf Basis der detektierten
Landmarken. Volumenangaben erfordern eine hinreichend genaue Segmentierung
des gesamten Objekts.
Modellierung von Lagebeziehungen
In die Beurteilung der dargestellten Strukturen fließt auch ihre Lage zu benach-
barten Objekten mit ein. In einigen Diagnosefa¨llen mu¨ssen Objekte miteinander
verglichen werden, um eine Aussage treffen zu ko¨nnen15. Daher muss das Modell
in der Lage sein, mehrere Objekte gleichzeitig zu verarbeiten.
Ein weiterer Vorteil, der durch die Ausnutzung von Interobjektbeziehungen
entsteht, ist die verbesserte Robustheit des Modells.
Insgesamt wird deutlich, dass nur eine Kombination von aktivem Konturmodell
und Active Shape Model diese Anforderungen erfu¨llen kann. Im folgenden Kapitel
wird die Neuentwicklung eines zwei- und dreidimensionalen, deformierbaren Mo-
dells vorgestellt, das die Vorteile beider Modelle vereint. Die in diesem Kapitel
aufgestellte Spezifikation dient dabei als Basis fu¨r die Modellentwicklung.
15Fu¨r die Diagnose von La¨ngenunterschieden ist in der Diagnostik von Beinaufnahmen ein
Vergleich beider Extremita¨ten notwendig.
Kapitel 3
Das wissensbasierte Objektmodell
Nach der umfangreichen Darstellung und Einordnung deformierbarer Modelle
im vorangegangenen Kapitel wird nun auf Grundlage der Modellspezifikation
(Kapitel 2.6) auf die konkrete Entwicklung des Objektmodells fu¨r die Segmen-
tierung organischer Strukturen eingegangen. Die aktiven Konturmodelle von
Kass, Witkin und Terzopoulos [Kas88] sowie die Active Shape Models von
Cootes und Taylor [Coo92a] sind die fundamentalen Arbeiten auf dem Gebiet
der deformierbaren Modelle. In Kapitel 2.5 ist herausgestellt worden, dass beide
Prinzipien unterschiedliche Vor- und Nachteile besitzen, so dass grundsa¨tzlich nur
eine Kombination beider Verfahren zum Erfolg fu¨hrt.
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Abb. 3.1: Schematische Darstellung des wissensbasierten Objektmodells.
Abbildung 3.1 zeigt den schematischen Aufbau des wissensbasierten Objektmo-
dells. Analog zu Abbildung 2.1 besteht es aus einer statischen Objektrepra¨senta-
tion mit einer Deformationsvorschrift. Diese gliedert sich in drei Teilbereiche:
1. Eine robuste Segmentierung ermo¨glicht das wissensbasierte Formmodell,
durch Beschra¨nkung der Formvariabilita¨t auf eine bestimmte Klasse von For-
men.
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2. Das wissensbasierte Bildmodell verwendet a-priori Wissen in Form von Grau-
wertinformation, so dass die Objektgrenzen sicher erkannt werden ko¨nnen.
3. Die notwendige Flexibilita¨t fu¨r eine hinreichend genaue Segmentierung
wird durch ein im Vergleich zum klassischen Modell erweitertes, aktives
Konturmodell sichergestellt.
Die Optimierung fu¨hrt auf Grundlage dieser Modellstruktur verschiedene globale
und lokale Anpassungsverfahren auf den Bilddaten durch. Dabei werden Strategi-
en verwendet, die jeweils eine unterschiedliche Kombination bzw. Gewichtung der
Teilmodelle erfordern, damit eine globale Konvergenz bei gleichzeitig ausreichend
genauer Segmentierung erreicht werden kann.
Die Darstellung der verschiedenen Komponenten des wissensbasierten Objektmo-
dells gliedert sich dabei wie folgt:
Zuerst wird in Kapitel 3.1 eine koha¨rente statische Objektrepra¨sentation fu¨r
beide Dimensionen des Modells vorgestellt. Anschließend wird in Kapitel 3.2 das
wissensbasierte Formmodell eingefu¨hrt. Grundlage fu¨r die Anpassung des Objekt-
modells an das Bildmaterial ist die Integration von Grauwertinformation. Kapitel
3.3 zeigt, wie Bildinformation in einem wissensbasierten Bildmodell dargestellt
werden kann. Kapitel 3.4 pra¨sentiert verschiedene Optimierungstechniken des wis-
sensbasierten Formmodells. Danach wird in Kapitel 3.5 das entwickelte diskrete
aktive Konturmodell sowie ein fu¨r dieses Modell angepasstes Optimierungsschema
vorgestellt.
Bevor das wissensbasierte Formmodell berechnet werden kann, muss eine Trai-
ningsdatenmenge von Objektformen zur Verfu¨gung stehen. Kapitel 3.6 behandelt
die Erstellung der Datensa¨tze fu¨r zwei- und dreidimensionale Modelle. Abschlie-
ßend werden in Kapitel 3.7 Techniken fu¨r die Validierung der erzielten Ergebnisse
entwickelt sowie Regeln und Strategien fu¨r die Optimierung und Parametrierung
des Gesamtmodells aufgestellt.
3.1 Objektrepra¨sentation
Die statische Objektrepra¨sentation des Modells stellt eine Datenstruktur dar, auf
der die Deformationsvorschrift angewendet wird. Anforderungen an die Repra¨sen-
tation sind die Modellierung verschiedener Topologien und die Mo¨glichkeit Land-
marken auf der Oberfla¨che exakt zu definieren. Fu¨r die Beru¨cksichtigung von La-
gebeziehungen muss die Objektdarstellung in der Lage sein, mehrere Subkonturen
gleichzeitig zu verarbeiten.
Eine implizite Formbeschreibung ist deshalb fu¨r das Modell nicht geeignet, so
dass fu¨r die statische Objektrepra¨sentation im zweidimensionalen Fall eine po-
lygonale Darstellung und im dreidimensionalen Fall eine Oberfla¨chentriangulation
gewa¨hlt wurde. Die Approximation der Kontur durch lineare Kantenelemente bzw.
der Oberfla¨che durch Dreiecke ermo¨glicht in beiden Dimensionen eine koha¨rente
Darstellung des Modells.
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Durch die lineare Approximation runder Formen ergeben sich zwar in Abha¨n-
gigkeit von der Segmentgro¨ße Approximationsfehler. Dieser Effekt ist jedoch bei
entsprechend hoher Auflo¨sung der Formrepra¨sentation vernachla¨ssigbar, da hier
die Bildauflo¨sung als der limitierende Faktor anzusehen ist.
3.1.1 Polygonale Darstellung der Objektkontur
Eine zweidimensionale Kontur v2 kann durch eine Folge von Knoten vi = (xi, yi) ∈
R
2 beschrieben werden:
v2 = (v1, . . . , v|v|) (3.1)
Die Menge der Kantenelemente e = {e1, . . . , e|v|−1} einer offenen Kontur ist impli-
zit durch die Reihenfolge der Knoten definiert, so dass ei = (vi, vi+1). Bei geschlos-
senen Konturen wird die Knotenfolge v wrap around fortgesetzt, so dass |e| = |v|
und e|v| = (v|v|, v1).
Bei der Definition der Kantenelemente ist die Reihenfolge der Knoten entschei-
dend, da der Umlaufsinn der Kontur bestimmt, in welche Richtung der Einheits-
normalenvektor ~nei der Kante ei zeigt. Auf diese Weise kann festgelegt werden,
dass beispielsweise bei im Uhrzeigersinn angeordneten Knotenfolgen die Norma-
lenvektoren ~nei jeweils nach außen gerichtet sind.
Fu¨r die Modelloptimierung ist zusa¨tzlich die Definition von Normalenvekto-
ren fu¨r die einzelnen Knotenpunkte sinnvoll. Der Einheitsnormalenvektor ~nvi eines
Knotens vi ist definiert durch
~nvi =
1
|~nei−1 + ~nei+1|
(~nei−1 + ~nei+1) (3.2)
Bei offenen Konturen werden die Normalenvektoren ~nv1 und ~nv|v| gleich den Nor-
malenvektoren der Kantenelemente e1 und e|v| gesetzt, so dass ~nv1 = ~ne1 und
~nv|v| = ~ne|v| .
3.1.2 3D-Darstellung der Objekte mit Oberfla¨chentriangu-
lationen
Eine Oberfla¨chentriangulation v3 kann durch eine Menge von Knoten v3 =
{v1, . . . , v|v|} mit vi = (xi, yi, zi) ∈ R3 und einer Menge von Dreiecken t =
{t1, . . . , t|t|} beschrieben werden. Jedes Dreieck wird von genau drei Knoten ge-
stu¨tzt, so dass eine Nachbarschaftsbeziehung zwischen den Knoten definiert wird:
t = {t1, t2, . . . , t|t|}, tn = (vi, vj, vk), mit vi, vj, vk ∈ v. (3.3)
Anhand der Dreiecke ko¨nnen die Triangulationskanten definiert werden:
e = {e1, e2, . . . , e|e|} = {(vi, vj)|vi, vj ∈ tn, tn ∈ t, vi, vj ∈ v} (3.4)
Aus dieser Definition la¨sst sich die Menge aller Knotenelemente Neigh∆(vi) ablei-
ten, die ho¨chstens ∆ Triangulationskanten von vi entfernt sind. |Neigh1(vi)| wird
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auch als Valenz des Knotens vi bezeichnet. Neigh
t
∆(vi) ist die Menge aller Drei-
ecke, die durch die Knotenpunkte aus Neigh∆(vi) definiert sind.
Anhand des Umlaufsinns (Reihenfolge der Knotenpunkte eines Dreiecks) kann
fu¨r jedes Dreieck ti sichergestellt werden, dass der Einheitsnormalenvektor ~ntn nach
außen1 gerichtet ist. Analog zu Gleichung 3.2 kann somit der Einheitsnormalen-
vektor ~nvi des Oberfla¨chenknotens vi definiert werden als:
~nvi =
1
|~n′vi |
~n′vi , mit ~n
′
vi
=
∑
tn∈Neight1(vi)
tn (3.5)
Die Konsistenz der Oberfla¨chentriangulation kann nicht wie im zweidimensiona-
len Fall u¨ber eine festgelegte Reihenfolge in der Knotenliste sichergestellt werden.
Daher werden die folgenden Bedingungen aufgestellt, die eine konsistente Trian-
gulation erfu¨llen muss:
• Jeder Knoten vi muss mindestens drei Dreiecken angeho¨ren, so dass
|Neight1(vi)| ≥ 3 ∀vi ∈ v.
• Jedes Dreieck hat genau drei benachbarte Dreiecke.
• Es existieren keine Dreiecke ti und tj, i 6= j, die alle drei Knoten gemeinsam
haben.
• Falls nur ein Objekt existiert, mu¨ssen alle Knotenpaare (vi, vj), i 6= j durch
eine Folge von Kantenelementen verbunden sein.
Es ist zu beachten, dass nur geschlossene Oberfla¨chentriangulationen diese Bedin-
gungen erfu¨llen ko¨nnen.
Fu¨r “offene Oberfla¨chen” mu¨ssen diese Bedingungen entsprechend angepasst
werden. Bestimmte Einschra¨nkungen, wie die Festlegung einer bestimmten An-
zahl von mo¨glichen O¨ffnungen in der Oberfla¨che, ko¨nnen die Definition hinrei-
chender Bedingungen fu¨r offene Strukturen jedoch erheblich erschweren. Da das
dreidimensionale Modell nur geschlossene Oberfla¨chen verwendet, wurde auf eine
Untersuchung offener Oberfla¨chen verzichtet.
Nach obigen Bedingungen konsistente Triangulationen erfu¨llen die Euler-
Poincare´ Gleichung. Sie beschreibt das Verha¨ltnis der Knoten v, Ecken e und
Fla¨chen t zur topologischen Ordnung der Oberfla¨che. Wenn s die Anzahl der Zu-
sammenhangskomponenten, g das Geschlecht und l die Anzahl von inneren und
a¨ußeren Schleifen der Fla¨chenelemente ist, dann gilt
|v| − |e|+ 2|t| − l − 2(s− g) = 0 (3.6)
Bei geschlossenen Oberfla¨chen ist l = |t|, so dass sich die Gleichung zur Berechnung
des Geschlechts bzw. der topologischen Ordnung vereinfachen la¨sst zu:
−|v|+ |e| − |t|
2
+ 2s = g (3.7)
1Bei nicht orientierbaren Fla¨chen, wie die Kleinsche Flasche oder das Mo¨biusband, ist die
Unterscheidung zwischen Innen- und Außenseite nicht mo¨glich. Auf eine Untersuchung zweidi-
mensionaler differenzierbarer Mannigfaltigkeiten, die nicht orientierbar sind, wird an dieser Stelle
daher verzichtet.
3.1. Objektrepra¨sentation 89
Objekte mit g = 0 haben demnach eine Kugeltopologie, g = 1 entspricht einer
Torustopologie. Allgemein kann die Oberfla¨che eines Objekts mit Geschlecht n auf
eine Kugel mit n Henkeln abgebildet werden.
3.1.3 Innere und a¨ußere Qualita¨t der Repra¨sentation
Bei der Repra¨sentation der Objekte muss zwischen innerer und a¨ußerer Qua-
lita¨t der Darstellung unterschieden werden. Die a¨ußere Qualita¨t bewertet die
Genauigkeit der Formdarstellung des Objekts wie den Approximationsfehler,
der durch eine Unterabtastung der Referenzform auftritt. Durch die innere
Qualita¨t wird die Homogenita¨t der Knotenverteilung bewertet. Aus algorithmi-
scher Sicht ist eine homogene Knotenverteilung vorteilhafter, da beispielsweise
eine gleichma¨ßige Abtastung der Oberfla¨che u¨ber die Knotenpositionen erfol-
gen kann. In der Literatur finden sich keine festgelegten quantitativen Maße
fu¨r die verschiedenen Qualita¨ten. Gebra¨uchlich sind fu¨r die a¨ußere Qualita¨t
die (symmetrische) Hausdorff-Distanz zu einer Referenzkontur und fu¨r die
innere Qualita¨t die Varianz der Kantenla¨ngen bzw. Fla¨chenelementgro¨ßen [Asp02].
Abb. 3.2: Diskrepanz zwischen innerer und a¨ußerer Qualita¨t bezu¨glich einer Referenz-
kontur (grau hinterlegt). Die linke Kontur weist die ho¨here innere Qualita¨t
auf. Die Rechte Kontur hat eine ho¨here a¨ußere Qualita¨t, da durch die kru¨m-
mungsadaptive Knotendichte die Ecken der Referenzkontur genauer darge-
stellt werden. Beide Konturen haben jeweils 20 Knotenpunkte.
Je ho¨her die Kru¨mmungsschwankungen einer Kontur mit fester Knotenzahl
sind, desto sta¨rker unterscheiden sich die beiden Qualita¨tsmaße (Abbildung 3.2).
Starke Kru¨mmungen verlangen eine hohe Anzahl von linearen Kontursegmenten,
um diese ausreichend genau approximieren zu ko¨nnen. Eine gleichzeitig hohe
innere Qualita¨t erfordert eine mo¨glichst a¨quidistante Knotenverteilung. Die
Folge davon ist, dass kru¨mmungsarme Regionen ebenfalls eine große Anzahl von
Knotenpunkten besitzen mu¨ssen und deshalb die Anzahl der Knoten mitunter
stark zunimmt. In vielen Fa¨llen muss daher ein Kompromiss zwischen a¨ußerer
und innerer Qualita¨t gefunden werden.
Eine Verbesserung der inneren Qualita¨t kann bei zweidimensionalen Objekten
durch eine a¨quidistante Interpolation der Kontur erfolgen. Bei glatten Formen
wird die a¨ußere Qualita¨t durch ein nicht-lineares, auf Bezie´r Kurven basiertes
Verfahren besser erhalten [Kes01].
90 3. Das wissensbasierte Objektmodell
Die Anforderungen an die Oberfla¨chentriangulation sehen lediglich vor, dass jeder
Knoten zu mindestens drei Dreiecken geho¨rt. Objektrepra¨sentationen, die keine
Beschra¨nkung der Knotenvalenzen ermo¨glichen, neigen bei einer Modelloptimie-
rung zu U¨berbewertung von Knoten mit hoher Valenz und Unterbewertung mit
entsprechend niedriger Valenz. Ein anderer Nachteil ist die bei hohen Valenzen
zunehmende Inhomogenita¨t der Dreiecke.
Fu¨r die Modellbildung ist es daher von Vorteil, wenn die mo¨glichen Knotenva-
lenzen eingeschra¨nkt werden. Eine Verbesserung der inneren Qualita¨t wird durch
verschiedene Operationen auf der Triangulation unter Einhaltung der Konsistenz-
bedingungen erreicht. Abbildung 3.3 verdeutlicht verschiedene Operationen, die es
ermo¨glichen, die Valenz der Knoten so einzuschra¨nken, dass 5 ≤ |Neigh1(vi)| ≤ 7
ist. Eine sukzessive Anwendung der Operatoren fu¨hrt zu einer Triangulation mit
den gewu¨nschten Valenzeigenschaften.
→
→
→
(c)
(b)
(a)
Abb. 3.3: Operationen fu¨r die Einschra¨nkung der Knotenvalenzen. Operation (a) und
(b) entfernen Knoten mit Valenz 3 bzw. 4. Operation (c) splittet Knoten mit
einer Valenz gro¨ßer als 7.
3.1.4 Multiskalendarstellung
Eine Multiskalenoptimierung (vgl. Kapitel 2.4) kann die Robustheit eines Opti-
mierungsverfahrens deutlich erho¨hen. Neben der Reduktion der Bildgro¨ße ist fu¨r
eine performante Optimierung ebenfalls eine Reduktion der Knotenanzahl der
Objektrepra¨sentation fu¨r hohe Skalen sinnvoll.
Ho¨here Bildskalen enthalten durch die Tiefpassfilterung nur noch wenige De-
tails. Eine unvera¨ndert hohe Auflo¨sung (Knotenanzahl) der Objektrepra¨sentation
ist daher nicht sinnvoll.
Die Anpassung an das Bildmaterial findet durch eine propagatorische Op-
timierung u¨ber die verschiedenen Skalen statt. Durch sukzessives Erho¨hen der
Auflo¨sung kann eine detaillierte Repra¨sentation des Objekts und damit eine
genauere Anpassung an die relevanten Strukturen erreicht werden.
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In der zweidimensionalen Darstellung kann eine solche Reduktion durch ein
Resampling der Kontur zwischen den Landmarken erfolgen. Eine Propagation der
Kontur in die na¨chstniedrigere Skala erfordert ein erneutes Resampling, so dass
eine 1:1-Korrespondenz der Knoten gewa¨hrleistet werden kann.
Bei Oberfla¨chentriangulationen wird stattdessen eine Loop-Subdivision, gema¨ß
der in Kapitel 2.1 erla¨uterterten 1:4-Zerlegung der Dreiecke, durchgefu¨hrt. Vorteil
dieses Schemas ist die Persistenz der Knotenpunkte, so dass auch hier die Korre-
spondenz zwischen den Subdivision Leveln hergestellt werden kann. Abbildung 3.4
zeigt eine Oberfla¨chentriangulation der Milz nach einem und zwei Verfeinerungs-
schritten durch Loop-Subdivision.
Abb. 3.4: Oberfla¨chentriangulation einer Milz (links; |v| = 609, |t| = 1214) nach einem
(Mitte; |v| = 2430, |t| = 4856) und zwei (rechts; |v| = 9714, |t| = 19424)
Verfeinerungen durch Loop-Subdivision.
3.2 Das wissensbasierte Formmodell
Wesentliche Anforderungen an das Modell sind die Robustheit und Reproduzier-
barkeit der Segmentierung. Eine notwendige Bedingung fu¨r die Reproduzierbarkeit
der Ergebnisse ist eine vollautomatische Segmentierung der dargestellten Struktu-
ren. Beide Aspekte, die globale Optimierung wie auch die geforderte Robustheit
der Segmentierung, ko¨nnen bisher nur durch ein statistisches Formmodell erreicht
werden. Den Kern des wissensbasierten Formmodells bildet daher das klassische
Active Shape Model von Cootes und Taylor [Coo92a]. Daru¨ber hinaus werden
einige Erweiterungen vorgestellt, die eine differenziertere Ru¨ckweisung von
unzula¨ssigen Formen ermo¨glichen.
Grundlage fu¨r die Modellgenerierung ist eine repra¨sentative Menge von
Trainingsformen. Die Benutzerinteraktion beschra¨nkt sich daher auf die einmalige
Erstellung der Trainingsdaten. Auf die Generierung der Trainingsdaten kann al-
lerdings erst in Kapitel 3.6 eingegangen werden, da einige Aspekte aus Kapitel 3.5
fu¨r eine semiautomatische Segmentierung der dreidimensionalen Trainingsdaten
vorausgesetzt werden mu¨ssen.
Dieses Kapitel befasst sich zuerst mit der Berechnung des Formmodells.
Anschließend werden unterschiedliche Methoden vorgestellt, die eine restriktive
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und automatische Beschra¨nkung der Formvariabilita¨t des Modells gewa¨hrleisten.
Das Unterkapitel 3.2.3 untersucht die Generalisierungseigenschaften des Modells
in Bezug auf Struktur und Gro¨ße der Trainingsdatenmenge.
Fu¨r eine Anpassung des Formmodells an signifikante Bildstrukturen ist eine Bewer-
tung von Modellinstanzen des Modells bezu¨glich der Bildinformation erforderlich.
Eine solche Bewertung der Anpassungsqualita¨t liefert das wissensbasierte Bildmo-
dell (Kapitel 3.3). An dieser Stelle sei daher fu¨r die verschiedenen globalen und
lokalen Verfahren der Modellanpassung auf das Kapitel 3.4 verwiesen.
3.2.1 Berechnung des Modells
Fu¨r die Modellbildung ist eine Menge von Trainingsformen in Polygondarstellung
oder als Oberfla¨chentriangulationen, die eine 1:1-Korrespondenz der Knotenpunk-
te aufweisen, zwingend notwendig. Fu¨r die Herstellung dieser Korrespondenz sei
an dieser Stelle nochmals auf Kapitel 3.6 verwiesen. In diesem Kapitel werden
die Trainingskonturen daher als Polygone v2 = (v1, . . . , vn) mit vi = (xi, yi)
fester La¨nge und die Oberfla¨chen als Triangulationen v3 = (v1, . . . , vn) mit
vi = (xi, yi, zi) mit fester Knotenzahl n angenommen.
Voraussetzung fu¨r die Modellberechnung ist eine nach Kapitel 2.3.3 affin normierte
Menge von Trainingsformen. Die verschiedenen Verfahren der zwei- und dreidi-
mensionalen affinen Normierung finden sich im Anhang C. Der Gewinn der affinen
Normierung liegt in der deutlich reduzierten Variabilita¨t der Trainingsdatenmenge
und der Invarianz des Modells gegenu¨ber Rotation, Skalierung und Translation
[Coo95b].
Abbildung 3.5 zeigt die mittlere Kontur einer affin normierten Trainingsda-
tenmenge von Konturen eines Wirbelko¨rpers. Zusa¨tzlich sind die Verteilungen
der Landmarken aller normierten Trainingskonturen in den Ecken des Wirbels als
Punktwolken dargestellt.
Eine weitere Anforderung an das Modell ist die Verarbeitung von Subkonturen.
Jedes Trainingsobjekt besteht aus einer Liste von Subkonturen (v1, . . . ,vk), die
jeweils die gleiche Anzahl von Knotenpunkten aufweisen. Damit die Objektkorre-
spondenz sichergestellt werden kann, muss die Liste fu¨r jedes Objekt gleichermaßen
sortiert sein. Auf diese Art und Weise kann jedes zweidimensionale Trainingsda-
tum, wie im klassischen Fall (Kapitel 2.3.1), eindeutig durch einen Merkmalsvektor
x repra¨sentiert werden:
x = (x1,1, y1,1, . . . , x|v1|,1, y|v1|,1, . . . , x|vk|,k, y|vk|,k) (3.8)
Analog ergibt sich fu¨r dreidimensionale Daten:
x = (x1,1, y1,1, z1,1, . . . , x|v1|,1, y|v1|,1, z|v1|,1, . . . , x|vk|,k, y|vk|,k, z|vk|,k) (3.9)
Die Darstellung der Objektrepra¨sentation als Merkmalsvektor x ist damit unab-
ha¨ngig von der Dimension des Ausgangsobjekts und der Anzahl seiner Subkompo-
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Abb. 3.5: Mittlere Kontur eines Wirbelko¨rpermodells. Die Verteilung der Landmarken
aller Trainingskonturen sind als Punktwolken dargestellt.
nenten. Man erha¨lt eine abstrakte Beschreibung des Objekts als Punkt in einem
hochdimensionalen Merkmalsraum.
Abbildung 3.5 zeigt, dass die Punktwolken aus den Landmarkenpositionen ellip-
senfo¨rmige Regionen um die Eckpunkte bilden. Diese charakteristischen Verteilung
der Punkte deutet darauf hin, dass die Merkmalsvektoren im Merkmalsraum einen
niederdimensionalen Unterraum aufspannen. Die Parameter des Merkmalsvektors
x sind korreliert und enthalten damit redundante Information.
Bei einer Gauß-verteilten Menge von Merkmalsvektoren kann mit Hilfe der
Hauptkomponentenanalyse eine lineare Dekorrelation der Merkmale vorgenommen
werden. Bei einer Trainingsdatenmenge aus Merkmalsvektoren x mit m Elementen
der Dimension n berechnet sich die n×n-Kovarianzmatrix S wie folgt:
S =
1
m− 1
m∑
i=1
(xi − x¯)(xi − x¯)T , (3.10)
wobei x¯ wiederum der mittlere Merkmalsvektor ist. Die Eigenvektoren φi von
S bilden die Haupttra¨gheitsachsen der Verteilung. Die Eigenwerte λi stellen die
Varianz der Trainingsdaten entlang des entsprechenden Eigenvektors φi dar,
wobei die Gro¨ße des Eigenwertes ein Maß fu¨r die Sta¨rke der Formauspra¨gung
eines bestimmten Merkmals ist. Es ist daher sinnvoll, die Eigenvektoren nach der
Gro¨ße ihrer Eigenwerte zu sortieren, so dass λ1 ≤ . . . ≤ λm−1 ist.
Das hier zu lo¨sende Eigenwertproblem hat eine Komplexita¨t von O(n3).
Durch die Modellierung von komplexen zweidimensionalen und insbesondere
dreidimensionalen Objekten haben die Merkmalsvektoren mitunter eine sehr
hohe Dimension. Dadurch steigt wegen der kubischen Zeit- und quadratischen
Platzkomplexita¨t des Problems der Rechenaufwand in inakzeptablem Maß an. Die
Theorie bietet jedoch weitaus effizientere Methoden, bei denen die Komplexita¨t
durch die Anzahl der Elemente in der Trainingsdatenmenge (m  n → O(m3))
bestimmt ist und nicht von der La¨nge des Merkmalsvektors abha¨ngt [Coo01b].
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Dies ist insbesondere fu¨r dreidimensionale Modelle mit sehr vielen Triangulations-
knoten von Bedeutung. Eine detaillierte Darstellung des Verfahrens findet sich im
Anhang D.
Wie im klassischen Modell kann jedes Objekt xi mit einer reduzierten Anzahl von
Parametern bi = (b1, . . . , bt) durch die mittlere Form x¯ und einer Linearkombina-
tion der ersten t Hauptvariationsmodi approximiert werden:
xi ≈ x¯ + Φbi, mit Φ = (φ1|φ2| . . . |φt) (3.11)
Die Koordinaten aus xi ko¨nnen mit Hilfe der Transformationsvorschrift 3.8 bzw.
3.9 zuru¨ck in die Objektrepra¨sentation v u¨berfu¨hrt werden. Der Informationsver-
lust, der durch die Projektion der Merkmale auf eine t-dimensionale Hyperebene
entsteht, berechnet sich wie folgt:
t∑
i=1
λi ≥ δ
m−1∑
i=1
λi (3.12)
Ein Wert von δ = 0, 97 bedeutet zum Beispiel, dass 97% der in der Trainings-
datenmenge vorhandenen Formvariation durch das Modell dargestellt werden
kann. Da die Gro¨ße der Eigenwerte sehr schnell abnimmt2, reichen im praktischen
Einsatz relativ wenige Parameter aus, um eine hinreichend genaue Approximation
der Trainingsformen erreichen zu ko¨nnen.
Das vorgestellte wissensbasierte Formmodell ermo¨glicht, komplexe Formvariatio-
nen mit wenigen Parametern zu modellieren. Durch die Annahme einer Gauß-
verteilten Trainingsdatenmenge von Objekten wird eine Generalisierung der Form-
information erreicht. Das Modell ermo¨glicht dadurch eine kontinuierliche Art der
Formrepra¨sentation, die neben den Repra¨sentanten in der Trainingsdatenmenge
auch alle Zwischenstufen modellieren kann.
3.2.2 Restriktion der Formvariabilita¨t
An dieser Stelle bietet das Formmodell noch keine Mo¨glichkeiten, die Formvaria-
bilita¨t sinnvoll einzuschra¨nken. Hauptaspekt dieses Abschnitts ist die sinnvolle
Definition von Intervallgrenzen fu¨r die Komponenten von b, innerhalb derer
die berechnete Form als zula¨ssig bewertet wird. Solche Grenzen ko¨nnen u¨ber
die Trainingsdaten bzw. anhand der Verteilungsannahme bestimmt werden.
Im Folgenden wird ein neuer Ansatz fu¨r die Scha¨tzung der Parametergrenzen
vorgestellt und seine Vorteile gegenu¨ber dem klassischen Modell diskutiert.
Im klassischen Fall werden die Grenzen von b anhand der Eigenwerte aus der
Kovarianzanalyse bestimmt. Cootes et al. berechnen die Grenzwerte direkt aus
2Erfahrungswerte zeigen, dass sich allein durch den ersten Parameter mehr als 20% der ge-
samten Formvariation beschreiben la¨sst.
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den Eigenwerten und geben als Intervallgrenzen fu¨r bi folgenden Wertebereich vor
[Coo01b]:
−c
√
λi ≤ bi ≤ c
√
λi, mit c ∈ [2, 3] (3.13)
Die Festlegung der Intervallgrenzen, also die Wahl von c, liegt bei dieser Formu-
lierung im Ermessen des Benutzers.
Gegenu¨ber der uniformen Wahl von c fu¨r alle Parameter kann eine individuelle
Bestimmung der Grenzen fu¨r jedes bi die Sta¨rke der einzelnen Formauspra¨gungen
besser beru¨cksichtigen [Koh98]. Dies erfordert jedoch bei der Wahl der Grenzwerte
eine vom Benutzer u¨berwachte Kontrolle der entsprechenden Formvariation.
Eine genauere und automatische Bestimmung der Intervallgrenzen ist daher
erstrebenswert.
x¯
c
√
λ1
c
√
λ2
Abb. 3.6: Schematische Darstellung der zula¨ssigen Modellvariation (Rechteck). Gegen-
u¨ber der Gauß-verteilten Stichprobenmenge (Ellipse) werden vom klassischen
Modell auch Formen innerhalb des umschreibenden Rechtecks als zula¨ssig be-
wertet (dunkle Fla¨chen).
Ein weiterer Aspekt des klassischen Modells ist die unabha¨ngige Variation der
Parameter, so dass die Merkmalsvektoren der zula¨ssigen Modellinstanzen einen
Hyperquader beschreiben. Dadurch kann eine gro¨ßere Formenvielfalt, als durch
die Annahme der multivariaten Gauß-Verteilung postuliert (Hyperellipsoid), mo-
delliert werden (Abbildung 3.6).
3.2.2.1 Automatische Bestimmung der Intervallgrenzen
Bei ungu¨nstiger Verteilung der Merkmalsvektoren kann es aufgrund der
Verteilungsannahme im klassischen Fall zu einer ungenauen Scha¨tzung der Inter-
vallgrenzen kommen. Dieser Effekt tritt bei eher kleinen Trainingsdatenmengen
auf, da eine Abdeckung aller charakteristischen Formvariationen fu¨r eine Klasse
von Objekten nicht gegeben ist.
Im Folgenden wird ein effizientes Verfahren vorgestellt, dass eine genauere
Scha¨tzung der Intervallgrenzen auf Basis der Trainingsdaten ermo¨glicht.
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Jedes Element xi der Trainingsdatenmenge kann analog zu Gleichung 3.11 ein-
deutig durch die m − 1 Werte des entsprechenden Parametervektors bi =
(bi,1, . . . , bi,m−1)T dargestellt werden:
xi = x¯ + Φbi, mit Φ = (φ1|φ2| . . . |φm−1) (3.14)
Die konkreten Werte fu¨r bi ko¨nnen durch Umformen von Gleichung 3.14 berechnet
werden:
bi = Φ
T (xi − x¯), wobei ΦT = Φ−1 (3.15)
Da es sich bei Φ um eine Orthonormalbasis handelt, ist die Inverse Φ−1, wie bei
allen reellwertigen unita¨ren Transformationen, gleich der transponierten Matrix.
Durch diese Berechnungsvorschrift erha¨lt man fu¨r jedes Element der Trainingsda-
tenmenge einen eindeutigen Vektor bi mit m−1 Komponenten. Fu¨r jedes Element
bk von b = (b1, . . . , bm−1)T ko¨nnen die Intervallgrenzen nun wie folgt festgelegt
werden:
bk ∈ [b−k , b+k ], mit b−k = min
i
bi,k und b
+
k = max
i
bi,k (3.16)
Die Berechnung la¨sst unterschiedliche Absolutwerte fu¨r die minimalen und ma-
ximalen Intervallgrenzen zu. Dadurch wird eine asymmetrische Modellierung der
Formvariation ermo¨glicht. Bei unabha¨ngiger Variation der Parameter entspricht
dies einem Hyperquader mit einem zu x¯ verschobenen Mittelpunkt (Abbildung
3.7). Vorteil dieser Formulierung ist die wesentlich genauere Einschra¨nkung der
Zula¨ssigkeit von Formvariationen.
x¯
b−1
b+1
b−2
b+2
Abb. 3.7: Asymmetrische Restriktion der Formvariabilita¨t anhand der Trainingsdaten.
3.2.2.2 Beschra¨nkung der Formvariation
Die Anpassung des Modells an das Bildmaterial erfordert eine sinnvolle Einschra¨n-
kung der erlaubten Formvariationen. Diese Eigenschaft des Modells zwischen plau-
siblen und nicht plausiblen Formvariationen unterscheiden zu ko¨nnen, ist fu¨r die
Robustheit der Segmentierung essentiell. Bei globalen Optimierungsverfahren kann
anhand der Grenzen fu¨r die Modellparameter ein Suchraum definiert werden, der
eine Anwendung dieser Verfahren erst mo¨glich macht.
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Die erlaubten Formvariationen des Modells lassen sich auf zwei verschiedene Weisen
einschra¨nken. Das klassische Modell fu¨hrt eine unabha¨ngige Restriktion der Para-
meter durch. U¨bertragen auf die automatisch bestimmten Intervallgrenzen nach
Gleichung 3.16 wird zu einer unzula¨ssigen Modellinstanz x die na¨chste plausible
Form x′ wie folgt berechnet:
x′ = x¯ + Φb′, mit b′i =


b−i , wenn bi < b
−
i ,
b+i , wenn bi > b
+
i ,
bi, sonst.
(3.17)
Wie Abbildung 3.8 zeigt, findet durch die separate Beschra¨nkung jedes ein-
zelnen Parameters eine Extrapolation der zula¨ssigen Variationen in einen den
Hyperellipsoiden minimal umschreibenden Hyperquader statt. Die resultierende
Modellinstanz x′ liegt somit auf dem Rand des Hyperquaders. Diese Erweiterung
der Formflexibilita¨t kann bei kleinen Trainingsdaten von Vorteil sein, da auf
diese Weise auch bei dem Modell unbekannten Formen eine zufriedenstellende
Anpassung erreicht werden kann.
x¯
x′′
x′
x
Abb. 3.8: Unabha¨ngige Restriktion einer unzula¨ssigen Form x auf einen Hyperquader
(Ergebnisform: x′). Abha¨ngige Restriktion von x auf den asymmetrischen
Hyperellipsoiden (Ergebnisform: x′′).
Eine Alternative stellt die Beschra¨nkung der Formvariabilita¨t auf den Hyperellip-
soiden dar. Durch diese Art der Formrestriktion kann einer Gauß-verteilten Menge
von Stichproben besser entsprochen werden. Analog zur unabha¨ngigen Formre-
striktion werden hier die automatischen Intervallgrenzen aus Gleichung 3.16 eben-
falls beru¨cksichtigt. Somit kann die asymmetrische Mahalanobisdistanz M fu¨r jede
durch b definierte Modellinstanz wie folgt berechnet werden:
M =
m−1∑
i=1
(
bi
b±i
)2
, mit
{
b±i = b
+
i falls bi ≥ 0,
b±i = b
−
i falls bi < 0.
(3.18)
Im Fall von M ≤ 1 liegt die getestete Modellinstanz innerhalb des asymmetrischen
Hyperellipsoiden. Die Mahalanobisdistanz M dient somit als Maß fu¨r die Qualita¨t
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der getesteten Form. Je weiter das Objekt vom Hyperellipsoiden entfernt liegt,
desto gro¨ßer wird seine Mahalanobisdistanz.
Eine Formrestriktion von unzula¨ssigen Formen, also Objekten mit M > 1, erfolgt
durch eine Projektion auf den Hyperellipsoiden, so dass M = 1 ist. Anschaulich
betrachtet, wird zu einer unzula¨ssigen Form x mit Parametervektor b diejeni-
ge plausible Form x′′ erzeugt, die den Schnittpunkt der Strecke (x¯,x) mit dem
Hyperellipsoiden darstellt (Abbildung 3.8). Dies kann leicht durch entsprechende
Skalierung des Parametervektors b erreicht werden, so dass
x′′ = x¯ + Φb′, mit b′ = b
√
c
M
(3.19)
Die Konstante c ist hier ein Schwellenwert, der angibt, bis zu welcher Distanz
die Form als plausibel angenommen wird. Werte von c > 1 bewirken somit eine
Vergro¨ßerung der Formvariabilita¨t, wa¨hrend Werte von c < 1 diese noch weiter
einschra¨nken.
Ein Nachteil dieser Formulierung ist die Abha¨ngigkeit der Komponenten von b.
Nach A¨nderung einer einzelnen Komponente bk wird eine Neuberechnung der Ma-
halanobisdistanz M erforderlich, so dass die anschließende Skalierung nach Glei-
chung 3.19 den gesamten Vektor beeinflusst. Dieser Aspekt schließt beispielsweise
den Einsatz der abha¨ngigen Formrestriktion fu¨r eine Simulated Annealing Opti-
mierung aus, da fu¨r die Bestimmung von Nachbarkonfigurationen eine separate
Vera¨nderung der bk vorausgesetzt wird.
3.2.3 Generalisierung
Dieses Kapitel untersucht die Generalisierungseigenschaften des Modells. Bisher
kann noch keine Aussage daru¨ber getroffen werden, wie viele Trainingsbeispiele
fu¨r die Modellbildung ausreichend sind. Allgemeiner formuliert, ist eine Abscha¨t-
zung der Segmentierungsqualita¨t des Modells in Abha¨ngigkeit von der Anzahl
verwendeter Parameter von besonderem Interesse.
Solche Fehlerabscha¨tzungen sind in a¨hnlichem Kontext bereits in anderen
Arbeiten durchgefu¨hrt worden. In [Neu98] wird die Approximationsgenauigkeit
unterschiedlicher Objektrepra¨sentationen verglichen. Behiels et al. untersuchen
die Sensitivita¨t der initialen Modellinstanz bezu¨glich der Anzahl der Parameter
[Beh99].
In der Mehrzahl der Vero¨ffentlichungen wird jedoch keine Untersuchung der
Generalisierungseigenschaften durchgefu¨hrt. In einigen Fa¨llen findet lediglich eine
Bewertung des Modells anhand der auf einer Testdatenmenge erzielten Ergebnisse
statt, so dass eine Abgrenzung zur potentiell erreichbaren Segmentierungsgenau-
igkeit des Modells nicht stattfinden kann [dB01, vG02, Dav03].
Das verwendete Verfahren fu¨hrt ein Leave-one-out-Experiment auf den Trai-
ningsdaten durch. Die Trainingsbeispiele liegen in Form von Merkmalsvektoren
(x1, . . . ,xn) vor. Jedes Element xi der Trainingsdaten wird als unbekanntes An-
frageobjekt gegen das aus den restlichen n−1 Merkmalsvektoren berechnete Modell
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getestet. In Abha¨ngigkeit von bis zu n− 2 mo¨glichen3 Modellparametern wird die
zum Anfrageobjekt xi nach (3.17) na¨chste plausible Modellinstanz x
′
i bestimmt.
Als Bewertungskriterium des auftretenden Approximationsfehlers dient die eukli-
dische Distanz zwischen korrespondierenden Knotenpunkten der Modellinstanz x′i
und des Anfrageobjekts xi.
Daraus lassen sich verschiedene Anpassungsmaße ableiten. Von besonderem
Interesse ist die maximal auftretende Distanz, da sie eine obere Schranke fu¨r die
Segmentierungsfehler des Modells innerhalb der Stichprobe darstellt. Zusa¨tzlich
dienen die mittlere maximale Distanz4 und die mittlere Distanz sowie deren Vari-
anz dazu, die Generalisierungseigenschaften des Modells zu bewerten. Abbildung
3.9 zeigt die ermittelten Werte als Funktionen u¨ber die Anzahl der verwendeten
Formparameter eines zweidimensionalen Wirbelsa¨ulenmodells (linkes Diagramm)
und eines dreidimensionalen Milzmodells (rechtes Diagramm).
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Abb. 3.9: Asymptotisches Verhalten des Approximationsfehlers, dargestellt als Funk-
tionen u¨ber die verwendete Anzahl von Formparametern, eines Wirbelsa¨u-
lenmodells (links) und eines Milzmodells (rechts).
Eine a¨hnliche Methode fu¨r die Fehlerabscha¨tzung wird in [Thi98] verwendet. Das
dort beschriebene Verfahren wird jedoch ohne “Leave-one-out” durchgefu¨hrt, so
dass der Fehler bei Verwendung des vollen Parameterumfangs auf Null sinkt.
Zusa¨tzlich verliert diese Methode an Aussagekraft, da die berechneten Werte nicht
anhand von dem Modell unbekannten Formen ermittelt wurden. In [vG01] wird
diese Untersuchung zwar mit einem Leave-one-out-Ansatz durchgefu¨hrt, aber
es wird lediglich der mittlere Approximationsfehler ermittelt. So ko¨nnen keine
Aussagen hinsichtlich des maximalen Fehlers gemacht werden.
Beide Formmodelle zeigen sowohl beim maximalen als auch beim mittleren
Approximationsfehler ein asymptotisches Verhalten. Bei Modellen, die nur aus
wenigen Trainingsdaten bestehen, kann ein deutlicher Zugewinn in der Segmen-
3Nach der Berechnung eines Modells aus n− 1 Trainingsbeispielen existieren ho¨chstens n− 2
von Null verschiedene Eigenwerte, so dass das Modell nur n− 2 freie Parameter besitzen kann.
4Die mittlere maximale Distanz ist der Mittelwert aller Maximaldistanzen, die fu¨r die jeweilige
Anzahl von Formparametern berechnet worden sind.
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tierungsqualita¨t durch Hinzunahme weiterer Trainingsbeispiele erreicht werden.
Mit zunehmender Anzahl von Trainingsbeispielen nimmt dieser Effekt jedoch
ab. Daraus la¨sst sich folgern, dass selbst bei großen Trainingsdatenmengen eine
Restungenauigkeit der Segmentierung bestehen bleibt. Die alleinige Verwendung
von Formmodellen kann je nach Kontext keine ausreichend genaue Segmentierung
der dargestellten Strukturen liefern.
Fu¨r nachgeschaltete lokale Optimierungsverfahren, die die Ergebniskontur des
wissensbasierten Formmodells als Initialisierung verwenden, ist der maximale
Approximationsfehler Dmax des Modells von Bedeutung. Lokale Verfahren mu¨ssen
diesen maximal mo¨glichen Approximationsfehler beru¨cksichtigen, damit eine
korrekte Segmentierung der dargestellten Strukturen erreicht werden kann.
Ein Vergleich beider Modelle zeigt, dass beim dreidimensionalen Modell der
maximale Fehler deutlich u¨ber dem des zweidimensionalen Modells liegt. Dieser
Sachverhalt kann mit der gro¨ßeren Komplexita¨t des modellierten Objekts begru¨n-
det werden. Dreidimensionale Modelle variieren in drei Raumrichtungen, so dass
hier grundsa¨tzlich eine gro¨ßere Trainingsdatenmenge als im zweidimensionalen
Fall notwendig ist.
3.3 Das wissensbasierte Bildmodell
Eine zuverla¨ssige Detektion der Objektgrenzen ist fu¨r die Anpassung des Mo-
dells an die dargestellten Bildstrukturen essentiell. Bei dem in diesem Kapitel
vorgestellten wissensbasierten Bildmodell handelt es sich um ein Grauwertmodell
fu¨r Kantenprofile. Es modelliert objektspezifische Grauwertvariationen im Kan-
tenbereich der Objekte auf Basis von Trainingsdaten. Durch die Beschra¨nkung
auf eine bestimmte Klasse von Kantenspru¨ngen wird eine hohe Spezifita¨t der
Modellierung erreicht. Eine ausreichende Sensitivita¨t kann durch die Variabilita¨t
der modellierten Kanteninformation ermo¨glicht werden.
Nicht wissensbasierte Verfahren verwenden lediglich Gradienteninformation fu¨r die
Lokalisation der Objektkanten [Kas88, Coo92a, McI95, Lob95, Gun97]. In anderen
Verfahren kommen distanztransformierte bina¨re Kantenbilder [Wei98a, Kes00],
Potenzialbilder auf Basis des optischen Flusses [Xu98] oder wasserscheidentrans-
formierte Bilder [Par01, Ngu03] fu¨r die Objektdetektion zum Einsatz.
Wesentlicher Nachteil dieser Verfahren ist der durch die Vorverarbeitung der
Bilddaten entstehende Informationsverlust. Bei der Auswertung von Gradienten-
information findet eine Reduktion der Bildinformation durch Differenzbildung
benachbarter Pixelwerte statt. Durch eine Kantendetektion wird sogar eine
Binarisierung des Bildmaterials vorgenommen. Dies hat beispielsweise zur Folge,
dass eine aktive Kontur nicht mehr zwischen Innen- und Außenseite des Objekts
unterscheiden kann. Damit solche Fehlsegmentierungen vermieden werden, setzen
viele Arbeiten voraus, dass die Initialkontur immer vollsta¨ndig innerhalb oder
außerhalb des Objekts liegen muss [Gun97, Bre00]. Ein weiterer Nachteil ist der
Verlust von Bildinformation in Form von charakteristischen Kantenspru¨ngen,
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die das zu detektierende Objekt von anderen im Bild vorkommenden Strukturen
unterscheidet.
Eine Auswertung der unvera¨nderten Bildinformation durch ein Modell kann
die Robustheit der Detektion erheblich steigern. Daher darf das Bildmaterial
keiner Vorverarbeitung unterzogen werden. In vielen Fa¨llen ist a-priori Wissen
u¨ber signifikante Grauwertmerkmale der Strukturen verfu¨gbar. Zum Beispiel steht
bei einer bereits vorhandenen Menge von Trainingsformen fu¨r ein Active Shape
Model eine entsprechende Menge von Bilddaten zur Verfu¨gung. Die Extraktion
der gewu¨nschten Kanteninformation aus den Bilddaten kann damit anhand der
Konturkoordinaten der Trainingsformen stattfinden.
Das in diesem Kapitel eingefu¨hrte Bildmodell verwendet a-priori Wissen im Kan-
tenbereich der Objekte in Form von Grauwertprofilen. Neben dem von Cootes
eingefu¨hrten Profilmodell [Coo95b] werden nachfolgend noch einige Neuerungen
vorgestellt, die eine Verbesserung der Auswahl von Trainingsprofilen (Kapitel 3.6.1)
und eine Detektion von nicht-linearen Kantenvariationen ermo¨glichen.
3.3.1 Modellierung von Kanteninformation
Die Kanteninformation der Objekte wird auf Grundlage von eindimensionalen
Grauwertprofilen modelliert. Durch die Generierung eines Profilmodells kann si-
chergestellt werden, dass die detektierten Kanten mit denen vom Betrachter als
korrekt empfundenen Kanten u¨bereinstimmen.
Fu¨r jeden Punkt vi der Objektrepra¨sentation wird eine Menge von Trainings-
profilen Gvi vorausgesetzt, die die charakteristischen Intensita¨tsschwankungen im
Kantenbereich der Objekte in der Trainingsdatenmenge abdeckt. Jedes Profil gj
besteht aus einem Zentralpixel g0 und hat insgesamt die La¨nge von 2d + 1:
Gvi = {g1, . . . , gn}, mit gj = (g−d, . . . , g0, . . . , gd) (3.20)
Je nach Beschaffenheit des Bildmaterials kann es vorteilhaft sein, die Profile einer
Vorverarbeitung zu unterziehen. Bei Ro¨ntgenbildern ist aufgrund der auftretenden
Belichtungsschwankungen eine Kontrastnormierung der Profile sinnvoll:
gk → 1d∑
k=−d
gk
gk (3.21)
Die Normierung kann bei prima¨r digitalen Modalita¨ten wegen des definierten Grau-
wertumfangs der Bilder5 entfallen.
Analog zum Formmodell (3.11) kann jedes Grauwertprofil gi der Trainingsda-
tenmenge Gvi durch das entsprechende Profilmodell approximiert werden:
gi ≈ g¯vi + Φvibvi (3.22)
5Der Grauwertumfang von CT-Datensa¨tzen ist durch die Hounsfieldskala bestimmt, mo¨gliche
Werte liegen im Bereich von -1024 bis +3071.
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Da die Trainingsprofile in der Regel eine geringe Variabilita¨t aufweisen, werden
nur wenige Parameter6 bvi beno¨tigt, um eine ausreichende Flexibilita¨t zu gewa¨hr-
leisten.
3.3.2 Nicht-lineare Profilmodelle
Im vorangegangen Abschnitt werden, wie bei der Formmodellierung, die Trainings-
profile als unimodal Gauß-verteilt angenommen. Im Gegensatz zu den verwende-
ten Formmodellen ist diese Annahme bei den Profilmodellen nicht immer korrekt.
In den Grenzbereichen zwischen dem zu segmentierenden Objekt, benachbarten
Strukturen und Hintergrund kann es zu multimodalen Verteilungen der Trainings-
profile kommen.
linker
Ventrikel
rechter
Ventrikel
−d 0 d
−d 0 d
HE
HE
Abb. 3.10: Im Grenzgebiet (vergro¨ßert in der Mitte dargestellt) zwischen Muskelgewebe
des linken Herzventrikels, mit Kontrastmittel angereichertem Blut des rech-
ten Ventrikels sowie Lungengewebe treten prima¨r zwei verschiedene Klassen
von Grauwertprofilen auf (rechts).
Abbildung 3.10 verdeutlicht diesen Sachverhalt am Beispiel einer axialen CT-
Schichtaufnahme des linken Herzventrikels. Die von Kontrastmittel angereicher-
tem Blut durchstro¨mten Gebiete besitzen hohe Hounsfieldwerte im Bereich von
250HE bis 300HE. Das Herzmuskelgewebe des linken Ventrikels besitzt niedrigere
Werte um ca. 100HE. Insgesamt hebt sich das Herz deutlich vom nahezu schwarzen
Lungengewebe (ca. -700HE) ab.
Im Grenzgebiet zwischen Muskelgewebe des linken Herzventrikels, dem mit
Kontrastmittel angereicherten Blut im rechten Herzventrikel und dem dunklen
Lungengewebe kommen zwei verschiedene Arten von Grauwertprofilen vor. Zum
einen treten Kantenspru¨nge vom mittleren Grauwertbereich des Herzmuskels in
die hellen mit Blut durchstro¨mten Bereiche auf. Zum anderen erzeugt die Gewebe-
grenze zum Lungengewebe Kantenspru¨nge von mittleren zu niedrigen Hounsfield-
einheiten.
Betrachtet man die gesamte Trainingsdatenmenge von Profilen, so ha¨ngt die
6In der Praxis werden lediglich 2 bis 4 Parameter fu¨r die Modellierung der Grauwertvariation
im Kantenbereich beno¨tigt.
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Art des Profils von der Lokalisation der Knotenpunkte ab. Falls in diesen Bereichen
keine Landmarken existieren, die eine genaue Positionierung der Knotenpunkte
auf den Gewebegrenzen gewa¨hrleisten, muss ein Profilmodell beide Klassen von
Profilen beru¨cksichtigen. Abbildung 3.11 macht den bimodalen Charakter der Ver-
teilung deutlich. Die Merkmalsvektoren der Profile bilden zwei separate Cluster
C1 und C2 im Merkmalsraum, so dass die Berechnung eines linearen Modells hier
nicht zum Erfolg fu¨hrt.
C2
C1
Abb. 3.11: Die bimodale Verteilung der Merkmalsvektoren, hier fu¨r den zweidimensio-
nalen Fall schematisiert, fu¨hrt zu einer Bildung von zwei separaten Clustern
C1 und C2 im Merkmalsraum.
In Kapitel 2.3.4 hat sich gezeigt, dass fu¨r multimodale Verteilungen eine lineare
Approximation durch Gauß’sche Mischverteilungen am besten geeignet ist. Somit
ko¨nnen die verschiedenen Repra¨sentanten gi,j fu¨r jeden Cluster Cj im Merkmals-
raum durch ein separates lineares Profilmodell des Knotenpunktes vi approximiert
werden:
gi,j ≈ g¯vi,j + Φvi,jbvi,j (3.23)
Im Fall einer automatischen Generierung solcher Modelle muss vor der Berech-
nung der Einzelmodelle eine Separation der Merkmalsvektoren in die verschiede-
nen Klassen vorgenommen werden. Dazu existieren eine Reihe von verschiedenen
Clusteranalyse-Verfahren, die eine nicht interaktive Dekomposition des Merkmals-
raums vornehmen [Mac67, Jai88].
3.3.3 Verwendung von Grauwerttemplates
Bailes und Taylor erkannten, dass die Lokalisierung von Modellknoten
durch Integration von Grauwertregionen verbessert werden kann [Bai92]. Dieser
Sachverhalt wird in [Bre01a] mit dem sogenannten Dimensionsdefizit begru¨ndet.
Dieses Defizit beschreibt den Dimensionsunterschied zwischen dem betrachteten
Bildraum und der Dimension der lokal ausgewerteten Bildregionen fu¨r die
Modellanpassung. Bei der Anpassung eines dreidimensionalen Modells auf Basis
von eindimensionalen Grauwertprofilen entsteht daher ein Dimensionsdefizit von
zwei.
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Der Rechenaufwand ist bei dreidimensionalen Modellen jedoch aufgrund der großen
Anzahl von Modellknoten sehr hoch. Mit der Verwendung von lokalen dreidimen-
sionalen Templates steigt der Rechenaufwand fu¨r die Quantifizierung einer Modell-
instanz im Vergleich zum eindimensionalen Profilmodell nochmals quadratisch an.
Wa¨hrend der globalen Optimierung wird eine große Anzahl von Modellinstanzen
getestet, so dass der generelle Einsatz von Grauwerttemplates nicht praktikabel
ist.
Daher wird hier ein Ansatz auf Basis der eindimensionalen Grauwertprofile
verwendet, der besser an die Komplexita¨t der jeweiligen Segmentierungsaufgabe
angepasst werden kann. Neben der Profilla¨nge wird eine Skalierung der Profile in
der Breite und Ho¨he zugelassen, so dass aus dem eindimensionalen Profil ein zwei-
dimensionales bzw. dreidimensionales Template entsteht.
Im Folgenden wird die Vorgehensweise am zweidimensionalen Fall erla¨utert.
Die Anwendung des Verfahrens im Dreidimensionalen wird durch die Hinzunahme
eines weiteren Skalierungsfaktors dw fu¨r die zusa¨tzliche Dimension realisiert. Die
Skalierung eines Profils g = (g−du, . . . , g0, . . . , gdu) mit dem Faktor dv ∈ N fu¨hrt
damit zu folgender Darstellung:
g =
(g−du, . . . , g0, . . . , gdu,
...
}
dv
g−du, . . . , g0, . . . , gdu,
...
g−du, . . . , g0, . . . , gdu )
}
dv
(3.24)
Das auf diese Weise erzeugte Template besteht somit aus (2du + 1)(2dv + 1) Pi-
xeln. Nach einer uniformen Skalierung aller Profile in der Trainingsdatenmenge
kann analog zum Profilmodell ein nicht-lineares Templatemodell berechnet wer-
den.
Verrauschte Kantenu¨berga¨nge ko¨nnen mit dem Templatemodell durch die Aus-
wertung von einer gro¨ßeren Anzahl an Bildpunkten im Kantenbereich wesentlich
zuverla¨ssiger detektiert werden. Eine genaue Anpassung der Objektkontur erfor-
dert jedoch eine hohe Knotendichte. Dies hat zur Folge, dass die Absta¨nde be-
nachbarter Knotenpunkte vi und vi+1 relativ gering sind. Die Breite 2dv + 1 des
Templates kann daher kleiner als 1
2
|vi−vi+1| gewa¨hlt werden, so dass eine U¨berlap-
pung benachbarter Templates vermieden wird. In der konkreten Anwendung sind
daher Werte von dv ≤ 4 gebra¨uchlich. Betrachtet man Bildausschnitte mit einer
solch geringen Breite a¨ndert sich der Kantenverlauf nur geringfu¨gig, so dass die
einfache Skalierung des eindimensionalen Profils gerechtfertigt werden kann.
3.3.4 Bewertung von Bildinformation
Bildeinflu¨sse wirken immer in Normalenrichtung ~nvi eines Knotens vi. Bei A¨nde-
rung der Normalenrichtung ist eine erneute Berechnung aller in die Bewertung
eingehenden Bildwerte erforderlich. Trotz des erho¨hten Aufwands stellt diese
Mo¨glichkeit eine wichtige Erweiterung gegenu¨ber Verfahren dar, die in einem
Vorverarbeitungsschritt ein Gradientenbild [Kas88] oder andere Potentialbilder
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[Xu98] berechnen. Wesentlicher Nachteil globaler Bildfilterung ist die Schwa¨chung
von wichtigen Bildinformationen, deren sta¨rkste Filterantwort nicht im Bereich
der durch die Filteroperation abgedeckten Rotationswinkel liegt [Cha97].
Aufgrund der beliebigen Orientierung des Normalenvektors ~nvi ist eine Auswertung
an nicht ganzzahligen Pixel-Koordinaten in einer durch das Grauwerttemplate
gvi definierten lokalen Knotenumgebung notwendig. Dies erfordert die Wahl eines
geeigneten Interpolationsverfahrens [Leh99].
Die wichtigste Anforderung an das verwendete Verfahren ist seine Ge-
schwindigkeit, da große Mengen von Bildpunkten betrachtet werden. Die
lokalen Rekonstruktionseigenschaften sind eher von geringerer Bedeutung;
hier wird lediglich eine ausreichende Linearita¨t im Tiefpassbereich gefordert.
Ein Verfahren, welches diese Anforderungen erfu¨llt, ist die Nearest-Neighbor-
Interpolation. Bei 3D-Datensa¨tzen ist durch eine isotrope Darstellung nach
linearer Interpolation ebenfalls in allen Dimensionen (vgl. Kapitel 1.2) eine
Nearest-Neigbor-Interpolation auch orthogonal zur Rekonstruktionsebene der
Schichten mo¨glich.
Bei einem gegebenen, nicht-linearen Templatemodell kann eine Bewertung fu¨r das
an der Bildposition vi extrahierte Anfragetemplate gvi mit Hilfe der Parameter-
vektoren bvi,j der linearen Teilmodelle erfolgen:
bvi,j = Φ
T
vi,j
(gvi − g¯vi,j) (3.25)
Nach Gleichung (3.18) kann analog zum Formmodell fu¨r jedes bvi,j die asymme-
trische Mahalanobisdistanz Mj bezu¨glich des entsprechenden linearen Teilmodells
berechnet werden. Anhand der Mahalanobisdistanzen der linearen Teilmodelle ist
die Kostenfunktion f(gvi) fu¨r die Modellinstanz gvi des gesamten nicht-linearen
Modells wie folgt definiert:
f(gvi) = min
j
Mj (3.26)
Die Kosten des kombinierten Modells entsprechen einer Minimumbildung der
Kosten fu¨r alle linearen Teilmodelle. Diese Formulierung erlaubt eine einfache
Kombination verschiedener linearer Modelle zu einem komplexeren nicht-linearen
Modell. Mit der Verwendung mehrerer Teilmodelle pro Knotenpunkt nimmt
zwar der Rechenaufwand zu, jedoch kann so den tatsa¨chlichen Variabilita¨ten der
Kantenstrukturen besser entsprochen werden.
Eine Optimierung erfordert ein Bewertungskriterium fu¨r das gesamte Objekt be-
zu¨glich der dargestellten Bildinformation. Als Bewertungsmaß fu¨r die gesamte
Kontur v mit n Knoten dient hier der Mittelwert aller mit Hilfe der Template-
modelle ermittelten Einzelmaße f(gvi) an den Knoten vi, so dass
E(v) =
1
n
n∑
i=1
f(gvi) (3.27)
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Die auf diese Weise ermittelten Durchschnittskosten werden als Modellenergie be-
zeichnet. Insgesamt steht durch das wissensbasierte Bildmodell ein objektspezifi-
sches Kantenmodell zur Verfu¨gung. Es ist in der Lage, durch Kombination ver-
schiedener linearer Teilmodelle komplexe Kantenstrukturen sicher zu detektieren.
Durch Verwendung des skalierbaren Templatemodells wird eine robuste Kanten-
detektion in zweidimensionalen und dreidimensionalen Bildra¨umen ermo¨glicht.
Unter alleiniger Verwendung des Bildmodells ist jedoch eine Anpassung des
Objektmodells an die Bilddaten nicht mo¨glich. Im sich anschließenden Kapitel
werden globale und lokale Optimierungsstrategien vorgestellt, die eine Anpassung
des Formmodells an das Bildmaterial mit Hilfe des wissenbasierten Bildmodells
erreichen. Daru¨ber hinaus dient das wissensbasierte Bildmodell fu¨r die Anpassung
des aktiven Konturmodells. Die Integration von Bildwissen in das diskrete aktive
Konturmodell wird in Kapitel 3.5 pra¨sentiert.
3.4 Anpassung des Formmodells an das Bild-
material
Die Anpassung des Formmodells an das Bildmaterials erfolgt durch Optimierung
der Modellparameter. Ziel der Optimierung ist es, diejenige Modellinstanz zu
bestimmen, die den dargestellten Bildstrukturen am besten entspricht. Der
Parametervektor p, der eine Modellinstanz eindeutig beschreibt, besteht aus
affinen- und Formparametern.
Die Lage einer Modellinstanz in einem Bild kann durch ihre Formparameter b
und einer Transformation T vom Modellkoordinatensystem in das Bildkoordina-
tensystem beschrieben werden. Eine solche Transformation besteht aufgrund der
affinen Invarianz des Modells aus Translation (tx, ty) bzw. (tx, ty, tz), Rotation
θ bzw. (θx, θy, θz) und Skalierung s. Neben der isotropen Skalierung in allen
Raumrichtungen kann ebenfalls eine anisotrope Skalierung (sx, sy) bzw. (sx, sy, sz)
verwendet werden. Je nach Dimension des Modells ergeben sich fu¨r die sogenannten
orthogonalen affinen Transformationen eines Modellknotens vi folgende Parameter:
Orthogonale affine Transformation 2D:
T 2a (vi) = (sx, sy) ·
(
cos(θ) − sin(θ)
sin(θ) cos(θ)
)
vi +
(
tx
ty
)
,
a = (tx, ty, sx, sy, θ),
(3.28)
Orthogonale affine Transformation 3D:
T 3a (vi) = (sx, sy, sz) ·Rz(θz)Ry(θy)Rx(θx)vi +

 txty
tz

,
a = (tx, ty, tz, sx, sy, sz, θx, θy, θz),
(3.29)
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wobei es sich bei Rz(θz), Ry(θy) und Rx(θx) um 3×3-Rotationsmatrizen handelt,
die eine Rotation um die durch den Index definierte Achse durchfu¨hren. Die ortho-
gonale affine Transformation der gesamten Objektkontur v wird durch v′ = Ta(v)
dargestellt, so dass v′i = Ta(vi)∀vi ∈ v. Der Parametervektor a entha¨lt die notwen-
digen Transformationsparameter, so dass jede Modellinstanz eindeutig durch den
kombinierten Parametervektor p = (a,b) beschrieben werden kann. Bei gegebenen
Modellparametern p stellt sich die Berechnung der aktuellen Form v damit wie
folgt dar:
• Berechne mit Hilfe von b die aktuelle Modellinstanz x, so dass x = x¯ + Φb.
• Transformiere mit der Vorschrift aus 3.8 bzw. 3.9 den Merkmalsvektor x in
die Konturdarstellung v′.
• Fu¨hre mit Hilfe der affinen Parameter a eine Transformation der Modellko-
ordinaten von v′ in Bildkoordinaten durch, so dass v = Ta(v′).
Zusammengefasst werden diese drei Schritte ab jetzt durch Ta(x¯+Φb) dargestellt.
Eine Anpassung an das Bildmaterial kann somit durch die Optimierung der
Modellparameter p erfolgen. Die Optimierung erfordert ein Bewertungskriterium
der aktuellen Modellinstanz bezu¨glich der dargestellten Bildinformation. Im
vorangegangenen Abschnitt wurde das wissensbasierte Bildmodell eingefu¨hrt,
das als Bewertungskriterium fu¨r die einzelnen Knotenpositionen dient. Als
Bewertungsmaß fu¨r das gesamte Modell wird die dort eingefu¨hrte Modellenergie
E(v) (3.27) verwendet.
In Kapitel 2.4 wurde zwischen lokalen und globalen Optimierungsverfahren unter-
schieden. Die kompakte Darstellung der Modellinformation ermo¨glicht eine globale
Optimierung des wissensbasierten Formmodells. Daher wird in den beiden folgen-
den Abschnitten zuerst auf die globale Optimierung mit Hilfe von Simulated An-
nealing und genetischen Algorithmen eingegangen und anschließend eine auf der
Greedy-Strategie basierende lokale Anpassung vorgestellt.
3.4.1 Globale Optimierung
Die globale Anpassung des Formmodells an die Bilddaten erfolgt durch Opti-
mierung des Parametervektors p = (a,b). In Kapitel 2.4.2 sind verschiedene
Verfahren vorgestellt worden, die eine globale Optimierung von p durchfu¨hren.
Der Parametervektor p besteht aus affinen- und Formparametern. Zusammen
spannen diese Parameter einen Suchraum auf, dessen Dimension von ihrer Anzahl
abha¨ngt. Betrachtet man nur die affinen Parameter a, so sind im zweidimensiona-
len Fall vier und im dreidimensionalen Fall sieben affine Parameter notwendig.7
Nach Hinzunahme der Formparameter b ergeben sich je nach Variabilita¨t des
7Bei der globalen Optimierung wird auf Scherungen und anisotrope Skalierung verzichtet
(siehe auch 3.8 und 3.9), so dass sich auf die genannten Anzahlen affiner Parameter beschra¨nkt
werden kann.
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Modells damit in der Praxis 10- bis 20-dimensionale Suchra¨ume.
Das Simplex-Verfahren ist fu¨r Suchra¨ume dieser Dimension weniger geeignet,
da die Anzahl der Startpunkte fu¨r eine erfolgreiche Optimierung inakzeptabel hoch
gewa¨hlt werden muss. Daher wird hier eine globale Optimierung des Modells mit
den stochastischen Verfahren wie Simulated Annealing und genetischen Algorith-
men verfolgt. Beide Verfahren erwarten die Repra¨sentation der Modellinstanz in
Form von Parametervektoren, deren Qualita¨t mit Hilfe einer Bewertungsfunktion
quantifiziert werden kann. Die Darstellung der Modellinstanz durch p = (a,b)
und der Bewertung E(v) mit v = Ta(x¯ + Φb) (siehe Gleichung 3.27) ist somit
eine notwendige Voraussetzung fu¨r den Einsatz der beiden Verfahren.
Eine weitere Voraussetzung fu¨r beide Optimierungsverfahren ist eine paarweise
Unabha¨ngigkeit der Parameter von p. Genetische Algorithmen fordern die
Gu¨ltigkeit der erzeugten Individuen nach einem Crossover. Simulated Annealing
verwendet fu¨r die Bestimmung von Nachfolgekonfigurationen eine Nachbarschafts-
beziehung (Definition 3.1) zwischen den Modellinstanzen Die daher notwendige
unabha¨ngige Variation der Formparameter kann durch eine Restriktion der
zula¨ssigen Formen auf einen Hyperquader nach Gleichung 3.17 sichergestellt
werden.
Insgesamt ist das wissensbasierte Formmodell fu¨r eine Optimierung mit Simulated
Annealing und genetischen Algorithmen geeignet. Eine Modifikation der in Kapitel
2.4.2 vorgestellten Verfahren ist somit nicht notwendig.
3.4.2 Lokale Optimierung
Im klassischen Ansatz von Cootes wird ein auf Gradienteninformation basie-
rendes lokales Optimierungsverfahren verwendet [Coo92a]. Die grobe Vorgabe
einer Startposition, beispielsweise durch manuelle Positionierung des mittleren
Modells in das Bild, dient dort als Initialkontur. Im Gegensatz dazu wird hier
die Startkontur durch eine globale Optimierung des Modells ermittelt. Die
Reproduzierbarkeit der Segmentierung ist auf diese Weise gewa¨hrleistet, da keine
Abha¨ngigkeit mehr durch eine manuelle Benutzerinteraktion vorliegt.
Das hier vorgestellte Verfahren ist ein Greedy-Algorithmus a¨hnlich der im klassi-
schen Modell verwendeten Methode. Durch lokale Anpassung der Modellinstanz
wird ein iteratives Optimierungsschema verfolgt, das sich wie folgt darstellt:
Lokale Optimierung des Formmodells
1. Gegeben ist eine mit Hilfe der globalen Optimierung bestimmte Initialkontur
v0.
2. Verschiebe jeden Punkt vi der aktuellen Modellkontur v entlang des Norma-
lenvektors ~nvi an die Bildposition mit der durch das Templatemodell berech-
neten niedrigsten Bewertung f(gvi) (vgl. 3.26) innerhalb eines Suchbereichs
von vi−δmin~nvi bis vi+δmax~nvi (Greedy-Strategie). Als Ergebniskontur erha¨lt
man vimage.
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3. Berechne die Modellparameter a durch affine Transformation der mittleren
Modellform v¯ auf die aktuelle Form vimage (Anhang C) und transformie-
re vimage vom Bildkoordinatensystem ins Modellkoordinatensystem, so dass
vmodel = Ta(vimage).
4. Generiere den Merkmalsvektor x durch Transformation der Kontur vmodel in
den Merkmalsraum (vgl. 3.8 bzw. 3.9).
5. Transformiere die Modellinstanz x in den Modellraum. Die Formparameter
fu¨r x erha¨lt man durch b = ΦT (x− x¯).
6. Beschra¨nke die einzelnen Komponenten von b auf die im Modell zula¨ssigen
Grenzwerte (siehe 3.19).
7. Berechne die aktuelle Modellinstanz v = Ta(x¯ + Φb) und die Modellenergie
E(v).
8. Falls das Konvergenzkriterium nicht erfu¨llt ist, gehe zu 2.
9. Gebe die Ergebniskontur v und die entsprechenden Parameter p = (a,b)
aus.
Dieses Verfahren la¨sst sich grob in zwei Teilschritte zerlegen. Im ersten Teil
werden die Knotenpunkte der aktuellen Kontur –ohne Beru¨cksichtigung des Form-
wissens– zu Bildstrukturen mit niedriger Bewertung durch das Templatemodell
verschoben und die entsprechenden Modellparameter fu¨r die Kontur berechnet.
Im Algorithmus entspricht dies den Schritten 2 bis 5. Die so berechnete Kontur
stellt aber nicht notwendigerweise eine plausible Form dar. Daher wird im zweiten
Teil des Algorithmus das Formwissen des Modells angewendet. Hierbei wird zur
ermittelten Kontur die na¨chstliegende zula¨ssige Kontur berechnet. Dies geschieht
im Algorithmus durch die Schritte 6 und 7.
Bildobjekt
Artefakt
Templateδmin
δmax
v v
vimage
v
vimage
(a) (b) (c)
Abb. 3.12: Anpassung der Modellkontur v an ein mit einem Artefakt u¨berlagertem Ob-
jekt (a). Durch Anpassung der Modellknoten mit Hilfe der Templatemodelle
kann es zu nicht plausiblen Knotenverschiebungen kommen (b), die jedoch
durch Anwendung des Formwissens wieder korrigiert werden ko¨nnen (c).
Abbildung 3.12 veranschaulicht diese Vorgehensweise. Bild 3.12a stellt die In-
itialkontur v zusammen mit dem Bildobjekt und einem sto¨renden Bildartefakt
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dar. Durch Anpassung der Bildkontur unter ausschließlicher Verwendung der
Templatemodelle kann es vorkommen, dass die Punkte zu nicht plausiblen
Positionen verschoben werden (3.12b). In Abbildung 3.12c ist die Korrektur des
Konturverlaufs durch Hinzunahme des Formwissens dargestellt. Hierbei ist zu
beachten, dass bei einer unbekannten Kontur keine hochgenaue Segmentierung mit
dem Formmodell mo¨glich ist. Daher verschieben sich die anderen Knotenpunkte
durch die Formrestriktion ebenfalls geringfu¨gig.
Durch Iteration dieses Verfahrens wird eine Konvergenz des Modells erreicht. Als
Konvergenzkriterium sind fu¨r das Verfahren verschiedene Abbruchbedingungen
denkbar. Eine Terminierung nach einer festen Anzahl von Iterationen ist mo¨glich.
Ebenso kann ein Vergleich der Energiedifferenzen E(v) u¨ber mehrere Iterationen
verwendet werden. Im klassischen Modell wird die Forma¨nderung der Kontur zum
vorangegangenen Schritt verwendet. Dazu wird die Summe u¨ber alle La¨ngen der
Verschiebungsvektoren der einzelnen Knotenpunkte berechnet. Fa¨llt dieser Wert
unter eine bestimmte Schwelle wird das Verfahren abgebrochen.
3.5 Das diskrete aktive Konturmodell
Eine wichtige Forderung der Modellspezifikation (Kapitel 2.6) ist eine hohe
Segmentierungsgenauigkeit des Modells. Das in diesem Kapitel vorgestellte
diskrete aktive Konturmodell bietet die notwendige Flexibilita¨t, so dass eine hohe
Anpassungsgenauigkeit erreicht werden kann.
Bei dem hier verwendeten Modell hohen Freiheitsgrades bewegen sich Knoten
durch Einwirkung gerichteter Kra¨fte. Die Struktur des Modells orientiert sich an
a¨hnlichen Verfahren wie von Cohen [Coh93], Lobregt [Lob95] und Bredno
[Bre00]. Die dort vorgestellten Methoden wurden aufgegriffen, kombiniert und an
die Anforderungen fu¨r die Segmentierung und Erstellung der dreidimensionalen
Trainingsdaten angepasst.
Im Gegensatz zu Bredno und Cohen et al., die ein Finite-Elemente-Modell
(FEM) verwenden, ist dieses Modell auf Grundlage eines Finite-Differenzen-
Modells erstellt worden. Im Allgemeinen sind Finite-Elemente-Modelle den
Finite-Differenzen-Modellen (FDM) in Hinblick auf Robustheit u¨berlegen, jedoch
ist die Optimierung des FEM durch die Auswertung der gesamten Kontur- bzw.
Fla¨chenelemente deutlich aufwendiger. Die Robustheit des hier vorgestellten
Modells wird durch das wissensbasierte Bildmodell erreicht, das die Kanteninfor-
mation an jedem Modellknoten durch ein Templatemodell repra¨sentiert. Durch
entsprechende Skalierung der Templates ist wie bei den FEMs eine Auswertung
des gesamten Konturverlaufs mo¨glich, so dass die Robustheit gegenu¨ber her-
ko¨mmlichen FEMs durch die wissensbasierte Modellierung von Bildinformation
noch gesteigert werden kann.
Im Folgenden werden zuna¨chst die verschiedenen Kra¨fte eingefu¨hrt, die die Kno-
tenbewegungen bestimmen. Anschließend wird die Deformation des Modells durch
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Einwirkung der verschiedenen Kra¨fte beschrieben. Abschließend wird das iterative
Segmentierungsschema vorgestellt sowie Konvergenzkriterien das Verfahren fest-
gelegt.
3.5.1 Definition der Kra¨fte
Die Definition der Kra¨fte beruht auf Methoden der mechanischen Simulations-
rechnung. Nach der fundamentalen Bewegungsgleichung der Materie a¨ndert ein
Ko¨rper seine Geschwindigkeit proportional zur Summe aller einwirkenden Kra¨fte.
U¨bertragen auf die aktive Kontur findet eine Knotenbewegung unter dem Einfluss
der verschiedenen Kra¨fte statt.
In diesem Abschnitt werden die verschiedenen Kra¨fte eingefu¨hrt, die fu¨r die
Segmentierung aber auch fu¨r die Erstellung der Trainingsdaten verwendet werden.
Sie lassen sich in interne (Deformationkraft, Formwissen) und externe (regionenba-
sierte Ballonkraft, landmarkenbasierte Kraft, Bildeinfluss) Kra¨fte unterteilen. Je
nach Anwendungsszenario findet eine unterschiedliche Auswahl von Kra¨ften statt,
damit die Segmentierungsaufgabe bewa¨ltigt werden kann. Die koha¨rente Zusam-
menfassung der verschiedenen Kra¨fte wird am Ende dieses Abschnitts beschrieben.
Deformationskraft
Das klassische zweidimensionale aktive Konturmodell erreicht eine Regularisierung
der Kontur durch Minimierung der zweiten Ableitung. Eine diskrete Approxima-
tion der zweiten Ableitung kann mit Hilfe des Regenschirm-Operators erfolgen
[McI99, Lu¨r00]. Bei Anwendung dieses Operators werden die Knotenpunkte in den
Mittelpunkt ihrer Nachbarpunkte verschoben. Die Berechnung der Deformations-
kraft an einem Knoten vi stellt sich wie folgt dar:
~F d(vi) =
1
|Neigh1(vi)|
∑
vk∈Neigh1(vi)
(vk − vi) (3.30)
Diese Formulierung hat jedoch den entscheidenden Nachteil, dass neben der Gla¨t-
tung eine gleichzeitige Schrumpfung der Kontur erfolgt. Bei der Segmentierung von
geschlossenen Objekten ergibt sich das Problem, dass die Deformationskraft, selbst
bei korrekter Detektion des Umrisses, die Knoten ins Innere des Objekts zieht. Um
ein Gleichgewicht der Kra¨fte an den gewu¨nschten Knotenpositionen gewa¨hrleisten
zu ko¨nnen, verwenden einige Verfahren eine Ballonenergie [Coh93, Bre01a]. Aus
physikalischer Sicht wird ein Innendruck simuliert, der die Knotenpunkte nach
Außen treibt. Daraus ergibt sich jedoch ein Dosierungsproblem, da je nach Kno-
tendichte und Knotenanzahl der Druck unterschiedlich stark einwirken muss, damit
ein Gleichgewicht des Systems erreicht werden kann.
Eine theoretisch fundierte Lo¨sung des Schrumpfungsproblems ist durch die Ein-
fu¨hrung einer Ballonenergie nicht mo¨glich. Daher wird hier ein anderer Ansatz ver-
wendet, der eine Erweiterung der Laplace’schen Konturgla¨ttung darstellt. Das hier
verwendete Verfahren von Vollmer et al. kann als eine diskrete Approximation
einer Tiefpassfilterung der Kontur angesehen werden, so dass ihre hochfrequenten
Anteile unterdru¨ckt werden [Vol99].
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vi1
vi2
vi
vi3
vi4
v′i2
v′i
v′i3
~bi2
~bi
~bi3
vi1
vi2
vi
vi3
vi4
v′i2
v′i
v′i3
~di
Abb. 3.13: Berechnung des Korrekturvektors ~di (rechts) anhand der Differenzvektoren
~bi zwischen originalen vi und gegla¨tteten Konturpunkten v
′
i (links).
Die grundlegende Idee ist eine Korrektur modifizierter Knoten v ′i (erzeugt durch
das Laplace Verfahren) in Richtung der originalen Knotenpunkte vi durch einen
Korrekturvektor ~di:
~di = −β~bi − 1− β|Neigh1(vi)|
∑
j∈Neigh1(vi)
~bj, mit ~bj = vj − v′j (3.31)
Das Displacement ~di berechnet sich aus den negativen Mittelwertvektoren zwi-
schen der originalen und der gegla¨tteten Kontur (Abbildung 3.13). Der Faktor
β steht hier fu¨r eine unterschiedliche Gewichtung zwischen dem Knotenpunkt vi
selbst und seinen Nachbarpunkten.
Abb. 3.14: Vergleich zwischen klassischem und erweiterten Laplace Verfahren. Die obe-
re Reihe zeigt eine deutliche Schrumpfung des Wu¨rfels durch Anwendung
des klassischen Algorithmus. Das Verhalten des erweiterten Verfahrens (un-
tere Reihe) erha¨lt die Gro¨ße des Originals (links) wesentlich besser, so dass
die Gro¨ße des minimal umschriebenen Wu¨rfels gleich bleibt.
Abbildung 3.14 verdeutlicht das Verhalten des klassischen Verfahrens gegenu¨ber
dem erweiterten Algorithmus. In der oberen Reihe ist die typische Schrumpfung
des Objekts zu sehen, wa¨hrend in der unteren Reihe das erweiterte Verfahren die
Gro¨ße des Originals bewahrt.
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Mit Hilfe des Korrekturvektors ~di und der klassischen Formulierung kann die De-
formationskraft fu¨r jeden Knoten vi des Modells wie folgt berechnet werden:
~F d(vi) = ~bi + ~di (3.32)
Durch diese Formulierung ist die Ballonkraft fu¨r die Herstellung des Kra¨ftegleich-
gewichts entbehrlich.
Formwissen
In Kapitel 3.2 ist bereits das wissensbasierte Formmodell vorgestellt worden. An
dieser Stelle dient es dazu, globales Formwissen in ein aktives Konturmodell zu
integrieren. Bisher ist kein dreidimensionales Modell bekannt, wo eine Hybridi-
sierung zwischen aktivem Konturmodell und Point Distribution Model (PDM)
realisiert worden ist. Neben dieser Arbeit finden sich noch a¨hnliche Verfahren,
die jedoch lediglich konkrete Lo¨sungen fu¨r den zweidimensionalen Fall liefern
[Bre01a, Gia98]. Bredno entwickelt zwar eine Theorie fu¨r die Hybridisierung der
Modelle in mehr als zwei Dimensionen, jedoch findet eine Segmentierung mit Un-
terstu¨tzung von Formwissen lediglich in zwei Dimensionen statt. Das vorgestellte
Verfahren stellt erstmalig eine Hybridisierung zwischen aktiven Konturmodell und
PDM auch fu¨r dreidimensionale Modelle vor. Ein solches Modell wurde ebenfalls
von Cootes vorgeschlagen, bisher aber nicht umgesetzt [Coo95b].
Eine hybride Verwendung von unterschiedlichen Modellen ist auch in Kombi-
nation mit anderen Segmentierungsverfahren bekannt. In diesem Zusammenhang
sind beispielsweise regionenbasierte, aktive Konturmodelle zu nennen, die eine
Auswertung der regionenbasierten Grauwertinformation mit Hilfe von Pixelklassi-
fikatoren [Zhu96, Sch00c] oder neuronalen Netzen [Vil98] durchfu¨hren.
Das Formwissen fließt dabei als zusa¨tzliche Kraft ~F f(vi) mit uniformer Gewich-
tung wf an den Knotenpunkten vi der Kontur v in das Modell ein. Mit Hilfe von
~F f(vi) soll erreicht werden, dass die Knotenpunkte in Richtung der na¨chstliegen-
den zula¨ssigen Modellinstanz vf des Formmodells gezogen werden. Bei gegebener
Modellinstanz vf kann die Formkraft ~F f(vi) durch eine simulierte Federkraft am
Knoten vi wie folgt dargestellt werden:
~F f(vi) = d
f(vi)
vfi − vi
|vfi − vi|
, (3.33)
wobei vfi der zu vi korrespondierende Knotenpunkt der Modellinstanz und d
f(vi)
eine knotenabha¨ngige Gewichtung der Kraft ist. Unter Vernachla¨ssigung der ande-
ren Kra¨fte wandert damit bei uniformer Gewichtung die aktive Kontur in Richtung
des Formprototypen bis die Deckungsgleichheit beider Konturen erreicht wird.
In Unterkapitel 3.2.3 konnte jedoch gezeigt werden, dass die Approximation von
unbekannten Formen nur bis zu einer modellspezifischen unteren Schranke Dmax
mo¨glich ist. Daher fließt hier eine Toleranz in die Knotengewichtung ein:
df(vi) =
{
0, fu¨r |vfi − vi| < Dmax
|vfi − vi| −Dmax, sonst.
(3.34)
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Bis zu einem Abstand von Dmax greift die Formkraft nicht in die Knotenbewegung
ein, so dass sich diese frei bewegen ko¨nnen. Durch die elastische Kopplung werden
Segmentierungen von Objekten ermo¨glicht, die nicht hinreichend genau durch
das Formmodell approximiert werden ko¨nnen. Gleichzeitig wird die Kontur bei
Abweichungen, die u¨ber die Schranke Dmax hinausgehen mit zunehmender Kraft
zuru¨ck in den erlaubten Bereich gezogen.
In der Literatur findet in einigen Arbeiten eine Quantifizierung
des in der Formmodellierung auftretenden Approximationsfehlers statt
[Neu98, Thi98, Beh99, vG01]. Er wird dort jedoch nur fu¨r Bewertungszwecke
herangezogen. Eine Verwendung fu¨r die Toleranzscha¨tzung in einer hybriden
Kopplung mit einem aktiven Konturmodell stellt somit eine Neuerung dar. Bei
einer Vergro¨ßerung der Trainingsdaten ist eine erneute Berechnung von Dmax
mit Hilfe des in Unterkapitel 3.2.3 vorgestellten Verfahrens sinnvoll, da eine
Verringerung von Dmax die Robustheit des hybriden Modells weiter erho¨ht.
Bei genu¨gend großer Anzahl von Trainingsdaten ist eine Scha¨tzung von Dmax
aufgrund des asymptotischen Verhaltens (vgl. Abbildung 3.9) mo¨glich.
In Gleichung 3.33 wurde die zu v na¨chstliegende zula¨ssige Modellinstanz vf als
gegeben betrachtet. Voraussetzung fu¨r die Berechnung einer zu v na¨chstliegenden
plausiblen Kontur ist eine 1:1-Knotenkorrespondenz zur mittleren Modellinstanz.
Falls auf der Kontur v ein Resampling der Knoten zula¨ssig ist, ist die notwen-
dige Korrespondenzfindung zur mittleren Kontur des Formmodells wegen der
unterschiedlichen Knotenanzahlen mit dem ICP-Algorithmus sehr unzuverla¨ssig.
Aufgrund der iterativen Segmentierung kann jedoch eine Stabilisierung des
Verhaltens durch die Korrespondenzherstellung zur Modellinstanz aus dem vor-
angegangenen Schritt erreicht werden, da sich diese Kontur von v nur geringfu¨gig
unterscheidet.
Bei gegebener Korrespondenz kann zu v mit Hilfe von Gleichung 3.11 eine
Modellinstanz vf berechnet werden. Diese stellt jedoch nicht notwendigerweise
eine zula¨ssige Form dar. Mit Hilfe von Gleichung 3.19 kann nun effizient die zu v
na¨chste plausible Form bestimmt werden. Diese geschlossene Lo¨sung unterscheidet
sich signifikant von Bredno, da dort eine plausible Form unabha¨ngig von der
Kontur des aktiven Konturmodells durch ein aufwendiges Optimierungsproblem
mit Hilfe genetischer Algorithmen gelo¨st wird [Bre01a].
Regionenbasierte Ballonkraft
Die Verwendung regionenbasierter Kra¨fte erho¨ht die Robustheit und verbessert
das Konvergenzverhalten des aktiven Konturmodells. Durch eine regionenbasierte
Kraft kann fu¨r jeden Modellknoten eine Suchtendenz ermittelt werden, die
den Knoten zum Objekt hin- bzw. aus dem Objektinneren herauszieht. Fu¨r
die Scha¨tzung der Suchtendenz werden hier die Grauwertverteilungen und die
Texturinformation der von der Kontur eingeschlossenen Region als Energiemaß
verwendet [Zhu96, Ivi95, Ron94].
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Damit eine Suchtendenz erfolgreich ermittelt werden kann, mu¨ssen die Objekte
zwei Bedingungen erfu¨llen:
• Es muss a-priori Wissen u¨ber die innere Struktur und den Objekthintergrund
verfu¨gbar sein.
• Die innere Struktur der Objekte muss sich vom Hintergrund unterscheiden,
so dass eine sichere Trennung stattfinden kann.
Die regionenbasierte Ballonkraft wird wie folgt formuliert:
~F b(vi) = d
b(gi(vi)) · ~nvi (3.35)
Das a-priori Wissen fließt durch die Modellierung einer Transferfunktion db(gi(vi)) :
G → [−1, 1] in die Berechnung ein. Die Grauwerte G des Bildes werden somit
auf ein beschra¨nktes Intervall abgebildet. Negative Funktionswerte bewirken eine
Kontraktion der Kontur wa¨hrend positive Werte die Knotenpunkte vi nach Außen
bewegen.
Ein einfaches Beispiel fu¨r die Integration von regionenbasierter Information
kann beispielsweise u¨ber die Analyse des aktuellen Grauwertes gi(vi) wie folgt
ausgedru¨ckt werden:
db(gi(vi)) =


−1, fu¨r gi < gmin − c ∨ gi > gmax + c
1, fu¨r gmin < gi < gmax,
0, sonst.
(3.36)
Die Grauwerte im Inneren des Zielobjekts variieren zwischen gmin und gmax. An-
hand dieser Grenzwerte ist eine Bewertung von vi mo¨glich, so dass entschieden
werden kann, ob sich der Punkt sicher außerhalb gi < gmin− c∨ gi > gmax + c oder
innerhalb gmin < gi < gmax des Objekts befindet. Die Konstante c definiert unsi-
chere Bereiche [gmin, gmin − c] und [gmax, gmax + c], in denen nicht sicher zwischen
Innen- und Außenbereich unterschieden werden kann, so dass hier keine regionen-
basierte Kraft auf den Knoten wirkt.
Eine bildadaptive Generierung der Funktion db ist durch Auswertung einer
durch die Initialkontur definierten Bildregion mo¨glich. Ein alternatives Verfahren,
das anhand einer Texturanalyse eine adaptive Parametrierung des Modells vor-
nimmt, findet sich in [Bre01b]. Dieses Verfahren verwendet jedoch die gesamte
Bildinformation fu¨r die Scha¨tzung der Modellparameter. Eine wesentlich genauere
Scha¨tzung kann unter der Annahme erreicht werden, dass die Initialkontur die ge-
suchten Bildstrukturen gro¨ßtenteils einschließt. Fu¨r das vorliegende Modell wurde
ein einfaches Scha¨tzverfahren auf Basis von CT-Datensa¨tzen durchgefu¨hrt. Dazu
wird fu¨r die von der Initialkontur v umschlossenen Bildregion Iv zuna¨chst das
normierte Histogramm h(g) berechnet:
h(g) =
1
|Iv|
∑
vi∈Iv
I(vi) (3.37)
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Da die organischen Strukturen in CT-Datensa¨tzen eine definierte Grauwertdyna-
mik aufweisen (siehe Kapitel 1.2), ist das Histogramm nahezu normalverteilt, wie
Abbildung 3.15 zeigt.
Die Sta¨rke der Kontrastmittelanflutung des Gewebes resultiert bei der CT-
Darstellung in einer unterschiedlichen Intensita¨t der Bildpunkte, die nun mittels
der Histogrammanalyse gescha¨tzt werden kann. Unter der Annahme, dass der von
der Initialkontur umschlossene Bereich zum gro¨ßten Teil Pixel des zu segmentie-
renden Objekts entha¨lt, korrespondiert das Maximum von h(g) mit dem mittleren
Hounsfieldwert des Objekts. Die verschiedenen Organe besitzen auf CT-Bildern
eine charakteristische Grauwertdynamik, so dass eine bildadaptive Gewichtungs-
funktion analog zu Gleichung 3.36 berechnet werden kann.
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Abb. 3.15: Normiertes Histogramm der von einer Initialkontur umschlossenen Region
fu¨r die Segmentierung der Milz. Deutlich ist der Peak zu erkennen, der den
mittleren Hounsfieldwert der Milz in diesem konkreten Fall darstellt.
Neben dieser einfachen aber dennoch effektiven Mo¨glichkeit ko¨nnen auch kom-
plexere Informationen wie Texturparameter durch db modelliert werden. Eine
Analyse einer Trainingsdatenmenge, die fu¨r das wissensbasierte Modell zur
Verfu¨gung steht, ist fu¨r die Generierung der Funktion db von großem Vorteil.
Landmarkengesteuerte Knotenbewegung
Eine spezielle Art der Knotenbewegung, wie sie in keinem anderen bekannten
Modell verwendet wird, ist die landmarkengesteuerte Knotenbewegung. Diese
externe Kraft wird fu¨r ein nicht rigides Warping einer Prototypenform auf
die Elemente der Trainingsdatenmenge verwendet. Daher findet sie lediglich
in der Vorbereitung der Trainingsdaten fu¨r die Modellberechnung Anwendung.
Die landmarkengesteuerte Knotenbewegung liefert eine Deckungsgleichheit der
Landmarken des Prototypen mit den korrespondierenden Landmarken auf der
Trainingsform.
Vorrausetzung fu¨r die Anwendbarkeit sind eindeutig gelabelte Mengen von Land-
marken Lv = {vl1 , . . . , vln} und Lvp = {vpl1, . . . , vpln} auf der Trainingsform v und
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dem Prototypen vp. Die landmarkengesteuerte Knotenbewegung kann jetzt fu¨r
einen Modellknoten vi wie folgt berechnet werden:
~F l(vi) =
1
n
n∑
j=1
dlj(vi)
vlj − vplj
|vlj − vplj |
(3.38)
Die Knotenbewegung von vi ha¨ngt somit von der gemittelten Summe aller von
den verschiedenen Landmarken induzierten Kra¨fte ab. Der Einfluss von vlj auf den
Knoten vi wird durch die Funktion d
l
j(vi) gesteuert. Er nimmt mit zunehmender
Entfernung von der Landmarke ab, so dass die Berechnung von dlj(vi) sich wie folgt
darstellt:
dlj(vi) = Gσj (∆vi,vlj ) (3.39)
∆vi,vlj bezeichnet die minimale Anzahl von Netzstrecken zwischen vi und vli. Durch
die Verwendung der Normalverteilung Gσj wird in Abha¨ngigkeit von σj eine nicht
lineare Abschwa¨chung des Einflusses erreicht.
σ1 = σ2 = 1, 0 σ1 = σ2 = 3, 0 σ1 = σ2 = 5, 0
Abb. 3.16: Landmarkengesteuerte Knotenbewegung eines Prototypen (links) mit zwei
Landmarken (weiß). Die Anpassungen auf die Ziellandmarken (schwarz) zei-
gen die unterschiedlich starken Einflu¨sse in Abha¨ngigkeit von σ1 und σ2.
Abbildung 3.16 zeigt die Ergebnisse der landmarkengesteuerten Knotenbewegung
fu¨r verschiedene Werte von σj. Die Wahl von σj kann fu¨r jede Landmarke indivi-
duell bestimmt werden. Bewa¨hrt haben sich Werte fu¨r σj mit
σj =
1
2
min
vli ,i6=j
∆vli ,vlj (3.40)
Damit wird einerseits gewa¨hrleistet, dass der Einfluss der Landmarken auf die
Knotenpunkte nicht zu groß wird, um die Flexibilita¨t der Knotenbewegung nicht
zu stark einzuschra¨nken. Andererseits ist der Einfluss dieser Kraft bei gleichma¨ßig
u¨ber die gesamte Form verteilten Landmarken an allen Knotenpunkten ausrei-
chend groß, so dass eine homogene Forma¨nderung stattfinden kann.
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Bildeinfluss
In Kapitel 3.3 wurde das wissensbasierte Templatemodell vorgestellt. Gegenu¨ber
einfachen Kantenfiltern ermo¨glicht es eine objektspezifische Auswertung von Kan-
teninformation. Das Templatemodell sollte dieselbe Dimension wie der Bildraum
besitzen, so dass kein Dimensionsdefizit zwischen Bildraum und ausgewerteter
Grauwertinformation entsteht.
Die Bildeinflu¨sse wirken immer entlang des Normalenvektors ~nvi eines Knotens vi.
Eine Bewertung eines Grauwerttemplates gvδ an einem Punkt vδ entlang des Nor-
malenvektors kann mit Hilfe der Bewertungsfunktion f(gvδ) des Templatemodells
(3.26) berechnet werden:
~F e(vi) = ~nvi · arg
δmax
min
δ=δmin
f(gvδ), mit vδ = vi + δ · ~nvi (3.41)
Bei der Berechnung von ~F e findet somit eine Abtastung in Normalenrichtung von
vi im Bereich von δmin bis δmax statt. Abbildung 3.17 zeigt das Ergebnis (roter
Kreis) mit der durch das Templatemodell minimalen Bewertung aller ausgewerte-
ten Punkte. Daraus ergibt sich der Kraftvektor δ~nvi zwischen vi und dem Ergeb-
nispunkt vi + δ~nvi , so dass eine Bewegung des Knotens in Richtung des Ergebnis-
knotens stattfinden kann.
δmin
δmax
gvδ
vi
vi + δ~nvi
Abb. 3.17: Durch Abtastung in Normalenrichtung kann durch eine Bewertung von Kno-
tenpositionen mit einem Templatemodell das optimale Displacement δ~nvi
(schwarzer Kreis) fu¨r den Punkt vi bestimmt werden.
Bei Konturabschnitten, in denen entlang des Suchstrahls keine gute Anpassung des
Modells an eine Objektkante gefunden werden konnte, liefert die Bewertungsfunk-
tion f an allen Positionen vergleichsweise hohe Werte. Nach obiger Formulierung
wird der aktuelle Konturknoten dennoch in Richtung der als minimal bewerteten
Position gezogen. Dies kann fu¨r das Konvergenzverhalten der aktiven Kontur
jedoch kontraproduktiv sein, da in Bereichen mit fehlender objektspezifischer
Kanteninformation ihr Verhalten durch Rauschanteile und andere Bildsto¨rungen
beeinflusst wird. Daher gehen nur die abgetasteten Bildpositionen in die Auswahl
ein, deren Ergebniswerte von f einen Schwellenwert te unterschreiten. Die
Bewertungsfunktion f(gvδ) gibt die Mahalanobisdistanz des an der Bildposition
vδ extrahierten Anfragetemplates zuru¨ck. Analog zur Bewertung der Plausibilita¨t
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von Formvariationen (Gleichung 3.18) ist daher eine Beschra¨nkung auf Positionen
mit f(gvδ) < te = 1 sinnvoll. Falls keine der abgetasteten Bildpositionen dieses
Kriterium erfu¨llt, wird die Knotenposition durch ~F e nicht vera¨ndert.
Bei einer Verschiebung von Knoten am Rand des Bildraums ko¨nnen sich Knoten-
positionen ergeben, die sich außerhalb des Bildraums befinden. Damit dennoch
eine Auswertung mo¨glich wird, werden die fehlenden Punkte des Templates durch
Fortsetzung der na¨chstliegenden Werte am Bildrand aufgefu¨llt.
3.5.2 Deformation durch Krafteinwirkung
Die hier eingefu¨hrten verschiedenen Kra¨fte, Deformationskraft ~F d, Formwissen ~F f ,
regionenbasierte Ballonkraft ~F b, landmarkengesteuerte Knotenbewegung ~F l und
der Bildeinfluss ~F e stellen allesamt voneinander unabha¨ngige Kra¨fte dar. Die indi-
viduellen Gewichtungen der einzelnen Kra¨fte sind nicht aneinander gekoppelt, wie
beispielsweise im Modell von Cohen und Cohen, in dem die Sta¨rke der Ballon-
kraft im Verha¨ltnis zur Deformationskraft steht [Coh93].
Dadurch wird eine individuelle Auswahl der verschiedenen Kra¨fte, je nach An-
wendungsszenario mo¨glich. Das diskrete aktive Konturmodell bleibt aufgrund sei-
nes modularen Charakters auch dann konsistent, wenn bei fehlendem Formmodell
auf die Formkraft ~F f verzichtet werden muss. Insgesamt kann die gesamte auf
einem Modellknoten vi einwirkende Kraft als gewichtete Summe der Teilkra¨fte
dargestellt werden:
~F (vi) = w
d ~F d(vi) + w
f ~F f(vi) + w
b ~F b(vi) + w
l ~F l(vi) + w
e ~F e(vi) (3.42)
Die Faktoren w∗ stellen uniforme Gewichte fu¨r die einzelnen Kra¨fte des Modells
dar. Die Anteile der unterschiedlichen auf die Knoten wirkenden Kra¨fte kann
somit individuell festgelegt werden.
Wa¨hrend der Modellanpassung werden die einzelnen Teilkra¨fte fu¨r jeden
Knoten separat berechnet. Andere zweidimensionale Verfahren beru¨cksichtigen
die Kopplung der Knoten durch Kantenelemente, so dass die Kraftgleichungen
aller Knotenpunkte ein lineares Gleichungssystem ergeben, das mit Hilfe nume-
rischer Verfahren gelo¨st werden kann [Kas88, McI95]. Die Bildung eines solchen
Gleichungssystems, auch als Steifigkeitsmatrix bezeichnet, erfordert jedoch eine
feste Anzahl von Modellknoten mit einer definierten Anzahl von Nachbarn je
Knoten. Dies kann jedoch nur im zweidimensionalen Fall bei geschlossenen Kon-
turen garantiert werden. Durch die unterschiedliche Valenz der dreidimensionalen
Modellknoten ist die Generierung der Matrix daher nicht mo¨glich.
Das Modell fu¨hrt eine iterative Bewegung der Knoten u¨ber der Iterationszahl I
durch. Der U¨bergang in die na¨chste Iteration kann als zeitliches Fortschreiten der
Konturanpassung angesehen werden. Zu große Schrittweiten in der Konturbewe-
gung erzeugen jedoch eine inhomogene Knotenbewegung. Die Folgen sind eine
ungenaue Anpassung an das Bildmaterial und instabiles Verhalten (zum Beispiel
Schlingenbildung) der Kontur.
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Die Lo¨sung dieser Problematik ist physikalisch motiviert. Die Knotenbewegung
kann auch als Geschwindigkeit interpretiert werden. Nach der Bewegungsgleichung
der Materie kann die Geschwindigkeit eines Knotens vi wie folgt berechnet werden:
m · ∂
2vi
∂I2 =
~F (vi) (3.43)
Der Knoten vi a¨ndert seine Geschwindigkeit in Abha¨ngigkeit von seiner Masse m
proportional zur Summe aller einwirkenden Kra¨fte. Diese Differentialgleichung er-
gibt ein schwingungsfa¨higes System [Bre01a]. Dieses Verhalten ist unerwu¨nscht,
da die Kontur dadurch zu oszillatorischem Verhalten neigt. Daher wird ein zu-
sa¨tzlicher Koeffizient β eingefu¨hrt, der anstelle der Tra¨gheit der Knoten eine Rei-
bungkraft simuliert. Die Knoten werden in diesem Modell als masselos (m = 0)
betrachtet, so dass sich mit der zusa¨tzlichen Reibungskraft ~F r = −β ∂x
∂t
Gleichung
3.43 umformen la¨sst zu:
0 = ~F (vi)− β∆vi
∆I ⇔
∆vi
∆I =
1
β
~F (vi) (3.44)
Anschaulich findet bei großen Werten von β infolge der Reibung eine deutliche Ver-
langsamung der Knotenbewegung statt. Die berechneten Lagea¨nderungen ∆vi der
Modellknoten sind nach dieser Formulierung nicht ganzzahlig, so dass die gesamte
Berechnung Fließkommaarithmetik erfordert.
3.5.3 Resampling der Kontur
Eine homogene Verteilung der Modellknoten u¨ber die gesamte Kontur bzw. Ober-
fla¨che des Objekts fu¨hrt zu einer gleichma¨ßigeren Auswertung von Bildinformation.
Nach Kapitel 3.1 ist daher eine hohe innere Qualita¨t der Objektrepra¨sentation fu¨r
die Konvergenzeigenschaften des Modells von Vorteil. Wa¨hrend der Anpassung des
Modells an die Bildstrukturen bewegen sich die Knoten unter dem Einfluss der ein-
wirkenden Kra¨fte, so dass sich die La¨ngen der Kantenelemente a¨ndern und damit
die innere Qualita¨t abnimmt.
Das Resampling der Kontur unterteilt lange Kantenelemente und eliminiert
kurze Kantenelemente, so dass die innere Qualita¨t der Repra¨sentation verbes-
sert werden kann. Bei der Unterteilung eines langen Kantenelements ei = (vj, vk)
wird ein neuer Knoten vl =
1
2
(vj + vk) erzeugt. Umgekehrt werden die inzidie-
renden Endknoten vj und vk kurzer Kantenelemente durch einen einzelnen Knoten
vl =
1
2
(vj +vk) ersetzt. Die untere und obere Schranke Lmin und Lmax kontrollieren
die La¨nge der Kantenelemente. Fu¨r diese Grenzen gilt jedoch die Einschra¨nkung
Lmax ≥ 2Lmin, so dass ein alternierendes Unterteilen und Einfu¨gen von Kanten-
elementen bei einer zu restriktiven La¨ngenbeschra¨nkung verhindert wird. Durch
iteratives Anwenden dieser Operation konvergiert die mittlere Kantenla¨nge v¯ ge-
gen 1
2
(Lmax − Lmin).
Im dreidimensionalen Fall vera¨ndert ein Resampling jedoch die Knotenvalenz,
so dass bestimmte Vorgaben fu¨r die Einschra¨nkung von Knotenvalenzen (vgl. Ka-
pitel 3.1.3) nur schwer aufrecht zu erhalten sind. Lu¨rig postuliert sogar, dass
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die uniforme Knotenvalenz fu¨r dreidimensionale Oberfla¨chen stets sechs betragen
sollte, was sich jedoch nur bei bestimmten Topologien (Torus, planare Oberfla¨-
che) erreichen la¨sst [Lu¨r00]. Da die Knotenvalenz fu¨r die Anpassungsfa¨higkeit des
aktiven Konturmodells von eher geringerer Bedeutung ist, wird hier ein einfaches
Verfahren eingesetzt, das bereits in anderen Arbeiten erfolgreich verwendet worden
ist [Lob95, Bre00]. Abbildung 3.18 verdeutlicht die beiden erlaubten Operationen
fu¨r den dreidimensionalen Fall: Einfu¨gen von Knotenelementen (links) und Lo¨schen
von Kantenelementen (rechts).
→ →
Abb. 3.18: Beispielhaftes Resampling der triangulierten Oberfla¨che. Lange Kantenele-
mente werden unterteilt (links) und kurze Kantenelemente werden entfernt
(rechts).
3.5.4 Anpassung an das Bildmaterial
In den Kapiteln 2.2.5 und 2.4 hat sich herausgestellt, dass die aktiven Kon-
turmodelle fu¨r eine globale Optimierung aufgrund ihres hohen Freiheitsgrades
ungeeignet sind. Daher ermo¨glicht das aktive Konturmodell zwar nur eine lokale,
jedoch im Gegensatz zum wissensbasierten Formmodell wesentlich genauere
Anpassung des Modells an das Bildmaterial. Bei schwierigem Bildmaterial ist eine
entsprechend positionierte Initialkontur in der Na¨he des gewu¨nschten Objekts
zwingend erforderlich. Die globale Anpassung wird daher mit dem wissensbasier-
ten Formmodell durchgefu¨hrt, das eine hinreichend genaue Positionierung einer
Initialkontur fu¨r das aktive Konturmodell liefern kann.
Neben der Bereitstellung einer Initialkontur fließt auch wa¨hrend der An-
passung globales Formwissen durch die Kraft ~F f in den Segmentierungprozess
ein. Durch die unabha¨ngige Definition der verschiedenen externen und internen
Kra¨fte ist eine modulare, auf einen bestimmten Anwendungsfall zugeschnittene
Zusammenstellung der Gesamtkraft ~F mo¨glich.
Hier wird eine iterative Anpassung des Modells an signifikante Bildstrukturen
verfolgt. Das Verfahren ist unabha¨ngig von der Auswahl der verwendeten Kra¨fte
und kann durch folgende algorithmische Beschreibung dargestellt werden:
Lokale Anpassung des aktiven Konturmodells
1. Gegeben ist eine mit Hilfe des wissensbasierten Formmodells bestimmte In-
itialkontur v0.
2. Falls die regionenbasierte Ballonkraft ~F b verwendet wird, kann an dieser
Stelle eine bildadaptive Scha¨tzung der Funktion db erfolgen.
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3. Fu¨hre ein Resampling der Kontur gema¨ß der Parameter Lmin und Lmax
durch.
4. Berechne fu¨r jeden Modellknoten vi die einzelnen Kra¨fte ~F
d(vi), ~F
f(vi),
~F b(vi), ~F
l(vi) und ~F
e(vi) sowie die Gesamtkraft in Abha¨ngigkeit von der
Reibung ∆vi
∆I =
1
β
~F (vi).
5. Fu¨hre die Knotenbewegungen durch, so dass zum Iterationszeitpunkt I+∆I
vi = vi + ∆vi ist.
6. Falls das Konvergenzkriterium noch nicht erfu¨llt ist, gehe zu 3.
7. Gebe die Ergebniskontur v aus.
Anhand der Iterationsschritte I findet eine finite Approximation der Knotenbe-
wegung ∆vi in feste Zeitabschnitte ∆I statt. Zu jedem Zeitpunkt I werden die
verschiedenen Kra¨fte, die auf die einzelnen Modellknoten wirken, fu¨r die zuna¨chst
statische Objektrepra¨sentation berechnet. Dadurch wird die Bewegung ∆vi der
Knoten induziert, so dass die Kontur sich den relevanten Bildstrukturen anna¨hern
kann.
Falls die Ergebniskontur v zum Zeitpunkt I + ∆I einem bestimmten Konver-
genzkriterium genu¨gt, wird das Verfahren abgebrochen. Als Konvergenzkriterium
wird die Summe der Knotenbewegungen |∆vi| u¨ber alle Knoten vi verwendet. Fa¨llt
diese unter einen bestimmen Wert, so dass
∑ |∆vi| < ε, wird das Verfahren abge-
brochen.
3.6 Generierung von Trainingsdaten
Dieses Kapitel befasst sich mit der Erstellung von Trainingsdaten fu¨r die wissens-
basierten Modelle aus Kapitel 3.3 und 3.2. Es muss zwischen den verschiedenen
Arten von Trainingsdaten unterschieden werden. Fu¨r das wissensbasierte Bildmo-
dell werden Trainingsdaten in Form von Grauwertprofilen beno¨tigt. Das wissensba-
sierte Formmodell beno¨tigt je nach Dimension Trainingsdaten aus Konturen oder
Oberfla¨chentriangulationen.
Der manuelle Aufwand fu¨r die Generierung der verschiedenen Trainingsda-
tenmengen ist sehr unterschiedlich. Die Grauwertprofile erfordern den geringsten
Aufwand. Eine manuelle Erstellung einer Trainingsdatenmenge von Konturen ist
ebenfalls mit akzeptablem Aufwand mo¨glich. Bei der Generierung von Trainings-
datenmengen aus Oberfla¨chentriangulationen ist die manuelle Interaktion durch
die Vielzahl der zu bearbeitenden Schichten jedoch betra¨chtlich. Daher muss eine
Unterstu¨tzung durch semiautomatische Verfahren stattfinden, um den Aufwand
auf ein akzeptables Maß zu reduzieren.
Die folgenden Unterkapitel befassen sich mit der Erstellung der verschiedenen
Trainingsdatenmengen. In Kapitel 3.6.1 und Kapitel 3.6.2 wird kurz auf die Erstel-
lung der Grauwertprofile bzw. Trainingskonturen eingegangen. Wesentlich umfang-
reicher stellt sich die semiautomatische Erstellung der Oberfla¨chentriangulationen
dar, die in Kapitel 3.6.3 beschrieben wird.
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3.6.1 Trainingsdaten in Form von Grauwertprofilen
Die Position und Orientierung der Grauwertprofile gi wird durch die Knoten-
punkte vi und den Normalenvektoren ~nvi der Trainingskontur v festgelegt. Die
La¨nge des Profils in Pixeln ergibt sich aus dem Abstandsmaß d, so dass gi =
(g−d, . . . , g0, . . . , gd). Das Vorhandensein der Trainingskontur ermo¨glicht eine auto-
matische Extraktion der Grauwertprofile aus den zum Trainingsobjekt korrespon-
dierenden Bilddaten. Wie Abbildung 3.19 zeigt, findet an jedem Knotenpunkt vi
entlang des Normalenvektors ~nvi eine Abtastung der Bildinformation bis zum fest-
gelegten Maximalabstand d statt.
−d 0 d
g
→
Abb. 3.19: Die schwarz markierten Pixel (links) stellen die Abtastwerte fu¨r das Profil
g (rechts) dar. Der Pfeil im linken Bild symbolisiert den Normalenvektor
d~nvi .
Eine Anforderung, die durch das wissensbasierte Formmodell beru¨cksichtigt wird,
ist die Robustheit der Segmentierung bei schwachen oder nicht vorhandenen
Kanten. Gerade dieser Aspekt fu¨hrt dazu, dass die automatische Auswahl
von Profilen anhand der Trainingsformen nicht Erfolg versprechend ist. Die
fehlende Kanteninformation in Teilbereichen der Trainingsformen fu¨hrt zu einer
Trainingsdatenmenge von Profilen, die mitunter eine hohe Anzahl an Ausreißern
entha¨lt. Solche “flachen” Profile werden als Ausreißer bewertet, da sie keine Kan-
teninformation modellieren und somit nicht zur Anpassung des Gesamtmodells
an die dargestellten Objekte beitragen ko¨nnen. Abbildung 3.20 verdeutlicht die
drastischen Auswirkungen dieses Pha¨nomens auf die Qualita¨t der aus den Profilen
berechneten Templatemodelle. Profile mit relevanter Kanteninformation spannen
eine relativ kleine schmale Ellipse auf. Durch Hinzunahme weniger Ausreißer in
die Trainingsdatenmenge kann die Scha¨tzung fu¨r die Verteilungsparameter sehr
stark vera¨ndert werden, so dass eine wesentlich gro¨ßere Menge von Profilen als
zula¨ssig bewertet wird (große Ellipse).
In der Praxis wirkt sich dieser Sachverhalt auf die Anpassungsfa¨higkeit des Mo-
dells aus. Da Regionen ohne signifikante Kanteninformation ebenfalls als zula¨ssig
bewertet werden, ist das Modell kaum in der Lage, sich an die tatsa¨chlichen
Objektkonturen anzupassen.
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relevante
Kanten-
information
Ausreißer
Abb. 3.20: Ausreißer in der Trainingsdatenmenge fu¨hren zu einer ungu¨nstigen Scha¨t-
zung der Verteilungsparameter, so dass eine sinnvolle Einschra¨nkung der
Modellvariation nicht mehr gegeben ist.
Abhilfe kann eine automatische Vorauswahl der Trainingsprofile schaffen, so dass
Profile mit niedriger Varianz oder kleiner Differenz zwischen minimalem und
maximalem Grauwert aussortiert werden. Diese Vorgehensweise birgt jedoch die
Gefahr, dass bei Objekten, die naturgema¨ß in bestimmten Bereichen schwache
Kanten aufweisen, keine aussagekra¨ftige Menge von Trainingsdaten fu¨r die
Modellbildung zusammengestellt werden kann.
In [Ste01b] wurde daher auf jedes extrahierte Profil ein Standardkantenprofil
gewichtet aufaddiert, so dass eine Modellierung von “flachen” Profilen ausge-
schlossen werden konnte. Nachteil dieser Methode ist jedoch die Vorauswahl des
Standardprofils. Die Gefahr besteht in einer a-priori festgelegten Kantenstruktur,
die unter Umsta¨nden die Modellinformation so stark verzerrt, dass Fehldetektio-
nen von nicht-Objektkanten die Folge sind.
Derartige Schwierigkeiten ko¨nnen durch manuelle Auswahl der Profile auf den
Trainingsdaten vermieden werden. Diese Vorgehensweise erfordert eine interaktive
Festlegung des Zentralpixels g0 sowie der Orientierung normal zur Kantenrichtung.
Fu¨r die Praktikabilita¨t des Verfahrens sind zwei Beobachtungen ausschlaggebend:
1. Organische Strukturen derselben Klasse bestehen aus relativ homogenem
Gewebe. Daher a¨ndert sich die Struktur der Profile u¨ber nahezu die gesam-
te Oberfla¨che des Objekts nur geringfu¨gig. Bei verschiedenen angrenzenden
Strukturen kann es vorkommen, dass in diesen Grenzbereichen signifikant
unterschiedliche Profile zum Rest der Objektoberfla¨che vorliegen. Dennoch
werden insgesamt nur wenige unterschiedliche Templatemodelle fu¨r ein Ob-
jekt beno¨tigt.
2. Die Variabilita¨t des jeweiligen Templatemodells ist sehr gering, was sich an-
hand der geringen Anzahl notwendiger Modellparameter quantifizieren la¨sst.
Daher reichen wenige repra¨sentative Trainingsbeispiele aus, um eine aussa-
gekra¨ftige Stichprobe von Trainingsprofilen zu erhalten.
Anhand dieser Beobachtungen la¨sst sich feststellen, dass mit nur geringem
Interaktionsaufwand eine erfolgreiche manuelle Generierung einer Trainingsda-
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tenmenge von Profilen mo¨glich ist. Ein weiterer Vorteil ist die unabha¨ngige
Entwicklung eines Templatemodells, bevor ein Formmodell vorhanden ist. Solche
Templatemodelle ko¨nnen eine semiautomatische Erstellung von Trainingsdaten
erheblich verbessern, so dass der Interaktionsaufwand fu¨r die Generierung der
Trainingsbeispiele verringert wird (siehe Unterkapitel 3.6.3).
Insgesamt erfordert diese Methodik die Generierung einer objektspezifischen Aus-
wahl verschiedener Trainingsdatenmengen. Durch Kombination der verschiedenen
aus diesen Trainingsdatenmengen berechneten Templatemodelle ko¨nnen fu¨r ein
bestimmtes Objektmodell nach Unterkapitel 3.3.2 nicht lineare Modelle erstellt
werden. Nach Bereitstellung der Templatemodelle und Berechnung des Formmo-
dells muss abschließend noch eine Zuordnung der jeweiligen Modelle auf die Knoten
vi des Formmodells durchgefu¨hrt werden. Aufgrund der geringen Anzahl von ver-
schiedenen Templatemodellen ist dies jedoch mit geringem Aufwand mo¨glich.
3.6.2 Trainingsdatenmengen aus Konturen (2D)
Als zweidimensionale Objektrepra¨sentation ist eine polygonale Darstellung der
Kontur gewa¨hlt worden. Zusa¨tzlich sollen signifikante Bereiche auf der Kontur
durch Landmarken gekennzeichnet werden. Landmarken sind fu¨r die Modellbil-
dung von großer Bedeutung, da auf diese Weise eine eindeutige Zuordnung von
Knotenpunkten auf der Kontur zu anatomischem Merkmalen hergestellt werden
kann. Sie ermo¨glichen eine Verankerung von anatomischen Wissen im Modell.
Abbildung 3.21 zeigt die polygonale Darstellung einer Wirbelko¨rperkontur. Die
Eckpunkte des Wirbelko¨rpers sind durch Landmarken (gro¨ßere Kreise) gekenn-
zeichnet.
Abb. 3.21: Polygonale Darstellung eines Wirbelko¨rpers. Anatomisch signifikante Stel-
len der Kontur sind durch Landmarken (gro¨ßere Kreise) gekennzeichnet.
Die Erstellung der Trainingsdaten fu¨r das klassische Modell erfordert das Set-
zen jeden einzelnen Punktes auf der Objektkontur. Bei komplexeren Objekten
mit gro¨ßeren Anzahlen von Punkten stellt dies einen inakzeptablen Aufwand dar.
Zusa¨tzlich erfordert eine hohe innere Qualita¨t eine a¨quidistante Platzierung der
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Knotenpunkte auf der Kontur. Dies kann bei manueller Interaktion aufgrund der
tangentialen Verschiebungen der Knotenpunkte nur mu¨hsam erreicht werden.
Die uniforme Darstellung der Konturen vi = (vi,1, . . . , vi,n) in der Trainings-
datenmenge V = {v1, . . . ,vm} wird daher durch eine a¨quidistante Interpolation
der Kontur mit einer definierten Anzahl von Punkten zwischen den Landmarken
erreicht. Dies erfordert zwar eine sehr genaue Positionierung der Landmarken, ist
aber aufgrund der geringen Anzahl von Landmarken auf der Kontur vertretbar.
Jede so erzeugte Kontur besteht aus einer festen Anzahl von n Knoten. Die In-
terpolation kann mit verschiedenen Verfahren, wie linearer Interpolation [Coo94a]
oder einem auf Be´zier Kurven basierenden Resampling [Kes01], berechnet werden,
welches auch hier Verwendung findet. Be´zier Kurven oder B-Spline-basierte Ver-
fahren bieten den Vorteil, glattere Kurven bei der Interpolation du¨nn besetzter
Originalkonturen zu erzeugen.
Ein Vorteil der Interpolation ist die Generierung von flexiblen Knotendichten
auf der Kontur. Dadurch ko¨nnen multiskalenbasierte Modelle in ho¨heren Bildska-
len ohne Nutzerinteraktion mit einer geringen Knotendichte generiert werden, was
eine schnellere Anpassung des kleineren Modells an das Bildmaterial ermo¨glicht.
3.6.3 Trainingsdatenmengen aus Oberfla¨chen (3D)
Die Generierung von Trainingsdaten fu¨r das dreidimensionale Modell ist wesentlich
schwieriger und aufwendiger als im zweidimensionalen Fall. Die vollsta¨ndig manu-
elle Erstellung eines einzelnen dreidimensionalen Trainingsobjekts ist bei sukzessi-
ver Bearbeitung aller Schichten vom Aufwand mit der Generierung der gesamten
Trainingsdaten fu¨r ein zweidimensionales Modell vergleichbar. Neben der Gro¨ße
der Datensa¨tze erschwert die komplexe dreidimensionale Topologie der Objekte
die Erstellung der Trainingsdaten erheblich. Allein die visuelle Erfassbarkeit des
gesamten Objekts stellt sich trotz dreidimensionaler Visualisierungstechniken oft-
mals als schwierig heraus.
Neben diesen allgemeinen Aspekten la¨sst sich aus der Literatur eine Reihe von
Kriterien zusammenstellen, die bei der Erstellung von dreidimensionalen Trainings-
datensa¨tzen beru¨cksichtigt werden mu¨ssen [dB01, Dic01]:
1. Sehr aufwendige Erstellung von Trainingsdaten, da fu¨r einen Datensatz eine
Vielzahl von Schichten bearbeitet werden mu¨ssen.
2. Tangential zur Schnittebene verlaufende Strukturen ko¨nnen bei einer schicht-
weisen Segmentierung nur schwer erfasst werden.
3. Dreidimensionale Objekte variieren in drei Raumrichtungen. Daher muss die
Trainingsdatenmenge im Allgemeinen gro¨ßer sein als im zweidimensionalen
Fall.
4. Ein grundsa¨tzliches Problem stellt die Korrespondenzherstellung zwischen
verschiedenen Objekten und deren Landmarken in der Trainingsdatenmenge
dar.
3.6. Generierung von Trainingsdaten 127
Das in diesem Kapitel vorgestellte Verfahren beru¨cksichtigt die angefu¨hrten
Aspekte und stellt Lo¨sungen fu¨r die daraus resultierenden Probleme vor. An
dieser Stelle findet zuna¨chst eine Bewertung und Einordnung der genannten
Kriterien statt.
zu 1: Aufwendige Generierung der Trainingsdaten
In der Mehrzahl der vero¨ffentlichten Arbeiten werden die Trainingsdaten als
gegeben angenommen und nicht weiter auf die semiautomatische Erstellung ein-
gegangen [Kel99, Lor00, Li01, Pek01, Dav02]. Die oftmals sehr geringen Anzahlen
von Trainingsdaten (16 Rattennieren und 8 Vorderho¨rner des Seitenventrikels des
Gehirns [Dav02], 4 Volumendatensa¨tze einer Mango [Dic01], 10 Datensa¨tze des
rechten Lungenflu¨gels [Li01]) lassen vermuten, dass die manuelle Segmentierung
mit einem erheblichen Aufwand verbunden war.
Daher ist wegen der Gro¨ße der Datensa¨tze eine semiautomatische Seg-
mentierung zwingend erforderlich. Hierbei sind Verfahren interessant, die die
Benutzerinteraktion auf ein Minimum reduzieren.
zu 2: Schichtweise Bearbeitung der Datensa¨tze
Eine weitere Anforderung an die semiautomatische Segmentierung ist die Koha¨-
renz der generierten Objekte. Eine schichtweise Segmentierung in Regionen, in
denen die Objektoberfla¨che nahezu tangential zur Schnittebene verla¨uft, ist nur
schwer mo¨glich. Zusa¨tzlich ist die Verknu¨pfung einzelner polygonaler Schichten
je nach Komplexita¨t der Objekte nicht immer eindeutig lo¨sbar. Daher erfolgt die
prima¨re Darstellung der Trainingsobjekte auf Voxelbasis, so dass eine Verknu¨pfung
benachbarter Schichten durch Triangulation der Knotenpunkte entfa¨llt.
Die semiautomatische Markierung der Trainingsobjekte muss durch radio-
logisch geschultes Fachpersonal erfolgen. Eine schichtweise Bearbeitung der
Datensa¨tze kommt der Arbeitsweise dieses Personenkreises am ehesten entgegen.
Daher ist eine gleichzeitige Ansicht sowie Bearbeitung der 3D-Bilder in drei
zueinander orthogonalen Schnittebenen notwendig, so dass die Problematik des
tangentialen Verlaufs der Oberfla¨che zur Schnittebene behoben wird.
zu 3: Gro¨ße der Trainingsdatenmenge
In Kapitel 3.2.3 konnte gezeigt werden, dass selbst bei großer Trainingsdatenmenge
eine Restungenauigkeit des wissensbasierten Formmodells in der Segmentierung
unbekannter Objekte besteht. Damit dennoch eine Feinanpassung der Kontur
mo¨glich wird, ist ein aktives Konturmodell notwendig. Die Integration des aktiven
Konturmodells in das Objektmodell erweist sich besonders bei einer geringen
Anzahl von Trainingsdaten als Vorteil, da die Anpassung mit Hilfe des AKM
kleinere Fehlsegmentierungen des wissensbasierten Modells korrigieren kann8.
Ein weiterer Aspekt ist die Vergro¨ßerung der Trainingsdatenmenge durch die
Hinzunahme von bereits segmentierten Ergebniskonturen. Nach Feinanpassung
8Fu¨r ein initiales dreidimensionales Modell werden in der Regel nur etwa 20 Trainingsformen
beno¨tigt.
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durch das AKM stellt die Ergebniskontur eine fu¨r das wissensbasierte Formmodell
unbekannte Form dar, so dass ihre Hinzunahme eine echte Vergro¨ßerung der
Formvariabilita¨t des Modells bewirkt. Durch erneute Berechnung des Modells
und Scha¨tzung der unteren Schranke Dmax auf Basis des maximalen Fehlers
nach Kapitel 3.2.3 kann die Robustheit des kombinierten Objektmodells weiter
gesteigert werden.
zu 4: Herstellung der Knotenkorrespondenz
Wie in Kapitel 2.3.2 beschrieben, existieren in der Literatur fu¨r die
Herstellung der Knotenkorrespondenz eine Reihe verschiedener Ansa¨tze
[Kel99, Dic01, Pek01, Lam02]. Die Modellierung von beliebigen Objekttopo-
logien erfordert die Verwendung eines Formprototypen [Lor00]. Die geforderte
eindeutige Knotenkorrespondenz zwischen den Trainingsformen wird durch eine
nicht rigide Anpassung des Formprototypen auf jedes Trainingsdatum erreicht.
Ein weiterer Aspekt ist die Mo¨glichkeit der direkten Positionierung von Landmar-
ken auf der Oberfla¨che des Prototypen, so dass signifikante Bereiche gesondert
gekennzeichnet werden ko¨nnen.
Das in den folgenden Abschnitten vorgestellte Verfahren stellt in dieser Form eine
Neuerung in der Erstellung dreidimensionaler Trainingsdaten dar.
Es gliedert sich in drei Teilbereiche: Zuna¨chst wird in Abschnitt 3.6.3.1 auf
die semiautomatische Segmentierung von Voxeldatensa¨tzen eingegangen. Nach Er-
stellung der Voxeldatensa¨tze wird aus einem Datensatz der Formprototyp fu¨r das
Modell erstellt (Abschnitt 3.6.3.2). Abschließend wird in Abschnitt 3.6.3.3 die An-
passung des Formprototypen auf jeden Voxeldatensatz fu¨r die Herstellung der Kno-
tenkorrespondenz beschrieben.
3.6.3.1 Semiautomatische Generierung von Voxeldatensa¨tzen
Fu¨r eine intuitive Benutzerfu¨hrung ist eine schichtweise Bearbeitung des 3D-
Datensatzes erforderlich. Oberstes Ziel ist es, die manuelle Interaktion bei der
Segmentierung auf ein Minimum zu reduzieren. Zuna¨chst wird kurz eine Auswahl
semiautomatischer Segmentierungsverfahren vorgestellt, die bereits weite Verbrei-
tung in der medizinischen Bildverarbeitung gefunden haben. Anschließend wird
die in dieser Arbeit verwendete Methode detailliert vorgestellt.
Semiautomatische Segmentierungsverfahren
Die medizinische Bildverarbeitung bietet eine große Auswahl semiautomatischer
Segmentierungstechniken an. Hier werden die wichtigsten Verfahren herausgegrif-
fen und ihre Tauglichkeit bezu¨glich der Segmentierung von Trainingsdatensa¨tzen
bewertet.
Organische Strukturen, die sich deutlich vom Hintergrund abheben, ko¨n-
nen mit Regionen- bzw. Volumenwachstumsverfahren segmentiert werden
[Sch92, Ada94, Cha94, Sun00]. Diese Verfahren erfordern das Setzen von Saat-
punkten in die zu segmentierenden Regionen. Eine Segmentierung der dargestellten
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Objekte erfolgt durch Vergro¨ßerung der initialen Regionen (Saatpunkte) unter
Hinzunahme von Nachbarpixeln, die bestimmten Homogenita¨tskriterien genu¨gen.
Bei undeutlicher Kantenstruktur der Objekte besteht jedoch die Gefahr des
“Ausblutens” in die umliegenden Gebiete [Sch99]. Bei Objekten mit schwachem,
teilweise unterbrochenem Kantenverlauf fu¨hren solche Verfahren nicht zum Erfolg
und sind daher fu¨r die Erstellung der Trainingsdaten ungeeignet.
Ein anderer Ansatz, der ohne das Setzen von Saatpunkten auskommt,
ist die hierarchische Wasserscheidentransformation [Weg98, Bue00, Sch00b].
A¨hnliche Methoden, die ebenfalls eine Dekomposition des Bildes in Regionen
vornehmen, sind die morphologischen Clusterverfahren [Thi03]. A¨hnlich dem
Regionenwachstumsverfahren genu¨gen die erzeugten Regionen bestimmten Homo-
genita¨tskriterien. Zusa¨tzlich wird mit Hilfe von Merge-Schritten ein hierarchisches
Clustering der Regionen erreicht, so dass die Dekomposition in verschiedene
Merge-Level mo¨glich wird. Nach Vorverarbeitung des Bildmaterials kann das
Objekt durch manuelle Selektion der entsprechenden Wasserscheidenregionen
bzw. Cluster segmentiert werden [Koh02b]. Ein Nachteil dieser Verfahren ist der
hohe Aufwand fu¨r die dreidimensionale Vorverarbeitung der Bilder. Oftmals findet
jedoch in keinem Merge-Level eine zufriedenstellende Separation des Objekts
durch die erzeugten Regionen statt, so dass bei U¨bersegmentierung eine große
Anzahl von Regionen markiert werden muss und bei Untersegmentierung eine
Nachbearbeitung der gewa¨hlten Regionen notwendig wird.
Andere Ansa¨tze, die eine interaktive Steuerung der Segmentierung zulassen,
sind die Live-Wire-Verfahren [Fal98, Mor98]. Sie fu¨hren ein Tracking der Kontur
anhand von manuell gesetzten Punkten durch. Dies erfordert jedoch eine hohe
Benutzerinteraktion in jeder zu bearbeitetenden Schicht. Es existieren daher einige
dreidimensionale Erweiterungen, die eine Propagation der Kontur in die na¨chste
Schicht durchfu¨hren, um den Interaktionsaufwand zu vermindern [Fal97, Sch01a].
Solche Verfahren ko¨nnen den Interaktionsaufwand bereits stark senken. Bei sehr
inhomogenem Kantenverlauf ist dennoch eine große Zahl von Fu¨hrungspunkten
notwendig.
Neben den vorgestellten Standardverfahren existieren auch noch einige indi-
viduelle Varianten, wie zum Beispiel die Methode von Wolf et al. [Wol03].
Nach manueller Segmentierung einiger zueinander orthogonaler Schichten, ko¨nnen
durch eine Interpolation die verbleibenden Zwischenra¨ume des Objekts aufgefu¨llt
werden. Bei komplexen dreidimensionalen Objekten mu¨ssen jedoch sehr viele
Schichten vollsta¨ndig manuell markiert werden, so dass der Interaktionsaufwand
betra¨chtlich ansteigt.
Semiautomatische Segmentierung mit aktivem Konturmodell
Die im vorangegangenem Abschnitt vorgestellten Verfahren haben den gemeinsa-
men Nachteil, dass sie kein oder nur wenig Modellwissen u¨ber die dargestellten
Objekte verwenden. Viele der Verfahren orientieren sich anhand von Gradienten-
information, so dass keine objektspezifischen Kantenstrukturen erkannt werden
ko¨nnen. Dies fu¨hrt zu einer ungenauen und auch fehleranfa¨lligen Segmentierung
der Objekte. Daher versucht das im Folgenden vorgestellte semiautomatische
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Segmentierungsverfahren mo¨glichst viel des bereits verfu¨gbaren a-priori Wissens
in ein Modell zu integrieren, so dass die Gefahr von Fehlsegmentierungen drastisch
gemindert und damit auch die Benutzerinteraktion reduziert werden kann.
Die schichtweise Segmentierung der Datensa¨tze erfolgt durch ein angepasstes zwei-
dimensionales diskretes aktives Konturmodell (vgl. Kapitel 3.5). Wesentlicher Vor-
teil des verwendeten Modells ist die Integration von objektspezifischer Kantenin-
formation in Form von Templatemodellen. Bevor eine semiautomatische Segmen-
tierung stattfinden kann, ist eine Generierung der notwendigen Templatemodelle,
wie in Unterkapitel 3.6.1 beschrieben, erforderlich. Da die Templatemodelle eben-
falls fu¨r die spa¨tere vollautomatische Segmentierung verwendet werden, stellt dies
keinen Mehraufwand dar.
Fu¨r die semiautomatische Segmentierung ist noch kein Formwissen verfu¨gbar,
so dass die Gewichtung der Formkraft wf(vi) fu¨r alle Knotenpunkte vi auf Null ge-
setzt wird. Andere Kra¨fte, wie die landmarkengesteuerte Knotenbewegung, werden
ebenfalls noch nicht beno¨tigt, so dass wl(vi) = 0 gesetzt wird. Die regionenbasier-
te Ballonkraft ist fu¨r die Bewegung der Kontur in Bereichen ausschlaggebend,
in denen keine der anderen Kra¨fte eine Bewegungsrichtung induziert. In diesem
Segmentierungsszenario kann jedoch angenommen werden, dass sich die gesuchten
Objektgrenzen nur wenige Pixel vom aktuellen Konturverlauf entfernt befinden, so
dass die Berechnung der Ballonkraft entfallen kann (wb = 0). Insgesamt kann auf-
grund des modularen Charakters des diskreten aktiven Konturmodells die Berech-
nung der Kraft ~F voxel(vi), die auf jeden Konturknoten vi wirkt, unter Verwendung
der Deformationkraft und des Bildeinflusses wie folgt zusammengesetzt werden:
~F voxel(vi) = w
d ~F d(vi) + w
e ~F e(vi) (3.45)
Die Initialisierung des Modells erfolgt durch manuelle Segmentierung einer ein-
zelnen Schicht. Aufgrund der Koha¨renzprobleme bei der Verknu¨pfung von poly-
gonalen zweidimensionalen Konturen benachbarter Schichten wird eine Voxelre-
pra¨sentation verwendet. Das Objekt wird damit durch eine zusammenha¨ngende
Menge von Voxeln dargestellt, die durch eine 6er Nachbarschaft verbunden sind
(siehe Abbildung 3.22). Andere Nachbarschaftsrelationen, wie die 26er- oder 18er-
Nachbarschaft fu¨hren zu Inkonsistenzen in der Objekttopologie. Solche Nachbar-
schaftskonzepte erlauben beispielsweise eine gegenseitige Durchdringung bei gleich-
zeitigem Zusammenhang der Objekte.
Bevor die Segmentierung mit dem aktiven Konturmodell erfolgen kann, werden in
der gewa¨hlten Schicht die zum Objekt geho¨rigen Voxel markiert. Diese Voxeldar-
stellung kann auch als zweidimensionale Pixeldarstellung aufgefasst werden, so
dass sie durch einen Tracer-Algorithmus [Leh97] in eine polygonale Darstellung
transformiert werden kann. Je nach Topologie und Anzahl der Zusammenhangs-
komponenten9 werden durch den Tracer-Algorithmus verschiedene Anzahlen von
9Die Zusammenhangskomponenten werden als D-zusammenha¨ngend aufgefasst [Leh97]. In
D-zusammenha¨ngenden Regionen sind alle Pixel jeweils u¨ber mindestens eine Kante mit einem
Nachbarpixel der Region verbunden.
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Abb. 3.22: Verschiedene Nachbarschaftskonzepte in der dreidimensionalen Voxeldar-
stellung. Links: 26er Nachbarschaft, Voxel sind u¨ber Ecken, Kanten und Fla¨-
chen verbunden. Mitte: 18er Nachbarschaft, Verbindung u¨ber Kanten und
Fla¨chen. Rechts: 6er Nachbarschaft, hier ist eine Verbindung ausschließlich
u¨ber Fla¨chen erlaubt.
sich nicht-schneidenden geschlossenen Polygonen (v1, . . . ,vn) erzeugt. Anschlie-
ßend findet eine Propagation der Polygone in die benachbarte Schicht und eine
Optimierung durch das aktive Konturmodell statt. Die Ru¨cktransformation der
Polygone in eine Voxeldarstellung erfolgt durch Fu¨llung der Konturen mit Hilfe
eines Scan-Line Verfahrens [Fol97]. Als algorithmische Beschreibung stellt sich
das Verfahren wie folgt dar:
Semiautomatische Segmentierung des 3D-Datensatzes
1. Gegeben ist eine initiale Schicht Si mit einer Menge von markierten Voxeln
Vi.
2. Berechne mit dem Tracer-Algorithmus aus Vi eine Menge von geschlossenen
Konturen (v1, . . . ,vn).
3. Fu¨hre ein Resampling der Konturen durch.
4. Propagiere die Konturen in die benachbarte Schicht Si+1 und fu¨hre eine
sukzessive Optimierung aller Konturen mit Hilfe des aktiven Konturmodells
durch.
5. Berechne mit Hilfe des Scan-Line Verfahrens aus den Konturen (v1, . . . ,vn)
eine Menge von markierten Voxeln Vi+1.
6. Wenn no¨tig, korrigiere das Ergebnis durch manuelle Interaktion.
7. Setze i = i+1 und gehe zu 2, falls noch weitere zu segmentierende Schichten
existieren.
Fu¨r die Optimierung mit dem aktiven Konturmodell sind wegen der bereits sehr
genauen Positionierung der Kontur nur wenige Iterationen erforderlich. Daher
kann das Verfahren bereits nach drei Schritten abgebrochen werden.
Der Tracer-Algorithmus erzeugt Konturen mit einem mittleren Knotenabstand
benachbarter Knoten von weniger als einem Pixel Distanz. Fu¨r eine ho¨here
Geschwindigkeit der Segmentierung ist daher ein Resampling der Kontur sinnvoll,
welches die Knotendichte vermindert. Werte von Lmin = 2 und Lmax = 4
Pixeldurchmessern haben sich fu¨r das Resampling als gu¨nstig herausgestellt.
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Insgesamt kann durch die Verwendung des aktiven Konturmodells mit den objekt-
spezifischen Grauwerttemplates der Interaktionsaufwand deutlich gesenkt werden.
Bei einem Topologiewechsel der Objektform zwischen benachbarten Schichten ist
jedoch in jedem Fall eine Benutzerinteraktion notwendig, da das verwendete aktive
Konturmodell keine Topologiewechsel beherrscht. Auf Topologiewechsel wurde be-
wusst verzichtet, da durch den quadratischen Aufwand10 fu¨r die Schnittdetektion,
die Wartezeit zwischen den Schichtwechseln zu stark ansteigt.
Abb. 3.23: Das Fortschreiten der schichtweisen Segmentierung (die aktuelle Schicht ist
sta¨rker umrandet) wird durch die linke Bildserie veranschaulicht. In der
rechten Abbildung ist das Endergebnis inklusive der Landmarken (weiße
Punkte) dargestellt.
Die Segmentierung einer einzelnen Schicht erfolgt im Subsekundenbereich, so dass
eine zu¨gige sukzessive Bearbeitung der Schichten mo¨glich wird. Zusa¨tzlich kann
bei Bedarf auf eine andere Betrachtungsebene umgeschaltet werden, so dass sich
tangential zur Schnittebene verlaufende Strukturen besser segmentieren lassen.
Abbildung 3.23 zeigt den Verlauf der semiautomatischen Segmentierung in axialen
Schichten des linken Herzventrikels.
Neben der reinen schichtweisen Segmentierung ko¨nnen zusa¨tzlich Landmarken auf
dem Voxeldatensatz positioniert werden. Es hat sich als gu¨nstig erwiesen, neben
der Platzierung in der zweidimensionalen Schichtdarstellung auch eine Positionie-
rung der Landmarken direkt in der dreidimensionalen gerenderten Darstellung zu
erlauben. Zusa¨tzlich muss eine eindeutige Reihenfolge der Landmarken fu¨r die Kor-
respondenzherstellung beachtet werden. Im rechten Teilbild von Abbildung 3.23
sind die Landmarken in der Klappenebene des Herzventrikels durch weiße Punkte
markiert.
10Bei einer Kontur mit n Kantenelementen werden
(
n
2
)
Vergleiche fu¨r die Schnittdetektion
beno¨tigt.
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3.6.3.2 Erstellung des Formprototypen
Das im vorangegangenen Abschnitt dargestellte Verfahren ermo¨glicht eine ver-
gleichsweise schnelle Segmentierung der Datensa¨tze. Die auf diese Weise generierte
Trainingsdatenmenge ist fu¨r die Modellbildung in dieser Form jedoch ungeeignet.
Nach Kapitel 3.1 stellt die Oberfla¨chentriangulation die gu¨nstigste Art der Ob-
jektrepra¨sentation dar. Eine solche Oberfla¨chentriangulation kann aus einer Voxel-
repra¨sentation mit Hilfe des Marching Cubes Verfahrens [Lor87] berechnet werden.
Die mit dem Marching Cubes Verfahren erzeugten Triangulationen weisen aber
zwei signifikante Nachteile auf: Einerseits wird eine maximal genaue Triangulation
des Objekts durchgefu¨hrt, was zu einer sehr hohen Anzahl11 von Knotenpunkten
und Dreiecken fu¨hrt. Andererseits kann es durch die prima¨r anisotrope Voxeldar-
stellung in der lateralen12 und sagittalen13 Ansicht zu Spru¨ngen in der Objekt-
oberfla¨che kommen, die ebenfalls durch das Marching Cubes Verfahren abgebildet
werden.
Daher ist ein Resampling und eine Gla¨ttung der Oberfla¨chentriangulation not-
wendig. Dies erfolgt wiederum nach Auswahl geeigneter Kra¨fte mit Hilfe eines
angepassten aktiven Konturmodells. Die Gesamtkraft ~F proto(vi) fu¨r jeden Knoten
vi des Modells stellt sich wie folgt dar:
~F proto(vi) = w
d ~F d(vi) (3.46)
Das aktive Konturmodell fu¨r die Gla¨ttung des Prototypen besteht lediglich aus der
Resampling-Komponente und der Deformationskraft. Da die Deformationskraft
eine formstabile Kraft ist, tritt keine Schrumpfung der Modellkontur auf. Durch
Resampling der Oberfla¨chentriangulation ko¨nnen Knoten mit niedriger, aber auch
sehr hoher Valenz auftreten. Nach dem Resampling ist es daher sinnvoll, die in
Kapitel 3.1 verwendeten Operationen fu¨r die Homogenisierung der Knotenvalenz
anzuwenden.
Eine Anwendung dieser Methode auf jeden Voxeldatensatz der Trainingsda-
tenmenge fu¨hrt jedoch nicht zum Erfolg. Nach Anwendung des Marching Cubes
Verfahrens sowie des Resamplings und Gla¨ttung mit dem aktiven Konturmodell
enthalten alle Ergebnistriangulationen eine unterschiedliche Anzahl von Kno-
tenpunkten, so dass keine 1:1-Knotenkorrespondenz besteht. Es existieren zwar
eine Reihe von Verfahren, die eine solche geforderte Korrespondenz erzeugen
ko¨nnen [Gre98, Lee99]. Diese Methoden erfordern jedoch ebenfalls eine Definition
von Landmarken auf den Ausgangstriangulationen, so dass eine mitunter hohe
Benutzerinteraktion unvermeidbar wird.
Im Gegensatz zur Korrespondenzherstellung zwischen zwei beliebigen Oberfla¨chen-
triangulationen gleichen Geschlechts wird lediglich ein prototypischer Datensatz
ausgewa¨hlt. Die Transformation aller Voxeldatensa¨tze in triangulierte Oberfla¨chen
11Die mit einem Marching Cubes Verfahren erzeugte Triangulation des Herzventrikels aus
Abbildung 3.23 besteht aus ca. 870.000 Dreiecken.
12lateral: seitlich, von der Mitte(llinie) abgewandt.
13sagittal: frontal, anteroposteriore = a.p. bzw. posteroanteriore = p.a. Aufnahme.
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entfa¨llt, da die notwendige Korrespondenz u¨ber ein Warping dieses Formprototy-
pen auf alle anderen Voxeldatensa¨tze hergestellt wird. Bei der Auswahl des Form-
prototypen ist wiederum medizinisches Fachwissen unerla¨sslich. Damit das War-
ping des Formprototypen auf jeden Datensatz der Trainingsdatenmenge durch eine
im Mittel minimale Deformation erreicht wird, muss der ausgewa¨hlte Datensatz
der zu erwartenden mittleren Form mo¨glichst a¨hnlich sein. Diagnosen von medi-
zinischen Bildern finden durch Vergleiche mit einem unvollsta¨ndigen, aber stetig
fortgeschriebenen Modell der Normalita¨t statt [Tag97b]. Ein Formprototyp, der
diesem Modell der Normalita¨t am ehesten entspricht, ist daher fu¨r die Vorverar-
beitung der Trainingsdaten am besten geeignet.
Abbildung 3.24 zeigt das Endergebnis nach Anwendung des Marching Cubes
Verfahrens (Mitte) sowie Gla¨ttung und Resampling durch das aktive Konturmodell
(rechts).
Abb. 3.24: Erstellen des Formprototypen anhand eines ausgewa¨hlten Voxeldatensat-
zes (links). Oberfla¨chentriangulation durch das Marching Cubes Verfahren
(Mitte). Endergebnis nach Gla¨ttung und Resampling durch aktives Kontur-
modell (rechts).
3.6.3.3 Warping des Formprototypen
Die Berechnung des Formmodells erfordert eine Trainingsdatenmenge mit be-
stimmten Eigenschaften. Ausgangspunkt fu¨r die Generierung der Trainingsdaten
sind die an dieser Stelle verfu¨gbaren semiautomatisch markierten Voxeldatensa¨tze
und der triangulierte Formprototyp. Ziel ist es, durch eine flexible Deformation des
Formprototypen vF eine Anpassung auf jeden Voxeldatensatz d der Trainingsda-
tenmenge zu erreichen. Gesucht ist damit eine Koordinatentransformation f(vF),
die die folgenden Bedingungen erfu¨llt:
• Nach Anpassung des Formprototypen auf jeden Voxeldatensatz muss eine
1:1-Knotenkorrespondenz der Knotenpunkte sichergestellt werden ko¨nnen.
Daher mu¨ssen die Knotenanzahl und die Kantenrelationen des Prototypen
wa¨hrend des Warpings erhalten bleiben.
• Die Landmarken auf dem Formprototypen vFi mu¨ssen nach einem War-
ping mit den Landmarken des Voxeldatensatzes vdi identisch sein, so dass
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vFi − vdi = 0 ist. Bei einigen organischen Strukturen ist eine eindeutige Lo-
kalisation von Landmarken jedoch sehr schwierig, so dass ebenfalls eine An-
passung eines landmarkenfreien Formprototypen mo¨glich sein muss.
• Die Verteilung der Knotenpunkte soll nach der Anpassung mo¨glichst homo-
gen sein.
Fu¨r die Lo¨sung des Anpassungsproblems wird ein zweistufiges iteratives Verfahren
angewendet. Zuna¨chst erfolgt eine globale affine Ausrichtung des Formprototypen
auf den Voxeldatensatz. Anschließend findet eine lokale Feinanpassung mit einem
aktiven Konturmodell statt.
Globale affine Ausrichtung
Bei der affinen Ausrichtung mu¨ssen zwei Fa¨lle unterschieden werden. Falls
das Modell Landmarken besitzt, kann die bereits vorhandene Korrespondenz
zwischen den Landmarken der beiden Objekte verwendet werden. Die affinen
Transformationsparameter werden durch affine Normierung (siehe Anhang C) der
Landmarken vFi des Formprototypen v
F auf die entsprechenden Landmarken vdi
des Voxeldatensatzes d berechnet.
Falls keine Landmarken vorhanden sind, wird zuerst eine grobe Scha¨tzung der
affinen Parameter durch U¨berdeckung des Schwerpunktes und Ausrichtung der
Haupttra¨gheitsachsen durchgefu¨hrt. Eine eindeutige Bestimmung der Tra¨gheits-
achsen ist bei nahezu rotationssymmetrischen Ko¨rpern nicht mo¨glich, so dass eine
manuelle Ausrichtung erforderlich wird [Kes01]. Anschließend wird eine genauere
globale Anpassung durch den Iterative Closest Point Algorithmus erreicht.
Lokale Anpassung durch aktives Konturmodell
Die globale Ausrichtung des Formprototypen minimiert nur den affinen Ap-
proximationsfehler. Eine lokale Feinanpassung des Formprototypen unter
Beru¨cksichtigung der Anforderungen an die Koordinatentransformation f(vF)
wird mit Hilfe eines angepassten aktiven Konturmodells durchgefu¨hrt.
Das Bildpotential ist durch den Voxeldatensatz d definiert, so dass die externe
regionenbasierte Ballonenergie ~F b wie folgt definiert werden kann:
db(vi) =
{ −1, wenn vi = (xi, yi) 6∈ d,
1, sonst.
(3.47)
Die Ballonenergie induziert an jedem Modellknoten einen Außendruck, wenn er
sich außerhalb und umgekehrt einen Innendruck, wenn er sich innerhalb des Voxel-
datensatzes befindet. Somit kann fu¨r jeden Knoten eine Vorzugsrichtung definiert
werden, die eine Knotenbewegung in Richtung der Objektkanten sicherstellt.
Die geforderte Glattheit und Homogenita¨t der Knotenverteilung wird durch die
Deformationskraft ~F d erreicht. Die Gewichtung wd sollte dabei so gewa¨hlt werden,
dass einerseits signifikante Formmerkmale erhalten werden, andererseits die Spru¨n-
ge bedingt durch die Anisotropie der Daten ausgeglichen werden.
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Die Deckungsgleichheit korrespondierender Landmarken wird durch die landmar-
kengesteuerte Knotenbewegung ~F l erreicht. Die Gewichtung der einzelnen Land-
marken erfolgt mit Hilfe von Gleichung 3.40. Insgesamt ergibt sich fu¨r die Kraft
~F warp des hier verwendeten aktiven Konturmodells folgende Summe:
~F warp = wb ~F b + wd ~F d + wl ~F l (3.48)
Bei landmarkenfreien Modellen vereinfacht sich die Gesamtkraft zu ~F warp =
wb ~F b + wd ~F d. Durch Iteration dieses Verfahrens wird eine genaue Anpassung
des Formprototypen vF auf den Voxeldatensatz d erreicht, die den Bedingun-
gen des Warpings Rechnung tra¨gt. Hierbei ist jedoch zu beachten, dass wa¨hrend
der gesamten Anpassung mit Hilfe des Konturmodells kein Resampling des Form-
prototypen stattfinden darf, weil dadurch die Knotenkorrespondenz zersto¨rt wird.
Des Weiteren zeigte sich, dass Landmarken einen stabilisierenden Effekt auf das
Warping haben. Abbildung 3.25 zeigt ausgehend von der globalen affinen Aus-
richtung verschiedene Zwischenschritte des Warpings eines Formprototypen des
linken Herzventrikels. Die beiden Teilbilder unten rechts zeigen das Endergebnis
des Verfahrens und den Referenzvoxeldatensatz.
Abb. 3.25: Halbtransparente Darstellung eines Warpings des Formprototypen nach glo-
baler affiner Ausrichtung (oben links) auf den Voxeldatensatz (unten rechts).
3.7 Modellbasierte Segmentierung
In der Spezifikation des Modells (Kapitel 2.6) ist deutlich geworden, dass eine
Kombination aus wissensbasiertem Formmodell und aktivem Konturmodell
eine hinreichende Robustheit und gleichzeitig ausreichende Genauigkeit der
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Segmentierung leisten kann. Daher wurde in der Entwicklung des wissensbasierten
Objektmodells ein modulares Konzept verfolgt, das eine flexible Kombination
der verschiedenen Komponenten zu einem Gesamtmodell ermo¨glicht. Diese
Vorteile der Modularita¨t sind bereits in Kapitel 3.6 deutlich geworden, in dem
verschiedene Kombinationen von Kra¨ften des aktiven Konturmodells zusammen
mit dem wissensbasierten Bildmodell fu¨r die Erstellung der Trainingsdaten des
wissensbasierten Formmodells verwendet worden sind. Neben der Modularita¨t
der Modellstruktur stehen verschiedene globale und lokale Optimierungsverfahren
zur Verfu¨gung, die eine Anpassung des Modells an die dargestellten Strukturen
ermo¨glichen.
In diesem Kapitel wird die Anwendung des Modells auf Segmentierungsaufgaben
in der klinischen Routine schematisiert. Fu¨r die Anwendbarkeit muss das Modell
jedoch einer Reihe von Anforderungen aus dem klinischen Umfeld genu¨gen, die im
Folgenden spezifiziert werden:
• Das Verfahren muss auch fu¨r technisch nicht geschulte Benutzer anwendbar
sein.
• Die Benutzerinteraktion sollte mo¨glichst gering sein.
• Eine zuverla¨ssige Segmentierung klinischen Bildmaterials der ta¨glichen Rou-
tine muss gewa¨hrleistet sein.
Bei den Endnutzern handelt es sich um medizinisch geschultes Personal, das
u¨ber kein Expertenwissen aus der medizinischen Bildverarbeitung verfu¨gt. Daher
muss das Modell ohne jedes technische Wissen anwendbar sein. Methoden, die
medizinisches Wissen in eine technische Parametrierung des Modells umwandeln,
sollten vor dem Endnutzer verborgen bleiben. Daher wird hier konsequent die
Integration von Form- und Bildwissen in das Modell verfolgt, so dass medizinisches
Expertenwissen nur in der Trainingsphase beno¨tigt wird.
Gravierender Nachteil von interaktiven Methoden ist die fehlende Reprodu-
zierbarkeit der Ergebnisse. Mitunter ko¨nnen geringfu¨gige Unterschiede in der
manuellen Modellinitialisierung zu signifikant unterschiedlichen Analyseergeb-
nissen fu¨hren. Solche Methoden sind aufgrund ihres “willku¨rlichen” Charakters
fu¨r den klinischen Einsatz inakzeptabel. Der einzig gangbare Weg ist, ga¨nzlich
auf Benutzerinteraktion zu verzichten. Als weiterer Vorteil ist der verminderte
Schulungsaufwand der Benutzer zu nennen, die nicht mehr auf die richtige
Initialisierung des Modells trainiert werden mu¨ssen.
Ein an sich selbstversta¨ndlicher Aspekt ist die Robustheit und damit die
Einsetzbarkeit des Verfahrens in der klinischen Routine. Der Nachweis einer
zuverla¨ssigen Segmentierung muss jedoch erst erbracht werden. Die Verwendung
von exemplarischen und zum Teil nicht praxisrelevanten Bildermaterial ist nicht
ausreichend [Cha96]. In vielen Fa¨llen beschra¨nkt sich die Auswahl auf wenige
und qualitativ hochwertige Bilder [Mei00]. Eine Validierung des Verfahrens auf
einem repra¨sentativen Testkorpus ist daher zwingend notwendig. Eine objektive
Bewertung solcher Ergebnisse ist aus verschiedenen Gru¨nden schwierig und wird
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daher im erforderlichen Umfang nicht immer durchgefu¨hrt [Har00]. Nicht zuletzt
ist dies auf fehlende, allgemein verfu¨gbare Testdaten zuru¨ckzufu¨hren, fu¨r die eine
objektive Lo¨sung existiert. Gerade bei medizinischem Bildmaterial ist dieser Gold-
standard nicht erreichbar, so dass eine objektive Validierung nur auf synthetisch
erzeugten Testdaten erfolgen kann [Bre01a, Leh02]. Ein auf synthetischen Daten
durchgefu¨hrter Test kann jedoch nur dann reproduzierbare Ergebnisse erbringen,
wenn die Segmentierung weder auf einer interaktiv bestimmten Initialkontur noch
auf einer manuellen Modellparametrierung beruht.
In den folgenden Abschnitten werden Methoden vorgestellt, die den Einsatz des
Modells in der Segmentierung von Bildmaterial aus der klinischen Routine und
eine Validierung der Ergebnisse ermo¨glichen. Die Anpassung des Modells an das
Bildmaterial durch Kombination verschiedener Optimierungsverfahren wird in Ka-
pitel 3.7.1 vorgestellt. Die Konvergenzeigenschaften des Modells werden maßgeblich
durch die Wahl der Parameter des Modells und des Optimierungsverfahrens beein-
flusst. Kapitel 3.7.2 stellt Regeln fu¨r die Parametrierung des Modells in Hinblick
auf die verschiedenen Segmentierungsaufgaben des Modells auf. Abschließend wird
auf die Validierung des Modells eingegangen (Kapitel 3.7.3). Es werden Kriterien
fu¨r die Bewertung von Segmentierungsergebnissen aufgestellt und ein Verfahren
fu¨r die Generierung von synthetischen Testdaten beschrieben.
3.7.1 Optimierung
Fu¨r das wissensbasierte Objektmodell stehen verschiedene Optimierungsstrategien
zur Verfu¨gung. Eine globale Anpassung eines auf wenige Parameter reduzierten
wissensbasierten Formmodells ist mit einem Simulated Annealing Verfahren oder
einem genetischen Algorithmus erreichbar (vgl. Kapitel 2.4.2 und 3.4.1). Spezielle,
an das Modell angepasste, lokale Verfahren existieren fu¨r beide Teilmodelle
(wissensbasiertes Formmodell: Kapitel 3.4.2, aktives Konturmodell: Kapitel 3.5.4).
Betrachtet man Bilder in Originalauflo¨sung, enthalten diese sehr viele Informa-
tionen und Sto¨rungen, die eine Optimierung des Modells erschweren. Eine weitere
Differenzierung der Segmentierung in eine gro¨ßere Anzahl von Stufen ist daher von
Vorteil. Hierbei spielt die multiskalenbasierte Optimierung (siehe Kapitel 2.4.3)
eine besondere Rolle, da durch die Reduktion der Bildinformation das Konver-
genzverhalten der Optimierung erheblich verbessert wird. Neben der Reduktion
der Bildgro¨ße kann eine Verringerung der Knotenzahl der verwendeten Modelle
die Geschwindigkeit der Optimierung erho¨hen.
Abbildung 3.26 zeigt den schematischen Aufbau des gesamten Optimierungs-
prozesses. Die Anzahl der zu wa¨hlenden Stufen ist abha¨ngig vom jeweiligen Opti-
mierungsproblem und Bildmaterial. Die Auflo¨sung des Bildes in der ho¨chsten Skala
sollte jedoch nicht zu gering gewa¨hlt werden, da ansonsten das Bild zu wenig rele-
vante Informationen fu¨r eine erfolgreiche Anpassung entha¨lt.
In einigen Fa¨llen kann es sinnvoll sein, nach der globalen Optimierung mit
nur wenigen Parametern in den niedrigeren Skalen ebenfalls ein stochastisches
Optimierungsverfahren zu verwenden. Mit Hilfe der Initialkontur aus dem voran-
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gegangenen Schritt kann der Suchbereich eingeschra¨nkt werden, so dass mit einer
ho¨heren Anzahl von Parametern eine weitere Verbesserung der Anpassungsqualita¨t
erreicht werden kann. Im Anschluss an die stochastische Optimierung hat sich eine
Optimierung mit Hilfe der lokalen Anpassung des wissensbasierten Formmodells
als gu¨nstig herausgestellt. Dieses Verfahren ermo¨glicht eine Anpassung des Form-
modells an die dargestellten Strukturen unter Beru¨cksichtigung aller Modellpara-
meter. Fu¨r eine nachfolgende lokale Optimierung durch das aktive Konturmodell
steht damit eine bestmo¨gliche Anpassung an das Bildmaterial zur Verfu¨gung.
hohe Skala
weniger lokale Optima
globale
Optimierung
lokale
Optimierung niedrige Skala
viele lokale Optima
wenige Modellparameter
geringe Genauigkeit
viele Modellparameter
hohe Genauigkeit
Abb. 3.26: Schematische Darstellung der multiskalenbasierten Modelloptimierung u¨ber
mehrere Stufen.
Insgesamt ha¨ngt das Konvergenzverhalten der gesamten Optimierung des wissens-
basierten Objektmodells von der Wahl der aufeinanderfolgenden Einzelschritte ab.
Die Parametrierung und die verwendeten Teilmodelle des wissensbasierten Ob-
jektmodells in den Einzelschritten der Optimierung spielen dabei ebenfalls eine
wesentliche Rolle.
3.7.2 Parametrierung
Dieses Kapitel befasst sich mit der Parametrierung der verschiedenen Teilmodelle
des wissensbasierten Objektmodells. Das Verhalten der Modelle wa¨hrend der
Optimierung wird von unterschiedlichen Faktoren beeinflusst, die bei der Wahl
der Parameter beru¨cksichtigt werden mu¨ssen. In den folgenden Abschnitten
werden Regeln und Strategien aufgestellt, wie die einzelnen Teilmodelle sinnvoll
parametriert werden ko¨nnen.
Parametrierung des wissensbasierten Bildmodells
In CT-Datensa¨tzen werden Objektkanten bedingt durch Partialvolumeneffekte
unscharf abgebildet. Bei Strukturen in Ro¨ntgenbildern nimmt die Scha¨rfe der
Kantenabbildung mit zunehmendem Objekt-Detektor-Abstand ab.
Das wissensbasierte Bildmodell verwendet daher objektspezifische Template-
modelle, um die charakteristischen Eigenschaften im Kantenbereich der Objekte
zu modellieren. Die La¨nge der extrahierten Kantenprofile und damit die Ausdeh-
nung der Templatemodelle in Normalenrichtung (2du + 1) der Objektkontur muss
daher entsprechend groß gewa¨hlt werden, so dass die gesamte Grauwertdynamik
im Kantenbereich durch das Templatemodell erfasst werden kann.
140 3. Das wissensbasierte Objektmodell
Des Weiteren muss bei der Wahl der Templategro¨ße die Bilddimension sowie der
mittlere Knotenabstand beru¨cksichtigt werden. Fu¨r eine robuste Kantendetektion
insbesondere bei einer lokalen Modellanpassung ist die Menge an ausgewerteter
Bildinformation im Kantenbereich ausschlaggebend. Richtwerte fu¨r Breite 2dv + 1
bzw. Ho¨he 2dw + 1 des Templates liefert die mittlere Knotendistanz des Modells.
Eine U¨berlappung benachbarter Templates wird gro¨ßtenteils vermieden, solange
Breite bzw. Ho¨he des Templates geringer als die mittlere Knotendistanz gewa¨hlt
werden.
Im Fall einer multiskalenbasierten Optimierung ist es aufgrund der unterschied-
lichen Bildauflo¨sungen notwendig, in jeder Skala ein individuelles Templatemodell
zu berechnen, das die aktuelle Bildauflo¨sung und den mittleren Knotenabstand
des Modells beru¨cksichtigt. Bei globaler Anpassung des Modells in hohen Bild-
skalen kann es jedoch wegen des hohen Rechenaufwands sinnvoll sein, sich auf
die Verwendung von eindimensionalen Templatemodellen (Profilmodellen) zu
beschra¨nken.
Parametrierung des wissensbasierten Formmodells
Vor der Erstellung der Trainingsdaten fu¨r das wissensbasierte Formmodell muss
die Anzahl der Modellknoten festgelegt werden. Beim zweidimensionalen Modell
erfolgt die Umsetzung dieser Vorgabe durch Interpolation der manuell bestimmten
Konturen, wa¨hrend im dreidimensionalen Fall die Anzahl der Knoten durch den
Formprototypen bestimmt ist. Grundsa¨tzlich ist das erstellte Modell skalierungs-
invariant, so dass die Anzahl der Modellknoten lediglich Auswirkungen auf die
Qualita¨t der Formapproximation hat. Dennoch kann es sinnvoll sein, im Fall
einer multiskalenbasierten Optimierung das Formmodell wie auch das Bildmodell
in verschiedenen Auflo¨sungsstufen zu generieren. Durch Modelle mit einer redu-
zierten Knotenanzahl ist somit in ho¨heren Skalen eine performantere Anpassung
an das Bildmaterial mo¨glich. Fu¨r eine hinreichend genaue Approximation der
Objekte stellten sich Knotenanzahlen mit einem mittleren Knotenabstand von 2
bis 4 Pixeln/Voxeln als gu¨nstig heraus.
Einer der Vorteile der wissensbasierten Formmodellierung ist die automatische
Bestimmung der Parametergrenzen fu¨r die Modellparameter anhand der Trai-
ningsdaten (vgl. Abschnitt 3.2.2.1), so dass eine aufwendige und fehlertra¨chtige
manuelle Festlegung entfa¨llt. Die affinen Parameter lassen sich ebenfalls an-
hand der Formvariation in der Trainingsdatenmenge bestimmen. Eine manuelle
Festlegung der affinen Parameter ist bei kleineren Trainingsdatenmengen jedoch
gu¨nstiger, da unter Umsta¨nden nicht alle affinen Variationen der gesuchten
Objekte abgedeckt werden. Im Gegensatz zu den Modellparametern ist eine
interaktive Bestimmung der affinen Parameter weniger kritisch, da durch ihre
Variation keine unzula¨ssigen Formvariationen des Modells erzeugt werden ko¨nnen.
Die globale Optimierung des Formmodells sollte mo¨glichst wenige Formparameter
des Modells beru¨cksichtigen. Dennoch muss die Flexibilita¨t des Modells ausrei-
chend hoch sein, damit eine grobe Anpassung an die dargestellten Bildstrukturen
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erfolgen kann. Die Anzahl der Modellparameter sollte so gewa¨hlt werden, dass das
reduzierte Modell mindestens 80% der Gesamtvariation des originalen Modells
darstellen kann. Im weiteren Verlauf der Optimierung u¨ber die verschiedenen
Skalen kann die Qualita¨t der Anpassung durch sukzessives Erho¨hen der Parame-
teranzahl verbessert werden. Grundsa¨tzlich sollten in den nachfolgenden Schritten
alle Modellparameter einbezogen werden, so dass eine bestmo¨gliche Anpassung
des Formmodells erreicht werden kann.
Parametrierung des diskreten aktiven Konturmodells
Die Parametrierung des diskreten aktiven Konturmodells beschra¨nkt sich auf
die Gewichtung der verschiedenen Kra¨fte ~F d(vi), ~F
f(vi), ~F
b(vi) und ~F
e(vi), des
Reibungskoeffizienten β sowie der unteren und oberen Schranken Lmin und Lmax
fu¨r die zula¨ssigen Kantenla¨ngen des Modells.
Die zula¨ssigen Kantenla¨ngen des Modells, bestimmt durch Lmin und Lmax, werden
so gewa¨hlt, dass eine hinreichend genaue Approximation der zu detektierenden
Form erreicht wird. Analog zur Bestimmung der Knotenzahl des Formmodells
haben sich hier – unabha¨ngig von einer konkreten Anwendung – mittlere Knoten-
absta¨nde von 2 bis 4 Pixeln/Voxeln als gu¨nstig erwiesen, so dass Lmin = 2 und
Lmax = 4 festgelegt worden sind.
Als weiterer applikationsunabha¨ngiger Parameter wurde fu¨r den Reibungskoef-
fizient ein Wert von β = 3 gewa¨hlt. Durch eine Verringerung der Geschwindigkeit
der Knotenbewegung um diesen Faktor konnte das Konvergenzverhalten des
aktiven Konturmodells verbessert werden, so dass ein oszillatorisches Schwin-
gungsverhalten der aktiven Kontur nahezu ausgeschlossen werden konnte.
Die Gewichtung der verschiedenen Kra¨fte findet applikationsabha¨ngig statt.
Hierbei ist das Verha¨ltnis der verschiedenen Gewichtskoeffizienten fu¨r das Opti-
mierungsverhalten des Modells verantwortlich.
Die Glattheit der Kontur wird durch wd beeinflusst. Bei Objekten ohne starke
Ausbuchtungen sollte dieser Parameter im Verha¨ltnis entsprechend hoch gewa¨hlt
werden. In der Anwendung zeigte sich, dass wd aufgrund der Formstabilita¨t der
Deformationskraft ohne negative Nebeneffekte ho¨her als die anderen Parameter
gewichtet werden kann. Das Gewicht wurde daher mit wd = 1 festgelegt und
die Werte der anderen Parameter relativ zu diesem angepasst. Die Gewichte der
einzelnen Kra¨fte werden nachtra¨glich vom Modell normiert, so dass die Summe
aller Gewichte
∑
w∗ = 1 ergibt.
Die Einstellung der Gewichte fu¨r das Formwissen wf , der Ballonkraft wb und
den Bildeinfluss we ist weniger sensitiv, da bei allen drei Kra¨ften Schwellenwerte
in die Berechnung eingehen, so dass bei unsicherer Scha¨tzung der Bewegungs-
richtung keine Kraft auf den Knoten ausgeu¨bt wird. Eine Festlegung dieser
Gewichtsfaktoren auf einen Bereich mit 0, 3 ≤ wf , wb, we ≤ 0, 5 stellte sich damit
als sinnvoll heraus.
Insgesamt hat sich herausgestellt, dass das Modell sehr robust auf kleinere A¨nde-
rungen der Parameter reagiert. Eine umfangreiche Untersuchung dieser Beobach-
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tung wird unter anderem in Anhang A durchgefu¨hrt.
Mit Hilfe der aufgestellten Leitlinien ist es selbst fu¨r unerfahrenes technisches
Personal mo¨glich, die anwendungsspezifischen Parameter des Modells geeignet zu
wa¨hlen. Dennoch ist die interaktive Modellparametrierung eine sensible Aufgabe,
die erheblichen Einfluss auf die Qualita¨t der erzielten Segmentierungsergebnisse
hat.
3.7.3 Validierung
Bevor ein Verfahren in der klinischen Routine eingesetzt werden kann, ist zu
testen, inwieweit die Qualita¨t der Segmentierung den Anforderungen gerecht
wird. In vielen Fa¨llen wird lediglich eine subjektive Beurteilung der Ergebnisse
durchgefu¨hrt [Ron94, Lan93, Lob95, Lon00a]. Solche Methoden lassen jedoch
weder quantitative Aussagen u¨ber die Genauigkeit noch eine objektive Bewertung
des Verfahrens zu.
Damit ein Test aussagekra¨ftige Ergebnisse liefern kann, mu¨ssen sowohl
der typische Variationsbereich der Modellparameter als auch die Variabilita¨t
im Erscheinungsbild der Objekte durch einen vom Benutzer unabha¨ngigen
Test abgedeckt werden. Die Wichtigkeit solcher Tests zur Validierung von
Segmentierungsverfahren ist unbestritten [Leh01], jedoch existieren in der Bildver-
arbeitung weder Testkorpora noch standardisierte Methoden fu¨r die Validierung
[Zha96, Gee00].
In dieser Arbeit wird eine experimentelle Validierung der Ergebnisse durchge-
fu¨hrt. Dazu wird das Segmentierungsergebnis mit einer Referenzsegmentierung
verglichen. Die Referenzsegmentierung liegt in zwei verschiedenen Formen vor.
Die Darstellung als bina¨res Bild m(x) : I → {0, 1} hat den Vorteil, dass
effizient zwischen innerhalb (m(x) = 1) und außerhalb (m(x) = 0) liegenden
Pixeln des Objekts unterschieden werden kann. Fu¨r den direkten Vergleich
der Ergebniskontur mit der Referenz liegt diese ebenfalls als Kontur vR vor.
Als Objektrepra¨sentation wird ein Polygon bzw. eine Oberfla¨chentriangulation
verwendet. Durch diese Repra¨sentation ist eine bessere Vergleichbarkeit mit
manuell bestimmten Konturen gegeben, die ebenfalls durch eine Approximation
mit linearen Segmenten dargestellt werden.
In der Praxis werden zwei unterschiedliche Ansa¨tze fu¨r die Erstellung der
Referenzsegmentierungen unterschieden. Manuell bestimmte Referenzkonturen
werden in einer Vielzahl von Arbeiten fu¨r die Validierung der Ergebnisse verwendet
[Gun97, Cha00, She00, vG02, Gle02]. Solche interaktiv erstellten Konturen haben
jedoch einen entscheidenden Nachteil: Die tatsa¨chliche Lage der Objektkonturen
auf den Bildern ist nicht bekannt [Har00]. Durch Diskretisierung des Bildmaterials
treten bei nahezu jeder Modalita¨t Partialvolumeneffekte auf, die eine genaue
Lokalisation von Objektkanten nicht zulassen [Kal00].
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3.7.3.1 Generierung von synthetischen Testdaten
Um eine objektive Bewertung der Segmentierungsqualita¨t gewa¨hrleisten zu
ko¨nnen, wird daher ein auf synthetisch erzeugten Formen basierendes Validie-
rungsverfahren verwendet. Es wird eine kontextfreie Validierung verwendet,
die auf der Arbeit von Bredno beruht [Bre01a]. Mit Hilfe von kontextfreien
Tests kann ermittelt werden, inwiefern das Segmentierungsverfahren von den
Bildeigenschaften und der Parameterwahl abha¨ngt. Grundlage der Validierung
ist die Erzeugung von synthetischen Testbildern, fu¨r die das Referenzergebnis
m(2)(x, y) bzw. m(3)(x, y, z) vorgegeben ist. Die Praxisrelevanz solcher Tests ha¨ngt
jedoch vom Erscheinungsbild und der Form der synthetisierten Strukturen ab.
Organische Formen besitzen in der Regel keine Unstetigkeiten erster Ordnung und
zeichnen sich durch hohe globale und lokale Formvariabilita¨t aus. Sinusoide bieten
ein hohes Maß an globaler Formvariabilita¨t bei gleichzeitig glattem Konturverlauf.
Die Erzeugung der synthetischen Formen stellt sich daher in [Bre01a] wie folgt dar:
m(2)(x, y) =
{
1 fu¨r r(ϕ) ≤ R + δϕ sin(kϕ · ϕ),
0 sonst.
(3.49)
Die Koordinaten (x, y) des synthetischen Bildes werden in Polarkoordinaten (r, ϕ)
transformiert. Affine Transformationen, wie Translation, Rotation und Skalierung,
ko¨nnen nachtra¨glich beliebig gewa¨hlt werden, so dass eine affine Invarianz des Mo-
dells getestet werden kann.
Diese Formulierung ist jedoch fu¨r aussagekra¨ftige Tests des wissensbasierten
Formmodells ungeeignet. Nach affiner Normierung der sinusoidalen Trainingskon-
turen mit festem kϕ ha¨ngt die Formvariation nur noch vom linearen Parameter δϕ
ab. Dies hat zur Folge, dass unabha¨ngig von der Anzahl der erzeugten Formvaria-
tionen das Formmodell aus genau einem Formparameter besteht, der die Variation
von δϕ modelliert. Ein Test komplexerer Formmodelle mit einer gro¨ßeren Anzahl
von Formparametern, ist mit diesen Trainingskonturen nicht mo¨glich. Ein weiterer
Aspekt ist das Fehlen von lokalen Formvariationen. Dies fu¨hrt dazu, dass das wis-
sensbasierte Formmodell die erzeugten Konturen konstruktionsbedingt ohne Fehler
darstellen kann.
Unter Einhaltung der Forderung nach Glattheit der Kontur werden mit Hilfe
der folgenden Erweiterung lokale Deformationen auf den Sinusoiden aufgebracht.
Dadurch ha¨ngt die Formvariation nicht mehr ausschließlich von δϕ ab, so dass
ada¨quate Trainingsdatenmengen auch fu¨r das wissensbasierte Formmodell erzeugt
werden ko¨nnen. Die erweiterte urspru¨ngliche Formulierung stellt sich wie folgt dar:
m(2)(x, y) =


1 fu¨r r(ϕ) ≤ R + δϕ sin(kϕ · ϕ) +
n∑
i=1
∆i,
0 sonst,
mit ∆i = δi(Gµi,σi(ϕ) + Gµi,σi(2pi − ϕ)).
(3.50)
Als lokale Deformationsfunktion dient die Gaußfunktion Gµ,σ(ϕ), ϕ ∈ [0, 2pi]. Die
Stetigkeit an der Stelle r(0) wird durch den Regulierungsterm Gµ,σ(2pi − ϕ) si-
chergestellt. Die Parameter der Gaußfunktion µ ∈ [0, 2pi] und σ kontrollieren die
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Position bzw. die Ausdehnung der Deformation auf dem Sinusoiden. Der Parame-
ter δi bestimmt die Amplitude der Deformation. Durch die Summenbildung u¨ber
eine Reihe von Deformationstermen ∆i ko¨nnen beliebige Anzahlen von lokalen De-
formationen auf den Sinusoiden aufgebracht werden.
Fu¨r den dreidimensionalen Fall wird diese Formulierung auf spha¨rische Polar-
koordinaten erweitert, die sich wie folgt darstellt:
m(3)(x, y, z) =


1 fu¨r r(ϕ, θ) ≤ R + δϕ sin(kϕ · ϕ) + δθ sin(kθ · θ) +
n∑
i=1
∆i,
0 sonst,
mit ∆i = δi(Gµϕi ,µθi ,σ
ϕ
i ,σ
θ
i
(ϕ, θ) + Gµϕi ,µθi ,σ
ϕ
i ,σ
θ
i
(2pi − ϕ, 2pi − θ)).
(3.51)
Die spha¨rischen Koordinaten r(ϕ, θ) berechnen sich aus den kartesischen Koordi-
naten wie folgt:
ϕ =
{
arccos(1
r
√
x2 + z2 fu¨r y ≥ 0,
− arccos( 1
r
√
x2 + z2 fu¨r y < 0,
θ =
{
arccos(1
r
√
y2 + z2 fu¨r x ≥ 0,
− arccos( 1
r
√
y2 + z2 fu¨r x < 0,
mit r =
√
x2 + y2 + z2.
(3.52)
R
δϕ
Abb. 3.27: In der linken Abbildung ist eine Ergebniskontur mit zwei lokalen Deforma-
tionen mit R = 5, δϕ = 1, kϕ = 5, δ1 = 1, µ1 = 0, σ1 = 1, δ2 = −1, µ2 = pi
und σ2 = 0, 4 dargestellt. Die dreidimensionale Form mit R = 5, δϕ = 1,
kϕ = 5, δθ = 1 und kθ = 3 entha¨lt keine zusa¨tzliche Deformationen (rechts).
Abbildung 3.27 links zeigt eine zweidimensionale Beispielform mit zwei aufge-
brachten Deformationen. Der Zuwachs sowie die Abnahme (graue Bereiche)
stellen die Auswirkungen der lokalen Deformationen dar. Die Ergebniskurve ist
schwarz dargestellt. Eine dreidimensionale Form ohne zusa¨tzliche Deformationen
ist in Abbildung 3.27 rechts dargestellt.
Neben der Formwahl ist die Modellierung des Erscheinungsbildes der dargestellten
Objekte von großer Bedeutung. Die Grauwertverteilung und Kanteneigenschaf-
ten der Objekte sowie Art und Gro¨ße von Artefakten im Testbild mu¨ssen vor
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der Generierung festgelegt werden. Dies erfordert eine Anpassung der erzeugten
Bildeigenschaften des Testkorpus’ an eine bestimmte Segmentierungsaufgabe. In
[Bre01a] wird eine Methode zur automatischen Generierung dieser Merkmale vor-
gestellt, die auch zur Erzeugung der Bildeigenschaften verwendet wird. Abbildung
3.28 zeigt eine Reihe von zweidimensionalen Testbildern, die mit der erweiterten
Formmodellierung und den Methoden fu¨r die Variation des Erscheinungsbildes von
Bredno generiert worden sind. Fu¨r ein intensiveres Studium dieser Methodik sei
an dieser Stelle auf die genannte Arbeit verwiesen.
Abb. 3.28: Verschiedene Beispiele synthetischer 2D-Testbilder: unterschiedlich starkes
Rauschen (links und Mitte), Belastung durch Artefakte und Simulation in-
homogener Belichtung (rechts).
3.7.3.2 Bewertung der Ergebnisse
Mit Hilfe des vorgestellten Verfahrens ko¨nnen die erforderlichen Testbilder in
beliebiger Anzahl und Variation generiert werden. Fu¨r eine objektive Bewertung
der Ergebnisse sind verschiedene Qualita¨ts- und Distanzmaße erforderlich, die
die Abweichung des Ergebnisses von der Referenzsegmentierung vermessen. Im
Folgenden werden die verschiedenen Maße vorgestellt, die fu¨r die Bewertung der
Segmentierungsqualita¨t herangezogen werden.
Die Ergebniskontur sei durch vS gegeben. Mit Hilfe eines Scan-Line Verfahrens
wird auf Grundlage von vS ein bina¨res Ergebnisbild mS(x) : IS → {1, 0} generiert,
so dass mS(x) = 1 ist, wenn das Pixel im Inneren der Ergebniskontur liegt und
ansonsten mS(x) = 0 gilt. Das Referenzbild sowie die Referenzkontur sind durch
mR(x) bzw. vR definiert.
Prozentuale U¨berdeckung
Als globales Qualita¨tsmaß wird die prozentuale U¨berdeckung von Ergebnis- und
Referenzbild bestimmt, welche sich wie folgt berechnet:
P =
|mR(x) ∩mS(x)|
|mR(x) ∪mS(x)| =
|{x ∈ I |mR(x) = 1 ∧mS(x) = 1}|
|{x ∈ I |mR(x) = 1 ∨mS(x) = 1}| (3.53)
Der Durchschnitt der u¨berdeckten Fla¨chen wird somit gegen ihre Vereinigung
normiert. Werte von P = 0 entsprechen demnach einer U¨berdeckung von 0%; eine
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vollkommene U¨berdeckung ist durch P = 1 (100%) gegeben. Die Genauigkeit
dieses Maßes ist durch die Pixelauflo¨sung der Bilder bestimmt.
Mittlere Knotendistanz
Ein globales Maß fu¨r die lokale Delineation der beiden Konturen ist durch die
mittlere Distanz der Knoten auf der Ergebniskontur zur Referenzkontur bestimmt:
δ¯M =
1
|vS|
|vS |∑
i=1
d(vSi ,vR) (3.54)
Die Distanzfunktion d(vSi ,vR) berechnet den minimalen euklidischen Abstand
eines Knotens vSi zur Kontur vR.
Hausdorff-Distanz
Durch die Mittlung des lokalen Detektionsfehlers u¨ber die Gesamtkontur ko¨nnen
keine Aussagen bezu¨glich der Gro¨ße des lokalen Detektionsfehlers gemacht werden.
Daher wird ebenfalls der maximale euklidische Abstand, die Hausdorff-Distanz,
von der Ergebniskontur zur Referenzkontur ermittelt:
δ¯H = max
i
d(vSi ,vR) (3.55)
Durch δ¯H ist der lokal gro¨ßte Abstand eines Knotens v
S
i zur Referenzkontur vR
gegeben. Da umgekehrt die Berechnung der Distanzen d(vRi ,vS) nicht mit in
die Auswertung eingeht, wird somit eine asymmetrische Hausdorff-Distanz
verwendet.
Das Modell wurde mit den vorgestellten Qualita¨ts- und Distanzmaßen auf rea-
len medizinischen Bildern und auf synthetischen Testdaten validiert. Im folgenden
Kapitel werden verschiedene Anwendungen des wissensbasierten Objektmodells in
unterschiedlichen Dimensionen vorgestellt. Die Validierung des Modells auf syn-
thetischen Daten ist in Anhang A aufgefu¨hrt.
Kapitel 4
Anwendung auf medizinische
Daten in unterschiedlichen
Dimensionen
In Kapitel 3 wurde das wissensbasierte Objektmodell detailliert vorgestellt. Die
Anwendung des Objektmodells auf verschiedene medizinische Fragestellungen
findet in diesem Kapitel statt. Es werden drei Beispielapplikationen in Bildra¨umen
unterschiedlicher Dimension vorgestellt, um die Einsatzmo¨glichkeiten des Modells
zu demonstrieren.
In Kapitel 4.1 findet eine Segmentierung und Auswertung lateraler Ro¨ntgenbilder
der Hals- und Lendenwirbelsa¨ule statt. Es wird eine umfassende Analyse aus den
Segmentierungsergebnissen berechneter geometrischer Merkmale durchgefu¨hrt, die
fu¨r eine umfassende medizinische Beurteilung der Wirbelsa¨ule notwendig sind.
Ein Anwendungsgebiet im dreidimensionalen Bildraum ist die in Kapitel 4.2
vorgestellte Segmentierung der Milz. Auf Basis der Segmentierung mit einem drei-
dimensionalen wissensbasierten Objektmodell wird daru¨ber hinaus eine Volumen-
messung des detektierten Organs durchgefu¨hrt.
Eine weitere Applikation des dreidimensionalen Modells ist die Segmentierung
des linken Herzventrikels (Kapitel 4.3). Mit Hilfe des Objektmodells wird eine voll-
sta¨ndige Detektion des Muskelgewebes erreicht. Daru¨ber hinaus findet eine Mes-
sung des Ventrikelvolumens statt, welches fu¨r die Beurteilung der Pumpleistung
des Herzens notwendig ist.
4.1 Auswertung von Lenden- und Halswirbel-
sa¨ulenradiographien (2D)
Als Anwendungsgebiet im zweidimensionalen Bildraum wird die Segmentierung
und Analyse von lateralen Aufnahmen der Hals- und Lendenwirbelsa¨ule vorge-
stellt. Wichtige Indikatoren fu¨r physiologische und pathologische Vera¨nderungen
der Wirbelsa¨ule sind Forma¨nderungen der Wirbelko¨rper und Verschiebungen
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derselben zueinander. Eine differenzierte Analyse solcher Vera¨nderungen erfordert
daher eine Segmentierung der dargestellten Strukturen.
Segmentierung und Analyse der Wirbelsa¨ule sind Gegenstand einer Reihe von
Forschungsarbeiten, die sich in unterschiedlicher Weise mit dieser Thematik
befasst haben. Erste computergestu¨tzte Untersuchungen erfordern eine manuelle
Markierung signifikanter Punkte auf dem Bild, aus denen bestimmte Kenngro¨ßen,
wie zum Beispiel der intervertebrale Winkel, berechnet werden ko¨nnen [May85].
Andere Verfahren fu¨hren keine Bildsegmentierung durch, sondern verwenden
Wirbelko¨rperkonturen lediglich zur Bewertung von Modelleigenschaften, des
aus dieser Forminformation generierten Modells [Neu98, Lie03b]. In [Coo94b]
wird zwar eine Segmentierung der Wirbelko¨rper durchgefu¨hrt, auf eine klinisch
relevante Bewertung und Analyse der Ergebnisse jedoch verzichtet.
Kauffmann und de Guise fu¨hren eine semiautomatische Segmentierung der
Wirbelko¨rper in Frontalaufnahmen durch [Kau97]. Entscheidender Nachteil dieses
Verfahrens ist die Verwendung eines heuristisch erstellten Wirbelko¨rpermodells,
das aus einfachen geometrischen Strukturen, wie Geraden und Kreisbo¨gen,
aufgebaut ist. Eine Bewertung und Analyse der Ergebnisse fehlt vo¨llig.
In der Arbeit von Smyth wird erstmals eine Bewertung der Ergebnisse auf
Basis von manuell bestimmten Konturen durchgefu¨hrt [Smy99]. Dennoch ist das
Verfahren fu¨r die Praxis weniger bedeutend, da die Untersuchung auf Spezi-
alaufnahmen (Dual-Energy-Scans) durchgefu¨hrt worden ist. Solche Aufnahmen
besitzen aufgrund der Zeilenabtastung keine durch die Projektion verursachten
Verzerrungen1, was die Segmentierungsaufgabe erheblich vereinfacht.
Eine vollautomatische Segmentierung der Halswirbelsa¨ule wird in
[Lon00b, Lon01] und [Zam01] durchgefu¨hrt. Dazu wird zuerst mit einem
speziellen Verfahren eine Initialposition im Bild detektiert, auf dessen Grundlage
eine Modellanpassung durchgefu¨hrt wird. Als einzige Arbeit fu¨hrt das Verfahren
von Long eine Analyse extrahierter Merkmale durch [Lon01]. Ausgewertet werden
dort die Ho¨he des Bandscheibenfachs und die Wirbelgro¨ße.
Insgesamt findet in der großen Mehrzahl der Vero¨ffentlichungen, wenn u¨berhaupt,
nur eine Bewertung der Segmentierungsergebnisse statt. Auf eine Analyse von ex-
trahierten Messgro¨ßen wird weitestgehend verzichtet [Coo94b, Kau97, Smy99]. Zu-
sa¨tzlich erfordern die meisten Verfahren eine manuelle Positionierung der Startkon-
tur oder das Setzen bestimmter Landmarken [May85, Kau97, Smy99]. Vollauto-
matische Segmentierungen erfolgen mit Hilfe von Speziallo¨sungen, die sich nicht
auf einen anderen Kontext u¨bertragen lassen [Lon00b, Lon01, Zam01].
In den folgenden Abschnitten wird eine vollautomatische Segmentierung, Merk-
malsextraktion und Analyse der Lenden- und Halswirbelsa¨ulen mit dem wissens-
basierten Objektmodell vorgestellt. Zu Beginn findet eine Einordnung der Thema-
tik in den medizinischen Kontext statt (Kapitel 4.1.1). Anschließend wird auf die
Auswahl und Vorbereitung des Bildmaterials eingegangen (Kapitel 4.1.2). Kapi-
tel 4.1.3 behandelt das konkrete wissensbasierte Objektmodell. Fu¨r eine Analyse
1Bei dieser Form der Bildakquisition handelt es sich somit um eine Parallelprojektion.
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der Ergebnisse ist die Extraktion bestimmter geometrischer Merkmale erforderlich
(Kapitel 4.1.4). Abschließend wird in Kapitel 4.1.5 eine Validierung und Analyse
des Verfahrens durchgefu¨hrt.
4.1.1 Medizinischer Hintergrund
Die Ro¨ntgendiagnostik stellt in der Medizin eine Standarduntersuchung fu¨r die
Diagnose von Wirbelsa¨ulenerkrankungen dar [Daf99]. Die Bildaufnahme sollte
grundsa¨tzlich in zwei Ebenen stattfinden. Neben der anterior-posterior-Aufnahme
(a.p.) wird ebenfalls ein laterales Bild angefertigt.
Die Wirbelsa¨ule ist die gegliederte und bewegliche Stu¨tze des Achsenskeletts.
Sie besteht aus 33 bis 34 Wirbeln (Vertebrae) und Zwischenwirbelscheiben, auch
Bandscheiben genannt (Disci intervertebrales). Sie untergliedert sich in 5 separate
Abschnitte. Den obersten Teil bilden sieben Halswirbel (Vertebrae cervicales).
Daran schließt sich die Brustwirbelsa¨ule, bestehend aus zwo¨lf Brustwirbeln (Ver-
tebrae thoracicae), an, gefolgt von der Lendenwirbelsa¨ule mit fu¨nf Lendenwirbeln
(Vertebrae lumbales). Den unteren Abschluss bilden das Kreuzbein (Os sacrum)
und das Steißbein (Os coccygis).
HWK-2
(Axis)
HWK-3
HWK-4
HWK-5
HWK-6
HWK-7
LWK-1
LWK-2
LWK-3
LWK-4
LWK-5
Sakrum
Abb. 4.1: Schematische Darstellung der Halswirbelsa¨ule (links) und der Lendenwirbel-
sa¨ule (rechts) modifiziert aus [Wic77]. In der Darstellung werden die Halswir-
belko¨rper mit HWK und die Lendenwirbelko¨rper mit LWK abgeku¨rzt. Die
Halswirbelsa¨ule ist zur besseren Sichtbarkeit der Strukturen im Verha¨ltnis
zur Lendenwirbelsa¨ule vergro¨ßert abgebildet.
Die Grundform der Wirbel besteht aus einem zylindrischen Wirbelko¨rper (Corpus
vertebrae), dem sich dorsal2 ein Wirbelbogen (Arcus vertebrae) anschließt. Vom
2dorsal: den Ru¨cken bzw. die Ru¨ckseite eines Ko¨rperteils oder Organs betreffend; ru¨ckwa¨rts
gelegen oder gerichtet.
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Wirbelbogen gehen mehrere Fortsa¨tze ab, die die Fu¨hrungsfla¨chen fu¨r die Gelenk-
bewegung bilden. Als Hebelarme fu¨r die Muskeln dienen die beiden Querfortsa¨tze
sowie der Dornfortsatz. Die Anatomie der Hals- und Lendenwirbelsa¨ule ist in
Abbildung 4.1 dargestellt.
Pathologische Vera¨nderungen der Wirbelsa¨ule lassen sich in entzu¨ndliche, neopla-
stische, degenerative und traumatische Krankheitsbilder unterteilen.
Entzu¨ndliche Infektionen der Wirbelko¨rper oder der Zwischenwirbelra¨ume sind
anhand von Formvera¨nderungen der Wirbelko¨rper (z.B. Ho¨he der Bandscheiben-
fa¨cher) oder strukturellen Vera¨nderungen der Knochenoberfla¨che diagnostizierbar.
Daneben ko¨nnen auch Fehlstellungen der Wirbelko¨rper bezu¨glich der Frontal-
bzw. Sagittalebene auftreten.
Neoplastische Erkrankungen bezeichnen pathologische Vera¨nderungen der Wir-
belsa¨ule durch maligne und benigne Tumore. Im Ro¨ntgenbild manifestieren sich
solche Krankheitsbilder in Vera¨nderungen der dargestellten Wirbelko¨rperstruktur.
Zusa¨tzlich ko¨nnen Formvera¨nderungen der Wirbelko¨rper bis hin zu ausgepra¨gten
Knochendestruktionen und Wirbelko¨rperzusammenbru¨chen auftreten.
Degenerative Erkrankungen ko¨nnen Knochen, Bandscheiben und Gelenke
befallen. In vielen Fa¨llen sind solche Krankheitsbilder anhand der Fehlstellung
der Wirbelko¨rper zueinander sowie einer Ho¨henminderung des Bandscheibenfachs
diagnostizierbar. Aufhellungen im Bandscheibenfach und Verkalkungen deuten
ebenfalls auf degenerative Vera¨nderungen hin.
Bei den traumatischen Krankheitsbildern handelt es sich um akute, durch
a¨ußere Gewalteinwirkung verursachte Scha¨digungen. Man unterscheidet zwischen
Frakturen und Gelenkverletzungen. Eine Gelenkverletzung wird beispielsweise
durch eine Luxation3 verursacht.
Prima¨res Symptom der genannten Krankheitsbilder ist in den meisten Fa¨llen
der akute oder chronische Ru¨ckenschmerz [Sco89, Jen92]. Fu¨r die Diagnostik aller
Arten von Krankheitsbildern der Wirbelsa¨ule kann die laterale U¨bersichtsaufnah-
me wichtige diagnostische Informationen enthalten.
Viele Krankheitsbilder ko¨nnen anhand von Fehlstellungen und Forma¨nderungen
der Wirbel diagnostiziert werden. Die Form eines Wirbels wird durch den zylin-
drischen Wirbelko¨rper dominiert. Die projizierte Darstellung eines nicht patho-
logischen Wirbelko¨rpers ist daher na¨herungsweise durch eine Rechteckform be-
schreibbar. Aufgrund dieser einfachen Formbeschreibung existieren in der Wirbel-
sa¨ulendiagnostik geometrische Kenngro¨ßen (Kapitel 4.1.4), die eine Quantifizierung
physiologischer und pathologischer Vera¨nderungen ermo¨glichen. Eine automatische
Extraktion dieser Werte kann daher eine große Unterstu¨tzung fu¨r die medizinische
Diagnose sein.
3Verschiebung zweier gelenkbildender Knochenenden aus ihrer funktionsgerechten Stellung.
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4.1.2 Akquisition des Bildmaterials
Die Qualita¨t des Ro¨ntgenbildes ha¨ngt von einer Reihe verschiedener Faktoren
ab. In Kapitel 1.1 sind typische Arten unterschiedlicher Bildsto¨rungen vorgestellt
worden, die in Ro¨ntgenbildern auftreten ko¨nnen.
Einige Verfahren bestechen durch ihre vermeintlich sehr guten Ergebnisse
[McI95, Smy99]. Diese Ergebnisse sind jedoch auf die hohe Qualita¨t des ver-
wendeten Bildmaterials zuru¨ckzufu¨hren. Eine Anwendung des Verfahrens auf
zufa¨llig ausgewa¨hlten Bilddaten findet nicht statt, was die Praktikabilita¨t solcher
Methoden in Frage stellt.
Daher findet in der vorliegenden Untersuchung eine Anwendung des Ver-
fahrens auf einer repra¨sentativen Menge von Bildern unterschiedlicher Qualita¨t
statt. Zusa¨tzlich wird eine Einteilung in drei Qualita¨tsstufen vorgenommen. Ein
Vergleich der erzielten Ergebnisse auf unterschiedlicher Bildqualita¨t soll zeigen,
in welchem Maß das Segmentierungsverhalten des Modells durch Bildsto¨rungen
beeinflusst wird.
Die Einteilung der Ro¨ntgenbilder fu¨r die vorliegende Untersuchung wurde nach
folgenden Kriterien vorgenommen:
Qualita¨t 1 Ein Ro¨ntgenbild wird in die oberste Qualita¨tsstufe eingeordnet, wenn
es den hier aufgefu¨hrten Anforderungen entspricht:
• vollsta¨ndige Abbildung der zu untersuchenden Struktur
• keine oder geringe U¨berlagerung durch Darmgas oder Knochenstrukturen
• scharf kontrastierte Randkonturen
• Fehlen von Fremdko¨rpern im Bild
• homogene Belichtung
• korrekte Projektionsebene
Qualita¨t 2 Bei geringen Abweichungen von den in Qualita¨t 1 geforderten Kri-
terien wird ein Bild in die mittlere Qualita¨tsstufe eingeordnet.
• ma¨ßige U¨berlagerungen durch Darmgas oder Knochenstrukturen
• teilweise undeutliche Randkonturen
• unterschiedliche Belichtungverha¨ltnisse im Bild
• leicht verschobene Projektion
• Fremdko¨rper, die die Struktur nicht verdecken
Qualita¨t 3 Bei großen Abweichungen von den in Qualita¨t 1 geforderten Kriterien
wird das Bild in die Qualita¨tsstufe 3 eingeordnet.
• unvollsta¨ndige Darstellung der Struktur
• starke U¨berlagerungen durch Darmgas oder kno¨cherne Strukturen
• Artefakte, wie Osteosynthesematerial, Elektroden oder Katheter
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• starke U¨ber- oder Unterbelichtung und nicht mehr sichtbare Randkonturen
• die natu¨rliche Form der Struktur zersto¨renden Pathologien
In Abbildung 4.2 sind typische Vertreter der Lendenwirbelsa¨ule jeder Qualita¨ts-
stufe von Qualita¨t 1 bis Qualita¨t 3 dargestellt.
Abb. 4.2: Typische Vertreter der verschiedenen Qualita¨tsstufen von Qualita¨t 1 (links)
bis Qualita¨t 3 (rechts).
Auswahl der Ro¨ntgenbilder der Lendenwirbelsa¨ule
Die Ro¨ntgenbilder der Lendenwirbelsa¨ule entstammen dem Archiv der Klinik
fu¨r Radiologische Diagnostik der RWTH-Aachen. Dazu wurden aus u¨ber 400
gesichteten Ro¨ntgenbildern fu¨r jede Qualita¨tsstufe jeweils 60 Bilder ausgewa¨hlt.
Diese wurden mit einem Ro¨ntgenbildscanner CobraScan CX-312C bei einer
Auflo¨sung von 100 dpi und einer Grauwertiefe von 8 Bit digitalisiert.
Auswahl der Ro¨ntgenbilder der Halswirbelsa¨ule
Die Ro¨ntgenbilder der Halswirbelsa¨ule wurden von der National Library of Medi-
cine (NLM) bzw. dem Lister Hill National Center for Biomedical Communicati-
ons bezogen (http://archive.nlm.nih.gov/index.php). Im Rahmen des NHANES II-
Projekts stehen dort 17.000 mit einem “Lumisys laser scanning equipment” digi-
talisierte Ro¨ntgenbilder der Halswirbelsa¨ule mit einer Auflo¨sung von 146 dpi und
einem Grauwertumfang von 12 Bit zur Verfu¨gung. Aus 1500 heruntergeladenen
Bildern wurden 60 Bilder ausgewa¨hlt, deren Qualita¨t der obersten Kategorie ent-
spricht. Anschließend wurden die Bilder manuell so rotiert, dass sie mit Aufnahmen
in physiologischer Grundstellung gleichkommen. Zusa¨tzlich wurden noch irrelevan-
te Bildanteile, wie zum Beispiel Scha¨del und Schulterbereich abgeschnitten.
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4.1.3 Modelleigenschaften und Optimierung
Die wissensbasierten Objektmodelle der Hals- und Lendenwirbelsa¨ule bestehen
jeweils aus zwei Teilmodellen. Die Formvariation der Objekte wird durch eine wis-
sensbasierte Formmodellierung abgedeckt, wa¨hrend die Anpassung an das Bildma-
terial mit Hilfe eines angepassten Bildmodells erfolgt.
4.1.3.1 Wissensbasierte Formmodellierung der Hals- und Lendenwir-
belsa¨ule
Die Trainingsdaten fu¨r die beiden wissensbasierten Objektmodelle der Lenden-
und Halswirbelsa¨ule wurden durch einen medizinisch geschulten Benutzer auf den
jeweils 60 Bildern der ho¨chsten Qualita¨tsstufe manuell markiert. Die Eckpunkte
der eingezeichneten Wirbelko¨rper sind durch Landmarken gekennzeichnet. Nach
manueller Bestimmung der Landmarken wurden diese mit einem Verfahren
nach Brinckmann und Frobin repositioniert [Bri94]. Durch dieses Verfahren
werden die Landmarken gema¨ß eines Abstandskriteriums zum Schwerpunkt des
Wirbelko¨rpers in einer lokalen Umgebung optimal positioniert, so dass eine
gro¨ßere Benutzerunabha¨ngigkeit bei der Platzierung der Landmarken gegeben ist.
Das Modell der Lendenwirbelsa¨ule besteht aus einer Sakrumkontur und
den fu¨nf Lendenwirbelko¨rpern. Abbildung 4.3 zeigt die mittlere Form sowie die
Forma¨nderung des Modells entlang des ersten Eigenvektors.
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Abb. 4.3: Zula¨ssige Variation des wissensbasierten Formmodells der Lendenwirbelsa¨ule
durch den ersten Formparameter. Der Parameter b1 variiert die Kru¨mmung
der Wirbelsa¨ule. In der Mitte ist die mittlere Form v¯ mit den auf den Eck-
punkten der Wirbelko¨rper positionierten Landmarken dargestellt.
Das wissensbasierte Formmodell der Halswirbelsa¨ule besteht aus insgesamt sechs
Halswirbelko¨rpern. Der oberste Wirbelko¨rper des Modells ist die Axis (HWK-
2), da der erste Halswirbelko¨rper (Atlas) durch den Scha¨delknochen u¨berdeckt
wird und daher im Ro¨ntgenbild kaum zu erkennen ist. Den unteren Abschluss des
Modells bildet der siebte Halswirbelko¨rper (HWK-7). Aufgrund der U¨berdeckung
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von HWK-7 durch die Schulter wurde lediglich das obere Drittel des Wirbelko¨rpers
eingezeichnet. Abbildung 4.4 zeigt die mittlere Form sowie die Forma¨nderung des
Halswirbelsa¨ulenmodells durch den ersten Formparameter.
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Abb. 4.4: Zula¨ssige Variation des wissensbasierten Formmodells der Halswirbelsa¨ule
durch den ersten Formparameter. In der Mitte ist die mittlere Form v¯ mit den
auf den Eckpunkten der Wirbelko¨rper positionierten Landmarken dargestellt.
4.1.3.2 Das wissensbasierte Bildmodell der Wirbelsa¨ule
Fu¨r das wissensbasierte Bildmodell der Hals- und Lendenwirbelsa¨ule wurden
jeweils 20 manuell ausgewa¨hlte Profile gleicher La¨nge verwendet. Da die Ro¨nt-
genaufnahmen zum Teil sehr große Belichtungsschwankungen aufweisen, wurden
die extrahierten Profile vor der Berechnung des Templatemodells nach (3.21)
normiert.
Beide erzeugten Templatemodelle zeigten ein nahezu identisches Verhalten in
der modellierten Grauwertschwankung. Obwohl die Knochenstrukturen der HWS-
Bilder scha¨rfer abgebildet sind, unterscheiden sich die normierten Profile durch die
ho¨here Auflo¨sung der HWS-Radiographien nur geringfu¨gig von denen der LWS.
Des Weiteren zeigte sich, dass bereits ein Parameter fu¨r die Abdeckung von etwa
90% der Variation in den Trainingsprofilen ausreicht. Dieses Modellverhalten ist
neben den anatomischen Randbedingungen im Wesentlichen auf die Normierung
der Profile zuru¨ckzufu¨hren, weil Schwankungen in der Helligkeit und im Kontrast
keine Auswirkungen mehr auf die Varianz der Trainingsdaten haben.
Abbildung 4.5 zeigt die Variation eines aus den Trainingsdaten der Lenden-
wirbelsa¨ule berechneten eindimensionalen Templatemodells entlang des ersten
Eigenvektors.
Die Anpassung der Wirbelsa¨ulenmodelle an die Bilddaten erfolgt u¨ber eine
multiskalenbasierte Optimierung. Daher besteht das verwendete Bildmodell aus
einer Reihe verschiedener, an die Auflo¨sungsstufen angepasster Templatemodelle.
Durch die hohe Punktdichte der Formmodelle wurde sich bei der Wirbelsa¨ulenseg-
mentierung auf eindimensionale Templatemodelle, also Profilmodelle beschra¨nkt.
4.1. Auswertung von Lenden- und Halswirbelsa¨ulenradiographien (2D) 155
0,04
0,06
0,08
0,10
0,12
0,14
0,16
0,18
-4 -3 -2 -1 0 1 2 3 4
g¯
b−1
b+1
Abb. 4.5: Modellierung der Grauwertvariation im Kantenbereich der Wirbelko¨rper.
Wegen der großen Belichtungsschwankungen der Bilddaten wird ein Modell
aus normierten Profilen verwendet.
4.1.3.3 Optimierung
Die Anpassung der Modelle an die Bilddaten erfolgt u¨ber ein multiskalenbasier-
tes Schema (vgl. Kapitel 2.4.3) unter Verwendung von zwei unterschiedlichen
Optimierungverfahren. Abbildung 4.6 zeigt den schematischen Ablauf des
Segmentierungsprozesses fu¨r die Hals und Lendenwirbelsa¨ule. Eine detaillierte
Aufstellung aller fu¨r die Modellanpassung verwendeter Parameter der beiden
Wirbelsa¨ulenmodelle findet sich in Anhang B.1 und B.2.
Level 3:
Level 4:
Level 2:
Level 1:
Level 0:
Simulated Annealing
4 affine-, 4 Formparameter
Simulated Annealing
4 affine-, 59 Formparameter
Simulated Annealing
4 affine-, 6 Formparameter
Simulated Annealing
4 affine-, 8 Formparameter
Lokale Anpassung des Formmodells
4 affine-, 59 Formparameter
Simulated Annealing
4 affine-, 4 Formparameter
Simulated Annealing
4 affine-, 8 Formparameter
Simulated Annealing
4 affine-, 6 Formparameter
Lendenwirbelsäule Halswirbelsäule
Abb. 4.6: Schematischer Ablauf der multiskalenbasierten Bildsegmentierung mit dem
wissensbasierten Objektmodell der Lendenwirbelsa¨ule (linke Spalte) und dem
der Halswirbelsa¨ule (rechte Spalte).
Im ho¨chsten Scale Space Level wird zuerst eine globale Optimierung der Wirbel-
sa¨ule mit 4 affinen- und lediglich 4 Formparametern durchgefu¨hrt. Die globale
Optimierung des Halswirbelsa¨ulenmodells wird im Gegensatz zur Lendenwirbel-
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sa¨ule bereits auf Level 3 gestartet, da die Bilddimensionen etwa um die Ha¨lfte
kleiner sind. Bei zu hoher Wahl der Startskala kann es aufgrund der starken
Gla¨ttung vorkommen, dass das Bild zu wenig relevante Bildinformation fu¨r die
Anpassung entha¨lt.
Die Segmentierung in den Scale Space Leveln 4-1 erfolgt durch das Simulated
Annealing Verfahren. Beim U¨bergang in den na¨chstniedrigeren Level ko¨nnen
die affinen- und die Formparameter anhand der Ergebnisparameter aus dem
vorangegangenen Level eingeschra¨nkt werden. Durch diese Verringerung der Such-
raumgro¨ße ist es mo¨glich, weitere Formparameter hinzuzunehmen, ohne dass der
Suchraum zu groß wird. Nach insgesamt drei Schritten ist das Zwischenergebnis
fu¨r eine lokale Anpassung hinreichend genau.
Die lokale Anpassung des Modells der Halswirbelsa¨ule erfolgt unter Verwen-
dung aller Modellparameter mit Hilfe des in Kapitel 3.4 vorgestellten lokalen
Anpassungsverfahrens fu¨r Active Shape Models.
Ro¨ntgenaufnahmen der Lendenwirbelsa¨ule unterscheiden sich in einigen
Aspekten von denen der Halswirbelsa¨ule. Aufgrund des wesentlich gro¨ßeren
durchstrahlten Volumens und damit gro¨ßeren Abstands der Wirbelko¨rper zum
Film, werden die Konturen unscha¨rfer abgebildet. Des Weiteren besitzt die
Darstellung der Lendenwirbelsa¨ule einen deutlich niedrigeren Kontrast, was dazu
fu¨hrt, dass Konturen oft unterbrochen sind oder sich nur schwach abheben.
Die Anatomie der im Vergleich zur den Halswirbelko¨rpern etwa doppelt so
großen Lendenwirbelko¨rpern verursacht durch die Projektion eine Vielzahl von
Pseudokanten, die die Detektion des eigentlichen Wirbelko¨rpers erschweren.
Diese Aspekte fu¨hren dazu, dass selbst bei guter Initialisierung eine Optimie-
rung mit einem ausschließlich lokalen Verfahren nicht zum Erfolg fu¨hrt. Es zeigte
sich, dass im obersten Scale Space Level fu¨r die Segmentierung der Lendenwir-
belsa¨ule eine Simulated Annealing Optimierung besser geeignet ist. Durch die
Hinzunahme aller Modellparameter bei gleichzeitig starker Einschra¨nkung ihrer
Intervallgrenzen erha¨lt dieses Verfahren einen lokalen Charakter, ohne dass die
Robustheit der globalen Optimierung verloren geht.
Neben dem reinen Formwissen ist bei der Wirbelsa¨ulensegmentierung die Topo-
logieinformation – gegeben durch die Interobjektbeziehungen der Wirbelko¨rper
– fu¨r die hohe Robustheit des Modells verantwortlich. Durch die gleichzeitige
Modellierung von sechs unterschiedlichen Objekten nimmt die Modellkomplexita¨t
jedoch zu, was fu¨r eine genaue lokale Anpassung des Modells eher kontraproduk-
tiv ist. Nach ausreichend genauer Positionierung der Initialkontur kann auf das
Topologiewissen somit verzichtet werden.
Die Verminderung des im Modell verankerten Topologiewissens erfolgt durch
einen hierarchischen Ansatz, der eine sukzessive Dekomposition des Modells in
seine Teilkomponenten vollzieht. Abbildung 4.7 zeigt den schematischen Ablauf
der Modellzerlegung in Submodelle bezogen auf den jeweiligen Scale Space
Level. Beim Sakrum und HWK-7 stellte es sich als vorteilhaft heraus, diese
Strukturen nicht separat zu betrachten, da sie einerseits in Bildbereichen mit star-
ken U¨berlagerungen liegen und andererseits zu wenig Modellinformation enthalten.
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Abb. 4.7: Hierarchische Zerlegung des wissensbasierten Objektmodells der Lendenwir-
belsa¨ule (links) und der Halswirbelsa¨ule (rechts) in unterschiedlichen Scale
Space Leveln.
Durch die hierarchische Optimierung des Modells ist es sogar mo¨glich, auf eine
Optimierung mit dem aktiven Konturmodell zu verzichten, da durch die separate
Modellbildung eine ausreichend hohe Flexibilita¨t der Teilmodelle gewa¨hrleistet
werden konnte. Die Generalisierungseigenschaften von Wirbelko¨rpermodellen des
LWK-4 und HWK-4 zeigen, dass unter alleiniger Verwendung solcher Modelle ein
mittlerer maximaler Segmentierungfehler von unter 1 mm erreicht werden kann
(Abbildung 4.8), was fu¨r die medizinische Diagnostik als ausreichend erachtet wird.
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Abb. 4.8: Generalisierungseigenschaften des Modells des vierten Lendenwirbelko¨rpers
(links) und des vierten Halswirbelko¨rpers (rechts).
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4.1.4 Extraktion geometrischer Merkmale
Brinckmann und Frobin haben in ihren Untersuchungen standardisierte
Messverfahren zur Bestimmung der Ho¨he des Bandscheibenfachs, der interver-
tebralen Winkel und des sagittalen Versatzes auf Ro¨ntgenbildern entwickelt,
die als Grundlage fu¨r die hier durchgefu¨hrte Merkmalsextraktion dienen
[Bri94, Fro96, Fro97, Bri98, Fro01]. Die Bestimmung der gewu¨nschten Gro¨ßen
erfolgt mit Hilfe der auf den Eckpunkten der Wirbelko¨rper positionierten Land-
marken. Die im Folgenden beschriebenen Gro¨ßen wurden bereits von anderen
Autoren fu¨r quantitative Untersuchungen der Wirbelsa¨ule verwendet und ko¨nnen
daher als eine Auswahl von Standardmerkmalen fu¨r die Wirbelsa¨ulendiagnostik
angesehen werden [Lei98, Zo¨l01, Hak02, Sha02].
Im weiteren Verlauf werden einige geometrische Kenngro¨ßen beno¨tigt. Die folgende
Definition orientiert sich an den von Frobin und Brinckmann standardisierten
Maßen [Fro97] (siehe dazu auch Abbildung 4.9):
• Die Eckpunkte der Wirbelko¨rper werden gegen den Uhrzeigersinn mit L1 bis
L4 bezeichnet, wobei L1 den dorsal oberen Eckpunkt bezeichnet.
• Die Mittenebene M des Wirbelko¨rpers ist die Verbindung der Mittelpunkte
der Strecken L1L4 und L2L3.
• Die Winkelhalbierende der Mittenebenen wird mit W bezeichnet.
• Der Schwerpunkt S des Wirbels ist durch den Mittelwert der Eckpunkte L1
bis L4 definiert.
• Die mittlere Tiefe TM eines Wirbelko¨rpers wird definiert als Mittelwert der
oberen Tiefe TO und der unteren Tiefe TU . Die obere und untere Tiefe be-
rechnen sich aus den La¨ngen der Strecken L1L2 bzw. L3L4.
L′1L′2
L′3
L′4
L1
L2
L3
L4
S
S′
M
M ′
h
h′
W
Abb. 4.9: Bestimmung der Bandscheibenho¨he
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Ho¨he des Bandscheibenfachs Die Ho¨he des Bandscheibenfachs hB wird durch
den Abstand der ventralen4 Eckpunkte, L3 des oberen Wirbels und L
′
2 des unte-
ren Wirbels, orthogonal zur Winkelhalbierenden W der Mittenebenen M und M ′
bestimmt. Die La¨ngenangabe hB =
1
TM
(h + h′) wird bezu¨glich der mittleren Tie-
fe TM des kranial
5 gelegenen Wirbels normiert, so dass eine gro¨ßenunabha¨ngige
Vermaßung gewa¨hrleistet ist (vgl. Abbildung 4.9).
M
M ′
αW
Abb. 4.10: Bestimmung des intervertebralen Winkels
Intervertebraler Winkel Der intervertebrale Winkel αW zwischen zwei be-
nachbarten Wirbelko¨rpern berechnet sich aus dem Schnittwinkel der Mittenebenen
M und M ′ (vgl. Abbildung 4.10).
S
S′
M
M ′
W
DS
Abb. 4.11: Bestimmung des sagittalen Versatzes
Sagittaler Versatz Der sagittale Versatz DS wird als Abstand der orthogo-
nalen zur Winkelhalbierenden W durch die Schwerpunkte S und S ′ verlaufenden
4ventral: den Bauch bzw. die Vorderseite eines Ko¨rperteils oder Organs betreffend; bauchwa¨rts
gelegen oder gerichtet.
5kranial: den Scha¨del betreffend, scha¨del-, kopf- oder scheitelwa¨rts, am oder zum oberen
Ko¨rperende hin gelegen.
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Strecken der jeweils benachbarten Wirbelko¨rper bestimmt. Diese La¨ngenangabe
wird ebenfalls auf die mittlere Tiefe TM des kranial gelegenen Wirbels normiert.
Der sagittale Versatz ist positiv, falls der kraniale Wirbel weiter ventral liegt (vgl.
Abbildung 4.11).
4.1.5 Validierung und Analyse
Die Ergebnisse fu¨r die Validierung wurden fu¨r die Bilder der Lendenwirbelsa¨ule
in Qualita¨tsstufe 1 und die der Halswirbelsa¨ule nach dem “Leaving-one-out”-
Verfahren bestimmt. Dazu war vor jeder Segmentierung eine Neuberechnung des
Modells unter Auslassung der aktuell zu segmentierenden Wirbelsa¨ule erforderlich.
Die Ergebnisse der Lendenwirbelsa¨ule in den Qualita¨tsstufen 2 und 3 wurden
mit Hilfe des aus Qualita¨t 1 berechneten Modells ermittelt. Eine Verfa¨lschung
der Ergebnisse durch konkretes Modellwissen u¨ber das Anfragebild kann dadurch
ausgeschlossen werden.
Die Validierung der Ergebnisse erfolgt anhand der in Abschnitt 3.7.3 vorgestellten
U¨bereinstimmungsmaße mit den manuell bestimmten Referenzkonturen: prozen-
tuale U¨berdeckung C, mittlere Distanz der Knotenpunkte δ¯M , mittlere Distanz
der Landmarken δ¯LM und der Hausdorff-Distanz δ¯H . Sie umfasst dabei die
Betrachtung des Mittelwertes µ mit Standardabweichung σ sowie des Medians µ˜
mit der Median-Deviation σ˜.
Die Betrachtung der Ergebnisse erfolgt fu¨r die Lenden- und Halswirbelsa¨ule
getrennt. In Abschnitt 4.1.5.1 werden die Ergebnisse der Lendenwirbelsa¨u-
le und anschließend die der Halswirbelsa¨ule vorgestellt. Abschließend wird eine
Analyse der aus den Bildern extrahierten geometrischen Kenngro¨ßen durchgefu¨hrt.
4.1.5.1 Ergebnisse der Lendenwirbelsa¨ule
Qualita¨tsstufe 1
Tabelle 4.1 entha¨lt die Segmentierungsergebnisse der Lendenwirbelsa¨ule fu¨r die
ho¨chste Qualita¨tsstufe 1.
Prozentuale U¨berdeckung Fu¨r die Berechnung der U¨berdeckung werden
die Konturen durch Verbinden der Endpunkte geschlossen. Die Ergebnisse der
prozentualen U¨berdeckung zeigen, dass die U¨berdeckung der einzelnen Wirbel
LWK-1 bis LWK-5 im Durchschnitt zwischen 91,4% und 92,3% liegt, wa¨hrend die
U¨berdeckung des Sakrums nur einen Mittelwert von 79,8% erreicht.
Diese Diskrepanz la¨sst sich mit der Objektform des Sakrums erkla¨ren. Da die
U¨berdeckung des Sakrums stark mit der La¨nge der ventralen Kante korreliert,
fu¨hren geringe La¨ngenunterschiede zu einer großen A¨nderung in der berechneten
prozentualen U¨berdeckung. Zusa¨tzlich wird die La¨nge der ventralen Kante nicht
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Tab. 4.1: Ergebnisse der Qualita¨tsstufe 1
C [%] C [%] δ¯M [mm] δ¯M [mm] δ¯
L
M [mm] δ¯
L
M [mm]
µ± σ µ˜± σ˜ µ± σ µ˜± σ˜ µ± σ µ˜± σ˜
LWK-1 92,0±4,2 93,3±1,7 1,29±1,76 0,93±0,45 3,06±2,42 2,44±1,26
LWK-2 92,0±3,7 93,1±1,9 1,28±1,69 0,75±0,46 2,82±2,09 2,16±1,10
LWK-3 92,3±3,7 93,2±2,3 1,44±1,93 0,81±0,51 2,50±1,73 2,14±0,89
LWK-4 91,4±4,0 92,1±2,8 1,54±2,06 0,80±0,53 2,55±2,22 1,91±0,92
LWK-5 91,4±4,4 92,4±2,7 1,47±1,96 0,77±0,50 2,94±2,86 2,06±1,05
Sakrum 79,8±9,9 81,3±6,4 2,06±2,96 0,90±0,64 5,20±4,16 3,93±2,17
Gesamt 89,8±7,1 92,0±3,0 1,47±2,03 0,78±0,50 2,99±2,62 2,20±1,07
ohne S. 91,8±4,0 92,8±2,3 1,40±1,89 0,76±0,49 2,78±2,30 2,10±1,00
durch Bildeinflu¨sse begrenzt, so dass diese stark variiert. Dieser Sachverhalt
kann auch bei einem gut segmentierten Sakrum zu einer geringen prozentualen
U¨berdeckung fu¨hren. Aus diesem Grund werden die Segmentierungsergebnisse
mit Sakrum von denen ohne Sakrum getrennt.
Abbildung 4.12 veranschaulicht die Entwicklung der prozentualen U¨berdeckung
wa¨hrend der Segmentierungsschritte (vgl. Abbildung 4.7) fu¨r jeden einzelnen
Wirbelko¨rper und die gesamte Wirbelsa¨ule. Die grauen Balken repra¨sentieren
den Bereich einer Standardabweichung um den Mittelwert. Zusa¨tzlich markieren
die Linien die minimale und maximale U¨berdeckung im jeweiligen Segmentie-
rungsschritt. Anhand der Abbildung wird deutlich, dass nach jedem Schritt eine
Verbesserung der Detektionsgenauigkeit erreicht werden konnte. Die Verringerung
des Detektionsfehlers fa¨llt nach dem ersten Schritt am deutlichsten aus.
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Abb. 4.12: Entwicklung der prozentualen U¨berdeckung wa¨hrend der vier Segmentie-
rungsschritte in Qualita¨tsstufe 1
Weiterhin zeigt sich, dass die Abweichung des Minimums vom Mittelwert mei-
stens bedeutend gro¨ßer ist als die des Maximums. Dies deutet darauf hin, dass
eine Verzerrung der Werte durch Ausreißer vorliegt. Zur Bereinigung der Aus-
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reißerproblematik sind deshalb in Tabelle 4.1 zusa¨tzlich der Median µ˜ und die
Median-Deviation σ˜ aufgefu¨hrt.
Distanz der Knotenpunkte und Landmarken Bereinigt von Ausreißern
zeigt sich, dass die einzelnen Knotenpunkte weniger als einen Millimeter von
der Referenzkontur entfernt liegen. Der Median der Knotendistanzen δ¯M betra¨gt
0,78 mm mit einer Median-Deviation von 0,5 mm. Der Mittelwert liegt bei
1,47 mm mit einer Standardabweichung von 2,03 mm.
Da es sich bei der Landmarkendistanz δ¯LM um ein Abstandsmaß zwischen
korrespondierenden Knotenpunkten auf der Ergebnis- und der Referenzkontur
handelt, fallen die ermittelten Werte deutlich gro¨ßer aus. In diesem Fall liegt die
mittlere Distanz bei 2,99 mm und der Median bei 2,10 mm.
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Abb. 4.13: Verteilung der Distanz der Konturpunkte und Landmarken in Qualita¨tsstu-
fe 1.
Abbildung 4.13 veranschaulicht die Verteilung der beiden Distanzmaße δ¯M
(durchgezogene Linie) und δ¯LM (gestrichelte Linie). Anhand der Abbildung wird
deutlich, dass etwa 60% der Knotenpunkte eine Distanz aufweisen, die kleiner als
1 mm ist. U¨ber 80% der Knotenpunkte weisen einen Abstand von weniger als
2 mm auf. Die Verteilung der Landmarkendistanzen fa¨llt etwas schlechter aus:
Nur etwa 20% der Landmarken haben einen geringeren Abstand von 1 mm zum
Referenzpunkt. Dennoch ist positiv zu bemerken, dass u¨ber 60% der Landmarken
eine Distanz aufweisen, die kleiner als 3 mm ist.
Qualita¨tsstufen 2 und 3
Die Tabellen 4.2 und 4.3 enthalten die Segmentierungsergebnisse der Lendenwir-
belsa¨ule fu¨r die Qualita¨tsstufen 2 und 3.
Prozentuale U¨berdeckung Die prozentuale U¨berdeckung der gesamten Wir-
belsa¨ule in Qualita¨tsstufe 2 liegt im Mittel bei 81,9% und bei Betrachtung ohne
das Sakrum bei 88,6%. In der Qualita¨tsstufe 3 wurde eine mittlere U¨berdeckung
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Tab. 4.2: Ergebnisse der Qualita¨tsstufe 2
C [%] C [%] δ¯M [mm] δ¯M [mm] δ¯
L
M [mm] δ¯
L
M [mm]
µ± σ µ˜± σ˜ µ± σ µ˜± σ˜ µ± σ µ˜± σ˜
LWK-1 89,1±6,8 91,3±2,0 1,76±2,80 0,84±0,57 3,66±3,52 2,64±1,32
LWK-2 90,7±4,4 91,6±2,6 1,59±2,00 0,86±0,57 2,95±2,19 2,22±1,15
LWK-3 90,5±4,6 91,3±3,4 1,80±2,32 0,92±0,63 3,02±2,21 2,46±1,17
LWK-4 89,7±7,6 91,9±3,3 2,02±3,10 0,89±0,63 3,39±3,94 2,63±1,28
LWK-5 82,7±21,3 90,9±3,6 3,95±8,34 1,09±0,76 7,89±14,14 3,00±1,60
Sakrum 66,7±24,5 74,6±8,5 6,23±15,17 1,31±1,00 11,83±18,28 5,12±3,91
Gesamt 84,9±16,47 90,3±3,9 2,64±6,58 0,94±0,66 4,88±9,01 2,69±1,36
ohne S. 88,6±11,28 91,4±2,9 2,22±4,48 0,91±0,63 4,18±7,13 2,56±1,27
Tab. 4.3: Ergebnisse der Qualita¨tsstufe 3
C [%] C [%] δ¯M [mm] δ¯M [mm] δ¯
L
M [mm] δ¯
L
M [mm]
µ± σ µ˜± σ˜ µ± σ µ˜± σ˜ µ± σ µ˜± σ˜
LWK-1 83,5±15,4 90,0±4,6 3,10±6,06 1,00±0,73 6,64±9,51 3,36±1,88
LWK-2 85,1±16,5 90,5±3,8 2,86±5,96 0,91±0,64 6,03±10,43 2,72±1,58
LWK-3 84,3±19,1 89,6±5,2 3,46±7,96 0,97±0,71 6,82±13,95 2,95±1,68
LWK-4 84,0±19,9 90,4±4,6 3,77±8,45 1,04±0,77 7,51±14,67 3,15±1,89
LWK-5 69,4±28,8 81,5±10,8 8,03±12,79 1,99±1,70 16,10±21,56 6,11±4,49
Sakrum 52,3±29,9 63,7±17,4 14,49±24,38 3,67±3,36 21,64±28,35 9,57±7,40
Gesamt 76,4±25,3 86,8±7,3 5,30±11,87 1,17±0,91 9,80±17,15 3,65±2,26
ohne S. 81,3±21,2 89,1±5,2 4,24±8,82 1,08±0,82 8,62±15,11 3,42±2,10
von lediglich 76,4% und immerhin noch 81,3% ermittelt, wenn man das Sakrum
außer acht la¨sst.
Eine Betrachtung der Mediane gibt Aufschluss daru¨ber, ob bei schlechterer
Bildqualita¨t die Anzahl von Fehlsegmentierungen zunimmt, da solche Ausreißer
sich durch Differenzen zwischen Mittelwert und Median bemerkbar machen. In
der Qualita¨tstufe 2 lag der Median der prozentualen U¨berdeckung fu¨r die gesamte
Wirbelsa¨ule bei 90,3% und bei Auslassung des Sakrums bei 91,4%. In der dritten
Qualita¨tsstufe wurden Werte von 86,8% fu¨r die gesamte Wirbelsa¨ule und 89,1%
ohne Betrachtung des Sakrums erreicht. Insgesamt zeigt sich durch zunehmende
Differenzen zwischen Medianen und Mittelwerten, dass die Ergebnisse in Qualita¨t
3 eine gro¨ßere Anzahl von Fehlsegmentierungen aufweisen.
Distanz der Knotenpunkte und Landmarken Den Werten der prozentualen
U¨berdeckung entsprechend, fallen die Distanzen der Knotenpunkte und Land-
marken im Vergleich zu Qualita¨t 1 schlechter aus. Hier werden fu¨r den mittleren
Knotenabstand in Qualita¨t 2 nur noch 2,64 mm erreicht. Der Median von Qualita¨t
2 liegt jedoch wie in Qualita¨t 1 ebenfalls unter 1 mm. Die mittlere Distanz der
Landmarken in Qualita¨t 2 vergro¨ßerte sich auf 4,88 mm. Die Qualita¨tsstufe 3
zeigt eine mittlere Knotendistanz von 5,30 mm, wobei der Median bei lediglich
1,17 mm liegt. Die Absta¨nde der Landmarken liegen im Mittel bei 9,80 mm und
der Median bei 3,65 mm.
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Es wird deutlich, dass bei allen Messwerten eine relativ große Differenz zwi-
schen Mittelwerten und Medianen auftritt. Dieser Umstand deutet, wie bei der
prozentualen U¨berdeckung ebenfalls beobachtet, darauf hin, dass die Messwerte
Ausreißer enthalten. Bezogen auf die Ergebniskonturen a¨ußert sich dies in zum
Teil erheblichen Fehlsegmentierungen der dargestellten Objekte.
Es ist daher von besonderem Interesse, inwieweit die Anzahl von Fehlseg-
mentierungen mit abnehmender Bildqualita¨t zunimmt. Der folgende Vergleich
der Ergebnisse aus den verschiedenen Qualita¨tsstufen gibt Aufschluss u¨ber die
Sensitivita¨t des Verfahren bezu¨glich der Bildqualita¨t.
Vergleich der Ergebnisse der Qualita¨tsstufen 1 bis 3
In Abbildung 4.14 werden die Ergebnisse in den unterschiedlichen Qualita¨tsstufen
miteinander verglichen. Das linke Diagramm zeigt die Mittelwerte und Mediane
der prozentualen U¨berdeckung, wa¨hrend im rechten Diagramm die Mittelwerte
und Mediane der Knoten- und Landmarkendistanz dargestellt sind.
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Abb. 4.14: Vergleich der Ergebnisse der Qualita¨tstufen 1 (schwarz), 2 (grau) und 3
(weiß).
Beim Vergleich der Qualita¨tsstufen 1 bis 3 zeigt sich eine deutlich sinkende
Tendenz bei den Mittelwerten in der prozentualen U¨berdeckung von der ho¨chsten
bis zur niedrigsten Qualita¨t. Die Mittelwerte der Knoten- und Landmarkendistanz
steigen bei abnehmender Bildqualita¨t an. Diese Beobachtung la¨sst die Schlussfol-
gerung zu, dass die Anzahl von Fehlsegmentierungen bei schlechter Bildqualita¨t
zunimmt.
Die Mediane zeigen ein weniger ausgepra¨gtes Verhalten. Hier nehmen weder
die prozentuale U¨berdeckung noch die Distanzen der Knoten und Landmarken
im gleichen Maß zu bzw. ab, wie es bei den Mittelwerten der Fall ist. Die geringe
Verschlechterung der Mediane gibt Hinweise darauf, dass nur wenige extreme
Werte vorliegen, so dass selbst in Qualita¨tsstufe 3 die Anzahl der erfolgreichen
Segmentierungen u¨berwiegt.
Ein weiterer Faktor, der in diesem Zusammenhang eine Rolle spielt, ist die
Verwendung des schrittweisen multiskalenbasierten Segmentierungsansatzes. Falls
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zu Beginn der Segmentierung in einer hohen Skala Fehler auftreten, werden diese
u¨ber alle Skalen propagiert, so dass vermeintlich geringe Fehlsegmentierungen in
hohen Skalen drastische Auswirkungen auf das Endergebnis haben ko¨nnen.
Insgesamt zeigt sich, dass die Segmentierungsgenauigkeit bei schlechterer Bildqua-
lita¨t zwar abnimmt, diese Abnahme aber im Wesentlichen durch Ausreißer gepra¨gt
ist. In der Mehrzahl der Anfragebilder liefert das Verfahren selbst bei schwierigem
Bildmaterial zufriedenstellende Ergebnisse.
4.1.5.2 Ergebnisse der Halswirbelsa¨ule
Die Auswertung der Halswirbelsa¨ule erfolgt nach denselben Kriterien wie die der
Lendenwirbelsa¨ule. In Tabelle 4.4 sind die Ergebnisse der Segmentierung der Hals-
wirbelsa¨ule aufgefu¨hrt.
Prozentuale U¨berdeckung Bei der Halswirbelsa¨ule wurde fu¨r den Korpus aus
qualitativ guten Bildern eine mittlere U¨berdeckung von 86,3% erreicht. Der Me-
dian weicht wie bei der Lendenwirbelsa¨ule um wenige Prozent nach oben ab und
betra¨gt 90,8%. A¨hnlich dem Sakrum ist der Halswirbelko¨rper HWK-7 fu¨r einen
großen Anteil der berechneten geringen U¨berdeckungen verantwortlich.
Da es sich bei der Kontur des HWK-7 ebenfalls um eine offene Kontur handelt,
die nach unten nicht durch Bildeinflu¨sse begrenzt wird, kommt es je nach La¨nge
der beiden Wirbelko¨rperschenkel zu starken Schwankungen in der prozentualen
U¨berdeckung. Unter Auslassung von HWK-7 ergibt sich damit ein Mittelwert in
der U¨berdeckung von 89,2% und ein Median von 91,6%.
Im Vergleich zur Lendenwirbelsa¨ule (Gesamt: µ=89,8%; µ˜=92,0%; ohne Sa-
krum: µ=91,8%; µ˜=92,8%) fallen die Ergebnisse der Halswirbelsa¨ule nur marginal
schlechter aus.
Tab. 4.4: Ergebnisse der Halswirbelsa¨ulensegmentierung
C [%] C [%] δ¯M [mm] δ¯M [mm] δ¯
L
M [mm] δ¯
L
M [mm]
µ± σ µ˜± σ˜ µ± σ µ˜± σ˜ µ± σ µ˜± σ˜
HWK-2 86,7±12,5 91,3±2,1 1,03±1,57 0,51±0,35 2,37±2,51 1,63±0,85
HWK-3 91,1±4,5 92,5±1,5 0,55±0,65 0,39±0,24 1,49±1,07 1,18±0,49
HWK-4 91,4±3,7 92,3±1,7 0,49±0,49 0,38±0,23 1,50±1,12 1,19±0,56
HWK-5 90,2±3,9 91,3±1,9 0,56±0,55 0,43±0,27 1,67±1,24 1,39±0,59
HWK-6 87,2±11,4 90,9±2,1 0,84±1,64 0,46±0,29 2,28±2,93 1,47±0,63
HWK-7 71,2±15,9 75,1±9,1 1,12±2,23 0,51±0,36 2,49±3,53 1,43±0,80
Gesamt 86,3±12,1 90,8±2,6 0,73±1,27 0,43±0,27 1,91±2,19 1,37±0,62
ohne HWK-7 89,3±8,4 91,6±2,0 0,68±1,10 0,43±0,27 1,84±1,95 1,35±0,60
Distanz der Knotenpunkte und Landmarken Die mittlere Distanz der
Knotenpunkte weist einen Wert von 0,73 mm fu¨r die gesamte Wirbelsa¨ule auf.
Davon abweichend liegt der Median der mittleren Knotendistanz bei 0,43 mm.
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Entsprechend den Ergebnissen der Lendenwirbelsa¨ule liegen die Distanzen der
Landmarken zu ihren Referenzpunkten ho¨her. Es ergeben sich eine mittlere
Landmarkendistanz von 1,91 mm und ein Median von 1,37 mm.
Im Vergleich zu den Distanzen der Lendenwirbelsa¨ulensegmentierung (Kno-
tendistanzen: µ=1,47 mm; µ˜=0,78 mm; Landmarkendistanzen: µ=2,99 mm;
µ˜=2,20 mm) fallen die entsprechenden Werte fu¨r die Halswirbelsa¨ule niedriger
aus. Die geringeren Distanzen lassen sich durch eine Reihe verschiedener Faktoren
erkla¨ren. Durch die gro¨ßere Na¨he der Halswirbelsa¨ule zum Film und der geringeren
Gro¨ße des durchstrahlten Volumens werden die Kanten der Wirbelko¨rper scha¨rfer
abgebildet. Des Weiteren sind die Halswirbelko¨rper wesentlich kleiner, so dass
die tatsa¨chlichen Objektkanten in geringerem Maße durch Projektionsfehler
gesto¨rt werden. Als wesentlicher Grund ist jedoch die ho¨here Bildauflo¨sung der
Halswirbelsa¨ulenbilder zu nennen. Die Summe dieser Faktoren ermo¨glicht eine
genauere Lokalisation der Kantenstrukturen, so dass die resultierenden Distanzen
geringer ausfallen.
Im Vergleich zu den Ergebnissen der Lendenwirbelsa¨ule zeigt sich insgesamt, dass
das Verfahren in der Lage ist, verschiedene organische Strukturen auf unterschied-
lichen Bildtypen zu detektieren. Fu¨r die Hals- und Lendenwirbelsa¨ule ergaben sich
vergleichbare Ergebnisse, was fu¨r die U¨bertragbarkeit des Verfahrens in einen an-
deren Kontext spricht.
Signifikante Punkte der Organstruktur lassen sich mit dem Verfahren mit gerin-
ger Abweichung erfassen. Fu¨r die Praxis stellt sich die Frage, in welchem Bereich
das Verfahren angewendet werden soll. Ist die geforderte Genauigkeit zu hoch,
so kann es keine sicheren Ergebnisse liefern. Es kann jedoch angewendet werden,
falls eine geringe Abweichung toleriert werden kann. Ein solches Anwendungsge-
biet ist die sogenannte funktionelle Diagnostik. Im folgenden Kapitel werden die
Ergebnisse der rechnergesteuerten funktionellen Diagnostik vorgestellt.
4.1.5.3 Analyse der geometrischen Merkmale
In der funktionellen Diagnostik der Wirbelsa¨ule werden geometrische Kenngro¨ßen
fu¨r die Beurteilung des Bildes herangezogen. Fu¨r alle 60 Lendenwirbelsa¨ulen der
Qualita¨tsstufe 1 sind nach der automatischen Segmentierung die Gro¨ße der in-
tervertebralen Winkel, die Bandscheibenho¨he und der sagittale Versatz bestimmt
worden.
Die in diesem Abschnitt durchgefu¨hrte Auswertung dieser Maße soll zeigen, ob
die Genauigkeit der Segmentierungsergebnisse eine ausreichend genaue Berechnung
dieser Gro¨ßen ermo¨glicht. Daher wurden die ermittelten Werte mit den Referenz-
werten nach Frobin et al. [Fro97] verglichen, um die Plausibilita¨t der Ergebnisse
zu u¨berpru¨fen.
Als weiteres Gu¨tekriterium dient die Differenz der einzelnen Werte der segmen-
tierten Wirbel zu den entsprechenden Gro¨ßen der manuell fu¨r die Trainingsdaten-
menge eingezeichneten Wirbel. Die Differenz wird fu¨r die Winkel in Grad, fu¨r die
Bandscheibenho¨he und den sagittalen Versatz in Millimetern angegeben. Es wird
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sowohl der Mittelwert der Differenz mit Standardabweichung als auch der Median
der Differenz mit Median-Deviation berechnet.
Winkelbestimmung Die Ergebnisse der Bestimmung der intervertebralen Win-
kel sind in Tabelle 4.5 dargestellt. In Tabelle 4.6 sind die Referenzwerte fu¨r eine
gesunde Stichprobe im Alter zwischen 16 und 57 Jahren nach Frobin et al.
[Fro97] angegeben.
Tab. 4.5: Ergebnisse der Bestimmung der intervertebralen Winkel mit Hilfe der vollau-
tomatischen Segmentierung
Winkel in Grad LWK-1/2 LWK-2/3 LWK-3/4 LWK-4/5
µ± σ 2,0±1,4 3,6±2,5 8,2±2,8 13,6±3,8
µ˜± σ˜ 1,6±1,0 3,0±1,7 8,9±1,8 13,9±2,8
Tab. 4.6: Referenzwerte der intervertebralen Winkel nach Frobin et al. [Fro97] bei
einer gesunden Untersuchungsgruppe im Alter zwischen 16 und 57 Jahren
Winkel in Grad LWK-1/2 LWK-2/3 LWK-3/4 LWK-4/5
Ma¨nner: µ± σ 4,1±3,1 7,9±2,7 10,7±2,6 17,5±3,9
Frauen: µ± σ 3,2±3,3 7,1±3,5 10,8±2,8 15,6±3,4
Der Vergleich zeigt, dass die Ergebnisse der Winkelgro¨ßen unter den entspre-
chenden Referenzgro¨ßen liegen, wobei sie sich aber stets im Bereich einer
Standardabweichung bewegen. Die Tendenz der zunehmenden Winkelgro¨ße der
intervertebralen Winkel von LWK − 1/2 bis LWK − 4/5 stimmt mit den
Referenzwerten u¨berein.
In Tabelle 4.7 sind die Ergebnisse der Winkeldifferenz zusammengefasst. Dabei ist
zu erkennen, dass die Mittelwerte leicht u¨ber den entsprechenden Medianen liegen.
Als absolute Werte liegen diese im Rahmen der Messungenauigkeit, die auch
bei manuellen Verfahren auftritt. Fu¨r die klinische Praxis sind die Differenzen
ausreichend klein, um das vollautomatische Verfahren zur Bestimmung der
Winkelgro¨ße zu verwenden.
Tab. 4.7: Differenz der Winkelgro¨ße in Grad zwischen vollautomatisch und manuell
segmentierten Wirbeln
Differenz in Grad LWK-1/2 LWK-2/3 LWK-3/4 LWK-4/5
µ± σ 1,3±1,1 1,0±0,9 1,5±1,3 1,8±1,5
µ˜± σ˜ 0,8±0,5 0,8±0,5 1,3±0,8 1,3±0,9
Wird die Differenz der Winkel jedoch abha¨ngig von der absoluten Gro¨ße des ent-
sprechenden Wirbels bewertet, so muss kritisch angemerkt werden, dass die Diffe-
renz des Winkels zwischen LWK-1 und LWK-2 mit 1,0 Grad als zu hoch anzusehen
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ist, da der Mittelwert lediglich 2,0 Grad betra¨gt. An dieser Stelle ist anzumerken,
dass die Winkelbestimmung u¨ber die Eckpunkte der Wirbelko¨rper fu¨r kleine Win-
kel bezu¨glich der Positionierung der Punkte sehr sensitiv ist. Kleine Verschiebungen
der Eckpunkte fu¨hren daher zu starken Vera¨nderungen des berechneten Winkels.
Bei gro¨ßeren Winkeln, wie sie zwischen den anderen Wirbelpaaren auftreten, ar-
beitet das Verfahren robuster.
Ho¨he des Bandscheibenfachs In Tabelle 4.8 sind die Ergebnisse der Ho¨he des
Bandscheibenfachs der automatisch segmentierten Wirbelsa¨ulen angegeben. Ta-
belle 4.9 entha¨lt die entsprechenden Referenzwerte einer gesunden Untersuchungs-
gruppe.
Zum besseren Vergleich sind alle La¨ngenangaben relativ dargestellt, da, wie in
Kapitel 4.1.4 beschrieben, bei Frobin et al. [Fro97] alle La¨ngenangaben relativ
zur mittleren Tiefe TM angegeben werden.
Tab. 4.8: Ergebnisse der Bestimmung der relativen Bandscheibenho¨he mit Hilfe der
vollautomatischen Segmentierung
relative Ho¨he LWK-1/2 LWK-2/3 LWK-3/4 LWK-4/5
µ± σ 0,259±0,043 0,297±0,049 0,339±0,054 0,391±0,054
µ˜± σ˜ 0,253±0,020 0,290±0,035 0,331±0,040 0,394±0,043
Tab. 4.9: Referenzwerte der relativen Bandscheibenho¨he nach Frobin et al. [Fro97]
bei einer gesunden Untersuchungsgruppe im Alter zwischen 16 und 57 Jahren
relative Ho¨he LWK-1/2 LWK-2/3 LWK-3/4 LWK-4/5
Ma¨nner: µ± σ 0,298±0,035 0,344± 0,036 0,375±0,039 0,424±0,042
Frauen: µ± σ 0,273±0,036 0,324± 0,039 0,366±0,041 0,408±0,050
Der Vergleich zwischen den Ergebniswerten der relativen Bandscheibenho¨he
und den Referenzwerten nach Frobin et al. [Fro97] zeigt, dass die Ergeb-
niswerte alle unterhalb der Referenzwerte liegen, sich jedoch stets innerhalb
einer Standardabweichung bewegen. Hier muss jedoch beru¨cksichtigt werden,
dass im Gegensatz zum Testkorpus aus gesunden Patienten von Frobin, auch
pathologische Fa¨lle zugelassen wurden, deren abgeflachte Zwischenwirbelscheiben
eine deutlich verminderte Ho¨he aufwiesen.
Tabelle 4.10 gibt die Mittelwerte und Mediane der Differenz zwischen den Ergeb-
nissen der automatisch segmentierten Wirbeln und den manuell eingezeichneten
Wirbeln in Millimetern wieder. Im Bereich einer Standardabweichung liegt die
maximale Differenz zwischen vollautomatisch und manuell segmentierten Wirbeln
mit 3,84 mm deutlich unter einem halben Zentimeter. Das vollautomatische Ver-
fahren zur Bestimmung der Ho¨he des Bandscheibenfachs ist demnach geeignet, in
der klinischen Praxis fu¨r entsprechende Messungen eingesetzt zu werden.
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Tab. 4.10: Differenz der Bandscheibenho¨he in Millimeter zwischen vollautomatisch und
manuell segmentierten Wirbeln
Ho¨hendifferenz in mm LWK-1/2 LWK-2/3 LWK-3/4 LWK-4/5
µ± σ 1,69±1,29 2,26±1,58 1,57±1,24 1,51±1,31
µ˜± σ˜ 1,46±0,83 1,97±0,89 1,14±0,87 1,03±0,70
Sagittaler Versatz Tabelle 4.11 gibt die Ergebnisse des sagittalen Versatzes
des jeweiligen kranialen Wirbels bei der vollautomatischen Segmentierung wieder.
Die ermittelten Messwerte wurden ebenfalls auf die mittlere Wirbelko¨rpertiefe TM
normiert. Tabelle 4.12 entha¨lt die Referenzwerte einer gesunden Untersuchungs-
gruppe.
Tab. 4.11: Ergebnisse der Bestimmung des sagittalen Versatzes mit Hilfe der vollauto-
matischen Segmentierung
relativer Versatz LWK-1/2 LWK-2/3 LWK-3/4 LWK-4/5
µ± σ -0,08±0,031 -0,09±0,040 -0,10±0,032 -0,12±0,041
µ˜± σ˜ -0,09±0,024 -0,08±0,030 -0,10±0,018 -0,12±0,024
Tab. 4.12: Referenzwerte des sagittalen Versatzes nach Frobin et al. [Fro97] bei
einer gesunden Untersuchungsgruppe im Alter zwischen 16 und 57 Jahren
relativer Versatz LWK-1/2 LWK-2/3 LWK-3/4 LWK-4/5
Ma¨nner: µ± σ -0,07±0,022 -0,10±0,023 -0,11±0,025 -0,13±0,027
Frauen: µ± σ -0,08±0,027 -0,10±0,028 -0,11±0,027 -0,13±0,033
Tabelle 4.13 entha¨lt die Ergebnisse der Differenz des sagittalen Versatzes. An-
gegeben sind Mittelwerte und Mediane mit Standardabweichung beziehungsweise
Median-Deviationen der Differenzen der einzelnen Wirbelko¨rper.
Die ho¨heren Werte der Differenzen im Vergleich zu den Differenzen in der Ho¨he
des Bandscheibenfachs sind dadurch zu erkla¨ren, dass es sich beim sagittalen Ver-
satz um eine gerichtete Gro¨ße handelt. Wie in Kapitel 4.1.4 beschrieben, erha¨lt der
sagittale Versatz ein Vorzeichen, je nachdem ob die Projektion des Schwerpunk-
tes auf die Winkelhalbierende des kranial oder kaudal6 gelegenen Wirbels weiter
ventral liegt. Kleine Verschiebungen der Eckpunkte ko¨nnen konstruktionsbedingt
große Auswirkungen auf die Projektion der Schwerpunkte auf die Winkelhalbie-
rende haben. Die Verschiebungen der Schwerpunkte sind besonders schwerwiegend,
wenn die projizierten Schwerpunkte im Vergleich zur Referenz vertauscht sind.
Die Ergebnisse der funktionellen Diagnostik zeigen, dass das Verfahren in der La-
ge ist, aus vollautomatisch bestimmten Punkten Gro¨ßen mit zufriedenstellender
Genauigkeit zu berechnen. Es zeigt sich jedoch, dass insbesondere bei der Bestim-
mung des sagittalen Versatzes und der Berechnung kleiner intervertebraler Winkel
eine hohe Genauigkeit der Landmarkenpositionen vorausgesetzt werden muss.
6kaudal: steißwa¨rts, unten (am Stamm), am oder zum unteren Ko¨rperende hin gelegen.
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Tab. 4.13: Differenz des sagittalen Versatzes in Millimeter zwischen vollautomatisch
und manuell segmentierten Wirbeln
Diff. Versatz in mm LWK-1/2 LWK-2/3 LWK-3/4 LWK-4/5
µ± σ 3,36±2,65 3,11±2,54 3,28±3,71 4,49±5,48
µ˜± σ˜ 3,05±1,50 2,57±1,50 2,15±1,42 3,60±2,41
4.2 Segmentierung der Milz (3D)
Die Spiral-CT hat sich als Methode zur Untersuchung des Abdomens etabliert. Die
durch den Arzt zu beurteilende Datenmenge nimmt durch die ho¨here Auflo¨sung
moderner Gera¨te stetig zu, so dass in vielen Fa¨llen eine automatische Auswer-
tung der Daten zur Diagnoseunterstu¨tzung wu¨nschenswert ist. Als ein solches
Anwendungsgebiet in der abdominellen CT-Bildgebung wird die Bestimmung des
Milzvolumens auf Basis einer Segmentierung vorgestellt.
Volumena¨nderungen der Milz stellen einen wichtigen Indikator in der Diagno-
stik und Verlaufskontrolle verschiedener Erkrankungen dar. Eine vollautomatische
und zuverla¨ssige Berechnung des Milzvolumens ist daher fu¨r eine Reihe medizini-
scher Fragestellungen von besonderem Interesse.
In der Bildverarbeitung finden sich nur wenige Arbeiten, die sich mit der Milzseg-
mentierung und Analyse befassen. Dies kann zum einen damit begru¨ndet werden,
dass Milzuntersuchungen nur einen geringen Teil der Untersuchungen ausmachen
und daher fu¨r die klinische Routine weniger relevant sind. Zum anderen wird
eine genaue Segmentierung der Milz aufgrund der hohen Formvariabilita¨t des
Organs und der schlechten Abgrenzbarkeit zum Zwerchfell erschwert. Bisher
existiert kein vollautomatisches Verfahren, dass eine Milzsegmentierung in einer
zufriedenstellenden Qualita¨t liefern kann.
Im Ansatz von Heitmann et al. wird eine schichtweise Segmentierung mit
einem Regionenwachstumsverfahren verwendet [Hei00]. Das Regionenwachstum
wird durch manuelles Setzen von Saatpunkten in jeder einzelnen Schicht initiali-
siert. Die Entscheidung, ob weitere Pixel der Region angeschlossen werden, erfolgt
mit Hilfe eines neuronalen Netzes als Pixelklassifikator. Ein Zusammenfu¨gen
der Schichten erfolgt mit Hilfe von a-priori festgelegten, unscharfen Regeln
(Fuzzy-Logik), die entscheiden, mit welcher Wahrscheinlichkeit ein bestimmtes
Voxel zum Milzparenchym geho¨rt. Auf einem Korpus von 19 Datensa¨tzen wurde
eine mittlere prozentuale U¨berdeckung richtigpositiver Voxel mit einer manuell
erstellten Referenzdatenmenge von 89% ermittelt. Das Verfahren wurde jedoch
nur bei Untersuchungen ohne Kontrastmittel angewendet, was seine universelle
Einsetzbarkeit einschra¨nkt.
Hinshaw et al. verwenden ebenfalls eine interaktive Methode fu¨r die Seg-
mentierung der Milz [Hin95]. A¨hnlich zum Ansatz von Dickens [Dic01] werden
die Objekte schichtweise durch radiale Polygone zusammengesetzt. Der interaktive
Anteil besteht zuna¨chst in einer gu¨nstigen Positionierung des Zentralpunktes der
radialen Kontur, so dass nach Mo¨glichkeit nur ein Schnittpunkt des Zentralstrahls
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zum Konturverlauf des zu segmentierenden Objekts auftritt. Nach Definition
weiterer Punkte auf der Kontur wird diese durch eine Kantendetektion segmen-
tiert. Das Verfahren wurde neben der Milz auf verschiedene abdominelle Organe
und Knochenstrukturen angewendet. Bei Organen wie der Milz lieferte das Ver-
fahren aufgrund der hohen Formvariabilita¨t jedoch nur unbefriedigende Ergebnisse.
Die Segmentierung der Milz ist bei beiden Ansa¨tzen mit einem hohen Maß an Be-
nutzerinteraktion verbunden. Durch ihren interaktiven Charakter sind beide Ver-
fahren auf eine schichtweise Verarbeitung der Daten angewiesen. Die Schwierigkei-
ten, die bei einer Zusammenfassung der einzelnen Schichten zu einer koha¨renten
dreidimensionalen Objektdarstellung auftreten, wurden bereits in Kapitel 2.3.2 im
Zusammenhang mit der Modellbildung diskutiert.
In den folgenden Unterkapiteln wird erstmalig eine vollautomatische Segmen-
tierung der Milz vorgestellt. Zu Beginn werden in Kapitel 4.2.1 die anatomischen
Besonderheiten und medizinischen Aspekte in der Milzdiagnostik herausgestellt.
Anschließend wird auf die Auswahl und Vorbereitung des Bildmaterials eingegan-
gen (Kapitel 4.2.2). In Kapitel 4.2.3 werden die Eigenschaften des verwendeten
Milzmodells vorgestellt. Abschließend wird in Kapitel 4.2.4 eine Validierung und
Analyse der erzielten Ergebnisse durchgefu¨hrt.
4.2.1 Medizinischer Hintergrund
Die Milz ist ein blaurotes Organ mit weicher Gewebestruktur und liegt im hinteren
Oberbauch unter dem Zwerchfell in Ho¨he der 9. bis 11. Rippe. Sie ist etwa 10 bis
12 cm lang, 6 bis 8 cm breit und 3 bis 4 cm dick. Die Form der Milz gleicht einer
Kaffeebohne. Der obere konvexe Teil der Milz schmiegt sich an das Zwerchfell an,
wa¨hrend in den unteren eher konkaven Bereich der Gefa¨ß-/Nervenstiel (Hilus)
einmu¨ndet (vgl. Abbildung 4.15).
Neben dem Hauptorgan kann die Milz sogenannte Nebenmilzen ausbilden,
die aus versprengten Milzanlagen entstehen. Diese zumeist an die Hauptmilz
angelagerten Nebenmilzen variieren zwischen Erbsen- und Hu¨hnereigro¨ße. Die
Milz wird von einer Bindegewebskapsel (Tunica Fibrosa) umschlossen. Vom Hilus
ausgehend wird das Milzgewebe, auch rote Pulpa genannt, von Bindegewebsbalken
(Trabekel) durchzogen. Die rote Pulpa, bestehend aus postkapilla¨ren Blutra¨umen,
macht etwa 77% des Volumens aus. Die weiße Pulpa, bestehend aus Lymphfollikeln
und Lymphstra¨ngen, nimmt etwa 19% des Gesamtvolumens ein, wa¨hrend der
Rest aus Bindegewebe besteht.
In der Prima¨rdiagnostik sowie in der Verlaufskontrolle unter Therapie sind Volu-
mena¨nderungen der Milz von großer Bedeutung. Eine Vergro¨ßerung des Milzvolu-
mens (Splenomegalie) tritt beispielsweise im Zusammenhang mit einer chronischen
myeloischen Leuka¨mie oder dem Pfeiffer’schen Dru¨senfieber auf. Eine Gro¨ßenab-
nahme der Milz kann somit als Therapieerfolg gewertet werden. Dementsprechend
ist eine automatische Volumenbestimmung fu¨r den Diagnoseprozess sehr hilfreich.
Die Bestimmung des Milzvolumens erfolgt in der medizinischen Diagnostik mit
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Abb. 4.15: Querschnitt einer Milz aus [Net99]
verschiedenen Methoden. Durch Palpation7 und Perkussion8 kann das Milzvolumen
nur orientierend bestimmt werden [Yan91]. In vielen Fa¨llen findet die Volumen-
berechnung durch Multiplikation der drei sonographisch ermittelten Hauptachsen
(Ho¨he, Breite, Tiefe) der Milz statt [Rod95]. Es liegt auf der Hand, dass diese Me-
thoden insbesondere bei stark gekru¨mmten Milzen nur sehr ungenaue Ergebnisse
liefern ko¨nnen.
Genauere Volumenangaben ko¨nnen dreidimensionale Verfahren wie die Ma-
gnetresonanztomographie oder die Computertomographie liefern. Eine manuelle
Auswertung dreidimensionaler Bilddaten ist jedoch durch die große Anzahl von
Schichtbildern mit einem hohen Zeitaufwand verbunden, so dass eine automati-
sche computergestu¨tzte Auswertung in diesem Fall wu¨nschenswert ist.
4.2.2 Akquisition des Bildmaterials
Die Bilddatensa¨tze fu¨r die Segmentierung der Milz wurden aus der klinischen
Routine entnommen. Der verwendete Korpus besteht aus insgesamt 62 Datensa¨t-
zen. Die zum Teil sehr großen Datensa¨tze wurden fu¨r die Weiterverarbeitung auf
den Bildbereich der Milz zugeschnitten. Der Bereich ist dennoch so groß gewa¨hlt,
dass er umliegende Strukturen wie die Lunge und die linke Niere entha¨lt.
Die Schichtdicke der Aufnahmen variiert zwischen 0,8 mm und 4,0 mm. In der
Intraschichtauflo¨sung variiert die Voxelgro¨ße je nach eingestelltem “Field of View”
zwischen 0,625 mm und 0,898 mm Kantenla¨nge. Wegen der Anisotropie der Voxel
7Tastuntersuchung der Ko¨rperoberfla¨che oder zuga¨nglicher Ko¨rperho¨hlen.
8Beklopfen der Ko¨rperoberfla¨che, um aus den Schallqualita¨ten (Eigenschwingungen der er-
schu¨tterten Gewebe) auf Ausdehnung und Beschaffenheit der darunterliegenden Organe zu schlie-
ßen.
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Abb. 4.16: Verschiedene axiale CT-Schichtaufnahmen der Milz bei unterschiedlicher
Kontrastmittelkonzentration (linkes und mittleres Bild). Das rechte Schicht-
bild verdeutlicht die schwierige Abgrenzung der Milz zum Zwerchfell (ohne
Kontrastmittel).
und der unterschiedlichen Intraschichtauflo¨sungen der Datensa¨tze ist eine lineare
Interpolation durchgefu¨hrt worden, so dass jeder Datensatz auf eine isotrope
Voxelgro¨ße von 0,742 mm Kantenla¨nge in allen drei Raumrichtungen skaliert
worden ist. Es wurde dieser Wert gewa¨hlt, da die Mehrzahl der Datensa¨tze bereits
die gewu¨nschte Intraschichtauflo¨sung besaßen, so dass lediglich eine Interpolation
in axialer Richtung erforderlich war.
Im nativen CT-Schichtbild wird die Milz ohne Gabe von Kontrastmittel relativ
homogen in einem Bereich von 40 bis 50 HE abgebildet. Bei Gabe von Kontrast-
mittel erscheint die Milz je nach Konzentration des Kontrastmittels heller. In der
Mehrzahl der Fa¨lle werden abdominelle CT-Untersuchungen mit Kontrastmittel
durchgefu¨hrt, so dass bei der Bildauswahl keine Ru¨cksicht auf das Vorhandensein
von Kontrastmittel genommen worden ist.
Durch die geschu¨tzte Lage im hinteren Oberbauch in ihrer Bindegewebskapsel
la¨sst sich die Milz in den meisten Fa¨llen gut von anderen Strukturen abgrenzen.
Schwierigkeiten treten bei der Differenzierung der konvexen Oberseite auf, die an
das Zwerchfell angrenzt. Wegen der a¨hnlichen Hounsfieldwerte des Muskelgewebes
(ebenfalls 40-50 HE) ist eine sichere Abgrenzung oft nicht mo¨glich. Daneben wird
die Segmentierung durch benachbarte Strukturen wie die Niere erschwert, da je
nach Kontrastmittelkonzentration im Gewebe hier a¨hnliche Grauwertverteilungen
auftreten ko¨nnen. Abbildung 4.16 verdeutlicht die Problematik der unterschiedli-
chen Kontrastierung sowie die schwierige Abgrenzung der Milz zum Zwerchfell.
4.2.3 Modelleigenschaften und Optimierung
Das wissensbasierte Objektmodell fu¨r die Segmentierung der Milz besteht aus drei
Teilmodellen. Globales Formwissen u¨ber die mo¨glichen Formvariationen der Milz
wird durch ein Formmodell bereitgestellt. Signifikante Bildinformation im Kanten-
bereich der Milz fu¨r die Anpassung an das Bildmaterial wird durch ein wissens-
basiertes Bildmodell bereitgestellt. Die lokale Feinanpassung leistet ein aktives
Konturmodell.
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4.2.3.1 Das wissensbasierte Formmodell der Milz
Das Formmodell der Milz besteht aus insgesamt 62 Trainingsdatensa¨tzen, die
durch einen medizinisch versierten Benutzer mit Hilfe der in Kapitel 3.6.3
vorgestellten Methode semiautomatisch segmentiert wurden. Die Segmentierung
der ersten 30 Datensa¨tze erfolgte ausschließlich mit dem semiautomatischen
Verfahren. Anschließend wurde aus den ersten 30 Datensa¨tzen ein Formmodell
erstellt, welches bereits eine ausreichende Flexibilita¨t aufwies, um die verbliebenen
32 Bilddatensa¨tze zu segmentieren.
Durch den fru¨hen Einsatz der modellbasierten Segmentierung konnte der
Interaktionsaufwand fu¨r die Erstellung der restlichen Trainingsdaten erheblich
gesenkt werden, da die Nachbearbeitung der Ergebnisse in vielen Fa¨llen recht
gering ausfiel. Ein wichtiger Aspekt bei der Erzeugung der weiteren Trainingsdaten
durch das Modell selbst ist die Verwendung einer lokalen Feinanpassung durch
ein aktives Konturmodell. Da die Segmentierung nicht ausschließlich auf dem
wissensbasierten Formmodell beruht, ko¨nnen die segmentierten Datensa¨tze als
unbekannt angenommen werden, so dass durch Hinzufu¨gen dieser Datensa¨tze zum
Modell eine echte Erweiterung der Formvariabilita¨t erreicht wird.
Durch die hohe Formflexibilita¨t der Milz stellte es sich als nahezu unmo¨glich her-
aus, Regionen fu¨r die Positionierung von Landmarken zu definieren. Das berechnete
wissensbasierte Formmodell der Milz entha¨lt daher keine Landmarken. Abbildung
4.17 zeigt die mittlere Form sowie die Forma¨nderung des Modells entlang der ersten
beiden Variationsmodi.
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Abb. 4.17: Zula¨ssige Variation des wissensbasierten Formmodells der Milz durch die
ersten beiden Formparameter. In der Mitte ist jeweils die mittlere Form v¯
dargestellt.
Bei der Milzsegmentierung wird analog zur Segmentierung der Wirbelsa¨ule eine
multiskalenbasierte Strategie verfolgt. In ho¨heren Skalen ist es daher von Vorteil,
die Anzahl der Knotenpunkte des Formmodells zu reduzieren. Daher liegt das
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Formmodell der Milz in zwei verschiedenen Auflo¨sungsstufen vor, wobei die ho¨here
Auflo¨sung durch Loop-Subdivision aus der niedrigen Auflo¨sungsstufe hervorgeht.
Abbildung 4.18 veranschaulicht die unterschiedliche Dichte der Triangulationen in
den verschiedenen Auflo¨sungsstufen.
Abb. 4.18: Unterschiedliche Auflo¨sungen fu¨r das Formmodell der Milz. Das linke Teil-
bild zeigt die niedrige Auflo¨sung des Modells mit |v| = 609 und |t| = 1214,
wa¨hrend rechts die hohe Auflo¨sung mit |v| = 2430 und |t| = 4856 dargestellt
ist.
4.2.3.2 Das wissensbasierte Bildmodell der Milz
Die Anpassung an das Bildmaterial erfolgt durch ein Templatemodell, das
ebenfalls in verschiedenen Auflo¨sungsstufen vorliegt. Fu¨r das Training des Modells
wurden in den verschiedenen Auflo¨sungen jeweils 25 Trainingsprofile aus den
Bilddaten manuell ausgewa¨hlt. Abbildung 4.19 zeigt die beiden Hauptmodi der
Variation eines aus den Trainingsdaten berechneten eindimensionalen Profilmo-
dells mit einer La¨nge von 5 Voxeln in der ho¨chsten Auflo¨sung. Die Modellierung
der Grauwertvariation der aus diesen Profilen gebildeten Templatemodelle stellt
sich konstruktionsbedingt analog dar.
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Abb. 4.19: Modellierung der Grauwertvariation im Kantenbereich der Milz. Die Va-
riation entlang des ersten Eigenvektors entspricht einer Helligkeitsa¨nderung
des Kantenprofils (links), wa¨hrend durch den zweiten Eigenvektor eine Kon-
trasta¨nderung des Kantenprofils hervorgerufen wird (rechts).
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4.2.3.3 Das diskrete aktive Konturmodell der Milz
Aufgrund der hohen Formflexibilita¨t der Milz ist eine ausschließlich auf dem
wissensbasierten Formmodell basierende Segmentierung nicht ausreichend. Die
Untersuchung der Generalisierungseigenschaften des Formmodells ergab einen
maximalen Fehler von Dmax = 15, 4 mm (vgl. Abbildung 3.9), der aufgrund
des asymptotischen Charakters der Messkurve auch durch Hinzunahme weiterer
Trainingsdaten nicht signifikant vermindert werden kann.
Daher erfolgt in der ho¨chsten Auflo¨sung die Feinanpassung an das Bildmateri-
al mit Hilfe des diskreten aktiven Konturmodells (vgl. Kapitel 3.5). Die auf die
Modellknoten vi einwirkende Kraft ~F (vi) setzt sich aus den folgenden Teilkra¨ften
zusammen:
~F (vi) = w
d ~F d(vi) + w
b ~F b(vi) + w
e ~F e(vi) (4.1)
Mit Hilfe der Deformationskraft ~F d(vi) wird wa¨hrend der gesamten Optimierung
gewa¨hrleistet, dass einerseits die Oberfla¨che mo¨glichst glatt bleibt und andererseits
die Sensitivita¨t des Modells gegenu¨ber Bildrauschen vermindert wird.
Die regionenbasierte Ballonkraft ~F b(vi) wird bildadaptiv anhand der von der
Initialkontur u¨berdeckten Region bestimmt. Da die Initialkontur die Ergebnis-
kontur des vorangegangenen Optimierungsschritts darstellt, kann die Annahme
getroffen werden, dass diese Kontur das gesuchte Objekt zum gro¨ßten Teil bein-
haltet, so dass eine robuste Scha¨tzung der Grauwertverteilung fu¨r die Ballonkraft
mo¨glich ist.
Der Bildeinfluss wird durch die externe Kraft ~F e(vi) modelliert. Die Kanten-
lokalisation erfolgt daher mit Hilfe des bereits vorgestellten Templatemodells.
Wa¨hrend der Optimierung wird ein Resampling der Triangulation zugelassen. Als
Kantenla¨nge wurde ein Intervall von Lmin = 3 bis Lmax = 6 mm vorgegeben. Durch
das Resampling konnte der hohen Formflexibilita¨t besser entsprochen werden, da
lokale Formvariationen besser erfasst werden ko¨nnen.
4.2.3.4 Optimierung
Fu¨r die Optimierung des wissensbasierten Objektmodells der Milz wird ein
multiskalenbasierter Ansatz verwendet. Die Optimierung gliedert sich in drei
aufeinanderfolgende Schritte. Abbildung 4.20 zeigt den schematischen Ablauf des
Optimierungsprozesses fu¨r die Milzsegmentierung. Eine detaillierte Aufstellung
aller fu¨r die Modellanpassung verwendeter Parameter des Milzmodells findet sich
in Anhang B.3.
Die globale Optimierung des Milzmodells startet im ho¨chsten Scale Space Level.
Der genetische Algorithmus verwendet eine feste Anzahl von 300 Individuen in
jeder Generation. Nach 10 Generationen wird das Verfahren abgebrochen und das
Individuum mit der besten Anpassung als Ergebnis zuru¨ckgeliefert. Die genetische
Information jedes Individuums besteht aus 9 affinen- und 20 Modellparametern.
Eine lokale Anpassung unter Beru¨cksichtigung aller Modellparameter findet im
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Genetischer Algorithmus
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Abb. 4.20: Schematischer Ablauf der multiskalenbasierten Optimierung des wissensba-
sierten Objektmodells der Milz.
Scale Space Level 1 mit Hilfe des lokalen Anpassungsverfahrens fu¨r Active Shape
Models statt (siehe Kapitel 3.4). Im Gegensatz zur Wirbelsa¨ulensegmentierung
liefert diese Optimierung noch kein zufriedenstellendes Ergebnis. Daher wird ab-
schließend auf dem Originaldatensatz eine Feinanpassung mit einem aktiven Kon-
turmodell durchgefu¨hrt.
4.2.4 Validierung und Analyse
Die Ergebnisse der Milzsegmentierung wurden durch ein “Leaving-one-out”-
Experiment ermittelt. Dazu wurde fu¨r jedes Anfragebild das Formmodell unter
Auslassung der aktuellen Milz neu berechnet und anschließend optimiert.
Fu¨r die Validierung der Ergebnisse wurden von jedem Datensatz die U¨bereinstim-
mungsmaße prozentuale U¨berdeckung C und mittlere Distanz der Knotenpunkte
δ¯M ermittelt. Zu diesen Messwerten wurde der Mittelwert µ mit Standardabwei-
chung σ sowie der Median µ˜ mit der Median-Deviation σ˜ berechnet. Zusa¨tzlich
wurden fu¨r die Abscha¨tzung des maximalen Fehlers die geringste prozentuale U¨ber-
deckung Cmin und die gro¨ßte Hausdorff-Distanz aller Konturen δ¯Hmax ermittelt.
Tabelle 4.14 entha¨lt die Ergebnisse der Milzsegmentierung aufgeteilt in die ver-
schiedenen Optimierungsschritte. Das Ergebnis in Level 0 entspricht somit dem
Endergebnis der Segmentierung.
Tab. 4.14: Ergebnisse der Segmentierung der Milz
C[%] C[%] Cmin[%] δ¯M [mm] δ¯M [mm] δ¯Hmax [mm]
µ± σ µ˜± σ˜ µ± σ µ˜± σ˜
Level 2 67,4±9,36 70,6±6,52 44,0 4,07±1,43 3,24±1,93 37,1
Level 1 77,6±7,15 79,5±4,23 44,4 2,00±0,89 1,45±0,91 30,3
Level 0 92,3±2,97 92,8±1,89 84,5 0,88±0,33 0,46±0,42 16,2
Die Tabelle zeigt die deutliche Zunahme der Segmentierungsqualita¨t u¨ber die
verschiedenen Stufen des Optimierungprozesses. Die prozentuale U¨berdeckung
konnte von durchschnittlich 67,4% nach Optimierung mit dem genetischen Algo-
rithmus auf 92,3% nach Feinanpassung durch das aktive Konturmodell verbessert
werden.
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Auffallend ist, dass mit Hilfe des aktiven Konturmodells die deutlichste Steige-
rung der Segmentierungsqualita¨t erreicht worden ist. Dies kann mit der hohen
Formflexibilita¨t der Milz begru¨ndet werden, da das Formmodell selbst bei großen
Anzahlen von Trainingsformen nicht in der Lage ist, unbekannte Formen mit
hoher Genauigkeit zu approximieren. Dennoch zeigt das Endergebnis, dass die
Ergebniskontur nach lokaler Anpassung des Formmodells in Level 1 fu¨r das
verwendete aktive Konturmodell von ausreichender Genauigkeit ist, so dass eine
lokale Anpassung zum Erfolg fu¨hrt.
Die Knotendistanzen weisen im Endergebnis einen Mittelwert von 0,88 mm mit
einer Standardabweichung von 0,33 mm auf. Im Vergleich liegt der Median mit
einem Wert von 0,46 mm nochmals deutlich niedriger. Unter Beru¨cksichtigung
der Voxelauflo¨sung von 0,74 mm Kantenla¨nge liegt damit der mediale Fehler im
Subvoxelbereich. Neben der maximalen Distanz u¨ber alle Ergebniskonturen von
16,2 mm deutet die Differenz des Medians zum Mittelwert auf das Vorhandensein
von Ausreißern hin.
U¨ber die Gesamtverteilung der gemessenen Distanzen gibt Abbildung 4.21
Aufschluss. Zusa¨tzlich sind die Verteilungen der Distanzmaße fu¨r die verschie-
denen Segmentierungsschritte separat dargestellt, so dass die Entwicklung der
Segmentierungsqualita¨t u¨ber die verschiedenen Level deutlich wird.
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Abb. 4.21: Verteilung der Knotendistanzen zur Referenzkontur differenziert nach Op-
timierungsschritten.
Insgesamt zeigt sich, dass die Datensa¨tze mit hoher Genauigkeit segmentiert wer-
den konnten. Die Differenzen in der prozentualen U¨berdeckung und den Distanz-
maßen resultieren im Wesentlichen aus drei verschiedenen Segmentierungsfehlern.
Die ha¨ufigsten Fehlerbilder sind zum einen die partielle Segmentierung des Hi-
lus und zum anderen die Detektion von Anteilen des Zwerchfells. Des Weiteren
wurden in einigen Fa¨llen kleinere Areale der linken Niere als Milzvolumen segmen-
tiert. Daru¨ber hinaus muss beru¨cksichtigt werden, dass in allen Fa¨llen kein klarer
U¨bergang des Nierengewebes zum Milzvolumen sichtbar war, so dass selbst bei
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manueller Kontrolle oftmals nur eine Scha¨tzung des tatsa¨chlichen Konturverlaufs
mo¨glich war.
4.2.4.1 Volumenmessung der Milz
Neben der prozentualen U¨berdeckung und der Knotendistanz wurden die voll-
automatisch ermittelten Milzvolumina mit den manuell erstellten Referenzdaten
verglichen. Die Ergebnisse lagen zwischen 59,6 cm3 und 885,7 cm3 Milzvolumen,
was wiederum die große Schwankungsbreite der Daten deutlich macht.
Abbildung 4.22 zeigt eine deutliche Korrelation der Ergebnisvolumina mit
den Referenzvolumina, was durch den berechneten Korrelationskoeffizienten (nach
Pearson) mit % = 0, 996 besta¨tigt wird. Zusa¨tzlich ist zur besseren Beurteilung
der U¨bereinstimmung die Regressionsgerade der Verteilung dargestellt.
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Abb. 4.22: Korrelation der ermittelten Milzvolumina zu den manuell erstellten Refe-
renzdaten.
4.3 Segmentierung des linken
Herzventrikels (3D)
Das Herz sorgt mittels Muskelkraft fu¨r die Bewegung des Blutes im Kreislauf-
system. Der große Ko¨rperkreislauf wird durch die Pumpfunktion des linken
Herzventrikels aufrecht erhalten. Vera¨nderungen des linken Ventrikels sind wichti-
ge Indikationen fu¨r verschiedene Erkrankungen des Herz-Kreislaufsystems. In der
medizinischen Diagnostik sind daher qualitative und quantitative Aussagen u¨ber
die Bewegung, Form und Volumen des linken Herzventrikels von großer Bedeutung.
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Die medizinische Bildverarbeitung befasst sich seit u¨ber zehn Jahren mit der
Segmentierung und Analyse des linken Herzventrikels. In diesem Zeitraum sind
eine Fu¨lle von verschiedenen Arbeiten zu diesem Thema vero¨ffentlicht worden.
Eine U¨bersicht der entwickelten Methoden findet sich in [Fra01].
Deformierbare Modelle nehmen in der Segmentierung des linken Herzventri-
kels eine zentrale Rolle ein. Darunter verfolgen die komplexeren Modelle eine
vollsta¨ndige Segmentierung des Myokards (Herzmuskelgewebe), so dass eine
Volumenmessung des Muskelgewebes und eine differenzierte Bewegungsscha¨tzung
der gesamten Herzwand ermo¨glicht wird [Par96, Mit01]. Andere Verfahren konzen-
trieren sich auf die Segmentierung des Ventrikelinnenraums. Volumenmessungen
auf vierdimensionalen Bilddaten ermo¨glichen Aussagen u¨ber die Pumpleistung
des Ventrikels wa¨hrend des gesamten Herzzyklus [McI94, Sat97, Bre01a].
Neben den aktiven Konturmodellen kommen in den letzten Jahren auch
zunehmend wissensbasierte Methoden zum Einsatz. In [Ham00] wird ein hy-
brides Modell aus aktivem Konturmodell und Active Shape Model fu¨r die
Segmentierung von zweidimensionalen Sonographien eingesetzt. Dreidimensionale
Verfahren segmentieren das Myokard auf Ultraschallsequenzen [Bos02] oder
Magnetresonanz-Bildfolgen [Mit01] mit Active Appearance Models.
In der Vero¨ffentlichung von Luo et al. wird erstmals ein dreidimensionales
Active Shape Model des linken Herzventrikels vorgestellt [Luo01]. Das dortige
Modell wird durch schichtweises Zusammenfu¨gen manuell bestimmter Konturen
gebildet, was die Flexibilita¨t der Modellbildung jedoch erheblich einschra¨nkt. Des
Weiteren beschra¨nkt sich die Arbeit auf die Bewertung von Eigenschaften des
entwickelten Modells, so dass keine Aussagen u¨ber die Segmentierungsqualita¨t auf
realen Daten getroffen werden ko¨nnen.
Die in diesem Kapitel vorgestellte Anwendung fu¨hrt eine vollsta¨ndige Segmen-
tierung des Myokards auf CT-Datensa¨tzen des linken Herzventrikels durch. In
Kapitel 4.3.1 findet zuna¨chst eine Einordnung der Thematik in den medizinischen
Kontext statt. Anschließend wird in Kapitel 4.3.2 auf die Eigenschaften des
Bildmaterials und die kardiale CT-Bildgebung eingegangen. Das verwendete
wissensbasierte Objektmodell wird in Kapitel 4.3.3 vorgestellt. Eine Validierung
und Analyse der Ergebnisse wird abschließend in Kapitel 4.3.4 durchgefu¨hrt.
4.3.1 Medizinischer Hintergrund
Die Form des Herzens gleicht einem auf der Seite liegenden abgerundeten Kegel.
Insgesamt liegt das Herz in der linken Thoraxha¨lfte, wobei die Spitze (Apex
cordis) nach ventral und links kaudal gerichtet ist. Die Gro¨ße des Organs variiert
je nach Trainingszustand, entspricht jedoch mindestens der geschlossenen Faust
des Tra¨gers.
Das Innere des Herzens teilt sich in prima¨r vier Funktionseinheiten auf: der
linken Herzkammer (Ventrikel) mit vorgelagertem linkem Vorhof (Atrium) sowie
der rechten Herzkammer mit rechtem Vorhof. Der linke Ventrikel wird vom rechten
durch die Kammerscheidewand, das Ventrikelseptum, getrennt.
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Als Saug-Druck-Pumpe treibt das Herz die beiden Anteile des Kreislaufsystems
an. Der Blutfluss erfolgt u¨ber den sogenannten kleinen Lungen-Kreislauf vom
rechten Herzventrikel u¨ber die Lunge zum linken Vorhof und durch den linken
Ventrikel u¨ber den großen Ko¨rperkreislauf (Muskeln, Organe etc.) zum rechten
Vorhof. Die Fließrichtung des Blutes wird durch die Ventilfunktion der Herzklap-
pen gesteuert. Die Vorho¨fe sind durch die sogenannten Segelklappen von den
Ventrikeln getrennt. In der Systole9 wird ein Durchschlagen der Klappensegel
durch die Papillarmuskeln mit ihren Sehnenfa¨den verhindert, so dass diese in ihrer
Lage gehalten werden.
Der linke Herzventrikel treibt den großen Ko¨rperkreislauf an. Aufgrund des
gro¨ßeren durchbluteten Volumens bei ho¨herem peripheren Gefa¨ßwiderstand muss
dieser eine deutlich ho¨here Pumpleistung erbringen als der rechte Ventrikel.
Deshalb verfu¨gt der linke Ventrikel u¨ber eine wesentlich gro¨ßere Muskelmasse
(Myokard). Das Myokard wird durch das Endokard vom inneren Blut gefu¨llten
Teil der Herzkammer abgegrenzt; die a¨ußere Hu¨lle wird als Perikard bezeich-
net. Abbildung 4.23 vermittelt einen Einblick in die linke Kammer des Herzens
sowie die verschiedenen anatomischen Strukturen im Bereich des linken Ventrikels.
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Abb. 4.23: Einblick in den linken Herzventrikel (aus [Net99]).
Fu¨r eine medizinische Beurteilung der Herzfunktion ist die Untersuchung des lin-
ken Ventrikels von großer Bedeutung. Ein wichtiger funktioneller Parameter ist das
Pumpvolumen, welches die Gesamtmenge des Blutdurchflusses eines Herzzyklus
zwischen Systole und Diastole bezeichnet. Die Dicke sowie Bewegungssto¨rungen
der Ventrikelwand sind ebenfalls fu¨r die medizinische Diagnostik von großem In-
teresse.
9Die sich rhythmisch (jeweils nach der Diastole) wiederholende Kontraktion eines Hohlorgans.
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Ein signifikant erho¨htes Pumpvolumen und damit eine vergro¨ßerte Muskelmasse
des linken Ventrikels deutet auf eine erho¨hte Belastung hin. Neben intensivem
Training existieren eine Reihe unterschiedlicher Pathologien, die eine solche Ver-
a¨nderung hervorrufen. Zum einen sind funktionelle Beeintra¨chtigungen des Organs
selbst zu nennen, wie Klappenfehler in Form von Insuffizienzen10 oder Stenosen11
sowie Septumdefekte, die einen direkten Durchfluss von Blut aus der linken in die
rechte Herzkammer zulassen. Zum anderen ko¨nnen vielfa¨ltige Erkrankungen des
Kreislaufsystems eine Vergro¨ßerung des Ventrikels hervorrufen, die zu einem chro-
nisch erho¨hten Blutdruck (Hypertension) fu¨hren.
Verminderungen der Wanddicke sowie Wandbewegungssto¨rungen deuten auf
funktionelle Einschra¨nkungen des Herzmuskels nach einem Infarkt hin. Infolge von
Stenosen der Herzkranzgefa¨ße kommt es zu einer Unterversorgung des hinter der
Stenose befindlichen Areals, was zu einem Absterben und anschließender Vernar-
bung des Gewebes fu¨hren kann. Abha¨ngig von der Gro¨ße des betroffenen Gebietes
fu¨hrt dies zu einer verminderten Pumpleistung des Ventrikels.
4.3.2 Akquisition des Bildmaterials
Fu¨r die Segmentierung des Herzventrikels sind insgesamt 30 CT-Datensa¨tze
verschiedener Patienten aus der klinischen Routine zu unterschiedlichen, jedoch
meist enddiastolischen Zeitpunkten des Herzzyklus entnommen worden. Als
Computertomograph stand ein Mehrschicht-Spiral-CT mit einer Aufzeichnungs-
kapazita¨t von gleichzeitig vier parallelen Schichten zur Verfu¨gung. Im Schichtbild
ist das Herz nicht formatfu¨llend abgebildet, so dass die Datensa¨tze auf den
Bildbereich des Herzens zugeschnitten wurden. Die Gabe von Kontrastmittel
(KM) ist bei der Kardio-CT obligat, so dass alle Datensa¨tze eine Darstellung des
Herzventrikels unter Kontrastmittelfu¨llung aufweisen.
Die Schichtdicke der Aufnahmen variiert zwischen 0,4 mm und 0,8 mm. In der
Kardio-CT wird ein festgelegtes Protokoll mit einem Gesichtsfeld von 18 cm Breite
und Ho¨he verwendet. Dadurch ergibt sich bei einer Bildmatrix von 512×512
Bildpunkten pro Schicht eine Pixelgro¨ße von 0,352 mm Kantenla¨nge. Aufgrund
der Anisotropie der Voxel wird hier wie bei den abdominellen CT-Datensa¨tzen fu¨r
die Milzsegmentierung eine lineare Interpolation der Daten durchgefu¨hrt, so dass
die Voxel in allen Dimensionen eine Kantenla¨nge von 0,352 mm aufweisen.
Bei der Auswahl der Bilder wurde vorausgesetzt, dass die Kontrastmittelkon-
zentration im Ventrikel relativ homogen ist. Bei Datensa¨tzen, die eine sehr
ungleichma¨ßige Verteilung des Kontrastmittels aufweisen, ko¨nnen selbst geschulte
Betrachter nur eine sehr ungenaue Scha¨tzung der Grenze zwischen Myokard
und Ventrikelinnenraum abgeben. Des Weiteren enthalten die Bilddatensa¨tze
nur geringe Bewegungsartefakte, so dass die Bilder keine starken Verzerrungen
10Als Klappeninsuffizienz wird das unvollsta¨ndige Schließen der Herzklappe bezeichnet, so dass
ein Ru¨ckfluss von Blut entsteht.
11Angeborene oder erworbene dauerhafte Einengung der Herzklappe, so dass zum Beispiel der
Ventrikel gegen einen gro¨ßeren Widerstand arbeiten muss.
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enthalten. Abbildung 4.24 vermittelt einen Eindruck von der Qualita¨t der ver-
wendeten Datensa¨tze anhand verschiedener midventrikula¨rer Schichtdarstellungen.
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Abb. 4.24: Verschiedene Schichtdarstellungen des linken Herzventrikels. Die axialen
Darstellungen (links und Mitte) zeigen die Abgrenzung zum rechten Herz-
ventrikel sowie den Verlauf der Klappenebene. In der sagittalen Darstellung
(rechts) sind die Papillarmuskeln im Ventrikel deutlich zu erkennen.
4.3.2.1 Kardio-CT
Die kardiale Bildgebung stellt ho¨chste Anforderungen an die Computertomogra-
phie, da sie neben einer hohen Ortsauflo¨sung ebenfalls eine hohe Zeitauflo¨sung
erfordert. Ein begrenzender Faktor ist die Erfassung des gesamten Herzens in ei-
ner Atemanhalteperiode. Je nach Konstitution des Patienten muss der gesamte
Scanvorgang bereits nach 15 s abgeschlossen sein. Dieser Aspekt tritt bei moder-
nen Mehrschicht-Spiral-CTs aufgrund der hohen Umdrehungszahlen jedoch immer
mehr in den Hintergrund.
Als wesentlich kritischer ist das Zeitfenster anzusehen, das wa¨hrend eines Herz-
zyklus zur Verfu¨gung steht. Typischerweise wird das Scanintervall in die Diastole
gelegt, da das Herz sich in dieser Periode am wenigsten bewegt. Hier steht durch
die Bewegung des Herzmuskels pro Herzzyklus lediglich ein Intervall von etwa
250 ms zur Verfu¨gung, ohne dass Pulsationsartefakte den Bildeindruck zu stark
verfa¨lschen. Durch Rotationszeiten von 0,5 s pro Umdrehung und einer 180o Inter-
polation wird die notwendige zeitliche Auflo¨sung erreicht [Vog01].
Die Festlegung des korrekten Zeitpunktes erfolgt durch automatische Auswer-
tung eines parallel aufgezeichneten EKG-Signals12. Bei der sogenannten EKG-gated
Spiral-CT werden die kontinuierlich aufgezeichneten Messdaten nachtra¨glich aus-
gewa¨hlt und rekonstruiert (siehe Abbildung 4.25). Der Zeitpunkt der Datenaus-
wahl ist durch eine festgelegte Verzo¨gerung nach der R-Zacke des EKG-Signals
bestimmt. Anhand der Abbildung wird ebenfalls deutlich, dass der Tischvorschub
an die Herzfrequenz angepasst werden muss, um einen kontinuierlichen Daten-
satz zu erhalten. Bei hoher Herzfrequenz reduziert sich die zeitliche Ausdehnung
12Elektrokardiogramm
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der Diastole, so dass die Belastung der Datensa¨tze durch Bewegungsartefakte zu-
nimmt.
Auch wenn bei heutigen CT-Scannern aufgrund der verfu¨gbaren Rotationszei-
ten ein enddiastolisches Intervall gewa¨hlt werden sollte, ist eine Rekonstruktion
der Daten zu beliebigen Zeitpunkten des Herzzyklus grundsa¨tzlich mo¨glich. Bei
zuku¨nftigen Kegelstrahlscannern mit nochmals erho¨hter Rotationsgeschwindigkeit
ru¨ckt sogar die 4D-Bildgebung des schlagenden Herzens in den Bereich des Mo¨gli-
chen [Kal00].
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Abb. 4.25: Schematische Darstellung des EKG-Gating in der Kardio-CT (aus [Ohn99])
4.3.3 Modelleigenschaften und Optimierung
Das wissensbasierte Objektmodell fu¨r die Segmentierung des linken Herzventrikels
besteht aus drei Teilmodellen. Globales Formwissen u¨ber die mo¨glichen Formvaria-
tionen des Ventrikels wird durch ein Formmodell bereitgestellt. Signifikante Bildin-
formation im Kantenbereich fu¨r die Anpassung an das Bildmaterial wird durch ein
wissensbasiertes Bildmodell modelliert. Die lokale Feinanpassung leistet ein aktives
Konturmodell.
4.3.3.1 Das wissensbasierte Formmodell des linken Herzventrikels
Das Formmodell des linken Herzventrikels besteht aus insgesamt 30 Trainings-
datensa¨tzen. Die Datensa¨tze wurden von einem medizinisch geschulten Benutzer
mit dem in Kapitel 3.6.3 vorgestellten semiautomatischen Verfahren markiert.
Abbildung 4.26 zeigt eine Auswertung der Eigenwerte eines dreidimensionalen
Formmodells des linken Herzventrikels. Im linken Diagramm sind die Eigenwerte
des Modells in sortierter Reihenfolge dargestellt. Anhand der Darstellung wird
der exponentielle Abfall der Eigenwerte deutlich. Im rechten Diagramm zeigt die
untere Kurve den prozentualen Anteil der Eigenwerte an der Gesamtvariation.
Anhand der oberen Kurve la¨sst sich die Verteilung der prozentualen Anteile
ablesen. So kann bereits durch 5 Formparameter u¨ber 70% der Formvariabilita¨t
des Modells beschrieben werden.
Die Deformationseigenschaften des Formmodells durch die beiden ersten Formpa-
rameter visualisiert Abbildung 4.27. Eine Variation des ersten Parameters ruft eine
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Abb. 4.26: Auswertung des Formmodells des linken Herzventrikels. Im linken Dia-
gramm sind die nach Gro¨ße sortierten Eigenwerte des Modells dargestellt.
Das rechte Diagramm zeigt die prozentualen Anteile der einzelnen Eigen-
werte (untere Kurve) und die Verteilung der prozentualen Anteile (obere
Kurve).
A¨nderung der Dicke der Herzwand hervor, wa¨hrend der zweite Formparameter
eine Stauchung bzw. Streckung des Ventrikels entlang seiner La¨ngsachse bewirkt.
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Abb. 4.27: Halbtransparente Darstellung der Formvariation des linken Herzventrikels
entlang der beiden ersten Eigenvektoren. In der Mitte ist jeweils die mittlere
Form v¯ dargestellt.
Zusa¨tzlich entha¨lt das Modell des Herzventrikels sechs Landmarken, die signifi-
kante Bereiche auf der Oberfla¨che markieren. Die Klappenebene wird durch vier
a¨quidistant verteilte Landmarken beschrieben, wa¨hrend jeweils eine Landmarke
den Apex an der Innen- und Außenseite des Ventrikels definiert. Entlang der
La¨ngsachse ist der linke Ventrikel nahezu rotationssymmetrisch. Damit eine will-
ku¨rliche Rotation der Landmarken in der Klappenebene ausgeschlossen werden
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kann, wurde die erste Landmarke im Eingangsbereich der Aorta platziert. Aus
den beiden Abbildungen 4.27 und 4.28 werden die verschiedenen Positionen der
Landmarken, dargestellt als Punkte, auf der Oberfla¨che des Ventrikels ersichtlich.
Die Landmarken gewa¨hrleisten eine stabile Verteilung der Knotenpunkte
auf allen Trainingskonturen, so dass diese einer bestimmten Ventrikelregion
zugeordnet werden ko¨nnen. Dieser Aspekt ist Voraussetzung fu¨r eine zuverla¨ssige
Trennung von Innen- und Außenbereich des Ventrikels, so dass das landmarken-
basierte Formmodell in Abschnitt 4.3.3.2 fu¨r eine differenziertere Modellbildung
und daru¨ber hinaus fu¨r die Bestimmung des Ventrikelinnenvolumens (Abschnitt
4.3.4.1) verwendet werden kann.
Die Segmentierung des linken Herzventrikels erfolgt multiskalenbasiert. Daher
liegt das Formmodell des Ventrikels in zwei verschiedenen Auflo¨sungsstufen
vor, wobei die ho¨here Auflo¨sung durch Loop-Subdivision aus der niedrigeren
Auflo¨sung hervorgeht. Abbildung 4.28 veranschaulicht die unterschiedliche Dichte
der Triangulationen in den verschiedenen Auflo¨sungsstufen.
Abb. 4.28: Unterschiedliche Auflo¨sungen fu¨r das Formmodell des linken Herzventrikels.
Das linke Teilbild zeigt die niedrige Auflo¨sung des Modells mit |v| = 860
und |t| = 1716, wa¨hrend rechts die hohe Auflo¨sung mit |v| = 3434 und
|t| = 6864 dargestellt ist. Die Landmarken des Modells werden durch weiße
Punkte visualisiert.
4.3.3.2 Das wissensbasierte Bildmodell des linken Herzventrikels
Die charakteristischen Kantenprofile des Herzventrikels und deren Variatio-
nen werden durch ein wissensbasiertes Bildmodell bereitgestellt. Die einzelnen
Templatemodelle, aus denen sich das Bildmodell zusammensetzt, liegen in
verschiedenen Auflo¨sungsstufen vor. Fu¨r jedes Templatemodell wurden 25 Trai-
ningsprofile aus den Trainingsdatensa¨tzen ausgewa¨hlt.
Bei der Auswahl der Trainingsprofile des linken Herzventrikels treten im Ge-
gensatz zu den bereits vorgestellten Modellen jedoch zwei unterschiedliche Arten
von Trainingsprofilen auf (vgl. Abbildung 3.10). Zum einen treten U¨berga¨nge
vom Herzmuskelgewebe in das wesentlich heller dargestellte mit Kontrastmittel
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angereicherte Blut auf. Zum anderen weisen Grauwertprofile im Kantenbereich
von Perikard zu dunkel dargestelltem Lungengewebe eine eher entgegengesetzte
Charakteristik auf.
Betrachtet man die Verteilung der Profiltypen im Merkmalsraum, so bilden
sich zwei separate Cluster aus. Ein aus solchen Trainingsdaten generiertes
lineares Modell ist fu¨r eine Segmentierung ungeeignet. Daher werden fu¨r das
Bildmodell des linken Herzventrikels in jeder Auflo¨sungsstufe zwei separate
lineare Templatemodelle berechnet. Abbildung 4.29 zeigt die beiden Hauptmo-
di der Variation der separaten linearen Templatemodelle des linken Herzventrikels.
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Abb. 4.29: Modellierung der Grauwertvariation im Kantenbereich des linken Herzven-
trikels. Die beiden linken Diagramme zeigen die beiden ersten Hauptmodi
der Variation im U¨bergang von Myokard zu Blut, wa¨hrend rechts die Va-
riationen im U¨bergang von Perikard zu Lungengewebe dargestellt sind.
Fu¨r die Qualita¨t des Objektmodells ist eine genaue Zuordnung der spezifischen
Templatemodelle zu den Knotenpunkten der Oberfla¨chentriangulation von ent-
scheidender Bedeutung. Durch die Positionierung von Landmarken hat bei der
Modellbildung eine eindeutige Zuordnung der Knotenpunkte zu bestimmten Be-
reichen der Oberfla¨che des Ventrikels stattgefunden.
Wie Abbildung 4.30 zeigt, konnte anhand dieser Information eine templatemo-
dellspezifische Einteilung der Ventrikeloberfla¨che in Regionen vorgenommen wer-
den. Unterschieden werden dabei die Bereiche, in denen ausschließlich ein U¨bergang
von Myokard zu Blut vorliegt (rot), Regionen, in denen Perikard und dunkles Lun-
gengewebe aneinandergrenzen (gelb), und eine U¨bergangszone, in der beide Arten
von Kantenprofilen auftreten ko¨nnen (blau).
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Abb. 4.30: Verschiedene Ansichten der templatemodellspezifischen Einteilung der Ven-
trikeloberfla¨che in Regionen. U¨berga¨nge von Myokard zu Blut (rot) befin-
den sich im Ventrikelinneren und an der Grenze zum rechten Herzventrikel.
Grenzbereiche des Herzventrikels zur umgebenden Lunge befinden sich auf
der dorsal gelegenen Außenseite (gelb). U¨bergangsbereiche, in denen beide
Arten von Kantenprofilen auftreten ko¨nnen sind blau dargestellt. Zusa¨tzlich
werden die Landmarken des Modells als gru¨ne Punkte visualisiert.
Insgesamt werden fu¨r die Segmentierung des linken Herzventrikels drei unterschied-
liche Templatemodelle beno¨tigt. In der U¨bergangszone, in der beide Arten von
Kantenprofilen auftreten ko¨nnen, wird ein nicht-lineares Templatemodell beste-
hend aus zwei linearen Templatemodellen der beiden Profiltypen verwendet. In
den anderen Regionen wird lediglich das lineare Profilmodell des jeweiligen Profil-
typs eingesetzt.
4.3.3.3 Das diskrete aktive Konturmodell des linken Herzventrikels
Insbesondere im Innenbereich des Ventrikels ist aufgrund der hohen Formflexibili-
ta¨t eine ausschließlich auf dem wissensbasierten Formmodell basierende Segmentie-
rung nicht ausreichend. Daher erfolgt in der ho¨chsten Auflo¨sung die Feinanpassung
an das Bildmaterial mit Hilfe eines aktiven Konturmodells (vgl. Kapitel 3.5). Die
auf die Modellknoten vi einwirkende Kraft ~F (vi) setzt sich aus den folgenden Teil-
kra¨ften zusammen:
~F (vi) = w
d ~F d(vi) + w
b ~F b(vi) + w
e ~F e(vi) (4.2)
Mit Hilfe der Deformationskraft ~F d(vi) wird wa¨hrend der gesamten Optimierung
gewa¨hrleistet, dass einerseits die Oberfla¨che mo¨glichst glatt bleibt und andererseits
die Sensitivita¨t des Modells gegenu¨ber Bildrauschen vermindert wird.
Die regionenbasierte Ballonkraft ~F b(vi) wird bildadaptiv anhand der von der
Initialkontur u¨berdeckten Region bestimmt. Da die Initialkontur die Ergebnis-
kontur des vorangegangenen Optimierungsschritts darstellt, kann die Annahme
getroffen werden, dass diese Kontur das gesuchte Objekt zum gro¨ßten Teil bein-
haltet, so dass eine robuste Scha¨tzung der Grauwertverteilung fu¨r die Ballonkraft
mo¨glich ist.
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Der Bildeinfluss wird durch die externe Kraft ~F e(vi) modelliert. Die Kanten-
lokalisation erfolgt daher mit Hilfe des bereits vorgestellten wissensbasierten
Bildmodells.
Fu¨r die Bestimmung des Ventrikelinnenvolumens ist eine Lokalisation der Klappen-
ebene anhand der Lage bestimmter Modellknoten notwendig. Deshalb fu¨hrt das
aktive Konturmodell kein Resampling wa¨hrend der Optimierung durch, welches
die Knotenkorrespondenz zersto¨ren wu¨rde.
4.3.3.4 Optimierung
Fu¨r die Optimierung des wissensbasierten Objektmodells des linken Herzventrikels
wird ein multiskalenbasierter Ansatz verwendet. Die Optimierung gliedert sich in
vier aufeinanderfolgende Schritte. Abbildung 4.31 zeigt den schematischen Ablauf
des Optimierungsprozesses fu¨r die Segmentierung. Eine detaillierte Aufstellung
aller fu¨r die Modellanpassung verwendeter Parameter des Objektmodells des
linken Herzventrikels findet sich in Anhang B.4.
Level 1:
Level 2:
Level 0:
Simulated Annealing
9 affine-, 7 Formparameter
Simulated Annealing
9 affine-, 20 Formparameter
Lokale Anpassung des Formmodells
Aktives Konturmodell
9 affine-, 29 Formparameter
Level 0:
Abb. 4.31: Schematischer Ablauf der multiskalenbasierten Optimierung des wissensba-
sierten Objektmodells des linken Herzventrikels.
Eine globale Optimierung des Modells findet im ho¨chsten Scale Space Level statt.
Das Simulated Annealing Verfahren verwendet 9 affine- und 7 Formparameter fu¨r
die Anpassung. Die auf diese Weise erzeugten Ergebniskonturen sind fu¨r ein lokales
Verfahren noch zu ungenau, so dass in Level 1 nochmals eine Simulated Annealing
Optimierung mit einer erho¨hten Anzahl von 9 affinen- und 20 Formparametern
verwendet wird.
Eine lokale Anpassung unter Beru¨cksichtigung aller Modellparameter findet
auf dem unskalierten Datensatz mit Hilfe des lokalen Anpassungsverfahrens fu¨r
das Formmodell statt (siehe Kapitel 3.4). Aufgrund der hohen Formvariabilita¨t
des Herzventrikels liefert diese Anpassung jedoch noch kein zufriedenstellendes
Ergebnis. Daher wird abschließend auf dem Originaldatensatz eine Feinanpassung
mit einem aktiven Konturmodell durchgefu¨hrt.
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4.3.4 Validierung und Analyse
Die Ergebnisse der Segmentierung des linken Herzventrikels wurden durch ein
“Leaving-one-out”-Experiment ermittelt. Dazu wurde fu¨r jedes Anfragebild
das Formmodell unter Auslassung des aktuellen Ventrikels neu berechnet und
anschließend optimiert.
Das Objektmodell modelliert die Formvariabilita¨t sowie die Grauwertinforma-
tion im Kantenbereich des gesamten Myokards des linken Herzventrikels. Anhand
der Segmentierungsergebnisse ko¨nnen daher Aussagen u¨ber die Qualita¨t der
Myokarddetektion getroffen werden.
Fu¨r die Validierung der Ergebnisse wurden von jedem Datensatz die U¨bereinstim-
mungsmaße, prozentuale U¨berdeckung C und die mittlere Distanz der Knoten-
punkte δ¯M , ermittelt. Zu diesen Messwerten wurde der Mittelwert µ mit Stan-
dardabweichung σ sowie der Median µ˜ mit der Median-Deviation σ˜ berechnet.
Zusa¨tzlich wurden fu¨r die Abscha¨tzung des maximalen Fehlers die geringste pro-
zentuale U¨berdeckung Cmin und die gro¨ßte Hausdorff-Distanz aller Konturen
δ¯Hmax ermittelt.
Tabelle 4.15 entha¨lt die Ergebnisse der Segmentierung aufgeteilt in die verschie-
denen Optimierungsschritte. Das Ergebnis in Level 0 nach Anpassung mit Hilfe des
aktiven Konturmodells entspricht somit dem Endergebnis der Segmentierung.
Tab. 4.15: Ergebnisse der Segmentierung des linken Herzventrikels differenziert in die
verschiedenen Segmentierungsschritte. Die unterste Zeile entha¨lt die Ender-
gebnisse der Segmentierung.
C[%] C[%] Cmin δ¯M [mm] δ¯M [mm] δ¯Hmax
µ± σ µ˜± σ˜ [%] µ± σ µ˜± σ˜ [mm]
Level 2 43,0±10,69 45,5±8,05 17,7 4,13±1,05 2,95±1,85 27,1
Level 1 61,9±12,21 66,7±6,37 22,5 1,99±0,94 1,35±0,88 22,1
Level 0 70,2±5,71 71,1±3,30 54,4 1,42±0,52 1,02±0,66 13,1
Level 0 (AKM) 79,7±5,37 80,9±3,10 63,2 0,90±0,43 0,52±0,35 13,3
Die Tabelle zeigt die deutliche Zunahme der Segmentierungsqualita¨t u¨ber die
verschiedenen Stufen des Optimierungprozesses. Die prozentuale U¨berdeckung
des Myokards konnte von durchschnittlich 43,0% nach Optimierung mit dem
Simulated Annealing Verfahren in Level 2 auf 79,7% nach Feinanpassung durch
das aktive Konturmodell in Level 0 verbessert werden.
Im Gegensatz zur Milzsegmentierung fa¨llt die Steigerung der Segmentierungs-
qualita¨t geringer aus. Dies zeigt, dass selbst bei der geringeren Anzahl von 30
Trainingsdaten das Modell des Herzventrikels die mo¨glichen Formvariationen
besser abdeckt, als dies bei der Milz der Fall war. Dennoch liegt die prozentuale
U¨berdeckung nach Feinanpassung durch das aktive Konturmodell mit 79,7%
deutlich unter dem Ergebnis der Milz mit 92,3%. Hauptgrund fu¨r diese Diffe-
renz ist die partielle Segmentierung von Papillarmuskelgewebe, welches sich im
Erscheinungsbild nur durch seine Form und Lage vom Myokard unterscheidet.
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Die Abgrenzung von Papillarmuskelgewebe ist jedoch selbst fu¨r einen geschulten
Betrachter oftmals nur durch Scha¨tzung des Verlaufs der Ventrikelinnenwand
mo¨glich, so dass die daraus entstehende Ungenauigkeit der Referenzkonturen
ebenfalls in Betracht gezogen werden muss. Ein weiterer Grund ist die im
Verha¨ltnis zur Muskelmasse sehr große Oberfla¨che des Myokards, so dass sich klei-
ne Segmentierungsfehler sta¨rker auf die ermittelten U¨berdeckungsmaße auswirken.
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Abb. 4.32: Verteilung der Knotendistanzen zur Referenzkontur, differenziert nach Op-
timierungsschritt.
Die Knotendistanzen weisen im Endergebnis einen Mittelwert von 0,90 mm mit
einer Standardabweichung von 0,43 mm auf. Der Median mit einem Wert von
0,52 mm liegt deutlich niedriger. Im Vergleich zu den Ergebnissen der Milz (µ =
0,88 mm, µ˜ = 0,46 mm) fallen die berechneten mittleren Distanzen des Herzven-
trikels a¨hnlich aus. Hier muss jedoch beru¨cksichtigt werden, dass die Bildauflo¨sung
wegen der Voxelgro¨ße von 0,35 mm Kantenla¨nge deutlich u¨ber der Auflo¨sung der
Milzdatensa¨tze liegt.
Bei Betrachtung der maximalen Distanz u¨ber alle Ergebniskonturen von 13,3
mm deutet die Differenz des Medians zum Mittelwert auf das Vorhandensein von
Ausreißern hin. U¨ber die Gesamtverteilung der gemessenen Distanzen gibt Abbil-
dung 4.32 Aufschluss. Zusa¨tzlich sind die Verteilungen der Distanzmaße fu¨r die
verschiedenen Segmentierungsschritte separat dargestellt, so dass die Entwicklung
der Segmentierungsqualita¨t u¨ber die verschiedenen Level deutlich wird.
4.3.4.1 Bestimmung des Ventrikelinnenvolumens
Eine Auswertung der Pumpleistung des Ventrikels zu einem bestimmten Zeitpunkt
des Herzzyklus stellt sich gegenu¨ber der Myokarddetektion als ein quasi inverses
Problem dar, da das Objektmodell als Ergebnis eine vollsta¨ndige Segmentierung
des den Ventrikelinneraum umschließenden Myokards liefert. Fu¨r eine Berechnung
des Ventrikelinnenvolumens ist daher eine zuverla¨ssige Differenzierung zwischen
den inneren und a¨ußeren Bereichen des Ventrikels notwendig.
Diese Trennung findet aufgrund der Modellinformation anhand einer a-priori
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definierten Menge von Knotenpunkten statt, die den Ventrikelinnenraum im
Bereich der Klappenebene vom Rest des Ventrikels abgrenzt. Abbildung 4.33
verdeutlicht die Position der Knotenpunkte (gelb), die den U¨bergang vom Inneren
(rote Punkte) zum A¨ußeren (blaue Punkte) kennzeichnen. Anhand dieser Infor-
mation ist eine Reduktion auf die die Herzkammer umschließenden Knotenpunkte
und Schließung der verbleibenden Triangulation mo¨glich. Die auf diese Weise
aus den Ergebniskonturen generierten Oberfla¨chen dienen im Folgenden fu¨r die
Untersuchung der Pumpleistung.
Abb. 4.33: Das linke Teilbild zeigt die Differenzierung des Objektmodells in Herzkam-
mer (rote Punkte) und Außenbereich (blaue Punkte). Die fu¨r die Abgren-
zung a-priori festgelegten Knotenpunkte sind gelb dargestellt. Nach Ent-
fernen der Knotenpunkte im Außenbereich (Mitte) wird die verbleibende
Triangulation geschlossen (rechts).
Analog zur Myokardsegmentierung wurden von jedem Datensatz die verschiedenen
U¨bereinstimmungsmaße der prozentualen U¨berdeckung und der Distanzen von der
segmentierten Oberfla¨che der linken Herzkammer ermittelt. Die Ergebnisse der
verschiedenen U¨berdeckungs- und Distanzmaße sind in Tabelle 4.16 dargestellt.
Tab. 4.16: Ergebnisse der Segmentierung des linken Herzventrikels
C[%] C[%] Cmin δ¯M [mm] δ¯M [mm] δ¯Hmax
µ± σ µ˜± σ˜ [%] µ± σ µ˜± σ˜ [mm]
Level 0 (AKM) 85,1±7,93 88,9±2,73 60,7 1,17±0,85 0,62±0,45 14,7
Im Vergleich zur Myokardsegmentierung mit einer mittleren U¨berdeckung
von 79,7 mm fa¨llt die ermittelte prozentuale U¨berdeckung der Herzkammer
mit 85,1 mm deutlich ho¨her aus. Dieser Sachverhalt kann mit der wesentlich
kompakteren Form des ausgewerteten Volumens begru¨ndet werden. Kleinere
Segmentierungsfehler fu¨hren daher zu geringeren Differenzen in den U¨ber-
deckungsmaßen.
Die ermittelten Distanzmaße sind von diesem Effekt nicht betroffen, so dass sie
nur geringfu¨gig ho¨her liegen als bei der Myokardsegmentierung. Diese marginale
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Erho¨hung der Werte ist ein Hinweis darauf, dass bei der Herzkammer aufgrund
der partiellen Segmentierung von Papillarmuskelgewebe gro¨ßere Fehler als bei der
Herzaußenwandsegmentierung auftreten.
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Abb. 4.34: Korrelation der ermittelten Pumpvolumina des linken Ventrikels zu den ma-
nuell erstellten Referenzdaten.
Neben der prozentualen U¨berdeckung und der Knotendistanz wurden die
vollautomatisch ermittelten Volumina des linken Ventrikels mit den manuell
erstellten Referenzdaten verglichen. Die Ergebnisse zeigen ein breites Spektrum
zwischen 20,0 cm3 und 235,8 cm3, was auf die unterschiedlichen Akquisitionszeit-
punkte innerhalb des Herzzyklus der ausgewerteten Datensa¨tze zuru¨ckzufu¨hren ist.
Abbildung 4.34 verdeutlicht das Maß der Korrelation (% = 0, 928) der Ergebnisvo-
lumina mit den Referenzvolumina. Anhand der Abweichung der Regressionsgera-
den mit y = 0, 94x− 3, 47 zur Winkelhalbierenden ist abzulesen, dass das Modell
einen systematischen Scha¨tzfehler macht. Dies bedeutet, dass das Volumen vom
Modell im Mittel als zu gering berechnet worden ist. Diese Differenz ist ebenfalls
durch die partielle Segmentierung des Papillarmuskelgewebes erkla¨rbar, da diese
Bereiche nach Berechnung der Triangulation der Herzkammer nicht mehr zu deren
Volumen hinzugerechnet werden.
Insgesamt zeigt sich, dass eine zuverla¨ssige Segmentierung selbst bei schwierigem
Bildmaterial mit Hilfe des wissensbasierten Objektmodells in zwei wie auch drei
Dimensionen mo¨glich ist. Im sich anschließenden Kapitel findet eine kritische Dis-
kussion der Modelleigenschaften und erreichten Segmentierungsqualita¨t statt. Zu-
sa¨tzlich werden die verschiedenen Aspekte der Generierung und Optimierung des
Modells beurteilt, sowie eine Einscha¨tzung der Perspektive des Ansatzes gegeben.
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Kapitel 5
Diskussion und Ausblick
Die Segmentierung anatomischer Strukturen ist die Grundlage fu¨r eine quantita-
tive Auswertung und Analyse des Bildmaterials. In der radiologischen Diagnostik
stehen heutzutage eine Reihe unterschiedlicher bildgebender Modalita¨ten, wie
Ro¨ntgenu¨bersichtsaufnahmen, Ultraschall, Computertomographie und Magnetre-
sonanztomographie zur Verfu¨gung. Aufgrund ihres Entstehungsprozesses weisen
die Bilder unterschiedliche Bildsto¨rungen in Form von Artefakten, U¨berlagerun-
gen und Rauschanteilen auf. Nicht zuletzt auch wegen der großen Formvielfalt
anatomischer Strukturen wird die Segmentierung und Analyse medizinischer
Bilder immer ein technisch sehr schwieriges Problem bleiben [Fal98].
Prima¨res Ziel dieser Arbeit war die Entwicklung eines robusten, reproduzierbaren
und vollautomatischen Segmentierungsverfahrens fu¨r zwei- und dreidimensionale
Bilddaten. Mit den kognitiven Fa¨higkeiten des Menschen zum Vorbild, bietet
das allgemeine Konzept der deformierbaren Modelle das gro¨ßte Potential fu¨r eine
erfolgreiche Objektdetektion. Als erster Schritt erfolgte daher die Entscheidung
fu¨r eine modellbasierte Segmentierung, die im Umfeld der medizinischen Bildver-
arbeitung eine weite Verbreitung erlangt hat.
Erster Meilenstein in der Entwicklung modellbasierter Segmentierungsme-
thoden ist das aktive Konturmodell von Kass, Witkin und Terzopoulos
[Kas88], welches auch heute noch zu Recht als Grundlage fu¨r eine Vielzahl
von Segmentierungsverfahren dient [Lon00a, Bre01a, Par01, Par03]. Seit etwa
zehn Jahren ist ein zunehmender Trend hin zu wissensbasierten Modellen zu
beobachten, die in der Lage sind, durch Integration von a-priori Wissen u¨ber das
Erscheinungsbild der dargestellten Strukturen, die Spezifita¨t der Verfahren zu
erho¨hen und damit ihre Robustheit zu verbesseren. Die wichtigste Arbeit auf dem
Gebiet der wissensbasierten Modellbildung sind die Active Shape Models von
Cootes und Taylor [Coo92a].
Insbesondere im Bereich der wissensbasierten Modelle befassen sich die
weitaus meisten Vero¨ffentlichungen mit zweidimensionalen Problemstellungen.
Die dreidimensionale Anwendung solcher Modelle wurde bereits fru¨h postuliert
[Coo95b], jedoch wegen der aufwendigen und komplexen Erstellung dreidimensio-
naler Trainingsdaten erst in den letzten Jahren umgesetzt [Lor00, Lam02].
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Heute besteht ein breiter Konsens daru¨ber, dass eine weitreichende Integration
von a-priori Wissen in den Segmentierungsprozess die Robustheit des Verfahrens
verbesseren kann. Die Umsetzung dieser Forderung durch Integration von Bild-
und Formwissen u¨ber das Erscheinungsbild der Strukturen wird jedoch nur selten
konsequent umgesetzt.
Das in dieser Arbeit entwickelte wissensbasierte Objektmodell ermo¨glicht eine
umfassende Integration von Bild- und Formwissen in einen Segmentierungsprozess.
Die geforderte Robustheit des Modells wird somit prima¨r durch zwei Teilkom-
ponenten, das wissensbasierte Formmodell sowie das wissensbasierte Bildmodell,
erreicht.
Insbesondere die Berechnung der Templatemodelle des Bildmodells auf Basis
von objektspezifischen Grautwertprofilen geht hier weit u¨ber die immer noch
ga¨ngige Praxis, einfache Kantenfilter bzw. Gradienteninformation auszuwerten,
hinaus. Daneben ermo¨glichen Templatemodelle eine der Dimension des Bildraums
entsprechende Modellierung von Bildinformation, so dass das Problem des
Dimensionsdefizites nicht auftritt.
Eine weitere Besonderheit im Zusammenhang mit der Integration von Bild-
information ist die Verwendung nicht-linearer Templatemodelle am Beispiel der
Ventrikelsegmentierung, wodurch eine ada¨quate Modellierung der Konturvariation
in großen Bereichen des Ventrikels erst ermo¨glicht wurde. Solche nicht-linearen
Modelle ko¨nnen ebenfalls in der Formmodellierung bei komplexen Variationen eine
wesentlich bessere Approximation der Modellvariabilita¨t leisten [Soz95, Bow00].
Sie erfordern jedoch fu¨r eine zuverla¨ssige Scha¨tzung der Verteilung eine gro¨ßere
Anzahl von Trainingsdaten. Daru¨ber hinaus ist bei der Modellanpassung der
erho¨hte Aufwand nicht zu vernachla¨ssigen.
Grundsa¨tzlich kann durch eine weitergehende Modellierung der gesamten
Texturinformation, wie dies bei den Active Appearance Models erfolgt [Coo98],
die Robustheit noch weiter gesteigert werden. Eine solche Beschreibung globaler
Texturinformation ist bei dreidimensionalen Modellen mit einem noch inak-
zeptabel hohen Speicheraufwand verbunden. Erste Ansa¨tze dieses Problem in
Griff zu bekommen stellen die Border-AAMs dar, die lediglich im Bereich der
Objektoberfla¨che die Texturinformation beru¨cksichtigen [Ste00]. Dennoch ist eine
globale Optimierung aufgrund der aufwendigen Berechnung von Modellinstanzen
mit diesen Modellen noch nicht durchfu¨hrbar. Die in dieser Arbeit verwendeten
Templatemodelle sind daher als der beste Kompromiss zwischen Spezifita¨t der
modellierten Kanteninformation und Rechenaufwand anzusehen.
Eine weitere Eigenschaft, die die Robustheit des entwickelten Modells erheb-
lich steigern konnte, ist die Verwendung von Topologieinformation. Die große
Mehrzahl der vero¨ffentlichten Modelle ist lediglich in der Lage, eine einzelne
Objektkontur zu verarbeiten. Einerseits schra¨nkt dieser Aspekt das Einsatzgebiet
dieser Modelle ein, andererseits wird auf die Auswertung zusa¨tzlicher Information
verzichtet, was die Robustheit des Modells vermindert. Die Verwendung von
Topologieinformation wurde in dieser Arbeit fu¨r den zweidimensionalen Fall
vorgestellt. Diese Option ist ohne A¨nderungen mit den beschriebenen Techniken
ebenfalls in 3D anwendbar. Hier spielt jedoch wiederum der zusa¨tzliche Aufwand
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fu¨r die Erstellung der Trainingsdaten der benachbarten Strukturen eine Rolle.
Sicherlich ist bei einer Hinzunahme benachbarter Strukturen in der Milz- (linke
Niere, Zwerchfell) und auch in der Herzsegmentierung (rechter Ventrikel) eine
weitere Verbesserung zu erwarten.
Der Nutzen von a-priori Wissen fu¨r die modellbasierte Segmentierung wird immer
wieder bekra¨ftigt. Dennoch u¨berwiegt oft die Scheu vor der aufwendigen Erstellung
der Trainingsdaten und damit verbundenen Neuimplementierungen, so dass die
Umsetzung dieser Konzepte oft unterbleibt. Insbesondere in der dreidimensionalen
Objektmodellierung ist der Aufwand einer vollsta¨ndig manuellen Erstellung der
notwendigen Daten inakzeptabel hoch. Hier besteht noch erheblicher Forschungs-
bedarf, die Benutzerinertaktion bei Erstellung der Trainingsdaten weiter zu
verringern. Dennoch konnte durch das entwickelte semiautomatische Verfahren
auf Basis des diskreten aktiven Konturmodells eine deutliche Verminderung des
Aufwands erreicht werden.
In den letzten Jahren hat die Anzahl dreidimensionaler wissensbasierter
Formmodelle zwar zugenommen, jedoch unterliegen einige Ansa¨tze aufgrund des
verwendeten Lo¨sungsansatzes einiger Beschra¨nkungen bezu¨glich der Komplexita¨t
der dreidimensionalen Formdarstellung [Dic01, Dav02]. Wesentlicher Grund dafu¨r
ist die schwierige Herstellung der Objektkorrespondenz.
Die in dieser Arbeit vorgestellte Lo¨sung des Korrespondenzproblems wurde
durch Anpassung eines Formprototypen auf jeden Trainingsdatensatz realisiert.
Durch Verwendung des Prototypen ist das Verfahren fu¨r beliebige Topologien
in 3D anwendbar und unterliegt daher nicht den Beschra¨nkungen impliziter
Darstellungen [Kel99], mit denen bislang nur Kugeltopologien realisiert wurden.
Eine weitere wichtige Neuerung stellt in diesem Zusammenhang die land-
markenbasierte Formkraft des aktiven Konturmodells dar, die eine formstabile
Anpassung eines mit Landmarken versehenen Prototypen ermo¨glicht. Im Gegen-
satz dazu ist ebenfalls eine landmarkenfreie Anpassung des Formprototypen auf
jeden Trainingsdatensatz mo¨glich, so dass bei schwieriger Landmarkendefinition
auf diese auch, wie am Beispiel des Milzmodells demonstriert, verzichtet werden
kann.
Insgesamt stellt die Trainingsdatenerstellung unter Beru¨cksichtigung beliebiger
Topologien in dieser Form eine Neuerung dar, die flexibel auf eine Vielzahl
verschiedener Objektklassen adaptierbar ist.
Ein weiterer Aspekt, der eigentlich als selbstversta¨ndlich angesehen werden sollte,
ist eine genaue Lokalisation der zu detektierenden Strukturen durch das Modell.
Es wird jedoch immer wieder pauschal statuiert, dass der Einsatz eines wis-
sensbasierten Formmodells fu¨r eine hinreichend genaue Segmentierung ausreicht
[Coo95b]. Die Untersuchung der Generalisierungseigenschaften des Modells hat
gezeigt, dass auch bei großen Trainingsdatenmengen eine genaue Anpassung
an lokale dem wissensbasierten Formmodell unbekannte Formvariationen nicht
erreicht werden kann. Aufgrund dieses Sachverhalts wird in dieser Arbeit eine
Kombination unterschiedlicher Modellparadigmen verfolgt, so dass die gegen-
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sa¨tzlichen Forderungen nach Robustheit und gleichzeitig hoher Genauigkeit der
Segmentierung im wissensbasierten Objektmodell vereint werden konnten.
Die geforderte Genauigkeit der Lokalisation wird daher mit Hilfe des diskreten
aktiven Konturmodells erreicht. Die verschiedenen Kra¨fte des Konturmodells, die
die Bewegungsrichtung der Kontur beeinflussen, sind voneinander unabha¨ngig.
Insbesondere die Schrumpfung der Kontur durch die Deformationskraft konnte
durch ein alternatives Verfahren behoben werden, so dass die in der Literatur oft
als Lo¨sung propagierte Kopplung mit der Ballonkraft entfallen kann [Coh93].
Die Definition der Kra¨fte ermo¨glicht zudem eine einfache Hybridisierung
zwischen aktivem Konturmodell und wissensbasiertem Formmodell. Es zeigte sich
jedoch, dass ein hybrides Modell in den Anwendungsszenarien nicht beno¨tigt
wird, da bereits unter alleiniger Verwendung des Formmodells eine ausreichend
gute Initialisierung fu¨r das aktive Konturmodell gefunden werden konnte.
Die Qualita¨t der Initialisierung und damit das Konvergenzverhalten des diskreten
aktiven Konturmodells ist massiv von der globalen Optimierung des Formmodells
abha¨ngig. Viele Arbeiten bekra¨ftigen die globale Konvergenz und damit hohe
Reproduzierbarkeit der vorgestellten Ansa¨tze. Diese propagierte Eigenschaft der
Methoden ist jedoch in vielen Fa¨llen nicht haltbar, da bestimmte Einschra¨n-
kungen, wie zum Beispiel, dass die Initialkontur vollsta¨ndig innerhalb bzw.
außerhalb des zu detektierenden Objekts liegen muss, gemacht werden [Bre01a].
Des Weiteren wird in den meisten Arbeiten die Optimierung durch ein einziges,
oftmals anwendungsspezifisches Optimierungsverfahren als ausreichend erachtet
[Coo94a, McI97, Bos02]. Eine Kombination unterschiedlicher Verfahren wurde
von Hamarneh et al. erfolgreich eingesetzt [Ham01], wird aber von anderen
Autoren nur selten in a¨hnlicher Form umgesetzt [Lon01]. Daneben existieren noch
die multiskalenbasierten Strategien, die die Konvergenz des Optimierungsprozesses
erheblich verbesseren ko¨nnen [Rue96, Sch96]. Bislang haben auch sie sich nicht
auf breiter Front durchsetzen ko¨nnen.
Das in dieser Arbeit eingesetzte multiskalenbasierte Optimierungsschema unter
Verwendung einer Kombination unterschiedlicher Verfahren hebt sich dadurch
deutlich von der ga¨ngigen Praxis ab. Durch den Einsatz globaler Optimierungs-
verfahren wie Simulated Annealing und genetischen Algorithmen sind keine
einschra¨nkenden Anforderungen an die Modellinitialisierung erforderlich. Des
Weiteren konnte durch das wissensbasierte Formmodell sowie multiskalenbasierter
Darstellung des Bildraums und der Objektrepra¨sentation die Gro¨ße des Such-
raums soweit eingeschra¨nkt werden, dass eine globale Konvergenz erreicht werden
konnte. Durch sukzessive Erho¨hung der Freiheitsgrade des Modells erfolgte mit
Hilfe lokaler Optimierungstechniken eine genaue Lokalisation der Strukturen.
Das in dieser Arbeit vorgestellte Verfahren hat ein breites Anwendungsspektrum
in der radiologischen Bildgebung und ist in der Lage, Bildanalysen von diagnosti-
scher Relevanz zu liefern. Durch das applikationsadaptive Training des Modells
ist es ohne algorithmische A¨nderungen auf eine neue Segmentierungsaufgabe
u¨bertragbar. Daru¨ber hinaus ist eine Anwendung auch auf anderen Modalita¨ten
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wie die Magnetresonanztomographie oder in der Sonographie denkbar. Der
durchweg modulare Aufbau des wissensbasierten Objektmodells unterstu¨tzt
solche Migrationsprozesse in ein neues Anwendungsfeld. Beispielsweise ko¨nnte bei
Objekten mit sehr variabler (nicht trainierbarer) Forminformation die Segmentie-
rung ausschließlich mit Hilfe des aktiven Konturmodells erfolgen.
Durch die koha¨rente Darstellung der Objekte als Polygone bzw. Triangulatio-
nen ist eine explizite Definition von signifikanten Bereichen durch Landmarken
mo¨glich. Mit Hilfe der Landmarken steht konkretes Wissen u¨ber die zu detektie-
renden Objekte zur Verfu¨gung, so dass eine Analyse der Segmentierungsergebnisse
durchgefu¨hrt werden kann. Mit Hilfe der Landmarken wurde in der Wirbelsa¨ulen-
segmentierung die Extraktion funktioneller Gro¨ßen (intervertebraler Winkel, Ho¨he
des Bandscheibenfachs und sagittaler Versatz) ermo¨glicht. Als dreidimensionale
Anwendung konnte der linke Innenventrikel zur Volumenbestimmung zuverla¨ssig
von der Herzaußenwand separiert werden.
Die erfolgreiche Analyse zwei- und dreidimensionaler Realdaten beweist die
Einsetzbarkeit des Verfahrens in der klinischen Routine. Insbesondere in der
Segmentierung der Lendenwirbelsa¨ule konnte gezeigt werden, dass selbst auf
schwierigem Bildmaterial zufriedenstellende Ergebnisse erzielt werden ko¨nnen.
Fu¨r die Applikationsentwicklung wird ha¨ufig gefordert, dass ein Vergleich mit
manuell erstellten Referenzdaten erfolgen muss. Die Beurteilung der Qualita¨t
von Segmentierungergebnissen ist aufgrund der Inter- bzw. Intraobservervarianz
solcher subjektiv erstellten Referenzsegmentierungen jedoch sehr schwierig.
Wegen eines fehlenden Goldstandards auf Realbildern muss daher eine Validie-
rung der Verfahren auf synthetischen Daten erfolgen. Im Bereich der kontextfreien
Validierung fu¨r zwei- und dreidimensionale Daten wurde in dieser Arbeit eine
Erweiterung fu¨r die Generierung synthetischer Testbilder von Bredno vorgestellt
[Bre01a]. Durch Erzeugung von glatten Formen durch Hinzunahme lokaler Defor-
mationen kann der natu¨rlichen Formvariabilita¨t der Objekte besser entsprochen
werden. Mit Hilfe umfangreicher Tests auf synthetischem Bildmaterial konnte die
Segmentierungsleistung des wissensbasierten Objektmodells objektiv quantifiziert
werden.
An dieser Stelle ist natu¨rlich ein Vergleich wu¨nschenswert, um die Verbesse-
rungen gegenu¨ber anderen Verfahren quantitativ nachweisen zu ko¨nnen. In der
medizinischen Bildverarbeitung existieren jedoch keine allgemein anerkannten
synthetischen Testkorpora, mit deren Hilfe ein solcher Vergleich realisierbar ist.
Daher ko¨nnte lediglich anhand eines Vergleichs von U¨bereinstimmungsmaßen,
wie beispielweise die prozentuale U¨berdeckung, eine grobe Einordnung in den
aktuellen Stand der Entwicklung gegeben werden. An dieser Stelle muss zusa¨tzlich
angemerkt werden, dass in der Literatur zwar eine Reihe von Modellen existieren,
die vergleichbar mit einzelnen Komponenten des Objektmodells sind, aber keine
derartige Zusammenfu¨hrung der Einzelkomponenten zu einem konsistenten
Gesamtmodell existiert, das eine robuste und gleichzeitig genaue Lokalisation der
Strukturen liefern kann. Dies la¨sst den Schluss zu, dass solche Vergleiche nicht
sinnvoll durchfu¨hrbar sind, da die Voraussetzungen, unter denen die Segmentie-
rung stattgefunden hat, sehr unterschiedlich ausfallen ko¨nnen.
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Mit Hilfe des wissensbasierten Objektmodells konnte in allen vorgestellten An-
wendungsgebieten eine vollautomatische Segmentierung durchgefu¨hrt werden. Der
geforderten hohen Reproduzierbarkeit der Ergebnisse konnte somit entsprochen
werden. Insgesamt hat die Kombination der verschiedenen Teilmodelle und
Optimierungsstrategien eine zufriedenstellende Segmentierung in allen Anwen-
dungsgebieten ermo¨glicht. Dennoch bietet das Verfahren noch viel Raum fu¨r
Verbesserungen und Erweiterungen.
Eine denkbare Verbesserung der Formmodellierung wa¨re beispielweise die
Verwendung lokaler Konturinformation. Durch ein Training lokaler Variation
bleiben lokale Merkmale der Kontur erhalten, wa¨hrend insgesamt eine hohe
globale Formvariabilita¨t a¨hnlich dem aktiven Konturmodell gegeben ist [Par03].
Mit Hilfe solcher Techniken ist beispielsweise bei der Herzsegmentierung eine
bessere Abgrenzung vom Herzmuskelgewebe denkbar.
Neben der reinen Grauwertinformation erho¨hen lokale Texturmaße als regio-
nenbasierte Einflu¨sse die Robustheit zusa¨tzlich. Dadurch kann die Suchtendenz
der Ballonenergie anhand dieser Information zuverla¨ssiger gescha¨tzt werden.
Ein bisher ungelo¨stes Problem ist die Zersto¨rung der Knotenkorrespondenz
bei aktiviertem Resampling wa¨hrend der Optimierung. Durch Resampling der
Kontur bzw. Triangulation ist eine eindeutige Zuordnung der Knotenpunkte zu
Regionen auf der Kontur bzw. Oberfla¨che nicht mehr mo¨glich. Als Konsequenz
ist beispielsweise eine automatische Extraktion der Eckpunkte von Wirbelko¨rpern
nicht mehr zuverla¨ssig mo¨glich.
Grundsa¨tzlich ist der Ansatz auch ins Vierdimensionale u¨bertragbar. Die Ge-
nerierung echter vierdimensionaler Trainingsdaten muss jedoch noch als ungelo¨st
angesehen werden. Hinzu kommt die fu¨r den Menschen kaum erfassbare Topologie
eines vierdimensionalen Raums, so dass in diesem Feld eher spatio-temporale
(3,5-dimensionale) Lo¨sungen zu erwarten sind.
Neben der Generierung der Trainingsdaten ist eine anwendungsspezifische
Zerlegung des Problems in Optimierungschritte und die teilweise manuelle
Festlegung der Parameter unumga¨nglich. In diesem Bereich besteht noch großer
Forschungsbedarf, diese Schritte ebenfalls zu automatisieren. Eine Erweiterung
des modularen Prinzips zu einem Framework verschiedener Module liegt nahe.
Durch Analyse des Anwendungsszenarios ko¨nnten die verschiedenen Module
durch ein u¨bergeordnetes Metamodell applikationsspezifisch zusammengestellt
werden. Solche Methoden fu¨hren jedoch aus dem Gebiet der reinen Bildverar-
beitung hinaus. Hier ko¨nnen Methoden des automatischen Schließens, wie sie
beispielsweise in Expertensystemen zum Einsatz kommen, wichtige Impulse geben.
The Road goes ever on and on
Bilbo Baggins1
1Aus “The Lord of the Rings” von J.R.R. Tolkien [Tol91]
Anhang A
Validierung auf synthetischen
Daten
In Kapitel 3.7 ist bereits herausgestellt worden, dass eine Bewertung von Seg-
mentierungsalgorithmen auf Realbildern wegen des fehlenden Goldstandards nur
eingeschra¨nkt mo¨glich ist. Daher wird im Folgenden eine kontextfreie Validierung
des Modells auf zweidimensionalen synthetischen Testbildern durchgefu¨hrt. Die in
Kapitel 3.7.3.1 vorgestellten Verfahren dienen als Grundlage fu¨r die Erzeugung der
Testbilder.
A.1 Eigenschaften der Testdaten
Fu¨r die Testbilder wurde eine einheitliche Gro¨ße von 512×512 Pixeln gewa¨hlt. Die
zu detektierenden synthetischen Objekte basieren auf einer sinusoidalen Form mit
je zwei lokalen Deformationen (siehe Gleichung 3.50), deren Parameter in festge-
legten Grenzen variiert wurden (Tabelle A.1).
Tab. A.1: Zula¨ssige Variationen fu¨r die Parametrierung der sinusoidalen synthetischen
Testformen.
Min Max Min Max Min Max Min Max
tx 206 306 R 100 110 δ1 0 40 δ2 -40 0
ty 206 306 δϕ 20 30 µ1 0 2pi µ2 0 2pi
θ -10 10 kϕ 5 5 σ1 40 100 σ2 40 100
Die affinen Parameter tx und ty legen die mo¨glichen Translationen der Objekte
fest, so dass eine maximale Verschiebung um 50 Pixel aus der Bildmitte zugelassen
wird. Zusa¨tzlich werden mit Hilfe von θ Rotationen erzeugt, die im Bereich von
-10 bis 10 Grad variieren du¨rfen.
Das Erscheinungsbild der Objekte ist durch einen mittleren Grauwert von
µobj = 160 bestimmt, wa¨hrend fu¨r den Hintergrund ein mittlerer Grauwert von
µbg = 140 verwendet wird. Die auf diese Weise erzeugten synthetischen Bilder wer-
den zusa¨tzlich mit einem variablen Rauschanteil sowie mit einer unterschiedlichen
Anzahl von Artefakten belastet.
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Der Rauschanteil der Bilder wird durch eine Addition von mittelwertfreiem
Gauß’schem Rauschen erzeugt. Dadurch wird es mo¨glich, die Sensitivita¨t des Mo-
dells gegenu¨ber Bildrauschen systematisch zu testen. Fu¨r eine objektive Bewertung
der Bildqualita¨t wird dazu ha¨ufig das Signal-zu-Rausch-Verha¨ltnis (Signal to noise
ratio, SNR) [Jai89] angegeben:
SNR = 20 log
|µobj − µbg|
σ
(A.1)
Der Testkorpus entha¨lt Bilder mit unterschiedlichen Rauschanteilen fu¨r σ ∈
{10, 20, 30, 40, 50}. Fu¨r die verschiedenen Rauschintensita¨ten wurden je 100 Test-
bilder erzeugt. Damit den unscharfen Objektkonturen auf Realbildern entsprochen
werden kann, wurden die Bilder vor Addition des Rauschanteils mit einem 7×7-
Binomialfilter gegla¨ttet. Abbildung A.1 verdeutlicht den Einfluss der unterschied-
lichen Rauschintensita¨ten auf die Bildqualita¨t.
σ = 10 σ = 20 σ = 30 σ = 40 σ = 50
Abb. A.1: Von links nach rechts abnehmende Bildqualita¨t durch Erho¨hung der Rausch-
intensita¨t. Das Signal-zu-Rausch-Verha¨ltnis liegt zwischen SNR = 6,02dB
(links) und -7,96dB (rechts).
Die Sensitivita¨t des Modells gegenu¨ber Artefakten wurde auf Bildern mit einem
Rauschanteil von σ = 10 untersucht. Die Artefakte wurden mit Hilfe willku¨rlich
rotierter sinusoidaler Formen ohne lokale Deformationen simuliert. Auf Grundlage
von Gleichung 3.50 wurden durch Variation der Parameter R ∈ [20, 30], δϕ ∈ [0, 5]
und kϕ ∈ {1, 3} erzeugte Formen beliebig auf dem Bild positioniert. Der mittlere
Grauwert der Artefakte variiert zwischen 50 und 230. Die auf diese Weise erzeugten
Bilder wurden ebenfalls mit einem 7×7-Binomialfilter gegla¨ttet und anschließend
verrauscht. Der Testkorpus entha¨lt Bilder mit unterschiedlichen Anzahlen von Ar-
tefakten pro Bild, |A| ∈ {2, 4, 6, 8, 10}. Fu¨r jede Anzahl wurden 100 Testbilder
erzeugt. Abbildung A.2 zeigt die Auswirkungen von Bildartefakten auf die Bild-
qualita¨t.
Der Testkorpus besteht somit aus 1000 verschiedenen Bildern, die sich in fu¨nf Bild-
serien mit je 100 Bildern unterschiedlicher Rauschintensita¨t und fu¨nf Serien mit
verschiedenen Anzahlen von Artefakten aufteilen. Eine ausreichende Formvariabi-
lita¨t der dargestellten Objekte wird durch die lokalen Deformationen sichergestellt.
Zusa¨tzlich erschweren die zugelassenen affinen Transformationen (Translation und
Rotation) die Detektion, so dass insbesondere bei einer Belastung durch Artefakte
eine globale Optimierung des Modells erforderlich wird. Des Weiteren besitzen die
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|A| = 2 |A| = 4 |A| = 6 |A| = 8 |A| = 10
Abb. A.2: Von links nach rechts abnehmende Bildqualita¨t durch Erho¨hung der Anzahl
von u¨berlagerten Artefakten.
Artefakte durch die einheitliche Gla¨ttung a¨hnliche Kantenstrukturen, wie die zu
detektierenden Objekte. Dies wurde bewusst so gewa¨hlt, damit eine zuverla¨ssige
Objektdetektion nicht ausschließlich auf Basis der Kanteninformation mo¨glich ist.
Insgesamt stellen die erzeugten Testbilder mit zunehmendem Rauschanteil und
steigender Belastung durch Artefakte eine große Herausforderung fu¨r ein Segmen-
tierungsverfahren dar. In den folgenden beiden Abschnitten wird die Segmentie-
rungsqualita¨t und dessen Abha¨ngigkeit von der Parametrierung des wissensbasier-
ten Objektmodells auf diesem Korpus untersucht.
A.2 Modelleigenschaften
Die Trainingsdaten des synthetischen wissensbasierten Formmodells bestehen aus
insgesamt 100 Trainingsformen, die mit Hilfe der in Tabelle A.1 zula¨ssigen Varia-
tionen der Parameter berechnet wurden. Abbildung A.3 zeigt den ersten Mode der
Formvariation des synthetischen Modells. Anhand der Asymmetrie der Forma¨n-
derung wird deutlich, dass die lokalen Deformationen erheblichen Einfluss auf die
Modellbildung besitzen.
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Abb. A.3: Zula¨ssige Variation des synthetischen Formmodells durch den ersten Form-
parameter. Der Parameter b1 variiert die am sta¨rksten ausgepra¨gte lokale
Deformation des Sinusoiden. In der Mitte ist die mittlere Form v¯ darge-
stellt.
Fu¨r das wissensbasierte Bildmodell der synthetischen Objekte wurden fu¨r jede Auf-
lo¨sung 50 automatisch ausgewa¨hlte Profile gleicher La¨nge verwendet. Dazu wurden
in Bildern des Testkorpus fu¨r eine Rauschintensita¨t von σ = 10 Grauwertprofile
auf Grundlage der Referenzsegmentierung aus den Bildern extrahiert.
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Das aus den Grauwertprofilen erzeugte Templatemodell zeigte aufgrund der ver-
wendeten mittleren Grauwerte fu¨r das Objekt und den Hintergrund (µobj =
160, µbg = 140) nur geringfu¨gige Schwankungen. Aufgrund der Generalisierungsei-
genschaften des Modells hat der Rauschanteil nahezu keinen Einfluss auf die ersten
beiden Modi der zula¨ssigen Variationen. Abbildung A.4 zeigt das Verhalten des
eindimensionalen Templatemodells fu¨r den ersten und zweiten Modellparameter.
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Abb. A.4: Modellierung der Grauwertvariation im Kantenbereich der synthetischen
Objekte. Der erste Modellparameter beeinflusst den Kontrast des Kanten-
verlaufs (links), wa¨hrend der zweite Parameter seine Helligkeit vera¨ndert
(rechts).
A.3 Optimierung
Die Optimierung des synthetischen Objektmodells la¨uft multiskalenbasiert in
zwei sukzessiven Schritten ab. Im ersten Schritt findet eine globale Optimierung
des Modells in Level 1 statt. Hier werden die beiden unterschiedlichen Opti-
mierungverfahren Simulated Annealing und genetische Algorithmen miteinander
verglichen. Im zweiten Schritt findet eine Feinanpassung des wissensbasierten
Objektmodells in Level 0 mit Hilfe des Formmodells unter Beru¨cksichtigung aller
affiner- und Formparameter statt. Den schematischen Ablauf der Optimierung
zeigt Abbildung A.5.
Level 0:
Level 1: Simulated Annealing2 affine-, 2 Formparameter
Lokale Anpassung des Formmodells
2 affine-, 6 Formparameter
Genetischer Algorithmus
2 affine-, 2 Formparameter
Abb. A.5: Schematischer Ablauf der multiskalenbasierten Bildsegmentierung mit dem
synthetischen Modell.
Das Konvergenzverhalten der unterschiedlichen globalen und lokalen Optimie-
rungsverfahren ha¨ngt von einer Anzahl verschiedener Parameter ab. In Kapitel 3.7
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wurden Strategien fu¨r eine sinnvolle Kombination und Parametrierung der zur
Verfu¨gung stehenden Optimierungstechniken aufgestellt. Im na¨chsten Abschnitt
werden unterschiedliche Parameterkonfigurationen der einzelnen Optimierungsver-
fahren getestet und ihre Auswirkung auf die Segmentierungsqualita¨t untersucht.
Die nachfolgende Aufstellung gibt einen detaillierten U¨berblick, u¨ber die in den
Testla¨ufen verwendeten Parameter:
Globale Optimierung:
Level des Bildes: L = 1
Formmodell: Knotenpunkte: 128
affine Parameter: 4 (tx, ty, s, θ)
Formparameter: 2
Bildmodell: Modellparameter: 2
Templategro¨ße: du = 2, dv = 0 (5×1-Pixelmatrix)
Simulated Annealing: Starttemperatur: tstart = 10, 0
Stopptemperatur: tstop = 0, 01
Iterationen pro Abku¨hlungsschritt: k = 12
Abku¨hlungsfaktoren:
δt = 0, 9817; |P | = 3000
δt = 0, 9727; |P | = 2000
δt = 0, 9454; |P | = 1000
δt = 0, 8913; |P | = 500
Genetischer Algorithmus: Selektion durch Ranking
Generationen: 10
Mutationsrate: 0,1
Prozent Eliten: 10%
Individuen pro Generation: |PG| ∈ {50, 100, 200, 300}
Lokale Anpassung des wissensbasierten Formmodells:
Level des Bildes: L = 0
Formmodell: Knotenpunkte: 256
affine Parameter: 4 (tx, ty, s, θ)
Formparameter: 6
Bildmodell: Modellparameter: 2
Templategro¨ßen:
du = 1, dv = 0 (3×1-Pixelmatrix)
du = 2, dv = 0 (5×1-Pixelmatrix)
du = 3, dv = 0 (7×1-Pixelmatrix)
du = 3, dv = 1 (7×3-Pixelmatrix)
du = 3, dv = 2 (7×5-Pixelmatrix)
max. Mahalanobisdistanz: M = 1, 0
Suchfenster in Pixel: δmin = δmax ∧ δmin, δmax ∈ {10, 20, 30, 40}
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A.4 Validierung
Das wissensbasierte Formmodell basiert auf denselben 100 Referenzbildern, die fu¨r
die Erzeugung der synthetischen Testbilder mit Rauschen und Artefakten belastet
wurden. Aufgrund der identischen Forminformation der zu detektierenden Objek-
te, erfolgte die Bestimmung der Ergebnisse nach dem “Leaving-one-out”-Prinizip.
Dazu wurde fu¨r jedes Anfragebild das Formmodell unter Auslassung der aktuellen
synthetischen Form neu berechnet und anschließend optimiert.
Der Vergleich der unterschiedlichen Parametrierungen und Optimierungsver-
fahren erfordert ein globales Bewertungsmaß fu¨r die Qualita¨t der Segmentierung.
Einzelne Fehlsegmentierungen und Ausreißer sind in diesem Zusammenhang von
eher geringerer Bedeutung, so dass fu¨r die Validierung der Ergebnisse als U¨berein-
stimmungsmaß die prozentuale U¨berdeckung C am besten geeignet ist.
In den beiden folgenden Abschnitten findet eine nach globaler und lokaler Op-
timierung getrennte Betrachtung der Ergebnisse statt.
A.4.1 Globale Optimierung
Die Qualita¨t der Ergebnisse stochastischer Optimierungsverfahren wie Simulated
Annealing und genetische Algorithmen ha¨ngt im Wesentlichen von der Anzahl der
getesteten Modellinstanzen |P | ab.
Beim Simulated Annealing kann die Anzahl der berechneten Instanzen bei
fester Start- und Stopptemperatur durch die Anzahl der getesteten Modellinstan-
zen pro Abku¨hlungsschritt k und den Abku¨hlungsfaktor δt beeinflusst werden.
In [Hro01] wird als Richtwert fu¨r k die Gro¨ße der Nachbarschaft Neigh(p) einer
Modellinstanz p angegeben. Daher wurde sich auf die Variation von δt beschra¨nkt.
Bei einer Wahl von δt = 0, 9817, δt = 0, 9727, δt = 0, 9454 und δt = 0, 8913 ergeben
sich somit die gewu¨nschten Anzahlen von |P | = 3000, |P | = 2000, |P | = 1000 und
|P | = 500 pro Anfragebild.
Genetische Algorithmen steuern die Anzahl der getesteten Modellinstan-
zen durch die berechneten Individuen pro Generation |PG| und die Anzahl
der Generationen. Bei fester Anzahl von Generationen ko¨nnen die getesteten
Modellinstanzen durch die Wahl von |PG| beeinflusst werden. Bei Werten von
|PG| = 300, |PG| = 200, |PG| = 100 und |PG| = 50 ergeben sich bei 10 berechneten
Generationen die zum Simulated Annealing identischen Werte.
Abbildung A.6 zeigt die mittlere prozentuale U¨berdeckung nach Optimierung
mit Simulated Annealing. Im linken Diagramm wird das Ergebnis fu¨r unter-
schiedlich hohe Rauschanteile von σ = 10 bis σ = 50 dargestellt. Auf der einen
Seite wird deutlich, dass bei zunehmendem Rauschanteil die Anzahl getesteter
Modellinstanzen nur noch wenig Einfluss auf die Segmentierungsqualita¨t hat.
Bei einem Rauschanteil von σ = 50 liegt selbst bei |P | = 3000 das Ergebnis
innerhalb der Streuung der Messwerte. Auf der anderen Seite hat die Gro¨ße von
|P | bei Bildmaterial mit niedrigerem Rauschanteil sehr wohl Einfluss auf die
Segmentierungsqualita¨t. Hier ist bei niedrigen Anzahlen wie von |P | = 500 ein
deutlicher Abfall der prozentualen U¨berdeckung zu beobachten. Zudem zeigt sich
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eine nur unwesentliche Verbesserung ab einer Anzahl von |P | = 2000.
Eine Betrachtung der Segmentierungsqualita¨t von Simulated Annealing auf
mit Artefakten belastetem Bildmaterial liefert a¨hnliche Ergebnisse. Bei zuneh-
mender Anzahl von Artefakten nimmt die Qualita¨t ab, jedoch nicht im gleichen
Umfang wie dies bei den verrauschten Bildern der Fall war. Es muss jedoch
auch beru¨cksichtigt werden, dass der Rauschanteil und die Belastung durch
Artefakte zwei grundsa¨tzlich unterschiedliche Arten von Bildsto¨rungen darstellen,
so dass ein solcher Vergleich nur bedingt mo¨glich ist. Dieser Sachverhalt la¨sst
daher lediglich den Schluss zu, dass bei zunehmender Anzahl von Artefakten
die Segmentierungsqualita¨t abnimmt. Des Weiteren zeigt sich, dass bei niedrigen
Anzahlen von |P | = 500 deutlich schlechtere Ergebnisse produziert werden. Die
nur geringfu¨gige Verbesserung der Segmentierungsqualita¨t ab einer Anzahl von
|P | = 2000 wird hier ebenfalls deutlich.
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Abb. A.6: Mittlere prozentuale U¨berdeckung nach Optimierung mit Simulated Anneal-
ing bei unterschiedlichem Rauschanteil (links) und variabler Anzahl von Ar-
tefakten (rechts).
In Abbildung A.7 ist die mittlere prozentuale U¨berdeckung nach Optimierung
mit einem genetischen Algorithmus dargestellt. Analog zum Simulated Annealing
wurde die Anzahl getesteter Modellinstanzen pro Anfragebild durch A¨nderung
der Populationsgro¨ße |PG| variiert.
Das linke Diagramm zeigt das Verhalten bei Bildern mit unterschiedlichem
Rauschanteil. Hier ist deutlich zu sehen, dass bereits ab einer Anzahl von
|P | = 1000 getesteten Modellinstanzen keine signifikante Verbesserung der
Segmentierungsleistung erreicht werden konnte. Im rechten Diagramm zeigt sich
unter variierender Artefaktbelastung ein a¨hnliches Verhalten.
Der direkte Vergleich der beiden globalen Optimierungstechniken in Abbildung
A.8 (variabler Rauschanteil) und Abbildung A.9 (variable Anzahl von Artefakten)
zeigt, dass der genetische Algorithmus durchweg bessere Ergebnisse bei gleicher
Anzahl getesteter Modellinstanzen erzielt als Simulated Annealing. Einzige Aus-
nahme bildet die Untersuchung mit einer Anzahl von |P | = 500 auf verrauschtem
Bildmaterial, wo Simulated Annealing bei einer Streuung von σ = 40 und σ = 50
besser abschneidet. Dies zeigt, dass genetische Algorithmen in nahezu allen Fa¨llen
die bessere Wahl fu¨r eine globale Optimierung des Modells darstellen. Eine
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Abb. A.7: Mittlere prozentuale U¨berdeckung nach Optimierung mit genetischem Al-
gorithmus bei unterschiedlichem Rauschanteil (links) und variabler Anzahl
von Artefakten (rechts).
Begru¨ndung fu¨r diese Beobachtung kann in der Fa¨higkeit von genetischen Algo-
rithmen liegen, abha¨ngig von der Populationsgro¨ße multiple Startkonfigurationen
wa¨hrend der Optimierung zu verfolgen. Simulated Annealing dagegen verwendet
bei der Suche lediglich einen einzelnen Pfad durch den Suchraum, so dass hier
im Mittel gro¨ßere Anzahlen von Modellinstanzen fu¨r eine erfolgreiche Detektion
beno¨tigt werden.
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Abb. A.8: Vergleich zwischen Simulated Annealing (gefu¨llte Symbole) und genetischem
Algorithmus (ungefu¨llte Symbole) bei unterschiedlich hohem Rauschanteil.
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Abb. A.9: Vergleich zwischen Simulated Annealing (gefu¨llte Symbole) und genetischem
Algorithmus (ungefu¨llte Symbole) bei variabler Anzahl von Artefakten.
A.4. Validierung 209
A.4.2 Lokale Anpassung des wissensbasierten Formmo-
dells
Die lokale Anpassung des wissensbasierten Formmodells (vgl. Kapitel 3.4) erfor-
dert eine Initialisierung in Form einer Startkontur. Als Initialisierung dienen hier
die Ergebniskonturen des gentischen Algorithmus mit |P | = 3000, der bei der glo-
balen Optimierung die besten Ergebnisse geliefert hat.
Das Konvergenzverhalten der lokalen Anpassungsstrategie ha¨ngt im Wesent-
lichen von zwei Parametern ab. Zum einen ist der Suchstrahl normal zum Kon-
turverlauf von Bedeutung, da bei einem kurzen Suchstrahl weiter entfernt liegen-
de Strukturen nicht erfasst werden ko¨nnen und daher eine erfolgreiche Detektion
fehlschla¨gt. Des Weiteren spielt die Menge der ausgewerteten Bildpunkte fu¨r die
Robustheit eine entscheidende Rolle. Die Anzahl der ausgewerteten Bildpunkte
pro Knotenpunkt wird neben der La¨nge des Suchstrahls durch die Gro¨ße des Tem-
platemodells bestimmt. Im Folgenden werden die Parameter der lokalen Anpassung
systematisch variiert, um die Qualita¨t der Segmentierung auf den Testbildern zu
bewerten.
A.4.2.1 Variation der Gro¨ße des Suchfensters
Abbildung A.10 zeigt die Ergebnisse nach lokaler Anpassung des Modells mit
variablem Suchbereich. Bei diesem Test wurde das Modell mit unterschiedlichen
La¨ngen des Suchstrahls fu¨r Werte von δmin = δmax ∧ δmin, δmax ∈ {10, 20, 30, 40}
optimiert. Die Templatemodelle fu¨r die Anpassung des Objektmodells in Nor-
malenrichtung zum Konturverlauf besaßen eine feste Gro¨ße von 7×3-Pixeln.
Im linken Diagramm sind die Ergebnisse auf den mit unterschiedlich starkem
Rauschen belasteten Bildern dargestellt. Bei diesem Bildmaterial stellte sich
heraus, dass ein sehr großes Suchfenster eher kontraproduktiv ist. Einerseits
besteht bei großen Werten von δmin = δmax = 40 eine ho¨here Wahrscheinlichkeit,
dass Verteilungen von Rauschpixeln eine Fehlanpassung der Templatemodelle
verursachen. Dieser Effekt nimmt zu, je ho¨her der Rauschanteil der Bilder ist.
Andererseits kann sich das Modell bei zu kleinem Suchbereich nicht mehr an
weiter entfernte Bildstrukturen anpassen, so dass bei Werten von δmin = δmax = 10
ebenfalls schlechtere U¨berdeckungsmaße erreicht werden.
Bei Betrachtung der mit Artefakten belasteten Bildern zeigt sich, dass die
Wahl des Suchbereichs erheblich weniger Einfluss auf die Segmentierungsqualita¨t
hat. Hier zeigen sich nur marginale Abweichungen bei Anzahlen von Artefakten
mit |A| = 10. Dies la¨sst den Schluss zu, dass auf diesem Bildmaterial die
Initialkontur bereits so nah am Zielobjekt platziert war, dass eine zuverla¨ssige
Objektdetektion in den meisten Fa¨llen bereits bei Werten von δmin = δmax = 10
erreicht wurde. Insgesamt hat sich herausgestellt, dass eine La¨nge des Suchstrahls
von δmin = δmax = 20 die besten Ergebnisse liefert.
Neben der absoluten prozentualen U¨berdeckung verdeutlicht Abbildung A.11 die
Verbesserung der Ergebnisse durch die lokale Anpassung des Formmodells mit
δmin = δmax = 20. Als beste Absolutwerte wurden bei den Bildern mit einem
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Abb. A.10: Mittlere prozentuale U¨berdeckung nach lokaler Anpassung wissensbasierter
Formmodelle mit variablem Suchbereich bei unterschiedlichem Rauschan-
teil (links) und variabler Anzahl von Artefakten (rechts).
Rauschanteil von σ = 10 eine mittlere prozentuale U¨berdeckung von 98,2% und
bei einer Anzahl von |A| = 2 Artefakten ein Wert von 96,0% ermittelt.
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Abb. A.11: Vergleich der mittleren prozentualen U¨berdeckung nach Optimierung mit
genetischem Algorithmus mit |P | = 3000 (Rauten) und lokaler Anpassung
des wissensbasierten Formmodells mit δmin = δmax = 20 ( Kreise) bei un-
terschiedlichem Rauschanteil (links) und variabler Anzahl von Artefakten
(rechts).
A.4.2.2 Variation der Templategro¨ße
Neben unterschiedlich breiten Suchfenstern wurde ebenfalls der Einfluss der
Templategro¨ße auf die Segmentierungsqualita¨t untersucht. Es wurden fu¨nf un-
terschiedliche Templategro¨ßen (3×1-, 5×1-, 7×1-, 7×3- und 7×5-Pixel) getestet,
so dass die Anzahl der ausgewerteten Bildpunkte pro Pixel zwischen 3 und 35
variierte. Der mittlere Knotenabstand des Modells betra¨gt 3,79 Pixel, so dass
ab einer Templatebreite von 5 Pixeln der gesamte Konturbereich erfasst wird.
Abbildung A.12 zeigt die Ergebnisse nach lokaler Anpassung mit unterschiedlich
großen Templates.
Bei Betrachtung der Auswirkungen der Templategro¨ße auf die Bilder mit
unterschiedlichem Rauschanteil (rechtes Diagramm) wird deutlich, dass die Tem-
plategro¨ße erheblichen Einfluss auf die Segmentierungsqualita¨t hat. Insbesondere
bei den echten zweidimensionalen Templates (7×3- und 7×5-Pixel) konnten auch
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bei hohen Rauschanteilen von σ = 30 und σ = 40 vergleichsweise gute Ergebnisse
erzielt werden.
Eine unterschiedlich starke Belastung durch Artefakte (linkes Diagramm) hat
einen eher geringeren Einfluss auf die Templategro¨ße des Modells. Hier zeigt
sich lediglich ein deutlicher Abfall bei einer Gro¨ße von 3×1-Pixeln. Insgesamt
wird deutlich, dass große Templates die Robustheit des Modells gegenu¨ber
verrauschtem Bildmaterial signifikant erho¨hen.
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du = 3, dv = 2, (7× 5)
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du = 3, dv = 0, (7× 1)
du = 2, dv = 0, (5× 1)
du = 1, dv = 0, (3× 1)
Abb. A.12: Mittlere prozentuale U¨berdeckung nach lokaler Anpassung wissensbasierter
Formmodelle mit variabler Templategro¨ße bei unterschiedlichem Rauschan-
teil (links) und variabler Anzahl von Artefakten (rechts).
In Abbildung A.13 wird die Verbesserung in der prozentualen U¨berdeckung nach
lokaler Anpassung des Modells mit einer Templategro¨ße von 7×5-Pixeln gegenu¨ber
dem genetischen Algorithmus mit einer Populationsgro¨ße |P | = 3000 dargestellt.
Bei beiden Arten von Bildsto¨rungen konnte eine deutliche Verbesserung der Er-
gebnisse erreicht werden. Als absolute Werte wurden bei einem Rauschanteil von
σ = 10 eine U¨berdeckung von 98,3% und bei einer Anzahl von |A| = 2 Artefakten
ein Ergebnis von 96,9% erreicht.
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Abb. A.13: Vergleich der mittleren prozentualen U¨berdeckung nach Optimierung mit
genetischen Algorithmus mit |P | = 3000 (ungefu¨llte Rauten) und loka-
ler Anpassung des wissensbasierten Formmodells mit du = 3 und dv = 2
(gefu¨llte Rauten) bei unterschiedlichem Rauschanteil (links) und variabler
Anzahl von Artefakten (rechts).
Anhand dieser Untersuchung wird deutlich, dass das Modell in der Lage ist, auch
auf synthetischen Bildern Segmentierungen hoher Qualita¨t zu liefern. Dennoch
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werden die Grenzen der Segmentierung mit dem wissensbasierten Objektmodell
anhand der sehr stark verrauschten Bilder mit σ = 50 (SNR = -7,96dB) deutlich.
Positiv ist das Modellverhalten unter Artefaktbelastung zu bewerten. Selbst bei
hoher Belastung durch Artefakte, durch die der Konturverlauf der Objekte mehr-
fach unterbrochen wurde, konnte eine erfolgreiche Objektdetektion durchgefu¨hrt
werden.
Bei allen getesteten Verfahren zeigte sich eine hohe Persistenz in den ermit-
telten U¨berdeckungsmaßen in Abha¨ngigkeit von der Wahl der Modellparameter.
Dieser Sachverhalt vereinfacht die Parametrierung des Modells erheblich, da kleine
A¨nderungen das Segmentierungsverhalten des Modells nur geringfu¨gig beeinflus-
sen.
In Anbetracht der Endergebnisse von teilweise u¨ber 98% erscheint eine weitere
Feinanpassung des Modells weniger sinnvoll. Tests mit dem in dieser Arbeit vor-
gestellten diskreten aktiven Konturmodell ergaben daher auch keine nennenswerte
Verbesserung der Segmentierung. Durch Anwendung des Modells auf Realdaten
konnte dessen Notwendigkeit jedoch besta¨tigt werden. Dies zeigt, dass die Varia-
bilita¨t der sinusoidalen Formen trotz der lokalen Deformationen noch hinter der
von Realdaten zuru¨ckbleibt.
Anhang B
Parametrierung der
angewendeten Modelle
In Kapitel 3.7 wurden Regeln und Strategien fu¨r eine sinnvolle Parametrierung
des wissensbasierten Objektmodells aufgestellt. Anhand dieser Richtlinien wurde
in Kapitel 4 mit Hilfe applikationsspezifischer Parametrierungen eine Anwendung
des Modells auf verschiedene Aufgabenstellungen realisiert. In den folgenden Un-
terkapiteln werden daher die konkreten Modellparameter fu¨r die verschiedenen
Anwendungen vorgestellt. Es findet jeweils eine Differenzierung der verwendeten
Parameter in die einzelnen Segmentierungsschritte fu¨r jedes Anwendungsgebiet
statt.
B.1 Lendenwirbelsa¨ule
Fu¨r die Berechnung des wissensbasierten Formmodells der Lendenwirbelsa¨ule stan-
den insgesamt 60 Trainingsdatensa¨tze zur Verfu¨gung. Die einzelnen Templatemo-
delle des wissensbasierten Bildmodells bestehen aus jeweils 20 Trainingsprofilen.
Die Segmentierung der Lendenwirbelsa¨ule teilt sich in insgesamt vier aufeinander-
folgende Schritte auf:
Schritt 1:
Level des Bildes: L = 4
Formmodell: 5 Lendenwirbelko¨rper + Sakrum
Knotenpunkte: je LWK 1-5: |v| = 35, Sakrum: |v| = 20
affine Parameter: 4 (tx, ty, s, θ)
Formparameter: 4
Bildmodell: Modellparameter: 2
Templategro¨ße: du = 2, dv = 0 (5×1-Pixelmatrix)
Simulated Annealing: Starttemperatur: tstart = 2, 0
Stopptemperatur: tstop = 0, 0002
Abku¨hlungsfaktor: δt = 0, 98
Iterationen pro Abku¨hlungsschritt: k = 16
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Schritt 2:
Level des Bildes: L = 3
Formmodell: 5 Lendenwirbelko¨rper + Sakrum
Knotenpunkte: je LWK 1-5: |v| = 35, Sakrum: |v| = 20
affine Parameter: 4 (tx, ty, s, θ)
Formparameter: 6
Bildmodell: Modellparameter: 2
Templategro¨ße: du = 2, dv = 0 (5×1-Pixelmatrix)
Simulated Annealing: Starttemperatur: tstart = 1, 0
Stopptemperatur: tstop = 0, 001
Abku¨hlungsfaktor: δt = 0, 98
Iterationen pro Abku¨hlungsschritt: k = 20
Schritt 3:
Level des Bildes: L = 2
Formmodelle: LWK 1/2, LWK 3/4, LWK 5/Sakrum
Knotenpunkte: je LWK 1-5: |v| = 78, Sakrum: |v| = 55
affine Parameter: 4 (tx, ty, s, θ)
Formparameter: 8
Bildmodell: Modellparameter: 2
Templategro¨ße: du = 2, dv = 1 (5×3-Pixelmatrix)
Simulated Annealing: Starttemperatur: tstart = 1, 0
Stopptemperatur: tstop = 0, 001
Abku¨hlungsfaktor: δt = 0, 98
Iterationen pro Abku¨hlungsschritt: k = 24
Schritt 4:
Level des Bildes: L = 0
Formmodelle: LWK 1, LWK 2, LWK 3, LWK 4, LWK 5/Sakrum
Knotenpunkte: je LWK 1-5: |v| = 156, Sakrum: |v| = 90
affine Parameter: 4 (tx, ty, s, θ)
Formparameter: 59 bzw. 60 bei Qualita¨t 2 und Qualita¨t 3
Bildmodell: Modellparameter: 2
Templategro¨ße: du = 4, dv = 1 (9×3-Pixelmatrix)
Simulated Annealing: Starttemperatur: tstart = 1, 0
Stopptemperatur: tstop = 0, 001
Abku¨hlungsfaktor: δt = 0, 95
Iterationen pro Abku¨hlungsschritt: k = 30
B.2 Halswirbelsa¨ule
Fu¨r die wissensbasierte Formmodellierung der Halswirbelsa¨ule wurden ebenfalls 60
Trainingsdatensa¨tze verwendet. Die einzelnen Templatemodelle des wissensbasier-
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ten Bildmodells bestehen aus jeweils 20 Trainingsprofilen. Die Segmentierung der
Halswirbelsa¨ule teilt sich in insgesamt vier aufeinanderfolgende Schritte auf:
Schritt 1:
Level des Bildes: L = 3
Formmodell: 6 Halswirbelko¨rper (HWK 2-7)
Knotenpunkte:
HWK 2: |v| = 35, je HWK 3-6: |v| = 48, HWK 7: |v| = 20
affine Parameter: 4 (tx, ty, s, θ)
Formparameter: 4
Bildmodell: Modellparameter: 2
Templategro¨ße: du = 1, dv = 0 (3×1-Pixelmatrix)
Simulated Annealing: Starttemperatur: tstart = 2, 0
Stopptemperatur: tstop = 0, 001
Abku¨hlungsfaktor: δt = 0, 985
Iterationen pro Abku¨hlungsschritt: k = 16
Schritt 2:
Level des Bildes: L = 2
Formmodell: 6 Halswirbelko¨rper (HWK 2-7)
Knotenpunkte:
HWK 2: |v| = 60, je HWK 3-6: |v| = 54, HWK 7: |v| = 28
affine Parameter: 4 (tx, ty, s, θ)
Formparameter: 6
Bildmodell: Modellparameter: 2
Templategro¨ße: du = 2, dv = 0 (5×1-Pixelmatrix)
Simulated Annealing: Starttemperatur: tstart = 2, 0
Stopptemperatur: tstop = 0, 001
Abku¨hlungsfaktor: δt = 0, 96
Iterationen pro Abku¨hlungsschritt: k = 20
Schritt 3:
Level des Bildes: L = 1
Formmodelle: HWK 2/3, HWK 4/5, HWK 6/7
Knotenpunkte:
HWK 2: |v| = 80, je HWK 3-6: |v| = 85, HWK 7: |v| = 47
affine Parameter: 4 (tx, ty, s, θ)
Formparameter: 8
Bildmodell: Modellparameter: 2
Templategro¨ße: du = 2, dv = 1 (5×3-Pixelmatrix)
Simulated Annealing: Starttemperatur: tstart = 0, 8
Stopptemperatur: tstop = 0, 001
Abku¨hlungsfaktor: δt = 0, 97
Iterationen pro Abku¨hlungsschritt: k = 24
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Schritt 4:
Level des Bildes: L = 0
Formmodelle: HWK 2, HWK 3, HWK 4, HWK 5, HWK 6/7
Knotenpunkte:
HWK 2: |v| = 92, je HWK 3-6: |v| = 103, HWK 7: |v| = 62
affine Parameter: 4 (tx, ty, s, θ)
Formparameter: 59
Bildmodell: Modellparameter: 2
Templategro¨ße: du = 5, dv = 1 (9×3-Pixelmatrix)
Lokale Anpassung maximal zula¨ssige Mahalanobisdistanz: M = 1, 0
des Formmodells: Suchfenster in Normalenrichtung: δmin = δmax = 5 Pixel
B.3 Milz
Das wissensbasierte Objektmodell der Milz besteht aus insgesamt 62 Trainingsda-
tensa¨tzen. Die Templatemodelle fu¨r die verschiedenen Bildskalen des wissensba-
sierten Bildmodells bestehen aus jeweils 25 Trainingsprofilen. Die Segmentierung
der Milz teilt sich in insgesamt drei aufeinanderfolgende Schritte auf:
Schritt 1:
Level des Bildes: L = 2
Formmodell: Knotenpunkte: |v| = 609, Dreiecke: |t| = 1214
affine Parameter: 9 (tx, ty, tz, sx, sy, sz, θx, θy, θz)
Formparameter: 20
Bildmodell: Modellparameter: 2
Templategro¨ße: du = 1, dv = 0, dw = 0
(3×1×1-Voxelmatrix)
Genetischer Algorithmus: Selektion durch Ranking
Individuen pro Generation: |P | = 300
Generationen: 10
Mutationsrate: 0,1
Prozent Eliten: 10%
Schritt 2:
Level des Bildes: L = 1
Formmodell: Knotenpunkte: |v| = 2430, Dreiecke: |t| = 4856
affine Parameter: 9 (tx, ty, tz, sx, sy, sz, θx, θy, θz)
Formparameter: 61
Bildmodell: Modellparameter: 2
Templategro¨ße: du = 1, dv = 1, dw = 1
(3×3×3-Voxelmatrix)
Lokale Anpassung maximal zula¨ssige Mahalanobisdistanz: M = 1, 0
des Formmodells: Suchfenster in Normalenrichtung: δmin = δmax = 10 Voxel
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Schritt 3:
Level des Bildes: L = 0
Bildmodell: Modellparameter: 2
Templategro¨ße: du = 2, dv = 1, dw = 1
(5×3×3-Voxelmatrix)
Aktives Konturmodell: Reibungskoeffizient: β = 0, 5
zula¨ssige Kantenla¨ngen: Lmin = 3, 0; Lmax = 6, 0
Parametrierung der Kra¨fte:
Deformationskraft: wd = 1, 0
Ballonkraft: wb = 0, 5
Bildeinfluss: we = 0, 3; δmin = δmax = 3 Voxel
B.4 Linker Herzventrikel
Fu¨r die Berechnung des wissensbasierten Formmodells des linken Herzventrikels
standen insgesamt 30 Trainingsdatensa¨tze zur Verfu¨gung. Die einzelnen Template-
modelle des wissensbasierten Bildmodells bestehen aus jeweils 25 Trainingsprofilen.
In jeder Bildskala sind die Templategro¨ßen und die Anzahl verwendeter Modell-
parameter der verschiedenen Templatemodelle identisch. Die Segmentierung des
linken Herzventrikels teilt sich in insgesamt vier aufeinanderfolgende Schritte auf:
Schritt 1:
Level des Bildes: L = 2
Formmodell: Knotenpunkte: |v| = 860, Dreiecke: |t| = 1716
affine Parameter: 9 (tx, ty, tz, sx, sy, sz, θx, θy, θz)
Formparameter: 7
Bildmodell: Modellparameter: 2
Templategro¨ße: du = 1, dv = 0, dw = 0
(3×1×1-Voxelmatrix)
Simulated Annealing: Starttemperatur: tstart = 2, 0
Stopptemperatur: tstop = 0, 0002
Abku¨hlungsfaktor: δt = 0, 98
Iterationen pro Abku¨hlungsschritt: k = 18
Schritt 2:
Level des Bildes: L = 1
Formmodell: Knotenpunkte: |v| = 860, Dreiecke: |t| = 1716
affine Parameter: 9 (tx, ty, tz, sx, sy, sz, θx, θy, θz)
Formparameter: 20
Bildmodell: Modellparameter: 2
Templategro¨ße: du = 1, dv = 1, dw = 1
(3×3×3-Voxelmatrix)
Simulated Annealing: Starttemperatur: tstart = 1, 0
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Stopptemperatur: tstop = 0, 0002
Abku¨hlungsfaktor: δt = 0, 96
Iterationen pro Abku¨hlungsschritt: k = 58
Schritt 3:
Level des Bildes: L = 0
Formmodell: Knotenpunkte: |v| = 3434, Dreiecke: |t| = 6864
affine Parameter: 9 (tx, ty, tz, sx, sy, sz, θx, θy, θz)
Formparameter: 29
Bildmodell: Modellparameter: 2
Templategro¨ße: du = 2, dv = 1, dw = 1
(5×3×3-Voxelmatrix)
Lokale Anpassung maximal zula¨ssige Mahalanobisdistanz: M = 1, 0
des Formmodells: Suchfenster in Normalenrichtung: δmin = δmax = 10 Voxel
Schritt 4:
Level des Bildes: L = 0
Bildmodell: Modellparameter: 2
Templategro¨ße: du = 2, dv = 1, dw = 1
(5×3×3-Voxelmatrix)
Aktives Konturmodell: Reibungskoeffizient: β = 0, 5
Parametrierung der Kra¨fte:
Deformationskraft: wd = 1, 0
Ballonkraft: wb = 0, 5
Bildeinfluss: we = 0, 5; δmin = δmax = 5 Voxel
Anhang C
Affine Normierung
Die Normierung zweier Objekte v und v′ mit jeweils n Knotenpunkten erfolgt
durch die Minimierung einer Distanzfunktion d(v,v′). Als Distanzmaß wird hier die
Summe aller quadratischen euklidischen Absta¨nde der Knotenpunktpaare (vi, v
′
i)
verwendet. Gesucht ist demnach eine Transformation T (·), die folgendes Abstands-
kriterium minimiert:
d(v,v′) =
∑
i
|T (vi)− v′i|2 → min (C.1)
Im Anschluss werden Lo¨sungen fu¨r die zweidimensionale orthogonale Transforma-
tion sowie die affine Transformation in zwei und drei Dimensionen vorgestellt.
C.1 Orthogonale Transformation (2D)
Eine orthogonale Transformation kann im zweidimensionalen Fall wie folgt defi-
niert werden:
T (vi) = T
(
xi
yi
)
=
(
a −b
b a
) (
xi
yi
)
+
(
tx
ty
)
mit a = s · sin(α) und b = s · cos(α).
(C.2)
Durch Anwendung der Transformation T (vi) wird somit eine Rotation um den
Winkel α, eine Skalierung mit dem Faktor s und eine Translation (tx, ty)
T der
Knotenpunkte vi durchgefu¨hrt.
Unter Verwendung des Fehlerquadratkriteriums (C.1) kann die zu minimierende
Funktion f jetzt wie folgt dargestellt werden:
f(a, b, tx, ty) =
n∑
i=1
|T (vi)− v′i|2
=
n∑
i=1
((T (xi)− x′i)2 + (T (yi)− y′i)2)
(C.2)
=
n∑
i=1
((axi − byi + tx − x′i)2 + (bxi + ayi + ty − y′i)2)
(C.3)
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Die Minimierung von f wird durch partielle Ableitung nach den Funktionspara-
metern und Lo¨sung des daraus resultierenden Gleichungssystems erreicht. Damit
ergeben sich fu¨r die Transformationsparameter folgende Lo¨sungen:
a = (n
∑
xix
′
i + n
∑
yiy
′
i −
∑
xi
∑
x′i −
∑
yi
∑
y′i)/d,
b = −(n ∑x′iyi − n ∑ xiy′i + ∑ xi ∑ y′i −∑x′i ∑ yi)/d,
tx = −(
∑
xi
∑
xix
′
i +
∑
xi
∑
yiy
′
i +
∑
yi
∑
x′iyi−∑
yi
∑
xiy
′
i −
∑
x′i
∑
x2i −
∑
x′i
∑
y2i )/d,
tx = −(
∑
yi
∑
xix
′
i +
∑
yi
∑
yiy
′
i −
∑
xi
∑
x′iyi+∑
xi
∑
xiy
′
i −
∑
y′i
∑
x2i −
∑
y′i
∑
y2i )/d,
mit d = n
∑
xi + n
∑
yi − (
∑
xi)
2 − (∑ yi)2
(C.4)
C.2 Affine Transformation (2D)
Neben Rotation, Translation und Skalierung ko¨nnen Scherungen der Objekte durch
die allgemeine affine Transformation erzeugt werden:
T (vi) =
(
a b
c d
)
vi +
(
tx
ty
)
(C.5)
Analog zur orthogonalen zweidimensionalen Transformation kann die Funktion f
folgendermaßen definiert werden:
f(a, b, c, d, tx, ty) =
n∑
i=1
|T (vi)− v′i|2
=
n∑
i=1
((T (xi)− x′i)2 + (T (yi)− y′i)2)
(C.5)
=
n∑
i=1
((axi + byi + tx − x′i)2 + (cxi + dyi + ty − y′i)2)
(C.6)
Durch partielle Ableitung von f erha¨lt man ebenfalls ein lineares Gleichungssys-
tem, das mit Standardverfahren gelo¨st werden kann. Fu¨r eine explizite Lo¨sung des
resultierenden Gleichungssystems sei an dieser Stelle auf [Coo01b] verwiesen.
C.3 Affine Transformation (3D)
Im dreidimensionalen Fall wird lediglich eine echte affine Transformation ver-
wendet. Fu¨r die orthogonale dreidimensionale Transformation existiert unter
Verwendung der hier vorgestellten Fehlerquadratmethode keine geschlossene
Lo¨sung, da das resultierende Gleichungssystem aufgrund der Produktbildung der
Sinus- und Kosinustherme einer Rotationsmatrix um mehrere Achsen nicht mehr
linear ist.
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Die affine Transformation ist im dreidimensionalen Fall folgendermaßen definiert:
T (vi) =

 a00 a01 a02a10 a11 a12
a20 a21 a22

 vi +

 txty
tz

 (C.7)
Daraus kann analog zum zweidimensionalen Fall die Funktion f definiert werden:
f(a00, . . . , a22, tx, ty, tz) =
n∑
i=1
|T (vi)− v′i|2
=
n∑
i=1
((T (xi)− x′i)2 + (T (yi)− y′i)2 + (T (zi)− z′i)2)
(C.7)
=
n∑
i=1
((a00xi + a01yi + a02zi + tx − x′i)2+
(a10xi + a11yi + a12zi + ty − y′i)2+
(a20xi + a21yi + a22zi + tz − z′i)2)
(C.8)
Die explizite Lo¨sung des durch partielle Ableitung resultierenden Gleichungssys-
tems mit 12 Unbekannten findet sich in [Kes00].
C.4 Prokrustes Analyse
Die Berechnung des wissensbasierten Formmodells erfordert die affine Normierung
einer Trainingsdatenmenge von Konturen. Bisher wurden lediglich Lo¨sungen fu¨r
die Normierung von zwei Konturen vorgestellt. Die bisherigen Ansa¨tze lassen sich
jedoch zu einem Algorithmus verallgemeinern, der auch als Prokrustes Analyse1,
bezeichnet wird. Bei der Normierung einer Trainingsdatenmenge V = {v1, . . . ,vn}
von Formen stellt sich das Verfahren wie folgt dar:
Prokrustes Analyse
1. Normiere jedes Element vi ∈ V auf das erste Element v1 durch Minimierung
der Distanzfunktion d(vi,v1). Als Ergebnis erha¨lt man eine auf v1 normierte
Menge von Konturen V ′ = {v′1, . . . ,v′n}.
2. Berechne die mittlere Form v¯ der normierten Konturen v′i.
3. Normiere jede Kontur v′i auf die mittlere Form v¯ (minimiere d(v
′
i, v¯)).
4. Gehe zu 2, wenn das Konvergenzkriterium noch nicht erfu¨llt ist.
Als Konvergenzkriterium dienen die Gro¨ßen der ermittelten erforderlichen Trans-
formationsparameter fu¨r die Anpassung der einzelnen Konturen. Wenn bei allen
Transformationen nahezu die identische Abbildung verwendet wird, kann das Ver-
fahren abgebrochen werden. In der praktischen Anwendung hat sich herausgestellt,
dass bereits zwei Iterationen fu¨r eine zufriedenstellende Konvergenz ausreichend
sind.
1Die Namensgebung des Algorithmus geht auf die griechische Mythologie zuru¨ck. Die Reisen-
den wurden dem sogenannten Prokrustes-Bett immer so angepasst, dass sie perfekt hineinpassten,
ganz gleich ob sie dafu¨r gestreckt oder ihnen die Fu¨ße abgeschlagen werden mussten.
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Anhang D
Effiziente
Hauptkomponentenanalyse
Die Hauptkomponentenanalyse einer Menge von Merkmalsvektoren xi der Dimen-
sion n erfordert die Berechnung von Eigenwerten und Eigenvektoren der aus den
Vektoren gebildeten n×n-Kovarianzmatrix. In der Praxis u¨bersteigt jedoch die
Dimension der Merkmalsvektoren die Anzahl der Trainingsdaten s deutlich, so
dass s  n. Daraus ergibt sich eine Anzahl von s−1 zu bestimmender Eigenwerte,
da die restlichen Eigenwerte einen Wert von λi = 0 aufweisen. Eine Reduktion des
Problems auf eine s×s-Matrix kann somit aufgrund der kubischen Zeitkomplexi-
ta¨t des Eigenwertproblems eine signifikante Effizienzsteigerung erbringen [Coo01b].
Fu¨r die Reduktion wird zuna¨chst die Differenzmatrix D beno¨tigt:
D = ((x1 − x¯)| . . . |(xs − x¯)) (D.1)
Die urspru¨ngliche n×n-Kovarianzmatrix kann aus D wie folgt berechnet werden:
S =
1
s
DDT (D.2)
Alternativ dazu wird die reduzierte s×s-Matrix T gebildet:
T =
1
s
DTD (D.3)
Die Eigenwerte λ′i von T sind gleich den Eigenwerten λi von S. Die Eigenvektoren
φi von S ko¨nnen aus den Eigenvektoren φ
′
i von T berechnet werden, so dass gilt
φi = ai · Dφ′i. Der Faktor ai = |Dφ′i|−1 stellt hier einen Normierungsfaktor dar,
da die auf diese Weise berechneten Eigenvektoren nicht notwendigerweise normiert
sind.
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Anhang E
Implementierung
Die Urspru¨nge des SnakeIt Projekts gehen auf verschiedene Arbeiten zuru¨ck
[Koh98, vL98, Wei98a], bei denen die Segmentierung von Objekten mit aktiven
Konturmodellen im Vordergrund stand. Die aktiven Konturmodelle, auch Snakes
genannt, gaben dem Projekt schließlich seinen Namen. Die erste Implementierung
basierte auf einer Sammlung von Funktionen in ANSI-C. Die graphische Benut-
zeroberfla¨che wurde mit der Skriptsprache TCL/TK realisiert.
Wesentliche Nachteile waren einerseits die geringe Modularita¨t und andererseits
die Verwendung von TCL/TK fu¨r das graphische Interface. Aufgrund der
Sprachunterschiede von ANSI-C und TCL/TK mu¨ssen Variablen u¨ber sogenannte
“Wrapper”-Funktionen u¨bergeben werden, was einen erheblichen zusa¨tzlichen
Programmieraufwand darstellt.
Fu¨r das in dieser Arbeit beschriebene wissensbasierte Objektmodell wurde
daher eine ausschließlich objektorientierte Implementierung in C++ gewa¨hlt.
Durch den U¨bergang zum objektorientierten Design wurde zwar eine komplette
Neuentwicklung notwendig, die sich jedoch durch die hohe Flexibilita¨t und
Wiederverwendbarkeit des Programmcodes gelohnt hat. Dabei wurde die gra-
phische Benutzeroberfla¨che vom Programmcode des eigentlichen Modells strikt
getrennt, so dass auch ein Kommandozeilen-basierter Batchbetrieb mo¨glich ist.
Insgesamt wurde bei der Implementierung der notwendigen Klassenbibliothek ein
modulares Design verfolgt, so dass durch Hinzufu¨gen von weiteren Komponenten
die Funktionalita¨t der Applikation auf einfache Weise erweitert werden kann. Als
Beispiel sind hier die verschiedenen Optimierungsverfahren zu nennen, die jeweils
ein separates Modul mit einer definierten Schnittstelle darstellen, so dass ein
standardisierter Datenaustausch mo¨glich wird. Abbildung E.1 vermittelt einen
U¨berblick u¨ber die Kernklassen der Klassenbibliothek von SnakeIt.
In der Entwicklungphase zahlte sich die Versionskontrolle des Projekts mit dem
Concurrent Versions System (CVS, http://cvshome.org) aus, das einen einfachen
Zugriff auf die verschiedenen Versionen der unterschiedlichen Komponenten der
Klassenbibliothek ermo¨glicht. Ein weiterer Vorteil ist die Dokumentation aller
A¨nderungen und Neuerungen im CVS, die u¨ber die Gesamtdauer der Entwicklung
in das Projekt eingeflossen sind.
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Des Weiteren wurde eine konsequente Dokumentation der Header-Dateien des
Sourcecodes im JavaDoc-Stil eingehalten, so dass eine automatische Dokumenta-
tion der gesamten Klassenbibliothek im HTML-Format mit Hilfe von Doxygen
(http://www.doxygen.org) erstellt werden konnte.
Optimizer
OptimizerCollection
ContourModel
GeneticAlgorithm
SimulatedAnnealing
TemplateMatching
SurfaceModelSA
ShapeModelSA
ShapeModelTM
ShapeModelGA
SurfaceModelGA
ShapeContourModel
SurfaceContourModel
SurfaceModelTM
PolygonSnake
SnakeSet
PolygonPoint
Model SnakeModel
TemplateModel
ShapeModel
SurfaceModelSnake3DModel
Snake3DSet
Snake3D Mesh MeshPoint
MeshTriangle
Point
Triangle
Optimierung
2D-Geometrie
Modell
3D-Geometrie
Abb. E.1: Darstellung der Kernklassen und deren Abha¨ngigkeiten von SnakeIt. Die
Klassen lassen sich zu folgenden Funktionseinheiten zusammenfassen: Opti-
mierung, Modell, zweidimensionale Geometrie und dreidimensionale Geome-
trie. Zwischen den verschiedenen Klassen existieren zwei verschiedene Bezie-
hungen: Vererbung (durchgezogene Pfeile; SnakeModel erbt die Eigenschaf-
ten von Model) und Inklusion (gestrichelte Pfeile; Mesh verwendet/besteht
aus MeshPoint und MeshTriangle).
Zusa¨tzlich zur eigenen Klassenbibliothek verwendet SnakeIt noch eine Reihe frei
verfu¨gbarer, ebenfalls auf C++ basierender Bibliotheken, deren Funktion im Fol-
genden kurz vorgestellt wird:
Offis-DCMTK-DICOM-Toolkit Das Offis-DCMTK-DICOM-Toolkit Version
3.5.2 (http://dicom.offis.de) wurde verwendet, um das native DICOM-Format
(Digital Imaging and Communcations in Medicine) der CT-Datensa¨tze direkt le-
sen zu ko¨nnen. Als eine Weiterentwicklung des ACR/NEMA 2.0-Standards wurde
von der National Electrical Manufacturers Association (NEMA) der heute aktu-
elle DICOM 3.0-Standard ins Leben gerufen, um einen standardisierten Zugriff
auf die medizinische Bildinformation und die vielfa¨ltigen Zusatzinformationen zu
ermo¨glichen, die bei der Bildakquisition von Bedeutung sind.
Tiff-Library Neben des DCMTK-DICOM-Toolkits wurde fu¨r die Speicherung
der Bilddaten die Tiff-Library Version 3.5.7 verwendet. Durch die verlustfreie Da-
tenkompression ist eine effiziente Speicherung großer Datenmengen mo¨glich.
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Qt-Library Die graphische Benutzeroberfla¨che wurde mit der Qt-Library Ver-
sion 3.1.2 entwickelt (http://www.trolltech.com).
Visualization-Toolkit Fu¨r die dreidimensionalen Darstellungen wurde das
Visualization-Toolkit Version 4.2 verwendet (http://www.vtk.org). Es baut auf der
OpenGL-Schnittstelle auf und stellt eine stark erweiterte Funktionsbibliothek fu¨r
ein breites Spektrum verschiedener dreidimensionaler graphischer Applikationen
zur Verfu¨gung.
Matrix-Template-Library Die Matrix-Operationen, wie beispielsweise die
Berechnung der Eigenwerte und Eigenvektoren, wurden mit Hilfe der auf den
BLAS-Paketen basierenden Matrix-Template-Library Version 2.1.2 durchgefu¨hrt
(http://www.osl.iu.edu/research/mtl/).
Abb. E.2: Screenshot der SnakeIt-Applikation
Als Entwicklungs- und Testplattform diente ein Linux-System. Grundsa¨tzlich
kann die Applikation aber auch auf anderen Unix-basierten Systemen kompiliert
werden.
Die gesamten Tests der verschiedenen wissensbasierten Objektmodelle wurden
auf allgemein verfu¨gbarer PC-Hardware durchgefu¨hrt. Dennoch sind die Hardwa-
reanforderungen – insbesondere fu¨r die dreidimensionalen Modelle – sehr hoch,
so dass eine zufriedenstellende Performance erst auf der neuesten Generation von
PCs erreicht werden konnte.
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Insgesamt ergaben sich daher auf einem Pentium IV System, ausgestattet mit 2
Gigabyte Hauptspeicher und einer Nvidia GeForce4 4800Ti Grafikkarte fu¨r eine
hardwarebeschleunigte dreidimensionale Visualisierung, im Mittel Laufzeiten fu¨r
die Segmentierung des Herzventrikels und der Milz von etwa 20 Minuten pro
Datensatz. Die zweidimensionale Segmentierung mit dem Wirbelsa¨ulenmodell lag
bei etwa 13 Minuten pro Ro¨ntgenbild. In diesem Fall muss jedoch beru¨cksichtigt
werden, dass durch die Komplexita¨t des Wirbelsa¨ulenmodells und dem damit
verbundenen hierarchischen Optimierungsansatz, keine ku¨rzeren Laufzeiten zu
erwarten waren.
Das gesamte SnakeIt-Projekt umfasst etwa 80.000 Zeilen Programmcode, der sich
auf 133 verschiedene Klassen verteilt. Damit steht ein umfangreiches Toolkit zur
Verfu¨gung, das fu¨r komplexe zweidimensionale und dreidimensionale Segmen-
tierungsaufgaben geeignet ist. In Abbildung E.2 ist ein Screenshot dargestellt,
der das Modul fu¨r die dreidimensionale Segmentierung zeigt. Die rote Kontur
bzw. Form stellt das Endergebnis einer Milzsegmentierung dar. Die Qualita¨t
der Segmentierung kann anhand der gru¨nen Referenzkontur in verschiedenen
Ansichten u¨berpru¨ft werden.
Anhang F
Notationen
In der vorliegenden Ausarbeitung werden die folgenden Konventionen zur Notation
von Gro¨ßen verwendet:
a, α Skalare Variablen werden durch kleine ro¨mische oder griechische
Buchstaben notiert.
a Fettgedruckte Gro¨ßen bezeichnen n-Tupel von Elementen. Bei den
Elementen kann es sich wiederum um n-Tupel, aber auch um skalare
Gro¨ßen handeln.
ai, ai,j Indizes, also natu¨rliche Zahlen zur Wahl von Eintra¨gen aus n-
Tupeln werden durch die Buchstaben i, j, k, l bezeichnet. Mehrfache
Indizes werden durch Kommata getrennt. Sie werden dabei rechts
unten notiert.
a¯ U¨berstrichene Gro¨ßen bezeichnen den Mittelwert der Werte ai.
a′, a′′, a˜ Gestrichene und geschla¨ngelte Gro¨ßen sind sinnverwandt mit a und
werden zu Unterscheidung verwendet.
|a| Je nach Zusammenhang bezeichnet |a| die euklidische La¨nge der
vektoriellen Gro¨ße a oder die Anzahl der Komponenten der n-
Tupels a.
a0 Vera¨nderliche Gro¨ßen erhalten den Index a0 zur Kennzeichnung ei-
nes initialen Zustandes.
amin, amax Charakteristische Eigenschaften ausgewa¨hlter Werte werden rechts
unten neben der Gro¨ße notiert.
~F Gro¨ßen mit Vektorpfeil werden fu¨r vektorielle Gro¨ßen mit Rich-
tungscharakter verwendet.
~F d, ~F b Sinnverwandte Werte werden durch Indizes rechts oben neben der
Gro¨ße gekennzeichnet. So bezeichnen zum Beispiel ~F d und ~F b eine
Deformations- und eine Ballonkraft.
I Die Gro¨ße I bezeichnet das Bildpotential.
I Die aktuelle Iteration der Optimierung wird mit I bezeichnet.
k, l, m, n Anzahlen sowie ganzzahlige Werte werden nach Mo¨glichkeit durch
die angegeben Kleinbuchstaben dargestellt.
L Der Scale-Space-Level eines Bildes wird mit L bezeichnet.
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p Der Parametervektor des Modells wird durch p = (a,b) dargestellt.
a bezeichnet die affinen Parameter, wa¨hrend b die Formparameter
darstellt.
ϕ, θ Winkelmaße werden durch die angegebenen griechischen Buchsta-
ben dargestellt.
S,H,Φ Matrizen werden durch fettgedruckte lateinische und griechische
Großbuchstaben dargestellt.
v2,v3 Die zugrunde liegende Dimension der verwendeten Gro¨ßen wird
durch eine hochgestellte Ziffer gekennzeichnet.
x Der Merkmalsvektor eines Trainingsdatums wird mit x bezeichnet.
x, y, z Koordinaten werden grundsa¨tzlich durch die angegebenen Klein-
buchstaben dargestellt.
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Topologie, 3, 27, 42
∼wechsel, 83
∼wissen, 35
topologische Ordnung, 88
Tracer-Algorithmus, 130
Trainingsdaten, 4, 43, 91, 100, 122
Transformation
affine (2D) ∼, 220
affine (3D) ∼, 220
Distanz∼, 36
Fourier∼, 16, 32
Hauptachsen∼, 42
Hit-and-Miss-∼, 28
Hough∼, 37, 62
orthogonale ∼, 219
Polarkoordinaten∼, 56
Radon-∼, 16
unita¨re ∼, 96
Wasserscheiden∼, 36, 129
Wavelet∼, 53
Translations-Rotations-Prinzip, 14
Transponierte, 96
Triangulation, 22, 86
Delaunay-∼, 35
U¨berlagerungen, 13
U¨bertragbarkeit, 81
unita¨re Transformation, 96
Valenz, 88
Validierung, 142
ventral, 159
Ventrikel, 179
Ventrikelseptum, 180
Verkalkung, 150
Verteilung, 43, 93
bimodale ∼, 56
Boltzmann∼, 72
Gauß∼, 43
multivariate ∼, 43
INDEX 255
unimodale ∼, 43
Visualisierung, 228
Visualization-Toolkit, 227
Volumenwachstumsverfahren, 128
Vorhof, 180
Voxeldatensatz, 128
Generierung, 128
VTK, siehe Visualization-Toolkit
Wasserscheidentransformation, 36,
siehe Transformation
Wavelettransformation, 53
Wirbel
∼bogen, 150
∼ko¨rper, 147
Brust∼, 149
Hals∼, 149
Lenden∼, 149
Wirbelsa¨ule, 148
Brust∼, 149
Hals∼, 147
Lenden∼, 147
wissensbasiertes Bildmodell, 86, 100,
154, 175, 186
wissensbasiertes Formmodell, 85, 91,
153, 174, 184
wissensbasiertes Objektmodell, 5, 85
Zentralschnitttheorem, siehe Fourier-
Slice-Theorem
Zwerchfell, 171
Zwischenwirbelscheiben, siehe Band-
scheiben
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