I. Introduction
Whistlers are fast and short duration burst of Very Low Frequency (VLF, 3-30 kHz) electromagnetic waves generated by lightning return strokes which can be recorded by ground receivers and by satellites [1] . They have been utilized as diagnostic tool for the magnetosphere [2, 3, 4] . Whistlers and other VLF transients such as hiss and chorus propagating in magnetosphere are useful tools to examine the ionosphere and magnetosphere [5, 6] . The accurate spectral analysis of whistlers enables us to study the behavior of electromagnetic emissions and their propagation in ionosphere and magnetosphere. From the last few decades whistlers transient have also been used as earthquake precursor [7] , therefore, proper accurate identification of whistlers is very important. Whistlers are difficult to detect because of their short duration. The main distinguishing feature of whistlers is their frequency-time structure. The instrument for measuring the whistlers should have high sampling rate to provide greater accuracy in terms of amplitude and frequency content. Blecki et al. [8] characterized the disturbances in Extremely Low Frequency (up to 1250 Hz) signals observed by DEMETER satellite through Wavelet and Bispectral analyses. Numerous other techniques of signal analysis have been used to obtain various features of signals. In the geophysical domain, it has been used for waveform recognition and first-break [9] , for electromagnetic [10] and seismic inversion purposes [11, 12] seismic deconvolution [13] and event classification [14] .
Romeo et al. [15] proposed a Neural Network (NN) based system for recognizing different types of earthquakes or in detecting the presence of a seismic event. Schmitter et al. [16] suggested that features based on Wavelet and Statistical methods are efficient for analysis and characterization of transients using NN based system. Waibel et al. [17] adopted a Time Delay Neural Network (TDNN) for the whistler phenomena recognition. Buzzi et al. [18] presented an architecture considering several NN, each of which had only two classes to identity. This neural network is very feasible because it allows large variation in each class, explored several time resolution for the detection of one event and estimates the dispersion and amplitude parameter outside the neural network. Popova et al. [19] used neural network for the analysis of VLF/LF signals.
Main aim of this paper is to propose a novel identification approach based on Feed Forward Neural Network (FFNN)to identify four different types of whistlers (i.e., spiky, dispersive, multipath and diffuse). The detection was simplified by extracting various characteristics of whistlers using Statistical and Wavelet based techniques. The main advantages for using FFNN based system for whistler identification are:  Once trained on the ground the neural network requires minimal and constant computing time, which permits real-time classification of Whistlers.  The same architecture may be used for classification of others VLF signal transients such as Hiss and Chorus.
 Neural network accept large variation within a class of phenomena, which allows us to cope with many geophysical parameters that may affect a whistler, altitude of the point of observation invariant latitude, local time and geophysical activity.
II. Whistler feature extraction
The goal of the proposed FFNN is to design an algorithm which is capable to identify four types of whistlers. Previous studies [20, 21] suggested several important simplifying assumptions and discriminating features of particular class of whistlers:  Whistlers are highly non-stationary in natures, even same kinds of whistlers itself shows slightly different features.  The proper grouping of whistlers requires an insensitivity to the time alignment of the transient within the selected time window
In order to accommodate and exploit the characteristics features of whistlers an algorithm was designed. In this study, widely used and most successful features based on time and the frequency domain was evaluated form Wavelet transform [22] . The decomposition levels are chosen such that those parts of the signal that correlate well with the frequencies required for the identification of the whistlers are retained in the Wavelet coefficients. In this work Daubechies wavelet filters (db4) with number of decomposition levels 4 have been used. Thus, whistlers' signals were decomposed into four details coefficients ( . 1 − 4 ) and one final approximation coefficient 4 . Each sub-signal contains transient information within different frequency bands. The block diagram for feature extraction algorithm is illustrated in Fig. 1 . 
III. Wavelet features extraction vector (coefficients extraction)
The computed details and approximation Wavelet coefficients were used to construct features vector representing the transients. The feature vector for a particular class of whistlers is represented by equation (1) and semantic of common input vector was given in Table 1 . It shows the characteristics features of whistler extracted form proposed feature extraction method. 
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IV. Neural network architecture
The most common type of NN called Feed-Forward Multi-layer perceptron [23] along withLevenberg-Marquardt algorithm based on the two layer perceptron as illustrated in Fig. 2 was used in this work. The output layer has one node for target whistler. There are no hard and fast rules for choosing the number of hidden layers and the number of nodes in each of the hidden layers. It is generally believed that one hidden layer is sufficient for any network architecture [24, 25] . Many authors established the use of one hidden layer for successful trained NN [26, 27, 28] . Several authors have employed NNs with more than one hidden layer based on the complexity of their networks [29, 30, 31, 32] . This type of a neural network is known as 'supervised'. This involves two main stages of solving a problem; the training of the network and the recognition (the prediction itself). In supervised learning scheme the network is taught the relationship between the input and output pairs, which is called the training set.
To train the neural network, we created teaching databases using the observations of DEMETER satellite form January 2008 to December 2009. The optimal properties for the formation of teaching database were derived after many experiments on teaching and testing of neural networks. As a result, the training samples included the various features calculated form Statistical and Wavelet based techniques. The neural network performance strongly depends on the selection of training data set. Proposed FFNN has been trained with 160 samples of each whistler. To achieve good responses the whole data set was randomly divided in to two independent data sets known as training (70%) and testing (30%) for training and testing purpose [25] . The training set (TR) contained the data used to update the synaptic weights while the testing data set is used to check that the NN is not being over-trained. This process is terminated when the test error values versus the number of training epochs pass through a predetermined amount [33] .
V. Results
 Performance analysis
In order to find best FFNN for whistler identification, we trained several different NN with different architectures. The best NN architecture obtained in this case was a NN with 5 units and 1000 epochs. The choice of this NN is based on its better performance in terms of Mean Square Error (MSE) and regression analysis, when compared with the results of other configurations. It should be clear that the choice of number of nodes for each hidden layer were determined on a trial and error basis. The transig transfer with weight between -1 and 1 was applied as an activation function.
 Mean Square Error (MSE)
The MSE is computed by taking the differences between the target and the actual NN output, squaring them and averaging over all classes and internal validation samples. Analytically, it is given by
where number of input-output training pairs is represented by p, p th training for the target output is represented by and is the output of FFNN. The variation of system error rate with respect to the error number during training iterations is shown in Fig. 3 . It was noticed that, the results are stable and no fluctuations are observed. MSE of 0.001 was observed for our optimized FFNN with a training MSE 10 −12 .
DOI: 10.9790/4861-0904012329 www.iosrjournals.org 27 | Page 
 Regression analysis
The output of regression model is = +
Here y is the output vector; X is the data matrix, w is the parameter vector and ε is the error vector. In a regression plot (see Fig. 4 ) a perfect correlation between the predicted and targets was obtained as indicated by the solid line. The dashed line indicates the best fit produced by the algorithm. The value of correlation coefficient R is equal to 1. 
VI. Demeter satellite data analysis
We have used four types of whistlers (i.edispersive, multipath, spiky and diffuse) for the training. Each group consists of 160 samples of slightly different characteristics. Each sample was in a vector form with 32 components representing 32 features extracted from the proposed feature extraction technique. These features are used to train the FFNN. After the training test signals were used to verify the performance of the NN. As an example, the overall scheme including wavelet feature extraction and identification is shown in Fig. 5 (a, b) for VLF signals recorded at 9:56:52:252 to 9:56:52:694 UT and 9:07:46:187 to 9:07:46:383 UT on January 01, 2008 by DEMETER satellite. This shows that the identified whistler was multipath whistler in Fig. 5 (a) and dispersive whistler in Fig. 5 (b) . The results of NN identifier are reported in Table 2 . As can be seen from the Table 2 , proposed FFNN perform quite well and correctly identify whistler from the observed VLF signal. The most significant performance is found for Dispersive and spiky whistler with comparably less computational of 1.5 sec and overall accuracy of 99% with 1% error rate. 
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VII. Discussion and Conclusion
The objective of this paper is to develop a Feed Forward Neural Network (FFNN) based on Levenberg-Marquardt learning algorithms for the identification of whistlers. Standard Levenberg-Marquardt algorithms take comparably less computing time as compared to sigmoid implementation with ADSP-21020 component [21] and iteration computing for good performance and less accepted error rate. A sequence of statistics and Wavelet transform based features proved useful for whistler identification. The Wavelet scale energy noise represents information about the behavior of whistler at different time scales. Schmitter [34] also showed that Wavelet and Statistical based features are very efficient for the analysis and characterization of transients and input into a radial basis function Neural Network that is train to discriminate transients (i.e., pulse like to wave like sferic). To evaluate this features, we simulated some cases of identification data and different setting of network factors (e.g., hidden layer number and nodes, number of classification and interaction) with same conditions. Despite some mis-identification errors, the proposed automatic identifier shows good overall accuracy greater than 97% for all whistler. This result is more pronounced as compare to previous study done by Miniere et al. [20] . They produced a time delay NN for identification of fractional and proton whistlers. In the best case it give 85.5% recognition performance with 4 neutrons in the first hidden layer and 3 neurons in the second hidden layer.
The trained FFNN's capability of immediately providing reliable identification of whistler, which can be profitably used to study the ionospheric perturbations, hereafter, can be applied to study the effect of seismic and volcanic activity over the ionosphere. Popova et al. [35, 36] used NN for the prediction of seismic events based on low frequency signal monitored at Kuril-Kamcharka and Japanese region. The results confirm that prediction of earthquake based on changes in LF signals is possible. Picchiani et al. [37] proposed a NN for the classification of volcanic plumes in a cloudy scenario with overall accuracy of 84%. Furthermore to improve the FFNN's accuracy, additional data can be considered. However, it is not necessary if the training set is a perfect representative of the studied whistler. Further, development could enhance the FFNN's potentials by improving its capability to identify the other types of whistler transients. At this time we still continue to study new discriminating features that could be efficiently implemented to allow real-time computation in order to increase the power of onboard identification system.
