In this research, we propose a genetic algorithm with best combination operator (BC x,y O) for the traveling salesman problem. The idea of best combination operator is to find the best combination of some disjoint sub-solutions (also the reverse of sub-solutions) from some known solutions. We use BC 2,1 O together with a genetic algorithm. The proposed genetic algorithm uses the swap mutation operator and elitism replacement with filtration for faster computational time. We compare the performances of GA (genetic algorithm without BC 2,1 O), IABC 2,1 O (iterative approach of BC 2,1 O), and GABC 2,1 O (genetic algorithm with BC 2,1 O). We have tested GA, IABC 2,1 O, and GABC 2,1 O three times and pick the best solution on 50 problems from TSPLIB. From those 50 problems, the average of the accuracy from GA, IABC 2,1 O, and GABC 2,1 O are 65.12%, 94.21%, and 99.82% respectively.
I. INTRODUCTION
T HE traveling salesman problem is a famous combinatorial problem which has been studied by many researchers. TSP has many applications in vehicle routing problem [1] , transport routes optimization [2] , air logistics [3] , chemical shipping [4] , bioinformatics [5] , and many others.
There are a lot of methods that had been developed to solve the TSP. The easiest one is the nearest neighbor algorithm (always choose the next closest node). The nearest neighbor algorithm usually produce a sub-optimal route (except in trivial cases). Dynamic programming algorithm can find an optimal solution for small TSP. The idea is that in an optimal solution, the path through the remaining subset must be optimal [6] , [7] . Lin-Kernighan heuristic algorithm makes a great improvement in the quality of solutions provided by another heuristic methods [6] , [8] . Heuristic algorithms are often used because they are able to provide solutions in a faster time [9] .
Population-based algorithms, such as genetic algorithms [10] , are also widely used today. These algorithms can obtain a better solution than heuristic algorithms. Usually these algorithms use certain operators to get new solutions from existing solutions.
In this research, we propose a genetic algorithm with best combination operator (BC x,y O) for the traveling salesman problem. Manuscript 
II. THE TRAVELING SALESMAN PROBLEM
Suppose there are some nodes that are labeled by 1, 2, . . . , n and d i, j represents the distance from node i to node j. In general, the distance can be obtained from traveling time, traveling distance, traveling cost, Euclidean distance, or other relations. The objective of the traveling salesman problem (TSP) is to find the shortest route that visits each node exactly ones and returns to the origin city.
A solution of a TSP can be written as a permutation p 1 p 2 . . . p n of the elements 1, 2, . . . , n. The distance of p 1 p 2 . . . p n is calculated by
where p n+1 = p 1 and d p i ,p i+1 is the distance from node p i to node p i+1 . In this research, we focus on symmetric TSP, i.e. the distance from node i to node j is equal to the distance from node j to node i.
A. TSPLIB
Gerhard Reinelt published the TSPLIB in 1991 [11] . It is a collection of benchmark instances of varying difficulty, which has been used by many research groups for comparing results.
For a TSP with EUC 2D type, d i j is calculated by
where x is floor function. The remaining types of TSP in TSPLIB and how to calculate the distances, can be read in [11] , [9] .
III. BEST COMBINATION OPERATOR
The idea of best combination operator is to find the best combination of some disjoint sub-solutions (also the reverse of sub-solutions) from some known solutions. We introduce an abbreviation BC x,y O, where x ≥ 2 and y ≥ 1, to represent the best combination of x disjoint sub-solutions from y known solutions. It is the general form of best combination operator. The simplest one is BC 2,1 O.
A. Example of BC 2,1 O
Suppose that there is a TSP consisting of n = 6 nodes, and the node coordinates are shown in TABLE I and Fig. 1 . 
Fig. 2: Example of TSP solution
Suppose that 123654 is a random solution for the TSP. Using (1), the distance of this solution is equal to 84. First, we take all sub-solutions of length 2, 3, or 4 from 123654 as shown in Table II . The reverse of those sub-solutions are shown in Table III.   TABLE II: Sub-solutions of 123654   Sub-solution of  length 2  length 3  length 4  12  123  1236  23  236  2365  36  365  3654  65  654  6541  54  541  5412  41  412  4123 To obtain different solutions from the initial solution, we search pairs of two disjoint sub-solutions from Table II and  Table III . The reverse of sub-solution of  length 2  length 3  length 4  21  321  6321  32  632  5632  63  563  4563  56  456  1456  45  145  2145  14 214 3214 Table II Table III  12  4563  124563  23  1456  231456  36  2145  362145  65  3214  653214  54  6321  546321  41  5632  415632  123  456  123456  236  145  236145  365  214  365214  654  321  654321  541  632  541632  412  563  412563  1236  45  123645  2365  14  236514  3654  21  365421  6541  32  654132  5412  63  541263  4123 56 412356
Since we focus on symmetric TSP, there is some equal new solutions in Table IV , i.e. 124563 is equal to 365421, 123456 is equal to 654321, and so on. If we remove unnecessary solutions, and then count the distance of the remaining solutions, we will get results as shown in Table V . Because the best solution is 123456, we pick it as a new solution. Its distance is equal to 60. This is an example of BC 2,1 O. We can use BC x,y O for two or more solutions using similar steps as before.
B. BC 2,1 O Simplification
We can make a simplification for BC 2,1 O. The purpose of the simplification is to reduce the computational time. We write again the solutions listed in Table V . It is easy to see the difference between the initial solution and new solutions in Table VI . The second and third column have same solutions, we just change the starting node and the direction.
The first six new solutions are obtained by reversing a subsolutions of length 2. The remaining three new solutions are obtained by reversing sub-solutions of length 3.
From Table IV , V, and VI, it can be seen that we will get all of the different new solutions by reversing a sub-solutions of length 2 and 3. If we have a TSP with n nodes, then we need to reverse sub-solutions of length 2, 3, . . . , and n/2.
Suppose that there is a solution p 1 p 2 . . . p n and its distance is x. If we reverse the order of p i p i+1 . . . p j−1 p j , in p 1 p 2 . . . p n , we will get and its distance is equal to
Using this simplification, the objective of BC 2,1 O is to find the best i and j so that the value obtained by (4) is as small as possible. The pseudocode of BC 2,1 O can be seen in Algorithm 1.
C. Iterative Approach of BC 2,1 O
After we get a new solution from BC 2,1 O, we can apply the same process again to the new solution. That operator can be used iteratively until there is no further improvement. The initial solution can be any random permutation. Usually, we will get different final solutions if the initial solutions are not equal.
D. Proposed Genetic Algorithm
It is not enough to solve the traveling salesman problem only using BC 2,1 O or the iterative approach, so we use the help of a genetic algorithm. The proposed genetic algorithm uses the swap mutation operator and elitism replacement with filtration for faster computational time.
Suppose that there is a solution p 1 p 2 . . . p n and random different values i and j, where i, j ∈ {1, 2, . . . , n}. The swap mutation is done by swapping the position of p i and p j , i.e. if the initial solution is p 1 p 2 . . . p i−1 p i p i+1 . . . p j−1 p j p j+1 . . . p n , then the new solution is p 1 p 2 . . . p i−1 p j p i+1 . . . p j−1 p i p j+1 . . . p n . In this research, every solution in the population is mutated to produce a new solution.
To get N solutions for a new population, where N is the size of the population, we use elitism replacement with filtration. First, we put together N solutions from the initial population 
12 end 13 end 14 (i, j) ← IndexOfMinimumElement(s) ; 15 q 1 q 2 . . . q n ← p 1 p 2 . . . p n ; 16 for k ← 2 to i/2 do 17 a ← ( j + k) mod n ;
Algorithm 1: Pseudocode of BC 2,1 O and N new solutions obtained by swap mutation. If there are two identical solutions in the population, we pick one of them and remove the other one. With these steps, it can be guaranteed that all solutions are different. Then, we sort them according to their distance. And then we pick N best solutions for the new population.
There are two stopping conditions used in this research. The first one, GA will stop if he has found the optimal solution. We can use this stopping condition because of the optimal solution of every problem in TSPLIB is known. The second one, GA will stop if the maximum computational time is reached. The maximum computational time used in this research is 100 seconds.
You can access the source code used in this research freely on https://github.com/mlshahab/gabcotsp. 
IV. RESULTS AND DISCUSSIONS
In this research, we use 50 problems from TSPLIB. The smallest one is burma14 that has 14 nodes and the biggest one is gr202 that has 202 nodes. We compare the performances of GA (genetic algorithm without BC 2,1 O), IABC 2,1 O (iterative approach of BC 2,1 O), and GABC 2,1 O (genetic algorithm with BC 2,1 O). For IABC 2,1 O, we use 12 . . . n as its initial solution. For GA and GABC 2,1 O, the size of population used is 100.
For every problem, we test GA, IABC 2,1 O, and GABC 2,1 O three times and pick the best solution (the solution with smallest distance). This test is done using the Java programming language on Netbeans IDE. The computer use an Intel I5 Processor and 4GB RAM.
We show the results of GA, IABC 2,1 O, and GABC 2,1 O in TABLE VII. The first column is the name of the problem. The second column is the best known distance for the problem. It is available online on http://elib.zib.de/pub/mptestdata/tsp/tsplib/stsp-sol.html. The third, fifth, and seventh column are the distance obtained by GA, IABC 2,1 O, and GABC 2,1 O respectively. The fourth, sixth, and eighth column are the accuracy of the distance obtained by GA, IABC 2,1 O, and GABC 2,1 O respectively. The accuracy is calculated by
where 1 ≤ i ≤ 50, d i is the distance of i-th problem obtained by GA, IABC 2,1 O, or GABC 2,1 O and d * i is the best known distance of i-th problem.
From those 50 problems, the average of the accuracy from GA, IABC 2,1 O, and GABC 2,1 O are 65.12%, 94.21%, 99.82% respectively. We can see that for every problem, the distance obtained by GABC 2,1 O is less than or equal to the distances obtained by GA and IABC 2,1 O. It can also be seen in the table, the distances obtained by GABC 2,1 O are equal to the best known distances for 37 different problems.
V. CONCLUSIONS AND FUTURE WORKS
In this research, we proposed a genetic algorithm with BC x,y O for the traveling salesman problem. The idea of BC x,y O is to find the best combination of x disjoint subsolutions (also the reverse of sub-solutions) from y known solutions.
In this research, we only use BC 2,1 O. It is the simplest and the fastest one. It is still challenging to find BC x,y O simplification for x ≥ 3 or y ≥ 2. We are sure that better results will be obtained if we use bigger value of x and y. 
