Abstract. We obtain improved regularity of homeomorphic solutions of the reduced Beltrami equation, as compared to the standard Beltrami equation. Such an improvement is not possible in terms of Hölder or Sobolev regularity; instead, our results concern the generalized variation of restrictions to lines. Specifically, we prove that the restriction to any line segment has finite p-variation for all p > 1 but not necessarily for p = 1.
Introduction
A key property of Sobolev functions in Euclidean spaces is their absolute continuity on almost every line parallel to the coordinate axes. The restrictions to arbitrary lines need not be even bounded for functions in Sobolev spaces W 1,s , 1 s n. However, for s > n the restriction of a Sobolev function to any line has finite p-variation with p = s/(s − n + 1), see Remark 2.1. Here we refer to the generalized variation [19, 23, 24] , which is defined as follows.
For distinct points a, b ∈ R n we write [a, b] = {(1 − t)a + tb : 0 t 1} and call [a, b] the line segment with the endpoints a and b. Any partition 0 = t 0 < t 1 < · · · < t N = 1 induces a partition of [a, b] by the rule a j = a + t j (b − a), j = 0, . . . , N. If f is a mapping from a domain Ω ⊂ R n into R m , then we say that f has finite φ-variation on lines if its restriction to any compact line segment contained in Ω has finite φ-variation. When φ(t) = t p , we speak of pvariation (or simply variation if p = 1) and write var [a,b] (f ; p).
We are primarily interested in the variation of quasiconformal mappings f : R n → R n , where n 2. Recall that a sense-preserving homeomorphism f : R n → R n is said to be quasiconformal if there exists H < ∞ such that It is a well-known result of Gehring [9] that such mappings are absolutely continuous on almost every line (ACL). This was recently extended to Ahlfors regular metric spaces by Balogh, Koskela and Rogovin [4] . The ACL property makes it possible to give an analytic definition of quasiconformal mappings.
Definition 1.2.
A homeomorphism f ∈ W 1,n loc (R n ; R n ) is K-quasiconformal, 1 K < ∞, if it satisfies the distortion inequality ( 
1.2)
Df (x) n KJ(x, f ) a.e.
Here Df (x) stands for the norm of the differential matrix and J(x, f ) for the Jacobian determinant. A mapping f ∈ W 1,n loc (R n ; R n ) (not necessarily homeomorphism) satisfying (1.2) is called K-quasiregular [20, 21] .
Our study of the variation of quasiconformal mappings on lines grew out of [14] where it was proved that the ordinary differential equationẋ = f (x) has unique local solutions outside of f −1 (0) provided that f is quasiconformal and has bounded variation on C 1 -smooth curves. By Gehring's theorem [10] quasiconformal mappings are locally in W 1,s for some s > n and therefore have finite p-variation on lines for some p < n. (In fact, any homeomorphism of class W 1,n has finite n-variation on lines [18, Thm 4.3] ). In the opposite direction, a theorem of Bishop [5, Thm 1.1] implies that for any p < n there is a quasiconformal mapping f : R n → R n such that the image of some line segment under f has Hausdorff dimension greater than p. Clearly, such f has infinite p-variation on this segment.
Interestingly, some classes of quasiconformal mappings exhibit much higher regularity along lines and smooth curves than their Sobolev or Hölder regularity would suggest.
Any nonconstant δ-monotone mapping is quasiconformal [16, Cor. 7] . For example, the radial stretch f (x) = |x| α−1 x, where α > 0, is δ-monotone for some δ = δ(α). This mapping is locally Hölder continuous with exponent min{α, 1}, which can be arbitrarily close to 0. This shows that δ-monotone mappings are no more regular on the Hölder and Sobolev scales than general quasiconformal mappings. However, they have bounded variation on C 1 -smooth curves, see [2, Thm. 3.11.7] and [14, Thm. 1.10] . In particular, (1.4) var
When n = 2, we often identify R n with C and use the complex derivatives f z and fz. Then the inequality (1.2) reads as (1.5) |fz| k |f z | a.e., where
for some constant 0 < k < 1 (Theorem 3.11.6 [2] ). The converse is false: for instance, f (z) = iz satisfies (1.6) but is not δ-monotone.
loc (C; C) is called reduced quasiconformal if it satisfies (1.6).
Inequality (1.6) implies that f is a solution of the reduced Beltrami equation
where |λ(z)| k. Conversely, it is shown in [2, Thm 6.3.2] that any homeomorphic solution of (1.7) has constant sign of Re f z . Therefore such solutions satisfy (1.6) up to a change of sign. Unlike quasiconformality, the properties (1.3) and (1.6) are preserved under addition. Both of these classes arise naturally in the theory of elliptic partial differential equations [1, 2, 3] . Our first result shows that (1.4) cannot be extended to reduced quasiconformal mappings. Theorem 1.5. For every k ∈ (0, 1) there exists a reduced quasiconformal mapping f : C → C that satisfies (1.6) but does not have bounded variation on any nontrivial interval [a, b] ⊂ R. Furthermore, f can be chosen so that
In other words, f in Theorem 1.5 maps R into a curve that is nowhere locally rectifiable. Although such examples of (non-reduced) quasiconformal mappings were known for a long time [22] , our mapping f seems to be the first one given by an explicit analytic expression, see (4.1). The additive property of reduced quasiconformal mappings allows us to derive the following result from Theorem 1.5. Corollary 1.6. For any countable family of parallel lines {L j : j = 1, 2, . . . } in C there exists a quasiconformal mapping f : C → C such that any nontrivial subarc of f (L j ) is unrectifiable for every j. Corollary 1.6 exhibits a quasiconformal mapping with irregular behavior on a relatively large set. The authors of [6] asked (Question 4.4) whether for any set E ⊂ C of planar measure zero there is a quasiconformal mapping f : C → C such that the volume derivative lim
is infinite at every point of E. While the singular behaviour of f in Corollary 1.6 is of different nature, the additive property of reduced quasiconformal mappings can be potentially useful in creating mappings with a large set of infinite volume derivative.
Our second main result shows that, Theorem 1.5 nonwithstanding, reduced quasiconformal mappings are much more regular on lines than general quasiconformal mappings. In particular, they have finite p-variation for any p > 1. Since δ-monotone mappings exist in any dimension n 2, one may ask whether it is possible to extend the definition of reduced quasiconformal mappings to higher dimensions. This question is addressed in section 5, where we use quaternions to define reduced quasiconformal mappings in four dimensions, and extend Theorem 1.7 to them. Question 1.9. Is there a natural analogue of reduced quasiconformal mappings in dimensions other than 2 and 4?
Preliminaries
In this section we first estimate the p-variation of Sobolev functions of lines. Although this result is probably known we give a proof for the sake of completeness. Later in the section we define quasisymmetric and monotone mappings and introduce some relevant notation. In this paper Ω stands for a domain in R n .
Then the restriction of u to any closed line segment I ⊂ Ω has finite p-variation with p = s/(s − n + 1).
The Morrey-Sobolev embedding theorem states that
(Ω) has finite p-variation on lines with p = 1/α = s/(s − n). However, Proposition 2.1 gives a better value of p. Its proof requires the following lemma.
Lemma 2.2. Let I be a line segment partitioned into smaller segments I m , m = 1, 2, . . . , M. For any mapping f : I → R n we have
Proof. Fix a partition (a j ) N j=0 of I. We divide the set of indices as follows.
Proof of Proposition 2.1. Dividing I into subintervals and using Lemma 2.2 we may reduce our task to the case diam I < dist(I, ∂Ω).
Let (a j )
N j=0 be a partition of I. For j = 1, . . . , N let B j be the closed ball with segment [a j−1 , a j ] as a diameter. Morrey's inequality [7, p. 143 
Raising to the power p and noticing that (1 − n/s)p = 1 − p/s we arrive at
Summing over j and applying Hölder's inequality we obtain
for any distinct points a, b, c ∈ R n . The function η is called a modulus of quasisymmetry of f .
It is well-known that a mapping f : R n → R n is quasiconformal if and only if it is sense-preserving and quasisymmetric [11] .
Given a mapping f : R n → R n , where R n ⊂ R n , we define the modulus of monotonicity ∆ f : R n × R n → R by the rule
, and is strictly monotone if ∆ f (a, b) > 0 unless a = b. Any reduced quasiconformal is monotone by (1.9) in [14] . Also, f is δ-monotone if and
n . When n = 2, the modulus of monotonicity can be expressed in complex notation:
3. Generalized variation on lines: Proof of Theorem 1.7
We will obtain Theorem 1.7 as a consequence of the following result.
Theorem 3.1. Let f : Ω → R n be a mapping and suppose that there is a homeomorphism η :
for any distinct points a, b, c ∈ Ω. Then for any q > 1 the mapping f has finite φ-variation on lines with φ as in (1.8).
Before proving Theorem 3.1 we derive Theorem 1.7 from it.
Proof of Theorem 1.7. Let f : C → C be a reduced quasiconformal mapping. We may assume that f is nonlinear. For any λ ∈ R the mapping f λ (z) = f (z) + iλz also satisfies the reduced distortion inequality 1.6 with the same constant k as f . By [13, Cor. 1.5] f λ is a homeomorphism. Therefore, f λ is K-quasiconformal with K independent of λ. Since quasiconformality implies quasisymmetry in C [11, Thm 11.14], there is a home-
from which (3.1) follows by means of the triangle inequality. It remains to apply Theorem 3.1 to f .
Our proof of Theorem 3.1 is based on two lemmas.
where the constant C depends only on η in (3.1).
Proof. It suffices to prove (3.2) for N = 2 m . For j = 1, . . . , 2 m−1 we apply (3.1) to the points a 2j , a 2j−1 , a 2j−2 and find that
and
Adding these inequalities we obtain
Notice that the sum on the right hand side involves only even indices. Next we apply (3.3) to the partition a 0 , a 2 , . . . , a 2 m to rarefy it further. After m steps we arrive at
This completes the proof of (3.2).
The following lemma will allow us to derive the conclusion of Theorem 3.1 from the growth estimate (3.2). Proof. Since d j C log(j + 1)/j C √ j, it follows that log(e + 1/d j )
C 1 log(j + 1), where C 1 depends only on C. Therefore,
Next we use summation by parts, replacing d j with s j − s j−1 , where s 0 = 0 by convention.
The first term on the right is bounded by C/(log(N + 1)) q−1 . Since s j C log(j + 1) and 1 (log(j + 1)) q − 1 (log(j + 2))(j + 1)(log(j + 1)) 1+q , it follows that
where C 2 depends only on C and q. Combining (3.5), (3.6), and (3.7), we obtain (3.4).
Proof of Theorem 3.1. Let a, b ∈ R n be two distinct points. Given a partition (a j ) Proof. Let Q ⊂ C be the open square {x + iy : 2 < x < 6, |y| < 2}. The closure of Q contains two smaller closed squares Q 1 = {x+iy : |x−3|+|y| 1} and Q 2 = {x + iy : |x − 5| + |y| 1}. Let g : Q → C be a Lipschitz function such that
Extend g to the set A = k∈Z (Q + 8k) so that g(z + 8) = g(z). Finally, set g(z) = 0 for z / ∈ A. Let L be the Lipschitz constant of g. We shall prove that for 0 < ǫ < 1/(2L) the mapping
First of all, the series in (4.1) converges uniformly because g is bounded.
and note that We claim that that for any z ∈ C there exists at most one integer m 0 such that 4 m z ∈ B. Indeed, let m 0 be the smallest such integer. Replacing z with 4 m 0 z, we may assume that m 0 = 0, i.e., z ∈ B. According to (4.3), there exists j ∈ Z such that |Re z − 2j| < |Im z|. For any m 1 the number ζ = 4 m z satisfies |Re ζ − 8 · 4 m−1 j| < |Im ζ|}, which implies ζ / ∈ B by virtue of (4.4). This proves the claim.
Since both Re g z and gz vanish a.e. outside of B, it follows that
This proves (4.2). Since g(z) = 0 when |Im z| > 2, it follows that | Im f z (z)| ǫ mL when |Im z| 2 · 4 −m . This implies Since h N is affine on each interval [
where s m is the mth Rademacher function, defined by s m (x) = sign sin(2 m+1 πx).
Since both sides of (4.7) are periodic functions with period 8, it suffices to check that equality holds a.e. on the interval (0, 8). From the definitions of g and s m one can see that that both sides of (4.7) agree with χ [2, 4] − χ [4, 6] when 0 < x < 8 and x = 2, 4, 6. This proves (4.7). It then follows that
The Proof. Using Jensen's inequality and the estimate (4.6), we obtain
Proof of Corollary 1.6. We may assume that the lines L j are parallel to the the real axis; that is, We define (4.10)
where f is the mapping in (4.1). Note that |f (z)| |z| + M for some constant M. The sum in (4.10) converges locally uniformly because by (4.8)-(4.9)
Therefore F is quasiconformal [15, II 5.3] . We claim for every j = 1, 2, . . .
is Lipschitz on the line L j . By (4.5) the restriction of The first sum on the right has finitely many terms, and the second sum converges by (4.9). Since
is not locally rectifiable at any of its points.
Reduced quasiconformal mappings in four dimensions
Our first goal in this section is to reformulate the definition of reduced quasiconformal mappings (Definition 1.4) in terms of differential matrices Df (x) ∈ M n rather than complex derivatives. This is done in Proposition 5.3 below. We write M n for the set of all n × n matrices with real entries. Also, for δ ∈ [−1, 1] we let
Proof. For n = 2 this proposition was proved in [2, p.84]. If n 3, let v and w be distinct unit vectors such that |Av| = A and |Aw| = A −1 −1 . Applying the two-dimensional case to the subspace spanned by v and w, we arrive at the desired conclusion.
A matrix A ∈ M 2 determines a linear mapping x → Ax of the plane R 2 . The same linear mapping can be written as z → α + z + α −z for some α + , α − ∈ C. The numbers α + and α − can be thought of as the conformal and anticonformal parts of A (cf. [8] ). 
The latter is inequality is the same as (1.6)
A quaternion α + βi + γj + ζk can be identified with a 4 × 4 real matrix
With this identification we consider the set of quaternions H as a subset of M 4 . Since quaternion conjugation corresponds to matrix transposition, we have Q T Q = Q 2 I, where Q is the operator norm of matrix Q, also equal to the absolute value of the quaternion. Consequently, |Qv| = Q |v| for any vector v ∈ R 4 . A quaternion Q is the sum of its real (scalar) and imaginary parts:
If Re Q = 0, the quaternion Q is purely imaginary. For a matrix A ∈ M 4 , we define H(A) to be the orthogonal projection of A onto the subspace
loc (R 4 ; R 4 ) is reduced quasiconformal if there exists δ > 0 such that for a.e. x ∈ R 4 the derivative
First of all, we need to justify the terminology by proving the following proposition.
Proposition 5.5. Any reduced quasiconformal mapping f : R 4 → R 4 is Kquasiconformal, where K depends only on δ in Definition 5.4. In addition, f is monotone.
Proof. The essence of this proposition is the algebraic implication
We may assume that A is a nonzero matrix. Let Q = Im H(A) and B = A − Q. If Q = 0, then Proposition 5.1 gives (5.3) with H(δ) = H(δ). Assume Q = 0. Fix a unit vector v ∈ R 4 . Since Qv/ Q is a unit vector orthogonal to v, it follows that
Using the inequality Bv, v δ|Bv|, we obtain
which in turn yields
(5.5)
In particular, A is invertible. We also have the trivial estimate
Combining (5.5) and (5.6), we conclude that
where the last step uses Proposition 5.1. This proves (5.3). Applying (5.3) to the derivative matrix A = Df (x), we find that f is K-quasiconformal with K = H(δ) 3 . With A = Df (x) and B = A − Im H(A) as above, we have
Integrating this inequality along the segments [a, b] on which f is absolutely continuous, we obtain ∆ f (a, b) 0. The continuity of f then implies ∆ f (a, b) 0 for all a, b ∈ R 4 .
Remark 5.6. If in Definition 5.4 we do not require f to be homeomorphic, then the proof of Proposition 5.5 shows that f is K-quasiregular (see Definition 1.2).
It follows from Definition 5.4 that the set of reduced quasiconformal mappings is a convex cone in four dimensions as well as in two dimensions. Another similarity with the planar case is provided by the following result. This estimate together with (5.7) imply B ∈ M 4 (δ/2H(δ)).
Our last result is an extension of Theorem 1.7 to four dimensions.
Theorem 5.8. Let f : R 4 → R 4 be a reduced quasiconformal mapping in the sense of Definition 5.4. Then for any q > 1 f has finite φ-variation on lines with φ as in (1.8).
Proof. For a purely imaginary quaternion Q ∈ M 4 we define f Q (x) = f (x)+ Qx. Recall the definition of the modulus of monotonicity ∆ f in (2.3). We claim that Since linear mappings trivially satisfy the conclusion of the theorem, we may assume that f is nonlinear. By Remark 5.6 there exist K < ∞ such that f Q is K-quasiregular for all purely imaginary quaternions. Also, f Q is monotone by Proposition 5.5. By Theorem 1.2 [17] any monotone quasiregular mapping defined on R n is either constant or a homeomorphism. Since f is not linear, f
Q cannot be constant. Thus f Q is K-quasiconformal. By [11, Thm 11.14] the family f Q has a common modulus of quasisymmetry η. Given distinct points a, b, c ∈ R 4 , let Q be a minimizing quaternion in (5.9). The quasisymmetry of f which is (3.1). It remains to apply Theorem 3.1 to f .
