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Abstract
In an important recent paper, [2], S. Franz and M. Leone prove rigorous lower
bounds for the free energy of the diluted p-spin model and the K-sat model at any
temperature. We show that the results for these two models are consequences of a single
general principle. Our calculations are significantly simpler than those of [2], even in
the replica-symmetric case.
Key words: spin glasses.
1 Introduction.
Let p ≥ 2 be an even integer that will be fixed throughout this paper. For N ≥ 1 let
ΣN = {−1,+1}
N . Consider a random function θ : {−1,+1}p → R and a sequence (θk)k≥1
of independent copies of θ. Consider an i.i.d. sequence of indices (il,k)l,k≥1 with uniform
distribution on {1, . . . , N}, and let M be a Poisson r.v. with mean EM = αN. Let us define
the Hamiltonian HN(σ) on ΣN by
−HN(σ) =
∑
k≤M
θk(σi1,k , . . . , σip,k) +H
′
N(σ), (1.1)
where H ′N (σ) is an arbitrary random function on ΣN independent of all other r.v. in (1.1).
The main goal of this paper is to prove upper bounds for
FN =
1
N
E log
∑
σ∈ΣN
exp(−HN(σ)).
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We will make the following assumptions on the random function θ. We assume that there
exists a random function f : {−1,+1} → R such that
exp θ(σ1, . . . , σp) = a(1 + bf1(σ1) . . . fp(σp)), (1.2)
where f1, . . . , fp are independent copies of f, b is a r.v. independent of f1, . . . , fp that satisfies
the condition
∀n ≥ 1 E(−b)n ≥ 0, (1.3)
and a is an arbitrary r.v. Finally, we assume that
|bf1(σ1) . . . fp(σp)| < 1 a.s. (1.4)
Let us consider two examples when the conditions (1.2), (1.3) and (1.4) are satisfied.
Example 1. (p-spin model) Consider β > 0 and a symmetric r.v. J. The p-spin model
corresponds to the choice of
θ(σ1, . . . , σp) = βJσ1 . . . σp.
(1.2) holds with a = ch(βJ), b = th(βJ) and f(σ) = σ and condition (1.3) holds since we
assume that the distribution of J is symmetric.
Example 2. (K-sat model) Consider β > 0 and a sequence of i.i.d. Bernoulli r.v. (Jl)l≥1
with P(Jl = ±1) = 1/2. The K-sat model corresponds to
θ(σ1, . . . , σp) = −β
∏
l≤p
1 + Jlσl
2
.
(1.2) holds with a = 1, b = e−β − 1 and fl(σl) = (1 + Jlσl)/2 and (1.3) holds since b < 0.
We now introduce certain quantities that will play a fundamental role in the paper.
Given a function f : Rp → R and a vector x = (x1, . . . , xp) let us define
〈f〉−
x
=
∑
ε1,...,εp−1=±1
f(ε1, . . . , εp) exp
∑p−1
l=1 xlεl∑
ε1,...,εp−1=±1
exp
∑p−1
l=1 xlεl
(so that 〈f〉−
x
implicitly depends on the last coordinate εp) and
〈f〉x =
∑
ε1,...,εp=±1
f(ε1, . . . , εp) exp
∑p
l=1 xlεl∑
ε1,...,εp=±1
exp
∑p
l=1 xlεl
.
Let us define
E(ε1, . . . , εp) = exp θ(ε1, . . . , εp).
If the condition (1.2) holds then
〈E〉−
x
= 〈exp θ〉−
x
=
〈
a
(
1 + bf1(ε1) . . . fp(εp)
)〉−
x
(1.5)
= a
(
1 + bfp(εp)
p−1∏
l=1
∑
εl=±1
fl(εl) exp εlxl∑
εl=±1
exp εlxl
)
= a
(
1 + bfp(εp)
p−1∏
l=1
Avfl(ε) exp εxl
ch(xl)
)
,
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where Av means average over ε = ±1 and, similarly,
〈E〉x = a
(
1 + b
∏
l≤p
Avfl(ε) exp(xlε)
ch(xl)
)
. (1.6)
Finally, let us define
U(θ, x1, . . . , xp−1, ε) = log〈E〉
−
x
∣∣
εp=ε
. (1.7)
In the case of the p-spin model, we have
〈E〉−
x
= ch(βJ)
(
1 + th(βJ)εp
∏
l≤p−1
th(βxl)
)
and
〈E〉x = ch(βJ)
(
1 + th(βJ)
∏
l≤p
th(βxl)
)
.
In the case of the K-sat model, we have
〈E〉−
x
= 1 + (e−β − 1)
1 + Jpεp
2
∏
l≤p−1
1 + Jlth(βxl)
2
and
〈E〉x = 1 + (e
−β − 1)
∏
l≤p
1 + Jlth(βxl)
2
.
2 The replica-symmetric bound.
Given an arbitrary probability measure ζ on R consider an i.i.d. sequence xi,jl , i, j, l ≥ 1
with distribution ζ and consider Ui,j(ε) = U(θi,j , x
i,j
1 , . . . , x
i,j
p−1, ε), where θi,j are independent
copies of θ. Let us consider the Hamiltonian
−HN,t(σ) =
∑
k≤Mt
θk(σi1,k , . . . , σip,k) +
∑
i≤N
∑
j≤ki,t
Ui,j(σi) +H
′
N(σ), (2.1)
where Mt is a Poisson r.v. with mean EMt = tαN, and ki,t, i ≤ N are i.i.d. Poisson r.v. with
mean Eki,t = (1− t)αp. Let us define
ϕ(t) =
1
N
E log
∑
σ∈ΣN
exp(−HN,t(σ)).
Clearly, FN = ϕ(1). The following Theorem holds.
Theorem 1 (RS bound). If conditions (1.2), (1.3) and (1.4) hold then
FN ≤ Φ(ζ) = ϕ(0)− α(p− 1)E log〈E〉x, (2.2)
where x = (x1, . . . , xp) is a vector of i.i.d. r.v. with the distribution ζ.
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First of all, since FN does not depend on ζ, Theorem 1 implies
FN ≤ Φ0 = inf
ζ
Φ(ζ). (2.3)
Even though Theorem 1 holds for any H ′N(σ), it is particularly interesting when
H ′N(σ) =
∑
i≤N
hiσi, (2.4)
where (hi)i≤N is a sequence of i.i.d. random variables. With this choice we can write
ϕ(0) =
1
N
E log
∑
σ∈ΣN
exp
∑
i≤N
(∑
j≤ki,1
Ui,j(σi) + hiσi
)
=
1
N
E log
∏
i≤N
∑
σi=±1
exp
(∑
j≤ki,1
Ui,j(σi) + hiσi
)
= log 2 + E log Av exp
(∑
j≤k
Uj(ε) + hε
)
,
where Av mean average over ε = ±1, and (Uj), h and k are copies of (U1,j), h1 and k1,1
correspondingly. In this case the bound (2.2) is usually written in Physics in terms of the
functions B(x1, . . . , xp−1) and u(x1, . . . , xp−1) defined by
∀εp = ±1 Be
εpu = 〈E〉−
x
. (2.5)
In the case of the p-spin model (2.5) defines
u = th−1
(
1 + th(βJ)
∏
l≤p−1
th(βxl)
)
and B = ch(βJ)/ch(βu). In the case of the K-sat model
thu =
( b
2
Jp
∏
l≤p−1
1 + Jlth(βxl)
2
)/(
1 +
b
2
∏
l≤p−1
1 + Jlth(βxl)
2
)
and
B =
1
chu
(
1 +
b
2
∏
l≤p−1
1 + Jlth(βxl)
2
)
.
To write ϕ(0) in terms of these functions B and u, we observe that
ϕ(0) = log 2 + E log Av exp
(∑
j≤k
Uj(ε) + hε
)
= log 2 + E log
∏
j≤k
BjAv exp
(∑
j≤k
ujε+ hε
)
,
= log 2 + αpE logB + E log ch(
∑
j≤k
uj + h), (2.6)
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using that Ek = αp in the last line.
In the case when H ′N (σ) = 0, it was proved in [9] (see Chapter 7, [10]) that for α small
enough,
lim
N→∞
FN = Φ(ζα) = inf
ζ
Φ(ζ)
where ζα is the unique solution of the equation
x ∼
∑
j≤k
uj,
where uj = uj(x
j
1, . . . , x
j
p−1) is defined in (2.5), x and x
j
l are i.i.d. with the distribution ζα, k
is Poisson with Ek = αp and ∼ means equality in distribution.
Proof of Theorem 1. Let us consider the partition function
Z =
∑
σ∈ΣN
exp(−HN,t(σ))
(for simplicity of notations we omit the dependence of Z on N and t) and define
Zm = Z
∣∣
Mt=m
and Zi,k = Z
∣∣
ki,t=k
.
If we denote the Poisson p.f. as pi(λ, k) = (λk/k!)e−λ then
E logZ =
∑
m≥0
pi(tαN,m)E logZm
and, for any i ≤ N ,
E logZ =
∑
k≥0
pi((1− t)αp, k)E logZi,k.
Using the notation I(m ≥ 1) = 1 if m ≥ 1 and I(m ≥ 1) = 0 if m = 0, we have
ϕ′(t) =
∞∑
m=0
∂pi(tαN,m)
∂t
1
N
E logZm +
N∑
i=1
∞∑
k=0
∂pi((1 − t)αp, k)
∂t
1
N
E logZi,k
= α
∞∑
m=0
(
pi(tαN,m− 1)I(m ≥ 1)− pi(tαN,m)
)
E logZm
−αp
1
N
N∑
i=1
∞∑
k=0
(
pi((1− t)αp, k − 1)I(k ≥ 1)− pi((1− t)αp, k)
)
E logZi,k
= α
( ∞∑
m=0
pi(tαN,m)E logZm+1 − E logZ
)
−αp
1
N
N∑
i=1
( ∞∑
k=0
pi((1− t)αp, k)E logZi,k+1 − E logZ
)
. (2.7)
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If we denote by 〈·〉m the averaging w.r.t. the Gibbs measure corresponding to the Hamiltonian
(2.1) for a fixed Mt = m then
Zm+1 = Zm
〈
exp θm+1(σi1,m+1 , . . . , σip,m+1)
〉
m
and, therefore,
∞∑
m=0
pi(tαN,m)E logZm+1 =
∞∑
m=0
pi(tαN,m)E logZm
+
∞∑
m=0
pi(tαN,m)E log
〈
θm+1(σi1,m+1 , . . . , σip,m+1)
〉
m
= E logZ +
1
Np
N∑
i1,...,ip=1
E log
〈
exp θ(σi1 , . . . , σip)
〉
,
where 〈·〉 now denotes averaging w.r.t. the Gibbs measure corresponding to the Hamiltonian
(2.1) and θ is independent of the randomness in 〈·〉. Similarly,
∞∑
k=0
pi((1− t)αp, k)E logZi,k+1 = E logZ + E log
〈
expU(σi)
〉
,
where U(σi) = U(x1, . . . , xp−1, σi) and where x1, . . . , xp−1 are independent of randomness in
〈·〉. Finally, (2.7) implies
ϕ′(t) = α
( 1
Np
N∑
i1,...,ip=1
E log
〈
exp θ(σi1 , . . . , σip)
〉
− p
1
N
N∑
i=1
E log
〈
expU(σi)
〉)
. (2.8)
Since ϕ(1) = ϕ(0) +
∫
1
0
ϕ′(t)dt and since E log〈E〉x does not depend on t, to prove Theorem
1 it suffices to show that
1
Np
N∑
i1,...,ip=1
E log
〈
exp θ(σi1 , . . . , σip)
〉
− p
1
N
N∑
i=1
E log
〈
expU(σi)
〉
+ (p− 1)E log〈E〉x ≤ 0.
(2.9)
By assumptions (1.2) and (1.3) we can write
log
〈
exp θ(σi1 , . . . , σip)
〉
= log a + log
(
1 + b
〈
f1(σi1) . . . fp(σip)
〉)
= log a−
∞∑
n=1
(−b)n
n
〈
f1(σi1) . . . fp(σip)
〉n
.
Using replicas σ1, . . . ,σn we have
〈
f1(σi1) . . . fp(σip)
〉n
=
〈∏
l≤n
f1(σ
l
i1
) . . . fp(σ
l
ip)
〉
6
and, thus,
1
Np
N∑
i1,...,ip=1
〈
f1(σi1) . . . fp(σip)
〉n
=
〈∏
j≤p
Aj,n
〉
,
where
Aj,n = Aj,n(σ
1, . . . ,σn) =
1
N
∑
i≤N
∏
l≤n
fj(σ
l
i).
Denote by E0 the expectation in f1, . . . , fp and x1, . . . , xp only (the r.v. x1, . . . , xp are not
present here and will appear in the terms below). Since f1, . . . , fp are i.i.d. and independent of
the randomness in 〈·〉, E0〈
∏
j≤pAj,n〉 = 〈E0
∏
j≤pAj,n〉 = 〈B
p
n〉 where Bn = E0Aj,n. Therefore,
since we also assumed that b is independent of f1, . . . , fp,
E0
1
Np
N∑
i1,...,ip=1
log
〈
exp θ(σi1 , . . . , σip)
〉
= E0 log a−
∞∑
n=1
(−b)n
n
〈
Bpn
〉
. (2.10)
A similar analysis applies to the second term in (2.9). First of all, (1.5) implies that
expU(σi) = 〈exp θ〉
−
x
∣∣∣
εp=σi
= a
(
1 + bfp(σi)
p−1∏
l=1
Avfl(ε) exp εxl
ch(xl)
)
,
and, therefore,
log
〈
expU(σi)
〉
= log a−
∞∑
n=1
(−b)n
n
(〈
fp(σi)
〉 p−1∏
l=1
Avfl(ε) exp εxl
ch(xl)
)n
= log a−
∞∑
n=1
(−b)n
n
〈
fp(σ
1
i ) . . . fp(σ
n
i )
〉 p−1∏
l=1
(Avfl(ε) exp εxl
ch(xl)
)n
,
where in the last equality we used replicas. Now,
1
N
N∑
i=1
log
〈
expU(σi)
〉
= log a−
∞∑
n=1
(−b)n
n
〈
Ap,n
〉 p−1∏
l=1
(Avfl(ε) exp εxl
ch(xl)
)n
and taking the expectation w.r.t. f1, . . . , fp and x1, . . . , xp we get
E0
1
N
N∑
i=1
log
〈
expU(σi)
〉
= E0 log a−
∞∑
n=1
(−b)n
n
〈
Bn
〉
(Cn)
p−1 (2.11)
where
Cn = E0
(Avfl(ε) exp εxl
ch(xl)
)n
.
Finally, in absolutely similar manner
E0 log〈E〉x = E0 log a−
∞∑
n=1
(−b)n
n
(Cn)
p. (2.12)
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Combining (2.10), (2.11) and (2.12) we see that (2.9) can be written as
−
∞∑
n=1
E(−b)n
n
E
〈
Bpn − pBnC
p−1
n + (p− 1)(Cn)
p
〉
≤ 0 (2.13)
which holds true using condition (1.3) and the fact that xp − pxyp−1 + (p− 1)yp ≥ 0 for all
x, y ∈ R. This finishes the proof of Theorem 1.
3 A general weighting scheme.
The use of weighting scheme as considered in this section is directly motivated by the paper
[1]. It is a very useful device, see e.g. [11].
We consider a countable index set Γ, an arbitrary sequence of r.v. (xγ)γ∈Γ and let
(xi,j,γl )γ∈Γ for i, j, l ≥ 1 be its independent copies of this sequence. We define
Uγi,j(ε) = U(θi,j , x
i,j,γ
1 , . . . , x
i,j,γ
p−1 , ε)
where θi,j are independent copies of θ and consider the Hamiltonian
−HγN,t(σ) =
∑
k≤Mt
θk(σi1,k , . . . , σip,k) +
∑
i≤N
∑
j≤ki,t
Uγi,j(σi) +H
′
N(σ), (3.1)
where Mt and ki,t, i ≤ N are defined as in (2.1).
Consider an arbitrary random sequence (vγ)γ∈Γ independent of all r.v. in (3.1) and such
that
∑
γ∈Γ vγ = 1 and define the Gibbs measure on ΣN × Γ by
G({σ, γ}) = vγ exp(−H
γ
N,t(σ))/ZN
where the partition function ZN is given by ZN =
∑
γ,σ vγ exp(−H
γ
N,t(σ)). For a function
f(σ, γ) on ΣN × Γ, 〈·〉 will now denote the average with respect to the Gibbs measure G
〈f〉 =
1
ZN
∑
γ∈Γ,σ∈ΣN
f(σ, γ)vγ exp(−H
γ
N,t(σ)). (3.2)
Let
ϕ(t) =
1
N
E log
∑
γ∈Γ
∑
σ∈ΣN
vγ exp(−H
γ
N,t(σ)).
Clearly, FN = ϕ(1). The following Theorem holds.
Theorem 2 . If conditions (1.2), (1.3) and (1.4) hold then
FN ≤ ϕ(0)− α(p− 1)
∫ 1
0
E log
〈
〈E〉xγ
〉
dt. (3.3)
where xγ = (xγ1 , . . . , x
γ
p) and where (x
γ
l )γ∈Γ are independent copies of (x
γ)γ∈Γ for l ≤ p.
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Of course, the integrand E log〈〈E〉xγ〉 in the last term of (3.3) depends on t through 〈·〉 since
〈E〉xγ is a function of γ.
Proof. The proof follows that of Theorem 1 with almost no changes. (2.8) now becomes
ϕ′(t) = α
( 1
Np
N∑
i1,...,ip=1
E log
〈
exp θ(σi1 , . . . , σip)
〉
− p
1
N
N∑
i=1
E log
〈
expUγ(σi)
〉)
(3.4)
where 〈·〉 is given by (3.2). Similarly to (2.9) we will now show that
1
Np
N∑
i1,...,ip=1
E log
〈
exp θ(σi1 , . . . , σip)
〉
−p
1
N
N∑
i=1
E log
〈
expUγ(σi)
〉
+(p−1)E log
〈
〈E〉xγ
〉
≤ 0.
(3.5)
This clearly implies the statement of Theorem 2 since if we denote c(t) = α(p−1)E log〈〈E〉xγ〉
then equation (3.5) yields ϕ′(t) + c(t) ≤ 0 and therefore
ϕ(1) ≤ ϕ(0)−
∫ 1
0
c(t)dt
which is precisely the statement of the Theorem.
In the proof of Theorem 1 we showed that (2.9) is equivalent to (2.13). Following the
same arguments one can show that (3.5) can be written as
−
∞∑
n=1
E(−b)n
n
E
〈
Bpn − pBnC
p−1
n (γ1, . . . , γn) + (p− 1)C
p
n(γ1, . . . , γn)
〉
≤ 0
where now
Cn(γ1, . . . , γn) = E0
n∏
j=1
Avf1(ε) exp εx
γj
1
ch(x
γj
1 )
.
The one difference with the case of Theorem 1 is the fact that using replicas to represent
〈·〉n now involves both σ and γ. For instance, in the calculations leading to (2.11) there will
appear a term 〈
fp(σi)
p−1∏
l=1
Avfl(ε) exp εx
γ
l
ch(xγl )
〉n
where (xγl )γ∈Γ, l ≥ 1 are independent copies of (x
γ)γ∈Γ independent of the randomness in 〈·〉.
Using replicas (σ1, γ1), . . . , (σ
n, γn), this term can be written as
〈
fp(σ
1
i ) . . . fp(σ
n
i )
n∏
j=1
p−1∏
l=1
Avfl(ε) exp εx
γj
l
ch(x
γj
l )
〉
.
Averaging for i and taking expectation E0 w.r.t. f1, . . . , fp and (x
γ
l ) yields
E0
〈
Ap,n
p−1∏
l=1
n∏
j=1
Avfl(ε) exp εx
γj
l
ch(x
γj
l )
〉
=
〈
BnC
p−1
n (γ1, . . . , γj)
〉
.
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Similarly, the calculations leading to (2.12) will produce 〈Cpn(γ1, . . . , γp)〉. The rest of the
argument is the same.
4 The 1-step of replica-symmetry breaking bound.
In the context and with the notations of the previous section we will now make specific
choices of the random sequences (vγ) and (x
i,j,γ
l ). From now on we will also assume that
H ′N(σ) is given by (2.4).
We denote by M1 the set of probability measures on R, and M2 the set of probability
measures on M1. Consider ζ ∈ M2, our basic parameter on which will depend the bound
we are going to obtain. We consider a sequence (ηl, xl)l≥1 with the following properties. The
sequence (ηl) is an i.i.d sequence of M1 distributed according to ζ . Conditionally on this
sequence, the sequence (xl) is independent and xl is distributed like ηl. We consider i.i.d.
copies (ηjl , x
j
l ) of the sequence (ηl, xl).
Theorem 3 Suppose that (1.2), (1.3) and (1.4) hold and H ′N (σ) is given by (2.4). Let
Uj(ε) = U(θj , x
j
1, . . . , x
j
p−1, ε), where θj are independent copies of θ, x = (x1, . . . , xp) and let
k be a Poisson r.v. with mean Ek = αp. Then, for m ∈ (0, 1) we have
FN ≤ Φ1(ζ,m) = log 2 +
1
m
E logE′
(
Av exp
(∑
j≤k
Uj(ε) + hε
))m
−α(p− 1)
1
m
E logE′(〈E〉x)
m,
(4.1)
where E′ is the expectation w.r.t. (xl) and (x
j
l ) for fixed (ηl) and (η
j
l ) and E denotes the
expectation w.r.t. (ηl), (η
j
l ), (θj), k and h.
Of course, Theorem 3 implies that
FN ≤ inf
ζ,m
Φ1(ζ,m).
It should also be noted that Theorem 3 is a generalization of Theorem 1, as is seen by taking
m→ 0 and ζ concentrated at one point of M1.
The terms E′(·)m will magically appear with the proper choice of the sequence vγ, that we
explain first. Let Γ be a set of natural numbers N.We consider a non-increasing enumeration
(uγ)γ≥1 of the points generated by Poisson process on R
+ of intensity measure x−m−1. To
avoid repetition, we will say that such a sequence has distribution Ξm. We define a sequence
(vγ)γ≥1 by
vγ =
uγ∑
γ′∈Γ uγ′
.
With the notation of [10], this sequence has the Poisson-Dirichlet distribution Λm. This key
property is as follows (see e.g. Proposition 6.5.15 in [10]).
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Proposition 1 Consider a r.v. ξ ≥ 0, Eξ2 < ∞ and independent copies (ξγ)γ≥1. Then the
sequences (uγξγ)γ≥1 and
(
uγ(Eξ
m
1 )
1/m
)
γ≥1
have the same distribution and, therefore,
E log
∑
γ≥1
vγξγ = E log
∑
γ≥1
uγξγ − E log
∑
γ≥1
uγ =
1
m
logEξm. (4.2)
Proof of Theorem 3. We consider an element η of M1 that is distributed according
to ζ and a sequence (xγ)γ≥1 that, given η, is i.i.d distributed according to η. For i, j, l ≥ 1
we consider independent copies (ηi,jl ) and (x
i,j,γ
l ) of these variables. We also consider other
independent copies (ηl) and (x
γ
l ) of these variables. We denote by F the σ-algebra generated
by the variables ηl, η
i,j
l , hi, ki,j and θi,j .
Let us first consider the integrand E log
〈
〈E〉xγ
〉
in the last term of (3.3). Let us denote
Zt(γ) =
∑
σ
exp(−HγN,t(σ))
and e(γ) = 〈E〉xγ . Note that e(γ) depends on x
γ
l , l ≥ 1 and Zt(γ) depends on x
i,j,γ
l , i, j, l ≥
1 through the Hamiltonian HγN,t. By construction, given F , the sequences (Zt(γ))γ≥1 and
(e(γ))γ≥1 are i.i.d. and independent of each other. If we denote by E
′ conditional expectation
given F then, using Proposition 1, we get
E
′ log
〈
〈E〉xγ
〉
= E′ log
∑
vγe(γ)Zt(γ)∑
vγZt(γ)
= E′ log
∑
vγe(γ)Zt(γ)− E
′ log
∑
vγZt(γ)
=
1
m
logE′
(
eZt
)m
−
1
m
logE′Zmt =
1
m
log
(
E
′emE′Zmt
)
−
1
m
logE′Zmt =
1
m
logE′em,
which is independent of t and, therefore, this yields the last term of (4.1).
Next let us consider the first term in (3.3), ϕ(0). First of all,
ϕ(0) =
1
N
E log
∑
γ≥1
vγZ0(γ),
where
Z0(γ) =
∑
σ
exp(−HγN,0(σ)) = 2
N
N∏
i=1
Av exp
(∑
j≤ki,0
Uγi,j(ε) + hiε
)
= 2N
N∏
i=1
Fi(γ),
and where we introduced the notation Fi(γ) = Av exp
(∑
j≤ki,0
Uγi,j(ε) + hiε
)
. By construc-
tion, given F , the sequences Fi(γ), γ ≥ 1 are i.i.d. and independent for different indices i.
Therefore, application of Proposition 1 gives
1
N
E
′ log 2N
∑
γ≥1
vγ
N∏
i=1
Fi(γ) = log 2 +
1
N
1
m
logE′
( N∏
i=1
Fi(1)
)m
= log 2 +
1
N
N∑
i=1
1
m
logE′
(
Fi(1)
)m
,
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and taking expectation w.r.t. all the other r.v. implies
ϕ(0) = log 2 +
1
m
E logE′
(
F1(1)
)m
,
which is precisely the first two terms in (4.1).
5 The r-step of replica-symmetry breaking bound.
We will first explain the choice of weights (vγ) and r.v. (x
γ) in Theorem 2 that will yield the
r-step of replica symmetry breaking bound of Theorem 4 below.
We take Γ = Nr and define a sequence (vγ)γ∈Γ using Derrida-Ruelle cascades (see
[8]). Consider arbitrary parameters 0 < m1 < . . . < mr < 1. Let us consider sequences
(uγ1)γ1≥1, . . . , (uγr)γr≥1 with the distributions Ξm1 , . . . ,Ξmr correspondingly. For 2 ≤ l ≤ r
let us consider a sequence (uγ1,...,γl)γ1,...,γl≥1 that for any fixed (γ1, . . . , γl−1) is an independent
copy of the sequence (uγl)γl≥1. We define u¯γ1,...,γr =
∏r
l=1 uγ1,...,γl and
vγ1,...,γr =
u¯γ1,...,γr∑
γ′
1
,...,γ′r
u¯γ′
1
,...,γ′r
. (5.1)
Next we define the set of r.v. xω(γ1, . . . , γr) for ω ∈ Ω and γ1, . . . , γr ≥ 1.
LetM1 be a set of probability measures on R, and by induction for l ≤ r we defineMl+1
as a set of probability measures onMl. Let us fix ζ ∈Mr+1 (our basic parameter) and define
a random sequence (η, η(γ1), . . . , η(γ1, . . . , γr−1), x(γ1, . . . , γr)) as follows. The element η of
Mr is distributed according to ζ . Given η, the sequence (η(γ1))γ1≥1 of elements of Mr−1 is
i.i.d distributed like η. For 1 ≤ l ≤ r− 1, given all the elements η(a1, . . . , as) for all values of
the integers a1, . . . , as and all s ≤ l− 1, the sequence (η(γ1, . . . , γl))γl≥1 of elements of Mr−l
is i.i.d distributed like η(γ1, . . . , γl−1), and these sequences are independent of each other for
different values of (γ1, . . . , γl−1). Finally, given all the elements η(a1, . . . , as) for all values of
the integers a1, . . . , as and all s ≤ r−1 the sequences x(γ1, . . . , γr), γr ≥ 1 is an i.i.d. sequence
on R with the distribution η(γ1, . . . , γr−1) and these sequences are independent for different
values of (γ1, . . . , γr−1). The process of generating x’s can be represented schematically as
ζ → η → η(γ1)→ . . .→ η(γ1, . . . , γr−1)→ x(γ1, . . . , γr). (5.2)
For simplicity of notations instead of writing various combination of indices i, j, l let us
first consider an arbitrary countable index set Ω. For ω ∈ Ω, we consider independent copies
(ηω, ηω(γ1), . . . , ηω(γ1, . . . , γr−1), xω(γ1, . . . , γr)) of (η, η(γ1), . . . , η(γ1, . . . , γr−1), x(γ1, . . . , γr)).
For 0 ≤ j ≤ r − 1, let us denote by Fj the σ-algebra generated by ηω(γ1, . . . , γl) for
ω ∈ Ω, l ≤ j, γ1, . . . , γl ≥ 1, and by the r.v hi, θi,j and ki,j. Let us denote by Ej the
expectation given Fj or, in other words, w.r.t. ηω(γ1, . . . , γl) for ω ∈ Ω, l > j, γ1, . . . , γl ≥ 1
and xω(γ1, . . . , γr) for ω ∈ Ω, γ1, . . . , γr ≥ 1. In particular F0 is generated by the variables
ηω, hi, θi,j and ki,j.
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For a random variable U ≥ 0 we define TrU = U and by induction, for 0 ≤ l < r we
define the r.v. Ul by
TlU =
(
El(Tl+1U)
ml+1
)1/ml+1
. (5.3)
Let us consider a function V : RΩ → R, V ≥ 0, and the r.v.
V (γ1, . . . , γr) = V
((
xω(γ1, . . . , γr)
)
ω∈Ω
)
. (5.4)
The distribution of the r.v. V (γ1, . . . , γr) is independent of the value (γ1, . . . , γr), and the
r.v. Tl(V (γ1, . . . , γr)) depends only on γ1, . . . , γl.
The following key property is based on iterative application of Proposition 1. It should
be obvious to a reader familiar with Derrida-Ruelle cascades ([8]). In fact the essential ideas
of the present scheme of proof are apparently known to the authors of [1], but for lack of
references, it seems appropriate to give complete details.
Proposition 2 If V is defined by (5.4) and EV 2 <∞ then
E log
∑
γ1,...,γr≥1
vγ1,...,γrV (γ1, . . . , γr) = E log T0V. (5.5)
Proof. Let E′ denote the expectation w.r.t. (vγ1,...,γr) and (xω(γ1, . . . , γr)) given F0, i.e. for
a fixed sequence (ηω). Let us first consider
E
′ log
∑
γ1,...,γr≥1
u¯γ1,...,γrV (γ1, . . . , γr).
By the definition of u¯γ1,...,γr we can write
∑
γ1,...,γr≥1
u¯γ1,...,γrV (γ1, . . . , γr) =
∑
γ1,...,γr−1≥1
∏
l≤r−1
uγ1,...,γl
(∑
γr≥1
uγ1,...,γrV (γ1, . . . , γr)
)
.
For a fixed (γ1, . . . , γr−1), and given Fr−1, the sequence V (γ1, . . . , γr), γr ≥ 1 is i.i.d. while the
sequence (uγ1,...,γr)γr≥1 has distribution Ξmr . Therefore, writing for simplicity Tr−1V rather
than Tr−1V (γ1, · · · , γr), Proposition 1 implies that
∑
γr≥1
u¯γ1,...,γrV (γ1, . . . , γr) ∼ (Tr−1V )
∑
γr≥1
uγ1,...,γr = (Tr−1V )Sr−1(γ1, . . . , γr−1), (5.6)
where ∼ means equality in distribution and where we introduced the notation
Sr−1(γ1, . . . , γr−1) =
∑
γr≥1
uγ1,...,γr−1,γr .
Of course, Tr−1V depends on (γ1, . . . , γr−1), although this is not explicit in the notation.
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Moreover, given Fr−1, both sides of (5.6) are by construction independent for different
indices (γ1, . . . , γr−1) and, thus,
∑
γ1,...,γr≥1
u¯γ1,...,γrV (γ1, . . . , γr) ∼
∑
γ1,...,γr−1≥1
∏
l≤r−1
uγ1,...,γl(Tr−1V )Sr−1(γ1, . . . , γr−1)
=
∑
γ1,...,γr−2≥1
∏
l≤r−2
uγ1,...,γl
( ∑
γr−1≥1
uγ1,...,γr−1(Tr−1V )Sr−1(γ1, . . . , γr−1)
)
. (5.7)
For a fixed (γ1, . . . , γr−2), and given Fr−2, the sequences
(Tr−1V )(γ1, . . . , γr−1) and Sr−1(γ1, . . . , γr−1) for γr−1 ≥ 1
are i.i.d. and by construction the sequence (uγ1,...,γr−1)γr−1≥1 has distribution Ξmr−1 . Therefore,
Proposition 1 now implies that
∑
γr−1≥1
uγ1,...,γr−1(Tr−1V )(γ1, . . . , γr−1)Sr−1(γ1, . . . , γr−1) ∼ (Tr−2V )Cmr ,mr−1
∑
γr−1≥1
uγ1,...,γr−1
= (Tr−2V )Cmr ,mr1Sr−2(γ1, . . . , γr−2), (5.8)
where Sr−2(γ1, . . . , γr−2) =
∑
γr−1≥1
uγ1,...,γr−1 and
Cmr ,mr−1 =
(
E
(
Sr−1(γ1, . . . , γr−1)
)mr−1)1/mr−1 = (E(∑
γr≥1
uγr
)mr−1)1/mr−1 ,
where (uγr)γr≥1 has distribution Ξmr . One can easily check that Cmr ,mr−1 < ∞ due to the
fact that mr−1 < mr.
Given Fr−2, both sides of (5.8) are independent for different (γ1, . . . , γr−2) and, therefore,
(5.7) implies
∑
γ1,...,γr≥1
u¯γ1,...,γrV (γ1, . . . , γr) ∼
∑
γ1,...,γr−2≥1
∏
l≤r−2
uγ1,...,γl(Tr−2V )Cmr ,mr1Sr−2(γ1, . . . , γr−2)
=
∑
γ1,...,γr−3≥1
∏
l≤r−3
uγ1,...,γl
( ∑
γr−2≥1
uγ1,...,γr−2(Tr−2V )Cmr,mr−1Sr−2(γ1, . . . , γr−2)
)
.
Let us define
Cmj ,mj−1 =
(
E
(∑
γj≥1
uγj
)mj−1)1/mj−1 ,
where the sequence (uγj )γj≥1 has distribution Ξmj and let
Cj−1 = Cmr,mr−1 · · ·Cmj ,mj−1 .
Denote
Sj(γ1, . . . , γj) =
∑
γj+1≥1
uγ1,...,γj+1 .
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Repeating the same argument as above one can show by decreasing induction over j that
∑
γ1,...,γr≥1
u¯γ1,...,γrV (γ1, . . . , γr) ∼
∑
γ1,...,γj≥1
∏
l≤j
uγ1,...,γj
(
(TjV )Cj+1Sj(γ1, . . . , γj)
)
. (5.9)
In particular, for j = 0, (5.9) reads
∑
γ1,...,γr≥1
u¯γ1,...,γrV (γ1, . . . , γr) ∼ (T0V )C1
∑
γ1≥1
uγ1,
which yields
E
′ log
∑
vγ1,...,γrV (γ1, . . . , γr) = E
′ log
∑
u¯γ1,...,γrV (γ1, . . . , γr)− E
′ log
∑
u¯γ1,...,γr
= E′ log(T0V )C1
∑
γ1≥1
uγ1 − E
′ logC1
∑
γ1≥1
uγ1 = log T0V.
Taking the expectation gives (5.5).
Let Ω be a set of different combinations (i, j, l), (j, l), l that appear as indices of all
different r.v. in Section 3. We consider i.i.d copies (θω)ω∈Ω of θ. Let xω(γ1, . . . , γr) and vγ1,...,γr
be defined by (5.2) and (5.1) and let (xω)ω∈Ω be an independent copy of (xω(1, . . . , 1))ω∈Ω.
The following Theorem is a consequence of Theorem 2.
Theorem 4 Suppose that (1.2), (1.3) and (1.4) hold and H ′N (σ) is given by (2.4). Let
Uj(ε) = U(θj , x
j
1, . . . , x
j
p−1, ε), x = (x1, . . . , xp) and let k be a Poisson r.v. with mean Ek =
αp. Then
FN ≤ Φr(ζ,m1, . . . , mr) = log 2 + E log T0
(
Av exp
(∑
j≤k
Uj(ε) + hε
))
− α(p− 1)E log T0〈E〉x,
(5.10)
where T0 is defined in (5.3) and E denotes the expectation w.r.t. (ηl), (η
j
l ), (θj), k and h.
Of course, the Theorem implies that
FN ≤ Φr = inf
ζ,m1,...,mr
Φr(ζ,m1, . . . , mr).
One expects that as in the Sherrington-Kirkpatrick (SK) model ([12]) these bounds are
always exact, i.e.
lim
N→∞
FN = inf
r≥0
Φr,
where Φ0 was defined in (2.3). Probably, this is going to be much harder to prove than
the Parisi formula in the SK model. The hope that these bounds are exact is not based on
anything concrete but rather on what may be called the generalized Parisi conjecture that
the Replica Symmetry Breaking scheme, when properly applied, always yields the correct
free energy.
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Proof of Theorem 4. The proof is almost identical to the proof of Theorem 3 with
Proposition 2 now playing the role of Proposition 1. To simplify the notations we will write
γ = (γ1, . . . , γr), and to match the notations of Theorem 2 we write x
γ
ω = xω(γ1, · · · , γr). Let
us first consider the integrand E log
〈
〈E〉xγ
〉
in the last term of (3.3). Let us denote
Zt(γ) =
∑
σ
exp(−HγN,t(σ))
and e(γ) = 〈E〉xγ . Note that e(γ) depends on xl(γ), l ≥ 1 and Zt(γ) depends on x
i,j,γ
l =
xi,jl (γ1, · · · , γr), i, j, l ≥ 1 through the Hamiltonian H
γ
N,t. By construction, given F0, the
sequences (Zt(γ)) and (e(γ)) are defined as in (5.4) and independent of each other. Using
Proposition 2, we get
E log
〈
〈E〉xγ
〉
= E log
∑
vγe(γ)Zt(γ)∑
vγZt(γ)
= E log
∑
vγe(γ)Zt(γ)− E log
∑
vγZt(γ)
= E log T0(eZt)− E log T0Zt = E log(T0e)(T0Zt)− E log T0Zt = E log T0e,
which is independent of t and, therefore, this yields the last term of (5.10).
Next let us consider the first term in (3.3), ϕ(0). First of all,
ϕ(0) =
1
N
E log
∑
γ
vγZ0(γ),
where
Z0(γ) =
∑
σ
exp(−HγN,0(σ)) = 2
N
N∏
i=1
Av exp
(∑
j≤ki,0
Uγi,j(ε) + hiε
)
= 2N
N∏
i=1
Fi(γ),
and where we introduced the notation Fi(γ) = Av exp
(∑
j≤ki,0
Uγi,j(ε) + hiε
)
. Given F0, the
sequences (Fi(γ))γ∈Nr are independent for different indices i. Therefore, the application of
Proposition 2 gives, writing Fi(1) = Fi(γ) for γ = (1, · · · , 1),
1
N
E log 2N
∑
γ
vγ
N∏
i=1
Fi(γ) = log 2 +
1
N
E log T0
N∏
i=1
Fi(1)
= log 2 +
1
N
N∑
i=1
E log T0Fi(1) = log 2 + E log T0F1(1),
which is precisely the first two terms in (5.10).
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