Abstract. We construct an element in a direct product of finite dimensional modules over a string algebra such that the pure-injective envelope of this element is a superdecomposable module.
Proof. We prove only ⇐. The reverse implications has a similar proof.
Suppose, by a way of contradiction, that ψ is not large in p. Then there are ψ 1 , ψ 2 ∈ p − such that ψ → ψ 1 , ψ 2 and (ϕ ∧ ψ 1 ) + (ϕ ∧ ψ 2 ) ∈ p + for every ϕ ∈ p + . Let G i = (F Dψ i + F Dp )/F Dp , i = 1, 2. From ψ → ψ 1 , ψ 2 it follows that Dψ 1 , Dψ 2 → Dψ, hence G 1 , G 2 are subfunctors of G. Furthermore, since ψ i ∈ p − , G 1 and G 2 are nonzero. We prove that if H is a subfunctor of G 1 and G 2 , then H = 0, hence G is not uniform, a contradiction.
We may assume that H is finitely generated, hence H is the image of a finitely generated subfunctor of the forgetful functor. Thus H = (F Dθ + F Dp )/F Dp for some pp-formula θ. Since H ⊆ G 1 and H is finitely generated, F Dθ ⊆ F Dψ 1 + F Dϕ 1 for some pp-formula ϕ 1 ∈ p, and similarly for G 2 .
Therefore, if ϕ . = ϕ 1 ∧ ϕ 2 , then ϕ ∈ p + and F Dθ ⊆ F Dψ i + F Dϕ for each i.
Applying duality we obtain ϕ ∧ ψ i → θ for i = 1, 2, hence ξ .
But ξ ∈ p + , hence θ ∈ p + and then H = (F Dθ +F Dp )/F Dp = 0.
If ψ < ϕ are pp-formulae, then (ϕ/ψ) will denote the interval [ψ; ϕ] in the lattice of all pp-formulae, that is, (ϕ/ψ) consists of all pp-formulae between ψ and ϕ (including ϕ and ψ). We say that p is a a pp-type in the interval (ϕ/ψ), if p is a set of pp-formulae from this interval closed with respect to finite conjunctions and implications (within this interval) and such that ϕ ∈ p, ψ / ∈ p. If p is a pp-type such that ϕ ∈ p + , ψ ∈ p − , then p ∩ (ϕ/ψ)
is clearly a pp-type in (ϕ/ψ). On the other hand, a pp-type p in a given interval usually has many extensions, that is, many pp-types q such that q ∩ (ϕ/ψ) = p.
Now we relativize the definition of a large pp-formula to a given interval.
Let p be a pp-type in the interval (ϕ/ψ). We say that a pp-formula θ ∈ (ϕ/ψ)
is large in p, if θ ∈ p − and for all pp-formulae
there exists a pp-formula ξ ∈ p + such that θ → ξ and (ξ ∧ θ 1 ) + (ξ ∧ θ 2 ) ∈ p − .
Note that if the interval (ϕ/ψ) is distributive, then the second condition boils down to θ 1 + θ 2 ∈ p − . Furthermore, as in Remark 1.2, we can drop the condition θ → ξ in the definition of a large formula.
It is possible to use 'home sorts' (see [12, p. 707] ), hence the model theory of abelian structures, to prove the following proposition. The author is indebted to M. Prest for outlining a functorial approach to this proof.
Proposition 1.5. Let p be a pp-type in the interval (ϕ/ψ) with no large formula. Then p can be extended to a superdecomposable pp-type.
Proof. Look at the quotient G = F Dψ /F Dp . Since p contains no large formulae, G has no uniform subfunctor. The proof is almost the same as in Lemma 1.4, we should just take care that everything is moved into the interval (ϕ/ψ).
Indeed, let H = (F Dθ + F Dp )/F Dp , where ψ → θ and θ is not in p, be a nonzero finitely generated subfunctor of G. Replacing θ by θ ∧ ϕ (which does not affect the functor) we may assume that θ ∈ (ϕ/ψ). Since θ is not large in p, there are
Thus the injective envelope of G, E(G), contains no indecomposable direct summands. As we have already mentioned, E(G) is isomorphic to the functor N ⊗ −, where N is a pure-injective right R-module. Since E(G) has no indecomposable direct summands, N is superdecomposable.
Now there is a canonical inclusion of F
, then q is an extension of p, and N (q) is a direct summand of N , hence a superdecomposable pure-injective module.
Note that, in the above proposition, if ψ is the trivial pp-formula x = 0, then q is unique. Indeed, if θ is a pp-formula, then θ ∈ q iff θ ∧ ϕ ∈ q, that is, θ ∧ ϕ ∈ p, since θ ∧ ϕ ∈ (ϕ/x = 0). Thus we are forced to put into q all pp-formulas θ such that θ ∧ ϕ ∈ p and put θ in q − otherwise.
The interval generated by two chains
First we recall some lattice-theoretic background which will be essential for the constructions of this sections.
Recall that a lattice (L, ≤) is said to be a chain, if every two elements
For instance, the rationals ( Q , ≤) is a dense chain, but (Z, ≤) is not (there is no element strictly between 1 and 2). Furthermore, every dense chain contains a copy of the rationals as a subchain, and every countable dense chain without endpoints is isomorphic to ( Q , ≤).
Let L 1 and L 2 be lattices with smallest elements 0 i and largest elements 
it follows that q ∈ Q (ϕ), and
Note that, since Q (f (q)) = q + and Q (g(q)) = q − , all formulae f (q) + g(q), q ∈ Q are as in 3).
It remains to prove that every pp-formula θ ∈ p + is a consequence of a finite conjunction of formulas 1)-3). Writing θ as a conjunction of sums we see that it is enough to take θ . = ϕ + ψ with ϕ ∈ L 1 and ψ ∈ L 2 . Look at the sets Q (ϕ) and Q (ψ). If Q (ϕ) = ∅, then ϕ is as in 1) and ϕ → ϕ + ψ.
If Q (ψ) = 0, then ψ is as in 2) and ψ → ϕ + ψ.
, then it is easily checked that p is generated by the set of 'diagonal' pp-formulas {f (q)+g(q) | q ∈ Q }. For instance (see [17] 
Proof. We have to prove that, if θ is a pp-formula in p + , then θ→ θ for all q < q ∈ Q , and if θ ∈ p − , then there exist q < q ∈ Q such that θdoes not imply θ.
Proving the first part of the claim we may assume that θ is from the list of generators of p from Lemma 2.4. If θ is as in 1), then f (q) → ϕ for every
apply if θ is as in 2).
Suppose that θ .
Thus we may assume that q ∈ Q (ϕ), and then
and then q ∈ Q (ψ), since Q (ψ) is downward directed. We conclude that
For the second part of the claim suppose that θ ∈ p − . Writing θ as a conjunction of sums we may assume that θ .
and ψ → g(q 2 ). Choose q, q ∈ Q such that q 1 < q < q < q 2 . We claim
Indeed, otherwise we would get
One can strive for a more economical set of modules when realizing p.
this form of the result does not work for string algebras. Indeed (see below)
the natural (countable) chains of pp-formulae L i which appear in this case are not dense (but contain dense subchains).
String algebras
Although we will consider only one particular example of a string algebra, to make this paper selfcontained, we recall some basic definitions and give some examples of string algebras. For a more complete treatment of this subject including finite dimensional representations of string algebras see [3] or [25] .
Let Q = (Q 0 , Q 1 ) be a finite oriented graph, where Q 0 is a set of vertices of Q and Q 1 is a set of arrows (both loops and multiple edges are allowed).
Each arrow α ∈ Q 1 has its starting vertex s(α) and its end vertex e(α).
For instance, an arrow α is a loop iff s(α) = e(α). Thus the following is an
example of a quiver consisting of two loops:
A path over Q is a sequence of arrows α 1 . . . α n such that s(α i ) = e(α i+1 ), i = 1, . . . , n − 1. This sequence is usually interpreted as a path through Q: first go along α n , then along α n−1 , . . . and stop after going through α 1 . For instance, over the above quiver every word in the letters α and β defines a path. But for the following quiver, αβ is a path, but βα is not:
The vertices of Q are interpreted as paths of length zero (starting and ending in the same vertex). We form the path algebra A = k Q (over a field k) by taking paths over Q as a k-basis for A. The multiplication in A is composition of paths (if they can be composed), and zero otherwise. For instance, in the previous example α · β = αβ but β · α = 0 (since βα is not a path). If e v is a path of length zero corresponding to the vertex v, then
If Q contains a nontrivial path starting and ending at the same vertex, then A is infinite dimensional. To make it finite dimensional we will forbid some paths in A, that is, we put some monomial relations on A. Thus the basis of a new algebra A/I (I is a two-sided ideal of A generated by these relations) is given by paths over Q that do not contain forbidden subpaths.
A typical example of a finite dimensional path algebra is the Gelfand- We say that a path algebra A with monomial relations is a string algebra (see [3] ), if the following holds. 1) Every vertex of Q is the starting point for at most two arrows and the end point for at most two arrows (a loop is counted twice: as an ingoing and as an outgoing arrow).
2) If α is an arrow, then there exists at most one arrow β such that s(α) = e(β) (that is, the composition αβ is defined) and αβ = 0 is not a relation in A.
3) If β is an arrow, then there exists at most one arrow α such that s(α) = e(β) and αβ = 0 is not a relation in A.
For instance, G 2,3 is a string algebra.
If α is an arrow, then α −1 will denote the (formal) inverse of α, and we set s(α −1 ) = e(α) and e(α −1 ) = s(α). Thus α −1 can be thought of as a new arrow going in the opposite to α direction. If we allow walks through Q going along arrows in direct and opposite directions, we get 'generalized paths' over Q, usually called strings. Here is a formal definition.
A string over A is a word u = u 1 . . . u n such that each u i is a direct arrow or an inverse arrow and the following holds true: For every band over a string algebra there is a family of finite dimensional band modules parameterized by irreducible polynomials in one variable over k and natural numbers (quasi-length) (see [3] for definitions). By [3, p. 161] every indecomposable finite dimensional module over a string algebra is either string or band.
We also need the dual (to a band) notion. A primitive string over A is said to be a coband, if it starts with an inverse arrow α −1 and ends with a direct arrow β such that α and β are distinct arrows starting at the same vertex. For instance, α −1 β is a coband over G 2, 3 . Every power of a coband is a string.
Let S(α) be the set of all strings over a string algebra A starting with an arrow α. We define a (linear) ordering on S(α). Namely, for u, v ∈ S(α) we set u < v if one of the following holds:
1) v = uβB for some arrow β and string B;
2) u = vγ −1 C for some arrow γ and string C;
3) u = wγ −1 C and v = wβB for some arrows β, γ and strings w, B, C.
For instance, over G 2,3 we have αβ −2 < αβ −1 by 2).
If u ∈ S(α) is a string, then θ u will denote a pp-formula that generates the pp-type of the leftmost basis element z 1 in the string module M (u) (all choices for θ u are clearly equivalent). For instance, if u = αβ −2 is a string over G 2,3 then θ u generates the pp-type of z 1 in M (αβ −2 ):
Thus θ u can be written as ∃ z 2 , z 3 , z 4 (x = αz 2 ∧ βz 2 = z 3 ∧ βz 3 = z 4 ) and is equivalent to α | x.
The following fact says that the ordering on pp-formulae is opposite to the ordering on strings. 
If A is a non-domestic string algebra, then (by the aforementioned result of Ringel) for some arrow α there are two different bands B and C over A starting with α and ending with β −1 such that neither B nor C contains the substring β −1 α. Suppose that B < C. The following remark shows how to find a copy of ( Q , <) in S(α).
Fact 3.3. (Schröer) The set T = {U C | U is a finite word in B and C} is a countable dense subchain of S(α) without endpoints.
Proof. As in [25, Prop. 6.2], T is a dense linear ordering. If u = vC ∈ T then u < uC ∈ T , hence T has no largest element. Furthermore, vBC ∈ T and vBC < u, hence T has no smallest element.
The existence of a superdecomposable module
Now we are in a position to give an example of a string algebra with a superdecomposable pure-injective module.
Let A be the following string algebra:
with relations β δ = δβ = γ π = πγ = αγ = γα = 0. Thus A contains two bands βγ −1 and δπ −1 on the right of α and two bands β γ −1 and δ π −1 on the left of α. This will make possible to create two independent dense chains in the lattice of all pp-formulae over A.
Look at the vertex e(π).
There are just two arrows (π and δ) ending in this vertex and no arrow starts in e(π). We will use different notations for formulas θ u when u is an arrow starting with π or δ. If u ∈ S(π), then set
In the next proposition we show that A has a natural interval (ϕ/ψ) generated by two chains L 1 and L 2 . For this to be true, L 1 must have ψ as the smallest element and ϕ as the largest element. However we will use chains L i ⊆ (ϕ/ψ) which do not necessarily contain these elements, therefore
Let ξ be the pp-formula πβα | x. So ξ generates the pp-type of z 1 in the string module M (πβα):
with πβαβ . Sometimes (abusing this notation), we will consider the above strings u as elements of L 1 . The only problem is to keep in mind that the ordering on strings is opposite to the ordering on formulas.
In particular, πβα ≤ v for any string v ∈ L 1 , hence ϕ v ≤ ϕ πβα = ξ. Thus every formula from L 1 belongs to the interval (ξ/x = 0) and the largest element of L 1 is ξ. On the other hand, the smallest element of L 1 , ϕ πβαβ π , is still a nonzero formula. That is why in the following proposition we add
is a nontrivial formula, therefore we add x = 0 to L 2 as its smallest element.
Furthermore, the largest element of L 2 , ψ δπ −1 ∧ ξ is less than ξ, hence we add ξ to L 2 as its largest element. It is not difficult to prove (as in [19] ) 
Proof. The proof goes in the spirit of [14, L. 4.4] which was in turn inspired by [16] . Note that every string over A contains at most one occurrence of α, hence no band over A contains α.
First we prove that (ξ/x = 0) is generated by L 1 and L 2 .
Let θ be a nontrivial pp-formula in (ξ/x = 0), and let (N, n) be a free realization of θ. As we have already noted, we may assume that N is finitely By [4] , f is a linear combination of graph maps f i : M → N , that is, the maps obtained first by factoring πβα and then by an insertion of this factor into w (see [4] for an explanation about graph maps). If πβα is factored properly via f i , then f i (m) = 0, hence we can drop f i without changing θ.
Otherwise, since α occurs in w just once, all the f i are linearly dependent.
Thus we may assume that f is a graph map sending m to a basis element z i = n of N . Up to inversion we can write w = v −1 .πβαu for some strings v and u such that z i goes before π. Since πβα is inserted in w, v −1 is either empty or ends with δ −1 , hence v ∈ S(δ).
is a free realization of θ, θ is equivalent to this formula. Similarly, if v is nonempty, then θ is equivalent to the formula ϕ πβαu ∧ ψ v .
Thus the interval (ξ/x = 0) is generated by L 1 and L 2 . It remains to prove that this interval is generated freely. Otherwise, by Fact 2.2, there
Because v 2 starts with δ and u 2 starts with παβ, v Unfortunately this problem is at least as complicated as a similar problem for Gelfand-Ponomarev algebras which is very much open.
The construction of a superdecomposable module
In this section we give a direct construction of a superdecomposable pureinjective module over the string algebra A from the previous section. For instance, if q = δγC < q = δγBC, then f (q) = πβαC , hence 
Discussion
Now, as a superdecomposable pure-injective module M over a string algebra has been constructed, it is interesting to know how complicated is the theory of direct sum decompositions of M . We briefly discuss a tool that could be used to answer this question.
Recall (see [27, Thm. 9] ) that if M is a pure-injective right module (over any ring) with the endomorphism ring S, then S = S/ Jac(S) (the factor of S modulo its Jacobson radical) is a von Neumann regular right selfinjective ring, and idempotents are lifted modulo Jac(S). What follows (see [6] ) is that the direct sum decompositions of M are essentially the same as the decompositions of S as a right module over itself. But the direct sum decompositions of right self-injective von Neumann regular rings are well understood (see [8] ). For instance, there is a unique decomposition However, it is quite possible that a superdecomposable pure-injective module has type I. For instance, by [19] , this is the case for every pure-injective module over a commutative valuation domain. Thus, type I is the easiest instance of superdecomposability. It would be also interesting (though it far exceeds the scope of this paper) to reveal a connection between representation type of a finite dimensional algebra A and the complexity of its pure-injective modules. It seems to be plausible that every wild finite dimensional algebra has a (superdecomposable) pure-injective module of type III. What can we say about tame finite dimensional algebras? The following is just an instance of this question. 
