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Equations of motion for multitield flow are defined; their solutions depend con- 
tinuously on the initial data in the class of functions with finite resolution. 
The idea of studying fluid motion as a continuous velocity vector field is 
attributed to Euler [ll]. Sometimes it proves useful to generalize this idea 
and consider more than one field flowing in the same region of space. A 
multzfield flow consists of n velocity vector fields {U,(x, t)} defined on a 
common three-dimensional domain Y. Examples of real flows which 
suggest multilield models include rain or hail falling through the 
atmoshphere, foam on a wave, a boiling liquid, and a plasma of variously 
charged particles. The multifield model approximates such real flows by 
treating the fields as interpenetrating. The term multifield is due to Harlow 
C161. 
In a multifield flow model, each velocity field carries a material whose 
mass obeys a conservation law. Let A, be the macroscopic density of 
material k, that is, the mass of material k per unit volume in V. Like the 
U,, the A, are assumed continuous and defined on all of V’“. If A, and Uk 
are differentiable, the Reynolds transport theorem applies, and 
8,Ak+V.(AkUk)=0. (1) 
(If the fields exchange mass, the right side will be nonzero.) 
The material fields also are constrained to till the available volume 
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throughout V.. To express this we introduce microscopic densities pk, and 
consider A, pkm ’ , which is the volume fraction of field k. Then 
(2) 
Thus the fields carry a volume partition of unity on the domain W‘. 
To simplify matters, we assume from now on that the pk are constants, 
so that the multifield flow is totally incompressible. In this case, Eq. (1) is 
equally true whether Ak stands for macroscopic density, or for volume frac- 
tion. The volume measure of each field is the same as its measure by mass. 
Note also that 0 < A, < pk, with equality only in degenerate regions of 
fewer than n fields. 
A complete initial value problem for multifield flow can be specified if 
equations of motion are known. A simple generalization of the Euler 
equations would be 
pk[d[u,+u,-vuk] +vP= Fk. (3) 
The pk are (constant) microscopic densitites, the Fk are forces, and a 
homogenized pressure P has been introduced. Other candidates exist for 
the equations of motion (cf. Drew [2] and Stewart and Wendroff [ 141); 
Eqs. (3) are the simplest. 
Associated with Eqs. (l)-(3) we have the natural boundary conditions 
U,*n=O (4) 
on the boundary of the common flow region V, and initial values for the 
Ak and U, in V at time 0. 
We may accept Eqs. (l)-(3) as axioms (of approximation) for multifield 
flow, but it is not necessary to do so. The same equations can be derived, 
either using Liouville integrals [ 151, or by applying an averaging operator 
to the microscopic flow equations of each material [2, 7, 141. The averag- 
ing may be over space, over time, or over statistical ensembles. 
With all these roads leading to Eqs. (l)-(3), it may come as a surprise 
that the natural initial value problem for them is usually ill-posed in the 
sense of Hadamard. Equations (1 t(3) have characteristic velocities which 
are in general not real [2, 141. This is readily seen for one space dimension 
and two fields, where two characteristic velocities are found to satisfy 
A,p,( U1 - I)’ + Al p2( Uz - i)* = 0. 
Since A, and pk are nonnegative, there will be real roots A only in the 
degenerate cases U, = U, or A, = 0 or A, = 0. 
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An initial value problem for equations having complex characteristic 
velocities presents an analogy with the Laplace equation. The latter is ill- 
posed as an initial value problem because solutions do not depend con- 
tinuously on the initial data; see [lo, p. 79ff.l and [12, Chap. 11: The same 
is true for more general linear equations having complex characteristics 
[6]. For nonlinear equations the question of continuous dependence is not 
settled, but Lax [6] gives strong evidence that here too continuous depen- 
dence is lacking if the characteristics are not real. 
We shall prove that solutions of (l)-(4) do depend continuously on the 
initial data if attention is confined to a class of functions which we call 
functions of finite resolution. 
THEOREM. Let A,, Uk, P be a solution of the mult$eld Eqs. (l)-(4). If 
Ak and P are functions of finite resolution, and if all macroscopic densities 
are bounded away from zero, then A,, Uk, P is unique and depends con- 
tinuously on the data (in the square integral sense) among all solutions A;, 
U;, P’ in the same class. 
The functions of finite resolution arise in a natural way, as we now 
demonstrate. 
FUNCTIONS OF FINITE RESOLUTION 
In deriving Eqs. (l)-(3) via space averaging, the microscopic flow 
variables are transformed by integrating them over a control volume U; see 
Fig. 1. The size and shape of o may depend on its location, and even on 
time; but it should always have some minimum content. 
In such a scheme, A, appears via the integral 
A&, t)=‘j PkXk, 
v u( r.1) 
where v is the volume of V, and Xk is the characteristic function of material 
k, i.e., 1 where material k is microscopically present, and 0 elsewhere. 
FIELD I 
FIELD 2 
FIG. 1. An averaging box in a multitield flow 
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If ‘U has fixed size and shape, or if its shape varies continuously, in space, 
then the averaging operator (l/u) j,, is a smoothing operator. Further, this 
operator produces only macroscopic densities whose gradients satisfy a 
uniform bound. 
LEMMA. Zf the control volume u has fixed size and shape with volume v 
and surface area S, then A, defined above satisfies 
where I = v/S. 
For proof, observe that A, changes most rapidly when the flux of pkxk 
across the suface of 7, is greatest; this can be no greater than S multiplied 
by the greatest magnitude of pkxk, which is pk. 
A similar bound holds if v =v(x, t) changes size or shape, with I 
depending on the largest rate of deformation of V. 
We emphasize this lemma because it is potentially more general than the 
equations of multifield flow; we refer to A, as a function of resolution 1. 
As a corollary, a microscopic variable n bounded above by I7 and below 
by 0, defines 
P(x, t,=q 71 
t‘ ,‘( r,/J 
satisfying 
Note that Ak has finite resolution by definition; in the case of P, we must 
restrict the microscopic pressure rr by physical hypothesis. 
ENERGY INTEGRAL ESTIMATES 
The preceding lemma provides the means for establishing continuous 
dependence of solutions of (l)-(4) on the initial data. We now use the 
estimate of the lemma as an a priori bound on solutions, in the spirit of 
John [4]. To carry through this plan of attack, we choose the method of 
energy integral estimates. For simplicity, we will write the estimates for two 
material fields, so that k is either 1 or 2. 
Consider a basic two-field motion Ak, Uk, P in a volume -Y- satisfying 
Eqs. (l)-(3) and subject to the boundary conditions (4). The question of 
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continuous dependence on the initial data can be put as follows: If a 
second motion differs from the basic motion by perturbations c(~, uk, p, will 
the perturbations necessarily be small at t > 0 if they were initially small? 
The perturbations may of course grow with time, but physically we expect 
that a certain accuracy in the initial data will guarantee a fixed accuracy in 
the solution at time t. 
Subtracting Eqs. (l)-(3) from the corresponding equations satisfied by 
A, + elk, U, + uk, P+p gives the equations 
(cY,), + V * (A, + q) uk + V - a,U, = 0, 
t”k), + uk * VU/,+(U,+Uk)'VU/,+~~lVp=O, 
(5) 
which govern the evolution of an arbitrary disturbance to the basic motion. 
Note that cr,p;’ + cr,p;’ = 0, as a consequence of (2). (Remember that our 
CI is a perturbation of a macroscopic density, which differs from the usual 
notation in the multiphase flow literature.) 
To estimate the growth of a disturbance, we consider the following 
generalized energy integral 
where 
Here and in the sequel, all integrals shall be understood as over all of V(t), 
with t fixed. 
In addition to bounds on the energy growth of the field energies &k of the 
disturbance, we must also insure that the material distribution of the fields 
changes in a controlled way. This is the reason for the last two terms in Q. 
Entirely analogous terms appear in the energy stability analysis of the 
Oberbeck-Boussinesq equations (cf. [5, Chap. VIII]). Of course in that 
case, no a priori bounds are needed to establish continuous dependence: 
there being only one velocity field, the migration of concentrations can (in 
the absence of diffusion) be followed along paths described by the single 
velocity field. 
Our goal is the same as in the single fluid theory [ 11, Sect. 721, namely, 
to lind a bound for the time rate of change of Q in terms of Q itself. Apply- 
ing the Reynolds transport theorem to the last terms in Q gives 
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:d:j2:=jn,(?,),+~/v.1:u, -- 
= a,[-V~(A,+a,)u,-V~2,U,]+0 i‘ 
= [(Ak+~k)Uk+@.kUk]‘Va, s 
- V~[a,(A,+a,)u,+a;U,] 5 
using the divergence theorem and the fact that no held is transported 
across the boundary of V. This also makes the last integral above vanish, 
so the last line can be bounded (via the Lemma) in terms of Q, 
M=sup IU,l, as 
by use of the inequality 2ab d la2 + 1~ ‘b’, i > 0, and the lemma. V denotes 
the volume of Y. 
To bound the growth of &, we again apply the Reynolds transport 
theorem 
ii&k=; j (Ak+~kLPku:+ j(A, akbkuk-(uk), 
+f jvqAk+cc,)p,u:U,. 
The last term is zero, and also equals 
=; V-(A,+a,)p,u:U, 5 
= (Ak + ak) PkUk * v”k ‘“k+;j”,, k@ ’ (A, + uk) u,. 
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Applying this identity and the corresponding one with Uk replaced by uk, 
we find 
;-$=fjp kUX(Ak + akL + V - (Ak + ak)Wk + h)l 
+ j cAk + ak) Pk”k ’ vuk - t”k + uk) 
+ (Ak+akbkuk+k)t. 
s 
The first term on the right side is zero by virtue of A, + ak, Uk + uk satisfy- 
ing the material transport equation (1). The second term is just what we 
shall want to eliminate Vu, once the equation of motion of uk is substituted 
in the last term above, 
+ j (Ak + ak) Pk”k 
= - (Ak+ak)pkuk’vuk’uk I 
- (Ak+ak)uk’vp. I 
We note that if (Ak + ak) were replaced by Ak in the definition of gk, it 
would not be possible to eliminate the term uk * Au, - uk. 
To bound the last expression, we let D be an upper bound for the sym- 
metric part of -WI,, from the deformation matrix of the basic motion. 
Then the lemma applied to p leads to 
combining this with the earlier square integral growth bound on ak gives 
where C, depends only on A4 and D, while C, depends only on the bounds 
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from the lemma for A, and for P. This ordinary differential inequality can 
be integrated to give 
Q(r)<Q(O)exp[C,(1+3, ‘)t]+CZ,?f. 
If the basic motion and the a priori bounds from the lemma are given, and 
a fixed t > 0 is chosen, then Q(t) can be made small be choosing first 1. and 
then Q(0) sufficiently small. If the A, + ak are bounded away from zero, we 
can then conclude that tlk, uk remain small in the square integral sense up 
to time t. This proves the following: 
THEOREM. Let Ak, U,, P be a solution of the initial value problem (l)- 
(4) for multifield flow. Furthermore, assume that A, and P are functions 
with resolution 1. Then the solution is unique and depends continuously on 
the initial data, within the class of nondegenerate fields whose macroscopic 
densities and pressures are of resolution 1. 
We remark that the nondegeneracy condition (Ak + !xk bounded away 
from zero) can be viewed as an additional form of coarse resolution: the 
averaging volume may never be so small as to miss a field. 
This theorem establishes two of Hadamard’s three conditions for well- 
posedness, the other being that a solution exists for all appropriate initial 
data. The question of existence has proved very difficult even for single 
fluid flows, and we shall not discuss it here. 
In practical multifield flow problems, interlield interaction terms appear 
in Eqs. (3) which can substantially complicate matters. However, we could 
easily consider the effect of a simplified linear interfacial drag force 
-F,(U, -U,) acting on the motion U, and oppositely on U,. If F, is 
constant, the same continuous dependence can be proven. Indeed, the 
principal effect of including linear drag is the appearance of - F,(u, - u2)* 
in the expression bounding dQ/dt, and such a term is always stabilizing. 
As a final remark, we note that the continuous dependence we have 
established is of logarithmic type: the size of the perturbation at time t 
decreases only with the logarithm of the initial perturbation. Based on the 
analogy to the Cauchy problem for Laplace’s equation, a stronger result 
should hold. That we have not obtained the stronger result is typical of the 
energy integral method (cf. [9, Sect. 2.51). See also John [4] in this regard. 
REMARKS ON STABILITY 
It is natural to ask whether the energy integral estimates can be extended 
(as they can in the single field case) to establish the existence of stable, 
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steady motions of highly dissipative flows. In other words, when can we 
expect laminar multifield flow? 
Real multifield flows always have some dissipation due to viscosity of the 
fluids, which introduces a second-order term such as pkV2U, into the 
equation of motion. Such effects occur even when one of the fields consists 
of solid particles, since the particles can exert shear stresses on each other 
by transmission through the surrounding fluid [S]. Thus, ,uLk is not 
necessarily the microscopic viscosity of field k. 
If sufficient viscous dissipation is present in the single fluid flow 
equations, then we know from energy stability theory (cf. [S, and 111) that 
any initial perturbation of a basic motion dies out as t + co. A direct 
generalization to multifield flow equations would show that Q(t) decreases 
as t + co, which seems to require not only viscous dissipation in the 
equations of motion, but also a diffusion term in the material transport 
equation. Most multifield flow models [2, 14, 151 do not include such 
terms; there is usually little reason to expect the macroscopic densities to 
diffuse if the flow is at rest. 
There is, however, one occasion when diffusion is necessarily present in 
the continuity equations (1). The current numerical methods for multifluid 
problems are finite difference techniques which, even when they neglect 
physical dissipative forces, introduce a certain artificial dissipation into the 
numerical scheme, often via donor-cell differences. Some dissipation is 
necessary for numerical stability in two-fluid calculations [ 131 but little is 
known about the effect of numerical dissipation on the simulation of large 
scale flow oscillations. 
In the spirit of the heuristic stability theory of Hirt [3], let us consider 
briefly the simplified dissipative system 
(AkIt +v* (AkUk) = dJ2Ak, 
AkPdUk)r + A,p,Uk * VU,, + A,VP= P~V*U~ + AkFk, 
(6) 
which includes both viscous dissipation, governed by constants pk, and 
material diffusion, governed by constants dk. Following the energy stability 
analysis for a single fluid, we can determine the stabilizing effect of dis- 
sipative terms on the evolution of Q. For c(~ we find 
+ d,a,V . Vcc,. 5 
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If we assume that A, is given on the boundary of ?“‘, then the last term on 
the right above is 
s dgx,V.Va,= - dk /Va,l* I 
6 -d,Lp2 cc:. 
s 
This estimate is the inequality of Poincark (cf. [ 5, Vol. I, p. 13]), and L is a 
length determined from the geometry of Y. The effect of this term can 
counteract he M2 growth term above if dk is large enough. 
We estimate the mechanical energy similarly; extra terms arise due to the 
nonlinearity of the equation for uk, and due to the appearance of the 
material diffusion term. A straightforward analysis would need, in addition 
to a sufficiently large pk and dk, values of d, which are small compared to 
lpk, and a basic motion for which VU/, is small. We could then conclude 
that Q remains bounded by Cd/C3 as t + co. Perturbations need not die 
out completely, but are eventually reduced to a magnitude which varies 
inversely with dissipation. 
This is certainly weaker than the single fluid result; even these limited 
conclusions suppose a sufficiently strong material diffusion effect. If 
material diffusion is negligible, our only recourse at present for stability 
analysis is linearization [ 1, S] or numerical simulation. In numerical 
simulations, it may be important to understand and control the qualitative 
effects of numerically induced material diffusion. 
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