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a b s t r a c t
Rough set theory, initiated by Pawlak, is a mathematical tool in dealing with inexact and
incomplete information. Various types of uncertainty measure such as accuracy measure,
roughness measure, etc, which aim to quantify the imprecision of a rough set caused by its
boundary region, have been extensively studied in the existing literatures. However, a few
of these uncertainty measures are explored from the viewpoint of formal rough set theory,
which, however, help to develop a kind of graded reasoning model in the framework of
rough logic. To solve such a problem, a framework of uncertainty measure for formulae in
rough logic is presented in this paper. Unlike the existing literatures, we adopt an axiomatic
approach to study the uncertaintymeasure in rough logic, concretely, we define the notion
of rough truth degree by some axioms, such a notion is demonstrated to be adequate for
measuring the extent towhich any formula is roughly true. Then based on this fundamental
notion, the notions of rough accuracy degree, roughness degree for any formula, and rough
inclusion degree, rough similarity degree between any two formulae are also proposed. In
addition, their properties are investigated in detail. These obtained results will be used
to develop an approximate reasoning model in the framework of rough logic from the
axiomatic viewpoint.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Rough set theory [1,2] is proposed to account for the definability of a concept in terms of some elementary ones in an
approximation space. It captures and formalizes the basic phenomenon of information granulation. The finer the granulation
is, the more concepts are defined in it. For those concepts not definable in an approximation space, the lower and upper
approximations can be defined. Recent years have witnessed a wide application of rough set theory in intelligent data
analysis, decision making, machine learning and other related fields [3–5].
Since the inception of rough set theory, various types of uncertainty measures such as accuracy measure, roughness
measure for rough sets, etc., which aim to quantify the imprecision of a rough set caused by its boundary region, have
been extensively studied in the literatures (see [1,2]). For instance, let (U, R) be an approximation space with U being a
nonempty finite set and R being an equivalence relation imposed upon U , then for any rough set X , the notion of accuracy
measure (always denoted by αR(X)) for X is defined through measuring the ratio of the lower approximation R(X) of X
in its upper approximation R¯(X), i.e., αR(X) = R(X)R¯(X) . Based upon the fundamental notion, the rough measure of a rough
set (denoted by ρR(X)) is defined ρR(X) = 1 − αR(X), which reflects the intuitive idea that if a rough set is accurate to
✩ Project supported by the National Nature Science Fund of China under Grant 61103133 and 61100166, Scientific Research Program Funded by Shaanxi
Provincial Education Department (Program No. 11JK0473) and Natural Science Foundation of Jiangsu Province of China (No. BK2011492).∗ Corresponding author. Tel.: +86 15829545668.
E-mail addresses: yanhongshe@xsyu.edu.cn, yanhongshe@gmail.com (Y. She).
0898-1221/$ – see front matter© 2011 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2011.10.074
84 Y. She, X. He / Computers and Mathematics with Applications 63 (2012) 83–93
a larger degree, then it is rough to a lower extent, and vice versa. Recently, as the graded version of rough equality, the
notion of rough similarity degree between any two rough sets have also been proposed [6]. These proposed notions are not
theoretical, but also helpful in knowledge discovery in information tables. However, all the above analyses are restricted to
the set theoretical rough set model (crisp or fuzzy), they are seldom explored from the viewpoint of formal rough set theory,
which, however, help to develop a kind of approximate reasoning method in the framework of rough logic. To solve this
problem, we made a modest attempt in this perspective in [7], wherein we adopt the integrated way to evaluate the rough
goodness of formulae and the notion of rough truth degree is thus proposed. By employing various probability measures on
the valuation set of rough formula, different types of rough truth degrees can be proposed. In this paper, by abstracting the
common properties various types of rough truth degrees share, we propose an axiomatic definition of rough truth degree,
that is, we define it by some axioms, then based upon this fundamental notion, the notions of accuracy degree, roughness
degree for any formula and rough inclusion degree, the rough similarity degree for any two formulae are also introduced
and their properties are examined in detail. The obtained results are not only theoretical, but also helpful in developing a
kind of approximate reasoning in the framework of rough logic.
The rest of this paper proceeds as follows: in Section 2,we briefly recall the rough logic PRL initiated by Banerjee in [8–10],
which is the central focus of this paper. Then in Section 3, the axiomatic definition of rough truth degree for rough formulae
is presented and its properties are examined in detail. Based upon the fundamental concept, the notions of roughness degree
and accuracy degree for each formula are defined, respectively, in Section 3. Furthermore, the notions of rough inclusion
degree and rough similarity degree are also proposed in Sections 4 and 5, respectively. Lastly, we complete this paper with
some concluding remarks, as stated in Section 6.
2. Review of rough set and rough logic
Let’s briefly review the basic notions of rough set theory initially proposed by Pawlak [1,2].
Definition 2.1. An approximation space is a tuple AS = (U, R), where U is a non-empty set, also called the universe of
discourse, R is an equivalence relation on U , representing indiscernibility at the object level.
Definition 2.2. Let AS = (U, R) be an approximation space defined as above. For any set X ⊆ U , if X is a union of some
equivalence classes produced by R, then we call X a definable set, and otherwise, a rough set. As for rough set, two definable
sets are employed to approximate it from above and from below, respectively. They are
R(X) = {x ∈ U|[x] ⊆ X}, (1)
R¯(X) = {x ∈ U|[x] ∩ X ≠ ∅}, (2)
where [x] denotes the equivalence block containing x.
Thenwe call R¯(X)(R(X)) rough upper (lower) approximation of X . Note that X is a definable set if and only if R¯(X) = R(X),
and therefore, we also treat definable sets as special cases of rough sets.
Definition 2.3 ([8–10]). A structure P = (P,≤,⊓,⊔,⇁, L,→, 0, 1) is a pre-rough algebra, if and only if
(1) (P,≤,⊓,⊔,→, 0, 1) is a bounded distributive lattice with least element 0 and largest element 1,
(2) ⇁⇁ a = a,
(3) ⇁ (a ⊔ b) =⇁ a⊓⇁ b,
(4) La ≤ a,
(5) L(a ⊓ b) = La ⊓ Lb,
(6) LLa = La,
(7) L1 = 1,
(8) MLa = La,
(9) ⇁ La ⊔ La = 1,
(10) L(a ⊔ b) = La ⊔ Lb,
(11) La ≤ Lb andMa ≤ Mb imply a ≤ b,
(12) a → b = (⇁ La ⊔ Lb) ⊓ (⇁ Ma ⊔Mb),
where ∀a ∈ P,Ma =⇁ L ⇁ a.
Example 2.4 ([8–10]). Let 3 = ({0, 12 , 1},≤,⊓,⊔,⇁, L,→, 0, 1), where≤ is the usual order on real numbers, i.e., 0 ≤ 12 ≤
1,⊓ and ⊔ are maximum and minimum, respectively. In addition,⇁ 0 = 1,⇁ 12 = 12 ,⇁ 1 = 0, L0 = L 12 = 0, L1 = 1.
Then it can be easily checked that 3 is a pre-rough algebra, and also the smallest non-trivial pre-rough algebra.
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Example 2.5 ([8–10]). Assume that AS = (U, R) is an approximation space, and P = {(X, X)|X ⊆ U}. Define operations
⊔,⊓,⇁, L on P as follows: ∀(X, X), (Y , Y ) ∈ P ,
(X, X) ⊔ (Y , Y ) = (X ∪ Y , X ∪ Y ), (3)
(X, X) ⊓ (Y , Y ) = (X ∩ Y , X ∩ Y ), (4)
⇁ (X, X) = (⇁ X,⇁ X), (5)
L(X, X) = (X, X). (6)
It can be easily checked that P is closed under the above operations, and moreover, (P,⊔,⊓,⇁, L, (∅,∅), (U,U)) forms a
pre-rough algebra.
The language of PRL consists of the set of propositional variables (also called atomic formulas) S = {p1, p2, . . . , pn, . . .},
and three primitive logical connectives ⇁,⊓ and L. The set of all the formulas in PRL is denoted by F(S), which is a free
algebra of type (⇁,⊓, L) generated by S.
In PRL, three additional logic connectives ⊔,M and → are defined as follows: ∀A, B ∈ F(S), A ⊔ B =⇁ (⇁ A⊓ ⇁
B),MA =⇁ L ⇁ A, A → B = (⇁ LA ⊔ LB) ⊓ (⇁ MA ⊔MB).
Definition 2.6 ([8–10]). The axioms of PRL consist of the formulas of the following form:
(1) A → A,
(2) ⇁⇁ A → A,
(3) A →⇁⇁ A,
(4) A ⊓ B → A,
(5) A ⊓ B → B ⊓ A,
(6) A ⊓ (B ⊔ C)→ (A ⊓ B) ⊔ (A ⊓ C),
(7) (A ⊓ B) ⊔ (A ⊓ C)→ A ⊓ (B ⊔ C),
(8) LA → A,
(9) L(A ⊓ B)→ LA ⊓ LB,
(10) LA ⊓ LB → L(A ⊓ B),
(11) LA → LLA,
(12) MLA → LA,
(13) L(A ⊔ B)→ LA ⊔ LB.
The inference rules are as follows:
(1) MP rule: {A, A → B} ⊢ B,
(2) HS rule: {A → B, B → C} ⊢ A → C ,
(3) {A} ⊢ B → A,
(4) {A → B} ⊢⇁ B →⇁ A,
(5) {A → B, A → C} ⊢ A → B ⊓ C ,
(6) {A → B, B → A, C → D,D → C} ⊢ (A → C)→ (B → D),
(7) {A → B} ⊢ LA → LB, {A → B} ⊢ MA → MB,
(8) {A} ⊢ LA,
(9) {LA → LB,MA → MB} ⊢ A → B.
The syntactic notions in PRL, such as theorem, refutable formula andΓ -consequence and logic equivalence can be defined
in a similarway as in commonly used propositional logic. Herewe still use the same denoting symbols such as⊢ A,⊥,Γ ⊢ A
and A ∼ B, etc.
Definition 2.7 ([8–10]). A valuation v in PRL is a map from the set of rough formulas F(S) to any pre-rough algebra
P = (P,≤,⊓,⊔,⇁, L, 0, 1) satisfying ∀A, B ∈ F(S),
v(A ⊓ B) = v(A) ⊓ v(B), (7)
v(LA) = L(v(A)), (8)
v(⇁ A) =⇁ v(A). (9)
Note that v also preservers the operations ⊔,M and→, which follows immediately from the definability of ⊔,M,→ by
⊓, L,⇁.
The semantic notions, for instance valid formulas (|H A), Γ -semantic consequences (Γ |H A), etc., can be defined in a usual
manner.
PRL is observed to be sound and complete with respect to the class of all pre-rough algebras, i.e.,
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Theorem 2.8 ([8–10]). ∀A ∈ F(S),Γ ⊆ F(S),Γ ⊢ A if and only if Γ |H A.
Moreover, it enjoys the following stronger completeness theorem (also called the standard completeness theorem).
Theorem 2.9 ([8–10]). ∀A ∈ F(S),Γ ⊢ A if and only if ∀v ∈ Ω3,∀B ∈ Γ , v(B) = 1 implies that v(A) = 1, whereΩ3 denotes
the set of all valuations v : F(S)→ 3 (see Example 2.4).
3. Axiomatic definition of rough truth degree for formulae in rough logic
In this section, we propose an axiomatic definition of rough truth degree, that is, we define it by some axioms.
Additionally, the properties of rough truth degree are investigated in detail and several concrete instances of the proposed
notion are also presented.
Definition 3.1. Let τ , τ : F(S)→ [0, 1] be two mappings satisfying the following properties: ∀A, B ∈ F(S)
(1) ⊢ MA implies that τ(A) = 1,⊢ LA implies that τ(A) = 1,
(2) τ(⇁ A) = 1− τ(A), τ (⇁ A) = 1− τ(A),
(3) τ(MA)+ τ(MA → MB) = τ(MB)+ τ(MB → MA),
τ(LA)+ τ(LA → LB) = τ(LB)+ τ(LB → LA),
(4) τ(MA) = τ(A), τ (LA) = τ(A).
Then we call τ , τ the rough upper truth degree mapping and rough lower truth degree mapping, respectively, and call
τ(A), τ (A) the rough upper truth degree and rough lower truth degree of A, respectively.
Remark 3.2. (I) Definition 3.1(1) reflects the normality condition, that is, the rough upper truth degree of any formula
A reaches the maximum value 1 if MA is a theorem in PRL. Similarly, the rough lower truth degree of A achieves the
maximum value if LA is a theorem in PRL.
(II) Condition (2) states that the notions of rough upper truth degree and rough lower truth degree are dual to each other.
(III) Conditions (3) and (4) reflect some internal properties of rough upper truth degree mapping and rough lower truth
degree mapping.
The axiomatic notions of rough truth degree mappings obey the following properties.
Proposition 3.3. Let τ , τ be the rough upper truth degree mapping and rough lower truth degree mapping, respectively, as
defined above, then ∀A, B, C ∈ F(S),
(1) If ⊢ MA → MB, then τ(A) ≤ τ(B),
If ⊢ LA → LB, then τ(A) ≤ τ(B).
(2) If ⊢ MA ↔ MB, then τ(A) = τ(B),
If ⊢ LA ↔ LB, then τ(A) = τ(B).
(3) If ⊢ A → B, then τ(A) ≤ τ(B) and τ(A) ≤ τ(B),
If ⊢ A ↔ B, then τ(A) = τ(B) and τ(A) = τ(B).
(4) If {MA,MB} are inconsistent, then τ(A ⊔ B) = τ(A)+ τ(B),
If {LA, LB} are inconsistent, then τ(A ⊔ B) = τ(A)+ τ(B),
If {A, B} are inconsistent, then τ(A ⊔ B) = τ(A)+ τ(B), τ (A ⊔ B) = τ(A)+ τ(B).
(5) τ(LA) = τ(A), τ (MA) = τ(A).
(6) τ(A) ≤ τ(A).
(7) τ(MA ⊔MB) = τ(MA)+ τ(MB)− τ(MA ⊓MB),
τ(LA ⊔ LB) = τ(LA)+ τ(LB)− τ(LA ⊓ LB).
(8) τ(A ⊔ B) = τ(A)+ τ(B)− τ(A ⊓ B), τ (A ⊔ B) = τ(A)+ τ(B)− τ(A ⊓ B).
(9) If ⊢ A ↔ MA, or equivalently, ⊢ A ↔ LA, then τ(A) = τ(A).
(10) If ⊢⇁ MA, then τ(A) = 0.
If ⊢⇁ LA, then τ(A) = 0.
Proof. (1) If ⊢ MA → MB, then we have from Definition 3.1(1) that τ(MA → MB) = 1, which, together with
Definition 3.1(3), implies that τ(MA) = τ(MB) + τ(MB → MA) − 1 ≤ τ(MB), hence, by Definition 3.1(4), we conclude
immediately that τ(A) ≤ τ(B).
It can be shown in a similar way that if ⊢ LA → LB, then τ(A) ≤ τ(B).
(2) It follows immediately from Proposition 3.3(1).
(3) It can be easily checked that if A → B is a theorem in PRL, so are MA → MB and LA → LB, and hence the desired
result follows immediately from Proposition 3.3(1) and (2).
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(4) Observe that M(A ⊔ B) is logically equivalent to MA ⊔ MB, which in turn is logically equivalent to⇁ MA → MB, in
addition,MB →⇁ MA is logically equivalent to⇁ (MA ⊓MB), then we have from Definition 3.1 and Proposition 3.3 that
τ(A ⊔ B) = τ(M(A ⊔ B))
= τ(MA ⊔MB)
= τ(⇁ MA → MB)
= τ(MB)+ τ(MB →⇁ MA)− 1+ τ(MA)
= τ(B)− 1+ τ(A)+ τ(⇁ (MA ⊓MB))
= τ(A)+ τ(B).
The other two equalities can be shown in a similar way as above, and hence are omitted here.
(5) Easy verification shows that ⊢ LA ⊔ M ⇁ A and {LA,M ⇁ A} are inconsistent, then by Proposition 3.3(4), we have
that τ(LA) = 1− τ(M ⇁ A), which, together with Definition 3.1(2) and (4), implies that τ(LA) = 1− τ(⇁ A) = τ(A).
Similarly, we can show that τ(MA) = τ(A).
(6) On account of the fact τ(A) = τ(LA), it suffices to show that τ(LA) ≤ τ(A), which follows immediately from
Proposition 3.3(1) and ⊢ LA → A.
(7)
τ(MA ⊔MB) = τ(MA ⊔ (MB⊓⇁ MA)) By ⊢ MA ⊔MB ↔ MA ⊔ (MB⊓⇁ MA)
= τ(MA)+ τ(MB⊓⇁ MA) By {MA,MB⊓⇁ MA} ⊢⊥ and Proposition 3.3(4)
= τ(MA)+ τ(MB)− τ(MA ⊓MB) By τ(MB) = τ(MB ⊓MA)+ τ(MB⊓⇁ MA).
The other equality can be shown in a similar way.
(8) It follows immediately from Definition 3.1(4) and Proposition 3.3(7).
(9) It can be shown easily that ⊢ A ↔ LA if and only if ⊢ A ↔ MA, and hence, it suffices to show that if ⊢ A ↔ MA, then
τ(A) = τ(A).
If ⊢ A ↔ MA, then by Proposition 3.3(3), we have that τ(A) = τ(MA), which, together with Proposition 3.3(5), shows
that τ(A) = τ(A).
(10) If ⊢⇁ MA, then τ(A) = τ(MA) = 1− τ(⇁ MA) = 1− 1 = 0, similarly, if ⊢⇁ LA, then τ(A) = τ(LA) = 1− τ(⇁
LA) = 1− 1 = 0. 
Definition 3.4 ([12]). Let A(p1, . . . , pn) ∈ F(S), and fA be the truth function induced by A, that is, fA(x1, . . . , xn) = v(A) for
v : F(S)→ 3 satisfying v(pi) = xi, i = 1, 2, . . . . Define two mappings τ , τ : F(S)→ [0, 1] below:
τ¯ (A) = 1
3n
|f −1MA (1)| =
1
3n
f −1A 12
+ |f −1A (1)| . (10)
τ(A) = 1
3n
|f −1LA (1)| =
1
3n
|f −1A (1)|. (11)
Proposition 3.5. τ , τ in Definition 3.4 are the rough upper truth degree mapping and rough lower truth degree mapping
in Definition 3.1, respectively.
Proof. It suffices to show that τ , τ satisfy the conditions (1)–(4) in Definition 3.1.
(1) If ⊢ MA, then by the soundness theorem in PRL, we have that v(MA) = 1 for each valuation v : F(S) → Ω3, by the
definition of fA, we further have that fMA(x1, . . . , xn) = 1 for any n-dimensional vector (x1, . . . , xn) ∈ {0, 12 , 1}n. And hence,
τ¯ (A) = 13n |f −1MA (1)| = 1.
Similarly, if ⊢ LA, then τ(A) = 1.
(2) Assume that A contains n atomic propositions p1, . . . , pn. Then we have that
τ(⇁ A) = 1
3n
f −1⇁A 12
+ f −1⇁A(1)
= 1
3n
f −1A 12
+ f −1A (0)
= 1
3n
(3n − |f −1A (1)|)
= 1− 1
3n
(|f −1A (1)|)
= 1− τ(A).
τ (⇁ A) = 1− τ(A) can be shown in an analogous manner.
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(3) Assume, without any loss of generality, that both A and B contain the same atomic propositions p1, . . . , pn, then by
Definition 3.4, we have that
τ(MA)+ τ(MA → MB) = 1
3n
f −1A 12
+ |f −1A (1)|+ 13n |f −1MA→MB(1)|
= 1
3n
f −1A 12
+ |f −1A (1)|+ 13n (3n − |f −1MA (1) ∩ f −1MB (0)|)
= 1
3n
f −1A 12
+ |f −1A (1)|+ 1− 13n
f −1A (1) ∪ f −1A 12

∩ f −1B (0)

= 1
3n
f −1A 12
+ |f −1A (1)|+ 1− 13n (|f −1A (1) ∩ f −1B (0)|)− 13n
f −1A 12

∩ f −1B (0)

= 1
3n
f −1A 12

∩ f −1B

1
2
+ 13n
f −1A 12

∩ f −1B (1)
+ 13n
f −1A (1) ∩ f −1B 12

+ 1
3n
(|f −1A (1) ∩ f −1B (1)|)+ 1.
Similarly, we can show that τ(MB) + τ(MB → MA) = 13n (|f −1A ( 12 ) ∩ f −1B ( 12 )|) + 13n (|f −1A ( 12 ) ∩ f −1B (1)|) + 13n (|f −1A (1) ∩
f −1B (
1
2 )|)+ 13n (|f −1A (1) ∩ f −1B (1)|)+ 1, and hence, τ(MA)+ τ(MA → MB) = τ(MB)+ τ(MB → MA).
τ(LA)+ τ(LA → LB) = τ(LB)+ τ(LB → LA) can be proved in a similar way.
(4) By Definition 3.4, τ(MA) = 13n (|f −1MA ( 12 )| + |f −1MA (1)|). Since for each valuation v : F(S) → Ω3, v(MA) ∈ {0, 1}, the
above equality can be simplified as τ(MA) = 13n |f −1MA (1)|. Moreover, on account of the fact that v(MA) = 1 if and only if
v(A) = 12 or 1, the above equality can be further written as τ(MA) = 13n (|f −1A ( 12 )| + |f −1A (1)|), and hence, τ(MA) = τ(A).
Similarly, we can show that τ(LA) = τ(A).
Thus, τ , τ in Definition 3.4 are the rough upper truth degree mapping and rough lower truth degree mapping in
Definition 3.1. 
Definition 3.6. Let Ω3 be the set of all valuations of the form v : F(S) → 3. For any formula A = A(p1, . . . , pn) ∈ F(S),
define a mapping ϕA : Ω3 → {0, 12 , 1} by
ϕA(v) = v(A). (12)
Then ϕA is called the A-induced function.
Remark 3.7. As shown in Definition 3.6, ϕA is uniquely determined by the segment v(n) = (v(p1), . . . , v(pn)) of v. Thus
the A-induced function ϕA reduces to the previously defined function fA : {0, 12 , 1}n → {0, 12 , 1}with the property that
ϕA(v) = fA(v(p1), . . . , v(pn)). (13)
Definition 3.8 ([11]). Let {Xk,Ak, µk}∞k=1 be a sequence of probabilistic measure spaces, i.e., ∀k ∈ {1, 2, . . .}, Xk is a
nonempty set, Ak is the σ -algebra on Xk and µk is the probability measure on Ak. Then we call the smallest σ -algebra
containing A1 × · · · × An × Xn+1 × Xn+2 × · · · (Ak ∈ Ak, k = 1, . . . , n, n = 1, 2, . . .) the product σ -algebra generated by
A1,A2, . . . and denote it byA. In addition, by taking X = Π∞k=1Xk, we call (X,A) a product space of {Xk,Ak, µk}∞k=1.
Theorem 3.9 ([11]). Let (X,A) be a product space of probability measure spaces {Xk,Ak, µk}∞k=1. Then there exists a unique
probabilistic measure µ on the σ -algebra A such that for each measurable set G of the form E × Xn+1 × Xn+2 × · · ·, where
E ⊆ X1 × · · · × Xn,
µ(G) = (µ1 × µ2 × · · · × µn)(E).
Especially, in case E = A1 × · · · × An,
µ(E × Xn+1 × Xn+2 × · · ·) = (µ1 × µ2 × · · · × µn)(E) = µ1(A1)× · · · × µn(An).
Definition 3.10. Suppose that Xk = {0, 12 , 1}, X = {Ω3,A, µ}, where Ω3 = (Xk)ω(k = 1, 2, . . .), A is the σ -algebra
generated by A1,A2, . . . , and µ is the infinite product measure of probability measures on X ′ks. Then for any formula
A ∈ F(S), define
τ¯ R(A) =
∫
Ω
ϕMAdµ, (14)
τ R(A) =
∫
Ω
ϕLAdµ. (15)
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Remark 3.11. Assume that A is a rough formula containing n atomic formulae p1, . . . , pn. Note first that ϕMA is a staircase
function and v(MA) ∈ {0, 1} for each valuation v : F(S)→ 3, it follows immediately that
τ R(A) = µ(ϕ−1MA(1)).
Also, since v(MA) = 1 if and only if v(A) = 12 or 1. (14) can be written as follows:
τ R(A) = µ

ϕ−1A

1
2

+ µ(ϕ−1A (1)).
Moreover, on account of the fact that the value of A under each valuation v is uniquely determined by its segment
v(n) = (v(p1), . . . , v(pn)), ϕ−1A ( i2 ) (i = 0, 1, 2) enjoy the form of E × Xn+1 × Xn+2 × · · ·, where E ⊆ X1 × · · · × Xn.
Denote
ϕ−1A

i
2

= E iA,n ×
∏
{Xk : k = n+ 1, n+ 2, . . .}, i = 0, 1, 2. (16)
Then it follows from the fact µ is the infinite product measure of the probability measures µ′ks (k = 1, 2, . . .) that
τ R(A) = (µ1 × µ2 × · · · × µn)(E1A,n)+ (µ1 × µ2 × · · · × µn)(E2A,n). (17)
Similarly, we can obtain
τ R(A) = (µ1 × µ2 × · · · × µn)(E2A,n). (18)
Proposition 3.12. τ¯ R, τ R are the axiomatic rough upper and lower truth degree mappings in Definition 3.1, respectively.
Proof. It suffices to show that both τ¯ R and τ R satisfy the conditions (1)–(4) in Definition 3.1. In the subsequent argument,
we always assume that A, B contains n atomic propositions p1, . . . , pn.
(1) If ⊢ MA, then we have from the soundness theorem of PRL that v(MA) = 1 for each valuation v : F(S)→ 3, by (16),
we further have that E1A,n = {0, 12 , 1}n. And thus, τ R(A) = (µ1 × µ2 × · · · × µn)(E1A,n) = 1.
Similarly, we can show that if ⊢ LA, then τ R(A) = 1.
(2) It follows from v(⇁ A) = 1− v(A) that
E0⇁A,n = E2A,n,
E1⇁A,n = E1A,n,
E2⇁A,n = E0A,n.
Then, we have from (17) that
τ R(⇁ A) = (µ1 × µ2 × · · · × µn)(E1⇁A,n)+ (µ1 × µ2 × · · · × µn)(E2⇁A,n)
= (µ1 × µ2 × · · · × µn)(E0A,n)+ (µ1 × µ2 × · · · × µn)(E1A,n)
= 1− (µ1 × µ2 × · · · × µn)(E2A,n)
= 1− τ R(A).
Similarly, we can show that τ R(⇁ A) = 1− τ R(A).
(3)
τ(MA)+ τ(MA → MB) = (µ1 × µ2 × · · · × µn)(E1A,n)+ (µ1 × µ2 × · · · × µn)(E2A,n)
+ (µ1 × µ2 × · · · × µn)(E2MA→MB,n)
= (µ1 × µ2 × · · · × µn)(E1A,n)+ (µ1 × µ2 × · · · × µn)(E2A,n)
+ 1− (µ1 × µ2 × · · · × µn)(E0MA→MB,n)
= (µ1 × µ2 × · · · × µn)(E1A,n)+ (µ1 × µ2 × · · · × µn)(E2A,n)
+ 1− (µ1 × µ2 × · · · × µn)((E1A,n ∪ E2A,n) ∩ E0B,n)
= (µ1 × µ2 × · · · × µn)(E1A,n)+ (µ1 × µ2 × · · · × µn)(E2A,n)
+ 1− (µ1 × µ2 × · · · × µn)(E1A,n ∩ E0B,n)− (µ1 × µ2 × · · · × µn)(E2A,n ∩ E0B,n)
= 1+ (µ1 × µ2 × · · · × µn)(E1A,n ∩ E1B,n)+ (µ1 × µ2 × · · · × µn)(E1A,n ∩ E2B,n)
+ (µ1 × µ2 × · · · × µn)(E2A,n ∩ E1B,n)+ (µ1 × µ2 × · · · × µn)(E2A,n ∩ E2B,n).
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Similarly, τ(MA)+ τ(MA → MB) = 1+ (µ1 × µ2 × · · · × µn)(E1A,n ∩ E1B,n)+ (µ1 × µ2 × · · · × µn)(E1A,n ∩ E2B,n)+ (µ1 ×
µ2 × · · · × µn)(E2A,n ∩ E1B,n)+ (µ1 × µ2 × · · · × µn)(E2A,n ∩ E2B,n).
And hence, τ(MA)+ τ(MA → MB) = τ(MB)+ τ(MB → MA). The other equality can be obtained in a similar manner.
(4) By (17), τ(MA) = (µ1 × µ2 × · · · × µn)(E2MA,n). Since v(MA) = 1 if and only if v(A) = 12 or v(A) = 1 for any
valuation v : F(S) → 3, we have E2MA,n = E1A,n ∪ E2A,n, which tells us that the above equality can be further written as
τ(MA) = (µ1 × µ2 × · · · × µn)(E1A,n)+ (µ1 × µ2 × · · · × µn)(E2A,n). And therefore, τ(MA) = τ(A).
Thus, τ¯ R, τ R are the rough upper and lower truth degree mappings in Definition 3.1.
Definition 3.1 enjoys the following equivalent form. 
Proposition 3.13. Let τ , τ : F(S) → [0, 1] be two mappings, then τ¯ , τ are the rough upper and lower truth degree mappings
in Definition 3.1 if and only if they satisfy the following conditions:
(1) If ⊢ MA, then τ(A) = 1, and if ⊢ LA, then τ(A) = 1.
(2) If ⊢ MA → MB, then τ(A) ≤ τ(B), and if ⊢ LA → LB, then τ(A) ≤ τ(B).
(3) If {MA,MB} is inconsistent, then τ(MA ⊔MB) = τ(MA)+ τ(MB),
If {LA, LB} is inconsistent, then τ(LA ⊔ LB) = τ(LA)+ τ(LB).
(4) τ(MA) = τ(A), τ (LA) = τ(A).
Proof. ‘‘⇒’’ It follows from Proposition 3.3.
‘‘⇐’’ It suffices to show that Definition 3.1(2)–(4) hold for any two formulae A, B ∈ F(S).
(1) To show τ(⇁ A) = 1− τ(A) and τ(⇁ A) = 1− τ(A) below, we need a preliminary result: τ(LA)+ τ(⇁ LA) = 1.
In fact, by virtue of ⊢ LA ↔ MLA,⊢⇁ LA ↔ M ⇁ LA and the inconsistency of {LA,⇁ LA}, we then have from
Proposition 3.13(1)–(3) that τ(⇁ LA ⊔ LA) = 1 = τ(LA)+ τ(⇁ LA), which in turn implies that
τ(⇁ A) = τ(M ⇁ A) By Proposition 3.13(4)
= τ(⇁ LA) By Proposition 3.13(2)
= 1− τ(LA)
= 1− τ(A) By Proposition 3.13(4).
Moreover, τ(⇁ A) = 1− τ(A) follows immediately from τ(⇁ A) = 1− τ(A) and Proposition 3.13(2).
(2) We will show first that τ(A ⊔ B) = τ(A)+ τ(B)− τ(A ⊓ B) below.
τ(A ⊔ B) = τ(M(A ⊔ B)) By Proposition 3.13(4)
= τ(MA ⊔MB) By Proposition 3.13(2)
= τ(MA ⊔ (MB⊓⇁ MA)) By Proposition 3.13(2)
= τ(MA)+ τ(MB⊓⇁ MA) By Proposition 3.13(3)
= τ(MA)+ τ(MB)− τ(MA ⊓MB)
= τ(A)+ τ(B)− τ(A ⊓ B), By Proposition 3.13(4),
where the penultimate equality holds due to {(MA ⊓MB), (⇁ MA ⊓MB)} ⊢⊥ and ⊢ MB ↔ (MA ⊓MB) ⊔ (⇁ MA ⊓MB).
Using this proven result, we can show that
τ(MA)+ τ(MA → MB) = τ(MA)+ τ(⇁ MA ⊔MB) By Proposition 3.13(2)
= τ(MA)+ τ(⇁ MA)+ τ(MB)− τ(⇁ MA ⊓MB) Proven result
= τ(MA)+ 1− τ(MA)+ τ(MB)− τ(⇁ (MA⊔⇁ MB)) By Proposition 3.13(2)
= τ(MB)+ (1− τ(⇁ (MA⊔⇁ MB)))
= τ(MB)+ τ(MA⊔⇁ MB) Proven result
= τ(MB)+ τ(MB → MA),
where the last equality holds due to ⊢ (MB → MA)↔ (⇁ MB ⊔MA).
(3)
τ(LA) = τ(⇁ M ⇁ A)
= 1− τ(M ⇁ A)
= 1− τ(LM ⇁ A)
= 1− τ(M ⇁ A)
= 1− τ(⇁ A)
= τ(A).
And hence, τ , τ are the rough upper truth degree mapping and rough lower truth degree mapping in Definition 3.1. 
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4. Accuracy degree and roughness degree of formulae in PRL
In this section, based upon the axiomatic definition of rough upper truth degree and rough lower truth degree, we further
propose the notion of accuracy degree and roughness degree of formulae in PRL. Such notions can be demonstrated to be
adequate for measuring the extent to which any formula is accurate and rough, respectively.
Definition 4.1. Let A ∈ F(S), define
Acc(A) = 1− τ¯ (A)+ τ(A), (19)
Rou(A) = τ¯ (A)− τ(A). (20)
Then we call Acc(A), Rou(A) the accuracy degree and the roughness degree of A, respectively.
Proposition 4.2. Let A ∈ F(S), then
Acc(A) = τ(MA → LA) = τ(MA → LA),
Rou(A) = 1− τ(MA → LA) = 1− τ(MA → LA).
Proof. An easy verification shows that ⊢ (MA → LA)↔ (⇁ MA ⊔ LA) and ⊢⇁ MA ⊓ LA →⊥, then by Proposition 3.3(4),
we have that τ(MA → LA) = τ(⇁ MA⊔LA) = τ(⇁ MA)+τ(LA)−τ(⇁ MA⊓LA) = 1−τ(MA)+τ(A) = 1−τ(A)+τ(A).
And hence, Acc(A) = τ(MA → LA) and Rou(A) = 1− τ(MA → LA).
Similarly, we can show that Acc(A) = τ(MA → LA), Rou(A) = 1− τ(MA → LA). 
The notions of accuracy degree and roughness degree obey the following properties.
Proposition 4.3. Let Acc, Rou : F(S)→ [0, 1] be the two mappings defined in Definition 4.1, then ∀A, B ∈ F(S),
(1) Acc(LA) = Acc(MA) = 1, Rou(LA) = Rou(MA) = 0.
(2) If A ∼ MA or A ∼ LA, then Acc(A) = 1, and Rou(A) = 0.
(3) A ∼ B implies that Acc(A) = Acc(B) and Rou(A) = Rou(B).
(4) Acc(A) = 1 if and only if τ¯ (A) = τ(A);
Rou(A) = 1 if and only if τ(A) = 0, τ¯ (A) = 1.
(5) For a fixed τ(A),Acc(A) strictly monotonically increase with τ(A);
For a fixed τ(A),Acc(A) strictly monotonically decrease with τ(A).
Proof. (1) We have from Definition 4.1, Definition 3.1(4) and Proposition 3.3(5) that Acc(LA) = 1 − τ(LA) + τ(LA) =
1− τ(A)+ τ(A) = 1. Similarly, Rou(MA) = 1− τ(MA)− τ(MA) = 1− τ(A)+ τ(A) = 1. Hence, Rou(LA) = Rou(MA) = 0.
(2) If A ∼ MA, or equivalently, A ∼ LA, then we have from Proposition 3.3(3) and (5) that Acc(A) = 1 − τ(A) + τ(A) =
1− τ(A)+ τ(MA) = 1− τ(A)+ τ(A) = 1 and Rou(A) = 0.
(3) If A ∼ B, i.e., ⊢ A ↔ B, then by Proposition 3.3(3), we have τ(A) = τ(B), τ (A) = τ(B), whence Acc(A) = Acc(B) and
Rou(A) = Rou(B) immediately follow.
Both (4) and (5) are clear by Definition 4.1. 
5. Rough inclusion degree between any two formulae in PRL
Given any two formulae A and B in F(S), then ⊢ A → B if and only if LA → LB and ⊢ MA → MB, whose semantic
interpretation is that for each valuation v : F(S) → P (see Example 2.5), v(A) is roughly included in v(B), that is,
R(v(A)) ⊆ R(v(B)), R(v(A)) ⊆ R(v(B)). Then one wonders that for any two formulae A, B, to what extent A is roughly
included in B, or in other words, to what degree ⊢ MA → MB and ⊢ LA → LB are true, etc. In this section, we aim to give
a positive answer to these questions by means of the proposed notion of rough truth degree, consequently, the concepts of
rough inclusion degree for any two formulae are thus introduced.
Definition 5.1. Let A, B ∈ F(S). Define
Inc(A, B) = τ(MA → MB), (21)
Inc(A, B) = τ(LA → LB). (22)
Then we call Inc(A, B), Inc(A, B) and Inc(A, B) the rough upper inclusion degree and the rough lower inclusion degree
between A and B, respectively.
The notions of rough upper inclusion degree and rough lower inclusion degree obey the following properties.
Proposition 5.2. Let Inc and Inc be the two mappings defined as above, then ∀A, B ∈ F(S),
(1) If ⊢ MA → MB, then Inc(A, B) = 1;
If ⊢ LA → LB, then Inc(A, B) = 1.
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(2) Inc(A, B) = τ(MA → MB), Inc(A, B) = τ(LA → LB).
(3) Inc(MA, A) = 1;
Inc(A, LA) = 1.
Proof. (1) It follows immediately from (20), (21) and Definition 3.1(1).
(2) It follows immediately from Proposition 3.3(9).
(3) It follows immediately from (21), (22) and Proposition 3.3(3). 
The notion of inclusion degree was introduced in [12]. In what follows, we will show that our proposed notion of rough
inclusion degree is another manifestation of inclusion degree in [12].
Recall that a partial order on a set L is a binary relation≤with the following properties: ∀x, y, z ∈ L,
x ≤ x (reflexive),
x ≤ y and y ≤ x imply x = y (antisymmetric), and
x ≤ y and y ≤ z imply x ≤ z (transitive).
Definition 5.3 ([12]). Let (L,≤) be a partially ordered set. If, for any a, b ∈ L, there is a relation number D(b/a) with the
following properties:
(1) 0 ≤ D(b/a) ≤ 1,
(2) a ≤ b implies D(b/a) = 1,
(3) a ≤ b ≤ c implies D(a/c) ≤ D(a/b), and
(4) a ≤ b implies D(a/c) ≤ D(b/c),
then D is called an inclusion degree on L.
In rough logic PRL, we define two binary relations≼ and≈ on F(S) as follows:
∀A, B ∈ F(S), A ≼ B ⇔⊢ A → B, A ≈ B ⇔⊢ A ↔ B.
Then an easy verification shows that ≈ is an equivalence relation, and moreover, (F(S),≼) can be seen as a partially
ordered set if we do not distinguish the formulae contained in the same equivalence class.
Proposition 5.4. Inc and Inc, as defined in Definition 5.1, both satisfy the conditions in Definition 5.3, and hence they are both
inclusion degrees on (F(S),≼).
Proof. We will only need to show that Inc is an inclusion degree in the sense of Definition 5.3.
(1) ∀A, B ∈ F(S), it is clear that 0 ≤ Inc(A, B) ≤ 1.
(2) If A ≼ B, that is, ⊢ A → B, then by Proposition 5.2, we have Inc(A, B) = 1.
(3) If A ≼ B ≼ C , then ⊢ MB → MC , which in turn implies that ⊢⇁ MC →⇁ MB, and therefore, we have
⊢ (⇁ MC ⊔MA)→ (⇁ MB ⊔MA), i.e., ⊢ (MC → MA)→ (MB → MA). Then, applying Proposition 5.2 and Definition 5.1
here, we obtain Inc(C, A) ≤ Inc(B, A).
(4) If A ≼ B, that is, ⊢ A → B, then for any formula C ∈ F(S), we have ⊢ (MC → MA) → (MC → MB), which in turn
implies that τ(MC → MA) ≤ τ(MC → MB), and hence, Inc(C, A) ≤ Inc(C, B). 
6. Rough similarity degree between any two formulae in PRL
A key notion in Pawlak’s rough set theory is rough equality, which states that any two sets X and Y are roughly equal if
and only if R¯(X) = R¯(Y ), R(X) = R(Y ) in the given approximation space (U, R), that is, each point ofU is definitely (possibly)
contained in X if and only if it is definitely (possibly) contained in Y . The syntactic version of rough equality in rough logic
PRL is rough logical equivalence between any two formulae, i.e., ⊢ LA ↔ LB,⊢ MA ↔ MB for A, B ∈ F(S). In this section,
we aim to grade the notion of rough equality in rough logic by means of the proposed axiomatic definition of rough truth
degree, which thus leads to an axiomatic notion of rough similarity degree.
Definition 6.1. Let A, B ∈ F(S), define
ξ¯ (A, B) = τ((MA → MB) ⊓ (MB → MA)), (23)
ξ(A, B) = τ((LA → LB) ⊓ (LB → LA)). (24)
Then we call ξ(A, B) (ξ¯ (A, B), ξ(A, B)) the rough (upper, lower) similarity degree between A and B.
The notions of rough (upper, lower) similarity degrees enjoy the following properties.
Proposition 6.2. ∀A, B, C ∈ F(S),
(1) ξ(A, A) = ξ(A, A) = 1.
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(2) ξ(A, B) = ξ(A, B), ξ(A, B) = ξ(B, A).
(3) If ⊢ MA ↔ MB, then ξ(A, B) = 1. and if ⊢ LA ↔ LB, ξ(A, B) = 1.
(4) If ⊢ A ↔ B, then ξ(A, B) = 1 and ξ(A, B) = 1.
(5) ξ(A, B) = τ((MA → MB) ⊓ (MB → MA)), ξ(A, B) = τ((LA → LB) ⊓ (LB → LA)).
(6) If ⊢ MA ↔⇁ MB, then ξ(A, B) = 0.
If ⊢ LA ↔⇁ LB, then ξ(A, B) = 0.
Proof. Both (1) and (2) are clear from Definition 6.1.
(3) If ⊢ MA ↔ MB, then we have from Definition 3.1(1) that ξ(A, B) = 1. Similarly, if ⊢ LA ↔ LB, then we have
ξ(A, B) = 1.
(4) If ⊢ A ↔ B, then it follows immediately that ⊢ MA ↔ MB and ⊢ LA ↔ LB, applying Proposition 6.2(3), we obtain
ξ(A, B) = 1 and ξ(A, B) = 1.
(5) Easy verification shows that ⊢ (MA → MB) ⊓ (MB → MA) ∼ M((MA → MB) ⊓ (MB → MA)) ∼ L((MA →
MB) ⊓ (MB → MA)), then by Proposition 3.3(9), the desired result immediately follows.
(6) If ⊢ MA ↔⇁ MB, then it can be easily verified that (MA → MB) ⊓ (MB → MA) is a refutable formula, then by
Proposition 3.3(10), we have ξ¯ (A, B) = τ((MA → MB) ⊓ (MB → MA)) = 0. Similarly, we conclude that if ⊢ LA ↔⇁ LB,
then ξ(A, B) = 0. 
7. Concluding remarks
In this paper, by adopting an axiomatic approach, we introduce the notion of rough truth degree with the intention of
measuring the degree towhich rough formulae are true. Then, based upon this fundamental notion, the uncertaintymeasure
such as accuracy measure, roughness measure are also proposed and their properties are investigated in detail. Lastly, we
introduce the notions of rough inclusion degree and rough similarity degree, a comparison with the existing notions is
presented and their properties are also investigated in detail. It deserves special mention that the similar research works
concerning uncertainty measures in rough set theory have been extensively studied in existing literatures, however, our
method is conducted in a completely different setting, i.e., the rough logic environment. By using these proposed uncertainty
measures, we will develop a kind of approximate reasoning model in the framework of rough logic later.
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