We present an algorithm for computing a d-dimensional subspace of the row space of a matrix. For an n×n matrix A with m nonzero entries and with rank(A)
Introduction
Computing the rank of a matrix, and, more generally, generating a row-reduced equivalent matrix is one of the most basic computational algebraic problems and considerable effort is devoted to obtaining efficient algorithms for these tasks (see, e.g. [5] ). One approach is naturally through Gaussian elimination. An old result of Hopcroft and Bunch [1] asserts that Gaussian elimination of a matrix requires asymptotically the same number of algebraic operations needed for matrix multiplication. It follows, in particular, that the algebraic complexity of rank computation of an n × n matrix over a field is O(n ω ) where ω < 2.376 is the matrix multiplication exponent [2] . In fact, no faster algorithm is known for general n × n matrices.
If A is sparse and has only m n 2 non-zero entries, it seems likely at first glance that computing a row-reduced matrix should be easier. Unfortunately, it is generally not known to be the case. This can be attributed to the negative result of Yannakakis [9] who proved that controlling the number of fill-ins (entries that were originally zero and become non-zero during the Gaussian elimination process due to pivoting) is an NP-Hard problem. The situation is somewhat better if we allow randomness. A seminal result of Wiedemann [8] implies, in particular an O(nm) Monte Carlo algorithm for solving a sparse linear system over a field. In particular the rank can be computed in O(mn) time which is faster than Gaussian elimination if m = o(n ω−1 ). A randomized Las Vegas algorithm for computing the null-space basis (and hence the rank) of a matrix was obtained by Eberly et al [3] . The expected running time of their algorithm in the case where
). The row-reduced matrix of a matrix A has rank(A) rows. In particular, any set of d rows (of the row reduced matrix) where d ≤ rank(A) spans a d-dimensional subspace of Rows(A) (the row space of A). The main result of this paper shows that generating a d-dimensional subspace of Rows(A) requires (in some cases significantly) less time than just computing the whole row-reduced matrix. In particular our result shows that if Rank(A) is relatively small then a row-reduced matrix can be found quickly. Another consequence is that queries of the form rank(A) > d can be answered much faster (depending on d) than just computing the rank. Our main result is the following. Theorem 1.1. Let A be an n × n matrix over an arbitrary field, containing m nonzero entries, and let d ≤ n be a positive integer. There is an algorithm that computes a d × n matrix with full row rank and which is a subspace of Rows(A). If rank(A) < d the algorithm generates a corresponding rank(A) × n rowreduced matrix. The running time of the algorithm is
As usual in algorithms that manipulate matrices, each algebraic operation in the field (addition, subtraction, multiplication, and division) has unit cost. If the field is finite and its number of elements is polynomial in n, then this also amounts to actual bit complexity (up to logarithmic factors). An obvious consequence of Theorem 1.1 is that it can be used to answer queries of the form rank(A) > d in the claimed running time. Another easy corollary of Theorem 1.1 is that a row-reduced matrix of A, and hence rank(A), can be computed in time which is a function of the rank. This is achieved, say, by applying Theorem 1.1 only O(log(n)) times with different values of d, binary searching for the correct rank. We thus have the following. Corollary 1.1. Let A be an n × n matrix over an arbitrary field, with m nonzero entries. There is an algorithm that computes a row-reduced matrix of A in time
If the matrix A is dense, say with m = Θ(n 2 ) then the running time in theorem 1.
For every d = n 1− this is faster than just performing Gaussian elimination from scratch. But even more efficiency is obtained when the matrix is sparse. For any m = n 2− we see that for sufficiently small values of d one can do better than O(n 2 d 0.376 ) and, in fact, for even smaller values of d the running time is even better than O(n 2 ) (as usual, it is assumed that the input matrix is given in a sparse representation). More precisely, if
then the running time becomes sub-quadratic and if d < n 2 /m the running time is
It is interesting to note that most, if not all, known matrix multiplication based algorithms do not exploit sparseness beyond some threshold of the form m β where β is a constant strictly less than 1 (e.g. [10] ) while the algorithm of Theorem 1.1 exploits sparseness already when m = n 2− for any . The proof of Theorem 1.1 is composed of two parts. The first part is a procedure that reduces the problem of computing a d-dimensional subspace of the row space of a sparse matrix to the problem of computing a ddimensional subspace of the row space of a dense, but smaller, rectangular matrix. The second part computes a d-dimensional subspace of the row space of a (possibly dense) rectangular matrix by repeatedly filtering out non-essential rows and replacing other rows with an equivalent set of rows spanning the same subspace. This part essentially uses the fact that matrices can be viewed as linear matroids.
Reducing sparse matrices to smaller dense rectangular matrices
We need the following result of Hopcroft and Bunch [1] asserting that Gaussian elimination of a matrix requires asymptotically the same number of algebraic operations needed for matrix multiplication. Recall that Gaussian elimination of a matrix B produces a reduced rowequivalent matrix. That is, a matrix with the same number of columns but with only rank(B) rows, and with full row rank.
Lemma 2.1. Let B be an × n rectangular matrix over an arbitrary field. Then Gaussian elimination of B can be computed using O(n ω−1 ) algebraic operations.
We note that by using fast rectangular matrix multiplication [4] it is possible to improve the exponent a bit in the case where is significantly smaller than n. However, the improvement is negligible in our case and so we do not consider it further. For the rest of this section A is an n × n matrix over an arbitrary field, containing m non-zero entries, and d is a positive integer not larger than n 2 /m. The element of A in row i and column j is denoted by a ij . We assume that the matrix is given with its sparse representation. That is, there are n linked lists R(i) for i = 1, . . . , n, where the i'th list contains items representing the nonzero elements of row i, sorted according to column index. Each item is therefore of the form (j, a ij ). Notice that it is straightforward to create the corresponding column lists C(j) for j = 1, . . . , n in linear O(m) time (we may assume that m ≥ n otherwise an entire row and column could be deleted). Proof. We partition the rows of A into n/s rectangular matrices, each with s rows and n columns (we ignore rounding issues as these have no effect on the asymptotic nature of the result). Denote the rectangular matrices by A 1 , . . . , A t where t = n/s. Thus, A 1 consists of the first s rows of A, A 2 consists of the next s rows of A, and so on. Clearly, a sparse representation of A i is obtained by just selecting the corresponding s row lists. Notice also that all the sparse column lists of all the A i 's can be generated from the column lists of A in total time O(m). Let c i denote the number of non-zero columns of
We can compact the A i by just discarding the zero columns of A i , thereby obtaining a matrix B i with s rows and c i columns. We do need to record the indices of the zero columns, or, equivalently, let c i (j) be the index of the j'th non-zero column of A i . That is, column j of B i is column c i (j) of A i .
Having constructed the B i 's, we now perform Gaussian elimination on each of them, thus obtaining reduced equivalent matrices C i with c i columns and with rank(B i ) = rank(A i ) rows for i = 1, . . . , t. By Lemma 2.1 the time required to construct C i is O(c i s ω−1 ). Thus, by (2.1), the overall running time required to construct all the C i is
Let D i be the matrix obtained from C i by taking the first d rows of C i . If C i has less than d rows (this happens if rank(
Expanding D i by plugging in the zero columns of A i in the appropriate locations (using the recorded values c i (j)) we obtain a matrix L i with n columns. Now, if rank(A i ) < d then L i is row-equivalent to A i (it spans the same row space as
Finally, take L to be the union of all the L i . Notice that L has at most dt = dn/s rows and n columns. Furthermore, if rank(A) < d then L is rowequivalent to A, as each L i must be row-equivalent to each A i . Otherwise, if rank(A) ≥ d then either L is row-equivalent to A or else Rows(L) is a subspace of Rows(A) with dimension at least d. As the most time consuming operation of the algorithm is (2.2), the lemma follows.
3 Proof of the main result Lemma 3.1. Let L be an × n matrix over an arbitrary field and let d be a positive integer not greater than /2. There is an algorithm that constructs a matrix L with at most /2 rows and n columns with the following Proof. We partition the rows of L into t = /2d rectangular matrices A 1 , . . . , A t , each with 2d rows and n columns (the last matrix A t may have more than 2d rows but less than 4d rows). Thus, A 1 consists of the first 2d rows of L, A 2 consists of the next 2d rows of L, and so on. We perform Gaussian elimination on each of the A i thus obtaining reduced equivalent matrices C i with n columns and with rank(A i ) rows for i = 1, . . . , t. By Lemma 2.1 the time required to construct C i is O(nd ω−1 ). Thus, the overall running time required to construct all the C i is
of Rows(L) with dimension at least d. As the most time consuming operation of the algorithm is (3.3), the lemma follows.
Proof of Theorem 1.1: We are given an n × n matrix A containing m nonzero entries, and a positive integer d. If d < n 2 /m we apply Lemma 2.2 with a value of s between d and n that will be chosen later after optimization. The result of this application is a matrix L 0 with n column and 0 ≤ d n/s columns satisfying the conditions of the lemma. If d ≥ n 2 /m we do not apply Lemma 2.2. In this case we simply set L 0 = A and 0 = n. Thus, we can now assume that in any case, L 0 is an 0 × n matrix so that if rank(A) < d then L 0 is row-equivalent to A and if rank(A) ≥ d then Rows(L 0 ) is a subspace of Rows(A) and Rows(L 0 ) has dimension at least d.
We now check if d ≤ 0 /2. If so, we apply Lemma 3.1 to L 0 and obtain a matrix L 1 with 1 ≤ 0 /2 rows and n columns with the properties guaranteed by the lemma. We repeatedly apply Lemma 3.1 to L i as long as d ≤ i /2 and obtain the next matrix L i+1 . We halt when d > i /2. After halting, we perform a final Gaussian elimination to L i and obtain the matrix B. If B has more than d rows, the output of the algorithm is just the first d rows of B. Otherwise, the output of the algorithm is B.
The correctness of the algorithm follows from two facts. At any stage of the algorithm, the rows of the present matrix L i form a subspace of Rows(A), and hence also at the end Rows(B) is a subspace of Rows(A). Thus, if B has at least d rows then the final output is just a d-dimensional subspace of Rows(A). On the other hand, if Rank(A) < d then each of the L i , as well as the final B, is row-equivalent to A. 
Choosing the optimal value for s which is s = (d ω−1 n 2 /m) 1/ω (notice that indeed s ≥ d for this choice) we obtain that the overall running time in this case is O(n 2−2/ω m 1/ω d ω−2+1/ω ), as required.
Concluding remarks and open problems
• Naturally, it would be interesting to improve the time complexity of Theorem 1.1. A possible approach would be to make sure that the matrix L in Lemma 2.2 is also relatively sparse, assuming that A is such. We know that such an L exists (after all, there trivially exist d rows of A that form a ddimensional subspace of Rows(A)), however we do not yet know how to find such an L. A possibly easier task is to improve the running time in Theorem 1.1 if we just settle for the seemingly easier problem of answering the query "rank(A) > d ?".
• An example of an interesting application of our main result is for the maximum matching problem in graphs. Given an n-vertex undirected graph with m edges, Lovász has shown that computing the exact cardinality of a maximum matching with high probability, amounts to computing the rank of an n × n matrix with O(m) non-zero entries over a finite field whose number of elements is polynomial in n. Hence, this leads to an O(n ω ) randomized algorithm for computing the cardinality of a maximum matching [6] . Now, suppose we just want to know, say, if there is a matching of cardinality at least d? Then, we can use the algorithm of Theorem 1.1 to answer this question. In some cases, this leads to the fastest known method for this task. For example, suppose that m = n ω−1/2 and d = n α where α ∈ (ω − 1/2, 2) (to avoid trivialities we must assume that m = o(nd) otherwise there trivially exist d independent edges). In this case the running time is O(n 2+α(ω−2) ). This should be compared to the O(n ω ) algorithm from [6] , or to the O(n 1/2 m) algorithm of of Michali and Vazirani [7] (the fastest known algorithm for maximum matching in terms of n and m for sufficiently sparse graphs) which, in this case, also takes O(n ω ) time.
