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We investigate the excitation spectrum of strongly correlated sodium cobaltate within a realis-
tic many-body description beyond dynamical mean-field theory (DMFT). At lower doping around
x=0.3, rather close to Mott-critical half-filling, the single-particle spectral function of NaxCoO2 dis-
plays an upper Hubbard band which is captured within DMFT. Momentum-dependent self-energy
effects beyond DMFT become dominant at higher doping. Around a doping level of x ∼ 0.67, the
incoherent excitations give way to finite-energy spin-polaron excitations in close agreement with
optics experiments. These excitations are a direct consequence of the formation of bound states
between quasiparticles and paramagnons in the proximity to in-plane ferromagnetic ordering.
PACS numbers: 71.27.+a,72.10.Di,71.45.-d
The relevance of electronic correlation effects beyond
the cuprate paradigm has become obvious in recent years
due to issues raised by materials such as cobaltates,
iron pnictides/chalcogenides, oxide heterostructures or
iridates. The experimental phase diagram of the quasi-
two-dimensional sodium cobaltate system NaxCoO2 ex-
hibits nearly all hallmarks of strongly correlated physics
(see Fig. 1a). Electron doping of stacked triangular
CoO2 layers via x Na
+ ions results in superconductiv-
ity upon intercalation with water [1], charge dispropor-
tionation [2, 3], Curie-Weiss behavior [4], in-plane ferro-
magnetic (FM) order [5–7] and a regime of large ther-
mopower [8]. The nominal low-spin oxidation state of
cobalt in this compound amounts to Co(4−x)+ with oc-
cupation 3d5+x. At low energy, the electronic states are
mainly governed by the t2g manifold of the Co(3d) shell,
which becomes completely filled in the band-insulating
x=1 limit. With a bandwidth W∼1.6 eV [9] and an esti-
mated on-site Hubbard interaction U of ∼3−5eV [10, 11],
the material is by all means located in the strongly cor-
related large U/W regime.
The appropriate theoretical tool to deal with strong
correlation physics is the dynamical mean-field theory
(DMFT). The formation of renormalized quasiparticles,
spectral-weight transfer to Hubbard excitations, local-
moment behavior and the Mott transition are well de-
scribed by means of a local but frequency dependent elec-
tronic self-energy Σ(ω) [12]. In sodium cobaltate, most
of the puzzling correlation physics however appears in
the strongly doped regime for x & 0.6 [13]. Some ex-
periments suggest that even the superconducting dome
occurs in the very same part of the phase diagram be-
cause of Co-charging effects via H2O [14]. Here the in-
plane magnetic characteristics change from antiferromag-
netic (AFM) tendencies towards FM [3, 15]. We will
see that, despite the high doping level, nonlocal correc-
tions to DMFT become important. Incorporating the
impact of the long-range FM fluctuations around the Γ-
point is naturally hard to achieve in cluster extensions
to DMFT. Not so for novel diagrammatic extensions
thereof, such as the dual (fermion/boson) [16, 17] ap-
proaches or DΓA [18]. In this work, we promote these
techniques to a new level by combining the dual-fermion
method with an ab-initio approach. This way, we are able
to show that the interaction of quasiparticles with collec-
tive magnetic excitations can lead to intriguing many-
particle excitations in real materials prone to magnetic
order. As our main result, we identify previously ob-
served excitations in correlated NaxCoO2 close to in-
plane FM order as intricate spin-polaron excitations.
Several works have shown [15, 19–21] that, due to the
t2g filling and trigonal crystal-field effects, the bulk of
the essential cobaltate physics may be described already
within an interacting effective one-band model of domi-
nant a1g character. Figure 1b displays the band structure
in the local density approximation to density functional
theory for sodium cobaltate at x=0.67. Besides the iso-
lated t2g-like manifold at low energy we readily see the
Fermi-surface-forming maximally-localized Wannier-like
band with dominant a1g-like character. Note that the
e′g-like hole pockets are filled at this doping. To good
approximation, the corresponding bands may be ignored
for the specific low-energy physics, leading to an effec-
tive one-band tight-binding description. For the hop-
ping amplitudes (t, t′, t′′) up to third nearest neighbor
(NN) distances we obtain values of (-178, 41, 27) meV at
x=0.67. The real-space Wannier orbital with local a1g
resemblance in Fig. 1c has not only significant weight on
the nearby oxygen ions. It also displays a mixed eg/e
′
g
structure on NN Co ions, rendering the entangled multi-
orbital contributions obvious. Including electron hopping
up to at least the third-nearest neighbors in subsequent
many-body treatments of NaxCoO2 is crucial. The long-
range hopping is essential to describe the band flattening
close to the Γ-point, resulting in an extended Van-Hove
singularity at the upper band edge for the cobaltate (t<0)
case. Since we do not expect any qualitative changes,
the full Wannier Hamiltonian for x=0.67 is used for the
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FIG. 1. (Color online) (a) Schematic T − x phase diagram
for the CoO2 planes in sodium cobaltate. The green bar
at x=0.5 marks the insulating charge-ordered state and the
dashed arrow indicates the possibility for superconductivity
close to x=0.67 [14]. (b) LDA band structure for x=0.67. The
lower panel shows a blow up of the region around εF with the
a1g-like Wannier band (blue). (c) Corresponding real-space
Wannier orbital in the CoO2 plane (Co: grey, O: red).
kinetic part in the many-body calculations at all investi-
gated doping levels.
With the derived Wannier dispersion ε(k), the com-
plete interacting problem is cast into an effective one-
band Hubbard model on the triangular CoO2 lattice, i.e.
H =
∑
kσ
ε(k)c†kσckσ +
∑
i
Uni↑ni↓ . (1)
Here k denote quasi-momenta and the index i labels
the lattice sites. The operators c
(†)
σ denote annihilators
(creators) for the Wannier electrons with spin projec-
tion σ =↑, ↓ and we write nσ=c†σcσ. In line with pre-
vious experimental and theoretical studies [10, 11], we
choose an on-site Coulomb interaction of U=5 eV. The
data discussed in the following is obtained at temperature
T=387K. At various doping levels x, we apply the dual
fermion (DF) approach [16] using ladder summation [22]
to solve this realistic many-body problem tailored to the
key NaxCoO2 physics.
In the dual fermion (DF) approach, the collective two-
particle excitations are described by the Bethe-Salpeter
equation (BSE) for the lattice vertex function Γ, which
reads
[Γ˜s/cν ]
−1
ωω′(q) = [γ
s/c
ν ]
−1
ωω′ − χ˜ων (q)δωω′ . (2)
Here ωn=(2n + 1)pi/β and νm=2mpi/β denote the
fermionic and bosonic Matsubara frequencies and the
equation is valid for the spin (s) and charge (c) chan-
nels. We use the tilde to indicate that the quantities are
defined in terms of dual fermions. Here γ plays the role of
the irreducible vertex and is given by the fully connected
vertex function of the DMFT impurity model. It is lo-
cal, but frequency dependent. The frequency dependence
is important for the description of the collective excita-
tions when correlations are strong. The BSE generates
the sum of ladder diagrams at all orders and describes
repeated particle-hole scattering which gives rise to long-
wavelength two-particle collective excitations [23].
In DF, we can describe the scattering of single-particle
with the collective excitations through a momentum de-
pendent (dual) electronic self-energy Σ˜ω(k). Using the
shorthand notation Γˆ
c/s
νωω′(q)=Γ˜
c/s
νωω′(q) − 12γc/sνωω′ , it can
be written as
Σ˜ω(k) =
∑
ανω′q
aαγ
ν α
ωω′G˜ω+ν(k+ q)χ˜
ω′
ν (q)Γˆ
ν α
ω′ω(q) , (3)
where the sum over α runs over the charge and spin chan-
nels and ac=1/2, as = 3/2. The frequency (momentum)
sums are understood to be normalized by the inverse tem-
perature β = 1/T and number of k-points, respectively.
The lattice Green’s function, which can be related to ob-
servables, is expressed in the following form [17]
Gω(k) = [g
−1
ω (1 + Σ˜ω(k)gω)
−1 + ∆ω − ε(k)]−1 . (4)
In the above, χ˜ων (q)=−
∑
k G˜ω(k)G˜ω+ν(k + q) de-
notes the dual particle-hole bubble, where G˜ω(k) =
GDMFTω (k) − gω. Subtracting the local self-consistent
impurity Green’s function gω from the DMFT lattice
Green’s function GDMFTω (k) = [g
−1
ω + ∆ω − εk]−1 ef-
ficiently avoids double counting of local contributions.
The local one- and two-particle Green’s functions to be
determined within the DF method as well as in compara-
tive single-site DMFT calculations are computed within a
continuous-time quantum Monte Carlo scheme [24] (see
supplement). It is known that charge-ordering effects
may influence the triangular hopping paths [25]. How-
ever nonlocal charge correlations are included in the DF
approach and two-particle spin and charge susceptibili-
ties are indeed very similar to recent DMFT+vertex re-
sults [21]. The principal physics discussed here is not
altered by the presence of charge ordering.
Figure 2 shows the DF and DMFT spectral functions
Aω(k) = −(1/pi) ImGω+i0+(k) in the unoccupied part
of the spectrum ω > 0 in reciprocal space and close to
the Γ point. At low doping x = 0.3, relatively close
to half filling, both DMFT and DF agree qualitatively
rather well, displaying a broadened quasiparticle (QP)
peak and an upper Hubbard band located at an energy
of ω ∼ 1 eV. Within DF, the upper Hubbard band is
shifted to slightly lower energies and considerably nar-
rowed. Because of the diagrammatic construction of the
3(a) ω
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FIG. 2. (Color online) Interacting momentum-resolved
NaxCoO2 spectral functions close to the Γ point in the di-
rection Γ → M and in units of 10−2 (2pi/a). The results are
for doping levels x=0.3 (a) x=0.67 (b). Results for DMFT,
dual fermion (DF) and DF restricted to charge fluctuations
are shown. The Fermi level is located at ω=0.
the dual self-energy (3), we can readily separate contri-
butions from collective spin and charge excitations. Re-
stricting the DF calculation to charge fluctuations re-
sults in a spectrum that is much closer to DMFT. At
this doping, the magnetic susceptibility is peaked at the
K-point of the Brillouin zone [21], which we confirm in
our data. There is hence a tendency to antiferromag-
netic ordering, but the system does not order because
of frustration. Instead, the presence of dynamical anti-
ferromagnetic correlations decreases the fluctuations and
leads to an interplay of Slater and Mott physics that in-
creases the coherence of the single-particle excitations.
A similar situation occurs in the two-dimensional square
lattice [26].
At x=0.67, the difference between DMFT and DF is
much more striking, giving rise to a qualitatively different
excitation spectrum above εF. In DMFT, the quasiparti-
cle peak is considerably larger and the QP weight Z is sig-
nificantly enhanced compared to the case of low doping.
This is expected, since Z ≈ 1 should hold far away from
half filling and towards the opposite (band-insulating)
endpoint x=1. We further see that the upper Hubbard
band has completely dissolved in the DMFT perspective.
In DF, on the contrary, the QP peak close to Γ is strongly
renormalized. The spectral function additionally exhibits
a broad sideband excitation at ω ∼ 0.3 − 0.4 eV. By re-
stricting the DF calculation to the charge channel only,
this sideband excitation disappears. This is a strong in-
dication that this excitation is of magnetic origin.
A weak absorption feature already present at room
temperature has previously been reported from optics ex-
periments of nearly-ferromagnetic Na0.7CoO2 for x=0.7
by Wan et al. [27]. The broad feature was observed in
the mid infrared at an energy of ω∼0.4 eV, which is in
remarkably good agreement with our result. The authors
of that work speculated about spin-polarons as one of the
possible mechanisms. This interpretation is not unlikely
due to an enhanced ferromagnetic susceptibility and the
presence of strong FM fluctuations at this doping. We
find that the leading eigenvalue of the magnetic chan-
nel of the Bethe-Salpeter equations is largest for q = 0,
i.e. for ferromagnetic alignment of the spins. This is
in line with paramagnons found in the vicinity of the Γ
point [21].
In elementary theory for the spin-polaron, one consid-
ers an electron in a ferromagnetic background and a sin-
gle magnon in the s−d [28–30] or t−J models [31]. In the
latter, the presence of bound states depends crucially on
the lattice dimensionality and anomalies in the electronic
spectrum. In three dimensions (3D) and small FM J > 0,
there are no spin-polaron bound states in an almost filled
band in presence of Nagaoka ferromagnetism [32]. This
is similar to the classical Slater-Koster impurity problem,
where a weak potential in a 3D crystal does not lead to
the formation of a bound state. In 1D however, a bound
state forms at arbitrarily small ratio of J/t [31]. For the
quasi-2D system the situation is marginal and depends
on the existence of the Van-Hove singularity in the band
structure. In order to obtain a qualitative description of
spin-polarons on the present triangular lattice, we con-
sider a numerical solution of the t− J model. The prob-
lem becomes tractable by restricting it to a state of a
single magnon and an excess charge carrier in the fer-
romagnetic state denoted |FM〉: c†iσS−j |FM〉 (S−j lowers
the spin at site j by 1). This allows us to compute the
dispersion E(k) of the resulting bound state numerically
(see the supplementary material for details).
In Fig. 3 we display the momentum-resolved DF spec-
tral function for x = 0.67 together with the model spin-
polaron dispersion E(k). We see an overall moderate
bandwidth renormalization in DF due to the high doping
level. Above the scattering states near Γ, we recognize
4FIG. 3. (Color online) Intensity plot of the interacting
k-resolved NaxCoO2 spectral function for Aω(k) (in arbi-
trary units) for doping x=0.67 along the high-symmetry lines
through Γ = (0, 0), M= (1/2,−1/2√3) and K= (2/3, 0) (in
units of 2pi/a). The spin-polaron states close to Γ are clearly
visible. Dark crosses show the solution for the spin-polaron
band in a t−J model.
the sideband of bound states. The qualitative descrip-
tion of the spin-polaron excitations through the simpli-
fied model is remarkable. The spectral weight of the re-
alistic calculation diminishes, but clearly extends in the
same direction as the model dispersion as one moves away
from Γ. Given the rudimentary nature of the model we
did not attempt to fit the value of the effective exchange
J . Nevertheless, the value of J = 0.1|t| = 17.8meV we
used here has the same order of magnitude and –given
the simplicity of the model– is quite close to experimental
results. Spin-model analyses of inelastic neutron data for
NaxCoO2 at high x yield J∼5-6 meV for the intra-layer
ferromagnetic spin coupling [33, 34]. Note that the effec-
tive J is not given by the (AFM) super-exchange −4t2/U
valid in the spin-1/2 Heisenberg-limit of the Hubbard
model close to half filling.
In order to better understand these results, it is in-
structive to scrutinize the mechanism by which the spin-
polarons emerge in the DF calculation. We recall that
the self-energy, Eq. (3), has the form of a convolution:
Σ˜ω(k) =
∑
νq G˜ω+ν(k + q)Sν(q), where Sν(q) encodes
information on the magnetic excitations at momentum
q. The dominant contribution to Σ near Γ, which is re-
sponsible for the bound states, stems from those terms
in the sum over q for which the product of G˜(k+q) and
S(q) dominates. Due to the presence of the Van-Hove
singularity, the density of states is large for k + q ≈ 0,
or |k| ≈ |q| ≈ 0. As mentioned previously, the suscepti-
bility also dominates for q ≈ 0. The self-energy is thus
dominated by the ferromagnetic spin excitations at this
wave vector.
The bound states in the many-body calculation hence
emerge from ferromagnetic paramagnons. This explains
the two most striking aspects of our results: In agreement
with the experiment, the sideband is rather broad [27].
The quick decay of these excitations is a result of the
fact that the lifetime of both the magnon excitations and
the quasiparticles is finite. In the simple model, the exci-
tations have infinite lifetime due to the absence of decay
channels. Secondly, their intensity vanishes quickly when
moving away from Γ. According to the foregoing, this
is a direct consequence of the fact that at x=0.67 and
elevated temperature, well-defined ferromagnetic param-
agnons only exist in close vicinity of the Γ-point [21].
We hence identify the sideband excitation as a spin-
polaron excitation originating from scattering between
quasi-particles and ferromagnetic magnons. The pres-
ence of the Van-Hove singularity at the top of the hole-
like band is crucial, because it effectively reduces the di-
mensionality of the problem. It provides a large density
of charge carriers and brings the system close to a Stoner
instability, which therefore exhibits a tendency towards
ferromagnetism. Note that for cobaltate, we have t<0.
For the opposite sign, the Van-Hove singularity occurs at
the bottom of the band. Thus the formation of a spin-
polaron state of the type described in Ref. [31] is once
more a consequence of the particular electronic structure
of sodium cobaltate [15, 21, 25].
To summarize, we have investigated the spectral prop-
erties of the doped Mott material NaxCoO2 within a com-
bined first-principles many-body description. The low-
doping regime is rather well described within DMFT,
although dynamical antiferromagnetic correlations lead
to an interplay of Slater and Hubbard physics and in-
creased coherence of the high-energy excitations. For
higher doping we found sideband excitations at ω ∼ 0.35
eV in close agreement with optics experiments. We have
identified these as spin-polaron excitations resulting from
bound states of quasiparticles with ferromagnetic para-
magnons. To our knowledge, this is the first theoretical
description of spin-polaron states emerging from dynam-
ical ferromagnetism. The presence of the extended Van-
Hove singularity in the realistic tight-binding spectrum
is crucial for this effect. We note that the impact of mag-
netic fluctuations onto charge transport in sodium cobal-
tate has already been described in a simplified model
picture in Ref. 35. The spin-polaron physics revealed
by us is qualitatively different from spin(-orbital) po-
larons as used by Khaliullin et al. [36] to describe strongly
renormalized bands in the occupied part of the spec-
trum of strongly doped sodium cobaltate. There, orbital-
dependent scattering involving the onsite Hund’s JH is
a vital ingredient. Here the much smaller inter-site J is
the driving force for the formation of the spin-polarons.
It is worthwhile to further study these many-body quasi-
bound states theoretically and experimentally. The latter
may be accomplished by high-resolution inverse photoe-
mission experiments or quasiparticle-scattering analysis
within scanning-tunneling-microscopy.
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6Supplemental Information
BAND STRUCTURE CALCULATIONS
Density functional theory in the local density approxi-
mation (LDA) is employed for the material-specific part.
To achieve finite doping in the pseudopotential approach,
an effective Na ion with nuclear charge ZNa+x is used
in virtual-crystal LDA calculations for a single-formula-
unit cell. Interlayer bonding-antibonding splittings are
thereby neglected. For the lattice parameters at x=0.67
the values a=2.83A˚ and c=10.90A˚ (given in double-layer
counting) are used. We utilize the relaxed LDA value
z0=0.084 for the O height as in the work by Singh [9].
DUAL FERMION CALCULATIONS
The dual fermion approach [16] is a diagrammatic ex-
tension of dynamical mean-field theory. As in DMFT,
the approach is based on a quantum impurity model sub-
ject to a self-consistency condition. In addition to the
impurity Green’s function and self-energy, the impurity
vertex function has to be computed. We employ a hy-
bridization expansion continuous-time quantum Monte
Carlo solver [37] with improved estimators [39] for the
self-energy and vertex for this purpose. These quantities
enter the dual Green’s function and interaction. The non-
local dual self-energy is evaluated within a Feynman-type
diagrammatic expansion and subsequently transformed
to obtain the physical self-energy or Green’s function.
Here we used the ladder approximation [22] in order to
capture the effect of the long-range collective excitations.
For the Monte Carlo as well as for the dual fermion
part for retrieving the interacting Green’s functions, we
employ a fully parallelized implementation. We exploit
the lattice symmetries and compute the diagrams on a
128 × 128 × 128 frequency-lattice grid using the fast-
Fourier-transform algorithm. For further details on the
dual fermion formalism and dual perturbation theory, see
Ref. [26].
BOUND STATES OF ELECTRON AND
MAGNON ON ARBITRARY LATTICES
We consider a ferromagnetic t−J model given by the
Hamiltonian
H =
∑
ijσ
tijc
†
iσcjσ −
1
2
∑
ij
Jij ~Si~Sj , (5)
where c
(†)
iσ destroys (creates) a particle with spin-
projection σ on the site i only if there is already a particle
with opposite spin. Jij > 0 corresponds to ferromag-
netic coupling. We call the state with every site occu-
pied by one electron with spin-up |FM〉. In the follow-
ing, we restrict the investigation to the specific sector
c†iσS
−
j |FM〉 ≡ |ij〉.
With the ansatz
|Ψ〉 =
∑
ij,i 6=j
ψij |ij〉 (6)
and the eigenvalue equation H|Ψ〉 = E|Ψ〉 it follows for
the coefficients ψij [31]
Eψij =
∑
k 6=j
tikψkj + tijψji +
∑
k 6=i
Jjk(ψij − ψik). (7)
From the definition of |ij〉 it is clear that |ii〉=0 holds.
We therefore define ψii=0. With the Fourier expansion
of the form
ψij =
∑
~q
ψ~q exp
[
i
(
~q ~Ri +
(
~Q− ~q
)
~Rj
)]
, (8)
ψ~q =
∑
ij
ψij exp
[
−i
(
~q ~Ri +
(
~Q− ~q
)
~Rj
)]
, (9)
we restrict the solutions to the subspace of electron-
magnon pairs propagating with the wave vector ~Q.
Transforming (7) via (9) leads to [31](
E − J0 − t~q + J~Q−~q
)
ψ~q =∑
~p
(
t~Q−~q−~p − t~p + J~Q−~p − J~q−~p
)
ψ~p , (10)
with J0=J~q=~0. This is a Fredholm integral equation of
the second kind with separable integral kernel (if we take
into account the hopping and exchange to a finite num-
ber of neighbors in real space). To solve that integral
equation we separate the kernel
K~q~p = t~Q−~q−~p − t~p + J~Q−~p − J~q−~p (11)
by rewriting it as
K~q~p =
∑
~R
[
t~R
(
ei(
~Q−~q−~p)~R − ei~p~R
)
+ J~R
(
ei(
~Q−~p)~R − ei(~q−~p)~R
)]
(12)
=
∑
~R
[
t~R
(
ei(−
~Q+~q)~R − 1
)
+ J~R
(
e−i ~Q~R − e−i~q ~R
)]
ei~p
~R
=
∑
~R
N~R(~p)M~R(~q) , (13)
where
N~R(~p) = e
i~p~R (14)
M~R(~q) = t~R
(
ei(−
~Q+~q)~R − 1
)
+ J~R
(
e−i ~Q~R − e−i~q ~R
)
.
(15)
7After dividing (10) by the factor on the lefthand side, i.e.
ψ~q =
∑
~R
M~R(~q)
E − J0 − t~q + J~Q−~q
∑
~p
N~R(~p)ψ~p , (16)
we multiply both sides with N ~R′(~q) and sum over ~q:
∑
~q
N~R′(~q)ψ~q =
∑
~R
∑
~q
N~R′(~q)M~R(~q)
E − J0 − t~q + J~Q−~q
∑
~p
N~R(~p)ψ~p .
(17)
This can be written in the form
c~R′ =
∑
~R
a~R′ ~Rc~R (18)
with
c~R =
∑
~q
N~R(~q)ψ~q, (19)
a~R′ ~R =
∑
~q
N~R′(~q)M~R(~q)
E − J0 − t~q + J~Q−~q
. (20)
Or in matrix form,
(1−A(E)) ~C = 0 , (21)
where Aij = a~Ri ~Rj and Ci = c~Ri . The dispersion E~Q
of the spin-polaron band for given ~Q is determined by
solving det(1− A(E))=0 numerically for the energy E~Q
and with the constraint |E~Q − J0|>−t~q + J~Q−~q.
In one dimension, an exact solution exists [31]:
E(1D)(k) = −2t[t− J cos(k)]|t|+ J . (22)
For the two-dimensional case, we have solved Eq. (21) on
the triangular lattice. We replace tij by the values t, t
′
and t′′ given in the main text as appropriate. We further
use an effective exchange constant Jij = J > 0 for i and
j nearest neighbors and Jij = 0 otherwise. The resulting
matrix has size 18×18. The number 18 is due to the fact
that the sum in (18) is over the three shells of nearest-,
next-nearest and third-nearest neighbors, which on the
triangular lattice contain 6 atoms each.
