The first purpose of this present study is to discuss PEM in light of its historical precedent, an earlier, similar analytic technique. Next, PEM is field tested along with PND, Pearson R, Kruskal-Wallis W, and improvement rate difference (IRD; also known as risk difference) with 165 AB data sets. From this field test the distribution shapes of the four techniques and their intercorrelations and relationships to visual judgments of client improvement are examined.
Historical Precedent
In 1973, Owen White, at University of Washington, published, "A manual for the calculation of the median slope: A technique of progress estimation and prediction in the single case." A year later, the technique was described as the "split middle" method (White, 1974) . The method was first widely disseminated through the text Exceptional Teaching (White & Haring, 1980) , and then through such single case methods texts as Kazdin (1982) , and Barlow and Hersen (1984) . The split middle technique has been popular with researchers and practitioners alike because it is hand calculated, requires little training, and makes few data assumptions.
White's split middle technique aims to quantify improvement from baseline to intervention phase performance in the presence of preexisting baseline trend. Positive baseline trend interferes with inferences of treatment effectiveness (Parker, Cryer, & Byrns, 2006) . When no preexisting baseline trend exists, then White's split middle technique is identical to Ma's PEM; Ma's technique is subsumed under White's technique. Just as White did, Ma extends the Phase A median line, counts the number of Phase B data points above and below that line, and calculates the percentage of Phase B data points above the median line. Ma's calculations stop at that point, although he expressed the need for a test to discern the significance of the PEM. He tentatively discusses the student t test, but leaves "open for discussion the suitability of applying the t test to determine the significance of the overall effect of treatment" (p. 15). White judiciously chose a binomial test of the proportion of data split in Phase A (50%/50%) versus Phase B. Because of the small number of data points that typify single case research, normal approximation statistics should not be used, but rather exact permutation techniques (Hintze, 2004) . The Fisher Exact Test, available from a Chi-square test or "independent proportions test" provides a Z score and p value. Both Chi-square and proportions tests are found in most software packages for educational statistics.
In the 1970s and early 1980s, there was not the interest in "magnitudes of effect" or effect sizes (ESs) that exists today. That era was more concerned with obtaining statistical significance (p values), and ES were mainly restricted to meta-analyses. During the past three decades, the single-minded focus on null hypothesis testing has been replaced by ESs, with confidence intervals (CIs) to indicate reliability, or trustworthiness. An APA Board of Scientific Affairs commented, Reporting and interpreting effect sizes in the context of previously reported effects is essential to good research. It enables readers to evaluate the stability of results across samples, designs, and analyses. Reporting effect sizes also informs power analyses and meta-analyses needed in future research. (Wilkinson & Task Force on Statistical Inference, 1999, p. 599) Responding to that report, the APA Publication Manual (American Psychological Association, 2001) states that failure to report ESs is a "defect in the design and reporting of research" (p. 5). Editorial publication policy now requires ESs in 23 professional journals, along with context for their interpretation (Fidler, 2002; Thompson, 2006 Cohen (1988, p. 223) , who provided the equivalence equation,
Phi and Phi 2 are both "bonafide effect sizes" (Cohen, 1988, p. 223 The IRD is most commonly published as a clinical outcome measure in "evidence-based practice" medical research, where it is termed "risk difference" or "risk reduction" (Altman, 1999; Collett, 2002; Sackett, Richardson, Rosenberg, & Haynes, 1997; Walter, 2000) . The IRD is calculated as the difference between two proportions from a 2 × 2 table. It can be calculated by hand, and its CIs are obtained from any proportions test statistical module. In addition, the free software, WinPEPI (Llorca, 2002) was designed for IRD calculations, and even Web page calculation of IRD is offered from the University of Manchester Medical School at http://www.phsim.man.ac.uk/. The IRD is but one of a group of clinical outcome measures (risk difference, relative risk, relative risk improvement, odds ratio) commonly used in the biosciences (Walter, 2000) . All are derived from a simple 2 × 2 table filled with two proportions. A problem with all nominal level proportions-based tests for single case research is their relatively low power (Parker & Brossart, 2003 ). An exception is exact permutation tests (Edgington, 1984 (Edgington, , 1987 where phases are the unit of analysis. However, these tests require a large number of phases and/or clients to obtain satisfactory power. The regression and ANOVA techniques which yield Cohen's d, Hedges's g, and Pearson R possess good power, as they use more features of a score distribution. Even a nonparametric technique such as Kruskal-Wallis W offers more power than proportions tests, as it makes use of the ordinality feature of a series of scores. Yet contrary to popular belief, nonparametric statistics are saddled with assumptions. Kruskal-Wallis W requires constant variance, symmetry of data distribution, and the absence of outliers (Conover, 1999; Siegel & Castellan, 1988) . Thus, despite their reduced power, nominal level proportions tests continue to be attractive.
Besides placing PEM in historical and statistical context, the second purpose of this article was to field test PEM with 165 published AB data sets. The field test permits us to examine the score distribution of PEM compared to PND, R, IRD, and Kruskal-Wallis W. Score distributions reveal graphically how well the technique can discriminate among the 165 studies.
Given a sufficiently large and representative sample, a uniform probability distribution can reveal segments of the underlying score scale that lack the ability to discriminate or differentiate among studies (Chambers, Cleveland, Kleiner, & Tukey, 1983; Cleveland, 1985) . The ideal distribution shape is a diagonal line intersecting the score and percentile rank axes. Scale deficiencies are revealed by long tails, plateaus, score clumping and gaps in the distribution (Hintze, 2004) . Clumping of scores reflects a lack of discriminability by the index in the score range of the clump. Clumping at the extremes of the score scale, termed ceiling and floor effects, usually reflects an index which fails to extend high or low enough for the attribute being measured. These abnormalities in the uniform probability distribution should be interpreted as deficiencies in the underlying score scale only to the extent that the sample is sufficiently large and representative. We are on safer ground to plot two or more different indices together (calculated on the same set of studies) and interpret the relative quality of their uniform probability distributions (Chambers et al., 1983) . That approach was taken in this study.
A smooth score distribution, without gaps, clumping, or ceiling or floor effects is needed to correlate well with other variables and to be useful to practitioners. The field test also permits us to correlate PEM with the other four ESs. The strongest external validators, though not justifiable for many single case data sets (Parker & Brossart, 2003) , are Cohen's d (or Hedges's g) and R 2 (or R). Although R 2 is the most commonly published ES (Kirk, 1996) , its square root, R, is increasingly favored as a better reflection of relationship strength (Rosenthal, Rosnow, & Rubin, 2000) . Kruskal-Wallis W is the most powerful nonparametric or rank-based measure of agreement (Conover, 1999; Hintze, 2004) . A technique that can correlate well with R or R 2 and Kruskal-Wallis W will receive important validation. Finally, each of the five measures is assayed by its agreement with the visual judgments of experienced single case researchers. In his article, Ma inferred treatment effectiveness from the various written comments of article authors, an approach which has merit. Our approach, however, is to rely on only three judges (with known interjudge reliability) across all data sets. Like Ma, we used a 3-point scale for (a) little or no improvement, (b) moderate improvement, or (c) large or major improvement.
Correlating with a squared versus nonsquared score can easily make a difference of .05 to .15 correlation points, because squaring a term changes its distribution shape. Therefore, this article uses all unsquared terms for ESs: R rather than R 2 , and the square root of Kruskal-Wallis W, termed "sqrt W", along with PEM, PND, and IRD.
Method Data Sample
A convenience sample of AB data series was obtained from ERIC and PsycINFO searches covering the past 20 years, using search terms single case, single subject, time series, baseline, AB, ABA, ABAB, ABC, and so on. For multiphase designs, the sample included only the initial AB phases. For multiple baseline designs, each data series was treated separately. 165 graphs represented 35 articles and 13 different journals. The published graphs were scanned and then digitized using i-extractor software (Linden Software, 1998) ; then resulting data were regraphed and checked for reliability by overlaying the new on the original published graphs. The procedure is explained in greater detail in Parker et al. (2005) . For the 165 data sets, the median number of data points was 20, and the Interquartile Range was 14 to 24. The median number of data points in Phase A was 8, and in Phase B was 9. The articles that provided these data sets are listed with asterisks in the reference list.
Procedure
The NCSS (Hintze, 2004) statistical package was used for all analyses. To obtain R, phases were dummy coded in a regression module (X = scores, Y = phase). While conducting that analysis, output on assumptions was collected, particularly on (a) normality, (b) constant variance, and (c) serial independence. Kruskal-Wallis W was obtained from a nonparametric ANOVA module, and IRD was obtained from testing two independent proportions. The IRD procedure is provided in detail in the appendix. PND was calculated by hand. PEM also was efficiently obtained by hand calculation, following Ma's procedure, from printed graphs of each Phase AB contrast. PEM was calculated independently by the two coauthors, whose results correlated at R = .96 over the 165 data sets. Their results for 146 were identical, and only 19 results differed by more than .01. The 19 differences were because of error and to lack of clarity for when a data point was slightly above or tied with the median. The two raters did not resort to the original data spreadsheet in these cases, which could have eliminated the error and lead to perfect reliability.
Judgments of amount of improvement represented in the 165 graphs were independently made by three experienced single-case researchers (the two authors and a faculty colleague). Judgments did not consider baseline trend, as none of the ESs used in this study control for baseline trend. The judgment scale for amount of change was (a) little or no improvement, (b) moderate improvement, or (c) large improvement. These judgments were made "cold" without joint training or calibration to obtain higher scores. Reliability among the three raters was typical of visual analysis agreement in other studies. Pearson R correlations among the three were .78, .72, and .71. Judgments were different enough that their range of scores was reported in tables.
Results

Meeting Parametric Assumptions
The principal assumptions for calculating Cohen's d, Hedges's g, R, or R 2 ESs are (a) constant variance, (b) normality, and (c) serial independence (calculated after linear trend is removed; Cohen, Cohen, West, & Aiken, 2003) . For constant variance, the Modified Levene test (Brown & Forsythe, 1974) has proved reliable even when residuals are not normally distributed (Hintze, 2004) . Modified Levene output indicated that 45% (n = 75) of the data sets failed to meet the equal variance assumption. The Shapiro-Wilk test (Shapiro & Wilk, 1965 ) is the most powerful normality test in most situations. Shapiro-Wilk results showed a full 51% (n = 85) of the 165 analyses failing to meet the normality assumption. To test serial dependence, a simple Lag-1 autocorrelation model was run in an ARIMA module on detrended data. This use of ARIMA is not the typical forecasting (which requires a large data set) but rather "backcasting," which produces results nearly identical to the simple method of handlagging and correlating data columns (Glass, Willson, & Gottman, 1975; Parker et al., 2006) . The advantage of ARIMA is that it is an iterative process, and so more accurate. The ARIMA analysis showed that 67% (n = 112) of the data sets were undesirably autocorrelated. This judgment was based on the standard that autocorrelation levels ≥ ±.20, whether statistically significant or not, are problematic (Matyas & Greenwood, 1997) . In summary, these data would pose problems for the most powerful parametric ESs: the R and R 2 family and the Cohen's d or Hedges's g family.
Comparability With Ma's Data Set
There was no attempt to replicate Ma's data sample for this article. Here we used a convenience sample chosen for another study (Parker, 2006) representing a wide range of interventions and clients, whereas Ma selected only self-control studies. However, it is of interest whether samples from the two studies are roughly comparable in other ways. Two calculations that Ma and the present study shared are PEM and PND over all data sets. Ma reported a mean and standard deviation for PEM of M = .87, SD = .24, whereas our sample showed for PEM, M = .86, SD = .20. Ma reported for PND, M = .69, SD = .31, whereas our sample showed for PND M = .60, SD = .36. Although there are differences, rough comparability appears to exist. Figure 1 is a uniform probability plot comparing the five analytic techniques conducted on the 165 data sets: PEM, PND, IRD, R, and sqrt W. Pearson R shows good differentiation of data all along its distribution: no gaps or clumping, no ceiling effects, and negligible floor effects. KruskalWallis sqrt W also discriminates well all along its distribution, but extends only to .85 rather than 1.0. The next best distribution is IRD, with the deficiency of a ceiling effect, clumping about 27 scores at the top (1.0). The two problematic distribution shapes are those of PND and PEM. PND shows pronounced floor and ceiling effects, failing to distinguish among the lowest 12% or highest 18% of data sets. Thus, we would say that PND shows poor discriminability among approximately one third of the data sets. PEM is even more problematic; although it shows no floor effect, it clumps together a full 50% of the data sets at the ceiling with perfect 1.0 scores. The scores for PEM, like those for IRD, begin at about .1, but most PEM scores achieve the maximum 1.0, whereas few IRD scores reach beyond .90. A surprising result was the low R = .47 between PEM and PND. The data spreadsheet was examined to identify the reason for this low correlation, and scores were rechecked for accuracy. The cause was largely a group of 15 graphs for which PND = 0 and PEM = 1 (n = 10) or at least above .80 (n = 5). Omitting these 15 graphs would increase the correlation between PEM and PND to .62. For each of these 15 contradictory data sets, the other three indices had more moderate values. Four typical examples from the 16 graphs are provided in Figure 2 , from, respectively, DuPaul and Henningson (1993), Fantuzzo, Polite, and Grayson (1990) , Rutherfort and Digangi (1992) , and Note: PND = percentage of nonoverlapping data; PEM = percentage of data points exceeding the median; IRD = improvement rate difference.
Distribution Shapes
Correlations With Other ES Indices
distribution. Ladouceur, Freeston, Gagnon, Thibodeau, and Dumont (1993) . These four graphs, along with the other 11 graphs of this type, illustrate problems with both PEM and PND. Most visual analysts would infer neither zero change nor maximum change, but somewhere in between. Thus, the appeal of IRD, W, and R alternatives.
Validation With Visual Analysis
Judgments of amount of improvement in the 165 graphs found (median of the three raters) little or no improvement in 37% (n = 61), moderate improvement in 22% (n = 37), and large improvement in 41% (n = 67). The relationship (Spearman Rho) of the three ratings to the ES indices was, in order of increasing strength: PEM = .55 to .67, PND = .61 to .72, IRD = .71 to .82, sqrt W = .74 to .81, R = .79 to .82. Pearson's R found the strongest agreement with visual judgments of all three raters, with IRD and sqrt W not far behind. For all three raters, PEM was the weakest reflection of client improvement. The moderate correlations with IRD, sqrt W, and R were stronger than expected, given the limited reliability of most visual judgments (Brossart, Parker, Olson, & Mahadevan, 2006; DeProspero & Cohen, 1979; Harbst, Ottenbacher, & Harris, 1991; Ottenbacher, 1990; Park, Marascuilo, & Gaylord-Ross, 1990 ).
Comparison With Ma Study Results
With regard to reliability of PEM calculations, we agree with Ma that the technique can be efficiently and reliably conducted with little prior training. With regard to distribution problems of PEM, our results underscore concerns expressed by Ma (p. 611) about his technique's insensitivity at the upper end of the distribution. For our sample, PEM provided no differentiation among at least half of the data sets. Ma did not conduct a distribution analysis, so that comparison cannot be made. With regard to intercorrelations with other ES indices, Ma's findings and the present study share only that between PEM and PND. Ma found for PEM and PND, R = .69 to .64 (depending on unit of analysis), quite different from our R = .47. That discrepancy cannot be readily explained. Regarding agreement with visual judgments, our methodologies were quite different, but results were similar. Ma's validity coefficients (Spearman Rho) of .57 and .59 (depending on unit of analysis) between PEM and visual judgments are close to the .55 to .67 in this study.
Discussion
The intent of this article was to first, place Ma's PEM in historical and statistical perspective, and second, further investigate its qualities as a potential ES measure for single-case research. Our judgments of strengths and weaknesses of PEM and four other ES indices on six criteria are summarized in Table 2 . With regard to ease of calculation, PND and PEM are both quickly and accurately completed by hand, if the graphs are not lengthy and crowded. For those more difficult cases, a data spreadsheet should be checked. The first step of IRD is similarly efficient, but it requires a second step of calculation from a table. If CIs are required, then a third computer step is required. Kruskal Wallis W and Pearson R are single-click operations in a statistics package, but proper input, settings, and interpretation of data output are required. Regarding good differentiation among our 165 data sets, PND and PEM were both weak, PEM extremely so. IRD had a moderately good distribution, with some ceiling effect. Pearson R and sqrt W both showed very good differentiation among the graphs.
Considering validation by established measures, PND was low moderate, PEM moderate, IRD moderate to strong, and the pair sqrt W and R were strongly related. Regarding validation by visual analysis, PEM and PND received weak support, and support for the other three indices (IRD, W, R) was in the low moderate range.
On the criterion of requisite data assumptions, PND, PEM, and IRD all require few, mainly adequate cell size. Kruskal-Wallis W does make moderate demands, and Pearson R has steep requirements for data, beyond what most single case data can meet. The final criterion is availability of CIs, which are strongly recommended for ESs by the broader research field. For PND, CIs are not available because its sampling distribution is unknown. For PEM, Ma does not produce CIs, but they are available if White's proportions test is used. IRD is usually output with an exact CI, well suited for small, atypical data sets. Both Kruskal Wallis W and Pearson R are commonly output with CIs, but most often based on large sample estimates. These are not appropriate for typical single case data, and exact permutation or bootstrap resampling CIs are required instead (Parker, 2006) . Exact CIs are not always available in standard statistical packages, so dedicated software may be needed (Cumming, 2002; Steiger, 2002; Steiger & Fouladi, 1992 to data with a flat Phase A slope. This fact means that the binomial test that White and others applied to the split middle can be applied to PEM, to obtain a true ES with CIs.
The field test permitted PEM to be compared to other available techniques. PEM's strength in relationship to PND was only its validation by other established measures; it was weaker in distribution shape and visual judgment validation. From the findings of this study, researchers and practitioners should use Ma's PEM with caution, pending more supportive research. The validity coefficients from both the present study and Ma's study show a lack of congruence with visual analysis, certainly affected by having nearly 50% perfect PEM scores (1.0) among our 165 data sets. That large clumping effect at the top of the score distribution is a major, and perhaps fatal deficiency of PEM. That will dampen its possible association with any other measure, and diminishes its usefulness for practitioners with moderate to strong interventions.
Importantly, both PEM and PND fell short of the other three ES indices on all criteria but ease of calculation and few data assumptions. From those findings, we cannot recommend either PEM or PND ESs. The ES index that deserves a closer look is IRD, a favorite measure in evidence based medicine. It is hand calculated, based on nonoverlapping data, requires no more data assumptions than PEM or PND, yet outperforms them both in most areas. It was reasonably well validated by the established R and W, and by visual judgments. Furthermore, it is nearly always accompanied by CIs, as are now strongly recommended. IRD is but one clinical outcome measure available from the biosciences. It may be that borrowing from across disciplines can lead to efficient, credible ES for single case research, as supplements to visual analysis.
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