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Abstract
We consider large-scale Markov decision processes (MDPs) with a risk measure of variability in cost, under
the risk-aware MDPs paradigm. Previous studies showed that risk-aware MDPs, based on a minimax approach
to handling risk, can be solved using dynamic programming for small to medium sized problems. However, due
to the “curse of dimensionality”, MDPs that model real-life problems are typically prohibitively large for such
approach. In this paper, we employ an approximate dynamic programming approach, and develop a family of
simulation-based algorithms to approximately solve large-scale risk-aware MDPs. In parallel, we develop a unified
convergence analysis technique to derive sample complexity bounds for this new family of algorithms.
Index Terms
Markov processes, risk measures, approximation algorithms, function approximation.
I. INTRODUCTION
Markov decision processes (MDPs) (e.g., [1], [2]) are a well established framework for modeling
sequential decision-making problems. They have been studied and applied extensively. The classical MDPs
search for a policy with minimum expected cost. Nonetheless, it turns out that solely considering the
expectation is insufficient in various applications (see the motivated example in [3]). In particular, the
expected value can fail to be useful when there is significant stochasticity in the MDP transitions, which
may lead to significant variability in the cost distribution [4].
The natural method for dealing with stochasticity, motivated by classical studies in the financial lit-
erature, is through the notion of risk, such as its exponential-utility [4], variance [5], or conditional
value-at-risk (CVaR) [6]. Such measures capture the variability of the cost, or quantify the effect of rare
but potentially disastrous outcomes. The risk measure is extended to the setting of sequential optimization
problems (e.g., [4], [7]), in which the objective is to minimize a risk measure defined over the whole time
horizon. In this setting, the total cost is considered as a standard random variable, without any regard
to the temporal nature of the process generating it. In particular, expected utility minimizing MDPs are
considered earlier in [8]. MDPs with variance-related criteria are studied in [9], while CVaR minimizing
MDPs are explored in [10]. It was shown that problems of this type can be difficult [11], and even for the
mean-variance model the Bellman’s principle of optimality does not hold and the associated MDPs are
NP-hard [12]. Moreover, these problems may lead to “time inconsistent” phenomenon, i.e., the analysis of
risk in a multi-period setting can be a treacherous exercise as identical risk preferences can imply vastly
different decisions at different time periods [13]. To resolve the issues of these models, time-consistent
Markov risk measures were proposed in [3]. The concept of time consistency (e.g., [14]) is usually defined
as follows: if a certain outcome is considered less risky in all states of the world at stage t + 1, then
it should also be considered less risky at stage t. Markov risk measures capture the multi-period nature
of the decision-making process in the definition of the risk, and can be written as compositions of one-
step conditional risk measures (these are simply risk measures defined in a conditional setting, analogous
to the conditional expectation for the traditional case). In addition, Markov risk measures are notable
because they readily yield minimax formulation and the corresponding optimal solution can be obtained
using dynamic programming (DP) [3], at least for small to medium sized MDPs. Broadly speaking, the
risk-aware dynamic programming is useful in settings with either heavy-tailed distributions or rare high-
impact events. For example, heavy-tailed distributions arise frequently in finance (e.g., [15], [16]) as well
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2as energy and sustainability [17]; rare high-impact events may appear in inventory problems [18] as well
as management of high-value assets [19].
This paper considers planning in large risk-aware MDPs with Markov risk measures. It is widely known
that, due to the “curse of dimensionality,” practical problems modeled as MDPs often have prohibitively
large state spaces, under which the previous work [3] with exact DP approach becomes intractable. Many
approximation schemes have been proposed to alleviate the curse of dimensionality of large-scale risk-
neutral MDPs, among which approximate dynamic programming (ADP) is a popular approach and has
been used successfully in large-scale problems with hundreds of state dimensions [20]. Simulation-based
algorithms, algorithms which randomly sample the MDP state space and simulate MDP trajectories,
comprise a large part of the work on ADP. They have been shown to give good solutions with high
probability for classical MDPs (e.g., [21]–[24]).
There is considerable development of simulation-based algorithms for risk-aware MDPs with Markov
risk measures in the literature, but the computational and theoretical challenges have not been explored as
thoroughly. Specifically, the recent work [17] proposes a simulation-based ADP algorithm for risk-aware
MDPs. However, it has limited use since it only considers a specific choice of Markov risk measures
called dynamic quantile-based risk measures. A cutting plane algorithm for time-consistent multistage
linear stochastic programming problems is given in [25], but restricted to finite decision horizons. In
[26], an actor-critic style sampling-based algorithm for Markov risk is developed. Although the sensitivity
of approximation error is analyzed, the algorithm can only search for a locally optimal policy. Risk-
averse dual dynamic programming is introduced in [27] for MDPs with hybrid continuous-discrete state
space. Even though the method yields an output that converges to the optimal solution, the significant
weaknesses are that it requires the linearity of state and action spaces, and the convergence criterion is
not well defined. Our goal in this paper is to consider the whole class of Markov risk measures, propose
a new simulation-based ADP approach, and develop improved convergence results and error bounds.
Our first contribution is a new family of computationally tractable and simulation-based algorithms for
risk-aware MDPs with infinite state space. We show how to develop risk-aware analogs of several major
simulation-based algorithms for classical MDPs (e.g., [22], [28]), which cannot optimize Markov risk
measures. In particular, the main novelty of our proposed algorithms is twofold. First, not all existing ADP
techniques for classical MDPs are proper for the risk-aware setting. A typical example is the approximate
linear programming approach [21] which yields a non-convex formulation in our setting. Second, the
empirical estimation of risk is more complex than the empirical estimation of expectation in classical
ADP algorithms (e.g., [22], [24]). We use extensive numerical experiments to verify the validity and
effectiveness of our proposed algorithms for risk-aware MDPs. To the best of our knowledge, it is the
first time approximate value iteration has been proposed for Markov risk measures in the risk-aware MDPs
literature.
The second contribution of the paper is a unified convergence and sample complexity analysis technique
that applies to a broad family of algorithms, including all of the algorithms considered in this paper. The
technique is inspired by the existing convergence analysis for classical MDPs such as weighted p−norm
performance bounds [22], supremum norm analysis [28] and stochastic dominance framework [24]. Yet,
we must extend the existing convergence analysis to the minimax setting, which covers risk-aware MDPs.
The critical difference in our approach is that in the risk-aware setting, we have the added difficulty in
bounding approximation errors in both each and final iterations due to the minimax DP formulation.
This paper is organized as follows. In Section II we review necessary preliminaries for classical and
risk-aware MDPs. Next, in Section III we propose and discuss a general family of simulation-based
algorithms for risk-aware MDPs and report their convergence results. Section IV then focuses on the key
issue of empirical estimation of risk functions, which plays a major role in all of our algorithms. Section
V offers an alternative convergence analysis based on the technique in [24]. In the following Section VI
we present the proofs of all of our main results. Section VII reports numerical experiments that serve to
illustrate the methods in this paper, and we conclude in Section VIII. Proofs of all technical results can
be found in the Appendix.
3II. PRELIMINARIES
This section reviews important preliminary concepts for both classical and risk-aware MDPs.
A. Classical MDP
A discounted MDP is defined as a 5-tuple (S,A, P, c, γ) , where S and A are the state and action space,
P (·|s, a) is the transition probability distribution, c(s, a) is a bounded, deterministic, and state-action
dependent cost, and 0 < γ < 1 is a discount factor. In this paper, we consider continuous state space,
finite action MDPs (i.e., the cardinality |A| < +∞). For the sake of simplicity, we assume that S is a
bounded, closed subset of a Euclidean space Rd. Let K , S× A denote the set of all state-action pairs.
We make the following assumption on the cost function c throughout this paper.
Assumption 1: 0 ≤ c(s, a) ≤ cmax < +∞ for all (s, a) ∈ K.
Let Jmax , cmax/ (1− γ). We denote the space of bounded measurable functions with domain S as
B(S) and the space of measurable functions f : S → R bounded by Jmax as B (S; Jmax). Let B(S) be
a Borel σ−algebra and P (S) be the space of probability measures over S w.r.t. B (S). For a probability
measure µ∈ P (S) and 1 ≤ p < +∞, we let Lp(S,B (S) , µ) be the space of measurable mappings
f : S → R such that ‖f‖p,µ , (
∫ |f (s) |pµ (ds))1/p < +∞. Furthermore, we denote by Π the class of
stationary deterministic Markov policies: mappings pi : S → A which only depend on history through
the current state. We only consider such policies since it is well known that there is an optimal policy
within this class for classical MDPs [1]1. For a given state s ∈ S, pi (s) ∈ A is the action chosen in state
s under the policy pi. The deterministic stationary policy pi defines the transition probability kernel P pi
according to P pi (dy|s) = P (dy|s, pi (s)). We define two operators related to P pi. The right-linear operator
P pi (·) : B(S)→ B(S) is defined as (P piJ) (s) = ∫ J (y)P pi (dy|s) , where J ∈ B (S) , and the left-linear
operator (·)P pi : P (S) → P (S) is defined as (µP pi) (dy) = ∫ P pi (dy|s)µ (ds) , where µ ∈ P (S). The
product of two transition kernels is defined in the natural way P pi1P pi2 (dz|s) = ∫ P pi1 (dy|s)P pi2 (dz|y) .
The state and action at time t ≥ 0 are denoted by st and at, respectively. Any policy pi ∈ Π and initial
state s0 ∈ S determine a probability measure P pis0 and an associated stochastic process {(st, at) , t ≥ 0}
defined on the canonical measurable space of trajectories of state-action pairs. The expectation operator
w.r.t. P pis0 is denoted E
pi
s0
[·]. The classical risk-neutral MDP is
inf
pi∈Π
Epis0
[ ∞∑
t=0
γtc(st, at)
]
. (1)
There are many algorithms available to solve Problem (1), such as value iteration, policy iteration, and
linear programming.
B. Risk-aware MDP
Problem (1) does not account for the risk incurred due to the underlying stochasticity in state transitions.
The family of Markov risk measures was first proposed in [3] as a way to model and mitigate this risk.
As mentioned earlier, this class of risk measures has a special form based on risk transition mappings
which readily leads to a minimax DP solution approach.
To formalize Markov risk measures [3], we define a family of admissible random variables on the
state space (S,B (S)). For a fixed probability measure P0 on (S,B (S)), we can define the space L =
L∞ (S,B (S) , P0) of essentially bounded measurable mappings on S. A risk measure ρ : L → R is
called “coherent” if it satisfies convexity, monotonicity, translation equivariance and positive homogeneity
properties (see [29] for details). Mean-deviation, mean-semideviation and CVaR are examples of coherent
risk functions. Given the initial state s0 ∈ S and discount factor γ, the infinite-horizon risk-aware MDP is
inf
pi∈Π
Jpi (s0) . (2)
1For coherent Markov risk measures studied in this paper, the optimal policies belong to Π [3], while the optimal policies for the risk
measures of the total cost may be history-dependent.
4Here, the risk-to-go function Jpi for any given pi is defined as
Jpi(s0) , c(s0, a0) + ρ(γc(s1, a1) + ρ(γ2c(s2, a2) + · · · )), (3)
where each ρ is a coherent one-step conditional risk measure (see [3], [30]), and the evaluation of ρ is
Markov, in the sense that it is not allowed to depend on the whole past, and s0, a0, s1, a1, . . . is a trajectory
drawn of the MDP under policy pi. Note that Jpi is defined through nested and multi-stage compositions of
ρ (rather than through a single ρ(
∑∞
t=0 γ
tc(st, at))) and each stage is a risk-measure of the remaining future
risk-to-go (see [3] for details). Given a sequence of discounted costs c(s0, a0), γc(s1, a1), . . . , the intuitive
meaning of Jpi(s0) is a certainty equivalent cost (i.e., at time 0, one is indifferent between incurring Jpi(s0)
and the alternative of being subjected to the stream of stochastic future discounted costs; see [31] for an
in-depth discussion regarding the certainty equivalent interpretation in the context of multistage stochastic
models).
In the next lemma, we confirm that the risk-to-go functions are uniformly bounded and belong to
B(S; Jmax).
Lemma 1: Let Assumption 1 hold. For all pi ∈ Π, we have ‖Jpi‖∞ ≤ Jmax.
A risk-aware Bellman operator is developed for Problem (2) in [3, Theorem 4]. We emphasize that
the one-step conditional risk measure ρ depends on the underlying transition kernel, and we define the
risk-aware Bellman operator T : B(S; Jmax)→ B(S; Jmax) as
[TJ ] (s) = min
a∈A
{c(s, a) + γρ (J (Y s,a))} , ∀s ∈ S. (4)
When ρ(Y s,a) = EY s,a∼P (·|s,a)[Y s,a], T is just the classical Bellman operator for Problem (1). Coherent risk
measures have a special representation via Fenchel duality [32] which lead to minimax DP equations [3].
Since ρ is coherent, for all s ∈ S, by [32, Theorem 2.2], the risk-aware Bellman operator T has a minimax
structure
[TJ ] (s) = min
a∈A
{
c(s, a) + γ max
µ∈Q(s,a)
EY s,a∼µ [J (Y s,a)]
}
, (5)
where {Q(s, a)}(s,a)∈K is a collection of distributional sets on (S,B(S)). The two representations (4) and
(5) of T are equivalent, but we often find advantage in using one form over the other.
We define the following notation to capture the dependence on our sets of distributions {Q(s, a)}(s,a)∈K.
For fixed pi ∈ Π, we define a stochastic kernel Qpi : B(S; Jmax) → B(S; Jmax) such that Qpi(·|s) ∈
Q(s, pi(s)) is an element of the distributional set Q(s, a) when a = pi(s), for all s ∈ S. Note that Qpi(·|s)
is a probability distribution on S for all s ∈ S. The right-linear operator Qpi(·) and left-linear operator
(·)Qpi can be defined similarly as those for P pi. We say that a policy pi is greedy w.r.t. the risk-to-go
function J ∈ B(S; Jmax) if
pi (s) ∈ arg min
a∈A
{c(s, a) + γρ (J (Y s,a))} , ∀s ∈ S.
We let J∗ ∈ B (S; Jmax) be the optimal risk-to-go function for the risk-aware Bellman operator
T : TJ∗ = J∗,
and pi∗ : S→ A be any optimal policy satisfying
pi∗ (s) ∈ arg min
a∈A
{c(s, a) + γρ (J∗ (Y s,a))} , ∀s ∈ S.
C. Notation
For ease of reference, we summarize the notation used in this paper in Table I.
5TABLE I
A SUMMARY OF NOTATIONS
Symbol Meaning
S State space
S An −net on S
B (S; Jmax) Space of measurable functions on S bounded by Jmax
P (S) Space of probability measures over S with respect to B (S)
A Action space; assumed to be finite
P Transition probability kernel
c Cost function; assumed to be measurable and bounded
γ Discount factor; 0 < γ < 1
pi Policy; pi ∈ Π
Π Class of stationary deterministic Markov policies
J Risk-to-go function
Jpi Risk-to-go function for a given policy pi
J∗ Optimal risk-to-go function; J∗ = minpi∈Π Jpi
Ĵk Approximate risk-to-go function at iteration k
pik Greedy policy with respect to Ĵk at iteration k
T Risk-aware Bellman operator
Tpi Risk-aware Bellman operatorfor fixed policy pi
T̂ Random risk-aware Bellman operator
εk Approximation error of the Bellman operator in iteration k
g Granularity for stochastic dominance convergence analysis
III. THE ALGORITHMS AND MAIN RESULTS
In this section, we review the framework of our simulation-based algorithms for risk-aware MDPs. It
broadly consists of three steps:
1 A random sampling scheme for S. Using random sampling from a fixed distribution µ ∈ P (S) on
S, we construct a subset {s1, . . . , sn} ⊂ S at which to approximate the Bellman update2.
2 An estimation scheme to approximate the Bellman update at each of the sampled states in {s1, . . . , sn}.
This step depends on simulation to generate samples of the next state visited. Here we must use
novel technique to estimate the risk-to-go.
3 A function fitting scheme to extend the estimates on {s1, . . . , sn} to a function on the entire S.
Simulation-based algorithms for classical MDPs also consist of these three steps. As we will see, the
major difference between simulation-based algorithms for classical MDPs and those for risk-aware MDPs
shows in the above step 2. We next summarize the general framework for our proposed algorithms in
Algorithm 1, which closely resembles the steps of the main algorithm in [22].
Before we present our main results, a discussion of the estimated risk value ρˆm is needed. For the
remainder of this technical note, we let m ≥ 1 be the number of transitions sampled at each state and we
let ρˆm be the empirical estimation of ρ using m ≥ 1 samples. We make a key assumption about risk-to-go
estimation.
Assumption 2: For any s ∈ S, a ∈ A, J ∈ B (S; Jmax), and ε > 0,
P
(∣∣∣ρ (J (Y s,a))− ρˆm ({J (Y s,aj )}mj=1)∣∣∣ > ε) ≤ θ (ε,m) ,
where Y s,a ∼ P (·|s, a), θ (ε,m) ∈ (0, 1), and θ (ε,m)→ 0 as m→ +∞.
Assumption 2 essentially means that the empirical risk measure ρˆm becomes exact as number of samples
m approaches infinity. The specific form of θ (ε,m) depends on the details of the risk measures, which
will be discussed in Section IV.
We are interested in the rate that our risk-to-go estimates approach the optimal risk-to-go in the
p−norm and the supremum norm, respectively. The key difference comes in the function fitting step
2An alternative choice of the subset {s1, . . . , sn} appears in our supremum analysis, and it is constructed deterministically as an −net.
6Algorithm 1 Simulation-based approximate value iteration
Input: Functional family F ⊂ B (S; Jmax), initial risk-to-go function Ĵ0 ∈ F and sample distribution
µ ∈ P (S).
1: for k = 0, 1, 2, . . . do
2: Construct a subset {s1, . . . , sn} ⊂ S where si’s are sampled from distribution µ independent of
each other.
3: for i = 1, 2, . . . , n do
4: Compute
J˜(si) = min
a∈A
{
c(si, a) + γρˆm
({
Ĵk
(
Y si,aj
)}m
j=1
)}
,
where ρˆm({Ĵk(Y si,aj )}mj=1) is the empirical estimation of ρ(Ĵk(Y si,a)), and {Y si,aj }mj=1 are m i.i.d.
samples of transitions from P (·|si, a).
5: end for
6: Compute the best fit Ĵk+1 ∈ F to the data {(si, J˜(si))}ni=1.
7: end for
Output: A sequence of risk-to-go functions {Ĵk}k≥0.
3. First, a general function fitting scheme in the p−norm is used. This analysis is more difficult than the
supremum norm analysis because we cannot use a contracting property of T w.r.t. this norm. In addition,
the supremum norm is quite conservative and we get much more optimistic error guarantees w.r.t. p−norm,
thus justifying the extra effort required. Second, we analyze convergence in the supremum norm. This
analysis follows readily because T is a contraction operator in the supremum norm. In both cases, we
want to show that our risk-to-go estimates get close to the optimal risk-to-go with high probability as the
number of iterations and the number of samples becomes large. For later use, we make the error in the
sequence {Ĵk}k≥0 explicit by writing
Ĵk+1 = T Ĵk − εk, ∀k ≥ 0, (6)
where εk ∈ B(S) is the error incurred by one iteration of our algorithm due to sampling and function
fitting.
A. p−norm
In this subsection, we conduct a convergence analysis in the p−norm for 1 ≤ p < +∞. We remark
that the Bellman operator T is not a contraction operator w.r.t. this family of norms. Instead, we develop
analogs of the point-wise inequalities developed in [22] for the risk-neutral case.
First, we discuss some details of lines 3 − 6 in Algorithm 1. In the kth iteration, given Ĵk, for i =
1, 2, . . . , n, the function Ĵk+1 is computed as follows
J˜ (si) = min
a∈A
{
c(si, a) + γρˆm
({
Ĵk
(
Y si,aj
)}m
j=1
)}
, (7)
Ĵk+1 = arg min
f∈F
n∑
i=1
|f (si)− J˜ (si) |p. (8)
Let pik be a greedy policy w.r.t. Ĵk, i.e., T pik Ĵk = T Ĵk. We are interested in bounding the Lp-error
of the optimality gap ‖Jpik − J∗‖p,%. Here % is a distribution whose role is to put more weight on those
parts of state space where performance matters more. When p = 1 and p→∞, we recover the expected
and supremum-norm loss, respectively. The functional family F is generally selected to be a finitely
parameterized class of functions
F = {fθ ∈ B(S; Jmax) : θ ∈ Θ, dim(Θ) < +∞} .
7Our p−norm results apply to both linear (fθ(x) = θ>φ(x)) and non-linear (fθ(x) = f(x; θ)) parame-
terizations, such as wavelet based approximations, multi-layer neural networks or kernel-based regression
techniques. Given a (positive definite) kernel function K, another choice of F is a closed convex subset
of the reproducing-kernel Hilbert-space (RKHS) associated to K.
To continue, we define the metric projection of f onto F w.r.t. the norm on Lp (S,B (S) , µ) by
ΠF (f) , arg min
g∈F
‖f − g‖p,µ.
Similar to [22], the approximation error is defined by
dp,µ (TJ,F) = ‖ΠF (TJ)− TJ‖p,µ = inf
f∈F
‖f − TJ‖p,µ.
The inherent Bellman error defined by
dp,µ (TF ,F) , sup
f∈F
dp,µ (Tf,F)
is a key measure of the approximation power of F w.r.t. the norm on Lp(S,B(S), µ), this constant will
appear throughout our analysis. When F is infinite, the “capacity” of F can be measured by the (empirical)
covering number of F . Let ε > 0, q ≥ 1, s1:n , (s1, . . . , sn) ∈ Rn be fixed. The (ε, q)-covering number of
the set F(s1:n) = {(f(s1), . . . , f(sn))|f ∈ F} is the smallest integer v such that F(s1:n) can be covered
by v balls of the normed space (Rn, ‖ · ‖q) with centers in F(s1:n) and radius n1/qε. The (ε, q)-covering
number of the set F(s1:n) is denoted by Nq(ε,F(s1:n)). When q = 1, we use N instead of N1. When s1:n
are i.i.d. with common underlying distribution µ then E[Nq(ε,F(s1:n))] shall be denoted by Nq(ε,F , n, µ).
For specific choices of F , it is possible to bound covering number as a function of pseudo-dimension of
the function class.
Let us discuss the condition that allows us to derive Lp error bounds. If the error in any given iteration
can be bounded, it remains to show that the error does not blow up as it is propagated though the algorithm.
Similar to [22, Assumption A2], we make an assumption about the operator norms of weighted sums of
the product of arbitrary stochastic kernels Qpi defined in Section II-B.
Assumption 3: Given %, µ ∈ P (S), M ≥ 1, and an arbitrary sequence of policies {piM}M≥1. Assume the
future-state distribution %Qpi1Qpi2 . . . QpiM for any such selection Qpi1 , . . . , QpiM is absolutely continuous
w.r.t. µ. Assume
c (M) , sup
pi1,...,piM
∥∥∥∥d (%Qpi1Qpi2 . . . QpiM )dµ
∥∥∥∥
∞
satisfies C%,µ , (1− γ)2
∑
M≥1Mγ
M−1c (M) < +∞.
We remind the reader that the selection of Qpi is not unique. Rather, for fixed pi ∈ Π, Qpi : B (S; Jmax)→
B (S; Jmax) is a linear operator such that Qpi (·|s) ∈ Q (s, pi (s)) is an element of the distributional set
Q (s, a) when a = pi (s), for all s ∈ S. A remark about this assumption is in order. For each state s ∈ S,
the distributional sets {Q (s, a)}a∈A include transition kernels which may assign positive probability to
finitely many elements of the state space. If the union of all distributional sets {Q(s, a)}a∈A for all s ∈ S
remains finite, then we may simply choose µ to have positive probability on these finitely many points.
However, if this set of distinguished points differs among states s ∈ S, then constructing such a µ that
satisfies our absolute continuity assumption will be challenging.
For s ∈ S and a ∈ A, if any element Q (·|s, a) ∈ Q (s, a) is absolutely continuous w.r.t. µ, we define
a coefficient Cµ that helps us to verify Assumption 3
Cµ , sup
s,a,Q
∥∥∥∥dQ (·|s, a)dµ
∥∥∥∥
∞
.
We claim that if Cµ < +∞ then Assumption 3 holds. It suffices to show c (M) ≤ Cµ for any M, as
stated in the lemma below. The proof is given in the Appendix.
8Lemma 2: c (M) ≤ Cµ for M ≥ 1.
To illustrate the idea behind Assumption 3 and coefficient Cµ, we discuss CVaR and mean-deviation
below. Once the distribution µ is properly chosen, given state s ∈ S and action a ∈ A, the distributional
set Q (s, a) in (5) for Markovian CVaR at level α ∈ [0, 1) has the form (see [32, Example 4.3])
Q(s, a) =
h :
0 ≤ h (s′) ≤ (1− α)−1 , a.e. s′ ∈ S,∫
S
h (s′)P (ds′|s, a) = 1
 . (9)
Since the Radon-Nikodym derivatives h of distributions Q (·|s, a) ∈ Q (s, a) w.r.t. µ are bounded by
(1− α)−1 , Assumption 3 automatically holds by Lemma 2 since Cµ = (1− α)−1 is bounded. Similarly,
under a proper choice of µ, fix s ∈ S, a ∈ A, p ∈ (1,+∞), and constant b ≥ 0, the distributional set
Q (s, a) in (5) for mean-deviation risk function becomes (see [32, Example 4.1])
Q (s, a) =
{
h : h = 1 + g −
∫
S
g (s′)P (ds′|s, a) , ‖g‖q,µ¯ ≤ b
}
,
where q = p/(p−1) and µ¯ = P (·|s, a). Since the Radon-Nikodym derivatives h of distributions Q (·|s, a) ∈
Q (s, a) w.r.t. µ are bounded by ‖h‖∞ ≤ 1 + 2 ‖g‖∞ ≤ 1 + 2Bb where B is a positive real number,
Assumption 3 holds by Lemma 2 if b < +∞. We will design a suitable sample distribution µ in our
numerical experiments.
The following theorem states that with high probability the final performance of the policy found by
the algorithm can be made as close as to a constant times the inherent Bellman error of the function space
F as desired by selecting a sufficiently high number of samples. Hence, the sampling-based algorithm
can be used to find near-optimal policies if F is sufficiently rich.
Theorem 1: Consider an MDP satisfying Assumption 1, 2 and 3. Fix 1 ≤ p < ∞, µ ∈ P (S) and let
Ĵ0 ∈ F ⊂ B (S; Jmax). Then for any ε, δ > 0, there exists integers K, m and n such that K is linear in
log (1/ε), log Jmax and log (1/ (1− γ)), n is polynomial in log(N (8−1[ε(1− γ)2/(16γC1/p%,µ )]p,F , n, µ)),
1/ε, log (1/δ) , Jmax and m is chosen according to
θ
(
ε (1− γ)2
16γC
1/p
%,µ
,m
)
≤ δ
4n |A|K ,
such that if the sampling-based algorithm is run with parameters (n,m, µ,F) and piK is a policy greedy
w.r.t. the Kth iterate then w.p. at least 1− δ,∥∥JpiK − J∗∥∥
p,%
≤ 2γ
(1− γ)2C
1/p
%,µ dp,µ (TF ,F) + ε.
We can control the error term ε in the preceding theorem through the number of samples, but we can
only control the constant term dp,µ(TF ,F) through the choice of the approximating family F .
B. Supremum norm
Our supremum norm analysis is inspired by [28]. In [28], an −net over the space of policies is
constructed, each policy in the −net is evaluated by simulation, and then the optimal policy from the
−net is chosen. It is shown that the resulting policy is close to the true optimal policy with high probability.
We now use the idea of an −net to perform approximate value iteration for MDPs with continuous state
spaces. For this setting, the subset {s1, . . . , sn} in Algorithm 1 is constructed deterministically as an −net
S ⊂ S and |S| = n.
Similar to [23], we assume the following regularity conditions.
Assumption 4:
1) There exists κc <∞ such that |c(s, a)− c(s′, a)| ≤ κc||s− s′||∞ for all s, s′ ∈ S and a ∈ A.
92) There exists κµ <∞ such that
∫ |µ(dy|s, a)−µ′(dy|s′, a)| ≤ κµ||s−s′||∞ for all µ(·|s, a) ∈ Q(s, a),
µ
′
(·|s′, a) ∈ Q(s′, a), s, s′ ∈ S, and a ∈ A.
Assumption 4 part 1) states that the cost function s 7→ c(s, a) is Lipschitz continuous for all fixed
a ∈ A. Assumption 4 part 2) ensures regularity of the distributions in the distributional sets Q (s, a) w.r.t.
the total variation norm.
The main idea in this subsection is to use a finite partition of the state space S. Let S be a finite subset
of S, and let {Bs}s∈S ⊂ B (S) be a corresponding partition of S such that s ∈ Bs for all s ∈ S (s is a
representative element of the set Bs for all s ∈ S). The diameter of a set B ⊂ S is
diam (B) , sup
s,s′∈B
‖s− s′‖∞.
We make the following assumption on the fineness of the partition {Bs}s∈S .
Assumption 5: For an accuracy  > 0, there is a set S ⊂ S and a partition {Bs}s∈S ⊂ B (S) such that
diam(Bs) ≤  for all s ∈ S.
For the rest of this subsection, when we refer to {Bs}s∈S we mean the specific partition in Assumption
5 with accuracy . This partition is closely related to the idea of an −net. Since the state space S is a
compact subset of a Euclidean space, we can construct an −net S for S such that for every s ∈ S there
is an s′ ∈ S with ‖s − s′‖∞ ≤ . By construction of {Bs}s∈S , S is an −net for S because all s′ ∈ S
belong to Bs for some s ∈ S and ‖s− s′‖∞ ≤  since diam (Bs) ≤ .
Assumption 5 suggests a finite state space MDP that approximates the continuous state space MDP,
where the states are the elements of S. To be specific, the functional family F in Algorithm 1 is chosen
as3
F = {f ∈ B(S; Jmax) : f is piecewise constant on {Bs}s∈S} ,
which only appears in our supremum norm analysis. The function fitting scheme, i.e., line 6 in Algorithm
1, is to let the approximate risk-to-go function Ĵk+1 be piecewise constant on the partition {Bs}s∈S of S.
In other words, for s ∈ S and s′ ∈ S,
Ĵk+1(s) = J˜(s
′) if ‖s− s′‖∞ ≤ .
The theorem below provides a finite-sample error bound for approximate value iteration on the finite
state space MDP.
Theorem 2: Let ε > 0. Under Assumption 1, 2, 4 and 5, if the −net S is chosen such that
 ≤ ε
2 (κc + γκµJmax)
,
we have
P
(
‖ĴK − J∗‖∞ ≤ γKJmax + ε
1− γ
)
≥ 1−Kpm,n (ε)
where pm,n (ε) = n |A| θ(ε/(2γ),m) is an upper bound on the probability that the approximation errors
exceed ε in any iteration.
Finally, we remark that the sample analysis in this section assumes that the approximation errors εk
defined in (6) are bounded above by some ε > 0 in every iteration k = 0, . . . , K − 1 for some fixed K.
3In this paper, we only consider linear approximation by piecewise constants. We remark that other types of approximation by piecewise
constants are possible (e.g., nonlinear or adaptive approximation, see [33, Section 3]).
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IV. RISK-TO-GO ESTIMATION
In classical MDPs, estimation of cost-to-go function can be a standard sample average approximation,
which has well known convergence guarantees (e.g., [24], [34]). Our current setting is more subtle because
we must consider empirical estimates of the risk-to-go. In this section we discuss several examples of
one-step risk measure for which such empirical estimation is possible, and give specific form of θ(ε,m)
in Assumption 2. In particular, we consider: mean-deviation, mean-semideviation, optimized certainty
equivalent, and conditional value-at-risk. For the next example, let µ be a probability distribution on the
state space S. We then let ‖f‖pp,µˆ ,
∑m
j=1 |f(Yj)|p /m denote an empirical estimation of ‖f‖pp,µ where the
samples {Yj}mj=1 are drawn according to µ. Similarly, ‖f‖µˆ ,
∑m
j=1 f(Yj)/m is the usual sample average
approximation. In addition, for any real number z, we denote (z)+ , max{0, z}. We emphasize that the
symbol ρ in this section denotes an one-step conditional risk measure in the iterated compositions (3),
not a risk measure of the total cost.
Example 1 (Mean-deviation and mean-semideviation risk functions):
1) The mean-deviation risk function [32, Example 4.1] of a random variable Y ∼ µ is
ρ (Y ) , E [Y ] + b(‖Y − E [Y ] ‖pp,µ)1/p,
where p ∈ [1,+∞) and b ≥ 0 are given constants. The corresponding empirical estimation of ρ(Y )
is given by
ρˆm
({Yj}mj=1) = ‖Y ‖µˆ + b(‖Y − ‖Y ‖µˆ‖pp,µˆ)1/p.
2) The mean-semideviation risk function [32, Example 4.2] of a random variable Y ∼ µ is
ρ (Y ) , E [Y ] + b(‖ (Y − E [Y ])+ ‖pp,µ)1/p,
where p ∈ [1,+∞) and b ≥ 0 are given constants. The corresponding empirical estimation of ρ(Y )
is given by
ρˆm
({Yj}mj=1) = ‖Y ‖µˆ + b(‖(Y − ‖Y ‖µˆ)+‖pp,µˆ)1/p.
The mean-deviation and mean-semideviation risk functions are analyzed in [30], [32], [35], [36]. Both
risk functions are known to belong to the class of mean-risk models [37]. The main idea of the models
is to characterize the uncertain outcome Y by two scalar characteristics: the mean E[Y ], describing
the expected outcome, and the risk (dispersion measure) D[Y ], which measures the uncertainty of the
outcome. Specifically, the models can be written in a form of composite objective functional ρ(Y ) ,
E[Y ] + bD[Y ], where coefficient b ≥ 0 plays the role of the price of risk. This mean-risk approach
has many advantages: it allows one to formulate a corresponding parametric optimization problem and
it facilitates the trade-off analysis between mean and risk. When the dispersion measure has the form
D[Y ] = (||(Y − E[Y ]||pp,µ)1/p, we obtain the mean-deviation risk function [32, Example 4.1]. Note that
for p = 2, the function ρ(·) corresponds to the Markowitz mean-variance model [5], which has drawn
continuing and resurgent attention for several decades [38]–[41]. When the dispersion measure is chosen
to be the semideviation of order p, D[Y ] = (||(Y − E[Y ])+||pp,µ)1/p, we obtain the mean-semideviation
risk function [32, Example 4.2], which is appropriate for minimization problems where Y represents a
cost. It is aimed at penalization of an excess of Y over its mean.
Example 2 (Optimized certainty equivalent (OCE)): The coherent optimized certainty equivalent [42]
of a random variable Y ∼ µ is
ρ (Y ) , inf
η∈R
{η + E [u (Y − η)]} ,
where u is a piecewise linear function given by u(x) = β1(x)+ − β2(−x)+ for some 0 ≤ β1 < 1 < β2.
The corresponding empirical estimation of ρ(Y ) is given by
ρˆm
({Yj}mj=1) = inf
η∈R
{η + ‖u (Y − η) ‖µˆ} .
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The optimized certainty equivalent is first introduced in [43] and further studied in [42]. In the definition
of OCE, the term E[u(Y )] is interpreted as the sure present value of a future uncertain income Y . The
rational behind the definition of the OCE is as follows: suppose a decision maker expects a future uncertain
income of Y dollars, and can consume part of Y at present. If he chooses to consume η dollars, the
resulting present value of Y is then η+E[u(Y −η)]. Thus, the sure (present) value of Y , (i.e., its certainty
equivalent ρ(Y )) is the result of an optimal allocation of Y between present and future consumption.
The latter also motivates the name OCE. The OCE has wide applications, such as portfolio theory [44],
production, investment, inventory and insurance problems [45], [46].
Example 3 (Conditional value-at-risk (CVaR)): Conditional value-at-risk [6] is a special case of OCE
by choosing the utility function u (x) = (x − η)+/(1 − α) where α ∈ [0, 1). The CVaR at level α of a
random variable Y ∼ µ is
ρ (Y ) = CVaRα (Y ) , inf
η∈R
{
η +
1
1− αE
[
(Y − η)+
]}
.
The corresponding empirical estimation of ρ(Y ) is given by
ρˆm
({Yj}mj=1) = inf
η∈R
{
η +
1
1− α‖ (Y − η)+ ‖µˆ
}
.
As a special case of coherent OCE, the conditional value-at-risk is a prominent risk measure that has
found extensive use in stochastic optimization (see [6] for example). Mathematically, for a random variable
Y , we define FY to be the cumulative distribution function of Y , VaRα (Y ) , inf {t : FY (t) ≥ α} to be
the value-at-risk of Y at level α ∈ [0, 1). The CVaR of Y at level α ∈ [0, 1) can be equivalently defined as
CVaRα(Y ) , (1−α)−1
∫ 1
α
VaRτ (Y )dτ. It is easy to see that CVaR0 = E(Y ) and CVaRα is the worst-case
(or robust) realization as α→ 1. Put simply, the CVaR is the expected 1−α worst-cases of the return, and
it assigns a higher overall cost to a scenario with heavier tails even if the expected value stays the same.
Thus, by appropriately tuning α, the CVaR may be tuned to be sensitive to rare, but very low returns,
which makes it particularly attractive as a risk measure. Fig. 1 illustrates how a CVaRα is computed in
comparison with a plain expectation. The CVaR has been studied extensively [6], [37], and is known to
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Fig. 1. Comparison of two distributions with identical expectations and different CVaR0.9 values. The filled-in regions illustrate the quantiles,
while the vertical lines indicate the expectations and conditional values-at-risk.
have favorable mathematical properties such as coherence [47]. It has also been used in many practical
applications, in finance and other domains [48].
The next lemma gives sample complexity results for the preceding four risk measures.
Lemma 3: Given s ∈ S, a ∈ A, J ∈ B (S; Jmax), ε > 0 and m ≥ 1. Denote d(ρ, ρˆm) = |ρ(J(Y s,a))−
ρˆm({J(Y s,aj )}mj=1)|.
12
1) For mean-deviation or mean-semideviation, we have
P(d(ρ, ρˆm) > ε) ≤ 2(e−x + e−y + e−z),
where x = mε2/(
√
2Jmax)
2, y = mε2/(
√
2bp(1 + C)Jpmax)
2 and z = mε2/(
√
2bp(1 + C)J2p−1max )
2
with constant C > 0.
2) For coherent optimized certainty equivalent, we have
P(d(ρ, ρˆm) > ε) ≤ 2
(
1 +
4β2
ε
)
exp
[ −mε2
(
√
2u(Jmax))2
]
.
3) For conditional value-at-risk, we have
P(d(ρ, ρˆm) > ε) ≤ 2
(
1 +
4
ε(1− α)
)
exp
[ −m(ε(1− α))2
(
√
2(2− α)Jmax)2
]
.
V. CONVERGENCE ANALYSIS VIA STOCHASTIC DOMINANCE
In this section, we expand upon our convergence analysis to explore the tradeoff between sample
complexity and convergence rate. In Section III we computed the required number of iterations to reach
a desired accuracy given a certain error tolerance, and then computed the number of samples required
to stay within this error tolerance in every iteration. We relax this idea in this section and instead we
allow the approximation error in iterations to exceed this error tolerance. In [24], a stochastic dominance
technique is developed to study this situation. The original work in [24] was specific to finite state and
action space MDPs. Now extend this argument to show that this method is applicable to our present
setting.
Theorems 1 and 2 give an estimate for the error ‖Jpik − J∗‖p,% and ‖ĴK − J∗‖∞ based on fixing ε > 0
and assuming ‖εk‖ ≤ ε for all iterations k = 0, . . . , K − 1. The next sample complexity result allows for
a smaller number of samples in each iteration, but requires a larger overall number of iterations.
Theorem 3: Let Assumption 1 and 2 hold. Given g ∈ (0, 1) , δ ∈ (0, 1) and let δ1 + 2δ2 ≤ δ. Choose
K such that
K ≥ log
(
1
δ2µmin
)
,
where µmin , minη µ (η) with µ (η) given in Lemma 13.
1) Under Assumption 4 and 5, select ε < g,  and m such that
 ≤ ε
2 (κc + γκµJmax)
and θ
(
ε
2γ
,m
)
≤ δ1|A| |S| .
Then we have P(‖ĴK − J∗‖∞ > g) ≤ δ.
2) Under Assumption 3, select ε < g − dp,µ(TF ,F), n and m such that
n > 128
(
8Jmax
ε
)2p
(log (1/δ1) + log (32N0 (n)))
and
θ (ε/4,m) ≤ δ1
4n |A|
where N0(n) = N (8−1(ε/4)p,F , n, µ). Then we have P(‖JpiK − J∗‖p,% > g) ≤ δ.
Theorem 2 and Theorem 3 part 1) offer two different convergence analysis. We now confirm our claim
that the stochastic dominance analysis requires a smaller number of samples in each iteration. First, we
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take θ (ε,m) = Ce−mε2 where C > 0 is some constant, and compute the minimal number of samples m1
required by Theorem 2 and samples m2 required for the stochastic dominance analysis:
m1 =
4γ2
[ε (1− γ)− 2γKJmax (1− γ)]2
log
|A| |S|C
1− (1− δ)1/K
,
m2 =
4γ2
ε2
log
|A| |S|C
δ − 2/eKµmin ,
where µmin = min {µ1, µ2} , with µ1 = (1−δ)(dJmax/εe−1)/K and µ2 = [1−(1−δ)1/K ](1−δ)(dJmax/εe−2)/K .
To verify our claim, we next allow K to be arbitrarily large and show m1 ≥ m2 in the following. First,
we need to show eKµmin → +∞ as K → +∞. Note that for constant d ∈ (0, 1) and K > 0, we have
(1− d1/K)(1 + d1/K + d2/K + · · ·+ d(K−1)/K) = 1− d,
and thus 1−d1/K ≥ (1− d)/K. We then obtain that eK(1−d1/K) ≥ [eK(1− d)]/K → +∞ as K → +∞.
Since µmin ∈ (0, 1) , we conclude that eKµmin → +∞ as K → +∞. Finally, by letting K be arbitrarily
large, we have m1/m2 ≈ 1/(1− γ)2, which implies the stochastic dominance analysis requires a smaller
number of samples in each iteration given sufficiently large amount of iterations K.
The sample comparison for analysis in Theorem 1 and Theorem 3 2) is nontrivial because it does not
follow from a contraction argument. This discussion is left for future work.
VI. PROOFS OF MAIN RESULTS
This section is organized as follows. In Section VI-B and VI-A, we provide details for two types
of analysis, i.e., p−norm and supremum analysis, followed by their alternative stochastic dominance
convergence analysis in Section VI-C. Proofs of all technical results can be found in the Appendix.
A. Analysis in p−norm
The idea of analysis in p−norm is to show that (i) the approximation errors stay small with high
probability in each iteration provided that m,n are sufficiently large, and (ii) if the errors in each iteration
are small then the final error will be small when K, the number of iterations, is big enough. To show (i),
we provide a lemma which gives us a probabilistic guarantee on the approximation error introduced in a
single iteration of our algorithm.
Lemma 4: Let Assumption 1 and 2 hold. Fix real number p ∈ [1,+∞), integers n,m ≥ 1, µ ∈ P (S) and
F ⊂ B (S; Jmax) . Pick any J ∈ B (S; Jmax) and let Ĵk+1 = Ĵk+1 (J, n,m, µ,F) be defined by Equation
(8). Let N0 (n) = N (8−1 (ε/4)p ,F , n, µ) . Then for any ε, δ > 0,
‖Ĵk+1 − T Ĵk‖p,µ ≤ dp,µ(T Ĵk,F) + ε
holds w.p. at least 1− δ provided that
n > 128 (8Jmax/ε)
2p (log (1/δ) + log (32N0 (n)))
and m satisfying
θ
(ε
4
,m
)
≤ δ
4n |A| .
Lemma 4 shows that with high probability, Ĵk+1 is a good approximation to T Ĵk provided that some
element of F is close to T Ĵk and if the number of samples is sufficiently large. In other words, the lemma
states the finite-sample bound for a single iterate.
For risk measures defined in Section IV, we have the following error bound for each iteration.
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Corollary 1: Let Assumptions 1 and 2 hold. Given a real number p ∈ [1,+∞), µ ∈ P(S), F ⊂
B(S; Jmax). Pick any J ∈ B (S; Jmax) and let Ĵk+1 = Ĵk+1 (J, n,m, µ,F) be defined by Equation (8). Let
N0(n) = N (8−1(ε/4)p,F , n, µ). Then for any ε, δ > 0,
‖Ĵk+1 − T Ĵk‖p,µ ≤ dp,µ(T Ĵk,F) + ε
holds w.p. at least 1− δ provided that
n > 128
(
8Jmax
ε
)2p
(log (1/δ) + log (32N0 (n)))
and m satisfying
1)
m >
32m′
ε2
(log (1/δ) + log (8n |A|)) ,
where m′ = min{((1+C)Jpmax)2, (bp(1+C)J2p−1max )2, J2max} with constant C > 0 for mean-deviation
or mean-semideviation risk function ρ.
2)
m > 32(u(Jmax)/ε)
2(log (1/δ) + log (8n |A|) + log(1 + 16β2/ε))
for coherent optimized certainty equivalent ρ.
3)
m > 32
(
(2− α) Jmax
(1− α) ε
)2
(log (1/δ) + log (8n |A|) + log (1 + 16/ε (1− α)))
given CVaR with parameter α ∈ [0, 1).
The proof below puts (i) and (ii) together and gives the main result.
Proof of Theorem 1: The proof essentially follows the proof of [22, Theorem 2] and states PAC-
bounds on the sample size of sampling-based approximate value iteration. First, we state the key piece of
the derivation of the error bounds. Recall that a stochastic kernel is Q : B (S; Jmax)→ B (S; Jmax) such
that [QJ ](s) is an expectation of J (Y ) w.r.t. some probability distribution, for all states s ∈ S.
Lemma 5:
1) For any Ĵk ∈ B (S; Jmax), there is a stochastic kernel Qpik such that T pi∗ Ĵk−T pi∗J∗ ≤ γQpik(Ĵk−J∗).
2) For any Ĵk ∈ B (S; Jmax), there is a stochastic kernel Qpi∗k such that T pˆik Ĵk−T pˆikJ∗ ≥ γQpi∗k(Ĵk−J∗).
Next, we apply Lemma 5 and adapt [22, Lemma 3] to obtain point-wise error bounds (i.e., bounds hold
for any state s ∈ S) for {Ĵk}k≥0 relative to J∗ with the approximation errors εk defined in (6).
Lemma 6: Choose K ≥ 1. We have
JpiK − J∗ ≤ 2Q0
{
K−1∑
k=0
γK−kQ1|εk|+ γK+1Q2|Ĵ0 − J∗|
}
where
Q0 =(I − γQpˆiK )−1,
Q1 =(Q
piKQpiK−1 . . . Qpik+1 +QpˆiKQpi
∗
K−1Qpi
∗
K−2 . . . Qpi
∗
k+1)/2,
Q2 =(Q
piKQpiK−1 . . . Qpi0 +QpˆiKQpi
∗
K−1Qpi
∗
K−2 . . . Qpi
∗
0 )/2.
We need to adapt [22, Lemma 3] to get the previous lemma because the Bellman operator T is not a
contraction operator w.r.t. the Lp norm for 1 ≤ p < ∞. The preceding point-wise error bounds suggest
that if the sequence of errors {εk}k≥0 is small then ĴK should be close to J∗ and the greedy policy piK
w.r.t. ĴK should be close to optimal. The next lemma gives Lp bounds by using the point-wise error
bounds in Lemma 6.
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Lemma 7: Let Assumption 3 hold. For any η > 0, there exists K that is linear in log (1/η) and log Jmax
such that, if the Lp (µ)−norm of the approximation errors is bounded by some ε (‖εk‖p,µ ≤ ε for all
0 ≤ k < K) then ∥∥JpiK − J∗∥∥
p,%
≤ 2γ
(1− γ)2C
1/p
%,µ ε+ η.
Next, we state a technical lemma without its proof.
Lemma 8 ( [22, Lemma 5]): Assume that X, Y are independent random variables taking values in the
respective measurable spaces, X and Y . Let g : X × Y → R be a Borel-measurable function such that
E[g (X, Y )] exists. Assume that for all y ∈ Y , E[g (X, y)] ≥ 0. Then E[g(X, Y )|Y ] ≥ 0 holds, too, w.p.
1.
Fix ε, δ > 0. The aim is to show that by selecting the number of iterates K, and the number of samples
m,n large enough, the bound∥∥JpiK − J∗∥∥
p,%
≤ 2γ
(1− γ)2C
1/p
%,µ dp,µ (TF , F) + ε (10)
holds w.p. at least 1− δ. Note that by construction the iterates Ĵk remain bounded by Jmax. By Lemma
7, under Assumption 3, for all those events, where the error εk = T Ĵk − Ĵk+1 of the kth iterate is below
(in Lp (µ)−norm) some level ε0, we have∥∥JpiK − J∗∥∥
p,%
≤ 2γ
(1− γ)2C
1/p
%,µ ε0 + η, (11)
provided that K = Ω (log (1/η)) . Now choose
ε′ =
ε (1− γ)2
4γC
1/p
%,µ
and η =
ε
2
.
Let f (ε, δ) denote the function that gives lower bounds on m,n in Lemma 4 based on the value of the
desired estimation error ε and confidence δ. Let (n,m) ≥ f (ε′, δ/K) . Let us denote the collection of
random variables used in kth step by sk. Hence, sk consists of the n sampled states, as well as |A| ×n×
m next states. Further, introduce the notation Ĵ (J, sk) to denote the result of solving the optimization
problems (7) and (8) based on the samples sk and starting from the risk-to-go J ∈ B (S; Jmax) . By
Lemma 4,
P(‖Ĵ(J, sk)− TJ‖p,µ ≤ dp,µ(TJ,F) + ε′) ≥ 1− δ/K.
Apply Lemma 8 with X = sk, Y = Ĵk and g (s, J) = I{‖Ĵ(J,s)−TJ‖p,µ≤dp,µ(TJ,F)+ε′} − (1− δ/K) . Since
sk is independent of Ĵk, the lemma can be applied. Therefore,
P(‖Ĵ(Ĵk, sk)− T Ĵk‖p,µ ≤ dp,µ(T Ĵk,F) + ε′
∣∣ĴK) ≥ 1− δ/K.
Taking expectation of both sides gives
P(‖Ĵ(Ĵk, sk)− T Ĵk‖p,µ ≤ dp,µ(T Ĵk,F) + ε′) ≥ 1− δ/K.
Since Ĵ(Ĵk, sk) = Ĵk+1 and εk = T Ĵk − Ĵk+1, we thus have
‖εk‖p,µ ≤ dp,µ (TJ,F) + ε′
holds except for a set of bad events Bk of measure at most δ/K. Hence, above inequality holds simulta-
neously for k = 1, . . . , K except for the events in B = ∪kBk. Note that
P (B) ≤
K∑
k=1
P (Bk) ≤ δ.
Now pick any event in the complement of B. Thus, for such an event (11) holds when ε0 = dp,µ (TJ,F)+
ε′. Plugging in the definition of ε′ and η we obtain (10).
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B. Analysis in supremum norm
The convergence analysis in the supremum norm follows from the fact that T is a contracting operator
as shown below.
Lemma 9: |[TJ1] (s)− [TJ2] (s) | ≤ γ‖J1 − J2‖∞ for all s ∈ S and J1, J2 ∈ B (S; Jmax).
It follows that ‖TJ − J∗‖∞ ≤ γ‖J − J∗‖∞ for all J ∈ B (S; Jmax). Next, given the true risk value
ρ(J(Y s,a)), we define T : B (S; Jmax) → F as the Bellman operator corresponding to the finite state
space MDP [
TJ
]
(s) = min
a∈A
{c(s, a) + γρ (J (Y s,a))} ,∀s ∈ S.
The operator T˜ : B (S; Jmax) → B (S; Jmax) is defined as an extension of T : for s ∈ S, we can find
s′ ∈ S and ‖s− s′‖∞ ≤ , such that
[T˜ J ](s) = [TJ ](s′)
by Assumption 5. Moreover, we use a random operator T̂ : B (S; Jmax)→ B (S; Jmax) to represent steps 1,
2, and 3 of Algorithm 1, i.e., the state space sampling over an −net S, risk-to-go estimation {J˜k+1 (s)}s∈S
from Jˆk, and function extension to produce Ĵk+1 ∈ B (S; Jmax) (we leave the dependence on the sample
size m ≥ 1 in T̂ implicit for cleaner notation). The iterates {Ĵk}k≥0 of our approximate value iteration
algorithm then satisfy Ĵk+1 = T̂ Ĵk for all k ≥ 0.
Under Assumption 1, the risk-to-go functions are uniformly bounded by Jmax, and thus the worst error
satisfies ‖ĴK − J∗‖∞ ≤ Jmax. When we use the random operator T̂ , the error ‖T̂ J − TJ‖∞ is incurred
and we have
‖T̂ J − J∗‖∞ ≤ ‖TJ − J∗‖∞ + ‖T̂ J − TJ‖∞
≤ γ‖J − J∗‖∞ + ‖T̂ J − TJ‖∞.
(12)
If the stochastic error term ‖T̂ J − TJ‖∞ is small then T̂ is nearly a contraction operator. Based on
this observation, inequality (12) yields our ∞−norm convergence analysis. The following lemma bounds
‖T̂ J − TJ‖∞. Its proof relies on the fact ‖T̂ J − TJ‖∞ ≤ ‖T̂ J − T˜ J‖∞ + ‖T˜ J − TJ‖∞.
Lemma 10: Let ε > 0. Under Assumption 1, 2, 4 and 5, if the −net is chosen such that  ≤
ε/(2κc + 2γκµJmax), we have
P(‖T̂ J − TJ‖∞ ≤ ε) ≥ 1− n|A|θ(ε/(2γ),m).
The convergence result for the supremum norm algorithm then follows immediately, as shown below.
Proof of Theorem 2: Let the approximation errors εk defined in (6) satisfy ‖εk‖∞ ≤ ε for all
k = 0, . . . , K − 1, and denote pm,n (ε) = n |A| θ (ε/(2γ),m) . Starting with K = 1, we have
‖Ĵ1 − J∗‖∞ = ‖T̂ Ĵ0 − J∗‖∞
≤ ‖T Ĵ0 − J∗‖∞ + ‖T̂ Ĵ0 − T Ĵ0‖∞
≤ γ‖Ĵ0 − J∗‖∞ + ε,
with probability at least 1− pm,n (ε) by Lemma 9 and 10. For K = 2, by the union bound of probability,
we have
‖Ĵ2 − J∗‖∞ ≤ γ‖Ĵ1 − J∗‖∞ + ε
≤ γ2‖Ĵ0 − J∗‖∞ + γε+ ε,
with probability at least 1− 2pm,n (ε). By induction, for K ≥ 1,
‖ĴK − J∗‖∞ ≤ γ‖ĴK−1 − J∗‖∞ + ε
≤ γK‖Ĵ0 − J∗‖∞ +
K−1∑
k=0
γK−k−1ε
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with probability at least 1−Kpm,n (ε).
Note that
∑K−1
k=0 γ
K−k−1 ≤ 1/ (1− γ) for all K ≥ 1 and ‖Ĵ0 − J∗‖∞ ≤ Jmax. We obtain
P
(
‖ĴK − J∗‖∞ ≤ γKJmax + ε/(1− γ)
)
≥ 1−Kpm,n (ε) .
C. Analysis via stochastic dominance
We first recall the approximation error εk defined in Equation (6) that appears in approximate value
iteration:
Ĵk+1 = T Ĵk − εk, ∀k ≥ 0.
The following inequalities form the foundation of our stochastic dominance analysis, they give bounds
on the approximation error for both the supremum and p−norms.
Lemma 11:
1) Let Assumption 1 hold. If ‖εk‖∞ ≤ ε for all 0 ≤ k < K, we have
‖ĴK − J∗‖∞ ≤ γKJmax + ε
1− γ . (13)
2) Let Assumption 1 and 3 hold. If ‖εk‖p,µ ≤ ε for all 0 ≤ k < K, we have
‖JpiK − J∗‖p,% ≤ 2γ
(1− γ)2 [C
1/p
%,µ ε+ γ
K/p(1− γ)1/p(1− γK+1)1−1/pJmax]. (14)
We remark that the above results hold by assuming that the approximation error in all iterations
k = 0, . . . , K − 1 falls below the tolerance ε. The iteration count K is chosen to control the error Jmax.
Note that the RHS of the inequalities (13) and (14) do not depend on the initial error between Ĵ0 and
J∗, it depends on the worst-case error Jmax. For the rest of this section, let us fix an error tolerance
ε > 0. Once ε > 0 is fixed, we consider an iteration “good” if the error falls below ε, and we consider
an iteration to be “bad” if the error exceeds ε. Once ε > 0 is fixed, inequalities (13) and (14) give us
guidance on how many “good” iterations K are required to reach a desired approximation error. Again,
this number K can be chosen directly from the inequalities (13) and (14), even though the latter inequality
does not follow from a contraction argument as it is originally done in ∞−norm in [24].
Now we are in a position to use our stochastic dominance convergence analysis. Consider a probability
space (Ω,B(Ω), P ) where Ω is a sample space with elements denoted ω ∈ Ω, B (Ω) is the Borel σ−algebra
on Ω, and P is a probability distribution on (Ω,B(Ω)). In our upcoming algorithms, (Ω,B(Ω), P )
corresponds to the randomness used to drive one round of simulation. We are interested in repeated samples
from (Ω,B(Ω), P ), so we define the space of sequences (Ω∞,B(Ω∞),P) where Ω∞ = ×∞k=0Ω with
elements denoted ω = (ωk)k≥0, B(Ω∞) = ×∞k=0B(Ω), and P is the probability measure on (Ω∞,B(Ω∞))
guaranteed by the Kolmogorov extension theorem applied to P . Let {Xk}k≥0 be a stochastic process
on (Ω∞,B(Ω∞),P) with the integer-valued state space {0, 1, . . . , K∗} where K∗ is an upper bound on
{Xk}k≥0.
Let dxe denote the smallest integer greater than or equal to x ∈ R and g > 0 be a granularity. The
stochastic process {Xk}k≥0 on a discrete and finite state space is defined by
Xk =
⌈‖Jk − J∗‖/g⌉ ,
where Jk = Ĵk when ‖·‖ is the∞−norm and Jk = Jpik when ‖·‖ is the p−norm. Since ‖Jk−J∗‖ ≤ Jmax,
we define a constant
K∗ , dJmax/ge .
Notice that K∗ is the smallest number of intervals of length g needed to cover the interval [0, Jmax]. By
construction, the stochastic process {Xk}k≥0 is restricted to the finite state space {η ∈ N : 0 ≤ η ≤ K∗}.
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If we could understand the behavior of the stochastic process {Xk}k≥0, then we could analysis the
convergence of {‖Jk− J∗‖}k≥0. Throughout this paper, {Xk}k≥0 will represent the error between a risk-
to-go function estimate and the optimal risk-to-go function in the simulation-based approximate value
iteration algorithms.
Consider the state space {1, 2, . . . , K∗}, where state K∗ corresponds to the worst case starting error
Jmax and state 1 corresponds to the desired approximation error. In other words, if we have a string of
K∗ “good” iterations, we are able to reach our desired performance. We are thus interested in studying
the convergence of {Xk}k≥0 to zero. We next make an assumption about the behavior of {Xk}k≥0.
Assumption 6: For ε > 0 and all k ≥ 0, P(‖Jk − J∗‖ ≤ ε) ≥ p with probability p ∈ (0, 1). Here
Jk = Ĵk when ‖ · ‖ is the ∞−norm and Jk = Jpik when ‖ · ‖ is the p−norm.
The choice of p in Assumption 6 depends on the specifics of {Xk}k≥0, and we now discuss: in the
supremum-norm analysis, we choose p , 1− n|A|θ(ε/(2γ),m) since
P(‖T̂ Ĵk − T Ĵk‖∞ ≤ ε) ≥ 1− n |A| θ(ε/(2γ),m)
from Lemma 10; in the p−norm analysis, we set p , 1− δ since
P(‖Ĵk+1 − T Ĵk‖p,µ ≤ dp,µ(T Ĵk,F) + ε) ≥ 1− δ
from Lemma 4. As shown before, we are able to control p in Assumption 6 by improving the quality of
our simulation-based approximate value iteration algorithms with more samples and also by choosing a
richer functional family.
Based on Assumption 6, we can construct a “dominating” Markov chain {Yk}k≥0 to help us analyze the
behavior of {Xk}k≥0. We construct {Yk}k≥0 on (N∞,N ), the canonical measurable space of trajectories
on N, so Yk : N∞ → N. We will use Q to denote the probability measure of {Yk}k≥0 on (N∞,N ). Since
{Yk}k≥0 will be a Markov chain by construction, the probability measure Q is completely determined
by an initial distribution on N and a transition kernel for {Yk}k≥0 denoted Q. We restrict {Yk}k≥0 to the
finite state space {1, 2, . . . , K∗ − 1, K∗}. We then define:
Yk+1 =
{
max {Yk − 1, 1} , w.p. p,
K∗, w.p. 1− p,
where p is the same one from Assumption 6 and is the probability of a “good” iteration (where the error
falls bellow g). In words, {Yk}k≥0 moves one unit closer to state 1 with probability p (corresponding to a
“good” iteration) or moves back to the starting worst-case error Jmax with probability 1−p, corresponding
to a “bad” iteration. Notice that this bound is extremely conservative, because we always assume that a
“bad” iteration is so bad that it resets the entire process. Moreover, any time we are in state 1, we know
that we have reached the desired performance level: if we are in state 1, and we have a “good” iteration,
then we remain in state 1 (since the RHS of both inequalities (13) and (14) is decreasing in K, so more
“good” iterations than we need does not increase the approximation error).
We now show that {Xk}k≥0 and {Yk}k≥0 have a stochastic dominance relationship. The following
definition gives the notion of (first-order) stochastic dominance (see [49]).
Definition 1: Let X and Y be two real-valued random variables. Y stochastically dominates X, written
as X ≤st Y, when P (X ≥ θ) ≤ P (Y ≥ θ) for all θ in the support of Y.
The theorem below compares the marginal distributions of {Xk}k≥0 and {Yk}k≥0 at all times k ≥ 0
when the two stochastic processes {Xk}k≥0 and {Yk}k≥0 start from the same state.
Lemma 12: Under Assumption 6. If X0 = Y0, then Xk ≤st Yk for all k ≥ 0.
Next we compute the steady state distribution of the Markov chain {Yk}k≥0. Let µ denote the steady
state distribution of Y =d limk→∞ Yk, whose existence is guaranteed since {Yk}k≥0 is an irreducible
Markov chain on a finite state space. Denote µ (i) = Q (Y = i) for i ∈ {1, 2, . . . , K∗} . The next lemma
gives {µ(i)}K∗i=1.
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Lemma 13: Under Assumption 6. The values of {µ (i)}K∗i=1 are µ (1) = pK∗−1, µ (K∗) = 1 − p, and
µ (i) = (1− p) pK∗−i, i = 2, . . . , K∗ − 1.
We are now ready to prove Theorem 3.
Proof of Theorem 3:
First, we use Lemma 12 and 13 to derive an asymptotic result.
Proposition 1: For any δ1 ∈ (0, 1) .
1) Select ε < g,  and m such that
 ≤ ε
2 (κc + γκµJmax)
and
θ
(
g
2γ
,m
)
≤ δ1|A| |S| ,
then lim supk→∞ P(‖Ĵk − J∗‖∞ > g) ≤ δ1.
2) Select ε < g − dp,µ (TF ,F) , n and m such that
n > 128
(
8Jmax
ε
)2p
(log (1/δ1) + log (32N0 (n)))
and
θ (ε/4,m) ≤ δ1
4n |A| ,
then lim supk→∞ P(‖Jpik − J∗‖p,% ≥ g) ≤ δ1.
Our earlier Lemma 13 gives the stationary distribution of {Yk}k≥0. To continue, we will use a mixing
time argument to find out how “close” {Yk}k≥0 is to its stationary distribution as a function of time. The
total variation distance between two probability measures µ and ν on S as∥∥µ− ν∥∥
TV
= max
S⊂S
∣∣µ (S)− ν (S)∣∣ = 1
2
∫
S
∣∣µ (ds)− ν (ds)∣∣.
Let Qk be the marginal distribution of Yk on N at stage k and d (k) = ‖Qk − µ‖TV be the total variation
distance between Qk and the steady state distribution µ. For δ2 > 0, we define
tmix (δ2) = min {k : d (k) ≤ δ2}
to be the minimum length of time needed for the marginal distribution of Yk to be within δ2 of the steady
state distribution in total variation norm. By [50, Theorem 12.3], tmix (δ2) can be bounded as below.
Lemma 14: For any δ2 > 0, we have
tmix (δ2) ≤ log
(
1
δ2µmin
)
where µmin , minη µ (η) .
Next, we use the above bound on mixing time to get a non-asymptotic bound.
Proposition 2: For k ≥ log (1(δ2µmin)) , we have
1) P(‖Ĵk − J∗‖∞ > g) ≤ 1 + 2δ2 − µ (1) .
2) P(‖Jpik − J∗‖p,% > g) ≤ 1 + 2δ2 − µ (1) .
Finally, combing Proposition 1 and 2, we prove Theorem 3 1) and 2).
1) Let δ1, δ2 > 0 and δ1 + 2δ2 ≤ δ. By the choice of ε,  and n in Proposition 1 1), we have
lim sup
k→∞
P(‖Ĵk − J∗‖∞ ≥ g) ≤ 1− µ(1) ≤ δ1.
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For k ≥ log(1/(δ2µmin)), by Proposition 2 1), we have
P(‖Ĵk − J∗‖∞ > g) ≤ 1 + 2δ2 − µ (1) ≤ δ1 + 2δ2.
Combining both inequalities, we obtain P(‖Ĵk − J∗‖∞ > g) ≤ δ.
2) Let δ1, δ2 > 0 and δ1 + 2δ2 ≤ δ. By the choice of ε,m and n in Proposition 1 2), we have
lim sup
k→∞
P(‖Jpik − J∗‖p,% ≥ g) ≤ 1− µ (1) ≤ δ1.
For k ≥ log (1(δ2µmin)) , by Proposition 2 2), we have
P(‖Jpik − J∗‖p,% > g) ≤ 1 + 2δ2 − µ (1) ≤ δ1 + 2δ2.
Combining both inequalities, we obtain P
(‖Jpik − J∗‖p,% > g) ≤ δ.
VII. NUMERICAL EXPERIMENTS
In this section, we report some simulation results that illustrate the performance of the methods
developed in this paper.
A. An optimal maintaining problem
We consider a continuous one-dimensional optimal maintaining problem which is similar in spirit to
the one in [22]. The state variable st ∈ R+ measures the accumulated utilization of a piece of equipment.
The larger the value of the state, the worse the condition of the product; st = 0 represents a brand new
equipment. In addition, there is an absorbing “bad” state sbad that corresponds to broken equipment.
At each time t ≥ 0, one can either keep (at = K) or repair (at = R) the existing equipment. The
bad state models the situation where the equipment is broken and cannot be operated or repaired, and so
P (sbadt+1|sbadt , a) = 1. When action K is chosen at time step t, the transition to a new state has a mixture
distribution: with probability q the new state is sbadt+1, and with probability 1 − q next state follows the
exponential density:
P (st+1|st,K) =
{
βe−β(st+1−st), if st+1 ≥ st;
0, otherwise.
When action R is taken at time step t ≥ 0, the next state follows
P (st+1|st,R) =
{
βe−βst+1 , if st+1 ≥ 0;
0, otherwise.
The cost function is c(s,K) = f(s) where the monotonically increasing function f (s) is the cost of
operating the equipment when its condition is s. The cost associated with the repair of the equipment
is independent of the state and is given by c(s,R) = C1 + f(0). Finally, the penalty of breaking the
equipment is c(sbad, a) = C2.
We consider both risk-neutral and risk-aware decision makers, where the risk-aware decision maker
seeks to minimize the Markovian conditional value-at-risk (CVaR) of his discounted cost. In the risk-
neutral case, the optimal policy pi∗neutral solves Problem (1) and satisfies
pi∗neutral (s) ∈ arg min
a∈A
{
c(s, a) + γ
∫ ∞
0
P (ds′|s, a) J∗neutral (s′)
}
,
where J∗neutral (s) is the classical cost-to-go function representing the optimal expected total discounted
cost when the process is started from state s. Given a confidence level α ∈ [0, 1), a Markovian CVaR
minimizing risk-aware decision maker chooses
pi∗CVaR (s) ∈ arg min
a∈A
{
c(s, a) + γ min
η∈[0,Jmax]
[η +
1
1− α
∫ ∞
0
P (ds′|s, a) (J∗ (s′)− η)+]
}
.
We next compare the performance these two decision makers.
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B. Result
We choose values γ = 0.6, β = 0.5, q = 0.2, C1 = 30, C2 = 120 and f (s) = 4s. Similar to [22], we
use state space truncation. In order to make the state space bounded, we fix an upper bound smax = 30 for
the state. We then modify the problem definition so that if the next state is outside the interval [0, smax],
then the equipment is immediately repaired, and then a new state is drawn as if the action R were chosen
in the previous step. By the choice of smax, the probability
∫∞
smax
P (ds′|s, a) is negligible and hence J∗neutral
and J∗ of the modified problem closely match that of the original problem. We let sbad = 30 denote the
bad state where the equipment is broken.
For both the risk-neutral and risk-aware cases, we consider approximations of risk-to-go-functions using
polynomials of degree l = 4 and we choose the distribution µ to be uniform over the state space [0, smax] .
The number of iterations is set to K = 30 and the number of samples is fixed at m = n = 100. We
compute the best fit in functional family F (for l = 4) by minimizing the least square error to the data,
i.e., p = 2.
We take the sampling distribution µ to be a mixture of a uniform distribution on the state space with
a point mass on sbad. For our experiments, we choose the uniform distribution with probability 0.95 and
choose sbad with probability 0.05. As discussed in Section III-A, fix state s ∈ S, action a ∈ A and
α ∈ [0, 1), the distributional set Q (s, a) for Markovian CVaR is given by
Q(s, a) =
h :
0 ≤ h (s′) ≤ (1− α)−1 , a.e. s′ ∈ S,∫ ∞
0
h (s′)P (ds′|s, a) = 1
 .
Since the Radon-Nikodym derivatives h of distributions Q (· |s, a) ∈ Q (s, a) with respect to µ are bounded
by (1− α)−1 , Assumption 3 holds with Cµ = (1− α)−1 by Lemma 2.
Let the initial state be s0 = 0. Table II shows the decision boundaries of the stationary policies pi∗neutral
and pi∗CVaR. It can be seen that the decision boundaries of the risk-neutral and Markovian CVaR policies
begin to match as α approaches zero.
TABLE II
DECISION BOUNDARIES OF POLICIES pi∗neutral AND pi
∗
CVaR .
Policies Decision boundaries
Risk-Neutral pi∗neutral (s) = K if s ≤ 5.3
CVaR0.1 pi∗CVaR (s) = K if s ≤ 5.1
CVaR0.2 pi∗CVaR (s) = K if s ≤ 5.0
CVaR0.3 pi∗CVaR (s) = K if s ≤ 3.5
CVaR0.4 pi∗CVaR (s) = K if s ≤ 3.2
CVaR0.5 pi∗CVaR (s) = K if s ≤ 3.0
CVaR0.6 pi∗CVaR (s) = K if s ≤ 2.6
CVaR0.7 pi∗CVaR (s) = K if s ≤ 0.8
CVaR0.8 pi∗CVaR (s) = R for s ∈ [0, smax]
CVaR0.9 pi∗CVaR (s) = R for s ∈ [0, smax]
Fig. 2 illustrates the expected total discounted cost (averaged over 5, 000 runs) incurred by following
policies pi∗neutral and pi
∗
CVaR. Since both policies are similar when α is small, the performances of the two
is close as expected. From Table II, when α is large (say α = 0.9) the Markovian CVaR policy becomes
conservative and chooses to repair in every state. This choice leads to a huge expected total cost as
observed in Fig. 2.
Fig. 3 shows the recursive CVaR value for stationary policies pi∗neutral and pi
∗
CVaR. From Table II, when α
is large, pi∗CVaR prevents the decision maker from keeping the equipment (i.e., a = K), thus reducing the
chance of reaching the bad state sbad and incurring a large cost.
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Fig. 2. Expected total discounted cost by following risk-neutral and Markovian CVaR policies.
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Fig. 3. Recursive CVaR value of risk-neutral and Markovian CVaR policies.
VIII. CONCLUSION
In this paper, we have extended simulation-based approximate value iteration algorithms for classical
risk-neutral MDPs to the risk-aware setting. This work is significant because it shows that, under mild
technical assumptions, risk-aware sequential decision-making can be done efficiently on large scales. Our
algorithms apply to the whole class of Markov risk measures, and generalize several recent studies that
focused on specific risk measures. Most importantly, we are able to give finite time bounds (instead of
asymptotic bounds) in both supremum and p−norms on the solution quality of our algorithms so that
decision makers may know the quality of the resulting policies as a function of computational effort.
We have two main directions for future work. First, Markov risk measures developed in [3] naturally
lead to dynamic programming formulations. Yet, there are still many risk-aware MDPs (e.g., [7]) that do
not satisfy the time consistency axiom. We wish to develop simulation-based algorithms for those models
as well. Second, we are interested in creating online algorithms for risk-aware MDPs, such as variants of
Q-learning (e.g., [2]). This work would have high impact because it would allow controllers of complex
systems to manage risk in real time.
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APPENDIX
The following well known fact will be used throughout our analysis in this paper, we mention it here
for ease of reference.
Fact 1: Let X be a given set, and f1 : X → R and f2 : X → R be two real-valued functions on X .
Then,
1) | infx∈X f1 (x)− infx∈X f2 (x) | ≤ supx∈X |f1 (x)− f2 (x) |,
2) | supx∈X f1 (x)− supx∈X f2 (x) | ≤ supx∈X |f1 (x)− f2 (x) |.
For a fixed probability measure P0 on (S,B (S)), we define the space L = L∞ (S,B (S) , P0) of
essentially bounded measurable mappings on S. The following four properties of coherent risk measures
are important throughout our analysis:
(A1) Convexity: ρ (λX + (1− λ)Y ) ≤ λρ (X) + (1− λ) ρ (Y ) for all X, Y ∈ L and λ ∈ [0, 1].
(A2) Monotonicity: If X, Y ∈ L and X ≤ Y , then ρ (X) ≤ ρ (Y ).
(A3) Translation equivariance: If α ∈ R and X ∈ L, then ρ (X + α) = ρ (X) + α.
(A4) Positive homogeneity: If α > 0 and X ∈ L, then ρ (αX) = αρ (X).
PROOF OF LEMMA 1
Proof of Lemma 1: Fix pi ∈ Π, for any k ≥ 0 we have
0 ≤c(s0, a0) + ρ(γc(s1, a1) + ρ(γ2c(s2, a2) + · · ·+ γkρ(c(sk, ak))))
≤cmax + ρ
(
γcmax + ρ
(
γ2cmax + · · · γkρ (cmax)
))
=cmax
(
1− γk) / (1− γ) ,
where the inequalities follows by monotonicity of ρ and the equality follows by translation equivariance.
Taking the limit as k →∞ gives the desired result.
PROOF OF LEMMA 2
Proof of Lemma 2: For any distribution ν ∈ P (S) and a set B ∈ B (S), we have
ν Qpi (B) =
∫
S
Qpi (B|s) ν (ds)
=
∫
S
[∫
B
Qpi (dy|s)
]
ν (ds)
=
∫
S
[∫
B
dQpi
dµ
(y)µ (dy)
]
ν (ds)
≤
∫
S
∫
B
Cµµ (dy) ν (ds)
=
∫
B
Cµµ (dy)
= Cµµ (B) ,
by the definition of Cµ and the condition
∫
S ν (ds) = 1. Now let ν = %Q
pi1Qpi2 . . . QpiM−1 and pi = piM ,
and we obtain %Qpi1Qpi2 . . . QpiM ≤ Cµµ, which implies c (M) ≤ Cµ.
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PROOF OF LEMMA 3
Proof of Lemma 3: Given s ∈ S, a ∈ A, J ∈ B (S; Jmax), ε > 0 and m ≥ 1.
1) For notation convenience, we let A = A1 − A2 where
A1 = {E [(J (Y s,a)− E [J (Y s,a) |s])p |s]}1/p ,
A2 =
{
1
m
m∑
j=1
∣∣∣∣∣J (Y s,aj )− 1m
m∑
j=1
J
(
Y s,aj
)∣∣∣∣∣
p}1/p
,
and
B = E [J (Y s,a) |s]− 1
m
m∑
j=1
J
(
Y s,aj
)
.
First, we need a technical lemma.
Lemma 15: Given p ∈ [1,+∞). For x ≥ 0 and y ∈ (0, 1) , we have
(x+ y)p ≤ xp + y [(1 + x)p − xp] .
Proof: We have
(x+ y)p = xp + C1nx
p−1y + C2nx
p−2y2 + · · ·+ yp
≤ xp + y (C1nxp−1 + C1nxp−2 + · · ·+ 1)
= xp + y [(1 + x)p − xp] .
Using Lemma 15, we have
1
m
m∑
j=1
∣∣∣∣∣J (Y s,aj )− 1m
m∑
j=1
J
(
Y s,aj
)∣∣∣∣∣
p
≤ 1
m
m∑
j=1
(|A21 (j)|+ |B|)p
≤ 1
m
m∑
j=1
|A21 (j)|p + C |B|
where A21(j) = J(Y
s,a
j )− E[J(Y s,a)|s] and constant C , (1 + Jmax)p − Jpmax > 0. We thus obtain∣∣∣Ap2 − 1m∑mj=1 |A21 (j)|p∣∣∣ ≤ C |B| . Since P (|B| < κ) ≥ 1 − 2 exp[−2mκ2/Jmax] by Hoeffding’s
inequality, we have
P
(∣∣∣∣∣Ap2 − 1m
m∑
j=1
|A21(j)|p
∣∣∣∣∣ < Cκ|s
)
≥ 1− 2 exp
[−2mκ2
J2max
]
.
By Hoeffding’s inequality, we have
P
(∣∣∣∣∣Ap1 − 1m
m∑
j=1
|A21 (j)|p
∣∣∣∣∣ < κ|s
)
≥ 1− 2 exp
[ −2mκ2
(Jmax)
2p
]
.
By a union bounding argument, we have
P (|Ap1 − Ap2| < (1 + C)κ|s) ≤ 1− 2
(
exp
[−2mκ2
J2max
]
+ exp
[ −2mκ2
(Jmax)
2p
])
.
To proceed, we need another technical lemma.
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Lemma 16: For x, y ∈ R, p ∈ [1,+∞), and let max {|x| , |y|} = c where c is a nonnegative constant.
We have
|xp − yp| = |x− y| ∣∣xp−1 + xp−2y + · · ·+ yp−1∣∣ ≤ pcp−1 |x− y| .
Since
max
{∣∣(‖J(Y s,a)− ‖J(Y s,a)‖µ‖pp,µ)1/p∣∣, ∣∣(‖J(Y s,a)− ‖J(Y s,a)‖µˆ‖pp,µˆ)1/p∣∣} = Jmax,
we have
P
(
|A| > ε
2b
|s
)
≤P
(
|Ap1 − Ap2| >
ε
2bpJp−1max
|s
)
≤2( exp[(−mε2)/(√2bp (1 + C) Jpmax)2] + exp[(−mε2)/(√2bp (1 + C) J2p−1max )2]),
where the second inequality holds due to Lemma 16. Note that
P
(
|B| > ε
2
|s
)
≤ 2 exp
[
−mε2(√
2Jmax
)2
]
.
Denote
δm1 = 2
(
exp[−mε2/(
√
2bp(1 + C)Jpmax)
2] + exp[−mε2/(
√
2bp(1 + C)J2p−1max )
2]
)
δm2 = 2 exp[−mε2/(
√
2Jmax)
2].
We have
P (|bA+B| > ε|s)
≤P (b |A|+ |B| > ε|s)
≤P
(
b |A| > ε
2
|s
)
+ P
(
|B| > ε
2
|s
)
≤δm1 + δm2 .
2) Let
A = inf
η∈[0,Jmax]
η + E [u (J (Y s,a)− η) |s] ,
B = inf
η∈[0,Jmax]
η +
1
m
m∑
j=1
u
(
J
(
Y s,aj
)− η) .
Using Fact 1, we have
|A−B| ≤ sup
η∈[0,Jmax]
|E [u (J (Y s,a)− η) |s]− 1
m
m∑
j=1
u
(
J
(
Y s,aj
)− η) |.
By Hoeffding’s inequality, for η ∈ [0, Jmax] , we have
P
(∣∣∣∣E[u(J(Y s,a)− η)|s]− 1m
m∑
j=1
u(J(Y s,aj )− η)
∣∣∣∣ > ε2 |s
)
≤ 2 exp
[
−mε2/
[√
2u (Jmax)
]2]
.
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Since the piecewise linear function u is Lipschitz continuous with the Lipschitz constant equal
to β2, we construct an ε/ (2β2)−covering net N ([0, Jmax], ε/(2β2)) on [0, Jmax] ⊆ R. For any
η ∈ [0, Jmax] , we can find η′ ∈ N ([0, Jmax], ε/(2β2)) such that
1
m
∣∣∣∣∣
m∑
j=1
u
(
J
(
Y s,aj
)− η)− m∑
j=1
u
(
J
(
Y s,aj
)− η′)∣∣∣∣∣ ≤ ε2 .
Here the inequality follows by the Lipschitz continuity of u. Therefore, we conclude
P (|A−B| > ε|s) ≤ 2
(
1 +
4β2
ε
)
exp
[
−mε2[√
2u (Jmax)
]2
]
.
3) Let
A = inf
η∈[0,Jmax]
η +
1
1− αE
[
(J (Y s,a)− η)+ |s
]
,
B = inf
η∈[0,Jmax]
η +
1
m (1− α)
m∑
j=1
(
J
(
Y s,aj
)− η)
+
.
Using Fact 1, we have
|A−B| ≤ sup
η∈[0Jmax]
1
1− α
∣∣∣∣E [(J (Y s,a)− η)+ |s]− 1m
m∑
j=1
(
J
(
Y s,aj
)− η)
+
∣∣∣∣.
By Hoeffding’s inequality, for η ∈ [0, Jmax] , we have
P
(
1
1− α
∣∣∣∣E [(J (Y s,a)− η)+ |s]− 1m
m∑
j=1
(
J
(
Y s,aj
)− η)
+
∣∣∣∣ > ε2 |s
)
≤ 2 exp
[
−m (ε (1− α))2(√
2 (2− α) Jmax
)2
]
.
Since (x)+ has Lipschitz constant 1, we construct an ε (1− α) /2−covering net
N ([0, Jmax] , ε (1− α) /2)
on [0, Jmax] ⊆ R. For any η ∈ [0, Jmax] , we can find η′ ∈ N ([0, Jmax] , ε (1− α) /2) such that∣∣∣∑mj=1 (J (Y s,aj )− η)+ −∑mj=1 (J (Y s,aj )− η′)+∣∣∣
m (1− α) ≤
ε
2
.
Therefore, we conclude
P (|A−B| > ε|s) ≤ 2
(
1 +
4
ε (1− α)
)
exp
[
−m (ε (1− α))2(√
2 (2− α) Jmax
)2
]
.
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PROOF OF LEMMA 4
Proof of Lemma 4: The proof follows the proof of [22, Lemma 1]. Let Ω denote the sample
space underlying the random variables. Let ε′′ > 0 be arbitrary and let f ∗ be such that ‖f ∗ − T Ĵk‖p,µ ≤
inff∈F ‖f−T Ĵk‖p,µ+ε′′. We prove the lemma by showing the sequence of inequalities hold simultaneously
on a set of events of measure not smaller than 1− δ.
‖Ĵk+1 − T Ĵk‖p,µ ≤ ‖Ĵk+1 − T Ĵk‖p,µˆ + ε′ (15)
≤ ‖Ĵk+1 − J˜‖p,µˆ + 2ε′ (16)
≤ ‖f ∗ − J˜‖p,µˆ + 2ε′ (17)
≤ ‖f ∗ − T Ĵk‖p,µˆ + 3ε′ (18)
≤ ‖f ∗ − T Ĵk‖p,µ + 4ε′ (19)
= dp,µ(T Ĵk,F) + 4ε′ + ε′′. (20)
It then follows that ‖Ĵk+1 − T Ĵk‖p,µ ≤ inff∈F ‖f − T Ĵk‖p,µ + 4ε′ + ε′′ w.p. at least 1− δ. Since ε′′ > 0
is arbitrary, it also true that ‖Ĵk+1− T Ĵk‖p,µ ≤ inff∈F ‖f − T Ĵk‖p,µ + 4ε′ w.p. at least 1− δ. The lemma
follows by choosing ε′ = ε/4.
First, observe that (17) holds for all functions f ∈ F and thus the same inequality holds for f ∗ ∈ F ,
too. Therefore, (15) - (19) will hold if (15), (16), (18) and (19) hold w.p. at least 1 − δ′ with δ′ = δ/4.
Let
W = max
(∣∣‖f ∗ − T Ĵk‖p,µ − ‖f ∗ − T Ĵk‖p,µˆ∣∣, ∣∣‖Ĵk+1 − T Ĵk‖p,µ − ‖Ĵk+1 − T Ĵk‖p,µˆ∣∣).
Next we show P (W > ε′) ≤ δ′, which implies (15) and (19) hold. Note that for all ω ∈ Ω, Ĵk+1 =
Ĵk+1 (ω) ∈ F . Hence,
sup
f∈F
∣∣∣‖f − T Ĵk‖p,µ − ‖f − T Ĵk‖p,µˆ∣∣∣ ≥ ∣∣∣‖Ĵk+1 − T Ĵk‖p,µ − ‖Ĵk+1 − T Ĵk‖p,µˆ∣∣∣
holds point-wise in Ω. Therefore, the inequality
sup
f∈F
∣∣∣‖f − T Ĵk‖p,µ − ‖f − T Ĵk‖p,µˆ∣∣∣ ≥ W
holds point-wise in Ω, and hence
P (W > ε′) ≤ P
(
sup
f∈F
∣∣∣‖f − T Ĵk‖p,µ − ‖f − T Ĵk‖p,µˆ∣∣∣ > ε′) .
We claim that
P
(
sup
f∈F
∣∣∣‖f − T Ĵk‖p,µ − ‖f − T Ĵk‖p,µˆ∣∣∣ > ε′)
≤P
(
sup
f∈F
∣∣∣‖f − T Ĵk‖pp,µ − ‖f − T Ĵk‖pp,µˆ∣∣∣ > (ε′)p) .
For any event ω such that
sup
f∈F
∣∣∣‖f − T Ĵk‖p,µ − ‖f − T Ĵk‖p,µˆ∣∣∣ > ε′.
For such event ω, there exists a function f ′ ∈ F such that∣∣∣‖f ′ − T Ĵk‖p,µ − ‖f ′ − T Ĵk‖p,µˆ∣∣∣ > ε′.
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Pick such function. Assume that ‖f ′ − T Ĵk‖p,µˆ ≤ ‖f ′ − T Ĵk‖p,µ. We obtain ‖f ′ − T Ĵk‖p,µˆ + ε′ <
‖f ′ − T Ĵk‖p,µ. Since p ≥ 1, xp + yp ≤ (x+ y)p for x, y ≥ 0, we have ‖f ′ − T Ĵk‖pp,µˆ + (ε′)p ≤
(‖f ′ − T Ĵk‖p,µˆ + ε′)p < ‖f ′ − T Ĵk‖pp,µ and∣∣∣‖f ′ − T Ĵk‖pp,µ − ‖f ′ − T Ĵk‖pp,µˆ∣∣∣ > (ε′)p .
A similar argument can be developed when ‖f ′ − T Ĵk‖p,µˆ > ‖f ′ − T Ĵk‖p,µ. The claim follows since∣∣∣∣ sup
f∈F
‖f − T Ĵk‖pp,µ − ‖f − T Ĵk‖pp,µˆ
∣∣∣∣ ≥ ∣∣∣‖f ′ − T Ĵk‖pp,µ − ‖f ′ − T Ĵk‖pp,µˆ∣∣∣ .
Next, we state a concentration inequality derived due to Pollard.
Theorem 4 (Pollard, 1984): Let F be a set of measurable functions f : X → [0, K] and let ε > 0, m
be arbitrary. If Xi, i = 1, . . . , n is i.i.d. sequence taking values in the space X then
P
(
sup
f∈F
∣∣∣∣∣ 1n
n∑
i=1
f (Xi)− E [f (X1)]
∣∣∣∣∣ > ε
)
≤ 8E[N (ε/8,F(X1:n))] exp[−nε2/128K2].
Now, observe that ‖f − T Ĵk‖pp,µ = E[|(f(s1) − (TJ)(s1))|p], and ‖f − T Ĵk‖pp,µˆ is just the sample
average approximation of ‖f − T Ĵk‖pp,µ. Hence, by noting that the covering number associated with
{f − TJ |f ∈ F} is the same as the covering number of F , we apply Theorem 4 and obtain
P
(
sup
f∈F
∣∣∣‖f − T Ĵk‖pp,µ − ‖f − T Ĵk‖pp,µˆ∣∣∣ > (ε′)p)
≤8E [N ((ε′)p /8,F (s1:n))] exp[−n
2
(
1
8
(
ε′
2Jmax
)p)2]
.
By making the right-hand side upper bounded by δ′ = δ/4 we get a lower bound on n
n > 128
(
8Jmax
ε
)2p
(log (1/δ) + log (32N0 (n))) .
Next, we prove inequalities (16) and (18). Let f denote an arbitrary random function such that f =
f (s;ω) is measurable for each si ∈ S and assume that f is uniformly bounded by Jmax. By triangle
inequality, we have ∣∣∣‖f − T Ĵk‖p,µˆ − ‖f − J˜‖p,µˆ∣∣∣ ≤ ‖T Ĵk − J˜‖p,µˆ. (21)
It suffices to show that ‖T Ĵk − J˜‖p,µˆ ≤ ε′ holds w.p. 1− δ′. Under Assumption 2, we have
P
(∣∣∣∣ρ(Ĵk (Y si,a))− ρˆm({Ĵk (Y si,aj )}m
j=1
)∣∣∣∣ > ε′|s1:n) ≤ θ (ε′,m) ,
Let θ (ε′,m) upper bounded by δ′/ (n |A|) , we get a lower bound on m.
Since ∣∣∣T Ĵk (si)− J˜ (si)∣∣∣ ≤ max
a∈A
∣∣∣∣ρ(Ĵk (Y si,a))− ρˆm({Ĵk (Y si,aj )}m
j=1
)∣∣∣∣
by Fact 1 1), it follows by a union bounding argument that
P
(∣∣∣T Ĵk (si)− J˜ (si)∣∣∣ > ε′∣∣s1:n) ≤ δ′/n,
and hence another union bounding argument yields
P
(
max
i=1,...,n
∣∣∣T Ĵk (si)− J˜ (si)∣∣∣p > (ε′)p ∣∣s1:n) ≤ δ′.
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Taking the expectation of both sides of this inequality gives
P
(
max
i=1,...,n
∣∣∣T Ĵk (si)− J˜ (si)∣∣∣p > (ε′)p) ≤ δ′.
Hence,
P
(
1
n
n∑
i=1
∣∣∣T Ĵk (si)− J˜ (si)∣∣∣p > (ε′)p) ≤ δ′.
Therefore by (21), we have
P
(∣∣∣‖f − T Ĵk‖p,µˆ − ‖f − J˜‖p,µˆ∣∣∣ > ε′) ≤ δ′.
Using this with f = Ĵk+1 and f = f ∗ shows that inequalities (16) and (18) each hold w.p. at least 1− δ′.
PROOF OF COROLLARY 1
Proof of Corollary 1: The lower bound for n can be found similarly in the proof of Lemma 4. Let
ε′ = ε/4 and δ′ = δ/4. In the following, we derive the lower bound for m such that ‖T Ĵk − J˜‖p,µˆ ≤ ε′
holds w.p. 1− δ′.
1) By Lemma 3 1), we have
P
(|bA+B| > ε′|s1:n)
≤P (b |A|+ |B| > ε′|s1:n)
≤P
(
b |A| > ε
′
2
|s1:n
)
+ P
(
|B| > ε
′
2
|s1:n
)
≤δm1 + δm2 ,
where A = A1 − A2 with
A1 = {E[
(
J (Y si,a)− E [J (Y si,a) |s1:n])p |s1:n]}1/p,
A2 =
{
1
m
m∑
j=1
∣∣∣∣∣J (Y si,aj )− 1m
m∑
j=1
J
(
Y si,aj
)∣∣∣∣∣
p}1/p
,
B = E
[
J (Y si,a) |s1:n]− 1
m
m∑
j=1
J
(
Y si,aj
)
,
δm1 = 2
(
exp[−m(ε′)2/(
√
2bp(1 + C)Jpmax)
2] + exp[−m(ε′)2/(
√
2bp(1 + C)J2p−1max )
2]
)
,
δm2 = 2 exp[−m(ε′)2/(
√
2Jmax)
2].
Making δm1 + δ
m
2 upper bounded by δ
′/ (n |A|) , we get a lower bound on m. The rest of proof is
same as the one for Lemma 4, thus omitted. The proof for mean-semideviation risk function can
be developed in a similar way.
2) By Lemma 3 2), we have
P(|A−B| >ε′∣∣s1:n) ≤ 2(1 + 4β2
ε′
)
exp
[
−m (ε′)2[√
2u (Jmax)
]2
]
,
where
A = inf
η∈[0,Jmax]
η + E
[
u (J (Y si,a)− η) |s1:n] ,
B = inf
η∈[0,Jmax]
η +
1
m
m∑
j=1
u
(
J
(
Y si,aj
)− η) .
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Making the right hand side upper bounded by δ′/ (n |A|) , we get a lower bound on m. The rest of
proof is same as the one for Lemma 4, thus omitted.
3) By Lemma 3 3), we have
P(|A−B| > ε′∣∣s1:n) ≤ 2(1 + 4
ε′ (1− α)
)
exp
[
−m (ε′ (1− α))2(√
2 (2− α) Jmax
)2
]
,
where
A = inf
η∈[0,Jmax]
η +
1
1− αE
[
(J (Y si,a)− η)+ |s1:n
]
,
B = inf
η∈[0,Jmax]
η +
1
m (1− α)
m∑
j=1
(
J
(
Y si,aj
)− η)
+
.
Making the right hand side upper bounded by δ′/ (n |A|) , we get a lower bound on m. The rest of
proof is same as the one for Lemma 4, thus omitted.
PROOF OF LEMMA 5
Proof of Lemma 5:
1) For all s ∈ S, we have
[T pi
∗
Ĵk] (s)− [T pi∗J∗] (s)
= γ max
µ∈Q(s,pi∗(s))
EY∼µ[Ĵk (Y )]− γ max
µ∈Q(s,pi∗(s))
EY∼µ[J∗ (Y )]
≤ γQpik(Ĵk − J∗),
where Qpik : B (S; Jmax)→ B (S; Jmax) is a linear operator such that
Qpik(·|s) ∈ arg max
µ∈Q(s,pi∗(s))
EY∼µ[Ĵk(Y )]
is an element of distributional set Q (s, pi∗ (s)) for all s ∈ S.
2) For all s ∈ S, we have
[T pˆik Ĵk] (s)−
[
T pˆikJ∗
]
(s)
= γ max
µ∈Q(s,pˆik(s))
EY∼µ[Ĵk (Y )]− γ max
µ∈Q(s,pˆik(s))
EY∼µ[J∗ (Y )]
≥ γQpi∗k(Ĵk − J∗),
where Qpi∗k : B (S; Jmax)→ B (S; Jmax) is a linear operator such that
Qpi
∗
k(·|s) ∈ arg max
µ∈Q(s,pˆik(s))
EY∼µ[J∗(Y )]
is an element of distributional set Q (s, pˆik (s)) for all s ∈ S.
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PROOF OF LEMMA 6
Proof of Lemma 6: Recall that pi∗ is the optimal policy. For k ≥ 0, we have T Ĵk ≤ T pi∗ Ĵk and
Ĵk+1 − J∗ =T Ĵk − T pi∗ Ĵk + T pi∗ Ĵk − T pi∗J∗ − εk
≤T pi∗ Ĵk − T pi∗J∗ − εk
By Lemma 5 1), there exists a stochastic kernel Qpik such that T pi∗ Ĵk−T pi∗J∗ ≤ γQpik(Ĵk−J∗). Therefore,
we have
Ĵk+1 − J∗ ≤ γQpik(Ĵk − J∗)− εk,
from which we deduce by induction
ĴK − J∗ ≤ γK(QpiK−1QpiK−2 . . . Qpi0)(Ĵ0 − J∗)−
K−1∑
k=0
γK−k−1 (Qpik+1Qpik+2 . . . QpiK−1) εk. (22)
From definition of pik, we have TJ∗ = T pi
∗
J∗ ≤ T pikJ∗ and
Ĵk+1 − J∗ = T pik Ĵk − T pikJ∗ + T pikJ∗ − T pi∗J∗ − εk
≥ T pik Ĵk − T pikJ∗ − εk.
By Lemma 5 2), there is a stochastic kernel Qpi∗k such that T pikJk − T pikJ∗ ≥ γQpi∗k(Ĵk − J∗). Therefore,
Ĵk+1 − J∗ ≥ γQpi∗k(Ĵk − J∗)− εk.
By induction, we obtain
ĴK − J∗ ≥ γK(Qpi∗K−1Qpi∗K−2 . . . Qpi∗0 )(Ĵ0 − J∗)−
K−1∑
k=0
γK−k−1(Qpi
∗
K−1Qpi
∗
K−2 . . . Qpi
∗
k+1)εk. (23)
We observe that T piK ĴK = T ĴK ≤ T pi∗ ĴK by definition of pˆiK and T , and note that JpiK = T piKJpiK
and TJ∗ = T pi∗J∗ = J∗ gives
JpiK − J∗
=T piKJpiK − T piK ĴK + T piK ĴK − T pi∗ ĴK + T pi∗ ĴK − T pi∗J∗
≤T piKJpiK − T piK ĴK + T pi∗ ĴK − T pi∗J∗
≤γQpˆiK (JpiK − ĴK) + γQpiK (ĴK − J∗)
=γQpˆiK (JpiK − J∗ + J∗ − ĴK) + γQpiK (ĴK − J∗),
where QpˆiK : B (S; Jmax)→ B (S; Jmax) is a stochastic kernel such that
QpˆiK (·|s) ∈ arg max
µ∈Q(s,pˆiK(s))
EY∼µ[JpiK (Y )]
is an element of the distributional set Q (s, pˆik (s)) for all s ∈ S, and the second inequality is by Lemma
5. We then have
(I − γQpˆiK )(JpiK − J∗) ≤ γ(QpiK −QpˆiK )(ĴK − J∗).
Note that (I − γQpˆiK ) is invertible and its inverse is a monotonic operator, and we have
JpiK − J∗ ≤ γ(I − γQpˆiK )−1(QpiK −QpˆiK )(ĴK − J∗).
Using (22) and (23), and that fact that max {|a|, |b|} ≤ |a|+ |b|, we obtain
JpiK − J∗ ≤ 2(I − γQpˆiK )−1
{
K−1∑
k=0
γK−kQ1εk + γK+1Q2
(
Ĵ0 − J∗
)}
34
where
Q1 = (Q
piKQpiK−1 . . . Qpik+1 +QpˆiKQpi
∗
K−1Qpi
∗
K−2 . . . Qpi
∗
k+1)/2
and
Q2 = (Q
piKQpiK−1 . . . Qpi0 +QpˆiKQpi
∗
K−1Qpi
∗
K−2 . . . Qpi
∗
0 )/2.
Taking the absolute value of both sides, we obtain the desired bound.
PROOF OF LEMMA 7
Proof of Lemma 7: The proof follows the proof of [22, Lemma 4]. From Lemma 6, we have
JpiK − J∗ ≤2γ
(
1− γK+1)
(1− γ)2
[
K−1∑
k=0
αkAk |εk|+ αKAK |J∗ − Ĵ0|
]
,
with the positive coefficients
αk =
(1− γ) γK−k−1
1− γK+1 , 0 ≤ k < K,
and
αK = [(1− γ) γK ]/(1− γK+1),
such that
∑K
k=0 αk = 1 and the probability kernels
Ak =
1− γ
2
(I − γQpˆiK )−1[QpiKQpiK−1 . . . Qpik+1 +QpˆiKQpi∗K−1Qpi∗K−2 . . . Qpi∗k+1 ],
for 0 ≤ k < K and
AK =
1− γ
2
(I − γQpˆiK )−1[QpiKQpiK−1 . . . Qpi0 +QpˆiKQpi∗K−1Qpi∗K−2 . . . Qpi∗0 ].
We have ∥∥JpiK − J∗∥∥p
p,%
=
∫
% (ds) |JpiK (s)− J∗ (s) |p
≤
[
2γ
(
1− γK+1)
(1− γ)2
]p ∫
% (ds)
[
K−1∑
k=0
αkAk |εk|+ αKAK
∣∣∣J∗ − Ĵ0∣∣∣]p (s)
≤
[
2γ
(
1− γK+1)
(1− γ)2
]p ∫
% (ds)
[
K−1∑
k=0
αkAk |εk|p + αKAK |J∗ − Ĵ0|p
]
(s) ,
by using two times Jensen’s inequality (since Ak are positive linear operators Ak1 = 1 and con-
vexity of x → |x|p). The term |J∗ − Ĵ0| is bounded by Jmax. Under Assumption 3, ρAk ≤ (1 −
γ)
∑
M≥0 γ
Mc (M +K − k)µ. If the approximation error in all iterations k = 0, . . . , K − 1 falls below
the tolerance ‖εk‖p,µ ≤ ε, we deduce∥∥JpiK − J∗∥∥p
p,%
≤
[
2γ
(
1− γK+1)
(1− γ)2
]p
[(1− γK+1)−1C%,µεp + γK(1− γ)(1− γK+1)−1Jpmax].
There exists K that is linear in log (1/η) and log Jmax such that γK ≤ [η(1− γ)2/(2γJmax)]p. By this
choice of K, the second term is bounded by ηp and we have∥∥JpiK − J∗∥∥p
p,%
≤
[
2γ
(1− γ)2
]p
C%,µε
p + ηp.
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PROOF OF LEMMA 9
Proof of Lemma 9: We first write T as
[TJ ] (s) = min
a∈A
{
c(s, a) + γ max
µ∈Q(s,a)
∫
J (y)µ (dy)
}
, ∀s ∈ S,
where each Q (s, a) ⊂ P (S) via Fenchel duality. For any s ∈ S, we have
|[TJ1] (s)− [TJ2] (s)|
≤γmax
a∈A
∣∣∣∣ maxµ∈Q(s,a)
∫
J1 (y)µ (dy)− max
µ∈Q(s,a)
∫
J2 (y)µ (dy)
∣∣∣∣
≤γmax
a∈A
max
µ∈Q(s,a)
∫
|J1 (y)− J2 (y) |µ (dy)
≤γ‖J1 − J2‖∞,
using Fact 1.
PROOF OF LEMMA 10
Proof of Lemma 10: Since‖T̂ J − TJ‖∞ ≤ ‖T̂ J − T˜ J‖∞ + ‖T˜ J − TJ‖∞, we need to bound terms
‖T̂ J − T˜ J‖∞ and ‖T˜ J − TJ‖∞, separately. First, we bound the term ‖T̂ J − T˜ J‖∞ in the following
lemma.
Lemma 17: Let ε > 0. Under Assumption 2, we have
P
(
‖T̂ J − T˜ J‖∞ ≤ ε
2
)
≥ 1− n |A| θ
(
ε
2γ
,m
)
.
Proof: Fix s ∈ S and J ∈ B (S; Jmax) , we have∣∣∣[T˜ J ] (s)− [T̂ J ] (s)∣∣∣
≤
∣∣∣∣mina∈A {c(s′, a) + γρ (J (Y s,a))} −mina∈A {c(s′, a) + γρˆm ({J (Y s,aj )}mj=1)}
∣∣∣∣
≤γmax
a∈A
∣∣∣ρ (J (Y s,a))− ρˆm ({J (Y s,aj )}mj=1)∣∣∣ .
where the first inequality follows from the definition of random operators T̂ and T˜ , and the second
inequality is due to Fact 1 1). Under Assumption 2, we get
P
(∣∣∣ρ (J (Y s,a))− ρˆm ({J (Y s,aj )}mj=1)∣∣∣ > ε2γ
)
≤ θ
(
ε
2γ
,m
)
.
Note that |S| = n and
max
s∈S
∣∣∣[T˜ J ] (s)− [T̂ J ] (s)∣∣∣ = max
s′∈S
∣∣∣[T˜ J ] (s′)− [T̂ J ] (s′)∣∣∣
T˜ J is piecewise constant on {Bs}s∈S . We then obtain
P
(
‖T̂ J − T˜ J‖∞ ≤ ε
2
)
≥ 1− n |A| θ
(
ε
2γ
,m
)
by a union bounding argument.
Next we bound the term ‖T˜ J − TJ‖∞.
Lemma 18: Let ε > 0. Under Assumption 4 and 5, if the −net S is chosen such that
 ≤ ε
2 (κc + γκµJmax)
,
36
we have
‖T˜ J − TJ‖∞ ≤ ε
2
.
Proof: We first show that TJ is Lipschitz continuous with constant κc + γκµJmax. For s, s′ ∈ S and
J ∈ B (S; Jmax) , we have
|[TJ ] (s)− [TJ ] (s′)|
≤max
a∈A
∣∣∣∣c(s, a)− c(s′, a) + γ maxµ∈Q(s,a)
∫
J (y)µ (dy)− γ max
µ′∈Q(s′,a)
∫
J (y)µ
′
(dy)
∣∣∣∣
≤max
a∈A
|c(s, a)− c(s′, a)|+ γmax
a∈A
∣∣∣∣ maxµ∈Q(s,a)
∫
J (y)µ (dy)− max
µ′∈Q(s′,a)
∫
J (y)µ
′
(dy)
∣∣∣∣
≤κc‖s− s′‖∞ + γmax
a∈A
∫
|J (y) (µ∗ (dy|s, a)− µ′∗ (dy|s′, a))|
≤ (κc + γκµJmax) ‖s− s′‖∞.
The third inequality holds due to Assumption 4 1), µ∗ (y|s, a) ∈ arg maxµ∈Q(s,a)
∫
J (y)µ (dy) and
µ
′
∗ (y|s′, a) ∈ arg maxµ′∈Q(s′,a)
∫
J (y)µ
′
(dy) . The last inequality is true because of Assumption 4 2)
and Lemma 1. Recall that T˜ J is piecewise constant on {Bs}s∈S . Under Assumption 5, we conclude
‖T˜ J − TJ‖∞ ≤ (κc + γκµJmax) .
Upper bounding the RHS by ε/2 yields the result.
Combining Lemmas 17 and 18 gives the desired bound.
PROOF OF LEMMA 11
Proof of Lemma 11:
1) First, we claim ‖ĴK −J∗‖∞ ≤ γKJmax +
∑K−1
k=0 γ
K−k−1‖εk‖∞ for K ≥ 1. When K = 1, we verify
‖Ĵ1 − J∗‖∞ ≤ ‖T Ĵ0 − TJ∗ + ε0‖∞
≤ γ‖Ĵ0 − J∗‖∞ + ‖ε0‖∞
≤ γJmax + ‖ε0‖∞ .
by Lemma 9. Assume that the claim holds for K = t
‖Ĵt − J∗‖∞ ≤ γtJmax +
t−1∑
k=0
γt−k−1 ‖εk‖∞ .
When K = t+ 1, by induction, we have
‖Ĵt+1 − J∗‖∞ ≤ ‖T Ĵt − TJ∗ + εt‖∞
≤ γ‖Ĵt − J∗‖∞ + ‖εt‖∞
≤ γt+1Jmax +
t∑
k=0
γt−k ‖εk‖∞ .
Finally, if ‖εk‖∞ ≤ ε for all 0 ≤ k < K, we obtain
‖ĴK − J∗‖∞ ≤ γKJmax +
K−1∑
k=0
γK−k−1ε
≤ γKJmax + ε
1− γ .
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2) From the proof of Lemma 7, under Assumption 3 and if the approximation error in all iterations
k = 0, . . . , K − 1 falls below the tolerance ‖εk‖p,µ ≤ ε, we deduce
‖JpiK − J∗‖pp,%
≤
[
2γ
(1− γ)2
]p [
(1− γK+1)p−1C%,µεp + γK(1− γ)(1− γK+1)p−1Jpmax
]
≤
[
2γ
(1− γ)2
]p [
(C1/p%,µ ε)
p + (γK/p(1− γ)1/p(1− γK+1)1−1/pJmax)p
]
.
The second inequality follows from the fact that (1 − γK+1)p−1 ≤ 1 for all K ≥ 0 (since p ≥ 1).
Thus,
‖JpiK − J∗‖p,% ≤ 2γ
(1− γ)2 [C
1/p
%,µ ε+ γ
K/p(1− γ)1/p(1− γK+1)1−1/pJmax].
PROOF LEMMA 12
Proof Lemma 12: Define a random variable
Y (θ) =
{
max {θ − 1, 1} , w.p. p,
K∗, w.p. 1− p,
as a function of θ. It can be seen that Yk+1 has the same distribution as [Y (Θ) |Θ = Yk] . Using [49,
Theorem 1.A.3(d)] and [49, Theorem 1.A.6], the rest of the proof follows the proof of [24, Theorem 4.1]
thus omitted.
PROOF OF LEMMA 13
Proof of Lemma 13 : The stationary probabilities {µ (i)}K∗i=1 satisfy the following set of equations
µ (1) = pµ (1) + pµ (2) , (24)
µ (i) = pµ (i+ 1) , ∀i = 2, . . . , K∗ − 1, (25)
K∗∑
i=1
µ (i) = 1. (26)
From the recursive relation (25), we have
µ (i) = pK
∗−iµ (K∗) , ∀i = 2, . . . , K∗ − 1,
and from (24) we have
µ (1) =
p
1− pµ (2) =
pK
∗−1
1− p µ (K
∗) .
We can solve µ (K∗) using Equation (26)
1 =
K∗∑
i=1
µ (i)
=
pK
∗−1
1− p µ (K
∗) +
K∗∑
i=2
pK
∗−iµ (K∗)
=
[
pK
∗−1
1− p +
1− pK∗−1
1− p
]
µ (K∗)
=
1
1− pµ (K
∗) ,
38
which implies µ (K∗) = 1− p. Therefore,
µ (i) = pK
∗−iµ (K∗) = (1− p) pK∗−i, ∀i = 2, . . . , K∗ − 1,
and
µ (1) = pK
∗−1.
PROOF OF PROPOSITION 1
Proof of Proposition 1:
1) From Lemma 12 and 13, and the definition of p, we have
P
(
‖Ĵk − J∗‖∞ > g
)
≤Q (Y > 1)
=1− µ (1)
=1− (1− δ)K∗−1 .
Let the RHS be less than or equal to δ1, and we have 1 − δ1 ≤ µ (1) = (1− δ)K
∗−1 ≤ 1 − δ.
Therefore, by Lemma 10, we choose ε < g. Furthermore,  and m should be selected such that
 ≤ ε
2 (κc + γκµJmax)
and
θ
(
g
2γ
,m
)
≤ δ1|A| |S| .
2) From Lemma 12 and 13, and the definition of p, we have
P
(‖Jpik − J∗‖p,% > g) ≤ Q (Y > 1) = 1− µ (1) .
Let the RHS be less than or equal to δ1, and we have 1 − δ1 ≤ µ (1) = (1− δ)K
∗−1 ≤ 1 − δ.
Therefore, by Lemma 4, we choose ε < g − dp,µ (TF ,F) . Furthermore, n,m should be selected
such that
n > 128
(
8Jmax
ε
)2p
(log (1/δ1) + log (32N0 (n)))
where
N0 (n) = N
(
1
8
(ε
4
)p
,F , n, µ
)
and
θ (ε/4,m) ≤ δ1
4n |A| .
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PROOF OF LEMMA 14
Proof of Lemma 14: The proof follows that of [24, Lemma 5.1]. The transition matrix Q ∈ RK∗×K∗
of the Markov chain {Yk}k≥0 has the form
Q =

p 0 0 . . . 0 1− p
p 0 0 . . . 0 1− p
0 p 0 . . . 0 1− p
...
...
... . . .
...
...
0 0 0 . . . 0 1− p
0 0 0 0 p 1− p
 .
We claim the eigenvalues λ of Q are 0 and 1. To see this, suppose λ 6= 0 and Qx = λx for some
nonzero x = (x1, x2, . . . , xK∗) ∈ RK∗ . The first and second equalities of linear system Qx = λx are
λx1 = px1 + (1− p)xK∗ ,
λx2 = px1 + (1− p)xK∗ .
This implies x2 = x1. The third equality of linear system Qx = λx is
λx3 = px2 + (1− p)xK∗ = px1 + (1− p)xK∗ = λx2,
which implies x3 = x2. Continuing this reasoning inductively, we have x1 = x2 = · · · = xK∗ for any
eigenvector x of Q. Therefore, it is true that the eigenvalues λ of Q are 0 and 1. By [50, Theorem 12.3],
we have
tmix (δ2) ≤ log
(
1
δ2µmin
)
1
1− λ∗ ,
where λ∗ = max {|λ| : λ is an eigenvalue of Q, λ 6= 1} = 0. Plugging in λ∗ gives the desired result.
PROOF OF PROPOSITION 2
Proof of Proposition 2: For
k ≥ log
(
1
δ2µmin
)
≥ tmix (δ2) ,
we have
d (k) =
1
2
K∗∑
i=1
|Qk (Yk = i)− µ (i)| ≤ δ2,
which implies
Qk (Yk = 1) ≥ µ (1)− 2δ2.
Therefore, from Lemma 12, we have
P
(
‖Ĵk − J∗‖∞ > g
)
≤Qk (Yk > 1)
=1−Qk (Yk = 1)
≤1 + 2δ2 − µ (1)
and
P
(‖Jpik − J∗‖p,% > g) ≤Qk (Yk > 1)
=1−Qk (Yk = 1)
≤1 + 2δ2 − µ (1) .
