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Abstract
This bachelor thesis studies three different singular potentials: the one dimensional δ-
potential and its derivative, δ′, as well as the two dimensional δ(2)-potential. The latter
two potentials require regularisation and renormalisation and δ(2) demonstrates anomalous
symmetry breaking: the breaking of a symmetry (in this case scale invariance) through
regularisation.
The δ-potential in one dimension does not require regularisation but it is done anyway,
to show that it produces the same results. Bound states and scattering coefficients are
calculated with boundary conditions and Fourier transforms and it is regularised using a
finite well.
The δ′ needs both regularisation and renormalisation. The potential is regularised by
a finite well and barrier (called the ’threshold potential’), by two approaching δ-functions
and by using Fourier transforms. The potential strength is renormalised in both cases
to keep the energy levels, which are physical observables, finite and independent of any
parameters connected to the regularisation.
The two dimesional δ(2)-function’s bound states are regularised with Fourier transforms,
while both bound states and scattering coefficients are regularised by a finite well.
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1 Introduction
The Schro¨dinger equation is the heart of quantum mechanics. Via separation of variables
one can study the time independent Scho¨dinger equation which, in units such that the
mass M = 1
2
and ~ = 1, reads:
− d
2
dx2
Ψ(x) + V (x)Ψ(x) = EΨ(x).
This will be studied for a variety of potentials: a few different potential wells, their corre-
sponding δ-function potentials and the limit of the one going to the other.
What is interesting is that not all of these make sense immediately. Some require, or
can make use of, regularisation: the introduction of some regulator to make the problem
more well defined in troublesome areas. To produce physical results, some also require
renormalisation: a redefinition of constants, defining them in a neat way to rid the problem
of infinities. The main point is that physical results can appear from potentials that are
singular. Since the potential itself is not physically measurable, it is reasonable to adjust
or fine tune it until it yields reasonable results. Most often one can adjust a constant to
approach either zero or infinity, by letting it depend on the regulator (for example a cut-
off in the integrations or an adjustment in the potential itself). Once one has calculated
bound state energies or scattering coefficients, the regulator is sent on its way to infinity
or zero, depending on the case, and possibly some constant is sent along with it. An
important aspect is that all physical results and observables should be independent of the
regularisation method.
Sometimes a symmetry is lost in the regularisation and this way of loosing symmetries
is called anomalous, or quantum mechanical, symmetry breaking. It is mostly seen in
quantum field theory but it is also prevalent in some quantum mechanical problems. It is
a third form of symmetry breaking (the first two being explicit and spontaneous symmetry
breaking[1]), where the symmetry is lost in the quantisation of the problem or in the
regularisation of it. The symmetry that is lost in our example is that of scale invariance:
if bound states are found a scale is clearly present and it was introduced by the regulator.
Sections 2 and 3 show the bound states and scattering coefficients for the case of
a single well and its limit to the one dimensional δ-potential. This is an example of
regularisation (though it is technically not needed) and a simple singular potential defined
by a limit. Section 4, the derivative of the δ-function, demands both regularisation and
renormalisation: a constant is redefined to take care of a physical observable otherwise
approaching infinity. Section 5 is an example of a potential (the two dimensional δ(2)) that
requires regularisation, renormalisation and has anomalous symmetry breaking.
A statement on conventions: if a variable is imaginary it will be explicitly stated.
When, for instance,
√−E appears, E is negative. Furthermore, all square roots are chosen
positive.
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2 Bound states for the single well
A good starting point is a finite potential well. The approach here is rather common and
can be found in any textbook on the subject, e.g. [2]. The well will eventually be pinched
to a δ-function and the results for the finite well will be needed so they are derived. Later
sections will follow a similar approach and the method will become familiar.
2.1 The wave function and bound states for a single well
The well has depth V0 < 0. We first consider bound states: E < 0.
V (x) =
{
0, |x| > a
V0, |x| ≤ a{
κ2 = |E|
k2 = |V0 − E|
a−a
V0
V (x)
E
x
κ2
k2
The units are such that M = 1/2 (the mass), and ~ = 1. In this problem one may
invoke symmetry: with a symmetrical potential the solutions will be a linear combination
of odd and even functions. Solving the Schro¨dinger equation for these symmetries gives
Ψeven(x) = Ae
−κ|x|, |x| ≥ a
Ψeven(x) = B cos kx, |x| ≤ a
Ψodd(x) = sgn(x)Ce
−κ|x|, |x| ≥ a
Ψodd(x) = D sin kx |x| ≤ a
.
The constants can be determined from the boundary conditions that both Ψ(x) and Ψ′(x)
should be continuous at x = ±a, and the normalisation condition ∫∞−∞ |Ψ(x)|2 dx = 1. In
this case the constants will not provide any relevant information in themselves, so they
are omitted. However, dividing the wave function with its derivative at x = a, and using
k2 + κ2 = |V0| ⇔ κ =
√|V0| − k2, gives a condition for the energy levels:
ka tan ka =
√
(a
√
|V0|)2 − (ka)2, even
−ka
tan ka
=
√
(a
√
|V0|)2 − (ka)2, odd
. (2.1)
These conditions can be graphically presented as functions of ka. The right hand sides
are viewed as a circle with radius a
√|V0| and the bound states are the intersections this
makes in the first quadrant with the left hand sides. One even state always exists and with
increasing a
√|V0| new states are added, alternating between odd and even.
4
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Figure 1: A graphical representation of equation (2.1). The thick lines are even wave
functions, the dashed from odd wave functions and the intersections with the dotted circle
are bound states. Note how at a small radius (a
√|V0| < pi/2) only one (even) state is left.
2.2 The limit towards the δ-potential
One way of regularising the δ-potential is in terms of a finite well potential which is done
in this section. One way of doing it is by changing the depth, |V0| → 12a , and letting the
width approach zero:
V (x) = bδ(x) = lim
a→0

b
2a
, |x| ≤ a
0, elsewhere
. (2.2)
This is a simple way of keeping the area constant (with a potential strength b). The method
is used in [3], with agreeing results. There are multiple possible choises of regularisation,
this particular one is chosen for its simplicity. Other methods should yield the same result.
From the geometrical interpretation, with the radius in figure 1 approaching zero, one
would expect to find only one energy level, and indeed that is the case. The condition on
the even function in (2.1) gives:
k tan ka = κ⇔
√
|V0 − E| tan
(√
|V0 − E|a
)
=
√
|E|.
Taylor expanding (and remembering that |V0 − E| = E − V0) gives
a(E − V0) =
√
|E| ⇒ lim
a→0
a
(
E − b
2a
)
=
√−E ⇒ − b
2
=
√−E,
5
E = −b
2
4
(2.3)
and with −b equalling a square root b must be negative. This is true since with a potitive
b, E > 0 and no normalisable bound state can exist. We note that no odd state survives
in the limit and that no renormalisation was necessary here, the limit was enough to reach
the answer. Now that same answer would be pleasant to reach from the δ-function directly
by other means.
2.3 The δ-potential via boundary conditions
The δ-potential will now be tackled with boundary conditions. The boundary conditions
are not as simple as they were for the finite well, since when a potential has an infinite jump
the derivative of the wave function is no longer continuous. One can get the conditions on
the derivative by integrating the Schro¨dinger equation from a− ε to a+ ε, where a is the
singularity and let ε→ 0. For a δ-potential with a = 0 the boundary conditions become[4]:{
Ψ′(0+)−Ψ′(0−) = bΨ(0)
Ψ(0+) = Ψ(0−)
(2.4)
and, as before, that the wave function is normalisable and normalised,
∫ |Ψ(x)|2dx = 1.
We get a wave function of the form
Ψ(x) =
{
Aeκx, x ≤ 0
Be−κx, x ≥ 0
and the conditions become
Ψ(x) =
{
−Bκ− Aκ = bA
A = B
.
Normalisation gives A =
√
κ and we get
b = −2κ = −2√−E. (2.5)
We now have the wave function, the bound state energy and a condition from (2.5) that b
has to be negative for physical solutions:
Ψ(x) =
√
κe−κ|x|
E = −b
2
4
b < 0
(2.6)
This is in total agreement with the previous section.
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2.4 The δ-potential via Fourier transforms
With one solution found twice, we now try another method: to solve the problem via
Fourier transforms. One can, theoretically, solve any quantum mechanical problem in
Fourier space as well as in position space, with the risk of encountering some difficulties
in one representation or possibly both of them. This is, in principle, another method of
regularisation where bounds are put on the integrals: they are integrated from −Λ to Λ
instead of from −∞ to∞. The cut-off Λ is then sent to infinity at the very end. However,
with the δ-potential the regularisation is not needed.
In this thesis the following convention is used:
Ψ˜(k) = F [Ψ(x)] =
∫
Ψ(x)e−ikxdx
Ψ(x) = F−1
[
Ψ˜(k)
]
=
1
2pi
∫
Ψ˜(k)eikxdk
The method used seems rather convoluted: one Fourier transforms to momentum space
the Schro¨dinger equation in the coordinate representation, (S.E.(x)), acting on the inversely
Fourier transformed wave function from the momentum representation:
F
[
S.E.(x)
(
F−1
[
Ψ˜(k)
])]
. (2.7)
Equation (2.7) will be tackled from left to right. First, the Schro¨dinger equation is
transformed to momentum space.∫
dx
(
− d
2
dx2
Ψ(x) + bδ(x)Ψ(x)
)
e−ikx =
∫
dxEΨ(x)e−ikx
Integration by parts is used twice on the first term (integrable wave functions obey
limx→±∞Ψ(x) = 0), and Fourier transforms are recognised, giving:
k2Ψ˜(k) + bΨ(0) = EΨ˜(k) (2.8)
Solving for Ψ˜(k), and having κ2 = −E (κ real) gives an expression for the transformed
function,
Ψ˜(k) = − bΨ(0)
k2 + κ2
.
Now the innermost transform in (2.7) is done using this expression and residue calculus.
Ψ(x) =
1
2pi
∫
Ψ˜(k)eikxdk = −bΨ(0)
2pi
∫
eikx
k2 + κ2
dk = Ae−κ|x|,
where A is a constant determined by the normalisation requirement so the wave function
is:
Ψ(x) =
√
κe−κ|x|.
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We note that it is the same as in the last section.
The connection between Fourier space and position space gives, doing the same trans-
form at x = 0, a requirement on the energy level of the bound state:
Ψ(0) =
1
2pi
∫
Ψ˜(k)eikxdk
∣∣∣∣
x=0
= − 1
2pi
∫
bΨ(0)
k2 + κ2
dk = −bΨ(0)
2κ
b = −2κ⇔ E = −b
2
4
There is only one bound state and the results are consistent with previous ones, (2.6).
No regularisaion or renormalisation has been needed, and the energy is seen to be directly
dependent on the potential strength which, in itself, is nothing strange.
The reason information can be extracted from the transforms is that if a bound state
exist (which one assumes until contradictions occur), it must exist in all formalisms.
3 Scattering from a single well
With a positive energy the wave function will scatter. This section will determine the
reflection and transmission coefficients. This is an example of regularisation and a taken
limit for another physical quantity.
3.1 Scattering from a finite well
With a wave function on the form
Ψ(x) =

eiωx + re−iωx , x ≤ −a
Aeikx +Be−ikx , |x| ≤ a
teiωx , x ≥ a{
ω2 = E
k2 = E − V0
a−a
V0
V (x)
E
xω2
k2
i.e. a plane wave, coming in from negative x, scattered at the well with reflection coefficient
r and transmission coefficient t. Similar to previous sections, the demand for continuity in
both the wave function and its derivative gives the following system of equations:
e−iωa + reiωa = Ae−ika +Beika
iωe−iωa − riωeiωa = Aike−ika −Bikeika
teiωa = Aeika +Be−ika
tiωeiωa = Aikeika −Bike−ika
8
which, through some algebra mainly consisting of taking the sum and difference of the first
and last two equations, respectively, gives the coefficients:
A =
t
2
eiωa−ika
(
1 +
ω
k
)
B =
t
2
eiωa+ika
(
1− ω
k
)
t =
2e−2iωa
2 cos (2ka)− (ω
k
+ k
ω
)
i sin (2ka)
r =
(
ω
k
− k
ω
)
e−2iωai sin (ika)
2 cos (2ka)− (ω
k
+ k
ω
)
i sin (2ka)
(3.9)
A and B here do not contribute with much information, but the transmission and
reflection coefficients, t and r, give the probability of transmission and reflection as |t|2
and |r|2.
3.2 The limit to the δ-potential
With V0 = b/2a and the parenthesis terms put on a common denominator (ω
2−k2 = b/2a),
the scattering coefficients in equation (3.9) become
t =
2e−2iωa
2 cos 2ka− 2ω2−b/(2a)
kω
i sin 2ka
a→0−−→ 1
1− b
2iω
,
r =
b/(2a)
kω
e−2iωai tan 2ka
2− 2ω2−b/(2a)
kω
i tan 2ka
a→0−−→ 12iω
b
− 1 .
Here ωa→ 0 when a→ 0, as must be the case for a finite energy, but we also have ka→ 0
since (ka)2 = (ωa)2 − ba/2.
The observables are thus independent of the regularisation parameter, as they should
be.
3.3 The δ-potential via boundary conditions
The scattering too will be solved both from the boundary conditions and via Fourier space.
With
Ψ(x) =
{
eiωx + re−iωx, x ≤ 0
teiωx, x ≥ 0 , (3.10)
the boundary conditions for the δ-potential, (2.4), gives{
iωt− iω(1− r) = bt
t = 1 + r
⇔
9

r =
1
2iω
b
− 1
t =
1
1− b
2iω
(3.11)
Once again, with different approaches the physical results match.
3.4 The δ-potential via Fourier transforms
Through Fourier space one can also get the coefficients, but it is less straightforward. The
method is again on the form of (2.7), but this becomes slightly more complicated. One
Fourier transforms the wave function, (3.10):
Ψ˜(k) =
∫ 0
−∞
(
eix(ω−k) + re−ix(ω+k)
)
dx+
∫ ∞
0
(1 + r)eix(ω−k)dx =
=
∫
eix(ω−k)dx+
∫ 0
−∞
re−ix(ω+k)dx+
∫ ∞
0
reix(ω−k)dx︸ ︷︷ ︸
≡rΞ˜(k)
Ψ˜(k) = 2piδ(ω − k) + rΞ˜(k) (3.12)
Here, Ξ˜(k) is not easily solvable. One could introduce a cut-off in the integrals, but here
there exists a neater solution that uses the method of switching representations. The
integral tells us that Ξ(x) = eiω|x|, so finding rΞ(0) would give r directly.1
Equation (3.12) in the Fourier space Schro¨dinger equation, (2.8), gives:
k2
(
2piδ(ω − k) + rΞ˜(k)
)
+ bΨ(0) = E
(
2piδ(ω − k) + rΞ˜(k)
)
. (3.13)
A δ-function outside of an integral is not particularly pleasant, so a closer look must be
taken on what happens at k = ω. Equation (3.13) is integrated around ω by some small
parameter ε, later sent to 0. Let d
dk
G(k) ≡ k2rΞ˜(k) and d
dk
H(k) ≡ rΞ˜(k).∫ ω+ε
ω−ε
[
k2
(
2piδ(ω − k) + rΞ˜(k)
)
+ bΨ(0)
]
dk =
∫ ω+ε
ω−ε
E
(
2piδ(ω − k) + rΞ˜(k)
)
dk
ω22pi + [G(k) + kbΨ(0)]ω+εω−ε = E2pi + [H(k)]
ω+ε
ω−ε
In the limit ε→ 0, the only thing remaining is the requirement
E = ω2
1Admittedly the boundary condition t = 1 + r is used in the first line, but that same condition can
be reached by other means as well. (3.12) is on the form of an incoming plane wave with an extra
outgoing term, the coefficient of which can be argued to be r + 1 in the same way as the corresponding
(e2iδm − 1)-coefficient in (6.38).
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What remains in (3.13) is
rΞ˜(k) = − bΨ(0)
k2 − ω2 . (3.14)
In order to find Ξ(0), we make use of Ψ(0). Using (3.12) and the inverse Fourier
transform one gets
Ψ(0) =
1
2pi
∫
Ψ˜(k)dk = 1 +
1
2pi
∫
rΞ˜(k)dk = 1 + rΞ(0).
Now one connection between Ξ(0) and Ψ(0) has been found. Another is reached by inte-
grating equation (3.14) in the same manner
rΞ(0) =
∫
rΞ˜(k)dk = −bΨ(0)
∫
dk
k2 − ω2 = −bΨ(0)
ipi
ω
.
These relations give
rΞ(0) =
− bi
2ω
1 + bi
2ω
=
1
2iω
b
− 1 . (3.15)
Since we know Ξ(0) = eiω|0| = 1, equation (3.15) must be r. With t = 1 + r, we again
get: 
r =
1
2iω
b
− 1
t =
1
1− b
2iω
(3.16)
in agreement with before. One could solve for both Ξ˜(k) and Ψ˜(k), but the coefficients are
discovered, which was the goal. No renormalisation was required in any method.
4 Bound states for the threshold potential
We now direct our attention to a potential that will be called the threshold potential.
This is a means of regularisation of the soon to be pondered δ′-potential. For the sake of
generality, both widths and strengths will be separate for the well and barrier, but towards
the end of the section we will set a = b and V1 = |V0|.
V (x) =

V0 < 0, −a ≤ x < 0
V1 > 0, 0 < x ≤ b
0, elsewhere
.

χ2 = V1 − E
κ2 = −E
k2 = E − V0
.
b
−a
V0
V1
V (x)
x
E
k2
κ2
χ2
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4.1 The finite threshold potential
The wave function for the finite threshold potential becomes
Ψ(x) =

Aeκx, x ≤ −a
B cos kx+ C sin kx, −a ≤ x ≤ 0
Deχx + Ee−χx, 0 ≤ x ≤ b
Fe−κx, x ≥ b
with boundary conditions from continuity:
Ae−κa = B cos ka− C sin ka
Aκe−κa = Bk sin ka+ Ck cos ka
B = D + E
Ck = χ(D − E)
Deχb + Ee−χb = Fe−κb
Dχeχb − Eχe−χb = −Fκe−κb
⇔

A = Feκ(a−b)
{
cos ka
(
coshκb+
κ
χ
sinhκb
)
+ sin ka
(κ
k
coshκb+
χ
k
sinhκb
)}
B = Fe−κb
(
coshχb+
κ
χ
sinhχb
)
C = −Fe−κb
(κ
k
coshχb+
χ
k
sinhχb
)
D =
F
2
e−b(χ+κ)
(
1− κ
χ
)
E =
F
2
eb(χ−κ)
(
1 +
κ
χ
)
Aκe−κa = Bk sin ka+ Ck cos ka
.
The last equation was not used to find the coefficients, but must also apply. With the
coefficients inserted, it yields the following condition:
0 = cos ka
(
2 coshχb+
κ2 + χ2
κχ
sinhχb
)
+
sin ka
(
κ2 − k2
κk
coshχb+
χ2 − k2
χk
sinhχb
)
⇔
tan ka
ka
=
2(χa)(κa) + [(κa)2 + (χa)2] tanhχb
(χa)[(ka)2 − (κa)2] + (κa)[(ka)2 − (χa)2] tanhχb (4.17)
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This has to be fulfilled for bound states. From now on, for simplicity, b = a. With
(ka)2 = a2(|V0| − |E|)
(κa)2 = a2|V0| − (ka)2
(χa)2 = a2(|V0|+ V1)− (ka)2
,
(4.17) is an equation dependent only on the potential strengths (which might as well be set
to equal in magnitude), the width and the energy, which we know is confined to V0 < E < 0.
Solutions to (4.17), and therefore bound states, must exist for a = b, V1 = −V0 but
there is no guarantee for them to exist for any choice of a, b, V0 and V1. For a → 0 one
must be wary, as renormalisation is required.
4.2 The limit to δ′
Now the limit of the well becoming the δ′ will be looked at. One way of writing δ′(x) is
simply with the definition of the derivative:
cδ′(x) = lim
a→0
c
2a
(δ(x− a)− δ(x+ a)) , (4.18)
and we remember how to make a basic square δ-function, (2.2). If that is between −a and
0, it is of course δ(x + a/2). If the adjustments b = a, V1 = −V0 = c/a are made2 to the
threshold potential one can get the limit wanted, in accordance with (4.18),
cδ′(x) = lim
a→0

− c
a2
, −a < x < 0
c
a2
, 0 < x < a
0, otherwise
.
With −c/a2 < E < 0, one can define E to be the ratio of the energy and the well depth:
E = −Ea2/c, (0 < E < 1). With this definition and the adjusted potential, equation (4.17)
only depends on E and c: 
(ka)2 = c(1− E)
(κa)2 = cE
(χa)2 = c(1 + E)
,
Suddenly, there is an independence on the width as an E that solves (4.17) will stay
the same when a is changed. Therefore the energy, which goes as E = −Ec/a2, must shoot
off to negative infinity if c is constant. If c→ 0 there does seem to be one state left, with
E → 0. That could mean that if c→ 0 in an appropriate way, there is a single bound state
with finite energy. Redefining c appropriately is called renormalising the problem. Exactly
how c→ 0 could be seen from (4.17), but the limit would have to be taken carefully and no
2the sign of c is taken to be positive to keep in line with previous equations, but a negative c would not
alter any results.
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neat, analytical way of doing so has been found. Instead, the renormalisation will be found
with other limits. As with the δ-potential, it will be done by using boundary conditions
and Fourier space.
4.3 The δ′-potential via 2 δ-functions
We now regularise the δ′-potential with two δ-functions in accordance with (4.18). One
gets the wave function:
Ψ(x) =

Aeκx, x ≤ −a
Beκx + Ce−κx, |x| ≤ a
De−κx, x ≥ a
. a
−a
− c
2a
δ(x+ a)
x
c
2a
δ(x− a)
E
κ2
The boundary conditions are the same as before, (2.4), but with the strength ±c/2a
for each δ-potential, and they give

Ae−κa = Be−κa + Ceκa
κ
(
Be−κa − Ceκa − Ae−κa) = − c
2a
Ae−κa
Beκa + Ce−κa = De−κa
κ
(−De−κa −Beκa + Ce−κa) = c
2a
De−κa
⇔

A = C
4κa
c
Be−2κa = C
(
4κa
c
− 1
)
C = −Be2κa
(
4κa
c
+ 1
)
D = −Be2κa4κa
c
.
Which coefficients depend on which is of course arbitrary, but irrespecticve of the approach
the system gives a relation that has to be fulfilled for κa.
e−4κa = −
(
4κa
c
− 1
)(
4κa
c
+ 1
)
⇔ (4.19)
c2 =
16(κa)2
1− e−4κa (4.20)
If c is constant and a → 0, the energy would have to → ∞ to maintain (4.20). This
can be mended by renormalisation so the energy remains constant and c → 0. Taylor
expanding (4.20) for small κa (as they again must be if the energy is to remain finite when
a→ 0) gives an expression for c:
c = 4
√
κa. (4.21)
With this renormalisation, (4.19) can be solved with a finite energy even when a→ 0.
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4.4 The δ′-potential via Fourier transforms
The derivative of the δ-function is also defined through integration by parts.∫
δ′(x)f(x)dx = [δ(x)f(x)]−
∫
δ(x)f ′(x)dx = −f ′(0)
The second method, via Fourier space, starts with transforming the Schro¨dinger equa-
tion, now
− d
2
dx2
Ψ(x) + cδ′(x)Ψ(x) = EΨ(x),
to Fourier space. Only the potential term will be done explicitly now, as the rest is the
same as before.
c
∫
δ′(x)Ψ(x)e−ikxdx =
= c[δ(x)Ψ(x)e−ikx]− c
∫
δ(x)Ψ′(x)e−ikxdx− (−ik)c
∫
δ(x)Ψ(x)e−ikxdx
= −cΨ′(0) + cikΨ(0)
giving us, with E = −κ2:
k2Ψ˜(k)− cΨ′(0) + cikΨ(0) = EΨ˜(k)⇔
Ψ˜(k) =
c
k2 + κ2
(Ψ′(0)− ikΨ(0)) (4.22)
As with the δ-potential, equation (4.22) is used for the innermost Fourier transform.
In the last line, the integral will diverge, so a cut-off (a regulator) Λ is introduced.
Ψ(0) =
1
2pi
∫
Ψ˜(k)dk =
cΨ′(0)
2pi
∫
dk
k2 + κ2
− icΨ(0)
2pi
∫
kdk
k2 + κ2
=
c
2κ
Ψ′(0) (4.23)
Ψ′(0) =
1
2pi
∫
(−ik)Ψ˜(k)dk = −icΨ
′(0)
2pi
∫
kdk
k2 + κ2
− cΨ(0)
2pi
∫
k2dk
k2 + κ2
=
= lim
Λ→∞
cΨ(0)
2pi
(
2Λ−
[
arctan
k
κ
]Λ
−Λ
)
= lim
Λ→∞
cΨ(0)
pi
Λ (4.24)
Combining equations (4.23) and (4.24) we get, keeping in mind that Λ will be sent to
infinity at some point and only keeping the leading term:
c =
√
2piκ
Λ
. (4.25)
Again the renormalised c allows a finite energy. This renormalisation and (4.19) differ
slightly, but both approach zero similarly and that the factors are different is no problem; if
one were to calculate observables they would agree regardless of the regularisation method
and renormalisation used.
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5 Bound states for the two dimensional well
The potential of interest in two dimensions, the two dimensional δ(2)-potential, exhibits
scale invariance: there is no length scale in the system and its energy levels, were they
na¨ıvely derived, would be a continuum stretching down to negative infinity (with no ground
state, which is unphysical). When renormalisation rescales the results to be physical (a
finite amount of bounded energy levels) a scale is present (the energy levels can be used
as one). In this section the scale is introduced first in the well width and later in the
momentum integral cut-off.
The Fourier transform is most comfortably done in Cartesian coordinates (x, y), but
these are not particularly agreeable when the potential is the two dimensional square well.
The infinite square well (a problem where the potential is infinite outside of the well) can
be solved in Cartesian coordinates as the boundary condition for that is Ψ(x, y) = 0 on
the well’s edge, but when the wave function is allowed to spread further the boundary
conditions are more complicated. The finite square well in two dimensions is not a simple
problem. We therefore choose to use the finite circular well for which polar coordinates,
(r, ϕ), are more appropriate.
5.1 Bound states for the finite, circular, two dimensional well
The problem is like previous sections approached from a finite regularisation of δ(2). The
method here bears much resemblance to the one dimensional well, with Bessel functions
instead of exponential functions.
V (r) =
{
V0, r ≤ a
0, otherwise{
κ2 = −E
k2 = E − V0
V0
a
V (x)
E
x
κ2
k2
In two dimensions, the Schro¨dinger equation,
−∇22DΨ(r, ϕ) + V (x)Ψ(r, ϕ) = EΨ(r, ϕ), (5.26)
with
∇22D =
∂2
∂r2
+
1
r
∂
∂r
+
1
r2
∂2
∂ϕ2
,
prompts us to use separation of variables. Let
Ψm(r, ϕ) ∝ Rm(r)Φm(ϕ) (5.27)
and insert it into (5.26), multiplying by r2 and dividing with Rm(r)Φm(ϕ):
−r2R
′′
m(r)
Rm(r)
− rR
′
m(r)
Rm(r)
+ r2 (V (x)− E) = Φ
′′
m(ϕ)
Φm(ϕ)
= −m2. (5.28)
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Here primes represent derivatives. We have used a harmonic oscillator as our solution in
the angular part, ensuring m ∈ Z,
Φm(ϕ) = e
imϕ.
The radial part inside the well turns into
R′′in(r) +
1
r
R′in(r) +
(
k2 − m
2
r2
)
Rin(r) = 0,
k2 = E − V0. This is turned into the Bessel equation by letting Rin(r) → Rin(kr). For
convenience, the function will still be calledRin, but the kr-dependence will be held explicit.
R′′in(kr) +
1
kr
R′in(kr) +
(
1− m
2
(kr)2
)
Rin(kr) = 0
The only Bessel functions finite at the origin are those of the first kind, Jm. Outside the
well, the equation will be similar but without V0: instead of k
2 there will be −κ2 = E.
This sign difference turns the equation into
R′′out(κr) +
1
κr
R′out(κr)−
(
1 +
m2
(κr)2
)
Rout(κr) = 0,
the modified Bessel equation. The only modified Bessel functions finite at x → ∞ are
those of the second kind, Km. We have
Rm(r) =
{
Jm(kr), x ≤ a
Km(κr), x ≥ a
and the complete wave function is then given by
∞∑
m=−∞
AmRm(r)Φm(ϕ) (5.29)
with a free (and uninteresting) coefficient.
We require continuity, both in the wave function and its derivative. The radial function
must be continuous at a and, similar to the one dimensional well, kR′in,m(ka)/Rin,m(ka) =
κR′out,m(κa)/Rout,m(κa) gives
ka
J ′m(ka)
Jm(ka)
= κa
K ′m(κa)
Km(κa)
(5.30)
and limits the number of bound states. There always exist at least one bound state for
m = 0, but the potential strength, b, determines how many more there are. For a certain
b, m = 0 always has the most bound states, with larger m having fewer.
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A plot of the functions (as functions of b and varying the energy in V0 < E < 0)
reveal that the right hand side looks roughly like a negative square root (of −b) with
a factor in front mildly varying with E and m, while the left hand side looks like a tan-
function, horisontally stretched (i.e., its singularities occurring more rarely as−b increases),
stretching more with an increase in energy, E, and order, m. m = 0 always has one bound
state. For each m, every intersection to the right of b at E = V0 will pass b with the
increase of E.
5.2 The limit to the δ(2)-potential
Now the well will be pinched to a δ(2)-potential. The integral over it gives the coefficient,
knowing the volume of the δ(2) should be equal to 1:
b
!
=
∫
d2rbδ(2) =
∫ 2pi
0
dϕ
∫ a
0
dr rVlim = lim
a→0
2pi
a2
2
V0,
bδ(2) = lim
a→0

b
pia2
, r ≤ a
0, otherwise
The energies for bound states lie in b
pia2
< E < 0, so one may again define, as done in
[3], the fraction E ≡ Epia2
b
, 0 < E < 1 (positive, since neither E nor b is). Then equation
(5.30) does not depend on the width of the potential well. The arguments become
(ka)2 =
b
pi
(E − 1)
(κa)2 = −Eb
pi
and the bound states energy ratios, E , that solve (5.30) are the same ones as they would
be for the finite well, but as a → 0, the energies will all be (negative and) infinite, since
E = Eb
pia2
. Again, there does seem to be a chance of a finite energy if b → 0. If this is the
case the ground state must be for m = 0.
If a bound state with finite energy exists, κa is known to approach zero. It is now
assumed that ka approaches zero as well, though how quickly it does so remains to be
found. The following approximate forms for small arguments are used, Eqs. (9.4.1) and
(9.6.8) in[5]. The derivatives are with respect to z, i.e. ka and κa, respectively, as the
inner derivatives are taken care of in (5.30).
J0(z) = 1 +O(z2), J ′0(z) = −
1
2
z +O(z3)
K0(z) = − ln(z)− γ +O(z2 ln(z)), K ′0(z) ≈ −
1
z
+O(z)
(5.31)
where γ is the Euler Mascheroni constant. They, inserted in (5.30), give
ka
−ka
2
1
= κa
− 1
κa
− lnκa− γ ⇔ −
(ka)2
2
=
1
lnκa+ γ
⇔ b
2pi
+ (κa)2 =
1
lnκa+ γ
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Seeing as a will be sent to zero the (κa)2 term will be neglected.
b =
2pi
lnκa+ γ
(5.32)
Like before the potential strength gets renormalised to enable a finite energy. This result
will be used in the scattering case later. The denominator can be rewritten as ln (κaeγ),
which makes this renormalisation simpler to compare with the one soon to be defined with
the Fourier transform method, (5.33).
5.3 The δ(2)-potential via Fourier transforms
To clarify, k is now the wave vector and not a square root of some energy. The δ(2)-potential
can be renormalised with Fourier transforms, as could the δ′. The Schro¨dinger equation is
transformed, with
∫
bδ(2)Ψ(~x)d~x = Ψ˜(~0):
~k2Ψ˜(~k) + bΨ(~0) = EΨ˜(~k) = −κΨ˜(~k)⇔
Ψ˜(~k) = − bΨ(
~0)
κ+ k2
.
The same trick as before yields
Ψ(~0) = − 1
(2pi)2
∫
d2k
bΨ(~0)
κ+ k2
ei
~k·~0 = − lim
Λ→∞
bΨ(~0)
4pi
ln
Λ2
κ2
⇔
b = − 4pi
ln Λ2/κ2
=
2pi
lnκ/Λ
(5.33)
The result of this regularisation matches that of the last section (the argument of ln
varies, but the limits are different accordingly: Λ→∞, a→ 0 and the constant with γ is
again acceptable).
6 Scattering from a two dimensional well
6.1 Scattering from the finite two dimensional well
The solving of the equation is the same as in the previous section, but with different wave
numbers.
{
ω2 = E
k2 = E − V0
V0
a
V (x)
E
xω2
k2
The solution consists of ordinary Bessel functions of the first and second kind, respectively.
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The second kind are written as Nm(z) in this thesis (as they are often called the ’Neumann
functions’), but the notation Ym(z) is also common. Nm(z) diverges at the origin, but
Jm(z) does not diverge at infinity. One could go on with the exterior radial part being
linear combination of Bessel functions of the first and second kinds, but when the area of
interest is at r → ∞ it is more fitting and mathematically convenient to use the Hankel
functions. The latter are linear combinations of the former or, if one prefers, vice versa.
H(1)m (x) = Jm(x) + iNm(x), H
(2)
m (x) = Jm(x)− iNm(x) (6.34)
H
(1)
m (κr)
(
H
(2)
m (κr)
)
represents a cylindrical wave travelling out from (in towards) the
origin.
The angular part will once again be Φm(ϕ) = e
imϕ and the radial function will have
the form
Rm(r) =
{
AmJm(kr), x ≤ a
BmH
(1)
m (ωr) + CmH
(2)
m (ωr), x ≥ a
. (6.35)
The corresponding equation that must be fulfilled for continuity is
ka
J ′m(ka)
Jm(ka)
= ωa
BmH
′(1)
m (ωa) + CmH
′(2)
m (ωa)
BmH
(1)
m (ωa) + CmH
(2)
m (ωa)
⇔
Bm
Cm
= −
ωaH
′(2)
m (ωa)− kaJ ′m(ka)Jm(ka)H
(2)
m (ωa)
ωaH
′(1)
m (ωa)− kaJ ′m(ka)Jm(ka)H
(1)
m (ωa)
= e2iδm (6.36)
where the last equality includes the as of yet undefined scattering phase shift, δm, and will
be derived shortly.
Now a demand has come from near the origin and it is time for the wider perspective.
The wave function can, far away from the well (r → ∞), be split into the incoming part,
chosen to be a plane wave in the positive x-direction, and the outgoing part, spherical
waves from the scatterer. The plane wave can be expanded in Bessel (and therefore Hankel)
functions, using equation (8.511.4) in[6],
eiωx = eiωr cosϕ =
∞∑
m=−∞
eimϕimJm(ωr) =
∞∑
m=−∞
eimϕim
1
2
(
H(1)m (ωr) +H
(2)
m (ωr)
)
.
A free particle will also have the plane wave as a solution and the only difference between
that solution and this one at r → ∞ can be a phase, δm[7]. The convention here is to
have the same phase for the incoming waves (from the plane wave expansion) and the
free particle; the incoming cylindrical waves are reasonably not affected by the presence
of a potential at the origin. With this convention, the phase change will only affect the
outgoing cylindrical waves and the phase is for historical reasons called 2δm. This turns
the plane wave part into
eiωx +
∞∑
m=−∞
eimϕim
1
2
(
ei2δm − 1)H(1)m (ωr). (6.37)
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There exists a long range expression for the Hankel functions[5]:
H(1,2)m (ωr)
r→∞−−→
√
2
piωr
e±i(ωr−
mpi
2
−pi
4 )
with which (6.37) can be written
eiωx +
∞∑
m=−∞
1√
2piωr
eimϕim
(
ei2δm − 1) ei(ωr−mpi2 −pi4 ) ⇔
eiωx +
∞∑
m=−∞
1√
2piω
ei(mϕ−
pi
4 )
(
ei2δm − 1)︸ ︷︷ ︸
≡f(ϕ)
eiωr√
r
(6.38)
Where f(ϕ), is the scattering amplitude. Expanding both (6.38) and (6.35) for r → ∞
and recognising coefficients of e±iωr, one finds
Bm =
1
2
empi/2ei2δm , Cm =
1
2
empi/2. (6.39)
This means that ei2δm is given by (6.36) and therefore the entire scattering amplitude,
f(ϕ), is known.
6.2 Scattering in the limit to the δ(2)-potential
In the limit of a→ 0 the potential strength will have to be renormalised as it was for the
bound state (it is the same well) and the scattering amplitude can be found. The scattering
phase,
e2iδm = −
ωaH
′(2)
m (ωa)− kaJ ′m(ka)Jm(ka)H
(2)
m (ωa)
ωaH
′(1)
m (ωa)− kaJ ′m(ka)Jm(ka)H
(1)
m (ωa)
, (6.40)
will be rewritten using limiting forms of the Bessel functions for a→ 0. The ones used for
m 6= 0 are equations (9.1.7) and (9.1.9) in[5].
Jm(z) ≈
(z
2
)m 1
Γ(m+ 1)
, J ′m(z) ≈ Jm(z)
2m
z
Nm(z) ≈ −Γ(m)
pi
(z
2
)−m
, N ′m(z) ≈ −Nm(z)
2m
z
(6.41)
Equation (6.40) becomes, for m 6= 0, using (6.34) and with the short hand notation
J = Jm(ωa), N = Nm(ωa):
e2iδm
∣∣
m6=0 = −
ωaJ
′−iN ′
N
− kaJ ′m(ka)
Jm(ka)
J−iN
N
ωaJ
′+iN ′
N
− kaJ ′m(ka)
Jm(ka)
J+iN
N
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which can be dramatically simplified inserting
J
N
= −
(z
2
)2m pi
Γ(m+ 1)Γ(m)
≡ c1z2m
and the relations (6.41), making it turn into
−ωa (2mc1z
2m − ic1(−2m))− (2m)(c1z2m − i)
ωa (2mc1z2m + ic1(−2m))− (2m)(c1z2m + i) ⇔
− (iωac12m+ 2mi)− (ωa)2m (ωac12m− c12m)
− (iωac12m+ 2mi) + (ωa)2m (ωac12m− c12m)
a→0−−→= 1.
No partial waves with m 6= 0 are scattered!
The m = 0 case need a bit more care. In addition to the limiting forms of J0 in (5.31)
we will now need 9.1.13 in [5],
Nm(z) ≈ 2
pi
ln z +
2γ
pi
+O(z2 ln(z)), N ′m(z) ≈
2
piz
+O(z),
as well. Equation (6.40) turns into
e2iδm = −
ωa
(−ωa
2
− i 2
piωa
)− (− (ka)2
2
) (
1− i 2
pi
(ln(ωa) + γ)
)
+O ((ωa)2 ln(ωa))
ωa
(−ωa
2
+ i 2
piωa
)− (− (ka)2
2
) (
1 + i 2
pi
(ln(ωa) + γ)
)
+O ((ωa)2 ln(ωa))
.
Using the renormalisation (5.32) and (ka)2 = (ωa)2−b/pi we get that − (ka)2
2
= 1/(lnκa+γ)
if we only keep terms up to O(ωa). Multiplying by lnωa+γ and discarding terms of order
ωa we get
−(lnκa+ γ)
−2i
pi
− (1− i 2
pi
(ln(κa) + γ)
)
+O(ωa)
(lnκa+ γ) 2i
pi
− (1 + i 2
pi
(ln(κa) + γ)
)
+O(ωa) =
2i
pi
ln ω
κ
− 1 +O(ωa)
2i
pi
ln ω
κ
+ 1 +O(ωa)
The scattering phase became dependent on a only with terms that easily vanish as a→ 0.
With the phase unity in all other channels than m = 0, the scattering amplitude simply
becomes
f(ϕ) =
1√
2pik
e−ipi/4
(
e2iδ0 − 1) = 1√
2pik
2ipi
2
pi
ln ω
κ
− i (6.42)
One can see the broken scale invariance explicitly in the ω dependence which could
not have been there if the scale invariance were maintained. The result agrees with that
retained via Fourier transforms, which is done in [1, 8]. The latter reference uses the method
of defining a running coupling constant instead of assuming the observables constant and
redefining the potential strength to make that possible.
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7 Conclusions
The main conclusion of this thesis is that singular potentials can yield reasonable results for
physical quantities by means of regularisation and renormalisation, but that some times
a symmetry or invariance is broken anomalously in the process. This is all done with
rather simple quantum mechanics and no ventures into quantum field theory, a complex
and delicate field that is the main utiliser of these methods. All renormalisations use the
technique of forcing physical observables to remain constant (and not veer towards infinity)
when the limit is taken of the cut-off in question.
Section 2 solved the finite potential well the classical way (using symmetries and con-
tinuity demands) and derived the equation (2.1), solutions of which corresponds to bound
states. It then took the limit from a finite well to a δ-potential, calculating the single bound
state energy that remains, (2.3). This is a regularisation method for the δ-potential. The
δ-potential was then itself solved using boundary conditions from an integration of the
Schro¨dinger equation around x = 0 and through the method of Fourier transforms, pro-
ducing results in agreement with the already calculated one. The corresponding was done
regarding scattering for the same potential in section 3, arriving at the finite well scattering
coefficients, t and r, (3.9) and the δ-potential coefficients (3.11).
Bound states for a potential well directly followed by a potential barrier (called the
threshold potential) was discussed in section 4, with the bound states satisfying (4.17).
The limit to the derivative of the δ-function, δ′, was shown how it should be taken, but
was deemed unfavourable in comparison with another solution. That other solution was
the limit of two approaching δ-functions, (4.18), and the potential strength needed to be
renormalised to (4.20). A Fourier space method followed, with matching results. Scattering
was not studied for δ′.
The two dimensional potential well, section 5, has a wave function on the form (5.29)
and the bound states energies satisfy (5.30). For the δ(2)-potential the potential strength
must be renormalised like (5.32), which breaks the inherent scale invariance of the potential
anomalously. The scattering states for that same well are for r → ∞ on the form (6.38)
with ei2δm given by (6.36).
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