Deriving Bayesian inference for exponential random graph models (ERGMs) is a doubly intractable problem as the normalizing constants of both the likelihood and posterior density are intractable. Markov chain Monte Carlo (MCMC) methods which yield Bayesian inference for ERGMs, such as the exchange algorithm, are asymptotically exact but computationally intensive, as a network has to be drawn from the likelihood at every step using a "tie no tie" sampler or some other algorithm. In this article, we develop a variety of variational methods for posterior density estimation and model selection, which includes nonconjugate variational message passing based on a fully adjusted pseudolikelihood and stochastic variational inference. We propose computing the unbiased gradient estimates in stochastic gradient ascent using importance sampling techniques to overcome the computational hurdle of drawing a network from the likelihood at each iteration.
Introduction
Exponential random graph models (ERGMs) are widely used in economics, sociology, political science and public health to analyze networks. Fitting ERGMs using maximum likelihood estimation is, however, a challenging task as the normalizing constant of the likelihood involves a sum over all possible networks, which is extremely difficult to compute except for very small networks. Obtaining Bayesian inference for ERGMs is even more challenging as the normalizing constant of the posterior density is also intractable, leading to a "doubly intractable" problem. As Markov chain Monte Carlo (MCMC) methods for deriving Bayesian inference for ERGMs are computationally intensive, we propose fast variational methods as alternatives for obtaining approximate Bayesian inference for ERGMs in this article. Their accuracy, computational speedup and feasibility for use in model selection as compared to MCMC methods are investigated using real social networks.
The classic approach for fitting ERGMs is via Markov chain Monte Carlo maximum likelihood estimation (MCMC MLE), which is first described by Geyer and Thompson (1992) and later developed for ERGMs by Snijders (2002) . To overcome the intractability of the likelihood (θ) for model parameters θ, MCMC MLE considers the maximization of an estimate of (θ)− (θ 0 ), where θ 0 is a fixed parameter value that should ideally be close to the true maximum likelihood estimateθ. The success of this method rests crucially upon the choice of θ 0 and it has been demonstrated that a poor choice of θ 0 may result in an objective function that cannot be maximized (Caimo and Friel, 2011) . Hummel et al. (2012) introduce a method to move θ 0 closer toθ sequentially. An alternative approach is maximum pseudolikelihood estimation (MPLE, Besag, 1974) , where the likelihood is approximated by a product of full conditional distributions based on the assumption that the dyads are conditionally independent given the rest of the network. While MPLE is fast, it can also result in unreliable inference.
Bayesian inference for ERGMs is a doubly intractable problem as the posterior distribution, in addition to the likelihood, is intractable. Caimo and Friel (2011) propose an MCMC algorithm that overcomes this problem by drawing posterior samples of θ using the exchange algorithm of Murray et al. (2006) and drawing samples from the likelihood using a "tie no tie" sampler (Hunter et al., 2008) . This algorithm was extended into a reversible jump MCMC algorithm in Caimo and Friel (2013) . Sampling from the likelihood is, in general, very time-consuming and it is also very difficult to assess convergence (Bouranis et al., 2017) . This poses a huge obstacle in performing model selection where one may require a large number of possible models to be fitted within a limited period of time. Bouranis et al. (2018) introduce an approach for correcting the mode, curvature as well as the magnitude of the pseudolikelihood via an invertible affine transformation of the model parameter θ. They demonstrate that this adjusted pseudolikelihood, when used in combination with MCMC methods, yield Bayesian inference for ERGMs at much lower computational cost as one is no longer required to sample from the likelihood at each MCMC iteration.
In this article, we examine the possibility of using this adjusted pseudolikelihood in the context of variational approximation methods which have been shown to be capable of yielding speedup of up to several orders of magnitude as compared to MCMC in other models. We develop a nonconjugate variational message passing algorithm (Knowles and Minka, 2011 ) using this adjusted pseudolikelihood, which is shown to converge rapidly and yields an estimate of the log marginal likelihood that is very useful for model selection. However, the accuracy of this approach rests heavily on the ability of the adjusted likelihood to mimic the true likelihood. Thus, we also consider a stochastic variational inference algorithm (Titsias and Lázaro-Gredilla, 2014) , which does not rely on the adjusted pseudolikelihood and uses a reparametrization trick (Kingma and Welling, 2014; Rezende et al., 2014) to reduce the variance of the stochastic gradients. For ERGMs, computing the stochastic gradients poses a huge challenge as the likelihood is intractable and estimating the stochastic gradients will require drawing networks from the likelihood evaluated at the current estimate of θ at each iteration. We explore two potential solutions to this issue. The first approach is to use Monte Carlo sampling, where only a very small number of networks are drawn from the likelihood at each iteration. This approach may be feasible in stochastic gradient ascent as we are moving in small steps and only an unbiased estimate of the gradient is required. The second approach is to draw a large number of networks from the likelihood only once at the beginning of the algorithm and then reuse these samples by estimating the gradients at each iteration using importance sampling. This greatly reduces the computational burden of sampling from the likelihood and yields an algorithm which is of an order of magnitude faster than the MCMC approach. We illustrate the performance of these methods using some benchmark social networks.
In section 2, we briefly review ERGMs, methods commonly used for fitting them and the fully adjusted pseudolikelihood. The Bayesian variational approach is described in Section 3 and the nonconjugate variational message passing algorithm is developed in Section 4, while stochastic variational inference is developed in Section 5. Section 6 describes how model selection for ERGMS can be performed using the variational methods and Section 7 presents the results of applying the variational methods to two real social networks. Section 8 concludes with a discussion.
Exponential random graph models
Let N = {1, . . . , n} and Y denote the n × n adjacency matrix of a network with n nodes, where Y ij is 1 if there is a link from node i to node j and 0 otherwise for i, j ∈ N .
We assume that there are no self-links and hence Y ii = 0 for i ∈ N . If the network is undirected, then Y is symmetric. Let Y denote the set of all possible networks on n nodes and y ∈ Y be an observation of Y . In an ERGM, the likelihood of y is given by
where s(y) ∈ R p is the vector of sufficient statistics for y, θ ∈ R p is the vector of model parameters and z(θ) = y∈Y exp{θ T s(y)} is the normalizing constant. For instance, s(y) may contain statistics such as the number of edges, number of triangles or nodal attributes. The normalizing constant z(θ), and hence the likelihood f (y|θ), cannot be evaluated except for trivially small graphs as it involves a sum over all networks in Y and the size of Y increases exponentially with n. In the undirected case, the total number of possible networks on n nodes is 2 ( n 2 ) . Let D denote the set of all possible pairs of dyads. For undirected networks, D = {(i, j)|i, j ∈ N , i < j}, while for directed networks,
In Bayesian inference, prior information about the model parameters θ can be captured by specifying a prior distribution on θ. We consider a normal prior N (µ 0 , Σ 0 ) for θ. A vague prior can be specified, for instance, by setting Σ 0 = σ 2 0 I p with a large σ 2 0 . From Bayes Theorem, the posterior density is
where p(y) = f (y|θ)p(θ)dθ is the marginal likelihood. Finding the posterior density is a doubly intractable problem as the normalizing constants in the likelihood and posterior density are both intractable.
Markov chain Monte Carlo maximum likelihood estimation
The conventional method for estimating the model parameter θ in the ERGM is to use Markov chain Monte Carlo maximum likelihood estimation (MCMC MLE). As the likelihood is intractable, it is not maximized directly. Instead, the log ratio of the likelihoods at θ and some initial estimate θ 0 is maximized. Note that
where {y 1 , . . . , y K } are networks simulated from p(y|θ 0 ) via MCMC. LR θ 0 (θ) can then be maximized using Newton-Raphson or a stochastic approximation algorithm. The valuê θ ML at which LR θ 0 (θ) is maximized serves as a maximum likelihood estimate of θ.
To simulate from p(y|θ 0 ), Snijders (2002) proposed a Metropolis-Hastings algorithm, which begins some initial network, y (0) , say the observed network y, and then randomly selects a dyad (i, j) ∈ D as a candidate for toggling at each iteration. Alternatively, in the "tie no tie" sampler implemented in the ergm package for R (Hunter et al., 2008) , the dyad is randomly selected with equal probability either from the set of dyads with ties or the set without ties. This reduces the probability of selecting a dyad without a tie, which helps to improve mixing in the MCMC chain, as the proposal to toggle it has a high probability of rejection due to the sparsity of most observed networks. Let y −ij
denote the values of all dyads in the network other than y ij . Given y (t−1) , the acceptance probability for toggling the value y (t−1) ij of a candidate y ij at iteration t is min 1, p(y ij = y (t−1) ij
The Metropolis-Hastings algorithm produces a sequence of networks {y (0) , . . . , y (T ) }. The first portion of the sequence is highly dependent on the initial network and is usually discarded as burn-in. These are referred to as the auxiliary iterations required before a simulation can be obtained from p(y|θ 0 ). In addition, a high thinning factor is often imposed to reduce the correlation among retained samples. Simulating from p(y|θ 0 ) is thus a computationally intensive procedure. Strauss and Ikeda (1990) propose to approximate the intractable likelihood of an ERGM with a pseudolikelihood, which assumes that dyads are conditionally independent given the rest of the graph. The pseudolikelihood is given by
Pseudolikelihood
where δ s (y) ij = s(y
is the vector of change statistics associated with the dyad (i, j) and it represents the change in sufficient statistics when y ij is toggled from 0 (y
, with the rest of the network remaining unchanged. From (2), the log pseudolikelihood can be written as
Approximating the true likelihood with the pseudolikelihood leads to fast maximum likelihood estimation via logistic regression where {y ij } are taken as the responses and {δ s (y) ij } as the predictors. However, this approach relies on the strong and often unrealistic assumption of conditionally independent dyads. Properties of the pseudolikelihood are not well understood (van Duijn et al., 2009 ) and its use may also lead to biased estimates. et al. (2018) proposed an adjusted pseudolikelihood which attempts to correct the mode, curvature and magnitude of the pseudolikelihood. It is given bỹ
Fully adjusted pseudolikelihood
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where M > 0 is a constant responsible for magnitude adjustment and g(·) is an invertible affine transformation that adjusts the mode and curvature of the pseudolikelihood to match that of the true likelihood. The function g : R p → R p is defined as
is the maximum pseudolikelihood estimate and W is an upper triangular matrix of order
the adjusted pseudolikelihood has the same mode as the true likelihood. The maximum pseudolikelihood estimateθ PL can be computed easily using logistic regression whileθ ML can be estimated using MCMC MLE for instance.
The transformation matrix W is selected so that logf (y|θ) has the same curvature as the true log likelihood at the mode. The Hessian of logf (y|θ) is
and the Hessian of log f (y|θ) is −cov y|θ (s(y)). Here cov y|θ (s(y)) denotes the covariance matrix of s(y) with respect to the distribution f (y|θ). As g(θ ML ) =θ PL , W is chosen such that
Let R 
By uniqueness of the Cholesky decomposition, W = R −1 1 R 2 . The covariance matrix of s(y) given θ =θ ML can be estimated using Monte Carlo by simulating from p(y|θ ML ).
Finally, f PL (y|g(θ)) is scaled by a positive constant M to ensure that the adjusted pseudolikelihood has the same magnitude as the true likelihood at the mode. This implies
The normalizing constant z(θ ML ) is intractable and Bouranis et al. (2018) propose an importance sampling procedure for estimating it. Introducing a sequence of temperatures
where z(0) = 2 ( n 2 ) for undirected graphs. Each ratio is then estimated using importance sampling by noting from (1) that
where {y
The above importance sampling procedure hinges on the value of z(0) being known (to be 2 ( n 2 ) for undirected graphs), and slowly shifts this value towards z(θ ML ). While this procedure works well for small networks, it is harder to implement for large networks as obtaining unbiased samples from p(y|t j−1θML ) where t j−1 is close to zero may be difficult when n is large. For instance, when j = 1, we need to draw uniformly from the set of all possible networks. The probability of inclusion of every edge is 0.5 and the average size of such a network is n(n − 1)/2, which is large when n is large. If the simulation process is the Metropolis-Hastings algorithm described in Section 2.1, which initializes with the observed sparse network, then it will take a large number of samples for a simulated network to reach the average size and biased estimates may result if the burnin is not long enough or K is not sufficiently large. Generally, it will be increasingly difficult to obtain a representative sample as n increases for small t j s. We propose a slight modification of this importance sampling procedure which can be applied if the first sufficient statistic is the number of edges, that is, s 1 (y) = (i,j)∈D y ij , as is often the case. Letθ ML,1 denote the first element ofθ ML andθ ML,−1 denoteθ ML with the first element removed. The idea is to fix the first element atθ ML,1 and then allow the remaining elements to slowly approachθ ML,−1 starting from zero. As most observed networks are sparse, θ ML,1 is often small and it helps to control the size of the simulated graphs. We
Note that z([θ ML,1 , 0]) is the normalizing constant of a network where the only sufficient statistic is number of edges. The likelihood of this dyad independent network is
for undirected networks. We can again estimate each ratio using importance sampling by
where {y We refer to the adjusted pseudo-posterior distribution as the distribution resulting from replacing the likelihood in the posterior distribution by the adjusted pseduolikelihood,
Bayesian variational inference
In Bayesian variational inference, the true posterior density is approximated by a more tractable density, q λ (θ), with parameters λ. It is commonly assumed that q λ (θ) is of a factorized form, say q λ (θ) = p i=1 q i (θ i ), or that q λ (θ) belongs to a certain parametric family. The Kullback-Leibler divergence between the variational density and the true posterior,
is then minimized subject to these restrictions. Here we consider a Gaussian variational approximation, N (µ, Σ), to the posterior density p(θ|y), where λ denotes the parameters {µ, Σ}. This assumption allows any posterior correlation among elements of θ to be captured and the variational density q λ (θ) is likely to be a good approximation of the true posterior as long as the Gaussian assumption is not strongly violated. Hence the posterior estimation problem has been reduced to an optimization problem, where we want to find the λ that minimizes the Kullback-Leibler divergence. As KL(q λ (θ)||p(θ|y) ≥ 0,
where E q λ (·) denotes expectation with respect to q λ . The log marginal likelihood is bounded below by L(λ), which is often called the evidence lower bound. As log p(y) is independent of q λ , minimizing the Kullback-Leibler divergence is equivalent to maximizing the evidence lower bound with respect to λ.
For ERGMs, the evidence lower bound is intractable as the likelihood cannot be evaluated. We propose two approaches to overcome this problem. The first approach is to use the adjusted pseudolikelihood as a plug-in for the true likelihood. Subsequently, we use Gauss-Hermite quadrature (Liu and Pierce, 1994) to estimate the intractable expectations, and nonconjugate variational message passing (Knowles and Minka, 2011) to update λ as the adjusted pseudolikelihood is nonconjugate with respect to the prior distribution of θ. In the second approach, we consider stochastic variational inference (Titsias and Lázaro-Gredilla, 2014 ), which does not require expectations to be evaluated analytically. The evidence lower bound is optimized using stochastic gradient ascent and a reparametrization trick is used to reduce the variance of the stochastic gradients. To compute unbiased estimates of the gradients, we investigate two approaches, one is via direct simulation from the likelihood and the other is via importance sampling.
Nonconjugate variational message passing
Nonconjugate variational message passing is a fixed point iteration algorithm, which can be used when the variational density, q λ (θ), belongs to an exponential family and the likelihood is nonconjugate with respect to the prior distribution. Suppose q λ (θ) can be written as
where λ is the vector of natural parameters and t(·) are the sufficient statistics. Then the lower bound in (4) can be written as
where we have used the result,
L(λ) with respect to λ and set the gradient to zero. This leads to
where cov q λ (λ) = ∇ 2 λ h(λ) denotes the covariance matrix of t(θ) with respect to q λ (θ).
Setting the gradient ∇ λ L to zero leads to the update,
If q λ (θ) is a multivariate normal distribution, N (µ, Σ), then the above update for λ can be simplified (Tan and Nott, 2013; Wand, 2014) , and expressed in the form
Note that a = vec(A) is a vector obtained by stacking the columns of the matrix A under each other from left to right in order and vec −1 (a) recovers the matrix A from the vector a. As a fixed point iteration algorithm, nonconjugate variational message passing is not guaranteed to converge and the lower bound may not necessarily increase after each update. However, the algorithm has been found to perform very well in practice (Tan and Nott, 2013) and convergence issues can be addressed by adjusting the initialization or using damping (Knowles and Minka, 2011; Tan et al., 2016) .
Using the adjusted pseudolikelihoodf (y|θ) as a plug-in for the true likelihood f (y|θ), log p(y, θ) is approximately given by logp(y, θ) = logf (y|θ) + log p(θ)
where
The term E q λ {b(α ij +β T ij θ)} is intractable and we estimate it using Gauss-Hermite quadra-
where b r (·) denotes the rth derivative of b(·). Then
where φ(x|m, v) denotes the density of a normal distribution with mean m and standard deviation v, and
We have thus converted B (r) (m ij , v ij ) from a multivariate to a univariate integral, which can be approximated using Gauss-Hermite quadrature. Let the nodes {x m } In Gauss-Hermite quadrature,
. Following Liu and Pierce (1994), we first consider a transformation on z so that the integrand g (r) ij (z) is sampled in a suitable range. Letm (r) ij be the mode of g (r) ij (z) and define
We have
where w * m = w m exp(x 2 m ) are the modified weights.
From (6),
Differentiating E q λ {logp(y, θ)} with respect to µ, we have
Using integration by parts,
) and the gradient of E q λ {logp(y, θ)} with respect to vec(Σ) is
Substituting these gradients in (5), we obtain the nonconjugate variational message passing algorithm outlined in Algorithm 1. While d > tolerance,
Compute the new lower boundL
Algorithm 1: Nonconjugate variational message passing algorithm for ERGMs.
In Algorithm 1, the nodes and modified weights only have to computed once at the beginning. They can be obtained easily in R using the function gaussHermiteData from the package fastGHQuad, or in Julia using the function gausshermite from the package FastGaussQuadrature. In our experiments, approximation of the expectations using Gauss-Hermite quadrature appears to be accurate and efficient, and it is sufficient to set M = 20. We use the lower bound to assess convergence and terminate the algorithm when the increment is negligible, with the tolerance set as 1.0e −6 . Performance of nonconjugate variational message passing can be sensitive to the initialization. Here we initialize µ aŝ θ ML , which gives us an informative starting point. We observe that Algorithm 1 converges quickly and is able to produce estimates of the posterior distributions that are close to that obtained from MCMC.
Stochastic variational inference
Instead of approximating the intractable expectations using Gauss-Hermite quadrature, an alternative is to optimize L with respect to λ using stochastic gradient ascent (Robbins and Monro, 1951) . Let CC T be the unique Cholesky decomposition of Σ where C is a lower triangular matrix of order p with positive diagonal elements, and vech(A) denote the vector of length p(p + 1)/2 obtained by vectorizing the lower triangular part of the p × p matrix A. At each iteration t, we perform the updates
where∇ µ L and∇ vech(C) L are unbiased estimates of the true gradients, ∇ µ L and ∇ vech(C) L, respectively and ρ t denotes the step-size. Convergence is ensured if the step size satisfies
t < ∞ and some regularity conditions are satisfied (Spall, 2003) .
As L is an expectation with respect to q λ , unbiased estimates of the true gradients can be computed by simulating θ from q λ (θ). However, stochastic gradients computed in this manner usually have large variance. Hence we employ the reparametrization trick and introduce s = C −1 (θ − µ). The density of s is just the standard normal, N (0, I p ), which is denoted by φ(s). We can thus write
where θ = Cs + µ and E φ denotes expectation with respect to φ(s). This transfers the variational parameters {µ, C} inside the expectation so that the stochastic gradients are now direct functions of {µ, C}. Unbiased estimates of ∇ µ L and ∇ vech(C) L can thus be computed by simulating s ∼ φ(s) at each iteration, instead of θ ∼ q λ (θ).
Unbiased gradient estimates can be constructed in several ways depending on whether E φ {log q λ (θ)} is evaluated analytically. As demonstrated in Roeder et al. (2017) , Tan and Nott (2018) and Tan (2018) , an advantage of estimating both terms in (8) using the same samples s ∼ φ(s) is that the stochasticity arising from s in the two terms cancel out each other resulting in smaller variation in the gradients at convergence. As log q λ (θ) depends on {µ, C} directly as well as through θ, we apply chain rule to obtain
. Detailed derivations are given in Appendix A. Note that the last term in (9) and in (10) together represent the score of q λ , and the expectation with respect to φ(s) of the score is zero. Hence we can omit these terms to construct the unbiased gradient estimates,
In Tan (2018) , it is shown that omitting the last term in both (9) and (10) yield better results as the gradients constructed in this way are approximately zero at convergence.
The stochastic variational algorithm for fitting ERGMs is outlined in Algorithm 2.
The update for vech(C) in (7) does not ensure that the diagonal elements of C remain positive. Hence we introduce the lower triangular matrix C , where C ii = log(C ii ) and 
Algorithm 2: Stochastic variational algorithm for fitting ERGM.
It remains to find the gradient, ∇ θ log p(θ, y). For ERGMs, this is challenging as the likelihood is intractable. We have
Differentiating with respect to θ yields
We discuss two approaches for estimating ∇ θ z(θ)/z(θ) = E y|θ {s(y)} at θ = θ (t) .
Algorithm 2a (Monte Carlo sampling)
The first approach is to simulate samples {y
and compute an estimate using Monte Carlo:
As discussed in Section 2.1, simulating from the likelihood is computationally intensive as a large number of auxiliary iterations have to be discarded from the Markov chain for burn-in and a high thinning factor has to be imposed to reduce correlation between samples. However, in stochastic approximation, we only require unbiased estimates of the true gradients and K does not necessarily have to be large. We refer to the algorithm using simulations from the likelihood p(y|θ (t) ) at each iteration t to estimate the gradients as Algorithm 2a.
Algorithm 2b (Importance sampling)
The second approach is to use importance sampling. Let µ 0 be some initial estimate of the posterior mean of θ and suppose we have a large sample {y 1 , . . . , y K } generated from p(y|µ 0 ). From (1),
The normalized weights {w k } satisfy K k=1 w k = 1. We can consider µ 0 =θ ML as an initial estimate of µ, and generate a large number of samples {y 1 , . . . , y K } from p(y|θ ML ) with sufficient statistics {s(y 1 ), . . . , s(y K )}. Then, at each iteration t, we can compute the self-normalized importance sampling estimate,
The efficiency of importance sampling depends on how close θ (t) is to µ 0 . When θ (t) = µ 0 , all samples have equal weights of 1/K. The efficiency is low when the estimate is based on a small set of samples. We can monitor the efficiency by computing an effective sample size,
At each iteration, {µ, C} are being updated and
If µ (t) shifts significantly from the initial estimate µ 0 =θ ML , then the efficiency is likely to be low. Hence we also monitor an "effective sample size" with respect to µ (t) ,
and we propose to resample if ESS(µ (t) ) falls below a critical value, say K/3. Let S (t) = {s(y 1 ) (t) , . . . , s(y K ) (t) } denote the set of sufficient statistics at iteration t, with weights based on µ (t) , {w
is then a sample from p(y|µ (t) ) with equal weights and we should update the value of µ 0 by µ (t) in computing the importance sampling estimate in (11). We do not advocate resampling based on ESS(θ (t) ) as the value of θ (t) fluctuates more wildly than µ (t) from one iteration to another and resampling too frequently will result in loss of heterogeneity in the samples. We refer to the algorithm using importance sampling to estimate the gradients as Algorithm 2b.
Diagnosing convergence and adaptive stepsize
Commonly used criteria for diagnosing the convergence of stochastic approximation algorithms include stopping when successive parameter (or objective function) estimates are sufficiently close for several consecutive iterations. Here we use the evidence lower bound, which is the objective function to be maximized, to monitor convergence. Suppose we simulate a large number, K 0 , of samples from p(y|θ 0 ), with sufficient statistics S 0 = {s(y 1 ), . . . , s(y K 0 )}, where θ 0 is some initial estimate of θ. From (1), an unbiased estimate of the lower bound at the tth iteration is
where s, θ, µ and C are to be substituted by s (t) , θ (t) , µ (t) and C (t) . In our experiments, we set θ 0 =θ ML , K 0 = 1000 in Algorithm 2a and K 0 = K in Algorithm 2b. An estimate of log z(θ 0 ) at θ 0 =θ ML can be obtained using the ergm function from the ergm package for R or the importance sampling procedure described in Section 2.3. As computation of log z(θ 0 ) is costly, we generate S 0 only once at the beginning, and use this same set of sufficient statistics for estimating the lower bound throughout the algorithm. As the lower bound estimates are stochastic in nature, we use the average for diagnosing convergence.
After the completion of every 1000 iterations, we compute the average lower bound over these past 1000 iterations, and the stochastic variational algorithm is terminated when the average lower bound fails to increase.
We recommend using an adaptive stepsize for {ρ t } in Algorithm 2 such as ADADELTA (Zeiler, 2012) or Adam (Kingma and Ba, 2014) , which adjusts to individual parameters and tends to lead to faster convergence. In our code, ADADELTA is used for computing the stepsize and the tuning parameters are set as the default values recommended in Zeiler (2012) .
In comparison, Algorithm 1 converges much faster than Algorithms 2a and 2b, as it considers definite updates of {µ, Σ} while the updates in Algorithm 2a and 2b are subject to stochasticity. However, Algorithm 1 uses the adjusted pseudolikelihood as a plug-in and is thus heavily dependent on the ability of the adjusted pseudolikelihood to mimic the true likelihood. The lower bound derived from Algorithm 1 is also only an approximation of the true lower bound, which is based on the adjusted pseudolikelihood. 
We can then compare the models in terms of their posterior probabilities,
, r = 1, . . . , R.
If each of the R models are a priori equally likely, p(M r ) = 1/R for r = 1, . . . , R, then selecting the model with the highest posterior probability, argmax r p(M r |y) is the same as selecting the model with the highest marginal likelihood, argmax r p(y|M r ). The Bayes factor (Kass and Raftery, 1995) for comparing any two models M r and M j is
When BF rj > 1, the data favors M r over M j . If 0 < BF rj < 1, M j is favored by the data. If we wish to compare more than two models at the same time, we can choose one model as the reference and compute the Bayes factors relative to that reference.
In variational approximation, the lower bound L(λ) of the log marginal likelihood log p(y) is maximized with respect to λ. This lower bound is tight and provides a good estimate of log p(y) when the variational density is close to the true posterior density.
For ERGMs, we find that the Gaussian variational approximation generally provides a good estimate of the posterior distribution and hence the evidence lower bound can be very useful in model selection.
For Algorithm 1, an estimate of the evidence lower bound is readily available. In fact, it is computed at every iteration and used as a criterion for assessing convergence. For Algorithms 2a and 2b, a Monte Carlo estimate of the lower bound can also be computed easily at convergence by simulating s ∼ N (0, I p ). We demonstrate in later experiments that the evidence lower bound produced by Algorithms 1, 2a and 2b are almost identical to that obtained using MCMC approaches. There is thus a clear computational advantage in using the evidence lower bound for model selection for ERGMS, especially when a large number of models are being compared, as the variational algorithms converge faster than MCMC approaches and they do not require tuning, determining appropriate length of burn-in or checking of convergence diagnostics.
Applications
We investigate the performance of Algorithms 1 and 2 using two real social networks.
The code for the variational algorithms is written within Julia version 0.6.4 (https:
//julialang.org/) and the experiments are run on a laptop (Intel Core i7 CPU @ 1.80GHz, 8.0GB RAM). Maximum likelihood estimation, maximum pseudolikelihood estimation and simulation of networks from the likelihood are performed using the ergm R package, version 3.8.0 (Hunter et al., 2008) . This can be done in Julia by using the Rcall package. We also use the bergm function from the R package, Bergm, version 4.1.0 (Caimo and Friel, 2014) to obtain samples from the posterior distribution using the exchange algorithm (Caimo and Friel, 2011) . The posterior distributions estimated using the exchange algorithm are regarded as the "ground truth" and we use it as a basis for evaluating the accuracy of the posterior distributions estimated using the variational methods. An estimate of the marginal likelihood using Chib and Jeliazkov's method (Chib and Jeliazkov, 2001 ) based on the adjusted pseudolikelihood is also obtained using the evidence CJ function (Bouranis et al., 2018) .
Karate network
The karate club network (Zachary, 1977) contains 78 undirected friendship links among 24 members, which are constructed based on interactions outside of club activities. This data is shown in Figure 1 and is available at the UCI Network Data Repository (https:
//networkdata.ics.uci.edu/). We consider three competing models for fitting this network, which have been studied by Caimo and Friel (2014) and Bouranis et al. (2018) . Let 
where φ v and φ u are regarded as constants, taken to be 0.2 and 0.8 respectively. For the prior distribution of θ, we set µ 0 = 0 and Σ 0 = 100I p .
First, we estimate the adjusted pseudolikelihood and its associated quantities,θ ML , θ PL , W , log z(θ ML ) and log M . This can achieved using the ergm and simulate functions in the ergm R package. We set the number of auxiliary iterations as 10000, thinning factor as 1000 and number of simulations as 1000. The computations times are 10.7, 4.2 and 11.9 seconds for M 1 , M 2 and M 3 respectively.
Next we use the variational algorithms to fit the three models to the karate network.
Algorithm 1 is the NCVMP algorithm, which uses the adjusted pseudolikelihood as a plugin for the true likelihood. It converges quickly for all three models and the maximized lower bound provides an estimate of the log marginal likelihood, which is useful for model selection. Computation times and lower bounds are shown in Table 1 .
Computation time log marginal likelihood Algorithm 2a provides stochastic variational inference and it estimates the gradient at each iteration t by simulating from p(y|θ (t) ), which is computationally intensive. We investigate its performance by varying the number of simulations, K ∈ {1, 5, 10, 100}, used for gradient estimation at each iteration. The lower bound used for monitoring convergence of Algorithm 2a is estimated based on a fixed set of 1000 networks simulated from p(y|θ M L ) at the beginning. After the algorithm has converged, we compute a final estimate of the lower bound using 1000 simulations of θ from N (µ, CC T ) and the same set of networks simulated at the beginning. The mean and standard deviation based on these 1000 simulations are reported in Table 2 for the different Ks. A higher lower bound indicates a better variational approximation. Computation times are also shown. From Table 2 : Karate network. Lower bounds in brackets (first line) and computation times in seconds (second line) for each model fitted using Algorithm 2a (SVI). K denotes the number of simulations used to estimate the gradient at each iteration. distinct from the rest. Similarly, there is a very slight difference between the marginal posteriors for K = 1 and the rest. A single sample may not be able to provide sufficient gradient information in some cases and we recommend using at least a few samples for averaging.
Next we fit the three models using Algorithm 2b, which generates a large number K of networks from p(y|θ) at the beginning and then estimates the gradients using importance sampling. Resampling is carried out when the effective sample size, ESS(µ (t) ) < K/3.
We investigate the performance of Algorithm 2b for K ∈ {1000, 5000, 10000}. Estimated lower bounds and computation times are shown in Table 3 . For M 1 and M 2 , resampling
M 2 (−231.5 ± 1.4) (−231.5 ± 1.5) (−231.4 ± 1.1) 2.0 10.5 13.6
M 3 (−221.8 ± 0.3) (−221.9 ± 0.4) (−221.9 ± 0.4) 3.6 14.9 23.1 Table 3 : Karate network. Lower bounds in brackets (first line) and computation times in seconds (second line) for each model fitted using Algorithm 2b (SVI). K denotes the number of simulations at the beginning.
was not carried out as iterates of the posterior mean µ (t) remain close toθ ML throughout.
However, for M 3 , µ (t) converged to a value quite far fromθ ML (see Figure 4 ) and resampling was performed after around 900 iterations. In the left panel of Figure 3 , the first row shows the improvement in ESS(µ (t) ) for M 2 after resampling, while the second row shows the improvement in ESS(θ (t) ) with resampling as compared to without resampling.
When K = 1000, the 5th percentile of ESS(θ (t) ) is 23.8 without resampling and 13.7 with resampling. Hence the number of samples used to estimate the gradient should be adequate for most iterations in this importance sampling approach. Even if the sample size is very low for a small fraction of the iterations, the direction of movement will be corrected in the remaining iterations. From the right panel of Figure 3 , the marginal posteriors for θ returned by Algorithm 2b are almost indistinguishable for K ∈ {1000, 5000, 10000}. In terms of computation time, Algorithm 2b is much faster than 2a as it avoids simulating at every iteration. We now compare the posterior distributions returned by the variational algorithms with the "ground truth" obtained using the exchange algorithm. The number of auxiliary iterations is also set as 10000, the length of burn-in as 1000 and the number of iterations for each chain excluding burn-in to be 3000 for M 1 and M 2 and 2000 for M 3 . The exchange algorithm uses adaptive direction sampling (ADS) to improve mixing and the number of chains must be at least the dimension of the parameter θ. We use the default in the bergm function, which sets number of chains to be twice the length of θ. Thus we have 4 chains for M 1 and M 2 , and 6 chains for M 3 , with a total of 12000 iterations in each case. We adjust the parameter γ which represents the move factor in ADS so that the acceptance rate lies between 20% and 25%. The average acceptance rates are 22.6%, 22.8% and 22% respectively for M 1 , M 2 and M 3 . In addition, we use the evidence CJ function to estimate the marginal likelihood with Chib and Jeliazkov's method based on the adjusted pseudolikelihood (Bouranis et al., 2017) . We use 15000 MCMC iterations, discard the first 5000 as burn-in and use the remaining 10000 for marginal likelihood estimation. The tuning parameter in evidence CJ was adjusted such that the acceptance rates are 22% for each of the three models. Figure 4 compares the marginal posterior distributions obtained using the MCMC and variational methods. Table 1 For M 1 and M 3 , the marginal posteriors estimated using the different approaches are quite similar. However, for M 2 , the posteriors obtained using Algorithm 1 and evidence CJ (both are using the adjusted pseudolikelihood as a plug-in for the true likelihood) are quite different from the posteriors obtained using the exchange algorithm and Algorithms 2a and 2b. This is also reflected in the estimated log marginal likelihood of −232.6 which is lower than the −231.4 obtained using Algorithms 2a and 2b. This suggests that the difference is likely due to use of the adjusted pseudolikelihood, which is not able to mimic the true likelihood well due perhaps to the presence of multiple modes.
In particular, the posterior means estimated using Algorithm 1 and evidence CJ remain very close to the maximum likelihood estimateθ ML and are not able to move away from θ ML towards the true posterior mean.
From Table 1 , all the variational algorithms are faster than the exchange algorithm with the exception of Algorithm 2a. Algorithm 2a, which uses simulation to estimate gradients at every iteration, is computationally intensive and Algorithm 2b, which uses importance sampling, seems to be a more viable alternative which is as accurate and also orders of magnitude faster than the exchange algorithm. It also automatically produces an estimate of the log marginal likelihood, which is useful for model selection. Algorithm 1 is the fastest of all three variational algorithms. However, it is dependent on the adjusted pseudolikelihood and can only provide good approximations of the posterior and estimates of the log marginal likelihood when the adjusted pseudolikelihood is able to mimic the true likelihood well.
Teenage friends and lifestyle study
In this section, we consider a subset of 50 girls from the "Teenage friends and lifestyle study" data set (Michael Pearson, 2000) available at https://www.stats.ox.ac.uk/ snijders/siena/s50_data.htm. In this study, friendship links among the students were recorded over three years from 1995 to 1997. The students were also surveyed about their smoking behavior and frequency of drugs consumption among other lifestyle choices. We consider the friendship network at the first time point and the attributes smoke, which takes values 1 (non-smoker), 2 (occasional smoker) or 3 (regular smoker) and drugs, which takes values 1 (non-drug user or tried once) or 2 (occasional or regular drug user). Figure 5 shows plots of the friendship network according to the attributes smoke and drugs. We can detect some homophily in friendships by smoking and drug usage behavior as nodes of the same color (attribute value) seem to have a higher tendency to form links.
Following Caimo and Friel (2014) and Bouranis et al. (2018) , we consider two models, M 1 and M 2 whose unnormalized likelihoods are given by
Here s 1 (y) = i<j y ij denotes the number of edges, v(y, φ v ) and u(y, φ u ) denote the gwesp and gwd statistics defined previously with φ v = log 2 and φ u = 0.8, and s 4 (y) counts the number of connected dyads (i, j) for which node i and node j have the same value for both the attributes smoke and drugs. In the ergm R package, s 4 (y) is coded as nodematch(c('smoke','drugs')). We also use the same priors as Caimo and Friel (2014) and Bouranis et al. (2018) . The first entry of µ 0 is set as −1 to reflect the sparsity of the network and the remaining entries as zero, while Σ 0 = 5I p .
Estimating the adjusted pseudolikelihood and associated quantities using the ergm R package took 8.1 and 9.1 seconds for M 1 and M 2 respectively. As before, we set the number of auxiliary iterations as 10000, thinning factor as 1000 and number of simulations as 1000. Next we fit the two models using the variational algorithms. The NCVMP algorithm converges quickly for both models. Computation times and lower bounds are shown in and standard deviation of the lower bounds and the computation times are shown in Table 5 . The mean estimates of the lower bound are almost identical for the different Ks. Figure 6 shows that the convergence paths of the posterior mean µ are similar and the marginal posterior distributions of θ are also indistinguishable for the different Ks.
This suggests that it is not necessary to use a large number of samples to estimate the stochastic gradients at each iteration. Lastly we fit the two models using Algorithm 2b for K ∈ {1000, 5000, 10000}. Resam- pling is carried out when ESS(µ (t) ) < K/3. Estimated lower bounds and computation times are shown in Table 6 . Resampling was not carried out for M 1 , while for M 2 , Table 6 : Friends network. Lower bounds in brackets (first line) and computation times in seconds (second line) for each model fitted using Algorithm 2b (SVI). K denotes the number of simulations at the beginning.
resampling was performed only for the case K = 1000 after more than 4000 iterations.
The left panel of Figure 7 shows the convergence paths of µ (t) while the right panel shows the marginal posterior distributions. These plots indicate that the convergence paths and marginal posterior distributions of K = 1000 are quite distinct from the rest. In particular, there is greater deviation from the maximum likelihood estimates which explains why resampling was only performed for M 2 (K = 1000). As the friends network contains twice the number of nodes as in the karate network, a larger sample size K may be required to cover the greater heterogeneity.
Finally, we compare the posterior distributions returned by the variational algorithms and the exchange algorithm. For the exchange algorithm, the number of auxiliary iterations is set as 10000, the length of burn-in as 1000 and the number of iterations for each chain excluding burn-in to be 2000 for both M 1 and M 2 . We have 6 chains for M 1 and 8 chains for M 2 (twice the number of parameters), with a total of 12000 iterations for Table 4 . There is some minor discrepancies in the estimates of the log marginal likelihood across the different methods and the Bayes factor B 21 ranges between 1.11 -1.35, but the conclusion is generally the same, that M 2 is a little more favored by the data as compared to M 1 . In terms of computation times, Algorithm 1 is an order of magnitude faster than estimation using Chib and Jelkiakov's method, both of which are based on the adjusted pseudolikelihood. Algorithm 2a does not yield improvement as compared to the exchange algorithm which Algorithm 2b is an order of magnitude faster than the exchange algorithm.
Conclusion
In this article, we have proposed several variational methods for obtaining Bayesian inference for the ERGM. In the first approach, we develop an NCVMP algorithm for fitting the ERGM by approximating the likelihood using an adjusted pseudolikelihood. This approach is extremely fast and stable and produces an estimate of the evidence lower bound which is useful for model selection. In the second approach, we develop a stochastic variational inference algorithm which requires unbiased estimates of the gradient of the likelihood. From our experiments, we found that simulating directly from the likelihood at every iteration is very time consuming. This algorithm may not yield any speedup when compared to the exchange algorithm even if only a few samples are used at each step. However, if we make use of importance sampling, then an order of magnitude speed up can be achieved. Our experiments also indicate that larger sample sizes might be required for larger networks. While we have recommended resampling based on the importance weights when the posterior mean has deviated significantly from the initial estimate, it is also possible to consider other approaches, such as generating a new set of samples from the likelihood at the current estimate of the posterior mean or introducing some MCMC steps to restore heterogeneity (Tan et al., 2017) .
Differentiating with respect to θ,
Hence ∇ θ log q λ (θ) = C −T s. Similarly, ∇ µ log q λ (θ) = −C −T s. Differentiating with respect to C,
Here L denotes the p × p elimination matrix (Magnus and Neudecker, 1980) , which has the following properties, (i) Lvec(A) = vech(A) for any square matrix A and (ii) L T vech(A) = vec(A) if A is a lower triangular matrix of order p.
