Abstract. This article aims to fill in the gap of the second-order accurate schemes for the time-fractional subdiffusion equation with unconditional stability. Two fully discrete schemes are first proposed for the time-fractional subdiffusion equation with space discretized by finite element and time discretized by the fractional linear multistep methods. These two methods are unconditionally stable with maximum global convergence order of O(τ + h r+1 ) in the L 2 norm, where τ and h are the step sizes in time and space, respectively, and r is the degree of the piecewise polynomial space. The average convergence rates for the two methods in time are also investigated, which shows that the average convergence rates of the two methods are O(τ 1.5 + h r+1 ). Furthermore, two improved algorithms are constrcted, they are also unconditionally stable and convergent of order O(τ 2 + h r+1 ). Numerical examples are provided to verify the theoretical analysis. The comparisons between the present algorithms and the existing ones are included, which show that our numerical algorithms exhibit better performances than the known ones.
1. Introduction. In last few decades, fractional calculus has attracted great interests of many researchers. Fractional integral and derivatives are used more and more by scientists and engineers to simulate many phenomena in physics, material science, control, biology, signal processing, finance, etc., see for example [1, 2, 19, 22, 25, 27, 33, 35, 45] . In physics, fractional derivatives are used to model anomalous diffusion (i.e., subdiffusion and superdiffusion), where particles spread in a power-law manner [27] .
This paper deals with the following time-fractional subdiffusion equation [27] 
(x, t).
Till now, there have been many techniques to solve the fractional differential equations (FDEs). The analytical methods cover the Fourier transform method, the Laplace transform method, the Mellin transform method, and the Green function method, and so on [33] . In real applications, analytical methods can not work well on most of FDEs due to the nonlocality and complexity of the fractional differential operators. Hence, it is of great importance to seek the efficient and reliable numerical techniques to solve the FDEs. Nowadays, the numerical methods include finite difference methods (FDMs) [3, 7, 8, 9, 10, 20, 22, 26, 44, 41, 52] , finite element methods (FEMs) [13, 30, 37, 42, 48, 51] , and spectral methods [6, 21, 23] . There are also other numerical techniques such as the matrix approach, matrix transfer method, spine collocation method, etc., see for example [11, 28, 31, 32, 34, 38, 40, 43] .
Up to now, there have been some literatures carried out on the numerical simulations of the subdiffusion equation of the form (1.1). The classical L1 method is often used to discretize the time fractional derivative of (1.1), which is convergent of order (2 − β). When β → 1, the L1 method has first-order accuracy, which is not satisfactory. Readers can refer to some published papers as [16, 17, 18, 23, 36, 39, 49] for more detailed information. In [46] , the fractional linear multistep methods were adopted to discretize the temporal of (1.1) with space discretized by finite element. Recently, Zhang et al. [50] proposed a new time discretization to solve (1.1), in which the time fractional derivative was approximated on the nonuniform grids that can be seen as a generalization of the classical L1 method. To the best of authors' knowledge, there are very few numerical works to solve (1.1) with second-order accuracy in time. This paper aims to construct unconditionally stable numerical methods to solve (1.1), which have second-order accuracy in time.
In this paper, we first construct two kinds of time discretization approaches to solve the subdiffusion equation (1.1) with the spatial discretization performed by the finite element and the time approximated by the fractional linear multistep methods. We give rigorous stability and convergence analysis for the established methods, which shows that the two methods are unconditionally stable with first-order accuracy in time. In some special cases, i.e., the analytical solution u(x, t) is suitably smooth with ∂ t u(x, 0) = 0, the global second-order can be insured. Numerical experiments show that the two methods even have second-order accuracy for any smooth solutions since the local truncation errors have second-order accuracy when time level increases. Hence, we study the average convergence rates for the two methods, which shows that the average convergence rates of the two methods in time are of order 1.5! Then we propose two improved algorithms such that the global convergence rates in time are of order 2. It is shown that the two improved algorithms are also unconditionally stable. Even if the analytical solutions are not smooth enough, the present methods can also show secondorder accuracy in some cases. The optimal error estimates in space are obtained for all the algorithms in the present paper. Numerical examples are presented to verify the theoretical analysis. Comparisons are made between the derived algorithms in this paper and the existing ones [14, 16, 17, 36, 47, 49] , which show that our algorithms show better performances in the numerical experiments.
The remainder of this paper is outlined as follows. In Section 2, some necessary notations and lemmas are introduced. In Section 3, two fully discrete finite element methods for the subdiffusion equation (1.1) are first established, the stability and error estimate are given. Afterwards, the two improved algorithms are constructed with stability and convergence included. The numerical results are presented in Section 4, and the conclusion is included in the last section.
Preliminaries.
In this section, we introduce some notations and lemmas that are needed in the following sections.
Let I = (a, b) be a finite domain, and denote by (·, ·) the inner product defined on the space L 2 (I) with the L 2 norm ∥ · ∥ and the maximum norm ∥ · ∥ ∞ . Denote H r (I) and H r 0 (I) as the commonly used Sobolev spaces with the norm ∥ · ∥ r and semi-norm | · | r , respectively. Define P r (I) as the space of polynomials defined on I with the degree no greater than r, r ∈ Z + . Let S h be a uniform partition of I, which is given by
We define the finite element space X r h as the set of piecewise polynomials with degree at most r (r ≥ 1) on the mesh S h , which can be expressed by 
others. 
The basis functions {φ i k } ∪ {φ i } will be used in the numerical simulation with grid points
Next, we introduce the properties of the projector Π
1,0
h and interpolation operator I h that will be used later on. 3. The schemes. In this section, we first present the time discretization for (1.1). Then, the fully discrete schemes with space approximated by the finite element are given. At last, we prove the stability and convergence.
3.1. Time discretization. Let τ be the time step size and n T be a positive integer with τ = T/n T and t n = nτ for n = 0, 1, ..., n T . For the function u(
We use the fractional linear multistep methods (FLMMs) developed in [24] by Lubich to discretize the time fractional derivative of (1.1). The pth-order FLMMs for D
where {ω
k } can be the coefficients of the Taylor expansions of the following generating functions
3)
in which {γ k } in (3.3) satisfy the following relation
The starting weights {w
n,k } are chosen such that the asymptotic behavior of the function u(t) near the origin (t = 0) are taken into account [12] . One way to determine {w (β) n,k } for the sufficiently smooth function u(t) is given as follows [12, 24] 
The FLMM (3.1) has second-order accuracy if the generating function (3.4) is used. In the following, we will use the FLMMs based the generating function (3.3) with p = 2 or (3.4) to discretize the time discretization of (1.1). For simplicity, we denote by
We first consider the following fractional ordinary differential equation (FODE)
The above FODE is equivalent to the following Volterra integral equation
in the sense that a continuous function is a solution of (3.8) if and only if it is a solution of (3.9), see Lemma 2.3 in [13] Before discretizing (3.9), we introduce three lemmas. Lemma 3.1 ( [24, 46] 
where ω 
where α k and θ k are the coefficients of Taylor expansions of α(z) and θ(z) satisfying w (β) (z) = θ(z)/α(z). 
Proof. See Lemma 3.5 and the last line on page 713 in [24] , which ends the proof. Now, we are in a position to discretize (3.9) . In order to obtain the desired discretization, we rewrite (3.9) into the the following form
Let t = t n in (3.12). Then we have
If y(t) is smooth enough, then y(t) − y 0 can be expressed as y(t) − y 0 = y
0,t y ′′ (t). Therefore, by Lemma 3.1 and Theorem 2.4 in [24] , we can have the following discretization for
where ω
k are the coefficients of Taylor expansions of the generating function (3.6) or (3.7), andR
Then, Eq. (3.13) has the following discretization
Next, we discuss the equivalent form of (3.15). From Lemma 3.2, we can obtain the equivalent form of (3.15) as
where
Let y k be the approximate solution to y(t k ). From (3.17), we obtain the numerical scheme for (3.8) as follows
Choosing different α k and θ k in (3.19) leads to different schemes. The two ways for the choices of α k and θ k in (3.19) are given follows:
• Use the generating function (3.6), where α(z) and θ(z) in Lemma 3.2 can be chosen
• Use the generating function (3.7), where α(z) and θ(z) in Lemma 3.2 can be chosen (3.17) when the generating function (3.6) or (3.7) is used. In both cases, we have
in (3.19) . We can obtain a bound of the truncation error R n of (3.19) as follows
where we have used
and Lemma 3.3.
Now, we are in a position to present the time discretization for (1.1). For simplicity, we introduce the following notations
where ω k and b n are defined by
Assume that u(x, t) is sufficiently smooth in time. From (3.19), we can obtain the two approaches to the time discretization of the subdiffusion equation (1.1) as follows.
• Time discretization I: Applying the time discretization (3.19) with the generating function (3.6) to subdiffusion equation (1.1) yields
1 are defined by (3.21) and (3.22) , respectively, B
n and F n are defined by 27) and
respectively, and R n is the discretization error in time satisfying
• Time discretization II: Applying the time discretization (3.19) with the generating function defined by (3.7) to subdiffusion equation (1.1) leads to
2 , and F n are defined by (3.21),(3.23), and (3.28), respectively, B
n is defined by 30) and R n is the truncation error in time discretization satisfying
Next, we present two fully discrete approximations for equation (1.1) . From the time discretization (3.26) and (3.29), we present the corresponding fully discrete approximations for (1.1) as follows.
• Scheme I:
n , and F n are defined by (3.21), (3.22) , (3.27) , and (3.28), respectively.
n , and F n are defined by (3.21), (3.23), (3.30) , and (3.28), respectively. 
Calculation of
In the stability and convergence analysis, and the numerical simulations,
is approximated by the following second-order formula
k } are the coefficients of the Taylor expansions of the generating function (3.7). The coefficients {w
is sufficiently smooth in time. So q and R n in (3.34) is chosen as
3.2. Stability and convergence. This subsection deals with the stability and convergence for the schemes (3.31) and (3.32). Next, we introduce a lemma.
Lemma 3.4 ([15]). Let {ω k } be given by (3.24). Then we have
Before analysing the stability, we give a bound for B (1) n and B (2) n defined in (3.31) and (3.32), which will be used in the stability analysis. From Lemma 3.1, we obtain
k } are the coefficients of the Taylor series of the generating function defined by (3.6) or (3.7), and r n is bounded satisfying r n = r 0 + O(n −1 ). By Lemma 3.2 (or see Eq. (3.16)), we have 37) where Lemma 3.3 is used. So we have
where C is a positive constant independent of n and τ. For convenience, we define the norms ||| · ||| 1 and ||| · ||| 2 as
Now, we have the following theorem. Theorem 3.5. Suppose that u k h for k = 1, 2, ..., n T is the solution of (3.31). Then, there exists positive constants C 1 independent of n, h, τ and T , and C 2 independent of n, h and τ such that
Inequality (3.39) means that the method (3.31) is unconditionally stable. Proof. We prove (3.39) by using the mathematical induction method.
Using the property b n − b n−1 = ω n (see Lemma 3.4), we rewrite (3.40) as 
42) where ϵ is a suitable positive constant independent of n and τ, satisfying
Such an ϵ exists, which can be deduced from Lemma 3.4 and (3.38). From Lemma 3.4, we have 1/b n ≤ C β n β , C β is only dependent on β. Hence, we have from (3.42)
where C is a positive constant independent of n, h, and τ. Noticing that
Hence, we have from and (3.44)
where we have used the relation
Combining (3.43) and (3.45) yields
Denote by
Then we have from (3.46)
Setting n = 0 in (3.47), and noticing that |||u
Hence, the inequality (3.39) holds for n = 1. Suppose that the inequality (3.39) holds for 0 ≤ n ≤ m − 1, i.e. |||u 49) which means that (3.39) holds for n = m. Hence, (3.39) is true for any 0 ≤ n ≤ n T , which ends the proof. Next, we consider the convergence analysis for the scheme (3.31). Denote by u * = Π 1,0 h u, e = u * − u h , and η = u − u * . Noticing that (∂ x η, ∂ x v) = 0 from (2.1), we obtain the error equation for (3.31) below
where R n = R n 1 + R n 2 + R n 3 , and
By Theorem 3.5, we obtain the following convergence theorem. 
Proof. According to Theorem 3.5, we only need to estimate
to get an error bound. By (3.51), Lemmas 2.1 and 2.2, we can get the error following bounds
For the initial errors e 0 , we have e 0 = 0. Hence, one derives
By using Lemma 2.1 again, one has
The proof is completed. Theorem 3.6 shows that the Scheme I (3.31) has first-order global accuracy in time for all time levels n. From (3.20), we find that the local truncation error of (3.31) in time is O(τ 2 ) when n is sufficiently large. Although the errors at the first several time levels (n is small) are a little larger, the influences of these errors caused on the following time levels are weaker and weaker such that they can be ignored when n is large enough. Hence, we can predict that the convergence rate will be better when n is big enough, which is verified by the numerical experiments in Section 4. In the following, we study the average error in time that considers all the errors on each time levels. It shows that the average error exhibits much better convergence rate. We first introduce a lemma.
Lemma 3.7. Let b n be defined as in (3.35) .
..} and q, where G j = G j (x) and q = q(x) are real-valued functions defined on I. Then we have
where C is a positive constants only dependent on β.
Proof. From Lemma 3.4, one has b n−1 ≤ b n . Using Cauchy-Schwartz inequality yields 
Proof. From (3.50) and noticing that e 0 = 0, we obtain the error equation as
(3.58)
Letting v = e n in (3.58), summing up n from 1 to k, and using Lemma 3.7 and Remark 3.2 yield 1 2
Hence, one obtains
Noticing that τ β ≤ Cb n from Lemma 3.4, one has
, and ∥R n 3 ∥ ≤ Ch r+1 have been used. Similarly to (3.54), we obtain (3.57), which completes the proof.
Similarly to Theorem 3.5, we can immediately obtain the stability for the scheme (3.32). Theorem 3.9. Suppose that u n h for n = 1, 2, ..., n T are solutions to (3.32) . Then, there exists positive constants C 1 independent of n, h, τ and T , and C 2 independent of n, h and τ such that
The inequality (3.62) means that the Scheme II (3.32) is unconditionally stable. By Theorems 3.8 and 3.9, one can obtains the error estimate for (3.32) as follows. 
3.3. Improved algorithms. This subsection presents two improved time discretization techniques such that the derived algorithms have global second-order accuracy in time.
We still consider the discretization of (3.13), and we assume y(t) has the from y(t)−y(0) = t αỹ (t), α > 0,ỹ(t) is suitably smooth. By Lemma 3.1, we can discretize
] t=t n in (3.13) with the following approach
k are the coefficients of Taylor expansions of the generating function (3.6) or (3.7), and w (β) n,1 is chosen such that (3.65) is exact for y(t) − y(0) = t α , which is given below
Repeating the processes (3.15)-(3.16), we obtain the following discretization
, B n and F n are defined by (3.18) , and C n is given by
where we have used w
n,1 = O(n β−1 ) and Lemma 3.3. Suppose that u(x, t) is sufficiently smooth, i.e., α = 1 in (3.67). From (3.67), we obtain two improved time discretization for (1.1), which are similar to (3.26) and (3.29) that are listed below.
• Improved time discretization I(α): Applying the time discretization (3.67) with the generating function (3.6) to subdiffusion equation (1.1) yields
n , and F n are defined by (3.21), (3.22) , (3.27) , and (3.28), respectively, and R n is the truncation error in time discretization satisfying R n = O(τ 2 ) when α = 1, and C (1) n is given by
• Improved time discretization II(α): Applying the time discretization (3.67) with the generating function defined by (3.7) to subdiffusion equation (1.1) leads to
n , and F n are defined by (3.21), (3.23), (3.30) , and (3.28), respectively, R n is the truncation error in time discretization satisfying R n = O(τ 2 ) when α = 1, and C (2) n is given by
Improved time discretization I(α) means that (3.69) is exact for u(x, t) = t α , as is for Improved time discretization II(α) in (3.71).
From (3.69) and (3.71), we obtain the two fully improved algorithms below.
• Improved scheme I(α):
n , F n , and C (1) n are defined by (3.21), (3.22) , (3.27) , (3.28) , and (3.70), respectively.
• Improved scheme II(α):
n , F n , and C (2) n are defined by (3.21), (3.23), (3.30), (3.28), and (3.72), respectively. If α = 1, then we denote the Improved scheme I(α) and Improved scheme II(α) as Improved scheme I and Improved scheme II, respectively.
From (3.68), we know that C
n also has the property as B
n | ≤ Cn −1 when u(x, t) is sufficiently smooth in time. Hence, the stability and convergence analysis of the improved schemes (3.73) and (3.74) are very similar to those of (3.31) and (3.32), we just list them below.
Theorem 3.11. Suppose that u k h for k = 1, 2, ..., n T is the solution of (3.73) or (3.74) . Then, there exists positive constants C 1 independent of n, h, τ and T , and C 2 independent of n, h and τ such that
The above inequality means that the method (3.73) or (3.74) is unconditionally stable. Example 4.1. Consider the following subdiffusion equation [17, 23] Table 4 .1, we find that the Scheme I and II show about first-order accuracy in time for β = 0.1, 0.5. When β = 0.9, the Scheme I and II show much better results than theoretical analysis. Obviously, the Improved scheme I and II show the expected convergence rates, even better than expected. Table 4 .2 gives the average L 2 errors, which shows that the four algorithms yields the desired convergence rates even better than anticipated. Table 4 .3 display the L 2 error at t = 1. Obviously, the Scheme I and II show about second-order accuracy in time, the Improved scheme I and II show second-order accuracy as expected. Briefly, the Scheme I and II show better numerical results than theoretical analysis here, and the Improved scheme I and II show about second-order accuracy as expected.
Next, we compare the present FEMs Scheme I, Scheme II, Improved scheme I, and Improved scheme II with the FEM in [17] , where time was discretized by the L1 method, we denote it by L1FEM. The L1FEM has convergence order of O(τ 2−β + h r+1 ). We choose the same parameters in the computation, the results are shown in Table 4 .4. Obviously, the present methods show better performances than the L1FEM, especially when β increases. It is easy to verify that the present four algorithms show second-order experimental accuracy and the L1FEM shows (2−β)th-order experimental accuracy, which are inline with the theoretical analysis. where 0 < β < 1, and
The exact solution of (4.1) is u = t 1+β exp(x). In this example, the L ∞ error on the grid points {x i } at t = t n is defined as
We mainly compare the numerical results obtained by the cubic element in Scheme I, Scheme II, Improved Scheme I, and Improved Scheme II with the compact finite difference method in [16] with time discretized by the L1 method (L1C). In this example, we first convert the equation (4.4) into the form as (1.1). Then we solve the converted equation by using Improved Scheme I(α) (IS-I(α)) and Improved Scheme II(α) (IS-I(α)) with α = β in the computation. Let β = 0.5 and h 4 = N −4 = τ 3 as those in [30] , so we have α = 0.5. We use the linear element in the computation as that in [30] , the maximum Table 4 .6. Obviously, the present methods IS-I(0.5) and IS-II(0.5) show a little better results than the cases γ = 1 and γ = 1.5 in [30] , and have almost similar results for the case γ = 2 in [30] .
Since the methods IS-I(α) and IS-II(α) are exact in time for this example when α = β. So they should show better performances when the space accuracy are improved. We use the cubic element in the improved algorithms IS-I(β) and IS-II(β) for different β (β = 0.2, 0.5, 0.8) and time steps, the results are shown in Table 4 .7. Obviously, the satisfactory numerical results are displayed. One also finds that the error does not dependent on the time steps sizes, which is inline with the theoretical analysis.
Conclusion.
In this paper, we first propose two fully discrete FEMs for the subdiffusion equation (1.1) with the time discretized by the fractional linear multistep methods. We give the strict stability and convergence analysis, which shows that both methods are unconditionally stable, and the global convergence orders in time are at least 1 for the suitably smooth solutions. We also explore the average error estimates, which covers all the truncation errors in the fully discrete schemes. It is shown that the average convergence rates are 1.5 for both schemes! Then, we propose two improved algorithms with global second-order accuracy for the smooth enough solutions. The two improved algorithms are also unconditionally stable. Even if the exact solution is not smooth enough, the present methods can attain second-order accuracy in temporal for some special cases. To the best knowledge of the authors, there are few works on the numerical methods with convergence order of 2 with unconditional stability for the subdiffusion equation (1.1), while the numerical methods with (2 − β)th-order accuracy can be found in several papers, see for instance [14, 16, 17, 23] . One can also see [20, 29, 46] for the corresponding works.
We present enough numerical experiments to verify the theoretical analysis, and the comparisons with other methods are also given, which exhibit better accuracy than many of the existing numerical methods. Obviously, the present methods can be easily extended to the corresponding two-and three-dimensional problems. The stability and convergence analysis are very similar to those given here.
