We present a novel approach to real-time spatial rendering of realistic auditory environments and sound sources recorded live, in the field. Using a set of standard microphones distributed throughout a real-world environment, we record the sound field simultaneously from several locations. After spatial calibration, we segment from this set of recordings a number of auditory components, together with their location. We compare existing time delay of arrival estimation techniques between pairs of widely spaced microphones and introduce a novel efficient hierarchical localization algorithm. Using the high-level representation thus obtained, we can edit and rerender the acquired auditory scene over a variety of listening setups. In particular, we can move or alter the different sound sources and arbitrarily choose the listening position. We can also composite elements of different scenes together in a spatially consistent way. Our approach provides efficient rendering of complex soundscapes which would be challenging to model using discrete point sources and traditional virtual acoustics techniques. We demonstrate a wide range of possible applications for games, virtual and augmented reality, and audio visual post production.
INTRODUCTION
While hardware capabilities allow for real-time rendering of increasingly complex environments, authoring realistic virtual audio-visual worlds is still a challenging task. This is particularly true for interactive spatial auditory scenes for which few content creation tools are available.
The current models for authoring interactive 3D-audio scenes often assume that sound is emitted by a set of monophonic point sources for which a signal has to be individually generated. In the general case, source signals cannot be completely synthesized from physics-based models and must be individually recorded, which requires enormous time and resources. Although this approach gives the user the freedom to control each source and freely navigate throughout the auditory scene, the overall result remains an approximation due to the complexity of real-world sources, limitations of microphone pick-up patterns, and limitations of the simulated sound propagation models.
On the opposite end of the spectrum, spatial sound recordings which encode the directional components of the sound field can be directly used to acquire live auditory environments as a whole [1, 2] . They produce lifelike results but offer little control, if any, at the playback end. In particular, they are acquired from a single location in space, which makes them insufficient for walkthrough applications or rendering of large near-field sources. In practice, their use is mostly limited to the rendering of an overall ambiance. Besides, since no explicit position information is directly available for the sound sources, it is difficult to tightly couple such spatial recordings with matching visuals. This paper presents a novel analysis-synthesis approach which bridges the two previous strategies. Our method builds a higher-level spatial description of the auditory scene from a set of field recordings (see Figure 1) . By analyzing how different frequency components of the recordings reach the various microphones through time, it extracts both spatial information and audio content for the most significant sound events present in the acquired environment. This spatial mapping of the auditory scene can then be used for postprocessing and rerendering the original recordings. Rerendering is achieved through a frequency dependent warping of the recordings, based on the estimated positions of several frequency subbands of the signal. Our approach makes positional information about the sound sources directly available for generic 3D-audio processing and integration with 2D or 3D visual content. It also provides a compact encoding of complex live auditory environments and captures complex propagation and reverberation effects which would be very difficult to render with the same level of realism using traditional virtual acoustics simulations. Our work complements image-based modeling and rendering approaches in computer graphics [3] [4] [5] [6] . Moreover, similar to the matting and compositing techniques widely used in visual effects production [7] , we show that the various auditory components segmented out by our approach can be pasted together to create novel and spatially consistent soundscapes. For instance, foreground sounds can be integrated in a different background ambiance.
Our technique opens many interesting possibilities for interactive 3D applications such as games, virtual/augmented reality or off-line post-production. We demonstrate its applicability to a variety of situations using different microphone setups.
RELATED WORKS
Our approach builds upon prior works in several domains including spatial audio acquisition and restitution, structure extraction from audio recordings, and blind source separation. A fundamental difference between the approaches is whether they attempt to capture the spatial structure of the wavefield through mathematical or physical models or attempt to perform a higher-level auditory scene analysis to retrieve the various, perceptually meaningful, subcomponents of the scene and their 3D location. The following sections give a short overview of the background most relevant to our problem.
Spatial sound-field acquisition and restitution
Processing and compositing live multitrack recordings is of course a widely used method in motion-picture audio production [8] . For instance, recording a scene from different angles with different microphones allows the sound editor to render different audio perspectives, as required by the visual action. Thus, producing synchronized sound effects for films requires carefully planned microphone placement so that the resulting audio track perfectly matches the visual action. This is especially true since the required audio material might be recorded at different times and places, before, during, and after the actual shooting of the action on stage. Usually, simultaneous monaural or stereophonic recordings of the scene are composited by hand by the sound designer or editor to yield the desired track, limiting this approach to offline post-production. Surround recording setups (e.g., Surround Decca Trees) [ 9, 10] , which historically evolved from stereo recording, can also be used for acquiring a sound field suitable for restitution in typical cinema-like setups (e.g., 5.1-surround). However, such recordings can only be played back directly and do not support spatial post-editing.
Other approaches, more physically and mathematically grounded, decompose the wavefield incident on the recording location on a basis of spatial harmonic functions such as spherical/cylindrical harmonics (e.g., Ambisonics) [1, [11] [12] [13] [14] or generalized Fourier-Bessel functions [15] . Such representations can be further manipulated and decoded over a variety of listening setups. For instance, they can be easily rotated in 3D space to follow the listener's head orientation and have been successfully used in immersive virtual reality applications. They also allow for beamforming applications, where sounds emanating from any specified direction can be further isolated and manipulated. However, these techniques are practical mostly for low-order decompositions (order 2 already requiring 9 audio channels) and, in return, suffer from limited directional accuracy [16] . Most of them also require specific microphones [2, [17] [18] [19] w h i c ha r en o t widely available and whose bandwidth usually drops when the spatial resolution increases. Hence, higher-order microphones do not usually deliver production-grade audio quality, maybe with the exception of Trinnov's SRP system [18] (http://www.trinnov.com) which uses regular studio microphones but is dedicated to 5.1-surround restitution. Finally, a common limitation of these approaches is that they use coincident recordings which are not suited to rendering walkthroughs in larger environments.
3
Closely related to the previous approach is wave-field synthesis/holophony [20, 21] . Holophony uses the FresnelKirchoff integral representation to sample the sound field inside a region of space. Holophony could be used to acquire live environments but would require a large number of microphones to avoid aliasing problems, which would jeopardize proper localization of the reproduced sources. In practice, this approach can only capture a live auditory scene through small acoustic "windows." In contrast, while not providing a physically accurate reconstruction of the sound field, our approach can provide stable localization cues regardless of the frequency and number of microphones.
Finally, some authors, inspired from works in computer graphics and vision, proposed a dense sampling and interpolation of the plenacoustic function [22, 23] in the manner of lumigraphs [3, 4, 24, 25] . However, these approaches remain mostly theoretical due to the required spatial density of recordings. Such interpolation approaches have also been applied to measurement and rendering of reverberation filters [26, 27] . Our approach follows the idea of acquiring the plenacoustic function using only a sparse sampling and then warping between these samples interactively, for example, during a walkthrough. In this sense, it could be seen as an "unstructured plenacoustic rendering."
High-level auditory scene analysis
A second large family of approaches aims at identifying and manipulating the components of the sound field at a higher level by performing auditory scene analysis [28] . This usually involves extracting spatial information about the sound sources and segmenting out their respective content.
Spatial feature extraction and restitution
Some approaches extract spatial features such as binaural cues (interaural time difference, interaural level difference, interaural correlation) in several frequency subbands of stereo or surround recordings. A major application of these techniques is efficient multichannel audio compression [29, 30] by applying the previously extracted binaural cues to a monophonic downmix of the original content. However, extracting binaural cues from recordings requires an implicit knowledge of the restitution system. Similar principles have also been applied to flexible rendering of directional reverberation effects [31] and analysis of room responses [14] by extracting direction of arrival information from coincident or near-coincident microphone arrays [32] . This paper generalizes these approaches to multichannel field recordings using arbitrary microphone setups and no a priori knowledge of the restitution system. We propose a direct extraction of the 3D position of the sound sources rather than binaural cues or direction of arrival.
Blind source separation
Another large area of related research is blind source separation (BSS) which aims at separating the various sources from one or several mixtures under various mixing models [33, 34] . Most recent BSS approaches rely on a sparse signal representation in some space of basis functions which minimizes the probability that a high-energy coefficient at any time instant belongs to more than one source [35] . Some work has shown that such sparse coding does exists at the cortex level for sensory coding [36] . Several techniques have been proposed such as independent component analysis (ICA) [37, 38] or the more recent DUET technique [39, 40] which can extract several sources from a stereophonic signal by building an interchannel delay/amplitude histogram in Fourier frequency domain. In this aspect, it closely resembles the aforementioned binaural cue coding approach. However, most BSS approaches do not separate sources based on spatial cues, but directly solve for the different source signals assuming a priori mixing models which are often simple. Our context would be very challenging for such techniques which might require knowing the number of sources to extract in advance, or need more sensors than sources in order to explicitly separate the desired signals. In practice, most auditory BSS techniques are devoted to separation of speech signals for telecommunication applications but other audio applications include upmixing from stereo to 5.1 surround formats [41] .
In this work, however, our primary goal is not to finely segment each source present in the recorded mixtures but rather to extract enough spatial information so that we can modify and re-render the acquired environment while preserving most of its original content. Closer in spirit, the DUET technique has also been used for audio interpolation [42] . Using a pair of closely spaced microphones, the authors apply DUET to re-render the scene at arbitrary locations along the line passing through the microphones. The present work extends this approach to arbitrary microphone arrays and re-rendering at any 3D location in space.
OVERVIEW
We present a novel acquisition and 3D-audio rendering pipeline for modeling and processing realistic virtual auditory environments from real-world recordings.
We propose to record a real-world soundscape using arbitrarily placed omnidirectional microphones in order to get a good acoustic sampling from a variety of locations within the environment. Contrary to most related approaches, we use widely spaced microphone arrays. Any studio microphones can be used for this purpose, which makes the approach well suited to production environments. We also propose an image-based calibration strategy making the approach practical for field applications. The obtained set of recordings is analyzed in an off-line preprocessing step in order to segment various auditory components and associate them with the position in space from which they were emitted. To compute this spatial mapping, we split the signal into Figure 2: Overview of our pipeline. In an off-line phase, we first analyze multitrack recordings of a real-world environment to extract the location of various frequency subcomponents through time. At run time, we aggregate these estimates into a target number of clustered sound sources for which we reconstruct a corresponding signal. These sources can then be freely postedited and rerendered.
short time frames and a set of frequency subbands. We then use classical time difference of arrival techniques between all pairs of microphones to retrieve a position for each subband at each time frame. We evaluate the performance of existing approaches in our context and present an improved hierarchical source localization technique from the obtained timedifferences. This high-level representation allows for flexible and efficient on-line re-rendering of the acquired scene, independent of the restitution system. At run-time during an interactive simulation, we use the previously computed spatial mapping to properly warp the original recordings when the virtual listener moves throughout the environment. With an additional clustering step, we recombine frequency subbands emitted from neighboring locations and segment spatiallyconsistent sound events. This allows us to select and postedit subsets of the acquired auditory environment. Finally the location of the clusters is used for spatial audio restitution within standard 3D-audio APIs. Figure 2 shows an overview of our pipeline. Sections 4, 5 and 6 describe our acquisition and spatial analysis phase in more detail. Section 7 presents the on-line spatial audio resynthesis based on the previously obtained spatial mapping of the auditory scene. Finally, Section 8 describes several applications of our approach to realistic rendering, postediting, and compositing of real-world soundscapes.
RECORDING SETUP AND CALIBRATION
We acquire real-world soundscapes using a number of omnidirectional microphones and a multichannel recording interface connected to a laptop computer. In our examples, we used up to 8 identical AudioTechnica AT3032 microphones and a Presonus Firepod firewire interface running on batteries. The microphones can be arbitrarily positioned in the environment. Section 8 shows various possible setups. To produce the best results, the microphones should be placed so as to provide a compromise between the signal-to-noise ratio of the significant sources and spatial coverage.
In order to extract correct spatial information from the recordings, it is necessary to first retrieve the 3D locations of the microphones. Maximum-likelihood autocalibration methods could be used based on the existence of predefined source signals in the scene [43] , for which the time of arrival (TOA) to each microphone has to be determined. However, it is not always possible to introduce calibration signals at a proper level in the environment. Hence, in noisy environments obtaining the required TOAs might be difficult, if not impossible. Rather, we use an image-based technique from photographs which ensures fast and convenient acquisition on location, not requiring any physical measurements or homing device. Moreover, since it is not based on acoustic measurements, it is not subject to background noise and is likely to produce better results. We use REALVIZ ImageModeler (http://www.realviz.com) to extract the 3D locations from a small set of photographs (4 to 8 in our test examples) taken from several angles, but any standard algorithm can be applied for this step [44] . To facilitate the process, we place colored markers (tape or balls of modeling clay) on the microphones, as close as possible to the actual location of the capsule, and on the microphone stands. Additional markers can also be placed throughout the environment to obtain more input data for calibration. The only constraint is to provide a number of noncoplanar calibration points to avoid degenerate cases in the process. In our test examples, the accuracy of the obtained microphone locations was of the order of one centimeter. Image-based calibration of the recording setup is a key aspect of our approach since it allows for treating complex field recording situations such as the one depicted in Figure 3 where microphones stands are placed on large irregular rocks on a seashore.
PROPAGATION MODEL AND ASSUMPTIONS FOR SOURCE MATTING
From the M recorded signals, our final goal is to localize and re-render a number J of representative sources which offer a good perceptual reconstruction of the original soundscape captured by the microphone array. Our approach is based on two main assumptions. First, we consider that the recorded sources can be represented as point emitters and assume an ideal anechoic propagation model. In this case, the mixture x m (t)o fN sources s 1 (t), ..., s n (t) recorded by the mth microphone can be expressed as ( 1 ) Emmanuel Gallo et al. where parameters a mn (t)andδ mn (t) are the attenuation coefficients and time delays associated with the nth source and the mth microphone.
Second, since our environments contain more than one active source simultaneously, we consider K frequency subbands, K ≥ J, as the basic components we wish to position in space at each time frame (see Figure 5 (a)). We choose to use nonoverlapping frequency subbands uniformly defined on a Bark scale [45] to provide a more psycho-acoustically relevant subdivision of the audible spectrum (in our examples, weexperimentedwith1to32subbands).
In frequency domain, the signal x m filtered in the kth Bark band can be expressed at each time frame as
where
Bark( f ) = 13 atan 0.76 f 1000 +3.5 atan f 2 7500 2 ,( 4 ) f = z/Z f s is the frequency in Hertz, f s is the sampling rate, and X m (z) is the 2Z-point Fourier transform of x m (t). We typically record our live signals using 24-bit quantization and f s = 44.1 KHz. The subband signals are computed using Z = 512 with a Hanning window and 50% overlap before storing them back into time domain for later use.
At each time frame, we construct a new representation for the captured soundfield at an arbitrary listening point as
where y km (t) is the inverse Fourier transform of Y km (z), α j km and δ km are correction terms for attenuation and time delay derived from the estimated positions of the different subbands. The term α j km also includes a matting coefficient representing how much energy within each frequency subband should belong to each representative source. In this sense, it shares some similarity with the time-frequency masking approach of [40] .
The obtained representation can be made to match the acquired environment if K ≥ N and if, following a sparse coding hypothesis, we further assume that the contents of each frequency subband belong to a single source at each time frame. This hypothesis is usually referred to as Wdisjoint orthogonality [40] andgivenN sources S 1 , ..., S N in Fourier domain, it can be expressed as
When the two previous conditions are not satisfied, the representative sources will correspond to a mixture of the original sources and (5) will lead to a less-accurate approximation.
SPATIAL MAPPING OF THE AUDITORY SCENE
In this step of our pipeline, we analyze the recordings in order to produce a high-level representation of the captured soundscape. This high-level representation is a mapping, global to the scene, between different frequency subbands of the recordings and positions in space from which they were emitted (see Figure 5 ).
Following our previous assumptions, we consider each frequency subband as a unique point source for which a single position has to be determined. Localization of a sound source from a set of audio recordings, using a singlepropagation-path model, is a well-studied problem with major applications in robotics, people tracking and sensing, teleconferencing (e.g., automatic camera steering), and defense. Approaches rely either on time difference of arrival (TDOA) estimates [46] [47] [48] , high-resolution spectral estimation (e.g., MUSIC) [49, 50] or steered response power using a beamforming strategy [51] [52] [53] . In our case, the use of freely positioned microphones, which may be widely spaced, prevents from using a beamforming strategy. Besides, such an approach would only lead to direction of arrival information and not a 3D position (unless several beamforming arrays were used simultaneously). In our context, we chose to use a TDOA strategy to determine the location of the various auditory events. Since we do not know the directivity of the sound sources nor the response of the microphones, localization based on level difference cannot be applied. Figure 4 details the various stages of our source localization pipeline.
Time-frequency correlation analysis
Analysis of the recordings is done on a frame-by-frame basis using short time windows (typically 20 milliseconds long or 1024 samples at CD quality). For a given source position and (see equation (7) or (10) a given pair of microphones, the propagation delay from the source to the microphones generates a measurable time difference of arrival. The set of points which generate the same TDO Ad e fin esah ype rbo lo i ds urfac ei n3 D(o rah ype rbo la in 2D) which foci are the locations of the two microphones (see Figure 5(b) ).
In our case, we estimate the TDOAs, τ mn , between pairs of microphones m, n in each frequency subband k using standard generalized cross-correlation (GCC) techniques in frequency domain [48, 54, 55] :
where the GCC function is defined as For the weighting function, ψ, we use the PHAT weighting which was shown to give better results in reverberant environments [54] :
Note that phase differences computed directly on the Fourier transforms, for example, as used in the DUET technique [39, 40] , cannot be applied in our framework since our microphones are widely spaced.
We also experimented with an alternative approach based on the average magnitude difference function (AMDF) [14, 56] . The TDOAs are then given as
where the AMDF function is defined as
We compute the cross-correlation using vectors of 8192 samples (185 milliseconds at 44.1 KHz). For each time frame, we search the highest correlation peaks (or lowest AMDF values) between pairs of recordings in the time window defined by the spacing between the corresponding couple of microphones. The corresponding time delay is then chosen as the TDOA between the two microphones for the considered time frame.
In terms of efficiency, the complexity of AMDF-based TDOA estimation (roughly O
A sc a nb es e e ni nFigure 8, both approaches resulted in comparable subband localization performance and we found both approaches to perform reasonably well in all our test cases. In more reverberant environments, an alternative approach could be the adaptive eigenvalue decomposition [47] . From a perceptual point of view, listening to virtual rerenderings, we found that the AMDF-based approach leads to reduced artifacts, which seems to indicate that subband locations are more perceptually valid in this case. However, validation of this aspect would require a more thorough perceptual study.
Position estimation
From the TDOA estimates, several techniques can be used to estimate the location of the actual sound source. For instance, it can be calculated in a least-square sense by solving a system of equations [47] or by aggregating all estimates into a probability distribution function [46, 57] . Solving for possible positions in a least-square sense leads to large errors in our case, mainly due to the presence of multiple sources, several local maxima for each frequency subband resulting in an averaged localization. Rather, we choose the latter solution and compute a histogram corresponding to the probability distribution function by sampling it on a spatial grid (see Figure 6 ) whose size is defined according to the extent of the auditory environment we want to capture (in our various examples, the grid covered areas ranging from 25 to 400 m 2 ). We then pick the maximum value in the histogram to obtain the position of the subband.
For each cell in the grid, we sum a weighted contribution of the distance function D ij (x) to the hyperboloid defined by the TDOA for each pair of microphones i, j :
where M i (resp., M j ) is the position of microphone i (resp., j), and x is the center of the cell, and DDOA ij = TDOA ij /c is the signed distance difference obtained from the calculated TDOA (in seconds) and the speed of sound c. Thefinalhistogramvalueineachcellisthenobtainedas
The exponentially decreasing function controls the "width" of the hyperboloid and provides a tradeoff between localization accuracy and robustness to noise in the TDOA estimates.
In our examples, we use γ = 4. The second weighting term reduces the contribution of large TDOAs relative to the spacing between the pair of microphones. Such large TDOAs lead to "flat" ellipsoids contributing to a large number of neighboring cells in the histogram and resulting into less-accurate position estimates [58] . The histogram is recomputed for each subband at each time frame based on the corresponding TDOA estimates. The location of the kth subband is finally chosen as the center point of the cell having the maximum value in the probability histogram (see Figure 5 (c)):
In the case where most of the sound sources and microphones are located at similar height in a near planar configuration, the histogram can be computed on a 2D grid. before subdividing the cell in which the maximum of all estimates is found. Our hierarchical localization process supports real-time performance requiring only 5 milliseconds to locate a subband in a 512 × 512 × 512 3D grid. In terms of accuracy, it was found to be comparable to the direct, nonhierarchical, evaluation at maximum resolution in our test examples.
Indoor validation study
To validate our approach, we conducted a test study using 8 microphones inside a 7 m×3.5 m×2.5 m room with limited reverberation time (about 0.3 seconds at 1 KHz). We recorded three people speaking while standing at locations specified by colored markers. Figure 7 depicts the corresponding setup. We first evaluated the localization accuracy for all subbands by constructing spatial energy maps of the recordings. As can be seen in Figure 8 , our approach properly localizes the corresponding sources. In this case, the energy corresponds to the signal captured by a microphone located at the center of the room. Figure 11 shows localization error over all subbands by reference to the three possible positions for the sources. Since we do not know ap r i o r iwhich subband belongs to which source, the error is simply computed, for each subband, as the minimum distance between the reconstructed location of the subband and each possible source position. Our approach achieves a maximum accuracy of one centimeter and, on average, the localization accuracy is of the order of 10 centimeters. Maximum errors are of the order of a few meters. However, listening tests exhibit no strong artefacts showing that such errors are likely to occur for frequency subbands containing very little energy. Figure 11 also shows the energy of one of the captured signals. As can be expected, the overall localization error is also correlated with the energy of the signal.
We also performed informal comparisons between reference binaural recordings and a spatial audio rendering using the obtained locations, as described in the next sec- The top map is computed using AMDF-based TDOA estimation while the bottom map is computed using GCC-PHAT. Both maps were computed using 8 subbands and corresponding energy is integrated over the entire duration of the sequence.
tion. Corresponding audio files can be found at http://wwwsop.inria.fr/reves/projects/audioMatting. They exhibit good correspondence between the original situation and our renderings showing that we properly assign the subbands to the correct source locations at each time frame.
3D-AUDIO RESYNTHESIS
The final stage of our approach is the spatial audio resynthesis. During a real-time simulation, the previously precomputed subband positions can be used for rerendering the acquired sound field while changing the position of the sources and listener. A key aspect of our approach is to provide a spatial description of a real-world auditory scene in a manner independent of the auditory restitution system. The scene can thus be rerendered by standard 3D-audio APIs: in some of our test examples, we used DirectSound 3D accelerated by a CreativeLabs Audigy2 NX soundcard and also implemented our own software binaural renderer, using head-related transfer function (HRTF) data from the LISTEN HRTF database. 1 Inspired by binaural-cue coding [30] , our rerendering algorithm can be decomposed in two steps, that we detail in the following sections.
(i) First, as the virtual listener moves throughout the environment, we construct a warped monophonic signal based on the original recording of the microphone closest to the current listening position. (ii) Second, this warped signal is spatially enhanced using 3D-audio processing based on the location of the different frequency subbands.
These two steps are carried out over small time frames (of the same size as in the analysis stage). To avoid artefacts we use a 10% overlap to cross-fade successive synthesis frames.
Warping the original recordings
For re-rendering, a monophonic signal best matching the current location of the virtual listener relative to the various sources must be synthesized from the original recordings.
At each time frame, we first locate the microphone closest to the location of the virtual listener. To ensure that we remain as faithful as possible to the original recording, we use the signal captured by this microphone as our reference signal R(t).
We then split this signal into the same frequency subbands used during the off-line analysis stage. Each subband is then warped to the virtual listener location according to the precomputed spatial mapping at the considered synthesis time frame (see Figure 9 ). This warping involves correcting the propagation delay and attenuation of the reference signal for the new listening position, according to our propagation model (see (1)). Assuming an inverse distance attenuation for point emitters, the warped signal R ′ i (t)insubbandi is thus given as
where r 
Clustering for 3D-audio rendering and source matting
To spatially enhance the previously obtained warped signals, we run an additional clustering step to aggregate subbands which might be located at nearby positions using the technique of [60] . The clustering allows to build groups of subbands which can be rendered from a single representative lo- cation and might actually belong to the same physical source in the original recordings. Thus, our final rendering stage spatializes N representative point sources corresponding to the N-generated clusters, which can vary between 1 and the total number of subbands. To improve the temporal coherence of the approach, we use an additional Kalman filtering step on the resulting cluster locations [61] .
With each cluster we associate a weighted sum of all warped signals in each subband which depends on the Euclidean distance between the location of the subband B i and the location of the cluster representative C k . This defines matting coefficients α k , similar to alpha channels in graphics [7] :
In our examples, we used ǫ = 0.1. Note that in order to preserve the energy distribution, these coefficients are normalized in each frequency subband. These matting coefficients control the blending of all subbands rendered at each cluster location and help smooth the effects of localization errors. They also ensure a smoother reconstruction when sources are modified or moved around in the rerendering phase.
The signal for each cluster S k (t)isfinallyconstructedas a sum of all warped subband signals R ′ i (t), as described in the previous section, weighted by the matting coefficients α(C k , B i ):
The representative location of each cluster is used to apply the desired 3D-audio processing (e.g., HRTFs) without apriori knowledge of the restitution setup. Figure 10 summarizes the complete rerendering algorithm. 
APPLICATIONS AND RESULTS
Our technique opens many interesting application areas for interactive 3D applications, such as games or virtual/ augmented reality, and off-line audio-visual postproduction. Several example renderings demonstrating our approach can be found at the following URL: http://www-sop.inria.fr/ reves/projects/audioMatting.
Modeling complex sound sources
Our approach can be used to render extended sound sources (or small soundscapes) which might be difficult to model using individual point sources because of their complex acoustic behavior. For instance, we recorded a real-world sound scene involving a car which is an extended vibrating sound radiator. Depending on the point of view around the scene, the sound changes significantly due to the relative position of the various mechanical elements (engine, exhaust, etc.) and the effects of sound propagation around the body of the car. This makes an approach using multiple recordings very interesting in order to realistically capture these effects. Unlike other techniques, such as Ambisonics O-format [62] , our approach captures the position of the various sounding components and not only their directional aspect. In the accompanying examples, we demonstrate a re-rendering with a moving listening point of a car scenario acquired using 8 microphones surrounding the action (see Figure 12) . In this case, we used 4 clusters for re-rendering. Note in the accompanying video available on-line, the realistic distance and propagation effects captured by the recordings, for instance on the door slams. Figure 13 shows a corresponding energy map clearly showing the low frequency exhaust noise localized at the rear of the car and the music from the onboard stereo audible through the driver's open window. Engine noise was localized more diffusely mainly due to interference with the music.
Spatial recording and view interpolation
Following binaural cue coding principles, our approach can be used to efficiently generate high-resolution surround recordings from monophonic signals. To illustrate this application, we used 8 omnidirectional microphones located in a circle-like configuration about 1.2 meters in diameter (see Figure 14) to record three persons talking and the surrounding ambiance (fountain, birds, etc.). Then, our preprocessing was applied to extract the location of the sources. For rerendering, the monophonic signal of a single microphone was used and respatialized as described in Section 7.1, using 4 clusters (see Figure 16 ). Please, refer to the accompanying video provided on the web site to evaluate the result. Another advantage of our approach is to allow for rerendering an acquired auditory environment from various listening points. To demonstrate this approach on a larger environment, we recorded two moving speakers in a wide area (about 15 × 5 meters) using the microphone configuration shown in Figure 1(a) . The recording also features several background sounds such as traffic and road-work noises. Figure 15 shows a corresponding spatial energy map. The two intersecting trajectories of the moving speakers are clearly visible.
Applying our approach, we are able to rerender this auditory scene from any arbitrary viewpoint. Although the rendering is based only on the monophonic signal of the microphone closest to the virtual listener at each time frame, the extracted spatial mapping allows for convincingly reproducing the motion of the sources. Note in the example video provided on the accompanying web site how we properly capture front-to-back and left-to-right motion for the two moving speakers.
Spatial audio compositing and post-editing
Finally, our approach allows for post-editing the acquired auditory environments and composite several recordings.
Emmanuel Gallo et al. We capture an auditory environment featuring a complex sound source (car engine/exhaust, passengers talking, door slams, and onboard stereo system) using 8 microphones surrounding the action.
Source re-localization and modification
Using our technique, we can selectively choose and modify various elements of the original recordings. For instance, we can select any spatial area in the scene and simply relocate all clusters included in the selected region. We demonstrate an example interactive interface for spatial modification where the user first defines a selection area then a destination location. All clusters entering the selection area are translated to the destination location using the translation vector defined by the center of the selection box and the target location. In the accompanying video, we show two instances of source relocalization where we first select a speaker on the left-hand side of the listener and move him to the right-hand side. In a second example, we select the fountain at the rear left of the listener and move it to the front right (see Figure 16 ).
Compositing
Since our recording setups are spatially calibrated, we can integrate several environments into a single composite rendering which preserves the relative size and positioning of the In this case, the microphones are placed at the center of the action. various sound sources. For instance, it can be used to integrate a close-miked sound situation into a different background ambiance. We demonstrate an example of sound field compositing by inserting our previous car example (see Figure 12 ) into the scene with the two moving speakers (see Figure 1 ). The resulting composite environment is rendered with 8 clusters and the 16 recordings of the two original soundscapes. Future work might include merging the representations in order to limit the number of composite recordings (e.g., by "reprojecting" the recordings of one environment into the recording setup of the other and mixing the resulting signals).
Real/virtual integration
Our approach permits spatially consistent compositing of virtual sources within real-world recordings. We can also integrate virtual objects, such as walls, and make them interact with the original recordings. For instance, by performing real-time ray casting between the listener and the location of the frequency subbands, we can add occlusion effects due to a virtual obstacle using a model similar to [63] . Please, refer to the accompanying examples at the previously mentioned URL for a demonstration. Of course, perfect integration would also require correcting for the reverberation effects between the different environments to composite. Currently, we experimented only in environments with limited reverberation but blind extraction of reverberation parameters [64] and blind deconvolution are complementary areas offutureresearchinordertobettercompositerealandvirtual sound fields.
DISCUSSION
Although it is based on a simple mixing model and assumes W-disjoint orthogonality for the sources, we were able to apply our approach to real-world recording scenarios. While not production-grade yet, our results seem promising for a number of interactive and off-line applications. While we tested it for both indoor and outdoor recordings, our approach is currently only applicable to environments with limited reverberation. Long reverberations will have a strong impact on our localization process since existing cross-correlation approaches are not very robust to interfering sound reflections. Other solutions based on blind channel identification in a reverberant context could lead to improved results [54] .
Errors in localization of the frequency subbands can result in noticeable artefacts especially when moving very close to a source. These errors can come from several factors in our examples particularly low signal-to-noise ratio for the source to localize, blurring from sound reflections, correlation of two different signals in the case of widely spaced microphones or several sources being present in a single frequency subband. As a result, several overlapping sources are often fused at the location of the louder source. While the assumption of W-disjoint orthogonality has been proven to be suitable for speech signals [65] , it is more questionnable 13 for more general scenarios. It will only be acceptable if this source can perceptually mask the others. However, recent approaches for efficient audio rendering have shown that masking between sources is significant [60] , which might explain why our approach can give satisfying results quite beyond the validity domain of the underlying models. Alternate decompositions [66, 67] could also lead to sparser representations and better results within the same framework.
The signal-to-noise ratio of the different sound sources is also directly linked to the quality of the result when moving very close to the source since our warping is likely to amplify the signal of the original recording in this case.
We are working on several improvements to alleviate remaining limitations of the system and improve the rendering quality.
Currently, we do not interpolate between recordings but select the signal of the microphone closest to the listener location for subsequent warping and re-rendering. This provides a correct solution for the case of omnidirectional anechoic point sources. In more general situations, discontinuities might still appear when switching from one microphone to the next. This can be caused, for instance, by the presence of a sound source with a strong directionality. A solution to this problem would be to warp the few microphones closest to the listener and blend the result at the expense of a higher computing cost. Note that naive blending between microphone signals before warping would introduce unwanted interferences, very noticeable in the case of widely spaced microphones. Another option would be to experiment with morphing techniques [68] as an alternative to our positionbased warping. We could also use different microphones for each frequency subband, for instance, choosing the microphone closer to the location of each subband rather than the one closest to the listener. This would increase the signal-tonoise ratio for each source and could be useful to approximate a close-miking situation in order to edit or modify the reverberation effects for instance.
The number of bands also influences the quality of the result. More bands are likely to increase the spatial separation but since our correlation estimates are significantly noisy, it might also make artefacts more audible. In our case, we obtained better sounding results using a limited number of subbands (typically 8 to 16). Following the works of Faller et al. [29, 30, 69] , we could also keep track of the intercorrelation between recordings in order to precisely localize only the frames with high correlation. Frames with low correlation could be rendered as "diffuse," forming a background ambiance which cannot be as precisely located [31] . This could be seen as explicitly taking background noise or spatially extended sound sources into account in our mixing model instead of considering only perfect anechoic point sources. We started to experiment with an explicit separation of background noise using noise-removal techniques [70] . The obtained foreground component can then be processed using our approach while the background-noise component can be rendered separately at a lower spatial resolution. Example renderings available on the web site demonstrate improved quality in complex situations such as a seashore recording.
Sound source clustering and matting also strongly depends on the correlation and position estimates for the subbands. An alternative solution would be to first separate a number of sources using independent component analysis (ICA) techniques and then run TDOA estimation on the resulting signals [71, 72] . However, while ICA might improve separation of some sources, it might still lead to signals where sources originating from different locations are combined.
Another issue is the microphone setup used for the recordings. Any number of microphones can be used for localization starting from two (which would only give directional information). If more microphones are used, the additional TDOA estimates will increase the robustness of the localization process. From our experience, closely spaced microphones will essentially return directional information while microphone setups surrounding the scene will give good localization accuracy. Microphones uniformly spaced in the scene provide a good compromise between signalto-noise ratio and sampling of the spatial variations of the sound-field. We also experimented with cardioid microphone recordings and obtained good results in our car example. However, for larger environments, correlation estimates are likely to become noisier due to the increase in separation between different recordings, making them difficult to correlate. Moreover, it would make interpolating between recordi n g sm o r ed i fficult in the general case. Our preferred solution was thus to use a set of identical omnidirectional microphones. However, it should be possible to use different sets of microphones for localization and re-rendering which opens other interesting possibilities for content creation, for instance, by generating consistent 3D-audio flythroughs while changing the focus point on the scene using directional microphones.
Finally, our approach currently requires an off-line step which prevents it from being used for real-time analysis. Being able to compute cross-correlations in real time for all pairs of microphones and all subbands would make the approach usable for broadcast applications.
CONCLUSIONS
We presented an approach to record, edit and re-render real-world auditory situations. Contrary to most related approaches, we acquire the sound field using an unconstrained, widely spaced, microphone array which we spatially calibrate using photographs. Our approach precomputes a spatial mapping between different frequency subbands of the acquired live recordings and the location in space from which they were emitted. We evaluated standard TDOA-based techniques and proposed a novel hierarchical localization approach. At run-time, we can apply this mapping to the frequency subbands of the microphone closest to the virtual listener in order to resynthesize a consistent 3D sound-field, including complex propagation effects which would be difficult to simulate. An additional clustering step allows for aggregating subbands originating from nearby location in order to segment individual sound sources or small groups of sound sources which can then be edited or moved around. To our knowledge, such level of editing was impossible to achieve using previous state-of-the-art and could lead to novel authoring tools for 3D-audio scenes.
We believe that our approach opens many novel perspectives for interactive spatial audio rendering or off-line post production environments, for example, to complement image-based rendering techniques or free-viewpoint video. Moreover, it provides a compact encoding of the spatial sound field, which is independent of the restitution system. In the near future, we plan to run more formal perceptual tests in order to compare our results to binaural or highorder Ambisonics recordings in the case of fixed-viewpoint scenarios and to evaluate its quality using various restitution systems. From a psychophysical point of view, this work suggests that real-world sound scenes can be efficiently encoded using limited spatial information.
Other promising areas of future work would be to exploit perceptual localization results to improve localization estimation [73] and apply our analysis-synthesis strategy to the real-time generation of spatialized audio textures [74] . Finaly, making the calibration and analysis step interactive would allow the approach to be used in broadcasting applications(e.g.,3DTV).
