A major difficulty in calibrating line structured light vision sensor is how to obtain enough calibration feature points, due to the fact that known world points on the calibration target do not rightly fall onto the light stripe plane. This paper presents a calibration method using a target, consisting of one sphere and a reference board, to obtain feature points on the light stripe, which is the intersection of the structured-light plane and the reference board. By moving the sphere into several positions on the fixed reference board, we can get a plane in parallel with the reference one. From the acquired right-circular cone and known radius of the sphere, the function of the reference board can be deduced. Moving the target randomly into different positions, enough points lying on the structured-light plane can be obtained. Experiment results show that the accuracy of the proposed calibration method can reach 0.102 mm within the view field of 200 mm * 200 mm; meanwhile, robustness and easy operation can be indicated.
Introduction
The Line Structured Light Vision Sensor (LSLVS) consisting of one camera and one projector is widely used in industrial measurement owing to its wide measurement range, high precision, real-time ability, easy information extracting, and so forth. Calibration, with the purpose of establishing expression of the structured-light plane under the camera coordinate system, is one of the basic measurement tasks of LSLVS [1] .
Heretofore, the calibration methods of LSLVS can be classified into three categories: 3D target based method, planar target based method, and 1D target based method. Unsatisfactorily, the 3D target method [2] [3] [4] is not accurate enough because of less feature points and the problem of mutual occlusion between different planes of the target. Additionally, the target, normally a cube with some special accessories, is difficult to produce precisely and is cumbersome for onsite calibration.
The method using a planar target is more available in the LSLVS calibration than 3D target based method. Typically, the method based on the invariance of double cross-ratio uses a planar checkerboard-pattern target to realize the calibration of the LSLVS [5] [6] [7] . The intersections of the light stripe plane and checkerboards with accurately known size can be obtained under the image coordinate system. Accordingly, feature points on the structured-light plane can be gained based on the invariance of double cross-ratio. Another calibration method represents the light stripe on a planar target with Plücker matrix [8] . Combining Plücker matrixes of the light stripes in different positions, the equation of the structured-light plane under the camera coordinate system can be solved. The method based on the vanishing point and vanishing line [9] is familiar. With a planar rectangle target, the normal vector of the structured-light plane can be calculated from its vanishing line. As the size of the target is known accurately, the representation of the structured-light plane can be deduced.
1D target based method [10, 11] is proposed as its convenient operation. One feature point, the intersection of the light stripe and the 1D target, can be got each time based on the invariance of double cross-ratio. By moving the target randomly into more positions, enough feature points can be obtained.
Xu et al. [12] use four spheres and a named standard board to get the expression of the plane through centers of the spheres and then attain the representation of the standard board as the known radius of each sphere. By moving the standard board into several positions, the height matrix, which gives the relationship between matching differences and height, can be deduced based on successive geometrical calculation. According to the model of calibration and the obtained height matrix, the structured light sensor of 3D measurement can be calibrated. Inspired by this method, a calibration method for line structured light vision sensor only using a white sphere and a black reference board is presented (see Figure 1) .
By moving the sphere into several positions on the fixed reference board, we can get a plane through the centers of spheres in different positions. The center of each sphere under the camera coordinate system can be gained from its corresponding sphere projection on the image plane. Then the plane through the sphere centers (a virtual plane in order to express the reference board easily as illustrated in Figure 1 ) can be obtained by planar fitting easily. As the distance from the sphere center to the reference board is a known constant and the normal vector of the plane through sphere centers has been deduced, the representation of the reference board under camera coordinate system can be solved. Then a group of collinear feature points are obtained from the light stripe on the reference board.
Moving the target randomly into more than two different positions, we can get enough feature points of the structuredlight plane easily. In this method, all feature points projected on the reference board can be used to fit the structured-light plane; meanwhile, the sphere projection is not concerned with the sphere orientation, which can make the calibration more accurate and robust.
Measurement Model of LSLVS
The location relationship between the camera in LSLVS and the structured-light plane projector remains unchangeable in the process of calibration and measurement. So the structured-light plane can be expressed as a fixed function, which is defined as (1), under the camera coordinate system. Consider
where , , , and are the parameters of the structured-light plane's expression.
The measurement model of LSLVS is illustrated in Figure 2 . -is the Camera Coordinate System (CCS), while -is the Image Coordinate System (ICS). Under the CCS, the center of projection of the camera is at the origin and the optical axis points in the positive direction. A spatial point is projected onto the plane with = 0 , referred to as the image plane under the CCS, where 0 is the effective focal length (EFL). Suppose the point = ( , , 1) is the projection of = ( , , ) on the image plane. Under the undistorted model of the camera, namely the ideal pinhole imaging model, , and the center of projection are collinear. The fact can be expressed by the following equation:
Practically, the radial distortion and the tangential distortion of the lens are inevitable. When considering the radial distortion, we have the following equations:
( , ) is the idealized one, and 1 , 2 are the radial distortion coefficients of the lens.
Calibration of the LSLVS
In our method, the calibration can be executed by the following three key points: (1) (2) compute the function of the reference board from the coordinates of the sphere centers in different positions, (3) obtain enough feature points on the structured-light plane.
Calculation of the Sphere Center in 3D
Space. The projection of a sphere on the image plane is an ellipse (see Figure 3 ), which can be expressed as a matrix form:
where ( , , 1) is the homogeneous coordinate of the projective point on the image plane and , , , , , are the parameters of the elliptical expression. Fitting the ellipse on the image plane, the function of the ellipse under ICS can be obtained. According to (2) and (4), we obtain the matrix representation of the right-circular cone under CCS as
where the matrix is defined as
and the related definitions are shown as follows:
the coordinate of the sphere center [ 0 0 0 ] under CCS can be expressed by the following equation [13, 14] :
where 1 , 2 , 3 are the eigenvalues of matrix , and 1 and 2 must have the same sign, while 3 must have the different one (when is a spherical matrix, we have 1 =
Determination of the Reference Board.
As the sphere with known radius is moved on the reference board which is fixed in one position, we can get a plane through the centers of spheres located in different positions. Define the plane through the sphere centers as
When sphere centers located in more than three different positions have been gained, the unit normal vector of the plane through sphere centers under the CCS, which is expressed as ⃗ = [ , , ] and the parameter , can be solved.
As the plane through the sphere centers is in parallel with the reference board and the distance of the two planes is known as the radius , according to (10) , the reference board can be expressed as
The parameter can be calculated as follows: defining the coordinate of the sphere center under the CCS as ( 0 , 0 , 0 ) , the direction vector from the origin to the sphere center is ⃗ = [ 0 , 0 , 0 ] . As the target should locate in the positive direction under the CCS, the location relationship is illustrated in Figure 4 . can be deduced from the following equations:
The Structured-Light Plane.
Combining (2) and (11), the light stripe on the reference board under CCS can be worked out. Moving the reference board randomly into different positions and repeating as mentioned in Section 3.2, we can get enough feature points on the structured-light plane.
Fitting the structured-light plane by the linear least square method, the representation under the CCS (1) can be solved.
Simulations and Discussions
In this section, simulations have been conducted to evaluate the impacts of some factors on the proposed calibration method. The intrinsic parameters of the camera used in simulations are listed in Table 1 . Where is the scale factor in the -coordinate direction, is the scale factor in the -coordinate direction, and ( 0 , V 0 ) are the coordinates of the principal point.
The simulation results are detailed below.
The Influence of the Projection and Light
Stripe. In this method, feature points of the structured-light plane are obtained from the intersection of the reference board and the structured-light plane. Gaussian noise with means 0 is added to perturb both the sphere projection, which determined the precision of the reference board, and the light stripe on the image plane to evaluate the proposed method.
(1) The assumed radius of the sphere is 20 mm. Gaussian noise with standard deviations varying from 0 to 0.5 pixels is added to both coordinates of the image points to generate the perturbed image points of the sphere projections in different positions. In Figure 5 , the Root-Mean-Square (RMS) error and the mean absolute error (MAE) are illustrated. These errors are solved from the intersection angle of two normal vectors, the idealized structured-light plane's and the perturbed one's. Each point in Figure 5 represents result averaged 100 uniformly distributed rotations.
(2) Gaussian noise with standard deviations varying from 0 to 1.0 pixel is added to both coordinates of the image points to generate the perturbed image points of the light stripe on the reference board. The RootMean-Square (RMS) error and the mean absolute error (MAE) are illustrated in Figure 6 with the same calculation method as mentioned in Figure 5 . And each point in Figure 6 represents result averaged 100 uniformly distributed rotations.
From Figures 5 and 6 we can see that the calibration error, including the RMS error and the MAE, increases due to the bias of the image points on the sphere projections and the light stripe.
As we have only moved the sphere into 4 positions and the light stripe is fitted just by 1000 image points, the proposed method is significantly affected by the bias of the sphere projections.
The Influence of Other Factors.
As the reference board is deduced from the plane through the sphere centers, the indirect factors to the calibration method include the radius, the number of movement, and localization of the sphere. The following simulations have been conducted to evaluate the impacts of the three factors.
(1) The sphere with radius varying from 10 mm to 100 mm has been assumed in our simulations. Four different positions are moved into in each simulation. Gaussian noise with means 0 and standard deviation 0.1 pixels is added to perturb the projections of the sphere in different positions on the image plane. The influence of the noise is illustrated in Figure 7 (a). (2) The sphere with a constant radius is moved into 3-8 different positions separately to fit the plane through the sphere centers in the simulations. Gaussian noise with means 0 and standard deviation 0.1 pixels is added to both coordinates of the image points to generate the perturbed image points of the sphere projections. The effect of the noise to the calibration result, when different numbers of positions the sphere is moved into, is shown in Figure 7 (b).
(3) The sphere with a constant radius is controlled to move into 4 different positions in the simulations. The four positions separately locate in the four vertices of a square with length of side varying from 10 mm to 70 mm. Gaussian noise with means 0 and a standard deviation 0.1 pixels is added to perturb the projections of the sphere in different positions. We get the effect as illustrated in Figure 7 (c). In these figures, both the Root-Mean-Square (RMS) error and the mean absolute error (MAE) are illustrated. These errors are solved from the intersection angle of two normal vectors, the idealized structured-light plane's and the perturbed one's, which is the same as mentioned in Section 4.1. Each point in Figure 7 represents result averaged 100 uniformly distributed rotations.
From Figures 7(a) and 7(b), we can see that, when the radius is greater or there are more positions the sphere is moved into, the calibration result will be better. It also significantly shows that the result of the proposed calibration method will be better when the relative distance of the positions increases, as illustrated in Figure 7 (c).
Experiments and Discussions
The camera used in our calibration experiment is AVT Stingray F-504B with a resolution of 2452 * 2056 pixels and the view field is about 200 mm * 200 mm. Intrinsic parameters of the camera are listed in Table 2 . , , 0 , V 0 are defined as mentioned in Table 1 , while 1 , 2 are the radial distortion coefficients of the lens.
The radius of the sphere used in our experiment is 10 mm, with the accuracy of 10 m, while the size of the black reference board is 150 mm * 150 mm, with the machining accuracy of 30 m (see Figure 8) . The white sphere is moved into four positions on the black reference board. The structuredlight plane projects on the reference board clearly, which is illustrated in Figure 8 . We first compensated for camera distortion by rectifying all real images. In order to improve the accuracy of the extraction of image points, including the contour of sphere projection and the light stripe on the image plane, the Hessian matrix algorithm is applied, which can make extracting of the image points at subpixel accuracy [15] (Figure 9 ).
Accuracy Evaluation.
A checkerboard-pattern target is used to evaluate the accuracy of the proposed calibration method.
Real distance (R-dist.): the grid pitch of the target is known accurately as , while the length of can be defined as 0 (see Figure 10) . Based on the invariance of cross-ratio, the following equation can be obtained:
The real length of can be solved, so can 1 1 . Then the distance between point and point 1 can be worked out.
Calculated distance (C-dist.): combining (1) with (2), bring point and point 1 under ICS into them, we can work out the coordinates under the CCS, and then the distance of the two points can be solved. Repeat until enough distances have been obtained. The results are shown in Table 3 .
As the radius of the sphere used in our experiment is 10 mm and the positions of the reference board in the process of calibrating the line structured light vision sensor is 5, when we just move the sphere into four different positions on the reference board, the result with the accuracy of 0.102 mm is well enough. The calibration method will be more accurate and stable if the conditions are improved in the experiment as mentioned in Section 4.
The Number of Located Positions of the Reference Board.
In our method, all the image points of the light stripe projected on the reference board are used to fit the structuredlight plane. More feature points will be obtained when more calibration images are used in the experiment, and the result will be more stable. For the purpose of determination, the reference board is moved to 2-6 different positions, and the same number of images can be used to obtain the light stripe in the calibration experiment. The accuracy is evaluated by the method mentioned in Section 5.1, which is shown in Table 4 .
The Comparison with Other Methods.
Our proposed method is compared with two typical calibration methods which are suited for onsite calibration, the method based on the invariance of double cross-ratio (2D target based method) [7] and the method based on 1D target [11] . As listed in Table 5 , we can see that the three calibration methods have nearly the same accuracy obtained from experiments. Nevertheless, in the two typical calibration methods, only a few feature points on the light stripe are used to obtain the structure-light plane, which is improved in our proposed method as all feature points projected on the reference board are used to fit the structured-light plane. This feature makes the calibration stable and robust. Meanwhile, the traditional calibration methods have the problem of visual angle. When observed from different angles, different images of light stripe will be obtained, which can affect the accuracy of the calibration and restrict the movement of the target. However, the sphere-based method can prevent it, as the sphere projection is not concerned with the sphere orientation.
Conclusion
The method presented in this paper utilizes a sphere target to finish the calibration of line structured light vision sensor. As the function of the reference board can be deduced from the projections of the spheres in different positions under the camera coordinate system, enough feature points on the structured-light plane can be obtained by moving the target into several different positions. In this paper, we have conducted enough simulations and experiments to evaluate the proposed calibration method. As all feature points projected on the reference board can be used to fit the structured-light plane and the sphere projection is not relative of the sphere orientation, the calibration is improved more accurately and robustly. Experimental results show the accuracy of the method can reach 0.102 mm within the view field of about 200 mm * 200 mm, which can be improved if the experiment conditions are better. Additionally, efficiency and convenience can be deduced from the free combination of one sphere and a reference board. So this method is generally efficient for on-site calibration and no less accurate than other classical calibration methods.
