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Abstract
We propose a method for a static adaptive grid method for solving partial dierential equations
(PDEs) using splines. The principle is based on the observation that very good grids for spline
approximations can be obtained by equidistributing the error. The eciency of the resulting
adaptive method following the same principle is tested. It works quite well for all PDEs that
we investigated, even when the solution develops shocks and other phenomena. The method
is also applicable for PDEs whose solutions are vector-valued. In the case that the number of
space dimensions is larger than one, we restrict ourselves to tensor-product splines. As to be
expected, the proposed method is only ecient when the physical phenomena, i.e., shocks,
are more or less aligned with (one of) the axes of the domain.
Keywords: adaptive grid methods, moving meshes, numerical solutions of partial dierential
equations
1991 Mathematics Subject Classication: 65N50, 65D07
1 Introduction
Adaptive grid methods form a powerful tool in solving partial dierential equations: as grid points
are put at the places where they are really needed, the dimension of approximation space that
yields the numerical solution can be reduced heavily in comparison with e.g., computations on a
regular grid.
Basically there are three dierent strategies for adaptive grid methods. The rst is to move the
grid, a method usually referred to as an r-method. Secondly one can add and delete points, and
these methods are called h-methods. Finally one can locally change the way of approximating the
real solution (e.g., in the case of splines we can vary the degree), the so-called p-methods. These
methods are the three basic ones, but in the literature there exist several ways that combine these
methods in all sorts of ways, see [EEHJ95] for a survey on this subject.
In this article we concentrate on r-methods. For such methods one can again adopt two dierent
strategies. First, one can move the grid points with no other input than the PDE: e.g., a Galerkin
method is dened consistent with the PDE [Bai94]. Methods based on this principle are called
dynamic, in contrast with static methods: in the latter case another function is dened, the so-
called monitor, which does not depend on the PDE, and that denes the grid at every time, or,
put it a little dierently, it denes the moving of the grid points at every instance.
In this article we propose a static r-method for solving partial dierential equations using splines.
We use splines in this article, as they are by far the best basis functions for approximating functions
(and therefore also for approximating solutions of PDEs), as can be seen from the following theorem
[dB78]:
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Theorem 1.1 Given a function f 2 Cd+1 on a nite interval I. Then the best possible linear
combination of B-splines of degree d, Nd;k(xjfxigi) on the grid fxigi has an approximation order
d+ 1, i.e.,
min
fcg
∥∥∥∥∥
N+dX
k=−d
ckNd;k(xjfxigi)− f(x)
∥∥∥∥∥
p
 C1kf (d+1)k1hd+1; C1 <1:
Here h is the maximal subinterval length, h = maxk jxk+1 − xkj.
If f is only n < d+ 1 times continuously dierentiable, it holds that the best approximation of f
with the same B-spline basis satises
min
fcg
∥∥∥∥∥X
k2Z
ckNd;k(xjfxigi)− f(x)
∥∥∥∥∥
p
 C2kf (n)k1hn; C2 <1:
Remark 1.2 Note that the estimates hold for any 1  p <1, as well as the max-norm (p =1).
Furthermore the theorem also holds if the interval I is not nite, but as we will always consider
PDEs on nite domains we put the theorem as it stands here.
Then, without loss of generality we always consider problems on the unit interval [0; 1]. Further
we write Srd as the space of splines of degree d and smoothness r on the ordered knot set fxig; i =
0; : : : ; N . This approximation space is denoted as Sfxg. Its dimension D is given by the expression
D = N + d+ 1.
Instead of solving PDEs, we rst try to answer the question what the best grid is when we
approximate a function on an interval. This truly is a dicult problem, see e.g., [Sch68, Bra71,
Pav75, dB78, Sch79, Nu¨r86, MNSS89, NSSS89, Nu¨r94]. However, there exists grid generators
that give ’almost best’ grids. In section 2 we elaborate on that: the produced grids generate
approximations with an error that is of the same order of magnitude when the approximation on
the real optimal grid is computed. The method can be interpreted as a method that is based
on an error-equidistribution principle as explained in section 2. In section 3 it is shown with
various numerical examples that this principle is indeed remarkably good, especially considering
the simplicity of the algorithm. In section 4 the method is applied to solving partial dierential
equations, using a static remeshing procedure based on the same error-equidistribution principle.
Finally in section 5 it is shown that a generalisation to tensor product B-splines also works very
well in the case that phenomena are more or less aligned with the grid.
2 The equidistribution principle
In this section we look for a good approximation method using B-splines and we try to nd grids,
that depend on the function we wish to approximate, such that this grid is almost the best. We
want this method to be fast, which implies that the use of an optimisation procedure to obtain
such a grid is out of the question. We start with a known theorem for piecewise polynomial
approximation with free knots [MNSS89]:
Theorem 2.1 For a function f 2 C[0; 1] the best spline approximation in the max-norm with free
knots fxig; i = 0; : : : ; N has the property
d(f; S−1d ; [xi−1; xi]) = d(f; S
−1
d ; [xi; xi+1]):
Here for a subinterval Ii = [xi; xi+1]
d(f; S−1d ; Ii) = inf
p2S−1d
sup
x2Ii
jf(x)− p(x)j:
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This theorem says that, in case of a best grid, the error in every interval is the same: the error
equidistributes. This is only true in this specic norm and for this choice of splines. Nevertheless,
let us make the rude step to try to redistribute the error for smoother splines, e.g., B-splines for a
more general class of norms. Writing f (m) as the m-th derivative of a function f , we can formulate
the following theorem:
Theorem 2.2 Consider a piecewise polynomial spline u in Sfxg of degree d and smoothness r on
a knot set fxig; i = 0; : : : ; N (see [dB78]). Moreover consider a function f , that is at least d + 1
times dierentiable on [0; 1]. Then, in the limit N ! 1, the positions of the knots in the best
approximation in the sense that
ku(m) − f (m)k2 is minimal over u 2 Sfxg and u(xi) = f(xi); i = 0; : : :N;
where m  r + 1, have the property thatZ xi+1
xi
ju(m)(x) − f (m)(x)j2dx 

xi+1 − xi

2(d+1−m) Z xi+1
xi

f (d+1)(x)
2
dx: (2.1)
Proof. This theorem is a straightforward generalisation of a theorem in [CD85]. The proof can
be found there and needs only small adjustments. 2
Applying the result of this theorem leads to a good choice of grids: we choose the knots by
equidistributing the quantity Z xi+1
xi
W (f; x)dx = C1; 8i;
with
W (f; x) = jf (d+1)(x)j2=(2d−2m+3): (2.2)
Indeed (take for short k = 2d− 2m+ 3) it holds that
R xi+1
xi
(
f (d+1)(x)
2=k
dx = (xi+1 − xi)
f (d+1)()2=k for some  2 [xi; xi+1]
=

(xi+1 − xi)k
f (d+1)()21=k ;
and thus in the limit N !1R xi+1
xi
(
f (d+1)(x)
2=k
dx =

(xi+1 − xi)k−1
R xi+1
xi
f (d+1)()2 dx1=k


(xi+1 − xi)k−1
R xi+1
xi
f (d+1)(x)2 dx1=k : (2.3)
Comparing (2.1) with (2.3) shows that, if k − 1 = 2(d+ 1−m), it holds thatZ xi+1
xi
ku(m)(x)− f (m)(x)k2dx  C1; (2.4)
i.e., in every interval the error is guaranteed to be smaller than a quantity C1: the error in
this semi-norm is more or less equidistributed (we used the phrase ’more or less’, as (2.4) is an
inequality, and not an equality).
A more intuitive derivation of this error equidistribution can be given using quasi-interpolation.
The problem of nding the best grid in Lp-sense can be written as
min
fbg;fxg
Z 1
0
ju(x)− f(x)jpdx; p  1; (2.5)
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where u(x) =
P
biNd;i(x j fxg) 2 Sd−1d , as we assume that all knots are simple.
As this problem is highly nonlinear we here suggest to nd at least a good approximation by the
same error-equidistribution principle as in theorem 2.1: nd knots fxig; i = 0; : : : ; N such thatZ xi+1
xi
ju(x)− f(x)jpdx = C2; 8i:
We know that the unknown coecients, bi, can be estimated well by quasi-interpolation formulas
[dBF73]. The solution of (2.5) gives bi that are approximately equal to a nite linear combination
of function values in the neighbourhood of the knot xi. It also implies that the error in the i-th
interval can be estimated as followsR xi+1
xi
ju(x)− f(x)jpdx = C3
R xi+1
xi
jf (d+1)()jphp(d+1)dx
= C3jf (d+1)()jphp(d+1)+1i ; hi := xi+1 − xi;
as the error depends locally on the d+ 1-st derivative, i.e.,
ju(x)− f(x)jp = C3jf (d+1)()jphp(d+1)i ;
where j − xj < C4hi.
Therefore it seems proper to choose
W (f; x) =
f (d+1)(x)p=(p(d+1)+1) ; (2.6)
and to place knots according toZ x()
0
W (f; x)dx = 
Z 1
0
W (f; x)dx; x

k
N

=: xk: (2.7)
(Note that, if p = 2 and m = 0 the expressions in (2.2) and (2.6) coincide.)
Remark 2.3 In the context of solving PDEs, the function W is usually referred to as the monitor
function.
In the next section we consider functions W similar to (2.6), and we try to nd better monitors
in a numerical way.
3 Experiments
In this section we take a more experimental point of view: for several functions f we take a
monitoring function of the type
W (f; x) = jf (‘)(x)j=‘; (3.1)
and we try to nd optimal values for  and ‘, minimising a certain norm of the error ku − fk,
u 2 Sfxg. We restrict ourselves to the L2- and L1-norm. In all cases the resulting approximation
u, given the grid fxg, is determined by using complete B-splines, see [Nu¨r89], but this is not
essential.
Remark 3.1 In order to avoid numerical problems we take
W (f; x) =

+ [f (‘)(x)]2
=2‘
; (3.2)
where  is some small positive number. It turns out that the results in this section are insensitive
to the choice of the value of . In practice we took  = 10−16. 4
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In order to be capable of comparing results when we come to the part of solving partial dierential
equations, we take as test function a solution of the so-called Burgers’ equation, in which a steep
gradient is present:
Example 3.2 (Burgers) The following equation is called Burgers’ equation:
@
@t
U(x; t) = −U(x; t) @
@x
U(x; t) + 
@2
@x2
U(x; t); x 2 [0; 1]: (3.3)
As a numerical value for the viscosity  we put  = 1100 , and the initial condition is given by
U(x; 0) = sin 2x and the boundary conditions used are U(0; t) = U(1; t) = 0. 4
The solution to this equation is analytically known in terms of a Fourier expansion, using the
Hopf-Cole transformation [BK89]. We usually integrate up to time t = 0:27 which is selected in
particular, such that jUx(12 ; t)j is maximal as a function of t, see gure 1. Because we consider
the approximation of this analytic solution, but also the numerical solution of the PDE, this gives
clues on the quality of our numerical PDE-solvers which we discuss later on. For cubic B-splines
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Figure 1: U(x; 0:27), the analytic solution of example Burgers.
we try to nd values p for which the Lp-error is minimal in the cases p = 1 and p = 2 (see
table 1). From this table, and other experiments with other test-functions, and B-splines of other
‘ 1 2 L1-error L2-error
6 0:97 0:95 8:0  10−5 1:1  10−5
5 1:12 1:06 7:0  10−5 1:1  10−5
4 1:00 0:96 1:8  10−5 7:0  10−6
3 1:09 1:06 5:2  10−5 1:4  10−5
2 0:74 0:74 5:2  10−5 1:1  10−5
Table 1: Best possible values for the parameters in (3.2) for cubic B-splines (D = 38) for the
function in example Burgers at t = 0:27.
degree (see e.g., table 2), we nd an almost perfect match with p = 1 and ‘ = d+ 1.
In order to be able to compare dierent grids, we introduce the notion of a grid-function:
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Denition 3.3 The grid-function of a one-dimensional node distribution is dened as the plot of
the position of the k-th node (k = 0; : : : ; N) on the horizontal axis, as a function of the variable
 = k=N on the vertical axis. This is illustrated in gure 2.
1
0
x0 = 0 xk xN = 1
k
N
Figure 2: A sketch of the grid-function for knots x0; : : : ; xN .
The resulting grid-function for the same example for quintic B-spline is shown in gure 3b, which
can hardly be distinguished from the best one shown in gure 3a.
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Figure 3: The best grid-function for the analytic solution of example Burgers at time t = 0:27,
using minimisation of the L2-norm for quintic B-splines (D = N + 4 = 38).
Compare table 2 with the results for the best possible grid in gure 3a, which gives an error of
9:7  10−7. The loss of (roughly) a factor of 2 in the precision (2  10−6 vs. 9:7  10−7) is quite
reasonable, especially if one considers that
1. the computing time required to generate this best result is large (huge),
2. the best grid as found in gure 3a could only be produced, when we use as initial grids
slightly randomly distorted grids from gure 3b as input for the optimisation procedure
(Harwell library, [Pow85]). (Starting with genuine random initial grids gives much poorer
results than e.g., the result of gure 3b.)
It is not true that p  1: more precise measurements on the analytic solution for the Burgers’
equation at time t = 0:27 (j = 1 in table 3) respectively t = 0:135 (j = 2) give optimal values for
p that slightly deviate from the value 1.
6
‘ 1 2 L1-error L2-error
6 0:97 0:95 2:0  10−6 4:0  10−7
5 1:13 1:00 3:8  10−6 5:2  10−7
4 0:96 0:95 2:6  10−6 5:3  10−7
3 0:90 0:88 4:0  10−6 1:1  10−6
2 0:67 0:64 5:5  10−6 1:2  10−6
Table 2: Best possible values for the parameters in (3.2) for B-splines of degree d = 5 (D = 38)
for the analytic solution of example Burgers at t = 0:27.
j 1 2
1 0:9658 0:9511
2 0:9988 1:0190
Table 3: Comparing best monitor for the analytic solution in example Burgers at t = 0:27 (j = 1)
and t = 0:135 (j = 2) for quintic B-splines.
Variation with the dimension of the approximation space hardly changes the optimal value: see
table 4. It is not clear whether in the limit D ! 1 p gets closer to 1 or not. What we do see
experimentally is that 1 = 2, which suggests that the best p does not depend on p in the
limit D!1.
D 1 2 L1-error L2-error
38 0:9659 0:9611 1:9  10−6 3:9  10−7
76 0:9485 0:9401 1:2  10−8 2:7  10−9
152 1:0450 1:0440 2:5  10−10 5:6  10−11
Table 4: Comparing best monitor for dierent dimensions (d = 5).
The monitoring principle also works for splines which are less smooth, e.g., for only continuous
splines: a monitoring function of the form (3.1) with  = 1; ‘ = d+ 1 produces almost best grids
for splines from S0d that e.g., interpolate the given function in all Bezier points (see e.g., [Boe87]):
numerical examples for dierent test-functions, dierent dimensions D, show that the grids ob-
tained by applying the same principle yield grids that can hardly be distinguished from the best
possible grid, which was obtained using an optimisation procedure.
Another question is how to nd grids that are best when we simultaneously want to approximate
several functions on the same grid. This is of interest when solving PDEs where the solution is not
a scalar but a vector, say of length M : in such a case the adaptive grid method preferably should
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work with one single grid (in a given time interval [t; t+ ]) for all M components of the solution.
If not, a collocation or Galerkin method becomes rather complicated due to extra bookkeeping,
even for problems in one space dimension.
We investigated monitoring functions of the following kind:
Wq(f; x) =
 
MX
i=1
jf (‘)i (x)jq
!1=q‘
;
and
W1(f; x) =

max
i
jf (‘)i (x)j
1=‘
: (3.4)
The choice ‘ = d+ 1 again was superior for all cases we investigated. More interesting, W1 was a
better choice than Wq for any q, irrespective of the norm Lp with which we measured the resulting
error with. Here we show an example:
Example 3.4 (vector) Consider the solution of the set of boundary value problems
U 0(x) + (x+ )U 00(x) + 1 = 0;
−V 0(x) + (1− x+ )V 00(x) + U(x)− (1 + ) ln(x+ ) = 0;
with x 2 [0; 1],  = 11000 , and with boundary conditions
U(0) = 0; U 0(1) = 0; V 0(0) = 0; V (0) = 0:
The exact solution of this problem is shown in gure 4. There are two boundary layers. The grid
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Figure 4: U(x) and V (x), the analytic solution of example vector.
for the analytic solution is shown in gure 5, for which the approximation and U; V dier 1:6 10−3
and 3:2  10−4 in the L1 resp. L2 norm in the case of quintic splines (D = 38), in the case a
monitor with ‘ = 6 is employed (see (3.4)).
The conclusion of this section is that there exists a simple method that approximates a given
function f using B-splines using the following algorithm:
Algorithm 3.5 (good grid) Given a function f : [0; 1]! RM .
1. Compute a grid fxig; i = 0; : : : ; N from (2.7), with W (f; x) = W1(f; x) as dened in (3.4).
2. Solve the complete spline interpolation problem on this grid.
Next we discuss how the algorithm good grid performs when combining it with a static regridding
algorithm.
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Figure 5: The grid-function for the analytic solution of example vector (q =1; ‘ = 6) for quintic
B-splines (D = N + 4 = 38).
4 The equidistribution principle applied to PDEs
In sections 2 and 3 it was explained how we can nd almost best grids using error-equidistribution.
In this section we want to apply the same idea for solving PDEs where the grid points are not
xed, using e.g., complete splines. This latter choice is not important: we could as well choose
splines that are possibly only continuous, and apply a Galerkin approach. In all the examples we
restrict ourselves to B-spline approximations, however.
The grid is not moving in a dynamic sense but it is adapted at xed times. Such an approach is
called a static method and the basic algorithm, algorithm static, can be stated as follows:
Algorithm 4.1 (static)
0 Apply good grid on the initial condition U(x; 0) giving u(x; 0) 2 Sfx0g. Put t := 0.
1 Take a time step on this xed grid fxtg, giving eu(x; t+ ) 2 Sfxtg.
2 Apply algorithm good grid to the function eu(x; t+ ) giving a grid fxt+g. The resulting
approximation is the numerical solution of the PDE at time t+ , u(x; t+ ) 2 Sfxt+g.
3 Put t := t+  and Goto 1.
Remark 4.2 The quantity  need not be the time step of the numerical integration procedure
(only a multiple). Indeed, we perform the updating of the grid at discrete times. (In all our
numerical examples, we took exactly 100 regridding steps.) This is dierent than most existing
methods, where the monitor function is used to derive ordinary dierential equations for the knots,
and consequently the knots move during the numerical integration step. The complexity of our
approach is lower (fewer ordinary dierential equations), but it proved also more stable: there is
no danger whatsoever of colliding knots, for example. 4
Notice that it is essential that the algorithm good grid is of good quality and fast: after each
time  this algorithm is applied. For practical purposes this excludes e.g., algorithms that (try
to) nd the best grid which renders the best elements in the sense that some norm is minimised
globally.
We rst restrict ourselves to an evolutionary PDE, i.e.,
@
@t
U(x; t) = F(U(x; t); @
@xj
U(x; t); : : : ): (4.1)
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The initial numerical solution u(x; 0) is computed by approximating the initial condition on the
’best’ initial grid obtained by using the principle of error-equidistribution, algorithm good grid.
Now suppose we obtained a solution u(x; t) at time t. Then using a standard xed-grid method
(e.g., collocation) and integrating the system of ODEs (e.g., Runge-Kutta) we have a solution at
t+ .
What do we know about this solution eu(x; t + )? This solution approximates the analytic
U(x; t + ) well, but is not computed on the ’best’ grid: indeed, our governing idea is that we
always generate the solution on the optimal grid, meaning that the error is equidistributed between
knots on the whole computational domain. Because of the time evolution the error between two
subsequent knots fluctuates in general, and hence the equidistribution principle is violated.
Therefore we apply the same principle of equidistribution on the numerical solution eu(x; t + ).
This gives another grid, and by applying the approximation principle we acquire another numerical
solution u(x; t+). This function interpolates eu in the new knot set fx(t+)g as we use complete
splines.
It indeed looks strange to re-approximate a numerical solution of a PDE, which at that moment in
a way is the best, by another, thereby introducing an extra numerical error. It turns out however,
that this extra error is strongly compensated for by generating a better grid.
There is one snag, however: if we look at (2.6) we see that the best monitor function requires that
the function is at least Cd+1. As we use B-splines of degree d, the solution eu(x; t+) is only d−1
times continuously dierentiable. We investigate two possibilities to overcome this.
1. The rst is to approximate eu(x; t + ) with a spline of the degree d+ 2 such that the new
approximation bu(x; t + ) is suciently smooth so that we can apply the equidistribution
principle on bu. Numerical experiments do not give good results when we follow this approach,
however.
The following argument gives some clue in understanding this. According to theorem 1.1,
the approximation of a spline of degree d, and hence smoothness d− 1, is lower than hd+1.
Now e.g., consider the linear wave equation
@
@t
U(x; t) =
@
@x
U(x; t):
It is known that on an equidistant grid [SF73] the solution of this PDE can be approximated
with an accuracy of order hd+1. Call this numerical solution u.
Now consider the approximation of this u with a spline of degree d+ 2, as proposed. As u is
d−1 times continuously dierentiable, and furthermore, the d-th derivative is still bounded,
we can expect an approximation order of at most d in this process: this is one less than
the numerical solution of the PDE, so it seems for this reason not correct to follow this
procedure. Indeed, we wish to equidistribute the error U − u, but we do it with the use of
a new function u^, i.e., we redistribute the error U − u^, from which we know that the error
is much higher, and therefore also very dierent in nature. So we do not equidistribute the
error of the numerical solution of u at all.
2. The next strategy proved to be more successful: let us for the moment recall the approxi-
mation properties of the B-splines, and in particular consider theorem 1.1. The numerical
solution at a given time is a spline of degree d, and hence this is a function of smoothness
d− 1: therefore it seems reasonable to take ‘ = d− 1 instead ‘ = d+ 1 in the expression for
the monitor (3.1).
The resulting detailed algorithm becomes (compare with algorithm static):
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Algorithm 4.3 (monitoring with B-splines)
0 Initialise u(x; 0) by using the equidistribution principle on the initial condition U(x; 0), using
algorithm good grid with
W (f; x) = jf (‘)(x)j1=‘
giving a grid fx(0)g and an approximation u(x; 0) by solving the complete spline interpolation
problem. Put t := 0.
1 Integrate, with the aid of xed grid collocation method, the set of ODEs on the coecients
bi, giving
eu(x; t+ ) =X
i
bi(t+ )Nd;i(xjfx(t)g):
2 Find a new grid fx(t + )g using the equidistribution principle on the function eu using
algorithm good grid with
W (eu(x; t+ ); x) = jeu(‘)(x; t + )j1=‘:
Then approximate eu by using complete splines on the grid fx(t+)g, which gives u(x; t+).
3 Put t := t+  and Goto 1.
Several remarks are in order:
Remark 4.4 In the initialisation step 0 we deliberately choose for the same monitor as in step
2: although we can make a better approximation in step 0 (the initial condition is smoother and
we can take the optimal value ‘ = d + 1), this really does not help, as after one time step the
re-gridding (step 2) immediately destroys all gain.
Remark 4.5 We gave here the algorithm when using interpolation and collocation (although this
is not essential { e.g., a Galerkin approach would also do). Using odd degree B-splines, d = 2n+1,
which is a logical choice in view of the choice of solving the complete spline interpolation problem,
we can interpolate/collocate in the knots. This would lead to collocation of derivatives of the
solution of the PDE in x0 = 0 and xN = 1, but this leads to rather complicated schemes, even for
relatively simple PDEs.
Therefore in practice we added extra interpolation/collocation points near the boundary, i.e.,
x0 + ‘(x1 − x0) and xN − ‘(xN − xN−1) for ‘ = 1; : : : ; n; ‘ = ‘
n+ 1
;
or, alternatively,
1
2
(x‘−1 + x‘) and
1
2
(xN−‘ + xN+1−‘) for ‘ = 1; : : : ; n:
Of course, if the boundary conditions making collocation in the boundary easy, e.g., Neumann
boundary conditions, we stick to complete spline collocation.
Remark 4.6 Observe that in the case ‘ = d− 1, W in step 2 is of the form
W (eu(x; t+ ); x) = jAix+Bij1=(d−1) for x 2 [xi−1(t); xi(t)];
where Ai; Bi are linear combinations of the B-spline coecients bi(t + ) of eu. Therefore the
integration of W (eu; x) over x can be performed analytically, and hence the new positions of the
knots fx(t + )g in step 2 can be easily computed without the aid of a numerical integration
procedure.
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This algorithm is applied to our standard problem, as given in example Burgers for several values
of ‘ and, as in this test we use quintic B-splines, we have to restrict ourselves to values ‘  5. The
movement of half of the knots for ‘ = 4 is shown in gure 6a, and gure 6b shows the grid-function
for the same choice of ‘ at t = 0:27.
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Figure 6: (a): The movement of the knots (with xi  0:5) for example Burgers as a function of
time, (b): the grid-function at time t = 0:27, both using the static method described in section 4,
with ‘ = 4.
Experiments show that the values ‘ = 3; 4 give the best results as can be seen in gure 7 and table
5. Observe that the resulting grid is very good, compare gures 6b and 3a/b.
0 0.05 0.1 0.15 0.2 0.25 0.3
0
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4.5
x 10−4
t
Figure 7: L1-error as a function of time for example Burgers using quintic complete splines
(D = 38) (dashed: ‘ = 2, dash-dot: ‘ = 3, solid: ‘ = 4, dotted: ‘ = 5).
p
ju(2)j 3
p
ju(3)j 4
p
ju(4)j 5
p
ju(5)j p1 + (u0)2
L1-error 1:3  10−4 9:4  10−5 6:1  10−5 1:0  10−4 1:1  10−1
L2-error 6:5  10−5 2:1  10−5 2:1  10−5 2:2  10−5 4:4  10−2
Table 5: Errors for the numerical solution of example Burgers at t = 0:27 for dierent monitors
using quintic complete splines (D = 38).
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For comparison we also solved the same PDE using the monitor
W (f; x) =
p
C2 + (f 0(x))2; with C = 1;
which seems to be favourite in many papers on the subject [EEHJ95]. It is obvious that this
arc-length criterion is not optimal, as can be seen from the last column in table 5.
The numbers in table 5 should be compared with the best possible errors using quintic B-splines
which are obtained by approximating the analytic solution of this PDE as shown in table 2. It
yields a factor of 30 worse (2:0  10−6, obtained by monitoring the analytic solution vs. 6:1  10−5,
obtained by the full numerical method.) As expected, in comparison with the xed grid method,
it performs considerably better (the error is then 9:7  10−4).
Some other test problems:
Example 4.7 Given the linear wave equation
@
@t
U(x; t) + c
@
@x
U(x; t) = 0;
with initial and boundary conditions such that the analytic solution is given by
U(x; t) = −1
2
c  sech2

1
2
p
c(x− ct− x0)

; c = 100; x0 =
1
2
:
In gure 8 the L1-error as a function of time is shown. Again the values ‘ = 3 or 4 give the best
results, as can be seen from gue 8. 4
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t
Figure 8: L1-error as a function of time for example 4.7 using quintic complete splines (D = 38)
(dashed: ‘ = 2, dash-dot: ‘ = 3, solid: ‘ = 4 (‘ = 5 unstable)).
As another numerical example to show the strength of the method proposed here, we consider
another problem, which in literature is called the shifting pulse [ZB92], inspired by the work of
Adjerid and Flaherty, see [AF88].
Example 4.8 The PDE reads
@
@t
U(x; t) =
@2
@x2
U(x; t) + f(x; t);
and f is dened such that the solution is given by
U(x; t) = e−(x−r(t))
2
(1− sin(γt)) ; r(t) = 14 (2 + sin(t)) :
13
Boundary conditions are of Dirichlet type. For the values  = 320;  = 1; γ = 2 gure 9 shows
the movement of the knots (D = 38, quintic B-splines). The initial error (t = 0) is 1:1  10−3. The
solution is periodic, so the best possible error at t = 2 would be the same, whereas it is in reality
7:7  10−3. 4
0 2 4 6 8 10
0.2
0.4
0.6
0.8
1
t
x
Figure 9: The movement of the knots for quintic B-splines with D = 38, for the shifting pulse
problem, see example 4.8.
In (4.1) we made the restriction to evolutionary equations. The next example shows that by
adding appropriate ctitious time derivatives, also e.g., boundary value problems can be tackled.
Moreover, this example shows how the methods works well for vector-valued PDEs.
Example 4.9 The solution of the set of boundary value problems in example 3.4 can be obtained
by adding time derivatives, turning the equations into a set of evolutionary equations:
@
@tU(x; t) =
@
@xU(x; t) + (x+ )
@2
@x2U(x; t) + 1;
@
@tV (x; t) = − @@xV (x; t) + (1− x+ ) @
2
@x2V (x; t) + U(x; t)− (1 + ) ln(x+ );
with x 2 [0; 1], and as boundary conditions in example 3.4. As initial we take e.g.,
U(x; 0) = sin(x=2); V (x; 0) = sin((1− x)=2):
Integrating this in time, using the static regridding algorithm static, using W1 as (3.4) as the
monitor resulted in a moving of the grid as shown in gure 10a, and a nal grid at time t = 1
as shown in gure 10b { this grid should be compared with gure 5. The numerical error, in the
max-norm and L2-norm were 2:5  10−3 resp. 3:9  10−4, which should be compared with 1:6  10−3
and 3:2  10−4 and shows that the method works quite well (see example 3.4).
In the next section we apply the same equidistribution principle for bivariate tensor product
B-splines.
5 Tensor product B-splines
For tensor product B-splines one can simply generalise the preceding methodology. We need the
following shorthand notation:
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Figure 10: (a) The moving of the grid as a function of time, and (b) the best grid-function for the
numerical solution of example vector (q =1; ‘ = 4) for quintic B-splines (D = N + 4 = 38).
Notation 5.1 Partial derivatives with respect to x 2 Rs are written as
f (‘1;::: ;‘s)(x1; : : : ; xs) :=
@‘1
@x‘11
: : :
@‘s
@x‘ss
f(x):
Now by putting (in this case s = 2, but it easily generalises to more dimensions)
R x()
0
R 1
0 jf (‘;0)(x; y)j
1
‘ dydx = 
R 1
0
R 1
0 jf (‘;0)(x; y)j
1
‘ dydxR y()
0
R 1
0 jf (0;‘)(x; y)j
1
‘ dxdy = 
R 1
0
R 1
0 jf (0;‘)(x; y)j
1
‘ dxdy
(5.1)
we get the positions of the grid lines xi := x(i=Nx); yj := y(j=Ny) as solution of these equations for
(; ) = (i=Nx; j=Ny). The static method is now well-dened in analogy with the one-dimensional
case. The only dierence is that we interpolate/collocate a tensor-product form of complete splines.
Clearly this method is good if shocks and other problematic regions are aligned with the x-axis,
or y-axis.
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Figure 11: Grid for quintic tensor product splines for the numerical solution of example simple
front, R = 15, Nx = Ny = 11; ‘ = 4.
In gure 11 the grid obtained for the numerical solution of the following example:
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Example 5.2 (simple front) This problem is taken from [Dvi91]. It represents a shock that is
aligned with the x-axis:
U1(x; y) = sin(!y)(1− eR(x−1));
is a stationary solution to the PDE
@
@t
U(x; y; t) +R
@
@x
U(x; y; t) = U(x; y; t)− !2U(x; y; t):
Boundary and initial conditions are taken from the following analytical solution
U(x; y; t) = C1 sin(!y) exp

x− C2t
2

C3 +
q
C23 + 4!2

+ U1(x; y):
In our tests we take the following numerical values: C1 = 1, C2 = 2, R = C3 + 2 = 15; ! = ; t 2
[0:50; 0:51]. 4
At time t = 0:50 the solution is behaving regularly, and the initial grid is almost equidistant. At
t = 0:51 a shock develops near the boundary, x = 1. The results are shown in table 6.
‘ = 2 ‘ = 3 ‘ = 4 equid
R = 15 1:0  10−5 3:8  10−6 1:7  10−6 1:1  10−4
Table 6: L1-errors for the numerical solution of example simple front with quintic tensor product
B-splines (D = 256) as a function of ‘: equid stands the method on an equidistant grid.
As in the previous examples the phenomena are more or less aligned with the axes, the approxi-
mation on the best grid dened by the monitoring principle using (5.1) yields much better results
than on the equidistant grid with the same dimension.
Another example is now given:
Example 5.3 (rotating pulse) The solution to the PDE from [Zeg93]
@
@t
U(x; y; t) = −

y − 1
2

@
@x
U(x; y; t) + 

x− 1
2

@
@y
U(x; y; t)− cU(x; y; t)
represents a shock that rotates in the x-y-plane. An analytic solution is then given by
logU(x; y; t) = − ((x− r(t))2 + (y − s(t))2− ct;
with r(t) = 12 +
1
4 sint and s(t) =
1
2 +
1
4 cost. 4
Here we nd the results as shown in table 7 and gure 13 when integrating from t = −1 up to
t = 0.
The results drastically change however, if there is no alignment, e.g., if there is a shock along the
line x = y. For example for an equation where a front moves diagonally through the domain, the
method essentially nds back the equidistant grid, and therefore there is no gain in accuracy. In
the follow-up of this paper, [DvD], we discuss methods based on the same error-equidistribution
principle, but which are also applicable on unstructured grids. These methods are not algebraic
of nature (they do not make use of the monitoring principle), but they are more of an algorithmic
nature, see also [Djo97].
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Figure 12: U(x; y; 0) from example rotating pulse,  = 100; c = 0.
‘ = 2 ‘ = 3 ‘ = 4 equid
1:4  10−2 2:5  10−3 2:5  10−3 7:5  10−2
Table 7: L1-errors for the numerical solution of example rotating pulse with quintic tensor
product B-splines (Nx = Ny = 11; = 100) as a function of ‘: equid stands for interpolation on
an equidistant grid.
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Figure 13: The nal grid for quintic tensor product splines for example rotating pulse,  = 100,
D = 256; ‘ = 4.
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