Abstract-Channels with spectral nulls are sometimes dubbed bad channels because they can cause poor performance in communication systems. This correspondence investigates the validity of this intuition by studying the geometry of an orthogonal frequency-division multiplex (OFDM) system. It is shown that the subchannel attenuation coefficients form a natural coordinate system for describing finite-impulse response (FIR) channels in an OFDM framework. It is also shown that channels with spectral nulls are geometrically significant; they form the faces of the convex set of all subchannel attenuation coefficients. This novel perspective makes it immediately clear why the worst performance of a linearly precoded OFDM system is achieved over a channel having the greatest number of spectral nulls. The practical implications of these results are discussed in the correspondence.
I. INTRODUCTION
The European digital audio broadcasting (DAB) standard is based on an orthogonal frequency-division multiplex (OFDM) framework [1] , [6] , [7] , [11] . An OFDM framework is the first line of defense against distortions caused by wireless communication channels because it converts frequency-selective fading channels [5] , [13] into a series of independent, frequency flat-fading subchannels. This limits the instantaneous data loss to only those symbols transmitted over subchannels currently experiencing deep fades. Since, in a broadcast environment, the frequencies at which these deep fades occur cannot be known by the transmitter, it is necessary to code each symbol over a number of subchannels. One way of doing this is to use a linear precoder [4] , [15] , and indeed, it is proved in [10] that a large class of linear precoders spread the spectrum of the source symbols in a well-defined manner.
The role of the linear precoder is to reduce the effects of fading. One way of measuring its effectiveness is now described. At any instant in time, the communication channel can be modeled by a finite impulse response (FIR) channel h h h [5] , [13] . The performance of a linearly precoded OFDM system will, in general, depend on the channel h h h. (A specific measure of performance is given later.) If h h h is such that a number
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of subchannels heavily attenuate the transmitted symbols then it may be expected that the performance is poor. (In fact, one aim of this correspondence is to investigate the validity of this intuition.) Similarly, it may be expected that there exists a favorable channel h h h resulting in exceptionally good performance. Thus, the effectiveness of a precoder can be measured by the ratio of its best-to-worst performances, where best and worst are taken over some feasible set of channels. Alternatively, the robustness of a precoder can be measured by its worst performance.
Therefore, in order to design or compare linear precoders, it is useful to understand the characteristics of channels over which linearly precoded OFDM systems achieve their best and worst performances. This correspondence presents a number of fundamental results contributing to this understanding. In doing so, the natural geometry of OFDM systems is also uncovered.
To facilitate further discussion, consider the following OFDM system [3] , [14] , [17] , [6] which uses frames of length n and a cyclic prefix of length L 0 1, where L is the length of the FIR channel 
All vectors are indexed from zero. In a linearly precoded OFDM system, the transmitted symbols are a linear function of the p source symbols s s s 2 p , that is,
for some precoder matrix P 2 n2p with n p.
If the received symbols Y Y Y are corrupted by additive white Gaussian noise with unit variance then the mean-square error (MSE) of estimating the source symbols s s s using the maximum-likelihood estimator, under the simplifying assumption that the receiver knows the channel perfectly, is given by tr (P H 3(h h h)P ) 01 (4) where trf1g is the trace operator, H denotes Hermitian transpose, and 3(h h h) is a diagonal matrix with kth diagonal element, indexed from zero, equal to
The maximum-likelihood estimate of s s s has the smallest MSE (4) of any unbiased estimator. Thus, the MSE (4) is a sensible indication of the performance of a linearly precoded OFDM system. This correspondence proves that the worst performance of any given precoder P , defined to be (4) is convex in 3. The simplicity of this geometry suggests that the subchannel attenuation coefficients 3, and not the channel coefficients h h h, form a natural coordinate system (from a mathematical perspective 1 ) in which to study certain aspects of OFDM systems. The practical significance of these results is that they imply that globally convergent convex optimization techniques [16] can be used to determine the worst MSE (6) and the best MSE ((6) with inf replacing sup) of any linear precoder. This enables the performance of any two precoders to be compared theoretically as opposed to via simulation. Moreover, it is hoped that the discovered geometry of the subchannel attenuation coefficients 3(h h h) will aid in the design of linear precoders as well as in developing novel channel identification algorithms. It is believed that the results of this correspondence hold, at least qualitatively, for quite general communication systems. This is because the linear precoder can undo the inverse discrete Fourier transform operation performed by an OFDM system, implying that the only restriction in studying an OFDM system is the compulsory cyclic prefix. However, it is proved in [9] that a cyclic prefix is the most efficient way of ensuring that channels with unstable inverses can be inverted accurately, a consequence of the fact that a cyclic prefix ensures that the Cramer-Rao bound on the MSE of the estimate of the source symbols depends only on the magnitude 3 of the channel spectrum and not on its phase. In other words, it is highly desirable for the performance of a communication system to be a function of 3 only, in which case, the results of this correspondence hold. Viewed from this perspective, this correspondence gives a straightforward and general answer to the question, "Is it true that channel spectral nulls cause poor performance in communication systems, and if so, why?"
II. THE GEOMETRY OF THE SUBCHANNEL ATTENUATION COEFFICIENTS
This section studies the geometry [12] of the set
where 3(h h h) is defined in (5). It is proved that C is convex, and moreover, its extreme points belong to the set of all 3(h h h) with the channel h h h having L 0 1 spectral nulls (defined later in Definition 3).
It is expedient to study first the geometry of the set
Studying S is equivalent to studying C as n ! 1 because 3 kk (h h h) = 0(2k=n). (Later, in (16) and (17), a stronger connection between S and C is made.)
Lemma 1: A function 0(!) is the power spectrum of an FIR channel of length at most L if and only if it is an element of the real vector space span f1; cos !; cos 2!; . . . ; cos(L01)!; sin !; . . . ; sin(L01)!g and is everywhere nonnegative (8 !; 0(!) 0).
Proof: This is a standard result [2] ; one direction follows immediately by expanding (8) and the other is a consequence of the spectral representation theorem.
Theorem 2:
The set S, defined in (9) , is a compact convex set whose convex dimension is 2L 0 2.
1 There is nothing novel about subchannel attenuation coefficients themselves since they are an inherent part of OFDM systems [3] , [14] .
Proof: Let 01; 02 2 S and define 0 = 01 + (1 0 )02 for some 0 < < 1. Lemma 1 implies that 0 is the power spectrum of an FIR channel of length at most L. Parseval's theorem, which states that 1 2
implies that 0 has unit power. Thus, 0 2 S, proving that S is convex.
Its dimension also follows from Lemma 1 and (10); the affine hull of elements of S is the set of trigonometric polynomials of degree L 0 1 with constant term equal to 1, which has dimension 2(L 0 1). Compactness follows from the readily verifiable fact that S, when viewed as a subset of the real vector space in Lemma 1, is closed and bounded.
A face F of a convex set S is a convex subset of S satisfying the property that if 0 1 ; 0 2 2 S and 0 1 + (1 0 )0 2 2 F for some 0 < < 1, then both 01 and 02 are in F . The geometry of S is studied below by determining the smallest face about any point in S.
A key result of this section is that power spectra in S which have spectral nulls are geometrically significant. The concept of a spectral null is now made precise. It is based on the factorized form
of (8), where c 0 and, for all i, r i 0 and 0 ! i < 2.
Definition 3:
The power spectrum 0(!) is said to have spectral nulls or zeros at ! 1 ; ! 2 ; . . . ; ! k if it can be written in the form (11) with r1 = 11 1 = r k = 1. This is denoted zeros 0 (! 1 ; . . . ; ! k ):
The number of zeros of 0 is defined to be the largest value of k for which (12) can be made to hold. 
The geometry of PnS is identical to that of C because the map n, defined by n (0(!)) = diag f0(0); 0(2=n); . . . ; 0(2(n 0 1)=n)g (17) is a vector space isomorphism from the range space of P n to the space of all n 2 n diagonal matrices.
Theorem 7:
The set C in (7) is convex and compact.
Proof: Since S in Theorem 2 is convex and compact, and Pn in (16) is a projection, PnS is convex and compact.
It is a consequence of the sampling theorem that Pn is one-to-one if and only if n 2L 0 1. Thus, the geometry of C is identical to that of S if and only if n 2L 0 1. However, it turns out that under the milder restriction n L 0 1, the extreme points of PnS are a subset of the extreme points of S.
Lemma 8: Define C, S, Pn,and n as above. Let F0 and F3 denote the smallest faces about the points 0 2 S and 3 2 C, respectively. Then 3 = n (P n 0) implies n (P n F 0 ) F 3 .
Proof: This follows from standard properties of projections [16] . Proof: Assume to the contrary that there exists an h h h such that 3(h h h) is an extreme point of C but that 0(!) does not have L01 zeros.
Then, by Lemma 8, PnF0 consists of a single point. From Lemma 4 and Theorem 5, there exists an F L02 such that F L02 F 0 . It will 2 Specifically, Lemma 1 shows that 0(!) is always nonnegative and has a well-defined Taylor series about any point. Therefore, the first nonzero term in the Taylor series expansion about a point ! at which 0(! ) = 0 must be an even power of (! 0 ! ). Moreover, expanding (11) as a trigonometric polynomial shows that the degree of this first term is twice the multiplicity of the zero.
be shown that PnFL02 contains an element other than 3, proving the theorem by contradiction. Since 0 has less than L01 zeros, there exists an i such that 3 ii is nonzero. Then 0 1 (!) = (1 0 e |2i=n e 0|! )0(!), after scaling to ensure unit power, also lies in FL02 but is such that the ith diagonal element of n (P n 0 1 ) is zero. Thus, n (P n 0 1 ) 6 = 3, as required.
Remark:
The proof of Theorem 9 shows that, provided n L 0 1, a necessary and sufficient condition for 3 to be an extreme point of C is for its pre-image f0 2 S: n(Pn0) = 3g to be an extreme point of S.
III. THE CONVEXITY OF THE MSE
Determining the worst performance (6) of a linearly precoded OFDM system appears to be difficult because the MSE (4), as a function of the channel h h h, has no nice properties. This section shows how this difficulty is overcome by treating the MSE (4) as a function of 3 instead. Indeed, it is proved that (4) is convex in 3.
Theorem 10: Let C be any convex subset of the set of all positive semidefinite diagonal n2n matrices. Then the MSE (4), when viewed as a function of 3 over the domain C, is convex.
Proof: For any 3 1 ; 3 2 2 C, define f() = tr (P H (3 1 + (1 0 )3 2 )P) 01 :
It must be proved that 
where A = Z P H 3 1 P , B = Z P H 3 2 P , and Z is any matrix such that (Z ) H Z = Z. This proves not only that f(0) and f (1) being finite implies that Z is well-defined 3 for 0 1, but that (18) always holds.
The practical significance of Theorems 7 and 10 is that the worst performance (6) of a linearly precoded OFDM system can be found by standard convex optimization routines [16] . (The same holds for the best performance.)
The theoretical significance is more profound because the resulting elegant geometry suggests that, for an OFDM system, the natural coordinate system for describing an FIR channel is based on the subchannel attenuation coefficients (5) and not the impulse response h h h.
IV. ON THE WORST CHANNEL
Channel spectral nulls, defined in Definition 3, are often considered undesirable because they can cause poor performance in communication systems. This section confirms this intuition by proving that the worst performance of any given linearly precoded OFDM system, defined in (6) , is achieved by a channel having L 0 1 spectral nulls. 3 The inverse used to define Z always exists at a point unless f() = 1. Since f(0) and f(1) are finite and (22) Proof: This immediately follows from the convexity of trf(P H 3P) 01 g (Theorem 10) and the fact that the extreme points of C all have L 0 1 spectral nulls (Theorem 9).
The proof of Theorem 11 holds for any convex performance measure, and not just the specific choice (4). Thus, the undesirability of spectral nulls may be expressed by saying that any convex measure of performance of a linearly precoded OFDM system achieves its maximum for some channel having as many spectral nulls as possible. (A length-L FIR channel can have at most L 0 1 spectral nulls.)
Remark: By generating random 3 2 2 precoder matrices and determining their worst performances (6) over a length L = 2 channel, it was observed that the spectral null of the worst channel for any given precoder was not necessarily located at 0, 2=3, or 4=3 (corresponding to 300, 311, or 322 in (5) being zero). It was, however, always observed to lie close to one of these three angular frequencies.
V. CONCLUSION
This correspondence explained why channels with spectral nulls are often associated with poor performance; channels with spectral nulls form the faces of the convex set of all subchannel attenuation coefficients. Therefore, any performance measure which is a convex function of the subchannel attenuation coefficients-such as the MSE of the maximum-likelihood estimate of the source symbols-achieves its maximum for some channel having the most spectral nulls.
The second main contribution of this correspondence was to describe completely the geometry of the subchannel attenuation coefficients. It was contended that the subchannel attenuation coefficients form a natural coordinate system in which to study certain aspects of linearly precoded OFDM systems. It is therefore expected that an understanding of the geometry of the subchannel attenuation coefficients will prove useful in other areas of research.
