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1. Introduction 
 
There is a growing body of empirical studies that analyze the incidence of market potential 
on the geographical distribution of population and economic activity, migratory patterns, 
wage levels and differences in regional income1. But, to date, few studies have examined 
the relation between market potential and patterns of city size growth. However, recently a 
number of papers have introduced market size effects in their explanations of the 
geographical distribution of cities and of their relative sizes. Indeed, in a recent survey, 
Redding (2010) points out that it might be interesting to reconcile new economic 
geography (NEG) models with the findings of the urban economics literature regarding the 
distribution of population size and population growth patterns. As Krugman (1991) claims, 
there are two types of factors that can be considered determinants of city growth: first nature 
factors, which are related principally with geography (climate, costal location, access to 
natural resources, etc.) and which influence city growth in their early stages; and, second 
nature factors, which are related to agglomeration economies and increasing returns of scale.   
 
Here, a part of the literature has considered the change in market potential a good proxy 
for agglomeration economies. However, the direction of the influence of market potential 
on city growth is unclear. Trade theory literature (Davis and Weinstein, 2002 and Hanson 
2005) concludes that greater market potential should foster growth, the rationale being that 
nearby cities offer a larger market and, hence, more possibilities of selling products. By 
contrast, location theory (Fujita et al. 1999) and hierarchy models (Dobkins and Ioannides, 
2001) suggest that increasing market potential could affect city growth negatively, the 
rationale being that the forces of spatial competition separate the larger cities from each 
other, so the bigger a city grows the smaller its neighboring cities will be. Finally, it is 
interesting to note that the effects of market potential on city size may differ depending on 
the initial size of the city.  
 
Although there is a sizeable body of theoretical research developing models around these 
factors, the empirical evidence remains limited. In recent years, various papers have 
specifically analyzed the incidence of market potential on city growth. For US cities, Black 
and Henderson (2003) analyze the determinants of population growth from a long-term 
perspective (1900-1990), finding clear influence of market potential on city growth. 
                                                          
1
 See Redding (2010) for a survey on this literature. 
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However, the effect becomes negative when they introduce the squared market potential 
variable. Henderson and Wang (2007) analyze the influence of market potential on 
population growth for metropolitan areas with a population over 100,000 inhabitants 
across 142 different countries between 1960 and 2000. They also report a positive effect 
and a value that is not negligible: a 1% increase in a city’s market potential increases city 
growth by 0.9% over a decade. Au and Henderson (2006) adopt a similar approach in their 
analysis of 225 Chinese cities during the nineties but choose to measure city growth in 
value-added terms. Their results are much more modest indicating that a 1% increase in 
market potential leads to a 0.16% increase in value added for the city. Finally, da Mata et al. 
(2007) analyze the determinants of city growth for Brazilian cities from 1970 to 2000 and 
report smaller values than the two studies discussed above. 
 
This paper is conducted in line with the preceding studies and specifically seeks to analyze 
the effects of the economic integration and industrialization of the Spanish economy on 
the evolution of urban system during the period 1860-1960. The hypothesis we test is the 
following: the geographical distribution and the relative size of the Spanish cities were 
historically determined by the location fundamentals of each territory. However, when the 
Spanish market began to be integrated, there was an increase in the concentration of 
population in a small number of cities. This concentration could explain the increase in the 
inequalities in the relative city sizes. In other words, in a context in which manufacturing 
activities were acquiring greater weight in the economy, the construction of the transport 
network and the integration of the markets would have favored, from the middle of the 
19th century, the agglomeration of economic activity and this could have been the basis for 
the changes in the long-run city patterns. Basically, the urban systems that prevailed before 
and after market integration and industrialization were quite distinct. Our results lend 
support to these hypotheses and confirm that the market potential had a clear influence on 
these processes.  
 
The main contributions of this paper are the following. First, we exploit the long-term 
historical episode of growth and economic integration that took place in Spain from the 
middle of the 19th century until the 1960s y. Thus, we are able to study the determinants of 
city growth throughout the whole industrialization process of the Spanish economy and at 
a time when the Spanish urban system was undergoing an intense transformation 
characterized by the concentration of the population in a small number of cities and with a 
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clear impact on their relative sizes. Second, following Black and Henderson (2003), 
Ioannides and Overman (2004) and Bosker et al. (2008), we test the importance of market 
potential on city growth. In this respect, we do not use the distance-weighted sum of 
population of all other existing cities as a proxy of city market potential. We present an 
empirical measure of city market access that considers a new set of historical estimates of 
regional GDPs for Spanish regions and the historical transport costs among regions, as well 
as the changes they underwent during the process of economic integration of the Spanish 
economy  
 
The remainder of the paper is organised as follows. In section 2 we describe the economic 
integration process that took place in Spain from 1860 to 1960 and we review the main 
evidence from the literature regarding its economic effects. In section 3 we analyze the 
evolution of the Spanish city size distribution from 1860 to 1960. In section 4 we present 
our data. In section 5 we describe the empirical analysis and we present and discuss the 
results obtained. Section 6 concludes. 
 
2. Market integration and economic agglomeration in Spain, 1860-1960  
 
From a long-term perspective, Spain’s internal market integration received a major push in 
the middle of the 19th century. Prior to this date, the Spanish regions had relatively 
independent economies. Barriers to interregional trade and the movement of capital and 
labour were ubiquitous: local tariffs and regulations on domestic commerce were 
widespread; weights and measures differed across regions; transport costs were very high 
due to low public investment in transport infrastructures and the particular geography of 
Spain, which lacked an extensive water transport system; economic information moved 
slowly across regions; the banking system was underdeveloped; and many regions had their 
own currencies (although they were all based on a bimetallic monetary system). As a 
consequence, regional commodity markets were scarcely integrated and the prices of 
production factors differed markedly from one region to another. 2   
 
Market liberalization and improvements in transport systems, particularly the completion 
of Spain’s railway network, prompted the creation of a national market for most major 
commodities during the second half of the 19th century. According to calculations reported  
                                                          
2 See, for example, Ringrose (1996) for further details. 
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by Herranz (2006), the introduction of the railway in 1878 meant a massive 86 per cent 
reduction in transport costs. In addition to these two factors, the successive political 
reforms of the 19th century upheld property rights, eliminated tariffs and local restrictions 
on home commerce and safeguarded the mobility of people and capital.  
 
The Spanish Civil War and the first years of Franco’s regime acted as a brake on Spanish 
growth and its national economic integration. The regulation of markets for goods and 
factors of production combined with government control of the prices and quantities of 
final and intermediate goods, energy, capital markets and wages reduced the mobility of 
factors and resources. The movement of capital across regions slowed and labour 
migration came to a halt after an initial period of growth in the 1920s (Silvestre, 2005). 
Likewise, the absence of investment in infrastructure did little to reduce transport costs 
during the 1940s and early 1950s. The economic liberalisation and stabilisation measures 
introduced during the decade of the fifties however favoured the transition of the Spanish 
economy toward a new phase of economic development that would last until the oil crisis..  
  
Recent studies have attempted to analyse the effects of this process of long-term economic 
integration and growth on the distribution of industry across Spanish regions3. Rosés 
(2003) and Tirado et al. (2002) provide new empirical evidence confirming that, from the 
second half of the 19th century until the outbreak of the Spanish Civil War, there was a 
marked increase in the geographical concentration of industry. In addition, both studies 
stress that this long-term evolution was in line with predictions emanating from NEG 
models. This strand of the literature suggests that the reduction in transport costs in the 
presence of scale economies in industrial activities results in the geographical concentration 
of industry and that production agglomerates in locations that enjoy the best access to 
markets. In other words, new evidence regarding the evolution of the geographical 
concentration of industry in Spain in the period that extends from 1860 to 1960 points to 
the fact that the relative market access of Spanish regions could act as an important 
explanatory factor of industrial agglomeration geography.  
 
Besides, a recent set of empirical papers has explored this hypothesis in depth. On the one 
hand, Martínez-Galarraga (2012), adopting the empirical proposal in Midelfart-Knarvik et 
                                                          
3 Most of the empirical contributions to the Spanish case discussed below adopt the standard empirical 
methodologies developed for the analysis of NEG models. Redding (2010) offers a recent survey of these 
empirical methods.  
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al. (2002), demonstrates that, during the first long phase of Spanish industrialization (1860-
1930), industrial sectors characterized by the existence of scale economies tended to 
concentrate in regions with higher market access. This result is in line with findings 
reported in studies analyzing historical integration processes in other countries (see, for 
example, Wolf (2007) for Poland, and Crafts and Mulatu (2005) for the United Kingdom). 
On the other hand, Paluzie et al. (2009a), adopting the empirical framework developed in 
Hanson (2005), verify, in concordance with the wage equation derived in the Helpman-
Krugman model, the existence of a spatial wage structure that relates industrial nominal 
wages with the relative market potential of regions at different points in time. Other 
analyses based on this methodology can be found in Brakman et al. (2004) for the case of 
Germany and Mion (2004) for that of Italy. 
 
Spanish economic growth and market integration also favored the increasing concentration 
of population across regions. In fact, the Gini index for regional population (at a NUTS3 
scale) grew steadily from 0.266 in 1860 to a value of 0.402 in 1960.4 Several studies have 
also explored the economic factors underpinning this process. First, in line with the 
empirical proposals made in the NEG literature, Paluzie et al. (2009b) followed Crozet 
(2004) to demonstrate the existence of a direct relationship between the location decisions 
of migrants and the market potential of the host regions during the two main waves of 
internal migrations in Spain in the 1920s and the 1960s.5 Second, Ayuda et al. (2010) 
analyzed the patterns of the geographical distribution of population in Spain from the 18th 
century onward. They report that in the pre-industrial period, when agriculture was the 
predominant activity, first nature advantages determined the distribution of population 
across Spanish provinces as climatic and topographic conditions had a direct impact on 
agrarian productivity. As a result, these natural conditions provided some locations with an 
initial advantage. However, the authors conclude that market integration in a context of 
industrialization strengthened this pattern. From 1900 onwards, second nature geography, 
linked to increasing returns and relative access to regional markets, reinforced the process 
of spatial agglomeration of population.6 
 
                                                          
4 Ayuda et al. (2010). 
5 Kancs (2005) also makes use of this approach in analyzing the determinants of migratory flows in the 
European Union. 
6 In a similar vein, Goerlich and Mas (2009) also study the long-term determinants of the agglomeration of 
population in Spain. 
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Summing up, this empirical literature records that industrial production and population in 
Spain agglomerated parallel to the long-term process of development and market 
integration. Moreover, in line with the hypotheses derived from NEG literature, the 
differences in regional market access acted as a key factor in explaining the geography of 
this increasingly agglomerated economy. In line with these conclusions, the sections that 
follow are devoted, first, to presenting new evidence regarding the changes experienced in 
the Spanish urban system during this long-term process of economic development and 
market integration; and, second, to analyzing the role played by differences in the market 
access of Spanish cities as a factor that accounts for their relative growth. 
 
3. Changes in the Spanish urban system: The evolution of the city size distribution 
 
This section analyses the evolution of Spain’s city size distribution from 1860 to 1960. 
Other studies have examined this distribution, above all during the twentieth century 
identifying a divergent pattern of growth in city sizes during the period 1900–1970 (see 
Lanaspa et al., 2003, for a good example of this). Here we seek to add to this literature by 
offering new empirical evidence dating back to 1860. We estimate Pareto exponents and 
empirical density functions. Our results show that from 1860 to the beginning of the 
twentieth century the city size distribution remained stable, but after that date a process of 
divergent growth that increased inequality within the distribution is identified. 
 
Our geographical unit of reference is the municipality (local government areas), the smallest 
spatial subdivisions in Spain’s administrative system, which cover the whole territory and 
include all the country’s population. Our population data are drawn from the 1860 census 
and thereafter from the decennial censuses conducted since 1900. Reher (1994) provides 
population data for 1860, while for all the other decades we use data from the Spanish 
official statistics institute, the censuses of the Instituto Nacional de Estadística (INE - 
www.ine.es).  
 
Herein Table 1 
 
Table 1 shows the number of municipalities by period and their corresponding descriptive 
statistics. We impose a minimum population threshold of 5,000 inhabitants in each period 
since the smallest municipalities can hardly be considered urban (one of the particular 
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features of the Spanish city system is the high number of small rural towns). Furthermore, 
until the middle of the twentieth century a considerable part of the country’s employment 
was concentrated in the agriculture sector (38.7% in 1960 according to OECD data), so 
metropolitan structures only really began to emerge in the second half of the century. 
Figure 1, which plots two maps showing the spatial distribution of the municipalities in our 
samples in 1860 and 1930, shows that there was a sizable entry of new cities in the 
distribution by this later date. In 1860 most of the cities were located in Andalusia, the 
southernmost region of Spain, but several decades after, new cities had emerged in the 
centre and in the northwestern regions of Spain.   
 
Herein Figure 1 
 
A standard way to analyse the evolution of the city size distribution involves fitting a Pareto 
distribution to the data (Cheshire, 1999; Gabaix and Ioannides, 2004). Let iS  be the size 
(population) of city i  and iR  its corresponding rank (1 for the largest, 2 for the second 
largest and so on). We define the relative size of the ith city, is , as the quotient between the 
city’s population and the contemporary average, 
                                                        
∑
=
== N
i
i
ii
i
S
N
S
S
S
s
1
1
,                                                 (1) 
where N  is the sample size. A power law (Pareto distribution) links city size and rank as 
follows: ( ) aiii ASSR −= , where A  is a constant and a  is the Pareto exponent. Zipf’s law is 
an empirical regularity, appearing when the Pareto exponent of the distribution is equal to 
unity ( 1ˆ =a ) and which means, when ordered from largest to smallest, the size of the 
second city is half that of the first, the size of the third is a third of the first, and so on. 
Moreover, the greater the coefficient, the more homogeneous the city sizes. 
 
Herein Figure 2 
 
Taking logs we obtain the logarithmic version usually estimated by OLS. We apply the 
specification proposed by Gabaix and Ibragimov (2011), subtracting 21  from the rank to 
obtain an unbiased estimation of a : 
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where iε  is the error term. We estimate Equation (1) by OLS for our sample of cities in the 
different periods from 1860 to 1960. Graph (a) in Figure 2 shows the results7, which 
demonstrate that the distribution remained stable from 1860 to 1900, and the estimated 
coefficients are greater than one, indicating that city sizes were homogeneous. Since the 
beginning of the twentieth century the estimated values of the Pareto exponent tend to fall, 
indicating a process of divergent growth in Spanish cities (Lanaspa et al., 2003). However, 
the exponent is always greater than one, rejecting Zipf’s law. Graph (b) shows the results 
considering a balanced panel of the 262 municipalities existing in 1860 with population 
above the minimum population threshold, not allowing the entry or the exit of cities in the 
sample. The pattern for these cities is similar to that of the whole sample: the Pareto 
exponent is stable until 1900, when it begins to decrease. The only difference is that, for 
this sample of cities, the estimated exponent at the end of the period is close to one.    
 
We also estimated the Gini coefficients for each period, which have the advantage of not 
imposing a specific size distribution (Pareto for rank-size coefficients)8. The results are 
similar; throughout the whole period the evolution of the distribution indicates a divergent 
pattern as the coefficient rises from 0.45 in 1860 to 0.61 in 1960, with the coefficient 
growing particularly fast since 1930. Finally, Graph (c) in Figure 2 shows the empirical 
density functions for the four periods (estimated using adaptive kernels). It can be seen that 
the distribution remained almost static from 1860 to 1900. Since then, from a highly 
leptokurtic distribution with much of the density concentrated in the mean value of the 
distribution, the distribution has lost kurtosis and the concentration has decreased. This 
evolution is more pronounced for the sample of 262 largest municipalities in 1860 (Graph 
d), indicating that the initially largest cities were especially involved in the divergence 
process. Thus, once more, our results point to increasing inequality within the distribution.  
 
Both analyses the parametric and the nonparametric one, show that the distribution 
remained stable until 1900, when a process of divergent growth started. Our results are 
robust to the entry of new cities in the sample, because when we consider a balanced panel 
                                                          
7 We also estimated the Pareto exponent using simple OLS regressions and the Hill estimator, and the results 
were quite similar.  
8 Although there is a statistical relationship between Zipf’s law and the main concentration indices: Gini, 
Bonferroni, Amato, and the Hirschman–Herfindahl index (Naldi, 2003). 
 9 
of cities we obtain similar patterns. The hypothesis we test in the following sections is that 
the factor driving this change in the distribution of city sizes is the economic integration 
process that took place during the period 1860 to 1960, the effects of which were 
particularly marked after 1900. 
 
4. Data 
 
To analyze the growth in Spanish cities we use, as in the previous section, official city 
population data from the decennial censuses. Population data for 1860 are from Reher 
(1994), and for all the other decades our data source is the census conducted by the 
National Statistics Institute (Instituto Nacional de Estadística). Our main hypothesis is that the 
domestic market integration that took place between 1860 and 1960, under the presence of 
agglomeration economies, is a fundamental cause of the change in the structure of Spanish 
cities. Therefore, our main explanatory variable is the market potential, which reflects the 
market access of each city. This variable has been extensively used in recent studies 
focusing on the determinants of growth and the spatial distribution of cities, including 
Black and Henderson (2003), Ioannides and Overman (2004) and Bosker et al. (2008). 
However, one of our empirical contributions is that we do not use the distance- weighted 
sum of population of all other existing cities as a proxy of a city’s market potential. Instead 
of this common option, we derive the market potential variable from a retrospective 
estimate of regional market potential that is distributed across cities based on the relative 
size of the cities in each region. The regional market potential is the so-called ‘nominal 
market potential’ or the Harris market potential equation, defined as:  
∑
−
−
=
nj
j ij
j
i d
M
MP
1
,     (3) 
where jM  is a measure of the size of province
9 j  (GDP) and ijd  is the distance, or in this 
case, the bilateral transport costs between i  and j .  
 
Yet, this measure of market access, proposed by geographers and widely adopted by 
economists, could be considered an ad hoc indicator considering that it is neither built upon 
a solid theoretical foundation nor it is derived from a structural estimate10. However, the 
advances made by NEG models help overcome this lack of theoretical foundation for this 
                                                          
9 Provinces are Spanish NUTS3 regions. 
10 Notwithstanding, from an empirical perspective, when compared to structural estimates of market 
potential, Head and Mayer (2004) conclude that the Harris equation performs well. 
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empirical measure of market potential. Specifically, Combes et al. (2008) derive an 
expression for the real market potential (RMP) that establishes a relationship with the 
Harris (1954) equation. We adapt that specification to account for the relative size of cities 
within each region, where RMPj,r is the real market potential of city j in region r. Thus, we 
can establish the following expression: 
∑
∑
−
=
⋅≡=
1
1
,
σµφ sssrsn
j
j
j
rjrj PY
Pop
Pop
RMPsRMP
r
                                           
(4) 
where RMPr is the real market potential of region r, js  measures the relative size of city j  
in region r and the term φrs measures the accessibility of the goods from r into market s as 
a function of transport costs, which are represented by ( )1−−≡ στφ rsrs . 
 
Once this expression of real market potential for regions (RMPr) has been derived from an 
NEG model, it is possible to establish a relationship between the latter and the market 
potential equation defined by Harris. To do this, three assumptions have to be made. First, 
we accept that δφ −= rsrs d , where drs is the distance between locations r and s, and the 
exponent δ corresponds to the estimated parameter for distance in the gravity equations 
that analyze the determinants of the volume of bilateral trade. Second, it is assumed that 
the share of each good within the total consumption does not vary between regions, so that 
µ=111. Finally, a key element is the inclusion of the price index 1−σsP  in the real market 
potential (RMPr), an element that is absent from the Harris equation. However, it allows us 
to assume that there is no variation in the price indices from one region to another. Bearing 
these three assumptions in mind, we can thus obtain the Harris (1954) equation from our 
expression of real market potential. 
 
Employing this expression, Martínez-Galarraga (2010) offers a measure of Spanish NUTS3 
market potential for the years 1860, 1900 and 1930 based on Crafts’ study (2005)12. The 
author obtains historical market potential figures for Spanish NUTS3 regions as follows. 
First, he considers that market potential can be divided into two main components. Thus, 
he calculates the domestic market potential ( )rDMP , which includes all Spanish provinces 
                                                          
11 “This simplifying assumption may be deemed acceptable when working with the consumption of final 
goods” Combes, Mayer and Thisse (2008), p. 305. 
12 See Martínez-Galarraga (2010) for a detailed description. 
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including each province’s self-potential ( )rSP , and the foreign market potential ( )rfFMP  
between the provincial and the international node ‘f’. In particular, the market potential of a 
province r ( )rMP  is calculated as the sum of the domestic and foreign market potential: 
rfrr FMPDMPMP += . Following this expression, the domestic market potential for each 
one of the 47 provinces r is calculated as r
s
rs
s
r SPd
M
DMP += ∑
=46
1
, being 
rr
r
r d
MSP =  the 
measure of the self-potential of each province r, where rrd  is calculated taking a distance 
rrθ  equivalent to a third of the radius of a circle with an area equal to that of the province: 
( )
pi
θ rrr
rovinceareaofthep333.0= .  
 
The size of the provincial markets ( )rM  is measured in terms of aggregate income. GDP 
data at the NUTS3 levels are obtained from Rosés et al. (2010). The internal distance 
between regions rsd  is calculated including transport costs, which requires access to data 
on distances and average transport rates for commodities. Internal transport is assumed to 
be by railway and coastal shipping. For railway distances, the Ministry of Public Works 
(Ministerio de Obras Públicas) (1902) and Wais (1987) were consulted. For distances between 
ports, electronic atlases supply information on the length of sea journeys13. For transport 
costs, data on railway rates were obtained from Herranz (2006) and coastal shipping rates 
in 1865 were obtained from Nadal (1975). In order to consider the reduction in sea 
transport costs, the data were corrected with the freight rate indices calculated by 
Mohammed and Williamson (2004). However, in 1860, our first benchmark year, only 32 
of the 47 provinces considered were connected to the railway network. For this reason, 
road transport was also included in the internal market potential estimates for this year14. 
Distances by road were taken from the General Directorate of Public Works (Dirección 
General de Obras Públicas) (1861). For road transport prices, the information provided by 
Barquín (1999) was used. Finally, the relative weight of each transport mode in the coastal 
provinces was obtained from Frax (1981).  
 
                                                          
13 www.dataloy.com and www.distances.com. 
14 In 1930, however, road transport was not yet playing an important role, and therefore, it was not 
considered (Herranz, 2006). 
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Foreign markets were added to the internal market potential15. The construction of the 
external market potential used here is based on the gravity equation for international trade 
estimated by Estevadeordal et al. (2003). The elasticities obtained for distance and tariffs 
are used here to reduce the size of foreign markets. The GDP of the main trading partners 
of Spain was obtained from Crafts (2005) based on the estimates of Prados de la Escosura 
(2000). Prevailing exchange rates were applied to convert the GDP figures from pounds to 
pesetas. Maritime distances were once again obtained from an electronic atlas and tariffs 
come from O'Rourke (2000) and Mitchell (1998a, 1998b). So, the foreign market potential 
of province r ( )rfFMP  is obtained according to the next expression, where rpd  captures 
the distance from the inland provincial node to the nearest Spanish port: 
∑
=
−−
⋅⋅=
4
1
0.18.0tan
f
rp
f
rf TariffceDisd
M
FMP , with 1=rpd  if r is a coastal province, and 
rsrp dd =  if r is an inland province.  
 
Hence, the total market potential of province r ( )rMP  is obtained as the sum of the 
following terms, the first two corresponding to the domestic market potential (including 
the self-potential of province r) and the last one capturing the foreign market potential:  

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with rpd  conditioned to the coastal or inland nature of province r. Therefore, the market 
potential of city j in region r is rjrj MPsMP =, . 
 
Finally, we also introduced several geographical variables in the estimations to control for 
first nature causes. Altitude and ruggedness data by municipality were obtained from Azagra 
et al. (2006) and Goerlich and Cantarino (2010), respectively. 
 
5. Empirical analysis 
 
First, we conduct a nonparametric analysis of the effects of market potential on urban 
growth. To do this, we estimate the nonlinear relationship between initial market potential 
                                                          
15 Differences with Crafts’ (2005) study are explained in Martínez-Galarraga (2010). 
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and growth using a local polynomial smoothing16 for any cross-section in our sample. 
Figure 3 shows the results, including the 95% confidence bands. We can observe a clearly 
positive relationship between market potential and city size in the three periods, although 
there is a temporal evolution pointing to the decreasing influence of market potential over 
time. Thus, when focusing on cities with a low initial market potential, we can observe that 
the effect on mean population growth ranges from 0.2 to 0.4 between 1860 and 1900, 
around 0.2 between 1900 and 1930, and from 0 to 0.2 between 1930 and 1960. A similar 
pattern is observed for cities with a high initial market potential. Although the effect on 
mean population growth basically ranges from 0.4 to 0.6 in the three periods, in the last 
period (1930-1960) a negative effect on population growth can even be identified for top 
market potential cities.     
 
Herein Figure 3 
 
Second, conducting a parametric analysis, we want to exploit the panel structure of our 
data. Therefore, we study the period 1860–1960 using panel data and consider three 
homogeneous periods: 1860–1900, 1900–1930 and 1930–1960. The initial and final sets of 
cities are those plotted in Figure 1. Our baseline equation is similar to that proposed by 
Black and Henderson (2003) and Henderson and Wang (2007): 
( ) itititititit lXgmpmpg εδφγβα +++++= −−− 1211 lnln ,       (6)
 
where the independent variable is the logarithmic growth rate, ( )1lnln −−= ititit SSg . The 
main explanatory variable is the city relative market potential ( )itmp , defined as 
∑
=
tn
jt
t
it
it
MP
n
MP
mp
1
1
, and itX  is a vector of both time variant and time invariant variables. 
The cross-sectional measure of market potential is normalized by the contemporaneous 
average market potential to avoid that later periods can overpower effects in earlier ones 
through absolute growth in market potential (Black and Henderson, 2003). Furthermore, 
we use a measure of market potential excluding each province’s self-potential to avoid 
endogeneity concerns (more on this below). 
                                                          
16
 The local polynomial smoother fits the growth rate ( )ititit SSg lnln 1 −= +
 
to a polynomial form of  
1ln −itMP  via locally weighted least squares. We use the lpolyci command in STATA with the following 
options: local mean smoothing, a Gaussian kernel function to calculate the locally weighted polynomial 
regression and a bandwidth determined using Silverman’s (1986) ‘rule-of-thumb’.   
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The time invariant variables represent the locational fundamentals (first nature factors) of 
each location. They include a coastal dummy indicating if the city has access to the sea, the 
city’s altitude and a measure of ruggedness taken at the city level. Provincial fixed-effects 
are also included to control for other local characteristics for which we have no data. We 
also introduce the squared market potential variable to capture the possible nonlinear 
behaviour detected previously with nonparametric analysis. A positive β  coefficient is 
expected, as city growth increases in those locations with greatest market potential. 
However, this positive effect is expected to fall with the market potential size, since the 
marginal effect of market potential should be stronger for cities with low market potential 
(Black and Henderson, 2003). Thus, a γ  negative coefficient is expected. Finally, we add 
the lagged growth rate to the specification to control for the persistence in growth rates.  
 
Herein Table 2 
 
Table 2 shows our first set of results: the OLS estimates of Eq. (6). The first column 
reports a simple OLS regression with only one explanatory variable, the market potential. 
The coefficient is clearly positive and significant. In column 2 we add the squared market 
potential variable, with an estimated negative sign indicating significant quadratic effects. 
These results remain the same even when we add the geographical variables (column 3) and 
the set of provincial and time fixed-effects (columns 4 to 6). However, estimated 
coefficients for market potential slowly increase until a value of 0.067 in column 6. Figure 4 
confirms that the relationship between city growth and the initial market potential is 
positive, and also reveals a slight nonlinear relationship.   
 
Herein Figure 4 
 
Nevertheless, there could be problems with the OLS estimation of Eq. (6). As Henderson 
and Wang (2007) highlight, there are unobservable effects related to individual cities that 
may operate at a regional level and be correlated with city growth and market potential: 
some geographical characteristics, local culture, business climate or institutions. 
Furthermore, in any city growth estimation there could be an issue with the time 
persistence in the error structure. Moreover, there might be potential spatial correlation 
between cities. Due that we consider that the infrastructures are a key element to explain 
 15
the changes in the market potential for cities, our main concern relates with the role played 
by these infrastructures. Policy makers tend to improve infrastructures in the most 
populated cities, but these infrastructures (roads, railways, etc.) undoubtedly also increase 
the market access of these locations (Holl, 2012), generating problems with our 
specification. To deal with this last issue we use a measure of market potential excluding 
each province’s self-potential; thus, in our specification changes in local infrastructures can 
affect population growth in city i (Garcia-López et al., 2013), but we exclude the possible 
effect on city i market potential. The policy decision process and the construction of these 
infrastructures often take several periods, so the past growth rate we introduce in the 
specification can incorporate the forecasting of these infrastructures, and hence this 
dynamic model could alleviate the possible endogeneity problem.  
 
We need to instrument the market potential variable (and its square) in the first stage 
regressions of the IV estimation. We use three instruments: city population as a proportion 
of the total provincial population, its square and a Madrid dummy variable that takes a 
value of 1 for the city of Madrid and 0 for all others. Population can serve as a good 
measure of market potential, and in some papers it is used directly instead of GDP (Black 
and Henderson, 2003; Ioannides and Overman, 2004; Henderson and Wang, 2007). To be 
cautious, we use the lagged values of these shares; thus, values from 1787 are used to 
estimate market potential in 1860, and so on.17 The Madrid dummy reflects that the capital 
city tends to be more dominant the more political instability there is in a country and the 
more authoritarian is its regime (Ades and Glaeser, 1995), given that Spain suffered military 
dictatorships during the twentieth century (1923-1931 and 1939-1975). Ayuda et al. (2010) 
also introduce this Madrid dummy variable and find it significant. 
 
It could be argued that using city population as a proportion of the total provincial 
population might not be a good instrument, because it is probably highly correlated with 
city growth, our endogenous variable in the second stage regression. However, one of the 
particular features of the Spanish urban system was that internal migrations were not 
statistically related to differential city growth for the whole sample of cities in 1930. 
Silvestre (2005) shows that, although Spanish internal migrations grew significantly during 
the 1920s, these movements were limited to just a few big cities. In fact, Silvestre calculates 
                                                          
17
 Population data for 1787 come from Reher (1994). 
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that by 1930, two provinces, Madrid and Barcelona, accounted for 45.97 per cent of the 
total stock of Spanish migrants. 
 
Herein Table 3 
 
Table 3 shows the IV results. We estimate the second stage regressions by GMM; some 
statistics from the first stage regressions are also reported.18 Our instruments seem to 
perform well, as the 2R  in the first stage regressions exceeds 0.7 in most of the 
specifications, the weak instruments hypothesis is always rejected using the Stock-Yogo test 
(results not shown), and all the models pass the overidentification test (Hansen J statistic) 
for any significance level, except the model in column (1). Here again, when the only 
explanatory variable is the market potential (column 1) we obtain a clearly positive and 
significant coefficient, although higher than in the OLS regression. In general, coefficients 
for market potential and its square tend to be higher than in the OLS estimations in all the 
specifications. When we add the squared market potential variable (column 2) both 
coefficients are significant. Once more the effect of market potential is positive and 
significant, and the squared market potential variable has a significant negative sign 
revealing that the impact on market potential growth has a quadratic shape. These results 
remain similar in all the models (column 2 to 6), when we add all the sets of controls, 
provincial and time fixed-effects. In the last specification (column 6), the estimated effect 
of market potential on growth is almost 0.071, a slightly higher value to the OLS estimate.19  
 
The number of cities in our sample grows from 266 in 1860 to 877 in 1930, so it might be 
argued that our results are driven by new cities entering the distribution rather than by the 
effects of market integration. To address this concern we estimate Eq. (6) using data only 
from those cities that were created before1860, and do not include any of the new cities.20 
As such, our sample comprises the set of cities plotted in map (a) in Figure 1. Table 4 
shows the IV results of this robustness check. The instruments used are the same as above. 
The coefficients for the market potential maintain the sign and significance as in the 
estimations for the whole sample, confirming that our results are robust to the entry of 
                                                          
18
 The complete results of the reduced regressions, first stage regressions and all the tests, not shown for 
size restrictions, are available from the authors on request.  
19
 Ahlfeldt and Feddersen (2010) examine the incidence of speed rail on market access in Germany. As in 
our analysis, they obtain similar coefficient estimates both for the OLS and IV estimation. They conclude 
that the endogeneity concerns can be rejected in that subject case. 
20
 As Black and Henderson (2003), we also estimate Eq. (6) including a variable measuring the number of 
cities in each period, and results do not vary. 
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new cities. Nevertheless, there are two interesting differences. First, the estimated 
coefficients for the market potential tend to be smaller, meaning that the influence of 
market potential on growth is weaker in these cities. Thus, as these cities tend to be large 
cities this result supports the decreasing influence of market potential over time. Second, 
the past population growth is always negative and significant, while in the estimations using 
all cities this variable was only significant in one case (column 5 in Table 3), confirming that 
the initially largest cities were especially involved in the divergence process. 
 
6. Conclusions 
 
In this paper we have analyzed the determinants of city growth, focusing primarily on the 
factors that determine the configuration of the urban system. Our hypothesis has been that, 
in the context of the growing economic integration and industrialization experienced by 
Spain from the second half of the 19th century onwards, the presence of agglomeration 
economies implied that the access to markets was an important factor explaining the 
relative growth of Spanish cities and so affecting the country’s urban pattern. In order to 
test this hypothesis, in the empirical analysis both the location fundamentals (relating to 
Spain’s geography) and the city market size (a variable introduced by theoretical approaches 
conducted within NEG) have been considered as determinants of city growth. Our results 
show that Spain’s urban growth was related initially to first nature characteristics but that it 
was also affected by the forces of the agglomeration economies measured in terms of home 
market size. All these elements had an impact on Spanish urban design, which experienced 
a growth in its city size inequality due to the fact that, throughout the process of economic 
growth and integration, the cities with greatest market potential benefited most from the 
presence of agglomeration economies. 
 
The present analysis confirms the results obtained in some works devoted to the study of 
determinants of population growth in US, Brazilian or Chinese cities during different 
periods comprising the second half of the XXth century. In this respect our main 
contribution has been the use of a direct measure of market access. It has been constructed 
making use of regional GDPs and transport costs at the time of each one of the 
benchmark years. Results point out to the presence of a positive effect of market potential 
on population growth of Spanish cities. 
 
 18
Our results also fall in line with those that have pointed to the importance of 
agglomeration forces in the definition of Spanish economic geography. A bulk of recent 
NEG empirical literature devoted to the analysis of the Spanish historical experience has 
showed that market access acted as a relevant factor explaining regional industry location, 
the upsurge of wage gradients or the direction and intensity of internal migratory flows 
along the process of national market integration and industrialization. In this paper it has 
been shown that the relative market potential of cities was also a key factor in explaining 
their relative growth during the period 1860-1960, and specially from the very beginning of 
the XXth century.      
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Table 1. Number of cities and descriptive statistics by year 
Year Cities 
Mean 
population 
Standard 
deviation 
Minimum Maximum 
1860 266 13,267.34 24,712.85 5,004 279,379 
1900 657 13,720.86 32,795.34 5,001 539,835 
1930 877 15,684.87 50,554.06 5,000 1,005,565 
1960 1,030 20,878.10 91,372.98 5,004 2,259,931 
                       Data sources: Reher (1994) and Instituto Nacional de Estadística, www.ine.es. 
               
 
Table 2. Spanish city size growth: Panel 1860-1960, OLS 
   (1)   (2)   (3)   (4)   (5)   (6) 
Relative MP excluding self-potential  0.029***  0.057***  0.058***  0.052***  0.071***  0.067*** 
  (0.004)  (0.007)  (0.009)  (0.008)  (0.011)  (0.011) 
Relative MP square excluding self-potential    -0.002***  -0.002***  -0.002***  -0.003***  -0.003*** 
    (0.000)  (0.000)  (0.000)  (0.001)  (0.000) 
Population growth (t-1)      -0.011  0.014  -0.096*  -0.067 
      (0.051)  (0.048)  (0.053)  (0.050) 
Coastal dummy      -0.036  -0.050  -0.045  -0.057 
      (0.036)  (0.034)  (0.039)  (0.036) 
ln(Altitude)      -0.016  -0.022**  -0.042***  -0.044*** 
      (0.009)  (0.009)  (0.013)  (0.012) 
ln(Ruggedness)      -0.048***  -0.028**  -0.033*  -0.024 
      (0.012)  (0.012)  (0.018)  (0.017) 
Provincial fixed-effects  N  N  N  N  Y  Y 
Time fixed-effects  N  N  N  Y  N  Y 
R2   0.040   0.050   0.089   0.170   0.207   0.266 
Observations   1661   1661   1010   1010   1010   1010 
 
Notes: Coefficient (robust standard errors). Significant at the *10%, **5%, ***1% level. 
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Table 3. Spanish city size growth: Panel 1860-1960, IV GMM 
   (1)  (2)  (3)  (4)  (5)  (6) 
Relative MP excluding self-potential  0.056***  0.102***  0.098***  0.071***  0.097***  0.071*** 
  (0.006)  (0.014)  (0.013)  (0.009)  (0.014)  (0.011) 
Relative MP square excluding self-potential    -0.004***  -0.004***  -0.002***  -0.004***  -0.003*** 
    (0.001)  (0.001)  (0.000)  (0.001)  (0.001) 
Population growth (t-1)      -0.051  -0.012  -0.122**  -0.075 
      (0.052)  (0.049)  (0.053)  (0.049) 
Coastal dummy      -0.046  -0.053  -0.048  -0.057 
      (0.037)  (0.034)  (0.038)  (0.035) 
ln(Altitude)      -0.007  -0.016*  -0.038***  -0.041*** 
      (0.009)  (0.009)  (0.012)  (0.011) 
ln(Ruggedness)      -0.046***  -0.028**  -0.028  -0.023 
      (0.012)  (0.012)  (0.017)  (0.017) 
Provincial fixed-effects  N  N  N  N  Y  Y 
Time fixed-effects  N  N  N  Y  N  Y 
First Stage statistics              
FS (Relative MP)): F test, (p-value)  64.69  64.69  82.92  89.63  95.78  107.82 
  (0.000)  (0.000)  (0.000)  (0.000)  (0.000)  (0.000) 
FS (Relative MP): Uncentered R2   0.764  0.764  0.844  0.854  0.884  0.893 
FS (Relative MP square): F test, (p-value)    19.98  20.78  21.00  27.08  28.13 
    (0.000)  (0.000)  (0.000)  (0.000)  (0.000) 
FS (Relative MP square): Uncentered R2    0.661  0.695  0.699  0.736  0.740 
Second Stage (GMM) statistics              
Uncentered R2   0.403  0.426  0.439  0.496  0.518  0.556 
Hansen J statistic, p-value   0.046  0.391  0.421  0.879  0.520  0.994 
Observations   1010  1010  1010  1010  1010  1010 
Notes: Coefficient (robust standard errors). Significant at the *10%, **5%, ***1% level. 
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Table 4. Spanish city size growth: Robustness checks, panel with no entry, IV 
GMM results 
   (1)  (2)  (3)  (4)  (5)  (6) 
Relative MP excluding self-potential  0.043***  0.078***  0.083***  0.070***  0.071***  0.058*** 
  (0.005)  (0.011)  (0.010)  (0.008)  (0.012)  (0.011) 
Relative MP square excluding self-potential    -0.003***  -0.003***  -0.002***  -0.003***  -0.002*** 
    (0.001)  (0.001)  (0.000)  (0.001)  (0.000) 
Population growth (t-1)      -0.201***  -0.145***  -0.276***  -0.224*** 
      (0.055)  (0.054)  (0.054)  (0.053) 
Coastal dummy      -0.049  -0.053  -0.051  -0.059 
      (0.052)  (0.049)  (0.058)  (0.055) 
ln(Altitude)      -0.009  -0.013  -0.038**  -0.041** 
      (0.013)  (0.013)  (0.018)  (0.017) 
ln(Ruggedness)      0.026  0.025  0.005  0.007 
      (0.017)  (0.016)  (0.022)  (0.022) 
Provincial fixed-effects  N  N  N  N  Y  Y 
Time fixed-effects  N  N  N  Y  N  Y 
First Stage statistics              
FS (Relative MP)): F test, (p-value)  60.16  60.16  79.49  84.81  86.32  94.24 
  (0.000)  (0.000)  (0.000)  (0.000)  (0.000)  (0.000) 
FS (Relative MP): Uncentered R2   0.766  0.766  0.853  0.861  0.908  0.917 
FS (Relative MP square): F test, (p-value)    19.32  20.34  20.48  25.42  25.79 
    (0.000)  (0.000)  (0.000)  (0.000)  (0.000) 
FS (Relative MP square): Uncentered R2    0.661  0.705  0.708  0.787  0.791 
Second Stage (GMM) statistics              
Uncentered R2   0.511  0.524  0.543  0.571  0.621  0.642 
Hansen J statistic, p-value   0.097  0.888  0.621  0.474  0.896  0.746 
Observations   673  673  673  673  673  673 
Notes: Coefficient (robust standard errors). Significant at the *10%, **5%, ***1% level. 
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Figure 1. Cities in the sample, 1860 and 1930 
 
(a) 1860 
 
(b) 1930 
Notes: Geographical boundaries defined according to census in 2000. 
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Figure 2. Evolution of the Spanish city size distribution 
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(a) Pareto: All sample      (b) Pareto: Balanced panel (262 municipalities) 
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(c) Empirical pdfs: All sample         (d) Empirical pdfs: Balanced panel (262 municipalities) 
Notes: The Pareto exponents are estimated using Gabaix and Ibragimov’s Rank- 21  estimator. Dashed lines 
represent the standard errors calculated applying Gabaix and Ioannides’s (2004) corrected standard errors: 
( ) 212ˆ s.e. GI Na ⋅= , where N  is the sample size.  
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Figure 3. Growth (ln scale) by initial market potential 
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Figure 4. Scatter plot of city growth (ln scale) against initial relative market potential 
(excluding selfpotential), Panel 1860–1960 
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Notes: The values are shown until relative market potential of 5, because the few extreme highest 
values distort the graph. Curve fitted using LOcally WEighted Scatter plot Smoothing. 
