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Notations et définitions
Notation Signification
j
√−1
XT transposée de la matrice X
XH transposée conjugué de la matrice X
Tr(X) trace de la matrice X
〈X ,Y 〉 produit scalaire euclidien (hermitien) sur Rp×m ( Cp×m) :
〈X ,Y 〉= Tr(XHY )
‖X‖ ou ‖X‖F norme euclidienne (hermitienne) ou norme de Frobenius de la
matrice X ∈ Rp×m (X ∈ Rp×m) : ‖X‖=√〈X ,X〉
diag
(
X1, · · · , Xn
) X1 0 00 . . . 0
0 0 Xn

X ≻ 0 (resp. X ≺ 0) M ∈ Rn×n symétrique définie positive (resp. définie négative),
c’est à dire vérifiant : ∀v 6= 0,v ∈Rn,vTXv> 0 (resp. vTXv< 0)
λi(X) valeur propre de la matrice X ∈ Cn×n
σi(X) valeur singulière de la matrice X ∈ Cp×m : σi(X) =
√
λi(XHX)
si p≥ m, σi(X) =
√
λi(XXH) sinon
σ(X) ou σ1(X) plus grande valeur singulière de la matrice X ∈ Cp×m
‖G‖∞ norme H∞ de la matrice de transfert G(s) : ‖G‖∞ =
sup
ω∈R
(σ(G( jω)))
L∞ espace des fonctions (matricielles ou scalaires) bornées (avec la
norme H∞) sur l’axe imaginaire jR
RH∞ espace des fonctions (matricielles ou scalaires) rationnelles
propres et stables
∂◦ ordre d’un système linéaire (matrices de transfert, représentation
d’état), ordre d’un polynôme
dB décibels
SISO Single Input Single Outpout
SIMO Single Input Multi Output
MISO Multi Input Single Output
MIMO Multi Input Multi Output
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Introduction
Cette thèse s’est déroulée dans le cadre d’un contrat CIFRE, au sein de la division Op-
tronique & Défense de la société SAGEM, filiale du groupe SAFRAN, en partenariat avec
le département Automatique de Supélec. Cette division est en charge, entre autres, du déve-
loppement d’une large gamme de viseurs, principalement pour les applications de défense et
de sécurité. La Figure 1 présente un exemple de viseur SAGEM, de type « boule gyrostabi-
lisée ».
Figure 1 – Viseur SAGEM de type boule gyrostabilisée sur un hélicoptère
Les viseurs sont des plateformes électromécaniques inertielles qui permettent, à partir
de modules optroniques embarqués, de produire des images de haute qualité d’une scène
depuis un porteur (véhicule terrestre, aérien ou marin) en mouvement. Ce type de plateforme
est couramment utilisée :
– dans le domaine scientifique (télescopes et satellites d’observation),
– dans le domaine de la défense et de la sécurité (systèmes de surveillance, systèmes
d’armes, guidage de missile),
– dans le civil grand public (caméras stabilisées pour événements sportifs ou pour le
cinéma).
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Il s’agit de systèmes complexes, dont la conception fait appel à plusieurs sciences ou
technologies (Optique, Optronique, Imagerie, Électronique, Mécanique, Logiciel) ; la com-
mande ou plutôt l’asservissement de cette plateforme joue un rôle clé dans la performance
du système en conditions opérationnelles.
La fonction principale de la plateforme est de stabiliser et d’orienter la ligne de visée
(chemin optique du capteur d’image). Afin donc d’insensibiliser l’image des mouvements du
porteur, des boucles de stabilisation inertielle de ligne de visée sont mises en oeuvre à partir
des mesures issues de capteurs inertiels (gyromètre, gyroscope) et à l’aide d’actionneurs
de types moteurs électriques orientant convenablement la ligne de visée. Cette thèse traite
principalement de l’application de méthodes de commande linéaire robuste à la synthèse de
correcteurs pour ces boucles de stabilisation inertielle de ligne de visée.
En effet, les méthodes d’automatique fréquentielle dites classiques, souvent très efficaces
dans de nombreux problèmes de régulation et d’asservissement de systèmes industriels,
s’avèrent limitées notamment lorsque les performances exigées en précision de pointage
sont accrues et les environnements opérationnels sont très contraignants. Ceci parce qu’elles
procèdent essentiellement par réglage manuel des paramètres du correcteur. Les méthodes de
commande robuste du type H∞ offrent alors un cadre plus formel et bien adapté à la formu-
lation des objectifs de synthèse sous forme de problèmes d’optimisation. Le critère mathé-
matique utilisé porte sur la norme H∞ de certains transferts pondérés par des filtres linéaires
convenablement choisis et servant à définir des gabarits de modelage du gain fréquentiel en
boucle fermée (approche dite Standard) ou en boucle ouverte (approche dite Loop-Shaping).
Le correcteur optimal est alors obtenu par résolution d’équations algébriques de Riccati.
La stabilisation de ligne de visée étant essentiellement un problème de rejet de perturba-
tions (environnement du porteur), elle se prête bien au raisonnement en gain inhérent aux
méthodes de type H∞ et plus particulièrement l’approche Loop-Shaping, qui en reprenant
les principes des méthodes fréquentielles classiques de modelage du gain fréquentiel de la
boucle ouverte, s’appréhende le mieux du point de vue d’un ingénieur habitué au réglage
de correcteurs de type PID (PI, PD, avance de phase, filtre passe-bas, etc..), couramment
utilisés dans l’industrie. Cette méthode présente néanmoins le désavantage de produire des
correcteurs qui peuvent être d’ordre très élevé, et donc difficilement implémentables sur le
système embarqué. Bien évidemment des techniques de réduction de modèles dans l’espace
d’état peuvent être utilisées a posteriori sur ces correcteurs, avant implémentation. Cepen-
dant, elles ne prennent pas en compte des critères importants tels que la stabilité en boucle
fermée ou le critère de synthèse H∞ minimisé initialement ; ceux-ci doivent être vérifiés
après la réduction. De plus, pour atteindre des niveaux de performances (précision de poin-
tage) plus accrus, l’ajout de capteurs supplémentaires est envisagé dans les futurs viseurs. Il
devient alors nécessaire de pouvoir imposer a priori l’ordre et/ou la structure de la matrice
de transfert du correcteur d’asservissement.
L’objectif de nos travaux dans cette thèse est alors de proposer des méthodologies de syn-
thèse de correcteurs robustes d’ordre réduit, voire de structure fixée. Pour cela, nous nous
intéressons aux différentes méthodes d’optimisation permettant d’imposer ces 2 contraintes
(ordre et/ou structure fixés), ainsi qu’à la manière de formuler le problème de synthèse de
façon à satisfaire au mieux ces contraintes, tout en conservant ou en dégradant le moins pos-
sible le compromis robustesse/performance spécifié au départ. Tout en gardant le fil directeur
de l’application spécifique de stabilisation inertielle de ligne de visée qui nous concerne, nous
essayons d’aboutir à des méthodologies applicables à tout problème de synthèse de correc-
teur formulé via l’approcheH∞ par Loop-Shaping, dont nous avons précisé plus haut l’intérêt
pratique pour l’ingénieur.
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Ce manuscrit est organisé de la manière suivante :
– Dans le Chapitre 1, nous présentons d’abord la problématique principale de rejet de per-
turbations, liée à la stabilisation inertielle de la ligne de visée, ainsi que les différentes
architectures utilisées pour remplir cet objectif ; chacune de ces architectures ayant ses
avantages et ses inconvénients, certaines sont plus ou moins adaptées en fonction des
applications. Puis nous établissons, à partir des équations du mouvement dans le cas ri-
gide, une modélisation non linéaire d’une plateforme de stabilisation inertielle de ligne
de visée, cette dernière est ensuite simplifiée en un modèle linéaire utilisable pour la
synthèse de correcteurs.
– Le Chapitre 2 est consacré à la présentation de la méthode usuelle de synthèse de cor-
recteurs pour les boucles de stabilisation inertielle de ligne de visée, de la déclinaison
fréquentielle des objectifs de performance et de robustesse à la résolution du problème
H∞ particulier relatif à l’approche par Loop-Shaping. Nous y rappelons également le
principe des méthodes de réduction de modèles dans l’espace d’état. Ensuite nous ap-
pliquons la méthode de synthèse H∞ par Loop-Shaping et ces techniques de réduction
a posteriori à un exemple concret et détaillé, dont les données sont issues de mesures
effectuées sur un viseur.
Après ces deux premiers chapitres, nous abordons ensuite la synthèse de correcteurs à
ordre fixé. Les méthodes d’optimisation abordées, permettant de fixer l’ordre du correcteur
sont classées en deux grandes catégories :
– La première catégorie regroupe les méthodes d’optimisation sous contrainte d’inéga-
lités matricielles. En effet, certains problèmes de synthèse de correcteurs (synthèse
H∞, synthèse H2, synthèse mixte H∞/H2) peuvent être exprimés sous forme de pro-
blèmes d’optimisation sous contraintes d’inégalités matricielles bilinéaires (BMI 1), qui
lorsque l’ordre du correcteur n’est pas fixé peuvent être transformées en contrainte d’in-
égalités matricielles linéaires (LMI 2). Néanmoins, pour la synthèse à ordre fixé, il faut
résoudre soit le problème BMI initial, qui est non convexe, soit le problème transformé
en LMI mais avec une contrainte additionnelle de rang, qui rend de nouveau le pro-
blème non convexe. Plusieurs techniques ont été proposées pour résoudre, de manière
plus ou moins heuristique, ce problème difficile. Dans le Chapitre 3, nous en présentons
quelques-unes et les appliquons à l’exemple introduit à la fin du chapitre précédent.
– La seconde catégorie est celle des méthodes d’optimisation non lisse. Cette approche,
beaucoup plus récente, résout de manière plus directe le problème de synthèse, sans
introduire de variables supplémentaires comme dans le cas précédent. Elle requiert
cependant des algorithmes d’optimisation spécifiques et adaptés au caractère non lisse
des critères de synthèse (stabilité, normeH∞). Dans le Chapitre 4, nous présentons cette
approche, ainsi que les outils numériques performants et récemment développés pour
la synthèse par l’optimisation non lisse de correcteurs d’ordre et/ou de structure fixés.
Enfin, dans le Chapitre 5, nous présentons l’apport méthodologique de nos travaux de
thèse. Pour cela, nous exploitons la particularité du problème H∞ Loop-Shaping, afin de
prendre en compte les pondérations dans la synthèse à ordre et/ou structure fixés du correc-
teur, puisque celles-ci sont généralement les plus contributrices dans l’ordre élevé du correc-
teur. Ensuite nous proposons une approche de réglage différente, dans laquelle la connais-
sance usuelle de l’ingénieur pour régler les pondérations est utilisée cette fois pour régler
de manière graphique uniquement et simplement un gabarit de gain en boucle ouverte. Ce
qui est au départ l’objectif même du concept de Loop-Shaping. La pondération nécessaire
1. Bilinear Matrix Inequality
2. Linear Matrix Inequality
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pour la synthèse H∞ à ordre et/ou structure fixés est calculée à partir de ce gabarit fréquen-
tiel en boucle ouverte, construit à partir de concepts d’Automatique fréquentielle classique.
Cette dernière approche est appliquée à un autre exemple de système optronique ainsi qu’à
l’exemple de départ sur les viseurs.
Chapitre 1
Les viseurs : architectures et
modélisation pour la commande
1.1 Architectures des viseurs
L’architecture mécanique d’une plateforme de stabilisation inertielle de ligne de visée est
fortement liée à la précision de pointage traduisant une exigence de portée spécifiée, donc à
la capacité du dispositif à bien découpler ou isoler la ligne de visée des perturbations dues
à l’environnement du porteur sur lequel il sera embarqué. En effet la portée d’un viseur
(détecter et identifier une cible au loin) est directement liée à la qualité de l’image, que l’on
quantifie par des critères tels que le flou d’image. La stabilisation inertielle de la plateforme
doit donc assurer que la ligne de visée, ou plutôt le chemin optique de l’imageur ne bouge
pas de plus d’un demi-pixel, en valeur RMS(Root Mean Square).
Ainsi, en fonction d’exigences de stabilisation croissantes, cette architecture peut aller du
plus simple, avec au minimum 2 cardans (Gimbals) supportant un dispositif d’observation
stabilisé suivant 2 axes orthogonaux à la ligne de visée ; au plus complexe, avec plusieurs
étages ou cardans imbriqués. La configuration mécanique de base avec 2 axes de stabilisation
(Elévation et Azimut) de la figure 1.1 est la plus couramment utilisée, c’est aussi celle qui
permet de mieux comprendre les principes de fonctionnement de ce type de plateformes. Sur
cette vue on distingue 3 solides, dont les mouvements de rotation dans l’espace induisent
Figure 1.1 – Plateforme de stabilisation inertielle 2 axes
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ceux de la ligne de visée :
– le support (P), solidaire du porteur du viseur ayant une vitesse de rotation absolue
ΩP =
[
ΩPx ΩPy ΩPz
]T
.
– le cardan externe (E), tournant relativement au support (P) d’un angle α et ayant une
vitesse de rotation absolue ΩE =
[
ΩEx ΩEy ΩEz
]T
.
– le cardan interne (I) qui supporte le bloc contenant le dispositif d’observation et tourne
relativement à (E) d’un angle β. Sa vitesse de rotation absolue notée ΩI =
[
ΩIx ΩIy ΩIz
]T
est aussi celle de la ligne de visée, donc celle que l’on cherche à contrôler, ou du moins
en partie puisque sa composante ΩIx (le roulis) ne peut être contrôlée uniquement avec
ces 2 cardans.
Considérons dans un premier temps par souci de clarté et de simplicité le mouvement de
rotation du porteur uniquement selon l’axe Py, avec le cardan externe (E) nominalement
aligné au support (P), c’est à dire α = 0 : seul le mouvement de rotation en Elévation de la
ligne de visée est donc concerné ; selon le principe fondamental de la dynamique en rotation
appliqué au solide (I) et en supposant un bloc rigide d’inertie JIy :
∑Cext = JIyΩ˙Iy . (1.1)
Le cardan I sera inertiel suivant son axe Iy si
Ω˙Iy = 0.
Ainsi, le problème de la stabilisation inertielle de ligne de visée consiste à rejeter des per-
turbations, c’est-à-dire annuler le terme de gauche de 1.1. La plupart de ces perturbations
déstabilisant la ligne de visée sont induites par les mouvements de rotation et de translation
du porteur :
– Les frottements : les frottements secs, qui s’opposent au mouvement relatif entre 2
surfaces en contact, se traduisent par un couple perturbateur constant dont le signe
est opposé à celui de la vitesse relative entre les 2 surfaces. Par conséquent, lors des
changements d’attitude du porteur, ce couple provoque un mouvement brusque de la
ligne de visée, qui peut se traduire par des sauts dans l’image si l’asservissement ne
dispose pas d’une bande passante suffisante.
– Le balourd : la masse du bloc optronique stabilisé est rarement répartie de façon par-
faitement homogène et symétrique autour de l’axe de rotation, le centre de gravité se
retrouve alors excentré de l’axe de rotation. Ce phénomène dit de balourd, qui peut être
plus ou moins important, se traduit par des couples perturbateurs lors de mouvements
en translation (vibrations linéaires) du porteur.
– Les flexibilités mécaniques : l’hypothèse de rigidité de la plateforme, bien que néces-
saire à la compréhension du mouvement d’ensemble, est inexacte. En effet, la com-
plexité de la structure mécanique en question se traduit généralement par une dyna-
mique présentant un nombre (théoriquement infini) de modes mécaniques résonants
plus ou moins hauts en fréquence, selon le type de matériaux utilisés et la façon dont
les différentes pièces sont assemblées et montées. Notamment, les modes de flexion
du cadre contenant la caméra ou alors ceux provenant des éléments de suspension ex-
ternes au niveau des axes de rotation, peuvent amplifier une partie de l’environnement
vibratoire du porteur et impacter la performance de stabilisation de la ligne de visée
nécessaire à la portée du viseur.
Afin de rendre inertielle la ligne de visée, 2 techniques sont alors usuellement employées :
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– La stabilisation par gyromètre antenne : on met en oeuvre un capteur (gyroscope
ou gyromètre) qui mesure l’orientation (respectivement, rotation ou vitesse de rotation)
absolue (vis-à-vis d’un référentiel inertiel ou fixe par rapport aux étoiles) de la ligne de
visée, car monté directement sur le bloc optique contenant les senseurs. C’est la confi-
guration de la figure 1.1. Et, par un asservissement (figure 1.2), on contre les perturba-
tions dues aux mouvements du porteur en appliquant à chaque axe un couple moteur
qui s’y oppose. On parle alors de Mass Stabilization dans la littérature [Hil08, Mas08],
du fait que l’on stabilise la ligne de visée en contrôlant directement le mouvement de
la caméra, qui lorsque celle ci est rigide, se veut être celui mesuré par le gyro 1.
cardan
∫
moteurcorrecteur
gyro
Ωldv θldv
Ωˆldv
−
Cm
−
Cpert
+
Figure 1.2 – Stabilisation d’un axe de visée par gyromètre
L’avantage de cette technique est le niveau de performance en précision de pointage
qu’elle permet d’atteindre, puisque l’on mesure directement les mouvements absolus
de la ligne de visée. Cependant le fait de devoir monter un gyromètre sur le bloc conte-
nant les senseurs peut poser des problèmes d’encombrement, ce qui par exemple peut
brider le débattement angulaire, et donc limiter le champ de vision indispensable pour
certaines applications comme la veille(balayage de la ligne de visée).
– La stabilisation en strapdown : cette approche est fondée sur l’idée que l’on peut
contrer les mouvements du porteur, en asservissant les cardans en relatif sur une consigne
inertielle, mais opposée au mouvement du porteur, que l’on mesure à partir d’un cap-
teur inertiel (centrale inertielle, gyromètre, gyroscope) fixé (strapped down) cette fois
au porteur. Cela correspondrait par exemple sur le schéma de la figure 1.1 à placer le
gyromètre sur le support (P) symbolisant le porteur du viseur, en disposant de capteurs
angulaires relatifs permettant de mesurer les angles relatifs α et β. L’asservissement
mis en oeuvre dans ce cas est explicité par la figure 1.3.
L’avantage de cette technique comble l’inconvénient de la première, c’est-à-dire que
l’utilisation d’un gyromètre déporté (sur le porteur du viseur) permet un gain en terme
d’encombrement et de masse au niveau du dispositif stabilisé, ce qui permet donc la
mise en oeuvre de fonctions plus avancées comme la veille. Cependant elle offre gé-
néralement de moins bonnes performances en précision de pointage, puisque celles-ci
dépendent fortement de la qualité du gyromètre (bande passante, facteur d’échelle, li-
nearité). En effet contrairement à la technique précédente, la mesure inertielle fournie
par le gyromètre n’est plus asservie (la plupart du temps) à zéro, ce qui exige donc
d’avoir une mesure de bonne qualité sur toute la plage des mouvements de la ligne
de visée et non plus seulement autour de zéro. Les caractéristiques (linéarité, facteur
d’échelle) du capteur angulaire ont également un impact non négligeable sur le niveau
de performance de ce type d’asservissement.
1. Dans la suite on emploiera ce terme pour désigner un gyromètre ou un gyroscope
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On retrouvera dans [Hil08, Mas08] les différentes variantes de ces 2 techniques de base,
par souci de clarté nous ne les détaillerons pas ici.
cardan
∫
moteurcorrecteur
∫
derivateur
gyro sur porteur
ΩldvCm
−
Cpert
+ θldv
capteur relatif
+
−
ˆ˙θldv/P θˆldv/P
+
ΩP
vitesse absolue du porteur
ΩˆP
+Ωˆldv
−
Figure 1.3 – Stabilisation en strapdown d’un axe de visée
A cause d’exigences de portée de plus en plus importantes, pour des environnements
porteurs de plus en plus sévères (perturbations climatiques et couples aérodynamiques en
aéroporté par exemple), on rajoute des étages supplémentaires en combinant les 2 architec-
tures précédentes. Les architectures à double étage de stabilisation les plus utilisées sont les
suivantes :
– Stabilisation fine par gyromètre antenne/Stabilisation grossière suiveuse : dans
cette configuration (figure 1.4), 2 cardans fins dits de stabilisation fine (Precision In-
ner Gimbal Axis), à faible débattement (quelques degrés seulement) et supportant le
bloc senseurs-gyromètre, permettent de stabiliser et d’isoler plus finement la ligne des
mouvements du porteur via d’une part un système complexe de suspension et d’autre
part un contrôle par des mouvements rapides et de faible amplitude. Les cardans ex-
ternes, dits de stabilisation grossière (Coarse Outer Gimbal Axis), et asservis en suivi
(figure 1.5) des cardans fins, sont à plus large débattement et permettent d’orienter la
ligne de visée.
Figure 1.4 – Plateforme de stabilisation inertielle 4 axes : vue de face
L’avantage de cette configuration est clairement le découplage mécanique entre les
fonction de stabilisation (étage fin) et d’orientation (étage grossier) de la ligne de visée.
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Elle est de plus en plus employée.
cardan fin
∫
moteur finK f in
gyro
∫
Kgros moteur gros cardan gros
capteur relatif gros/fin
θldv
Ω f in = Ωldv
Ωldv mesuré
−
correcteur
Cm
−
Cpert
+
+
correcteur
− Ωgros
Figure 1.5 – Stabilisation en 2 étages : boucle fine gyrometrique et boucle grossière suiveuse
– Stabilisation primaire par gyromètre/Stabilisation fine strapdown : dans cette confi-
guration le schéma d’asservissement (figure 1.6 ) entre les 2 étages est le dual du pré-
cédent. En effet, cette fois on attaque la boucle globale par une consigne à l’étage de
stabilisation primaire (ou grossier) bouclé sur gyromètre, dont l’erreur d’asservisse-
ment est envoyée en consigne à la boucle de stabilisation fine (généralement constituée
d’un miroir asservi en relatif au cardan de l’étage primaire). La dynamique élevée de
cette boucle fine en strapdown permet d’améliorer la performance de stabilisation de la
ligne de visée .
cardan
∫
motprimKprim
gyro
miroirmot f inK f in
∫
capteur relatif
θprim
Ωˆprim
−
Cm
−
Cpert
+
+
θ f in = θldv
−
−
+
Figure 1.6 – Stabilisation en 2 étages : boucle primaire gyrométrique et boucle fine strapdown
Ici il n’y a pas de découplage par les 2 étages des fonctionnalités stabilisation et orien-
tation de la ligne de visée. En effet, la performance en précision de pointage est la
conséquence de l’union des 2 boucles d’asservissement.
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1.2 Modélisation pour la commande
1.2.1 Cinématique et modèle rigide
Dans le cas où l’on considère la rotation entière (en 3 dimensions) du porteur, il se produit
un couplage cinématique (couples d’inertie, couples gyroscopiques,..) entre les 2 cardans.
Afin d’expliciter ce couplage, il est nécessaire d’introduire les matrices de rotation suivantes :
Rα =
 cα sα 0−sα cα 0
0 0 1
 ,Rβ =
cβ 0 −sβ0 1 0
sβ 0 cβ
 ,
avec :
cα = cos(α),sα = sin(α),cβ = cos(β),sβ = sin(β).
Ces matrices permettent d’exprimer, à partir de la vitesse de rotation du support ΩP, les
vitesses de rotation absolues du cardan externe (E) d’abord en effectuant la rotation α :ΩExΩEy
ΩEz
= Rα
ΩPxΩPy
ΩPz
+
00
α˙
 , (1.2)
puis de la ligne de visée en effectuant la rotation β de (I) :ΩIxΩIy
ΩIz
= Rβ
ΩExΩEy
ΩEz
+
0β˙
0
 . (1.3)
Unmodèle dynamique rigide peut alors être établi suivant la méthode décrite dans [KK03],
en appliquant la loi de conservation du moment angulaire :
∑Cext = JΩ˙+(Ω⊗JΩ), (1.4)
avec :
– ∑Cext : la résultante des couples extérieurs agissant au centre de masse du solide en
rotation,
– J : la matrice d’inertie du solide,
– Ω : le vitesse de rotation du solide.
Ces grandeurs sont toutes exprimées dans le même repère lié au solide auquel est appliqué
cette loi.
Sous certaines hypothèses permettant des simplifications nécessaires à la clarté du pro-
pos, nous développerons 1.4 successivement pour chacun des solides (I) et (E), en sui-
vant [KK03], afin d’expliciter le couplage dynamique entre les variables que l’on désire
contrôler : ΩIy et ΩIz .
1.2.1.1 Dynamique en Elévation
En effet, considérons les hypothèses simplificatrices suivantes :
– les axes principaux d’inertie de (I) coïncident avec ses axes de rotation, sa matrice
d’inertie est alors diagonale et vaut JI = diag(JIx ,JIy ,JIz),
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– le centre de masse de (I) se trouve à l’intersection des axes de rotation, donc les couples
de balourd seront nuls.
L’equation 1.4 pour le solide (I), exprimée dans le repère (Ix , Iy, Iz) devient donc : CEIxCmel −C fI
CEIz
=
JIxΩ˙Ix +ΩIyΩIz(JIz− JIy)JIyΩ˙Iy +ΩIxΩIz(JIx− JIz)
JIzΩ˙Iz +ΩIxΩIy(JIy− JIx)
 , (1.5)
avec :
CEIx : le couple exercé par (E) sur (I) suivant l’axe Ix,
CEIz : le couple exercé par (E) sur (I) suivant l’axe Iz,
Cmel : le couple fourni par le moteur d’Elévation,
C fI : le couple de frottement suivant l’axe Iy.
Dans le terme de frottement C fI , nous négligerons le couple de frottement visqueux par
rapport au couple de frottements secs, car c’est ce dernier qui a le plus d’impact dans la
dégradation des performances. Le modèle de frottements secs choisi sera du type Coulomb
avec une constante Kc fI . En développant la deuxième composante de 1.5, on obtient alors :
JIyΩ˙Iy =Cmel −Kc fIsgn(β˙)−ΩIxΩIz(JIx− JIz). (1.6)
Afin d’introduire les variables contrôlées et les termes de perturbation issus de la rotation
de (E) (donc du porteur indirectement), nous allons utiliser les relations issues de 1.3 :
ΩIx = cβΩEx− sβΩEz
ΩIz = sβΩEx + cβΩEz ,
(1.7)
afin d’établir :
ΩIx = cβΩEx−
sβ
cβ
(ΩIz− sβΩEx)
=
cβ
2ΩEx− sβΩIz + sβ2ΩEx
cβ
=
ΩEx− sβΩIz
cβ
=
cαΩPx + sαΩPy− sβΩIz
cβ
.
(1.8)
Ensuite en se rappelant que :
β˙ = ΩIy−ΩEy
= ΩIy−
(−sαΩPx + cαΩPy) , (1.9)
et en substituant 1.8 et 1.9 dans 1.6, on obtient l’équation régissant la dynamique de ΩIy :
JIyΩ˙Iy = Cmel −Kc fIsgn
(
ΩIy−ΩEy
)−ΩIz ΩEx− sβΩIzcβ (JIx− JIz)
= Cmel −Kc fIsgn
[
ΩIy−
(−sαΩPx + cαΩPy)]−ΩIz cαΩPx + sαΩPy− sβΩIzcβ (JIx− JIz).
(1.10)
Cette équation fait intervenir la vitesse absolue du porteur (ΩPx , ΩPy) ainsi que celle
suivant l’axe Iz par un couplage qui existe dès qu’il y a non-symétrie du bloc stabilisé (le
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solide (I)) par rapport à ses axes d’inertie, c’est à dire
JIx 6= JIy 6= JIz .
1.2.1.2 Dynamique en Azimut
De la même manière, on peut écrire l’équation d’Euler 1.4 pour le cardan (E), dans son
repère (Ex , Ey, Ez) :
(CIE)E +
 CPExCPEy
Cmaz−C fE
=
JExΩ˙Ex +ΩEyΩEz(JEz− JEy)JEyΩ˙Ey +ΩExΩEz(JEx− JEz)
JEzΩ˙Ez +ΩExΩEy(JEy− JEx)
 , (1.11)
où les couples extérieurs (terme de gauche) sont constitués de :
(CIE)E : le couple exercé par (I) sur (E), exprimé dans le repère (Ex , Ey, Ez),
CPEx : le couple exercé par (P) sur (E) suivant l’axe Ex,
CPEy : le couple exercé par (P) sur (E) suivant l’axe Ey,
Cmaz : le couple fourni par le moteur d’Azimut,
C fE : le couple de frottement suivant l’axe Ez.
Afin d’expliciter la dynamique en Azimut, on va développer la troisième composante de
l’équation 1.11. Dans un premier temps exprimons la composante de (CIE)E suivant l’axe
Ez. En effet on a
(CIE)E =−(CEI)E , (1.12)
où (CEI)E est le couple exercé par (E) sur (I), exprimé dans le repère (Ex , Ey, Ez). Ensuite
en utilisant la matrice de changement de repère Rβ, on a
(CEI)E = R
T
β (CEI)I, (1.13)
où (CEI)I est le couple exercé par (E) sur (I), exprimé dans le repère (Ix , Iy, Iz), couple que
nous avons exprimé précédemment dans 1.5 sous la forme :
(CEI)I =
CEIx0
CEIz
 .
En notantCIEz la composante suivant l’axe Ez de (CEI)E , on a alors en utilisant 1.12 et 1.13 :
CIEz =
[
0 0 1
]
(CIE)E
= −[0 0 1]RTβ (CEI)I
= −[0 0 1]
 cβ 0 sβ0 1 0
−sβ 0 cβ
CEIx0
CEIz

= sβCEIx− cβCEIz
= sβ
(
JIxΩ˙Ix +ΩIyΩIz(JIz− JIy)
)− cβ (JIzΩ˙Iz +ΩIxΩIy(JIy− JIx)) .
(1.14)
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Ensuite, dans la troisième composante du terme de droite de 1.11 , nous faisons apparaitre
Ω˙Iz en dérivant la relation 1.3 :Ω˙IxΩ˙Iy
Ω˙Iz
= Rβ
Ω˙ExΩ˙Ey
Ω˙Ez
+ β˙
−sβ 0 −cβ0 0 0
cβ 0 −sβ
ΩExΩEy
ΩEz
+
0β¨
0
 , (1.15)
puis en multipliant cette dernière équation par RTβ on aΩ˙ExΩ˙Ey
Ω˙Ez
 =
 cβ 0 sβ0 1 0
−sβ 0 cβ
Ω˙IxΩ˙Iy
Ω˙Iz
− β˙
−sβ 0 −cβ0 0 0
cβ 0 −sβ
ΩExΩEy
ΩEz
−
0β¨
0

=
 cβ 0 sβ0 1 0
−sβ 0 cβ
Ω˙IxΩ˙Iy
Ω˙Iz
− β˙
0 0 −10 0 0
1 0 0
ΩExΩEy
ΩEz
+
0β¨
0
 ,
(1.16)
d’où l’on déduit en retenant la première et la troisième composantes :
Ω˙Ex = cβΩ˙Ix + sβΩ˙Iz + β˙ΩEz
Ω˙Ez = −sβΩ˙Ix + cβΩ˙Iz− β˙ΩEx .
(1.17)
Ensuite, en utilisant 1.14 et la deuxième ligne de 1.17, la troisième composante de l’équa-
tion de 1.11 devient :
sβ(JIxΩ˙Ix +ΩIyΩIz(JIz− JIy))− cβ(JIzΩ˙Iz +ΩIxΩIy(JIy− JIx))+Cmaz−C fE
= JEz(−sβΩ˙Ix + cβΩ˙Iz− β˙ΩEx)+ΩExΩEy(JEy− JEx)
⇔ cβ(JEz + JIz)Ω˙Iz− JEz β˙ΩEx +ΩExΩEy(JEy− JEx)
= sβ(JIx + JEz)Ω˙Ix + sβΩIyΩIz(JIz− JIy)− cβΩIxΩIy(JIy− JIx)+Cmaz−C fE .
(1.18)
Or la première ligne de 1.17 équivaut à :
Ω˙Ix =
Ω˙Ex− sβΩ˙Iz− β˙ΩEz
cβ
(1.19)
en remplacant Ω˙Ix dans la deuxième ligne de 1.18, on obtient alors :
c2β
(
JEz + JIz
)
Ω˙Iz + s
2
β
(
JIx + JEz
)
Ω˙Iz− cβJEz β˙ΩEx + cβΩExΩEy(JEy− JEx)
= sβ
(
JIx + JEz
)(
Ω˙Ex− β˙ΩEz
)
+ cβsβΩIyΩIz(JIz− JIy)− c2βΩIxΩIy(JIy− JIx)+ cβ(Cmaz−C fE ).
(1.20)
Cela permet d’aboutir à l’équation (13) dans [KK03], qui dans notre cas ne prend en
compte comme couples extérieurs suivant l’axe Ez que le couple de frottements secs et le
couple moteur :
JazΩ˙Iz = sβ
(
JEz + JIx
)
Ω˙Ex +(JEz(cβΩEx− sβΩEz)− sβJIxΩEz)β˙
− cβ
[
ΩExΩEy
(
JEy− JEx
)− sβΩIyΩIzJIz +ΩIyΩExJIy− cβ(cβΩEx− sβΩEz)ΩIyJIx]
+ cβ
[
Cmaz−Kc fE sgn(α˙)
]
,
(1.21)
avec :
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Jaz = JEz + cβ
2JIz + sβ
2JIx ,
Kc fE : constante de couple de frottement de Coulomb sur l’axe Ez.
Il est possible comme pour le cas de la dynamique en Elévation, de développer les termes
α˙, β˙, Ω˙Ex , ΩEx , ΩEy , ΩEz de façon à faire apparaitre les composantes de la vitesse du porteur
ΩPx , ΩPy , ΩPz et leurs dérivées dans 1.21. Nous ne le ferons pas ici, le lecteur intéressé pourra
se référer à [KK03].
1.2.1.3 Modèle simplifié linéaire
Le couplage cinématique qui intervient dans les équations 1.6 et 1.21, régissant la dyna-
mique de ΩIy et ΩIz , est donc essentiellement dépendant de l’angle d’élévation β. En effet
on constate que les couples cinématiques deviennent de plus en plus importants lorsque cet
angle s’approche de la valeur critique β = 90˚, qui correspond à une singularité dans ces
équations : à cette position il y a une perte de contrôle (cβ = 0) et un blocage du système,
cette situation est communément connue sous le terme de blocage de cardan (gimbal lock)
ou blocage au nadir.
Ce modèle fortement non linéaire peut sûrement être utile pour simuler le système à partir
d’un gabarit de mouvements de rotations du porteur, mais il serait difficilement exploitable
pour synthétiser un correcteur. De plus, en considérant uniquement des mouvements du por-
teur de type vibrations linéaires, il est possible de le simplifier à partir de considérations
réalistes et vérifiables a posteriori. En effet, dans ce cas, on peut raisonnablement considérer
que pour stabiliser (maintenir pointé dans une direction fixe vis-à-vis d’une référence iner-
tielle) la ligne de visée, l’angle d’élévation β ne subit que de faibles variations δβ autour
d’une valeur constante β0 :
β = β0+δβ.
Cela permet alors d’obtenir un modèle simplifié du type "intégrateur", valable pour des petits
déplacements angulaires et utilisable pour la commande :
Ω˙Iy =
1
JIy
(
Cmel −C f coulIy −CcinIy
)
Ω˙Iz =
1
JEz + cβ0
2JIz + sβ0
2JIx
[
cβ0
(
Cmaz−C f coulEz
)
−CcinIz
]
,
(1.22)
avec des termes de perturbations (non mesurables) à contrer, provenant d’une part des couples
de frottements secs :
C f coulIy = Kc fIsgn
[
ΩIy−
(−sαΩPx + cαΩPy)] ,
C f coulEz = Kc fE sgn(α˙)
= Kc fE sgn(ΩEz−ΩPy),
et d’autre part du couplage cinématique entre les cardans :
CcinIy = ΩIz
cα0ΩPx + sα0ΩPy− sβ0ΩIz
cβ0
(JIx− JIz),
CcinIz = sβ0
(
JEz + JIx
)
Ω˙Ex +
(
JEz(cβ0ΩEx− sβ0ΩEz)− sβ0JIxΩEz
)
(ΩIy−ΩEy)
−cβ0
[
ΩExΩEy
(
JEy− JEx
)− sβ0ΩIyΩIzJIz +ΩIyΩExJIy− cβ0(cβ0ΩEx− sβ0ΩEz)ΩIyJIx] .
Les viseurs : architectures et modélisation pour la commande 17
Cette linéarisation ne réduit donc pas pour autant les couples cinématiques, qui restent
existants, et amoindrissent la stabilisation pour des valeurs élevées de β0, car le couple de-
mandé aux moteurs devient alors de plus en plus important. En fait, l’une des seules solutions
permettant de réduire efficacement l’impact de ce couplage cinématique sur la stabilisation
de la ligne de visée est le système à plusieurs cardans (figure 1.4). Dans ce système les
cardans internes de stabilisation fine sont à faible débattement (β ≈ 0), ce qui permet de re-
jeter ce couplage au niveau des cardans externes qui n’impactent pas la performance de la
stabilisation car ils sont asservis en suivi de la boucle de stabilisation fine.
Dans la suite nous ferons l’hypothèse β ≈ 0, on négligera donc le couplage cinématique
et ainsi les couples perturbateurs prédominant en entrée du modèle de commande seront les
frottements secs.
1.2.2 Le modèle de commande
1.2.2.1 Prise en compte des flexibilités mécaniques
Afin d’obtenir un asservissement performant et robuste, il est nécessaire de prendre en
compte les flexibilités mécaniques, notamment les modes résonants de torsion entre le couple
moteur appliqué à chaque axe et la vitesse de rotation de la ligne de visée car ceux ci-vont
limiter, par nécessité de robustesse, la bande passante atteignable de la boucle d’asservisse-
ment à concevoir. Pour cela nous rajoutons au mode dynamique rigide, décrit pour chaque
axe par 1.22, la dynamique des modes résonants et obtenons le modèle de commande :
Ω(s)
Cm(s)
=
1
Js
+
n
∑
k=1
λks
s2+2ξkωks+ωk2
= GΩ(s), (1.23)
avec :
Ω : la vitesse de rotation absolue de la ligne de visée selon l’axe considéré,
Cm : le couple moteur,
J : l’inertie selon l’axe de rotation,
ωk : la pulsation propre (en rad/s) du k-ième mode,
ξk : l’amortissement (≪ 1) du k-ième mode,
λk : le facteur de participation du k-ième mode.
Théoriquement, ce modèle peut être issu d’un modèle plus global de la structure du type
éléments finis :
Mq¨+Cq˙+Kq= Fu, (1.24)
oùM,C et K sont les matrices, respectivement, de masse et d’amortissement, q est le vecteur
des déplacements (linéaires ou angulaires), u l’entrée d’excitation et F la matrice d’entrée.
Comme évoqué dans la section (1.1), les modes propres en flexion du bloc optronique
ou ceux des mécanismes de suspension externes peuvent contribuer à la transmission des
vibrations linéaires du porteur à la ligne de visée. Ainsi, comme présenté sur la figure 1.7,
les mouvements de rotation de la ligne de visée résultant de l’accélération linéaire γp du
porteur pourraient être pris en compte via une fonction de transfert Gγ(s) qui contiendrait
ces modes propres et qui pourrait également être issue du modèle global 1.24 de la structure,
si on en dispose d’un. Cependant dans nos travaux, nous n’expliciterons pas cette fonction de
transfert et considérerons directement la perturbation résultante en sortie de modèle δΩvib,
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+
−
+
+
+
+
−
+
∆ΩC f
+
+
γp
δΩvib
Ωp
Ω
Figure 1.7 – Modèle d’un axe de visée : partie mécanique
dont on connait a priori le contenu fréquentiel, puisque le spectre vibratoire du porteur du
viseur est spécifié et donc bien connu a priori.
1.2.2.2 Prise en compte des dynamiques de l’actionneur et du gyromètre
L’actionneur utilisé est souvent un moteur électrique dont le modèle est :
u = L
di
dt
+Ri+ e,
e = KeΩm,
Cm = Kc i,
(1.25)
avec :
R : la résistance des enroulements du moteur,
L : l’inductance des enroulements du moteur,
u : la tension d’alimentation du moteur,
i : le courant moteur,
Ωm : la vitesse de rotation relative (stator/rotor) du moteur, qui peut être différente de celle
de la charge entrainée, notamment si l’on utilise des mécanismes de réduction du type
engrenages.
e : la f .c.e.m (force contre-électromotrice) du moteur, qui s’oppose à la tension u,
Kc = Ke : la constante de couple du moteur,
Cm : le couple fourni par le moteur.
La résistance R et la constante de couple Kc varient généralement en fonction de la tem-
pérature.
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Le modèle simplifié du gyromètre est :
Ωmes(s) =
ω2g e
−τs
s2+2ξgωgs+ωg2
Ω(s) = Gg(s)Ω(s), (1.26)
avec :
ωg : la bande passante du gyromètre (en rad/s),
ξg = 0.7,
τ : le retard pur introduit par le gyromètre dans la mesure de la vitesse inertielle.
Parce que la dynamique du gyromètre n’est pas infinie, le contrôle de la ligne de visée ne
pourra pas se faire au-delà de la bande passante du gyromètre.
GΩ(s)
Gg(s)
Kc
1
R+Ls
Gu(s)K(s)
G f ar(s)
G f ar(s)
+Cm+
C f
−
f .c.e.m
u+
− Ω
rΩ
δΩvib
+
i
−
Ωmes
+
−
εΩ
Figure 1.8 – Boucle de stabilisation inertielle de ligne de visée
Au niveau de chaque axe, la boucle de stabilisation inertielle de ligne de visée se présente
alors comme sur le schéma de la figure 1.8, où le correcteur recherché K est présenté sous sa
forme la plus générale possible, c’est à dire combinant l’erreur d’asservissement en vitesse
εΩ et le courant moteur i afin de calculer la tension de commande u du moteur. Cela est
toujours le cas, abstraction faite des possibilités de mise en oeuvre particulières de K, no-
tamment avec la structure cascade permettant de faire un asservissement ou une commande
en couple, indispensable dans certains cas où la f .c.e.m du moteur peut être grande du fait
de l’utilisation de mécanismes de réduction du type engrenages. Ce schéma fait également
apparaitre le filtre (analogique) d’anti-repliement sur les mesures
G f ar(s) =
1
1+
s
2piFe2
,
où Fe = 1Te est la fréquence d’échantillonnage de l’asservissement (dont l’implémentation
finale est numérique) ; l’effet de l’échantillonnage-bloquage à l’entrée du système réel est
modélisé par :
Gu(s) =
e−
3
2Tes
1+
s
2piFe2
,
qui consiste en un retard de 32Te (Te car la commande calculée est appliquée un pas d’échan-
tillonnage plus tard et Te2 pour le bloqueur d’ordre zéro) et un filtre dit de lissage de la com-
mande à Fe2 .
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Cette boucle d’asservissement, qui découple l’orientation de la ligne de visée des mouve-
ments du porteur, sert, in fine, de support à une boucle externe de poursuite (Tracking) qui
permet de suivre une cible mouvante dans l’espace, en élaborant des consignes de vitesse
de précession rΩ. Toutefois en conditions opérationnelles, on voudra maintenir l’orientation
absolue de la ligne de visée fixe, c’est à dire rΩ = 0.
1.2.2.3 Identification de modèles
En pratique, pour synthétiser le correcteur de cette boucle d’asservissement, on utilise un
modèle identifié à partir de réponses fréquentielles mesurées sur le système réel :[
Ωmes(s)
i(s)
]
=
[
Gm(s)Ge(s)
Ge(s)
]
u(s) (1.27)
avec :
Gm : la fonction de transfert mécanique identifiée, entre le courant (image du couple) moteur
et la mesure du gyromètre. Elle contient donc les modes propres mécaniques de la
structure selon l’axe de visée en question, la dynamique du gyromètre ainsi que le
déphasage qu’il induit dans la boucle par son retard pur τ.
Ge : la fonction de transfert électrique identifiée, entre la tension et le courant moteur.
L’identification paramétrique d’un modèle G (on se limitera au cas SISO), d’ordre n, à
partir d’une réponse fréquentielle mesurée
Gmes( jωi) , i ∈
[
1 2 · · · m] , (1.28)
consiste à trouver une fonction de transfert
G(s) =
N(s)
D(s)
=
∑nk=0 akφk(s)
∑nk=1 bkφk(s)
, (1.29)
où N(s) et D(s) sont des polynômes en s d’ordre n, exprimés dans une base polynomiale
φk(s) , ∂
◦φk = k , k ∈
[
0 1 · · · n] (1.30)
quelconque, et tels que ∣∣∣∣Gmes( jωi)− N( jωi)D( jωi)
∣∣∣∣≈ 0, (1.31)
sur l’ensemble de m fréquences ωi d’intérêt.
Cependant, le problème des moindre carrés défini avec un résidu du type 1.31 est non
linéaire en les paramètres
a=
[
a0 a1 · · · an
]T
, b=
[
b0 b1 · · · bn
]T
Il est donc généralement plus efficace numériquement de résoudre
min
a,b
m
∑
i=1
w2(ωi) |Gmes( jωi)D(b, jωi)−N(a, jωi)|2 (1.32)
qui est un problème des moindres carrés linéaires pondérés.
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Le choix de la base polynomiale 1.30 est déterminant vis-à-vis du conditionnement nu-
mérique du problème. En effet si l’on utilise la base canonique des puissances de s(
1,s,s2, · · · ,sn) ,
la matrice des équations normales du problème des moindres carrés linéaires s’avère être
mal conditionnée. L’utilisation de bases polynômiales orthogonales, telle que la base des
polynômes de Chebychev
φ0(s) = 1
φ1(s) = s
φk(s) = 2sφk−1(s)−φk−2(s) , k ≥ 2
(1.33)
proposée par [Adc87], permet de réduire le mauvais conditionnement numérique.
Les routines inv f reqs et f i f trd sous Matlab mettent en oeuvre ce type de méthodes
d’identification paramétrique.
1.3 Conclusion
Dans ce premier chapitre, nous avons présenté les différentes architectures de stabilisation
inertielle de ligne de visée, ainsi qu’une modélisation pour la commande permettant la syn-
thèse de correcteurs linéaires. Nous allons dans le chapitre suivant présenter une méthode de
synthèse des correcteurs pour les boucles de stabilisation inertielle de ligne de visée, basée
sur le concept de Loop-Shaping (modelage fréquentiel de la fonction de transfert en boucle
ouverte), ainsi qu’un exemple d’application détaillé.

Chapitre 2
Les boucles de stabilisation inertielle de
ligne de visée : approche par
Loop-Shaping
L’objectif de la boucle de stabilisation inertielle de ligne de visée est de garantir un niveau
de performance en précision de pointage sous environnement vibratoire (accélérations li-
néaires du porteur) et oscillant (rotations du porteur). Dans le chapitre précédent, nous avons
mis en évidence les deux types de perturbation qui sont majoritairement à compenser. En
environnement oscillant, la perturbation à rejeter est principalement composée de couples de
frottements secs (d f ), perturbations de type échelon en entrée de modèle ; en environnement
vibratoire les perturbations à rejeter proviennent principalement de la flexibilité du viseur
vis-à-vis des excitations mécaniques du porteur du viseur, perturbations en sortie de modèle
(dv).
Gm(s)
∆m(s)
KΩ(s)
+
+
d f
+
−
dv
+
+
Cm Ω+
−
rΩ εΩ
Figure 2.1 – Bouclage simple avec incertitude non structurée sur le modèle mécanique
Cet objectif de performance s’accompagne d’une contrainte de robustesse vis-à-vis des
dispersions du système dues, tout d’abord aux dispersions de fabrication (systèmes de grande
série), puis aux conditions de mise en oeuvre du système (température), enfin aux dyna-
miques négligées pour avoir un modèle de synthèse simplifié. En effet la plateforme méca-
nique à piloter est un système flexible dont on dispose d’un modèle linéaire nominal de la
forme 1.23, les paramètres des modes propres de la plateforme pouvant varier en fonction
des conditions opérationnelles (température, changement du porteur du viseur,..).
La figure 2.1 présente le principe d’une boucle de stabilisation de ligne de visée, où l’on
considère un modèle SISO incertain de l’axe mécanique à asservir, avec :Gm le modèle LTI 1
nominal, identifié à partir de mesures (réponses fréquentielles) sur le système réel et ∆m les
1. Linear Time Invariant
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incertitudes de modèle sous forme multiplicative directe en sortie. Ce type de modélisation
d’incertitudes permet de traduire des erreurs relatives, telles que les dynamiques négligées
des modes hautes fréquences (éloignés de la bande passante de l’asservissement), ou alors la
variation des paramètres des modes non négligés (fréquence, amortissement) de la structure
mécanique du viseur. Un gabarit sur ce ∆m peut être approché si l’on dispose par exemple
de mesures issues de différents viseurs de la même série et dans différentes conditions de
température, ou alors via une dispersion aléatoire des paramètres du modèle nominal.
2.1 Déclinaison fréquentielle des objectifs de synthèse
Dans le bouclage monovariable présenté sur la figure 2.1, le correcteur recherché KΩ
délivre un couple commandé Cm. Cette simplification conceptuelle permet dans un premier
temps de faire abstraction de la dynamique de l’actionneur, afin de simplifier la déclinaison
fréquentielle du rejet des perturbations dues à l’environnement mécanique (spectre de dv,
niveau estimé des couples de frottements secs d f ). En effet les signaux internes du bouclage
à insensibiliser des perturbations sont donnés par :
εΩ = SΩ(s)(rΩ−dv)−Gm(s)SΩ(s)d f
Cm = KΩ(s)εΩ
(2.1)
avec :
SΩ(s) = (1+Gm(s)KΩ(s))
−1
= (1+LΩ(s))
−1 (2.2)
2.1.1 Performance
D’après 2.1, le rejet de perturbations consiste à insensibiliser εΩ vis-à-vis des perturba-
tions externes, donc à conférer à la fonction de sensibilité directe SΩ la contrainte :
|SΩ( jω)| ≪ 1
dans la zone spectrale des perturbations, ce qui revient en vertu de 2.2 à conférer à la boucle
ouverte LΩ = GmKΩ la contrainte :
|LΩ( jω)| ≫ 1 (2.3)
Cette condition 2.3 peut être explicitée de la manière suivante :
1. Pour les frottement secs, nous considérerons un modèle simple de type Coulomb,
donné par la figure 2.2. Afin d’annuler l’erreur statique angulaire de dépointage en
réponse à un échelon de perturbation d f d’amplitude 2Co (couple effectif lors d’un
changement de signe de la vitesse relative ∆Ω) et en consigne de vitesse rΩ nulle
(puisque l’on cherche à maintenir l’orientation de la ligne de visée fixe), le correcteur
du bouclage en vitesse doit disposer d’un certain nombre d’intégrateurs nI :
KΩ(s) =
KˆΩ(s)
snI
avec 0<
∣∣KˆΩ(0)∣∣< ∞, (2.4)
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∆Ω
Ω
+
Ωp
vitesse porteur
−
C f
couple de frottements
∆Ω
Co
−Co
C f
Figure 2.2 – Frottements : modèle de Coulomb
car d’après le théorème de la valeur finale, on a dans ces conditions vis-à-vis de d f :
lim
t→∞ εθ(t) = lims→0
s.εθ(s)
= lim
s→0
s.
(
εΩ(s)
s
)
= lim
s→0
Gm(s)SΩ(s)d f (s)
= lim
s→0
Gm(s)(1+Gm(s)KΩ(s))
−1.
2Co
s
.
(2.5)
Or, on sait d’après la modélisation établie précédemment que Gm est de la forme :
Gm(s) =
Gˆm(s)
s
avec 0<
∣∣Gˆm(0)∣∣< ∞ (2.6)
En utilisant 2.6 et 2.4 dans 2.5, on obtient alors :
lim
t→∞ εθ(t) = lims→0
2C0s
nI−1Gˆm(s)
(
snI+1+ Gˆm(s)KˆΩ(s)
)−1
(2.7)
Donc l’erreur statique angulaire de dépointage sera nulle ( lim
t→∞ εθ(t) = 0) si nI ≥ 2.
Par ailleurs on montre dans [Fey13] que pour limiter l’écart angulaire crête à une
valeur εmax, en réponse à l’échelon de frottement 2Co, la bande passante 2 ωC de la
boucle ouverte doit être telle que
ωC ≥ a1/4
√
2Co
Jεmax
, (2.8)
avec J l’inertie de l’axe mécanique asservi et
a=
1+ sin(∆φ)
1− sin(∆φ) , (2.9)
où ∆φ est la marge de phase escomptée. Par exemple pour une marge de phase de 40˚on
prendra a= 4.5.
2. Pour les vibrations, ce modelage du gain doit être effectué à certaines fréquences par-
ticulières qui, d’une part sont liées au spectre de vibration du porteur (fréquences de
2. ωC est la pulsation de coupure de la boucle ouverte : |LΩ( jωC)|= 1
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rotation des rotors par exemple dans le cas d’un hélicoptère) et d’autre part corres-
pondent à des modes de résonance particuliers de la plateforme mécanique. Le spectre
de la perturbation dv est donc composé de raies (sinusoïdes pures) et d’un bruit (que
l’on suppose blanc sur une certaine bande de fréquences). Idéalement et pour fixer les
idées, on peut donc par exemple considérer que l’on cherche à garantir |εθ(t)|< εmax,
en réponse à une perturbation sinusoïdale dv(t) = Ωk sin(ωkt), c.à.d :
|SΩ( jωk)|
ωk
Ωk < εmax
⇐⇒|1+LΩ( jωk)|> Ωk
ωkεmax
,
ce qui revient approximativement à imposer |LΩ( jωk)| > Ωk
ωkεmax
, si l’on suppose
Ωk
ωkεmax
> 1.
L’idée ici est de montrer qu’il sera nécessaire de mettre suffisamment de gain locale-
ment dans LΩ à certaines fréquences précises, car en réalité, on peut être amené à consi-
dérer plusieurs fréquences ωk, voire des zones de fréquences [ωk,ωk] pour prendre en
compte la variation de la fréquence de certains modes de résonance de la plateforme
avec l’environnement thermique.
2.1.2 Robustesse
La robustesse consiste à garantir la stabilité du bouclage pour des incertitudes relatives
non structurées ∆m ∈ RH∞. Généralement on modélise cette incertitude de la façon suivante :
∆m(s) = wm(s)∆(s) avec ∆ ∈ RH∞ et ‖∆‖∞ ≤ 1, (2.10)
le gain fréquentiel de la pondération wm (que l’on requiert stable et à phase minimale) étant
obtenu à partir d’une dispersion G˜m autour du modèle nominal Gm :
|wm( jω)| ≥max
G˜m
∣∣∣∣G˜m( jω)−Gm( jω)Gm( jω)
∣∣∣∣ , ∀ω≥ 0. (2.11)
Elle caractérise donc le module maximal de l’incertitude complexe relative escomptée sur le
modèle, à chaque fréquence ω≥ 0.
A partir de cette caractérisation, il est possible dans le cas SISO de déduire simplement
par l’examen des lieux de Nyquist dans la figure 2.3 une condition suffisante de stabilité vis-
à-vis de ∆m. En effet, si l’on considère un correcteur KΩ stabilisant le modèle nominal Gm,
on a la stabilité robuste si l’ensemble des lieux des boucles ouvertes LΩ(1+wm∆) n’entoure
pas −1, c.à.d :
|wm( jω)LΩ( jω)| < |1+LΩ( jω)| , ∀ω≥ 0
⇔ |TΩ( jω)| < 1/ |wm( jω)| , ∀ω≥ 0
⇔ ‖wmTΩ‖∞ < 1,
(2.12)
avec :
TΩ(s) = 1−SΩ(s)
= LΩ(s)(1+LΩ(s))
−1 .
(2.13)
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Figure 2.3 – Nyquist : Stabilité robuste en SISO
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Figure 2.4 – Exemple de gabarit en gain de boucle ouverte
Dans un cadre plus général, notamment pour les systèmes MIMO, elle peut être obtenue
à partir du Théorème du petit gain [ZDG96, p. 211]. En pratique, il est raisonnable de sup-
poser que |LΩ| ≪ 1 en hautes fréquences, d’où l’on déduit le roll-off en hautes fréquences
nécessaire à la boucle ouverte, à partir de 2.12 :
|LΩ( jω)|< 1|wm( jω)| , pour ω≫ ωC. (2.14)
Cette condition peut être également vue comme une limitation "pratique" de la bande pas-
sante atteignable ωC, du fait de la nécessité de robustesse vis-à-vis des incertitudes de mo-
délisation.
Au final, on parvient donc à spécifier un compromis sur le gabarit du gain de la boucle
ouverte, qui peut être synthétisé par la figure 2.4.
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2.2 Synthèse du correcteur
Usuellement, l’ingénieur automaticien effectue le modelage de la boucle ouverte LΩ, via
un réglage itératif et graphique (diagrammes de Nyquist et Black-Nichols) de KΩ sous forme
de réseaux de filtres PI (Proportionnel Intégral), avance de phase, filtres réjecteurs (notch
filters) ; on parle alors de Loop-Shaping. Néanmoins, l’obtention par cette méthode d’un
réglage de KΩ performant et stabilisant de manière robuste le bouclage peut s’avérer difficile
et fastidieuse, notamment si la spécification fréquentielle déclinée à partir du cahier des
charges s’avère complexe, comme présenté sur la figure 2.4 par exemple. Par ailleurs, nous
venons de voir avec 2.12 que la normeH∞ permet de prendre en compte a priori la robustesse
en stabilité d’un bouclage vis-à-vis d’incertitudes non structurées, il en est de même pour la
performance (atténuation du gain fréquentiel de la fonction de sensibilité SΩ).
L’emploi des techniques de commande robuste basées sur la norme H∞ permet alors de
déporter ce réglage sur le choix de filtres de pondérations adéquats, de manière à calculer
le correcteur cette fois par minimisation d’un critère portant sur la norme H∞ de transferts
pondérés, soit en boucle fermée : c’est la Synthèse H∞ Standard [DGKF89] ; soit en boucle
ouverte : c’est la Synthèse H∞ par Loop-Shaping [MG92], basée sur la résolution d’un pro-
blème particulier dit de stabilisation robuste d’un système décrit par factorisations premières
normalisées [GM89]. Cette dernière approche, du point de vue de l’ingénieur automaticien,
présente l’avantage de conserver le raisonnement classique sur la boucle ouverte, tout en
offrant la possibilité (comme l’approche Standard, qui est bien évidemment plus générale)
de traiter efficacement le cas des systèmes multivariables (MIMO), ce qui était difficilement
réalisable avec les méthodes d’Automatique fréquentielle classique. Dans notre cas, l’intérêt
du multivariable sera de pouvoir synthétiser directement (en une seule étape) un correcteur
robuste global prenant en compte la mesure de vitesse inertielle et la mesure du courant
moteur comme indiqué sur la figure 1.8 .
2.2.1 La synthèse H∞ par Loop-Shaping
SoitG unmodèle linéaire nominal d’un système quelconque que l’on désire asservir. Nous
rappelons ici les aspects fondamentaux de la procédure de Synthèse H∞ par Loop-Shaping
établie par Glover et McFarlane dans [MG92].
2.2.1.1 Construction du loopshape
Cette étape consiste à modeler les valeurs singulières du système nominal, avec 2 pondé-
rationsWin etWout , en entrée et sortie du modèle nominal :
Gs(s) =Wout(s)G(s)Win(s). (2.15)
Ce système pondéré Gs est appelé loopshape.
2.2.1.2 Stabilisation robuste du loopshape
Soit une factorisation copremière [Vid85] normalisée à gauche du loopshape
Gs(s) = M˜s(s)
−1N˜s(s) ,
{
M˜s ∈ RH∞, N˜s ∈ RH∞
M˜s(s)M˜
∗
s (s)+ N˜s(s)N˜
∗
s (s) = I
, (2.16)
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où
M˜∗s (s) = M˜s(−s)T ,
N˜∗s (s) = N˜s(−s)T .
L’objectif de cette étape est de stabiliser Gs, mais aussi la famille de modèles perturbés
définie par
Gsε =
{ (
M˜s+∆M˜s
)−1 (
N˜s+∆N˜s
)
:
∥∥[∆N˜s ∆M˜s]∥∥∞ < ε } , (2.17)
où ε > 0 définit une marge de stabilité vis-à-vis d’incertitudes non structurées sur les fac-
teurs copremiers ∆M˜s ∈ RH∞ et ∆N˜s ∈ RH∞, qu’il convient donc de maximiser. D’après le
théorème du Petit Gain, la robustesse en stabilité du bouclage de la figure 2.5 est obtenue si
et seulement si Ks stabilise le loopshape nominal Gs et
γ =
∥∥∥∥[ IKs
]
(I−GsKs)−1 M˜−1s
∥∥∥∥
∞
≤ 1
ε
. (2.18)
N˜s M˜
−1
s
Ks
∆N˜s ∆M˜s
+
+
+ −
e
ysus
Figure 2.5 – Stabilisation robuste des facteurs premiers
La maximisation de la marge de stabilité équivaut donc à minimiser γ, la norme H∞ du
transfert entre e et
(
ys
us
)
. Du fait de sa structure mathématique particulière (facteurs copre-
miers normalisés), ce problème d’optimisation H∞ admet une solution exacte qui ne néces-
site pas de γ-itération, comme c’est le cas dans la majorité des problèmes H∞ standard. Etant
donné (As,Bs,Cs,Ds) une réalisation minimale de Gs, la marge de stabilité maximale établie
dans [GM89] vaut :
εmax = γmin
−1 = (1+λmax(XsYs))−
1
2 , (2.19)
où λmax(XsYs) est la plus grande valeur propre du produit XsYs ; Xs étant l’unique solution
définie positive de l’équation algébrique de Riccati(
As−BsS−1s DTs Cs
)T
Xs+Xs
(
As−BsS−1s DTs Cs
)−XsBsS−1s BTs Xs+CTs R−1s Cs = 0, (2.20)
en posant
Rs = I+DsD
T
s ,
Ss = I+D
T
s Ds,
et Ys, l’unique solution définie positive de l’équation algébrique de Riccati(
As−BsS−1s DTs Cs
)
Ys+Ys
(
As−BsS−1s DTs Cs
)T −YsCTs R−1s CsYs+BsS−1s BTs = 0. (2.21)
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Un correcteur Ks stabilisant Gs et assurant∥∥∥∥[ IKs
]
(I−GsKs)−1 M˜−1s
∥∥∥∥
∞
≤ γ, (2.22)
pour γ > γmin, est donné [GM89] par la représentation d’état :
Ks =
[
As+BsFs+ γ
2
(
LTs
)−1
YsC
T
s (Cs+DsFs) γ
2
(
LTs
)−1
YsC
T
s
BTs Xs −DTs
]
, (2.23)
où
Fs =−S−1s
(
DTs C+B
T
s Xs
)
,
Ls =
(
1− γ2) I+XsYs. (2.24)
Cette solution (que l’on peut obtenir grâce à la routine ncfsyn de Matlab) dépend unique-
ment du loopshape, ce qui offre donc la possibilité d’ajuster de manière itérative le compro-
mis robustesse-performance du bouclage en modelant les valeurs singulières de Gs selon les
concepts de l’automatique fréquentielle classique, grâce aux 2 pondérations W1 et W2. En
effet la valeur de εmax est un indicateur de bonne compatibilité entre le loopshape spécifié et
sa stabilisation robuste.
Cette stabilisation robuste peut également être interprétée au sens de la gap-métrique δν,
opérateur introduit par Vinnicombe [Vin93]
δν (G1,G2) =
{ ∥∥M˜1N2− N˜1M2∥∥∞ si M1(−s)TM2(s)+N1(−s)TN2(s) ∈ Lˆ∞
1 sinon
,
(2.25)
et définissant une distance entre 2 modèles
G1(s) = M˜1(s)
−1N˜1(s) = N1(s)M1(s)−1,
G2(s) = M˜2(s)
−1N˜2(s) = N2(s)M2(s)−1,
(2.26)
où (M˜1 , N˜1) et (M1 , N1) sont les facteurs premiers normalisés à gauche et respectivement
à droite de G1 ; (M˜2 , N˜2) et (M2 , N2) sont les facteurs premiers normalisés à gauche et
respectivement à droite de G2.
Ainsi, si δν (G1,G2)→ 0 alors G1 et G2 sont proches, c’est à dire qu’ils peuvent être
stabilisés par un même correcteur, si δν (G1,G2)→ 1 alors G1 et G2 sont éloignés, c’est à
dire qu’il n’y a pas de correcteur stabilisant en même temps G1 et G2. En effet [Vin93], le
correcteur Ks donné par 2.23 stabilise la boule de modèles
B(Gs(s),υ) =
{
Gs∆(s) tq δν (Gs,Gs∆)≤ υ
}
, (2.27)
pour tout rayon
υ < γ−1. (2.28)
Si l’on dispose d’une dispersion de modèles, ce rayon de boule de modèle peut donc ser-
vir comme indice de robustesse en stabilité, en le confrontant à la valeur de γ ( toujours
supérieure à 1 d’après la définition 2.19) obtenue lors de la synthèse du correcteur Ks.
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2.2.1.3 Correcteur final
Le correcteur de boucle final est
K(s) =Win(s)Ks(s)Wout(s) (2.29)
La synthèse H∞ par Loop-Shaping présente donc un avantage en terme de simplicité de
réglage, puisque l’on n’a qu’une seule fonction de transfert à régler au moyen de 2 pondé-
rations (une seule peut suffire, notamment en SISO). De plus, le critère 2-blocs optimisé à
l’étape de stabilisation robuste correspond également à un critère 4-blocs prenant en compte
les différentes fonctions de transfert en boucle fermée :∥∥∥∥[ IKs
]
(I−GsKs)−1 M˜−1s
∥∥∥∥
∞
=
∥∥∥∥[ IKs
]
(I−GsKs)−1
[
I Gs
]∥∥∥∥
∞
=
∥∥∥∥[ WoutW−1in K
]
(I−GK)−1 [W−1out GWin]∥∥∥∥
∞
=
∥∥∥∥ [Wout 00 W−1in
][
S SG
KS KSG
][
W−1out 0
0 Win
]∥∥∥∥
∞
,
(2.30)
avec S = (I−GK)−1, la fonction de sensibilité. L’égalité de la première ligne dans 2.30 est
obtenue en multipliant la fonction de transfert dans le membre de gauche par
[
M˜s N˜s
]
, qui
laisse sa norme H∞ initiale inchangée puisque[
M˜s N˜s
][
M˜s N˜s
]∗
=
[
M˜s N˜s
][M˜∗s
N˜∗s
]
= I,
(2.31)
par définition des facteurs copremiers normalisés. La synthèse du correcteur final K par
l’approche H∞ Standard [DGKF89] serait donc tout à fait possible, mais elle nécessiterait
que les pondérationsWin etWout soit stables et d’inverses stables (à phase minimale), ce qui
n’est pas indispensable dans l’approcheH∞ Loop-Shaping, elles peuvent notamment contenir
des intégrateurs purs.
Néanmoins son inconvénient majeur est l’ordre potentiellement élevé du correcteur final
K qui en résulte
∂◦K = ∂◦Win+∂◦Ks+∂◦Wout
= ∂◦Win+∂◦Gs+∂◦Wout
= 2(∂◦Win+∂◦Wout)+∂◦G,
(2.32)
compte tenu de l’ordre du modèle de synthèse et de celui des pondérations nécessaire pour
bien traduire la spécification sur la boucle ouverte. Dans notre cas, on a généralement ∂G>
10, ceci afin de bien prendre en compte les principaux modes résonants de la structure mé-
canique, le déphasage (ou plus exactement les retards) lié à la chaine de mesure/commande,
ainsi que la dynamique de l’actionneur (que nous avions négligée dans la section précédente
uniquement pour la clarté du propos). De même les pondérations peuvent également être
d’ordre élevé ∂◦Win + ∂◦Wout > 10 notamment pour une spécification fréquentielle sur la
boucle ouverte telle que sur la figure 2.4.
Usuellement, avant d’implémenter un correcteur obtenu par cette synthèse H∞, une étape
de réduction d’ordre a posteriori est alors indispensable. Dans la section suivante nous en
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rappelons les principes.
2.2.2 Réduction de modèles dans l’espace d’état
La réduction d’un modèle LTI au sens général consiste à tronquer ou éliminer certains
états de ce modèle dont on juge, à partir d’un critère mathématique, qu’ils contribuent le
moins à la description du système physique modélisé ou alors à la performance s’il s’agit
d’un correcteur. Nous rappelons ici les méthodes les plus souvent utilisées, qui reposent sur
la notion de réalisation équilibrée au sens de l’observabilité et de la commandabilité.
2.2.2.1 Troncature de réalisations equilibrées
Soit (A,B,C,D)n une réalisation minimale d’ordre n d’une matrice de transfert G(s) =
D+C(Is−A)−1B rationnelle et stable. Une mesure de la commandabilité et de l’observabi-
lité de G est obtenue à partir des matrices symétriques définies positives
P=
∫ ∞
0
eAtBBT eA
T tdt,
Q=
∫ ∞
0
eA
T tCTCeAtdt,
appelées respectivement grammiens de commandabilité et d’observabilité, et qui sont les
solutions uniques des équations de Lyapunov
AP+PAT +BBT = 0,
ATQ+QA+CTC = 0.
Ces grammiens dépendent de la base où ils sont exprimés. L’idée de réalisation équilibrée
consiste alors à se ramener dans une base où aucune des 2 notions (observabilité et comman-
dabilité) n’est privilégiée l’une par rapport à l’autre, c’est à dire où chaque état est autant
commandable qu’observable. Il existe toujours [Moo81, Glo84], une matrice non singulière
T ∈ Rn×n telle que les grammiens P= T−1PT−T et Q= T TQT de la réalisation
(A,B,C,D)n = (T
−1AT,T−1B,CT,D),
vérifient :
P= Q= Σ = diag(σ1,σ2, ...,σn),
où σ1 > σ2 > ... > σn > 0 sont les valeurs singulières de Hankel de G. Ces valeurs sont des
invariants entrée/sortie de G, définies plus généralement par σi =
√
λi(PQ). La réalisation
(A,B,C,D)n de vecteur d’état x est alors dite équilibrée.
La réduction par troncature d’une réalisation équilibrée consiste à éliminer les états
xe =
[
0 In−r
]
x,
qui sont en quelque sorte les moins commandables et observables, en conservant uniquement
les états
xr =
[
Ir 0
]
x,
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qui correspondent aux r premières (plus grandes) valeurs singulières de Hankel. En effet,
x=
[
xTr x
T
e
]T
permet de partitionner les matrices d’état comme suit
[
A B
C D
]
=
 Arr AreAer Aee BrBe
Cr Ce D
 ,
et d’obtenir le modèle réduit par troncature
Gr :=
[
Arr Br
Cr D
]
=
[ [
Ir 0
]
T−1 0
0 I
][
A B
C D
][
T
[
Ir 0
]T
0
0 I
]
. (2.33)
Cette méthode présente certaines propriétés intéressantes, comme la préservation de la
stabilité [Moo81] et une borne sur la norme H∞ de l’erreur de troncature [Glo84]
‖G−Gr‖∞ ≤ 2
n
∑
i=r+1
σi. (2.34)
Dans [Glo84, p. 1129] une construction de cette réalisation équilibrée (formules explicites
pour construire la transformation T ) est établie, et peut être obtenue sous Matlab par la rou-
tine balreal. Cependant la construction de cette réalisation peut s’avérer numériquement mal
conditionnée si le système G possède des modes quasiment non commandables ou non ob-
servables. Des alternatives de construction du modèle réduit Gr ne nécessitant pas de calcul
explicite de la transformation T ont été proposées dans [TP87, SC88] et sont implémentées
sous Matlab (routines balancmr et schurmr).
Pour un modèle instable, on a 2 possibilités :
– soit décomposer le modèle en une partie stable et une partie instable
G(s) = G−(s)+G+(s),
oùG− a tous ses pôles dans le demi-plan complexe gauche ouvert etG+ a tous ses pôles
dans le demi-plan complexe droit fermé, trouver un modèle réduit Gr− par troncature
d’une réalisation équilibrée de G− et obtenir un modèle réduit
Gr(s) = Gr−(s)+G+(s).
– soit calculer une factorisation copremiere normalisée
G(s) = M˜(s)−1N˜(s),
en déduire un modèle réduit
[
N˜r M˜r
]
par troncature d’une réalisation équilibrée de[
N˜ M˜
]
et obtenir
Gr(s) = M˜r(s)
−1N˜r(s).
La routine ncfmr de Matlab permet de faire ce type de réduction.
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2.2.2.2 Approximation optimale par la norme de Hankel
Cette approche consiste à chercher un modèle réduit Gr d’ordre r, qui minimise la norme
de Hankel de l’erreur d’approximation
‖G−Gr‖H = ‖E‖H
=
√
λmax(PQ),
(2.35)
où P et Q sont les grammiens de commandabilité et d’observabilité de E(s). La norme de
Hankel correspond à la plus grande valeur singulière de Hankel.
Ce problème d’optimisation a été étudié et résolu dans [Glo84], et une construction Gr
dans l’espace d’état y est proposée (p. 1178-1181), passant par le calcul d’une réalisation
équilibrée de G. Comme dans le cas de la troncature de réalisations équilibrées, une méthode
de construction [SCL90] permettant d’éviter les problèmes de conditionnement numérique
lorsque G n’est pas minimale (ou présente des modes quasiment non commandables ou in-
observables) est implémentée dans Matlab (hankelmr).
Il est important de noter que la réduction d’un correcteur K par ces méthodes (troncature
de réalisation équilibrée ou approximation optimale par la norme de Hankel) ne garantit pas
a priori la conservation des propriétés (stabilité, norme H∞ du critère de synthèse utilisé) de
la boucle fermée initiale.
2.3 Application
Dans cette section, nous présentons un exemple complet de synthèse d’une boucle de
stabilisation inertielle de ligne de visée par la méthode H∞ Loop-Shaping rappelée ci-dessus.
Considérons un axe de visée dont le modèle G du type 1.27 correspond aux réponses fré-
quentielles des figures 2.6 et 2.7, avec une normalisation dans le domaine fréquentiel pour
des raisons de confidentialité. En effet, le système physique en question est un cardan d’un
viseur héliporté, où le moteur est monté en prise directe (pas de mécanisme de réduction
du type engrenage), ce qui rend ici négligeable la f .c.e.m du moteur, car la vitesse relative
vue par les bobinages du moteur est faible. Dans cette configuration, la présence d’un réseau
intégrateur de type PI dans une boucle de courant n’est donc pas indispensable, ce qui per-
met d’utiliser le courant comme une mesure supplémentaire robustificatrice dans la synthèse
du correcteur. Le raisonnement sur la boucle ouverte établi précédemment en considérant
uniquement Gm, par simplicité, s’applique donc cette fois à la fonction de transfert
Gu→Ω(s) = Gm(s)Ge(s).
Afin de spécifier le rejet de perturbations en vibrations, nous disposons d’un échantillon
(réalisation d’un signal aléatoire d’un densité spectrale donnée) de signal gyrométrique me-
suré lorsque système est soumis, sur un pot vibrant, à des vibrations aléatoires dont la densité
spectrale correspond à celle des vibrations du porteur. Une transformée de Fourrier est effec-
tuée sur ce signal afin d’identifier les composantes fréquentielles de la perturbation en sortie
de modèle dv vue par le gyromètre. Pour modeler la boucle de vitesse nous pondérerons alors
la mesure de vitesse par
WoutΩ(s) =WPI2(s)
q
∏
k=1
WREJk(s), (2.36)
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Figure 2.6 – Réponse fréquentielle de la fonction de transfert mécanique (normalisée)
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Figure 2.7 – Réponse fréquentielle de la fonction de transfert électrique (normalisée)
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avec
WPI2(s) = G0
s2
ω20
+2ξ0
s
ω0
+1
s2
s
a
+1
s
b
+1
, WREJk(s) =
s2
ω2k
+2ξk
s
ωk
+1
s2
ω2k
+2ξ
k
s
ωk
+1
. (2.37)
WPI2 est un double intégrateur (pour le rejet asymptotique angulaire du frottement sec,
conformément à la déclinaison établie dans la première section de ce chapitre) associé à
une avance de phase (b> a> 0),WREJk est un filtre résonant (ξk > ξk > 0). Du fait de l’en-
vironnement du porteur spécifié, il est nécessaire de faire apparaitre des réjecteurs sur le gain
de la fonction de sensibilité directe SΩ ; nous avons alors choisi 5 filtres résonants (q = 5),
réglés en superposant ∣∣∣∣∣ 5∏
i=1
WREJi( jω)
∣∣∣∣∣ , ω≥ 0
au module de la transformée de Fourier de la perturbation en sortie de modèle mesurée en
vibration dv, comme l’illustre la figure 2.8. Pour des raisons de confidentialité, les fréquences
et les amplitudes présentées dans cette figure ont été normalisées.
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Figure 2.8 – FFT(normalisée)de la perturbation en sortie de modèle dv et
∣∣∏5i=1WREJi(2pi j f )∣∣
Ensuite, on inclut dans la pondération en entrée de modèle les termes de filtrage et de
roll-off en hautes fréquences
Win(s) =
1
s
ωRO
+1
r
∏
k=1
WREJk(s), (2.38)
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avec
WREJk(s) =
s2
ω2k
+2ξ
k
s
ωk
+1
s2
ω2k
+2ξk
s
ωk
+1
, (2.39)
où (ξk > ξk > 0), et les pulsations de réjection ωi correspondent cette fois aux pulsations
d’anti-résonance du modèle nominal Gm. En effet d’après 2.11, l’erreur relative de modéli-
sation (ou l’incertitude vis-à-vis des variations) risque d’être grande (|wm( jωi)| ≫ 1) à ces
pulsations d’anti-résonance mécanique (|Gm( jωi)| ≪ 1). Nous avons alors choisi r = 1 (1
réjecteur sur la première pulsation d’anti-résonance de Gm).
Enfin, la mesure de courant est prise en compte dans la synthèse par une pondération
constante ρ (elle est choisie constante afin de simplifier le réglage) :
Wout(s) =
[
WoutΩ(s) 0
0 ρ
]
.
Cette constante ρ est réglée de façon à améliorer les marges statiques (stabilité du bouclage),
sans « trop »dégrader le loopshape spécifié sur la boucle de vitesse avec les pondérations
WoutΩ etWin. En effet, l’ajout de la mesure de courant impacte l’allure de la valeur singulière
du loopshape SIMO de la manière suivante
σ(WoutGWin)( jω) = σ
([
WoutΩ 0
0 ρ
][
Gm
1
]
GeWin
)
( jω)
=
√[
WoutΩGmGeWin ρGeWin
]
(− jω)
[
WoutΩGmGeWin
ρGeWin
]
( jω)
=
√
|(WoutΩGmGeW1)( jω)|2+ |(ρGeWin)( jω)|2
= |(WoutΩGmGeWin)( jω)|
√
1+
∣∣∣∣ ρ(WoutΩGm)( jω)
∣∣∣∣2,
où l’on reconnait le loopshape spécifié sur la boucle de vitesse
|(WoutΩGmGeWin)( jω)|
et un terme dont le gain croit en fonction de ρ.
Les valeurs numériques du réglage des pondérations et du modèle sont fournies en An-
nexe.
La synthèse H∞ donne les résultats présentés dans le tableau 2.1, avec
Ks(s) =
[
KsΩ(s) Ksi(s)
]
,
ce qui donne le correcteur final
K(s) =
[
KΩ(s) Ki(s)
]
, (2.40)
où
KΩ =−Win(s)KsΩ(s)WoutΩ(s) , Ki =−ρWin(s)Ksi(s),
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le signe «moins » permettant de connecter le correcteur en feedback négatif sur les mesures,
conformément à la figure 1.8. A noter que KΩ n’est pas exactement celui du schéma simplifié
de la figure 2.1, il faudrait pour avoir équivalence, le multiplier par la dynamique de la boucle
de courant
Gbc(s) = Ge(s)(1+Ge(s)Ki(s))
−1 , (2.41)
ce qui donnerait la boucle ouverte en vitesse
LΩ(s) = Gm(s)Gbc(s)KΩ(s). (2.42)
∂◦Gm ∂◦Ge ∂◦Win ∂◦Wout ∂◦KΩ ∂◦Ki γ GMu PMu
16 5 3 13 53 40 3,6 8,6 dB 68 ˚
Tableau 2.1 – Synthèse H∞ d’ordre plein
Cependant pour examiner la stabilité du bouclage nous considérons plutôt la boucle ou-
verte en entrée du système (tension du moteur u)
Lu(s) = K(s)G(s)
=
[
KΩ(s) Ki(s)
][Gm(s)
1
]
Ge(s)
= KΩ(s)Gm(s)Ge(s)+Ki(s)Ge(s),
qui dispose donc d’une marge de gain correcte (GMu dans le tableau 2.1), ce qui permet
typiquement de se prémunir des variations en température du gain de boucle, notamment au
niveau de la motorisation (résistance des enroulements du moteur, constante de couple).
Une contrainte système, liée au logiciel embarqué du viseur est que le correcteur fi-
nal doit être implémenté sous forme de filtres numériques SISO (comme sur la figure 2.9
par exemple) dont l’ordre total est limité. En effet ces correcteurs sont cadencés à une
fréquence d’échantillonnage assez élevée, ce qui permet de minimiser les retards dus à
l’échantillonnage-blocage, mais cela induit une limitation sur le temps de calcul entre les
instants de commande et donc sur l’ordre des correcteurs.
KΩ(z)
Ki(z)
BOZ
εΩ(s)
−i(s)
+
+
u(s)
Figure 2.9 – Implémentation en parallèle
Il est alors d’usage de procéder à une réduction d’ordre a posteriori de chacun des termes
de la matrice de correction K par des méthodes de réduction d’ordre. L’ordre de KΩ et Ki est
progressivement réduit avec pour objectif de limiter la dégradation des marges de stabilité
classiques :
GMu ≥ 6dB (marge de gain),
PMu ≥ 40˚ (marge de phase), (2.43)
tout en satisfaisant le « vrai » cahier des charges dans le domaine temporel, exposé ci-
dessous :
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– L’erreur résiduelle de stabilisation, en consigne de vitesse inertielle nulle, en réponse à
la perturbation dv :
εθ(s) =
εΩ(s)
s
=
SΩ(s)
s
dv(s)
=
1
s(1+LΩ(s))
dv(s) (avec LΩ donné par 2.42)
(2.44)
doit satisfaire √
1
T
∫ t0+T
t0
ε2θ(t)dt < θRMS, (2.45)
sous la contrainte de consommation moteur :
|i(t)|< imax, (2.46)
où
i(s) =
Gbc(s)KΩ(s)
1+LΩ(s)
dv(s), (2.47)
avec LΩ et Gbc donnés par 2.42 et 2.41
– L’erreur résiduelle crête de stabilisation, en consigne de vitesse inertielle nulle, en ré-
ponse à un échelon de couple de frottements secs d f d’amplitude 2Co :
εθ(s) =
Gm(s)SΩ(s)
s
d f (s)
Kc
(avec Kc la constante de couple moteur)
=
1
Kc
Gm(s)
s(1+LΩ(s))
d f (s) (avec LΩ donné par 2.42).
(2.48)
doit satisfaire
|εθ(t)|< θmax (2.49)
Les valeurs θRMS et θmax sont des spécifications système haut niveau, qui conditionnent
fortement la performance du viseur, imax est une contrainte d’intégrité du système. En général
θRMS est lié à la taille du pixel de l’imageur du viseur et on prend
θmax = 3θRMS,
en considérant que la résiduelle de stabilisation a les caractéristiques d’un bruit gaussien
(faible probabilité de s’écarter de ±3σ de la valeur moyenne, σ étant l’écart-type).
Le tableau 2.2 récapitule les meilleurs résultats obtenus en terme de réduction d’ordre
avec chacune des 2 méthodes de réduction discutées précédemment. Par ailleurs nous avons
également utilisé la méthode d’approximation de la réponse fréquentielle disponible via la
routine fitfrd que nous avions évoquée au chapitre précédent dans le cadre de l’identifica-
tion de modèles. A condition de définir soigneusement la plage fréquentielle où l’on désire
approximer la réponse fréquentielle du correcteur d’ordre plein, cette méthode s’avère com-
pétitive vis à vis des autres méthodes de réduction a posteriori, même si elle a le désavantage
40 2.3 Application
de ne fonctionner que sur des modèles SISO.
∂◦KΩ ∂◦Ki GMu PMu eRMS(dv) consomax(dv) ecrete(d f )
ordre plein 53 40 8,6 dB 68 ˚ 0,93 θRMS 0,87 imax 0,75 θmax
hankelmr 20 7 7,6 dB 50 ˚ 0,97 θRMS 0,87 imax 0,70 θmax
balancmr 20 7 8,5 dB 68 ˚ 0,93 θRMS 0,87 imax 0,75 θmax
fitfrd 20 7 7,1 dB 70 ˚ 0,93 θRMS 0,87 imax 0,77 θmax
Tableau 2.2 – Réduction d’ordre : comparaison des approches
Sur les figures 2.10, 2.11, 2.12, 2.13 on peut voir que les réponses fréquentielles de la
boucle ouverte, de la fonction de sensibilité et des correcteurs sont peu modifiées.
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Figure 2.10 – Diagramme de Black-Nichols de la boucle ouverte en entrée Lu
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Figure 2.11 – Gain de la fonction de sensibilité SΩ
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Figure 2.12 – Diagramme de Bode de KΩ
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Figure 2.13 – Diagramme de bode de Ki
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2.4 Conclusion et objectifs de la thèse
Dans ce chapitre nous avons présenté la méthode de synthèse usuelle d’une boucle de
stabilisation inertielle de ligne de visée par l’approche H∞ Loop-Shaping. Les correcteurs
obtenus par cette méthode étant généralement d’ordre élevé, comme le montre l’application
traitée, une étape de réduction a posteriori du correcteur est indispensable afin d’aboutir à
un correcteur implémentable. Cette méthodologie en 2 étapes (synthèse H∞ d’ordre plein,
puis réduction d’ordre du correcteur H∞) est utilisée dans de nombreuses applications indus-
trielles, et notamment à la SAGEM dans les viseurs actuels. Cependant, des environnements
de plus en plus contraignants et des cahiers des charges de plus en plus poussés orientent
vers l’emploi de capteurs supplémentaires (ajout d’une composante de feedforward pour
une meilleure compensation des vibrations du porteur du viseur par exemple) associés à des
techniques de commande avancée (H∞ / H2) pour satisfaire les objectifs de performance sous
contrainte de robustesse. L’ordre du correcteur multivariable croit alors de manière consé-
quente et il est nécessaire de maitriser ce dernier, voire de pouvoir imposer l’ordre de chaque
terme de la matrice de correction indépendamment les uns des autres, c’est-à-dire d’imposer
une contrainte structurelle au correcteur lors de la synthèse.
Les premières études montrent qu’une réduction a posteriori nécessaire à la mise en
oeuvre de capteurs supplémentaires dégrade de manière conséquente la robustesse obtenue
lors de la synthèse de correcteurs d’ordre plein par les techniques de type H∞. Ainsi il ap-
parait nécessaire de contraindre a priori l’ordre maximal du correcteur, en évitant donc la
deuxième étape de réduction actuelle, qui est essentiellement une procédure ad-hoc dans le
sens ou elle n’offre pas à l’utilisateur la possibilité de maîtriser, durant la réduction d’ordre,
la dégradation des propriétés de la boucle fermée (stabilité, critère de synthèse H∞ traduisant
le compromis robustesse/performance) vis-à-vis du correcteur optimal d’ordre plein.
Le positionnement de nos travaux étant clairement applicatif, dans cette thèse nous propo-
sons des méthodologies de synthèse de correcteurs d’ordre réduit, avec pour souci particulier
de garder le formalisme Loop-Shaping, en abordant le problème de la synthèse H∞ à ordre
fixé :
– d’abord à travers l’optimisation sous contraintes LMI, domaine dans lequel la produc-
tion scientifique en Automatique a été intense durant ces 2 dernières décennies ;
– ensuite par l’optimisation non lisse, approche qui a émergé plus récemment, avec des
outils numériques dédiés et disponibles dans les domaines académiques et privés.

Chapitre 3
Synthèse H∞ à ordre fixé par
l’optimisation sous contraintes LMI
3.1 Les inégalités matricielles linéaires
Une Inégalité Linéaire Matricielle (Linear Matrix Inequality ou LMI en anglais) est une
expression de la forme
F(x) = F0+F1x1+ · · ·+Fmxm ≺ 0, (3.1)
où les xi, i = 1, · · · ,m sont des scalaires réels, les Fi sont des matrices symétriques de taille
n×n , et M ≺ 0 signifiant que M est définie négative, c’est à dire yTMy < 0 pour y ∈ Rn et
y 6= 0.
L’ensemble des x =
[
x1 x2 · · · xm
]T
dans Rm satisfaisant 3.1 est convexe. Du fait de
cette propriété de convexité, les problèmes LMI du type
– Faisabilité :
Trouver un vecteur x ∈ Rm solution de F(x)≺ 0, (3.2)
– Minimisation d’un coût linéaire :
min
x∈Rm
cT x sous contrainte F(x)≺ 0 (3.3)
peuvent être résolus numériquement par des algorithmes dédiés. L’intérêt de la convexité
d’un problème d’optimisation est que s’il admet un minimum local, alors ce dernier est
également un minimum global. Un ouvrage de référence sur l’optimisation convexe au sens
général est [BV04].
Un certain nombre de problèmes d’Automatique peuvent être exprimés dans le forma-
lisme des LMI [BEGFB94]. Notamment, la norme H∞ d’un système linéaire peut être carac-
térisée par une contrainte sous forme LMI grâce au lemme borné réel.
Lemme 3.1. (Lemme borné réel) Un système linéaire défini par une réalisation (A,B,C,D)
est stable (Re(λi(A))< 0) et vérifie∥∥D+C(sI−A)−1B∥∥
∞
< γ
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si et seulement si il existe une matrice X symétrique définie positive, telle queATX+XA XB CTBTX −γI DT
C D −γI
≺ 0. (3.4)
Ce résultat fondamental constitue le point de départ de la résolution du problème de la
synthèse H∞ standard par l’optimisation sous contraintes LMI.
3.2 Solution du problèmeH∞ standard sans contrainte d’ordre
Soit l’interconnexion standard de la figure 3.1 entre :
P(s)
K(s)
u
e z
y
Figure 3.1 – Forme standard
– d’une part le système standard augmenté (modèle linaire nominal et pondérations
traduisant les objectifs de synthèse)
P :
 x˙(t)z(t)
y(t)
=
 A B1 B2C1 D11 D12
C2 D21 D22
 x(t)e(t)
u(t)
 , (3.5)
où x ∈ Rn est le vecteur d’état du système augmenté, e ∈ Rm1 le vecteur des entrées
exogènes (perturbations, références, bruits de mesures), u ∈ Rm2 le vecteur des entrées
de commande, z ∈Rp1 les signaux de performances sur lesquels porte le critère de per-
formance de la synthèse, y ∈Rp2 les mesures disponibles pour effectuer la commande ;
– d’autre part le correcteur
K :
[
x˙K(t)
u(t)
][
AK BK
CK DK
][
xK(t)
y(t)
]
, (3.6)
où xK ∈ Rk est le vecteur d’état du correcteur.
La fonction de transfert en boucle fermée entre les entrées exogènes e et les signaux de
performance z est décrite par la transformée linéaire fractionnaire
F (P,K) = P11+P12K(I−P22K)−1P21. (3.7)
L’objectif de la synthèse H∞ standard est de trouver un correcteur K(s) = DK +CK(sIk−
AK)
−1BK assurant :
– la stabilité interne du bouclage : pour e(t) = 0,∀t ≥ 0, l’état du système bouclé xb f (t) =[
x(t)T xK(t)
T
]T
tend asymptotiquement vers zéro ;
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– la performance H∞ optimale en boucle fermée : c’est à dire minimiser ‖F (P,K)‖∞.
La première solution [DGKF89] à ce problème, obtenue à la fin des années 80, est fondée
sur la résolution de 2 équations algébriques de Riccati, en cherchant la valeur optimale du
critère H∞ par dichotomie (γ-itération). Elle fournit un correcteur K dit d’ordre plein, car
ayant l’ordre k = n du système augmenté P.
Ensuite, au milieu des années 90, il a été montré [GA94] qu’à ordre plein (k = n) ce
problème est équivalent à un problème d’optimisation sous contraintes LMI.
Cette solution suppose les hypothèses suivantes :
H 3.1. Les paires (A,B2) et (A,C2) sont respectivement stabilisable et détectable.
H 3.2. D22 = 0.
L’hypothèse classique H 3.1 assure l’existence d’au moins un correcteur K assurant la
stabilité interne du bouclage. C’est l’hypothèse de base de toutes les méthodes de commande
modernes dans l’espace d’état : placement de pôles, LQ, LQG.
L’hypothèse H 3.2 d’absence de transmission directe entre les entrées de commande u et
les mesures y est souvent vérifiée, car le terme P22 contient généralement la dynamique du
système physique. Elle permet de simplifier grandement l’expression des matrices d’état de
la boucle fermée et d’assurer que l’interconnexion soit bien posée, c’est à dire I−D22DK
non singulier. De plus, elle n’est pas restrictive, car dans le cas où D22 6= 0, si on élimine ce
terme en posant [ZDG96]
P˜(s) = P(s)−
[
0 0
0 D22
]
=
[
P11(s) P12(s)
P21(s) P22(s)−D22
]
,
(3.8)
alors pour tout correcteur
K˜ =
[
AK˜ BK˜
CK˜ DK˜
]
stabilisant P˜ et tel que I+D22DK˜ est non singulière, le correcteur
K = K˜
(
I+D22K˜
)−1
(3.9)
stabilise P et
F (P,K) = P11+P12K˜
(
I+D22K˜
)−1(
I−P22K˜
(
I+D22K˜
)−1)−1
P21
= P11+P12K˜
[(
I−P22K˜
(
I+D22K˜
)−1)(
I+D22K˜
)]−1
P21
= P11+P12K˜
[(
I+D22K˜
)−P22K˜]−1P21
= P11+P12K˜
[
I− (P22−D22) K˜
]−1
P21
= F (P˜, K˜)
(3.10)
En définissant la matrice à déterminer
Θ =
[
AK BK
CK DK
]
∈ R(k+m2)×(k+p2), (3.11)
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une réalisation de la fonction de transfert en boucle fermée
F (P,K) :
[
x˙b f (t)
z(t)
]
=
[
Ab f (Θ) Bb f (Θ)
Cb f (Θ) Db f (Θ)
][
xb f (t)
e(t)
]
(3.12)
peut être déduite de 3.5 et 3.6, avec[
Ab f (Θ) Bb f (Θ)
Cb f (Θ) Db f (Θ)
]
=
[
A B1
C1 D11
]
+
[
B2
D12
]
Θ
[
C2 D21
]
, (3.13)
où
A=
[
A 0
0 0k
]
, B1 =
[
B1
0
]
, B2 =
[
0 B2
Ik 0
]
,
C1 =
[
C1 0
]
, D11 = D11, D12 =
[
0 D12
]
,
C2 =
[
0 Ik
C2 0
]
, D21 =
[
0
D21
]
.
(3.14)
D’après le lemme borné réel, la boucle fermée est stable de manière interne et ‖F (P,K)‖∞ <
γ , γ > 0, si et seulement si il existe une matrice Xb f symétrique définie positive, telle queAb f (Θ)TXb f +Xb fAb f (Θ) Xb fBb f (Θ) Cb f (Θ)TBb f (Θ)TXb f −γI Db f (Θ)T
Cb f (Θ) Db f (Θ) −γI
≺ 0
⇐⇒ L(Xb f )+
Xb fB20
D12
Θ[C2 D21 0]+
C
T
2
D
T
21
0
ΘT [BT2Xb f 0 DT12]≺ 0,
(3.15)
où
L(Xb f ) =
A
T
Xb f +Xb fA Xb fB1 C
T
1
B
T
1Xb f −γI DT11
C1 D11 −γI
 . (3.16)
Cette inégalité est une BMI (Bilinear Matrix Inequality) à cause du produit entre les va-
riables inconnues Xb f et Θ. Ce type de contrainte est généralement plus difficile à résoudre
car ne possédant pas, contrairement aux LMI, la propriété de convexité, importante en op-
timisation numérique. Dans [GA94], les auteurs montrent qu’il est possible d’éliminer ce
couplage en projetant cette BMI 3.15 en
(Ψ⊥)TL(Xb f )Ψ⊥ ≺ 0 (3.17)
et
(Φ⊥)T
X−1b f 0 00 Im1 0
0 0 Ip1
L(Xb f )
X−1b f 0 00 Im1 0
0 0 Ip1
Φ⊥ ≺ 0
⇐⇒ (Φ⊥)T
AX
−1
b f +X
−1
b f A
T
B1 X
−1
b f C
T
1
B
T
1 −γIm1 DT11
C1X
−1
b f D11 −γIp1
Φ⊥ ≺ 0,
(3.18)
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sur Ψ⊥ et Φ⊥, dont les colonnes constituent des bases de Ker(Ψ) et Ker(Φ) respectivement,
avec
Ψ =
[
C2 D21 0
]
=
[
0 Ik 0 0
C2 0 D21 0
]
(3.19)
et
Φ =
[
B
T
2 0 D
T
12
]
=
[
0 Ik 0 0
BT2 0 0 D
T
12
]
.
(3.20)
Ensuite, en partitionnant Xb f et son inverse :
Xb f =
[
S N
NT ∗
]
, X−1b f =
[
R M
MT ∗
]
, (3.21)
où R,S ∈Rn×n etM,N ∈Rn×k, ils en déduisent une condition nécessaire et suffisante d’exis-
tence d’un correcteur K assurant la stabilité interne et ‖F (P,K)‖∞ < γ , sous forme de
contraintes LMI, donnée par le théorème suivant.
Théorème 3.1. [GA94] Le système standard P admet un correcteur K stabilisant de manière
interne et tel que ‖F (P,K)‖∞ < γ, si et seulement si il existe 2 matrices symétriques R et S
vérifiant
[
NR 0
0 Im1
]T  AR+RAT RCT1 B1C1R −γIp1 D11
BT1 D
T
11 −γIm1
[ NR 0
0 Im1
]
≺ 0 (3.22)
[
NS 0
0 Ip1
]T  ATS+SA SB1 CT1BT1 S −γIm1 DT11
C1 D11 −γIp1
[ NS 0
0 Ip1
]
≺ 0 (3.23)
[
R In
In S
]
 0 (3.24)
où NR et NS constituent des bases de noyaux de
[
C2 D21
]
et
[
BT2 D
T
12
]
respectivement. De
plus il existe des correcteurs d’ordre réduit k < n si et seulement si R et S satisfont en plus
des LMI 3.22 à 3.24, la condition
rang(In−RS)≤ k (3.25)
A partir de cette caractérisation, la recherche d’un correcteur optimal se fait donc par
minimisation de γ sous les contraintes LMI 3.22, 3.23, 3.24, ce qui est un problème d’opti-
misation convexe. Ensuite pour construire le correcteur, il faut d’abord reconstituer à partir
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de R et S la matrice Xb f , symétrique définie positive et vérifiant 3.21. Pour cela on peut pro-
céder par une décomposition en valeurs singulières afin d’obtenir M et N de rang plein, tels
que
MNT = I−RS (3.26)
et obtenir
Xb f =
[
S N
NT −M+RN
]
. (3.27)
Cette solution résout donc le même problème que [DGKF89], toutefois du point de vue
numérique, pour des systèmes d’ordre élevé (n > 30) et avec les solveurs LMI actuels, la
résolution du problème est généralement plus longue et souvent sujette à des problèmes de
conditionnement numérique des matrices R et S, pouvant rendre difficile la reconstruction du
correcteur.
Une autre approche équivalente permettant de linéariser le problème BMI 3.15 issu de
l’application du lemme borné réel, est proposée dans [SGC97]. Elle procède par un chan-
gement de variables explicite et bijectif ; et résout d’abords, comme ici un problème LMI
de faisabilité, suivi d’une étape de reconstruction du correcteur. Son intérêt par rapport à
celle présentée ici, est qu’elle permet de formuler une plus grande classe de problèmes de
synthèse, et notamment des problèmes multiobjectifs, avec par exemple des critères mixtes
H2/H∞, ou alors H∞ avec placement de pôles [CG96]. Cependant elle n’est pas adaptée à la
recherche de correcteurs d’ordre réduit puisque dans ce cas, le changement de variable n’est
plus défini.
La recherche a priori d’un correcteur d’ordre réduit k < n nécessite alors de pouvoir
également imposer la contrainte de rang 3.25. Cette contrainte étant non convexe, comme
l’était la contrainte BMI initiale 3.15 issue de l’application directe du lemme borne réel,
plusieurs méthodes ont été proposées afin de gérer l’une ou l’autre de ces 2 difficultés.
D’une part les approches biconvexes, procèdent par une résolution séquentielle du pro-
blème, en fixant l’une ou l’autre des variables d’optimisation afin d’éliminer le couplage
source de non convexité (schémas du type D-K itération [Doy85]). Ces dernières sont sou-
vent simples à mettre en oeuvre numériquement et peuvent donner des résultats intéressants
sur des exemples pratiques. C’est le cas de l’approche par factorisation copremières [VM97],
que nous présenterons de manière détaillée dans la section suivante. D’autre part, il y a :
– soit des approches qui s’attaquent à la contrainte de rang, c’est le cas des méthodes
par lagrangien augmenté de [ANT03, ANTT04] où cette contrainte est reformulée sous
forme de contrainte bilinéaire d’égalité matricielle (du type In−RS = 0 par analogie
avec le cas d’une synthèse de correcteur statique) ; une autre reformulation à partir
des coefficients du polynôme caractéristique p(λ) = det(In−λ(In−RS)) est proposée
dans [AHH11a, AHH11b] ;
– soit celles qui s’attaquent à la BMI 3.15 par des méthodes (du point intérieur [HSvdMB03,
LM02], avec fonction pénalité/barrière spectrale [TNA04]) spécifiques et adaptées à la
non convexité du problème.
Ces 2 dernières catégories de méthode présentent généralement une garantie théorique de
convergence vers un minimum local, mais elles ont souvent une complexité d’implémenta-
tion numérique qui est hors de portée du cadre applicatif de cette thèse.
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3.3 Ordre fixé par factorisations premières normalisées
Dans [VM97], les auteurs ont proposé une méthode de synthèseH∞ à ordre fixé par l’opti-
misation sous contraintes LMI, spécifique au formalisme Loop-Shaping. En effet, elle étend
les résultats spécifiques à la stabilisation robuste d’un système décrit par ses facteurs pre-
miers [GM89] en partant du lemme suivant.
Lemme 3.2. [VM97] Soit Gs(s) = M˜s(s)−1N˜s(s), avec M˜s, N˜s ∈ RH∞ les facteurs premiers
à gauche normalisés (M˜s(s)M˜
∗
s (s)+ N˜s(s)N˜
∗
s (s) = I) de Gs, les propositions suivantes sont
équivalentes :
a) Ks stabilise le système Gs et vérifie :∥∥∥∥[ IKs
]
(I−GsKs)−1 M˜−1s
∥∥∥∥
∞
< γ. (3.28)
b) ∃Q ∈ L∞ ayant autant de pôles que de zéros à partie réelle strictement positive, ∃
Us,Vs ∈ RH∞, tels que Ks(s) =Us(s)Vs(s)−1 et∥∥∥∥[−M˜∗sN˜∗s
]
−
[
Vs
Us
]
Q
∥∥∥∥
∞
<
√
1− γ−2. (3.29)
Ainsi la stabilisation robuste d’un loopshape Gs(s) = M˜s(s)−1N˜s(s) est équivalente à
inf
Zs∈RH∞,Q∈L∞
∥∥∥∥[−M˜∗sN˜∗s
]
−ZsQ
∥∥∥∥
∞
, (3.30)
où
Zs(s) =
[
Vs(s)
Us(s)
]
∈ RH∞ (3.31)
est une factorisation première à droite du correcteur recherché Ks(s) =Us(s)Vs(s)−1 d’ordre
réduit :
∂◦Ks = ∂◦Zs = ks < ∂◦Gs
et Q ∈ L∞ ayant autant de pôles que de zéros à partie réelle strictement positive.
Résoudre 3.30 simultanément sur Zs et Q est difficile car l’application du lemme borné
réel résulterait en une contrainte de type BMI. Les auteurs de [VM97] proposent alors un
algorithme de résolution itératif en optimisant alternativement sur Zs et Q :
Etape 1 : Choix d’un Ks initial stabilisant Gs et d’ordre ∂◦Ks = ks < ∂◦Gs.
Etape 2 : Calcul d’une représentation d’état[
Vs
Us
]
=
[
AVU BVU
CVU DVU
]
(3.32)
des facteurs premiers normalisés à droite de Ks(s) = Us(s)Vs(s)−1, puis résolution
de 3.30 à Zs =
[
Vs
Us
]
fixé, c’est à dire recherche d’un Q ∈ L∞ satisfaisant
∥∥∥∥[−M˜∗sN˜∗s
]
−
[
Vs
Us
]
Q
∥∥∥∥
∞
=
√
1−b2Gs,Ks , (3.33)
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avec
bGs,Ks =
∥∥∥∥[ IKs
]
(I−GsKs)−1 M˜−1s
∥∥∥∥−1
∞
. (3.34)
Un choix possible est
Qˆ(s) = b2Gs,Ks
([−M˜s(s) N˜s(s)][Vs(s)
Us(s)
])−1
= b2Gs,Ks
(
N˜s(s)Us(s)− M˜s(s)Vs(s)
)−1
.
(3.35)
En effet si l’on considère une factorisation première à droite Gs(s) = Ns(s)Ms(s)−1 ,
avec Ns,Ms ∈ RH∞ et normalisés (N∗s (s)Ns(s)+M∗s (s)Ms(s) = I), la matrice
F =
[−M˜s N˜s
N∗s M∗s
]
est passe-tout puisque par définition des facteurs premiers normalisés à gauche et à
droite
FF∗ = I
En exploitant l’invariance de la norme H∞ par multiplication avec F , on a [GM89]∥∥∥∥[−M˜∗sN˜∗s
]
−
[
Vs
Us
]
Qˆ
∥∥∥∥
∞
=
∥∥∥∥[−M˜s N˜sN∗s M∗s
]([−M˜∗s
N˜∗s
]
−
[
Vs
Us
]
b2Gs,Ks
(
N˜sUs− M˜sVs
)−1)∥∥∥∥
∞
=
∥∥∥∥∥
[ (
1−b2Gs,Ks
)
I
b2Gs,Ks (N
∗
sVs+M
∗
sUs)
(
M˜sVs− N˜sUs
)−1
]∥∥∥∥∥
∞
=
√(
1−b2Gs,Ks
)2
+b4Gs,Ks
∥∥∥(N∗sVs+M∗sUs)(M˜sVs− N˜sUs)−1∥∥∥2
∞
.
(3.36)
De même
b−2Gs,Ks =
∥∥∥∥[−M˜s N˜sN∗s M∗s
][
I
Ks
]
(I−GsKs)−1 M˜−1s
∥∥∥∥2
∞
=
∥∥∥∥[−M˜s N˜sN∗s M∗s
][
Vs
Us
](
M˜sVs− N˜sUs
)−1∥∥∥∥2
∞
=
∥∥∥∥[ −I(N∗sVs+M∗sUs)(M˜sVs− N˜sUs)−1
]∥∥∥∥2
∞
= 1+
∥∥∥(N∗sVs+M∗sUs)(M˜sVs− N˜sUs)−1∥∥∥2
∞
.
(3.37)
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En reportant 3.37 dans 3.36 on obtient alors∥∥∥∥[−M˜∗sN˜∗s
]
−
[
Vs
Us
]
Qˆ
∥∥∥∥
∞
=
√(
1−b2Gs,Ks
)2
+b4Gs,Ks
(
b−2Gs,Ks−1
)
=
√
1−b2Gs,Ks .
(3.38)
Un autre choix possible est
Qˆ(s) =
([−M˜s(s) N˜s(s)][Vs(s)
Us(s)
])∗
. (3.39)
On retrouvera dans [Fey13, p. 265] des éléments de preuve de l’optimalité semblables
à ceux employés ci dessus. Ce dernier Qˆ à l’avantage par rapport à celui de 3.35 d’évi-
ter l’inversion, ce qui facilite la mise en oeuvre de l’étape suivante de la procédure de
synthèse à ordre fixé.
Etape 3 : Résolution de 3.30 à Q fixé, c’est à dire recherche de
[
Vˆs
Uˆs
]
=
[
AˆVU BˆVU
CˆVU DˆVU
]
minimisant β tel que ∥∥∥∥[−M˜∗sN˜∗s
]
−
[
Vˆs
Uˆs
]
Q
∥∥∥∥
∞
< β
En appliquant le lemme borné réel, l’inégalité ci-dessus est équivalente à
∃X ≻ 0 tq
ATβX+XAβ XBβ CTβBTβX −βI DTβ
Cβ Dβ −βI
≺ 0, (3.40)
où (Aβ,Bβ,Cβ,Dβ) est une réalisation de[−M˜∗s
N˜∗s
]
−
[
Vˆs
Uˆs
]
Q=
[−M˜∗s
N˜∗s
]
−
[
Vˆs
Uˆs
]([−M˜s N˜s][Vs
Us
])∗
(Q donné par 3.39)
=
(
I−
[
Vˆs
Uˆs
][
Vs
Us
]∗)[−M˜s N˜s]∗ .
(3.41)
En posant [−M˜s N˜s]= [ AMN BMN
CMN DMN
]
,
on en déduit [−M˜s N˜s]∗ = [ −ATMN CTMN
BTMN D
T
MN
]
. (3.42)
De même, on a [
Vs
Us
]∗
=
[ −ATVU CTVU
BTVU D
T
VU
]
,
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et donc
I−
[
Vˆs
Uˆs
][
Vs
Us
]∗
=
 AˆVU BˆVUBTVU −BˆVUDTVU0 −ATVU −CTVU
CˆVU DˆVUB
T
VU I− DˆVUDTVU
 . (3.43)
Ce qui permet d’aboutir à la représentation d’état
[
Aβ Bβ
Cβ Dβ
]
=

AˆVU BˆVUB
T
VU −BˆVUDTVUBTMN −BˆVUDTVUDTMN
0 −ATVU −CTVUBTMN −CTVUDTMN
0 0 −ATMN CTMN
CˆVU DˆVUB
T
VU (I− DˆVUDTVU)BTMN (I− DˆVUDTVU)DTMN

(3.44)
Afin de rendre l’inégalité matricielle 3.40 affine en les paramètres d’optimisation, les
auteurs proposent de fixer les matrices d’état
AˆVU = AVU , BˆVU = BVU , (3.45)
et de minimiser β sous contrainte 3.40 qui est cette fois une LMI en β, X , CˆVU et DˆVU .
Ce choix d’imposer 3.45 restreint en fait assez peu l’éventail des solutions possibles,
en effet les auteurs ont montré que presque tous les correcteurs peuvent être obtenus en
laissant libres CˆVU et DˆVU seulement. Par ailleurs cela permet aussi d’imposer l’ordre
de
[
Vˆs
Uˆs
]
qui reste égal à celui du Ks initial.
Etape 4 : Reconstruction d’une réalisation de Ks
Ks =
[
AVU −BVU Dˆ−1V CˆV −BVU Dˆ−1V
CˆU − DˆU Dˆ−1V CˆV DˆU Dˆ−1V
]
(3.46)
avec
CˆVU =
[
CˆV
CˆU
]
, DˆVU =
[
DˆV
DˆU
]
puis retour à l’Etape 2, tant que le critère d’arrêt sur β n’est pas rempli.
Pour mettre en oeuvre cet algorithme, la principale difficulté est l’initialisation (Etape
1), c’est-à-dire trouver Ks stabilisant et d’ordre recherché. En effet la stabilisation à ordre
fixé est un problème BMI, cela correspond au bloc (1,1) de la BMI 3.15 issue du lemme
borné réel. La solution la plus simple pour l’initialisation est la réduction a posteriori du Ks
d’ordre plein, mais comme nous l’avons indiqué précédemment, cette méthode ne garantit
pas la préservation de la stabilité initiale du bouclage.
Pour l’application présentée au chapitre 2, nous avons donc initialisé cet algorithme en
procédant par réduction a posteriori des facteurs premiers normalisés (routine ncfmr) du
Ks d’ordre plein, pour différentes valeurs décroissantes de ks (ordre réduit désiré), ceci tant
que le Ks réduit a posteriori stabilise Gs. Les autres méthodes de réduction discutées précé-
demment donnent de moins bons résultats en terme d’ordre, vis-à-vis de cette contrainte de
stabilité nécessaire à la bonne initialisation de l’algorithme.
Le Tableau 3.1 présente l’évolution des marges de stabilité en fonction de ks, ainsi que
les temps d’exécution (sur un PC équipé d’un processeur Intel Core i5-2500 @3,3GHz, 8Go
de RAM) de l’algorithme. Pour le cas ks = 5, la figure 3.2 montre le diagramme de Black-
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Nichols de la boucle ouverte en entrée
Lu = KG
= (−WinKsWout)G
obtenue avec le Ks d’ordre plein, le Ks initial d’ordre ks = 5 et le Ks d’ordre ks = 5 obtenu
après optimisation par l’algorithme de Vinnicombe et Miyamoto.
∂◦Ks γ ∂◦KΩ ∂◦Ki GMu PMu temps
7 5,67 23 10 6,8 dB 46 ˚ 160 s
6 5 22 9 7 dB 40 ˚ 157 s
5 5 21 8 6,6 dB 40 ˚ 90 s
Tableau 3.1 – Synthèse H∞ à ordre fixé (Vinnicombe et Miyamoto)
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Figure 3.2 – Diagramme de Black-Nichols de la boucle ouverte en entrée (Vinnicombe et Miyamoto)
L’effet de l’algorithme sur le correcteur initial s’observe notamment par l’éloignement du
point critique du lieu de la boucle ouverte.
Il serait logique de chercher à comparer ces résultats avec ceux obtenus par les méthodes
de réduction a posteriori, présentés dans le Tableau 2.2. On en déduirait alors que cette
méthode est moins performante puisque les seuls critères de comparaison possibles sont les
marges de stabilités (marge de gain et marge de phase) obtenues et l’ordre des correcteurs
SISO en KΩ et Ki. Cependant cet algorithme de synthèse à ordre fixé dispose d’avantages
certains :
– Il permet de conserver la notion de robustesse en stabilité associée à la stabilisation ro-
buste des facteurs premiers normalisés à l’origine de la synthèse H∞ par Loop-Shaping.
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– Sa mise en oeuvre par LMI est beaucoup plus simple que l’approche LMI standard [GA94]
qui nécessite de lourds changements de variables.
Toutefois ses inconvénients sont :
– L’initialisation : le problème de la réduction d’ordre est déporté sur l’obtention d’un Ks
initial, stabilisant et d’ordre désiré.
– La schématique reste figée dans la mesure où la réduction d’ordre ne porte que sur
le pré-correcteur Ks et non sur le correcteur final K dont l’ordre est finalement au
moins égal à celui des pondérations, ce qui constitue une limitation certaine, notamment
lorsque la déclinaison fréquentielle des objectifs de synthèse amène à des pondérations
d’ordre élevé.
3.4 Autres algorithmes
Sans être exhaustif, on peut citer à titre d’exemple :
– La X-K itération
La philosophie de cette heuristique est semblable à celle de la section précédente dans
la mesure où elle consiste à minimiser γ sous la contrainte 3.15 alternativement suivant
Xb f et Θ. L’algorithme [EGB94] est le suivant :
Etape 1 : Trouver un correcteur initial K0 stabilisant et d’ordre désiré k, poser r = 0,
et
Θ0 =
[
AK0 BK0
CK0 DK0
]
.
Etape 2 : Trouver (Xb f )r ≻ 0 minimisant γ sous contrainte 3.15, à Θ = Θr fixé.
Etape 3 : Trouver Θr+1 minimisant γ sous contrainte 3.15, à Xb f = (Xb f )r fixé.
Etape 4 : Stopper si r = rmax ou |γr− γr+1|< ε≪ 1, sinon retour à Etape 2.
Nous avons appliqué cet algorithme au critère 4-blocs de la synthèse H∞ par Loop-
Shaping (figure 3.3). Le système augmenté relatif à ce problème est défini comme suit :
P(s) =
[
P11(s) P12(s)
P21(s) P22(s)
]
=
 0 0 IGs(s) I Gs(s)
Gs(s) I Gs(s)

=
 0 0 I0 I 0
0 I 0
+
 0I
I
Gs(s)[ I 0 I ] ,
(3.47)
ce qui permet de construire aisément une réalisation minimale 3.5 de P à partir de celle
du loopshape Gs.
Nous avons initialisé cet algorithme de la même manière que celui de Vinnicombe et
Miyamoto. Pour un Ks initial d’ordre ∂◦Ks = 5, on obtient les résultats du Tableau 3.2 et
de la Figure 3.4. Pour cette application, cet algorithme est donc moins performant que
celui de Vinnicombe et Miyamoto. Toutefois, même si nous l’avons appliqué au même
problème, à des fins de comparaisons, il est beaucoup plus général dans la mesure ou il
peut être appliqué à tout problème formulé sous forme standard.
– Les méthodes par lagrangien augmenté
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Figure 3.3 – Système augmenté - Synthèse H∞ par Loop-Shaping
∂◦Ks γ ∂◦KΩ ∂◦Ki GMu PMu temps
5 5,4 21 8 7,8 dB 32,3 ˚ 1433 s
Tableau 3.2 – Synthèse H∞ de Ks à ordre fixé (X-K itération)
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Figure 3.4 – Diagramme de Black-Nichols de la boucle ouverte en entrée (X-K itération)
Dans les méthodes du lagrangien augmenté [ANT03], la contrainte de rang 3.25 est
reformulée sous forme de contrainte d’égalité matricielle bilinéaire
In−RS= 0 (3.48)
En effet la synthèse d’un correcteur K(s) =DK+CK(sIk−AK)−1BK , d’ordre fixé k< n,
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peut être vue comme celle d’un correcteur (gain) statique
K←
[
AK BK
CK DK
]
,
pour le système augmenté dont les matrices sont données par
A←
[
A 0
0 0k
]
, B1←
[
B1
0
]
, B2←
[
0 B2
Ik 0
]
,
C1←
[
C1 0
]
, D11 = D11, D12←
[
0 D12
]
,
C2←
[
0 Ik
C2 0
]
, D21←
[
0
D21
]
.
(3.49)
La contrainte 3.25 du Théorème 3.1 devient 3.48 dans le cas statique (correcteur d’ordre
zéro). Le problème de faisabilité pour la synthèse à ordre fixé se présente alors sous la
forme
min
γ,R,S
γ
sous contraintes : LMI(R,S,γ) 0
I−RS= 0,
(3.50)
où LMI(R,S,γ)  0 est la concaténation des LMI 3.22 à 3.24. Les auteurs proposent
alors de résoudre à la place de 3.50, une série de problèmes relaxés
min
γ,R,S
Lc(γ,R,S,Λ)
sous contrainte : LMI(R,S,γ) 0,
(3.51)
où
Lc(γ,R,S,Λ) = γ+Tr
(
ΛT (RS− I))+ c
2
Tr
(
(RS− I)T (RS− I)) (3.52)
est le lagrangien partiellement augmenté, c (coefficient de pénalité) et Λ (multiplica-
teur matriciel de Lagrange) étant mis à jour selon une stratégie bien adaptée. Chaque
problème relaxé 3.51 est résolu de manière itérative en minimisant une approximation
du second ordre du lagrangien partiellement augmenté
min
dx
∇xLc(x,Λ)
Tdx+ 12dx
TH(x)dx
sous contrainte : LMI(x+dx) 0, (3.53)
où
x=
 γvec(R)
vec(S)
 ,
est le point courant, ∇xLc(x,Λ) est le gradient du lagrangien etH(x) une approximation
définie positive du hessien de Lc(x,Λ), et vec(R), vec(S) les vecteurs des coefficients
des matrices R et S respectivement.
Cette approche semble produire des résultats intéressant pour des systèmes augmen-
tés (modèle de synthèse et pondérations) de faible dimension (n = 10 au maximum)
comparés à ceux rencontrés dans les cas des viseurs (n = 37 pour l’application traitée
ici), mais aucune implémentation numérique de ces algorithmes n’est publiquement
accessible. Or d’après les auteurs, une bonne implémentation de cet algorithme est cru-
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ciale, notamment vis-à-vis de la régularisation du hessien, qui compte tenu de la non
convexité de la contrainte d’égalité bilinéaire prise en compte dans le lagrangien, peut
ne pas être défini positif.
3.5 Conclusion sur les approches par LMI
De nombreuses heuristiques de synthèse à ordre fixé par l’optimisation sous contraintes
LMI ont été proposées dans la littérature ces 20 dernières années. Dans ce chapitre, nous
avons particulièrement insisté sur l’approche par factorisations copremières, qui est simple
du point de vue de l’implémentation numérique et présente des résultats acceptables à défaut
d’être satisfaisants. En effet, du fait de la structure figée du problème résolu, la réduction
d’ordre n’est pas significative comparé aux approches de réduction a posteriori. Ceci est dû
au fait que les pondérations de la synthèse par Loop-Shaping ne sont pas prises en compte
dans le problème d’optimisation à ordre fixé portant uniquement sur Ks, or la contribution
de ces pondérations dans l’ordre du correcteur final K = −WinKsWout est souvent non né-
gligeable dans les applications qui nous intéressent. Par ailleurs, pour les autres approches
envisagées dans le cadre LMI, soit elles sont facilement implémentables mais aboutissent à
des résultats moins bons pour l’application traitée, soit elles requièrent de solides compé-
tences en optimisation numérique pour être bien implémentées et exploitées.
Dans les chapitres suivants nous allons donc nous intéresser à d’autres types de méthodes
numériques d’optimisation, permettant de résoudre le problème de synthèse à ordre fixé, et
dont une implémentation numérique et efficace existe sous forme d’outils publics ou privés.
Ensuite nous proposerons une méthodologie pour la synthèse à ordre et structure fixé per-
mettant : soit de prendre en compte la structure des pondérations si celles-ci ont déjà été
convenablement réglées auparavant, soit de calculer automatiquement celles-ci à partir d’un
gabarit du gain en boucle ouverte convenablement réglé.

Chapitre 4
Synthèse H∞ à ordre fixé par
l’optimisation non lisse
Cette approche consiste à formuler le problème de synthèse directement et uniquement
en termes des vraies variables d’optimisation, c’est à dire les matrices d’état du correcteur
Θ =
[
AK BK
CK DK
]
∈ R(k+m2)×(k+p2)
sans passer par l’application du lemme borné réel et donc l’introduction de variables supplé-
mentaires (matrices de Lyapunov permettant d’imposer la stabilité en boucle fermée).
La stabilisation par exemple peut être formulée de la manière suivante :
min
Θ
max
1≤i≤n+k
Re
(
λi
(
Ab f (Θ)
))
(4.1)
où Ab f est définie en 3.13, et l’optimisation de la norme H∞ en boucle fermée ainsi
min
Θ
max
1≤i≤min(m1,p1)
max
ω≥0
σi (F (P( jω) ,K ( jω,Θ))) (4.2)
Ces problèmes d’optimisation sont non-convexes, du fait de l’ordre et/ou de la structure
fixée du correcteur, et aussi non lisses (au sens de la définition 4.1 donnée ci-après) car faisant
intervenir des fonctions coût non lisses.
Dans la première section de ce chapitre nous rappelons dans un premier temps les notions
fondamentales liées à l’analyse et l’optimisation non lisse en suivant l’exposé rigoureux et
complet présenté dans [Bom07, Sim08], ensuite nous présentons les algorithmes et les outils
numériques disponibles associés (HIFOO [GHMO09] et HINFSTRUCT [AN06a]) permet-
tant de résoudre 4.1 et 4.2 et donc le problème de synthèse H∞ standard à ordre et/ou struc-
ture fixés par l’optimisation non lisse. Enfin, nous terminerons ce chapitre par l’application
de ces outils à la synthèse H∞ d’un précorrecteur Ks d’ordre et structure fixés, sur l’exemple
introduit au chapitre 2.
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4.1 Optimisation non lisse : cadre théorique, algorithmes et outils pour la synthèse de
correcteurs
4.1 Optimisation non lisse : cadre théorique, algorithmes
et outils pour la synthèse de correcteurs
4.1.1 Notions d’analyse et d’optimisation non lisse
Dans [Roc94], l’auteur donne la définition suivante
Définition 4.1. Une fonction f :Rn 7→R est dite lisse si elle est différentiable et de dérivées
continues
Par opposition une fonction non lisse ne dispose donc pas de cette propriété de régularité
f orte habituellement requise en analyse et en optimisation classique. En réalité ces fonctions
non lisses sont généralement non-différentiables seulement sur un ensemble fini de points,
c’est-à-dire un ensemble de mesure nulle dans Rn. On les suppose alors au moins localement
lipschitziennes.
Définition 4.2. Une fonction f :Rn 7→R est localement Lipschitzienne en x∈Rn, de constante
de Lipschpitz L> 0, si ∃ε > 0 tel que
| f (y)− f (z)| ≤ L‖y− z‖ ,
pour tout (y,z) ∈ B(x;ε), où B(x;ε) est la boule ouverte de centre x ∈ Rn et de rayon ε > 0.
Cette hypothèse minimale de régularité permet d’assurer un taux d’accroissement borné
de f en tout point x ∈Rn, même si celle-ci n’y est pas différentiable, ce qui, on le verra dans
la suite, permet de définir des outils pertinents pour le calcul des variations dans le cas des
fonctions non lisses.
En vue de la résolution du problème d’optimisation sans contraintes
min
x∈Rn
f (x) (4.3)
les principales difficultés dues au caractère non lisse de f sont alors :
– d’une part l’impossibilité, puisque le gradient n’est pas toujours défini, de construire à
partir de ce dernier et en tout point x ∈ Rn une direction de descente d ∈ Rn pour la
fonction f , c’est à dire telle que
dT∇ f (x)< 0
– d’autre part le fait que ces points de non-différentiabilité de f sont souvent des mi-
nima locaux de la fonction en question, ce qui rend donc impossible l’utilisation de la
condition d’optimalité classique sur la nullité du gradient
∇ f (x∗) = 0 (4.4)
si x∗ est un minimum local de f (dans le cas où elle est différentiable).
La résolution de 4.3 requiert alors, dans ce cas, des algorithmes spécifiques et exploitant
la structure particulière de ces fonctions en vue de compenser cette absence de différen-
tiabilité. La théorie de l’analyse et l’optimisation non lisse [Cla83], reposant sur des outils
mathématiques tels que la dérivée directionnelle généralisée, les sous-gradients de Clarke
(ou gradients généralisés), étend à cette classe de fonctions les possibilités d’approximations
locales qu’offrent le développement de Taylor (du 1er voire du 2nd ordre si nécessaire) dans le
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cas des fonctions différentiables. Ces approximations locales des fonctions permettent alors
de construire des schémas numériques d’optimisation semblables à ceux employés dans les
méthodes itératives classiques de descente.
4.1.1.1 Rappels sur les méthodes de descente dans le cas lisse
Les méthodes de descente permettent, à partir d’un point initial x0 ∈Rn, de construire une
suite d’itérés (xk)k∈N qui converge vers un minimum local de f lorsque k→ ∞. Cette suite
est définie par la récurrence
xk+1 = xk+αkdk, (4.5)
où dk est une direction de descente de f et αk > 0 le pas de descente.
Un algorithme de descente est généralement structuré de la manière suivante :
Etape 1 : (Initialisation)
Choisir 0< ε≪ 1, le point initial x0 et poser k = 0.
Etape 2 : (Direction de descente)
Calculer une direction de descente dk.
Etape 3 : (Recherche linéaire)
Calculer le pas de descente αk > 0 tel que f (xk+αkdk)< f (xk)
Etape 4 : (Test d’arrêt et Mise à jour)
Si ‖∇ f (xk)‖ ≤ ε STOP. Sinon, mise à jour :
xk+1 = xk+αkdk , k = k+1 ,
et retour à l’Etape 2.
Les étapes 2 et 3 constituent le coeur des méthodes de descente. En premier lieu, nous
allons évoquer les différentes stratégies de choix de la direction de descente, choix dont
découle généralement le nom donné à l’algorithme en question :
– Descente du gradient ou plus profonde descente (steepest descent)
A chaque itération k, la direction de descente choisie est opposée au gradient
dk =−∇ f (xk), (4.6)
et correspond à la direction de plus forte diminution de la fonction f dans l’ensemble
des directions de descente de f en xk{
d ∈ Rn : dT∇ f (xk)< 0
}
.
Lorsqu’on se trouve loin d’un minimum, cette stratégie est judicieuse. Mais elle le de-
vient beaucoup moins lorsqu’on s’en approche, puisque le gradient ne contient qu’une
information du premier ordre et donc ignore la courbure de la fonction f (information
du second ordre). Typiquement, lorsque le minimum est un point de forte courbure,
l’algorithme oscille à l’approche de ce minimum et progresse (converge) lentement.
– Descente de Newton
La stratégie de Newton consiste à supposer que la fonction f à minimiser, qui est lisse
(ou continument différentiable), peut être bien approximée localement par un modèle
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quadratique (développement de Taylor du 2nd ordre autour de xk) :
h(dk) = f (xk)+d
T
k ∇ f (xk)+
1
2
dTk [∇
2 f (xk)]dk
≈ f (x+dk).
(4.7)
En supposant [∇2 f (xk)] définie positive, le minimum de la fonction h est donné par
dk =−[∇2 f (xk)]−1∇ f (xk), (4.8)
qui définit la direction de descente de Newton. Cette dernière prend en compte cette
fois la courbure de la fonction f à travers le hessien [∇2 f (xk)]. Toutefois cette méthode
présente quelques inconvénients tels que la nécessité d’inverser le hessien (ou plutôt la
résolution de [∇2 f (xk)]dk = −∇ f (xk)), ce qui peut être coûteux en calcul si la dimen-
sion du problème n est grande ; ou alors le fait que [∇2 f (xk)] peut être numériquement
mal conditionné (proche de l’instabilité), ce qui requiert un mécanisme de correction
dit de régularisation [NW99, Chapitre 6, p. 141-154] dans le langage de l’optimisation.
– Descente quasi-Newton (BFGS)
L’idée de base des méthodes quasi-Newton [NW06, Chapitre 6] est d’éviter de calculer
l’inverse du hessien [∇2 f (xk)]−1 et d’utiliser une direction de descente
dk =−Hk∇ f (xk), (4.9)
où Hk est une matrice symétrique, mise à jour à chaque itération et ayant certaines des
caractéristiques de l’inverse du Hessien. La première de ces caractéristiques est Hk ≻ 0,
afin d’avoir dTk ∇ f (xk) < 0, et donc que dk définisse bien une direction de descente.
Ensuite, pour la mise à jour, on requiert
Hk+1(∇ f (xk+1)−∇ f (xk)) = xk+1− xk,
appelée équation de la sécante, ainsi que
Hk+1 = argmin
H
‖H−Hk‖, (4.10)
c’est à dire choisir Hk+1 comme étant la matrice symétrique définie positive la plus
poche de Hk, au sens d’une certaine norme matricielle et vérifiant l’équation de la
sécante. Le choix de la norme matricielle différentie les approches Quasi-Newton.
La plus connue de ces méthodes est appelée BFGS(Broyden-Fletcher-Goldfarb-Shanno),
avec un mécanisme de mise à jour
Hk+1 = VkHkV
T
k +αk(d
T
k yk)
−1dkdTk , (4.11)
où
yk = ∇ f (xk+1)−∇ f (xk) , Vk = I− (dTk yk)−1dkyTk . (4.12)
La matrice H0 initiale est choisie définie positive, souvent égale à la matrice identité.
Les méthodes quasi-Newton prennent donc en compte l’information de courbure (af-
finée au fil des itérations et de la mise à jour de Hk), ce qui améliore nettement la
convergence par rapport à la méthode du gradient, mais sans avoir à calculer explicite-
ment le hessien et en utilisant uniquement l’information donnée par le gradient (pour
calculer yk et dk), ce qui les rend aussi plus efficaces que les méthodes de Newton. Au-
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jourd’hui, de nombreux codes d’optimisation (libres ou commerciaux) reposent sur des
méthodes de descente du type quasi-Newton.
Après avoir trouvé une direction de descente par l’une ou l’autre de ces stratégies, il
est nécessaire ensuite de trouver un pas de descente convenable. En effet, étant donné une
direction de descente dk, on peut toujours trouver αˆ suffisamment petit tel que f (xk+ αˆdk)<
f (xk), cependant il est préférable d’avoir un pas de descente pas trop petit et qui assure que
la fonction décroit suffisamment. Les méthodes de recherche linéaire [NW06, Chapitre 3]
permettent cela en imposant des conditions sur le pas de descente recherché :
– Recherche linéaire avec règle d’Armijo
Pour c1 ∈ ]0,1[ on cherche le plus grand αk > 0 tel que
f (xk+αkdk)≤ f (xk)+ c1dTk ∇ f (xk), (4.13)
ce qui revient à assurer une décroissance de f au moins égale à une certaine portion
c1 de celle du modèle linéaire tangent de f en xk. Un tel pas de descente est générale-
ment obtenu par la procédure de rebroussement (Backtracking), qui consiste à essayer
d’abord αk = 1, puis
αk ← ραk , ρ ∈ ]0,1[
tant que 4.13 n’est pas rempli. La constante c1 est choisie très petite (typiquement
c1 = 10−4), afin de satisfaire facilement 4.13.
– Recherche linéaire avec règle de Wolfe
Afin d’éviter de faire des pas de descente trop petits, qui peuvent provoquer une conver-
gence trop lente, ce type de recherche linéaire impose, en plus de la condition d’Ar-
mijo 4.13, une condition sur le gradient de la fonction. Pour c1 et c2 dans l’intervalle
]0,1[ et tels que c1 < c2, on peut soit exiger
dTk ∇ f (xk+αkdk)≥ c2dTk ∇ f (xk) (condition de Wolfe faible), (4.14)
ou alors
|dTk ∇ f (xk+αkdk)| ≤ c2|dTk ∇ f (xk)| (condition de Wolfe forte). (4.15)
La recherche linaire avec règles de Wolfe (faible ou forte) est bien adaptée aux mé-
thodes quasi Newton du type BFGS. En effet 4.15 implique 4.14 puisque dTk ∇ f (xk)< 0
(dk est une direction de descente de f en xk), et de plus 4.14 peut être écrite sous la
forme équivalente
dTk (∇ f (xk+1)−∇ f (xk))≥ (c2−1)dTk ∇ f (xk)> 0,
donc dTk yk > 0 (yk définie par 4.12), ce qui implique que la mise à jour BFGS 4.11 est
bien définie positive. Les valeurs c1 = 10−4 et c2 = 0,9 sont couramment utilisées.
4.1.1.2 Sous-gradients et directions de descente dans le cas non lisse
Dans le cas des fonctions seulement localement lipschitziennes, les dérivées direction-
nelles classiques (composantes du gradient) n’étant pas forcement définies, Clarke [Cla83] a
introduit les notions de dérivée directionnelle généralisée et de sous-gradients généralisés.
Définition 4.3. Soit f :Rn 7→R une fonction localement lipschitzienne en x∈Rn. La dérivée
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directionnelle généralisée en x dans la direction d ∈ Rn est définie par
f ◦(x;d) = limsup
y→x
t↓0
f (y+ td)− f (y)
t
L’existence de f ◦(x;d) est assurée par le fait que f est L-Lipschitzienne, et de plus :
| f ◦(x;d)| ≤ L‖d‖ (4.16)
Définition 4.4. Le sous-différentiel de Clarke de la fonction f en x ∈ Rn est l’ensemble
∂ f (x) =
{
s ∈ Rn | f ◦(x;d)≥ sT v ∀v ∈ Rn }
Tout vecteur s ∈ ∂ f (x) est alors appelé sous-gradient de Clarke ou gradient généralisé de
f en x.
A partir du sous-différentiel de Clarke, une condition nécessaire d’optimalité pour le pro-
blème d’optimisation non lisse sans contrainte est alors donnée par le Théorème suivant.
Théorème 4.1. Soit f :Rn 7→R une fonction localement lipschitzienne. Si f atteint un mini-
mum local en x∗, alors
0 ∈ ∂ f (x∗) (4.17)
Un point satisfaisant cette condition 4.17 est dit point critique ou point stationnaire de f .
L’autre nécessité en vue d’un mécanisme de descente pour l’optimisation est la caractérisa-
tion d’une direction de descente dans le cas non lisse, celle-ci est fournie par le Théorème
suivant.
Théorème 4.2. Soit f : Rn 7→ R une fonction localement lipschitzienne en x ∈ Rn. d ∈ Rn
est une direction de descente de f en x si l’une des conditions équivalentes suivantes est
remplies
i) f ◦(x;d)< 0
ii) dTg< 0 pour tout g ∈ ∂ f (x)
Dans le cas où f est lisse, on retrouve la condition usuelle
dT∇ f (x)< 0
pour que d ∈ Rn soit une direction de descente de f en x.
4.1.2 Algorithmes et outils pour la synthèse de correcteurs par l’opti-
misation non lisse
Dans la suite, compte tenu du type de problèmes 4.1 et 4.2 qui nous intéressent, nous
allons considérer directement la classe particulière des problèmes d’optimisation non lisse
du type minimax, où la fonction coût est de la forme
f (x) =max
j∈J
f j(x), (4.18)
où J =
[
1 · · · r] est l’ensemble fini des indices, avec 2 cas de figure pour le type des
fonctions f j.
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4.1.2.1 Problèmes minimax fini
Le problème d’optimisation est de type minimax fini si les f j : Rn 7→ R sont continûment
différentiables. Dans ce cas le sous différentiel de Clarke est donné par (avec co signifiant
l’enveloppe convexe)
∂ f (x) = co
j∈J (x)
{
∇ f j(x)
}
, (4.19)
avec J (x) =
{
j ∈ J : f j(x) = f (x)
}
l’ensemble des indices actifs, c’est à dire où le max
est atteint. Le fait qu’en un point quelconque x ∈ Rn, cet ensemble J (x) ne soit pas réduit à
un singleton, c’est à dire que le max soit atteint à plusieurs indices, est à l’origine de la non
différentiabilité de la fonction f en x. Par ailleurs, de tels points sont souvent des minima
locaux. La figure 4.1 illustre cette idée.
f1(x) f2(x)
x
x∗
Figure 4.1 – La fonction f (x) =max{ f1(x), f2(x)} (en gras)
Bien que le problème de stabilisation 4.1 semble avoir cette forme, en toute rigueur il
n’est pas exactement de cette catégorie. En effet la fonction coût considérée dans ce cas,
l’abscisse spectrale de la matrice d’état en boucle fermée α
(
Ab f (Θ)
)
définie ainsi
α(M) =max
i
Re(λi(M)), (4.20)
où les λi(M) sont les valeurs propres de la matrice M, n’est pas généralement localement
lipschitzienne. Elle l’est si et seulement si les valeur propres actives sont semi-simples. Une
valeur propre λi(M) est active si α(M) = Re(λi(M)) et semi-simple si sa multiplicité géo-
métrique (dimension du sous-espace des vecteurs propres associés à cette valeur propre) est
égale à sa multiplicité algébrique (multiplicité de la valeur propre en tant que racine du poly-
nôme caractéristique). Dans [BLO02, BLO05], les auteurs ont proposé l’algorithmeGradient
Sampling pour minimiser ce type de fonctions non lisses et potentiellement non localement
lipschitziennes :
Etape 1 : (Initialisation)
Choix d’un domaine de faisabilité défini par
D f =
{
x ∈ Rn : ‖x‖∞ ≤ R
}
où R est une constante positive suffisamment grande.
Choix d’un point initial x0 ∈ D f , d’un rayon d’échantillonnage initial ε0 > 0, d’un
facteur de réduction positif θ < 1, d’un nombre d’échantillons de gradients N, de deux
entiers M1 et M2 pour terminer les itérations. Poser k = 1.
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Etape 2 : (Boucle de minimisation par descente)
Poser j = 0
a) Générer de manière aléatoire par une loi uniforme sur
Bεk =
{
x ∈ Rn : ‖x‖ ≤ εk
}
,
un échantillon de N−1 vecteurs ( u1, · · · ,uN−1 ) et poser
G j = co
{
∇ f (x j), ∇ f (y j1), · · · ,∇ f (y j(N−1))
}
où y ji = x j+ui pour i ∈
[
1, · · · ,N−1].
b) Résoudre le problème d’optimisation quadratique
gˆ= argmin
{
‖g‖2 : g ∈ G j
}
Si gˆ= 0 aller à l’Etape 3. Sinon calculer une direction de descente
d j =− gˆ‖gˆ‖ (4.21)
c) Trouver un pas de descente t j satisfaisant
f (x j+ t jd j)< f (x j) , t j ∈ [0, t] (4.22)
où t = argmax
{
t : x j+ td j ∈D f
}
d) Faire x j ← x j+ t jd j . Si t j = t, STOP. Si j <M2 , faire j← j+1 et retourner à
(a).
Etape 3 : (Mise à jour et test d’arrêt)
Si k <M1, faire
εk ← θεk
k← k+1
et retourner à l’Etape 2, sinon STOP.
Cet algorithme exploite le fait que le gradient est défini presque partout, en approximant
le sous-différentiel en tout point x∈Rn par l’enveloppe convexe de gradients générés aléatoi-
rement autour du point x. La définition 4.21 garantit bien que l’on a une direction de descente
puisque
dTj g< 0 pour tout g ∈ G j, (4.23)
où l’ensemble des gradients G j autour du point x j doit être vu comme une approximation
du sous différentiel en x j. Cette direction de descente est dite de plus profonde descente
(steepest descent).
En pratique le test gˆ= 0 de l’Etape 2(b) est plutôt remplacé par
‖gˆ‖ ≤ τ
avec τ > 0 et suffisamment petit. Cela permet de tester numériquement si l’on est proche
d’un point critique de la fonction f , afin de remplir la condition nécessaire d’optimalité 4.17.
Cet algorithme est accessible à travers un package Matlab public HANSO (Hybrid Al-
gorithm for NonSmooth Optimization), où il est hybridé avec une méthode quasi-Newton
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du type BFGS, utilisée en première phase, car ayant une convergence plus rapide. En effet,
bien que la méthode BFGS ait été développée pour des fonctions lisses (continûment dif-
férentiables), les auteurs dans [LO12] ont montré qu’en pratique elle peut être utilisée avec
succès pour minimiser des fonctions non lisses localement lipschitziennes. L’argument de
cette approche est de même nature que celui invoqué pour l’algorithme de Gradient Sam-
pling, il repose sur le Théorème de Rademacher [Bom07, p.41], qui assure qu’une fonction
lipschitzienne est différentiable presque partout et que donc la probabilité de tomber sur un
tel point de non-différentiabilité pendant l’optimisation est nulle. Toutefois l’application de
la méthode BFGS à une fonction non lisse exige d’employer dans la phase de recherche
linéaire de cet algorithme la règle de Wolfe faible 4.14, puisque celle-ci est moins contrai-
gnante sur la norme du gradient qui dans le cas non lisse peut prendre des valeurs élevées ne
permettant pas de satisfaire la règle de Wolfe forte 4.15 (voir [LO12, p.5-6] pour un déve-
loppement plus complet sur ce point clé nécessaire au succès de BFGS dans le cas non lisse,
ainsi que l’algorithme de recherche linéaire employé dans ce cas ).
Pour le problème de stabilisation, l’abscisse spectrale
α(Ab f (Θ)) = α
(
A+B2ΘC2
)
d’après 3.13 , (4.24)
sera différentiable en un point Θ, si et seulement si il n’y a qu’une seule valeur propre active
ou une paire complexe conjuguée, semi-simple et de multiplicité égale à 1 [BLO02, p.124].
Dans ce cas le gradient de l’abscisse spectrale de la matrice d’état en boucle fermée est donné
par (en omettant la dépendance en Θ afin d’alléger les notations) :
g= Re
((
C2vu
HB2
)H) ∈ R(k+m2)×(k+p2), (4.25)
où u et v tels que
uTAb f = λ1(Ab f )u
T , Ab f v= λ1(Ab f )v
sont les vecteurs propres respectivement à gauche et à droite, associés à la valeur propre
active λ1(Ab f ).
Le seul objectif étant de trouver un correcteur stabilisant, c’est à dire
Θ =
[
AK BK
CK DK
]
∈ R(k+m2)×(k+p2) tel que α(Ab f (Θ))< 0, (4.26)
il n’est pas nécessaire d’atteindre un minimum local, et on peut stopper l’algorithme dès
que 4.26 est remplie. Lorsque l’on atteint un minimum local où cette condition n’est pas
remplie, la seule solution possible est de relancer l’algorithme avec un autre point initial.
Plus spécifiquement pour un utilisateur final automaticien, le package HIFOO (H-Infinity
Fixed Order Optimization), reposant sur HANSO, permet de résoudre le problème de syn-
thèse H∞ à ordre et/ou structure fixés, en procédant en 2 étapes : une première étape de
stabilisation que nous venons d’évoquer ici, et ensuite une deuxième étape d’optimisation
du critère H∞ en boucle fermée, c’est à dire la résolution de 4.2. Nous allons évoquer ce
problème dans la partie suivante, ainsi qu’une autre stratégie proposée dans [AN06a] pour
minimiser la norme H∞ de la fonction de transfert en boucle fermée.
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4.1.2.2 Problèmes minimax semi-infinis
Le problème d’optimisation est de type minimax semi-infini si les f j : Rn 7→ R sont éga-
lement défini comme des maximas de fonctions. On a [Bom07, p. 47-48] dans ce cas
f j(x) = max
y j∈Y j
φ j(x,y j), (4.27)
avec pour tout j ∈ J , Yj une partie compacte de Rm j et φ j : Rn×Rm j 7→ R une fonction
continue et telle que pour tout y ∈ Rm j , l’application partielle x 7→ φ j(x,y j) est continûment
différentiable sur Rn.
Le sous-différentiel de Clarke est alors donné par
∂ f (x) = co
j∈J (x)
{
co
y∈Y j(x)
{
∇xφ j(x,y)
}}
, (4.28)
où Y j(x) =
{
y j ∈ Yj : φ j(x,y j) = f j(x)
}
est l’ensemble des valeurs de y actives.
Le problème d’optimisation H∞ rentre donc dans cette catégorie de problèmes dits d’op-
timisation semi-infinie. Dans ce cas la variable d’optimisation x correspond aux paramètres
du correcteur recherché Θ et les y j correspondent aux pulsations ω ∈ [0,+∞[.
Soit Θ un point tel que la fonction de transfert en boucle fermée Tez(Θ,s) soit stable.
Considérons :
Ω(Θ) =
{
ω ∈ [0,+∞[ : ‖Tez(Θ)‖∞ = σ(Tez(Θ, jω))
}
, (4.29)
l’ensemble fini des pulsations actives, et pour tout ω ∈ Ω(Θ), une matrice Qω telle que ses
colonnes forment une base orthonormée de l’espace propre de Tez(Θ, jω)Tez(Θ, jω)H associé
à la plus grande valeur propre
λ1
(
Tez(Θ, jω)Tez(Θ, jω)
H
)
= σ2(Tez(Θ, jω)).
Un sous gradient de la norme H∞ de la fonction de transfert en boucle fermée, en un point
Θ =
[
AK BK
CK DK
]
∈ R(k+m2)×(k+p2),
est alors donné par [AN06a] :
ΦYω =
[
ΦYω,AK ΦYω,BK
ΦYω,CK ΦYω,DK
]
∈ R(k+m2)×(k+p2) (4.30)
où
ΦYω,AK = ‖Tez(Θ)‖−1∞ Re(( jω−AK)−1BKG21( jω)Tez(Θ, jω)HQωYωQHω
G12( jω)CK ( jω−AK)−1)T ,
ΦYω,BK = ‖Tez(Θ)‖−1∞ Re(G21( jω)Tez(Θ, jω)HQωYωQHωG12( jω)CK ( jω−AK)−1)T ,
ΦYω,CK = ‖Tez(Θ)‖−1∞ Re(( jω−AK)−1BKG21( jω)Tez(Θ, jω)HQωYωQHωG12( jω))T ,
ΦYω,DK = ‖Tez(Θ)‖−1∞ Re(G21( jω)Tez(Θ, jω)HQωYωQHωG12( jω))T ,
(4.31)
avec
Yω = (Yω)
H  0 , Tr(Yω) = 1 (4.32)
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et
G21(s) = (I−P22(s)K(s))−1P21(s) , G12(s) = P12(s)(I−K(s)P22(s))−1 (4.33)
Souvent, il est nécessaire d’imposer une structure au correcteur, c’est-à-dire fixer à zéro
certains termes des matrices d’état du correcteur. Dans ce cas, il suffit de modifier le sous
gradient de la manière suivante
ΦYω,struct =W ⊙ΦYω , (4.34)
où ⊙ signifie le produit d’Hadamard (produit terme à terme entre 2 matrices) et la matrice
W est choisie telle queWi j ∈ {0,1}, avecWi j = 0 signifiant que le coefficient Θi j est fixé et
Wkl = 1 signifiant que Θkl est variable.
Ayant ainsi caractérisé le sous-différentiel de Clarke de la fonction de transfert en boucle
fermée, les auteurs de [AN06a] ont ensuite proposé un algorithme de descente basé sur un
modèle local quadratique du premier ordre :
Re(Θ) =min
H
max
ω∈Ωe(Θ)
max
Yω0
Tr(Yω)=1
{−‖Tez(Θ)‖∞ +σ(Tez(Θ, jω))+ 〈ΦYω ,H〉
+
1
2
δ‖H‖2F},
(4.35)
où δ > 0 est un paramètre fixé et Ωe(Θ) est un ensemble étendu de pulsations contenant
Ω(Θ) l’ensemble des pulsations actives.
Cette fonction Re(Θ) vérifie
Re(Θ)≤ 0, (4.36)
puisque pour H = 0 on a
Re(Θ)≤ max
ω∈Ωe(Θ)
{−‖Tez(Θ)‖∞ +σ(Tez(Θ, jω))}=−‖Tez(Θ)‖∞ +σ(Tez(Θ, jωact)) = 0,
ωact étant l’une des pulsations actives, c’est-à-dire oû la norme H∞ est atteinte. De plus cette
fonction est nommée fonction d’optimalité car elle permet de vérifier l’optimalité locale
grâce à l’équivalence
Re(Θ) = 0⇔ 0 ∈ ∂‖Tez(Θ)‖∞ . (4.37)
Elle permet également de générer des directions de descente H(Θ) pour la fonction à mini-
miser ‖Tez(Θ)‖∞. En effet, dans 4.35, le max sur l’ensemble fini des valeurs σ(Tez(Θ, jω))+
〈ΦYω ,H〉 tels que ω ∈Ωe(Θ) reste inchangé si il est exprimé sur l’enveloppe convexe de cet
ensemble. On peut alors réécrire 4.35, en l’exprimant sur l’enveloppe convexe de ces valeurs,
comme suit :
Re(Θ) =min
H
max
τω≥0
∑
ω∈Ωe(Θ)
τω=1
max
Yω0
Tr(Yω)=1
{ ∑
ω∈Ωe(Θ)
τω(σ(Tez(Θ, jω))−‖Tez(Θ)‖∞
+ 〈ΦYω ,H〉)+
1
2
δ‖H‖2F}.
(4.38)
Puis, par dualité lagrangienne, on peut échanger le min et le max dans 4.38 sans modifier la
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valeur de Re(Θ). La minimisation interne sur H, avec les τω et Yω fixés :
min
H
{ ∑
ω∈Ωe(Θ)
τω (σ(Tez(Θ, jω))−‖Tez(Θ)‖∞ + 〈ΦYω ,H〉)+
1
2
δ‖H‖2F}, (4.39)
est un problème quadratique, strictement convexe et sans contraintes, dont la solution est
H =−1
δ ∑
ω∈Ωe(Θ)
τωΦYω . (4.40)
On en déduit le problème dual de 4.38
max
τω≥0
∑
ω∈Ωe(Θ)
τω=1
max
Yω0
Tr(Yω)=1
{ ∑
ω∈Ωe(Θ)
τω(σ(Tez(Θ, jω))−‖Tez(Θ)‖∞)−
1
2δ
‖ ∑
ω∈Ωe(Θ)
τωΦYω‖2F},
(4.41)
qui est un problème d’optimisation semi définie (Semi Definite Programing). L’optimisation
sous contraintes LMI est un cas particulier de ce type de problèmes. Cependant, en pratique
la valeur singulière maximale
λ1
(
Tez(Θ, jω)Tez(Θ, jω)
H
)
= σ2(Tez(Θ, jω))
est simple (de multiplicité 1) à toutes les fréquences ω ∈ Ωe(Θ), donc les matrices Qω de-
viennent des vecteurs qω et les matricesYω  0 telles que Tr(Yω) = 1 deviennent des scalaires
yω = 1. Ainsi 4.41 se réduit à un problème d’optimisation quadratique convexe :
max
τω≥0
∑
ω∈Ωe(Θ)
τω=1
{ ∑
ω∈Ωe(Θ)
τω(σ(Tez(Θ, jω))−‖Tez(Θ)‖∞)−
1
2δ
‖ ∑
ω∈Ωe(Θ)
τωΦω‖2F}, (4.42)
où Φω = ΦYω pour Yω scalaire et égal à 1. La solution (τˆω(Θ))ω∈Ωe(Θ) de 4.42 permet de
calculer la direction optimale de descente Hˆ(Θ) par la formule 4.40.
L’algorithme de descente proposé par les auteurs est alors le suivant :
Etape 1 : (Initialisation)
Fixer δ > 0, 0 < β < 1, 0 < ρ < 1 et 0,05 < εω < 0,5 , puis trouver Θ =
[
AK BK
CK DK
]
stabilisant la boucle fermée.
Etape 2 : (Ensemble de pulsations)
Calculer ‖Tez(Θ)‖∞ et l’ensemble des pulsations actives Ω(Θ). Construire l’ensemble
étendu des pulsations Ωe(Θ), contenant Ω(Θ), en ajoutant un nombre fini de pulsations
ω telles que
‖Tez(Θ)‖∞−σ(Tez(Θ, jω))≤ εω ‖Tez(Θ)‖∞ .
Etape 2 : (Direction de descente)
Calculer Re(Θ) et la solution (τω(Θ))ω∈Ωe(Θ) de 4.42. Si Re(Θ) = 0 , STOP car 0 ∈
∂‖Tez(Θ)‖∞. Sinon en déduire une direction de descente H(Θ) par la formule 4.40.
Etape 4 : (Recherche linéaire)
Trouver le plus grand t = βk tel que ‖Tez(Θ+ tH(Θ))‖∞ ≤ ‖Tez(Θ)‖∞ + tρRe(Θ) et
Θ+ tH(Θ) reste stabilisant.
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Etape 5 : (Pas de descente)
Faire Θ←Θ+ tH(Θ), incrémenter le nombre d’itérations et retourner à l’Etape 2.
La routine de synthèse HINFSTRUCT de Matlab est basée sur cet algorithme pour la
synthèse de correcteurs à ordre et/ou structure fixés. Comme pour HIFOO, la synthèse H∞
d’un correcteur est effectuée en 2 étapes : une première étape de stabilisation, où le critère
suggéré dans [AN06a] n’est pas l’abscisse spectrale mais plutôt la norme H∞ a-shiftée 1 :
min
Θ
∥∥∥C2 (sIn+k− (A+B2ΘC2))−1B2∥∥∥
a,∞
, (4.43)
en faisant décroitre progressivement a jusqu’à une valeur négative ; et ensuite une deuxième
étape de minimisation de ‖Tez(Θ)‖∞. Toutefois, il est proposé dans [Bom07, p. 61] un al-
gorithme de minimisation de l’abscisse spectrale en boucle fermée, fondé sur les même
principes (sous-gradients de Clarke, descente par modèle local) que ceux de l’algorithme
de minimisation de la norme H∞ en boucle fermée ci-dessus.
4.2 Synthèse du précorrecteur Ks par l’optimisation non
lisse
Les outils de synthèse par l’optimisation non lisse HIFOO et HINFSTRUCT offrent la
possibilité de fixer l’ordre et la structure d’un correcteur. Dans un premier temps, nous allons
les évaluer sur le problème décrit par la figure 3.3 (même problème que celui résolu par
Vinnicombe-Miyamoto et la X-K itération au chapitre précédent), c’est-à-dire la synthèse du
précorrecteur Ks : d’abord à ordre fixé, puis à ordre et structure fixés.
4.2.1 Ordre fixé
L’initialisation est faite de la même manière que précédemment, c’est-à-dire par réduction
a posteriori des facteurs premiers normalisés du précorrecteur Ks d’ordre plein. Ici la diffé-
rence est que ce Ks initial, d’ordre désiré ks n’est plus obligatoirement stabilisant comme
c’était le cas pour l’algorithme de Vinnicombe et Miyamoto ou la X-K itération. En effet,
HIFOO et HINFSTRUCT procèdent d’abord par une étape de stabilisation.
Par ailleurs, HIFOO ajoute 3 points générés aléatoirement autour du point initial fourni.
Nous avons donc fait de même avec HINFSTRUCT. Au final, la meilleure des 4 optimisa-
tions réalisées à partir des 4 points initiaux (le point d’initialisation fourni et les 3 générés
aléatoirement dans chaque outil) est retenu. Le tableau 4.1 présente les résultats (critère H∞
en boucle fermée, marges de stabilité en entrée, temps d’exécution en secondes) obtenus
avec ces 2 outils.
∂◦Ks ∂◦KΩ ∂◦Ki HIFOO HINFSTRUCT
γ GMu PMu temps γ GMu PMu temps
5 21 8 5 9 dB 35 ˚ 703 s 5 6,1 dB 46 ˚ 27 s
4 20 7 6,3 -5,3 dB 40 ˚ 602 s 5,4 6,3 dB 42 ˚ 20 s
3 19 6 7 -5,4 dB 44 ˚ 506 s 6 5,2 dB 40 ˚ 16 s
Tableau 4.1 – Synthèse H∞ de Ks à ordre fixé (HIFOO vs HINFSTRUCT)
1. Norme H∞ a-shiftée : ‖G‖a,∞ = ‖Ga‖∞, avec Ga(s) = G(s−a)
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Sur cette application, on constate donc que HINFSTRUCT donne globalement de meilleurs
résultats que HIFOO, tant sur la valeur du critèreH∞ en boucle fermée que sur la durée d’exé-
cution de l’algorithme. L’écart au niveau de ce dernier critère de comparaison est vraisem-
blablement du à la phase Gradient Sampling de HANSO, qui est assez couteuse en temps de
calcul, d’autant plus que la dimension du correcteur recherché augmente. Pour ks= ∂◦Ks= 4,
l’ordre des correcteurs SISO KΩ (correcteur de vitesse) et Ki (correcteur de courant) est le
même que celui obtenu par les méthodes de réduction a posteriori du Tableau 2.2, et les
marges de stabilités obtenues avec HINFSTRUCT sont conformes à la spécification 2.43.
Les diagrammes de Black Nichols correspondant à ce cas sont donnés par la figure 4.2.
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Figure 4.2 – Diagrammes de Black-Nichols de la boucle ouverte en entrée : ∂◦Ks = 4 (HIFOO vs HINF-
STRUCT)
4.2.2 Ordre et structure fixés
Dans notre cas, le précorrecteur Ks est une matrice de transfert d’une ligne et deux co-
lonnes :
Ks(s) =
[
KsΩ(s) Ksi(s)
]
. (4.44)
Puisque pour le correcteur final
K(s) =−Win(s)
[
KsΩ(s) Ksi(s)
][WoutΩ(s) 0
0 ρ
]
,
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les termes SISO KΩ(s) = −Win(s)KsΩ(s)WoutΩ(s) et Ki(s) = −ρWin(s)Ksi(s) seront implé-
mentés indépendamment l’un de l’autre (Figure 2.9, contrainte liée à la structure actuelle du
logiciel dans les viseurs), on peut donc chercher à imposer l’ordre de KsΩ et Ksi , indépen-
damment l’un de l’autre durant la synthèse de Ks.
En supposant les dynamiques de KsΩ et Ksi découplées, on peut développer 4.44 de la
manière suivante :
Ks(s) =
[
DKsΩ
DKsi
]
+
[
CKsΩ
(sI−AKsΩ )−1BKsΩ CKsi (sI−AKsi )−1BKsi
]
= DKs +
[
CKsΩ
CKsi
][(sI−AKsΩ )−1 0
0 (sI−AKsi )−1
][
BKsΩ
0
0 BKsi
]
= DKs +CKs
(
sI−
[
AKsΩ
0
0 AKsi
])−1[
BKsΩ
0
0 BKsi
]
.
(4.45)
Nous allons donc imposer à la représentation d’état de Ks la structure suivante :
Ks =
[
AKs BKs
CKs DKs
]
=
 AKsΩ 00 AKsi BKsΩ 00 BKsi
CKs DKs
 , (4.46)
de manière à pouvoir découpler les dynamiques de KsΩ et Ksi , en imposant séparément leur
ordre, c’est à dire la taille des matrices d’état AKsΩ et AKsi .
L’initialisation est faite en réduisant a posteriori et séparément chacun des termes KsΩ et
Ksi du précorrecteur d’ordre plein. Comme précédemment la contrainte de stabilité avec ce
précorrecteur initial n’est plus nécessaire, et on prend toujours 3 points aléatoires en plus du
point d’initialisation. Les tableaux 4.2 et 4.3 présentent les résultats de la synthèse H∞ pour
différentes valeurs de ∂◦KsΩ et ∂
◦Ksi . On peut remarquer que pour les cas ∂◦KsΩ = ∂
◦Ksi ,
il y a une amélioration du critère H∞ en boucle fermée, ainsi que des marges de stabilité,
par rapport au cas précédent où Ks était sous forme centralisée. Par exemple, pour ∂◦KsΩ =
∂◦Ksi = 4, on passe du diagramme de Black-Nichols de la figure 4.2 à celui de la figure 4.3.
Cette amélioration est logique, puisque la dimension npar de l’espace des paramètres
d’optimisation augmente lorsqu’on sépare les dynamiques de KsΩ et Ksi . En effet, on passe
de
npar = dim
(
vec
[
AKs BKs
CKs DKs
])
= (∂◦Ks+1)(∂◦Ks+2)
pour le cas centralisé, à
npar = (∂
◦KsΩ +1)(∂
◦KsΩ +1)+(∂
◦Ksi +1)(∂
◦Ksi +1)
pour le cas décentralisé.
Par ailleurs, on constate que l’ordre nécessaire pour la mesure de courant n’est pas le
même que celui sur la vitesse. L’ajout de la mesure de courant, pour robustifier le bouclage,
peut donc être fait avec un ordre plus faible que celui employé sur la vitesse, comme par
exemple dans le cas ∂◦KsΩ = 5,∂
◦Ksi = 2 illustré par la figure 4.4.
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∂◦KsΩ ∂
◦KΩ ∂◦Ksi ∂◦Ki γ GMu PMu temps
5 21
5 8 4,65 9 dB 52˚ 1216 s
4 7 4,76 8,2 dB 55,7˚ 1073 s
3 6 5,1 7,9 dB 38˚ 933 s
2 5 4,98 6,8 dB 43,5 ˚ 780 s
1 4 5,03 7,8dB 40,5˚ 705 s
4 20
4 7 5,38 8 dB 51,5 ˚ 830 s
3 6 5,5 5,53 dB 44,4 ˚ 600 s
2 5 5,9 4,53 dB 46,3˚ 553 s
1 4 6,58 5,9 dB 39 ˚ 577 s
Tableau 4.2 – Synthèse H∞ de Ks à ordre et structure fixés (HIFOO)
∂◦KsΩ ∂
◦KΩ ∂◦Ksi ∂◦Ki γ GMu PMu temps
5 21
5 8 4,54 9,3 dB 56˚ 29,5 s
4 7 4,71 8,3 dB 57,7˚ 37,3 s
3 6 4,71 7,3 dB 50˚ 18,5 s
2 5 4,81 6,53dB 51,6˚ 20,4 s
1 4 5,01 6,9 dB 42,3˚ 16,8 s
4 20
4 7 5,25 7,6 dB 56,8˚ 33 s
3 6 4,98 6,5 dB 42,1 ˚ 28 s
2 5 5 6,13 dB 41,1 ˚ 25 s
1 4 5,4 6,7 dB 41,3˚ 14,4 s
Tableau 4.3 – Synthèse H∞ de Ks à ordre et structure fixés (HINFSTRUCT)
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4.3 Conclusion
La résolution du problème de synthèse H∞ par l’optimisation non lisse, rendue possible
par les outils numériques performants associés HIFOO et HINFSTRUCT, se révèle efficace
pour la réduction de l’ordre des correcteurs a priori, notamment grâce à la possibilité d’im-
poser la structure de ces derniers durant la synthèse. En effet, dans notre application, compte
tenu de l’implémentation finale du correcteur sous forme de filtres SISO, le fait de décen-
traliser Ks est donc plus avantageux. Ce qu’il compte de réduire, c’est ∂◦KsΩ + ∂
◦Ksi et non
pas ∂◦Ks uniquement. Toutefois, cette réduction ne prends toujours pas en compte l’ordre
des pondérations Win et Wout . Ce dernier point sera abordé dans le chapitre suivant, où on
proposera une méthodologie permettant de lever cet inconvénient.
Chapitre 5
Méthodologies de Loop-Shaping à ordre
fixé
Le problème de synthèse H∞ par Loop-Shaping est équivalent à un problème H∞ standard
4-blocs, comme le suggère 2.30. Afin de prendre en compte l’ordre des pondérations dans
G(s) Wout(s)Win(s)
Ks(s)
Gs(s)
K(s) =Win(s)Ks(s)Wout(s)
W−1out (s)Win(s)
G(s)
K(s)
W−1in (s) Wout(s)
+
+ +
z2
e2
+
z1
e1
e1 e2
+
+ ++
z1 z2
Figure 5.1 – Synthèse H∞ par Loop-Shaping (haut), Synthèse H∞ standard équivalente (bas)
la réduction du correcteur final durant la synthèse, il serait donc plus judicieux d’utiliser
cette schématique, dont le système augmenté standard est construit en "externalisant" les
pondérationsWin etWout du loopshape (Figure 5.1).
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Dans ce dernier chapitre, nous présentons une méthodologie de synthèse de correcteurs
robustes et d’ordre réduit pour les boucles de stabilisation inertielle de ligne de visée. La
méthodologie proposé est axée sur 2 pistes, la première consiste à prendre en compte la
structure des pondérationsWin etWout dans la schématique d’externalisation de la Figure 5.1
si l’on dispose a priori d’un réglage satisfaisant ; la deuxième piste consiste à s’affranchir du
réglage des pondérations, ou plutôt à déporter le réglage des pondérations sur celui du gain
en boucle ouverte désiré et de construire de manière automatique une pondération appropriée
qui peut être externalisée dans la schématique de la Figure 5.1 pour la synthèse d’un correc-
teur d’ordre et/ou de structure fixée. Nous avons publié différents résultats relatifs à cette mé-
thodologie de synthèse de correcteurs d’ordre réduit dans [HFDS12a, HFDS12b, HFDS13].
5.1 Externalisation partielle des pondérations
5.1.1 Principe
Supposons que l’on dispose d’un jeu de pondérations Win et Wout bien réglées au préa-
lable afin de satisfaire une spécification donnée sur la boucle ouverte 1. Il s’avère générale-
ment inutile d’extraire (ou "externaliser") toutes les pondérations du loopshape car certaines
composantes doivent être retrouvées dans le correcteur final, notamment :
– Les intégrateurs, indispensables pour assurer l’absence d’erreur statique 2.
– Le filtre de roll-off pour la robustesse qui doit être maintenu malgré la réduction d’ordre
du correcteur. De plus l’externalisation de ces composantes n’est pas numériquement
faisable, à moins de faire une régularisation de ces termes. C’est à dire transformer les
intégrateurs purs en pseudos-intégrateurs avec des pôles très bas en fréquences d’une
part :
1
s
→ 1
s+ εBF
, 0< εBF ≪ 1, (5.1)
et d’autre part ajouter des zéros très hauts en fréquences sur les termes de roll-off qui
sont strictement propres :
1
s
ωRO
+1
→
s
εHF
+1
s
ωRO
+1
, 0< ωRO≪ εHF . (5.2)
Il est donc préférable de maintenir ces composantes dans le loopshape.
– Toute autre pondération qu’il s’avère préférable de garder explicitement dans la boucle,
par exemple dans notre cas les réjecteurs sur la fonction de sensibilité de la boucle de
vitesse inertielle SΩ peuvent être traités de façon différenciée selon leur positionnement
et leur proximité fréquentielle les uns par rapport aux autres : la section 5.1.2 p. 83 en
explicitera les raisons.
On aboutit donc à une schématique mixte dite d’externalisation partielle des pondérations,
illustrée par le schéma de la Figure 5.2 , où l’idée de base est de synthétiser un correcteur K̂s
d’ordre inférieur à l’ordre total des pondérations externalisées du loopshape W˜in et W˜out (on
1. Dans notre cas elle a l’allure de la Figure 2.4 par exemple
2. Plus précisément pour contrer les frottements secs dans notre cas
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les supposera propres, stables et d’inverses stables) :
∂◦K̂s ≤ ∂◦W˜in+∂◦W˜out (5.3)
Les composantes fréquentielles maintenues dans le loopshape au travers des pondérations
Ŵin et Ŵout fixent donc l’ordre minimal du correcteur final et la réduction d’ordre est réalisée
vis-à-vis des composantes fréquentielles externalisées dans W˜in et W˜out . Ainsi le correcteur
final
K(s) = Ŵin(s)K̂s(s)Ŵout(s) (5.4)
sera d’ordre
∂◦K = ∂◦Ŵin+∂◦K̂s+∂◦Ŵout
≤ ∂◦Ŵin+(∂◦W˜in+∂◦W˜out)+∂◦Ŵout
≤ ∂◦Win+∂◦Wout
(5.5)
puisque :
Win(s) = Ŵin(s)W˜in(s),
Wout = W˜out(s)Ŵout(s).
(5.6)
G(s) Ŵout(s)Ŵin(s)
W˜−1out (s)
W˜out(s)
W˜in(s)
W˜−1in (s)
K̂s(s)
e1
+
+ +
e2
+
z1 z2
Figure 5.2 – Externalisation partielle des pondérations
La forme standard équivalente donnée par la Figure 5.3 permet de construire le système
augmenté pour la synthèse de K̂s, de la manière suivante :
P(s) =
W˜−1in (s) 0 00 W˜out(s) 0
0 0 I
 P̂(s)
W˜in(s) 0 00 W˜−1out (s) 0
0 0 I
 , (5.7)
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P̂(s)
K̂s(s)
[
W˜in(s) 0
0 W˜−1out (s)
] [
W˜−1in (s) 0
0 W˜out(s)
](
e1
e2
) (
z1
z2
)
yu
Figure 5.3 – Forme standard pour la synthèse de K̂s
où
P̂(s) =
[
P̂11(s) P̂12(s)
P̂21(s) P̂22(s)
]
=
 0 0 IĜs(s) I Ĝs(s)
Ĝs(s) I Ĝs(s)

=
 0 0 I0 I 0
0 I 0
+
 0I
I
 Ĝs(s)[ I 0 I ] ,
(5.8)
avec
Ĝs(s) = Ŵout(s)G(s)Ŵin(s). (5.9)
Une telle construction de P̂ garantit in fine la minimalité de la représentation d’état de P.
Le formalisme restant dans le cadre Loop Shaping, les résultats théoriques relatifs à la
robustesse en stabilité de l’approche (section 2.2.1.2 p. 28) sont conservés. En effet, en
résolvant ce nouveau problème H∞ standard, on résout également de manière indirecte le
problème initial de stabilisation robuste du loopshape, puisque
γ =
∥∥∥F (P, K̂s)∥∥∥
∞
=
∥∥∥∥[W˜−1in 00 W˜out
][
K̂s
I
](
I− ĜsK̂s
)−1 [
Ĝs I
][W˜in 0
0 W˜−1out
]∥∥∥∥
∞
=
∥∥∥∥[W˜−1in K̂sW˜out
](
I− ĜsK̂s
)−1 [
ĜsW˜in W˜
−1
out
]∥∥∥∥
∞
=
∥∥∥∥[W˜−1in K̂sW˜−1outI
]
W˜out
(
I− ĜsK̂s
)−1
W˜−1out
[
W˜outĜsW˜in I
]∥∥∥∥
∞
=
∥∥∥∥[W˜−1in K̂sW˜−1outI
](
I−W˜outĜsW˜inW˜−1in K̂sW˜−1out
)−1 [
W˜outĜsW˜in I
]∥∥∥∥
∞
=
∥∥∥∥[KsI
]
(I−GsKs)−1
[
Gs I
]∥∥∥∥
∞
,
(5.10)
où
Gs(s) = W˜outĜsW˜in =WoutGWin
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est le loopshape initial spécifié, et
Ks(s) = W˜
−1
in K̂sW˜
−1
out (5.11)
un précorrecteur "équivalent" stabilisant de manière robuste le loopshapeGs. De façon duale,
si un précorrecteur Ks est une solution du problème de stabilisation robuste du loopshape Gs
telle que ∥∥∥∥[KsI
]
(I−GsKs)−1
[
Gs I
]∥∥∥∥
∞
= γ,
alors W˜inKsW˜out stabilise le système standard P défini par 5.7 et vérifie∥∥∥F (P,W˜inKsW˜out)∥∥∥
∞
= γ.
Ainsi, on peut donc calculer par l’approche des factorisations copremières de [MG92],
une solution d’ordre plein du problème standard défini par la Figure 5.3, sans passer par la
γ-itération de [DGKF89]. Cette solution d’ordre plein est utile pour initialiser la synthèse
à ordre fixé, en procédant par une réduction a posteriori, de la même manière que dans les
chapitres précédents.
5.1.2 Application
Illustrons cette méthode sur le problème précédemment discuté (introduit à la section 2.3
p. 34 et traité dans les chapitres précedents). Considérons à nouveau les pondérations sui-
vantes :
Wout(s) =
[
WoutΩ(s) 0
0 ρ
]
=
[
WPI2(s)∏
5
k=1WREJk(s) 0
0 ρ
]
Win(s) =
1
s
ωRO
+1
WREJ1(s)
(5.12)
où WPI2 et les réjecteurs WREJk sur la fonction de sensibilité SΩ sont définis par 2.37, le
réjecteurWREJ1 sur la fonction de sensibilité complémentaire TΩ pour la robustesse vis-a-vis
des variations sur la fonction de transfert mécanique Gm est défini par 2.39.
Dans la pondérationWoutΩ les termes externalisés sont :
– l’avance de phase deWPI2 ;
– les 3 derniers réjecteurs (les plus hauts en fréquence), dont les fréquences de résonance
sont proches (Figure 2.8) et ont été positionnées dans une zone fréquentielle particulière
de résonance [ωz,ωz] de la plateforme mécanique du viseur.
En effet, ce qui compte au final c’est de pouvoir mettre suffisamment de gain dans la
boucle ouverte en vitesse LΩ au niveau de cette zone de fréquences [ωz,ωz], par le correcteur
de vitesse KΩ et en utilisant le moins d’ordre possible ; ce que l’on cherchera à faire en ex-
ternalisantWREJ3 ,WREJ4 etWREJ5 . Les 2 premiers réjecteursWREJ1 etWREJ2 correspondant
aux modes de vibrations du porteur du viseur (fréquences des rotors de l’hélicoptère) seront
gardés dans le loopshape, en effet il s’agit de fréquences bien précises qu’il est indispensable
de retrouver dans KΩ pour atténuer la transmission de ces vibrations à la ligne de visée.
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Dans la pondérationWin, on externalisera le rejecteurWREJ1 .
Ainsi, on définit alors :
Ŵout(s) =
[
ŴoutΩ(s) 0
0 1
]
, W˜out(s) =
[
W˜outΩ(s) 0
0 ρ
]
, (5.13)
où
ŴoutΩ(s) = G0

s2
ω20
+2ξ0
s
ω0
+1
s2
 2∏
k=1
WREJk(s), W˜outΩ(s) =
 sa +1
s
b
+1
 5∏
k=3
WREJk(s),
(5.14)
et
Ŵin(s) =
1
s
ωRO
+1
, W˜in(s) =WREJ1(s). (5.15)
Au chapitre précédent (section 4.2.2 p. 74), lorsque nous cherchions à réduire l’ordre du
précorrecteur Ks, nous avons mis en évidence l’intérêt d’imposer la structure de ce dernier,
compte tenu de l’implémentation finale du correcteur K. Nous chercherons donc à imposer à
la matrice de transfert K̂s une structure, soit de type parallèle comme précédemment sur Ks,
soit de type cascade.
5.1.2.1 Structure parallèle
Nous avons montré (section 4.2.2 p. 74) que cette structure peut être obtenue en cherchant
une représentation d’état de cette forme :
K̂s =
[
A
K̂s
B
K̂s
C
K̂s
D
K̂s
]
=
 AK̂sΩ 00 AK̂si
B
K̂sΩ
0
0 B
K̂si
C
K̂s
D
K̂s
 . (5.16)
Conformément à 5.3, nous imposerons dans ce cas :
∂◦K̂sΩ ≤ ∂◦W˜in+∂◦W˜outΩ = 9,
∂◦K̂si ≤ ∂◦W˜in = 2.
(5.17)
Les correcteurs finaux SISO seront alors d’ordre :
∂◦KΩ ≤ ∂◦K̂sΩ +∂◦ŴoutΩ +∂◦Ŵin
≤ 9+6+1= 16,
∂◦Ki ≤ ∂◦K̂si +∂◦Ŵin
≤ 2+1= 3.
(5.18)
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De tous les algorithmes de synthèse H∞ à ordre fixé discutés précédemment, et compte
tenu de la contrainte de structure imposée à K̂s, seuls la X-K itération, HIFOO et HINF-
STRUCT sont candidats à la résolution de notre problème. Cependant, la X-K itération né-
cessite d’être initialisée par un correcteur stabilisant, ce qui n’est pas le cas des 2 derniers,
puisqu’ils procèdent par une étape de stabilisation avant l’optimisation de la norme H∞ en
boucle fermée. Nous avons donc utilisé uniquement ces 2 algorithmes, initialisés avec la
même procédure de la section 4.2.2 p. 74, et avec cette fois, en plus du point initial, une
optimisation sur 20 points générés aléatoirement autour de ce point d’initialisation.
Les Tableaux 5.1 et 5.2 présentent les résultats de cette synthèse H∞ à ordre et structure
fixés. On constate qu’on peut donc nettement améliorer la réduction de l’ordre du correcteur
tout en conservant de bonnes marges de stabilité, comme le montre le diagramme de Black-
Nichols de la boucle ouverte en entrée de la figure 5.4 correspondant au cas(
∂◦K̂sΩ = 7,∂
◦K̂si = 2
)
=⇒ (∂◦KΩ = 14,∂◦Ki = 3) .
∂◦K̂sΩ ∂
◦KΩ ∂◦K̂si ∂◦Ki γ GMu PMu temps
9 16
2 3 5,17 7,2 dB 52,1˚ 570 s
1 2 6,41 5,76 dB 27,7 ˚ 573 s
8 15
2 3 5,03 5,4 dB 47,6˚ 2952 s
1 2 5,02 7,5 dB 39,7˚ 2596 s
7 14
2 3 4,90 6,3 dB 51,8 ˚ 2561 s
1 2 5,17 6,4 dB 39,6˚ 2471 s
Tableau 5.1 – Synthèse H∞ de K̂s en structure parallèle (HIFOO)
∂◦K̂sΩ ∂
◦KΩ ∂◦K̂si ∂◦Ki γ GMu PMu temps
9 16
2 3 4,54 9,3 dB 50˚ 370 s
1 2 4,75 8 dB 41,8 ˚ 315 s
8 15
2 3 4,77 8,6 dB 51 ˚ 287 s
1 2 4,95 9,5 dB 39,2˚ 286 s
7 14
2 3 4,86 7,5 dB 46,4 ˚ 258 s
1 2 5,07 7,3 dB 41,9˚ 275 s
Tableau 5.2 – Synthèse H∞ de K̂s en structure parallèle (HINFSTRUCT)
Les 3 réjecteurs WREJ3 , WREJ4 et WREJ5 sur la fonction de sensibilités SΩ ont été rem-
placés dans K̂sΩ par une zone de réjection plus uniforme sur la bande de fréquence corres-
pondante [ωz,ωz]. Cet effet est visible notamment sur le gain de la fonction de sensibilité SΩ
résultante, tracé sur la figure 5.5.
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5.1.2.2 Structure cascade
Outre son utilité lorsqu’on veut faire une commande en couple en présence d’une f .c.e.m
non négligeable (dans ce cas une boucle de courant de type PI est nécessaire), l’implémen-
tation en cascade (Figure 5.6) du correcteur final K peut être avantageuse en terme d’ordre
total des filtres SISO implémentés KΩ et Ki. En effet la pondération de roll-offWin est com-
mune à KΩ et Ki, la mise en cascade permettrait alors d’implémenter les termes issus de cette
pondération uniquement dans Ki.
En vue d’une telle implémentation, on peut donc chercher à synthétiser K̂s sous la forme
cascade :
K̂s(s) = K̂si(s)
[
K̂sΩ(s) 1
]
, (5.19)
en imposant indépendamment l’un de l’autre ∂◦K̂sΩ et ∂
◦K̂si , par la schématique de la Fi-
gure 5.7. Le correcteur synthétisé est alors :
KΩ(z)Ki(z)BOZ εΩ(s)
+
+
u(s)
−i(s)
Figure 5.6 – Implémentation en cascade
K̂sdiag =

A
K̂sΩ
0
0 A
K̂si
B
K̂sΩ
0
0 B
K̂si
C
K̂sΩ
0
0 C
K̂si
D
K̂sΩ
0
0 D
K̂si
 , (5.20)
à partir du système augmenté P donné par 5.7, avec cette fois ci
P̂(s) =
[
P̂11(s) P̂12(s)
P̂21(s) P̂22(s)
]
=

0 01×2 0 1
−Ĝs(s) I2 02×1 −Ĝs(s)
−RΩĜs(s) RΩ 0 −RΩĜs(s)
−RiĜs(s) Ri 1 −RiĜs(s)

=

0 01×2 0 1
02×1 I2 02×1 02×1
0 RΩ 0 0
0 Ri 1 0
−

0 01×2 0 0
Ĝs(s) 02×2 02×1 Ĝs(s)
RΩĜs(s) 01×2 0 RΩĜs(s)
RiĜs(s) 01×2 0 RiĜs(s)

=

0 01×2 0 1
02×1 I2 02×1 02×1
0 RΩ 0 0
0 Ri 1 0
−

01×2
I2
RΩ
Ri
 Ĝs(s)[ 1 01×2 0 1 ] ,
(5.21)
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où
RΩ =
[
1 0
]
, Ri =
[
0 1
]
, (5.22)
et Ĝs(s) est donné par 5.9.
G(s) Ŵout(s)
W˜−1out (s)
Ŵin(s)
W˜−1in (s)
W˜in(s) (
Ω
i
)
W˜out(s)
[
K̂sΩ(s) 0
0 K̂si(s)
]
e1
+
+
z1
−+
e2
z2
+
+
Figure 5.7 – Synthèse de K̂s à ordre fixé et en structure cascade
Grâce à la dernière ligne de 5.21, une réalisation minimale de P̂ (et donc de P) est
construite à partir de celle de Ĝs(s). Par ailleurs dans cette construction, nous avons introduit
la rétroaction négative usuelle sur les mesures, le signe « moins » rajouté précédemment sur
le correcteur final K ne sera donc plus nécessaire.
Enfin, conformément à 5.3, nous imposerons cette fois-ci :
∂◦K̂sΩ ≤ ∂◦W˜outΩ = 7,
∂◦K̂si ≤ ∂◦W˜in = 2.
(5.23)
Les correcteurs finaux SISO seront alors d’ordre :
∂◦KΩ ≤ ∂◦K̂sΩ +∂◦ŴoutΩ
≤ 7+6= 13,
∂◦Ki ≤ ∂◦K̂si +∂◦Ŵin
≤ 2+1= 3.
(5.24)
Les Tableaux 5.3 et 5.4 présentent les résultats de cette synthèse H∞ à ordre et structure
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∂◦K̂sΩ ∂
◦KΩ ∂◦K̂si ∂◦Ki γ GMu PMu temps
7 13 2 3 5,85 8,2 dB 41,4 ˚ 2123 s
6 12 2 3 6,05 6,4 dB 40,5 ˚ 1697 s
5 11 2 3 6,08 6,9 dB 41,7 ˚ 1760 s
4 10 2 3 6,06 6,5 dB 43,9 ˚ 1213 s
Tableau 5.3 – Synthèse H∞ de K̂s en structure cascade (HIFOO)
∂◦K̂sΩ ∂
◦KΩ ∂◦K̂si ∂◦Ki γ GMu PMu temps
7 13 2 3 4,55 8,4 dB 49,2 ˚ 403 s
6 12 2 3 4,8 7,8 dB 48,8 ˚ 280 s
5 11 2 3 4,86 8 dB 48,5 ˚ 373 s
4 10 2 3 5,64 7,5 dB 43,5 ˚ 321 s
Tableau 5.4 – Synthèse H∞ de K̂s en structure cascade (HINFSTRUCT)
fixés. Ils sont dans l’ensemble semblables à ceux obtenus pour la structure parallèle, avec un
ordre plus faible sur K̂sΩ , puisque ce dernier ne contient plus de termes relatif à la pondération
externalisée W˜in en entrée de modèle. Si cette dernière est d’ordre élevé, cela peut représenter
un gain significatif en termes d’ordre du correcteur final à implémenter KΩ.
Pour le cas (
∂◦K̂sΩ = 4,∂
◦K̂si = 2
)
=⇒ (∂◦KΩ = 10,∂◦Ki = 3) ,
on obtient le diagramme de Black-Nichols de la boucle ouverte en entrée tracé sur la Fi-
gure 5.8 et le gain de la fonction de sensibilité SΩ tracé sur la Figure 5.9.
Dans les 2 cas (structure parallèle et structure cascade) on obtient une allure plus homo-
gène du gain de la fonction de sensibilité SΩ dans la zone de réjection [ωz,ωz], en "exter-
nalisant" les 3 réjecteursWREJ3 , WREJ4 et WREJ5 . Cet effet permet une légère amélioration
du rejet des vibrations dv, comme le confirme les simulations temporelles du Tableau 5.5.
Cependant, cela se fait au prix d’une légère augmentation de la consommation moteur, et
aussi d’une légère dégradation du rejet de la perturbation d f (frottements), puisque le gain
de la fonction de sensibilité SΩ augmente légèrement avant et après [ωz,ωz]. Ce dernier effet
est connu sous le terme de "Waterbed Effect" résultant de l’intégrale de Bode de la fonction
de sensibilité [DFA90, Chapitre 6,Théorème 2]
∫ ∞
0
ln |SΩ( jω)|.dω = pi∑
i
Re(pi), (5.25)
si LΩ a au moins 2 pôles de plus que de zéros et les pi sont les pôles LΩ tels que Re(pi)> 0.
Dans notre application la condition sur le degré relatif de LΩ est remplie, et de plus LΩ n’a pas
de pôles dans le demi plan complexe droit ouvert (Re(s)> 0), donc 5.25 devient simplement
∫ ∞
0
ln |SΩ( jω)|.dω = 0.
L’aire où la sensibilité du bouclage vis-à-vis des perturbations est réduite (ln |SΩ| ≤ 0) sera
donc égale à celle où elle est dégradée ou augmentée (ln |SΩ| ≥ 0). Ce compromis fréquentiel
inévitable peut être anticipé en amont, dès le réglage des pondérations ou ajusté a posteriori
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∂◦KΩ ∂◦Ki GMu PMu eRMS(dv) consomax(dv) ecrete(d f )
ordre plein 52 40 8,6 dB 68 ˚ 0,93 θRMS 0,87 imax 0,75 θmax
hankelmr 20 7 7,6 dB 50 ˚ 0,97 θRMS 0,87 imax 0,70 θmax
balancmr 20 7 8,5 dB 68 ˚ 0,93 θRMS 0,87 imax 0,75 θmax
fitfrd 20 7 7,1 dB 70 ˚ 0,93 θRMS 0,87 imax 0,77 θmax
hifoo(par) 14 3 6,3 dB 51,8 ˚ 0,8 θRMS 1,03 imax 0,95 θmax
hinfstruct(par) 14 3 7,5 dB 46,4 ˚ 0,8 θRMS 1,05 imax 0,95 θmax
hifoo(casc) 10 3 6,5 dB 43,9 ˚ 0,81 θRMS 0,95 imax 0,95 θmax
hinfstruct(casc) 10 3 7,5 dB 43,5 ˚ 0,78 θRMS 1,1 imax 0,8 θmax
Tableau 5.5 – Comparaison : réduction d’ordre a posteriori et synthèse à ordre fixé et structure (par = parallèle,
casc = cascade) fixée
(par exemple en ajustant la profondeur des réjecteurs ou la largeur de la zone fréquentielle
de réjection [ωz,ωz]).
L’externalisation partielle des pondérations et l’utilisation des outils d’optimisation non
lisse offrent donc plus de possibilités notamment pour la structuration du correcteur, qui
facilitent la réduction d’ordre pour des correcteurs multivariables.
5.2 Loop-Shaping graphique
Dans la section précédente, nous avons considéré qu’un réglage satisfaisant de Win et
Wout était disponible. Lorsque cela n’est pas le cas, nous proposons ici une autre approche
permettant la synthèse d’un correcteur, uniquement à partir d’un gabarit de gain en boucle
ouverte objectif, construit de manière graphique et traduisant les objectifs de performance et
de robustesse de l’asservissement. Cette approche se veut plus générale, et non spécifique à
la problématique de stabilisation inertielle de ligne de visée qui nous occupe dans cette thèse.
5.2.1 Procédure de synthèse
Soit G un modèle linéaire nominal du système à asservir, et dont une représentation d’état
minimale est
G=
[
A B
C D
]
; (5.26)
avec D ∈ Rp×m, où m et p sont respectivement le nombre d’entrées et de sorties de G.
L’objectif étant de mettre en oeuvre une commande robuste aux incertitudes de modèles,
on supposera que le système à asservir appartient à la famille de modèles dispersés autour
du modèle nominal
G∆ =
{
(I+∆(s))G(s); ∆ ∈ RH∞
}
. (5.27)
L’erreur de modélisation relative fréquentielle
∆( jω), ω > 0
peut être obtenue soit à partir de mesures de réponses fréquentielles du système effectuées
dans différentes conditions opérationnelles, soit en faisant varier a priori des paramètres
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(fréquences et amortissements des modes de résonance mécanique par exemple) du modèle
nominal G. Les 2 exemples traités illustreront chacune de ces 2 approches.
G(s)K(s)
∆(s)
G∆(s)
+
+
−
Figure 5.10 – Bouclage avec incertitude multiplicative non structurée en sortie de modèle
La méthode de synthèse du correcteur K de la Figure 5.10, inspirée de la routine loop-
syn [BPSC04] de Matlab, se décline essentiellement en 3 étapes : une première étape de
construction graphique du gain fréquentiel objectif en boucle ouverte
h(ω)> 0, ω ∈ [ωmin,ωmax], (5.28)
suivi d’une seconde étape de calcul d’une pondérationW stable, inversible et d’inverse stable,
telle que
σ(G( jω)W ( jω))≈ h(ω), ω ∈ [ωmin,ωmax]; (5.29)
et enfin une troisième étape de synthèse H∞ à ordre fixé à partir du critère Loop-Shaping 4
blocs avec pondérations "externalisées" (Figure 5.1 bas).
Nous allons décrire de manière détaillée chacune de ces étapes.
5.2.1.1 Construction graphique du loopshape
Le gain fréquentiel h(ω) est construit de manière à traduire les objectifs de performance et
de robustesse du bouclage, sur les valeurs singulières de la boucle ouverte (le raisonnement
sur le gain de la boucle ouverte est analogue au cas SISO présenté dans la section 2.1.1
p. 24) :
– En basses fréquence (ω≪ ωC), on requiert généralement
σ(G( jω)K( jω))≈ h(ω)≫ 1, (5.30)
afin d’assurer un bon rejet de perturbation et un bon suivi de consigne.
– En hautes fréquences (ω≫ ωC), on requiert généralement
σ(G( jω)K( jω))≈ h(ω)≪ 1, (5.31)
afin d’assurer la robustesse en stabilité du bouclage vis-à-vis des dynamiques hautes
fréquences négligées dans le modèle nominal, mais prises en compte à travers l’er-
reur de modélisation relative fréquentielle ∆( jω). Notamment, cette dernière permet de
régler le niveau du gain h(ω) en hautes fréquences.
– En moyennes fréquences (ω≈ ωC), près de la bande passante désirée, la pente du gain
h(ω) doit être faible (typiquement on cherche à tendre vers −20 dB/décade). De plus,
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afin d’avoir des performances acceptables, le choix de la fréquence de la bande passante
ωC est en pratique limité par les pôles et zéros instables de G [SP96, p .185-197].
Une fois le gain h(ω) construit sur une bande de fréquence [ωmin,ωmax], ce dernier est
ensuite approximé par une fonction de transfert propre stable et à phase minimale
Lh(s) =
nLh(s)
dLh(s)
, (5.32)
où le numérateur nLh et le dénominateur dLh sont des polynômes n’ayant pas de racines à
partie réelle positive. Pour cela une des possibilité est d’utiliser la notion de factorisation
spectrale d’une fonction de transfert [DFA90, Section 12.2], en remarquant que
Fh(s) = Lh(−s)Lh(s) (5.33)
est une fraction rationnelle en s2 qui a ses zéros et ses pôles symétriques par rapport à l’ori-
gine du plan complexe. C’est-à-dire que si zi (pi) est un zéro (pôle) de Fh, alors −zi (−pi)
l’est également. Dans l’équation 5.33, Lh est alors appelé facteur spectral de Fh. Ainsi, on a
Fh( jω) ∈ R, et on cherche alors à avoir
|Fh( jωk)| ≈ h2(ωk), (5.34)
pour l’ensemble des pulsations ωk ∈ [ωmin,ωmax], k ∈ [1, ..,r].
Dans la routine fitmagfrd de Matlab, en posant
Fh(s) =
nFh(s)
dFh(s)
=
∑
q
i=0 ais
2i
∑
q
i=0 bis
2i
,
(5.35)
avec q= ∂◦Lh ; une résolution du type
min
t,a,b
t
sous contraintes : 11+t ≤
1
h2(ωk)
∣∣∣∣nFh(a, jωk)dFh(b, jωk)
∣∣∣∣≤ 1+ t, k ∈ [1, ..,r], (5.36)
par dichotomie (sur t) et programmation linéaire (pour la faisabilité de la contrainte à t fixé)
est implémentée. Une fois obtenus les vecteurs des coefficients
a=
[
a0 a1 · · · aq
]T
, b=
[
b0 b1 · · · bq
]T
de nFh (numérateur) et dFh (dénominateur), la factorisation spectrale 5.33 permet d’obtenir
Lh en calculant les zéros (racines de nFh) et les pôles (racines de dFh), et en retenant ceux
ayant une partie réelle strictement négative pour construire nLh et dLh .
5.2.1.2 Calcul d’une pondération Loop-Shaping
La pondérationW stable, inversible et d’inverse stable, est construite à partir d’une facto-
risation inner-outer de G :
G(s) = Gi(s)Go(s), (5.37)
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où Gi ∈ RH∞ est inner et Go ∈ RH∞ est outer :
Définition 5.1. Une matrice de transfert quelconque N est inner si elle est propre, stable et
satisfait
NT (−s)N(s) = I (5.38)
Définition 5.2. Une matrice de transfert quelconque M est outer si elle est propre, stable et
d’inverse stable.
Afin de calculer les facteurs Gi et Go, les hypothèses suivantes sont nécessaires :
H 5.1. Les paires (A,B) et (A,C) sont respectivement stabilisable et détectable.
H 5.2. G n’a ni zéros ni pôles imaginaires purs, ou à l’infini.
L’hypothèse H 5.1, fondamentale pour la commande est généralement remplie. Pour des
systèmes contenant des intégrateurs purs, ou alors ayant des zéros de transmission à l’infini
(c’est le cas si la matrice de transmission directe D est nulle ou de rang déficient), l’hypo-
thèse H 5.2 peut être remplie via des régularisations du type 5.1 et 5.2, simples à faire dans
le cas SISO ; ou alors dans le cas MIMO par une transformation bilinéaire [Saf87, CS91]
permettant de ramener tous les pôles et les zéros de transmission de G dans un disque du
plan complexe de rayon adéquat.
Pour p ≥ m (G a plus de sorties que d’entrées), et sous les hypothèses H 5.1 et H 5.2,
[Doy84, Théorème 1 p.113] permet de construire, par résolution d’une équation algébrique
de Riccati, une réalisation deN etM telsG(s)=N(s)M−1(s) est une factorisation copremière
à droite et N est inner :
M =
[
A+BF BR−1/2
F R−1/2
]
, N =
[
A+BF BR−1/2
C+DF DR−1/2
]
, (5.39)
avec
R= DTD≻ 0 ( D est de rang plein par l’hypothèse H 5.2)
F =−R−1(BTX+DTC) (5.40)
et
X = Ric
[
A−BR−1DTC −BR−1BT
−CTD⊥DT⊥C −(A−BR−1DTC)T
]
. (5.41)
La matrice D⊥ est le complément orthogonal de D, c’est à dire une matrice de rang plein
telle que
DTD⊥ = 0;
et elle est telle que
[
DR−1/2 D⊥
]
est carré et orthogonal, c’est à dire[
DR−1/2 D⊥
]T [
DR−1/2 D⊥
]
= I.
Par définition des facteurs copremiers, on aM ∈ RH∞ et N ∈ RH∞, c’est-à-dire qu’ils sont
propres et stables. Donc si G est stable, alorsM est d’inverse stable, doncM est outer. Ainsi,
Méthodologies de Loop-Shaping à ordre fixé 95
dans ce cas, les facteurs inner-outer de G sont :
Gi(s) = N(s), Go(s) =M
−1(s). (5.42)
Si G est instable, alors tous les pôles instables de G sont contenus dans les zéros de M. On
peut alors appliquer le même type de factorisation copremière àMT , c’est à dire
MT (s) = Nm(s)M
−1
m (s), (5.43)
où Nm est carré et inner et donc Mm outer. Ainsi, on a
M(s) = (M−1m (s))
TNTm(s),
donc
M−1(s) = (NTm(s))
−1MTm(s).
Dans ce cas, on a alors
Gi(s) = N(s)(N
T
m(s))
−1, Go(s) =MTm(s) (5.44)
Une fois défini les facteurs inner-outer de G, par 5.42 (si G est stable) ou par 5.44 (si G
est instable), on est alors en mesure de déduire de
σ(Lh( jω)) = σ(Gi( jω)Lh( jω)) ( car G
T
i (− jω)Gi( jω) = I par définition)
= σ
(
G( jω)G−1o ( jω)Lh( jω)
)
(5.45)
la pondération recherchée
W (s) = G−1o (s)Lh(s), (5.46)
telle que
σ(G( jω)W ( jω)) = σ(Lh( jω)), (5.47)
et qui est bien stable, d’inverse stable.
5.2.1.3 Synthèse à ordre fixé et/ou structure fixée
Dans le cas d’un système ayant autant d’entrées que de sorties (p = m), le critère de
synthèse 4 blocs avec pondérations "externalisées" de la Figure 5.1(bas) est construit en
posant
Win(s) =W (s), Wout(s) = I. (5.48)
Le problème de synthèse H∞ à ordre et/ou structure fixés peut alors être résolu via les outils
d’optimisation non lisse par exemple.
Pour le cas pratique (p > m) où l’on dispose de mesures supplémentaires, le nombre de
valeurs singulières m modelées via la pondérationW est strictement inférieur au nombre de
mesures de feedback p. Il ne sera donc pas possible de découpler les p sorties directement
via la pondérationW . La synthèse SIMO par cette approche requiert donc de légères modifi-
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cations, que nous expliciterons dans l’exemple sur la stabilisation inertielle de ligne de visée,
où l’on dispose de 2 mesures (vitesse inertielle de la ligne de visée et courant moteur) et une
seule commande (tension moteur).
5.2.2 Applications
Dans cette section nous allons présenter 2 applications de cette méthodologie de Loop-
Shaping graphique. La première concerne la robustification à ordre fixé d’un correcteur
SISO pour un dispositif optronique actionné par des moteurs piézo-électriques, la seconde
concerne le problème de stabilisation inertielle de ligne de visée.
5.2.2.1 Application SISO : robustification à ordre fixé d’un correcteur existant
Cet exemple traite de la synthèse d’un correcteur robuste et d’ordre fixé pour un méca-
nisme de microscaning piloté par des actionneurs piézo-électriques.
Le microscaning est une technique permettant d’améliorer la résolution de certains cap-
teurs d’image tels que les caméras infrarouge. Le dispositif consiste en un mécanisme d’ac-
quisition de plusieurs images d’une même scène, tout en déplaçant, d’une fraction de pixel
dans le plan, le détecteur de la caméra ou alors une lentille de focalisation (Figure 5.11).
Figure 5.11 – Principe d’un mécanisme de microscaning
Ensuite ces différentes séquences d’images sont combinées en temps-réel, au moyen d’un
algorithme de traitement d’images dédié, pour produire une image de meilleure résolution. Il
est donc nécessaire de pouvoir faire des micro translations (δx,δy) très rapides dans le plan
(x,y) parallèle à la surface du détecteur de la caméra. Des actionneurs piézo-électriques,
compte tenu de leur bande passante élevée, sont généralement utilisés pour ce type d’appli-
cations.
Sur ce type de dispositifs, on constate généralement, en fonction des conditions opération-
nelles (température, configuration de montage), une dispersion non négligeable en amplitude
et en fréquence de certains modes de résonance de l’ensemble du mécanisme (actionneurs
piézo-électriques + éléments optiques). La Figure 5.12 présente un exemple de ce type de
dispersion, où l’on a tracé les diagrammes de Bode de 35 fonctions de transferts mesurées
(entre le déplacement δx ou δy et la commande du moteur suivant l’axe x ou y respective-
ment), pour différentes conditions opérationnelles.
Sur le bloc de microscaning en question, un correcteur simple Kb (d’ordre ∂◦Kb = 3 )
réglé sur le modèle nominal G (Figure 5.13) était implémenté et ce dernier remplissait le
cahier des charges spécifié en temps de réponse en boucle fermée, et en termes de marges de
robustesse classiques (marge de gain et de phase) (Figure 5.14).
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Figure 5.12 – Diagrammes de Bode des fonctions de transferts mesurées Gi( jω) dans différentes conditions
opérationnelles
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Figure 5.13 – Diagrammes de Bode de la fonction de transfert nominale G
Toutefois, il a été constaté en essais, puis confirmé a posteriori après mesure des fonc-
tions de transferts Gi, i ∈ [1, ..,35], que ce correcteur n’était pas stabilisant dans certaines
conditions opérationnelles, comme le montrent les diagrammes de Black-Nichols de la Fi-
gure 5.15.
98 5.2 Loop-Shaping graphique
Nichols Chart
Open−Loop Phase (deg)
O
pe
n−
Lo
op
 G
ai
n 
(dB
)
0 0.5 1 1.5 2 2.5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
b
Time (milliseconds)
Am
pl
itu
de
135 180 225 270
−50
−40
−30
−20
−10
0
10
20
30
40
 6 dB
 3 dB
 1 dB
 0.5 dB
 0.25 dB
 0 dB
Figure 5.14 – Boucle ouverte nominale GKb (Gauche), Réponse indicielle de la boucle fermée nominale
GKb(1+GKb)−1 (Droite)
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Figure 5.15 – Boucles ouvertes GiKb pour i ∈ [1, ..,35]
Nous avons alors proposé, à partir de ces mesures, de robustifier le correcteur Kb, de
façon à stabiliser l’ensemble Gi représentatif de la majorité des conditions opérationnelles,
ceci sans augmenter son ordre et sans trop dégrader les performances nominales.
En basses fréquences, soit pour ω < ωC, où ωC est telle que
|G( jωC)Kb( jωC)|= 1,
on cherche à conserver l’allure du gain de la boucle ouverte obtenue avec Kb, c’est à dire
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qu’on construit le gain cible h(ω) de manière à avoir :
|G( jω)K( jω)| ≈ |G( jω)Kb( jω)| (5.49)
Ensuite, vis-à-vis du modèle nominal G, on définit l’ensemble des erreurs relatives de
modélisation
∆i( jω) =
Gi( jω)−G( jω)
G( jω)
, ω > 0, (5.50)
dont le gain |∆i( jω)| permet de construire en hautes fréquences (ω > ωC) le gain h(ω) de
manière à avoir le roll-off nécessaire, en approximant la condition de robustesse en stabilité
issue du théorème du petit gain :
1
max
i
|∆i( jω)| > |T ( jω)| ≈ |L( jω)| ≈ h(ω) (5.51)
avec
L(s) = G(s)K(s), T (s) = L(s)(1+L(s))−1, (5.52)
et K le correcteur recherché.
Le gain ainsi construit est approximé (avec la commande fitmagfrd de Matlab) par une
fonction de transfert stable et à phase minimale Lh(s), d’ordre ∂◦Lh = 6. Un correcteur K
d’ordre ∂◦K = ∂◦Kb = 3 est alors synthétisé avec HINFSTRUCT.
Le tracé des diagrammes de Bode deKb etK de la figure 5.16 montre que la robustification
ici consiste bien à diminuer suffisamment le gain du correcteur dans la zone de fréquences
où le module des incertitudes relatives mesurées |∆i( jω)| est maximal.
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Figure 5.16 – Diagrammes de Bode des correcteurs Kb et K
Le gain objectif h(ω) construit et utilisé pour cette synthèse de correcteur est tracé sur la
Figure 5.17, ainsi que celui des boucles ouvertes G( jω)Kb( jω) et G( jω)K( jω) (ordre plein
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et ordre fixé). Les diagrammes de Black-Nichols des boucles ouvertes GiK pour i ∈ [1, ..,35]
tracés sur la figure 5.18, montrent bien la robustesse de ce nouveau correcteur vis-à-vis de la
dispersion des modes de résonance.
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Figure 5.17 – Gain en boucle ouverte : h(ω), G( jω)Kb( jω) et G( jω)K( jω)(en ordre plein et ordre fixé)
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Figure 5.18 – Boucles ouvertes GiK pour i ∈ [1, ..,35]
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Par ailleurs, sur la figure 5.19, on peut vérifier que la condition suffisante de robustesse en
stabilité est bien remplie avec K, ce qui n’était pas le cas avec Kb. Et enfin, sur la figure 5.20,
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Figure 5.19 – Boucle fermée |T ( jω)| comparée à 1|∆i( jω)| pour i ∈ [1, ..,35]
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Figure 5.20 – Réponses indicielles des boucles fermées GiK(1+GiK)−1 pour i ∈ [1, ..,35]
les réponses indicielles en boucle fermée montrent que les performances obtenues avec ce
nouveau correcteur K restent proches de ceux du correcteur initial Kb, et de plus celles-ci
sont homogènes sur l’ensemble des modèles Gi.
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5.2.2.2 Application SIMO
Dans cette section nous allons adapter l’approche de Loop-Shaping graphique à ordre fixé
à la synthèse d’un correcteur à deux entrées et une sortie. Pour cela, on considère le modèle
linéaire SIMO d’un axe de visée[
Ωmes(s)
i(s)
]
= G(s)u(s)
=
[
Gm(s)Ge(s)
Ge(s)
]
u(s)
(5.53)
introduit précédemment.
L’exemple que nous traiterons ici est quasiment le même que celui introduit dans la sec-
tion 2.3 p. 34 et discutés dans les sections précédentes. En effet le modèle de synthèse du
correcteur (mesures des fonctions de transfert Ge et Gm) est le même, cependant l’environ-
nement vibratoire auquel est soumis le bloc optronique gyrostabilisé à l’intérieur du viseur
est légèrement différent, du fait de l’architecture mécanique du viseur qui a été légèrement
modifiée entretemps (entre le début de la thèse en 2010 et mai 2013). De plus, pour cette
nouvelle configuration mécanique, nous avons pu implémenter et valider le correcteur en
environnement vibratoire.
Ici, la construction du gain h(ω) en basses fréquences suit le raisonnement détaillé sec-
tion 2.1.1 p. 24. Plus précisément on peut se servir comme précédemment (section 2.3 p. 34)
de la transformée de Fourier de la perturbation dv mesurée par le gyromètre (Figure 5.21)
lorsqu’il n’y pas d’asservissement, pour dessiner le gain nécessaire dans les différentes zones
de réjection en basses fréquences.
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Figure 5.21 – FFT (normalisée) de la perturbation en sortie de modèle dv (pour cette nouvelle configuration
mécanique)
Méthodologies de Loop-Shaping à ordre fixé 103
Contrairement à l’exemple de la section précédente, on ne dispose pas cette fois de me-
sures de réponses fréquentielles dans plusieurs conditions opérationnelles (température par
exemple). Pour la robustesse en stabilité vis-à-vis des variations sur les modes de résonance
de la fonction de transfert mécanique identifiée Gm, on procède par une dispersion a priori
des paramètres (fréquence et amortissement) de ces modes de résonance. En effet les valeurs
propres de Gm sont du type :
λi ∈ R, i ∈ [1, .., p], −ξkωk± jωk
√
1−ξ2k ,k ∈ [1, ..,q] (5.54)
et on peut toujours trouver une représentation d’état de Gm sous la forme canonique :
Gm =
[
Amcan Bmcan
Cmcan Dmcan
]
; (5.55)
avec
Amcan = diag
(
λ1, ...,λp, A1, · · · , Aq
)
(5.56)
où
Ak =
 −ξkωk ωk√1−ξ2k
−ωk
√
1−ξ2k −ξkωk
 , k ∈ [1, ..,q] (5.57)
et p+2q= dim(Amcan).
Ainsi on peut donc faire une dispersion aléatoire pour les modes complexes peu amortis
(typiquement ξk < 0,1 ) de ce modèle en posant :
ξk,δ = ξk(1+δξ),
ωk,δ = ωk(1+δω),
(5.58)
où δξ et δω sont tirés aléatoirement suivant une loi uniforme sur l’intervalle [−α,α], α > 0
étant un pourcentage de variation maximale acceptable sur ces paramètres. Par exemple,
en prenant α = 0,05 on a généré l’enveloppe de modèles Gmk , pour k ∈ [1, ..,20] de la Fi-
gure 5.22 ; ce qui permet de définir, comme dans l’exemple de la section précédente, l’incer-
titude complexe relative sur la fonction de transfert mécanique
∆mk( jω) =
Gmk( jω)−Gm( jω)
Gm( jω)
, ω > 0. (5.59)
On aboutit ainsi au gabarit de gain en boucle ouverte h(ω) de la Figure 5.23, où l’on a
également tracé 1max
k
|∆mk ( jω)|
afin d’illustrer la façon dont le roll-off en hautes fréquences
est construit, de manière à prendre en compte les variations des modes résonants de la
fonction de transfert mécanique. On constate sur cette dernière figure que le maximum de
max
k
|∆mk( jω)| est atteint à la pulsation ω = 2× pi× 0,8 = 5rad/s, ce qui correspond à la
pulsation où nous avions placé le réjecteur de roll-off sur TΩ précédemment.
La principale modification spécifique au cas SIMO se situe alors dans la manière de calcu-
ler les pondérations Loop-Shaping pour la synthèseH∞ à ordre fixé. En effet, nous cherchons
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Figure 5.22 – Diagramme de Bode de Gm(*) et des Gmk pour k ∈ [1, ..,20]
cette foisW telle que
|Gm( jω)Ge( jω)W ( jω)|= |Lh( jω)| , (5.60)
puisque l’on veut principalement modeler le gain de la boucle de vitesse inertielle. Ensuite
cette pondération SISO
W (s) = G0W
∂◦W
∏
i=1
s− zi
s− pi
est factorisée en deux pondérations : Win (composante de roll-off en hautes fréquences) et
WoutΩ (composante basses fréquences pour la performance en rejet de perturbations), telles
queW (s) =WoutΩ(s)Win(s), en séparant les pôles pi et les zéros zi par rapport à la fréquence
de coupure ωC ( telle que h(ωC) = 1 ). C’est à dire :
Win(s) = ηW
(
∏
(|zi|,|pi|)>ωC
s− zi
s− pi
)
, ηW = ∏
(|zi|,|pi|)>ωC
∣∣∣∣ pizi
∣∣∣∣ (5.61)
et
WoutΩ(s) =
G0W
ηW
(
∏
(|zi|,|pi|)<ωC
s− zi
s− pi
)
, (5.62)
le coefficient ηW permettant d’avoir un gain unitaire sur la pondération de roll-off Win. La
figure 5.24 présente le tracé des diagrammes de Bode de ces pondérations, et leurs ordres
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respectifs sont donnés dans le tableau 5.6.
∂◦Gm ∂◦Ge ∂◦Lh ∂◦W ∂◦Win ∂◦WoutΩ
16 5 28 49 29 20
Tableau 5.6 – Ordre des pondérations
Dans la synthèseH∞, avec le modèle SIMOG, la mesure de courant moteur sera pondérée,
comme précédemment par une constante ρ, en posant
Wout(s) =
[
WoutΩ(s) 0
0 ρ
]
.
La synthèseH∞ à ordre plein donne sur cet exemple les résultats (critèreH∞ en boucle fer-
mée, marges de stabilité en entrée, ordre du correcteur) du Tableau 5.7, où l’on constate que
l’ordre du correcteur K est très élevé, compte tenu de l’ordre des pondérations issues du loop-
shape graphique h( jω). L’objectif est alors de synthétiser directement KΩ et Ki, en résolvant
le problème standard 4 blocs avec pondérations "externalisées" de la Figure 5.1(bas), à ordre
et structure fixés. La forme d’état du système augmenté P pour ce problème est construite
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Figure 5.24 – Diagrames de Bode deW ,WoutΩ etWin
γ ∂◦K GMu PMu
2,7 119 -12,3 dB 54 ˚
Tableau 5.7 – Correcteur H∞ d’ordre plein
avec les formules 5.7, 5.8 et 5.9, et en posant
Ŵin = 1, Ŵout = I2
Ce système augmenté est de dimension
2(∂◦Win+∂◦Wout)+∂◦G= 119,
toute méthode numérique procédant par LMI ou (plus généralement) introduisant les va-
riables intermédiaires de Lyapunov serait donc inexploitable ici. Cela n’est pas le cas des
méthodes par optimisation non lisse, dont la complexité numérique est plutôt liée à la di-
mension du correcteur recherché.
Pour la synthèse à ordre fixé et en structure parallèle, nous avons donc utilisé la rou-
tine HINFSTRUCT, les résultats (critère H∞ en boucle fermée, marges de stabilité en en-
trée), pour différentes valeurs de ∂◦KΩ et ∂◦Ki sont présentés dans le Tableau 5.8.Sur les
Figures 5.25 et 5.26, il est présenté une comparaison entre les diagrammes de Black-Nichols
de la boucle ouverte en entrée Lu pour le correcteur d’ordre plein et pour les correcteurs
d’ordre fixé. On parvient donc à réduire de manière significative l’ordre du correcteur final
à implémenter, tout en modelant de manière convenable la fonction de sensibilité en vitesse
SΩ (Figure 5.27), afin de garantir un bon rejet de perturbations.
Nous avons numérisé, puis implémenté sur le système le correcteur d’ordre le plus faible
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∂◦KΩ ∂◦Ki γ GMu PMu
14 2 3,24 8,1 dB 45 ˚
12 2 3,45 7,4 dB 41,5 ˚
Tableau 5.8 – Correcteur H∞ d’ordre fixé et en structure parallèle
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Figure 5.25 – Diagrammes de Black-Nichols de Lu : ordre plein et (∂◦KΩ = {14,12}, ∂◦Ki = 2 )
possible (∂◦KΩ = 12, ∂◦Ki = 2). Une comparaison entre la fonction de transfert Lu réelle
(mesurée sur le système bouclé) et Lu théorique est présentée sur les Figures 5.28 et 5.29.
On constate une légère baisse des marges de stabilité(GMu = 6 dB, PMu = 38 ˚) par rapport
à celles escomptées théoriquement, mais celles-ci restent acceptables.
Des essais en vibration ont été effectués avec ce correcteur, et les mesures montrent que ce
dernier permet une bonne atténuation de l’environnement vibratoire du porteur du viseur. On
peut le constater sur la Figure 5.30, où nous avons tracé la transformée de Fourier (normalisée
en amplitudes et en fréquences) de la vitesse inertielle de la ligne de visée mesurée par le
gyromètre lorsqu’il n’y a pas d’asservissement (cela correspond au cas de la Figure 5.21) et
celle que l’on obtient avec asservissement (en consigne nulle : rΩ = 0).
La robustesse en stabilité vis-à-vis des incertitudes relatives |∆mk( jω)| sur la fonction de
transfert mécanique Gm peut être examinée a posteriori en traçant (Figure 5.31) les dia-
grammes de Black-Nichols des fonctions de transfert en boucle ouverte
Luk(s) =
[
KΩ(s) Ki(s)
][Gmk(s)
1
]
Ge(s);
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Figure 5.26 – Diagrammes de Black-Nichols de Lu avec zoom : ordre plein et (∂◦KΩ = {14,12}, ∂◦Ki = 2 )
ou alors en vérifiant sur les Figures 5.32 et 5.33, la condition issue du Théorème du petit gain
TΩ( jω)<
1
max
k
|∆mk( jω)|
, ω≥ 0.
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Figure 5.27 – Gain de la fonction de sensibilité SΩ : ordre plein et (∂◦KΩ = {14,12}, ∂◦Ki = 2 )
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Figure 5.28 – Diagrammes de Black-Nichols de Lu : théorique et mesuré
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Figure 5.29 – Diagrammes de Black-Nichols de Lu avec zoom : théorique et mesuré
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Figure 5.30 – FFT (normalisée) de la vitesse inertielle mesurée par le gyromètre : avec et sans asservissement
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Figure 5.31 – Diagramme de Bode de Lu(*) et des Luk pour k ∈ [1, ..,20]
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Figure 5.32 – Gain de la fonction de sensibilité complémentaire TΩ et inverse du maximum du module de
l’incertitude relative 1max
k
|∆mk ( jω)|
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Figure 5.33 – Gain de la fonction de sensibilité complémentaire TΩ et inverse du maximum du module de
l’incertitude relative 1max
k
|∆mk ( jω)|
(avec zoom )
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5.2.3 Interface graphique pour le réglage des correcteurs
Nous avons développé sous Matlab une interface graphique dédiée (Figure 5.34) permet-
tant de régler un correcteur par cette approche. Elle a notamment été utilisée pour le réglage
des correcteurs présentés dans l’exemple SIMO de la section précédente. Elle prends en
entrée un modèle linéaire G, avec :
– soit m= p (même nombre d’entrés que de sorties)
– soit p= 2 et m= 1 pour le cas 2 entrées une sortie.
La fenêtre de gauche permet d’afficher la réponse fréquentielle du système nominal ainsi que
de l’ensemble de modèles générés par dispersion paramétrique autour du modèle nominal.
La fenêtre de droite permet de construire le gain en boucle ouverte et affiche également
l’inverse du module de l’incertitude permettant de construire le roll-off en hautes fréquences.
L’interface offre également dans le cas SIMO la possibilité d’imposer les 2 types de structure
de correcteur, parallèle ou cascade.
Figure 5.34 – Interface de synthèse des correcteurs par Loop Shaping graphique
La synthèse d’un correcteur se déroule alors de la manière suivante
– Au lancement de l’interface graphique, il est demandé à l’utilisateur de charger un fi-
chier contenant le modèle nominal G. Une fois ce fichier chargé, dans le cas SISO ou
SIMO (une entrée , deux sorties), si G a des pôles complexes faiblement amortis, une
dispersion paramétrique est effectué de la même manière que dans l’exemple précé-
dente.
– Dans le cadre en bas à gauche (Figure 5.35), on choisit la bande passante objectif, c’est
à dire ω tel que h(ωC) = 1 et ensuite on construit le gain en basses fréquences(ω < ωC,
option ZONE "LOW") et hautes fréquences (ω > ωC, option ZONE "HIGH") grâce à
la barre de fréquences et un slider permettant de se déplacer selon l’axe des fréquences
dans la figure en haut à droite. La construction du gain h(ω) se fait en traçant un trait
d’une certaine pente (option TYPE "SLOPE") ou alors allant à un certain niveau de
gain en dB (option TYPE "GAIN"). Ensuite on choisit l’ordre désiré pour approximer
le gain h(ω) par une fonction de transfert Lh à phase minimale et l’on utilise le bouton
"FIT" pour calculer cette dernière.
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– Enfin, la synthèse à ordre fixé est effectué dans le cadre en bas à droite (bouton "SYN"),
les marges statiques ainsi que la valeur de γ sont affichées après la synthèse du correc-
teur. Il est ensuite possible de tracer différentes fonctions de transfert à partir du menu
déroulant en bas à droite.
Figure 5.35 – Fenêtre de construction du gain h(ω)
Conclusions et perspectives
Compte tenu des environnements opérationnels (vibrations, températures sévères) et du
niveau de performance en précision de pointage exigé pour certains viseurs, la conception
des boucles de stabilisation inertielle de ligne de visée requiert l’utilisation de techniques
de commande robuste du type H∞. Notamment l’approche par Loop-Shaping de la com-
mande robuste H∞ présente, pour l’ingénieur, l’avantage de reprendre les raisonnements et
les concepts de réglage issus de l’automatique fréquentielle classique. Cependant elle fournit
des correcteurs d’ordre souvent très élevé, notamment lorsque la spécification fréquentielle
(compromis robustesse/performance) issue du cahier des charges est assez contraignante.
Les travaux entrepris dans cette thèse ont donc été principalement orientés vers la re-
cherche et l’application de méthodologies permettant de synthétiser des correcteurs d’ordre
réduit et de structure fixée, tout en conservant le cadre Loop-Shaping, du fait de son intérêt
pratique pour l’ingénieur automaticien. Ces travaux s’articulent alors autour de deux grands
axes.
Dans le premier axe de travail, il s’agit de trouver des algorithmes d’optimisation adéquats
et efficaces pour la synthèse à ordre et/ou structure fixés. Dans ce domaine, 2 grandes familles
se distinguent : l’optimisation sous contraintes d’inégalités matricielles et l’optimisation non
lisse. La première approche, issue de l’application du lemme borné réel, introduit des va-
riables supplémentaires (matrices de Lyapunov pour la contrainte de stabilité), et de plus,
du fait de l’ordre fixé du correcteur recherché, il n’est plus possible de convexifier le pro-
blème via des projections ou des changements de variables transformant la contrainte BMI
(non convexe) initiale en contrainte LMI (convexe). Les différentes méthodes "heuristiques"
que nous avons utilisées dans ce cadre proposent alors de résoudre successivement des pro-
blèmes LMI approchés du problème initial, mais dont la solution n’est au mieux qu’une
solution locale du problème initial non convexe. C’est le cas par exemple de l’algorithme
de Vinnicombe et Miyamoto (Chapitre 3), qui permet d’optimiser les facteurs premiers d’un
precorrecteur à ordre fixé, à condition de l’initialiser avec un correcteur stabilisant. Ce der-
nier point étant une des limitations de cet algorithme, outre le fait que ce dernier ne prend
pas en compte l’ordre des pondérations dans la réduction d’ordre du correcteur final à im-
plémenter. Dans l’approche par l’optimisation non lisse, la non convexité du problème est
plus clairement assumée et le parti est pris de résoudre le problème de manière plus directe,
sans chercher à le reformuler en introduisant des variables supplémentaires. Néanmoins cette
formulation plus directe du problème conduit à une classe de problèmes d’optimisation plus
difficile, car les fonctions coûts en question (abscisse spectrale, norme H∞) sont non lisses.
Cela requiert de nouveaux outils mathématiques (sous-gradients de Clarke) ainsi que des
schémas numériques (méthodes de descente) adaptés et garantissant la convergence vers
des optimums locaux de ces fonctions. Des implémentations (HIFOO [GHMO09], HINF-
STRUCT [AN06a, GA11]) efficaces de ce type d’algorithmes ont récemment été rendues
accessibles. L’utilisation de ces outils numériques sur l’exemple d’application traité tout au
long de ce manuscrit et représentatif de la problématique de stabilisation inertielle de ligne de
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visée, pour la synthèse de correcteurs à ordre et/ou structure fixés (Chapitre 4), a clairement
montré l’avantage des méthodes de synthèse par l’optimisation non lisse.
Le second axe de travail (Chapitre 5) concerne la reformulation ou plus exactement
l’adaptation du problème de départ pour tirer pleinement profit de l’efficacité des algorithmes
de synthèse à ordre fixé, mais aussi de faciliter in fine le réglage des correcteurs. Dans ce
cadre, partant de la reformulation sous forme standard 4-blocs de la synthèse H∞ par Loop-
Shaping, la première idée simple consiste à "externaliser" uniquement une partie des pondé-
rations Loop-Shaping initiales (Win,Wout) du loopshape de manière à focaliser l’optimisation
d’ordre du correcteur sur une zone fréquentielle précise où généralement la spécification fré-
quentielle sur le gain en boucle ouverte a conduit à utiliser des pondérations d’ordre élevé.
Cette approche, combinée à la structure (parallèle ou cascade) imposée au correcteur MISO
(2 entrées, une sortie) grâce aux outils de synthèse par l’optimisation non lisse, permet dans
notre application de réduire substantiellement l’ordre du correcteur final à implémenter. La
seconde idée consiste à s’affranchir du réglage de pondérations, en réglant cette fois direc-
tement et de manière graphique un gain objectif en boucle ouverte, puis d’en déduire de
façon automatique une pondération permettant de modeler les valeurs singulières du sys-
tème conformément à ce gain spécifié, et au final de synthétiser un correcteur à ordre et/ou
structure fixés via la schématique Loop-Shaping 4-blocs standard équivalente où toutes les
pondérations sont "externalisées". Cette dernière approche s’est avérée efficace notamment
pour la robustification à ordre fixée d’un correcteur SISO pour un module de microscaning
actionné par des moteurs piézo-électrique, mais aussi dans le cas de la stabilisation inertielle
de ligne de visée.
Dans la continuité de ces travaux, plusieurs pistes restent à explorer, notamment :
– La synthèse à ordre fixé de correcteurs à 2 degrés de libertés (feedback et feedfor-
ward). Dans notre application le terme de feedforward serait par exemple alimenté par
une mesure issue d’accéléromètres, mesurant directement les vibrations. Sur le plan
méthodologique, 2 approches de synthèse sont possibles : une première approche en
2 étapes où le correcteur de feedforward est synthétisé après celui de feedback en
construisant un problème H∞ standard adapté ; ou une seconde approche en une seule
étape [LKP93], c’est à dire en synthétisant les 2 correcteurs en même temps via une
formulation modifiée du problème de stabilisation robuste à l’origine de la synthèse
H∞ par Loop-Shaping.
– La synthèse à ordre fixé de correcteurs robustes en performance vis-à-vis des varia-
tions paramétriques (ceux des modes de résonance mécanique typiquement), avec par
exemple la µ-synthèse [AT10, PP08], ou la synthèse par IQC 3 [AN06b].
3. Integral Quadratic Constraints
Annexe A
Modèle et pondérations
A.1 Modèle d’état de la fonction de transfert mécanique
Gm =
[
Am Bm
Cm 0
]
où
Am =

am0 0 0 0 0 0 0 0
0 am1 0 0 0 0 0 0
0 0 am2 0 0 0 0 0
0 0 0 am3 0 0 0 0
0 0 0 0 am4 0 0 0
0 0 0 0 0 am5 0 0
0 0 0 0 0 0 am6 0
0 0 0 0 0 0 0 am7

, Bm =

bm0
bm1
bm3
bm4
bm5
bm6
bm7

Cm =
[
cm0 cm1 cm3 cm4 cm5 cm6 cm7
]
.
avec
am0 =
[
0 0
0 −1,676
]
, am1 =
[−0,3732 8,005
−8,005 −0,3732
]
,
am2 =
[−0,1607 6,121
−6,121 −0,1607
]
, am3 =
[−0,1814 5,656
−5,656 −0,1814
]
,
am4 =
[−0,1172 4,537
−4,537 −0,1172
]
, am5 =
[−0,7739 4,217
−4,217 −0,7739
]
,
am6 =
[−0,06479 4,267
−4,267 −0,06479
]
, am7 =
[−0,2775 3,63
−3,63 −0,2775
]
,
bm0 =
[
1
−2,449
]
, bm1 =
[−0,01424
0,03329
]
,bm2 =
[
0,01181
0,003404
]
, bm3 =
[
0,006988
0,04153
]
,
bm4 =
[−0,08812
0,03321
]
, bm5 =
[−0,1281
0,2971
]
,bm6 =
[
0,002126
−0,008415
]
, bm7 =
[
0,002828
−0,1236
]
.
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cm0 =
[
0,008153 0,004956
]
, cm1 =
[−0,007988 0,007081] ,
cm2 =
[−0,007649 0,007595] , cm3 = [−0,007099 0,00701] ,
cm4 =
[−0,006846 0,005593] , cm5 = [−0,007193 0,004997] ,
cm6 =
[−0,006017 0,005876] , cm7 = [−0,006348 0,003868] .
A.2 Modèle d’état de la fonction de transfert électrique
Ge =
[
Ae Be
Ce 0
]
avec
Ae =

−52,05 −18,25 −13,14 −4,453 −2,034
64 0 0 0 0
0 16 0 0 0
0 0 16 0 0
0 0 0 4 0
 , Be =

2
0
0
0
0

Ce =
[
0 −0,1604 −0,4098 1,1041 0,4719] .
A.3 Pondérations Loop-Shaping
PourWPI2 donné par la formule 2.37 p. 36, on a
G0 = 22; ω0 = 0,065; ξ0 = 0,95; a= 0,5; b= 2,5.
PourWREJk avec k =
[
1 · · · 5] (formule 2.37 p. 36 ), on a
ω1 = 0,34ω2 = 0,6840 ω3 = 0,8ω4 = 0,9 ω5 = 1
ξ1 = 0,05ξ2 = 0,1 ξ3 = 0,075ξ4 = 0,1 ξ5 = 0,075
ξ
1
= 0,01ξ
2
= 0,004 ξ
3
= 0,01ξ
4
= 0,01 ξ
5
= 0,01
PourWin (formule 2.38 p. 36), on a
ωRO = 12 ω1 = 5,06 ξ1 = 0,005 ξ1 = 0,3
Et pour la mesure de courant
ρ = 2,8
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