Four experiments examined when laypeople attribute unexpected experimental outcomes to error, in foresight and in hindsight, along with their judgments of whether the data should be published. Participants read vignettes describing hypothetical experiments, along with the result of the initial observation, considered as either a possibility (foresight) or a reality (hindsight). Experiment 1 found that the initial observation seemed more likely to be replicated when viewed in hindsight than in foresight. The remaining experiments contrasted responses to an initial observation from 1 of the 4 studies that was either expected or unexpected (based on the predictions of participants in Experiment 1). Experiments 2A-C and Experiment 3 found that unexpected results were more likely to be attributed to methodological problems than were expected ones-but to the same degree in foresight and in hindsight. Participants in Experiment 4 had more confidence in an explanation for an unexpected outcome when it was mentioned before that outcome was revealed than when it was suggested only after the surprise was known. In all the experiments, most participants recommended collecting more data before publishing the results, especially when they attributed the results to multiple causes. The results suggest that considering the causes of unexpected experimental results in foresight may improve the evaluation and communication of those results in hindsight.
Every experiment has the potential for unexpected resultsotherwise it would not be worth conducting.
1 When surprises arise, scientists need to account for them, either by suggesting new theories or by raising questions about the soundness of its designand the auxiliary assumptions needed to interpret its results (Lakatos, Worrall, & Currie, 1980) . In psychology, such assumptions might include whether research participants understood the instructions and stimuli as intended, whether the experimental setup conveyed unintended clues or incentives, and whether mistakes were made during data entry or statistical analysis.
The need to make such inferences acknowledges that every study requires an assessment of construct validity, as researchers simultaneously evaluate their substantive theories and their methodological assumptions (Shadish, Cook, & Campbell, 2002) . The weaker the empirical or theoretical support for those assumptions, the more the interpretation of unexpected results must rely on scientific judgment (Fischhoff, Welch, & Frederick, 1999) . Surprising results should weaken researchers' confidence in their ability to identify whether problems lie in their theory, their methods, or both. Unless researchers realize that unexpected results raise questions about both theory and method, they risk allowing flawed methods to undermine valuable theories and claims of flawed methods to protect inaccurate theories from inconvenient results.
The history of physics provides a famous example of the former risk. While attempting to measure the charge of the electron, Nobel laureate R. A. Millikan discarded multiple unexpected observations, confidently attributing them to error in his experimental apparatus. Most of those instances occurred during an ambiguously defined "warm-up period," where he "gradually refined his apparatus and technique in order to make the best measurements" (Goodstein, 2000, p. 35) . However, Millikan also rejected later (post-warm-up) observations where "there were no obvious experimental difficulties that could explain the anomaly," attributing the observations to nothing more explicit than "something wrong with the thermometer" (Franklin, 1997, p. 13) . Later research found that Millikan's intuitions were generally right, even though he did not articulate reasons for them-and, indeed, could not have known why the anomalies occurred, given scientific knowledge at the time. (His apparatus was unreliable with charges greater than 30e.) Had Millikan pursued those problems, he would have delayed studies that made important contributions to physics, despite their flaws.
In a less happy physics example, Rene Blondlot's purported discovery of a new type of electromagnetic radiation, called n-rays, "touched off . . . a wave of self-deception that took years to subside" (Klotz, 1980, p. 170) . His supporters included respected physicists who uncritically reported expected effects when they placed n-ray sources (e.g., gas burners, heated silver, sheet iron) in front of electric spark generators, while accusing scientists who failed to observe them of poor training (Wood, 1904) . Thus, unexpected results, inconsistent with n-ray theory, were attributed to error, whereas expected ones were counted as support. To settle the controversy, the French physics community agreed on a definitive experiment and proposed it to Blondlot, whose refusal to participate eventually undermined faith in n-rays (Klotz, 1980; Mellers, Hertwig, & Kahneman, 2001 ).
Error Models
Surprising results sometimes increase an observer's need for better explanations, thereby prompting a deeper search for causes (Lau, 1984; Lau & Russell, 1980; Nisbett & Ross, 1980; Pyszczynski & Greenberg, 1981; Risen, Gilovich, & Dunning, 2007; Roese & Olson, 1996; Weiner, 1985; Wong & Weiner, 1981) . One possible outcome of that search, seen in the Millikan and Blondlot examples, is error model explanations, which conclude that the experiment was flawed and the data should be treated as errors, thereby preserving the theory (Chinn & Brewer, 1993) . 2 Such explanations have been studied under various names, including blaming the method (Dunbar, 2001) , biased assimilation (Lord, Ross, & Lepper, 1979) , confirmation bias (Klayman & Ha, 1989) , and belief perseverance (Nickerson, 1998) . In Millikan's case, error models kept science moving by "explaining away . . . odd results" in order to avoid having research "instantly degenerate into a wild-goose chase after imaginary fundamental novelties" (Michael Polanyi quoted by Gorman, 1992, p. 63) . In the case of Blondlot and his supporters, error models immunized their hypotheses against valid challenges from disconfirming data (Gorman, 1989 (Gorman, , 1992 Gorman, Tweney, Gooding, & Kincannon, 2005; Penner & Klahr, 1996) .
Although researchers try to address all possible (or at least plausible) error models when designing an experiment, they must eventually decide that the experiment is good enough to conduct. Once this judgment is made, researchers may naturally set aside the uncertainty of not having considered every error model, so that their predictions are based on the theory they consider most probable (Murphy & Ross, 1994 , 2010 B. Ross & Murphy, 1996) . When expected results occur, this uncertainty is neglected because plausible error models never come to mind, perhaps even when writing the obligatory "limitations" section of their experimental write-up. However, when unexpected results do occur, researchers may search harder for error models. If that search is successful, they may feel as though the experimental result was not just an error but a predictable one, as would be expected from the finding that hindsight bias is greater for surprising results than for more expected ones (Fischhoff, 1975; Nestler, Blank, & von Collani, 2008; Pezzo, 2003) .
The error model account is also consistent with the finding that, when asked why they do not try to publish null results, psychologists typically say that such results are more likely to be caused by flawed methods than are statistically significant ones (Greenwald, 1975) . A survey of National Institutes of Health-funded scientists from various disciplines found that 15.3% reported having dropped observations based on a "gut" feeling of their being in error (Martinson, Anderson, & De Vries, 2005 ). An observer commented that physicists were "always doing experiments or making observations that disappoint them. They look for some phenomenon or relationship and they do not find it. Most of these negative experiments are forgotten and the results consigned to the file drawer" (Collins, 2003, pp. 661-662) .
Thus, an error model account predicts that surprising results are more likely to be attributed to error than are expected ones, one consequence of which is making them seem less worthy of publication. That tendency represents a kind of foresight bias in causal attribution, whereby people neglect explanations for unexpected events until they occur. If so, researchers may benefit from making foresight more like hindsight, by producing the explanations of potential surprising results before they occur. Doing so may improve how studies are interpreted, including when researchers decide to share their results. It might even improve how studies are designed, if thinking about surprising results in foresight leads to eliminating possible sources of error.
Entropy
The error model account holds that surprising results evoke new explanations involving methodological problems. An alternative possibility is that surprising results make explanation seem less possible altogether, by creating the feeling that "anything can happen" (in the words of a participant in Experiment 2B below). Expressing ignorance this way follows a line of reasoning sometimes associated with Laplace, called the principle of insufficient reason, stating that all possibilities are equally likely absent information to the contrary (Falk & Lann, 2008) . In behavioral research, this expression of ignorance may be seen in respondents' tendency to say 50% (in the sense of "fifty-fifty"), when asked for the probability that unfamiliar events will happen (Bruine de Bruin, Fischhoff, Millstein, & Halpern-Felsher, 2000; Fischhoff & Bruine de Bruin, 1999) , treating the two states of the world (happen/not happen) as equally likely.
We propose that unexpected experimental results evoke such thinking. Researchers believe in a theory, then conduct an experiment whose expected results it will explain. When confronted with evidence to the contrary, they feel that anything is possible and settle for whatever error model accounts come to mind. Thus, Greenwald (1975) found that researchers feel that there are many ways to get null results but only a few ways to produce statistically significant ones, thereby reducing the value of surprises-and increasing the chances of discarding them. A similar analysis suggests that researchers who are uncertain about the causes of an experimental result will expect others to learn nothing from it (Hilton, 1990) ; in effect, projecting their feelings of ignorance onto others (Nickerson, 1999) .
We formalize this second account as an entropy theory, whereby an unexpected result increases uncertainty about its causes and, hence, uncertainty about its being replicated and the apparent appropriateness of sharing it. At the extreme, a surprising result may make all outcomes seem equally possible (i.e., a maximum entropy state) rather than make the expected one seem less likely.
We examine the entropy account in three ways. One is to elicit judgments of the predictability of future results, expecting higher entropy after unexpected ones (i.e., more uniform probabilities assigned to the potential outcomes). The second is to elicit explanations of past results, expecting less discrimination among possible explanations for unexpected ones. One of these explanations, that the results were due to chance, should be positively associated with the entropy of participants' predictions. Third, the higher the entropy that results evoke, the less people should recommend publishing them and the more they should require additional data before sharing the story of a study with readers.
The error model and entropy theory make complementary predictions about the effects of an unexpected result. According to the former, the substantive (nonerror model) cause leading to the expected result now seems less likely, with some of its probability now assigned to error model causes. According to the latter, a flatter distribution means that more probable causes now seem less likely and less probable causes now seem more likely, without distinguishing between substantive and error model causes.
Hindsight Bias
We examine these effects in both foresight and hindsight. Judgments of causality have been remarkably absent from the voluminous literature on hindsight bias (Blank, Musch, & Pohl, 2007; Christensen-Szalanski & Willham, 1991; Guilbault, Bryant, Brockway, & Posavac, 2004) , even though the bias is typically explained in terms of individuals' propensity to make sense of reported outcomes (Blank & Nestler, 2007; Fischhoff, 1975; Nestler, Blank, & Egloff, 2010; Roese & Vohs, 2012) . Experiment 1 replicates an earlier study, calibrating our stimuli. When designing the experiments that followed it, we originally predicted hindsight/foresight differences. However, in the course of conducting those experiments, as a product of our own error model thinking, we realized that our foresight and hindsight tasks differed from those used previously. Namely, we required explicit causal reasoning rather than leaving it implicit, thereby making the two perspectives more similar than they were in prior research-and might be under normal circumstances. Indeed, our growing appreciation of that forced similarity led to our positing the foresight bias addressed by Experiment 4.
Overview of Experiments
In all studies, participants received vignettes introduced by Slovic and Fischhoff (1977) , describing experiments, along with an initial observation that might occur (foresight) or already had (hindsight). Depending on the experiment, participants performed some combination of the following tasks: (a) explaining that initial result, either by attributing it to specified causes or by completing an open-ended question; (b) predicting the results of a replication study; and (c) recommending publication of the results or additional data collection.
Experiment 1 repeated the original study, comparing predictions of replication in foresight and hindsight. The remaining experiments used one of the four hypothetical experiments, chosen because it had the greatest disparity between the probabilities of its possible outcomes-and, hence, had the most unexpected result. Experiments 2A, B, and C and Experiment 3 elicited judgments about possible causes of one of the two outcomes in hindsight or in foresight, as well as judgments about whether to publish the results. Experiment 2A elicited causal judgments with a structured set of possible causes. Experiment 2B refined the design of Experiment 2A with a revised set of possible causes, open-ended questions eliciting explanations, and additional measures of data sharing. Experiment 2C was a constructive replication of Experiment 2B, based on responses to its open-ended questions. Experiment 3 used Experiment 2C's design and manipulated the availability of alternative explanations, testing whether equal availability in the preceding experiments could account for the lack of hindsight/foresight differences in causal judgments. Experiment 4 tests whether explanations of unexpected results seem more credible when they are first considered before observing the experimental outcome or only afterward.
Experiment 1
Participants assessed the probability of replicating the initial observation for the four hypothetical studies presented in Experiment 1 of Slovic and Fischhoff (1977) , using the identical stimulus materials. These studies described fictitious experiments testing whether (a) a virgin rat would exhibit maternal behavior following a blood transfusion from a mother rat, (b) seeding a hurricane with silver-iodide crystals would diminish its wind velocity, (c) goslings would be imprinted on a duck if exposed to its quacking before hatching, and (d) children could take another person's perspective when judging the position of a dot on a large Y.
For each scenario, foresight participants first judged the probability of two outcomes, such as A ϭ the rat exhibited maternal behavior and B ϭ the rat did not exhibit maternal behavior. They then judged the probability that each outcome would be replicated on all, some, or none of 10 additional observations, were it the initial observation. Participants in the hindsight condition were told that a specific outcome had occurred (either A or B); then, they assessed its probability of being replicated in all, some, or none of 10 additional observations. The design was 4 (study: rat, hurricane, duck, Y test) by 2 (time: foresight vs. hindsight) by 2 (outcome: A or B), with repeated measures on the first factor in all conditions and repeated measures on the last factor in the foresight condition, whose participants gave probabilities of replication for both outcomes.
Participants
All 268 participants were paid volunteers who responded to an Amazon Mechanical Turk (MTurk) ad offering them $1 for This document is copyrighted by the American Psychological Association or one of its allied publishers.
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participation in a 7-min study. 3 A two-part attention filter (Downs, Holbrook, Sheng, & Cranor, 2010; Oppenheimer, Meyvis, & Davidenko, 2009; Paolacci, Chandler, & Ipeirotis, 2010) at the beginning of the experiment assessed whether participants were paying attention. Only the 173 participants who passed both its parts (one easier, one harder) were included in the analysis. According to participants' reports, their average age was 32 years old (range ϭ 18 -81); 56.6% were women. Participants reported a variety of occupations, most frequently student, followed by homemaker, engineer, and miscellaneous ones such as accountants and caregivers, similar to the demographic diversity observed in previous MTurk research ( Ipeirotis, 2010) .
Results
For the first hypothetical study, foresight participants said that if the first virgin rat demonstrated maternal behavior after receiving a blood transfusion from a mother rat (Outcome A), then there was a (median) .20 chance of that happening on all 10 subsequent cases (M ϭ .28). Hindsight participants told that the initial case had turned out that way gave a median probability of .50 for consistent replication (M ϭ .49). The difference in medians was significant, t(121) ϭ 2.99, p Ͻ .01, d ϭ 0.27, and consistent with hindsight bias in predictions. 4 The corresponding means in Slovic and Fischhoff (1977) were .30 and .44, respectively. A similar hindsight/ foresight contrast emerged when participants considered the possibility of Outcome B, the first virgin rat not demonstrating maternal behavior, t(109) ϭ 3.48, p Ͻ .01, d ϭ 0.33. As seen in Table 1 , the same pattern held for the other three hypothetical studies. Slovic and Fischhoff (1977) found that people see the results of the first observation of a study as more likely to be replicated in hindsight than in foresight. In this exact replication of their Experiment 1 (except for subject population and administration mode), that result held true. In their Experiment 2, Slovic and Fischhoff found similar results when foresight participants considered only one of the two possible outcomes, rather than both (as in Experiment 1), indicating that their lower confidence in replication was not due to focusing less on each outcome.
Discussion
These results are consistent with a stronger tendency in hindsight than in foresight to generate causal explanations only for the reported outcome and then find replication more likely given those explanations. Experiments 2A, B, and C ask participants to make such explanations explicit, predict future outcomes, and make recommendations regarding publication and further data collection. In order to focus participants' attention, we use a single hypothetical experiment, the Y test, which produced the most and least expected outcomes (A and B, respectively), as seen in Table  2 's summary of the probabilities assigned to replication in foresight.
Experiments 2A, B, and C
Experiments 2A, B, and C contrast judgments of expected and unexpected observations, in foresight and hindsight, using variations of Experiment 1's methodology. The critical difference between these experiments and Experiment 1 is that participants were asked to evaluate possible causes of an outcome, not its probability of replication. All three experiments have a 2 (foresight vs. hindsight) by 2 (expected vs. unexpected outcome) betweensubjects design. On the basis of the results of Experiment 1 (and Slovic & Fischhoff, 1977) , we treat Area A as the expected outcome and Area B as the unexpected one. Note that these conditions differ from the hindsight and foresight conditions in Experiment 1 and previous research, in that they present possible explanations for each outcome rather than rely on participants to produce explanations on their own.
Participants
Participants were paid volunteers who responded to an Amazon MTurk ad offering them $1 for participation in a 7-min experiment. For Experiment 2A, 468 of 664 individuals (70%) passed both attention filters. Their average age was 31 years old (range ϭ 18 -63); 50% were women. For Experiment 2B, 359 of 448 individuals (80%) passed both attention filters. Their average age was 32 years old (range ϭ 18 -68); 151 were women (44%). For Experiment 2C, 312 of 465 individuals (67%) passed both attention filters. Their average age was 31 years old (range ϭ 18 -67); 135 were women (43%).
Experiment 2A
Experiment 2A replicated Experiment 1, with three differences: (a) Participants considered just one hypothetical study, the Y test Note. t tests compare estimated median probabilities assigned to the observed outcome replicating in all subsequent observations between those in the foresight and hindsight groups. This document is copyrighted by the American Psychological Association or one of its allied publishers.
(see Figure 1 ). 5 (b) Participants assessed the probability that each of four causes accounted for the result, one of which was that the experiment was flawed. (c) Participants did not assess the probability of replicating the initial observation. The error model theory predicts that participants will invoke error more for unexpected results than for expected ones. The entropy theory predicts a more uniform distribution of probabilities assigned to the four causes for the unexpected outcome than for the expected one.
Materials
In Experiment 2A all participants received the same introductory instructions as in Slovic and Fischhoff (1977) , followed by their description of the Y-test study:
In the pretest of an experiment that she intends to run in the future, an experimenter will place a 4-year-old child in front of an easel with a large Y on it, with a dot in the lower left-hand third of the letter. The child will then be taken around to the back of the easel where he will see another Y. He will be asked to draw a dot in the "same position" on that Y as the one he had just seen.
The possible outcomes are (a) the child places a dot in Area A (the lower left-hand third), (b) the child places a dot in Area B (the upper third), or (c) the child places a dot in Area C (the lower right-hand third).
Participants then completed the causal attribution task shown below, using Area A and foresight condition as an example. The parentheses contain our term for each cause.
If the child places a dot in Area A, what is the probability that:
(Note: These four probabilities should total 100%.)
• (Valid) The child's understanding of the experimenter's instructions caused the child to place the dot in Area A.
• (Invalid) Some error in the experiment caused the child to place the dot in Area A.
• (Chance) Random chance caused the child to place the dot in Area A.
• (Other) There was some other cause not already mentioned above.
Hindsight. As in Experiment 1, the instructions for hindsight participants differed in reporting the first observation:
Result: The child placed a dot in Area A (the lower left-hand third). Table 3 shows median probabilities assigned to the causal explanations for Experiments 2A, B, and C.
Results
Error model theory. As predicted, participants assigned a higher probability to the error explanation (Invalid) for the unexpected observation than for the expected one, although that main effect was not statistically significant, t(464) ϭ 1.68, p ϭ .09, d ϭ 0.08. We also found support for the null hypothesis that attributions would be similar in foresight and hindsight, with no interaction, t(464) ϭ 0.00 and t(464) ϭ 0.00, for both the main effect and the interaction.
Shannon entropy. We quantify entropy as Shannon entropy (MacKay, 2003) , which measures the diffuseness (spread) of a probability distribution:
where P(A) is the probability assigned to outcome (or cause) A, and so on. With four response categories, the measure ranges from 0 (all in one category; hence no uncertainty) to 2 (a uniform distribution; hence maximal uncertainty).
As predicted, participants' causal attributions were more diffuse after an unexpected observation. However, here, too, the main 5 Experiment 2A originally included all four studies from Experiment 1. However, for the sake of simplicity, we decided to focus on the Y-test results; these used the expected and unexpected outcomes and hence best fit our research interests. We also asked exploratory questions not reported here, regarding participants' overall judgments of the strength of the experimental design and how the results should be treated. The full materials and data for all experiments can be found in Appendices A, B, C, and D or online (http://hdl.handle.net/1902.1/14819). Note. P(A) is the average foresight probability assigned to Outcome A. P(B) is the average foresight probability assigned to Outcome B. One-sample t test compares P(A) to .50. P(A) Ͼ .50 indicates the number of participants who stated that Outcome A has higher than .50 foresight probability, and P(B) Ͼ .50 indicates the number of participants who stated that Outcome B has higher than .50 foresight probability. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
effect was not statistically significant, t (462) 
Experiment 2B
Experiment 2B changes the methodology of Experiment 2A in four ways, reflecting our own error models, prompted by the weak support for both theories (see Appendix A for materials used in Experiment 2B). (a) We reintroduced the probability of replication measure from Experiment 1, thinking that replicating a known result would be a simple way to check the validity of our modified design. This replication attempt differed from previous hindsight research, as the measure came after participants made their causal attributions, not before. (b) We sought to make the Valid option clearer by mentioning the child's mental rotation ability explicitly (with the revised wording "The child's ability to mentally rotate the image caused the child to place the dot in Area A"), thinking that some participants might have interpreted its previous wording ("The child's understanding of the experimenter's instructions . . .") as implying confusion (i.e., misunderstanding). (c) We elicited open-ended explanations before introducing the structured causal options, thinking that our options might not capture participants' intuitive ones. (We used these responses as a source for structured options in subsequent experiments, rather than analyzing them formally).
We also added a task asking participants whether they would advise the scientist to publish the research results. We expected participants who assigned a higher probability to error and provided more diffuse probabilities to the set of causes to be more reluctant to publish. The publication question was:
If the replication of this experiment with 10 additional children comes out the way you expect, which of the following actions would you recommend that the scientist take?
• Collect more data before publishing • Publish without collecting more data • Do not publish any of the data
Results
Hindsight bias. Hindsight participants told that the first child had placed the dot in the expected area (A) gave higher probabilities to that happening on the next 10 observations than did foresight participants asked to consider that outcome as a possibility (.50 vs. . Error model theory. As in Experiment 2A and consistent with the error model account, participants assigned a higher probability to the Invalid explanation after an unexpected observation than after an expected one, although, again, the main effect was not significant, t(352) ϭ 1.52, p ϭ .13, d ϭ 0.08. There was again support for the null hypothesis of no interaction between whether the perspective was foresight or hindsight and whether the outcome was expected or unexpected, t(352) ϭ 0.90, p ϭ .37, d ϭ 0.05. There was also an unexpected hindsight/foresight main ef-6 Note that these probability judgments were made after participants considered possible explanations, unlike in Experiment 1 (and Slovic & Fischhoff, 1977) , when participants made judgments immediately after considering the initial observation. Note. Causal explanations are as follows: Valid is "The child's understanding of the experimenter's instructions caused the child to place the dot." Rotate is "The child's ability to mentally rotate the image caused the child to place the dot." Invalid is "Some error in the experiment caused the child to place the dot." Chance is "Random chance caused the child to place the dot." Faulty child is "The child was not paying attention, and this caused the child to place the dot." Faulty task is "The task was confusing, and this caused the child to place the dot." Bold numbers indicate statistically significant differences between items with different subscripts.
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fect, whereby participants assigned lower probability to error in hindsight than in foresight, t(352) ϭ Ϫ2.00, p ϭ .05, d ϭ Ϫ0.11. The higher the probability that participants assigned to error, the less likely they were to recommend publishing the data, t(352) ϭ 2.16, p ϭ .03, d ϭ Ϫ0.11, reflecting more cautious behavior among those with the least confidence in the data. Although few participants in any condition recommended publishing (rather than collecting more data), that rate was twice as high with an expected result than with an unexpected one (0.17 vs. 0.09), t(353) ϭ 2.00, p ϭ .05, d ϭ Ϫ0.11, equally so in hindsight and foresight (with no significant interaction). These results support the construct validity of these measures, assuming that participants wish to protect others from research that they perceive to be untrustworthy.
Entropy. Participants assigned more diffuse probabilities to potential causes after the unexpected observation than after the expected one, t (352) 
Experiment 2C
Experiment 2C builds on the experience of Experiment 2B with two additional modifications designed to strengthen the hypothesis tests (see Appendix B for materials used in Experiment 2C). (a)
Based on the open-ended explanations from Experiment 2B, we divided the Invalid method category into "the task was confusing" (Confusion) and "the child was not paying attention" (Inattention). (b) Because so many participants in Experiment 2B wanted a much larger sample before publication, Experiment 2C has participants predict the outcomes for 100 additional trials rather just 10. (c) Participants assigned probabilities to all three areas (A, B, and C), allowing us to calculate the entropy measure.
Results
Error model theory. Participants assigned higher probabilities to both Invalid method explanations when the result was unexpected, compared to when it was expected, with significant main effects for Inattention, t(306) ϭ 4.27, p Ͻ .01, d ϭ 0.24, and Confusing, t(306) ϭ 3.42, p Ͻ .01, d ϭ 0.20. When the probabilities for these two error model explanations were pooled, there was again no hindsight/foresight difference, t(306) ϭ 0.00, or interaction, t(306) ϭ 0.60, p ϭ .55, d ϭ 0.03. As in Experiment 2B, participants who assigned higher probabilities to error were less likely to recommend publication, although this time the relationship was not statistically significant, t (308) Participants who assigned a higher probability to chance as a cause also made predictions with greater entropy, t(308) ϭ 4.11, p Ͻ .01, d ϭ 0.23, meaning that an experiment perceived to have produced chance results once is also expected to produce unpredictable ones in the future.
Discussion
These three experiments examined whether hindsight/foresight differences, widely observed in predictions, are also observed in explanations, looking specifically at the role played by error models and entropy in judgments of causality. Consistent with the error model account, the structured attribution tasks in Experiments 2A and 2B found respondents more likely to invoke "something wrong with the experiment" when the result was unexpected. Experiment 2C found the same result more strongly, with what we believe to be a stronger design, using causal options revised in light of the open-ended explanations provided by participants in Experiment 2B. Conversely, observing the expected result evoked stronger attributions to a substantive theory and weaker attributions to methodological problems. Although all these results are consistent with the error model account, they reached statistical significance only in the final experiment, whose design took advantage of our own (error model) learning from its predecessors. The results were also consistent with the entropy account, with unexpected outcomes evoking flatter distributions across both predictions of replication and causal attributions-as might happen if unexpected outcomes led to the feeling that "anything can happen." There were no consistent differences between responses to foresight and hindsight versions of these tasks, which differed from those tasks in previous studies by requiring explanations (rather than leaving them implicit). Participants' publication recommendations were consistent with both their attributions and their predictions, affirming the construct validity of the measures-assuming that people want to protect others from the dissemination of untrustworthy scientific results.
Experiment 3
Experiment 3 uses the design of Experiment 2C to examine two open questions in its results. One is the possibility that participants' publication recommendations do not reflect deliberate decisions to avoid publishing weak data but, rather, unfamiliarity with scientific publication practices, leading them to use the "collect more data" response option as a substitute for "I don't know." That response strategy would be akin to saying "50 -50" in order to avoid giving a numeric probability-unless an explicit "I don't know" alternative is offered (Fischhoff & Bruine de Bruin, 1999; Gärdenfors & Sahlin, 1982) . Experiment 3 adds an "I don't know" response option in the publication recommendation task (see Appendix C for materials used in Experiment 3).
The second open question is the source of the similarity of foresight and hindsight judgments. We propose that it is due to our tasks making alternative explanations equally salient in the two This document is copyrighted by the American Psychological Association or one of its allied publishers.
perspectives-and, indeed, unusually salient, compared to previous studies, which typically left explanations implicit. Slovic and Fischhoff (1977) reduced hindsight bias (in predictions of replication) by asking participants in hindsight conditions to explain how the outcome that was not observed might have occurred. However, they found that foresight participants made similar predictions for replication, regardless of whether they explained one outcome or two. In combination, these results suggest that foresight naturally evokes alternative explanations, whereas hindsight does not. Thus, the structured options that we used in Experiment 2 may have forced hindsight participants to do an unnatural act: consider explanations for unreported outcomes. As a result, because foresight and hindsight participants considered the same explanations, they made similar attributions. Experiment 3 evaluates this proposal by manipulating the salience of the explanation that is consistent with the expected outcome (Rotate), by either including or removing it from the set that participants evaluate. When the expected outcome is reported, hindsight participants should generate that explanation spontaneously, so that the manipulation should have no effect. However, when the unexpected outcome is reported, the manipulation should affect hindsight attributions, if that explanation would not naturally come to mind. If, as we propose, foresight participants naturally consider alternative explanations, manipulating its salience should have little effect on that condition, whichever outcome they consider. We did not include a condition manipulating the salience of an explanation for the unexpected outcome because that would have removed our main dependent measure (the probability of error), forcing us to infer its probability indirectly from attribution to the "other" category.
Method
Design. Participants completed the attribution task of Experiment C, with or without the Rotate explanation in the structured option set. Thus, the causal options were either (Rotate, Faulty Task, Chance, Other; for Rotate included) or (Faulty Task, Chance, Other; for Rotate removed). The experiment was a 2 (foresight vs. hindsight) by 2 (Area A vs. Area B) by 2 (Rotate included, Rotate removed) between-subjects design. In addition, the publication recommendation task included an "I don't know" category. The Rotate included condition was identical to that in Experiment 2C.
Participants. Participants were paid volunteers who responded to an Amazon MTurk ad offering them $1 for participation in a 7-min experiment. Of the respondents, 1,360 of 1,838 individuals (74%) passed both attention filters. Their average age was 31 years old (range ϭ 18 -74); 49% were women.
Results
Error model theory. Responses to the Rotate included condition were similar to those in the Identical conditions in Experiment 2C. As before, participants assigned higher probabilities to Confusion when they received the unexpected outcome, t(604) ϭ 4.55, p Ͻ .01, d ϭ 0.19, with no significant hindsight/foresight interaction, t(604) ϭ Ϫ1.80, p ϭ .07, d ϭ Ϫ0.07, or main effect, t(604) ϭ 0.00.
In general, judgments were similar whether or not the Rotate explanation was mentioned explicitly, indicating that most participants needed no help to produce an explanation for the expected outcome, whether in hindsight or foresight. The only significant difference was that, as predicted, omitting the Rotate explanation from the set that participants initially considered led to higher probabilities for the Confusion explanation, t(1235) ϭ 3.18, similarly in hindsight and foresight, interaction: t(631) ϭ 0.00.
Entropy. As predicted (and as before), participants were less likely to recommend publishing the greater the entropy of their predictions, t(1235) ϭ Ϫ8.47, p Ͻ .01, d ϭ Ϫ0.24, and their attributions, t(1233) ϭ Ϫ6.31, p Ͻ .01, d ϭ Ϫ0.18. Removing the 156 participants who responded "I don't know" from the analysis (ϳ13% of the sample), made little difference, t(1079) ϭ Ϫ8.15, d ϭ Ϫ0.25; t(1077) ϭ Ϫ5.92, d ϭ Ϫ0.18, respectively. Thus, it does not seem that participants gave flat distributions of causal attributions and predictions in order to avoid answering those questions.
Although the hindsight/foresight and Rotate manipulations were not expected to affect the entropy of participants' judgments, we report them for completeness. As before, participants' predictions of replication had higher entropy after an unexpected outcome, main effect: t(1238) ϭ 2.21, p ϭ .03, d ϭ 0.06. Causal attributions had higher entropy after the unexpected result when the Rotate category was omitted, main effect: t(632) ϭ 2.91, p Ͻ .01, d ϭ 0.12, but, unlike the previous studies, not when the Rotate category was included, main effect: t(604) ϭ Ϫ0.48, p ϭ .63, d ϭ Ϫ0.02. Participants who assigned higher probability to chance as a cause also made predictions with higher entropy, main effect:
Data sharing. Unlike in Experiment 2B, but consistent with Experiment 2C, participants were equally likely to recommend publication, regardless of whether they received the expected outcome (.24) or the unexpected one (.22), t(1236) ϭ Ϫ0.88. Nor were they less likely to recommend publication when they assigned a greater role to error, t(1236) ϭ Ϫ0.45.
Discussion
Experiment 3 replicated the results of the previous experiments and addressed two issues raised by them. First, an "I don't know" option was added to the publication recommendations, in order to see whether recommendations to collect more data were an attempt to say "I don't know enough about scientific practices to know what to recommend." This was not the case, though, as the "I don't know" option was rarely used, and removing the few participants who gave this response had no effect on the results. Thus, publication recommendations followed participants' confidence in the data and not merely their familiarity with scientific publishing.
Second, we compared conditions that did and did not offer the Rotate explanation explicitly, in order to see whether bringing it to hindsight participants' attention led to more systematic search. However, this explanation for the expected outcome appeared to be salient regardless of whether we mentioned it. As discussed, the current design precluded similarly manipulating the salience of an explanation for the unexpected outcome. Experiment 4 addresses that question in a different way.
Experiment 4
The intuition motivating the present studies is that people typically do not generate error models until observing an unexpected This document is copyrighted by the American Psychological Association or one of its allied publishers.
outcome motivates them to think even harder about what might have gone wrong (Weiner, 1985) and then to believe in whatever (error) explanations they generate. As a result, their evaluation of those explanations is biased by the very results that bring them to mind. If such error models are considered before observing results, then they should be evaluated more fairly, leading, in turn, to sounder decisions about publication and replication. In the preceding experiments, the similarity of causal judgments in hindsight and foresight suggests that our tasks created such conditions, by requiring participants to consider a full set of explanations. Experiment 4 tests this hypothesis more directly, by comparing participants who evaluate more and less complete sets of possible explanations before considering an outcome. The Complete condition has three possible explanations, along with an "other" category. Each of three Incomplete conditions omits one of those explanations, leaving participants to generate it on their own. Following Fischhoff, Slovic, and Lichtenstein (1978) and Tversky and Koehler (1994) , we expect "other" to be a weak prompt for evoking missing explanations. We propose that when people evaluate an explanation after learning of a result, they first ask how plausible that explanation would have been beforehand (Chihara, 1987; Howson & Urbach, 1989; Suzuki, 2005) . If people first consider an explanation after they learn that the results fit it, then hindsight bias should increase that assessment of plausibility, compared to considering the explanation first in foresight. As a result, we predict that participants will assign higher probability to an explanation when they encounter it after an outcome that it can explain, compared to when they also evaluate it before such an outcome.
Method
Design. Experiment 4 had a 2 by 4 design, crossing two possible outcomes (A, B) with four possible sets of explanations mentioned before participants were told of the outcome. Each participant read the explanations and then checked the ones that he or she felt applied to the experiment before receiving an outcome. Participants then completed the causal attribution task, which included all of the explanations; made predictions of replication; and provided publication recommendations (without an "I don't know" category).
Participants. Participants were paid volunteers who responded to an Amazon MTurk ad offering them $1 for participation in a 7-min experiment. Use of the same attention filter as before left 969 of 1,628 individuals (60%). Their average age was 30 years old (range ϭ 18 -70); 408 (42%) were women.
Materials. The instructions were the same as in Experiment 3 (and 2C), the experiments that we considered to have the strongest design, except that before considering an initial observation, participants were asked to consider a set of explanations. In the complete condition, this was done by asking the following question:
Which of the following do you think could possibly affect the experimental results (check all that apply)? In the three other incomplete conditions, one of the three alternative explanations was omitted. (See Appendix D for materials used in Experiment 4).
Results
Error models theory. As before, the unexpected outcomes produced stronger error model attributions (Confusing), t(967) ϭ 7.74. As a manipulation check, each of the two substantive explanations, Left-handed and Symmetry, received stronger attributions when the outcome was consistent with them (Areas A and B, respectively), t(967) ϭ Ϫ5.66; t(967) ϭ 7.97.
Contrary to our prediction, though, participants were not more confident when an explanation was first mentioned after observing an experimental outcome consistent with it. Left-handed was assigned a higher probability when it was mentioned before the outcome was observed, rather than just afterward, t(484) ϭ 3.05, p Ͻ .01, d ϭ 0.08, 7 and to the same degree whether or not it was consistent with the outcome, interaction: t(484) ϭ 0.96, p ϭ .34, d ϭ 0.04. Symmetry was also assigned a higher probability when it was mentioned before the outcome that it could explain (area B) than when it was mentioned after that outcome, t(481) ϭ 2.34, p ϭ .02, d ϭ 0.16, but there was no difference when the outcome was inconsistent, t(481) ϭ 0.74, p ϭ .46, d ϭ 0.04, with a significant interaction, t(481) ϭ 2.03, p ϭ .04, d ϭ 0.09. The Confusing explanation received the same probability when it was mentioned before or after the initial observation, t(474) ϭ 0.00, with no interaction, t(474) ϭ 0.00.
Entropy. As before, after an unexpected observation, participants assigned more diffuse causal attribution probabilities, t(967) ϭ 3.55, p Ͻ .01, d ϭ 0.11, and offered more diffuse predictions of replication, t(967) ϭ 7.24, p Ͻ .01, d ϭ 0.23. Also as before, these two entropy measures were positively correlated with one another, t(967) ϭ 17.46, p Ͻ .01, d ϭ 0.56. Participants who assigned higher probability to chance as a cause also made predictions with higher entropy, t(967) ϭ 8.69, p Ͻ .01, d ϭ 0.28. However, the entropy of causal attributions was the same whether the focal explanation was first mentioned before or after the relevant outcome was reported (all ts Ͻ 1.08).
Data sharing. Participants recommended publication less for an unexpected outcome than for an expected one, t(967) ϭ 1.47, p ϭ .14, d ϭ 0.05, and when assigning higher probability to confusion as the cause, t(967) ϭ 1.53, p ϭ .13, d ϭ 0.05, although neither result was significant. As before, participants also recommended publication less when there was greater entropy in their causal attributions, t(967) ϭ 3.55, p Ͻ .01, d ϭ 0.11, and in their predictions of replication, t(967) ϭ 7.24, p Ͻ .01, d ϭ 0.23.
Discussion
Experiment 4 unexpectedly found that participants had more confidence in an explanation when they were asked to consider it 7 This analysis uses means rather than medians, as there was no resampling variance of the median in the bootstrap estimate of the model intercept. This document is copyrighted by the American Psychological Association or one of its allied publishers.
before observing a result consistent with it, compared to when they were asked to consider it afterward, regardless of whether that result was expected or unexpected. Thus, these observers find post hoc explanations less convincing-in a design where those explanations were missing from the set of possible causes of the result that they considered a priori. Participants assigned a similar role to confusion, regardless of whether the result was expected, in a design where substantive explanations for the possible results were always presented.
General Discussion
We present four experiments examining how the evaluation and communication of scientific evidence differs when results are expected or unexpected and when considered in foresight or hindsight, extending research on hindsight bias predictions to explanations. Experiment 1 repeats Experiment 1 of Slovic and Fischhoff (1977) , 35 years later with an online (MTurk) sample, and finds similar results: An initial observation seems more likely to be replicated when considered in hindsight, compared to foresight (see Table 1 ). Subsequent experiments focused on one of the stimulus studies used in Experiment 1, chosen because its two outcomes had the most and least expected results (see Table 2 ). These experiments evaluated two accounts of how people explained unexpected outcomes, error model and entropy, finding some support for each.
The error model account holds that surprising experimental results prompt a search for causal explanations, which is often satisfied by invoking hitherto overlooked methodological problems. These error models allow observers to dismiss the experiment as having failed to provide a fair test of the hypothesis. Error models are less salient with expected results because the explanations that motivated the experiment arise naturally, but the possibility of error does not.
We found consistent support for this prediction, with results that strengthened as we refined our experimental design, drawing on our own error models, prompted by the weak support found in the initial experiments. Unexpected results evoked error models more strongly than did expected ones. The construct validity of these attributions was seen in participants' greater reluctance to publish and stronger desire for additional data, when they invoked error models. Previous studies have found that investigators are more likely to attribute unexpected results to error (Gilovich, 1983; Lord et al., 1979; Mahoney, 1977; Munro & Ditto, 1997; L. Ross, Lepper, & Hubbard, 1975; Wyer & Frey, 1983) . Here, we found a similar pattern with participants who, unlike actual investigators, had no stake in the experiment's outcome-although they did have expectations about what it would be.
Although Experiment 1 replicated the familiar hindsight bias in predictions of replication, these patterns of causal attributions were the same in hindsight or foresight (for Experiments 2 and 3). We attribute this similarity to our using tasks that required considering alternative explanations in both perspectives, unlike previous studies of hindsight bias, where causal inferences were implicit and, likely, shaped by which outcomes were reported. As seen in Experiment 3, when an explanation is naturally salient, whether it is mentioned explicitly makes no difference in foresight or hindsight. However, when it is not naturally salient, as with an error model, people are as likely to produce it in hindsight or foresight, when challenged to explain the unexpected.
Experiment 4 suggested that people are uncomfortable with such post hoc explanations, expressing less confidence in explanations that were suggested only after learning about the result. Unlike the normal reporting of research results, where post hoc explanations may not be communicated separately from prior ones (Kerr, 1998) , Experiment 4 explicitly distinguished explanations that were added to the set of possibilities only after considering a outcome that they could explain.
Consistent with the entropy account, an unexpected experimental outcome led to greater entropy in attributions and predictions, as though it produced a feeling of uncertainty, such that "anything can happen," rather than a certain feeling that there was an experimental error. Indeed, participants with greater entropy in their attributions also had greater entropy in their predictions, were less likely to recommend publication, and were more likely to recommend additional data collection. In sum, participants wanted more data when they felt that the evidence supported several alternative explanations, as would be expected from research showing that people are sensitive to ruling out alternative hypotheses (Koslowski, 2012; Koslowski, Marasia, Chelenza, & Dublin, 2008) .
These results support both the error-model and the entropy accounts of how people respond to unexpected observations in their predictions, attributions, and recommendations for data sharing. As mentioned, these two accounts are complementary. When individuals have strong expectations, they make similar (although not identical) predictions about how people will respond to unexpected results. According to the error model account, observers will increase their attributions to error while decreasing their attributions to the previously favored explanation, with the result being greater entropy, especially when the process adds previously neglected possible explanations. According to the entropy account, observers will level the differences between all explanations, thereby increasing the importance of previously marginal explanations, including neglected error models, and decreasing the importance of previously focal explanations, including the one that favored the expected result. The error model theory is mute regarding the treatment of alternative substantive explanations. The entropy account ignores the substance of the alternative explanations, error model or otherwise. Future research is needed to explicate their converging and diverging predictions.
In many ways, participants in these studies were models of circumspection. They took unexpected results seriously, as reflected in their attributions and predictions. Although they were quick to produce error models when considering an unexpected initial observation, they were reluctant to publish without additional data. They appeared skeptical of post hoc explanations. Moreover, their publication recommendations were generally consistent with their attributions and predictions-for individuals wary of sharing uncertain results. In all these ways, research participants drawn from the general (MTurk) population had orderly, reasonable judgments.
One limit of the present studies is their reliance on structured explanations, in order to control the salience of explanations. Although not formally analyzed or reported, the open-ended explanations of Experiment 2B revealed some of the diversity in how people intuitively formulate error model explanations-and improved the structured options used in subsequent studies. In future This document is copyrighted by the American Psychological Association or one of its allied publishers.
work, we envision using concurrent verbal protocols (Ericsson & Simon, 1985) eliciting participants' intuitive explanations, before, during, and after their processing of experimental outcomes, seeking to learn more about natural explanatory processes. A second limit is eliciting judgments only for a single experiment and not seeing how they would respond to receiving the additional data that most wanted to see (e.g., Would they want even data? Would the same amount of data have different impact if delivered all at once or in successive units?). A third limit is not seeing how participants would design their own additional experiments, given their explanations of the observed results, and how such active involvement would affect their response to unexpected results. Last, we used nonscientists, who are relatively naive to how research is conducted and communicated. Would scientists exhibit similar behavior, if questioned about their explanations before and after observing unexpected results? With respect to error models, the answer seems likely to be yes. Previous studies have found that both laypeople (Penner & Klahr, 1996) and elite scientists (Dunbar, 1997) tend to attribute unexpected results to error. What they do after they generate these explanations, however, may differ from the behavior observed here. For scientists, unexpected results suggest taking a step back and checking their instruments, perhaps comparing the results to known standards, used by other scientists (Baker & Dunbar, 2000) . Unlike lay observers, scientists have control over the research process and knowledge about what controls have been tried in the past and might be tried in the future. Lay observers may have little choice but to recommend repeating a study, hoping that additional data reveal a clearer picture. On the other hand, they should be freer of the motivated cognition that might make it harder to generate alternative explanations in foresight.
Conclusions
We sought to study scientific reasoning in ways that captured its inherent uncertainty (Giner-Sorolla, 2012; Kerr, 1998) , as revealed in our own learning process, and by following open science practices for documenting our work (Bradley, 2007; Nosek & BarAnan, 2012; Pashler & Wagenmakers, 2012; Wagenmakers, Wetzels, Borsboom, van der Maas, & Kievit, 2012) , so that interested readers can reconstruct our process. As much as we sought to generate all possible error explanations prior to data collection, our confrontation with the evidence prompted us to identify new error models and substantive explanations. We hope to have been more like Millikan than Blondlot in second-guessing our data. Kuhn (1996) asked, "How do scientists proceed when aware only that something has gone fundamentally wrong at a level with which their training has not equipped them to deal?" (p. 86). He answered, in effect, that they naturally attribute unexpected results to flawed experimental method, while attributing expected ones to the theory that guides them. It takes an accumulation of unexpected results, along with a deep insight, to prompt a scientific revolution. Here, we found that lay participants also saw unexpected results as due to experimental error. Moreover, they expressed cautious data-sharing policies, generally wanting more observations before publishing, especially when they felt uncertain about their predictions and explanations. One possible contributor to these noteworthy patterns is that our tasks created one of the conditions recommended for normal scientific practice: Think hard, in advance, about how you will explain unexpected results should you observe them. If so, the task eliminated a kind of foresight bias, by evoking in foresight the same need to explain that causes bias in hindsight. Hindsight bias can be reduced by explaining how what did not happen might have. Foresight bias might be reduced by explaining how what is not expected to happen still might.
