This paper compares different analysis techniques of computing modulus and phase angle from cyclic sinusoidal data in compressive dynamic (complex) modulus testing. Analyzed data reduction techniques were 1) localized multiple linear regressions for peak picking to define amplitude and phase angle from the peaks averaged over a group of cycles, 2) sinusoidal full waveform curve fitting for a single estimate of amplitude and phase over a group of cycles, and 3) two-step analyses over a group of cycles involving regression across peaks (Spencer's 15-point filtering) for amplitude and phase determination from the central part of the waveform. The computed modulus values were statistically less sensitive to different analysis techniques than the phase angles. The first method was the most robust but predicted phase angles that appeared to be too high at intermediate temperatures. Spencer's 15-point filtering with central waveform bracketing turned out to be a slightly more robust method than sinusoidal regression to obtain stable parameter estimates from the imperfect raw data. However, sinusoidal regression gave parameter estimates almost identical to the estimates obtained from Fast Fourier Transformation (FFT), while the other methods deviated from the FFT estimates. To make conclusive recommendations, an additional study is underway to compare Master Curves constructed using raw data analyzed with different techniques. The performed analysis though suggests that there is a need to limit the deviations of the controlling load waveform from a perfect sine wave to guarantee good quality test data.
Introduction
Stiffness of hot-mix asphalt can be measured in various ways. One method used in the US is the compressive cyclic dynamic (complex) modulus test, first introduced as ASTM D-3497 test method in 1979. A revised test protocol is in preparation for the new 2002 Guide for the Design of Pavement Structures currently under development at Arizona State University. The new test protocol deviates from the old one in terms of having a larger range of test temperatures and frequencies. However, testing at high temperatures introduces strains that may not be recoverable during the period of the test, and "noise" characteristics often vary over the range of test conditions. Both of these issues can be addressed with post-processing techniques. This paper compares statistically different analysis techniques applied to stress and strain data in the determination of modulus and phase angle. These methods are based on relatively simple data smoothing and parameter estimation algorithms. Although the algorithms may be similar, it is demonstrated that significant differences in the reported modulus and/or phase angle can result from fundamentally similar analysis techniques and even from relatively subtle differences in the data-sampling scheme used within a single technique. In practice, the measured test data often deviates from a perfect sinusoidal wave due to one or more factors arising from material response or test machine response. This paper shows the importance of standardizing the analysis method used in the test protocol. Dynamic modulus test data of a dense graded asphalt mix obtained at five different temperatures, -9, 4.4, 21.1, 37.8, and 54.4°C, and six different frequencies, 25, 10, 5, 1, 0.5, and 0.1 Hz, were analyzed in this study. This type of a data set is needed to construct a master curve of the mix required in the new pavement design guide. Testing was conducted in load control and load amplitude was decreased as temperature increased. In the frequency sweep, the number of load applications was reduced as the frequency decreased. Data acquisition was set to record only the last five cycles of data for each temperature and frequency in the analysis.
Analysis Techniques
The compressive dynamic modulus is defined as the ratio of maximum applied stress 0 divided by the maximum recorded strain 0 . The phase angle is obtained by determining the time lag t between stress and strain signals and multiplying that by angular velocity used in the testing. While analyzing the test data, two issues need to be considered; filtering (smoothing) of the measured signal before sampling and phase referencing. In the presence of the noise remaining after firmware filtering, the area around the peaks of the waveforms generally exhibit the largest noise amplitude in a single cycle and are therefore often the worst locations to perform analyses that determine phase angles. Greater noise at the peaks is due in part to the test machine actuator and the transducers reversing their direction of movement at those times. It is hypothesized that better results can be obtained by determining phase angle from the "middle" of the waveform where the machine and transducers are all moving in a relatively "steady state". Using unfiltered peaks can easily create phase shifts, which are due to noise peaks instead of fundamental signal peaks. Since modulus must be computed from the peaks, additional software filtering is usually performed to improve the peak measurement. This filtering must be done carefully so that time skewing and alteration of the fundamental signal magnitude are minimized. The methods discussed here are limited to time domain techniques applied to cyclic loading in compression. When any type of cyclic forcing function is applied to a material such as asphalt concrete under load control, a strain response that mirrors the forcing function but with a different amplitude and phase shift is expected. This is an oversimplification even in the case of strictly compressive loading:
Even if the forcing function's wave shape is perfect, there is a nonzero average stress level during the cyclic loading which causes the cyclic strain response curve to be superimposed on a creep curve. For asphalt and polymers, this is more apparent at high temperatures. Reducing the load may minimize the creep, but typical load amplitude requirements do not eliminate the creep. Engineering behavioral characteristics of the material can cause the response curve to deviate from one that mirrors the forcing function. Characteristics that are important in causing these deviations include anisotropy (transversely isotropic and orthotropic degrees of anisotropy are particularly relevant to asphalt which has been compacted in the field or in a gyratory compactor), plasticity/damage, and what are sometimes referred to as "bimodular" properties.
Data Filtering
Three methods of filtering incoming digital data were used: (a) no filtering, (b) Spencer's 15-point filter [1] and (c) regression [2] . Three different levels of regression analyses were used: (c1) second order polynomial over 10% of the data, (c2) second order polynomial over 25% of the data and (c3) sinusoidal over 100% of the data. Spencer's method is similar to a running cubic spline, but it is not the same and it seems to be quite effective at reducing the tendency to skew that is normally seen with running mean techniques. In regression methods (c1) and (c2), the number of points taken to be included in the regression is based on the total number of points available in a cycle. For example, if there are 100 data points in the cycle, the 10% regression option would use 10 points to the left of the peak, 10 points to the right of the peak and the peak itself, for a total of 21 points that would be included in the regression. The second order polynomial seems to be an adequate representation of the waveform in the local region of the peak even though a perfect waveform would be sinusoidal.
2.2
Phase Referencing Two methods of phase referencing were used: (a) peak picking and (b) central waveform bracketing. The peak picking method has embedded within it the filtering method. That is, the peak with no filtering is the peak of the noise and the peak with regression filtering over less than 100% of the data is coincident with a zero in the first derivative of the regression equation. Central waveform bracketing combines regression across peaks with numerical search methods to find a line (or curve) that defines the waveform period and location of central reference points to compute the phase. The implementation of that method used for the analysis of the data presented here assumes that the underlying creep in the signal is linear. This is known to be an approximation, but the number of cycles used for the analyses is relatively small and the error associated with the approximation is thought to be minor. For 100% data regression with a sinusoid, the reference comes from the regression parameter estimates, and again the underlying creep is assumed to be linear. The above-described techniques were combined to produce seven different analysis methods shown in Table 1 that were assessed in the study. A more detailed description of the methods A and B are given in reference [3] and of method G in reference [2] . 
Preliminary Analysis
A preliminary analysis of variability of modulus and phase angle values was performed for methods A, B, C, D, E, and F. The modulus and phase angle values were determined for each of the five cycles separately and then values were averaged. Standard error of estimate, Se%, was computed as a percent of average value. This analysis was not performed for the method G because the used analysis calculation scheme produced only a single estimate of amplitude and phase over a group of cycles. Table 2 summarizes results of the preliminary analysis for all of the methods using all test data at all test temperatures. For the modulus computations, methods A and B were the same and produced the same modulus values, as did methods E and F. The standard error varied between 0.16 and 1.18 with the lower frequency and higher temperature data giving slightly higher variation. As an average, methods E and F had the highest variations. For the phase angle values, methods B and F turned out to be very unstable; average standard errors were 12.76 and 19.72, respectively. Both methods used the peak picking technique to obtain data points, but signals for method B were filtered while method F was unfiltered. For the other methods average standard error was between 1.45 and 4.13. Based on this preliminary analysis, it was decided to continue the rest of the analysis by omitting methods B and F because they did not produce stable parameter values. Also method E was left out from further analysis because it was a modification of method A, and turned out to have a larger variation for the parameter estimates.
Statistical Analysis of Means and Variance
The analysis was continued by conducting a Tukey test [4] for methods A, C, D and G to assess statistical differences of the average modulus and phase angle values given in Table 2 . The Tukey test showed that, generally, there were only slight statistical differences in the modulus values between the methods A, C, D and G at 25 or 5 Hz test data. However, method G was computing systematically lower modulus values up to 11% for the 0.1 Hz data ( = 5%). For the phase angle, the most deviations occurred at 54.4°C and 0.1 Hz frequency range being up to 22% between method C and G. Table 3 summarizes these findings. Barlett's test [4] indicated that the variances were not significantly different for the modulus at the 5% level but they were different for the phase angle at the 5% level. Due to the unequal variances a correlation analysis was performed for the dataset, which confirmed the results in Table 3 . 
3.3
Sinusoidal Regression (Method G) For method G the standard error, Se, indicates deviations from a perfect sine wave. Table 4 shows standard error values for the load and displacement transducers. For the load transducer, the 25 Hz test data deviated most from a perfect sine wave at all temperatures, while the 0.1 Hz data was closest to the sine wave. This trend is often explained by incorrect PID parameters that adjust the wave-shape in the feedback loop, failure to include an adaptive level control, or incapacity of the hardware (servo-valve, actuator and associated hydraulic flow controls) to deliver the desired wave-shape. Figure 1 shows examples of test data with various imperfections. Figure 1 -a shows data in which the load signal is slightly skewed to the left. This imperfection, while not particularly obvious to the naked eye, caused an 8.9% variation from a perfect sine wave, which is outside the 5% error limit being considered for some procedures under development by US researchers. 
data, Se for load is 11.6% and for displacement 14.54%. Figure 1 -d shows load data that is skewed left and the two displacement transducers have a relatively large amplitude difference. Se is 8.3% for load and 9% for displacement. Table 4 shows that at 25 and 10 Hz, the load data systematically exceeded a 5 % value. These tests are performed in load control, so the standard error is more important for the load waveform than the strain.
Selection of Most Suited Analysis Method(s)
In Figure 2 , test data is plotted in the Black Space, where the data should form a single temperature and frequency independent curve. Figure 2 -a shows method F and the combination of methods C and D, which was obtained by selecting the better method based on the accuracy of the peaks at a given temperature and frequency. Method F produced very noisy data, which confirms the preliminary analysis results of rejecting the method as being too unstable. This analysis suggests that the most robust method to obtain the parameters from the dynamic modulus test data is the combination of methods C and D, because data reduction increased the R 2 value only 0.5%. However, this method seemed to over-predict the phase angle values at intermediate temperatures compared to methods A and G. The reason for over-prediction is unknown. This analysis also suggests that method A is a slightly more robust method than G because the data reduction increased the R 2 value only 2.4% compared to 5.7% increase for method G. Overall, based on this analysis it seems reasonable to have some limit for deviations of the controlling load waveform from a perfect sine wave to obtain good quality data, but further study would be necessary to determine whether that limit should be 5% or some other value. 
Summary and Conclusions
Analysis of the test data indicates that the selected procedure has great implications for the quality of the final data. The results of this study can be summarized as follows: Analysis technique had statistically less effect on computed modulus than on phase angles. The method that used peak picking from unfiltered data (F) gave the poorest quality estimates of material properties, as expected. Spencer's filter with central waveform bracketing (A) often gave results similar to regression using a sinusoidal prediction function over 100% of the data (G). For 0.1 Hz data at all temperatures, method G gave systematically lower modulus values up to 11% compared to the other methods.
Comparing results in Black Space showed that combined method C and D gave higher phase angle values than methods A and G, although the deviations from a single curve were less that for the other methods. Methods A and G appeared to give similar results when compared in the Black Space. Deleting data in which the load waveform had more than 5% deviation from a perfect sine wave noticeably improved data quality. Based on the study, a preliminary recommendation for the time domain data reduction technique is to use either Spencer's 15-point filter with central waveform bracketing or sinusoidal regression over 100% of test data. Also, it seems necessary to set limits for how much the load signal can deviate from a perfect sine wave to obtain good quality data. A 5% limit was used in this study, but this result needs to be verified by analyzing more mixtures. In response to reviewer recommendations, the study data was also analyzed in frequency domain using Fast Fourier Transformation (FFT), which gave almost identical modulus and phase angle values compared to method G. FFT and method G apply an external drift correction and waveform centering technique that is not used in the other methods. An additional study is currently being conducted to compare Master Curves to assess the implications of raw data variation and analysis techniques more quantitatively. Final data analysis recommendations for end user applications should be based on weighting of the response variables in order of interest. In a quality control application, the weighting may be limited to a single response variable such as modulus, while in a design application the variable may be a composite variable based on Black Space or the Master Curve.
