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We introduce a set of quantum adiabatic evolutions that we argue may be used as
“building blocks,” or subroutines, in the construction of an adiabatic algorithm that
executes Quantum Fourier Transform (QFT) with the same complexity and resources as
its gate-model counterpart. One implication of the above construction is the theoretical
feasibility of implementing Shor’s algorithm for integer factorization in an optimal manner,
and any other algorithm that makes use of QFT, on quantum annealing devices. We discuss
the possible advantages, as well as the limitations, of the proposed approach as well as
its relation to traditional adiabatic quantum computation.
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1. INTRODUCTION
The birth of Quantum Computation may be traced back to the
seminal papers of Feynman [1] and Deutsch [2] in the 1980’s.
However, it was Peter Shor in 1994 who rekindled the inter-
est in the field among both scientists and the general public, by
devising an efficient algorithm for factoring large integers [3].
This discovery by Shor was exciting for two main reasons. First,
because it was the first complete (i.e., non-blackbox) algorithm to
show that quantum algorithms may in principle be exponentially
faster than their classical counterparts, and second, because of the
practical significance of the algorithm, namely, undermining the
security of one of the most widely used cryptographic protocols,
the RSA [4].
Despite intensive efforts, the actual implementation of Shor’s
algorithm in an experimental setup is, almost 20 years after its
inception, very limited. This is due to the multitude of techno-
logical challenges that quantum-computer engineers and experi-
mentalists are still facing, the most prominent being the control
or removal of quantum decoherence [5]. Since the first demon-
stration of Shor’s algorithm in 2001 at IBM, factoring the number
15 using an NMR implementation of a quantum computer with
7 qubits [6], Shor’s algorithm has been demonstrated by several
other groups that have implemented the algorithm using pho-
tonic qubits [7, 8]. However, the most recent attempt in 2012
which also set the record for largest number factorized by Shor’s
algorithm, successfully factorized only 21 [9], where even these
limited achievements have been recently contested by arguments
that factoring small numbers quantum-mechanically for which
the answer is known in advance extremely oversimplifies the
procedure [10].
Recent promising experimental research findings [11–13], as
well as intensive theoretical work [see, e.g.,14–23] in the field
of Adiabatic Quantum Computing (AQC) suggest the possibil-
ity that some of the experimental difficulties may be overcome
by the use of “quantum annealing” devices, which implement the
simple yet potentially-powerful quantum-adiabatic algorithmic
approach proposed by Farhi et al. [24] about a decade ago. AQC
is an analog, continuous, quantum computing paradigm, and as
such it has the potential of being easier to implement successfully,
offering several advantages over the “traditional” gate model,
in the form of inherent fault-tolerance and natural robustness
against decoherence and dephasing [25, 26].
These aforementioned findings have generated a great deal of
theoretical and experimental research set out to explore the prac-
tical capabilities, as well as the limitations, of quantum annealers.
One of the most interesting questions raised in this regard, was
naturally, the possibility of implementing hugely-practical and
powerful algorithms such as Shor’s integer factorization on a
quantum adiabatic device. However, despite numerous efforts
[see, e.g., 27, 28], an efficient quantum-adiabatic analog to Shor’s
algorithm has not been found to date. This is despite recent stud-
ies [29–32] suggesting that the equivalence between AQC and the
gate model is even stronger than the one implied by the princi-
ples of polynomial equivalence prescribed in the seminal study of
Aharonov et al. [33].
A recent work that examined the theoretical feasibility of
an optimally-constructed adiabatic algorithm for Simon’s prob-
lem [34], which shares many similarities with, and in fact pro-
vided the motivation for, Shor’s algorithm, has introduced a
somewhat-novel approach for constructing quantum adiabatic
algorithms [32]. Within this approach, which will be discussed
in more detail next, a multitude of adiabatic evolutions is exe-
cuted simultaneously in parallel and a single measurement at the
end of the run, performed on the entire system, is used to extract
valuable information.
Here, we shall attempt to generalize the above approach in
order to construct an algorithm for the “quantum component”
of Shor’s algorithm, namely the Quantum Fourier Transform
(QFT). As we shall see, the QFT algorithm, used in Shor’s integer
factorization routine to detect the periodicity of a cyclic function,
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may be constructed quantum-adiabatically very similarly to the
way it is implemented in the gate model, namely broken into
“building blocks” each operating on a small number of qubits at
a time. This construction of adiabatic QFT can then be used to
adiabatically implement Shor’s integer factorization algorithm as
well as other important quantum algorithms, such as the quan-
tum phase estimation algorithm for estimating the eigenvalues
of a unitary operator, and algorithms for the hidden subgroup
problem [see, e.g., 35] for more details.
As we shall see, the approach taken here to convert the QFT
circuit to adiabatic processes differs in several important aspects
from existing protocols designed to efficiently translate gate-
model circuits into quantum adiabatic algorithms, such as history
state-based constructions [33], ground-state quantum compu-
tation approaches [36] or other schemes [37]. Moreover, the
adiabatic procedure that emerges from the procedure suggested
here, will turn out to fundamentally differ from traditional AQC
evolutions. These matters will be discussed in some detail in the
concluding section.
In the following, we first briefly discuss the main principles of
AQC in order to demonstrate the idea behind this paradigm of
computing and to establish notation. We move on to consider in
some detail the QFT algorithm and the gates used there, and then
describe how these may be constructed via adiabatic evolutions to
form an adiabatic QFT algorithm. Finally, we conclude with some
comments about the experimental feasibility of the algorithm,
and its relations to the gate model and traditional AQC.
2. PRINCIPLES OF ADIABATIC QUANTUM COMPUTING
In AQC, one normally (albeit not exclusively) seeks the minimum
value and corresponding input configuration of a given cost func-
tion, that is encoded as a final (or “problem”) Hamiltonian, Hˆf,
such that the ground state of the final Hamiltonian and its energy
are the solution to the original problem [38]. To find the solution,
the system is prepared in the ground state of another “begin-
ning” (or “driver”) Hamiltonian Hˆb that must not commute with
Hˆf and has a ground state that is fairly easy to prepare. The
Hamiltonian of the system is then slowly interpolated between
Hˆb and Hˆf, normally by an interpolation of the form Hˆ(t) =
f1(t)Hˆb + f2(t)Hˆf where f1(t) [f2(t)] is a smoothly-varying func-
tion of time that is positive (zero) at t = 0 and zero (positive)
at t = T . Here, T stands for the runtime of the algorithm. If
this process is done slowly enough, the system will stay close
to the ground state of the instantaneous Hamiltonian through-
out the evolution [39, 40], so that one finally obtains a state
close to the ground state of Hˆf. At this point, measuring the
state will give the solution of the original problem with high
probability.
It is clear from the above description, that the analog, con-
tinuous, nature of AQC is inherently very different form the
discrete nature of gate model algorithms within which unitary
operations act sequentially to advance the state of the system. For
this reason it has been hard so far to draw meaningful analo-
gies between AQC and the gate model. Nonetheless, in what
follows, we shall show how one could utilize the above principles
to construct the necessary “building blocks” or “adiabatic gates”
for the construction of an adiabatic QFT algorithm, analogously
to the manner in which the unitary gates of the gate model
are used to construct circuits. We begin by describing the QFT
algorithm.
3. THE QFT ALGORITHM
QFT is a linear transformation on quantum bits, and is the quan-
tum analog of the classical discrete Fourier transform (DFT) [41]
applied to the vector of amplitudes of a quantum state. The
classical Fourier transform acts on a vector of complex num-
bers (x0, · · · , xN−1) and maps it to another (y0, · · · , yN−1)
according to
yk = 1√
N
N − 1∑
j= 0
xjω
jk, (1)
where ω = e 2π iN is a primitive N-th root of unity. Similarly, the
quantum Fourier transform acts on a quantum state
∑N − 1
i= 0 xi|i〉
and maps it to a quantum state
∑N − 1
i= 0 yi|i〉 via the above
mapping.
Shor [3] was the first to show that using a simple decompo-
sition, the discrete Fourier transform can be implemented as a
quantum circuit consisting of only O(n2) Hadamard, controlled-
phase shift and SWAP gates, each being efficiently implementable,
where n is the number of qubits [35]. The remarkable feature of
Shor’s quantum circuit was that the classical analog of the algo-
rithm, the DFT, is known to be exponentially-slower and takes
O(n 2n) basic (classical) operations. It is important to note how-
ever, that while the classical discrete Fourier transform outputs
a vector whose components are all fully accessible at the end of
the algorithm, in the quantum case, the outcome of QFT is a
quantum state, the amplitudes of which are only very partially
accessible by quantum measurements. The circuit for QFT is
given in Figure 1 for the reader’s convenience [for more details,
see, e.g., 35].
In what follows, we show that the Hadamard, controlled-
phase-shift and SWAP gates may also be implemented using
only adiabatic evolutions. To that aim, we shall describe sev-
eral quantum adiabatic algorithms that we shall argue may be
used to mimic the outcome of the above gates, and by doing
so allow for the construction of an equivalent “adiabatic cir-
cuit” for QFT that may be constructed similarly to the way it
is constructed in the gate model. We shall begin by describ-
ing the adiabatic Hadamard gate and then move on to describe
the slightly more complicated controlled-phase-shift and SWAP
gates.
3.1. ADIABATIC HADAMARD
The Hadamard gate is a single-qubit gate that acts on the states
of the computational basis in the following way: |0〉 → |+x〉 and
|1〉 → |−x〉. Here, |0〉 and |1〉 stand for the two computational-
basis states, which we shall identify as spins pointing in the
positive and negative z-directions, respectively, and |±x〉 are the
corresponding x-basis states.
To apply a Hadamard gate quantum-adiabatically, consider
now a single qubit (that may or may not be a part of a larger sys-
tem of qubits) in an arbitrary unknown state |ψ〉 = α|0〉 + β|1〉.
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Let us now attach to it an auxiliary qubit, initialized to the
computational |0〉 state:
|ψb〉 = (α|0〉 + β|1〉) ⊗ |0〉 . (2)
This will be the initial (or “beginning”) state of an adiabatic
algorithm whose evolution will be governed by the two-local
Hamiltonian:
Hˆ(t) = |+y〉〈+y| ⊗ Hˆx(t) + |−y〉〈−y| ⊗ Hˆ−y(t) , (3)
where |±y〉 are the y-basis states and Hˆx(t) and Hˆ−y(t) are
adiabatic-evolution Hamiltonians that act only within the respec-
tive subspaces of the y-axis basis states of the first qubit, pro-
jected by the orthogonal projections |±y〉〈±y| = 1/2
(
1 ± σy
)
.
The adiabatic-evolution Hamiltonians are given by:
Hˆx(t) = − cos θ(t)σz − sin θ(t)σx (4)
Hˆ−y(t) = − cos θ(t)σz + sin θ(t)σy . (5)
The time-dependence of these Hamiltonians is given by the angle
θ(t) such that θ(t = 0) = 0 and θ(t = T ) = θf where θf is the
value of the polar angle θ at the end of the evolution. For sim-
plicity, we shall henceforth assume the dependence θ(t) = θf t/T ,
although it should be noted that the precise time dependence of
the polar angle θ does not have to be linear. Note that the gaps of
the above one-qubit Hamiltonians are constant throughout the
evolution and equal to 2.
As can be immediately read off the expressions above, in the
course of the adiabatic evolution, the Hamiltonians Hˆx(t) and
Hˆ−y(t) will act inside two complementary subspaces spanned
by |±y〉, evolving the auxiliary qubit, initially at |0〉, to |GSx〉 =(
cos θf2 |0〉 + sin θf2 |1〉
)
[the latter being the ground state of
Hˆx(T )] in the subspace projected by |+y〉〈+y| and to |GS−y〉 =(
cos θf2 |0〉 − i sin θf2 |1〉
)
in the subspace projected by |−y〉〈−y|.
The trajectories of the auxiliary qubit in the two subspaces on the
surface of the Bloch sphere are depicted in Figure 2 for the con-
venience of the reader. Rewriting the input qubit in terms of the
y-basis states, the initial state is
|ψb〉 =
(
α − iβ√
2
|+y〉 + α + iβ√
2
|−y〉
)
⊗ |0〉 . (6)
The adiabatic procedure will evolve the system into the final
state:
FIGURE 2 | (Color online) adiabatic evolution trajectories of the
auxiliary qubit on the surface of the Bloch sphere in the adiabatic
Hadamard gate. Starting at the |0〉 state, the state of the qubit “splits”
into two trajectories. In the first, it adiabatically evolves from the |0〉 state
(north pole) toward the |1〉 (south pole) passing through |+x 〉, maintaining
the azimuthal angle of φ = 0 (blue dots). The second path passes through
|−y 〉 (red dots) with φ = 3π/2 throughout the evolution. The final states of
the two paths, namely, |GSx 〉 and |GS−y 〉 are described in the text.
FIGURE 1 | Implementation of the QFT circuit [for more details, see, e.g., 35] using Hadamard, controlled-phase-shift and SWAP gates.
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|ψf〉 = α − iβ√
2
|+y〉 ⊗
(
cos
θf
2
|0〉 + sin θf
2
|1〉
)
+α + iβ√
2
|−y〉 ⊗
(
cos
θf
2
|0〉 − i sin θf
2
|1〉
)
(7)
= cos θf
2
(
α − iβ√
2
|+y〉 + α + iβ√
2
|−y〉
)
⊗ |0〉
+ sin θf
2
(
α − iβ√
2
|+y〉 − iα + iβ√
2
|−y〉
)
⊗ |1〉 .
which can also be rewritten (neglecting the immaterial global
phase) as:
|ψf〉 = cos θf
2
(α|0〉 + β|1〉) ⊗ |0〉 (8)
− sin θf
2
(
α + β√
2
|0〉 + α − β√
2
|1〉
)
⊗ |1〉 .
The above expression reveals that a choice of a final polar angle of
θf = π would yield, with certainty, a final state that is a product of
a Hadamard-transformed first qubit and a flipped auxiliary qubit.
It is crucially important to notice that the above adiabatic
evolution introduces no relative phase between the two paths,
passing through |+x〉 and |−y〉, respectively. This can be directly
inferred from the symmetries of the Hamiltonian (and can also be
deduced by examining the two trajectories described in Figure 2).
That there is no relative phase between the two paths is signifi-
cant for the amplitude-interference in the resultant final states at
the end of the process [cf. Equation (8)]. It is therefore important
to note at this point that in practical experimental setups, inter-
actions of the system with the environment will generally act to
destroy this coherence between the two final states, forcing the
time scale of the adiabatic evolution to be significantly shorter
than the typical decoherence time of the system-environment
interactions.
We have so far shown how a Hadamard gate may be applied
quantum-adiabatically without the use of actual conventional
gates. The same principles introduced above can be utilized to
construct the slightly more complicated controlled-phase-shift
and SWAP adiabatic gates.
3.2. ADIABATIC CONTROLLED-PHASE-SHIFT GATE
The above scheme may now be modified to apply a controlled-
phase-shift gate adiabatically. The controlled-phase-shift gate,
depending on the state of the control qubit, will either leave
the target qubit unchanged or will execute the transformation
(α|0〉 + β|1〉) → (α|0〉 + βeiφ |1〉). The adiabatic implementa-
tion of the gate is as follows. Our system initially contains two
input qubits, the first of which shall be regarded as a control qubit:
|ψ〉 = α|00〉 + β|01〉 + γ |10〉 + δ|11〉. An adiabatic controlled-
phase-shift is obtained by attaching, as before, an auxiliary qubit
to the initial state:
|ψb〉 = (α|00〉 + β|01〉 + γ |10〉 + δ|11〉) ⊗ |0〉 , (9)
and constructing the slightly more complicated (in this case,
three-local) Hamiltonian:
Hˆ(t) = |0〉〈|0| ⊗ 1 ⊗ Hˆx(t) (10)
+ |1〉〈1| ⊗
(
|0〉〈0| ⊗ Hˆx(t) + |1〉〈1| ⊗ Hˆφ(t)
)
where Hˆx(t) is as before and Hˆφ(t) = − cos θ(t)σz −
sin θ(t)
(
cosφσx + sinφσy
)
whose ground state is |+φ〉 =
1√
2
(|0〉 + eiφ |1〉).
The above Hamiltonian, Equation (10), should be interpreted
in the following way. If the control qubit is in the |0〉 state then
the auxiliary qubit will evolve according to Hˆx(t) independently
of the state of the second qubit. Conversely, if the control qubit is
in the |1〉 state, the auxiliary qubit will evolve according to Hˆx(t)
when projected onto the |0〉〈0| subspace of the second qubit and
according to Hˆφ(t) when projected onto the |1〉〈1| subspace.
Choosing, as before, the final polar angle to be θf = π ,
the auxiliary qubit during the application of the above adi-
abatic Hamiltonian will follow, depending on the state of
the first two qubits, either the path [|0〉 → |+x〉 → |1〉] or[|0〉 → |+φ〉 → |1〉] on the surface of the Bloch sphere. Since the
two traversed paths are taken at different azimuthal angles, the
final states will differ by a relative phase of φ, yielding
|ψf〉 =
(
α|00〉 + β|01〉 + γ |10〉 + δeiφ |11〉
)
⊗ |1〉 , (11)
i.e., the final state of the first two qubits will be the desired
controlled-phase-shifted state with the auxiliary qubit flipped, as
before.
3.3. ADIABATIC SWAP GATE
The QFT algorithm uses mainly the Hadamard and controlled-
phase-shift gates discussed above (see Figure 1). However, at
the end of the QFT, the qubits of the Fourier-transformed state
appear in reverse order. To rectify that, the qubits can be swapped
using a SWAP gate, which is a two qubit gate that swaps |01〉 ↔
|10〉 and leaves |00〉 and |11〉 unchanged. It is easy to show that
SWAP can be accomplished by three controlled-NOT operations
where the role of the control qubit switches place at each step [42].
Let us now show how a controlled-NOT gate can be adia-
batically accomplished in much the same way as the other two
adiabatic gates introduced thus far. Consider now the action of
the total Hamiltonian:
Hˆ(t) = |0〉〈0| ⊗ 1 ⊗ Hˆx(t) (12)
+ |1〉〈1| ⊗
(
|+x〉〈+x| ⊗ Hˆx(t) + |−x〉〈−x| ⊗ Hˆ−x(t)
)
,
where Hˆ−x(t) = − cos θ(t)σz + sin θ(t)σx, on the initial state
given in Equation (9). Under the evolution governed by this
Hamiltonian, the auxiliary qubit will transform, depending on
the states of the first and second qubits, according to either |0〉 →
|+x〉 → |1〉 or |0〉 → |−x〉 → |1〉 or a combination of both. In
a perfect analogy to the controlled-phase-shift gate discussed
above, it is easy to show that the final state of the above adiabatic
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evolution is simply a product of a CNOT-transformed two-qubit
state and a flipped auxiliary qubit:
|ψf〉 = (α|00〉 + β|01〉 + δ|10〉 + γ |11〉) ⊗ |1〉 , (13)
as expected. By applying three controlled-NOT gates in sequence
(with alternating control qubits) [42], the desired SWAP action is
carried out.
3.4. ADIABATIC QFT
Having constructed the adiabatic versions of the one- and two-
qubit gates appearing in the QFT circuit, namely the Hadamard,
the controlled-phase-shift and the SWAP, the QFT algorithm in
its entirety may be adiabatically constructed.
To see why this is so, note that while the above adiabatic “gates”
were shown to act on isolated qubits, the linearity of Quantum
Mechanics ensures that the above results hold even if the qubit is
a part of a larger system of qubits in a more complicated state.
A sequence of gates in the above form may be used, one after the
other, and on different qubits of a larger system, as needed. The
final state of one gate will serve as the initial state of the next one
in the sequence. Moreover, since the various gates act at different
time slices, they can all utilize the same auxiliary qubit as their
ancillary resource.
The proper combination of Hadamard, controlled-phase and
SWAP gates can thus be sequentialized to form the desired adia-
batic circuit of QFT (as shown in Figure 1). The constancy of the
gap within each gate application reveals that the required run-
time for each adiabatic gate does not scale with the total number
of qubits in the system or with the number of gates in the circuit.
The total runtime of a circuit of S gates will therefore be simply
O(S). The algorithm can therefore be executed efficiently, at least
in theory, on a quantum annealer with the proper interactions,
just as it can be performed on a device that implements the gate
model.
At this point, a few remarks are in order. First, it should be
noted that our ability to apply gates using purely adiabatic evolu-
tions comes at a cost. The independently evolving processes that
yield the aforementioned adiabatic gates have ground state man-
ifolds that are doubly-degenerate. This is in contrast with tradi-
tional AQC setups in which the ground state is uniquely defined.
The distinction between these two cases is important mainly
because it is this uniqueness that normally provides AQCwith the
attractive property of being robust (to the extent that it is) against
the devastating effects of decoherence, unlike other paradigms of
quantum computation [25, 26]. The doubly-degenerate ground
state manifolds of the adiabatic gates suggest that, while very ver-
satile, they are likely to be more vulnerable to certain types of
noise, specifically to dephasing in the energy eigenbasis, similarly
to the situation that arises in holonomic quantum computa-
tion [43, 44] and adiabatic gate teleportation [45, 46]. However,
while these schemes do not possess the natural robustness of
AQC, degenerate ground state quantum computation may cer-
tainly benefit from other types of fault tolerance schemes [see,
e.g., 47]. Second, it is worth mentioning that the fact that QFT
constructed via the method presented here consists of gates,
advantageously allows for the utilization of gate-model error
correction schemes and principles. Finally, as was also briefly dis-
cussed in the preceding section, the gate constructions suggested
above require a high level of coherence in the system, due to
the requirement that independently evolving parts of the system
maintain their relative phase throughout the adiabatic evolution.
Perhaps unlike other quantum adiabatic algorithms, the time
scale of the adiabatic evolutions of the adiabatic gates, should
be significantly shorter than the typical decoherence time of the
system.
4. CONCLUSIONS
We have shown how to construct a set of quantum adiabatic
algorithms which we claimed may be treated as the equivalents
of the Hadamard, controlled-phase-shift and SWAP gates of the
gate model. We argued that these “adiabatic gates” may be used
in a sequence to construct the algorithm of Quantum Fourier
Transform. We have also demonstrated that the construction of
such adiabatic gates comes at no additional complexity cost or
resource overhead.
Clearly, the theoretical and practical implications of an imple-
mentable Shor’s algorithm on a many-qubit quantum annealer
that may become available in the near future [11–13], are tremen-
dous, both in the field of Quantum Computing and well beyond
it. Moreover, QFT is themain ingredient of many other important
algorithms, notably the quantum phase estimation algorithm for
estimating the eigenvalues of a unitary operator, and algorithms
for the hidden subgroup problem. As such, the adiabatic gates
introduced above to construct QFT, allow for optimal implemen-
tations of many other important algorithms.
As has already been noted in the previous section, it is clear
that the adiabatic-evolution constructions proposed here differ
from traditional AQC. First, the usual AQC is normally thought
of as one continuous process interpolating between one begin-
ningHamiltonian and one final Hamiltonian, thereby eliminating
the need for gates, that usually also carry around gate errors and
therefore need error correction. Second, within the usual AQC
scheme, the existence of a gap between the ground state and the
rest of the spectrum throughout the adiabatic evolution serves
to protect the system against decoherence and dephasing. That
the method proposed above utilizes adiabatic gates and degen-
erate ground states implies a lack of some of the natural AQC
robustness. It still remains to be seen exactly how much of the
fault-tolerance and robustness of AQC is present the scheme pre-
sented here. This would be important for establishing the power
of this proposed machinery.
As was discussed in the Introduction, the scheme proposed
here to convert circuit-model gates to adiabatic evolutions dif-
fers in several important aspects from existing prescriptions that
offer polynomially-equivalent reductions from quantum circuits
to adiabatic algorithms [33, 36, 37]. One crucial difference is the
requirement that the emerging adiabatic algorithm has a unique
ground state. As discussed in the previous section, this condi-
tion is key in the natural robustness of AQC stemming from the
ground state being protected or “gapped” against higher “erro-
neous” levels. This protection however comes at a cost in the
form of a high-polynomial overhead in terms of resources and
runtime-complexity [33, 36] or the need for highly non-local
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interactions (or conversely, exponentially small gaps) [37], ren-
dering these protocols highly impractical for any foreseeable-
future implementation. On the other hand, in our approach the
degeneracy of the ground state allows for a very efficient (i.e., no
overhead) “reduction” and in addition exhibits a constant gap
between the ground-state manifold and higher-energy levels. As
was already discussed, the price that we pay here is vulnerabil-
ity to certain types of errors that AQC is normally thought of as
immune to.
In addition, it should be noted that currently available quan-
tum annealing devices, based on superconducting flux qubits
acting as spins [12, 13], are limited to only certain types of two-
qubit (namely, only ZZ) interactions. Application of the gates
discussed above requires, in contrast, more general two-qubit
interactions in arbitrary directions (i.e., XX,XY,XZ, . . .) as well
as three-qubit interactions. While it is plausible to believe that
two-qubit interactions will become technologically feasible in the
near future, adiabatic gates based on three-local interactions (i.e.,
the controlled phase-shift and CNOT) are currently beyond any
practical reach. A possible remedy may very well be the utilization
of exact or approximate gadgets to reduce the three-locality of
the Hamiltonians to the experimentally more attractive two-local
Hamiltonians.
The potential encompassed in the usage of quantum adiabatic
gates therefore remains to be explored. We end by noting that
despite the drawbacks of the proposed method mentioned above,
recent experimental evidence [48] demonstrating a controlled
phase-shift gate relying on adiabatic interactions in supercon-
ducting Xmon transmon qubits with very high fidelities, suggests
that adiabatic gates may certainly be more powerful in practice
than non-adiabatic ones.
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