A theoretical model for the noise analysis of the system performance of 1.55-ym single-frequency semiconductor lasers is presented. Computer simulations are used to analyze the role of various noise sources in a 1.7-Gbit/s transmission experiment where the data was transm.itted over 69 km using a 1.56-wm distributed-feedback laser. The bit-error-rate curves generated from numerical simulations agree well with the results of the transmission experiment. The relative contributions of various noise sources in limiting the system performance are discussed and compared. In particular, we consider circuit noise, shot noise, laser intensity noise, mode-partition noise, parasitic refiections, and the frequency chirp. where he has been involved in the characterization of dynamic properties InGaAsP multifrequency and single-frequency semiconductor lasers and their performance in lightwave communication systems.
I. INTRODUCTION
R ECENTLY much effort has been concentrated on studying lightwave transmission at 1.55 pm using single-frequency lasers [1]- [9] . The performance of these transmission experiments depends critically on various noise sources such as mode-partition noise, the frequency chirp, reflection-induced noise, shot noise, and circuit noise of the front-end amplifiers used in receivers. In some of the transmission experiments, a noise floor in the biterror-rate curve was observed [l] , [2] and attributed to mode-partition noise. In other experiments,. lasers with extremely high side-mode suppression ratio ( > 1000) were used [3], [7] and in most of these experiments [5] , [6] the transmission distance was found to be limited by the chirp. Recent experiments, using a single-frequency laser with low chirp (0.4 A) and low-loss fibers (0.20 dB/km), have achieved repeaterless transmission distance of 130 km at 2 Gbit/s [SI and 103 km at 4 Gbit/s [9] . Meanwhile, another report has suggested that reflection-induced noise [lo] can play an important role in governing the performance of lightwave systems.
In this paper we provide a theoretical basis for the simulation of bit-error-rate curves in transmission experiments. Computer simulations are used to analyze the relative contribution of each noise source to the measured bit error rate, and hence provide an indication of the direction through which the system performance can be improved. Such an analysis would be difficult to carry out experimentally because it is difficult to separate the con-Manuscript received July 18, 1986; revised September 25, 1986. The authors are with AT&T Bell Laboratories, Murray Hill, NJ 07974. IEEE Log Number 8612220. tribution of each noise source. We use computer simulations to analyze the system performance of a transmission experiment where the data was transmitted at 1.7 Gbit/s over 69 km of single-mode fiber using a 1.56-pm distributed-feedback double-channel planar-buried-heterostructure (DFB-DCPBH) laser [ 111, [12] . Our results suggest that in this transmission experiment the system suffered severe performance degradation from parasitic reflections and chirp. Parasitic reflections degrade the receiver sensitivity while the chirp limits the transmission distance because of dispersion-induced delay of various frequency components. Our results also show that mode-partition noise is not a major source of error in our case as there are only two side modes and the side-mode suppression ratio is greater than 1000. This conclusion is consistent with the theoretical calculation based on photon statistics [13] , [14] as well as with other transmission experiments In the following sections, we first present the results of a transmission experiment performed using a 1.56-pm DFB-DCPBH laser.
We then discuss the theoretical framework which is used to simulate the results of the transmission experiment. Finally we discuss the limitation on the bit-rate-distance product set by each noise source.
[SI, [151. 11. 1.7-GBIT/S TRANSMISSION EXPERIMENT We have performed a transmission experiment at 1.7 Gbit/s using a 1 .56-pm DFB-DCPBH single-frequency laser. This laser has a second-order grating etched on the substrate and has no antireflection coatings on its facets. It shows single-mode operation up to the 3-mW level with a mode suppression ratio of 1000 to 1 under both dc and 1 .ir-Gbit/s modulation. The transmission experiment was performed at 1.7 Gbit/s with a pseudorandom NRZ bit pattern over a distance of 69 km of single-mode fiber with an average loss of 0.25 dB/km and a dispersion of 17 ps/km-nm. The receiver used has a high impedance GaAs FET preamplifier with a SAGM APD [3], [ 161. The power coupled into the fiber was -4.6 dBm. The off: on extinction ratio was 1 : 6. This laser was particularly sensitive to parasitic reflections and showed -10 percent amplitude variation in the optical spectrum which was monitored simultaneously during the transmission experiment. to the system performance degradation.
THEORY
We first present the theoretical framework used in our computer simulations. The noise sources we consider include circuit noise, shot noise, laser intensity noise, reinduced noise. The circuit noise and the shot noise govern Fig. 1 shows the optical spectrum under the above operating conditions. The mode suppression ratio of the laser under 1.7 Gbit/s modulation is 1000 : 1. Fig. 2 shows the chirp of about 1 A resulting from the 1.7 Gbit/s modulation. Fig. 3 shows the received eye diagram at 1.7 Gbit/s after a transmission over 69 km. Fig. 4 shows the bit error rate curves for 3 m and 69 km of fibers. The system suffered a 2.2-dB power penalty at 1 X lop9 bit error rate. In the following section we use computer sim-the ultimate receiver sensitivity; their contribution does not lead to a floor in the bit-error-rate curves. The laser intensity noise and the reflection-induced noise degrade the receiver sensitivity and can lead to a bit-error-rate floor if their magnitude is large enough [lo] . However, since their contribution is nondispersive, they do not impose any limitation on the transmission distance, i.e., their contribution is merely degrading the receiver sensitivity over that expected only from the circuit noise and shot noise. By contrast, the contribution of both the mode partition and the chirp depends on fiber dispersion. Their presence can therefore severely limit the transmission distance. Among the two, the chirp is expected to be the most limiting factor for the performance of single-frequency semiconductor lasers.
We consider an avalanche photodetector (APD) on which a random bit stream consisting of "1" and "0" (on and off states) is incident at the bit rate B. The detected signal SI or So in the two states is the average current given by [ 171 where (/ h v ) is the responsivity of a detector with quantum efficiency q to the incident photons of energy hv, ( M ) is the average APD gain, and bj is the average power received during a single bit. The bit error rate results from the noise current aj associated with the signal Sj. Assuming the Gaussian statistics, the probability that a bit is incorrectly identified or the bit error rate is given by
Writing r = bo/bl as the off/on extinction ratio, and Pa, = (bo + b1 ) / 2 as the average detected power,
(4) becomes
The noise current aj gets contributions from several sources, In what follows we discuss the contribution of each noise source. The analysis is applicable to both the "off" and "on" states denoted by j = 0 or 1. For our transmission experiment the "off" state is above threshold. The total noise current is thus obtained by taking the root-mean-square value of the individual noise currents. The bit-error-rate curves can be generated by using (2) and (5).
A. Circuit Noise
The circuit noise is the contribution to the output noise from the amplifier and the bias circuit. For a receiver that has been incorporated with an FET front-end amplifier [3], the variance of the noise current at the bit rate B (due to the amplifier and bias resistor referred to the input) is ~7 1
Here g , is the transconductance of the FET preamplifier, C is the total input capacitance, RL is the load resistance, and Zdk is the dark current. For a GaAs FET the numerical factor I' = 1.15. The parameters J2 and J3 are the weighting factors and depend on the input and output pulse shapes [18]. Note that crc,j is the same for both the "on" and "off" states. Equation (6) is obtained from a simplified circuit model. In our simulations we use c : , ! as a fitting parameter to the measured receiver sensitivlty.
B. Shot Noise
The variance of the noise current due to shot noise is given by
Here ( M ) is the average APD gain and F ( M ) is the excess noise factor which can be expressed as [ 191, [20] where k is the ionization ratio of the majority and minority carriers.
C. Laser Intensity Noise
The laser power in general fluctuates with variance utser. These power fluctuations induce noise in the signal current governed by Laser power fluctuations can be calculated using the rate equations [21] . It can be shown that if Np and N, are the number of photons and carriers in the laser cavity, the variance of Np is approximately given by
Typically, ( N ) 2 10' while ( Np ) -lo5, implying that oNP = ( Ne )' f 2 . Note that in this model the noise power is roughly clamped at threshold and is independent of the laser power [22] . Typical values of the noise power observed experimentally are --23 dBm for a 2-GHz bandwidth. For an "on" state power level of 2 mW, this corresponds to a signal-to-noise ratio (SNR) of 400. We use SNR as the model parameter and rewrite (9) as both for the "on" and "off" states, since in our case the "off" state is above threshold.
D. Reflection-Induced Noise
External optical feedback into the laser cavity will cause the laser to develop side modes around the main mode. These side modes are the external cavity modes and cause additional fluctuations in the laser power. If the signal-tonoise ratio induced by reflection is ( SNR),f, the variance of noise current is [IO] j = O or 1.
We assume that the parameter ( SNR)ref is the same for the "on" and "off" states. This is a reasonable assumption since the effect should depend on the fractional amount of power reflected back into the laser, and in our case both the "on" and "off" states are above threshold.
E. Mode-Partition Noise
The presence of longitudinal side modes in single-frequency lasers will introduce mode partition noise in light-wave systems [14] , [15] . The noise due to side modes consists of two parts. First, the presence of side modes will cause additional fluctuations in the laser power. Second, after traveling through a dispersive fiber, the power carried by the side modes will be dispersed relative to the main mode. This causes dispersion-induced fluctuations in the received power. These two effects can be combined to give an effective mode suppression ratio [14] (MSR),
where we assumed that there are N side modes with a constant mode-suppression ratio. It can be shown that the variance of noise current cannot be greater than
We shall conservatively use equation (14) for mode-partition noise in our simulations.
F. Chirp
Chirp of single-frequency lasers is a major source of error in high bit-rate transmission. The carrier and photon density variations result in relaxation oscillations with frequency vR and a damping time constant I?. Because of these relaxation oscillations the optical pulse and the wavelength both exhibit damped transient oscillations during the turn-on and turn-off of the laser pulse. These are described by
Herepo is the initial oscillation amplitude, AXo is the chirp amplitude, and 6 and 0 are phase angles. After traveling through a fiber with dispersion coefficient D = (do / d h j * ( d 2 @ / d u 2 ) for a distance z at a bit rate B, the pulse shape will be distorted. If an undershoot of the relaxation oscillation is delayed because of fiber dispersion to appear at the decision time and falls below the decision level, an error will be detected. This pulse amplitude distortion together with the timing jitter in the decision circuit result in an amplitude noise in the receive power. The noise variation is given by (see Appendix) where A T ; is the solution of the transcendental equation (A3).
G. Bit-Error-Rate Curves
The various noise contributions can be added to get the total variance of the noise current 2 2 aj = a c , j + &,j + &,j + oref,j 2 + a&,,,j + orc,j, j = 0 or 1. (18) 2 Equations (2), ( 5 ) , and (18) can then be used to generate the bit-error-rate curves by plotting P ( E ) as a function of the average received power Pa". As an illustration of the theoretical analysis, we use it to simulate the bit-errorrate curves of the 1.7-Gbitls transmission experiment. In the case of transmission over 3 m of fiber, there is practically no dispersion. The receiver sensitivity measured is governed by circuit noise, shot noise, laser intensity noise, and reflection-induced noise. Since the circuit noise and the reflection-induced noise are not accurately known, oc and o:ef are determined by fitting the bit-error-rate curve a in Fig. 4 in the range from to lo-''. The values of 0 ; and o:cf are uniquely determined by fitting the measured receiver sensitivity at lo-'' bit-error-rate and the slope of the bit-error-rate curve. The shot noise is calculated with the following parameters [ 3 ] , [23] : q = 68 percent, ( M } = 9.1, k = 0.35, and J2 = 0.79. In a separate measurement the SNR €or laser intensity noise is found to be 400 at the operating power of 2 mW. For the modepartition noise we have measured MSR = 1000 for our laser, and we take the number of side. modes N = 2 with a mode separation of 10 A. The chirp contribution is calculated using (17) with the following experimentally determined parameters: v, = 4 GHz, I' / vR = l , andpo/b, = 0.15. These parameters are only approximate and may vary by 20 percent. The fiber dispersion is 17 ps/km-nm.
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IV. RESULTS AND DISCUSS~ON The performance of a lightwave system is best characterized by generating the bit-error-rate curve as a function of the received power. One important feature of the biterror-rate curves in a logarithmic plot is the change in slope that can result in the appearance of a noise floor. This feature is due to different functional dependence of the noise on the signal pqwer for different noise sources. The circuit noise cr, is independent of the signal power, the shot noise os, is proportional to the square-root of the signal power ( G), and all the other signal induced noise contributions are proportional to the signal power (b, ) . In other words, the signal-to-noise ratios or the Q-values are proportional to bj, 4 and independent of bj, respectively. It can be easily shown from (2) and ( 5 ) that in the logarithmic plot of bit-error-rate curves the circuit noise will give rise to a slope twice as large as the shot noise, while all the other noise sources will lead to the appearance of a noise floor if their contributions are sufficiently large. In order to get a feeling of the relative contributions of various noise sources in limiting the system performance, we use computer simulations to analyze the results of our transmission experiment.
The results of our computer simulation of the bit-errorrate curves for the 1.7-Gbit/s transmission experiment are shown in Fig. 4 together with the experimental data. The bit-error-rate curve a with 3 m of fiber was fitted to obtain oc and oref, as discussed before. The circuit noise current of 469 nA and (SNR jref = 11 provided a reasonable fit to both the receiver sensitivity and the observed slope of the bit-error-rate curve a . Note that ( SNR),f is the only parameter that can be varied to give the correct slope of the curve. The fitted value of ( SNR),f is also consistent with amplitude fluctuations in the optical spectrum observed experimentally. The calculated curve b for 69 km of fiber was obtained without adjusting any parameter and is in reasonable agreement with the experimental data. The contributions to the noise current from various noise sources are shown in Table I . We can see that the system performance is severely limited by reflections which significantly degraded the receiver sensitivity. The additional noise due to chirp has limited the transmission distance to 69 km. However, in other transmission experiments [8] , [9] the use of a low-chirp laser and lowloss (0.20 dB/km) fiber has allowed repeaterless transmission at 2 Gbit/s over 130 km and at 4 Gbit/s over 103 km. In the following we discuss the role of various noise sources in limiting the transmission distance as a function of the bit rate. Calculations using practical values of the receiver parameters showed that any noise source has negligible effect on the receiver sensitivity if the signal-to-noise ratio for that noise source is greater than 200 [ 101. With this in mind, we can estimate the relative contributions of various noise sources to the bit error rate. The laser noise in general is very small ( s -23 dBm). For a 2-mW operating power, this corresponds to a signal-to-noise ratio of 400. This value is sufficiently large and causes a negligible power penalty in the receiver sensitivity. Fiber-farend reflections can induce sufficient power fluctuations to result in large power penalties [lo] . A power penalty of 2.5 dB due to reflection was experienced in our experiment. The reflection-induced noise is, however, independent of the length of fiber [lo] and therefore does not impose any limitation on the transmission distance.
The signal-to-noise ratio for mode partition noise in the extreme case varies roughly as MSR / &% [ 141. If there are only 2 side modes, a MSR 2 400 will impose negligible power penalty in the receiver sensitivity. Since single-frequency lasers with a MSR of greater than 400 are readily available, the mode-partition noise is not expected to limit the transmission distance in single-frequency lasers. Chirp is not a limiting factor at low bit-rates, since the relaxation oscillations are sufficiently damped at the decision point. At high bit-rates ( 2 2 Gbit/s), however, the undamped relaxation oscillations would induce errors in the decision and the chirp may become the major noise source for limiting the transmission distance. In the following, we show that strong damping of relaxation oscillations is a governing factor for improving the performance of highbit-rate Iong-haul lightwave systems. Fig. 5 shows the chirp-limited transmission distance at various bit rates for a bit-error rate of loF9. Also shown is the fiber loss-limit at 0.2-dB/km assuming an average launched power of 1 mW and a receiver sensitivity of -42.6 dBm at 420 Mbit/s with an APD [3] . The chirp limits for 1 A and 0.5 A chirp amplitudes are calculated for lasers with relaxation damping constants X' / vR = 1, 1.5 and 2, assuming a fiber dispersion of 17 ps/km-nm. The chirp limit depends strongly on the relaxation damping constant. Also shown in Fig. 5 are the experimental points for transmission experiments at 0.42, 1, 2, and 4 Gbit/s reported in [3] , [ 5 ] , [6] , [8], [9] . It can be seen that the transmission distances at 0.42 and 1 Gbit/s [3], [5] were loss limited, while the transmission distance at 2 Gbit/s [6] was limited by the chirp. In the other experiment at 2 Gbit/s [8] the use of a low chirp (0.4 A) laser and low-loss (0.2 dB/km) fiber has resulted in a transmission distance of 130 km. In this experiment the transmission distance is actually loss limited due to a low launched power ( -3.8 dBm) and the fiber splicing loss unaccounted for in our calculation. Operation of this laser at a higher power ( -1.6 dBm) increased the damping rate of relaxation oscillations and made it possible to perform the experiment at 4 Gbit/s over 103 km of fiber [9] .
V. CONCLUSION
We have used computer simulations to analyze the system performance of a 1.7 Gbit/s transmission experiment performed using a 1.56-pm DFB-DCPBH single-frequency laser. It is demonstrated that computer simulations are very useful in analyzing the relative contribution of various noise sources to the bit-error rate. Our results show that parasitic reflections and the frequency chirp were the major noise sources in our 1.7-Gbitls transmission experiment. We have used our numerical model to study the dispersion-limited transmission distance for lightwave systems operating in the Gbit/s range. The mode-partition noise is not a limiting factor if the singlefrequency laser has its side inodes suppressed by a factor 'of 400 or more. By contrast, the frequency chirp severely limits the system performance at high bit rates. The chirplimited transmission distance is found to improve significantly with an increase in the damping rate I' of relaxation oscillations. Since r can be increased by increasing the bias level of the laser, it may become necessary to operate the high-bit-rate lightwave systems with a relatively low extinction ratio in order to reduce the chirp and increase the transmission distance.
APPENDIX DERIVATION OF (17)
To calculate the signal-to-noise-ratio degradation induced by chirp, we consider signal transmission at the bit rate B with a time slot Tb = 1 / B . When such a signal is transmitted through a fiber with dispersion D = (dw / d X) ( d 2 p / d w 2 ) for a distance z , the whole bit stream is delayed on average by a time Dz A,, where X, is the center wavelength. In addition, the signal at time t suffers a differential delay A r with reference to the center wavelength, where
A r = D z A A ( t ) . ( A I )
As a result, the decision circuit at the receiver with the decision point set at the time Th/2 (with reference to the onset of a pulse) receives a signal originated at the time Tb/2 -A r , where A r is given by
The effect of the differential delay A T represented by (A2) is that an undershoot in the optical pulse due to relaxation oscillations is delayed and appears at a different position of the pulse when it arrives at the decision circuit. If this undershoot happens to appear at the center of the pulse where the decision time is set and falls below the decision level, an error will occur. Equation (A2) may have multiple solutions representing different portions of the optical pulse being delayed and detected by the decision circuit. In order to account for delays A r greater than Tb /2, i.e., signals originating from earlier bits, we write A T = nTb + A rr where n is an integer and AT? lies be-JOURNAL OF LIGHTWAVE TECHNOLOGY, VOL. LT-5, NO. 5, MAY 1987 tween -Tb / 2 to + Tb /2. Equation (A2) is then modified to become nTb + A T ; D A h ( t = Tb/2 -A T ? ) . (A3) Each detected signal presents a fluctuation of magnitude p ( t = Tb/2 -A r ? ) about the mean value b, of the bit " 1 " . Let P, be the probability of finding a bit " 1 " in the nth bit. The total fluctuation about the mean value b, of the bit "1" at the decision point is then given by A = P, p ( t = Tb/2 -A r r ) .
For n = 0 , i.e., for the bit under consideration, P , = 1.
For other bits n # 0 , P, = 4 for a pseudorandom sequence since there are equal probabilities for other bits to be " 1 " or "0". Equation (A4) is a conservative estimate because it assumes that every bit of " 1 " starts with a relaxation oscillation that is not generally the case in the non-returnto-zero format of the pseudorandom word modulation. We assume that there exists significant time jitter in the decision time and average the fluctuation A over one relaxation-oscillation cycle. This is a fair assumption since under normal operating conditions the relaxation-oscillation frequency is about 4-5 GHz which corresponds to a time scale of 200-250 ps, a reasonable value of time jitter. Using (15) in (A4) and performing the average, we obtain The standard deviation of the photocurrent fluctuation is obtained by multiplying u by (/hv) ( M ) . This leads to (17) of the text if we replace T, by 1 / B .
