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Tensor eigenvalues and eigenvectors have been introduced in the recent mathematical literature
as a generalization of the usual matrix eigenvalues and eigenvectors. We apply this formalism to a
tensor that describes a multipartite symmetric state or a spin state, and we investigate to what extent
the corresponding tensor eigenvalues contain information about the multipartite entanglement (or,
equivalently, the classicality) of the state. This extends previous results connecting entanglement to
spectral properties related to the state. While for spin-1 states the positivity of the smallest tensor
eigenvalue is equivalent to separability, we show that for higher values of the angular momentum
there is a correlation between entanglement and the value of the smallest tensor eigenvalue.
PACS numbers: 03.65.Aa, 03.65.Ca, 03.67.-a
I. INTRODUCTION
In the study of multipartite entanglement, symmetric
multipartite states have drawn some attention recently
[1–3]. One reason for that is that they span a Hilbert
space whose dimension grows only linearly with the num-
ber of constituents, rather than exponentially for arbi-
trary multipartite states. They are therefore easier to
deal with than generic states, and they provide a first
step towards a more general understanding of multipar-
tite entanglement. A pure symmetric N -qubit state can
be written as a superposition of the Dicke states familiar
in quantum optics. A Dicke state is a state of N two-level
atoms (i.e. qubits) where a given number of excitations
is symmetrically distributed over the N constituents, so
that the state is invariant under permutations of the
qubits. Such states have important technological poten-
tial for quantum storage, as the coupling constants of
photons to atoms can effectively be increased by a factor√
N when coupling the atoms symmetrically to the light
field [4]. Another physical realization of Dicke states is
provided by angular momentum eigenstates, i.e. spin-j
states arising as collective angular momentum states of
N = 2j physical spins-1/2. The Dicke states are formally
equivalent to eigenstates |j,m〉 of operators J2 and Jz,
where Jx, Jy, Jz are the usual angular momentum op-
erators. A mixed symmetric state is then defined as a
mixture of pure symmetric states (note that this notion
is distinct from that of ’symmetrized mixed state’, which
would be a tensor product of spin-1/2 density matrices
symmetrized by summing over all permutations).
Among the pure spin-j states, spin coherent states
(also called SU(2)-coherent states) are the ones that come
as close as possible to the ideal of a classical phase space
point, in the sense that their quantum fluctuations for
the angular moment components are as small as allowed
by Heisenberg’s uncertainty relation [5]. Furthermore,
they keep this property under the dynamics induced by
Hamiltonians linear in the angular momentum compo-
nents, corresponding physically for example to precession
in a magnetic field. For a spin-j coherent state, the ex-
pectation value of the angular momentum operator in a
specific direction n is 〈J.n〉 = ~j, a feature not true for
a general pure spin-j state. In this sense a spin-j co-
herent state points in a well-defined direction (note that
all pure spin-1/2 states are coherent states, as they can
be specified by a Bloch vector on the unit sphere). If a
spin-j coherent state is interpreted as a symmetric N -
fold tensor product of N = 2j qubits, it can be expressed
simply as the tensor product of N identical spin-1/2 co-
herent states. Therefore spin-j coherent states coincide
with symmetric separable pure states. Classical spin-j
states are defined as statistical mixtures of spin coherent
states [6–8]. When expressed in the Dicke basis, they can
be seen as separable symmetric N -qubit states.
Just as entanglement of a quantum state can be mea-
sured as the distance to the set of separable states, the
quantumness (or non-classicality) of a spin-j state can
be measured as its distance to the set of classical states
[9]. Our purpose here is to investigate quantumness prop-
erties of a state from its spectral properties. There has
been substantial research trying to figure out what entan-
glement properties can be derived from the spectrum of
eigenvalues of the density matrix representing a compos-
ite system [10–16], and how to directly access the spec-
trum experimentally without having to reconstruct the
full density matrix [17–19]. Measures of entanglement
based on the spectrum have the immediate advantages of
being relatively easy to compute, and to be invariant un-
der unitary transformations, i.e. to capture “absolute sep-
arability” [13]. Other well-known entanglement criteria
are based on bounds of spin-correlations [20, 21], which
in turn exploit the positive-partial transpose (PPT) cri-
terion. In [22] we introduced a tensorial representation
for spin states. In this representation, a spin-j density
matrix is expanded as a sum over matrices of dimensions
(2j + 1) × (2j + 1), and the expansion coefficients take
the form of a tensor Aµ1µ2...µN with N = 2j indices. We
showed in [23] that the PPT criteria applied to symmetric
multi-qubit states can be unified by means of a matrix T ,
obtained from the tensor representation of the equivalent
spin-j state by splitting the set of indices in two subsets,
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2and considering each set as coding for the row or column
index of the T -matrix. Positive partial transpose is then
equivalent to positivity of the T -matrix, and correlation
criteria for observables, such as spin-squeezing inequali-
ties, can also be derived from positivity of T [23].
In the light of these entanglement criteria based on
spectral properties of the density matrix, or on positiv-
ity of the T -matrix constructed from the tensor A, one
may wonder whether the spectrum of the tensor A itself
contains deeper information about the entanglement of
the state. While the spectral theory of matrices is more
than one century old, its extension to tensors is much
more recent. The spectral theory of tensors has devel-
oped a lot in the past decade, and various tools have
been proposed in the mathematical literature to tackle
this problem (see [24] for a short review, and also Sec-
tion III below). But the relevance of the spectral theory
of tensors for the separability (or classicality) problem
has just recently attracted some attention in the quan-
tum information community. For example in [25] it was
shown that for pure states the largest tensor eigenvalue is
equal to the geometric measure of entanglement, i.e. the
maximal overlap of the state with a pure separable state.
This entanglement measure is in fact essentially equiv-
alent to finding the best rank-one approximation of the
tensor. Therefore, the largest tensor eigenvalue is directly
related to the entanglement of a state. In this paper we
will explore a new connection, which relates the smallest
tensor eigenvalue to the entanglement of a pure or mixed
state. This originates in the fact that the entanglement of
a state is related to the positive-definiteness of a tensor,
which in turn is linked to the sign of its smallest tensor
eigenvalue.
In the present paper we report results of our investiga-
tions on the connection between spectral properties of the
tensor of order 2j associated with a spin-j state, and the
classicality of that state. The paper is organised as fol-
lows. First we recall some definitions of quantumness and
the tensor representation, and show how the spectrum of
the tensor is connected to the quantumness/classicality
question. In section III we introduce tensor eigenvalues,
and as an illustration calculate them explicitly for two
examples. In section IV we introduce an efficient algo-
rithm for calculating the distance from a state to the set
of classical states. Section V explores numerically the
connection between smallest tensor eigenvalue and quan-
tumness.
II. DEFINITIONS
A. Entanglement and quantumness
We consider a system of N qubits and we restrict the
Hilbert space to the subspace of symmetric states. We
will describe them with the terminology of spin-j states
with N = 2j. Spin coherent states can be written as [26]
|α〉 =
j∑
m=−j
√(
2j
j +m
)(
cos
θ
2
)j+m(
sin
θ
2
e−iφ
)j−m
|j,m〉,
(1)
with θ ∈ [0, pi] and φ ∈ [0, 2pi[ spherical angles. Here
|j,m〉 are the usual angular momentum basis vectors,
i.e. the simultaneous eigenvectors of the total angular
momentum squared J2 and its Jz component, with eigen-
values j(j + 1) and m, respectively (~ = 1). The spin
coherent state |α〉 can be seen as a spin-j pointing in
the direction n = (sin θ cosφ, sin θ sinφ, cos θ). A spin-j
state ρc is classical if and only if it can be expressed as
a mixture of spin coherent states with positive weights
[27], i.e. if there exist spin coherent states |αi〉 such that
ρc =
∑
i
wi|αi〉〈αi|, 0 ≤ wi ≤ 1,
∑
i
wi = 1. (2)
We denote by C the ensemble of such states. Since a
coherent spin state is formally exactly a pure symmetric
separable state and vice versa [23], an entangled symmet-
ric multi-qubit state is therefore a state which cannot be
written as a classical state as in Eq. (2). The amount of
entanglement translates into a certain amount of non-
classicality, or quantumness, defined as the (Hilbert-
Schmidt) distance to the convex set of classical states,
i.e.
Q(ρ) = min
ρc∈C
||ρ− ρc||, (3)
where ||A|| =
√
tr(A†A) is the Hilbert-Schmidt norm
[9]. A spin-j state has a quantumness larger than zero
whenever the corresponding N -qubit state is entangled.
It is known that the separable state closest to a sym-
metric state in terms of the Bures distance is also sym-
metric [28]. However for other distances this may not
be the case. In particular, the Hilbert-Schmidt distance
from an N -qubit symmetric state to the set of separable
states is in general not equal to the quantumness of the
corresponding state of a physical spin-j system, as some
separable non-symmetric states may lie closer.
B. Tensor representation
In order to conveniently deal with expansions of quan-
tum states over spin coherent states, we use a represen-
tation suited to this purpose, that has recently been in-
troduced in [22]. We express a spin-j density matrix ρ in
the following way. Let σa, 1 ≤ a ≤ 3, be the usual Pauli
matrices, and σ0 the 2×2 identity matrix. We define the
4N matrices Sµ1...µN (with N = 2j) by
Sµ1...µN = P (σµ1 ⊗ σµ2 · · · ⊗ σµN )P †, 0 ≤ µi ≤ 3,
(4)
with P the projector onto the symmetric subspace of
tensor products of N spins- 12 (the subspace spanned by
3Dicke states). The matrix ρ can be expanded over the
Sµ1...µN as
ρ =
1
2N
Aµ1µ2...µNSµ1µ2...µN (5)
(summation over repeated indices is implicit), with real
coefficients
Aµ1µ2...µN = tr(ρSµ1µ2...µN ) (6)
(see [22] for detail). The Aµ1µ2...µN are invariant under
permutation of the indices and enjoy the property that
for any µi, 3 ≤ i ≤ N and 0 ≤ µi ≤ 3,
3∑
a=1
Aaaµ3...µN = A00µ3...µN . (7)
Normalization of the states ρ in (5), trρ = 1, translates
to A00...0 = 1.
The coordinates Aµ1µ2...µN can be seen as a symmetric
order-N tensor. We thus refer to (6) as the tensor repre-
sentation of ρ. This representation is a generalization of
the spin- 12 Bloch sphere representation
ρ =
1
2
AµSµ (8)
with Bloch vector A = tr(ρσ) and A0 = 1 (noting that
Sµ = σµ).
C. Classicality in the tensor representation
The tensor associated with a spin coherent state |α〉
pointing in direction n is simply given by
Aµ1µ2...µN = 〈α|Sµ1µ2...µN |α〉 = nµ1nµ2 · · ·nµN , (9)
with n0 = 1 and n = (n1, n2, n3) [22]. The definition
of classicality, Eq. (2), can be reexpressed in terms of
tensors. A state is classical if and only if there exist
positive weights wi and unit vectors n(i) such that its
tensor of coordinates A can be written as
Aµ1µ2···µN =
∑
i
win
(i)
µ1n
(i)
µ2 · · ·n(i)µN , (10)
with n(i)µ = (1,n(i)). Contracting such a tensor with an
arbitrary real order-1 tensor q gives
Aµ1µ2···µN qµ1qµ2 · · · qµN =
∑
i
wi
(
n(i)µ qµ
)N
. (11)
If j is an integer (i.e. if N is even), the right-hand side is
always positive since the weights wi are positive. There-
fore, any tensor having the form (10) is such that its
contraction with an arbitrary order-1 tensor is positive.
This precisely corresponds to the definition of positive
semi-definiteness of the tensor A as introduced in [29]. A
necessary condition for classicality of ρ is thus that its
associated tensor be positive semi-definite. In the case
of a spin-1 system, where the tensor reduces to a matrix,
this is also a sufficient condition [30]. However, for j ≥ 2
it is not sufficient anymore, since there exist non-classical
states which have a positive tensor representation, as will
be discussed below.
Before continuing the discussion on the relationship
between classicality and tensor properties, we introduce
some elements of the spectral theory of tensors.
III. TENSOR EIGENVALUES
A. Definitions
Let Aµ1...µN be the tensor representation of a spin-j
state. Its entries are real and symmetric under any per-
mutation of indices. Tensor eigenvalues and eigenvectors
of such a real symmetric tensor are defined in [29]. Dif-
ferent definitions have been introduced. For instance, for
a tensor with N indices, each ranging from 0 to n − 1
(in our case n = 4), Z-eigenvalues, which we will use in
this paper, are the real numbers λ such that there exists
a real vector v with n components verifying
Av[N−1] = λv
vT v = 1,
(12)
where Av[k] denotes the tensor of order N − k given by(
Av[k]
)
µk+1...µN
= Aµ1µ2...µN vµ1vµ2 · · · vµk , (13)
and vT is the transpose of v.
The different definitions of tensor eigenvalues can be
written as special cases of the B-eigenvalues, which are
defined [31] as
Av[N−1] = λBv[m−1], Bv[m] = 1, (14)
where B is a real symmetric order-m tensor and λ, vµ ∈
C. If B is chosen as the identity matrix (i.e. m = 2) and
λ, vµ are restricted to real values, then the solutions λ are
the Z-eigenvalues defined in Eq. (12). If m = N and B is
the identity tensor (i.e. Bµ1...µn = 1 if all µi are identical
and Bµ1...µn = 0 otherwise), so that Bx[m] = xm0 + xm1 +
· · ·xmn , real solutions to (14) are called H-eigenvalues [29].
Another type are the D-eigenvalues, which have recently
found application in magnetic resonance imaging studies
of the diffusion kurtosis coefficients of water molecules
[32]. They can be written as real B-eigenvalues if m = 2
and there exist a symmetric positive definite matrix D ∈
Rn×n with Bx[2] = xTDx, such that there exists a real
vector v with
Av[m−1] = λDv, vTDv = 1. (15)
For a more detailed overview on the topic of tensor eigen-
values see [24, 29, 33].
4It is possible, via resultant theory, to generalize the
usual matrix notions of determinant and of characteristic
polynomial, and to obtain eigenvalues as the (generally
complex) roots of the characteristic polynomial associ-
ated with the tensor [29]. Note however that the Z (or
H)-eigenvalues defined above are real numbers. If this
restriction to reals is lifted, many properties of ordinary
matrix eigenvalues are recovered (for instance the num-
ber of eigenvalues, or their total sum, is known). Never-
theless, the restriction to real numbers is justified if one
wants to generalize the property that a matrix is positive
semi-definite if and only if its eigenvalues are positive. In-
deed, both Z and H-eigenvalues share the property that
a tensor is positive semi-definite if and only if all Z or H-
eigenvalues are positive, which makes them the most nat-
ural suitable generalization of matrix eigenvalues. But
the H-eigenvalues are not invariant under rotation, while
Z-eigenvalues are, as will be shown below. Since spin
coherent states behave in a very simple way under rota-
tion, we will concentrate on the Z-eigenvalues defined by
Eq. (12), which we will refer to, from now on, as "tensor
eigenvalues". Note that we also tested our methods on
the H-eigenvalues, and they gave comparable results to
the ones presented in section V.
B. Properties
Tensor eigenvalues do not share all the properties of the
familiar matrix eigenvalues. For example it is in general
not true that the tensor eigenvalues of a diagonal ten-
sor are just its diagonal elements. However, the tensor
eigenvalues are invariant under rotations and the corre-
sponding eigenvectors are just the rotated eigenvectors
(Theorem 7. of [29]). In order to familiarize the reader
with the tensor notation, let us show this explicitly. Take
v as a tensor eigenvector of the real symmetric tensor A
with tensor eigenvalue λ, i.e. fulfilling (12). Given a real
orthogonal matrixR and the rotated objects marked with
primes, then
A′v′[N−1] =
N∏
i=1
Rµi,νiAν1...νN
N−1∏
j=1
Rµj ,ηjvηj (16)
=
N−1∏
j=1
(RTR)νj ,ηjRµN ,νNAν1...νN vηj (17)
= RµN ,νNAν1...νN
N−1∏
j=1
vνj
(12)
= RµN ,νNλvνN = λv
′, (18)
which proves that the eigenvalues are unchanged by ro-
tations and the new eigenvectors are just the rotated old
ones. This feature is particularity important in our case,
because a rotated spin-j quantum state ρ′ = Rˆ†ρRˆ, with
Rˆ = exp(−iθ J · n) the spin-j representation of a ro-
tation, has a tensor representation given by A′µ1...µN =
Rµ1,ν1 · · ·RµN ,νNAν1...νN with R the 4× 4 matrix whose
3 × 3 lower-right block is the orthogonal matrix asso-
ciated with the rotation of axis n and angle θ, and
Rµ,0 = R0,µ = δ0,µ [22].
Determining tensor eigenvalues is usually a computa-
tionally hard problem. It can be expressed in the follow-
ing way: The tensor eigenvalues defined by (12) are the
critical points of the polynomial
L(λ;x1, x2, . . . , xN ) = Ax
[N ] − λ (||x||N2 − 1) , (19)
with
||x||2 =
√
x20 + x
2
1 + x
2
2 + x
2
3. (20)
Indeed, critical points of L are defined by ∇L = 0; the
conditions ∂L/∂xν = 0 are equivalent to the first line in
Eq. (12), as can easily be seen from the fact that if A is
a symmetric tensor one has
∂
∂xν
Ax[N ] = N
(
Ax[N−1]
)
ν
(21)
and
∂
∂xν
||x||N2 = N(x20 + x21 + x22 + x23)N/2−1xν . (22)
Condition ∂L/∂λ = 0 gives the second line in Eq. (12).
Thus the tensor eigenvalues can be obtained as the local
extrema of Ax[N ] over the 3-sphere x20+x21+x22+x23 = 1.
As shown in [34], a real symmetric tensor is positive
semi-definite, i.e. Ax[N ] ≥ 0 for all x, if and only if all
of its tensor eigenvalues are non-negative. Hence, it is
sufficient to calculate the smallest tensor eigenvalue to
determine the positivity of the tensor. In particular, a
tensor can be positive definite only if the tensor has an
even number of indices: Otherwise each tensor eigenpair
(λ, v) has also a negative counterpart (−λ,−v), as can be
seen by the definition (12). Numerically, the smallest ten-
sor eigenvalue is obtained by computing the global mini-
mum of Ax[N ] over the 3-sphere. Such a problem can be
tackled numerically using methods described e.g. in [31].
In the next section we show examples of quantum states
where tensor eigenvalues can be derived analytically.
C. Examples
1. Tensor eigenvalues of spin coherent states
For a spin-j coherent state with Bloch vector n the ten-
sor representation Aµ1...µN takes the simple form (9). In
order to deduce all tensor eigenvalues λ and eigenvectors
xµ, we have to solve Eq. (12), which then reads
Aµ1...µNx
[N−1] = (nµ1xµ1) . . . (nµN−1xµN−1)nµN
= λxµN , ||x||2 = 1. (23)
Since the tensor eigenvalues are invariant under rotation,
we can, without loss of generality, rotate n to the form
5(1, 0, 0). This simplifies Eq. (23) to
(x0 + x1)
N−1
110
0
 = λ
x0x1x2
x3
 , ||x||2 = 1. (24)
From the third and fourth line it is visible that there are
two solutions λ = 0 or x2 = x3 = 0. If λ = 0, then
x0 = −x1 and x2, x3 are arbitrary under the restriction
||x||2 = 1. Otherwise, λ =
√
2
N
for N even, or λ =
±√2N for N odd, and x0 = x1 = ±1/
√
2, x2 = x3 = 0.
Thus the tensor eigenvalues of a tensor associated with
a coherent spin-j state are (±1)N 2j and 0. For integer
j we recover the fact that the tensor is positive, as it
should since a spin coherent state is classical.
2. Tensor eigenvalues of the maximally mixed state
For the maximally mixed state ρ0 = 1N+11N+1, the
tensor representation is given by
AxN =
bjc∑
k=0
(
N
2k
)
2k + 1
x
2(j−k)
0
(
x21 + x
2
2 + x
2
3
)k
, (25)
where b·c is the floor function [22]. For vectors x con-
strained by x20+x21+x22+x23 = 1, Eq. (25) can be rewrit-
ten as
AxN =
bjc∑
k=0
(
N
2k
)
2k + 1
x
2(j−k)
0 (1− x20)k := g(x0), (26)
with −1 ≤ x0 ≤ 1. If j is an integer, g(x0) is a sum
of positive terms and thus larger than zero. The tensor
eigenvalues are local extrema of AxN on the 3-sphere, or
equivalently the local extrema of g(x0) over the interval
[−1, 1]. The local extrema on the border of the interval,
|x0| = 1, give a tensor eigenvalue λ = 1. Because g(x0)
is symmetric there is a local extremum at x0 = 0, which
gives the tensor eigenvalue λ = 1/(N +1). For j ≥ 3 the
function g(x0) has exactly one extremum in the interval
]0, 1[, which gives a third tensor eigenvalue (see Appendix
for a proof). Thus for integer j the tensor associated with
the maximally mixed state has three tensor eigenvalues
and the minimal tensor eigenvalue is λmin = 1/(N + 1).
For half integer j there are two tensor eigenvalues on
the border of the interval which give ±1. For j ≥ 5/2 the
function g(x0) has a maximum in ]0, 1[ (see Appendix for
a proof), and since g(x0) is antisymmetric also a corre-
sponding minimum in ]− 1, 0[. Thus the tensor has four
tensor eigenvalues.
IV. CALCULATING QUANTUMNESS
Our goal is to compare quantumness of a spin-j state as
measured by the distance (3) with spectral properties of
the tensor associated with it. In order to compute quan-
tumness (3) efficiently, the calculation can be rewritten
as a quadratic optimization problem, by fixing a large
number of spin coherent states in the sum (2) and opti-
mizing over the weights wi. This is detailed in Section
IVA. However, this does not guarantee to find the global
minimum, as the decompositions of the closest classical
states may involve spin coherent states which do not be-
long to the large set chosen. To improve the accuracy of
the estimation we will use the outcome of the quadratic
optimization as starting point in a linear optimization
routine detailed in Section IVB.
A. Quadratic algorithm
The state is written as a [2(N + 1)2]-dimensional real
vector r, whose entries are the real and imaginary entries
of its density matrix ρ in the |j,m〉 basis (or any other
fixed basis). In the same way the classical state ρc in
Eq. (2) is written as Cw, where C is a [2(N + 1)2]×M
real matrix whose ith column is given by the real and
imaginary parts of entries of |θi, φi〉〈θi, φi| expressed in
the same basis as ρ, w is the vector of weights, and M
is the number of spin coherent states used in the sum of
the form of Eq. (2). The squared quantumness can be
written as
Q2(ρ) = min
C,w
2(N+1)2∑
i=1
[ri − (Cw)i]2 , (27)
which can be expressed as
Q2(ρ) = min
C,w
[
wT
(
CTC
)
w − (2rTC)w + rT r] . (28)
To approximate the solution to this optimization prob-
lem we generate a large set of M (∼ 800) spin coherent
states |θi, φi〉 that determine a matrix C and a vector
c =
(
rTC
)
, and solve
min
w
wT (CTC)w − 2cTw, wi ≥ 0, (29)
(we removed the constant term rT r). Note that the en-
tries of (CTC) are given by
(CTC)ik = |〈θi, φi|θk, φk〉|2
= 4−j [1 + cos θi cos θk + cos(φi − φk) sin θi sin θk]2j
(30)
and that
ci = 〈θi, φi|ρ|θi, φi〉. (31)
The optimization (29) can be performed with the pow-
erful numerical algorithms available, e.g. the ’interior-
point-convex’ method [35]. It is notable that the size of
the quadratic optimization problem, given by the vec-
tor c and the matrix CTC, does not depend on the spin
6size j, but only on the number of random spin coherent
states used. However, for very large values of j (∼ 1000)
even the one-time calculation of c and CTC can become
computationally expensive.
To improve the outcome it is advantageous to iterate
the optimization several times with different sets of spin
coherent states. In the subsequent iterations, only the
spin coherent states with large weights are kept and ad-
ditional nearby states are added to the set. The set is
then completed with random spin coherent states. After
typically ∼ 8 iterations, we take the best outcome as an
approximation of the global minimum of (27). This also
provides an approximation ρ˜c for the true closest classi-
cal state ρc. By construction, ρ˜c is a classical state, so
that quantumness is necessarily overestimated, since the
distance to any classical state gives an upper bound on
the quantumness. To further improve its determination,
a linear optimization can then be performed as follows.
B. Linear algorithm
Suppose we have obtained an approximation ρ˜c for the
closest classical state ρc by running the quadratic algo-
rithm above. If the classical state ρ˜c is not exactly on
the border of the classical domain, it is possible to move
it in the direction of the state ρ while remaining in the
classical domain. This yields a better approximation of
the global minimum, and thus of the actual quantum-
ness. This step can be formulated as a linear optimiza-
tion problem by parametrizing the states inbetween the
classical state ρ˜c and ρ, as
ρk = (1− k)ρ˜c + kρ = ρ˜c + k(ρ− ρ˜c), (32)
with k ∈ [0, 1]. Now the optimization task is to maximize
k under the constraint that ρk stays classical, which can
be formulated in the form of linear constraints as∑
i
wi|θi, φi〉〈θi, φi|+ k(ρ˜c − ρ) = ρ˜c, (33)
and the optimization is now performed on wi and k with
0 ≤ wi ≤ 1, and k > 0 while |θi, φi〉 are (a large number
of) fixed spin coherent states. Similarly as in section
IVA, this optimization problem can be written as
max
w,k
k, with Cw + (r˜c − r) k = r˜c, (34)
where the i-th columns of C are given by the real and
imaginary parts of entries of |θi, φi〉〈θi, φi|, and r, r˜c are
the real and imaginary parts of entries of the density
matrices ρ and ρ˜c. Since a linear optimization is much
faster than a quadratic optimization, the set of random
spin coherent states used to fix the linear constraints can
be much larger, e.g. usually by two orders of magnitude,
and still have a runtime comparable to the quadratic op-
timization. However, in contrast to the quadratic algo-
rithm the computational demands depend on the spin
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FIG. 1. (Color online) Probability distribution of the smallest
tensor eigenvalue λmin for random states on the border of the
classical domain, with j = 2 (black, dots), j = 3 (red, crosses)
and j = 4 (blue, solid). These states are the closest classical
states to random mixed states and were determined with the
quadratic and linear algorithm described in Section IV.
size j, since the number of rows in C scales as O(j2). In
the results presented in the next section this linear opti-
mization step improves the quadratic results usually by
an amount smaller than 10−4. While this improvement is
usually negligible, it becomes relevant to estimate quan-
tumness of states close to the boundary of classical states,
and to properly identify classical states.
V. CONNECTION BETWEEN TENSOR
EIGENVALUES AND QUANTUMNESS
A. Tensor eigenvalues for entanglement detection
As mentioned earlier, a classical state must have a pos-
itive semi-definite tensor representation. Therefore, if its
smallest tensor eigenvalue λmin is negative the state is de-
tected as non-classical, i.e. entangled. To test the rigour
of the detection we generated states just on the border
of the set of classical states. This was done by taking
random states drawn from the Hilbert-Schmidt ensemble
of matrices ρ = GG†/tr(GG†), with G a complex matrix
with independent Gaussian entries (see [36] for detail),
and calculating its closest classical state according to the
method presented in the previous section. In Fig. 1 the
distribution of the smallest eigenvalues is shown for this
ensemble of closest classical states. If positivity of A were
a sufficient condition for classicality, then λmin would be
equal to 0 for all closest classical states. Numerically, we
rather get values centered around 0.03, 0.04 and 0.06 for
j = 4, 3, 2, respectively.
Thus, states lying at the border of classical states, with
zero quantumness, have a smallest tensor eigenvalue sig-
nificantly larger than zero, which indicates that for the
values of j considered this method of entanglement de-
tection is not well suited for too weakly entangled states.
Conversely, one may wonder what is the typical quan-
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FIG. 2. (Color online) Probability distribution of the quan-
tumness Q(ρ) (3) for states having a positive smallest tensor
eigenvalue smaller than 10−5. The states are created by mix-
ing a random mixed state with the maximally mixed state
according to (35) and decreasing a until the smallest ten-
sor eigenvalue is close to zero. The numerical uncertainty of
the quantumness is of the order 10−4. The three lines black
(dotted), red (crossed), blue (solid) correspond to spin sizes
j = 2, 3, 4. These states are all entangled, but nevertheless
have a positive definite tensor representation.
tumness of states which have a vanishing smallest tensor
eigenvalue. To investigate this we generated states such
that λmin ' 0, by mixing a random initial state ρ with
the maximally mixed state
aρ+ (1− a) 1
N + 1
1, 0 ≤ a ≤ 1 (35)
(with 1 the identity matrix), and decreasing a until the
smallest tensor eigenvalue was close to zero. The results
for these states are shown in Fig. 2. The quantumness
is distributed around the value of 0.06, irrespective of
the spin size j, which again indicates that the small-
est tensor eigenvalue is not able to detect weakly entan-
gled states. This appears to be a systematic underper-
formance, because we did not find instances of classical
states which also have a smallest tensor eigenvalue equal
to zero. Instead, almost all states on the "detection bor-
der" λmin = 0 already have a quantumness larger than
0.02.
To conclude, the smallest tensor eigenvalue detects en-
tanglement (or quantumness) in spin-2 to spin-4 states
only reliably if the quantumness is at least about 0.1.
In the other direction, spin-2 to spin-4 states can be as-
sumed to be separable (or classical) only if the smallest
tensor eigenvalue is larger than 0.12.
B. Measure of entanglement based on tensor
eigenvalues
The results above show that while any state with
λmin < 0 is entangled, positivity of λmin does not seem
to be a good indicator of separability. However, for non-
classical states, the amount by which λmin is negative is
FIG. 3. (Color online) The quantumness (3) as function of
the smallest tensor eigenvalue (12) for ∼ 60.000 randomly
generated mixed spin-j states. The top figure corresponds to
spin size j = 2, the second to j = 3 and the bottom to spin
size j = 4. There is a clear correlation between the amount of
quantumness and the magnitude of negative smallest tensor
eigenvalue, however, this correlation is getting weaker for j =
3 and even weaker for j = 4.
correlated with the amount of entanglement as measured
by the quantumness.
This is an approach similar as in the entanglement
measure of negativity [37], where the amount of entan-
glement is taken as the sum of all negative eigenvalues of
the partially transposed state ρPT, namely
N (ρ) =
∑
i
|µi| − µi
2
, (36)
where µi are the eigenvalues of ρPT. For j = 1, we showed
8FIG. 4. (Color Online) The quantumness (3) of ∼ 60000
randomly generated spin-6 mixed states as function of their
smallest tensor eigenvalue (12). For this system size there is
almost no correlation, between the magnitude of the smallest
tensor eigenvalue and the quantumness.
in [23] that the tensor eigenvalues are exactly the eigen-
values of ρPT. Unfortunately, in the case of tensor eigen-
values (j ≥ 3/2), it is computationally expensive to find
all tensor eigenvalues. But the smallest tensor eigenvalue
provides at least an indicator for the amount of entangle-
ment. This is illustrated in Fig. 3, where quantumness
is plotted as a function of the smallest tensor eigenvalue
(computed by the algorithms described in Section IV)
for a large set of random states. The correlation between
the two quantities gets weaker for larger system sizes,
i.e. j ≥ 4. For spin j = 6, the correlation is almost gone,
as can be seen in Fig 4.
VI. CONCLUSION
We introduced a new connection between the mathe-
matical concept of tensor eigenvalues and the study of
entanglement. The smallest tensor eigenvalue can be
used to detect quantumness in symmetric states and can
also give an estimator of its amount. Interestingly, this
extends previous results in the mathematical literature
relating the largest tensor eigenvalue to the geometric
measure of entanglement. For a spin-1, positivity of the
smallest tensor eigenvalue is equivalent to separability
of the state. However, for j ≥ 2 they are not well suited
for states which are just slightly quantum, since weakly
entangled states have usually a positive semi-definite
tensor representation (and are therefore not detected by
the smallest tensor eigenvalue criterion). The correlation
between the amount of quantumness and the magnitude
of the (negative) smallest tensor eigenvalue is noticeable
for j = 2, 3, 4, but for higher values of j quantumness
and smallest tensor eigenvalues are almost uncorrelated.
A possible way to improve these results might be to use
the sum of all negative tensor eigenvalues as estimator for
the quantumness of a state, instead of just the smallest
tensor eigenvalue. However, the calculation of all ten-
sor eigenvalue is computationally much more demanding.
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APPENDIX: TENSOR EIGENVALUES OF THE
MAXIMALLY MIXED STATE
Here we will prove that the function g(x) defined in
(26) has only one local extremum in the open interval
]0, 1[ for j ≥ 52 . We reparametrize the function g with
x→ cos t+ sin t√
2
, (37)
with t ∈]pi4 , 3pi4 [, so that we get
g(x)→ f(t) = 2
j
2j + 1
cos2j+1 t− sin2j+1 t
cos t− sin t . (38)
The condition f ′(t) = 0 is equivalent to H(t) = 0, with
H(t) := (sin t+ cos t)
(
cosk t− sink t)
+ k sin t cos t(sin t− cos t) (cosk−2 t+ sink−2 t) , (39)
with k = 2j + 1. Using H(pi/4) = 0 and H(3pi/4) ≤ 0,
we show that H(t) has only one real root in the inter-
val ]pi4 ,
3pi
4 [ by showing that it is strictly increasing then
strictly decreasing then strictly increasing over this in-
terval.
To find the extreme points of H(t) we calculate
H ′(t) = (k − 1)(cos t− sin t)
×
[
sink t− cosk t+ k
(
tan2 t cosk t− sin
k t
tan2 t
)]
. (40)
Now we show that H ′(t) has two roots in ]pi4 ,
3pi
4 [ by set-
ting u = cot t in (40) with u ∈]− 1, 1[ and counting roots
of
P (u) := −uk + kuk−2 − ku2 + 1 (41)
in the interval ] − 1, 1[. Descartes’ rule of signs tells us
that this function has either three or one roots in ]0,∞[.
As P (0) = 1, P (1) = 0, P ′(1) = k(k − 5) > 0 and
limu→∞ P (u) = −∞, there are necessarily three roots in
]0,∞[ and exactly one in ]0, 1[. To study the negative
side u < 0, note that if k is even the function P (u) is
symmetric, so that there is also only one root in u ∈
]− 1, 0[. In the case of odd k, we set w = −u ∈]0, 1[, and
P (−u) = P˜ (w) = wk − kwk−2 − kw2 + 1. (42)
Applying Descartes’ rule again to P˜ , we get that P˜ (w)
has either two or zero real roots in ]0,∞[. However, since
9P˜ (0) = 1, P˜ (1) = 2(1 − k) < 0 and limw→∞ P˜ (w) = ∞,
the function has to have exactly one root in the interval
]0, 1[ and one in ]1,∞[.
This shows that H ′(t) has one root in ]pi/4, pi/2[ and
one in ]pi/2, 3pi/4[. Since H ′(pi/2) = 1 − k < 0, we con-
clude that H(t) increases, decreases and then increases
again, so that it has only one root in ]pi/4, 3pi/4[. So g(x)
defined in (26) also has only one extreme point in the
open interval ]0, 1[, which gives a single tensor eigenvalue
x ∈]0, 1[.
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