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Introduction
The level of the aircraft engines' reliability affects flight safety directly. Estimating the reliability level scientifically and objectively is the foundation of reliability management and decision-making of maintenance for aircraft engines. The difficulties of operation reliability analysis for aircraft engines lie in three aspects. First, there are less failure data and rich condition monitoring data. Second, there is a problem of competing failures caused by the diversity of failure modes arising from the complexity of the system. Third, the operational reliability is dynamic change.
Extracting reliability information from a large amount of monitoring information is a common concern issue in the current theoretical and engineering field. Researchers in the United States, Britain, Australia and other countries promote using HUMS(health and usage monitoring systems) to monitor the health and use of engines, structure, etc, which can provide full-time health information and on-line monitoring, in order to make the diagnosis and prediction of the remaining life of the equipment, structure and operation [10] . HP Engine Company has developed an advanced life prediction system for gas turbine engines, which integrates fault prognostics and health management capacity [22] . Sugier J, Anders GJ [24] described the deterioration process by a Markov model, developed the equipment life curve using its various characteristics and quantified other reliability parameters. Cobel proposed using data fusion method, which fuses condition monitoring data and fault data effectively, to predict the remaining life, used genetic algorithm to select optimal monitoring parameters, applied GPM (General path model, GPM) to achieve that transform the traditional reliability analysis based on failure time to analysis based on failure process [7] . For the operation reliability or on-line reliability analyisis, Lu H et al. presented a evaluation model of real-time performance based on time series method, and researched the reliability prediction of the bit excessive wear failure by regarding drill thrust as a performance monitoring parameters [15] . Elwany and Gebraeel presented a model for predicting system performance reliability based on Bayesian, and applied to parts replacement and inventory decisions [8] . Li et al. discussed the multi-state coherent system composed of multi-state components [14] . Chinnam made use of the reliability condition of some parts which performance degenerate signals were monitored and adopted a general polynomial regression model to describe performance change [6] .
For complex systems, the reliability evaluation of single failure mode or single point of failure is an ideal assumption. But in terms of practical situation of aircraft engines, the failure modes are various and multi-failure modes often coexist. The failure modes can be divided into degradation failure and sudden failure only on the basis sciENcE aNd tEchNology of major categories of classification. Different failure modes interact each other, constantly change their forms of expression and mechanism of action in different stages of the running system. It is a problem of competing failures in essence, increasing the complexity of the reliability evaluation. The problem of competing failures has drawn a lot of concern in the field of reliability engineering. Lehmann surveyed some approaches to model the relationship between failure time data and covariate data like internal degradation and external environment models [13] . Bagdonavičius et al. made use of the half updating process of the linear degradation model to study the non-parameter estimation method of competing failure model, and to simplify the calculation, the model used decomposition method [1] . Pareek et al. studied the problem of censored data processing for competing failures [16] . Bedford et al. presented a competing risks reliability model for a system that releases signals each time of its condition deteriorates and provided a framework for the determination of the underlying system time from right-censored data [2] . Su et al. regarded the incidence of sudden failure as the function of performance degradation amount, made use of Wiener process to describe the degradation process, and proposed a reliability evaluation model for competing failures [23] . Bocchetti et al. proposed a competing risk model to describe the reliability of the cylinder liners of a marine Diesel engine, in which the wear process is described by a stochastic process and the failure time due to the thermal cracking is described by the Weibull distribution [3] . Park et al. [17] and Kundu et al. [12] considered the analysis of incomplete data in the presence of competing risks among several groups. Chen et al. developed methods for competing risks when individual events are correlated with clusters [4] . Wang et al.
used Bivariate exponential models to analyze competing risks data involving two correlated risk components [26] . Xing et al. presented a combinatorial method for the reliability analysis of system subject to competing propagated failures and failure isolation effect [27] . Salinas-Torres et al. [20] and Polpo et al. [19] proposed the Bayesian nonparametric estimator of the reliability of a series system under a competing risk scenario. Peng et al. developed reliability models and preventive maintenance policies for systems subject to multiple Dependent Competing Failure Process (MDCFP) [18] .
For the characteristics of aircraft engines' opertion reliability, the information fusion technology will be referenced to the aircraft engines' reliability modeling and the input parameters of the reliability model will be determined by information fusion. The impacts of competing failure modes on system reliability will be analyzed through data. The paper will use fuzzy support vector machine to fuse online condition monotoring data. Further, Bayesian model averaging method are used to study the data, to select the optimal model, and to propose a reliability analysis model for aircraft engines based on competing failures.
The modeling framework of operation reliability analysis for aircraft engines
The paper intends to combine the recent research results concerning operation reliability analysis and competing failures, and to propose operation reliability analysis methods based on competing failures for aircraft engines. The monitoring information characteristics of aircraft engines are reflected in the following aspects. First, there are multi-source monitoring information to monitor aircraft engines operation reliability. Second, there are insufficient monitoring information because of monitoring cost consideration. Third, the monitoring infomation often has some noise because of operation environment change and sensor reliability. Therefore, it can be concluded that for the analysis and prediction of aircraft engines performance, the problem consists in the data analysis of small sample and high noise. Fuzzy support vector machine has been selected to model operation condition of aircraft engines. Failure mechanism of aircraft engines should be considered, establishing the reliability anaylysis models respectively for the different failure modes. In the case of different failure modes coexist, the reliability analysis model based on competing failures is established. The modelling process is shown in Fig.1. 
Performance degradation analysis of aircraft engines
In the aircraft engine operation process, performance degradation is the main reason leading to reliability decrease. So, it is necessary to evaluate performance degradation. By evaluating the performance degradation level, performance degradation reliability of aircraft engines can be evaluated. The performance degradation evaluation is based on condition monitoring information, through processing and fusion condition monitoring information of aircraft engines.
Condition monitoring information of aircraft engines
The performance monitoring of aircraft engines includes three categories, namely, gas path monitoring, oil monitoring and vibration monitoring. The engines' performance degradation (or reduced efficiency) will usually be reflected in changes of monitoring parameters.
Gas path monitoring. Gas path system is the key composition I of aircraft engines, which includes air-compressor, combustor and turbine, etc. Gas path monitoring consists of some subsets of inter-stage pressure and temperatures, spool speeds and fuel flow. The main monitoring parameters of gas path are exhaust gas temperature and fuel flow.
Oil monitoring. Oil monitoring includes various oil system tem-II perature, pressures, fuel temperature, and delivery pressure. Oil monitoring are the auxiliary instruments for aircraft engines, which can be used for monitoring components of lubrication system and its sealing. The main oil monitoring parameters are oil pressure, oil temperature, and oil consumption rate.
Vibration measurements. High and low spools of aircraft engi-III nes are composed of blades, plates, axis and bearings. There are some vibration signals while wear and damage occur during rotation. The key parameters of vibration measurements include low pressure vibration and high pressure vibration.
The performance degradation is usually reflected on the change of condition monitoring parameters. For example, if exhaust gas temperature exceeds the standard, oil consumption rate will increase, or high pressure rotor speed deviation will occur, and a conclusion can be drawn that the aircraft engine is deteriorating.
Performance degradation evaluation based on fuzzy support vector machine
Comprehensively using above parameters to reflect the performance degradation of aircraft engines from the multi-dimensional perspective will be more realistic. In the paper, the problem can be solved by using fuzzy support vector machine. The advantages of fuzzy support vector machine method are shown as followed:
First, support vector machine (SVM) is presented as the study system of supposed linear function space which is used in high-dimension feature space by Vapnik and others [25] according to principles of structure risk minimization in study theory of statistics; it finds the best compromise between complexity of method and study ability according to limited sample information; it takes advantage of supporting vector machine in dealing with small sample and prediction to make it come true that it can be a highly effective conducting inference from training data sample to prediction sample, and to solve the reality problems of small sample, nonlinear, high dimension and local minimum point more sufficiently [21] .
Second, fuzzy support vector machine can excellently handle samples with noise and outlier rejecting. It can achieve the goal of eliminating the influence of noise and outlier rejecting samples by applying fuzzy technology to support vector machine, using different punishment weight coefficients for different samples, giving smaller weight to samples with noise and outlier rejecting [9, 11] . There are a lot of applications by FSVM prediction. For example, Cheng et al utilized weighted SVM, fuzzy logic and fast messy Genetic Algorithm (fmGA) to handle distinct characteristics in Estimate at Completion (EAC) prediction [5] .
Fuzzy support vector machine algorithm
Method of support vector machine (1) Note that training sample is denoted by x y i l 
s.t.
(1), C is s a penalty factor, it has made a compromise between empirical risk and trust scope, ξ ξ Denoting the training sample as:
Thus, its corresponding optimization problem is:
As is known from Eq. (5), this kind of fuzzy support vector machine, which makes samples with different membership, plays different roles in point training just by fussing the penalty factor C . The bigger µ i is, the more important the sample is, and the less possible the classification mistake is. When it is noise or outlier rejecting, the sample will reduce the effort on training by giving very small value to its membership so that it can widely reduce the influence of noise or outlier rejecting to support vector machine.
Method of determining membership (3) In order to determine the relationship between effective sample with outlier rejecting or noise, the paper uses affinity to determine membership function. After having found the smallest hyper-sphere of the sample set in feature space, marking the core and radius of the smallest hyper-sphere with a and r , thus the membership of the sample can be described as followed: .
This method makes a distinction between effective sample from noise or outlier rejecting more effectively and takes different calculation method of membership to effective sample and noise or outlier rejecting, and under the situation of maintaining support vector and membership big enough, it also can reduces the membership of noise and outlier rejecting so that it reduces the sensitivity of fuzzy support vector machine for noise. The calculation of membership is achieved by determining the radius of the smallest hyper-sphere. sciENcE aNd tEchNology
Performance degradation analysis of aircraft engines
Considered the multi-failure mode, sole reliability model is difficult to analyze aircraft engines reliability. The paper chooses Gamma process and Wiener process to describe aircraft engines operation reliability. Gamma process model mainly applied in the gradual performance degradation and reliability monotone decreasing. Wiener process model mainly applied in the structural reliability analysis, which has the function of describing multi-factors random disturbance effect on reliability. Using above two reliability analysis model, the reliability change law can be described comprehensively.
Gamma process reliability analysis model
Let ( ) y t be the amount of performance degradation failures at time t and l be the failures threshold. When ( ) y t l ≥ , aircraft engines will come up with performance degradation failures. Aircraft engines' performance degradation is irreversible, that is, the performance gradually decreases and the amount of performance degradation is constantly increasing with the use of time. Therefore, the Gamma process can be applied to describe the degradation process. Assume that 0 y is aircraft engines' initial performance, so w t , , its density function can be expressed as follows: is Gamma function. Generally assume that the scale parameter does not change in a performance monitoring process. Shape parameter changes with the change of the degradation process, because the extent and rate of the performance degradation experience an increasing trend, so we assume that shape parameter is proportional with expected degradation degree and time power, that is:
Further, Eq.(7) can be transformed as following:
Based on the theory of system reliability, the reliability for degradation failures can be depicted as following:
where, ε is the failure threshold for performance degradation of an aircraft engine. Then, the reliability evaluation for performance degradation of an aircraft engine can be depicted as following: 
Wiener reliability analysis model
The Wiener process from Brown motion in the physics. Denoted degradation amout ( ) w t as the following:
The stochastic process is defined as { } 
Assuming that the aircraft engine failure threshold is, the failure time of aircraft engine is described as the following:
Accordingly, at this time aircraft engine opertaion reliability is:
R t P T t F t t t t t
The probability distribution function is described as the following: 
Reliability analysis of aircraft engines using Bayesian model averaging(BMA)
For the complex system like aircraft engines, single reliability model is difficult to objectively describe the reliability change process. It is necessary to use multi-model technology to comprehensively analysis multi-modes of aircraft engines, which will improve the accuracy of reliability analysis and prediction. To study the mechanism of different reliability models, this paper will use Bayesian model averaging method. Bayesian model averaging (Bayesian model averaging, BMA) is a probability forecast approach that is proposed recently and is used in multi-mode collection. The forecast probability density function (PDF) of a particular variable in BMA, is a weighted average of a single model forecast probability distribution after deviation correction, and the weight is the corresponding model's posterior probability which represents each model's relative forecast skill in the model training phase. The secondary use of condition monitoring data and event data can be achieved through BMA technology. And this not only solves the problem of reliability analysis based on a single failures mode, but also solves the problem of interaction of multiple failures modes. Based on the data re-learning, the goal of an accurate analysis of civil aircraft system reliability can be achieved.
The multi-model is described as the following:
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k ∈κ represents the index of model, ( )
) represents the conditional probability function of event X under the model k M and the parameter θ k .
The probability of event X under the model k M can be computed as following:
Using Bayes theorem, the posterior density can be described as following:
The prediction effect is compared the actual value with the prediction value. The weight can be assigned by the Monte-Carlo Markov chain method.
For the aircraft engines,
represents the reliability analysis models 1 M represents the gamma reliability analysis model,
2
M represents the Wiener process reliability analysis model. Operation reliability analysis model for aircraft engines can be described as following: , which reflect the contribution degree of each falure mode on reliability analysis. The posterior expection and variance of reliability by BMA can be described as following: 
Where, σ j 2 is the prediction error of model j M under data set D . From eq. (21) the prediction variance of BMA include two intem, the first is the dispersion degree in the set, the second is the variance of prediction model itself.
In the paper, we use Markov Monte-Carlo (Markov Chain Monte Carlo, MCMC) simulation algorithm to calculate the failure mode weighting model in BMA model. MCMC is an important method to deal with complex statistical problems, especially for high dimensional integrals by Monte Carlo to compute the posterior distribution density. MCMC algorithm uses a number of different Markov chain, random sampling got based on BMA weights and variance in the likelihood function of weight variables. Considering the model weight itself is random, we assumes the weight is normal distribution. Using Metropolis-Hastings sampling technique, for the probability density function 
Compute acceptance probability of candidate point B. After enough iterations, M-H algorithm makes the Markov chain converges to the target distribution. Table 1 shows the 36 samples which have repaired and replaced engines. There are six parameters have been monitored, which are DEGT (the deviation exhaust gas tempreture), DWF (the deviation of fuel flow ), DOP (the deviation of oil pressure), DHPRS (the deviation of high pressure rotor speed), DLPRV ( the deviation of the low pressure rotor vibration value) and DHPRV (the deviation of highpressure rotor vibration value). The engines' TSI (Time Since Installation) and FH (Fight Hour) from the beginning of the monitoring moment can be obtained. From the data of Table 1 , the relationship between PDD (Performance Degradation Degree) and the various monitoring parameters can be extracted by the FVSM. In Table 1 , the former 24 samples are as training samples and the latter 12 samples are as test samples.
Example
The training samples comparison between predictive values and real values are shown in Fig. 2 and the test samples comparison between predictive values and real values are shown in Fig. 3 . As far as the comparison between the real value and predictive value by Fig. 2 and Fig. 3 , there are good effectiveness of prediction. By computation, the total predictive error is below 10% , and the result satisfy the basic demand of performance degradation evaluation of aircraft engines.
By collecting 9 samples condition monitoring parameters of some on-wing aircraft engines, the performance degradation degree can be calculated . Then, the performance degradation degree can be used as input variable, the gamma reliability model and the Wiener reliability model are used to analyze reliability of aircraft engine, respectively.
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The parameters of Gamma reliability model and Wiener reliability model are shown in Table 2 .
At the same time, BMA are used to calculated the each model weight, then the reliability model of aircraft engine can be calculated integrated Gamma reliability model and Wiener reliability model into one framework. The computation results by different reliability model are also shown in Table 2 . The reliability comparison among Gamma reliability model, Wiener reliability model and BMA reliability model are shown in Fig. 4 . From Fig. 4 , BMA reliability model are averaged by Gamma reliability model and Wiener reliability model. Fig.  5 gives the probability density function of Gamma reliability model sciENcE aNd tEchNology weight. Fig. 6 gives the probability density function of Wiener reliability model weight.
For the three alternative models, the Gamma reliability model and Wiener reliability model represent the different failure mode. BMA reliability model represent the different failure modes into one framework by computing the different reliability model weight. So, BMA can really analyze the mechanism of action between the different failure modes through learning different data. The advantages of the model are that it has higher forecast accuracy and it can effectively avoid the reliability overestimate or underestimate.
Conclusion
In this paper, the mechanism of different failure modes aircraft engines has been analyzed. Fuzzy support vector machine (FVSM) method are used to fuse condition monitoring information. The reliability analysis models including Gamma process model and Wiener process model, respectively for different failure modes, have been presented. Furthermore, these two models have been integrated on the basis of competing failures' mechanism. BMA has been used to analyze the impacts of different failure modes on aircraft engines' reliability. A reliability evaluation model for competing failures has been proposed, and the traditional model of competing failures has been transformed. This method not only can make full use of condition monitoring information, but also can analyze the mechanism and transforming relationship between different failure modes through data learning. The method should be studied further.
