Abstract. In this paper, we are concerned with positive solutions of quasilinear elliptic systems with the homogeneous Dirichlet boundary condition. In the case of αβ > (p − 1)(q − 1), under certain conditions we show that there exists λ * > 0 such that for any λ ∈ (0, λ * ) the boundary value problem has at least two positive solutions. In the case of αβ < (p − 1)(q − 1), we establish a priori estimates and the existence of positive solutions.
Introduction
Elliptic equations or systems, any of a class of partial differential equations describes phenomena that do not change from moment to moment, as when a flow of heat or fluid takes place within a medium with no accumulations. In addition to satisfying a differential equation within the region, the elliptic equation is also determined by its values (boundary values) along the boundary of the region, which represent the effect from outside the region. These condition can be either those of a fixed temperature distribution at points of the boundary (Dirichlet problem) or those in which heat is being supplied or removed across the boundary in such a way as to maintain a constant temperature distribution throughout (Neumann problem) [3, 17] . Nowadays, elliptic partial differential equations have applications in almost all areas of mathematics, from harmonic analysis to geometry to Lie theory, as well as numerous applications in physics and engineering with a well-developed theory [2, 4, 5, 7, 9, 13, 19, 20, 21] .
Consider the quasilinear elliptic system
where a and b are two positive constants, and Ω is a bounded smooth domain. One can see that system (1.1) has no variational structure. So it is difficult to study the existence of the solution of system (1.1) by using variational methods. For certain non-variational quasilinear elliptic systems, the existence of nontrivial solutions has been studied extensively [2, 5, 19, 20] . Let us briefly review some related studies on the topic. In [5] , Clément et al considered positive radial solutions of the quasilinear elliptic system 2) and assumed the so-called globally superhomogeneous structure βγ > (p − 1 − α)(q − 1 − δ).
System (1.2) is unstable in the sense that possible solutions of (1.2) cannot be obtained by iterative methods or the upper-lower solutions technique. A sufficient condition was obtained for the existence of a positive radial solution of system (1.2) in the nonvariational case. In [2] , Azizieh et al used continuation and moving hyperplane methods to prove existence and a priori estimates for p-Laplace systems of the form
where 1 < p 1 , p 2 < N , Ω ⊂ R N is bounded and convex, and f, g : R → R + are nondecreasing, locally Lipschitz continuous functions satisfying
for some positive constants C 1 , C 2 , D 1 and D 2 , and q 1 q 2 > (p 1 − 1)(p 2 − 1).
In [19] , Wang dealt with the existence and nonexistence of positive radial solutions for the weakly coupled quasilinear system
It is shown that there is a positive radial solution of the problem for various intervals of λ in sublinear cases by the topological degree theory and fixed point theorems in a cone. We denote
with center zero and radius R. A connected and closed set S + ⊂ [0, ∞) × E is said to be a continuum of solutions of system (1.
Note that if 1 < p and q < N , then it has
are completely continuous (0 < η < 1) [18] , any weak solution (u, v) of system (1.1) is a solution belonging to C 1+η 0
But in general when p, q > 1, the weak solution of system (1.1) may not necessarily belong to E. Throughout this paper, if there is no special statement, a solution of system (1.1) is considered to belong to E or C 1+η 0
In [20] , the regularity (or partial regularity) of weak solutions to a quasilinear elliptic system with lower-order terms was studied. The main aim of this paper is to use topological methods to study the existence and nonexistence of solutions of system (1.1) in the cases of αβ > (p− 1)(q − 1) and αβ < (p− 1)(q − 1), respectively. Under the conditions that αβ > (p − 1)(q − 1) and Ω is a ball, we will establish a priori estimates of solutions by means of the blow-up method. Furthermore, we obtain the following Theorem 1 by using the topological degree theory. For a single equation, the similar problems have been studied in [10, 14] . For example, in [10] , Fleckinger and Reichel were concerned with global continua of positive solutions for the equation
where q > p − 1 and 1 < p ≤ 2. By using a topological degree argument and a weighted Poincaré inequality, they obtained that there exists an unbounded continuum of solutions for subcritical values of q. For supercritical exponents q it is shown that the problem has a unique solution for the small values of λ > 0.
Motivated by these results, we obtain the following Theorem on an unbounded continuum of solutions of system (1.1):
where
.
Then, the following assertions hold. * > 0 such that (i) for any 0 < λ < λ * , system (1.1) has at least two solutions on S + ; (ii) for λ = λ * , system (1.1) has at least one solution on S + ; (iii) for any λ > λ * , system (1.1) has no solution.
When αβ < (p − 1)(q − 1) and Ω is a bounded smooth domain, we do not make use of the blow-up method, since it is unclear whether there exists the corresponding Liouville-type theorem in this case.
Let
Assume that (H 1 ) 0 < δ < p − 1 and 0 < γ < q − Theorem 2. Suppose that αβ < (p − 1)(q − 1), and conditions (H 1 ) and (H 2 ) hold. Then for any λ > 0, system (1.1) has at least one solution.
When δ = p − 1 and γ = q − 1 in system (1.1), we have the following theorem: Theorem 3. Let δ = p − 1 and γ = q − 1 in system (1.1). Suppose that αβ < (p − 1)(q − 1) and (H 2 ) holds. Then there exists λ * > 0 such that (i) system (1.1) has no solution for any λ > λ * ; (ii) system (1.1) has at least one solution for any 0 < λ < λ * . Furthermore, there exist a sequence {λ n } and a sequence solutions {(u λn , v λn )} of system (1.1) satisfying λ n → λ * and
It is remarkable that under the assumption either δ = p − 1 and 0 < γ < q − 1 or γ = q − 1 and 0 < δ < p − 1 in system (1.1), when (H 2 ) holds, we can also derive the same result as described in Theorem 3.
The rest of this paper is organized as follows. In Section 2 we present some preliminary results which will be used in the proofs of our main results. In Section 3 we prove Theorem 1, and in Section 4 we prove Theorems 2 and 3, respectively.
Preliminaries
In order to present proofs of our main results in a straightforward way, in this section we recall some basic lemmas, which include the maximum principle for the p-Laplacian operator [11] :
N is a bounded domain of class C 1+η , 0 < η < 1, and suppose that a ∈ L ∞ (Ω). Then the following assertions are equivalent: 
Suppose that P is a cone of the real Banach space X and '≤' denotes the order produced by P . We say that P is normal if and only if each order interval in X is bounded. Let X ′ ⊂ X. An operator N is said to be an increasing operator in
The following is a lemma regarding a fixed point for the increasing operator [1] .
Lemma 2. Suppose that x 0 , y 0 ∈ X with x 0 ≤ y 0 , and N : [x 0 , y 0 ] → X is an increasing operator satisfying
If P is normal and N is a completely continuous operator, then N has a minimal fixed point x * and a maximal fixed point y * in the interval [x 0 , y 0 ] such that
where x n = N x n−1 and y n = N y n−1 satisfy
Consider a parameter-dependent problem of the form
in a Banach space X, where x ∈ X and λ ∈ R. Solutions of equation (2.5) can be described by the following global continuation theorem, which is actually a global version of the implicit function theorem [3, 8] .
Lemma 3. Let F : R × X → X be completely continuous and (λ 0 , x 0 ) be a solution of equation (2.5) . Suppose that U is a bounded and open set such that x 0 ∈ U and (i) for fixed λ 0 there is no other solution in U;
(ii) the Leray-Schauder degree deg(I − F (λ 0 , ·), U, 0) = 0. Then there exists a closed and connected (=continuum) S + ⊂ [λ 0 , ∞) × X of solutions of system (2.5) with (λ 0 , x 0 ) ∈ S + and one of the following two alternative holds:
To find a priori estimates for solutions of system (1.1), we need the lemma [16] :
where c 1 and c 2 are two positive constants.
Proof of Theorem 1
In this section, our objective is to investigate the existence and nonexistence of solutions of system (1.1) with Ω = B R . It follows from the moving plane method that any solutions of system (1.1) are all radially symmetric (see [15] ). Denote
Apparently, D is a real Banach space induced by the maximum norm and
In order to show the branch of solutions of system (1.1), we need to define the following solution-operator N associated with system (1.1) by
where h t (s) = |s| t sign(s), and
We denote the norm of the Banach space D by
By the Arzela-Ascoli Theorem, we know that N : [0, ∞)×D → D is completely continuous. It is easy to see that (u, v) ∈ D solves system (1.1), namely, (u(|x|), v(|x|)) is a solution of system (1.1) if and only if (u, v) is a fixed point of N (λ, ·, ·).
Then system (1.1) has no solution for sufficiently large λ > 0.
for any s, t > 0 and large λ > 0, where λ 1,p (0) denotes the first eigenvalue of −∆ p with the homogeneous Dirichlet boundary condition. Suppose that (u, v) is a solution of system (1.1), then we have
By the regularity argument, we have (
(Ω), where 0 < η < 1. It follows from Lemma 1 that λ 1,p (−λ 1,p (0)) > 0. This yields a contradiction to λ 1,p (−λ 1,p (0)) = 0. For the case of γ ≥ q − 1, the proof is closely similar, so we omit it.
Since (0, 0) is only one fixed point of N at λ = 0 and N (0, ·, ·) = 0, by the normal property of the Leray-Schauder degree, it follows that Proposition 2. For a bounded and open subset U ⊂ D and (0, 0) ∈ U, we have
Now, we give a priori estimates for solutions of system (1.1) by using the scaling argument, which plays a critical role in the proof of Theorem 1.
Proposition 3. Let 1 < p and q < N . Suppose that
Then for anyλ > λ > 0, there exists M > 0 such that
Proof of Proposition 3. Suppose that there exists a sequence λ n ∈ [λ,λ] such that the corresponding N (λ n , ·, ·) has a fixed point (u n , v n ) ∈ D satisfying
From (3.6) and (3.7), it follows that u n and v n attain the maximum values at 0 and u ′ n (r), v ′ n (r) ≤ 0. Let (σ, l) be the solution of the following linear system:
that is,
where A n = C σ n and B n = C l n . Thus, we have
For the sake of conciseness, we denote
for each x ∈ B CnR (0), then we have that
Since 0 ≤ w n and z n ≤ 1, by regularity arguments for quasilinear elliptic equations [18] , it follows that {(w n , z n )} has a convergent subsequence in
Without loss of generality, we assume that
we have 1 2 σ ≤ w(0) ≤ 1. Using the maximum principle, we can deduce that
where |w| ∞ ≤ 1, |z| ∞ ≤ 1, w > 0 and z > 0, which gives a contradiction with Lemma 4.
When τ
1/l
n ≥ µ 1/σ n , the argument is almost the same.
Remark 1. Proposition 3 gives a priori bounds of maximum norm for solutions. Indeed, for anyλ > λ > 0, by combining with regularity arguments for quasilinear elliptic equations, there exists M ′ > 0 such that
Proof of Theorem 1. When λ = 0, N (0, ·, ·) has a unique fixed point (0, 0). By Lemma 3 and Proposition 2, there exists an unbounded continuum S + ⊂ [0, ∞) × D of solutions of (u, v) = N (λ, u, v). It follows from Proposition 1 that the continuum S + is bounded in the λ-direction, so it has to become unbounded in the direction of the Banach space D. In virtue of Proposition 3, S + bends back to λ = 0 and becomes unbounded near λ = 0. Let S ⊂ [0, ∞)×D be the set containing all solutions of (u, v) = N (λ, u, v). In order to make S + maximally connected we replace S + by the connected components of S containing S + . For our convenience, we still denote it by S + . Let [0, λ * ] be the projection of S + onto the λ-direction. We still denote u(|x|) by u(x), and the other radially symmetric functions are also denoted in this way.
Step 1 For any λ > λ * , system (1.1) has no radially symmetric solution. Otherwise, there exists µ > λ * such that system (1.1) with λ = µ has a radially symmetric solution, and we denote it by (u µ , v µ ). Since N (µ, 0, 0) ≥ (0, 0) and
where D 1 consists of all radially symmetric functions in C + satisfying (λ, u λ , v λ ) ∈V , then by the strong comparison principle [6] , we have (λ, u λ , v λ ) ∈ V . Hence, S + stays inside V, which is a contradiction to the unboundedness of S + .
Step 2 For any λ ∈ (0, λ * ), it holds that (λ, u λ , v λ ) ∈ S + , where (u λ , v λ ) is a minimal fixed point of N (λ, ·, ·). Suppose that there exists λ
Using a similar argument as that given in Step 1, we can obtain a contradiction to the unboundedness of S + too.
Step 3 For any λ ∈ (0, λ * ), there exists (λ,ū λ ,v λ ) ∈ S + such that
where (u λ * , v λ * ) is a minimal fixed point of N (λ * , ·, ·). Otherwise, there exists λ ∈ (0, λ * ) such that for any (λ,ũ,ṽ) ∈ S + we have
U is a relatively open set for [0, ∞)× D 1 . Since S + becomes unbounded near λ = 0, we have S + ∩ U = ∅. It is easy to see S + ∩Ū c = ∅ and connectedness of S + implies S + ∩ ∂U = ∅. So we have
So we see thatZ =Z 1 ∪Z 2 . By (3.11) and the strong comparison principle, we have
Clearly, it holds thatZ c = Y 1 ∩ Y 2 , where
Hence, we see ∂Z = ∂(Z c ). Using the strong comparison principle again gives ([0,λ] × ∂Z) ∩ S + = ∅, which is a contradiction. By Lemma 2, for any λ ∈ (0, λ * ), we have (u λ , v λ ) ≤ (u λ * , v λ * ). Consequently, for any λ ∈ (0, λ * ), system (1.1) has at least two solutions. When λ = λ * , by virtue of compact arguments, system (1.1) has a solution. Since solutions of system (1.1) are all radially symmetric, From the discussion in Step 1 it indicates that system (1.1) has no solution for any λ > λ * .
Remark 2. From the above proof, one can see that the condition (1.4) can actually be weakened. Theorem 1 still holds if (1.4) is replaced by the following condition:
Remark 3. We can also apply the same idea to consider a more general problem 12) where a 1 and a 2 are positive constants. If f 1 , f 2 , g 1 and g 2 are nondecreasing and continuous functions, and there are c 1 , c 2 > 0 such that for any s > 0,
hold, then Theorem 1 is true for system (3.12).
Proofs of Theorems 2 and 3
In this section, we assume that αβ < (p − 1)(q − 1) and Ω is a bounded and smooth domain. We denote the norm of W 
where C 0 (Ω) = {u ∈ C(Ω) : u| ∂Ω = 0}. For any weak solution belonging to E 0 , the regularity arguments imply that the weak solution belongs to C 1+η 0 (Ω) × C 1+η 0 (Ω), where 0 < η < 1. So, using a similar argument to the proof of Proposition 1, we obtain Proposition 4. Suppose that δ = p − 1 or γ = q − 1. Then there exists λ 0 > 0 such that for any λ > λ 0 system (1.1) has no weak solution belonging to E 0 . Let λ 0 = sup{λ > 0 : syetem (1.1) has a solution}.
Remark 4. Suppose that δ = p − 1 and γ = q − 1. According to Proposition 4, if there exists some λ > 0 such that the corresponding system (1.1) has a weak solution belonging to E 0 , then λ 0 < ∞. Moreover, it follows from Lemma 1 that
Proposition 5. Suppose that (H 1 ) and (H 2 ) hold. Then for anyλ > 0, there exists M > 0 such that
hold for λ ∈ [0,λ] and each weak solution (u λ , v λ ) of system (1.1).
Proof of Proposition 5. Suppose that λ ∈ [0,λ] and (u λ , v λ ) is an arbitrary weak solution of system (1.1). Then, we have
Denote by C(λ) and c(λ) the constants only depending onλ, Ω and the best Sobolev constants for the embedding, but they may vary from lines to lines. Due to (4.2), one can see In virtue of (4.8) and (4.9) and letting n be large enough, we have Proof of Proposition 6. By (H 2 ) and the regularity arguments, any weak solution of system (1.1) belongs to E 0 . From Remark 4, it follows that λ 0 ≤ min{λ 1,p (0), λ 1,q (0)}. So we have
By (4.12) and (4.13), we get
By (4.14) and (4.15), a straightforward calculation leads to (4.5) and (4.6). The rest proof is similar to that of Proposition 5, so we omit it.
The following proposition is a regularity result, which also gives a priori estimates of the solution of system (1.1).
Proposition 7. Suppose that δ = p − 1, γ = q − 1, and (H 2 ) holds. Then for any givenλ < λ 0 , there exists M such that
Proof of Proposition 7. We will use the standard method of regularity arguments. Due to (H 2 ), it follows that
by the first equation of (1.1) we have
by the Sobolev inequality and (4.17), we have
Repeating the above procedure, we have
By Proposition 6 and (4.23), we obtain a priori estimates of maximum norm of {u λ }. Similarly, we can also derive a priori estimates for maximum norm of {v λ }.
Using a similar argument as well as Young's inequality, we have Proposition 8. Suppose that (H 1 ) and (H 2 ) hold. Then for anyλ > 0, there exists M > 0 such that
To prove the existence of the solution of system (1.1), we define the operator M such that if M(λ, w, z) = (u, v) if and only if
It is clear that any nontrivial fixed point of M is the solution of system (1.1).
Obviously, M is a completely continuous in R + × E 0 , so we can apply the LeraySchauder degree to study the existence of the solution of system (1.1).
Proof of Theorem 2. Clearly, M(0, ·, ·) has a unique fixed point (0, 0). By Lemma 3, it follows that I − M(λ, ·, ·) = 0 has a continuum S + ⊂ [0, ∞) × E 0 of solutions of system (1.1), and S + is unbounded. Suppose that the projection of S + in the positive direction of λ is bounded, then the projection of S + on the Banach space E 0 is unbounded. By Proposition 8, it follows that when λ lies on a bounded interval, and the corresponding solution-set must be bounded, which induces a contradiction. Consequently, S + is unbounded in the positive direction of λ. In virtue of connection of S + , it follows that for any λ > 0, the operator M(λ, ·, ·) has at least a fixed point.
Proof of Theorem 3. For any bounded and open U with inner point (0, 0) in E 0 , it follows that deg(I − M(0, ·, ·), U, 0) = 1. Apparently, M(0, ·, ·) has a unique fixed point (0, 0). By Lemma 3 it follows that I − M(λ, ·, ·) = 0 has a continuum S + ⊂ [0, ∞) × E 0 of solutions of system (1.1), and S + is unbounded. By Proposition 4, one can see that S + is bounded in the positive λ-direction, so S + has to become unbounded in the direction of the Banach space E 0 . Let S ⊂ [0, ∞) × E 0 be the set containing all solutions of (u, v) = M(λ, u, v). In order to make S + maximally connected, we replace S + by the connected components of S containing S + . Without loss of generality, we still denote it by S + . Let [0, λ * ] be the projection of S + onto the λ-direction. By the definition of λ 0 , we have λ * ≤ λ 0 . Since the prejection of S + on the Banach space E 0 is unbounded, by Proposition 7 we see that it is impossible for λ * < λ 0 . Hence, we have λ 0 = λ * . Using Proposition 7 again, we deduce that there exist a sequence {λ n } and a corresponding sequence solutions {(u λn , v λn )} of system (1.1) such that λ n → λ * and |u λn | ∞ + |v λn | ∞ → ∞ (as n → ∞). 
