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Abstract 
The hard support vector regression attracts little attention owing to the overfitting phenomenon. Recently, a fast offline method
has been proposed to approximately train the hard support vector regression with the generation performance comparable to the 
soft support vector regression. Based on this achievement, this article advances a fast online approximation called the hard sup-
port vector regression (FOAHSVR for short). By adopting the greedy stagewise and iterative strategies, it is capable of online 
estimating parameters of complicated systems. In order to verify the effectiveness of the FOAHSVR, an FOAHSVR-based ana-
lytical redundancy for aeroengines is developed. Experiments on the sensor failure and drift evidence the viability and feasibility 
of the analytical redundancy for aeroengines together with its baseüFOAHSVR. In addition, the FOAHSVR is anticipated to 
find applications in other scientific-technical fields. 
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1. Introduction 
Over the past decade, as an excellent kernel model-
ing technique, support vector machine (SVM)[1] has
become popular in the field of machine learning and is 
viewed as the modern tool for classification and re-
gression. Training SVM needs to solve a quadratic 
programming problem. Although it is solvable in prin-
ciple, the sophisticated optimization technique like the 
interior point method is almost uneffective to settle it, 
especially in the large scale case. In the past few years, 
many fast algorithms have been developed to acceler-
ate the training of SVM. Altogether, they can be cate-
gorized into two kinds. One is to train SVM in the dual. 
As a familiar strategy to deal with the training problem, 
these kinds of algorithms including Chunking[2], se-
quential minimal optimization (SMO)[3-4], SVM light ,[5]
SVM Torch , and LIBSVM  can reduce the computa-[6] [7]
tional cost, but some problems still remain unsettled. 
Readers are often mistakenly impressed by it being the 
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only way able to train an SVM when in fact there exists 
a new-brand procedure, which processes it in the pri-
mal. O. L. Mangasarian  presented the finite Newton [8]
method to train a linear SVM and revealed that it was 
rather effective. O. Chapelle  proposed a recursive [9]
finite Newton method for nonlinear SVM and showed 
that an SVM could be solved in the primal as effi-
ciently as with the dual methods. Recently, L. Bo, et 
al.[10] presented a recursive finite Newton method for 
nonlinear support vector regression (SVR), and Y. P. 
Zhao, et al.[11] proposed a robust SVR in the primal 
with a non-convex loss function. In general, these al-
gorithms were used to tackle the offline training pro- 
blems of soft SVMs or SVRs, which contain the slack 
variables in the cost function. Because of the overfit-
ting phenomenon, the hard SVM attracts little attention 
in practice. Recently, L. Bo, et al. [12] came up with a 
greedy stagewise strategy to approximately train the 
hard SVM, thus enabling the hard SVM to obtain the 
faster training speed with the generalization perfor- 
mance comparable to the soft SVR. Later on, Y. P. 
Zhao[13] extended this fast training algorithm to regres-
sion domain and drew the similar conclusions. Regret-
tably, these approximate training algorithms for hard 
SVM and SVR, proven successful in practice, are all of 
offline. As a result, enlightened by the algorithms pre-
sented by Y. P. Zhao[13], this article further proposes the Open access under CC BY-NC-ND license.
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fast online approximation for hard support vector re-
gression (for short FOAHSVR). To attest to the effec-
tiveness of the presented FOAHSVR, an FOAH- 
SVR-based analytical redundancy for aeroengines is 
developed. The experiments on the sensor failure and 
drift have validated both the analytical redundancy for 
aeroengines and its base—the FOAHSVR itself. 
2. Hard Support Vector Regression 
Given the training data set 1{( , )}
N
i i id =x of the size N,
where xi∈Rn is the input and di the corresponding out-
put, a linear predictor f(·), viz. hard support vector re-
gression (HSVR), is constructed in the high-dimen-
sional (even infinite-dimensional) feature space as fol-
lows:  
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where ϕ (·) is a nonlinear mapping which can transform 
the input data xi in the input space into ϕ (xi) in the 
feature space. By using the kernel trick, the dual form 
of the HSVR is defined as 
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where k(·,·) is the kernel function which can be usually 
chosen from the Gaussian, the polynomial, multiplayer 
perceptron (MLP) or their hybrid. Generally, the Gaus-
sian is the common choice. For simplicity without los-
ing generality, the intercept of predictor, i.e. f (x) = 
wT·ϕ (x), can be dropped, and then HSVR becomes 
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After solving Eq.(3), the predictor, viz. HSVR, can 
be obtained as 
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The absence of upper bounds on the Lagrangian 
multipliers shown by Eq.(4) might impart them infinite, 
thus causing the overfitting phenomenon. This has 
made a greedy stagewise strategy approximately train 
the HSVR[13]. The greedy stagewise strategy-based 
hard support vector regression (GS-HSVR) owns the 
generalization performance comparable to the soft SVR 
due to the early stopping rule which is equivalent to an 
implicit regularization technique. There exists similar 
early stopping rule for artificial neural networks like 
back propagation networks to quit overfitting phe-
nomenon[14]. However, offline is one drawback of this 
fast approximate algorithm, so the article is persuaded 
to furnish a fast online approximation for HSVR. 
3. FOAHSVR
From Ref.[13], it is understood that the constraints 
* 0i iα α = (i =1,2, …, N) are guaranteed implicitly in 
Eq.(3). Hence, an approach can be found to rewrite 
Eq.(3) in a simpler form by letting *i i iβ α α= − and
*
i i iβ α α= + like 
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where β =[β1 β2 … βN]T. Further, Eq.(5) can be 
expressed in a more compact form like 
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, d = [d1 d2   …   dN]T, K is the kernel 
matrix with the element of Kij = k(xi, xj). The minimizer 
of Eq.(6) is 
d 0
d
g
ε= → = −ββ K d s           (7) 
Hence,  
1( )ε−= −β K d s              (8) 
If the conditional number of K is too large, the regular-
ized technique, K+C −1I (C is a large positive constant), 
can be utilized. Actually, Eq.(8) is unsolvable before 
the sign of β associated with s is found out. By using 
the greedy stagewise strategy similar to Ref.[12], the 
sign of β can be iteratively determined beforehand. 
If at the nth iteration, |P| training data are selected as 
support vectors, Eq.(5) becomes 
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where P is the index set of support vectors and ⋅  the 
cardinality. When the (n+1)th training datum enters, β n
is fixed and Eq.(9) is expanded into 
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After eliminating the constant term from Eq.(10), the 
following can be acquired 
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Eq.(12) is unfolded into 
(13)
In virtue of the positive definite nature of kernel 
function, Eq.(13) can be simplified into 
(14)
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From Eq.(15), it is discovered that the smaller the 
1
n
ng + is, the more important the xn+1. Hence, let δ <0 be 
the threshold value; then if 1
n
ng δ+ < , xn+1 is significant 
and chosen to be a support vector. Otherwise, xn+1 is 
discarded to curtail the predictive time. With the help 
of Eq.(15), it is possible to judge whether the training 
data should be discarded or not and by Eq.(14), the 
sign of βn+1 can be determined. Then, Eq.(8) can be 
computed at a cost of O(|P|3),
1
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If 1| |
n
P
−
=R K has already been computed at the nth itera-
tion, the Sherman-Morrison formula[15] allows Rn+1 to 
be found at a cost of O(|P|2). Hence, an updating for-
mula is obtained as follows: 
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where τ = RnkP(n+1), λ = (k(n+1)(n+1)−k(n+1)Pτ)−1.
From Eq.(17), the formula to compute β at the (n+1)th
iteration can be expressed by 
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Assume that β at the nth iteration has been computed 
with the equation of ( )n nP P Pε= −β R d s , the following 
updating formula can be acquired 
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Eq.(17) and Eq.(19) evidence that R and β can be ef-
ficiently updated at a cost of O(|P|2) without explicitly 
computing the inverse matrix. From Eq.(14), Eq.(15), 
Eq.(17) and Eq.(19), a fast online approximation for 
the HSVR can be attained. In summary, its flowchart 
can be described as below. 
(1) Given that the first training datum has already 
been obtained, define a small negative value δ, a small 
positive constant ε and a set P = ∅ and let n = 1. 
(2) If n==1, use Eq.(14) to find 1 1sign( )s β= and then 
let P = {1}, R1 = (k(x1, x1))−1 and 1 11 1 1( )R d sβ ε= − , go 
to Step (4); otherwise, use Eq.(14) and Eq.(15) to get 
sn+1 = sign 1( )nβ +  and 1nng + respectively. 
(3) If 1
n
ng δ+ > , discard xn+1, and let Rn+1=Rn,
β n+1 = β n; otherwise, Rn+1 and β n+1 are got from 
Eq.(17) and Eq.(19) respectively, and P = PĤn+1.
(4) Let n = n+1, go to Step (2). 
During implementing this procedure, the online pre-
dictor can be sought as follows: 
( ) ( , )ni i
i P
f kβ
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=¦x x x           (20) 
4. Comparison with GS-HSVR 
To verify the effectiveness of the proposed 
FOAHSVR, it is compared with the GS-HSVR in 
terms of the generalization performance against the 
real-world benchmark data sets, viz. Boston housing, 
AutoMPG, and Mg[16]. Here the Gaussian k(xi, xj) = 
exp
2
22
i j
γ
§ ·
−¨ ¸
−¨ ¸
© ¹
x x
is chosen as the kernel function. 
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Table 1 lists the specific number of training samples 
(trNum) and the number of testing samples (teNum) for 
each data set. Before starting the experiments, the input 
data are normalized into the closed interval [0,1] with-
out normalizing the outputs. For convenience to com-
pare, the performance index, viz. the root mean square 
error (RMSE), is defined as the deviation measurement 
between the target and the predictive values[17]. Table 1 
has tabulated the detailed experimental results. 
From Table 1, it is clear that the proposed FOAHSVR 
owns generalization performance comparable to the 
GS-HSVR on condition that they have nearly the same 
number of support vectors (#SV). To be more impor-
tant, FOAHSVR can be trained using the online 
method while GS-HSVR only offline. In order to 
demonstrate the feasibility and efficacy of its online 
property, in the following section, an FOAHSVR-based 
online scheme is designed for the analytical redun-
dancy for aeroengines to cope with the problems of 
sensor failure and drift. 
Table 1  Experimental results from real-world bench-
mark data sets
Data set Algorithm trNum teNum #SV RMSE
FOAHSVR 400 106 102 4.162Boston housing 
(γ = 2−1, ε =3) GS-HSVR 400 106 105 4.228
FOAHSVR 350 42 104 2.626AutoMPG 
(γ = 2−1, ε = 2) GS-HSVR 350 42 99 2.771
FOAHSVR 900 485 349 0.121Mg 
(γ = 2−1, ε = 0.1) GS-HSVR 900 485 349 0.122
5. FOAHSVR-based Analytical Redundancy for 
Aeroengines 
It is well known that the designed controller for 
aeroengines works effectively only when correct 
measurements are carried out. If a sensor does fail and 
shift, the controller will offer the aeroengine erroneous 
commands, causing it to operate out of order or even 
fatal disasters. Hence, some proper measures must be 
taken to guarantee the correctness of the signals pro-
vided to the controller. In general, there are two ways  
to solve this problem. One is to furnish more than one 
sensor to measure the same variable, viz. physical re-
dundancy. Obviously, this method will increase the cost 
and weight of an aeroengine and needs more room to 
house them. The other is analytic redundancy, which 
utilizes the numerical algorithms to reconstruct the 
comparable redundancies for the controller as a surro-
gate of physical redundancies to reduce the cost and the 
weight of an aeroengine. The analytical redundancy 
technique was proposed by R. V. Beard[18] for fault 
diagnosis and over the past few decades, it has found 
broad applications in many fields such as aeronautics, 
astronautics and other high-grade, precision and ad-
vanced industries. K. Botros, et al.[19] applied radial 
basis function neural networks to sensor fault detection 
on the compressor station driven by an RB211 gas tur-
bine. M. R. Napolitano, et al.[20] discussed the per-
formance of a fault-tolerant flight control system on the 
basis of simulated neural network for sensor fault de-
tection. N. Aretakis, et al.[21] proposed identification of 
sensor faults on turbofan engines by means of pattern 
recognition techniques. X. H. Huang[22] made a sensor 
fault diagnosis and presented reconstruction technique 
based on auto-associative neural network. The SVM, as 
a modern machine learning theory, owns better gener-
alization performance comparable to the artificial neu-
ral networks. Hence, B. W. Li, et al.[23] conceived a 
SVR-based fault diagnosis for a given turbofan engine. 
However, as this method for sensor fault diagnosis is 
offline, it would do no good if the training data input in 
online mode. Therefore, this article proposes an
FOAHSVR-based analytical redundancy to cope with 
the sensor failure and drift problems. Firstly, the re-
search object is introduced, which is a nonlinear com-
ponent level model of a turbofan engine with mixed 
exhaust (see Fig.1). 
Then, the FOAHSVR-based analytical redundancy 
technique is developed to detect, isolate and accom-
modate the sensor failure and drift. Fig.2 illustrates its 
block diagram. 
Fig.1  A turbofan engine with mixed exhaust.
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Fig.2  Block diagram of FOAHSVR-based analytical redundancy for aeroengines.
From Fig.2, it is understood that there are provided 
four FOAHSVR predictors without self-feedback in it, 
which are separately responsible for predicting the fan 
speed (PNF), the compressor speed (PNC), the total 
pressure after compressor (P3), and the total tempera-
ture after the high-pressure turbine (T45).
PNF predictor: 
(
)
PNF PNC PNC P3
PNF
P3 T45 T45 WFB
WFB A8 A8
ˆ ( 1), , ( ), ( 1), ,
( ), ( 1), , ( ), ( ), ,
( ), ( ), , ( ) (21)
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x n p x n x n p x n
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PNC predictor: 
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P3 predictor: 
(
)
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P3
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T45 predictor: 
(
)
T45 PNF PNF PNC
T45
PNC P3 P3 WFB
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ˆ ( 1), , ( ), ( 1), ,
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where WFB represents the main fuel flow, A8 the 
throat area, viz. the area of the section 8 and p the delay 
number. For each FOAHSVR predictor, the Gaussian is 
chosen as the kernel function with γ = 0.9 determined 
by the cross validation technique. Here, let the toler-
ance parameter be ε = 0.002 and the threshold value 
δ = −5e−6, which can control the trade-off between the 
prediction accuracy and the response time. Because the 
sensor failures and drifts are usually different from 
each other, different strategies should be taken to tackle 
them. Generally, if the sensor fails, the measurement is 
erroneous and if the sensor drifts, the sensed signal 
may contain some information available. Based on the 
linear correction[24], a nonlinear correction trick is pro-
posed to deal with the sensor drift as follows: 
ˆ
i i ie d d= −                (26) 
1
DCˆ( ) min 1,
FC DC
m
i
i i i i
ed d d d
−
§ − ·­ ½
= + − ® ¾¨ ¸
−¯ ¿© ¹
     (27) 
where DC is the drift threshold used to judge whether 
the sensor starts to drift and FC the failure threshold, m,
usually greater than 1. If ei >FC, the sensor is thought 
already to fail. In this case, from Eq.(26), the predicted 
value ˆid is used instead of the sensed value di as the 
output id . If ei lies in the interval [DC, FC], the sensor 
is regarded as drifting and the id is corrected according 
to Eq.(27). Finally, if ei >DC, the sensor is considered 
to work well and i id d= . Especially, if the sensor drifts, 
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the control parameter m can weigh ˆid and di. The larger 
the m, the more weighed the ˆid . Herein, let m = 4. 
This article carries out all the experiments on a per-
sonal computer with an AMD 3200+ (2.01 GHz) proc-
essor, a 512 MB memory, and a Windows XP operation 
system in MATLAB 7.1 environment. Because an 
aeroengine can be considered as a second-order object, 
p = 2 is selected to design the FOAHSVR predictors. In 
the first experiment with the throttle lever randomly 
pushed and pulled in the closed interval [25°, 75°] at 
the height of H = 0 and the Mach number of Ma = 0, 
the sensor failure is simulated for the PNF, PNC, P3 
and T45, respectively. According to authors’ experience, 
the degenerated value is set by letting ΔPNF = 
100 r/min, ΔPNC = 150 r/min, ΔP3 = 9.8 N/m2 and 
ΔT45 = 15 K when their corresponding sensors fail. 
Before constructing the FOAHSVR predictors, the 
sensed input-output pairs are normalized in the range 
[0,1]. In the ongoing simulations, the thresholds are 
chosen to be DC = 0.015 and FC = 0.03 with the cross 
validation technique. Fig.3 lists the simulation results 
when the PNF sensor fails in the range 6-7 s. The results 
for other failed sensors are omitted because of limited 
space. Table 2 tabulates the specific results. Those in the  
Fig.3  Experimental results for failed PNF sensor.
Table 2  Statistical results of sensor failures
  PNF PNC P3 T45 Predictivetime/ms
PNF sensor failure 0.002 9 0.000 7 0.006 0.001 3 4.44 
PNC sensor failure 0.001 0 0.000 7 0.006 0.001 3 4.59 
P3 sensor failure 0.001 0 0.000 7 0.006 0.001 3 4.53 
T45 sensor failure 0.001 0 0.000 7 0.006 0.001 3 4.55 
PNF and PNC sensors 
 cascade failure 0.002 9 0.000 7 0.006 0.001 3 4.52 
The four sensors si-
multaneous failure  0.005 4 0.001 4 0.006 0.001 7 4.48 
columns 3-6 are the maximum relative deviations (RD), 
viz. Target value Output valueRD =
Target value
− .
The second experiment simulates the multi-sensor 
failure. To begin with, the PNF and PNC sensors are 
assumed to fail in the cascade form, i.e. the PNF sensor 
firstly fails and then the PNC sensor starts to follow. 
Again, the four sensors, PNF, PNC, P3 and T45, are 
supposed to fail simultaneously. As for the detailed 
testing results in this respect, the article does not make 
them public, but the statistical results are referred 
thereto in Table 2. 
From Fig.3, it is easily understood that when the 
sensor fails, the erroneous signal is ignored and re-
placed by the predicted value, thereby assuring the in-
put signals to the aeroengine control system approxi-
mate correctness to enable the aeroengine to continue 
work. As regards the multi-sensor failure, i.e. the fail-
ure of PNF and PNC sensors in cascade form or the 
simultaneous failure of the four sensors, as their out-
puts deviate from the target values so slightly (for in-
stance, the maximum is about 6‰ in Table 2), the aero-
engine control system is still able to provide right 
commands according to the control law to assure the 
aeroengine of operational safety. All in all, it is proven 
the proposed analytical redundancy for aeroengine to-
gether with its baseüthe presented FOAHSVR itself is 
feasible and effective. From the predictive times in 
Table 2, the predictive time of FOAHSVR is less than 
5 ms. In this article, since these algorithms are encoded 
by using the fast MATLAB complier, the predictive 
time can be reduced to under 1 ms, which completely 
satisfies the requirements. 
About the third experiment, we will validate the 
problem of the sensor drift. First, we simulate the PNF, 
PNC, P3 and T45 sensor drift, respectively. Then, the 
FOAHSVR based analytical redundancy without cor-
rection trick, viz. Eq.(26), is utilized to deal with the 
sensor drift. The simulation results of the PNF sensor 
drift before and after applying the correction trick are 
depicted in Fig.4. As for the other sensors drift, the 
simulation results are left out with their statistical re-
sults listed in Table 3. 
(a) Before applying correction trick 
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(b) After applying correction trick 
Fig.4  Magnified experimental results before and after ap-
plying correction trick for PNF sensor drift.
Table 3  Statistical results for sensor drifts
 PNF PNC P3 T45 Predictivetime/ms
With  
correction 0.009 3 0.000 7 0.00 6 0.001 3 4.64 PNF sensor 
drift
Without 
correction 0.012 3 0.000 7 0.006 0 0.001 3 4.87 
With  
correction 0.001 0 0.005 0 0.006 0 0.001 3 4.83 PNC sensor 
drift
Without 
correction 0.001 0 0.016 4 0.006 0 0.001 3 5.32 
With  
correction 0.001 0 0.007 0 0.024 0 0.001 3 4.74 P3 sensor 
drift
Without 
correction 0.001 0 0.000 7 0.060 5 0.001 3 5.23 
With  
correction 0.001 0 0.000 7 0.006 0 0.011 1 4.73 T45 sensor 
drift Without 
correction 0.001 0 0.000 7 0.006 0 0.017 9 5.30 
The effects of using the correction trick are obvious 
by comparing Fig.4(a) with Fig.4(b) and from the sta-
tistical results in Table 3. In addition, the predictive 
time remains almost unchanged even when the correc-
tion trick is employed. There are also drawbacks in the 
suggested correction trick because if more than one 
sensor drifts simultaneously, the detection of sensor 
drift might fail. For example, if the P3 and T45 sensors 
simultaneously drift, the outputs might give out the 
drifted signals instead of the corrected results. Due to 
the online learning mechanism, the drifted signals 
learned by FOAHSVR predictors would not be de-
tected as failure happening. However, the multi-sensor 
drift does rarely take place, and, generally, the sensor 
drift is harder to discover than the sensor failure, which 
constitutes the main reason for the relative errors in 
Table 3 larger than those in Table 2. Therefore, it is 
expected to make more efforts than ever to investigate 
the problem of the multi-sensor drift. 
6. Conclusions
(1) An online approximation for HSVR is proposed. 
Experiments on the benchmark data sets have demon-
strated that FOAHSVR owns comparable generaliza-
tion performance with the offline GS-HSVR. 
(2) An FOAHSVR-based analytical redundancy 
technique for aeroengines has been presented to detect, 
isolate, and accommodate the sensor failure and drift. 
The experiments on the sensor or the multi-sensor fail-
ure have attested to the validity and feasibility of the 
proposed FOAHSVR and the FOAHSVR-based ana-
lytical redundancy for aeroengine. As for the sensor 
drift, a correction trick is introduced, which has been 
proved helpful to improve the detection effectiveness 
of the sensor drift through simulations. 
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