The dynamic effect of idiosyncratic risk on market returns has been debated recently. Previous studies examine the effect based on a regression of excess returns on one-lagged volatility. We claim this approach provides only a partial, limited picture of the dynamic effect of idiosyncratic risk that tends to be persistent over time. By correcting for the serial correlation in idiosyncratic volatility, we find a significant positive effect of idiosyncratic volatility. Unlike previous studies, this finding is robust with respect to various firm size portfolios, sample periods, and measures of the idiosyncratic risk. We further find that idiosyncratic volatility affects stock market returns beyond its effect through revisions in the present value of future cash flows and expected discount rates, and the idiosyncratic volatility contains fundamental factors as well as nonfundamentals. This suggests mispricing of the stock market in its response to idiosyncratic risk, and there may be some measurement problems with idiosyncratic risk, which may be related to non-diversifiable risk. 
Recently, interest in idiosyncratic volatility has increased, and the relation between stock returns and idiosyncratic volatility has been hotly debated. For example, Campbell, Lettau, Malkiel, and Xu (2001) find that firm-level volatility increased over the period , while the stock market as a whole has not become more volatile. Goyal and Santa-Clara (2003) examine the relation between stock returns and idiosyncratic volatility and find a significant positive relation between (equalweighted) average stock variance, which is largely idiosyncratic risk, and the (value-weighted) portfolio returns on the NYSE/AMEX/NASDAQ stocks for the sample period of 1963:8-1999:12. However, they find that the variance of the market returns does not forecast market returns. 1 Since asset pricing models in financial economics tend to predict that only systematic risk should affect returns, their finding seems rather unusual.
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In contrast, Bali, Cakici, Yan, and Zhang (2004) find that the Goyal and Santa-Clara (2003) result does not hold either for sample of 1963:8-2001:12 or for portfolios of stocks traded on the NYSE/AMEX or NYSE. They claim that it is primarily due to small stocks traded on the Nasdaq and a liquidity premium associated with them.
As such, empirical evidence on the relation between stock returns and idiosyncratic volatility remains mixed. Then, two fundamental questions remain. Does idiosyncratic risk really matter? If it does, how do we understand the nature of the idiosyncratic risk that affects returns on the market? We address these questions in this paper.
Previous studies on the dynamic relation between stock returns and idiosyncratic risk tend to focus on one-period forecasts by regressing excess market return on one-lagged value of idiosyncratic 1 Specifically, they measure average stock risk as the cross-sectional average of the variances of all the stocks traded in that month, and then run predictive regressions of market returns on this variance measure as well as the variance of the market. Consistent with most previous studies, they find that market variance does not forecast market returns. However, they find a significant positive relation between lagged average stock variance and market returns. 2 Guo and Savickas (2003) report that Goyal and Santa-Clara's (2003) finding is due to comovements of average stock volatility with stock market volatility. While our paper focuses on the dynamic (time-series) effect of idiosyncratic risk on market returns, Malkiel and Xu (2002) and Ang, Hodrick, Xing, and Zhang (2004) examine the cross-sectional relationship between idiosyncratic volatility and expected returns. Malkiel and Xu (2002) find that idiosyncratic volatility helps explain the cross-sectional variation of stock returns after controlling for size, book-to-market, and liquidity effects. Ang, Hodrick, Xing, and Zhang (2004) find that stocks with high idiosyncratic volatility have low average returns. Their finding is in contrast to previous research that finds either a significant positive relation between idiosyncratic volatility and average returns or an insignificant relation. However, their result is consistent with the time-series results in Goyal and Santa-Clara under a Merton (1973) ICAPM interpretation. For example, firms that are exposed to the idiosyncratic risk factor provide a hedge against increases in that type of risk (and/or aggregate volatility risk), which lowers their average returns.
volatility. This one-period predictive regression approach is simple, intuitive, and widely used in the finance literature. However, inferences based on predictive regressions rely critically on the assumed stochastic properties of the posited explanatory variable, in particular, whether it is highly persistent or not (see Stambaugh 1999 , Ang and Bekaert 2001 , Campbell and Yogo 2002 , Lewellen 2003 , and Torous, Valkanov and Yan 2003 . Previous studies have shown that a highly persistent explanatory variable may result in an inefficient estimate of predictive regressions for returns.
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In this paper, we reexamine the dynamic relation between idiosyncratic volatility and returns on the market by addressing the problems associated with persistent volatility (see Ghysels, Santa-Clara, and Valkanov, 2004) . As is well known from extensive studies of volatility using various ARCH models, stock return volatility tends to be persistent. 4 As such, using only one lagged volatility in the excess return regression may provide only a partial, limited picture of the dynamic relation between returns and idiosyncratic volatility. Including several lagged volatilities and examining autoregressive systems may also be misleading because volatilities are strongly serially correlated.
Under a similar circumstance, Sims (1980a Sims ( , 1980b Sims ( , 1992 suggests that the best method is to analyze the response of returns to typical random volatility shocks (or innovations). 5 In a similar vein, French, Schwert, and Stambaugh (1987) focus on the relationship between excess market returns and return volatility shocks (unexpected volatility). They argue that the relation between realized excess return and the volatility shocks can be induced by the relation between ex ante excess return and volatility. In a recent paper, Ghysels, Santa-Clara, and Valkanov (2004) find that what matters for the tests of the risk-return tradeoff is the persistence of the conditional variance process. That is, the window length plays a crucial role in forecasting variances and detecting the trade-off between risk and return. Following Sims (1980a Sims ( , 1980b Sims ( , 1992 , French, Schwert and Stambaugh (1987) , and Ghysels, Santa-Clara, and Valkanov (2004) , we measure the dynamic (multi-period) effects of 3 For our sample, average volatility and idiosyncratic volatility are very persistent: their first-order autocorrelation is about 0.8, and it decays very slowly over time. For more details, see Table 1 and discussions in Section II. Several studies emphasize high persistence issues in small samples (French, Schwert, and Stambaugh 1987 , Stambaugh 1999 , Ang and Bekaert 2001 , Campbell and Yogo 2002 , and Torous, Valkanov and Yan 2001 , Amihud and Hurvich, 2004 . In particular, Lewellen (2003) states, "The sample autocorrelation is strongly correlated with the slope estimate in the predictive regression, so any information conveyed by the autocorrelation helps produce a more powerful test of predictability. Incorporating this information into empirical tests has two effects: (1) the slope coefficient is often larger than Stambaugh's estimate, and (2) the standard error of the estimate is much lower. In combination, the two effects can substantially raise the power of empirical tests."volatility on excess returns by regressing excess returns on lagged innovations in volatility (i.e., prewhitened volatility), which are white noises and thus serially uncorrelated.
After correcting for the serial correlations in various measures of volatilities, we find significant positive effects of idiosyncratic volatility on stock returns, though the effects tend to be delayed. This positive effect is robust with respect to equal-weighted or value-weighted volatilities, to average volatility or idiosyncratic volatility, to high or low frequency data, to small or large firm portfolios, and to different sample periods.
To further explore the nature of this idiosyncratic volatility that affects returns on the market, we examine whether idiosyncratic volatility affects stock market returns beyond its effect through revisions in the present value of future cash flows and expected discount rates. In the process, we allow for human capital returns and entrepreneurial income returns as sources of non-traded risk that may be closely related to common stock returns. We find that idiosyncratic volatility affects stock market returns beyond the expected effect through the revisions in expected future changes in cash flows and discount rates. Combined with a delayed dynamic effect of idiosyncratic volatility on stock returns, this suggests that the stock market tends to overreact to idiosyncratic volatility, which is evidence of mispricing in the stock market.
In his seminal work on intertemporal capital asset pricing model (ICAPM), Merton (1973) shows that the conditional excess market return is a linear function of its conditional variance (the risk component) and its covariance with investment opportunities (the hedging component). To account for the intertemporal hedging component induced by stochastic investment opportunities, Goyal and Santa-Clara (2003) and Bali et al. (2004) estimate the risk-return tradeoff with various control variables [see also Guo and Whitelaw (2004) ]. As such, we need to make sure that our results of a significant dynamic relation between returns and idiosyncratic risk are robust when we add a set of control variables to capture the state variables that determine changes in the investment opportunity set. In addition, we need to explore whether the observed overreaction of market returns to idiosyncratic volatility is primarily due to the fact that volatility is related to these state variables. For this purpose, we decompose excess returns into a fundamental component that is related to these state variables and a residual nonfundamental component. Then, we examine whether the volatility measure is related only to the nonfundamental component. We find that idiosyncratic volatility is related to market fundamentals as well as nonfundamentals.
In sum, we find that idiosyncratic risk affects market returns. This effect reflects the market's overreaction to it, which suggests mispricing of the stock market. However, given that idiosyncratic volatility is related to market fundamentals, there remains some measurement issue about the volatility measure used in recent studies, which may be related to investors' inability to hold well-diversified portfolios due to various reasons [Goyal et al. (2003) and Malkiel and Xu (2003) ].
The rest of the paper is organized as follows. In Section I, we describe our data and measures of market volatility, average stock volatility and idiosyncratic volatility. In Section II, we provide some descriptive statistics and replicate related previous findings. In Section III, we present estimation results of the dynamic relation between excess market returns and various measures of idiosyncratic volatility. We examine whether the market responds appropriately to idiosyncratic risks in Section IV, and whether idiosyncratic risks are related to only nonfundamentals in Section V. Concluding remarks are contained in Section VI.
I. Data and Measures of Idiosyncratic Volatility
We use CRSP daily return data for the sample period of July 1962 -December 2002 to construct monthly market volatility, average stock volatility, and idiosyncratic volatility. Following French, Schwert, and Stambaugh (1987) and Goyal and Santa-Clara (2003) , we construct equal-weighted market volatility (EWMV) and equal-weighted average volatility (EWAV) as:
, and (1)
where r ew,d is the equal-weighted stock return across the CRSP index on day d, N t is the number of stocks in month t, D t is the number of days in month t, and r i,d is the daily return of stock i on day d .
We construct value-weighted market volatility (VWMV) and average volatility (VWAV) as:
, and
where r vw, d is the value-weighted stock return across the market on day d, N t is the number of stocks in month t, D t is the number of days in month t, r i,d is the daily return of stock i on day d, CAP i,t is the market capitalization for stock i in month t, and CAP t is the market capitalization in month t. In equations (1) through (4), the second term is added to the right-hand-side to adjust for the autocorrelation in daily returns using the approach proposed by French, Schwert, and Stambaugh (1987) and following Goyal and Santa-Clara (2003) .
We construct idiosyncratic volatility based on both a constant mean return model (for a high frequency measure) and a market model (for a low frequency measure). The constant mean return model-based equal-weighted (EWIV) and value-weighted (VWIV) idiosyncratic volatilities are constructed as:
, and (5)
(6)
These measures are similar to those in Malkiel and Xu (2002) .
Let e it denote the CAPM residual for security i at month t. The CAPM model-based equal- 
Using the above one-factor CAPM market model-based residuals may not provide an adequate adjustment for risk. Fama and French (1993, 1996) introduce size and book to market equity as two additional factors, and Carhart (1997) introduces one-year momentum as the fourth factor. For the robustness check of our results, we compute idiosyncratic volatility based on both Fama-French's (1993 three-factor model and Carhart's (1997) four-factor model and implement all our empirical procedures. The data on these factors are obtained from French's website. 7 We find the results very similar to those of the CAPM model. As such, to save space we do not report the results of either the three-factor model or the four-factor model. Goyal and Santa Clara (2003) have shown, average stock variance has lower measurement error than market variance (e.g., equal-weighted portfolio variance). I.e., average stock variance is measured more precisely in relation to its mean than is market variance. In Table 1 , we observe average stock variance (e.g., EWAV, VWAV) is more persistent than market variance (e.g., EWMV, VWMV). The larger measurement error is likely to decrease the persistence in the realized series of the market variance.
II. Preliminary Empirical Results

A. Simple Statistics
Panel C shows a negative contemporaneous relation between market volatility and market returns.
However, it shows a positive contemporaneous correlation between equal-weighted market returns and two measures of idiosyncratic volatility (average volatility and idiosyncratic volatility). The correlations of value-weighted market returns with two measures of idiosyncratic volatility are also positive except for the one with value-weighted average volatility, which is consistent with Duffee's (1995) finding.
B. Replications
While Goyal and Santa-Clara (2003) find a significantly positive relation between the equalweighted average volatility and the value-weighted portfolio returns on the NYSE/AMEX/NASDAQ stocks for the sample period of 1963 :8-1999 :12, Bali, Cakici, Yan, and Zhang (2004 find that this result is primarily due to small stocks traded on the Nasdaq and a liquidity premium.
8 Table 2 replicates these results of the one-month-ahead predictive regressions of Goyal and SantaClara (2003) and Bali et al. (2003) The potential problem with this approach would be that the coefficient β k in this regression does not measure the net effect of volatility t-k on excess returns in k periods. This is because lagged volatilities are highly serially correlated so that a unit change in volatility t-k affects not only excess return in k periods but also volatility t-j for j < k, which in turn affects excess returns in j periods. That is, the coefficient of volatility t-k in the regression does not identify the dynamic effects of each volatility on excess returns.
As Sims (1980a Sims ( , 1980b Sims ( , and 1992 and French, Schwert, and Stambaugh (1987) suggest, an alternative would be to use serially uncorrelated (i.e., orthogonalized) innovations in volatility as regressors in the regression and examine the significance of each coefficient (called the moving average approach). To implement this approach, as a first step we need to obtain innovations (or unexpected changes) in volatilities. For simplicity, we regress volatility on its own lagged values and take the residuals as the innovations. Then we regress excess returns on several lagged values of these innovations in volatility:
, Table 3 reports estimation results of equation (10). Considering both the Akaike Information
Criterion and the Schwarz Bayesian Criterion, we choose 6 lags (i.e., m = 6) in equation (10). The table includes estimates of betas, the sum of betas, Newey-West (1987) adjusted t-statistics, and adjusted R 2 . To examine the significance of the overall dynamic relation between excess return and idiosyncratic volatility, we conduct two sets of tests on the coefficients of the regression. One is a test of the null hypothesis that the sum of the coefficients is zero, and the other is a test of the null hypothesis that each coefficient is zero. The former tests whether the net intertemporal effect of volatility on excess return is statistically significant, while the latter tests whether the effect of volatility as a group is statistically significant. Table 3 As expected from these significant estimates of coefficients, the null hypothesis that the overall dynamic effect of volatility is zero (β t =0, for all t) is rejected at the conventional significance level for each sample period. This implies that idiosyncratic risks are compensated by a higher excess return, which is at variance with the conventional asset pricing models' predictions.
Adjusted R 2 are 0.008, 0.010, and 0.013, for each sample period, which shows some improvement over the predictive regression in Table 2 except for the first sample period of 1963-1999.
When we use value-weighted average volatility, we find very similar results: Some coefficients are significant, and these estimates are all positive for each sample period [see panel B].
In sum, we find a significant positive effect of lagged idiosyncratic volatility shocks on excess returns. This result holds for both equal-weighted and value-weighted idiosyncratic volatilities, and for each sample period we consider.
B. Robustness of Dynamic Effects
To see whether the above dynamic relation between excess return and idiosyncratic volatility is sensitive to various firm size portfolios, we run the regression in (10) using portfolios from the NYSE/AMEX, NYSE , and NASDAQ, separately. We present the results in Table 3 In sum, the results in Table 3 indicate that the positive effect of idiosyncratic volatility on excess returns is significant and robust even for portfolios excluding NASDAQ stocks. As such, we may not have to attribute the dynamic effect either to small stocks traded on the NASDAQ or to the liquidity premium usually associated with NASDAQ stocks.
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11 When we estimate the dynamic relation for a sample period starting from 1926 as in Goyal and Santa-Clara (2003) , we obtain a similar result showing a significant dynamic effect based on volatility innovations.
In the above analysis, we have used average volatility, which is mostly idiosyncratic volatility, as a measure of idiosyncratic risk in an attempt to make our results directly comparable to previous studies (e.g., Goyal et al. (2003) and Bali et al. (2004) ). To see whether the positive dynamic relation between excess return and average volatility is robust with respect to different measures of idiosyncratic risk, we now examine the relation between excess return and more direct measures of idiosyncratic risk that are based on the constant mean model and the market model, which are defined in Section I. Table 4 reports estimation results of a one-period-ahead predictive regression when idiosyncratic volatility is measured based on the constant mean model (using high frequency, daily, data). We observe a significant positive relation between excess returns and idiosyncratic volatility using both equal-weighted (beta (t-stat) is 0.392 (3.103)) and value-weighted (beta (t-stat) is 0.699 Table 4 reports estimation results of a one-period-ahead predictive regression when idiosyncratic volatility is measured based on the market model (using low frequency, monthly data).
Consistent with Goyal and Santa-Clara (2003) and Bali et al. (2004) , we find a significant positive relation between excess return and idiosyncratic volatility (beta (t-stat) is 0.263 (2.293)) only for the equal-weighted idiosyncratic volatility for the sample period of 1963 -1999. Table 5 around here   Table 5 reports estimation results when several lagged innovations in idiosyncratic volatility based on the constant mean return model are used. For equal-weighted idiosyncratic volatility in Panel A, we observe at least one intertemporal significant positive relation between excess return and the idiosyncratic volatility for each sample period. The two null hypotheses are significantly rejected for each sample period. For value-weighted idiosyncratic volatility in Panel B, a positive relation between excess returns and idiosyncratic volatility is still observed, though the relation is not as strong as that in Panel A. Table 6 replicates estimation in Table 4 by using idiosyncratic volatility based on the market model. It still shows a significant positive relation between excess returns and idiosyncratic volatility, though it is weaker. In sum, we find a significant, positive dynamic effect of idiosyncratic risk on excess returns for various measures of idiosyncratic risk. Table 6 around here
As mentioned in Section I, the one-factor CAPM market model-based residuals may not provide an adequate adjustment for risk. As such, we have implemented our empirical procedures using idiosyncratic volatility constructed based on both Fama-French's (1993 three-factor model and Carhart's (1997) four-factor model. We find the results very similar to those of the CAPM model.
As in the case of the CAPM model, we find a significant positive relation between excess returns and idiosyncratic volatility constructed based on both the three-factor model and the four-factor model, though it is weaker than the dynamic relation using the average volatility model or the constant mean return model. We suspect that it may be in part due to the use of low frequency (i.e., monthly) data (see Schwert 1989) . In the case of the multi-factor model, some high frequency daily data are not available (e.g., book value).
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IV. Understanding the Market's Responses to Idiosyncratic Risk
A. Dynamic Present Value Framework
Since we find that idiosyncratic volatility affects stock market returns, we further examine whether the market returns' reaction to this idiosyncratic risk is compatible with what the efficient market hypothesis anticipates, i.e., whether the market responds to the idiosyncratic risk only to the extent that it affects revisions in expected future cash flows and discount rates.
For this purpose, we employ a variation of the present value model of equity valuation that allows for time-varying expected returns. Noting that, in an efficient market, only expected future cash flows and/or changes in expected returns can affect stock prices, we test whether idiosyncratic volatility directly affects stock prices beyond its effect on the present value of expected future cash flows and/or changes in expected returns.
We begin with an equation in Campbell (1991), which is derived from the log-linear dividendprice ratio model of Campbell and Shiller (1989) . It is obtained by taking a first-order Taylor approximation of the equation relating the log stock returns to log stock prices and dividends. The model allows both expected returns and expected future cash flows to affect stock prices.
The equation states that the stock return in period t (r t ) is the sum of the expected stock return (E t-1 (r t )) and unexpected stock return. The unexpected stock return includes unexpected changes in rational expectations of current and future growth in cash flows and future stock returns:
where r t denotes the log real return on a stock held from the end of period t-1 to the end of period t (= log[(P t + D t )/P t-1 ]), cf t denotes the log real cash flow paid during period t, E t denotes an expectation formed at the end of period t, ∆ denotes a difference operator (e.g., ∆cf t = cf t -cf t-1 ), and ρ is a discount parameter, which is a little smaller than one. The equation can be rewritten as
which equates unexpected changes in rational expectations of future real stock returns to the unexpected changes in rational expectations of changes in cash flows.
One implication of the above model is that idiosyncratic volatility should affect stock market returns, if it does at all, to the extent that it affects current and future changes in real cash flows and/or changes in expected returns. This is because E t (x) = E(x | Ω t ), and the information set Ω t includes, among other things, idiosyncratic volatility (iv t ); i.e., iv t ∈ Ω t . We call this the information effect.
This equation motivates an alternative examination of the effect of idiosyncratic volatility.
Suppose that a shock to idiosyncratic volatility may affect the stock market return directly in addition to affecting either current and future changes in real cash flows or changes in expected returns. We then may measure this effect by allowing for another route to affect the returns:
where r m,t is the market return, and iv t is idiosyncratic volatility.
Equation (11) shows that idiosyncratic volatility affects stock returns, first, by way of the information effect, and second, directly in addition to its effect on either current and future changes in real cash flows or changes in expected returns. The parameter γ provides a measure of the extent of the idiosyncratic volatility effect in excess of the information effect. To better understand the role of the parameter γ, we rewrite equation (11) as r m,t = E t-1 r m,t -(E t -E t-1 ) ∑ j r m,t+j + (E t -E t-1 )
which states that the market return in period t (r m,t ) is the sum of expected market returns (E t-1 (r m,t )), unexpected changes in rational expectations of future market returns, unexpected changes in rational expectations of current and future growth in cash flows, and unexpected changes in rational expectations of current and future idiosyncratic volatilities with their weight γ .
Under the efficient market hypothesis, the current stock market price is affected only to the extent that any variable (e.g., idiosyncratic volatility) affects expected future cash flows and discount rates.
This implies that under this null hypothesis, the value of γ should be zero; i.e., a nonzero γ implies that idiosyncratic volatility affects market returns beyond its effect on revisions in future cash flows and discount rates, which could be evidence for mispricing. In Appendix A, we briefly discuss the empirical procedure that identifies and estimates the parameter γ. Table 7 reports estimation results of equation (11). Average volatility is used as a measure of idiosyncratic volatility, and industrial production is used for cash flows [e.g., Fama (1990) and Schwert (1990) ]. In calculating innovations in market returns, cash flows, and idiosyncratic volatility, we use a VAR (vector autoregression) of these variables with one lag [see Appendix A]. Table 7 shows that the null hypothesis that γ is zero is strongly rejected, and the estimate of γ is positive. This result is robust with respect to various values of the discount factor ρ, to different sample periods, and to equal-weighted or value-weighted volatilities.
B. Empirical Results
13 The significant estimate of γ implies that idiosyncratic volatility affects returns beyond its effect on revisions in future cash flows and discount rates. The positive estimate of γ implies that the overall net effect (in terms of present value) of 13 When we calculate innovations in market returns, cash flows, and idiosyncratic volatility based on the VAR (vector autoregression) of these variables with six lags [see Appendix A], the finding of a positive significant estimate of γ, remains. The estimation result is available upon request.
idiosyncratic volatility is positive. Combined with a delayed positive dynamic effect observed in Table 3 , it suggests an overreaction of the market to idiosyncratic volatility. Recently, the importance of labor income for asset pricing has been emphasized by Jagannathan and Wang (1996), Campbell (1996) , and Heaton and Lucas (2000) . Campbell (1996) takes human capital into account and specifies the market portfolio return as:
where r m , r a , and r y denote the returns on the market index, financial assets, and labor income, respectively.
Entrepreneurial income, which represents a substantial fraction of many investors' portfolios, is another source of market portfolio return. Moskowitz and Vissing-Jorgensen (2002) show that entrepreneurial investment capital was worth more than publicly traded equity in the United States until 1995 and is still of the similar order of magnitude today. They also show that entrepreneurial income return has different characteristics from that of stock returns; entrepreneurial investment is extremely concentrated and its return is lower than stock returns. Heaton and Lucas (2000) report that entrepreneurial income risk has a significant influence on portfolio choice and asset prices. This suggests that the omission of non-traded assets may pose a serious problem in understanding the relation between idiosyncratic volatility and return.
We extend equation (12) by including entrepreneurial investment and specify the market portfolio return as:
where r m denotes market return, r y denotes labor income return, and r p denotes entrepreneurial income return.
To consider a more comprehensive measure of market returns, we take into account both labor income return and entrepreneurial income return. By substituting equation (13) into equation (11), we obtain the following relation: Using a similar procedure used to estimate γ in equation (11), we estimate parameters v, , θ and γ . Table 8 reports estimation results of equation (14) by using quarterly data. Average volatility is used as a measure of idiosyncratic volatility, and industrial production is used for cash flows. In calculating innovations in market returns, cash flows, labor income return, entrepreneurial income return, and idiosyncratic volatility, we use a VAR (vector autoregression) of these variables with one
lag.
14 Table 8 shows that all parameter estimates of , , v θ and γ are positive and significant. Adjusted R 2 s improve substantially by considering both labor income return and entrepreneurial income return.
The significant estimate of γ implies that idiosyncratic volatility affects the market return beyond its effect on future cash flows and discount rates even after controlling for labor income return and entrepreneurial income return. The positive estimate of γ implies that the overall net effect (in terms of present value) of idiosyncratic volatility is positive, which suggest an overreaction of the market to idiosyncratic volatility even after controlling for labor income return and entrepreneurial income return.
15 Table 8 around here
V. Are All Idiosyncratic Risks Nonfundamentals?
Since we find a significant positive dynamic relation between excess returns and idiosyncratic risk and the market's overreaction to idiosyncratic risk, a natural question would be how to understand 14 We follow Moskowitz and Vissing-Jorgensen (2002) in constructing entrepreneurial income returns using data from FFA and NIPA (for details, see Moskowitz and Vissing-Jorgensen (2002) ). Labor income returns are from Martin Lettau's website. 15 When we use idiosyncratic volatility as measured based on the constant mean return model and based on the market return model, the estimation results are virtually the same, which confirms that idiosyncratic volatility affects stock return beyond its effect on future cash flows and discount rates even after controlling for labor income return and entrepreneurial income return. We also regress equation (14) with three lags using two direct measures of idiosyncratic volatility. The results are similar. We do not report them here in order to save space. the nature of this idiosyncratic risk that affects returns. Among other things, we are concerned with whether the predictability of idiosyncratic volatility reflects market fundamentals or nonfundamentals.
To account for the intertemporal hedging component induced by stochastic investment opportunities observed by Merton's ICAPM (1973) , Goyal and Santa-Clara (2003) , Bali et al. (2004) , and Guo and Whitelaw (2004) estimate the risk-return tradeoff with various control variables. As such, we examine whether our results of a significant dynamic relation between returns and idiosyncratic risk are robust when we add a set of control variables that have been used in the literature to capture the state variables that determine changes in the investment opportunity set.
If we take the position that appropriately measured idiosyncratic risk should not be related to market fundamentals, our finding of idiosyncratic risk being related to fundamentals would suggest that there remains some measurement problem. Or it may suggest that idiosyncratic risk is not fully diversified [e.g., Goyal et al. (2003) and Malkiel and Xu (2003) ].
To address this question, we decompose excess returns into a fundamental component that is related to state variables and remaining nonfundamental components. First, we regress excess returns on lagged state variables. To be consistent with previous studies, we choose the same state variables as in Goyal and Santa-Clara (2003) and Bali et al. (2003) , which include lagged excess return, dividend yield, relative T-Bill, term spread, and default spread. 16 We take the fitted value (expected excess return) as a fundamental component (r f ) and the residual as a nonfundamental component (r nf ).
Then, we run the following regressions: , Table 9 reports estimation results of (15) Table 9 around here 16 The relative T-Bill is calculated as the difference between monthly T-bill rate and its past 12 month average.
In Panel A (for equal-weighted volatility), we observe at least one significant positive beta for each sample period. The null hypothesis that the net effect of idiosyncratic volatility is zero is rejected for each sample period, while the null hypothesis that all the coefficients are zero is rejected only for the first sample period of 1963-1999. In fact, the sum of the dynamic effect is significantly positive for each sample period. In Panel B (for the value-weighted volatility), we find little evidence that idiosyncratic volatility is related to fundamentals. Neither of the null hypotheses is rejected for each sample period.
Panels C and D show strong evidence that idiosyncratic volatility is related to nonfundamentals regardless of whether we use equal-or value-weighted idiosyncratic volatility. We find at least two significant positive coefficients in each sample period. The null hypothesis that the net effect of idiosyncratic volatility is zero is rejected for each sample period. The sum of betas is always positive for each sample period. The null hypothesis that all the coefficients are zero is rejected at least for the extended sample period of 1963-2002.
In sum, we find that idiosyncratic volatility is strongly (positively) related to nonfundamentals, and it is weakly related to market fundamentals, in particular when we use value-weighted volatility.
This finding indicates that our finding of a significant positive relation between returns and idiosyncratic risk is robust with respect to controlling for the state variables that determine changes in the investment opportunity set.
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As an alternative way of examining the nature of idiosyncratic risk, we directly look at the relation between idiosyncratic risk and fundamentals. Following Goyal and Santa-Clara (2003) 
where iv t denotes idiosyncratic volatility, dy t, rtb t, term t, def t , and cay t denote dividend yield, relative TBill, term spread, default spread, and consumption to wealth ration at time t, respectively. Recently, Guo and Whitelow (2004) We observe that most coefficient estimates including cay variable are significant, and adjusted R 2 setween 6% and12% for equal-weighted average volatility and between 5% and 8% for value-weighted average volatility. The p-values indicate that the hypothesis that idiosyncratic volatility is not related to these fundamental state variables is strongly rejected. As such, overall we find that idiosyncratic volatility contains some elements of fundamentals including a hedge component of returns, which is consistent with the above finding.
VI. Concluding Remarks
Recently, the dynamic relation between stock returns and idiosyncratic volatility has been hotly debated. Given the persistent nature of idiosyncratic volatility, we argue that previous studies provide only a limited, partial picture on this dynamic relation. Using an alternative approach that corrects the autocorrelations in idiosyncratic volatility, we have attempted to provide a more general picture of the intertemporal relation between stock returns and idiosyncratic volatility.
We find a significant dynamic relation but a delayed response of market returns to innovations in idiosyncratic volatility. This finding is not sensitive to different firm size portfolios. As such, we may not have to resort to the firm size effect or the liquidity premium hypothesis. Unlike previous studies, the dynamic relation is robust to different sample periods. Even after we control for some non-traded risks associated with labor income returns and entrepreneur income returns, we still find that stock market returns are influenced by idiosyncratic volatility beyond its effect on revisions in future expected cash flows and discount factors. This may provide evidence for the market's mispricing with respect to idiosyncratic risks.
We also find that idiosyncratic risks are related to market fundamentals as well as market nonfundamentals. This suggests that there still remains some measurement problem though we have considered some multi-factor models, if we take the position that appropriately measured idiosyncratic risk should not be related to market fundamentals. Or it may suggest that the idiosyncratic risks are not fully diversified.
A behavioral finance approach may provide an alternative interpretation for our findings. Our findings that the market responds positively to innovations in idiosyncratic volatility with an initial delay prior to its becoming insignificant after several periods and that its effect is beyond what the efficient market hypothesis anticipates suggest that the market may be overreacting to idiosyncratic volatility. In contrast, our findings that the market responds negatively initially but positively afterwards for several periods to innovations in market volatility suggests that the market may be underreacting briefly to market volatility at least in short horizons.
This interpretation seems quite compatible with recent behavioral hypotheses that distinguish information between intangible and tangible with overreaction to the former and underreaction to the latter if we regard idiosyncratic volatility as part of intangible information and market volatility as part of tangible information [e.g., Daniel and Titman (2001)].
18
When previous studies find evidence for idiosyncratic volatility having forecast ability, two common explanations have been presented in the literature. One is that idiosyncratic volatility forecasts real stock market returns because it reflects the effect of non-traded human capital and entrepreneurial capital returns. The other explanation is that idiosyncratic volatility forecasts real stock market returns because investors are unable to hold well-diversified portfolios due to various reasons, such as transactions costs, incomplete information, and institutional restrictions. The investors, therefore, demand a premium on idiosyncratic volatility.
We have incorporated the effect of non-traded human capital and entrepreneurial capital returns in examining the effect of idiosyncratic risk on market returns and still find the dynamic effect of idiosyncratic risk. As such, it remains to be seen whether the dynamic relation is mainly due to investors holding non-diversified portfolios. Another way to extend this paper would be to use more refined measures of innovations in volatility and fundamentals/nonfundamentals identification based on a multivariate framework (e.g., general VAR) in the return and volatility relation.
18 Daniel, Hirshleifer, and Subrahmanyam (1998) develop a theory based on investor overconfidence and on changes in confidence resulting from biased self-attribution of investment outcomes. Their central theme is that stock prices overreact to private information signals and underreact to public signals. Odean (1998) emphasizes that overconfidence affects financial markets. From evidence in psychological literature, he infers that people tend to underweight abstract, statistical, and highly relevant information, and overweight salient, anecdotal, and extreme information, which may be related to under-and overreactions (see also Gervais and Odean 2001) .
Appendix A: Estimation of the idiosyncratic risk effect parameter γ
In this appendix, we briefly discuss empirical procedure that identifies and estimates the parameter γ in (11), which measures the direct effect of idiosyncratic volatility iv t on the market returns beyond its effect on revisions in expected future cash flows and discount rates. 
where L is the lag operator (i.e., L n x t = x t-n ) and . ) ( Therefore, using a prediction formula, we obtain Using a similar procedure used to estimate γ in equation (11) This table presents descriptive and time-series properties of returns and idiosyncratic volatility. EWRET and VWRET denote monthly equal-weighted and value-weighted CRSP index returns. EWMV, VWMV, EWAV, VWAV, EWIV, and VWIV denote monthly CRSP index equal-weighted and value-weighted average market volatility, average stock volatility and idiosyncratic volatility, respectively, calculated using daily data. EWAVS, VWAVS, EWIVMS, VWIVMS, EWIVS, VWIVS, EWIVFFS, and VWIVFFS are the innovations in monthly CRSP equal-weighted and value-weighted average stock volatility, and idiosyncratic volatility based on market model, constant mean return model and Fama-French three factor model. Q(m) denotes the significant level of Box-Pierce (1970) 1963:8 -1999:12 1963:8 -2001:12 1963:8 -2002 where r t e denotes the value-weighted portfolio excess return. In Panel A, volatility is measured as NYSE/AMEX/NASDAQ equal-weighted and value-weighted variance calculated from the difference between average volatility and market volatility using high frequency (daily) data. In Panel B, volatility is measured as NYSE/AMEX/NASDAQ equal-weighted and value-weighted variance calculated from the market (CAPM) model residuals using low frequency (monthly) data. The Newey-West adjusted t-statistics are reported in parentheses. R 2 is the adjusted R 2 .
Panel A: using high frequency data 1963: 8 -1999:12 1963:8 -2001:12 1963:8 -2002 (-3.247) 
