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Abstract
The existence and uniqueness of solutions to the Yang-Mills heat
equation is proven over R3 and over a bounded open convex set in
R
3. The initial data is taken to lie in the Sobolev space of order one
half, which is the critical Sobolev index for this equation over a three
dimensional manifold. The existence is proven by solving first an aug-
mented, strictly parabolic equation and then gauge transforming the
solution to a solution of the Yang-Mills heat equation itself. The gauge
functions needed to carry out this procedure lie in the critical gauge
group of Sobolev regularity three halves, which is a complete topo-
logical group in a natural metric but is not a Hilbert Lie group. The
nature of this group must be understood in order to carry out the re-
construction procedure. Solutions to the Yang-Mills heat equation are
shown to be strong solutions modulo these gauge functions. Energy
inequalities and Neumann domination inequalities are used to estab-
lish needed initial behavior properties of solutions to the augmented
equation.
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1 Introduction
The Yang-Mills heat equation is a weakly parabolic, quasi-linear differential
equation for a Lie algebra valued 1-form on Rn. Denote by k the Lie algebra
of a compact Lie group K. Let
A(x, t) =
n∑
j=1
Aj(x, t)dx
j , x ∈ Rn, t ≥ 0, (1.1)
with coefficients Aj(x, t) ∈ k. The Yang-Mills heat equation has the form
∂
∂t
A(x, t) = −d∗dA(x, t) + (quadratic terms + cubic terms) in A. (1.2)
The linear terms are missing a portion of the Laplacian, −∆ = d∗d+ dd∗, on
1-forms. For this reason the equation is only weakly parabolic. This paper is
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concerned with the question of existence and uniqueness of solutions to the
Cauchy problem for (1.2) with fairly rough initial data: Let A0 be a k valued
1-form on Rn. We seek solutions to (1.2) such that
A(0) = A0. (1.3)
There is a standard approach to the problem of existence of solutions to
a quasi-linear parabolic equation, ∂u/∂t = (Lu)(t) + F (u(t)), wherein L
is an elliptic linear operator and F is a possibly non-linear function of the
unknown u|t. One converts the differential equation to the more or less
equivalent integral equation u(t) = etLu0+
∫ t
0
e(t−s)LF (u(s))ds and uses then
a contraction principle in a space of paths u : [0, T ]→ 1-forms on Rn. But if
L is not elliptic then the basis for all the estimates that one needs in order to
carry out this procedure breaks down. In the case of (1.2), one has L = −d∗d
on 1-forms and L is therefore not elliptic. The failure of this standard method
is accompanied by the failure of the equation itself to smooth out initial data.
This is quite visible in (1.2) in case the compact group K is just the circle
group. In this case all the nonlinear terms are zero. The resulting equation
has time independent solutions of the form A(t, x) = dλ(x) for any function
λ : Rn → R. λ does not even have to be differentiable for this to be a
solution because d2 = 0 in any reasonable generalized sense. But if, say,
λ ∈ C2c (Rn) then this is a classical solution and clearly the evolution does
not smooth the initial data A0 := dλ. Even if K is not commutative such
“pure gauge” solutions exist and are similarly propagated by the equation
in a time independent way. This phenomenon greatly affects the nature of
the solutions that one would expect if the equation were parabolic. Ignoring
this for a moment, one can compute that the critical Sobolev index for our
problem in dimension three is one half in the sense of scaling. That is, the
Sobolev Ha(R
3) norm of a 1-form is invariant under the scaling R3 ∋ x 7→ cx
if (and only if) a = 1/2, while the equation itself is invariant under the scaling
x, t 7→ cx, c2t. Since we will be concerned only with spatial dimension n = 3,
one can hope, at best, that the Cauchy problem has long time solutions
when the initial data A0 is in the Sobolev space H1/2. This is indeed what
we will prove. But the fact that some data propagates in a time independent
way means that one cannot expect that the solution will always be smooth
enough, even at strictly positive time, to give clear meaning to those nonlinear
terms which depend on the first spatial derivatives of A(t), since A(t) need
not be in H1(R
3) for t > 0.
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To be more precise, denote by B := dA+A∧A the curvature (magnetic
field) of the connection form A over R3. Then the Yang-Mills heat equation
is
∂
∂t
A(x, t) = −d∗AB, (1.4)
where d∗A = d
∗+ the interior product by A. One can verify easily that this has
the form indicated in (1.2). Recall that a function g : R3 → K determines
the gauge transformation A 7→ Ag, defined by
Ag = g−1Ag + g−1dg. (1.5)
This in turn induces an action on the curvature given by B 7→ g−1Bg. In
particular if A = 0 then B = 0 and the curvature of the “pure gauge” g−1dg
is therefore zero. Thus if A0 = g
−1dg then A(t) := g−1dg is clearly a solution
to the Yang-Mills heat equation (1.4). It can happen, therefore, that if the
initial data is only in H1/2, the solution need be no smoother than this for
positive time. Yet, once one has computed the curvature in some generalized
sense, the equation (1.4) may now involve only classical derivatives of the
curvature (which is zero in this example). Thus the first spatial derivatives
of A(t) need to be defined in some generalized sense in this example while
the needed second derivatives are definable classically. This is the reverse
of what one usually considers to be a weak solution. The main theorem of
this paper will prove the existence and uniqueness of long time solutions to
the equation (1.4) for initial data A0 ∈ H1/2, wherein the notion of solution
will allow first spatial derivatives of A(t) to exist only in a generalized sense
while the resulting “weak” curvature of A(t) is actually in H1 for all t > 0.
The theorem will also point to the source of this phenomenon by showing
that there is a gauge function g0 such that A(t)
g0 is itself in H1 for all t > 0.
Otherwise said, any initial data A0 ∈ H1/2 gives rise to a strong solution up
to gauge transformation.
The question of existence and uniqueness of solutions to the Yang-Mills
heat equation is of intrinsic interest, partly because it is a naturally occur-
ring quasilinear diffusion equation and partly because of the way that gauge
invariance intervenes in the very formulation of the Cauchy problem. But, as
in [2, 3], this work is ultimately aimed at the construction of gauge invariant
functions of distributional initial data by a completion procedure sketched
in the introduction to [2], in an anticipated application to quantum field
theory. In order to construct local observables for this application we will
be interested in solutions over a bounded open subset of R3, as well as over
5
all of R3. The question of boundary conditions therefore arises. In [2] we
considered Dirichlet, Neumann and Marini boundary conditions. The latter
consists in setting the normal component of the curvature to zero on the
boundary, [22, 23, 24, 25]. These are the only boundary conditions com-
mensurate with the intended applications to quantum field theory. Solutions
satisfying Marini boundary conditions will be derived from solutions satisfy-
ing Neumann boundary conditions in a future work. In this paper we will
only consider Dirichlet and Neumann boundary conditions. The meaning of
the space H1/2 will henceforth depend on the choice of boundary conditions.
We are also going to derive existence and uniqueness theorems in case
the initial data A0 is in the Sobolev space Ha for some a > 1/2. This will
illuminate the way in which some results and some techniques break down as
a decreases to its critical value, 1/2. In particular we will see that the usual
contraction mechanism for proving existence of solutions to integral equations
breaks down as a ↓ 1/2 and must be replaced by a different contraction
mechanism, special to the Yang-Mills heat equation.
The strategy for proving existence of solutions to the initial value problem
(1.4), (1.3) consists of the following components.
ZDS procedure. The Zwanziger-Donaldson-Sadun (ZDS) method of ame-
liorating the failed ellipticity of d∗d will underly the approach in this paper,
as it did in [2]. In the ZDS method one deals at first with a modified version
of (1.4), obtained by adding a term to the right hand side, which makes the
resulting equation strictly parabolic. The so augmented equation is
∂
∂t
C(t) = −d∗CBC − dCd∗C, (1.6)
wherein C(t) is a k valued 1-form with the same initial data A0 as (1.3) and
BC(t) is the curvature of C(t). The desired solution A(t) is then recovered
from C(t) by a time dependent gauge transformation,
A(t) = C(t)g(t), (1.7)
where g(t, x) is determined from C(·) for each point x ∈ R3 by a simple
ordinary differential equation:
d
dt
g(t, x) = (d∗C(t, x))g(t, x), g(0, x) = identity element of K. (1.8)
The difficulty in carrying out the ZDS procedure for the recovery of A(·)
from C(·) arises from the fact that d∗C(t) has very singular behavior as t ↓ 0.
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Indeed d∗C(0) need only be in H−1/2. This reflects itself in a corresponding
degree of irregularity of the gauge function g(t, ·) and its spatial differential
g(t)−1dg(t), both of which enter into the transformation (1.7). To carry out
the ZDS procedure it will be necessary to understand first the nature of the
group of gauge functions in which each g(t) lies.
Gauge groups. If A0 ∈ H1/2(R3) then the solution C(·) to (1.6) will be
shown to be a continuous function into H1/2(R
3). We wish to construct a
solution A(·) of (1.4) which is also a continuous function into H1/2(R3). A
gauge transformation, C 7→ g−1Cg + g−1dg, such as occurs in(1.7), will take
H1/2 into itself if g ∈ H3/2(R3, K). The statement that g ∈ H3/2(R3;K) needs
an interpretation that makes this set of gauge functions into a topological
group in a way that serves the needs of the ZDS procedure. It would be
reasonable, for example, to define such functions to be those of the form
g(x) = exp(α(x)), with α ∈ H3/2(R3; k). But the H3/2 norm of α(·) just
barely fails to control the supremum norm of α, with the result that exp(α(x))
wraps around K in an uncontrolled manner as x runs over R3, leading to
failure of this set to be a topological group as well as failure to serve the
needs of the ZDS procedure. We will define instead a group G3/2 of gauge
functions, which in its natural metric topology is a complete topological group
in the pointwise product and which serves the needs of the ZDS procedure.
Similarly, if A0 ∈ Ha for some a ∈ (1/2, 1] we will define a group G1+a of
gauge functions appropriate for implementing the ZDS procedure in this case.
For a > 1/2 this group is a nice Hilbert manifold, whereas for a = 1/2 there
appears to be no tangent space at the identity. This distinction is one of the
many ways that distinguish the case a > 1/2 from the critical case a = 1/2.
As to whether the solution g(t) to (1.8) actually lies in G3/2 for each t
depends on the nature of the coefficient d∗C(t), which typically has a strong
singularity at t = 0, as already noted. Most of this paper, accordingly,
is devoted to proving that the function t 7→ g(t) is actually a continuous
function into G3/2 (or into G1+a if A0 ∈ Ha). The proof of this, in turn, relies
on obtaining detailed information about the singular initial behavior of the
solution C(·) of the augmented equation (1.6).
Initial behavior of C(·). The nature of the initial singularity of the solu-
tion C(·) which is needed to establish the required properties of the conversion
functions g(t) will be analyzed in three steps. First, some knowledge of the
singular behavior of C(t) as t ↓ 0 comes immediately from the fact that the
solution lies in the path space that will be used for proving existence of a so-
lution to the integral equation corresponding to (1.6). Second, we will derive
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energy estimates, which use the fact that the function C(·) not only lies in the
path space but is also a solution of the augmented equation (1.6). Generally
this gives only Lp information for 2 ≤ p ≤ 6 by Gaffney-Friedrichs-Sobolev
inequalities. Third, we will derive information from a Neumann domination
technique that builds on the previous energy estimates. This will give Lp
information for all p ≤ ∞.
Finite action. The functional∫ 1
0
t−1/2‖B(t)‖2L2(M)dt (1.9)
is a gauge invariant functional of the initial data A0, wherein M = R
3 or
is a bounded open subset of R3 . It captures in a gauge invariant way the
H1/2 norm of A0, which is itself not a gauge invariant norm. It controls
many of the estimates needed in this H1/2 theory. It has thus important
technical usefulness for us in this paper and important conceptual significance
for the applications. We will say that a solution to the Yang-Mills heat
equation has finite action if the functional (1.9) is finite. (This terminology
is motivated by the fact that, when (1.9) is finite, the initial data A0 has an
extension to a time interval in Minkowski space which assigns finite value to
the magnetic contribution to the Lagrangian.) We will prove that if ‖A0‖H1/2
is sufficiently small, then the solution has finite action. If ‖A0‖Ha < ∞ for
some a > 1/2 then the corresponding “a-action” is always finite. This is yet
another distinction between the critical case a = 1/2 and the cases a > 1/2.
The techniques in this paper rely heavily on the results in [2] and [3],
which deal with the Yang-Mills heat equation for initial data in H1. The
Bianchi identity, dAB = 0, encodes much of what is special about the form
of the Yang-Mills heat equation. To take advantage of this it is essential to
formulate identities and inequalities in terms of the gauge covariant exterior
derivative dA and its adjoint. All of the key inequalities we get with this
use are gauge invariant. The gauge invariant Gaffney-Friedrichs inequality,
which gives information about the gradient of a form in terms of the exterior
derivative and co-derivative of the form, is needed here, as in [2], for enabling
use of Sobolev inequalities. It will continue to be a major tool.
Once one has propagated the initial data for a short time one can ap-
ply the results of [2] to establish long time existence of the solution A(·).
Concerning uniqueness of solutions, a standard kind of proof, based on a
Gronwall type of argument, applies to our equation in case a > 1/2, but
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breaks down when a = 1/2. For a = 1/2 we will give a proof of uniqueness
which is special to the structures at our disposal.
The first proof of existence of solutions of the Yang-Mills heat equation
over a three dimensional closed manifold with H1 initial data was given by
J. R˚ade in [33]. In his proof, R˚ade took the magnetic field as an indepen-
dent unknown function, in addition to the gauge potential A, and showed
in the end that, for the joint solution of the resulting parabolic system, the
independent magnetic field is indeed the curvature of A. This method goes
back to Ginibre and Velo [14, 15] in the context of the hyperbolic Yang-Mills
equations in 2 + 1 space time dimensions and to DeTurck [7] in the context
of the parabolic Ricci flow problem. The ZDS procedure used in the present
paper produces the gauge function g0 for which A(t)
g0 is a strong solution.
Any method alternative to the ZDS procedure would also be required to pro-
duce such a gauge function because of the conceptual role that g0 plays when
the initial data A0 is in Ha with a < 1. Remark 2.16 discusses this further.
More history of the Yang-Mills heat flow is given in the introduction of [2].
The ZDS procedure, which we used in [2, 3] and in the present paper, has
its origins in a suggestion by D. Zwanziger [45] in the context of stochastic
quantization, and in the work of Donaldson [8] and Sadun [36]. Recently,
Sung-Jin Oh [30, 31] has used the Yang-Mills heat equation to provide a
very novel way to attack the Cauchy problem for the hyperbolic Yang-Mills
equation in 3 + 1 space time dimensions. He combines the hyperbolic and
parabolic equations into one system in order to force a continuously changing
gauge choice, which is favorable for the hyperbolic system. The ZDS method
underlies his analysis of the parabolic portion of the system. He is concerned
withH1 initial data for the heat equation since it matches with the initial data
of the hyperbolic equation. But the critical Sobolev index for the hyperbolic
equation is also 1/2. One could reasonably anticipate that Oh’s method
might be implementable for H1/2 initial data for the hyperbolic equation by
combining it with the heat equation results which we derive here.
Complementary to the question of long time existence of the Yang-Mills
heat flow is the question of short time blow up of solutions. In four space
dimensions the existence of long time solutions with H1 initial data has re-
cently been proven by Waldron in [43]. Previously, long time solutions had
been proven in four space dimensions if the solution were restricted by some
strong symmetry conditions or some additional invariant of the equation. See
e.g. [39, 37, 21] and [8]. But in [19], J. Grotowski showed that over Rn, with
n ≥ 5, solutions with smooth initial data can blow up in a finite time even if
9
the initial data and solution are restricted by stringent symmetry conditions.
In [29] and [44] the nature of the singularity formation has been investigated
and [20] makes a comparison of blow up phenomena in Yang-Mills evolu-
tion and harmonic map evolution. In [12, 13] it was shown how singularity
formation is associated with non-uniqueness of the flow. Semi-probabilistic
methods for determining blow up and no blow up are described in [1] and
[32].
It is a pleasure to acknowledge useful comments from Nelia Charalambous
and Artem Pulemotov.
2 Statement of results
M will denote either R3 or the closure of a bounded, open set in R3 with
smooth boundary. K will denote a compact Lie group contained in the
unitary (resp. orthogonal) group of some finite dimensional inner product
space V. 〈·, ·〉 will denote an Ad K invariant inner product on its Lie algebra
k.
We continue to use the commutator-wedge product notation from [2] given
by [(ξdxj1∧· · ·∧dxjp)∧(ηdxk1 ∧· · ·∧dxkq)] = [ξ, η]dxj1∧· · · dxkq for k valued
functions ξ and η. For a k valued connection form A on M the exterior
derivative d and the gauge invariant exterior derivative dA are related by
dAω = dω+ [A∧ω], wherein ω is a k valued p-form. If u is a k valued r-form
and v is a k valued p-form with r ≤ p then the interior product [uy v] is the
(p-r)-form defined by 〈[uy v], ω〉Λp−r⊗k = 〈v, [u∧ω]〉Λp⊗k for all (p-r)-forms ω.
The adjoint of dA in L
2(M ; Λ∗ ⊗ k) is then given by d∗Aω = d∗ω + [Ayω] for
any k valued p-form ω. In the following, W1 refers to the Sobolev space of
order one without boundary conditions.
2.1 Strong solutions
Definition 2.1 Let 0 < T ≤ ∞. A strong solution to the Yang-Mills heat
equation over [0, T ) is a continuous function
A(·) : [0, T )→ L2(M ; Λ1 ⊗ k) ⊂ {k-valued 1-forms on M} (2.1)
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such that
a) A(t) ∈ W1 for all t ∈ (0, T ) and A(·) : (0, T )→W1 is continuous, (2.2)
b) B(t) := dA(t) + A(t) ∧A(t) ∈ W1 for each t ∈ (0, T ), (2.3)
c) the strong L2(M) derivative A′(t) ≡ dA(t)/dt exists on (0, T ), and
A′(·) : (0, T )→ L2(M) is continuous, (2.4)
d) A′(t) = −d∗A(t)B(t) for each t ∈ (0, T ). (2.5)
An almost strong solution is a function A(·) satisfying all of the preceding
conditions except a). In this case the spatial exterior derivative dA(t), which
enters into the definition of the curvature B, must be interpreted as a weak
derivative.
Remark 2.2 (Weak curvature) If a) does not hold then the weak derivatives
∂A(t)/∂xj , j = 1, 2, 3 need not be functions. Yet condition b) requires that
the particular combination of derivatives that enter into dA(t) be a function.
This can happen easily, as one sees in the example A = dλ, where λ is an
arbitrary real valued distribution on R3. In this case the distribution dA is
the function identically equal to zero. Many of the problems that we will
need to deal with in this paper arise from the presence of pure gauges, which
are the non-commutative analogs of this example.
Definition 2.3 (Boundary conditions) Let
−∆ = d∗d+ dd∗ on k valued 1-forms over M (2.6)
In case M 6= R3 then, for a k valued 1-form ω on M , the Neumann and
Dirichlet domains for ∆ are given by
(N) ωnorm = 0, dωnorm = 0 Neumann domain, (2.7)
(D) ωtan = 0, (d
∗ω)|∂M = 0 Dirichlet domain, (2.8)
where ωnorm and ωtan are the normal and tangential components of ω on ∂M .
The boundary conditions (N) and (D) are respectively absolute and relative
boundary conditions in the sense of Ray and Singer, [34]. See [2, Remark
2.11] for further discussion. Both versions of−∆ are non-negative self-adjoint
operators on the appropriate domains. The corresponding Sobolev spaces are
Ha = Domain of (−∆)a/2 in L2(M ; Λ1 ⊗ k) (2.9)
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with norm
‖ω‖Ha = ‖(1−∆)a/2ω‖L2(M ;Λ1⊗k). (2.10)
With this definition one has
‖ω‖Ha ≤ ca,b‖ω‖Hb if 0 ≤ a ≤ b <∞, (2.11)
where ca,b is a constant independent of M . In particular, Hb ⊂ Ha when
a ≤ b.
A theorem stated without specifying Neumann or Dirichlet boundary condi-
tions applies to both cases when M 6= R3, as well as to the case M = R3.
Remark 2.4 (More about boundary conditions) Suppose that M is the clo-
sure of a bounded open set in R3 with smooth boundary. It is well un-
derstood that the usual Neumann Laplacian for real valued functions u on
M can be simply defined as the unique self-adjoint operator −∆N whose
quadratic form is given by QN(u) =
∫
M
|∇u(x)|2dx. D(QN) consists of all
measurable functions u for which QN (u) is finite. ∆N is unique under the
usual assumption that D(∆N) ⊂ D(QN). Similarly the Dirichlet Laplacian
is the unique self-adjoint operator −∆D whose quadratic form QD is again
given by this integral but with domain consisting of those functions u in the
domain of QN which are zero on ∂M . (More precisely QD is the closure of
the form QN |C∞c (M int)). In this paper we are concerned with Laplacians on
1-forms over M . There are two natural senses for a 1-form ω to be zero on
the boundary. Define
Qnorm(ω) =
∫
M
(
|dω(x)|2Λ2 + |δω(x)|2Λ0
)
dx, ωnorm = 0 on ∂M (2.12)
Qtan(ω) =
∫
M
(
|dω(x)|2Λ2 + |δω(x)|2Λ0
)
dx, ωtan = 0 on ∂M, (2.13)
where d denotes the exterior derivative on 1-forms in C∞(M) and δ de-
notes the coderivative on 1-forms in C∞(M). The domains of both of these
quadratic forms is specified by imposing a Dirichlet type condition on ω. Yet
the Laplacian naturally associated to each one forces a form ω in its domain
to satisfy not only the Dirichlet type condition ωnorm = 0, resp. ωtan = 0,
but also a derivative type condition (dω)norm = 0, resp. (δω)tan = 0. The
latter are Neumann type conditions. Thus the two Laplacians associated
to the two quadratic forms are neither Dirichlet Laplacians nor Neumann
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Laplacians. As noted above, Ray and Singer [34] have called the associated
boundary conditions absolute and relative boundary conditions, respectively,
because of their role in absolute and relative cohomology. We are going to
continue to follow Conner [5], who refers to them as the Neumann Lapla-
cian and Dirichlet Laplacian, respectively, because they reduce to these on
zero forms. We will often deal with small fractional powers of the Lapla-
cian. When 1/2 < a < 3/2 the domain of (−∆N )a/2 is restricted only by the
boundary condition ωnorm = 0 and not by a condition on the derivative of ω.
A similar comment applies to (−∆D)a/2 and ωtan = 0.
2.2 Gauge groups
Notation 2.5 (Gauge groups) There are several gauge groups over M that
mediate the formulation of the existence theorems. A measurable function g :
M → K ⊂ End V is a bounded function into a linear space and therefore its
weak derivatives over the interior ofM are well defined. We will be interested
in such functions g for which the weak derivatives ∂jg are in L
2(M ;EndV),
j = 1, 2, 3. We will say that g ∈ W1 in this case. For a function g ∈ W1
the functions x 7→ g(x)−1∂jg(x) take their values a.e. in the Lie algebra
k ⊂ End V. Thus the k valued 1-form g−1dg lies in L2(M ; Λ1⊗k). Postponing
till Section 5 a precise discussion of the boundary conditions on g itself, let us
define G1+a to consist of those functions g ∈ W1 such that ‖g−1dg‖Ha <∞.
Theorem 2.6 The set G1+a is a complete topological group under the point-
wise product if 1/2 ≤ a ≤ 1. (See Section 5 for the topology.)
Remark 2.7 (Failure of exp(H3/2)) As noted in the introduction, there is
a technical disadvantage in attempting to use the representation g(x) =
exp((α(x)) for elements of the critical gauge group G3/2. The inverse of the
exponential map can be poorly behaved at some points exp(α(x)) because
exp(α(x)) can wrap around the whole group K even when ‖α‖H3/2 is small,
leading to failure of inversion and multiplication to be continuous. In four
dimensions the analogous borderline gauge group is G2, since the SobolevW2
norm also just fails to control the supremum norm. K. Uhlenbeck has already
pointed out [41, page 33] that in this four dimensional case multiplication and
inversion fail to be continuous in G2(Ball in R4) if one defines the Sobolev be-
havior of an element of G2 by means of the exponential representation. In our
definition of the topological group G3/2, the set {exp((α(x)) : α ∈ H3/2(M)}
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is not likely even to cover any neighborhood of the identity. Further discus-
sion of this can be found in Remark 5.21.
2.3 Main theorem
Definition 2.8 (Finite a-action) An almost strong solutionA(·) to the Yang-
Mills heat equation has finite a-action if∫ ǫ
0
s−a‖B(s)‖2L2(M)ds <∞ for some ǫ > 0, (2.14)
where B(s) is the curvature of A(s). This definition is of interest for 1/2 ≤
a < 1. For a = 1/2 it reduces to the definition (1.9) of finite action given in
the introduction.
Definition 2.9 (Convexity of M) For some of the results in this paper we
will need to assume that M , if it isn’t all of R3, is the closure of a bounded,
open convex subset of R3 with smooth boundary. This ensures that the
second fundamental form of ∂M is everywhere non-negative. When needed,
we will simply refer to such a set as convex. Discussion of when convexity of
M is not needed may be found in Remark 2.17.
Theorem 2.10 (a > 1/2) Let 1/2 < a < 1. Assume that M is all of R3 or
is convex in the sense of Definition 2.9. Suppose that A0 ∈ Ha(M). Then
1) there exists an almost strong solution A(t) to (2.5) over [0,∞) with
initial value A0 and with the following properties.
2) There exists a gauge function g0 ∈ G1+a such that A(t)g0 is a strong
solution.
3) A(·) and A(·)g0 are continuous functions on [0,∞) into Ha.
4) A(·) and A(·)g0 both have finite a-action.
5) If M 6= R3 then the following boundary condition is satisfied by both
A(t) and A(t)g0.
(curvature|t)norm = 0 in case (N) ∀t > 0 (2.15)
(curvature|t)tan = 0 in case (D) ∀t > 0. (2.16)
Moreover
(A(t)g0)norm = 0 in case (N) ∀t > 0 (2.17)
(A(t)g0)tan = 0 in case (D) ∀t > 0. (2.18)
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6) Strong solutions are unique among solutions with finite a-action under
the boundary condition (in case M 6= R3)
B(t)norm = 0 for all t > 0 in case (N) (2.19)
A(t)tan = 0 for all t > 0 in case (D). (2.20)
Theorem 2.11 (a = 1/2). Assume that M is all of R3 or is convex in the
sense of Definition 2.9. Suppose that A0 ∈ H1/2(M). Then
1) there exists an almost strong solution A(t) to (2.5) over [0,∞) with
initial value A0. Its curvature satisfies the boundary conditions (2.15) resp.
(2.16) if M 6= R3.
2) There exists a gauge function g0 such that A(t)
g0 is a strong solution.
A(t)g0 satisfies the boundary conditions (2.15) resp. (2.16) as well as (2.17)
resp. (2.18) when M 6= R3.
3) If ‖A0‖H1/2 is sufficiently small then A(·) and A(·)g0 have finite (1/2)
action. In this case one may choose g0 to lie in G3/2
4) If ‖A0‖H1/2 is sufficiently small then A(·) is a continuous function
from [0,∞) into H1/2. If, in addition, g0 is chosen to lie in G3/2 then Ag0(·) :
[0,∞)→ H1/2 is also continuous.
5) Strong solutions are unique among solutions with finite (1/2)-action
under the boundary condition (in case M 6= R3) (2.19) resp. (2.20).
Remark 2.12 (Meaning of boundary conditions) Since the curvature B(t)
is in W1 for t > 0, by the definition of a strong or almost strong solution,
the restriction B(t)|∂M is well defined a.e. on ∂M , and consequently the
boundary conditions (2.15) and (2.16) are meaningful. However A(t) need
not be in W1 for an almost strong solution. The boundary conditions (2.17)
and (2.18) may therefore not be meaningful for A(t) itself but only for the
gauge transformed solution A(t)g0 . This relates to Remarks 2.2 and 2.13.
Remark 2.13 (Uniqueness for almost strong solutions) Our proof of unique-
ness depends on initial behavior bounds for ‖B(t)‖∞, which we will derive
via Neumann domination techniques in Section 4.7. These bounds depend
in turn on energy bounds for initial behavior, which in turn depend on finite
a-action. For this reason our formulation of uniqueness specifies uniqueness
only among solutions of finite action. It is reasonable to ask whether unique-
ness holds among almost strong solutions of finite action. In the case that
M 6= R3 one needs of course to impose a boundary condition such as (2.19) or
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(2.20). Since B(t) ∈ W1 for almost strong solutions, the requirement (2.19) is
meaningful for an almost strong solution for Neumann boundary conditions.
But, since A(t) need not be in W1(M) for an almost strong solution, one
would need to interpret the boundary condition (2.20) properly to address
uniqueness for almost strong solutions in the case of Dirichlet boundary con-
ditions. In this case the assertion that A(t) ∈ Ha already reflects a boundary
condition on A(t). For example, it can be expected, on the basis of Fujiwara’s
theorem [11], that A(t)tan = 0 when a > 1/2 and that this holds in a mean
sense when a = 1/2.
Aside from the problem of formulation of uniqueness for almost strong
solutions (in Dirichlet case) there are some (seemingly) technical issues in
justifying the computations that lead to the key inequality (7.67) needed for
the proof of uniqueness. We do not have available for almost strong solutions
such a good approximation mechanism as can be found in [2, Lemma 9.1].
The issues raised by the question of uniqueness for almost strong solutions
of finite action relate to other problems, which will be addressed elsewhere.
We will not consider uniqueness of almost strong solutions in this paper.
Remark 2.14 (Smoothness) The solution Ag0 produced in Theorems 2.10
and 2.11 is actually in C∞((0, T ]×M ; Λ1 ⊗ k) for some time T < ∞. Very
likely it is in C∞((0,∞) × M ; Λ1 ⊗ k). But our proof does not rule out
the possibility that it loses smoothness if one doesn’t make occasional gauge
transforms, even though it remains in H1(M) for all t > 0. See Theorem 7.1.
However it will be shown in [4] that gauge covariant derivatives of all orders
exist.
Remark 2.15 The gauge transformation g0 that converts an almost strong
solution, A(·), to a strong solution A(·)g0 is not unique: If g1 lies in the gauge
group G2 then it gauge transforms a strong solution to another strong solution
and consequently A(·)g0g1 is also a strong solution. It will be shown in [17]
that this is the extent of the non-uniqueness. Denote by Ya(M) the set of
strong solutions over M with initial data in Ha(M). (Choose either Dirichlet
or Neumann boundary conditions whenM 6= R3.) G1+a(M) acts continuously
on Ha(M) in its natural action A 7→ g−1Ag + g−1dg. Theorem 2.10 asserts
that each fiber in the bundle Ha(M) 7→ Ha(M)/G1+a(M) contains at least
one element of Ya(M). Thus we have
Ha/G1+a = Ya/G2, (2.21)
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given the assertion above concerning the extent of the non-uniqueness of g0.
We will see in [17] that Ya is a complete Riemannian manifold with respect
to a G2 invariant Riemannian metric associated to the action (2.14). An
identity similar to (2.21) holds also for a = 1/2 if one restricts to small
‖A0‖H1/2 in accordance with Theorem 2.11. In the sense of (2.21), the non-
gauge invariant norm on the linear space Ha(M) is captured, up to gauge
transformations, by a gauge invariant Riemannian metric on the manifold
Ya.
Remark 2.16 If the initial data A0 is in H1 then the role of the gauge
functions g(t) produced by the ZDS procedure, discussed in the introduction
and in the next subsection, is an auxiliary one in the sense that it is needed
only to produce the solution A from C. But if A0 is only in Ha for some a < 1
then these gauge functions play a more fundamental role. A solution with
initial value A0 ∈ Ha need not be a strong solution. But the ZDS procedure
produces a gauge function g0 which transforms A0 into another element of
Ha, which is the initial value of a strong solution. This is a reflection of the
identity (2.21). The gauge function g0 therefore plays an indispensable role
in the formulation of the Cauchy problem. There does not appear to be a way
to decompose the initial data space Ha into “longitudinal plus transverse”
subsets that propagate as “constant solutions”, respectively strong solutions,
so that the transverse subset might serve as a section over the quotient space
Ha/G1+a.
Remark 2.17 (Convexity ofM) The convexity ofM enters only in the proof
of Neumann domination bounds. Convexity of M is therefore not needed in
our discussion of gauge groups (Section 5) or in our proof of existence and
uniqueness of solutions to the augmented Yang-Mills heat equation (Section
3). It is reasonable to anticipate that convexity could be replaced by a
negative lower bound on the second fundamental form of ∂M in some version
of the Neumann domination bounds.
Remark 2.18 (Boundedness of M) In case M 6= R3 we have assumed that
M is bounded, in addition to being the closure of an open set with smooth
boundary. Together, these assumptions ensure that standard Sobolev in-
equalities hold over M as well as the needed operator bounds for the Neu-
mann Laplacian heat semigroup. But boundedness of M is not essential for
these to hold. Classes of unbounded domains for which these hold have been
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extensively investigated. For the anticipated applications of this paper, it
suffices to note that these unbounded domains include half-spaces and in-
finite slabs. If M is unbounded and the standard Sobolev inequalities and
Neumann heat operator bounds hold, then those of our results which are
dependent on the Gaffney-Friedrichs inequality will also hold when, in addi-
tion, the second fundamental form of ∂M is bounded below, and those of our
results dependent on Neumann domination will also hold when, in addition,
the second fundamental form of ∂M is non-negative. Of course, if M = R3
then the Neumann Laplacian is to be replaced by the self-adjoint version of
the Laplacian over R3. All of our results hold in this case.
2.4 The ZDS procedure and the augmented equation
The proof of Theorems 2.10 and 2.11 will be based on the ZDS procedure,
already discussed in the introduction, and in particular on use of the following
modified Yang-Mills heat equation. See [2] for more discussion of the ZDS
procedure.
Definition 2.19 (Augmented equation.) The augmented Yang-Mills heat
equation is
− ∂
∂t
C(t) = d∗C(t)BC(t) + dC(t)d
∗C(t), C(0) = C0. (2.22)
Here C(t) is a k valued 1-form on M for each t ≥ 0 and BC(t) is its cur-
vature. Equation (2.22) differs from the Yang-Mills heat equation (2.5) by
the addition of the second term on the right. The added term makes the
equation strictly parabolic. If M 6= R3 the equation goes along with one of
the following two kinds of boundary conditions, (N) (for Neumann) or (D)
(for Dirichlet).
(N) C(t)norm = 0 for t ≥ 0, (BC(t))norm = 0 for t > 0 (2.23)
(D) C(t)tan = 0 for t ≥ 0, (d∗C(t))|∂M = 0 for t > 0. (2.24)
By a strong solution to the augmented Yang-Mills heat equation (2.22) over
an interval [0, T ] we mean a continuous function C(·) : [0, T ]→ L2(M ; Λ1⊗k)
satisfying the four conditions a) - d) of Definition 2.1, with A replaced by C,
B replaced by BC and (2.5) replaced by (2.22). We will be concerned only
with T <∞ for the augmented equation.
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Theorem 2.20 (Solutions to the augmented equation.) Let 1/2 ≤ a < 1.
Suppose that C0 ∈ Ha(M). Then there exists a real number T > 0 and a
continuous function C : [0, T ]→ Ha(M) such that C(0) = C0 and
a) C(·) is a strong solution to the augmented equation (2.22) over (0, T ]
satisfying the respective boundary conditions (2.23) or (2.24), when M 6= R3.
b) t(1−a)‖C(t)‖2H1 → 0 as t ↓ 0.
The solution is unique under the preceding conditions. Moreover C(·) lies in
C∞((0, T )×M ; Λ1 ⊗ k)
If a > 1/2 then the solution has finite strong a-action in the sense that
∫ T
0
s−a‖C(s)‖2H1ds <∞. (2.25)
If a = 1/2 and ‖C0‖H1/2 is sufficiently small then (2.25) holds with a =
1/2.
The proof of this theorem will be given in Section 3.
Remark 2.21 The link between the augmented ymh equation (2.22) and
the ymh equation (2.5) is provided by the ZDS procedure outlined in the
introduction. As already noted there, much of this paper is concerned with
determining the behavior of of the initial singularity of C(·) and its derivatives
in order to establish the required differentiability properties of the solution
g(·) to the Equation (1.8). These, in turn, will give the differentiability
properties of A(·) asserted in Theorems 2.10 and 2.11. Thus, most of this
paper is devoted to proving the following theorem, which is stated here just
for a = 1/2 for simplicity.
Theorem 2.22 Assume that M = R3 or is convex in the sense of Definition
2.9. Suppose that A0 ∈ H1/2 and that C(·) is a strong solution to the aug-
mented equation (2.22) with finite strong action over [0, T ] and with C0 = A0.
Then there exists a continuous function
g : [0, T ]→ G3/2 (2.26)
such that the gauge transform A(·) defined by
A(t) = C(t)g(t) 0 ≤ t ≤ T (2.27)
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is an almost strong solution to the Yang-Mills heat equation over (0, T ), whose
curvature satisfies the boundary condition (2.15) resp. (2.16). The function
A(·) : [0, T ]→ H1/2 (2.28)
is continuous. In particular, A(t) converges in H1/2 norm to A0 as t ↓ 0.
If 0 < τ < T and g0 ≡ g(τ)−1 then the function t 7→ A(t)g0 is a strong
solution to the Yang-Mills heat equation satisfying, if M 6= R3, the boundary
condition (2.15) resp (2.16) as well as the boundary condition (2.17) resp.
(2.18). Ag0(·) is a continuous function on [0, T ] into H1/2, and in particular
A(t)g0 converges in H1/2 norm to A
g0
0 as t ↓ 0.
Furthermore A(·) and Ag0(·) have finite action:∫ T
0
s−1/2‖B(s)‖22ds <∞. (2.29)
This theorem, along with its analog for a > 1/2, will be proved in Section
7, (Theorem 7.1). In case A0 ∈ H1/2 but C(·) does not have finite strong
action one needs a weaker version of Theorem 2.22, based on infinite (1/2)-
action, in order to prove items 1) and 2) in Theorem 2.11. The infinite action
version of Theorem 2.22 will be stated and proved in Section 7 also (Theorem
7.2).
Remark 2.23 (Contrast with H1 initial data) In case the initial data A0
is in H1(M) there is no need to invoke the use of gauge transformations
in the the formulation of the existence theorem because the solution that
the ZDS procedure produces is already a strong solution. Here is a version
of the main result from [2], formulated in R3 rather than over a compact
Riemannian manifold.
Theorem 2.24 [2] Let M be either R3 or the closure of a bounded, convex,
open subset of R3 with smooth boundary. Suppose that A0 ∈ H1(M). Then
there exists a strong solution A(·) to the Yang-Mills heat equation (2.5) over
[0,∞) with initial value A0. Moreover A : [0,∞)→ H1 is continuous.
Remark 2.25 1. The conclusion of Theorem 2.24 should be contrasted
with the conclusions of Theorems 2.10 and 2.11. One does not need to gauge
transform the solution to obtain a strong solution when A0 ∈ H1.
2. When M 6= R3, boundary conditions on A0 are implied in Theorem
2.24 by the assumption that A0 ∈ H1. These are (A0)norm = 0 in case (N)
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or (A0)tan = 0 in case (D). Compare Remark 2.4. Moreover the solution
satisfies, for all t > 0, the boundary conditions (2.15) resp. (2.16) on its
curvature, as well as A(t)norm = 0 resp. A(t)tan = 0. No gauge transform
need intervene as in (2.17) and (2.18). Uniqueness holds just under the
condition (2.19) resp. (2.20).
3. The case M = R3 is not stated in [2]. However if M = R3, then
all the steps in the proof in [2] go through without essential change. In fact
the proof in this case is considerably simpler because all of the desiderata
concerning boundary conditions can be ignored. Finite volume of M is never
used.
3 Solutions for the augmented Yang-Mills heat
equation
3.1 The integral equation and path space
Throughout Section 3 M will be assumed to be either all of R3 or else the
closure of a bounded open set in R3 with smooth boundary. M need not be
convex.
We will convert the augmented Yang-Mills heat equation (2.22) to an
integral equation and then show that the integral equation has a unique
solution for a short time. In Section 3.6 it will be shown that the solution is
actually a strong solution to (2.22).
To carry out the conversion to an integral equation one needs to separate
the linear terms from the non-linear terms in (2.22). Throughout this section
we will write d for the exterior derivative with the understanding that this
represents the maximal or minimal version, in agreement with the boundary
conditions whenM 6= R3. See [2] for a discussion of these domains. It will be
convenient to use the exterior and interior commutator products of k valued
forms defined at the beginning of Section 2.
Writing B ≡ BC = dC + (1/2)[C ∧ C], one can compute that
d∗CB + dCd
∗C = (d∗d+ dd∗)C −X(C), (3.1)
where X is the first order nonlinear differential operator on k valued 1-forms
C defined by
−X(C) = −[CyB] + (1/2)d∗[C ∧ C] + [C, d∗C], C : M → Λ1 ⊗ k. (3.2)
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The terms in X(C) which are cubic in C involve no derivatives of C while
the terms which are quadratic all involve a factor of one spatial derivative of
C. As in [2] we will write this symbolically as
X(C) = C3 + C · ∂C. (3.3)
X(C) contains all the non-linear terms in Eq. (2.22), which can now be
rewritten as
C ′(t) = ∆C(t) +X(C(t)), C(0) = C0, (3.4)
wherein ∆ is the self-adjoint Laplacian on k valued 1-forms over R3, or the
Neumann, resp. Dirichlet Laplacian defined in Definition 2.3, in case M 6=
R
3.
Informally, the equation (3.4) is equivalent to the integral equation
C(t) = et∆C0 +
∫ t
0
e(t−σ)∆X(C(σ))dσ. (3.5)
A solution to the integral equation (3.5) is sometimes referred to as a mild
solution to the differential equation (3.4) [35, Definition 11.15]. We will show
in Section 3.6 that such a mild solution is actually a strong solution. The
existing general theorems showing that a mild solution is a strong solution
seem inapplicable to our case.
Remark 3.1 Any choice of path space within which one wishes to seek a so-
lution to (3.5) with initial data C0 ∈ Ha should be contained in C([0, T ];Ha(M))
and should include paths having arbitrary initial value inHa(M). But it must
also have a strong enough metric to allow control of the non-linear function
X(C). The following path space seems well adapted to this purpose for our
particular non-linearities and initial conditions.
Notation 3.2 (Path space.) Suppose that 0 < a < 1 and 0 < T < ∞. Let
C0 ∈ Ha ≡ Ha(M ; Λ1 ⊗ k). Define
PaT =
{
C(·) ∈ C
(
[0, T ];Ha
)
∩ C
(
(0, T ];H1
)
:
i. C(0) = C0 (3.6)
ii. t1−a‖C(t)‖2H1 → 0 as t ↓ 0
}
. (3.7)
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Define also
|C|t = sup
0<s≤t
s(1−a)/2‖C(s)‖H1, 0 < t ≤ T. (3.8)
Then, for C ∈ PaT , we have
‖C(s)‖H1 ≤ s(a−1)/2|C|t for 0 < s ≤ t ≤ T and (3.9)
|C|t ≤ |C|T for 0 < t ≤ T. (3.10)
Condition ii. ensures that
|C|t → 0, as t ↓ 0. (3.11)
PaT is a complete metric space in the metric
dist(C1, C2) = sup
0≤t≤T
‖C1(t)− C2(t)‖Ha + |C1 − C2|T . (3.12)
The inequality (3.9) ensures that, for some Sobolev constant κ6, one has
‖C(s)‖6 ≤ s(a−1)/2|C|tκ6, for 0 < s ≤ t. (3.13)
These spaces will be useful only for 1/2 ≤ a < 1.
The next theorem is the mild version of Theorem 2.20. It will be proven
in the following four sections.
Theorem 3.3 Let 1/2 ≤ a < 1 and let C0 ∈ Ha(M ; Λ1 ⊗ k).
i.) There exists T > 0 depending on C0 (and not just on ‖C0‖Ha. See
Remark 3.16.) such that the integral equation (3.5) has a unique solution in
PaT .
ii.) If 1/2 < a < 1 then the solution has finite strong a-action in the sense
of (2.25).
iii.) If a = 1/2 and ‖C0‖H1/2 is sufficiently small then the solution has
finite strong action in the sense of (2.25) with a = 1/2.
The proof of this theorem requires establishing properties of each of the
terms on the right side of (3.5). Section 3.2 will show that the first term
lies in PaT . Section 3.3 will establish the needed contraction estimates for the
second term. These will be put together in Section 3.4 to prove item i.), the
existence and uniqueness portion of the theorem. Items ii.) and iii.), finite
action, will be proven in Section 3.5. Section (3.6) will show that solutions
to the integral equation (3.5) are actually strong solutions.
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3.2 Free propagation lies in the path space PaT
We will show in this subsection that the first term on the right in (3.5) lies
in PaT and has finite strong a-action. All estimates in this subsection will be
made for initial data C0 ∈ Ha with 0 ≤ a < 1 since there is no simplification
for a ≥ 1/2 and the greater generality will be needed later.
Lemma 3.4 Let 0 ≤ a < 1 and suppose that C0 ∈ Ha. Then, for some real
constants ca and γa there holds
e2tca‖C0‖2Ha ≥ t1−a‖et∆C0‖2H1 → 0 as t ↓ 0 and (3.14)∫ T
0
t−a‖et∆C0‖2H1dt ≤ e2Tγ2a‖C0‖2Ha . (3.15)
Proof. Denote by E(dλ) the spectral resolution for the operator 1 − ∆
and let µ(dλ) = (E(dλ)DaC0, D
aC0), where D =
√
1−∆. In view of the
definition (2.10) of the Ha norm we may write
e−2t‖et∆C0‖2H1 = ‖Det(∆−1)C0‖22
= ‖D1−ae−tD2DaC0‖22
= (D2(1−a)e−2tD
2
DaC0, D
aC0)
=
∫ ∞
1
λ(1−a)e−2tλµ(dλ).
Hence
e−2tt1−a‖et∆C0‖2H1 =
∫ ∞
1
(tλ)1−ae−2tλµ(dλ). (3.16)
The integrand is uniformly bounded in {t > 0 and λ ≥ 0} by ca ≡ supσ>0 σ1−ae−2σ
and therefore the integral is at most ca‖DaC0‖22. Moreover for each point
λ ∈ [0,∞) the integrand goes to zero as t ↓ 0. Since µ is a finite measure the
dominated convergence theorem implies the remainder of (3.14).
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Using now (3.16) again, and substituting τ = tλ, we find
e−2T
∫ T
0
t−a‖et∆C0‖2H1dt = e−2T
∫ T
0
e2t
∫ ∞
1
(tλ)−aλe−2tλµ(dλ)dt
≤
∫ ∞
1
∫ T
0
(tλ)−ae−2tλλdt µ(dλ)
=
∫ ∞
1
(∫ Tλ
0
τ−ae−2τdτ
)
µ(dλ)
≤ γ2a
∫ ∞
1
µ(dλ) = γ2a‖DaC0‖22,
where γ2a =
∫∞
0
τ−ae−2τdτ . This proves (3.15).
Corollary 3.5 Let 0 ≤ a < 1 and let C0 ∈ Ha. Then the function
[0, T ] ∋ t 7→ C(t) := et∆C0 (3.17)
lies in PaT for all T ∈ (0,∞).
Proof. C(·) is a continuous function on [0, T ] into Ha because et∆ is a
strongly continuous semigroup in Ha. The second assertion in (3.14) shows
that t(1−a)/2‖et∆C0‖H1 → 0 as t ↓ 0, which is condition (3.7). Since C(t) ∈
H1 for any t > 0, C(·) is also a continuous function on (0, T ] into H1.
Remark 3.6 (Pointwise behavior vs integral behavior) Let f(t) = ‖et∆C0‖2H1 .
Observe that (3.14) says that t−af(t) = o(t−1) while (3.15) says that t−af(t)
is integrable over (0, T ). Neither assertion implies the other. Both hold for
this particular function. Both types of inequalities, pointwise in t and inte-
gral, will be needed for solutions C(·) to (2.22). Many of the apriori estimates
that we will derive will show the strong interplay between them. This inter-
play was already a key tool in [2]. A pointwise inequality in t, such as (3.14)
or (3.7), provides a mechanism for proving the existence of solutions for Ha
initial data. But it is an integral condition, such as (3.15) or (2.25), or more
particularly their gauge invariant version (2.14), which has direct physical
significance and which we will address in a more gauge invariant formulation
in a future work, [17].
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3.3 Contraction estimates
For C(·) in the path space PaT we have at our disposal two kinds of size
conditions for use in estimating the terms in (3.3). ‖C(s)‖Ha is continuous
and therefore bounded on [0, T ], and therefore so also is ‖C(s)‖qa, by Sobolev,
where q−1a = 1/2 − a/3. (It may be useful to keep in mind that q1/2 =
3.) In addition, we have an s dependent bound on ‖C(s)‖H1 of the form
‖C(s)‖H1 ≤ s(a−1)/2 · |C|T , from (3.9). These two bounds will be used in
different combinations. The following lemma lists several kinds of estimates
that will be needed for the two different types of terms in X(C). The proofs
just rely on Ho¨lder inequalities together with the Sobolev inequality ‖C‖6 ≤
κ6‖C‖H1 . We use ‖∂C‖2 ≤ ‖C‖H1. We also continue to use, as in [2],
the constant c ≡ sup{‖ad x‖k→k : ‖x‖k ≤ 1}, which measures the non-
commutativity of k.
Lemma 3.7 Let C be a k valued 1-form on M . Then the following inequali-
ties hold. The Ho¨lder inequality arithmetic needed in the proof is on the same
line as the inequality. The power of c reflects the number of commutators that
appear on the left.
‖C3‖6/5 ≤ c2κ6 ‖C‖H1‖C‖23 5/6 = 1/6 + 1/3 + 1/3 (3.18)
‖C3‖3/2 ≤ c2κ26 ‖C‖2H1‖C‖3 2/3 = 1/6 + 1/6 + 1/3 (3.19)
‖C3‖2 ≤ c2κ36 ‖C‖3H1 1/2 = 1/6 + 1/6 + 1/6 (3.20)
‖C · ∂C‖6/5 ≤ c ‖C‖H1‖C‖3 5/6 = 1/2 + 1/3 (3.21)
‖C · ∂C‖3/2 ≤ cκ6 ‖C‖2H1 2/3 = 1/6 + 1/2 (3.22)
Proof. The proofs are in the right hand column.
Remark 3.8 The following elementary inequality is displayed here for fre-
quent reference. If L is a non-negative self-adjoint operator on a Hilbert
space and D = L1/2 then
‖Dαe−tL‖ ≤ cαt−α/2, t > 0, α ≥ 0, (3.23)
for some constant cα, as follows from the spectral theorem and the inequality
supλ>0 λ
α/2e−tλ = t−α/2 supσ>0 σ
α/2e−σ. Here λ ≥ 0 is a spectral parameter
for L. The case of interest for us will be L = 1−∆ acting on L2(M ; Λ1⊗ k).
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Lemma 3.9 Let 0 < a < 1 and let C ∈ PaT . Then
‖C(s)3‖2 ≤ s−(3/2)(1−a)|C|3t (c2κ36) for 0 < s ≤ t ≤ T and (3.24)
‖C(s) · ∂C(s)‖3/2 ≤ s−(1−a)|C|2t (cκ6) for 0 < s ≤ t ≤ T, (3.25)
where |C|t is defined by (3.8). Further,
‖e(t−s)∆{C(s)3}‖H1 ≤ (t− s)−1/2s3(a−1)/2 |C|3t C40a. (3.26)
‖e(t−s)∆{C(s)3}‖Ha ≤ (t− s)−a/2s3(a−1)/2 |C|3t C41a. (3.27)
‖e(t−s)∆{C(s) · ∂C(s)}‖H1 ≤ (t− s)−3/4sa−1 |C|2t C42a. (3.28)
‖e(t−s)∆{C(s) · ∂C(s)}‖Ha ≤ (t− s)−(2a+1)/4sa−1 |C|2t C43a. (3.29)
The constants Cja depend only on Sobolev constants, on the constants cα in
(3.23), on powers of the commutator norm c in k and on a.
Proof. By (3.20) and (3.9) we have
‖C(s)3‖2 ≤ c2κ36‖C(s)‖3H1 ≤ c2κ36(s(a−1)/2|C|t)3,
which is (3.24). Combining (3.22) and (3.9), one finds
‖C(s) · ∂C(s)‖3/2 ≤ cκ6‖C(s)‖2H1 ≤ cκ6(s(a−1)/2|C|t)2,
which is (3.25).
The two inequalities (3.26) and (3.27) follow directly from (3.24) com-
bined with (3.23) with α = 1 or a, respectively. Here we are ignoring irrele-
vant factors of eT needed to justify ‖er∆f‖Hα = ‖Dαer∆f‖2 because we are
only concerned with small T .
For the remaining two inequalities we need to interpose a Sobolev in-
equality before applying (3.23). We have a bound, κ′ say, on the norm of
D−1/2 : L3/2 → L2 because 1/2 = (2/3)− (1/2)/3. Thus we can write
‖e(t−s)∆{C(s) · ∂C(s)}‖H1 = ‖D1/2e(t−s)∆D−1/2{C(s) · ∂C(s)}‖H1
= ‖D3/2e(t−s)∆D−1/2{C(s) · ∂C(s)}‖2
≤ ‖D3/2e(t−s)∆‖2→2‖D−1/2{C(s) · ∂C(s))}‖2
≤
(
c3/2(t− s)−3/4
)
·
(
κ′sa−1|C|2t (cκ6)
)
,
wherein we have used (3.25) and (3.23). This proves (3.28). The proof of
(3.29) is the same but with H1 replaced by Ha and with D
3/2 replaced by
D1/2+a in the second and third lines. In this case α in (3.23) should be taken
to be 1/2 + a, giving (3.29)
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Remark 3.10 The following identity, which arises frequently, is listed here
for convenience. Let µ and ν be real numbers with µ < 1 and ν < 1. Then
1
t
∫ t
0
(t− s)−µs−νds = t−µ−νCµ,ν (3.30)
for some finite constant Cµ,ν . For the proof, make the change of variables
s = tr to convert the integral to t−µ−ν
∫ 1
0
(1 − r)−µr−νdr, which has the
asserted form.
Lemma 3.11 Let 1/2 ≤ a < 1 and let C(·) be in PaT . Define
w(t) =
∫ t
0
e(t−s)∆X(C(s))ds. (3.31)
Then
w : [0, T ]→ Ha and w : (0, T ]→ H1 (3.32)
are both continuous. Moreover
t
1−a
2 ‖w(t)‖H1 ≤
(
ta−(1/2)|C|3t + t
a−(1/2)
2 |C|2t
)
C50a, (3.33)
‖w(t)‖Ha ≤
(
ta−(1/2)|C|3t + t
a−(1/2)
2 |C|2t
)
C51a and (3.34)
‖w(t)‖qa ≤
(
ta−(1/2)|C|3t + t
a−(1/2)
2 |C|2t
)
C52a, (3.35)
where q−1a = (1/2)− (a/3).
The constants Cja depend only on Sobolev constants, the coefficients cα
in (3.23), on the commutator norm c and on a.
Proof. The sums on the right sides of these three inequalities correspond to
the decomposition X(C) = C3 + C · ∂C in (3.3). We need to carry out the
derivation of these inequalities separately for the cases C(s)3 and C(s)·∂C(s)
because of the slightly different powers of (t− s) and s that occur in (3.26)
- (3.29). The following derivation is typical of all of them. We have∫ t
0
‖e(t−s)∆C(s)3‖H1ds ≤
∫ t
0
(t− s)−1/2s3(a−1)/2ds |C|3t C40a (3.36)
by (3.26). All the other three estimates needed in (3.33) and (3.34) have a
similar form. They differ only in the powers (t − s)−µs−ν that occur. The
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identity (3.30) shows that
∫ t
0
(t− s)−µs−νds = t1−µ−ν · constant. Thus in the
case of (3.36) one sees that 1−µ−ν = 1− (1/2)+3(a−1)/2 = −1+(3/2)a.
This gives correctly the power for the first term on the right in (3.33) upon
taking into account the factor t(1−a)/2 on the left side of (3.33). We leave the
arithmetic for the remaining three cases to the reader. By Sobolev, (3.35)
follows from (3.34).
It remains to prove the two assertions about continuity in (3.32). Observe
first that (3.34) implies continuity of w into Ha at t = 0 because w(0) = 0 and
|C|t → 0 as t ↓ 0 by (3.11). (Notice that for a = 1/2 we must rely on |C|t → 0
whereas for a > 1/2 the strictly positive powers of t in (3.34) are enough to
ensure that ‖w(t)‖Ha → 0.) It suffices, therefore, to prove both continuities
on an interval [ǫ, T ] with ǫ > 0. Suppose then that 0 < ǫ ≤ r < t ≤ T . The
identity
w(t)− w(r) =
∫ t
r
e(t−s)∆F (s)ds+
∫ r
0
(
e(t−r)∆ − I
)
e(r−s)∆F (s)ds, (3.37)
wherein F (s) = X(C(s)) is easily verified. We need to show that ‖w(t) −
w(r)‖Hα → 0 as t − r → 0 in the interval [ǫ, T ] for α = 1 and α = a. First
consider the term F (s) = C(s)3 in X(C(s)). We have, by (3.26) and (3.27),
∫ t
r
‖e(t−s)∆C(s)3‖Hαds ≤
{ ∫ t
r
(t− s)−1/2s3(a−1)/2ds |C|3T C40, α = 1∫ t
r
(t− s)−a/2s3(a−1)/2ds |C|3T C41, α = a.
Both integrals on the right go to zero as t − r → 0 if r and t are bounded
away from zero. Similarly, by (3.28) and (3.29),
∫ t
r
‖e(t−s)∆{C(s) · ∂C(s)}‖Hαds ≤
{ ∫ t
r
(t− s)−3/4sa−1ds |C|2T C42, α = 1∫ t
r
(t− s)−(2a+1)/4sa−1ds |C|2T C43, α = a,
which also goes to zero if r and t lie in the interval [ǫ, T ] and t− r → 0.
Concerning the second integral in (3.37) observe that, although the op-
erator in parentheses goes to zero strongly as t − r ↓ 0, it does not go
to zero in norm. Let 0 < δ < 1/4. Then, for any measurable function
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F : (0, T ]→ L2(M ; Λ1 ⊗ k), we have∫ r
0
‖
(
e(t−r)∆ − I
)
e(r−s)∆F (s)‖Hαds
=
∫ r
0
‖
(
e(t−r)∆ − I
)
D−2δD2δe(r−s)∆F (s)‖Hαds
≤ ‖
(
e(t−r)∆ − I
)
D−2δ‖2→2
∫ r
0
‖D2δe(r−s)∆F (s)‖Hαds. (3.38)
The operator norm in the first factor goes to zero for any δ > 0 as t− r ↓ 0.
It suffices to prove therefore that the integral factor is uniformly bounded
for r ∈ [ǫ, T ]. But (3.23) implies that, in the presence of the factor D2δ,
each of the factors (t − s)−µ in the inequalities (3.26) - (3.29) need only be
replaced by (t− s)−µ−δ. All of these four exponents remain greater than −1
for 1/2 ≤ a ≤ 1 because δ < 1/4. Consequently the four estimates needed
to bound the integral factor in (3.38), for α = 1 or a and F = C3 or C · ∂C,
remain bounded on the interval ǫ ≤ r ≤ T .
3.4 Proof of existence of mild solutions
Notation 3.12 Let 1/2 ≤ a < 1 and suppose that C0 ∈ Ha(M). Let
PaT,b = {C(·) ∈ PaT : |C|T ≤ b}, (3.39)
where |C|t is defined as in (3.8). For any b > 0 the set PaT,b is complete in
the metric (3.12) and is non-empty for some T > 0 since, by Corollary 3.5,
PaT1 is non-empty for all T1 > 0, and if C(·) ∈ PaT1 then the restriction of C(·)
to [0, T ] will be in PaT,b for some T ∈ (0, T1] by virtue of (3.11). It is this
feature of the spaces PaT that will allow our method to work in the critical
case a = 1/2. See Remark 3.17 for further discussion of this.
Lemma 3.13 Define
Z(C)(t) = et∆C0 +
∫ t
0
e(t−s)∆X(C(s))ds for C(·) ∈ PaT . (3.40)
Then
Z(PaT ) ⊂ PaT . (3.41)
Let
b0 = sup
0<t≤T
t(1−a)/2‖et∆C0‖H1.
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If C ∈ PaT,b and T ≤ 1 then
|Z(C)|T ≤ b0 + (b2 + b3)C50a, (3.42)
where C50a is defined in (3.33). If b > 0 is chosen so small that
(b2 + b3)C50a ≤ b/2 (3.43)
and T > 0 is chosen so small that
b0 ≤ b/2 (3.44)
then Z takes PaT,b into itself.
Proof. By Corollary 3.5 the first term in (3.40) lies in PaT . By Lemma 3.11
the second term in (3.40) defines a continuous function on [0, T ] into Ha and
a continuous function on (0, T ] into H1. Further, (3.33) shows that condition
(3.7) holds for the second term because the factors |C|t go to zero as t ↓ 0 in
accordance with (3.11). This proves (3.41).
It is worth noting a distinction between a = 1/2 and a > 1/2 that will
recur often: For a = 1/2 the right side of (3.33) goes to zero as t ↓ 0 only
because |C|t → 0, which is built into the definition of PaT . For a > 1/2 the
two strictly positive powers of t on the right side of (3.33) contribute further
to the decay as t ↓ 0.
In view of the definition (3.8), the inequality (3.42) follows from (3.33)
(with 0 ≤ t ≤ T ≤ 1) and the definition of b0. Now if b is chosen so small
that (3.43) holds then (3.42) shows that |Z(C)|T ≤ b0+(b/2). Further, (3.14)
shows that we can choose T > 0 so small that (3.44) holds. Thus for these
values of b and T we find |Z(C)|T ≤ b. Therefore Z takes PaT,b into itself.
Lemma 3.14 Z is a contraction on PaT,b for b and T sufficiently small.
Proof. If Cj ∈ PaT,b for j = 1, 2 then, for 0 < t ≤ T ≤ 1,
t(1−a)/2‖Z(C1)(t)− Z(C2)(t)‖H1
≤ t(1−a)/2
∫ t
0
‖e(t−s)∆{X(C1(s))−X(C2(s))}‖H1ds
≤ |C1 − C2|T (2b+ 3b2)C50a (3.45)
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by polarization of (3.33) (with t = T in that inequality.) Similarly, by
polarizing (3.34) we find, for 0 ≤ t ≤ T ≤ 1,
‖Z(C1)(t)− Z(C2)(t)‖Ha ≤ |C1 − C2|T (2b+ 3b2)C51a. (3.46)
Choose b so small that not only (3.43) holds, but also
(2b+ 3b2)max(C50a, C51a) ≤ 1/4. (3.47)
Since C50a and C51a are independent of C0 and T , so is the size restriction
on b. As we saw in Lemma 3.13, for our fixed C0 ∈ Ha, we can choose T so
small that (3.44) holds. For such choices of b and T , Z takes PaT,b into itself
by Lemma 3.13 and
dist(Z(C1), Z(C2)) = sup
0≤t≤T
‖Z(C1)(t)− Z(C2)(t)‖Ha
+ sup
0<t≤T
t(1−a)/2‖Z(C1)(t)− Z(C2)(t)‖H1
≤ (1/4)|C1 − C2|T + (1/4)|C1 − C2|T
≤ (1/2)dist(C1, C2) (3.48)
by (3.45) and (3.46). Thus Z is a contraction on PaT,b.
Remark 3.15 The fact that sup0<t≤T ‖C1(t)−C2(t)‖Ha does not enter into
the right sides of (3.45) or (3.46) suggests that, in some sense, the behavior
(3.7), of ‖C(s)‖H1 near s = 0, controls ‖C(t)‖Ha. We will see strong forms
of this in the papers [16] and [17].
Proof of Theorem 3.3, Part i.). The proof is an immediate consequence
of Lemma 3.14.
Remark 3.16 (Dependence of T on C0) The time T that we have produced
in Theorem 3.3 depends on C0 itself, and not just on ‖C0‖Ha , because the
strong limit in (3.14) cannot be replaced by a limit in operator norm. Indeed,
(3.14) asserts that the operator function t 7→ (t(1−a)/2et∆ : Ha → H1) goes to
zero strongly as t ↓ 0. One can verify with the help of the spectral theorem
that it does not go to zero in operator norm.
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Remark 3.17 Typically, a proof of existence and uniqueness of solutions for
the integral equation (3.5) proceeds by establishing estimates for the non-
linear operator Z in (3.40) of the form
‖Z(C1(·))− Z(C2(·))‖ ≤ const.T α‖C1(·)− C2(·)‖, (3.49)
for some α > 0 and some norm on a Banach space containing the freely
propagated term et∆C0 in (3.5). One need only take T small to conclude
that Z is a contraction. Typical estimation methods for establishing (3.49)
in some contexts can be found, for example, in Taylor, [40, page 273]. In our
context such a contraction proof works in case a > 1/2. Indeed polarization
of (3.33) and (3.34) shows that for 0 < t ≤ T ≤ 1 one can include a factor
T
a−(1/2)
2 on the right hand sides of (3.45) and (3.46). Thus (3.49) holds with
α = (a− (1/2))/2. Since α > 0 when a > 1/2 one could proceed in this case
in the usual way without having to rely on the fact that t(1−a)/2‖C(t)‖H1 is
not only bounded, but also goes to zero as t ↓ 0, as was assumed in (3.7).
In case a = 1/2 one has α = 0 and the preceding standard technique for
proving contraction fails. The requirement (3.7) then becomes essential in
the choice of the path space PaT . It is not clear whether this distinction in
techniques for a > 1/2 or a = 1/2 is an intrinsic feature of criticality or an
artifact of our choice of metric space PaT . We will see a similar dichotomy in
dealing with finite action in the next subsection.
3.5 C(·) has finite action
Theorem 3.18 Let 1/2 ≤ a < 1. Suppose that C0 ∈ Ha. Let C(·) be the
solution to the integral equation (3.5) produced in Theorem 3.3, Part i.).
If a > 1/2 then
∫ T
0
s−a‖C(s)‖2H1ds <∞ for sufficiently small T. (3.50)
If a = 1/2 and ‖C0‖H1/2 is sufficiently small then∫ T
0
s−1/2‖C(s)‖2H1ds <∞ for sufficiently small T. (3.51)
The proof will be developed in the next two subsections.
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3.5.1 Abstract action estimates
We need to make an estimate of the integral term in (3.5) similar to the
estimate (3.15) for the freely propagated term. We will be able to avoid
using heat kernel estimates in favor of just the spectral theorem and simple
Sobolev inequalities with the help of the following theorem. The parameters
α, µ, b in the theorem will be chosen to fit our various needs in this paper
and its sequel. The operator L of interest to us will be 1−∆ on forms.
Theorem 3.19 Let L be a non-negative self-adjoint operator on a Hilbert
space H. Suppose that α, µ, b are real numbers such that
0 ≤ α ≤ 1, (3.52)
0 ≤ µ ≤ b < 1, (3.53)
δ ≡ 1− α− µ ≥ 0. (3.54)
Then there is a constant Cα,µ, depending only on α and µ, such that Cα,0 ≤ 1
and such that for 0 < T <∞ and for any measurable function g : (0, T )→ H
there holds∫ T
0
t−b
∥∥∥ ∫ t
0
s−µLαe−(t−s)Lg(s)ds
∥∥∥2dt ≤ T 2δ ∫ T
0
s−b‖g(s)‖2ds · Cα,µ. (3.55)
In particular, for µ = 0, there holds∫ T
0
t−b
∥∥∥∫ t
0
Lαe−(t−s)Lg(s)ds
∥∥∥2dt ≤ T 2(1−α) ∫ T
0
s−b‖g(s)‖2ds for 0 ≤ b < 1.
(3.56)
The proof depends on the following lemmas.
Lemma 3.20 (Schwarz-like inequality) Suppose that (0, t) ∋ s 7→ H(s) is
strongly continuous function into a set of commuting, bounded, non-negative
Hermitian operators on a Hilbert space H. If g : (0, T ) → H is measurable
then ∥∥∥ ∫ t
0
H(s)g(s)ds
∥∥∥2 ≤ ∥∥∥∫ t
0
H(s)ds
∥∥∥ ∫ t
0
(H(s)g(s), g(s))ds (3.57)
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Proof. Let F (s) = H(s)1/2. Then∥∥∥ ∫ t
0
H(s)g(s)ds
∥∥∥2 = ∥∥∥ ∫ t
0
F (s)2g(s)ds
∥∥∥2
=
∫ t
0
ds1
∫ t
0
ds2
(
F (s1)
2g(s1), F (s2)
2g(s2)
)
=
∫ t
0
ds1
∫ t
0
ds2
(
F (s2)F (s1)g(s1), F (s1)F (s2)g(s2)
)
≤ (1/2)
∫ t
0
ds1
∫ t
0
ds2
(
‖F (s2)F (s1)g(s1)‖2 + ‖F (s1)F (s2)g(s2)‖2
)
=
∫ t
0
ds1
∫ t
0
ds2‖F (s2)F (s1)g(s1)‖2
=
∫ t
0
ds1
∫ t
0
ds2
(
F (s2)
2F (s1)g(s1), F (s1)g(s1)
)
=
∫ t
0
ds1
({∫ t
0
ds2F (s2)
2
}
F (s1)g(s1), F (s1)g(s1)
)
≤
∥∥∥ ∫ t
0
F (s2)
2ds2
∥∥∥ ∫ t
0
ds1
(
F (s1)g(s1), F (s1)g(s1)
)
.
Remark 3.21 A simpler and cruder proof would easily give the inequality
(3.57) but with ‖H(s)‖ under the integral in the first factor. However in the
case of interest to us this integral would diverge.
Lemma 3.22 Under the hypotheses of Theorem 3.19 we have∥∥∥ ∫ t
0
s−µLαe−(t−s)Lds
∥∥∥ ≤ tδ(1− µ)α−1. (3.58)
Proof. By the spectral theorem we need only prove that for any λ > 0 there
holds ∫ t
0
s−µλαe−(t−s)λds ≤ t1−α−µ(1− µ)α−1. (3.59)
Make the substitution r = sλ and define γ = tλ to find∫ t
0
s−µλαe−(t−s)λds = e−γ
∫ γ
0
r−µλα+µ−1erdr
= t1−α−µ
{
γα+µ−1e−γ
∫ γ
0
r−µerdr
}
.
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It suffices to prove that the expression in braces is at most (1− µ)α−1 for all
γ > 0. In case γ ≤ 1− µ the expression in braces is at most
γα+µ−1
∫ γ
0
r−µdr = γα+µ−1
γ1−µ
1− µ =
γα
1− µ ≤
(1− µ)α
1− µ .
This proves (3.59) when tλ ≤ 1 − µ. In case γ > 1 − µ the expression in
braces is at most, considering that α + µ− 1 ≤ 0,
(1− µ)α+µ−1e−γ
∫ γ
0
r−µerdr
≤ (1− µ)α+µ−1e−γ
( ∫ 1−µ
0
r−µdr e1−µ + (1− µ)−µ
∫ γ
1−µ
erdr
)
= (1− µ)α+µ−1e−γ
(
(1− µ)−µ e1−µ + (1− µ)−µ(eγ − e1−µ)
)
= (1− µ)α+µ−1e−γ(1− µ)−µeγ .
This proves (3.59) when tλ > 1− µ.
Lemma 3.23 Under the hypotheses of Theorem 3.19 we have∥∥∥ ∫ t
0
s−µLαe−(t−s)Lg(s)ds
∥∥∥2
≤ (1− µ)α−1 tδ
∫ t
0
(
s−µLαe−(t−s)Lg(s), g(s)
)
ds. (3.60)
Proof. Let H(s) = s−µLαe−(t−s)L, 0 < s < t. Then (3.58) shows that
‖ ∫ t
0
H(s)ds‖ ≤ tδ(1− µ)α−1. Insert this bound into (3.57) to find (3.60).
We will need also an estimate of the following integral over (s, T ).
Lemma 3.24 Under the hypotheses of Theorem 3.19 we have∥∥∥ ∫ T
s
t−b tδLαe−(t−s)Ldt
∥∥∥ ≤ sµ−b T 2δ C(µ, δ) (3.61)
for some finite constant C(µ, δ) with C(0, δ) ≤ 1. In particular, for µ = 0,
there holds ∥∥∥∫ T
s
t−btδLαe−(t−s)Ldt
∥∥∥ ≤ s−bT 2δ for 0 ≤ b < 1, (3.62)
∥∥∥ ∫ T
s
t−bLαe−(t−s)Ldt
∥∥∥ ≤ s−bT δ for 0 ≤ b < 1, (3.63)
where δ = 1− α.
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Proof. By the spectral theorem it suffices to show that∫ T
s
t−b tδλαe−(t−s)λdt ≤ sµ−b T 2δ C(µ, δ) (3.64)
for some finite function C(·, ·) with C(0, δ) ≤ 1. Observe that t−btδ =
tµ−btδt−µ ≤ sµ−bT δt−µ for s ≤ t ≤ T because µ− b ≤ 0 and δ ≥ 0. Hence∫ T
s
t−btδλαe−(t−s)λdt ≤ sµ−bT δ
∫ T
s
t−µλαe−(t−s)λdt. (3.65)
To estimate the last integral make the change of variables t = s + (σ/λ) in
the integral to find∫ T
s
t−µλαe−(t−s)λdt =
∫ (T−s)λ
0
(
s+
σ
λ
)−µ
λα−1e−σdσ
≤
∫ Tλ
0
(σ
λ
)−µ
λα−1e−σdσ
=
∫ Tλ
0
σ−µλ−δe−σdσ
= T δ(Tλ)−δ
∫ Tλ
0
σ−µe−σdσ
≤ T δ sup
τ>0
τ−δ
∫ τ
0
σ−µe−σdσ.
It remains, therefore, only to show that the function
C(µ, δ) ≡ sup
τ>0
τ−δ
∫ τ
0
σ−µe−σdσ (3.66)
is finite for the allowed values of µ and δ and is at most one at µ = 0. Since
δ ≥ 0 and µ < 1 we have
lim sup
τ→∞
(
τ−δ
∫ τ
0
σ−µe−σdσ
)
≤ (lim sup
τ→∞
τ−δ)
∫ ∞
0
σ−µe−σdσ <∞.
For small τ we have
τ−δ
∫ τ
0
σ−µe−σdσ ≤ τ−δ
∫ τ
0
σ−µdσ = τ−δτ 1−µ/(1− µ) = τ 1−δ−µ/(1− µ),
37
which is bounded for small τ because 1− δ−µ = α ≥ 0. Thus C(µ, δ) <∞.
Finally, if µ = 0 then δ = 1−α and C(0, δ) = supτ>0
{
τατ−1
∫ τ
0
e−σdσ
}
. For
τ ≥ 1 the expression in braces is increasing in α and for α = 1 is at most one,
while for τ < 1 it is decreasing in α and for α = 0 is at most one. Therefore
the expression in braces is at most one for all τ > 0.
Proof of Theorem 3.19. By (3.60) and (3.61) we have
∫ T
0
t−b
∥∥∥ ∫ t
0
s−µLαe−(t−s)Lg(s)ds
∥∥∥2dt
≤ (1− µ)α−1
∫ T
0
t−btδ
∫ t
0
(
s−µLαe−(t−s)Lg(s), g(s)
)
dsdt
= (1− µ)α−1
∫ T
0
s−µ
∫ T
s
tδ−b
(
Lαe−(t−s)Lg(s), g(s)
)
dtds
= (1− µ)α−1
∫ T
0
s−µ
({∫ T
s
tδ−bLαe−(t−s)Ldt
}
g(s), g(s)
)
ds
≤ (1− µ)α−1
∫ T
0
s−µ
∥∥∥ ∫ T
s
tδ−bLαe−(t−s)Ldt
∥∥∥‖g(s)‖2ds
≤ (1− µ)α−1
∫ T
0
s−µ{sµ−bT 2δC(µ, δ)}‖g(s)‖2ds.
Thus we may take Cα,µ = (1 − µ)α−1C(µ, δ) to arrive at (3.55). Since
C(µ, δ) ≤ 1 if µ = 0, (3.56) holds.
3.5.2 Proof of finite action
Action estimates for the freely propagated term in (3.5) have been made in
Lemma 3.4 for all a ∈ (0, 1). In this section action estimates will be made
for the integral term in (3.5) for 1/2 ≤ a < 1.
Lemma 3.25 Define
D = (1−∆)1/2.
Let 6/5 ≤ p ≤ 2. Define γ ∈ [0, 1] by the condition
1/2 = p−1 − γ/3. (3.67)
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Let κp denote the norm of D
−γ as an operator from Lp(M ; Λ1 ⊗ k) into
L2(M ; Λ1 ⊗ k). By Sobolev this is finite. Let 0 < b < 1 and let f : (0, T ) →
Lp(M ; Λ1 ⊗ k) be a measurable function. Then
∫ T
0
t−b‖
∫ t
0
e(t−s)∆f(s)ds‖2H1dt ≤ T 1−γ
∫ T
0
s−b‖f(s)‖2pds · (e2Tκ2p). (3.68)
Proof. Let g(s) = e−sD−γf(s). Then ‖g(s)‖2 ≤ κp‖f(s)‖p. We are going to
apply Theorem 3.19 with L = (1 −∆) = D2, µ = 0 and 2α = 1 + γ. Then
2δ = 2 − 2α = 1 − γ. Since f(s) = esDγg(s) we have, using (3.56) in the
fourth line,∫ T
0
t−b‖
∫ t
0
e(t−s)∆f(s)ds‖2H1dt =
∫ T
0
t−b‖
∫ t
0
De−(t−s)(1−∆)e(t−s)f(s)ds‖22dt
=
∫ T
0
t−b‖et
∫ t
0
D1+γe−(t−s)(1−∆)g(s)ds‖22dt
=
∫ T
0
t−be2t‖
∫ t
0
Lαe−(t−s)Lg(s)ds‖22dt
≤ T 2δ
∫ T
0
s−b‖g(s)‖22ds e2T
≤ T 2δ
∫ T
0
s−b‖f(s)‖2pds(e2Tκ2p).
Lemma 3.26 Let 1/2 ≤ a < 1. Define
q−1a = (1/2)− (a/3), p−1a = (7/6)− (2a/3), r−1a = 1− (a/3). (3.69)
Let C(·) ∈ PaT and define
βa = sup
0≤s≤T
‖C(s)‖qa. (3.70)
Then, for 0 < s ≤ T ,
‖C(s)3‖pa ≤ c2κ6β2a‖C(s)‖H1, p−1a = 2q−1a + (1/6) (3.71)
‖C(s) · ∂C(s)‖ra ≤ cβa‖C(s)‖H1, r−1a = q−1a + (1/2). (3.72)
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Proof. Since ‖C(s)‖6 ≤ κ6‖C(s)‖H1 and ‖∂C(s)‖2 ≤ ‖C(s)‖H1, Ho¨lder’s
inequality proves (3.71) and (3.72) in accordance with the arithmetic shown
in the second column.
Remark 3.27 It may be clarifying to contrast the critical case a = 1/2 with
the case a > 1/2. The definitions (3.69) give
qa = 3, pa = ra = 6/5 for a = 1/2
3 <qa < 6, 6/5 < pa < 2, 6/5 < ra < 3/2 for 1/2 < a < 1.
For the two types of terms that appear on the left side in (3.71) and (3.72)
we are going to apply Lemma 3.25 with p = pa and p = ra, respectively.
With γ defined by (3.67) and with the help of some arithmetic, the reader
can verify that the corresponding values of γ yield
1− γ =
{
2(a− 1
2
) if p = pa
(a− 1
2
) if p = ra.
(3.73)
Lemma 3.28 Let 1/2 ≤ a < 1, 0 < b < 1 and 0 < T ≤ 1. Suppose that
C(·) ∈ PaT . Then there are constants c5 and c6 independent of a, b, T and
C(·) such that∫ T
0
t−b‖
∫ t
0
e(t−s)∆C(s)3ds‖2H1dt ≤ c5T 2a−1β4a
∫ T
0
s−b‖C(s)‖2H1ds,
(3.74)∫ T
0
t−b‖
∫ t
0
e(t−s)∆C(s) · ∂C(s)ds‖2H1dt ≤ c6T a−
1
2β2a
∫ T
0
s−b‖C(s)‖2H1ds.
(3.75)
Proof. We are going to use Lemma 3.25 for each inequality, with the appro-
priate choice of p.
Take p = pa in (3.67) and choose f(s) = C(s)
3 in (3.68). In view of (3.71)
and (3.73) we find∫ T
0
t−b‖
∫ t
0
e(t−s)∆C(s)3ds‖2H1dt
≤ T 2a−1
∫ T
0
s−b‖C(s)3‖2pads (κpaeT )2
≤ T 2a−1
∫ T
0
s−b‖C(s)‖2H1ds (c2κ6β2a)2(κpaeT )2,
40
which is (3.74) upon taking c5 = c
4κ26κ
2
pae
2, since T ≤ 1.
Take p = ra in (3.67) and choose f(s) = C(s) · ∂C(s) in (3.68). In view
of (3.72) and (3.73) we find∫ T
0
t−b‖
∫ t
0
e(t−s)∆C(s) · ∂C(s)ds‖2H1dt
≤ T a−(1/2)
∫ T
0
s−b‖C(s) · ∂C(s)‖2rads · (κraeT )2
≤ T a−(1/2)
∫ T
0
s−b‖C(s)‖2H1ds · (cβa)2(κraeT )2,
which is (3.75) upon taking c6 = c
2κ2rae
2. c5 and c6 can be taken independent
of a because κp is bounded for 6/5 ≤ p ≤ 2.
Lemma 3.29 Let 1/2 ≤ a < 1, 0 < b < 1 and 0 < T ≤ 1. There is a
constant c7 independent of a, b, T and C(·) such that∫ T
0
t−b‖w(t)‖2H1dt ≤ c7
(
T a−
1
2β2a
)(
T a−
1
2β2a + 1
)∫ T
0
s−b‖C(s)‖2H1ds, (3.76)
wherein w(t) is defined by (3.31).
Proof. In view of the definition (3.31) we see that
∫ T
0
t−b‖w(t)‖2H1dt is
at most twice the sum of the left hand sides of (3.74) and (3.75). Take
c7 = 2max(c5, c6) and add (3.74) and (3.75) to arrive at (3.76).
Proof of Theorem 3.18. The integral equation (3.5) is given by C(t) =
et∆C0 + w(t) in view of the definition (3.31) of w. Hence, for any number
b ∈ (0, 1), we have(∫ T
0
t−b‖C(t)‖2H1dt
)1/2
≤
(∫ T
0
t−b‖et∆C0‖2H1dt
)1/2
+
(∫ T
0
t−b‖w(t)‖2H1dt
)1/2
≤
(∫ T
0
t−b‖et∆C0‖2H1dt
)1/2
+ µa
(∫ T
0
s−b‖C(s)‖2H1dt
)1/2
, (3.77)
where, by (3.76), we can take
µa =
√
c7
(
T a−
1
2β2a
)(
T a−
1
2β2a + 1
)
. (3.78)
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The rest of the proof hinges on whether we can take µa < 1 by choosing T
and/or C0 suitably. Here the proof diverges into two cases. Either a > 1/2,
in which case choosing T small makes µa small because T occurs with a
strictly positive power in µa. Or else a = 1/2, in which case
µ21/2 = c7β
2
1/2(β
2
1/2 + 1). (3.79)
In this case we will show that choosing both ‖C0‖H1/2 small and T small
ensures that µ1/2 < 1/2.
Let us carry out the details for the case a > 1/2 first. We are considering
a particular solution of the integral equation (3.5). Clearly βa, defined in
(3.70), decreases as T decreases and is finite for all T by Sobolev’s inequality.
Consequently µa decreases to zero as T ↓ 0 because a−1/2 > 0. Choose T so
small that µa ≤ 1/2. We would like to subtract the last term on the right of
(3.77) from the left side to obtain a bound on the b action for b = a. However
we do not know that the right side is finite for b = a since this is what we
are trying to prove. Let b < a. Since C(·) lies in the path space PaT we know
that ‖C(s)‖2H1 = o(sa−1) as s ↓ 0 by (3.7). Hence s−b‖C(s)‖2H1 = o(sa−b−1)
as s ↓ 0. Since a − b − 1 > −1 it follows that ∫ T
0
s−b‖C(s)‖2H1ds < ∞. We
can therefore subtract the last term in (3.77) from the left side to find, after
squaring,
(1/4)
∫ T
0
t−b‖C(t)‖2H1dt ≤
∫ T
0
t−b‖et∆C0‖2H1dt for 0 < b < a. (3.80)
As b ↑ a we have t−b ↑ t−a on (0, 1]. Therefore the monotone convergence
theorem now shows that
(1/4)
∫ T
0
t−a‖C(t)‖2H1dt ≤
∫ T
0
t−a‖et∆C0‖2H1dt (3.81)
The right side is finite by (3.15). This completes the proof of Theorem 3.18
in case a > 1/2.
Suppose now that a = 1/2. By assumption, C(·) is a continuous function
into H1/2 and therefore, by Sobolev, a continuous function into L
3. Hence,
if ‖C0‖H1/2 , and therefore ‖C0‖3, are small then ‖C(s)‖3 remains small for a
short time. Thus we can choose ‖C0‖3 small and then choose T > 0 so small
that β1/2 ≡ sup ‖C(s)‖3 is small enough to ensure, by virtue of (3.79), that
µ1/2 ≤ 1/2. The remaining details of the proof are the same as for the case
a > 1/2. This completes the proof of Theorem 3.18 as well as Parts ii) and
iii) of Theorem 3.3.
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3.6 Mild solutions are strong solutions
We wish to show that a function C(·) ∈ PaT is a solution to the integral
equation (3.5) if and only if it is a strong solution to the differential equa-
tion (2.22). Combined with Theorem 3.18, this will complete the proof of
Theorem 2.20.
Theorem 3.30 Let 1/2 ≤ a < 1. Suppose that C(·) is a mild solution
on [0, T ) lying in PaT . Then C(·) is a strong solution on (0, T ). Moreover,
C(·) ∈ C∞((0, T ) ×M ; Λ1 ⊗ k) and satisfies, for 0 < t < T , the Neumann,
resp. Dirichlet boundary conditions
(N) C(t)norm = 0, (dC(t))norm = 0, (BC(t))norm = 0. (3.82)
(D) C(t)tan = 0, (dC(t))tan = 0, (BC(t))tan = 0, (d
∗C(t))tan = 0. (3.83)
Two strong solutions lying in PaT are equal.
Proof. Let 0 < τ < t < T . Suppose that C(·) is a solution of the integral
equation (3.5) lying in PaT . Define f(s) = X(C(s)). The integral equation
(3.5) may be rewritten as
C(t) = et∆C0 +
∫ t
0
e(t−s)∆f(s)ds
= e(t−τ)∆
(
eτ∆C0 +
∫ τ
0
e(τ−s)∆f(s)ds
)
+
∫ t
τ
e(t−s)∆f(s)ds
= e(t−τ)∆C(τ) +
∫ t
τ
e(t−s)∆f(s)ds. (3.84)
Thus C(t) is a mild solution over the interval [τ, T ] with initial value C(t)|t=τ =
C(τ). Now C(·) is a continuous function into H1 over [τ, T ] as well as into
Ha and therefore lies in the path space Pa[τ,T ], defined as in Notation 3.2
but with τ as the origin. The corresponding path space Pˆ[τ,T ] used in [2] is
contained in Pa[τ,T ]. Since C(τ) ∈ H1, [2, Theorem 7.3] assures that there
exists a mild solution Cˆ(·) over some interval [τ, τ + ǫ] with initial value C(τ)
and which lies in Pˆ[τ,τ+ǫ]. We may assume without loss of generality that
τ + ǫ < T . But Pˆ[τ,τ+ǫ] ⊂ Pa[τ,τ+ǫ] and mild solutions are unique in Pa[τ,τ+ǫ].
Hence Cˆ(t) = C(t) for t ∈ [τ, τ + ǫ]. Now [2, Theorem 7.3] also assures
that Cˆ is a strong solution over (τ, τ + ǫ). Therefore C(·) is a strong solu-
tion over (τ, τ + ǫ). Since τ is arbitrary in (0, T ), C(·) is a strong solution
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over (0, T ). The same argument, using again [2, Theorem 7.3], shows that
C(·) ∈ C∞((0, T )×M ; Λ1⊗k). Moreover, by [2, Corollary 7.10], Cˆ(t) satisfies
the boundary conditions (3.82), resp. (3.83) over (τ, τ + ǫ). Therefore C(·)
does also.
Conversely, suppose that C(·) is a strong solution to the differential equa-
tion (2.22) and which satisfies the conditions a) and b) of Theorem 2.20. That
is to say, C(·) ∈ PaT . If 0 < τ < T then C(·) is a continuous function into H1
over [τ, T ]. Consequently, as shown in [2, Proof of Theorem 2.13], C(·) is a
solution to the integral equation (3.84) for τ ≤ t ≤ T . Since, for fixed t > 0,
the integral equation (3.84) holds for all τ ∈ (0, t), we can let τ ↓ 0 and find
that (3.84) holds also for τ = 0 by observing first, that C(·) is continuous
into L2 (in fact into Ha) over [0, T ], allowing the strong limit in the first term,
and second, that the estimates on f(s) made in Section 3.3 on the basis of
the hypotheses of Theorem 2.20 allow us to take the limit in the integral
term in (3.84). Hence a strong solution to the differential equation (2.22)
which lies in PaT is a solution to the integral equation (3.5). Uniqueness for
such strong solutions now follows.
This completes the existence and uniqueness portion of Theorem 2.20.
Since a strong solution is also a mild solution we can apply Theorem 3.18 to
deduce the remaining, finite action, assertions of Theorem 2.20.
4 Initial behavior of solutions to the augmented
equation
We are going to derive energy estimates for the first and second order spatial
derivatives of a solution C(·) to the augmented Yang-Mills heat equation
(2.22) and then use these to derive additional bounds via the method of
Neumann domination. These estimates will be used in Section 6 to establish
the properties of the conversion group which are needed to recover the desired
solution A(·) of (2.5) from C(·).
In this section we will take M to be either all of R3 or the closure of a
bounded, convex, open subset of R3 with smooth boundary.
The main technique in the next few subsections will be based on the
Gaffney-Friedrichs-Sobolev inequality, which asserts, for our convex subset
M of R3, that for any integer p ≥ 1 and any k valued p-form ω (satisfying
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appropriate boundary conditions) there holds
‖ω‖26 ≤ κ2
{
‖d∗Cω‖22 + ‖dCω‖22 + λ(BC)‖ω‖22
}
(4.1)
for any k valued connection form C on M with curvature BC . Here we have
written
λ(B) = 1 + γ‖B‖42, (4.2)
where γ ≡ (27/4)κ6c4 is a constant depending only on a Sobolev constant κ
forM , which can be R3, and the commutator bound c defined in Section 3.3.
See [2, Theorem 2.17, Remark 2.18 and Equ.(4.31)] for the derivation of the
inequality (4.1). If M is not convex then the inequality (4.1) still holds, but
with different constants in (4.2) provided that the second fundamental form
of ∂M is bounded below.
Gaffney-Friedrichs inequalities [10, 26, 28, 27] give information about the
gradient of a form in terms of the exterior derivative and co-derivative of
the form. The use of these is essential for us because the differential equa-
tions are posed in terms of the gauge covariant exterior derivative dC and
its co-derivative d∗C , whereas Sobolev inequalities require information about
gradients.
For a k-valued 0-form φ onM one has the simple gauge invariant Sobolev
inequality
‖φ‖26 ≤ κ26
(
‖dCφ‖22 + ‖φ‖22
)
(4.3)
where κ6 ≤ κ. This is valid independently of boundary conditions on φ. It
is just a consequence of Kato’s inequality, |grad |φ(x)| | ≤ |dC(x)φ(x)|. If
M = R3 then the summand ‖φ‖22 is not needed. See, e.g., [2, Notation 2.16]
for further discussion.
4.1 Identities
Suppose that C(·) is a solution to (2.22) over some interval. Define
φ(s) = d∗C(s). (4.4)
We are going to derive energy estimates for φ and BC and their gauge covari-
ant derivatives. Similar energy estimates have been made for the curvature
of A(·) and its covariant derivatives in [2] and [3]. The augmented equation
(2.22) is a little more complicated than the Yang-Mills heat equation (2.5),
which was the basis for the energy estimates in [2] and [3]. This reflects itself
in slightly more complicated energy estimates for φ and BC .
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Lemma 4.1 (Pointwise identities) Suppose that C(·) is a smooth solution
to (2.22) over (0, T ). Then
dφ(s)/ds = d∗CC
′ − [CyC ′], (4.5)
= −d∗CdCφ− [CyC ′] and (4.6)
= ∆φ + [Cy (d∗CBC − dφ)]. (4.7)
Further,
dBC(s)/ds =
3∑
j=1
(∇Cj )2BC +BC#BC − [BC , φ], (4.8)
where # denotes a pointwise product coming from the Bochner-Weitzenboch
formula.
Proof. The definition (4.4) gives
dφ/ds = (d/ds)d∗C = d∗C ′ = d∗CC
′ − [CyC ′],
which proves (4.5). In view of the differential equation (2.22) we have
d∗CC
′ = −d∗C(d∗CBC + dCφ) = −d∗CdCφ by Bianchi’s identity. This proves
(4.6). Expand d∗CdCφ = d
∗(dφ+[C, φ])+[Cy dCφ] = d
∗dφ+d∗[C, φ]+[Cy dCφ]
and use the identity d∗[C, φ] = [d∗C, φ]+[Cy dφ] = [Cy dφ]. The last equality
follows from [d∗C, φ] = [φ, φ] = 0. Thus d∗CdCφ = d
∗dφ+[Cy (dφ+dCφ)]. But
−[CyC ′] = [Cy (d∗CBC + dCφ)] by (2.22). Combine the last two equalities
with (4.6) to find (4.7).
Over our flat manifoldM the Bochner-Weitzenboch formula asserts that,
for any k-valued p-form ω,
− (dCd∗C + d∗CdC)ω =
3∑
j=1
(∇Cj )2ω +BC#ω (4.9)
for some pointwise product #. Since dCBC = 0 by the Bianchi identity, we
have
(d/ds)BC(s) = dCC
′(s)
= −dC
(
d∗CBC + dCφ
)
= −dCd∗CBC − [BC , φ]
= −(dCd∗C + d∗CdC)BC − [BC , φ].
Insert (4.9) with ω = BC to arrive at (4.8).
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Lemma 4.2 (Integral identities) Suppose that C(·) is a smooth solution to
(2.22) over (0, T ). Then
d
ds
(
‖BC(s)‖22 + ‖φ(s)‖22
)
+ 2‖C ′(s)‖22 = −2(C ′, [C, φ]) (4.10)
and
d
ds
‖C ′(s)‖22 + 2
{
‖dC(s)C ′(s)‖22 + ‖d∗C(s)C ′(s)‖22
}
= −2(BC , [C ′ ∧ C ′]) + 2([CyC ′], d∗CC ′). (4.11)
Proof. The identity (4.10) follows from the computation
(1/2)
d
ds
(
‖BC(s)‖22 + ‖φ(s)‖22
)
= (dCC
′, BC) + (φ
′, φ)
= (C ′, d∗CBC) + (d
∗
CC
′ − [CyC ′], φ)
= (C ′, d∗CBC) + (C
′, dCφ)− (C ′, [C, φ])
= −‖C ′‖22 − (C ′, [C, φ]).
To prove (4.11) observe that
−C ′′ = (d/ds)(d∗CBC + dCφ)
=
{
d∗CB
′
C + [C
′
yBC]
}
+
{
dCφ
′ + [C ′, φ]
}
=
{
d∗CdCC
′ + [C ′yBC ]
}
+
{
dCd
∗
CC
′ − dC [CyC ′] + [C ′, φ]
}
.
Hence
(1/2)(d/ds)‖C ′(s)‖22 = (C ′′, C ′)
= −
({
d∗CdCC
′ + [C ′yBC ]
}
+
{
dCd
∗
CC
′ − dC [CyC ′] + [C ′, φ]
}
, C ′
)
= −‖dCC ′‖22 − ([C ′yBC ], C ′)− ‖d∗CC ′‖22 + ([CyC ′], d∗CC ′)− ([C ′, φ], C ′)
= −‖dCC ′‖22 − ‖d∗CC ′‖22 − (BC , [C ′ ∧ C ′]) + ([CyC ′], d∗CC ′)
because ([C ′, φ], C ′) = (φ, [C ′yC ′]) = 0. This proves (4.11).
Remark 4.3 (Strategy) Typically, parabolic equations lead to energy decay
via identities such as (4.10) and (4.11) when the right hand sides are small or
easily controllable. However the non-linearities of the augmented equation
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(2.22) produce strong terms on the right side with uncontrolled sign. We will
balance out some of the strong terms on the right against half of the positive
terms on the left. For this we will need L6 bounds on some factors to estimate
the non-linear terms on the right. These in turn will be obtained by applying
the Gaffney-Friedrichs-Sobolev inequality to the next higher derivative.
4.2 Differential inequalities and initial behavior
The identities of the preceding subsection give the following differential in-
equalities with the help of the Gaffney-Friedrichs-Sobolev inequality. At the
end of this subsection it will be shown how these differential inequalities give
information about the initial behavior.
Theorem 4.4 Suppose that C(·) is a strong solution to (2.22) on some in-
terval. There are constants aj , bj depending only on Sobolev constants and
the commutator norm c such that
d
ds
(
‖BC(s)‖22 + ‖φ(s)‖22
)
+ ‖C ′(s)‖22 ≤ α(s)‖φ(s)‖22, Order1 (4.12)
and
d
ds
‖C ′(s)‖22 +
(
‖d∗CC ′(s)‖22 + ‖dCC ′(s)‖22
)
≤ β(s)‖C ′(s)‖22, Order2, (4.13)
where
α(s) = a1 + a2‖C(s)‖46 and (4.14)
β(s) = b1 + b2‖C(s)‖46 + b3‖BC(s)‖42. (4.15)
The constants are given explicitly in (4.19) and (4.27).
The proof depends on the following lemmas, in which it is assumed that
C(·) is a strong solution to (2.22).
Lemma 4.5 (Order 1) There are constants a1, a2 such that at each time s
there holds
2‖ [C, φ] ‖22 ≤ α(s)‖φ‖22 + (1/2)‖C ′‖22 (4.16)
with α(s) given by (4.14).
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Proof. Since (d∗C)
2BC = 0, it follows that d
∗
CBC and dCφ are mutually
orthogonal in L2. Consequently
‖C ′‖22 = ‖d∗CBC‖22 + ‖dCφ‖22. (4.17)
Hence ‖dCφ‖22 ≤ ‖C ′(s)‖22. Sobolev’s inequality (4.3) then gives, at each time
s,
(κ−16 ‖φ‖6)2 ≤ ‖C ′‖22 + ‖φ‖22. (4.18)
Therefore
2‖ [C, φ] ‖22 ≤ 2c2‖C‖26‖φ‖23
≤ 2c2‖C‖26‖φ‖2‖φ‖6 =
(
2κ6c
2‖C‖26‖φ‖2
)(
κ−16 ‖φ‖6
)
≤ (1/2)(2κ6c2‖C‖26‖φ‖2)2 + (1/2)(κ−16 ‖φ‖6)2
≤
(
2κ26c
4‖C‖46
)
‖φ‖22 + (1/2)(‖C ′‖22 + ‖φ‖22),
which is (4.16) with
a1 = 1/2, a2 = 2κ
2
6c
4. (4.19)
Lemma 4.6 (Order 2)
2
∣∣∣(BC , [C ′ ∧ C ′])∣∣∣ ≤ (1/2){‖d∗CC ′‖22 + ‖dCC ′‖22}
+ (1/2)
{
λ(BC) + (3κ
2)3c4‖BC‖42
}
‖C ′‖22. (4.20)
Proof. By the interpolation ‖f‖4 ≤ ‖f‖1/42 ‖f‖3/46 we have, for any η > 0,
2
∣∣∣(BC , [C ′ ∧ C ′])∣∣∣ ≤ 2c‖BC‖2‖C ′‖24
≤ 2c‖BC‖2‖C ′‖1/22 ‖C ′‖3/26 =
(
2ηc‖BC‖2‖C ′‖1/22
)(
η−1‖C ′‖3/26
)
≤ (1/4)
(
2ηc‖BC‖2‖C ′‖1/22
)4
+ (3/4)
(
η−1‖C ′‖3/26
)4/3
= (1/4)
(
2ηc‖BC‖2
)4
‖C ′‖22 + (3/4)η−4/3‖C ′‖26
=
(
(1/2)(3κ2)3c4‖BC‖42
)
‖C ′‖22 +
1
2κ2
‖C ′‖26, (4.21)
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wherein we have chosen (2η)4 = 2(3κ2)3, which makes (3/4)η−4/3 = 1/(2κ2).
By the Gaffney-Friedrichs-Sobolev inequality (4.1) with ω = C ′(s) we have
κ−2‖C ′(s)‖26 ≤
{
‖d∗CC ′‖22 + ‖dCC ′‖22 + λ(BC)‖C ′‖22
}
. (4.22)
Insert (4.22) into the last term in (4.21) to arrive at (4.20).
Lemma 4.7 (Order 2)
2
∣∣∣([CyC ′], d∗CC ′)∣∣∣ ≤ (1/2){‖d∗CC ′‖22 + ‖dCC ′‖22}
+
{
λ(BC)/4 + (4κc
2)2‖C‖46
}
‖C ′‖22. (4.23)
Proof. Ho¨lder’s inequality and the interpolation ‖f‖3 ≤ ‖f‖1/22 ‖f‖1/26 give
4‖ [CyC ′] ‖22 ≤ 4c2‖C‖26‖C ′‖23
≤ 4c2‖C‖26‖C ′‖2‖C ′‖6 =
(
4κc2‖C‖26‖C ′‖2
)(
κ−1‖C ′‖6
)
≤
(
4κc2‖C‖26‖C ′‖2
)2
+
1
4κ2
‖C ′‖26.
Hence,
2
∣∣∣([CyC ′],d∗CC ′)∣∣∣ ≤ (1/4)‖d∗CC ′‖22 + 4‖ [CyC ′] ‖22
≤ (1/4)‖d∗CC ′‖22 +
(
4κc2‖C‖26‖C ′‖2
)2
+
1
4κ2
‖C ′‖26. (4.24)
Insert the Gaffney-Friedrichs-Sobolev inequality (4.22) into the last term to
arrive at (4.23).
Proof of Theorem 4.4. To prove (4.12) use the estimate in (4.16) to find∣∣∣2(C ′, [C, φ])∣∣∣ ≤ (1/2)‖C ′‖22 + 2‖ [C, φ] ‖22
≤ ‖C ′‖22 + α(s)‖φ‖22.
Estimate the right side of the identity (4.10) by this bound and then cancel
the term ‖C ′‖22 with part of the left side of (4.10) to arrive at (4.12).
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To prove (4.13) add the inequalities (4.20) and (4.23) to find∣∣∣2(BC , [C ′ ∧ C ′]) + 2([CyC ′], d∗CC ′)∣∣∣
≤
{
‖d∗CC ′‖22 + ‖dCC ′‖22
}
+ β(s)‖C ′(s)‖22, (4.25)
where
β(s) = (1/2)
{
λ(BC) + (3κ
2)3c4‖BC‖42
}
+
{
λ(BC)/4 + (4κc
2)2‖C‖46
}
= (3/4) +
(
(γ/2) + 27κ6c4 + (γ/4)
)
‖BC‖42 + (4κc2)2‖C‖46. (4.26)
We can now estimate the right side of (4.11) using (4.25). We see that
there is partial cancelation of the expression in braces in (4.11), leaving ex-
actly (4.13) with β(s) given by (4.26). From this we can compute the coeffi-
cients in (4.15) to be
b1 = 3/4, b2 = (4κc
2)2, b3 = (κ
6c4)b0 (4.27)
with b0 = 19 · 27/16.
The differential inequalities of Theorem 4.4 will yield information about
the initial behavior of C(t) and its derivatives with the help of the next
elementary lemma. We will apply it several times in the following sections.
Lemma 4.8 (Initial behavior from differential inequalities) Suppose that f, g, h
are nonnegative continuous functions on (0, t] and that f is differentiable.
Suppose also that
(d/ds)f(s) + g(s) ≤ h(s), 0 < s ≤ t. (4.28)
Let −∞ < b < 1 and assume that∫ t
0
s−bf(s)ds <∞. (4.29)
Then
t1−bf(t) +
∫ t
0
s(1−b)g(s)ds ≤
∫ t
0
s(1−b)h(s)ds+ (1− b)
∫ t
0
s−bf(s)ds. (4.30)
If equality holds in (4.28) then equality holds in (4.30).
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Suppose, instead of (4.28), that f ′ ≤ 0. Then
t1−bf(t) +
∫ t
0
s1−b(−f ′(s))ds = (1− b)
∫ t
0
s−bf(s)ds (4.31)
and, for b ∈ [0, 1),
(1− b)
∫ t
0
f(s)qds ≤
{
(1− b)
∫ t
0
s−bf(s)ds
}q
if q = (1− b)−1. (4.32)
In particular,
(1/2)
∫ t
0
f(s)2ds ≤
{
(1/2)
∫ t
0
s−1/2f(s)ds
}2
. (4.33)
Proof. Multiply (4.28) by s−b to find
(d/ds)s−bf(s) + bs−b−1f(s) + s−bg(s) ≤ s−bh(s).
For 0 < σ ≤ t integrate this inequality from σ to t to arrive at
t−bf(t) + b
∫ t
σ
s−b−1f(s)ds+
∫ t
σ
s−bg(s)ds ≤
∫ t
σ
s−bh(s)ds+ σ−bf(σ).
Integrate this inequality now with respect to σ over the interval [0, t]. Since
all integrands are positive we can reverse the order of integration in the three
double integrals. This just results in multiplying each integrand by s, giving
t1−bf(t) + b
∫ t
0
s−bf(s)ds+
∫ t
0
s1−bg(s)ds ≤
∫ t
0
s1−bh(s)ds+
∫ t
0
σ−bf(σ)dσ.
Subtract the second term on the left from the second term on the right to
arrive at (4.30). If equality holds in (4.28) then equality holds in all steps.
To prove (4.31) take g = −f ′ and h = 0 in (4.28). Then equality holds
in (4.28) and (4.30) reduces to (4.31).
To prove (4.32) let ρ(σ) = (1 − b) ∫ σ
0
s−bf(s)ds for 0 ≤ σ ≤ t. (4.31)
clearly holds when t is replaced by σ and therefore σ1−bf(σ) ≤ ρ(σ) for
0 < σ ≤ t. Consequently, since (1− b)(q − 1) = b and q ≥ 1, we have∫ t
0
f(s)qds =
∫ t
0
(
s1−bf(s)
)q−1
s−bf(s)ds
≤
(
sup
0<s≤t
s1−bf(s)
)q−1 ∫ t
0
s−bf(s)ds
≤ ρ(t)q−1ρ(t)/(1− b)
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by the monotonicity of ρ(·). This proves (4.32). Choose b = 1/2, and conse-
quently q = 2, in (4.32) to arrive at (4.33).
Remark 4.9 A seemingly shorter proof of (4.30) can be derived by simply
using the identity
(d/ds)s1−bf(s) + s1−bg(s) ≤ s1−bh(s) + (1− b)s−bf(s), (4.34)
which follows from (4.28), and then integrating it over (0, t]. However the
integrated term at the lower limit is lims↓0 s
1−bf(s), and we have no way of
knowing in advance that this limit is zero, except in some special circum-
stances. For example in the special case f ′ ≤ 0, leading to (4.31), and for
0 < b < 1, the monotonicity of f gives s1−bf(s) = f(s)(1 − b) ∫ s
0
σ−bds ≤
(1− b) ∫ s
0
σ−bf(σ)dσ → 0 as s ↓ 0 because the integrand in integrable.
4.3 Initial behavior, order 0
In the classical integrating factor method for solving an ordinary differen-
tial equation such as dx/dt = f(t)x(t) + g(t), one changes the “dependent
variable” to y(t) ≡ e−
∫ t
0 f(s)dsx(t) and then uses the equivalent equation
dy/dt = e−
∫ t
0 f(s)dsg(t) to solve for y(t) as an integral. The inequalities (4.12)
and (4.13) lend themselves to just such a use of integrating factors e−
∫ t
0 α(s)ds
and e−
∫ t
0 β(s)ds respectively. However both functions α and β are quite sin-
gular near s = 0. In fact from the sole knowledge that C(·) lies in P1/2T one
can only deduce that each function is no worse than o(s−1) near s = 0. The
existence of
∫ t
0
α(s)ds, and therefore its utility as an integrating factor, is
thus in question in the critical case, a = 1/2. The same is the case with β(s).
However it was shown in Theorem 3.18 that for small initial data the solution
has finite strong action when a = 1/2. Here it will be shown that if C(·)
has finite strong action then α and β are integrable over (0, t]. Their use in
the method of integrating factors will then give detailed information about
the initial behavior of the various derivatives of C(·) of interest to us. This
differs significantly from the non-critical case a > 1/2, where finite strong
a-action is automatic. If a > 1/2 one need not assume that ‖C0‖Ha is small
in order to use these integrating factors.
However even when C(·) has infinite action many of the qualitative con-
clusions needed for the recovery of A from C hold. This will be shown in
Section 7.
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The main theorems of this and the next two subsections concern the
initial behavior of solutions to the augmented Yang-Mills equation (2.22).
Some simple aspects of this behavior are just consequences of the fact that
the function C(·) lies in the path space PaT . It need not be a solution.
The following theorem (which we have labeled Order 0) lists some of these
properties.
Notation 4.10 Denote by α and β the functions defined in (4.14) and (4.15).
Define
αts =
∫ t
s
α(σ)dσ, βts =
∫ t
s
β(σ)dσ for 0 ≤ s ≤ t ≤ T <∞. (4.35)
Theorem 4.11 (Order 0) Let 1/2 ≤ a < 1 and 0 < T < ∞. Suppose that
C(·) lies in the path space PaT . Then
s1−a
(
‖φ(s)‖22 + ‖BC(s)‖22
)
and s2−2a‖C(s)‖46 are bounded on (0, T ] (4.36)
and go to zero as s ↓ 0. Further,
sup
0<s<T
s2−2a
(
‖BC(s)‖42 + ‖φ(s)‖42 + λ(BC(s))
)
<∞, (4.37)
α∞ ≡ sup
0<s≤T
s2−2aα(s) <∞, β∞ ≡ sup
0<s≤T
s2−2aβ(s) <∞. (4.38)
In particular, if a = 1/2, then
s1/4‖BC(s)‖2, s1/4‖φ(s)‖2 and s‖C(s)‖46 are bounded on (0, T ] (4.39)
and go to zero as s ↓ 0. Further,
sup
0<s<T
s
(
‖BC(s)‖42 + ‖φ(s)‖42
)
<∞, sup
0<s<T
sλ(BC(s)) <∞, (4.40)
α∞ ≡ sup
0<s≤T
sα(s) <∞, and β∞ ≡ sup
0<s≤T
sβ(s) <∞. (4.41)
If C(·) ∈ PaT and in addition has finite strong a-action then∫ T
0
‖C(s)‖4H1ds <∞, (4.42)∫ T
0
s−a‖BC(s)‖22ds <∞ and
∫ T
0
s−a‖φ(s)‖22ds <∞. (4.43)
54
Further,∫ T
0
(
‖BC(s)‖42 + ‖φ(s)‖42 + ‖C(s)‖46 + λ(BC(s))
)
ds <∞, (4.44)
αT0 <∞, and βT0 <∞. (4.45)
In particular (4.42)- (4.45) hold if C(·) ∈ PaT with 1/2 < a < 1, and also
hold for a = 1/2 if C(·) ∈ P1/2T and ‖C0‖H1/2 is sufficiently small.
Proof. The curvature BC is given by the usual expression BC = dC+C ∧C
for any connection form C. We can bound the L2 norm of BC as follows.
‖BC‖2 ≤ ‖dC‖2 + ‖C ∧ C‖2
≤ ‖C‖H1 + c‖C‖3‖C‖6
≤ ‖C‖H1 + cκ6‖C‖3‖C‖H1. (4.46)
Thus
‖BC(s)‖2 ≤ ‖C(s)‖H1(1 + cκ6‖C(s)‖3)
≤ c3‖C(s)‖H1, (4.47)
where
c3 = 1 + cκ6 sup
0<s≤T
‖C(s)‖3. (4.48)
The constant c3 is finite because C(·) lies in PaT ⊂ P1/2T and is therefore a
continuous function on [0, T ] into H1/2(M) and therefore into L
3(M). Now
s1−a‖C(s)‖2H1 is bounded on (0, T ) because C(·) ∈ PaT . Hence s1−a‖BC(s)‖22
is bounded on (0, T ]. Since
‖φ(s)‖2 ≤ ‖C(s)‖H1 and ‖C(s)‖6 ≤ κ6‖C(s)‖H1 (4.49)
both of these functions are also bounded after multiplying by s(1−a)/2. This
completes the proof of (4.36). The inequalities (4.37) and (4.38) now follow
from (4.36) in view of the definitions (4.2), (4.14) and (4.15). Put a = 1/2
to derive the special case (4.39) - (4.41).
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Assume now that C(·) has finite strong a-action. Since s1−a‖C(s)‖2H1 is
bounded on (0, T ] and a ≥ 1/2 we have∫ T
0
‖C(s)‖4H1ds =
∫ T
0
s2a−1
(
s1−a‖C(s)‖2H1
)(
s−a‖C(s)‖2H1
)
ds
≤ T 2a−1 sup
0<s<T
(
s1−a‖C(s)‖2H1
)∫ T
0
(
s−a‖C(s)‖2H1
)
ds
<∞.
This proves (4.42). By (4.47) we have∫ T
0
s−a‖BC(s)‖22ds ≤ c23
∫ T
0
s−a‖C(s)‖2H1ds, (4.50)
which is finite by the assumption of finite strong a-action. Since ‖φ(s)‖2 ≤
‖C(s)‖H1 the second integral in (4.43) is also finite. This proves (4.43).
The first three terms in the integral in (4.44) are dominated by a constant
times ‖C(s)‖4H1, by (4.47) and (4.49). Hence the integral of these terms
is finite. So is the integral of the last term, by the definition (4.2). The
inequalities in (4.45) now follow from the definitions (4.14), (4.15) and (4.35).
4.4 Initial behavior, order 1
Theorem 4.12 (First order energy estimate) Let 1/2 ≤ a < 1. Suppose
that C(·) is a strong solution to the augmented equation (2.22) lying in PaT
and having finite strong a-action, i.e., (2.25) holds. Then
t1−a
(
‖BC(t)‖22 + ‖φ(t)‖22
)
+
∫ t
0
s1−aeα
t
s‖C ′(s)‖22ds (Order 1)
≤ (1− a)
∫ t
0
s−aeα
t
s
(
‖BC(s)‖22 + ‖φ(s)‖22
)
ds <∞. (4.51)
The following weighted L6 bound holds.∫ T
0
s1−a
(
‖BC(s)‖26 + ‖φ(s)‖26
)
ds <∞. (Order 1) (4.52)
Furthermore,∫ T
0
s1−a
(
‖d∗CBC(s)‖22 + ‖dCφ(s)‖22 + ‖dφ(s)‖22
)
ds <∞. (Order 1) (4.53)
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Proof. By hypothesis C(·) lies in PaT and has finite strong a-action. There-
fore αT0 < ∞ by (4.45) of Theorem 4.11. We will use this for the following
bounds.
Let ζ(t) = αt0 and define u(s) = ‖BC(s)‖22 + ‖φ(s)‖22. The inequality
(4.12) shows that u′(s) + ‖C ′(s)‖22 ≤ ζ ′(s)u(s). Hence
d
ds
(
e−ζ(s)u(s)
)
+ e−ζ(s)‖C ′(s)‖22 ≤ 0. (4.54)
Let f(s) = e−ζ(s)u(s), g(s) = e−ζ(s)‖C ′(s)‖22 and h(s) = 0. We will apply
Lemma 4.8 with these choices of f, g and h and with the choice b = a. Then
(4.30) asserts that
t1−ae−ζ(t)u(t) +
∫ t
0
s1−ae−ζ(s)‖C ′(s)‖22ds ≤ (1− a)
∫ t
0
s−ae−ζ(s)u(s)ds.
Multiply by eζ(t) to arrive at (4.51). Since αT0 <∞ by (4.45), the inequalities
in (4.43) show that the right hand side of (4.51) is finite.
To prove the weighted L6 bound (4.52) we can use Sobolev’s inequalitiy
(4.3) and the Gaffney-Friedrichs-Sobolev inequality (4.1), which give, respec-
tively, (since κ26 ≤ κ2)
‖φ(s)‖26 ≤ κ2(‖dCφ(s)‖22 + ‖φ(s)‖22) (4.55)
‖BC(s)‖26 ≤ κ2(‖d∗CBC(s)‖22 + λ(BC(s))‖BC(s)‖22) (4.56)
since dCBC = 0 by Bianchi’s identity. Adding (4.55) and (4.56), and using
the identity (4.17), we find
κ−2
(
‖BC(s)‖26 + ‖φ(s)‖26
)
≤ ‖C ′(s)‖22 + ‖φ(s)‖22 + λ(BC(s))‖BC(s)‖22. (4.57)
Multiply (4.57) by s1−a to find
κ−2s1−a
(
‖BC(s)‖26 + ‖φ(s)‖26
)
≤ s1−a‖C ′(s)‖22 + s1−a‖φ(s)‖22 + λ(BC(s)){s1−a‖BC(s)‖22}. (4.58)
The first term on the right, s1−a‖C ′(s)‖22, is integrable over (0, T ] by (4.51).
The second term is bounded by (4.36) and therefore integrable. The third
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term is an integrable function times a bounded function by (4.44) and (4.36),
respectively. This proves (4.52).
Concerning the inequality (4.53) observe first that the integrability of
the first two terms in (4.53) follows from the orthogonality relation (4.17)
along with the relation
∫ T
0
s1−a‖C ′(s)‖22ds < ∞, implied by (4.51). Since
‖dφ(s)‖2 ≤ ‖dCφ(s)‖2 + ‖ [C(s), φ(s)] ‖2 the integrability of the third term
would follow from the integrability of s1−a‖ [C(s), φ(s)] ‖22. But∫ T
0
s1−a‖ [C(s), φ(s)] ‖22ds ≤ c2
∫ T
0
s1−a‖C(s)‖26‖φ(s)‖23ds
≤ c2
(
sup
0<s≤T
s1−a‖C(s)‖26
)∫ T
0
‖φ(s)‖23ds
≤ (cκ6)2|C|2T
∫ T
0
‖φ(s)‖23ds. (4.59)
Furthermore, using 0 = (a − (1/2)) − (a/2) + (1 − a)/2 along with the
interpolation ‖f‖23 ≤ ‖f‖2‖f‖6 we find∫ T
0
‖φ(s)‖23ds ≤
∫ T
0
sa−(1/2)
(
s−a/2‖φ(s)‖2
)(
s(1−a)/2‖φ(s)‖6
)
ds
≤ T a−(1/2)
(∫ T
0
s−a‖φ(s)‖22ds
)1/2(∫ T
0
s1−a‖φ(s)‖26ds
)1/2
≤ T a−(1/2)
(∫ T
0
s−a‖C(s)‖2H1ds
)1/2(∫ T
0
s1−a‖φ(s)‖26ds
)1/2
. (4.60)
The first integral is finite because C(·) has finite action. The second integral
is finite by (4.52). The same argument shows that
∫ T
0
‖BC(s)‖23ds <∞. (4.61)
Combining (4.59) and (4.60) it follows that
∫ T
0
s1−a‖ [C(s), φ(s)] ‖22ds <∞. (4.62)
This proves the integrability of the last term in (4.53) and completes the
proof of Theorem 4.12.
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4.5 Initial behavior, order 2
Theorem 4.13 (Order 2) Let 1/2 ≤ a < 1. Suppose that C(·) is a strong
solution to the augmented equation (2.22) lying in PaT and having finite strong
a-action, i.e., (2.25) holds. Then
t2−a‖C ′(t)‖22 +
∫ t
0
s2−aeβ
t
s
(
‖d∗CC ′(s)‖22 + ‖dCC ′(s)‖22
)
ds (Order 2)
≤ (2− a)(1− a)eβt0
∫ t
0
s−a
(
‖BC(s)‖22 + ‖φ(s)‖22
)
ds. (4.63)
The following L6 bounds also hold.
sup
0<t<T
t2−a
(
‖BC(t)‖26 + ‖φ(t)‖26
)
<∞. (Order 2) (4.64)∫ T
0
s2−a
(
‖C ′(s)‖26 + ‖d∗CBC(s)‖26 + ‖dCφ(s)‖26
)
ds <∞. (Order 2) (4.65)∫ T
0
s2−a
(
‖dφ(s)‖26 + ‖ [C(s), φ(s)] ‖26
)
ds <∞. (Order 2) (4.66)
In preparation for the proof of the L6 bounds we will need the following
lemma.
Lemma 4.14 For a solution to the augmented equation (2.22) the following
three (a-independent) inequalities hold.
κ−2‖d∗C(s)BC(s)‖26 ≤ ‖dCd∗CBC‖22 + λ(BC)‖d∗CBC‖22. (4.67)
κ−2‖dC(s)φ(s)‖26 ≤ ‖d∗CdCφ‖22 + ‖ [BC , φ] ‖22 + λ(BC)‖dCφ‖22. (4.68)
κ−2
(
‖C ′(s)‖26 + ‖d∗C(s)BC(s)‖26 + ‖dC(s)φ(s)‖26
)
(4.69)
≤ 3‖dCC ′‖22 + 2‖d∗CC ′‖22 + 3‖ [BC, φ] ‖22 + 2λ(BC)‖C ′‖22.
Proof. Use the GFS inequality (4.1) twice and the Bianchi identity twice,
once for d∗Cd
∗
CBC = 0 and once in d
2
Cφ = [BC , φ], to find (4.67) and (4.68).
In view of the identities
−d∗CC ′(s) = d∗CdCφ(s) and
−dCC ′(s) = dCd∗CBC(s) + [BC(s), φ(s)],
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the first term on the right of each line in (4.67) and (4.68) can be expressed
in terms of C ′ and [BC , φ]. We may add them and use (4.17) to find
κ−2
(
‖d∗C(s)BC(s)‖26 + ‖dC(s)φ(s)‖26
)
≤ ‖dCC ′ + [BC , φ] ‖22 + ‖d∗CC ′‖22 + ‖ [BC , φ] ‖22 + λ(BC)‖C ′‖22
≤ 2‖dCC ′‖22 + ‖d∗CC ′‖22 + 3‖ [BC , φ] ‖22 + λ(BC)‖C ′‖22.
To this we may add the ‖C ′(s)‖6 bound (4.22) to arrive at (4.69).
Proof of Theorem 4.13. From (4.45) in Theorem 4.11 we know that
βT0 < ∞. Let ζ(s) = βs0. Since ζ ′(s) = β(s), the inequality (4.13) implies
that
d
ds
(
e−ζ(s)‖C ′(s)‖22
)
+ e−ζ(s)
(
‖d∗CC ′(s)‖22 + ‖dCC ′(s)‖22
)
≤ 0. (4.70)
In Lemma 4.8 choose b = a− 1, h(s) = 0,
f(s) = e−ζ(s)‖C ′(s)‖22, g(s) = e−ζ(s)
(
‖d∗CC ′(s)‖22 + ‖dCC ′(s)‖22
)
and use (4.70) and (4.30) to find
t2−ae−ζ(t)‖C ′(t)‖22 +
∫ t
0
s2−ae−ζ(s)
(
‖d∗CC ′(s)‖22 + ‖dCC ′(s)‖22
)
ds
≤ (2− a)
∫ t
0
s1−ae−ζ(s)‖C ′(s)‖22ds. (4.71)
Since ζ(t)− ζ(s) = βts, multiplication by eζ(t) gives
t2−a‖C ′(t)‖22 +
∫ t
0
s2−aeβ
t
s
(
‖d∗CC ′(s)‖22 + ‖dCC ′(s)‖22
)
ds
≤ (2− a)
∫ t
0
s1−aeβ
t
s‖C ′(s)‖22ds. (4.72)
From the coefficients in (4.19) and (4.27) one sees that β(σ)−α(σ) ≥ 0, and
therefore βts − αts ≤ βt0 − αt0. Hence, using (4.51), one finds
(2− a)
∫ t
0
s1−aeβ
t
s‖C ′(s)‖22ds ≤ (2− a)eβ
t
0−α
t
0
∫ t
0
s1−aeα
t
s‖C ′(s)‖22ds
≤ (2− a)(1− a)eβt0−αt0
∫ t
0
s−aeα
t
s
(
‖BC(s)‖22 + ‖φ(s)‖22
)
ds
≤ (2− a)(1− a)eβt0
∫ t
0
s−a
(
‖BC(s)‖22 + ‖φ(s)‖22
)
ds.
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This proves (4.63).
To prove (4.64) multiply (4.58) by s to find
κ−2s2−a
(
‖BC(s)‖26 + ‖φ(s)‖26
)
(4.73)
≤ s2−a‖C ′(s)‖22 + s2−a‖φ(s)‖22 + {sλ(BC(s))}{s1−a‖BC(s)‖22}.
The first term on the right is bounded by (4.63). The second term is bounded
by (4.36). The third term is bounded by (4.37) and (4.36) since 2− 2a ≤ 1.
This proves (4.64).
To prove (4.65) we can start with the a-independent inequality (4.69) and
multiply it by s2−a. The resulting first two terms on the right are integrable
by (4.63). The third term is s2−a‖ [BC(s), φ(s)] ‖22 ≤
(
c2s2−a‖BC(s)‖26
)
‖φ(s)‖23,
which is the product of a bounded function, by (4.64), times an integrable
function, by (4.60). The last term is
(
sλ(BC(s))
)(
s1−a‖C ′(s)‖2
)
, which is
a bounded function, by (4.37), times an integrable function, by (4.51). This
proves (4.65).
Concerning the proof of (4.66), it suffices to prove the integrability of
either one of the two terms because we already know that
∫ T
0
s2−a‖dφ(s) +
[C(s), φ(s)] ‖26ds <∞ by (4.65). We will prove the integrability of the second
term and do this by invoking the GFS inequality (4.1). Thus, taking ω =
[C(s), φ(s)] in (4.1), it suffices to show that
∫ T
0
s2−a
(
‖d∗C [C(s), φ(s)] ‖22 + ‖dC [C(s), φ(s)] ‖22
)
ds <∞ (4.74)
and ∫ T
0
s2−a‖BC(s)‖42‖ [C(s), φ(s)] ‖22ds <∞. (4.75)
To this end, observe first the identities
d∗C[C, φ] = [Cy dCφ],
dC[C, φ] = −[C ∧ dCφ] + [BC + (1/2)[C ∧ C], φ],
which follow from [d∗CC, φ] = [φ, φ] = 0 and dCC = BC + (1/2)[C ∧C]. Now
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‖[Cy dCφ] ‖2 ≤ c‖C‖6‖dCφ‖3 with the same bound for ‖C∧dCφ‖2. Therefore∫ T
0
s2−a
(
‖[Cy dCφ], ‖22 + ‖C ∧ dCφ‖22
)
ds
≤ 2c2
(
sup
0≤s≤T
s1−a‖C(s)‖26
)∫ T
0
s‖dCφ(s)‖23ds
≤ (cκ6)2|C|2T
∫ T
0
s‖dCφ(s)‖23ds. (4.76)
Using now 1 = (a−(1/2))+(1−a)/2+(2−a)/2 along with the interpolation
‖f‖23 ≤ ‖f‖2‖f‖6 we find∫ T
0
s‖dCφ(s)‖23ds ≤
∫ T
0
sa−(1/2)
(
s(1−a)/2‖dCφ(s)‖2
)(
s(2−a)/2‖dCφ(s)‖6
)
ds
≤ T a−(1/2)
(∫ T
0
s1−a‖dCφ(s)‖22ds
)1/2( ∫ T
0
s2−a‖dCφ(s)‖26ds
)1/2
<∞ (4.77)
by (4.53) and (4.65). Hence∫ T
0
s2−a
(
‖[Cy dCφ], ‖22 + ‖C ∧ dCφ‖22
)
ds <∞.
Further,∫ T
0
s2−a‖ [BC + (1/2)[C ∧ C], φ] ‖22ds
≤ sup
0≤s≤T
{s‖BC + (1/2)[C ∧ C] ‖23}
∫ T
0
s1−a‖φ(s)‖26ds.
The integral in the last line is finite by (4.52). The supremum in that line is
also finite as follows from the inequalities
s‖BC(s)‖23 ≤ sa−(1/2)
(
s
1−a
2 ‖BC(s)‖2
)(
s
2−a
2 ‖BC(s)‖6
)
and (4.78)
s‖ [C(s) ∧ C(s)]‖23 ≤ c2s2a−1
(
s
1−a
2 ‖C(s)‖6
)4
≤ c2s2a−1(κ6|C|T )4, (4.79)
since |C|T < ∞ by the definition of PaT while the two expressions in paren-
theses in line (4.78) are bounded on (0, T ] by respectively (4.36) and (4.64)
for each a ∈ [1/2, 1). This proves (4.74).
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It remains only to prove (4.75). But
s2−a‖BC(s)‖42‖ [C(s), φ(s)] ‖22 = s2a−1
(
s1−a‖BC(s)‖22
)2(
s1−a‖ [C(s), φ(s)] ‖22
)
.
The first factor in parentheses is bounded by (4.36) while the last factor in
parentheses is integrable by (4.62). This completes the proof of (4.66).
4.6 The case of infinite action
If a solution to the augmented variational equation (2.22) does not have finite
a-action then our proofs of the estimates given in Theorems 4.12 and 4.13
do not hold. We are concerned in this section only with the case a = 1/2
because finite a-action always holds for a > 1/2. We are going to replace the
first and second order initial behavior bounds of Theorems 4.12 and 4.13 by
slightly weaker bounds. All of these are outgrowths of the inequality∫ T
0
s−1/2+δ‖C(s)‖2H1ds <∞, (4.80)
which holds for all paths C(·) ∈ P1/2T and δ > 0. This follows from (3.7)
with a = 1/2, which shows that ‖C(s)‖2H1 = o(s−1/2) as s ↓ 0. The next
theorem gives weaker information about the nature of the initial singularity
than we obtained under the assumption of finite action, but is adequate for
implementing a weaker version of the ZDS procedure: We will only be able
to prove that g(t) ∈ G1,q for q < 3 rather than in the smaller group G3/2.
Theorem 4.15 (Order 1) Suppose that C0 ∈ H1/2 and that C(·) is a strong
solution of (2.22) lying in P1/2T . Define α∞ and β∞ as in (4.41). Then, for
any δ > 0, there holds
t(1/2)+δ
(
‖BC(t)‖22 + ‖φ(t)‖22
)
+
∫ t
0
s(1/2)+δ‖C ′(s)‖22ds
≤ (α∞ + (1/2) + δ)
∫ t
0
sδ−(1/2)
(
‖BC(s)‖22 + ‖φ(s)‖22
)
ds
<∞. (Order 1) (4.81)
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Moreover∫ T
0
sδ+(1/2)
(
‖BC(s)‖26 + ‖φ(s)‖26
)
ds <∞ and (4.82)∫ T
0
sδ+(1/2)
(
‖d∗CBC(s)‖22 + ‖dCφ(s)‖22 + ‖dφ(s)‖22
)
ds <∞. (4.83)
Proof. We start with the differential inequality (4.12). We cannot put the
function α(·) into an integrating factor, as we did under the assumption of
finite action, because α is not integrable near zero. Instead we will apply the
machinery of Lemma 4.8 directly to (4.12).
Let d = δ + (1/2). In (4.28) take f(s) = ‖BC(s)‖22 + ‖φ(s)‖22, g(s) =
‖C ′(s)‖22 and h(s) = α(s)‖φ(s)‖22. Then (4.12) asserts that (4.28) holds.
Take b = 1− d in (4.30) to find
tdf(t) +
∫ t
0
sd‖C ′(s)‖22ds ≤
∫ t
0
sdα(s)‖φ(s)‖22ds+ d
∫ t
0
sd−1f(s)ds.
But sdα(s) ≤ sd−1α∞ and ‖φ(s)‖22 ≤ f(s). Hence the first inequality in
(4.81) holds. By (4.39) one has sδ−(1/2)
(
‖BC(s)‖22 + ‖φ(s)‖22
)
= O(sδ−1) as
s ↓ 0, which is integrable. Since α∞ < ∞, by (4.41), the inequality (4.81)
holds.
The proof of the weighted L6 bound (4.82) imitates the proof of the
corresponding bound for the finite action case: We may replace (4.58) (with
a = 1/2) by
κ−2sd
(
‖BC(s)‖26 + ‖φ(s)‖26
)
≤ sd‖C ′(s)‖22 + sd‖φ(s)‖22 + sδλ(BC(s))
(
s1/2‖BC(s)‖22
)
(4.84)
with d = 1/2+δ. From (4.81) we see that
∫ T
0
sd‖C ′(s)‖22ds <∞. The second
term in (4.84) is bounded, by (4.39). Since∫ T
0
sδλ(BC(s))ds =
∫ T
0
(
sδ +O(s−1+δ)
)
ds <∞, (4.85)
the last term in (4.84) is integrable. This proves (4.82).
Concerning the inequality (4.83) observe that the integrability of the first
two terms follows directly from (4.81) because ‖C ′(s)‖22 = ‖dCBC(s)‖22 +
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‖dCφ(s)‖22. Just as in the proof of (4.53), it suffices to prove that∫ T
0
sd‖ [C(s), φ(s)] ‖22ds <∞. But∫ T
0
sd‖ [C(s), φ(s)] ‖22ds ≤ c2|C|2T
∫ T
0
sδ‖φ(s)‖2‖φ(s)‖6ds
≤ c2|C|2T
(∫ T
0
sδ−(1/2)‖φ(s)‖22ds
)1/2(∫ T
0
sδ+(1/2)‖φ(s)‖26ds
)1/2
<∞
by (4.82).
Theorem 4.16 (Order 2) Suppose again that C0 ∈ H1/2 and that C(·) is
a strong solution of (2.22) lying in P1/2T . Define α∞ and β∞ as in (4.41).
Then, for any δ > 0, there holds
t(3/2)+δ‖C ′(t)‖22 +
∫ t
0
s(3/2)+δ
(
‖d∗CC ′(s)‖22 + ‖dCC ′(s)‖22
)
ds
≤ (β∞ + d)(α∞ + (1/2) + δ)
∫ t
0
sδ−(1/2)
(
‖BC(s)‖22 + ‖φ(s)‖22
)
ds
<∞, (Order 2) (4.86)
where d = (3/2) + δ. Moreover
sup
0<t<T
t(3/2)+δ
(
‖BC(t)‖26 + ‖φ(t)‖26
)
<∞, (4.87)∫ T
0
s(3/2)+δ
(
‖C ′(s)‖26 + ‖d∗CBC(s)‖26 + ‖dCφ(s)‖26
)
ds <∞ and (4.88)∫ T
0
s(3/2)+δ
(
‖dφ(s)‖26 + ‖ [C(s), φ(s)] ‖26
)
ds <∞. (4.89)
Proof. The proof follows the pattern of that for the finite action case, The-
orem 4.13, with modifications similar to those used in the proof of Theorem
4.15. We will omit the details.
4.7 High Lp bounds via Neumann domination
Our energy estimates were able to produce bounds on Lp norms of various
functions on M for 2 ≤ p ≤ 6. In this section we will derive Lp bounds of
some functions for 6 ≤ p ≤ ∞.
65
Theorem 4.17 (p = ∞) Let 1/2 ≤ a < 1 and 0 < T < ∞. Assume that
either M = R3 or that M is convex in the sense of Definition 2.9. Suppose
that C(·) is a strong solution to (2.22) lying in PaT and having finite a-action.
Then ∫ T
0
t(3/2)−a
(
‖BC(t)‖2∞ + ‖φ(t)‖2∞
)
dt <∞. (4.90)
In particular,∫ T
0
t
(
‖BC(t)‖2∞ + ‖φ(t)‖2∞
)
dt <∞ if a = 1/2 (4.91)
and ∫ T
0
(
‖BC(t)‖∞ + ‖φ(t)‖∞
)
dt <∞ if a > 1/2. (4.92)
Furthermore,
‖BC(t)‖∞ = t−1+
a−(1/2)
2 o(1) as t ↓ 0 if 1/2 ≤ a < 1. (4.93)
In particular,
‖BC(t)‖∞ = o(t−1) as t ↓ 0 if a = 1/2. (4.94)
Corollary 4.18 If, in Theorem 4.17, we drop the hypothesis that C(·) has
finite a-action then we still have
sup
ǫ≤t≤T
‖BC(t)‖∞ <∞ (4.95)
for any ǫ > 0.
Theorem 4.19 (p <∞) Under the same hypotheses as in Theorem 4.17, if
6 ≤ p <∞ then∫ T
0
t(3/2)−a−(3/p)
(
‖BC(t)‖2p + ‖φ(t)‖2p
)
dt <∞. (4.96)
In particular,∫ T
0
t1−(3/p)
(
‖BC(t)‖2p + ‖φ(t)‖2p
)
dt <∞ if a = 1/2 (4.97)
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and ∫ T
0
(‖BC(t)‖p + ‖φ(t)‖p)dt <∞ for 1/2 ≤ a < 1. (4.98)
Furthermore, for 1/2 ≤ a < 1, one has
‖BC(t)‖p + ‖φ(t)‖p = t−1+(3/2p)+
a−(1/2)
2 o(1)) as t ↓ 0. (4.99)
In particular,
‖BC(t)‖p = o(t−1+(3/2p)) as t ↓ 0 if a = 1/2. (4.100)
Theorems 4.17 and 4.19 and Corollary 4.18 will be proven in the remainder
of this subsection.
Remark 4.20 (Strategy) The method of proof of these theorems depends on
showing that |φ(t, x)| and |BC(t, x)| satisfy partial differential inequalities of
the form ∂f/∂t ≤ ∆Nf+ non-linear terms, where ∆N is the Neumann Lapla-
cian on real valued functions over M (or simply the Laplacian on real valued
functions if M = R3. Unfortunately, φ(0, x) and BC(0, x) are, typically,
distributions lying in H−1/2(M) and therefore use of their absolute values
at time zero seems infeasible. Instead, we are going to represent φ(σ, x) as
the solution to (4.6) over an interval [s, t] with initial data φ(s, x) and with
s > 0. We can then apply the Neumann domination techniques developed
in [3] over the interval [s, t] to derive s-dependent inequalities for |φ(t, x)|,
which can then be averaged with respect to s over the interval (0, t).
The Lp bounds, for large p, that we will derive from these Neumann
domination inequalities will rely on the energy estimates made in the previous
subsections for low p.
4.7.1 Neumann domination with averaging.
Proposition 4.21 (Neumann domination with averaging) Assume thatM =
R
3 or is the closure of a bounded open set in R3 with smooth boundary. Sup-
pose that A : (0, T ]→ C1(M ; Λ1⊗k) is a time dependent 1- form on M which
is continuous in the time variable. Let ω : (0, T )→ C2(M ; Λp ⊗ k) be a time
dependent, k valued, p-form on M which is continuously differentiable in the
time variable and satisfies the equation
ω′(s, x) =
N∑
j=1
(∇A(s)j )2ω(s, x) + h(s, x), 0 < s < T, (4.101)
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where h ∈ C((0, T ]×M ; Λp ⊗ k). If M 6= R3 then assume also that
∇n|ω(s, x)|2 ≤ 0 for 0 < s < T, x ∈ ∂M. (4.102)
Then
|ω(t, x)| ≤ t−1
∫ t
0
e(t−s)∆N |ω(s, ·)|ds (x)
+ t−1
∫ t
0
e(t−s)∆N s|h(s, ·)|ds (x). (4.103)
If M = R3 then the Neumann Laplacian in (4.103) should be replaced by the
self-adjoint version ∆ over R3.
Proof. The proof of [3, Proposition 2.7] shows that under the hypotheses of
this Proposition there holds
|ω(t, x)| ≤ e(t−s)∆N |ω(s, ·)| (x)
+
∫ t
s
e(t−σ)∆N |h(σ, ·)|dσ (x), 0 < s < t < T. (4.104)
One need only take the origin in [3, Proposition 2.7] to be s in our present
setting. The statement of [3, Proposition 2.7] includes the assumption that
M is convex, which is used only to show that our hypothesis (4.102) holds in
the cases of interest. We will prove separately, in Lemma 4.23, that (4.102)
holds for our circumstances. The statement of [3, Proposition 2.7] further
hypothesizes that M is compact. But when M = R3 the proof given there
applies even more easily because one need not be concerned with boundary
conditions. Instead one can allow |ω| + |grad ω| ∈ L2(R3) or even mild
growth (e.g. polynomial) of these function as x→∞. These conditions will
be satisfied for the functions ω = B or ω = φ of interest to us.
The left side of (4.104) is independent of s. We may therefore average
(4.104) over the interval (0, t) to find
|ω(t, x)| ≤ t−1
∫ t
0
e(t−s)∆N |ω(s, ·)|ds (x)
+ t−1
∫ t
0
∫ t
s
e(t−σ)∆N |h(σ, ·)|dσds (x). (4.105)
Since e(t−σ)∆N is a positivity preserving operator we can reverse the σ and
s integrals in the last line to find t−1
∫ t
0
e(t−σ)∆Nσ|h(σ, ·)|dσ. This proves
(4.103).
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4.7.2 Pointwise bounds
The proofs of Theorems 4.17 and 4.19 depend on the following representation
inequality.
Theorem 4.22 (Pointwise bounds) Assume that M is as in the statement
of Theorem 4.17. Let C(·) be a smooth solution over (0, T ) to the augmented
equation (2.22) satisfying either Neumann or Dirichlet boundary conditions,
(2.23), resp. (2.24) in case M 6= R3. Then, for 0 < t < T , the following
pointwise bounds hold.
|BC(t,x)| ≤ 1
t
∫ t
0
e(t−s)∆N |BC(s, ·)|ds (x)
+
1
t
∫ t
0
e(t−s)∆N s
∣∣∣BC(s)#BC(s)− [BC(s), φ(s)]∣∣∣ds (x) (4.106)
and
|φ(t, x)| ≤ 1
t
∫ t
0
e(t−s)∆N |φ(s, ·)|ds (x)
+
1
t
∫ t
0
e(t−s)∆N s
∣∣∣ [C(s)yC ′(s)] ∣∣∣ds (x). (4.107)
In case M = R3 the Neumann Laplacian ∆N should be replaced by the self-
adjoint Laplacian ∆ here and in the following. Here # denotes a pointwise
product as in (4.8).
The proof of Theorem 4.22 depends on the following lemma.
Lemma 4.23 (Normal derivatives) Assume that M is as in the statement of
Theorem 4.17 butM 6= R3. Let C(·) be a smooth solution to (2.22) over (0, T )
satisfying either Neumann boundary conditions (2.23) or Dirichlet boundary
conditions (2.24). Then
∇n|BC(t)|2 ≤ 0, 0 < t < T and (4.108)
∇n|φ(t)|2 = 0, 0 < t < T. (4.109)
Proof. For fixed t ∈ (0, T ) let ω = BC(t). In the case of Neumann boundary
conditions (2.23) we have ωnorm = BC(t)norm = 0 by (2.23) and (dCω)norm =
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0 by the Bianchi identity. Therefore we may apply [3, Corollary 2.4] to find
(4.108) in the case of Neumann boundary conditions.
In the case of Dirichlet boundary conditions we have C(t)tan = 0 by
(2.24) and therefore dC(t)tan = 0 by [2, Equ. (3.19)]. Since also (C(t) ∧
C(t))tan = 0 it follows that BC(t)tan = 0. In order to apply [3, Corollary
2.4] we need only show that (d∗CBC(t))tan = 0. But the differential equation
(2.22) shows that (d∗CBC(t))tan = −C ′(t)tan − (dCφ(t))tan. The first term is
zero by differentiation of C(t)tan = 0. The second term is zero by virtue of
[2, Equ. (3.19)], since φ(t)tan = 0 by the assumption (2.24). Thus (4.108)
holds for both Neumann and Dirichlet boundary conditions.
The proof of the identity (4.109) for the zero form φ(t) does not require
convexity of M , unlike the proof of (4.108): At any boundary point x, the
normal derivative of |φ(t, x)|2 is given by
∇n|φ(t, x)|2 = 〈(dCφ(t, x))norm, φ(t, x)〉k + 〈φ(t, x), (dCφ(t, x))norm〉k.
This is zero in the case of Dirichlet boundary conditions since φ(t) = d∗C(t) =
0 on ∂M by (2.24). In the case of Neumann boundary conditions we need
to use the differential equation (2.22), which shows that (dCφ(t))norm =
−C ′(t)norm − (d∗CBC(t))norm. The first term is zero by virtue of (2.23). The
second term is zero by [2, Equ. (3.20)], since B(t)norm = 0.
Proof of Theorem 4.22. Take ω(s) = BC(s) in Proposition 4.21. The
boundary condition (4.102) is satisfied in this case by Lemma 4.23. The iden-
tity (4.8) shows that (4.101) holds with h(s) = BC(s)#BC(s)− [BC(s), φ(s)].
The role of the connection form A in Proposition 4.21 is played here by C.
(4.106) now follows from (4.103).
For the proof of (4.107) take ω(t) = φ(t) in Proposition 4.21. The required
boundary condition (4.102) is satisfied, in accordance with Lemma 4.23. The
identity (4.6) shows that (4.101) holds with h(s) = −[C(s)yC ′(s)]. (4.107)
now follows from (4.103).
4.7.3 A convolution inequality and energy bounds
Lemma 4.24 (A convolution inequality) Let 0 ≤ c < 1. Suppose that α and
β are non-negative functions on (0, T ] such that
α(t) ≤ (1/t)
∫ t
0
(t− s)−cβ(s)ds for 0 < t ≤ T. (4.110)
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Then for any real number b < 2c+ 1 there holds∫ T
0
tbα(t)2dt ≤ γ
∫ T
0
sb−2cβ(s)2ds (4.111)
for some constant γ depending only on b and c.
Proof. Choose r ∈ [0, 1) such that b < 2c + r. By (4.110), the Schwarz
inequality and (3.30) we have
tbα(t)2 ≤ tb−2
(∫ t
0
(t− s)−cs−rds
)(∫ t
0
(t− s)−csrβ(s)2ds
)
= Cc,r
(
tb−2t1−c−r
)(∫ t
0
(t− s)−csrβ(s)2ds
)
.
Therefore, substituting t = s/u in the second line below, we find
∫ T
0
tbα(t)2dt ≤ Cc,r
∫ T
0
tb−1−c−r
(∫ t
0
(t− s)−csrβ(s)2ds
)
dt
= Cc,r
∫ T
0
(∫ T
s
tb−1−c−r(t− s)−cdt
)
srβ(s)2ds
= Cc,r
∫ T
0
sb−2c−r
(∫ 1
s/T
u2c+r−b−1(1− u)−cdu
)
srβ(s)2ds
≤ Cc,r
∫ T
0
sb−2c−r
(∫ 1
0
u2c+r−b−1(1− u)−cdu
)
srβ(s)2ds
= Cc,rCc,1−(2c+r−b))
∫ T
0
sb−2c−r srβ(s)2ds
= γ
∫ T
0
sb−2cβ(s)2ds,
wherein we have used (3.30) in the fourth line with µ = c and ν = 1 −
(2c + r − b) < 1. The coefficient γ depends on the choice of r ∈ [0, 1). For
definiteness we can choose r = 0 in case b − 2c < 0 and we can choose r
midway between b−2c and 1 if b−2c > 0. In either case we have b−2c < r,
as required by this proof.
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Lemma 4.25 (Energy bounds) Assume that M = R3 or is the closure of a
bounded, convex, open set in R3 with smooth boundary. For 1/2 ≤ a < 1
there holds∫ T
0
s2−a
(
‖BC(s)#BC(s)‖22 + ‖ [BC(s), φ(s)] ‖22
)
ds <∞. (4.112)
s
(
‖BC(s)#BC(s)‖2 + ‖ [BC(s), φ(s)] ‖2
)
= o(sa−(3/4)) as s ↓ 0. (4.113)∫ T
0
s2−a‖ [C(s)yC ′(s)] ‖22ds <∞. (4.114)
s‖ [C(s)yC ′(s)] ‖3/2 = o(sa−(1/2)) as s ↓ 0. (4.115)
Proof. By Ho¨lder we find ‖B(s)#B(s)‖22 ≤ c2‖B(s)‖44 ≤ c2‖B(s)‖2‖B(s)‖36.
Hence∫ T
0
s2−a‖B(s)#B(s)‖22ds (4.116)
≤ c2
∫ T
0
sa−(1/2)
(
s(1−a)/2‖B(s)‖2
)(
s(2−a)/2‖B(s)‖6
)(
s1−a‖B(s)‖26
)
ds.
The first factor in parenthesis is bounded by (4.36). The second factor in
parenthesis is bounded by virtue of the energy estimate (4.64). The third
factor is integrable by (4.52). Hence the integral is finite. Notice that if
a = 1/2 then there is no room to spare in these estimates, whereas if a > 1/2
there is an extra factor of s with strictly positive exponent.
Concerning the second term in (4.112) we have
‖ [B(s), φ(s)] ‖22 ≤ ‖B(s)‖24‖φ(s)‖24
≤
(
‖B(s)‖2‖φ(s)‖2
)1/2(
‖B(s)‖6‖φ(s)‖6
)1/2(
‖B(s)‖6‖φ(s)‖6
)
.
Distribute the available factor s2−a among the three factors, assigning s(1−a)/2
to the first square root, s(2−a)/2 to the second square root, and s1−a to the last
parenthesis, leaving a factor sa−(1/2) as before. Again we find two bounded
products times an integrable product, as before. This completes the proof of
(4.112).
The proof of (4.113) follows from the same kind of estimates. For the first
term in (4.113), it suffices to show that s3/2−2as2‖BC(s)#BC(s)‖22 = o(1).
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But, as in the first line of this proof, we have
s3/2−2as2‖BC(s)#BC(s)‖22 ≤ c2s3/2−2as2‖BC(s)‖2‖BC(s)‖36
= c2
(
s(1−a)/2‖BC(s)‖2
)(
s(2−a)/2‖BC(s)‖6
)3
and all factors are bounded, while the first is o(1). As in the proof of (4.112)
a polarization-like argument applies to the second term in (4.113) also.
For a proof of (4.114) observe that
s2−a‖ [C(s)yC ′(s)] ‖22 ≤ c2s2−a‖C(s)‖26‖C ′(s)‖23
≤ c2sa−(1/2)
(
s1−a‖C(s)‖26
)(
s(1−a)/2‖C ′(s)‖2
)(
s(2−a)/2‖C ′(s)‖6
)
.
Over the interval (0, T ] the first factor is at most T a−(1/2), the second factor
is bounded by (3.13) and the last two factors are square integrable by (4.51)
and (4.65). This proves (4.114).
To prove (4.115) observe that (3.13) and (4.63) yield s‖ [C(s)yC ′(s)] ‖3/2 ≤
sc‖C(s)‖6‖C ′(s)‖2 ≤ ss(a−1)/2κ6|C|ts(a−2)/2 = O(sa−(1/2))|C|t for 0 < s ≤ t.
4.7.4 Proof of high Lp bounds
Proof of Theorem 4.17. Combine the two terms in (4.106) to find
|BC(t, x)| ≤ 1
t
∫ t
0
e(t−s)∆Nβ(s)ds (x), (4.117)
where
β(s, x) = |BC(s, x)|+ s
(
|BC(s, x)#BC(s, x)|+ | [BC(s, x), φ(s, x)] |
)
.
(4.118)
Since ‖e(t−s)∆N‖2→∞ ≤ c1(t− s)−3/4 we find
‖BC(t)‖∞ ≤ c1
t
∫ t
0
(t− s)−3/4‖β(s)‖2ds. (4.119)
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Take c = 3/4 in Lemma 4.24 and take b = 3/2− a. Then b− 2c = −a < 0.
We can therefore apply Lemma 4.24. (4.111) yields
∫ T
0
t(3/2)−a‖BC(t)‖2∞dt ≤ γc21
∫ T
0
s−a‖β(s)‖22ds, (4.120)
≤ c2
∫ T
0
{
s−a‖BC(s)‖22 + s2−a
(
‖BC(s)#BC(s)‖2 + ‖ [BC(s), φ(s)] ‖2
)2}
ds
with c2 = 2γc
2
1. The integral of the first term is finite because C has finite
a-action. The integral of the second term is finite by (4.112). This proves
half of (4.90).
Starting with (4.107), the same argument as above shows that
‖φ(t)‖∞ ≤ c1
t
∫ t
0
(t− s)−3/4‖βˆ(s)‖2ds, (4.121)
where
βˆ(s, x) = |φ(s, x)|+ s| [C(s, x)yC ′(s, x)] |. (4.122)
Lemma 4.24 applies with the same values of c and b and shows that∫ T
0
t(3/2)−a‖φ(t)‖2∞dt ≤ γc21
∫ T
0
s−a‖βˆ(s)‖22ds. (4.123)
The right hand side of (4.123) is finite since
∫ T
0
s−a‖φ(s)‖22ds <∞ by finite
a-action, while
∫ T
0
s2−a‖ [C(s)yC ′(s)] ‖22ds <∞ is proved in the energy esti-
mate (4.114). This completes the proof of (4.90). Set a = 1/2 in (4.90) to
derive (4.91).
For the proof of (4.92) let f(t) =
(
‖BC(t)‖∞ + ‖φ(t)‖∞
)
. Then, by
the Schwarz inequality,
( ∫ T
0
f(t)dt
)2
≤ ∫ T
0
ta−(3/2)dt
∫ T
0
t(3/2)−af(t)2dt < ∞
because a > 1/2 and (4.90) holds. This proves (4.92).
The bound (4.93) is a pointwise (in t) bound rather than an integral bound
and has a slightly different proof. Return to (4.119) and insert the following
pointwise (in s) bounds on ‖β(s)‖2, which are a little different for the two
types on terms in (4.118). We have ‖BC(s)‖2 = o(s(a−1)/2) by (4.36). On
the other hand (4.113) shows that s
(
‖BC(s)#BC(s)‖2+‖ [BC(s), φ(s)] ‖2
)
=
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o(sa−(3/4)). Thus (4.119) shows that
‖BC(t)‖∞ = t−1
∫ t
0
(t− s)−3/4
(
s(a−1)/2 + sa−(3/4)
)
ds o(1)
=
(
t−1+
a−(1/2)
2 + ta−(3/2)
)
o(1).
Since ta−(3/2) = t−1t
a−(1/2)
2 O(1) the assertion (4.93) follows. Put a = 1/2 in
(4.93) to find (4.94).
Proof of Corollary 4.18. Let 0 < δ < T . Over the interval [δ, T ] the
function C(·) is a strong solution lying in Pa[δ,T ] (with obvious meaning for
this notation). Since ‖C(t)‖H1 is bounded on this interval we have
∫ T
δ
(s −
δ)−a‖C(s)‖2H1ds < ∞ for any a < 1. That is, C(·) has finite strong a-
action over the interval [δ, T ]. We can apply Theorem 4.17 and conclude
from (4.93) that (t− δ)‖BC(t)‖∞ is bounded over (δ, T ]. In particular, if we
choose δ = ǫ/2 and restrict t to [ǫ, T ] we find that (ǫ/2)‖BC(t)‖∞ is bounded
over this interval. This proves Corollary 4.18.
Proof of Theorem 4.19. In view of the heat kernel bound ‖e(t−s)∆N‖2→p ≤
c1(t− s)−3/4+(3/2p), the inequality (4.117) shows that
‖BC(t)‖p ≤ c1
t
∫ t
0
(t− s)−(3/4)+(3/2p)‖β(s)‖2ds. (4.124)
In Lemma 4.24 choose c = 3/4 − (3/2p) and b = 3/2 − a − (3/p). We have
again b− 2c = −a, which is strictly negative. Lemma 4.24 now shows that∫ T
0
t(3/2)−a−(3/p)‖BC(t)‖2pdt ≤ γc21
∫ T
0
s−a‖β(s)‖22ds. (4.125)
The right side is the same as that of (4.120), which we have already proven
to be finite. This proves half of (4.96). Similarly, with these new values of c
and b, the inequality (4.121) changes to
‖φ(t)‖p ≤ c1
t
∫ t
0
(t− s)−(3/4)+(3/2p)‖βˆ(s)‖2ds, (4.126)
and therefore, by Lemma 4.24,∫ T
0
t(3/2)−a−(3/p)‖φ(t)‖2pdt ≤ γc21
∫ T
0
s−a‖βˆ(s)‖22ds. (4.127)
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The right side has already been shown to be finite in the discussion after
(4.123). This completes the proof of (4.96).
Put a = 1/2 in (4.96) to find (4.97). Since (3/2) − a − (3/p) < 1 for
all a ∈ [1/2, 1) the inequality (4.98) follows from the Schwarz inequality and
(4.96) just as in the proof of (4.92).
For the proof of the pointwise bounds (4.99) a slight deviation from these
choices of c will be needed. We can choose again c = (3/4)− (3/2p) to find
‖BC(t)‖p = t−1
∫ t
0
(t− s)−(3/4)+(3/p)
(
s(a−1)/2 + sa−(3/4)
)
ds o(1)
=
(
t−1+(3/p)+
a−(1/2)
2 + ta−(3/2)+(3/p)
)
o(1)
=
(
t−1+(3/p)+
a−(1/2)
2
)
o(1) as t ↓ 0.
Here we have used again ta−(3/2) = O(t−1+
a−(1/2)
2 ). This proves half of (4.99)
For the corresponding bound on ‖φ(t)‖p we must go back to the Neumann
pointwise bound (4.107), which we may write as
|φ(t, x)| ≤ 1
t
∫ t
0
e(t−s)∆N βˆ(s)ds (x), (4.128)
with βˆ as given in (4.122). For the first term in βˆ we have ‖φ(s)‖2 =
o(s(a−1)/2) because C ∈ PaT . Therefore, choosing c = (3/4) − (3/2p) again,
we find∥∥∥1
t
∫ t
0
e(t−s)∆N |φ(s)| ds (·)
∥∥∥
p
≤ c1
t
∫ t
0
(t− s)−(3/4)+(3/p)‖φ(s)‖2ds
=
1
t
∫ t
0
(t− s)−(3/4)+(3/p)s(a−1)/2ds o(1)
= t−1+(3/p)+
a−(1/2)
2 o(1).
The second term in βˆ must be estimated differently because we have only the
L3/2 bound (4.115). We must use the heat operator bound ‖e(t−s)∆‖3/2→p ≤
c1(t − s)−1+(3/p). (We were not able to use this in case p = ∞ because the
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kernel (t− s)−1 is not integrable.) Thus, in view of (4.115), we have
∥∥∥1
t
∫ t
0
e(t−s)∆N |s[C(s)yC ′(s)] | ds (·)
∥∥∥
p
≤ c1
t
∫ t
0
(t− s)−1+(3/p)‖s[C(s)yC ′(s)] ‖3/2ds
≤ c1
t
∫ t
0
(t− s)−1+(3/p)sa−(1/2)ds o(1)
= ta−(3/2)+(3/p) o(1),
which is also t−1+(3/p)+
a−(1/2)
2 o(1). This completes the proof of (4.99) and of
Theorem 4.19.
Remark 4.26 (Missing ‖φ(t)‖∞) Among the initial behaviors that have
been described in Theorems 4.17 and 4.19 the behavior ‖φ(t)‖∞ = o(t−1+ a−(1/2)2 )
is noticeably missing. It is the φ analog of (4.93). Our proof for φ is not
symmetrical to our proof for BC(t) because the energy bound (4.115), with
3/2 replaced by some p > 3/2, would require third order energy estimates for
C, which are not in this paper. We are forced thereby to use the index 3/2
in (4.115). But the heat operator bound ‖et∆N‖3/2→∞ = O(t−1) is not inte-
grable and therefore cannot be used in the argument that produced (4.93).
It is very likely that third order energy estimates would succeed in proving
this ‖φ(t)‖∞ bound. But it is not needed in this paper.
5 Gauge groups
5.1 Notation and statements
Notation 5.1 (Gauge Groups) In this section we will take M to be either
all of R3 or the closure of a bounded open set in R3 with smooth boundary.
We will not require M to be convex. Denote by ∆ the self adjoint version of
the Laplacian on k valued 1-forms on R3 in case M = R3, or the Dirichlet
or Neumann Laplacian on L2(M ; Λ1 ⊗ k) in case M 6= R3. The Dirichlet
and Neumann domains were defined in Definition 2.3. See [2] for further
discussion of these domains. For a measurable function g : M → K ⊂ End V
the weak derivatives ∂jg(x) are well defined, End V valued distributions on
M int (or on R3 ifM = R3). We will say that g ∈ W1(M ;K) if ‖g−IV‖2 <∞
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and the derivatives ∂jg ∈ L2(M ;End V). If g ∈ W1 and M 6= R3 then the
restiction g|∂M is well defined a.e. with respect to surface measure by a
Sobolev trace theorem.
Write g−1dg for the 1-form
∑3
j=1
(
g(x)−1∂jg(x)
)
dxj. The coefficients
g(x)−1∂jg(x) lie in k ⊂ EndV for a.e. x ∈M . Thus g−1dg is an a.e. defined
k valued 1-form on M . Let D = (1 − ∆)1/2. We may apply powers of
the operator D to the k valued 1-form g−1dg and will write g−1dg ∈ Ha if
g−1dg ∈ D(Da). Define
‖g−1dg‖Ha = ‖Da(g−1dg)‖2, 0 ≤ a ≤ 1. (5.1)
This norm has already been defined for general k valued 1-forms in Definition
2.3. The Sobolev space Ha = Ha(M ; Λ
1 ⊗ k) encodes Neumann or Dirichlet
boundary conditions in accordance with Definition 2.3 when M 6= R3 and
1/2 ≤ a ≤ 1.
In addition to the sets of gauge functions g ∈ W1(M ;K) for which
‖g−1dg‖Ha <∞ we will need to use sets of gauge functions g ∈ W1(M ;K) for
which ‖g−1dg‖Lp(M ;Λ1⊗k) < ∞. Our proofs will make important use of these
as preliminary target spaces for the gauge functions arising in the ZDS proce-
dure. We want to consider the following six kinds of sets of gauge functions.
Some of these sets will be shown to be groups under pointwise multiplication.
For 0 ≤ a ≤ 1 we let
G1+a(R3) =
{
g ∈ W1(R3;K) : g−1dg ∈ Ha(R3; Λ1 ⊗ k)
}
(5.2)
and, if M 6= R3
GN1+a =
{
g ∈ W1(M ;K) : g−1dg ∈ Ha(M ; Λ1 ⊗ k)
}
, (5.3)
GD1+a =
{
g ∈ W1(M ;K) : g−1dg ∈ Ha(M ; Λ1 ⊗ k), g = IV on ∂M
}
. (5.4)
For 2 ≤ p ≤ ∞ we let
G1,p(R3) =
{
g ∈ W1(R3;K) : g−1dg ∈ Lp(R3; Λ1 ⊗ k)
}
, (5.5)
and, if M 6= R3
GN1,p =
{
g ∈ W1(M ;K) : g−1dg ∈ Lp(M ; Λ1 ⊗ k)
}
, (5.6)
GD1,p =
{
g ∈ W1(M ;K) : g−1dg ∈ Lp(M ; Λ1 ⊗ k), g = IV on ∂M
}
. (5.7)
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In case p =∞ we require also that g−1dg be continuous. Henceforth G1+a
will refer to any of the three sets (5.2) - (5.4) and G1,p will refer to any of the
three sets (5.5) - (5.7). For functions g and h in W1(M ;K) define
ρa(g, h) = ‖g−1dg − h−1dh‖Ha + ‖g − h‖2, 0 ≤ a ≤ 1 (5.8)
and
ρp(g, h) = ‖g−1dg − h−1dh‖p + ‖g − h‖2, 2 ≤ p ≤ ∞. (5.9)
ρa and ρp are clearly metrics on the sets G1+a and G1,p respectively.
We will prove that the sets G1,p and G1+a are complete topological groups
under pointwise multiplication in their respective metrics, ρp or ρa, for 2 ≤
p ≤ ∞ and 1/2 ≤ a ≤ 1. We will ignore the case p =∞ in all of the following
statements because the proofs in this case are elementary.
Theorem 5.2 G1,p is a complete topological group under pointwise multipli-
cation in the metric ρp, when 2 ≤ p <∞.
Theorem 5.3 G1+a is a complete topological group under pointwise multi-
plication in the metric ρa, when 1/2 ≤ a ≤ 1.
Theorem 5.4 Let 0 ≤ b ≤ 1 and let 3 ≤ p ≤ ∞. If g ∈ G1,p then the adjoint
action
u 7→ (Ad g)u = gug−1, u ∈ Hb (5.10)
is a bounded operator on Hb. The representation
G1,p ∋ g 7→ (Ad g : Hb → Hb) (5.11)
is strongly continuous if p = 3. It is norm continuous if p > 3 and M has
finite volume.
Corollary 5.5 Let 0 ≤ b ≤ 1. The representation
G1+a ∋ g 7→ (Ad g : Hb → Hb) (5.12)
is strongly continuous if a = 1/2 and norm continuous if 1/2 < a ≤ 1.
The proofs will be given in the next four subsections.
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Remark 5.6 The changeover from norm continuity to strong continuity in
Corollary 5.5 as a ↓ 1/2 is typical of the contrasts that we have seen before
between a > 1/2 and a = 1/2. By Sobolev, G1+a ⊂ G1,p if 1/p = 1/2 − a/3.
Thus p = 3 corresponds to a = 1/2 in the sense of these containments.
Theorem 5.4 also shows this loss of norm continuity as p ↓ 3.
Remark 5.7 (More about boundary conditions for G1+a) If g−1dg ∈ Ha
and a > 1/2 then g−1dg|∂M is well defined almost everywhere on ∂M by
well known Sobolev restriction theorems. In this case the boundary condi-
tion (g−1dg)tan = 0 in the Dirichlet case (5.4) is consistent with the condi-
tion g|M = IV in the definition (5.4). In the Neumann case (5.3) one has
(g−1dg)norm = 0 if a > 1/2 and this is the only boundary condition forced
on elements of GN1+a by (5.3) when a > 1/2.
But in the critical case, a = 1/2, the restriction g−1dg|∂M is ill defined.
Nevertheless the boundary conditions (g−1dg)tan = 0, resp. (g
−1dg)norm = 0
hold in a mean sense by Fujiwara’s theorem [11]. Thus an element in the space
G3/2 (Neumann) satisfies Neumann boundary conditions in a mean sense
because of the requirement that g−1dg ∈ H1/2(Neumann), while an element
of G3/2(Dirichlet) satisfies both g|∂M = IV pointwise almost everywhere, and
also (g−1dg)tan = 0 in a mean sense. These functional analytic meanings of
the boundary conditions will not be needed in this paper, but will be needed
in [18] (Localization), where they will be discussed further. In case a < 1/2
the spaces Ha do not force any boundary conditions on g
−1dg.
Remark 5.8 (Boundary conditions for G1,p) The Lp norm imposes no bound-
ary conditions on g−1dg. Thus if g ∈ GD1,p(M) then the definition (5.7) im-
poses only the boundary condition g = IV on ∂M , while if g ∈ GN1,p then no
condition need be satisfied at the boundary by g or dg.
5.2 Multiplier bounds for Ad g
The proof of Theorem 5.2 requires little more than use of Ho¨lder inequalities.
But the proof of Theorem 5.3 requires use of multiplier bounds on Sobolev
spaces. In three dimensions the Sobolev H3/2 norm of a function just fails
to control its supremum norm, with the result that multiplication by such
a function is not a bounded operator on Sobolev spaces. However we are
interested in multiplication by the EndV valued function Ad g(x), which is
a bounded function because g(x) lies in the compact group K. Consequently
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we are able to derive better multiplier bounds for these functions than one
would expect in the critical case.
Proposition 5.9 (Multiplier bounds for Ad g) Suppose that g ∈ H1(M ;K)
and that g−1dg ∈ L3(M). Let b ∈ [0, 1]. Then, for any form u ∈ L2(M ; Λ1⊗
k), there holds
‖(Ad g)u‖Hb ≤
(
1 + c1‖g−1dg‖3
)
‖u‖Hb and (5.13)
‖(Ad g − 1)u‖Hb ≤
(
‖Ad g − 1‖∞ + c1‖g−1dg‖3
)
‖u‖Hb (5.14)
for a constant c1 depending only on the commutator bound c and a Sobolev
constant. Let 0 < δ1 < 3/2. Define p1 = 3/δ1. Then
‖(Ad g − 1)u‖Hb ≤
(
κδ1‖Ad g − 1‖p1 + c1‖g−1dg‖3
)
‖u‖Hb+δ1 (5.15)
for some Sobolev constant κδ1.
The proof depends on the following standard interpolation lemma.
Lemma 5.10 (Complex interpolation) Suppose that S is a bounded operator
on a complex Hilbert space H. Let D be a self-adjoint operator on H such
that D ≥ 1 and DSD−1 is bounded. Then, for 0 ≤ b ≤ 1, the operator
DbSD−b is bounded by max(‖S‖, ‖DSD−1‖).
Proof. Let u ∈ H and let v be in the spectral subspace of D for the interval
[1, λ] with λ <∞. Then, for z = x+ iy in the strip 0 ≤ x ≤ 1, the function
f(z) ≡ (SD−zu,Dzv) is bounded and continuous and analytic in the interior.
On the left hand edge of the strip we have |f(0 + iy)| ≤ ‖S‖‖u‖‖v‖ because
Diy is unitary. On the right hand edge of the strip we have
|f(1 + iy)| = |(SD−1D−iyu,DD−iyv)| ≤ ‖DSD−1‖‖u‖‖v‖.
By the three lines theorem f(b + iy) is bounded by the maximum of the
right sides of the last two inequalities. In particular, at y = 0, we have
|(SD−bu,Dbv)| ≤ γ‖u‖‖v‖, where γ is the maximum of ‖S‖ and ‖DSD−1‖.
Since this holds for all u ∈ H and for all v in a core for D, it follows that
‖DbSD−b‖ ≤ γ.
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Lemma 5.11 Let D = (1−∆)1/2 as in Section 5.1 and let u ∈ L2(M ; Λ1⊗k).
If R = Ad g or R = Ad g − 1 and δ ≥ 0 then
‖RD−δu‖H1 ≤ (m+ c1‖g−1dg‖3)‖u‖H1, (5.16)
where c1 = 2
1/2cκ6 and
m = max{‖RD−δ|L2(M ; Λj ⊗ k)‖ : j = 0, 1, 2}. (5.17)
Proof. We will need to carry out the computations in terms of d and d∗
rather than in terms of the partial derivatives ∂j because only the former
respect the boundary conditions adequately. Let h = g−1dg. Observe first
the identities
d{(Ad g)u} = Ad g
(
du+ [h ∧ u]
)
and (5.18)
d∗{(Ad g)u} = Ad g
(
d∗u+ [hy u]
)
, (5.19)
which may be derived as follows: For an element α ∈ k we have, at each
point x ∈M int,
∂j{g(x)αg(x)−1} = g(x)[g(x)−1∂jg(x), α]g(x)−1
= (Ad g(x))(ad hj(x))α,
where hj(x) = g(x)
−1∂jg(x). Hence
d{(Ad g)u} = (Ad g)du+
3∑
j=1
dxj ∧ (Ad g)(ad hj)u,
which is (5.18). The derivation of (5.19) is similar, using −d∗{(Ad g)u} =∑3
j=1 ∂j{(Ad g)uj}, where u =
∑3
j=1 ujdx
j .
Thus if either R = (Ad g) or R = Ad g − 1 we have
d(Ru) = Rdu+ (Ad g)[h ∧ u] (5.20)
d∗(Ru) = Rd∗u+ (Ad g)[hy u] (5.21)
for elements u ∈ L2(M ; Λ1 ⊗ k) which are in the domain of d and of d∗.
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Therefore
‖DRu‖22 = ‖dRu‖22 + ‖d∗Ru‖22 + ‖Ru‖22
= ‖Rdu+ (Ad g)[h ∧ u] ‖22 + ‖Rd∗u+ (Ad g)[hy u] ‖22 + ‖Ru‖22
≤
(
‖Rdu‖2 + ‖ [h ∧ u] ‖2
)2
+
(
‖Rd∗u‖22 + ‖ [hy u] ‖2
)2
+ ‖Ru‖22
=
(
‖Rdu‖22 + ‖Rd∗u‖22 + ‖Ru‖22
)
+ 2‖Rdu‖2‖ [h ∧ u] ‖2 + 2‖Rd∗u‖2‖ [hy u] ‖2 + ‖ [h ∧ u] ‖22 + ‖ [hy u] ‖22
≤
(
‖Rdu‖22 + ‖Rd∗u‖22 + ‖Ru‖22
)
+ 2
(
‖Rdu‖22 + ‖Rd∗u‖22
)1/2
µ+ µ2,
where µ2 = ‖ [h∧u] ‖22+‖ [hy u] ‖22. Now µ2 ≤ 2(c‖h‖3‖u‖6)2 ≤ 2(cκ6‖h‖3‖Du‖2)2.
So µ ≤ ν‖Du‖2 where ν = 21/2cκ6‖h‖3 = c1‖h‖3. Hence
‖DRu‖22 ≤
(
‖Rdu‖22 + ‖Rd∗u‖22 + ‖Ru‖22
)
+ 2
(
‖Rdu‖22 + ‖Rd∗u‖22
)1/2
ν‖Du‖2 + ν2‖Du‖22. (5.22)
Now replace u by D−δu and observe that d and d∗ commute with D2 and
therefore also withD−δ. Thus, withm defined by (5.17), we have ‖RdD−δu‖2 =
‖RD−δdu‖2 ≤ m‖du‖2 with similar inequalities when d is replaced by d∗ or
by I. One should note thatD is acting in these inequalities on 0, 1 or 2-forms.
Then we find
‖DRD−δu‖22 ≤ m2‖Du‖22 + 2m‖Du‖2ν‖D−δDu‖2 + ν2‖D−δDu‖22. (5.23)
Since D ≥ I on 1-forms we can drop the factor D−δ in the last two terms of
(5.23) and then take the square root to find ‖DRD−δu‖2 ≤ (m + ν)‖Du‖2,
which is exactly (5.16).
Proof of Proposition 5.9. Choose H in Lemma 5.10 to be the com-
plexification of L2(M ; Λ1 ⊗ k). To prove (5.13) and (5.14) take δ = 0
in (5.16). First choose R = Ad g and S = R in Lemma 5.10. Then
m ≡ ‖R‖2→2 = ‖Ad g‖2→2 = 1. Thus
max(‖R‖2→2, ‖DRD−1‖2→2) = 1 + c1‖g−1dg‖3. (5.24)
(5.13) now follows from Lemma 5.10.
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Now choose R = Ad g − 1 and again S = R. Since m ≡ ‖R‖2→2 =
‖Ad g − 1‖∞, the inequality (5.14) now follows the same way.
For the proof of (5.15) take δ = δ1 and R = Ad g− 1 in (5.16). We apply
Lemma 5.10 this time to the operator S = RD−δ1 . In view of (5.16), we
need only verify that ‖RD−δ1‖2→2 ≤ κδ1‖Ad g − 1‖p1. For this, observe that
q−1 + p−11 = 1/2 implies that q
−1 = (1/2)− (δ1/3) and therefore, by Ho¨lder
and Sobolev,
‖RD−δ1v‖2 = ‖(Ad g − 1)D−δ1v‖2
≤ ‖Ad g − 1‖p1‖D−δ1v‖q
≤ ‖Ad g − 1‖p1κδ1‖v‖2 (5.25)
for all v ∈ L2(M ; Λj⊗ k), j = 0, 1, 2. This completes the proof of Proposition
5.9.
5.3 G1,p and G1+a are groups
Lemma 5.12
a) For 2 ≤ p ≤ ∞, G1,p is a group under pointwise multiplication. ρp is
right invariant and right translation is continuous.
b) For 1/2 ≤ a ≤ 1, G1+a is a group under pointwise multiplication. Right
translation is continuous.
The proof depends on the following properties of the metrics ρp and ρa.
Lemma 5.13 (Properties of ρp and ρa.) Suppose that 2 ≤ p ≤ ∞. If g and
h are in G1,p then
ρp(gh, e) ≤ ρp(g, e) + ρp(h, e) (5.26)
ρp(g
−1, e) = ρp(g, e) (5.27)
ρp(gk, hk) = ρp(g, h) ∀k ∈ G1,p (5.28)
ρp(hkh
−1, e) ≤ ρp(k, e) + ‖(Ad k − 1)h−1dh‖p. (5.29)
Suppose that 1/2 ≤ a ≤ 1. If g and h are in G1+a then
ρa(gh, e) ≤ ρa(g, e) + ρa(h, e) + c2ρa(g, e)ρa(h, e) (5.30)
ρa(g
−1, e) ≤ ρa(g, e) + c2ρa(g, e)2 (5.31)
ρa(gk, hk) ≤ (1 + c2ρa(k, e))ρa(g, h) ∀k ∈ G1+a (5.32)
ρa(hgh
−1, e)) ≤
(
1 + c1ρ3(h, e)
)(
ρa(g, e) + ‖(Ad g−1 − 1)(h−1dh)‖Ha
)
(5.33)
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with constants c1 and c2 depending only on Sobolev constants and the com-
mutator bound c. Note: (5.33) holds for all a ∈ [0, 1] in this form.
Proof. The proof of each assertion relies on one of the following identities.
(hg)−1d(hg) = g−1dg + (Ad g−1)(h−1dh) (5.34)
(hg−1)−1d(hg−1) = (Ad g)(h−1dh− g−1dg) (5.35)
(g−1)−1d(g−1) = −(Ad g)(g−1dg) (5.36)
(hgh−1)−1d(hgh−1) = (Adh)
(
(Ad g−1 − 1)(h−1dh) + g−1dg
)
. (5.37)
All of these follow from straightforward computations. We will derive only
the last one.
(hgh−1)−1d(hgh−1) = hg−1h−1
(
(dh)gh−1 + h(dg)h−1 − hg(h−1dh)h−1
)
= h
(
g−1(h−1dh)g + g−1dg − h−1dh
)
h−1
= (Adh)
(
(Ad g−1 − 1)(h−1dh) + g−1dg
)
.
This proves (5.37).
For the derivation of (5.26) to (5.29) one need only note that Ad g pre-
serves all Lp norms. We see then that (5.26) follows from the identity (5.34)
together with the inequalities ‖gh−IV‖2 = ‖(g−IV)h+h−IV‖2 ≤ ‖g−IV‖2+
‖h − IV‖2. (5.27) follows from (5.36) along with ‖g−1 − IV‖2 = ‖IV − g‖2.
(5.29) follows from (5.37). For the proof of (5.28) we can compute that
ρp(gk, hk) = ‖(Ad k−1)(g−1dg − h−1dh)‖p + ‖gk − hk‖2
= ‖g−1dg − h−1dh‖p + ‖g − h‖2 = ρp(g, h).
The derivation of the simple properties (5.26) to (5.29) relied on the fact
that multiplication by Ad g preserves Lp norms. By contrast, multiplication
by Ad g does not preserve the Ha norms. The inequalities for ρa will depend
for their proofs on the multiplier bounds of Proposition 5.9.
Apply (5.13) with b = a and the appropriate choice of u to the identities
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(5.34), (5.36), (5.37) to find
ρa(hg, e) = ‖(hg)−1d(hg)‖Ha + ‖hg − IV ‖2 (5.38)
≤ ‖g−1dg‖Ha + (1 + c1‖g−1dg‖3)‖h−1dh‖Ha + ‖g − IV‖2 + ‖h− IV‖2
ρa(g
−1, e) = ‖(g−1)−1d(g−1)‖Ha + ‖g−1 − IV‖2 (5.39)
≤ (1 + c1‖g−1dg‖3)‖g−1dg‖Ha + ‖g − IV‖2
ρa(gk, hk) = ‖(Ad k−1)(g−1dg − h−1dh)‖Ha + ‖gk − hk‖2 (5.40)
≤ (1 + c1‖k−1dk‖3)‖g−1dg − h−1dh‖Ha + ‖g − h‖2
ρa(hgh
−1, e) = ‖(hgh−1)−1d(hgh−1)‖Ha + ‖hgh−1 − IV‖2 (5.41)
≤
(
1 + c1‖h−1dh‖3
)
‖(Ad g−1 − 1)(h−1dh) + g−1dg‖Ha + ‖g − IV‖2
≤
(
1 + c1‖h−1dh‖3
)(
‖(Ad g−1 − 1)(h−1dh)‖Ha + ‖g−1dg‖Ha
)
+ ‖g − IV‖2.
Each of these inequalities holds for all a ∈ [0, 1]. However we now wish
to estimate several of the L3 norms that occur in these inequalities by an
Ha norm. By Sobolev we have ‖u‖3 ≤ κ3‖u‖H1/2 ≤ κ3‖u‖Ha if a ≥ 1/2.
Thus we may dominate the factors (1 + c1‖g−1dg‖3) by (1+ c2‖g−1dg‖Ha) ≤
1+ c2ρa(g, e) in (5.38) and (5.39) and dominate the factor 1+ c1‖k−1dk‖3 by
1+c2ρa(k, e) in (5.40). This completes the proof of (5.30) through (5.32). The
inequality (5.33) follows from (5.41) if one takes into account that ρa(g, e) =
‖g−1dg‖Ha + ‖g − IV‖2.
Proof of Lemma 5.12. G1,p is closed under multiplication and inversion
by (5.26) and (5.27). The identity (5.28) shows that ρp is a right invariant
metric. The right invariance of ρp ensures that right multiplication is contin-
uous in this metric. We will use (5.29) later to show that left multiplication
is also continuous.
G1+a is closed under pointwise multiplication and inversion by (5.30) and
(5.31). Although ρa is not right invariant, the topology induced by the metric
ρa is invariant under right multiplication, as follows immediately from (5.32).
Hence right multiplication is continuous in G1+a.
To show that G1,p and G1+a are topological groups it still needs to be
shown that left multiplication and inversion are continuous. These will be
proven in the next sections.
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5.4 G1,p is a topological group
Theorem 5.14 For 2 ≤ p <∞ multiplication and inversion are continuous
in G1,p. G1,p is a topological group. For any index q ∈ [2,∞) the map
G1,p ∋ g 7→ (Ad g : Lq → Lq) (5.42)
is a strongly continuous representation of G1,p into isometries of Lq(M ; Λ1⊗
k). Moreover if p > 3 then the representation is norm continuous.
The proof depends on the following lemma.
Lemma 5.15 (Strong and norm continuity on Lq.) Let 2 ≤ q <∞.
a) Let u ∈ Lq(M ; Λ1⊗k) and let ǫ > 0. Then there exists δ > 0, depending
on ǫ and u, such that, for any function g : M → K, one has
‖(Ad g)u− u‖q < ǫ whenever ‖g − IV‖2 < δ. (5.43)
b) Let p > 3. Given ǫ > 0 there exists δ > 0 such that
‖Ad g − 1‖Lq→Lq < ǫ whenever ‖g−1dg‖p + ‖g − IV‖2 < δ. (5.44)
Proof. If, for some x ∈ M , |u(x)|Λ1⊗k ≤ λ then |(Ad g(x)− IV)v(x)|Λ1⊗k ≤
2λ|g(x) − IV |End V . Here, | · |Λ1⊗k refers to the Euclidean norm on Λ1 ⊗ k.
Thus
‖(Ad g − 1)u‖q ≤ ‖(Ad g − 1)χ|u|>λu‖q + 2λ‖g − IV‖q
≤ 2‖χ|u|>λu‖q + 2λ · 21−(2/q)‖g − IV‖2/q2 .
Hence, given u ∈ Lq and ǫ > 0, choose λ so large that the first term is at
most ǫ/2 and then choose δ > 0 so small that the second term is also less
than ǫ/2 when ‖g − IV‖2 < δ. This proves (5.43). Notice that the restraint
on δ depends on λ, which depends on u and not just on ‖u‖q.
For the proof of (5.44) assume that p > 3 and observe first that ‖d(g −
IV )‖p = ‖dg‖p = ‖g−1dg‖p. Since (1/p) − (1/3) < 0, Sobolev’s inequality
shows that ‖g−1dg‖p+‖g−IV‖2 controls ‖g−IV‖∞ and therefore also ‖Ad g−
1‖∞, which is the norm of Ad g − 1 as an operator on Lq(M ; Λ1 ⊗ k).
(Notice that adding ‖g−1dg‖3 to the norm in (5.43) will not help to dom-
inate ‖g − IV‖∞ because (1/3)− (1/3) = 0.)
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Proof of Theorem 5.14. Since the metric ρp is right invariant, right
translation is a homeomorphism of G1,p, and therefore a neighborhood of
a point g0 can represented in the form U(g0) = {αg0 : ρp(α, e) < δ}. If
also h0 ∈ G1,p and we take V = {βh0 : ρp(β, e) < δ} as a neighborhood of
h0 then a product of points in these neighborhoods may be written gh =
(αg0)(βh0) = γg0h0 where γ = α(g0βg
−1
0 ). By (5.29) we have
ρp(g0βg
−1
0 , e) ≤ ρp(β, e) + ‖(Adβ − 1)g−10 dg0‖p. (5.45)
By Lemma 5.15, the entire right hand side of (5.45) can be made small by
choosing δ small. Thus, in view of (5.26), given ǫ > 0 there exists δ > 0 such
that ρp(γ, e) < ǫ. Multiplication is therefore jointly continuous. In particular
left translations are homeomorphisms of G1,p. Since a right translate of a basic
neighborhood N of the identity by an element g ∈ G1,p is carried by inversion
into a left translate by g−1 of the inverse N−1, which is itself open by (5.27),
it follows that inversion is continuous. Thus multiplication and inversion are
continuous and so G1,p is a topological group.
For the proof of strong continuity of the representation G1,p ∋ g 7→ Ad g
on Lq(M ; Λ1⊗ k) it suffices to show that for fixed u ∈ Lq(M ; Λ1⊗ k) the map
G1,p ∋ g 7→ (Ad g)u is continuous into Lq at g = IV . But ‖g−IV‖2 ≤ ρp(g, IV )
by the definition (5.9). The strong continuity now follows from Part a) of
Lemma 5.15. If p > 3 then Part b) of Lemma 5.15 shows that the map
g 7→ Ad g is actually norm continuous on Lq.
5.5 G1+a is a topological group if a ≥ 1/2
Theorem 5.16 (G1+a is a topological group) If 1/2 ≤ a ≤ 1 then multiplica-
tion and inversion are continuous in G1+a. In particular G1+a is a topological
group.
The critical case a = 1/2 will be the most delicate case in this theorem.
The proof depends on the following strong continuity lemma.
Lemma 5.17 (Strong continuity of G1,3 on Hb.) For 0 ≤ b ≤ 1 the map
G1,p ∋ g 7→ (Ad g : Hb → Hb) (5.46)
is a strongly continuous representation of G1,p into bounded operators on Hb
if p = 3. If p > 3 and M has finite volume then the representation is norm
continuous.
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Proof. We already know from (5.13) that Ad g is bounded on Hb. For the
proof of strong continuity suppose first that p = 3. Let u ∈ Hb and ǫ > 0 be
given. We need to show that there exists δ > 0, depending on ǫ and u such
that
‖(Ad g − 1)u‖Hb < ǫ whenever ‖g−1dg‖3 + ‖g − IV‖2 < δ. (5.47)
Choose δ1 ∈ (0, 3/2) and let p1 = 3/δ1. Pick λ <∞ such that ‖χ[λ,∞)(D)u‖Hb <
ǫ/6. Let v = χ[0,λ)(D)u and w = χ[λ,∞)(D)u. Then u = v+w is an orthogonal
decomposition of u in Hb. Moreover ‖w‖Hb < ǫ/6 and ‖v‖Hb+δ1 ≤ λδ1‖v‖Hb ≤
λδ1‖u‖Hb by the spectral theorem. In view of (5.15) and (5.14), we have
‖(Ad g − 1)u‖Hb ≤ ‖(Ad g − 1)v‖Hb + ‖(Ad g − 1)w‖Hb
≤
(
κδ1‖Ad g − 1‖p1 + c1‖g−1dg‖3
)
‖v‖Hb+δ1
+
(
‖Ad g − 1‖∞ + c1‖g−1dg‖3
)
‖w‖Hb
≤
(
κδ1‖Ad g − 1‖p1 + c1‖g−1dg‖3
)
λδ1‖v‖Hb +
(
2 + c1‖g−1dg‖3
)
ǫ/6.
Since |g(x) − IV |op ≤ 2 we have the pointwise operator bound
|g(x) − IV |p1op ≤ 2p1−2|g(x) − IV |2op for 2 ≤ p1 < ∞. Therefore ‖g − IV‖p1 ≤
21−(2/p1)‖g − IV‖2/p12 . Further, since g is unitary (or orthogonal),
‖Ad g − IEndV‖p1 ≤ 2‖g − IV‖p1. Hence
‖(Ad g − 1)u‖Hb ≤
(
22−(2/p1)κδ1‖g − IV‖2/p12 + c1‖g−1dg‖3
)
λδ1‖u‖Hb
+
(
2 + c1‖g−1dg‖3
)
ǫ/6. (5.48)
Thus if δ is chosen small enough in (5.47), and in particular c1δ < 1, then
the last term in (5.48) will be at most ǫ/2 while the first term on the right
side can also be made less than ǫ/2. This proves strong continuity at the
identity element of G1,3.
In case p > 3 we can simply use the crude estimate (5.14) in place of the
deeper estimate(5.15) because ‖g − IV‖2, together with ‖dg‖p, which equals
‖g−1dg‖p, control ‖g − IV‖∞ and therefore also ‖Ad g − 1‖∞. Thus, given
ǫ > 0, the entire coefficient of ‖u‖Hb on the right side of (5.14) will be less
than ǫ if ρp(g, e) < δ for small enough δ. Here we are using the finite volume
of M only to dominate the L3 norm of g−1dg by the Lp norm. This proves
norm continuity of the representation g 7→ Ad g on Hb.
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Proof of Corollary 5.5. If 1/p = 1/2 − a/3 then G1+a embeds contin-
uously and homomorphically into G1,p for a ∈ [1/2, 1]. By Lemma 5.17 the
representation G1+a ∋ g 7→ Ad g on Hb is therefore strongly continuous for
a = 1/2 and norm continuous for a ∈ (1/2, 1]. It is not necessary to specify
that M have finite volume to prove the norm continuity because Ha ⊂ H1/2
if a > 1/2 and therefore G1+a ⊂ G3/2, while G3/2 controls ‖g−1dg‖3, whose
control was the only reason for requiring M to have finite volume in the last
two lines of the previous proof.
Proof of Theorem 5.16. We need to prove that multiplication on the left
is continuous. Surprisingly, this soft sounding assertion seems to require use
of the complex interpolation methods that underlie the multiplier bounds
of Section 5.2, at least in the critical case a = 1/2. Otherwise the proof is
similar to that for G1,p.
Since right translation is a homeomorphism of G1+a, a neighborhood of a
point g0 can represented in the form U(g0) = {αg0 : ρa(α, e) < δ}. If also
h0 ∈ G1+a and V = {βh0 : ρa(β, e) < δ} is a neighborhood of h0 then a
product of points in these neighborhoods may be written gh = (αg0)(βh0) =
γg0h0 where γ = α(g0βg
−1
0 ). We need to show that γ is close to the identity
if α and β are. Recall that g0 and h0 are fixed. By (5.33) we have
ρa(g0βg
−1
0 , e) ≤ (1 + c1‖g−10 dg0‖3)
(
ρa(β, e) + ‖(Adβ−1 − 1)g−10 dg0‖Ha
)
.
(5.49)
When ρa(β, e) is small, so is ρa(β
−1, e), by (5.31) and therefore, by Lemma
5.17, the entire right hand side of (5.49) can be made small by choosing δ
small. Thus, in view of (5.30), given ǫ > 0 there exists δ > 0 such that
ρa(γ, e) < ǫ. Multiplication is therefore jointly continuous. In particular
left translations are homeomorphisms of G1+a. Since a right translate of a
neighborhood N of the identity by an element g ∈ G1+a is carried by inversion
into a left translate by g−1 of the inverse N−1, which is itself open by (5.31),
it follows that inversion is continuous.
5.6 Completeness
Lemma 5.18 (Completeness) G1+a is complete for 1/2 ≤ a ≤ 1.
Proof. Suppose that {gn}∞n=0 is a Cauchy sequence in G1+a with 1/2 ≤ a ≤ 1.
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Choose a subsequence, denoted again the same way, such that
ρa(gn, gn−1) ≤ 1/2n, n = 1, 2, . . . (5.50)
Let
un = g
−1
n dgn − g−1n−1dgn−1, n = 1, 2, . . . (5.51)
Then
‖un‖Ha ≤ 1/2n. (5.52)
From (5.51) we see that
g−1n dgn =
n∑
k=1
uk + g
−1
0 dg0. (5.53)
So the sequence in (5.53) is convergent in Ha. There exists a unique element
v ∈ Ha such that
v = lim
n→∞
n∑
k=1
uk + g
−1
0 dg0 (convergence in Ha norm). (5.54)
To construct the desired limit g ∈ G1+a observe first that
‖dgn − dgk‖2 = ‖g−1n (dgn − dgk)‖2
= ‖g−1n dgn − g−1k dgk + (g−1k − g−1n )dgk‖2
≤ ‖g−1n dgn − g−1k dgk‖2 + ‖(IV − g−1n gk)(g−1k dgk)‖2. (5.55)
The first term on the right side of (5.55) goes to zero as n, k → ∞ because∑∞
1 ‖uk‖Ha <∞. Since g−1k dgk converges in Ha it also converges in L2(M).
And, since ‖IV−g−1n gk‖2 = ‖gn−gk‖2 → 0, the factor IV−g−1n gk converges to
zero in measure and boundedly. Therefore the second term in line (5.55) also
goes to zero. Thus ‖dgn−dgk‖2 → 0 and ‖gn− gk‖2 → 0. Hence there exists
a function g ∈ H1(M ;EndV) such that ‖gn − g‖H1 → 0. Partly reversing
the argument in (5.55) we find
‖g−1n dgn − g−1dg‖2 = ‖dgn − gng−1dg‖2
≤ ‖dgn − dg‖2 + ‖(IV − gng−1)dg‖2.
The first term on the right goes to zero, as we have just seen. Now ‖dg‖2 <∞
while (IV − gng−1) converges to zero in L2 and therefore in measure. Since
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this factor is bounded by 2 we can now apply the dominated convergence
theorem to conclude that the second term goes to zero also.
We already know that g−1n dgn converges to v in the Ha sense. Since it also
converges to g−1dg in L2 it follows that v = g−1dg. In particular g ∈ G1+a
and ρa(gn, g) → 0. This completes the proof of Lemma 5.18 and Theorem
5.3.
Lemma 5.19 For 2 ≤ p <∞ the groups G1,p are complete.
Proof. The proof is similar to the proof for the groups G1+a: Dropping
to a subsequence such that ρp(gn, gn−1) ≤ 2−n we see that {g−1n dgn} is a
Cauchy sequence in Lp. The inequality ‖dgn−dgk‖p ≤ ‖g−1n dgn−g−1k dgk‖p+
‖(IV − g−1n gk)(g−1k dgk)‖p now shows that ‖dgn − dgk‖p → 0 by the same
argument used after (5.55), which uses our hypothesis in this lemma that
‖gn − gk‖2 → 0. Therefore the sequence {gn} is itself a Cauchy sequence in
the Sobolev space
{
f : M → End V
∣∣∣ ∫
M
3∑
j=1
|∂jf(x)|pdx+
∫
M
|f(x)|2dx <∞
}
(5.56)
and so converges to some function g which takes its values inK (because there
is a subsequence which converges a.e.) and such that dg ∈ Lp(M ; Λ1⊗End V)
Now the inequality ‖g−1n dgn − g−1dg‖p ≤ ‖dgn − dg‖p + ‖(IV − gng−1)dg‖p
shows that g−1n dgn converges in L
p to g−1dg. Thus g ∈ G1,p and ρp(gn, g)→ 0.
This completes the proof of Lemma 5.19 and of Theorem 5.2.
Remark 5.20 We are only interested in the groups G1,p for p ≥ 2. But the
for 1 < p < 2 Theorem 5.2 also holds if one uses the right invariant metric
defined by ρp(g, e) = ‖g−1dg‖p + ‖g − IV‖p. Proofs are similar.
Remark 5.21 (Differentiable structures, Hilbert and Banach Lie groups)
G1+a is a Hilbert Lie group if a > 1/2 and G1,p is a Banach Lie group if
p > 3. Both assertions follow from the fact that the metric on the gauge
group controls ‖g − IV ‖∞: Let
La ≡ {α : M → k| ‖α‖H1+a <∞} and
Lp ≡ {α : M → k| ‖α‖H1,p <∞},
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where we have written ‖α‖H1,p = ‖Dα‖p. If a > 1/2 then ‖α‖∞ ≤ const.‖α‖H1+a .
Consequently La is closed under the pointwise Lie bracket operation and is
a Hilbert Lie algebra. Similarly if p > 3 then ‖α‖∞ ≤ const.‖α‖H1,p and so
Lp is a Banach Lie algebra. The exponential map α 7→ (g : x 7→ expα(x))
maps a neighborhood of zero in the Lie algebra La, resp. Lp, onto a neigh-
borhood of IV in G1+a, respectively G1,p, which follows from the fact that in
the metric on the gauge group there is a neighborhood of IV contained in
{g : ‖g − IV‖∞ < ǫ}, as may be seen from the proof of Part b) of Lemma
5.15 and the continuity of the injection G1+a → G1,p for p−1 = 2−1 − (a/3).
Thus for small ǫ one can use the known surjectivity of the exponential map
in K to prove the existence of a function α such that g(x) = expα(x) for all
x ∈ M . If φ is the inverse of the exponential map on a small neighborhood
of the identity in K then the formula α(x) = φ(g(x)) transfers regularity of g
to the same Sobolev regularity of α. Thus the tangent space at the identity
of G1+a, resp. G1,p can be identified with La, resp. Lp. We leave to the reader
to verify that the topologies on these two classes of groups, given respectively
by the metrics (5.8) and (5.9), agree with those induced by the norms on the
Lie algebras.
This construction of a differentiable structure breaks down in case a = 1/2
or p = 3. It seems highly unlikely that in these critical cases there is a
useful differentiable structure on G3/2 or on G1,3. The fact that G3/2 and G1,3
are actually topological groups (i.e. products and inversion are continuous)
is thanks to our avoidance of the exponential map in Definitions (5.2) -
(5.9). The Hilbert space L3/2 and Banach space L1,3 are not closed under Lie
bracket. Nevertheless expL3/2 ⊂ G3/2 and expL1,3 ⊂ G1,3. It will be shown
elsewhere that expL1,3 does not cover any neighborhood of the identity in
G1,3 if K = SU(2). This strongly suggests that expL3/2 also does not cover
any neighborhood of the identity in G3/2.
Remark 5.22 (History) Some of these gauge groups have been used in var-
ious contexts before. In [38] I. E. Segal discussed possible choices for the
phase space of a classical Yang-Mills field and chose the group that we have
denoted by G2 in his definition of configuration space: Configuration space
= {some connection forms over R3} modulo G2. This use is similar to our
intended use [17]. Segal already pointed out in that paper that a Sobolev
gauge group is a Hilbert or Banach manifold when the Sobolev norm controls
the sup norm.
As noted in Remark 2.7, K. Uhlenbeck pointed out in [41] that in four
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dimensions the critical gauge group is G2 and multiplication fails to be con-
tinuous if one defines the topology by the exponential map. But in [42]
she introduced a different topology that made it into a useful topological
group. It’s not clear how that topology is related to the topology given by
g−1dg ∈ H1, which would be the four dimensional analog of the topology
used in our groups G1+a.
In [9] Daniel Freed made use of some one dimensional analogs of our
groups G1+a for non-critical a. His interest was the loop group Map(S1;K)
with some Sobolev regularity imposed. The critical Sobolev index is 1/2 in
one dimension instead of 3/2. He was able to avoid attaching a meaning to
H1/2(S
1;K) as a group even though the linear space H1/2(S
1;Lie K) was a
central object of study in his work.
The group that we have denoted by G1,2 has been used by G. Dell’Antonio
and D. Zwanziger, [6], to give a very pretty proof that every gauge orbit
intersects {A : ∫
M
|A(x)|2dx <∞} at a point which minimizes this L2 norm.
M can be a d dimensional manifold. Their result illuminates the Gribov
ambiguity.
6 The conversion group
In this section we will take M to be either all of R3 or the closure of a
bounded, convex, open subset of R3 with smooth boundary.
6.1 The ZDS procedure
Definition 6.1 (Definition of gǫ.) Suppose that C(·) is a smooth solution
to the augmented Yang-Mills heat equation (2.22) over (0, T ). Let ǫ ∈ (0, T )
and define gǫ(t) to be the solution to the ODE, for each (suppressed) x ∈M ,
dgǫ(t)
dt
gǫ(t)
−1 = d∗C(t), t ∈ (0, T ), gǫ(ǫ) = IV . (6.1)
Then gǫ ∈ C∞((0, T ]×M ;K) because d∗C(t, x) is smooth on (0, T ]×M .
The ZDS procedure for recovering a solution to the Yang-Mills heat equa-
tion (2.5) from a solution to the augmented equation (2.22) is outlined in the
Introduction. Informally, the function g(t) defined in (1.8) is the function
gǫ(t) for ǫ = 0. As ǫ ↓ 0, however, the functions gǫ(·) lose smoothness in both
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space and time. This results from the strong singularity of d∗C(t) at t = 0.
In case a = 1/2 one has, typically, d∗C(0) ∈ H−1/2(M). In the next theorem
we will show that as ǫ ↓ 0 the functions gǫ(·) converge uniformly over (0, T ]
as functions into the gauge group G1+a. Typically, a gauge function in G1+a
is continuous on M if 1/2 < a < 1 but not smooth. If a = 1/2 it need not
even be continuous.
Theorem 6.2 (The conversion group) Let 1/2 ≤ a < 1 and 0 < T < ∞.
Assume that either M = R3 or is the closure of a bounded, convex, open set
in R3 with smooth boundary. Let A0 ∈ Ha. Suppose that C(·) is the strong
solution of the augmented equation (2.22) over [0, T ] constructed in Theorem
2.20 with initial value C0 = A0. Assume that C(·) has finite strong a-action.
(This is automatic for a > 1/2.) Define gǫ as in (6.1). Then gǫ(t) ∈ G1+a for
each t ∈ (0, T ]. Further,
a) gǫ : (0, T ]→ G1+a is continuous.
b) There is a unique continuous function
g : [0, T ]→ G1+a (6.2)
such that
lim
ǫ↓0
sup
0<t≤T
ρa(gǫ(t), g(t)) = 0. (6.3)
c)
g(0, x) = IV ∀x ∈M. (6.4)
d) The function h(t) ≡ g(t)−1dg(t) is continuous on [0, T ] into Ha and
h(0) = 0. (6.5)
e) For any time τ ∈ (0, T ), the function
k(t) ≡ g(t)g(τ)−1 (6.6)
is in C∞((0, T ]×M ;K). Moreover limt↓0 k(t) = g(τ)−1, with convergence in
the sense of the metric group G1+a.
Remark 6.3 (Strategy) The proof of the theorem will proceed in three
steps. It will first be proven that the functions gǫ converge in a relatively
weak sense, namely as functions into Lp(M ;EndV) for all p <∞. This will
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then be used to show that they are bounded as functions into the metric
group G1,q for q appropriately related to a. This in turn will then be used
to prove the strong sense of convergence asserted in Theorem 6.2, namely as
functions into the metric group G1+a.
Remark 6.4 (Smoothness) The singularity in d∗C(t) as t ↓ 0 reflects itself
in a lack of smoothness of g(t, ·) for each t > 0, not just “near” t = 0. We will
see in Section 7 how this then reflects itself in a lack of smoothness of A(t, ·)
for each t > 0. The function A(t, ·) need not even be in H1(M) for each
t > 0. On the other hand Part e) of the theorem shows that the singularity
disappears from ratios. This lies behind the assertion in Theorems 2.10 and
2.11 that the solution is gauge equivalent to a strong solution, which is in
fact C∞ for some time. See Theorem 7.1 for a precise statement.
6.2 g estimates
We will prove in this section that the functions gǫ converge as ǫ ↓ 0, but in a
much weaker sense than that asserted in Theorem 6.2.
Lemma 6.5 Let 2 ≤ p <∞. Under the hypotheses of Theorem 6.2 the func-
tions (0, T ] ∋ t 7→ gǫ(t) are continuous functions into Lp(M ;EndV). There
is a continuous function g : [0, T ]→ Lp(M ;EndV) to which the functions gǫ
converge, uniformly over (0, T ]. That is,
sup
0<t≤T
‖gǫ(t)− g(t)‖p → 0 as ǫ ↓ 0. (6.7)
Moreover g(0, x) = IV for all x ∈ M . For each t ∈ [0, T ], g(t, x) lies in K
for almost all x ∈ M . If a > 1/2 then (6.7) holds also for p = ∞. In this
case g(·, ·) is continuous on [0, T ]×M into K.
Remark 6.6 In the critical case a = 1/2 it seems doubtful that the function
x 7→ g(t, x) need be continuous on M for any fixed t > 0. The strong sense
of convergence asserted in Theorem 6.2, Part b) does not assure that g(t, ·)
is continuous for fixed t > 0 because the metric on G3/2 does not control the
supremum norm on differences gǫ(t, ·)−gδ(t, ·) in EndV. Thus in the critical
case there may be a bundle change for each t > 0.
Proof of Lemma 6.5. Let φ(t) = d∗C(t) as in (4.4). The differential
equation (6.1) implies, for 0 < δ ≤ ǫ and for each point x ∈M , that gδ(t) =
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gǫ(t)gδ(ǫ) for all t ∈ (0, T ]. Hence gδ(t)− gǫ(t) = gǫ(t)(gδ(ǫ)− IV). Moreover,
by (6.1) one has g′δ(t, x) = φ(t, x)gδ(t, x) and therefore ‖gδ(ǫ, x) − IV‖op =
‖ ∫ ǫ
δ
φ(t, x)gδ(t, x)dt‖op ≤
∫ ǫ
δ
‖φ(t, x)‖opdt. Hence, for each point x ∈ M we
have
‖gδ(t, x)− gǫ(t, x)‖op = ‖gδ(ǫ, x)− IV‖op ≤
∫ ǫ
δ
‖φ(s, x)‖opds, 0 < t ≤ T.
Therefore, for 2 ≤ p <∞, one has
‖gδ(t)− gǫ(t)‖p = ‖gδ(ǫ)− IV‖p ≤
∫ ǫ
δ
‖φ(s)‖pds for 0 < t ≤ T. (6.8)
It follows from the integrability
∫ T
0
‖φ(s)‖pds < ∞, proven in (4.98) (for
6 ≤ p < ∞), and implied by (4.36) (for p = 2), and which holds therefore
for all p ∈ [2,∞) by interpolation, that
sup
0<δ≤ǫ
sup
0<t<T
‖gδ(t)− gǫ(t)‖p → 0, as ǫ ↓ 0. (6.9)
Hence the functions gǫ converge uniformly on (0, T ] to a continuous function
g : (0, T ]→ Lp. Fix ǫ in (6.8) and let δ ↓ 0 to find
‖g(ǫ)− IV‖p ≤
∫ ǫ
0
‖φ(s)‖pds, (6.10)
which goes to zero as ǫ ↓ 0. Therefore, by defining g(0, x) = IV for all x ∈M ,
one obtains a continuous function g : [0, T )→ Lp(M ;End V) for 2 ≤ p <∞.
In case a > 1/2 the inequality (4.92) shows that we can simply replace
the Lp norm in (6.8) - (6.10) by the L∞ norm. In this case the convergence
in (6.7) is uniform in both space and time. g(·, ·) is therefore continuous.
It will be useful to record here the observation that
sup
0<δ≤t
‖gδ(t)− IV‖p → 0 as t ↓ 0, 2 ≤ p <∞, (6.11)
which follows from (6.8) with ǫ = t, namely, ‖gδ(t)− IV‖p ≤
∫ t
0
‖φ(s)‖pds.
6.3 The vertical projection
Notation 6.7 In the Hilbert space L2(M ; Λ1 ⊗ k) the subspace
H ≡ {ω ∈ L2(M ; Λ1 ⊗ k) : d∗ω = 0} (6.12)
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is a closed subspace of L2(M ; Λ1⊗ k) because d∗ is a closed operator. If M 6=
R
3 then d∗ refers to the maximal operator in the case of Dirichlet boundary
conditions and to the minimal operator in the case of Neumann boundary
conditions. H is the horizontal subspace for the Coulomb connection at the
connection form zero. Denote by H⊥ its orthogonal complement and by P⊥
the orthogonal projection onto H⊥.
The next lemma concerns the well known projection onto the exact 1-
forms in the Hodge decomposition. We are going to carry out some of the
details because of possible technical problems associated to Neumann bound-
ary conditions.
Lemma 6.8 The restriction of P⊥ to H1(M ; Λ
1 ⊗ k) is a bounded operator
from H1 into H1. Moreover
dP⊥ω = 0 ∀ ω ∈ L2(M ; Λ1 ⊗ k). (6.13)
d∗P⊥ω = d∗ω ∀ ω ∈ D(d∗). (6.14)
Proof. If ω ∈ L2 and u ∈ D(d∗) then d∗u ∈ D(d∗) by [2, Proposition 3.5] and
d∗d∗u = 0. Therefore d∗u ∈ H. Hence, for any 1-form ω ∈ L2(M ;L1 ⊗ k) we
have (P⊥ω, d∗u) = 0 for all u ∈ D(d∗). Since d and d∗ are closed operators
it follows that P⊥ω ∈ D(d) and dP⊥ω = 0 for all ω ∈ L2. This proves
(6.13). Now ω − P⊥ω ∈ H ⊂ D(d∗). So if ω ∈ D(d∗) then P⊥ω ∈ D(d∗)
and d∗ω − d∗P⊥ω = 0. This proves (6.14). From the Gaffney-Friedrichs
inequality, [2, Equ. (2.22)], we then have, for ω ∈ H1,
‖P⊥ω‖2H1 ≤ 2
(
‖d(P⊥ω)‖22 + ‖d∗(P⊥ω)‖22 + ‖P⊥ω‖22
)
= 2
(
‖d∗ω‖22 + ‖P⊥ω‖22
)
≤ 2
(
‖d∗ω‖22 + ‖ω‖22
)
≤ 2‖ω‖2H1.
Thus P⊥ : H1 → H1 is bounded and (6.13) and (6.14) hold.
Remark 6.9 It is well known that P⊥ is given by P⊥ω = d(d∗d)−1d∗ω for
ω ∈ H1 under various circumstances. This is the case here also when M
is bounded and either Neumann or Dirichlet boundary conditions are used.
But we will not need this expression.
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Lemma 6.10 For any a ∈ [0, 1] the operator P⊥ : Ha → Ha is bounded. In
particular, if C(·) : [0, T ]→ Ha is continuous then the function
Cˆ(t) ≡ P⊥C(t), 0 ≤ t ≤ T (6.15)
is also continuous into Ha
Proof. Writing D = (1−∆)1/2 as before, we have
‖DaP⊥ω‖2 ≤ ca‖Daω‖2, a = 0, 1, (6.16)
with c0 = 1 because P
⊥ is a projection on L2, and c1 ≤ 2 by Lemma 6.8.
By complex interpolation (6.16) holds for all a ∈ [0, 1] with ca ≤ 2. The
assertion concerning Cˆ now follows.
6.4 Integral representation of g−1ǫ dgǫ
To show that the functions g(t, ·) constructed in Lemma 6.5 lie in the gauge
group G1+a for each t we will need information about the spatial derivatives of
g. The next proposition gives a representation of the spatial derivatives from
which we will derive quantitative bounds in Sections 6.5 and 6.6. The simple
representation of g−1dg which was used in [2] is inadequate for use in the
estimates we will need in this paper. Instead we will use the representation
in the next Proposition.
Proposition 6.11 (Representation of g−1ǫ dgǫ) Suppose that C(·) is the strong
solution of the augmented equation (2.22) over [0, T ] constructed in Theorem
2.20 with initial value C0 = A0. Define gǫ as in (6.1) and define
hǫ(t) = gǫ(t)
−1dgǫ(t), 0 < t ≤ T. (6.17)
Define Cˆ(t) as in (6.15) and let
aǫ(t, x) = Ad(gǫ(t, x)
−1) for 0 < t ≤ T and x ∈M. (6.18)
Then
hǫ(t) =
(
Cˆ(ǫ)− aǫ(t)Cˆ(t)
)
+
∫ t
ǫ
aǫ(s)χ(s)ds, 0 < t ≤ T, (6.19)
where
χ(s) = [Cˆ(s), φ(s)]− P⊥
(
d∗CBC + [C, φ]
)
. (6.20)
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The proof depends on the following lemma.
Lemma 6.12 (An identity) Suppose that C(·) is a C∞ solution to the aug-
mented Yang-Mills heat equation (2.22) over some interval (a, b). Let g(t, x)
be a smooth solution to the ODE
g′(t, x)g(t, x)−1 = d∗C(t, x) (6.21)
for each x ∈M and t ∈ (a, b). Define
a(t, x) = Ad(g(t, x)−1) for t ∈ (a, b) and x ∈M. (6.22)
Let Cˆ(t) = P⊥C(t) as in (6.15) and φ(t) = d∗C(t) as in (4.4). Then, for
each (suppressed) s ∈ (a, b), we have
dφ = −Cˆ ′ − P⊥
(
d∗CBC + [C, φ]
)
. (6.23)
where Cˆ ′(s) = (d/ds)Cˆ(s). Further,
(d/ds)(g(s)−1dg(s)) =− (d/ds)
{
a(s)Cˆ(s)
}
(6.24)
+ a(s)
{
[Cˆ(s), φ(s)]− P⊥
(
d∗CBC + [C, φ]
)}
.
Proof. The augmented heat equation asserts that −C ′ = d∗CBC+dφ+[C, φ].
Thus dφ = −{C ′ + d∗CBC + [C, φ]}. Since dφ is vertical and P⊥C ′(s) =
(d/ds)P⊥C(s), we can apply the vertical projection P⊥ to this equation to
find dφ = −Cˆ ′ − P⊥(dCB∗C + [C, φ]), which is (6.23).
For the derivation of (6.24) we need to use the following identity, which
is valid for any continuous k valued 1-form ω on M .
a′(s)ω = a(s)[ω, φ]. (6.25)
This follows from the definitions (6.21) and (6.22) and the computation, at
each (suppressed) point x ∈M , a′(s)ω = (d/ds)
(
g(s)−1ωg(s)
)
= g−1ω(g′g−1)g−
g−1(g′g−1)ωg = g−1[ω, φ]g.
From (6.25) and the product rule we have (d/ds)(aCˆ) = aCˆ ′ + a′Cˆ =
aCˆ ′ + a[Cˆ, φ], so that
aCˆ ′ = (d/ds)(aCˆ)− a[Cˆ, φ]. (6.26)
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We will make use of the identity
(g(s)−1dg(s))′ = a(s)dφ(s) (6.27)
proved in [2, Eq (8.18)]. From (6.23), (6.26) and (6.27) it follows that
(g(s)−1dg(s))′ = a(s)
{
− Cˆ ′ − P⊥
(
d∗CBC + [C, φ]
)}
= −(d/ds)(aCˆ) + a[Cˆ, φ]− aP⊥
(
d∗CBC + [C, φ]
)
,
which is (6.24).
Proof of Proposition 6.11. If we take g in Lemma 6.12 to be gǫ, defined
in (6.1) then hǫ(t), defined in (6.17), satisfies hǫ(ǫ) = 0 in view of the initial
condition in (6.1). Moreover aǫ(ǫ)(x) = the identity operator on k for all
x ∈M . The identity (6.24) shows that
(d/ds)hǫ(s) = −(d/ds)
{
aǫ(s)Cˆ(s)
}
+ aǫ(s)χ(s). (6.28)
We may integrate (6.28) to find
hǫ(t) =
∫ t
ǫ
(d/ds)hǫ(s)ds
=
∫ t
ǫ
(
− (d/ds){aǫ(s)Cˆ(s)}+ aǫ(s)χ(s)
)
ds
= −aǫ(s)Cˆ(s)
∣∣∣t
ǫ
+
∫ t
ǫ
aǫ(s)χ(s)ds.
This proves (6.19).
6.5 Estimates for g−1ǫ dgǫ
We need to make estimates of the integrand in the representation (6.19). Our
estimates will be described in the following two theorems, which differ in the
nature of their techniques of proof. The first depends entirely on the initial
behavior estimates made in Section 4. The second depends on the multiplier
bounds of Section 5.
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Theorem 6.13 Let 1/2 ≤ a < 1 and 0 < T <∞. Assume that M , A0 and
C(·) are as stated in Theorem 6.2. Define χ(s) as in (6.20). Let
1/qa = 1/2− a/3. (6.29)
Then ∫ T
0
‖χ(s)‖Hads <∞ and (6.30)∫ T
0
‖χ(s)‖qds <∞ for 3 ≤ q ≤ qa. (6.31)
Theorem 6.14 Under the same hypotheses as in Theorem 6.13 there holds∫ T
0
‖aǫ(s)χ(s)‖qds ≤ c21 ∀ ǫ ∈ (0, T ) and 3 ≤ q ≤ qa, (6.32)
sup
ǫ>0,t>0
‖hǫ(t)‖q <∞ for 3 ≤ q ≤ qa, (6.33)
sup
{ǫ:0<ǫ≤t}
‖hǫ(t)‖q → 0 as t ↓ 0 for 3 ≤ q ≤ qa, (6.34)
sup
0<δ≤T
∫ T
0
‖aδ(s)χ(s)‖Hads <∞, (6.35)
sup
{ǫ:0<ǫ≤t}
‖hǫ(t)‖Ha → 0 as t ↓ 0 (6.36)
for some finite constant c21 depending only on C(·).
The order in (6.33) - (6.36) reflects the order in which the proof proceeds.
Corollary 6.15 Suppose that M is as in the statement of Theorem 6.2. Let
C(·) be a strong solution to the augmented Yang-Mills heat equation (2.22)
over [0, T ] for some T <∞. Define χ(s) as in (6.20). Then
∫ T
ǫ0
‖χ(s)‖3ds <∞ for any ǫ0 > 0 and (6.37)∫ T
ǫ0
‖χ(s)‖H1ds <∞ for any ǫ0 > 0. (6.38)
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Remark 6.16 (Strategy) A proof of the main inequality (6.30) will require
a bound on ‖Daω‖2 when ω = χ(s) and 1/2 ≤ a < 1. This fractional
derivative cannot be computed directly. Instead we will compute first order
derivatives, dω and d∗ω and make estimates of their Lp norms for “small” p,
i.e. p < 2. Then we will implement the heuristic ‖Daω‖2 = ‖Da−1Dω‖2 ≤
‖Da−1‖Lp→L2‖Dω‖p, wherein the last inequality is a Sobolev inequality.
Lemma 6.17 (Riesz avoidance) Let 0 ≤ b ≤ 1. Define p in the interval
[6/5, 2] by
1
2
=
1
p
− (1− b)
3
. (6.39)
If ω is a 1-form in Lp with dω ∈ Lp and d∗ω ∈ Lp then ω ∈ Hb. There is a
Sobolev constant κp,2 such that
‖ω‖Hb ≤ κp,2
(
‖dω‖p + ‖d∗ω‖p
)
+min(κp,2‖ω‖p, ‖ω‖2). (6.40)
In particular, if ω = P⊥µ for some 1-form µ then
‖ω‖Hb ≤ κp,2‖d∗µ‖p + ‖P⊥µ‖2. (6.41)
Proof. Let
Dj = (d
∗d+ dd∗ + 1)1/2 on j-forms, j = 0, 1, 2. (6.42)
For any 1-form ω there holds
‖ω‖22 = ‖dD−11 ω‖22 + ‖d∗D−11 ω‖22 + ‖D−11 ω‖22, (6.43)
as follows from the computation
(D−11 d
∗dD−11 ω, ω) + (D
−1
1 dd
∗D−11 ω, ω) + (D
−2
1 ω, ω)
= (D−11 D
2
1D
−1
1 , ω, ω) = ‖ω‖22.
Hence
‖ω‖2Hb = ‖Db1ω‖22
= ‖dD−11 Db1ω‖22 + ‖d∗D−11 Db1ω‖22 + ‖D−11 Db1ω‖22
= ‖Db−12 dω‖22 + ‖Db−10 d∗ω‖22 + ‖Db−11 ω‖22
≤ ‖Db−12 ‖2p→2‖dω‖2p + ‖Db−10 ‖2p→2‖d∗ω‖2p + ‖Db−11 ω‖22.
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Let κp,2 = max(‖Da−1j ‖2p→2, j = 0, 1, 2). Since Db−11 is both a contraction on
L2 and bounded from Lp to L2 we have ‖Db−11 ω‖2 ≤ min(κp,2‖ω‖p, ‖ω‖2).
Therefore
‖ω‖2Hb ≤ κ2p,2(‖dω‖2p + ‖d∗ω‖2p) +min(κp,2‖ω‖p, ‖ω‖2)2,
which implies (6.40). In case ω = P⊥µ we have dω = 0 and d∗ω = d∗µ by
Lemma 6.8. The inequality (6.40) therefore implies (6.41) in this case.
6.5.1 Proof of Theorem 6.13
Lemma 6.18 (Low p) Let 3/2 ≤ p ≤ 3 and (1/r) = (1/p)− (1/6). Then
‖d∗χ(s)‖p + ‖dχ(s)‖p ≤ c5‖C(s)‖H1
(
‖d∗CBC(s)‖r + ‖dφ(s)‖r
)
(6.44)
for a constant c5 depending only on a Sobolev constant and the commutator
bound c.
Proof. The first of the following three identities
d[Cˆ(s), φ(s)] = −[Cˆ(s) ∧ dφ(s)], (6.45)
d∗[Cˆ(s), φ(s)] = [Cˆ(s)y dφ(s)], (6.46)
d∗
(
d∗CBC + [C, φ]
)
= −
[
Cy
(
d∗CBC − dφ
)]
, (6.47)
follows from the product rule: d[Cˆ(s), φ(s)] = [dCˆ(s), φ(s)]− [Cˆ(s)∧dφ(s)] =
−[Cˆ(s) ∧ dφ(s)] because dCˆ(s) = 0 by (6.13). Since [d∗Cˆ, φ] = [d∗C, φ] =
[φ, φ] = 0, the second identity follows from the product rule d∗[Cˆ, φ] =
[d∗Cˆ, φ]+[Cy dφ]. In the third identity the second term is d∗[C, φ] = [Cy dφ],
while the Bianchi identity gives d∗d∗CBC = d
∗
Cd
∗
CBC−[Cy d∗CBC ] = −[Cy d∗CBC ].
Since d(P⊥ω) = 0 for any 1-form ω ∈ L2, these three identities show that
‖dχ(s)‖p = ‖d[Cˆ(s), φ(s)]− dP⊥
(
d∗CBC + [C, φ]
)
‖p
= ‖d[Cˆ(s), φ(s)]‖p
= ‖ [Cˆ(s) ∧ dφ(s)] ‖p
≤ c‖Cˆ(s)‖6‖dφ(s)‖r, (6.48)
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and also
‖d∗χ(s)‖p = ‖d∗[Cˆ(s), φ(s)]− d∗
(
d∗CBC + [C, φ]
)
‖p
= ‖ [Cˆ(s)y dφ(s)] +
[
Cy
(
d∗CBC − dφ
)]
‖p
≤ c‖Cˆ(s)‖6‖dφ(s)‖r + c‖C(s)‖6‖
(
d∗CBC − dφ
)
‖r. (6.49)
Since P⊥ is a bounded operator from H1 to H1 (with bound at most
√
2) we
have ‖Cˆ(s)‖6 ≤ κ6‖Cˆ(s)‖H1 ≤ 2κ6‖C(s)‖H1 and also ‖C(s)‖6 ≤ κ6‖C(s)‖H1 .
Insert these bounds into (6.48) and (6.49) to find ‖dχ(s)‖p ≤ 2cκ6‖C(s)‖H1‖dφ(s)‖r
and ‖d∗χ(s)‖p ≤ 2cκ6‖C(s)‖H1‖dφ(s)‖r+cκ6‖C(s)‖H1
(
‖d∗CBC(s)‖r+‖dφ(s)‖r
)
.
Add to arrive at (6.44) with c5 = 5cκ6.
Lemma 6.19 Let 3/2 ≤ p ≤ 2. Define (1/r) = (1/p)− (1/6) and define b
by (6.39). Then
‖χ(s)‖Hb ≤ κp,2c5‖C(s)‖H1
(
‖d∗CBC(s)‖r + ‖dφ(s)‖r
)
(6.50)
+ ‖d∗CBC(s)‖2 + 3cκ6‖C(s)‖H1‖φ(s)‖3. (6.51)
Proof. Choose ω = χ(s) in (6.40) Then (6.40) and (6.44) show that
‖χ(s)‖Hb ≤ κp,2(‖dχ(s)‖p + ‖d∗χ(s)‖p) + ‖χ(s)‖2
≤ κp,2c5‖C(s)‖H1
(
‖d∗CBC(s)‖r + ‖dφ(s)‖r
)
+ ‖χ(s)‖2.
But
‖χ(s)‖2 = ‖ [Cˆ(s), φ(s)]− P⊥(d∗CBC(s) + [C(s), φ(s)]) ‖2
≤ ‖ [Cˆ(s), φ(s)] ‖2 + ‖d∗CBC(s) + [C(s), φ(s)]‖2
≤ c
(
‖Cˆ(s)‖6 + ‖C(s)‖6
)
‖φ(s)‖3 + ‖d∗CBC(s)‖2
≤ 3κ6‖C(s)‖H1‖φ(s)‖3 + ‖d∗CBC(s)‖2,
wherein the two L6 norms have been estimated in the last line just as in the
proof of Lemma 6.18.
Lemma 6.20 Let 1/2 ≤ a ≤ 1. Define
r−1a = (2/3)− (a/3). (6.52)
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Then, for any 1-form u(s) over M there holds∫ T
0
sa‖u(s)‖2rads ≤ T a−(1/2)
(∫ T
0
s1−a‖u(s)‖22ds
)α(∫ T
0
s2−a‖u(s)‖26ds
)β
(6.53)
where α = (3/2)− a and β = a− (1/2).
Proof. The standard interpolation formula
‖ψ‖r ≤ ‖ψ‖α2‖ψ‖β6 , (6.54)
is valid for 2 ≤ r ≤ 6, α = (3/r)−(1/2) and β = (3/2)−(3/r). For 2 ≤ r ≤ 6
both α and β are non-negative and α + β = 1. Take ψ = u(s) and observe
that
sa‖u(s)‖2r ≤ sa−γ
(
s1−a‖u(s)‖22
)α(
s2−a‖u(s)‖26
)β
, (6.55)
where γ = (1−a)α+(2−a)β = 1−a+β = (5/2)−a− (3/r). In case r = ra
we therefore have a − γ = a − (1/2). Since a− (1/2) ≥ 0 the first factor in
(6.55) has a non-negative exponent. Integrate both sides of (6.55) over (0, T ],
taking the maximum of the first factor out, and use Ho¨lder’s inequality to
arrive at (6.53).
Proof of Theorem 6.13. Choosing b = a in Lemma 6.19, we need
only show that each of the four terms on the right hand side of (6.50) +
(6.51) is integrable over (0, T ]. Since 1/2 ≤ a < 1 we have 3/2 ≤ p < 2.
The value of r determined in Lemma 6.19 for the value b = a is given by
(1/r) = (1/p) − (1/6) = (1/2) + (1 − a)/3 − (1/6) = (1/ra). Thus we can
apply Lemma 6.20.
For the integral of the first term in (6.50) we find∫ T
0
‖C(s)‖H1‖d∗CBC(s)‖rads (6.56)
≤
(∫ T
0
s−a‖C(s)‖2H1ds
)1/2(∫ T
0
sa‖d∗CBC(s)‖2rads
)1/2
≤
(∫ T
0
s−a‖C(s)‖2H1ds
)1/2
·
{
T a−(1/2)
(∫ T
0
s1−a‖d∗CBC(s)‖22ds
)α(∫ T
0
s2−a‖d∗CBC(s)‖26ds
)β}1/2
.
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All three integrals are finite, the first by the assumption of finite strong a-
action, the second by the inequality (4.53), and the third by the inequality
(4.65).
The integral of the second term in (6.50) can be bounded the same way:
One need only replace ‖d∗CBC(s)‖ra by ‖dφ(s)‖ra in the inequalities (6.56).
The final step in the integrability argument holds again, in virtue of the
inequalities (4.53) and (4.66).
Concerning the first term in line (6.51) we have, by (4.17) and(4.63),
‖d∗CBC(s)‖2 ≤ ‖C ′(s)‖2 = o(s−1+(a/2)), which is integrable over (0, T ]. The
second term in line (6.51) is integrable by virtue of the inequalities( ∫ T
0
‖C(s‖H1‖φ(s)‖3ds
)2
≤ ∫ T
0
s−a‖C(s)‖2H1ds
∫ T
0
sa‖φ(s)‖23ds, which is fi-
nite in view of (4.60), since a ≥ 1/2. This proves (6.30).
Since ‖χ(s)‖b is dominated by ‖χ(s)‖a when b ≤ a it follows that∫ T
0
‖χ(s)‖Hbds < ∞ for 1/2 ≤ b ≤ a. Thus if 3 ≤ q ≤ qa and q−1 =
2−1 − (b/3) then Sobolev gives (6.31). This completes the proof of Theorem
6.13.
6.5.2 Proof of Theorem 6.14
The following three lemmas prove Theorem 6.14.
Lemma 6.21 There is a constant c19 < ∞, independent of ǫ and t, such
that
‖hǫ(t)‖q ≤ c19 for 0 < t ≤ T, 0 < ǫ < T and 3 ≤ q ≤ qa. (6.57)
Furthermore
sup
{ǫ:ǫ≤t}
‖hǫ(t)‖q → 0 as t ↓ 0 for 3 ≤ q ≤ qa. (6.58)
Proof. Since the operators aǫ(s) are isometries in all L
p spaces, the repre-
sentation (6.19) shows that
‖hǫ(t)‖q ≤ ‖Cˆ(ǫ)‖q + ‖Cˆ(t)‖q +
∣∣∣ ∫ t
ǫ
‖χ(s)‖qds
∣∣∣
≤ 2 sup
0<s≤T
‖Cˆ(s)‖q +
∫ T
0
‖χ(s)‖qds for 0 < t ≤ T. (6.59)
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Lemma 6.10 shows that Cˆ(·) is continuous on [0, T ] into Ha and therefore
into Hb for all b ∈ [1/2, a] and therefore into Lq for all q ∈ [3, qa]. Hence, in
view of (6.31), the right side of (6.59) is finite. This proves (6.57).
It might be useful to note that we have obtained a bound on ‖hǫ(t)‖q for
all q ∈ [3, qa] by using Ha ⊂ Hb if a ≥ b but not by using Lqa ⊂ Lq if qa > q.
The latter would require M to be of finite volume, which we do not have
when M = R3. The former holds because of the definition (2.10). We will
need a bound on ‖hǫ(t)‖3 in order to apply the multiplier bounds of Section
5.2.
Concerning the assertion (6.58), observe that the Lq norm of the integral
term in the representation (6.19) is at most
∫ t
0
‖χ(s)‖qds for all ǫ ∈ (0, t],
which goes to zero as t ↓ 0 in view of (6.31). In regard to the integrated
terms in (6.19), observe that for any norm we have
‖Cˆ(ǫ)− aǫ(t)Cˆ(t)‖ ≤ ‖Cˆ(ǫ)− Cˆ(0)‖+ ‖(1− aǫ(t))Cˆ(0)‖
+ ‖aǫ(t)(Cˆ(0)− Cˆ(t))‖. (6.60)
If the norm is the Lq norm then, since aǫ(t) is isometric in this norm, the first
and third terms on the right add to ‖Cˆ(ǫ)− Cˆ(0)‖q + ‖Cˆ(0)− Cˆ(t)‖q, which
goes to zero as 0 < ǫ ≤ t ↓ 0 because Cˆ(·) is continuous into Ha, therefore
into Hb, and therefore into L
q. The second term on the right side can (and
must) be treated as a strong limit in the sense of Lemma 5.15. Since Cˆ(0) is
fixed i.e. is independent of ǫ and t, Lemma 5.15 shows that this term will be
small when ‖gǫ(t)− IV‖2 is small. The latter is assured by (6.11) with p = 2.
This completes the proof of Lemma 6.21.
Lemma 6.22 (6.35) and (6.36) hold.
Proof. In view of (5.13) and (6.57) with q = 3 we have
‖aδ(s)χ(s)‖Ha ≤ c20‖χ(s)‖Ha , 0 < δ < T, (6.61)
where c20 = 1 + c1c19. Therefore
‖
∫ T
0
aδ(s)χ(s)ds‖Ha ≤ c20
∫ T
0
‖χ(s)‖Hads. (6.62)
Since the right hand side is finite, by (6.30), and independent of δ the in-
equality (6.35) follows. Concerning the assertion (6.36) observe that, as in
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the case of the Lq norms, the integral in the representation (6.19) for hǫ(t)
is at most
∫ t
0
‖aǫ(s)χ(s)‖Hads, which is dominated by c20
∫ t
0
‖χ(s)‖Hads and
which goes to zero as t ↓ 0. To address the integrated terms in (6.19) take the
norm in (6.60) to be the Ha norm. This time we need to base our estimates
on the inequality (5.13), which gives
‖Cˆ(ǫ)− aǫ(t)Cˆ(t)‖Ha ≤ ‖Cˆ(ǫ)− Cˆ(0)‖Ha + ‖(1− aǫ(t))Cˆ(0)‖Ha
+ (1 + c1‖g−1ǫ dgǫ(t)‖3)‖Cˆ(0)− Cˆ(t)‖Ha . (6.63)
The factor ‖g−1ǫ dgǫ(t)‖3 is bounded in ǫ and t by (6.33) (which is why (6.33)
had to be proven first.) Since Cˆ(·) is continuous into Ha the first and third
terms go to zero as t ↓ 0, uniformly for 0 < ǫ ≤ t. As in the case of the
q norms, the second term on the right side can (and must) be treated as a
strong limit, but this time in the sense of Lemma 5.17, which requires that
‖gǫ(t)− IV‖2 go to zero, as assured by (6.11), and also that ‖gǫ(t)−1dgǫ(t)‖3
go to zero, which is assured by (6.34).
The inequality (6.32) follows immediately from (6.31). All the other
assertions of Theorem 6.14 have been proven in the lemmas.
Remark 6.23 One should contrast (6.30) with (6.38). When A0 ∈ Ha with
a < 1 the allowed singularity in ‖χ(s)‖H1 as s ↓ 0 will be too strong to
ensure that
∫ T
0
‖χ(s)‖H1ds < ∞. But (6.38) avoids the singularity at zero.
Actually, third order initial behavior estimates, which are not in this paper,
would show that ‖χ(s)‖H1 is bounded on [ǫ0, T ]. But we only need the
integrability asserted in Corollary 6.15.
Proof of Corollary 6.15. No assumption on the nature of the initial
singularity of C(·) has been made in the statement of the corollary. In par-
ticular we are not assuming finite strong a-action. However the conclusion of
the corollary concerns the behavior of C(·) only on the interval [ǫ0, T ]. Since
C(·) is a continuous function on [ǫ0/2, T ] into H1(M) it has finite strong
a-action on the interval [ǫ0/2, T ] for any a ∈ [1/2, 1). By shifting the origin
over to ǫ0/2 we can, without loss of generality, assume that C(·) has finite
strong a-action over [0, T ] for any a ∈ [1/2, 1) that we choose. We will make
this assumption and leave a unspecified for easy comparison with formulas
that we have already developed. By doubling ǫ0 we can continue to write the
distance from the origin as ǫ0 rather than ǫ0/2. It suffices to prove, therefore,
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that (6.37) and (6.38) hold under the assumption that C(·) has finite strong
a-action over [0, T ].
(6.37) now follows from (6.31) because qa ≥ 3 for all a ∈ [1/2, 1).
For the proof of (6.38) choose , in Lemma 6.19, p = 2, b = 1, and therefore
r = 3. Then (6.50) and (6.51) assert that
‖χ(s)‖H1 ≤ c5‖C(s)‖H1
(
‖d∗CBC(s)‖3 + ‖dφ(s)‖3
)
(6.64)
+ ‖d∗CBC(s)‖2 + 3cκ6‖C(s)‖H1‖φ(s)‖3. (6.65)
The integral of line (6.65) over [ǫ0, T ] (in fact over (0, T ]) has already been
shown to be finite in the proof of Theorem 6.13. The first term in line (6.64)
can be estimated as in (6.56) thus:∫ T
ǫ0
‖C(s)‖H1‖d∗CBC(s)‖3ds
≤
(∫ T
ǫ0
s−a‖C(s)‖2H1ds
)1/2(∫ T
ǫ0
sa‖d∗CBC(s)‖23ds
)1/2
.
The first factor is finite by finite strong a-action. It may be illuminating
to note that the second integral would not necessarily be finite if it were
extended down to s = 0 because, for any a ∈ [1/2, 1), the power sa would
not be high enough to match with the use of the L3 norm. (The distinction
between strong and almost strong solutions can be traced back to this point.)
But in our case, using sa = s2a−(3/2)s(1−a)/2s(2−a)/2 and the interpolation
‖f‖23 ≤ ‖f‖2‖f‖6 we find∫ T
ǫ0
sa‖d∗CBC(s)‖23ds ≤
(
max
ǫ0≤s≤T
s2a−(3/2)
)
×
(∫ T
ǫ0
s1−a‖d∗CBC(s)‖22ds
)1/2(∫ T
ǫ0
s2−a‖d∗CBC(s)‖26ds
)1/2
,
which is finite by (4.53) and (4.65). The second term in line (6.64) can be
estimated similarly.
6.6 Convergence of g−1ǫ dgǫ
Lemma 6.24 Let 1/2 ≤ a < 1. Under the hypotheses of Theorem 6.2, there
is a continuous function h : [0, T ] → Lqa such that h(0) = 0 and such that,
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for each number t1 ∈ (0, T ], there holds
sup
t1≤t≤T
‖h(t)− hǫ(t)‖qa → 0 as ǫ ↓ 0. (6.66)
Proof. The representation (6.19) for hǫ gives, for each (suppressed) x ∈M ,
hδ(t)− hǫ(t) =
(
Cˆ(δ)− Cˆ(ǫ)
)
−
(
aδ(t)− aǫ(t)
)
Cˆ(t) (6.67)
+
∫ ǫ
δ
aδ(s)χ(s)ds+
∫ t
ǫ
(aδ(ǫ)− 1)aǫ(s)χ(s)ds for 0 < t ≤ T. (6.68)
Therefore, for 0 < δ ≤ ǫ ≤ t1 ≤ t ≤ T , we have
‖hδ(t)− hǫ(t)‖qa ≤ ‖Cˆ(δ)− Cˆ(ǫ)‖qa + ‖(aδ(ǫ)− IV){aǫ(t)Cˆ(t)}‖qa (6.69)
+
∫ ǫ
δ
‖χ(s)‖qads+
∫ t
ǫ
‖ |aδ(ǫ)− 1|EndV |χ(s)|k‖qads. (6.70)
We need to show that each of these four terms go to zero uniformly for
t ∈ [t1, T ] as 0 < δ ≤ ǫ ↓ 0.
Term # 1 goes to zero, uniformly for t ∈ (0, T ], as 0 < δ ≤ ǫ ↓ 0 because
Cˆ(·) is continuous into Ha and therefore into Lqa.
Term # 2 can be dominated for 0 < t1 ≤ t ≤ T as follows. ‖aǫ(t)Cˆ(t)‖6 ≤
supt1≤t≤T ‖Cˆ(t)‖6 <∞ because Cˆ is continuous into H1 on [t1, T ], hence into
L6 on this interval. Since a < 1 we have qa < 6. But ‖aδ(ǫ) − 1‖p → 0 for
all p < ∞ as a consequence of (6.8). Therefore Term # 2 converges to zero
uniformly over [t1, T ].
Term # 3 goes to zero, uniformly for t ∈ (0, T ], in view of (6.31).
Term # 4 goes to zero, uniformly for t ∈ (0, T ], because the integrand is
dominated by the integrable function 2‖χ(s)‖qa and goes to zero for each s
because
(
|(aδ(ǫ, x) − 1)|End,V |χ(s)|k
)qa ≤ |aδ(ǫ, x) − 1|qaEndV |χ(s, x)|qak , which
goes to zero in measure and is dominated by 2qa|χ(s, x)|qa.
Hence there exists a function h : (0, T ] → Lqa to which the family hǫ(·)
converges for each t ∈ (0, T ] and uniformly on each interval [t1, T ]. Thus h is
continuous from (0, T ] into Lqa. Moreover ‖h(t)‖qa ≤ sup0<ǫ≤t ‖hǫ(t)‖qa → 0
as t ↓ 0 by (6.34). Thus we may define h(0) = 0 to fulfill all the requirements
of the lemma.
Lemma 6.25 Let 1/2 ≤ a < 1. h is a continuous function on [0, T ] into
Ha. Moreover, for any number t1 ∈ (0, T ], there holds
sup
t1≤t≤T
‖h(t)− hǫ(t)‖Ha → 0 as ǫ ↓ 0 (6.71)
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Proof. As in the proof of Lemma 6.24 we will show that the functions
hδ : [t1, T ]→ Ha form a uniformly Cauchy sequence. From the representation
(6.67) we have, for 0 < δ ≤ ǫ ≤ t1 ≤ t ≤ T ,
‖hδ(t)− hǫ(t)‖Ha ≤ ‖Cˆ(δ)− Cˆ(ǫ)‖Ha + ‖
(
aδ(t)− aǫ(t)
)
Cˆ(t)‖Ha
+
∫ ǫ
δ
‖aδ(s)χ(s)‖Hads+
∫ t
ǫ
‖(aδ(ǫ)− 1)aǫ(s)χ(s)‖Hads. (6.72)
We will show that each of the four terms on the right hand side go to zero
as 0 < δ ≤ ǫ ↓ 0.
Term # 1 goes to zero because Cˆ(·) is a continuous function on [0, T ] into
Ha.
Term # 2 can be dominated as follows. Choose δ1 > 0 such that a+δ1 ≤ 1.
Let p1 = 3/δ1. Then, by (5.15) with b = a, we have
‖
(
aδ(t)− aǫ(t)
)
Cˆ(t)‖Ha = ‖(aδ(ǫ)− 1)aǫ(t)Cˆ(t)‖Ha
≤
(
κδ1‖gδ(ǫ)− IV‖p1 + c1‖gδ(ǫ)−1dgδ(ǫ)‖3
)
‖aǫ(t)Cˆ(t)‖Ha+δ1 . (6.73)
The two terms in parentheses go to zero by (6.8) (with p = p1) and by
(6.34)(with q = 3). Now C(·) : [t1, T ] → H1 is continuous because C(·)
lies in the path space PaT . See Notation 3.2. By Lemma 6.10 Cˆ(t) is also
continuous into H1 and therefore also continuous into Ha+δ1 . Hence
sup
t1≤t≤T
‖Cˆ(t)‖Ha+δ1 <∞ (6.74)
if a + δ1 ≤ 1. The inequality
‖aǫ(t)Cˆ(t)‖Ha+δ1 ≤ (1 + c1‖hǫ(t)‖3)‖Cˆ(t)‖Ha+δ1 (6.75)
follows from (5.13). In view of (6.33) with q = 3, the last factor in (6.73) is
therefore bounded over [t1, T ]. Hence Term # 2 goes to zero uniformly for
t ∈ [t1, T ] as 0 < δ ≤ ǫ ↓ 0.
Term # 3 is dominated by c20
∫ ǫ
δ
‖χ(s)‖Hads by (6.61). In view of (6.30)
this term also goes to zero, and uniformly for t ∈ (0, T ].
Term # 4 can be estimated as follows. Suppose that α > 0 is small.
Choose ǫ0 ∈ (0, T ] so small that
2c20
∫ ǫ0
0
‖χ(s)‖Hads < α. (6.76)
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(6.30) assures that such an ǫ0 exists. Then, for 0 < δ ≤ ǫ ≤ ǫ0 and for all
t ∈ [ǫ, T ], we find, with the help of (6.61),
‖
∫ t
ǫ
(aδ(s)− aǫ(s))χ(s)ds‖Ha
≤
∫ ǫ0
ǫ
‖(aδ(s)− aǫ(s))χ(s)‖Hads+
∫ T
ǫ0
‖(aδ(s)− aǫ(s))χ(s)‖Hads
≤ 2c20
∫ ǫ0
ǫ
‖χ(s)‖Ha +
∫ T
ǫ0
‖(aδ(s)− aǫ(s))χ(s)‖Hads
< α +
∫ T
ǫ0
‖(aδ(s)− aǫ(s))χ(s)‖Hads (6.77)
for all t ∈ [ǫ, T ] and for all 0 < δ ≤ ǫ ≤ ǫ0. It remains to show that the
integral in line (6.77) is small for small ǫ.
Choose again δ1 > 0 such that a + δ1 ≤ 1 and let p1 = 3/δ1. We can
apply (5.15) with b = a and g = gδ(ǫ) to find∫ T
ǫ0
‖(aδ(s)− aǫ(s))χ(s)‖Hads =
∫ T
ǫ0
‖(aδ(ǫ)− 1)aǫ(s)χ(s)‖Hads
≤
(
κδ1‖Ad gδ(ǫ)− 1‖p1 + c1‖hδ(ǫ)‖3
)∫ T
ǫ0
‖aδ(s)χ(s)‖Ha+δ1ds
≤
(
κδ1‖Ad gδ(ǫ)− 1‖p1 + c1‖hδ(ǫ)‖3
)
c20
∫ T
ǫ0
‖χ(s)‖Ha+δ1ds. (6.78)
In the last line we have used (6.61). The integral in the last line is finite by
(??) with b = a+ δ1. For any p1 <∞ the expression in large parentheses in
(6.78) goes to zero as 0 < δ ≤ ǫ ↓ 0 by (6.8) and (6.34).
Thus Term #4 goes to zero uniformly for t in any interval [t1, T ] when
t1 > 0.
This concludes the proof that the functions hǫ(·) are uniformly Cauchy in
Ha norm over each interval [t1, T ]. The family of functions therefore converges
to a continuous function h(·) into Ha over (0, T ], and since the Ha norm
dominates the Lqa norm the function h is the same as the one in Lemma
6.24, over (0, T ]. Since ‖h(t)‖Ha ≤ supǫ≤t ‖hǫ(t)‖Ha , which goes to zero by
(6.36) as t ↓ 0, it follows that ‖h(t)‖Ha → 0 as t ↓ 0. Since h(0) = 0 by
Lemma 6.24, this concludes the proof of Lemma 6.25.
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6.7 Smooth ratios
Lemma 6.26 (Smooth ratio) Let 0 < τ < T . Define a function k : (0, T ]×
M → K by
g(t) = k(t)g(τ) on (0, T ]×M, (6.79)
where g(t) is the gauge function constructed in Lemma 6.5. Then k ∈
C∞((0, T )×M ;K) and, for each (suppressed) point x ∈ M , is the solution
to
k′(t)k(t)−1 = d∗C(t), 0 < t < T, k(τ) = IV . (6.80)
k(·) satisfies the boundary conditions
(k(t)−1dk(t))norm = 0 for 0 < t < T in case (N) (6.81)
(k(t)−1dk(t))tan = 0 for 0 < t < T in case (D). (6.82)
Proof. For each point x ∈ M let u(t, x) be the unique solution to
u′(t, x)u(t, x)−1 = d∗C(t) on (0, T ) for which u(τ, x) = IV . Then u(t, x)
lies in K for all t ∈ (0, T ] and all x ∈ M . If ǫ < τ then gǫ(t) = u(t)gǫ(τ) for
ǫ ≤ t < T because both sides satisfy the ODE in (6.1) and agree at t = τ .
For fixed t > 0 , gǫ(t) and gǫ(τ) converge to g(t) and g(τ), respectively, in
Lp(M ;End V) by Lemma 6.5, as ǫ ↓ 0. Hence g(t) = u(t)g(τ) for 0 < t < T .
Therefore k = u. Since C(·) ∈ C∞((0, T )×M) so is u and hence k.
The boundary conditions (6.81) and (6.82) follow from the boundary
conditions (2.23), respectively (2.24) for C(·) by the same argument given in
[2, Lemma 8.7].
Lemma 6.27 Suppose that M is as in the statement of Theorem 6.2. Let
C(·) be a strong solution to the augmented Yang-Mills heat equation (2.22)
over [0, T ] for some T < ∞. Let τ > 0 and let k(·) be the solution to the
initial value problem (6.80). Then for 0 < ǫ0 ≤ τ there holds
sup
ǫ0≤t≤T
‖k(t)−1dk(t)‖3 <∞, (6.83)
sup
ǫ0≤t≤T
‖k(t)−1dk(t)‖H1 <∞. (6.84)
Proof. Since we are only concerned with the behavior of k(t) for t ≥ ǫ0
we can assume without loss of generality, by the argument in the proof of
Corollary 6.15, that C(·) ∈ PaT for any a ∈ [1/2, 1). In Lemma 6.12 choose
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for the function g the function k defined in (6.80). Since dk(τ) = 0, we learn
from (6.24) that
k(t)−1dk(t) =
(
a(s)Cˆ(s)
)∣∣∣τ
t
+
∫ t
τ
a(s)χ(s)ds, t > 0, (6.85)
where a(s) = Ad k(s)−1 and χ(s) is again given by (6.20). Then
‖k(t)−1dk(t)‖3 ≤
∥∥∥(a(s)Cˆ(s))∣∣∣τ
t
∥∥∥
3
±
∫ t
τ
‖χ(s)‖3ds
≤ ‖Cˆ(τ)‖3 + ‖Cˆ(t)‖3 +
∫ T
ǫ0
‖χ(s)‖3ds
The integral is finite by (6.37). Cˆ(·) is a continuous function into Ha by
Lemma 6.10 and therefore intoH1/2 and therefore into L
3(M). Hence ‖Cˆ(t)‖3
is bounded on [ǫ0, T ]. This proves (6.83).
To prove (6.84) we will use the representation (6.85) again. In view of
(5.13) we have, for ǫ0 ≤ t ≤ T ,
‖k(t)−1dk(t)‖H1 ≤
(
1 + c1γ3
)(
‖Cˆ(τ)‖H1 + ‖Cˆ(t)‖H1 +
∫ T
ǫ0
‖χ(s)‖H1ds
)
where γ3 denotes the left side of (6.83). C(·), and therefore Cˆ(·), are contin-
uous functions on [ǫ0, T ] into H1 because C(·) lies in PaT . The lemma now
follows from (6.38).
6.8 Proof of Theorem 6.2
Most of the steps in the proof of Theorem 6.2 have been carried out in
the preceding subsections. In Section 6.2 we showed that the functions gǫ :
(0, T ] × M → K ⊂ EndV converge as functions of t into Lp(M ;EndV)
and in fact uniformly for t ∈ (0, T ]. To prove convergence in the sense
of the metric groups G1+a one must show that the logarithmic derivatives
hǫ(t) ≡ gǫ(t)−1dgǫ(t) converge in Ha. It was first shown that the functions
hǫ(·) converge in Lqa , in Lemma 6.24, and then shown, in Lemma 6.25, that
they also converge in Ha, with both convergences uniform for t ∈ [t1, T ] for
each t1 ∈ (0, T ]. Therefore the functions gǫ(t) converge uniformly over [t1, T ]
to g(t) in the sense of the metric group G1+a. h(·) and g(·) are therefore
continuous on (0, T ] into Ha and G1+a respectively.
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The limit function h(t) converges to zero in Ha as t ↓ 0 by virtue of
(6.36). The limit function g(t) therefore converges to the identity operator
on L2(M ;V) in the sense of the G1+a topology as t ↓ 0. h and g are therefore
continuous into Ha and G1+a, respectively, over [0, T ]. This proves Theorem
6.2, Parts b), c) and d).
The smoothness of ratios asserted in Part e) of Theorem 6.2 is proved
in Lemma 6.26 because the function g(t) constructed in Lemma 6.5 is the
function g defined in Theorem 6.2 as a limit in the group G1+a. Since k(t) =
g(t)g(τ)−1 and g(t)→ IV in the sense of the metric group G1+a it follows that
k(t)→ g(τ)−1 in this sense also. This concludes the proof of Theorem 6.2.
7 Recovery of A from C
In this sectionM will be assumed to be all of R3 or the closure of a bounded,
convex, open subset of R3 with smooth boundary.
Theorem 7.1 (Recovery of A from C) Let 1/2 ≤ a < 1. Let M = R3 or
be the closure of a bounded, convex, open set in R3 with smooth boundary.
Suppose that A0 ∈ Ha(M) and that C(·) is a strong solution to the augmented
equation (2.22) with C(0) = A0 and having finite strong a-action over [0, T ].
Then there exists a continuous function
g : [0, T ]→ G1+a (7.1)
such that g(0) = IV and such that the gauge transform A(·), defined by
A(t) = C(t)g(t), 0 ≤ t ≤ T, (7.2)
is an almost strong solution to the Yang-Mills heat equation over (0, T ], whose
curvature satisfies the boundary condition (2.15) resp. (2.16). The map
A(·) : [0, T ]→ Ha (7.3)
is continuous. In particular A(t) converges in Ha norm to A0 as t ↓ 0.
If 0 < τ < T and g0 ≡ g(τ)−1 then the function t 7→ A(t)g0 is a strong
solution to the Yang-Mills heat equation satisfying the boundary condition
(2.15) resp (2.16) as well as the boundary condition (2.17) resp. (2.18).
Ag0(·) lies in C∞((0, T )×M ; Λ1 ⊗ k). The map
Ag0(·) : [0, T ]→ Ha (7.4)
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is continuous. In particular A(t)g0 converges in Ha norm to A
g0
0 as t ↓ 0.
A(·) and Ag0(·) have finite a-action:
∫ T
0
s−a‖B(s)‖22ds <∞. (7.5)
In case a = 1/2 and ‖A0‖H1/2 is sufficiently small then C(·) has finite strong
(1/2)-action and all the preceding conclusions hold.
If a > 1/2 then the solution C(·) to the augmented Yang-Mills equation
automatically has finite a-action, as was proven in Theorem 3.18. If a = 1/2
and C(·) does not have finite (1/2)-action then there is a weaker version of
Theorem 7.1 that holds.
Theorem 7.2 (Recovery in case of infinite action) Let M = R3 or be the
closure of a bounded, convex, open set in R3 with smooth boundary. Suppose
that A0 ∈ H1/2 and that C(·) is a strong solution to the augmented equa-
tion (2.22) with not necessarily finite strong 1/2-action. Then there exists a
continuous function
g : [0, T ]→ G1,2 (7.6)
such that g(0) = IV and such that the function A(t), defined by (7.2), is
an almost strong solution to the Yang-Mills heat equation over (0, T ]. Its
curvature satisfies the boundary condition (2.15) resp. (2.16). If g0 = g(τ)
−1
as in Theorem 2.22 then A(t)g0 is a strong solution to the Yang-Mills heat
equation satisfying (2.15) resp (2.16) as well as (2.17) resp. (2.18). A(t)
converges to A0 in L
2(M) and A(t)g0 converges to Ag00 in L
2(M).
Actually, the function g(·) on [0, T ] that we will construct in the proof of
Theorem 7.2 will be a continuous function into the gauge group G1,q for any
q ∈ [2, 3). See Remark 7.5 for this marginal improvement.
Remark 7.3 Theorems 7.1 and 7.2 prove and extend Theorem 2.22, to all
a ∈ [1/2, 1) and to infinite action. They will be used in the next subsection
to prove the existence portions of the two main theorems, Theorems 2.10 and
2.11. The uniqueness assertions of these theorems will be proven in Section
7.3 after establishing apriori initial behavior properties of solutions A(·) to
(2.5).
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7.1 Construction of A
In this section we will prove Theorem 7.1 and its special case Theorem 2.22.
We will also prove Theorem 7.2.
Proof of Theorem 7.1. Denote by g(t) the function constructed from C(·)
in Theorem 6.2. In view of (6.79) we may write the function A(·) defined in
(2.27) as
A(t) = C(t)g(t) = (C(t)k(t))g(τ). (7.7)
Let
Aˆ(t) = C(t)k(t), 0 < t < T. (7.8)
Then
A(t) = Aˆ(t)g(τ). (7.9)
Aˆ is a smooth function on (0, T )×M because C and k are smooth. Moreover
(6.80) and (2.22) imply that Aˆ is a (smooth) solution to the Yang-Mills heat
equation, (2.5) over (0, T ). See [2, Lemma 8.6] for a proof. This is the ZDS
mechanism for constructing a solution of (2.5) from a solution of (2.22). In
accordance with [2, Lemma 8.6], the curvature and time derivative of Aˆ and
A can be expressed in terms of C(·) as
Bˆ(t) = k(t)−1BC(t)k(t), Aˆ
′(t) = k(t)−1
(
d∗CBC(t)
)
k(t) (7.10)
B(t) = g(t)−1BC(t)g(t) = g(τ)
−1Bˆ(t)g(τ) (7.11)
A′(t) = g(t)−1
(
d∗CBC(t)
)
g(t) = g(τ)−1Aˆ′(t)g(τ) (7.12)
Since A(·) is the gauge transform of Aˆ(·) by a fixed gauge function g(τ), it is
also a solution to the Yang-Mills heat equation, at least informally. We need
to show that Aˆ(·) is actually a strong solution and that A(·) is actually an
almost strong solution.
By Corollary 4.18 ‖BC(t)‖∞ is bounded on [ǫ, T ] for any ǫ > 0. Secondly,
BC(t) ∈ H1(M) because C(·) is, by assumption, a strong solution to the
augmented Yang-Mills heat equation, (2.22). Thirdly, k(t)−1dk(t) ∈ L2(M)
and g(t)−1dg(t) ∈ L2(M). By the product rule, it follows from these three
facts and the representations (7.10) and (7.11) that both Bˆ(t) and B(t) are
in W1(M) for each t > 0. Boundary conditions will be discussed below.
Now d∗CBC(t) ∈ L2(M) by (4.17) and (4.63). Therefore (7.10) shows that
Aˆ′(t) ∈ L2(M) for t > 0. Either of the two representations in (7.12) shows
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that A′(t) ∈ L2(M) for t > 0 also. Since g(·) and k(·) are both continuous
into G1+a ⊂ G1,2 it is routine to show that Aˆ′ and A′ are both continuous into
L2(M). Therefore Aˆ(·) and A(·) are both almost strong solutions to (2.5).
There is a distinction now between k(t) and g(t). In accordance with
(6.2) we know that g(t)−1dg(t) lies in Ha(M), but since a < 1 we cannot
conclude that A(t), which is g−1Cg + g−1dg, lies in W1(M). That is, (2.2)
may fail and A(·) may therefore not be a strong solution. On the other hand
Lemma 6.27 shows that k(t)−1dk(t) ∈ H1(M) for all t > 0. Thus to show that
Aˆ(t) ∈ H1(M) it remains only to show that k(t)−1C(t)k(t) ∈ H1(M) for each
t > 0. But, in view of (5.13), this follows from the fact that C(t) ∈ H1(M)
and k(t)−1dk(t) ∈ L3(M), which has been shown in (6.83). Therefore Aˆ(·) is
a strong solution.
The boundary conditions (2.15) - (2.18) for Aˆ and its curvature Bˆ follow
from (6.81) and (2.23), respectively (6.82) and (2.24), by the same argument
as in [2, Corollary 8.8]. Since B(t) = g(τ)−1Bˆ(t)g(τ) the boundary condi-
tions (2.15), respectively (2.16), hold for B(t) also. But it is well to note at
this point that in the important case when a = 1/2 we do not know that
g(t)−1dg(t) satisfies any particular boundary conditions and may not even
have well defined boundary values because we know only that it lies in H1/2.
(See Theorem 6.2, Part d).) We therefore cannot assert an analog of (2.17)
or (2.18) for A itself. By (7.9) we see that A(t)g(τ)
−1
= Aˆ(t), from which it
follows that Ag0(·) lies in C∞((0, T )×M ; Λ1⊗ k), as asserted in the theorem.
Concerning the continuity of the map
A(·) : [0, T ]→ Ha, (7.13)
observe that A(t) = g(t)−1C(t)g(t) + g(t)−1dg(t), wherein the second term
is a continuous function on [0, T ] into Ha by virtue of Theorem 6.2, Part
d). The first term lies in Ha for every t ∈ [0, T ] by virtue of the inequality
(see (5.13)) ‖g(t)−1C(t)g(t)‖Ha ≤ (1 + c1‖g(t)−1dg(t)‖3)‖C(t)‖Ha . For the
continuity of the first term at a point s ∈ [0, T ] we have
‖(Ad g(t)−1)C(t)− (Ad g(s)−1)C(s)‖Ha ≤ ‖(Ad g(t)−1)(C(t)− C(s))‖Ha
+ ‖{(Ad g(t)−1)− (Ad g(s)−1)}C(s)‖Ha
≤ (1 + c1‖g(t)−1dg(t)‖3)‖C(t)− C(s)‖Ha (7.14)
+ ‖{(Ad g(t)−1)− (Ad g(s)−1)}C(s)‖Ha . (7.15)
The first factor in line (7.14) is bounded because t 7→ g(t)−1dg(t) is a con-
tinuous function into Ha and therefore into H1/2 and therefore into L
3(M).
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Hence, since C(·) is a continuous function into Ha, Line (7.14) goes to zero as
t→ s. In Line (7.15) s is fixed and we can therefore use the strong continuity
of the representation G1+a ∋ g 7→ Ad g|Ha, as in Corollary 5.5, to conclude
that Line (7.15) also goes to zero as t→ s. Thus A(·) is a continuous function
on [0, T ] into Ha and in particular A(t) converges to A0 in Ha norm as t ↓ 0
(and not just in L2). Finally, in view of (5.13), we have ‖A(t)g0−A(s)g0‖Ha =
‖(Ad g−10 )(A(t)−A(s))‖Ha ≤ (1+c1‖g−10 dg0‖3)‖A(t)−A(s)‖Ha → 0 as t→ s.
Herein we have used the fact that g0 = g(τ)
−1 ∈ G1+a ⊂ G3/2 ⊂ G1,3. Thus
A(·)g0 is also a continuous function on [0, T ] into Ha and in particular con-
verges to its initial value Ag00 in Ha norm.
That A(·) and A(·)g0 have finite a-action when C(·) has finite strong
a-action follows from (4.43) since gauge invariance shows that∫ T
0
s−a‖B(s)‖22ds =
∫ T
0
s−a‖BC(s)‖22ds <∞.
In case a = 1/2 and ‖A0‖H1/2 is sufficiently small then Theorem 3.18
shows that the solution C(·) to the augmented equation with initial data A0
has finite strong action. Therefore all of the preceding assertions in Theo-
rem 7.1 hold. This completes the proof of Theorem 7.1 and its special case
Theorem 2.22.
Remark 7.4 It was pointed out in the introduction that if A0 := u
−1du is a
pure gauge in H1/2(M) then the solution to the Yang-Mills heat equation is
given by A(t) := A0, which will never be in H1(M) if A0 /∈ H1(M). This is a
simple example of an almost strong solution which is not a strong solution.
Proof of Theorem 7.2. The proof relies on the weaker estimates for infi-
nite action proved in Section 4.6. We are going to use the simple expression
(6.27) for (d/ds)(g−1dg) rather than the more complicated expression (6.24)
because the latter does not offer an advantage now. Thus we have
hǫ(t) =
∫ t
ǫ
a(s)dφ(s)ds (7.16)
and therefore, for 1 ≤ q ≤ ∞ we have
‖hǫ(t)‖q ≤
∣∣∣ ∫ t
ǫ
‖a(s)dφ(s)‖qds
∣∣∣
=
∣∣∣ ∫ t
ǫ
‖dφ(s)‖qds
∣∣∣. (7.17)
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The case of immediate interest for us is q = 2. For δ > 0 we have∫ T
0
‖dφ(s)‖2ds ≤
(∫ T
0
s−(1/2)−δds)1/2
)(∫ T
0
s(1/2)+δ‖dφ(s)‖22ds
)1/2
<∞
by (4.83) if 0 < δ < 1/2. Therefore ‖hǫ(t)‖2 remains bounded on (0, T ] as
ǫ ↓ 0. The standard machinery for differences, already used in Section 6.6,
now shows that the functions hǫ(t) converge uniformly on (0, T ], as functions
into L2(M ; Λ1 ⊗ k), to a continuous function h on (0, T ] into L2(M ; Λ1 ⊗ k)
with limit limt↓0 h(t) = 0. Defining h(0) = 0 extends h to a continuous
function on [0, T ] into L2(M ; Λ1⊗ k). The same arguments used in the proof
of Theorem 6.2 now show that there is a continuous function g : [0, T ]→ G1,2
such that g(0, x) = IV , and to which the functions gǫ(t, x) converge, uniformly
over (0, T ], as functions into the metric group G1,2.
We need to show now that the gauge transform A := Cg is an almost
strong solution of the Yang-Mills heat equation (2.5) and that Ag0 is a strong
solution. As in the case of finite strong a-action we have ‖BC(t)‖∞ < ∞
for each t > 0 by Corollary 4.18 and BC(t) ∈ H1(M). The proof that
g(t)−1BC(t)g(t) ∈ W1(M) is therefore the same as for the case of finite strong
a-action because that proof made use only of these two properties of BC(t)
and the fact that g(t) ∈ G1,2. The same argument applies to Bˆ(t) in view of
(7.10). Each lies in H1(M) by the same argument as in the strong a-action
case. As in the case of strong a-action, A′(t) and Aˆ′(t) both lie in L2(M).
Just as in the case of finite strong a-action, A(t) can fail to lie in W1(M),
whereas Aˆ(t) does lie in H1(M), the latter by virtue of Lemma 6.27 (for size)
again and [2, Corollary 8.8] (for boundary conditions).
Since g(·) and k(·) are both continuous functions on [0, T ] into G1,2 it
follows that A(·) and Aˆ(·) are both continuous functions into L2(M) and
therefore satisfy the continuity requirement (2.1).
Finally, A(t)g0 ∈ C∞((0, T )×M) because it is equal to Aˆ(t) by virtue of
(7.9).
Remark 7.5 (More on infinite action) In Theorem 7.2 we showed that even
if the solution C(·) does not have finite action a weaker version of the ZDS
procedure holds. Failure to have finite action can only happen when a = 1/2.
If A0 ∈ H1/2 and does not have finite (1/2)-action the conversion function
g(·) was only shown to be continuous on [0, T ] into the rather large gauge
group G1,2 rather than into the natural gauge group G3/2. But the second
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order initial behavior bounds for infinite action stated in Theorem 4.16 can
be used to show that g(·) is actually continuous on [0, T ] into the smaller the
gauge group G1,q for any q ∈ [2, 3). This would imply that A(t) converges to
A0 in L
q(M) and that A(t)g0 converges to Ag00 in L
q(M) as t ↓ 0. We will
omit here the details of this marginal improvement because the critical value
q = 3 is still not achieved in the infinite action case.
Proof of Theorems 2.10 and 2.11, Existence. Suppose that A0 ∈ Ha.
If a > 1/2 then Theorem 2.20 ensures that there exists a strong solution C(·)
to the augmented Yang-Mills heat equation (2.22) on some interval [0, T ]
with initial value A0 and satisfying all the hypotheses of Theorem 7.1, which
in turn assures the existence of a solution A(t) to (2.5) and a gauge function
g0 satisfying all the conditions required in Theorem 2.10 over the interval
[0, T ]. Since A(t)g0 is a strong solution, it lies in H1(M) for t > 0. Therefore,
by [2], it can be extended uniquely to a strong solution over [0,∞). One can
now gauge transform back via g−10 to find an almost strong solution over all
of [0,∞) which agrees with A(t) for 0 ≤ t ≤ T . In this way we have extended
the original almost strong solution over [0, T ] to an almost strong solution
over [0,∞). This proves items 1) to 5) of Theorem 2.10.
If a = 1/2 then Theorem 2.20 ensures that there exists a strong solution
C(·) to the augmented Yang-Mills heat equation (2.22) on some interval [0, T ]
with initial value A0 and satisfying all the hypotheses of Theorem 7.2, which
in turn ensures that there exists a solution A(·) of (2.5) and a gauge function
g0 satisfying the requirements 1) and 2) of Theorem 2.11 after extending
the solution to all of [0,∞) by the method described above. If, moreover,
‖A0‖H1/2 is sufficiently small then Theorem 2.20 shows that the solution C(·)
will have finite strong (1/2)-action. Theorem 7.1 now ensures that conditions
3) and 4) of Theorem 2.11 also hold.
This concludes the proof of the existence portions of these two theorems.
The uniqueness will be proven in Section 7.3.
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7.2 Initial behavior of A
7.2.1 Initial behavior by energy bounds
Notation 7.6 Let 1/2 ≤ a < 1. For a strong solution, A(·), to the Yang-
Mills heat equation over (0,∞) let
ρa(t) = (1− a)
∫ t
0
s−a‖B(s)‖22ds. (7.18)
In accordance with Definition 2.8, a strong solution A(·) has finite a-action
in case ρa(t) <∞ for some (hence all) t > 0.
ρa(t) is a gauge invariant function of the initial data A0. All of the estimates
in this section will be fully gauge invariant. They will depend only on finite-
ness of ρa(t). Finite a-action, as defined by (7.18), is a slightly weaker notion
than finite strong a-action, which we have used for C(·), and which is not
gauge invariant.
We are going to derive initial behavior estimates of orders one, two and
three for a solution A(·) and then apply our Neumann domination techniques
from Section 4.7 to derive initial behavior bounds of ‖B(t)‖∞ needed to prove
uniqueness of solutions.
Proposition 7.7 (Order 1) If A(·) is a strong solution with finite a-action
then
t1−a‖B(t)‖22 + 2
∫ t
0
s1−a‖A′(s)‖22ds = ρa(t). (7.19)
Proof. For s > 0 the identity
(d/ds)‖B(s)‖22 = −2‖A′(s)‖22 (7.20)
holds, as shown in [2, Equ. (5.7)]. (It is also special case of (4.10) with
φ = 0.) In Lemma 4.8 take f(s) = ‖B(s)‖22, g(s) = 2‖A′(s)‖22 and h(s) = 0.
Then equality holds in (4.28). Choose b = a in Lemma 4.8. Then (4.30)
(with equality) asserts that (7.19) holds.
Notation 7.8 Recall from (4.2), λ(B(s)) = 1+ γ‖B(s)‖42. We take from [2,
Equ. (6.1)] the notation
ψts = 2
∫ t
s
λ(B(s))ds and ψ(t) = ψt0. (7.21)
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Corollary 7.9 (Order 1) For 1/2 ≤ a < 1 and 0 < t <∞ there holds
t2−2a‖B(t)‖42 ≤ ρa(t)2 and t‖B(t)‖42 ≤ t2a−1ρa(t)2, (7.22)∫ t
0
‖B(s)‖42ds ≤ (1− a)−1t2a−1ρa(t)2, (7.23)
sup
0<s≤t
sλ(B(s)) <∞, and (7.24)
ψ(t) <∞. (7.25)
Proof. (7.19) shows that
‖B(s)‖22 ≤ sa−1ρa(s). (7.26)
Square this to find (7.22). Use it once more to find∫ t
0
‖B(s)‖42ds ≤
∫ t
0
(sa−1ρa(s))‖B(s)‖22ds
≤ t2a−1ρa(t)
∫ t
0
s−a‖B(s)‖22ds,
which, upon using the definition (7.18), gives (7.23). Since λ(B(s)) =
1 + γ‖B(s)‖42, (7.24) and (7.25) follow immediately from (7.22) and (7.23)
respectively.
Corollary 7.10 (Order 1) If A(·) is a strong solution with finite a-action
then
t1−a‖B(t)‖22 + 2κ−2
∫ t
0
s1−a‖B(s)‖26ds ≤ ρa(t)
(
1 + 2
∫ t
0
λ(B(s))ds
)
<∞. (7.27)
Proof. Since dAB = 0 and d
∗
AB = −A′ the Gaffney-Friedrichs-Sobolev
inequality (4.1) gives
κ−2‖B(s)‖26 ≤ ‖A′(s)‖22 + λ(B(s))‖B(s)‖22. (7.28)
Therefore
2κ−2s1−a‖B(s)‖26 ≤ 2s1−a‖A′(s)‖22 + 2λ(B(s))(s1−a‖B(s)‖22).
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But s1−a‖B(s)‖22 ≤ ρa(s) ≤ ρa(t) by (7.26). Therefore
t1−a‖B(t)‖22 + 2κ−2
∫ t
0
s1−a‖B(s)‖26ds
≤ t1−a‖B(t)‖22 + 2
∫ t
0
s1−a‖A′(s)‖22 + 2ρa(t)
∫ t
0
λ(B(s))ds
= ρa(t) + 2ρa(t)
∫ t
0
λ(B(s))ds,
which is finite by (7.25).
Proposition 7.11 (Order 2) If A(·) is a strong solution with finite a-action
then
t2−a‖A′(t)‖22 +
∫ t
0
s2−aeψ
t
s‖B′(s)‖22ds ≤ eψ(t)ρa(t). (7.29)
Proof. The inequality
(d/ds)(e−ψ(s)‖A′(s)‖22) + e−ψ(s)‖B′(s)‖22 ≤ 0 (7.30)
was proved in [2, Equ. (6.13)]. In Lemma 4.8 take f(s) = e−ψ(s)‖A′(s)‖22,
g(s) = e−ψ(s)‖B′(s)‖22 and h(s) = 0. Choose b = a − 1. Then (4.28) holds
and (4.30) shows that
t2−a(e−ψ(t)‖A′(t)‖22) +
∫ t
0
s2−ae−ψ(s)‖B′(s)‖22 ≤ (2− a)
∫ t
0
s1−ae−ψ(s)‖A′(s)‖22ds.
But (7.19) shows that
∫ t
0
s1−ae−ψ(s)‖A′(s)‖22ds ≤ (1/2)ρa(t). Insert this
bound into the last displayed inequality and multiply by eψ(t) to find (7.29).
The bounds in the preceding inequalities depend on t and on ρa(t). It
will be convenient to emphasize this kind of dependence in the following,
slightly more complicated inequalities in terms of a standard kind of bound-
ing function. We will call a continuous function from [0,∞)2 to [0,∞) a
standard dominating function if it is zero at (0, 0) and non-decreasing in
both arguments. In the following inequalities quantities arising from previous
estimates are bounded by standard dominating functions and consequently
the new bounds are easily seen to be bounded by new standard dominating
functions.
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Corollary 7.12 (Order 2) (L6 estimates.) If A(·) is a strong solution with
finite a-action then
t2−a‖B(t)‖26 +
∫ t
0
s2−aeψ
t
s‖A′(s)‖26ds (7.31)
≤ eψ(t)ρa(t)
(
1 + tλ(B(t))e−ψ(t) +
∫ t
0
λ(B(s)))ds
)
≤ C1(t, ρa(t))
for some standard dominating function C1.
Proof. Since d∗AA
′ = 0 and dAA
′ = B′, the Gaffney-Friedrichs-Sobolev
inequality (4.1) gives
κ−2‖A′(s)‖26 ≤ ‖B′(s)‖22 + λ(B(s))‖A′(s)‖22. (7.32)
Therefore, in view of (7.28) and (7.32), we have
κ−2
{
t2−a‖B(t)‖26 +
∫ t
0
s2−aeψ
t
s‖A′(s)‖26ds
}
≤ t2−a(‖A′(t)‖22 + λ(B(t))‖B(t)‖22)
+
∫ t
0
s2−aeψ
t
s
(
‖B′(s)‖22 + λ(B(s))‖A′(s)‖22
)
ds (7.33)
≤ eψ(t)ρa(t) + tλ(B(t))(t1−a‖B(t)‖22) +
∫ t
0
eψ
t
sλ(B(s))eψ(s)ρa(s)ds.
≤ eψ(t)ρa(t) + tλ(B(t))ρa(t) + eψ(t)ρa(t)
∫ t
0
λ(B(s))ds.
We have applied (7.29) twice to terms in line (7.33), once for dominating
the sum of the first and third terms and once for dominating the factor
s2−a‖A′(s)‖22 in the integral. In the transition to the last line we have used
eψ
t
seψ(s) = eψ(t) along with (7.26). The last line is finite in virtue of (7.24)
and (7.25).
Corollary 7.13 (Order 2) (Energy bounds). Let 1/2 ≤ a < 1. Denoting
again by # the pointwise product as in (4.8) we have∫ T
0
s2−a‖B(s)#B(s)‖22ds <∞.
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Proof. Just as in the proof of (4.116) we have the bound
s2−a‖B(s)#B(s)‖22
≤ c2sa−(1/2)
(
s(1−a)/2‖B(s)‖2
)(
s(2−a)/2‖B(s)‖6
)(
s1−a‖B(s)‖26
)
.
where c is the commutator bound in k. The first two factors in parentheses
are bounded by (7.27) and (7.31), respectively. The third factor is integrable
by (7.27).
Proposition 7.14 (Order 3) For 1/2 ≤ a < 1 and 0 < t <∞ there holds
t3−a‖B′(t)‖22 +
∫ t
0
s3−aeψ
t
s
(
‖A′′(s)‖22 + (1/2)‖d∗A(s)B′(s)‖22
)
ds ≤ C2(t, ρa(t))
(7.34)
for some standard dominating function C2.
The proof depends on the following lemmas.
Lemma 7.15 (Integral Identity)
(d/ds)‖B′(s)‖22 + ‖A′′(s)‖22 + ‖d∗A(s)B′(s)‖22
= ‖ [A′(s)yB(s)] ‖22 + 2([A′(s) ∧ A′(s)], B′(s)). (7.35)
Proof. The first two of the identities
A′′ = −d∗AB′ − [A′yB] (7.36)
B′′ = dAA
′′ + [A′ ∧A′] (7.37)
dAB
′ = [B ∧ A′] (7.38)
follow by differentiating with respect to s, first the Yang-Mills heat equation
itself and then the identity B′ = dAA
′. The third follows from Bianchi’s
identity: dAB
′ = (dA)
2A′ = [B ∧ A′]. From (7.37) we find that
(d/ds)‖B′(s)‖2L2 = 2(B′′, B′)
= 2(dAA
′′ + [A′ ∧A′], B′)
= 2(A′′, d∗AB
′) + 2([A′ ∧ A′], B′).
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We may evaluate the first term on the right in two different ways: Replace
d∗AB
′ using (7.36) or replace A′′ using (7.36). We find (A′′,−A′′− [A′yB]) =
(A′′, d∗AB
′) = (−d∗AB′ − [A′yB], d∗AB′). Adding these two representations we
find
2(A′′, d∗AB
′) = −‖A′′‖22 − ‖d∗AB′‖22 − (A′′ + d∗AB′, [A′yB])
= −‖A′′‖22 − ‖d∗AB′‖22 + ‖A′yB‖22.
This proves (7.35).
Lemma 7.16 (Differential inequality, order 3.)
(d/ds)‖B′(s)‖22 + ‖A′′(s)‖22 + (1/2)‖d∗A(s)B′(s)‖22
≤ (3c2/2)‖B(s)‖26‖A′(s)‖23 + 2(cκ)2‖A′(s)‖22‖A′(s)‖23
+ (1/2)λ(B(s))‖B′(s)‖22. (7.39)
Proof. We need only find appropriate bounds for the terms on the right side
of (7.35). For the first term we have the simple Ho¨lder bound ‖ [A′yB] ‖22 ≤
c2‖B‖26‖A′‖23.
Concerning the second term in (7.35) we may apply Ho¨lder and then the
Gaffney-Friedrichs-Sobolev inequality (4.1) to find
2|([A′ ∧ A′], B′)| ≤ 2c
∫
M
|A′| |A′| |B′|dx
≤ 2c‖A′‖2‖A′‖3‖B′‖6
≤ (1/2)
(
2cκ‖A′‖2‖A′‖3
)2
+ (1/2)κ−2‖B′‖26
≤ 2(cκ)2‖A′‖22‖A′‖23 + (1/2)
(
‖d∗AB′‖22 + ‖dAB′‖22 + λ(B)‖B′‖22
)
= 2(cκ)2‖A′‖22‖A′‖23 + (1/2)‖d∗AB′‖22
+ (1/2)‖ [B ∧A′] ‖22 + (1/2)λ(B)‖B′‖22,
wherein we have used (7.38). We can cancel (1/2)‖d∗AB′‖22 with a half of the
corresponding term on the left side on (7.35). Using ‖ [A′yB] ‖22+(1/2)‖ [B∧
A′] ‖22 ≤ c2(3/2)‖B‖26‖A′‖23 we arrive at (7.39).
Lemma 7.17 There are constants c7, c8 depending only on Sobolev constants
and the commutator bound c such that
(d/ds)
(
e−ψ(s)‖B′(s)‖22
)
+ e−ψ(s)
(
‖A′′(s)‖22 + (1/2)‖d∗A(s)B′(s)‖22
)
≤ e−ψ(s)
{
c7‖B(s)‖26‖A′(s)‖23 + c8‖A′(s)‖22‖A′(s)‖23
}
. (7.40)
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Proof. The first term is e−ψ(s)
(
(d/ds)‖B′(s)‖22 − λ(B(s))‖B′(s)‖22
)
. There-
fore multiplication of (7.39) by e−ψ(s) yields (7.40) if one chooses c7 = 3c
2/2
and c8 = 2c
2κ2.
Proof of Propostition 7.14. We will apply Lemma 4.8 with f(s) =
e−ψ(s)‖B′(s)‖22, g(s) = e−ψ(s)
(
‖A′′(s)‖22+(1/2)‖d∗A(s)B′(s)‖22
)
and h(s) equal
to the entire right hand side of (7.40). Then (4.28) holds in virtue of (7.40).
Choose 1− b = 3− a, i.e. b = a− 2. Then (4.30) shows that
t3−ae−ψ(t)‖B′(t)‖22 +
∫ t
0
s3−ae−ψ(s)
(
‖A′′(s)‖22 + (1/2)‖d∗A(s)B′(s)‖22
)
ds
≤ (3− a)
∫ t
0
s2−ae−ψ(s)‖B′(s)‖22ds
+
∫ t
0
s3−ae−ψ(s)
{
c7‖B(s)‖26‖A′(s)‖23 + c8‖A′(s)‖22‖A′(s)‖23
}
ds. (7.41)
The first integral on the right is finite by (7.29) and justifies use of Lemma
4.8. Upon multiplying (7.41) by eψ(t) we find an inequality whose left side is
the left side of (7.34). It remains to show that the last integral in line (7.41)
is finite. From our bounds (7.29) and (7.31) of order two we have
η ≡ sup
0<s≤t
s2−a
(
c7‖B(s)‖26 + c8‖A′(s)‖22
)
<∞.
Therefore the integral in line (7.41) is at most
η
∫ t
0
se−ψ(s)‖A′(s)‖23ds ≤ η
∫ t
0
s1/4‖A′(s)‖2s3/4‖A′(s)‖6ds
≤ η
(∫ t
0
s1/2‖A′(s)‖22ds
)1/2(∫ t
0
s3/2‖A′(s)‖26ds
)1/2
<∞,
wherein we have used (7.19) and (7.31), with a = 1/2, which is allowed
because ρ1/2(t) <∞ if ρa(t) <∞ for some a ≥ 1/2.
Corollary 7.18 (Order 3) For 1/2 ≤ a < 1 and 0 < t <∞ there holds
t3−a‖A′(t)‖26 ≤ C3(t, ρa(t)) and (7.42)∫ t
0
s3−a‖B′(s)‖26ds ≤ C4(t, ρa(t)) (7.43)
for some standard dominating functions C3 and C4.
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Proof. Since d∗AA
′ = −d∗A(d∗AB) = 0, the Gaffney-Friedrichs-Sobolev in-
equality (4.1) gives
κ−2‖A′(t)‖26 ≤ ‖dAA′‖22 + λ(B(t))‖A′(t)‖22
≤ ‖B′(t)‖22 + (1 + γ‖B(t)‖42)‖A′(t)‖22.
We see from (7.34) that t3−a‖B′(t)‖22 is bounded. Moreover (7.29) shows that
t2−a‖A′(t)‖22 is also bounded. Since, by (7.24), t‖B(t)‖42 is also bounded, the
inequality (7.42) follows.
For the proof of (7.43) observe that dAB
′ = dAdAA
′ = [B ∧ A′]. The
Gaffney-Friedrichs-Sobolev inequality therefore gives
κ−2‖B′(s)‖26 ≤ ‖d∗AB′(s)‖22 + ‖dAB′(s)‖22 + (1 + γ‖B(s)‖42)‖B′(s)‖22
≤ ‖d∗AB′(s)‖22 + ‖ [B(s) ∧ A′(s)] ‖22 +
(
1 + γ‖B(s)‖42
)
‖B′(s)‖22.
Hence
κ−2s3−a‖B′(s)‖26 ≤ s3−a‖d∗AB′(s)‖22 (7.44)
+
(
c2s‖B(s)‖23
)(
s2−a‖A′(s)‖26
)
+
(
s+ s‖B(s)‖42
)(
s2−a‖B′(s)‖22
)
.
The first term on the right hand side is integrable over [0, t] by (7.34). Since
s‖B(s)‖23 ≤ sa−(1/2)
(
s(1−a)/2‖B(s)‖2
)(
s(2−a)/2‖B(s)‖6
)
, (7.45)
s‖B(s)‖23 is bounded over (0, t] by (7.27) and (7.31). The second term on
the right side of (7.44) is therefore a product of a bounded function and an
integrable function, by (7.31).
The third term is also a product of a bounded function, by (7.24) and an
integrable function, by (7.29).
7.2.2 Initial behavior by Neumann domination
Proposition 7.19 (Neumann Domination) Let 1/2 ≤ a < 1. Let A(·) be a
strong solution to the Yang-Mills heat equation with finite a-action. Then,
for 0 < T <∞, there holds∫ T
0
t(3/2)−a‖B(t)‖2∞ds <∞. (7.46)
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In particular, ∫ T
0
t‖B(t)‖2∞ds <∞ if a = 1/2 and (7.47)∫ T
0
‖B(t)‖∞dt <∞ if 1/2 < a < 1. (7.48)
Further,
‖B(t)‖∞ = o(t
a−(1/2)
2
−1) as t ↓ 0 if 1/2 ≤ a < 1. (7.49)
In particular,
‖B(t)‖∞ = o(t−1) as t ↓ 0 if a = 1/2. (7.50)
For a = 1/2 we also have
‖A′(t)‖∞ = o(t−3/2) (7.51)
and ∫ T
0
t2‖A′(t)‖2∞dt <∞. (7.52)
If a > 1/2 then ‖A′(t)‖∞ has more regular behavior near zero than that
indicated in (7.51) and (7.52). But I don’t anticipate a need for these exten-
sions.
Proof. The Yang-Mills heat equation is a little simpler than the augmented
version. The equation (4.8) for BC can be replaced by
B′(s) =
3∑
j=1
(∇Aj )2B +B#B. (7.53)
The derivation that led to (4.106) now yields instead
|B(t, x)| ≤ 1
t
∫ t
0
e(t−s)∆N |B(s, ·)|ds(x) + 1
t
∫ t
0
e(t−s)∆N s|B(s)#B(s)|ds(x).
Using ‖e(t−s)∆N‖2→∞ ≤ c1(t− s)−3/4 it follows that
‖B(t)‖∞ ≤ 1
t
∫ t
0
c1(t− s)−3/4
(
‖B(s)‖2 + s‖B(s)#B(s)‖2
)
ds. (7.54)
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Lemma 4.24, with c = 3/4, b = (3/2)− a and
β(s) = c1
(
‖B(s)‖2 + s‖B(s)#B(s)‖2
)
,
shows that∫ T
0
t(3/2)−a‖B(t)‖2∞dt ≤ 2c21γ
∫ T
0
(
s−a‖B(s)‖22 + s2−a‖B(s)#B(s)‖22
)
ds.
It suffices to show therefore that the right hand side is finite. But the integral
of the first term is finite by the assumption of finite a-action. The integral of
the second term is finite by Corollary 7.13. This proves (7.46). Put a = 1/2
in (7.46) to find (7.47). If a > 1/2 then∫ T
0
‖B(t)‖∞dt ≤
( ∫ T
0
ta−(3/2)dt
)1/2(∫ T
0
t(3/2)−a‖B(t)‖2∞dt
)1/2
<∞,
which proves (7.48).
To prove (7.49) return to the inequality (4.111) and observe that by (7.19)
and (7.31) one has ‖B(s)‖2 = o(s(a−1)/2) and ‖B(s)‖6 = o(s(a−2)/2), respec-
tively. Since
‖B(s)#B(s)‖2 ≤ c‖B(s)‖24 ≤ c‖B(s)‖1/22 ‖B(s)‖3/26
= o(s(a−1)/4)o(s3(a−2)/4) = o(sa−(7/4))
we find
s‖B(s)#B(s)‖2 = o(sa−(3/4)).
Hence
t‖B(t)‖∞ ≤ c1
∫ t
0
(t− s)−3/4
(
o(s(a−1)/2) + o(sa−(3/4))
)
ds
= o(t(a−(1/2))/2) + o(ta−(1/2))
by (3.30). This proves (7.49). Put a = 1/2 in (7.49) to find (7.50).
For the proofs of (7.51) and (7.52) we need to take from [3, Equ. (46)]
the identity
(d/dt)A′(t) =
3∑
j=1
(∇A(t)j )2A′(t) +B(t)#A′(t)− [A′(t)yB(t)]. (7.55)
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Take ω(t) = A′(t) and h(t) = B(t)#A′(t)− [A′(t)yB(t)] in (4.103) to find
|A′(t, x)| ≤ t−1
∫ t
0
e(t−s)∆N
(
|A′(s, ·)|+ s|h(s, ·)|
)
ds. (x) (7.56)
Therefore
‖A′(t)‖∞ ≤ t−1
∫ t
0
‖e(t−s)∆N‖2→∞
(
‖A′(s)‖2 + s‖h(s)‖2
)
ds
≤ (c1/t)
∫ t
0
(t− s)−3/4
(
‖A′(s)‖2 + s‖h(s)‖2
)
ds. (7.57)
We will show that for each t > 0 there is a constant kt such that kt → 0
as t ↓ 0 and (
‖A′(s)‖2 + s‖h(s)‖2
)
≤ kt s−3/4, 0 < s ≤ t. (7.58)
Using this estimate then in (7.57) yields
‖A′(t)‖∞ ≤ (c1/t)
∫ t
0
(t− s)−3/4kts−3/4ds
= ktt
−3/2 · c1C3/4,3/4, (7.59)
wherein we have used (3.30). This will prove (7.51) once (7.58) is shown.
For the proof of (7.58) observe that from the second order initial behavior
bound (7.29) with a = 1/2 we have t3/2‖A′(t)‖22 = o(1) as t ↓ 0. This proves
the assertion in (7.58) in regard to the first term. Concerning the second
term we have
‖h(s)‖2 = ‖B(s)#A′(s)− [A′(s)yB(s)] ‖2
≤ 2c‖ |B(s)| |A′(s)| ‖2
≤ 2c‖B(s)‖3‖A′(s)‖6 (7.60)
= o(s−1/2)o(s−5/4)
by (7.45) and (7.42), with a = 1/2. Hence s‖h(s)‖2 = o(s−3/4). This com-
pletes the proof of (7.58) and (7.51). It will be useful to observe for later
work that the bounds used above show that kt can be chosen to be dominated
by a standard dominating function C5(t, ρ1/2(t)).
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In order to prove (7.52) we will apply Lemma 4.24. We need to take b = 2
and c = 3/4 in that lemma. In this case we have b − 2c = 1/2 < 1. So we
can apply the lemma, using (7.57), to find
∫ T
0
t2‖A′(t)‖2∞dt ≤ γ
∫ T
0
s1/2
(
‖A′(s)‖2 + s‖h(s)‖2
)2
ds. (7.61)
Now
∫ T
0
s1/2‖A′(s)‖22ds < ∞ by (7.19) with a = 1/2. Moreover, using the
bound in (7.60) we find
∫ T
0
s1/2(s‖h(s)‖2)2ds ≤ 4c2
∫ T
0
s5/2‖B(s)‖23‖A′(s)‖26ds
= 4c2
∫ T
0
{s‖B(s)‖23}{s3/2‖A′(s)‖26}ds (7.62)
<∞ (7.63)
because the first factor in braces is bounded, in accordance with (7.45) and
the second factor is integrable in accordance with (7.31) with a = 1/2. This
completes the proof of the proposition.
7.3 Uniqueness of A
Theorem 7.20 (Uniqueness for a = 1/2.) Suppose that A1(·) and A2(·) are
two strong solutions with finite action and the same initial value. Assume
that, if M 6= R3, then for all t > 0, both satisfy the boundary conditions
(7.64) in case (N) or (7.65) in case (D).
Bj(t)norm = 0 in case (N) (7.64)
Aj(t)tan = 0 in case (D) (7.65)
Then A1(t) = A2(t) for all t ≥ 0.
The proof will require the following lemma.
Lemma 7.21 If Aj(·), j = 1, 2, are two strong solutions of finite action with
the same initial value then
‖A1(t)− A2(t)‖22 = o(t1/2)as t ↓ 0. (7.66)
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Proof. Since
‖A1(t)− A2(t)‖2 ≤ ‖A1(t)− A0 + A0 − A2(t)‖2
≤ ‖A1(t)− A0‖2 + ‖A0 − A2(t)‖2,
it suffices to show that each term is o(t1/4). For any solution A(·) of finite
action one has
‖A(t)−A0‖2 ≤
∫ t
0
‖A′(s)‖2ds
=
∫ t
0
s−1/4
(
s1/4‖A′(s)‖2
)
ds
≤
(∫ t
0
s−1/2ds
)1/2(∫ t
0
s1/2‖A′(s)‖22ds
)1/2
= t1/4
√
2
(∫ t
0
s1/2‖A′(s)‖22ds
)1/2
.
The integral is finite by the energy estimate (7.19) (with a = 1/2) and
therefore the integral is o(1) as t ↓ 0.
Proof of Theorem 7.20. The identity [2, Equ. (8.63)] shows that
d
dt
‖A1(t)− A2(t)‖22 ≤ c(‖B1(t)‖∞ + ‖B2(t)‖∞)‖A1(t)− A2(t)‖22. (7.67)
This was derived in [2] in case M is compact. The proof in case M = R3 is
easier since one need not be concerned with boundary conditions. We omit
the minor changes.
Let f(t) = ‖A1(t)−A2(t)‖22 and u(t) = c(‖B1(t)‖∞ + ‖B2(t)‖∞). Then
f ′(t) ≤ u(t)f(t), t > 0 (7.68)
for t > 0 by (7.67). f is continuous on [0, T ] because each Aj(t) converges to
A0 in L
2(M) as t ↓ 0. Since f(0) = 0 it follows that
f(t) =
∫ t
0
f ′(s)ds
≤
∫ t
0
u(s)f(s)ds
≤
(∫ t
0
su(s)2ds
)1/2(∫ t
0
s−1f(s)2ds
)1/2
. (7.69)
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Let g(t) = f(t)/
√
t for t > 0. By Lemma 7.21 we see that g is bounded on
(0, T ] and in fact goes to zero as t ↓ 0. For convenience we may extend g
continuously to [0, T ] by defining g(0) = 0. Let
w(t) =
(∫ t
0
su(s)2ds
)1/2
. (7.70)
Then w(t) <∞ for 0 ≤ t ≤ T by (7.47). Dividing (7.69) by √t we find
g(t) ≤ w(t)
(1
t
∫ t
0
g(s)2ds
)1/2
. (7.71)
There is a constant C such that g(t) ≤ C for 0 ≤ t ≤ T . Insert this
bound in the integral in (7.71) to find that g(t) ≤ w(t)C. We can now
proceed by induction using the fact that w is non-decreasing: Assuming that
g(s) ≤ w(s)nC for 0 ≤ s ≤ T , (7.71) then implies that
g(t) ≤ w(t)
(1
t
∫ t
0
w(s)2nC2ds
)1/2
≤ w(t){w(t)nC}.
Consequently g(t) ≤ w(t)n+1C. Thus if t0 > 0 is such that w(t) ≤ 1/2 for
0 ≤ t ≤ t0 then g(t) = 0 on [0, t0]. Hence A1(t) = A2(t) on this interval.
Since Aj(t) ∈ H1(M) for j = 1,2 and all t > 0 we can now use the uniqueness
theorem in [2] for H1 initial data to conclude that A1(t) = A2(t) for all t > 0.
Remark 7.22 (Uniqueness for a > 1/2) If a solution to the Yang-Mills
heat equation has finite a-action for some a ≥ 1/2 then it has finite (1/2)-
action, as is clear from the definition (7.18). Our uniqueness proof applies
therefore to all a ∈ [1/2, 1). However if a > 1/2 then the inequality (7.47),
on which our proof rests, can be replaced by (7.48). Thus for a > 1/2 we
have
∫ t
0
‖Bj(s)‖∞ds <∞, j = 1, 2 by the apriori bound (7.48). The function
u that appears in (7.68) is therefore integrable over [0, T ]. Consequently the
standard Gronwall argument for uniqueness is applicable: the non-negative
function h(t) ≡ e−
∫ t
0 u(s)dsf(t) has a non-positive derivative on (0, T ] and is
zero at t = 0, hence is identically zero on [0, T ]. This is the basis for the
uniqueness proof used in [2] for the case of finite energy (a = 1). Here we
see another instance of breakdown of standard techniques at criticality.
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