Abstract. The asymptotic distribution of the number of Hamilton cycles in a random regular graph is determined. The limit distribution is of an unusual type; it is the distribution of a variable whose logarithm can be written as an in nite linear combination of independent Poisson variables, and thus the logarithm has an in nitely divisible distribution with a certain discrete L evy measure. Similar results are found for some related problems.
Introduction
In two remarkable papers, Robinson and Wormald 20] , 21] have shown that asymptotically almost every random r-regular graph contains a Hamilton cycle for every xed r 3. The purpose of this note is to show that their method of proof in fact gives more which is only implicit in their papers.
(We say here and below that \asymptotically almost every" graph has a property, or that a graph property holds \asymptotically almost surely" if the probability tends to 1 as the order of the graph increases; this is often called just \almost every" and \almost surely", but we will in this paper reserve those terms for their usual measure theoretic meaning of probability equal to 1. Another equivalent term, used by some authors, is \with high probability", whp.)
Robinson and Wormald actually give two di erent proofs of their result. We will draw further conclusions from both.
In 20] they prove the result for r = 3 using a conditioning and analysis of variance technique. As we will see below, this proof also gives the asymptotic distribution of the number of Hamilton cycles, which turns out to be rather complicated and neither normal nor log-normal. The method also applies to a number of related situations. We state these results in Section 1, deferring the proofs to Sections 6{7.
In 21], Robinson and Wormald use a di erent method for r 4 . It is based on establishing a certain equivalence, known as contiguity, between two di erent models of random r-regular graphs. The two models have di erent distributions, but nevertheless, a property which holds asymptotically almost surely for one of the models also holds asymptotically almost surely for the other. (Events having a limiting probability strictly between 0 and 1 need not have the same limiting probability for the other model; contiguity means qualitative but not quantitative equivalence.) We believe that contiguity may be
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Typeset by A M S-T E X 1 useful also for other problems in combinatorial probability theory, so we study the concept in some detail in Sections 2 and 3, giving both general results and speci c examples for random graphs. We show that several models give contiguous distributions. In Section 4 we describe how these results give asymptotic distributions for functionals when we study random regular graphs with one of these distributions instead of the uniform one.
We let in this paper G(n; r) denote a random r-regular graph, drawn with uniform distribution from the set of all r-regular graphs on a xed set of n labelled vertices. We assume always that n or r is even, and n r ? 1, otherwise no such graphs exist. (There should be no risk of confusion with the notations G(n; p) and G(n; m) in this paper.) A random r-regular graph means always a graph with this, uniform, distribution, unless we explicitly specify another distribution.
We will often use multigraphs and prove versions of our results both for graphs and for multigraphs. One reason for doing this is that several of the proofs become easier in this greater generality. Theorem 1. Let i > 0 and i ?1, i = 1; 2; : : : , be constants and suppose that for each n there are random variables X in , i = 1; 2; : : : ; and Y n (de ned on the same probability space) such that X in is non-negative integer valued and E Y n 6 = 0 (at least for large n), (1 + i ) Z i e ? i i as n ! 1; (1.1) moreover, this and the convergence in A1 hold jointly. The in nite product de ning W converges a.s. and in L 2 , with E W = 1 and E W 2 = exp( P i i 2 i ) = lim n!1 E Y 2 n =(E Y n ) 2 .
Hence, the normalized variables Y n = E Y n are uniformly square integrable. Furthermore, the event W > 0 equals, up to a set of probability zero, the event that Z i > 0 for some i with i = ?1. In particular, W > 0 a.s. if and only if every i > ?1.
Remarks 1. We de ne 0 0 = 1. 2. By joint convergence of an in nite number of variables we mean joint convergence of every nite subset, which is equivalent to convergence in R 1 .
3. We will often omit the \as n ! 1" in limits below, when there is no danger of confusion. 4 . Condition A4 may be weakened to lim sup n!1 E Y 2 n =(E Y n ) 2 exp ?P i i 2 i , since it follows from the proof in Section 5 that the other conditions imply lim inf n!1 E Y 2 n =(E Y n ) 2 exp( P i i 2 i ). 5 . The values of i and i are prescribed by A1 and A2. If sup n E X 2 in < 1 for each i, as is the case in all our applications, then fX in g n and fX in Y n = E Y n g n are uniformly integrable (for xed i) and we obtain (from the theorem or directly from A1 and A2) E X in ! E Z i = i E(X in Y n = E Y n ) ! E Z i W = E Z i (1 + holds also for m < 0.) The conditions in the theorem do not in general imply convergence of higher moments than the second, but we conjecture that in the applications studied in this paper, for every xed m > 0, E(Y n = E Y n ) m is bounded and thus converges to the value in (1.2) as n ! 1. These equations show that log W has an in nitely divisible distribution with a discrete L evy measure, cf. e.g. Lo eve 16]. 8 . If, for example, i ! 0 as i ! 1 with i > ?1, inf j i+1 = i j > 0 and i j i j ! 1 for some > 0, then it is easily shown that the characteristic function of log W is integrable and thus log W and W have absolutely continuous distributions, with continuous density functions. This is the case in all applications below, except that sometimes we have a i = ?1 and then the distribution of W has also a point mass at 0. 9 . It follows from the proof that if we have two or several sequences of variables Y (j) n , each satisfying the conditions of the theorem (possibly with di erent (j) i ) with the same variables X in , then the Y (j) n converge jointly. It follows for example, by the uniform square integrability, that E Y (1) n Y (2) n = E Y (1) n E Y (2) n ! E W (1) W (2) = exp
i . 10 . For convenience, we use the index set f1,2, : : : g in Theorem 1, but we will without comment replace it by other countable index sets in applications. We will in all our applications of Theorem 1 verify condition A2 by the method of moments argument used by Robinson and Wormald 20] . We state this step as a separate lemma. We let (X) k denote the descending factorial X(X ? 1) (X ? k + 1). Lemma 1. Suppose that A1 holds, that Y n 0 and that Theorem 2. Let r 3 be xed and let H n = H(G(n; r)) be the number of Hamilton cycles in a random r-regular graph on n vertices. Then H It should perhaps not be surprising that H n thus essentially is determined by the numbers of small cycles. Similar results hold for G(n; p) and G(n; m), where for certain ranges of p and m, log H n is well approximated by a linear function of the number of edges, and of the number of paths of length 2, respectively, see 12]. Those results are simpler, however, since log H n then is asymptotically normal, while in the present case log H n ? log E H n converges to log W which has a rather complicated in nitely divisible distribution. Moreover, for G(n; p) and G(n; m) it su ces to use one small subgraph count in the approximation, whereas we here need an in nite sequence. (There are parallels to this in G(n; p) for other functionals, see e.g. 1], 11].) Note that every small subgraph count for regular graphs can be essentially expressed in terms of small cycle counts, since asymptotically almost every random regular graph has no small multicyclic subgraphs. This explains why only cycle counts appear in Theorem 2 (as Z i ), but it seems mysterious that only the odd cycle counts appear, while the even cycle counts are asymptotically independent of H n .
Theorem 1 applies also to several other, related, problems and we give some examples. First, recall that random regular graphs are simplest generated by the con guration models of Bender and Can eld 2] or Bollob as 4], 5], which can be described as follows.
Given r and a vertex set V with n elements (with rn even), de ne a con guration to be a perfect matching of the rn elements in V r], where r] = f1; : : : ; rg. ( We can call these rn elements half-edges.) Every con guration projects to an r-regular multigraph on V , and we de ne a random r-regular multigraph to be the projection of a randomly (uniformly) chosen con guration. It is easily seen that if we condition on there being no loops or multiple edges, we obtain a random r-regular graph G(n; r) with the usual uniform distribution.
Note, however, that our random regular multigraphs are not uniformly distributed; the probability of obtaining a speci ed multigraph has a weight factor of 1=2 for every loop and 1=k! for every set of k parallel edges. Nevertheless, this model of a random regular multigraph seems to be the simplest and most useful.
We use G (n; r) to denote a random regular multigraph (with this distribution). We let X in be the number of cycles of length i 1 in our random multigraph, and observe that the multigraph is a graph if and only if X 1n = X 2n = 0. It is well-known that, as n ! 1, X in We may now extend Theorem 2 to multigraphs. In this and the following theorems, just as in Theorem 2, the variables Z i are the limits of the cycle counts X in . It follows from the joint convergence of (H n ; X 1n ) to (W; Z 1 ) that asymptotically almost every cubic multigraph is Hamiltonian if and only if it lacks loops, in the sense that as n ! 1, the probability tends to 0 that a random cubic multigraph has one of these properties but not the other. (One implication is obvious for all cubic multigraphs; the other holds only asymptotically.)
Furthermore, the joint convergence of (H n ; X 1n ; X 2n ) and the fact that P(Z 1 = Z 2 = 0) > 0 imply that the limit in Theorem 3 remains true if we condition on X 1n = X 2n = 0, i.e.
The left hand side is the distribution of the number H n = H(G(n; r)) of Hamilton cycles in a random regular graph, normalized by the expectation E H n for the random multigraph. Since the uniform integrability of H n = E H n (see Theorem 1) survives the conditioning, E H n = E H n = E(H n j X 1n = X 2n = 0)= E H n ! E(W j Z 1 = Z 2 = 0) = e; As for Theorems 1 and 3, Z i can be interpreted (asymptotically) as the number of cycles of length i. Note that now cycles of all lengths appear, and that the number of perfect matchings is positively correlated with the even cycle counts but negatively correlated with the odd ones.
In Theorem 4, every i > ?1, and thus W > 0 a.s. and we obtain as a corollary the well-known result that asymptotically almost every r-regular (multi-)graph of even order contains a perfect matching when r 3. Instead of studying just single perfect matchings in an r-regular graph, we may try to decompose it into an r-tuple of perfect matchings. For any r-regular multigraph G , let U(G ) be the number of partitions of the edge set of G into r perfect matchings M 1 ; : : : ; M r . To be speci c, we distinguish between di erent orderings of M 1 ; : : : ; M r , and we regard parallel edges in G as distinguishable. We may also say that U(G ) is the number of r-colourings of the edges in G such that each colour class is a perfect matching. We believe that the following result holds for any r 3, but we have only been able to prove it for r = 3.
Theorem 5. Let U n = U(G (n; r)) and U n = U(G(n; r)). If Let us rst consider a random regular bipartite graph B(n; r) (on n + n vertices) or the corresponding random multigraph B (n; r). As for G(n; r), these are obtained from random con gurations; the allowed con gurations now are perfect matchings between two disjoint sets V 1 r] and V 2 r] of cardinality rn. In this case, for the small cycle counts, For M(B(n; r)), we get the same result with i 4 in the product.
We have For Hamilton cycles in the bipartite case, it has been shown by Robinson and Wormald 19 ] that for r = 3, with H n = H(B(n; r)), E H 2 n =(E H n ) 2 ! 1 and thus H n = E H n p ? ! 1.
We believe that the same holds for any r > 3 and also for B (n; r), r 3, but as far as we know this has not yet been veri ed. Note that this result, although strikingly di erent from Theorem 1, still ts nicely together with it, since the variation in Theorem 1 comes from the randomness in the small odd cycle counts, whereas there are no odd cycles in a bipartite graph. (That asymptotically almost every r-regular bipartite graph contains a Hamilton cycle when r 3 was proved by Robinson and Wormald 21] .) The theory also applies to the random r-regular digraph D(n; r) (also known as rin, r-out), and the corresponding directed multigraph D (n; r). We can construct these by a con guration model with 2r half-edges for each vertex, r labeled \in" and r labeled \out", or, equivalently, by taking a random bipartite (multi-)graph with vertex set V 1 V 2 , orienting all edges from V 1 to V 2 and then identifying V 1 and V 2 (by a xed identi cation).
For directed graphs, we again use the numbers of small cycles in the limit theorems, but we now consider cycles of any possible orientation. If C is a k-cycle with oriented edges, let k i , i = 0; 1; 2, be the numbers of vertices with out-degree i in C. Clearly, k 2 = k 0 and k 0 + k 1 + k 2 = k. Let jointly in all C, with Z C independent.
With some foresight, we introduce special notation for two classes of oriented cycles, viz. C k , k 1, for the directed cycle of length k and C a k , k 2 even, for the cycle of length k with alternating directions. (These are the cycles with all and no vertices of out-degree 1, respectively.) By (1.19) we have
and, for even k, (1.24)
Again, the limit in the theorem is > 0 a.s., and thus we obtain as a corollary the result by Cooper, Frieze and Molloy 7] that asymptotically almost every r-regular directed (multi)-graph is Hamiltonian, r 3.
Another interesting quantity in a directed graph is the number of permutations, or 1-regular subgraphs. Note that the correspondence between bipartite graphs and directed graphs induces a correspondence between perfect matchings and permutations; moreover, cycles in the bipartite graph correspond to alternating cycles in the directed graph, except in the improbable cases where vertices coincide.
Hence the following theorem is just a reformulation of Theorem 6. 
Contiguity in general
De nition. Let (P n ) 1 1 and (Q n ) 1 1 be two sequences of probability measures, such that for each n, P n and Q n both are de ned on the same measurable space ( n ; F n ). We then say that the sequences are contiguous if for every sequence of measurable sets A n n ,
Clearly, contiguity is an equivalence relation among sequences of probability measures on a given sequence of space ( n ). Its use is mainly in statistics, but it seems to be natural and useful also in the study of random combinatorial structures. In that case, typically, n is a ( nite) set of some combinatorial objects of size n, F n is the -eld of all subsets of n , and P n and Q n are probability measures corresponding to two di erent ways of selecting an element of n \at random". This notion was introduced by Le Cam 13] , see also Le Cam 14] , 15] and Roussas 22 ]. We will here consider only the symmetric version of contiguity de ned above, although the corresponding one-sided notion has been studied as well, see 15] .
There are many equivalent de nitions of contiguity; some are given below and several others are given in the references given above. For completeness we will include proofs even when our results can be found in these references.
It is important to realize that contiguity is an asymptotic property of two sequences of probability measures; if we say that two probability measures (or distributions, or random models) are contiguous, we really mean that there is some parameter n (although perhaps not explicitly mentioned) that tends to in nity. If we, as is often useful, informally regard asymptotic results as statements about a ctitious in nite limiting model, then contiguity can be interpreted as mutual absolute continuity of the two probability measures. (In this context it may be observed that in the special case that n , F n , P n and Q n do not depend on n, contiguity reduces to mutual absolute continuity.)
Note also that the de nition says nothing about the rates of convergence of P n (A n ) and Q n (A n ); these may be quite di erent. It is, nevertheless, possible to restate the de nition in terms of estimates, which, however, use unknown functions to relate the rates. (In certain examples, it may of course be possible to replace these by explicit functions.) We given two such reformulations, which we think may be useful for a better understanding the contiguity concept. Proposition 1. The sequences (P n ) and (Q n ) are contiguous if and only if there exist a sequence " n ! 0 and a continuous function ' : 0; 1] ! 0; 1] with '(0) = 0 such that for every n and A n 2 F n P n (A n ) " n + '(Q n (A n )) and Q n (A n ) " n + '(P n (A n )):
Proof. If (P n ) and (Q n ) are contiguous, then for every " > 0 there exist n(") and (") such that n n(") and P n (A n ) (") ) Q n (A n ) ", and similarly with P n and Q n interchanged. The existence of (" n ) and ' now follows easily. The converse is obvious.
For the next results, we recall that each Q n has a Lebesgue decomposition Q n = Q a n +Q s n where Q a n is absolutely continuous with respect to P n while Q s n and P n are mutually singular, and that there exists a function dQ n =dP n 0 (the Radon-Nikodym derivative) such that Q a n (A n ) = Z A n dQ n dP n dP n ; A n 2 F n :
(If n is countable, the measures are given by probability functions p n (w) and q n (w); in this case Q s n is the restriction of Q n to the set fw : p n (w) = 0g, while dQ n =dP n = q n (w)=p n (w) when p n (w) 6 = 0 (and arbitrary otherwise).) Proposition 2. The sequences (P n ) and (Q n ) are contiguous if and only if for every " > 0 there exist n(") and K(") such that for every n n(") there exists a set B n 2 F n with P n (B c n ) ", Q n (B c n ) " such that K(") ?1 Q n (A n ) P n (A n ) K(") for all A n B n :
Remark 11. We may here replace (2.3) by the equivalent condition that the restriction of Q n to B n is absolutely continuous with respect to P n , with K(") ?1 dQ n dP n K(") P n -a.s. on B n : (2.4) Proof. Suppose that (P n ) and (Q n ) are contiguous. Fix a large number K, let C n be a set such that P n (C n ) = 0 = Q s n (C c n ) (this is possible by the de nition of singular measures), and de ne D n = fw 2 n : dQ n =dP n > Kg:
We similarly de ne C 0 n and D 0 n with the roles of P n and Q n interchanged, and let B n = (C n D n C 0 n D 0 n ) c . Then P n (B c n ), Q n (B c n ) K ?1 + " n + '(K ?1 ), which is less than " for n n(") if n(") and K = K(") are large enough.
Conversely, if such sets B n exist, then for large n and every A n 2 F n , Q n (A n ) Q n (A n \ B n ) + Q n (B c n ) K(")P n (A n ) + ":
In particular, if P n (A n ) ! 0, then lim supQ n (A n ) ", for every " > 0, and thus Q n (A n ) ! 0. By symmetry, we obtain also the converse implication and thus the sequences are contiguous.
For the next result, we consider for simplicity only the case when dQ n =dP n converges in distribution.
Proposition 3. Suppose that L n = dQ n =dP n , regarded as a random variable on ( n ; F n ; P n ), converges in distribution to some random variable L as n ! 1. Then (P n ) and (Q n )
are contiguous if and only if L > 0 a.s. and E L = 1. Proof. Suppose that (P n ) and (Q n ) are contiguous. Let " > 0, and let K(") and B n , n n("), be as in Proposition 2. In particular, by Remark 11,
Since " is arbitrary, P(L = 0) = 0 and E L = 1. Conversely, suppose that P(L = 0) = 0 and E L = 1, and let " > 0. There exists > 0 such that P(L ) < "; we may furthermore choose such that < 1 and P(L = ) = 0. Then P n (L n ) ! P(L ), and thus P n (L n ) < " for large n, which also yields Q a n (L n ) = R L n L n dP n < " ". We can also nd K > 1=" such that E(L^K) > 1?" and thus lim n!1 R (L n^K )dP n = E(L^K) > 1 ? ". Hence, for large n, say n n("),
L n dP n = Q s n ( n ) + 1 2 Q a n (L n > 2K): Let N n be a set with P n (N n ) = Q s n (N c n ) = 0, and de ne B n = fw 2 N c n :
L n 2Kg. Then, for n n("),
and Q n (B c n ) = Q s n ( n ) + Q a n (L n < ) + Q a n (L n > 2K) < 3":
Hence Proposition 2 implies that (P n ) and (Q n ) are contiguous. Contiguity is preserved by some natural operations, as the next proposition shows. In
(ii) and (iii) we suppose that ( 0 n ; F 0 n ) is another sequence of measure spaces.
Proposition 4. Suppose that (P n ) and (Q n ) are contiguous.
(i) If (A n ) is any sequence of events such that lim inf P n (A n ) > 0, then the conditioned measures P n ( j A n ) and Q n ( j A n ) are contiguous. (ii) If f n : n ! 0 n are measurable functions, then the induced measures P n f ?1 n and Q n f ?1 n on 0 n are contiguous.
(iii) If P 0 n and Q 0 n are contiguous probability measures on 0 n , then the product measures P n P 0 n and Q n Q 0 n on Q n Q 0 n are contiguous. Proof. (i) and (ii) follow easily from the de nition (note that also lim inf Q n (A n ) > 0 in (i)); for (iii) it is perhaps simplest to use Proposition 2 with Remark 11. We omit the details.
Contiguity of two sequences (P n ) and (Q n ) has several useful consequences for limit theorems. The de nition says that any property which holds under P n with probability tending to 1 as n ! 1 (i.e., asymptotically almost surely) also holds under Q n with probability tending to 1 (and conversely). An immediate consequence is that if X n are any random variables such that X n under P n converges in probability to some constant c, then X n converges in probability to the same constant c also under Q n .
For convergence in distribution we need some further information. In the three next results we suppose that S and S 0 are two complete separable metric spaces, for example R, R d or the space R 1 of in nite sequences. (See 3] for details on convergence in metric spaces.) We use L(X j P) to denote the distribution of X under P.
In the rst result we assume joint convergence under P n of the variables X n and the Radon{Nikodym derivatives dQ n =dP n . Proposition 5. Suppose that (P n ) and (Q n ) are contiguous, and let L n = dQ n =dP n .
Suppose further that X n are random variables de ned on n with values in S, such that L((X n ; L n ) j P n ) ! L(X; L) for some random variables X and L (with values in S and R respectively), de ned on a probability space ( ; F; P). Then 
where dQ = L dP (i.e., Q(A) = R A L dP).
Proof. Let f be a bounded continuous real-valued function on S. Then 
Since R L n dP n ! R L dP by Proposition 3, we see, by adding a constant to f, that (2.5) actually holds for every f. But then we may also substitute ?f in (2.5), and obtain
Since also Q s n ( n ) ! 0, which for example follows from (2.6) with f = 1, we obtain Z f(X n ) dQ n ! Z f(X) dQ for every such f, which gives the result. Proposition 6. Suppose that (P n ) and (Q n ) are contiguous. Suppose further that X n and Y n are random variables de ned on n , with values in S and S 0 respectively, such that L((X n ; Y n ) j P n ) ! L(X; f(X)) (2.7) for some random variable X with values in S and some measurable function f : S ! S 0 . If, furthermore, L(X n j Q n ) ! L(X 0 ) for some other random variable X 0 , then L((X n ;
Proof. Let L n = dQ n =dP n . The assumption implies by Prohorov's theorem, see 3] , that fL((X n ; Y n ) j P n )g is a tight family of distributions on S S 0 . Since also the family fL(L n j P n )g is tight, because R L n dP n 1, the family fL((X n ; Y n ; L n ) j P n )g is tight on S S 0 R. By Prohorov's theorem again, there exists a subsequence that converges in distribution to some variable Since also, by assumption, L(X n j Q n ) ! L(X 0 ), we have L( e X j Q) = L(X 0 ) and thus L(( e X; f( e X)) j Q) = L(X 0 ; f(X 0 )). Consequently, L((X n ; Y n ) j Q n ) ! L(X 0 ; f(X 0 )) along the subsequence.
We have proved that the sought conclusion holds at least along a subsequence. But the same applies to every subsequence of the original sequence, which thus has a subsubsequence for which L((X n ; Y n ) j Q n ) ! L(X 0 ; f(X 0 )). This implies that the full sequence converges.
The next result gives a necessary condition for contiguity.
Proposition 7. Suppose that (P n ) and (Q n ) are contiguous, and that X n are random variables de ned on n with values in S. Suppose further that (X n ) converges in distribution under both (P n ) and (Q n ):
L(X n j P n ) ! P X and L(X n j Q n ) ! Q X for two probability measures P X and Q X on S. Then P X and Q X are mutually absolutely continuous.
Proof. Let L n = dQ n =dP n . Since E L n 1, the sequence (L n ) is tight and we may, by restricting attention to a subsequence, assume that L((X n ; L n ) j P n ) converges. Proposition 5 now implies that Q X is absolutely continuous with respect to P X . The converse holds by symmetry. We will use Proposition 7 in conjunction with the following standard result. (In fact, the given conditions are equivalent to mutual absolute continuity.) The results of Sections 1 and 2 may now be combined to yield various examples of contiguity. To begin with, let us again consider the number H n of Hamilton cycles in a random r-regular multigraph. Let n be the set of all r-regular multigraphs on the set V = n], let the probability measure P n on n be the distribution of the random multigraph G (n; r), and de ne a new probability measure Q n on n by dQ n =dP n = H n = E H n , i.e., Q n (A) = E(H n 1 A )= E H n for any set A n , where 1 A is the indicator function. Then Theorem 3 and Proposition 3 imply that if r 4 then (P n ) and (Q n ) are contiguous.
(Recall that we need r 4 in order to have W > 0 a.s. in Theorem 3 and that E W = 1
by Theorem 1.)
The measure Q n has the following interpretation. Consider the set n of all pairs H 0 independently at random, and after projecting we see that Q n equals the distribution of the union of a random Hamilton cycle and a random (r ? 2)-regular multigraph G (n; r ? 2).
Let us say that two random objects X n and Y n , depending on a parameter n, are contiguous if the corresponding sequences of distributions (L(X n )) and (L(Y n )) are contiguous, and denote this by X n Y n . (Recall that this is an asymptotic property as n ! 1.) Moreover, let us use the notations + for the union of two independent random multigraphs on the same vertex set, and H(n) for a random Hamilton cycle on n vertices. Then the discussion above may be summarized by G (n; r ? 2) + H(n) G (n; r); r 4:
Similarly we obtain from Theorem 4 and Proposition 3, recalling that a random perfect matching is the same as G (n; 1) = G(n; 1) and assuming n even, G (n; r ? 1) + G(n; 1) G (n; r); r 3: (3.2) (This is essentially proved in 21], but our use of multigraphs seems to simplify both the result and the proof.)
We note also that the operation + is commutative and associative, and that it behaves well under contiguity in the following sense. Lemma 2. Suppose that G n ; H n ; G 0 n ; H 0 n are random multigraphs on n vertices with some distributions such that G n G 0 n and H n H 0 n . Then G n + H n G 0 n + H 0 n .
Proof. By Proposition 4(iii), the pairs (G n ; H n ) and (G 0 n ; H 0 n ) are contiguous, and the result follows by Proposition 4(ii).
The contiguity (3.1) does not hold for r = 3 for the simple reason that neither G (n; 1) nor H(n) can contain any loop, and thus P(G (n; 1) + H(n) is loopless) = 1, while P(G (n; 3) is loopless) = P(X 1n = 0) ! e ? 1 = e ?1 . Let us therefore de ne the random r-regular loopless multigraph G 0 (n; r) to be G (n; r) conditioned on X 1n = 0 (i.e. no loops). This is thus intermediate between G (n; r) and G(n; r). (As for G (n; r), the distribution is not the uniform one: there is a weight factor k! ?1 for every edge with multiplicity k.) By conditioning on X 1n = 0 in Theorem 3, arguing as in Section 1, we see that analogues of Theorems 2, 3 and 4 hold for G 0 (n; r) with W > 0 a.s. for every r 3.
We can now argue as above and obtain G 0 (n; r ? 2) + H(n) G 0 (n; r); r 3 (3.3) and (for even n) G 0 (n; r ? 1) + G(n; 1) G 0 (n; r); r 3: (3.4) Remark 12. In particular, G 0 (n; 2) + G 0 (n; 1) G 0 (n; 3) H(n) + G 0 (n; 1) although G 0 (n; 2) 6 H(n). This shows that cancellation is not allowed and that there is no unique subtraction corresponding to +.
We can extend (3.3) and (3.4).
Theorem 10. If r; s 1, and (r; s) 6 = (1; 1) or (2; 2), then, for even n, G 0 (n; r) + G 0 (n; s) G 0 (n; r + s): (3.5) For any r 1 we also have G 0 (n; r) + H(n) G 0 (n; r + 2):
Proof. The contiguity (3.6) is just a restatement of (3.3). For (3.5), we may assume r s. The case s = 1 is (3.4). We may thus assume r s 2, and thus r 3 (because r = s = 2 is excluded). If r = 3, then (3.3) and (3.4) yield, using Lemma 2, G 0 (n; 3) + G 0 (n; s) G 0 (n; 1) + H(n) + G 0 (n; s) G 0 (n; 1) + G 0 (n; s + 2) G 0 (n; s + 3)
while for larger r we use induction in r and (3.4), yielding G 0 (n; r)+G 0 (n; s) G 0 (n; r?1)+G 0 (n; 1)+G 0 (n; s) G 0 (n; r?1)+G 0 (n; s+1) G 0 (n; r+s):
The contiguity (3.5) is certainly false for r = s = 1, since G(n; 1) + G(n; 1) has no odd cycles, but the case r = s = 2, which is left open by our proof, is presumably not really an exception. Conjecture 1. G 0 (n; 2) + G 0 (n; 2) G 0 (n; 4):
In fact, essentially this has recently been proved by Hania Robalewska-Szar lat 18], although her statement considers only the corresponding random simple graphs obtained by conditioning on no multiple edges.
We also conjecture a stronger version of Robinson and Wormald 21, Conjecture 1]. Conjecture 2.
H(n) + H(n) G 0 (n; 4):
Note that the mixed sum is no problem: G 0 (n; 2) + H(n) G 0 (n; 4) by (3.3). We conjecture also that (3.5) holds for odd n as well, provided r and s are even. (This would follow from Conjecture 2 and (3.3) by an easy induction.)
We now turn to Theorem 5. Again we condition on there being no loops, and obtain by the argument above G 0 (n; 3) = G(n; 1) + G(n; 1) + G(n; 1):
Using (3.4) and induction, this can be extended to sums of any number (except 2) of perfect matchings. This result has also been obtained (independently) by Molloy, RobalewskaSzar lat, Robinson and Wormald 17].
Theorem 11. Let r 6 = 2. Then, for even n, G 0 (n; r) G(n; 1) + + G(n; 1) (r terms):
It follows easily from Theorems 10 and 11 that, at least for even n, any sum of 3 or more independent G 0 (n; r i ) is contiguous to G 0 (n; P r i ), except possibly when every r i = 2. We may here also replace some terms G 0 (n; 2) by H(n), and the only possible exceptions are when all terms equal G 0 (n; 2) or when all equal H(n). We have worked with the loopless multigraphs G 0 (n; r) which were easy to handle. We conjecture that similar results hold when we allow loops.
Conjecture 3. If r; s 1 and (r; s) 6 = (1; 1), then G (n; r) + G (n; s) G (n; r + s):
Results for random regular graphs follow from the results above by conditioning on there being no multiple edges, cf. Proposition 4(i). Note, however, that the union of two graphs in general is a multigraph, so the results say, for example, that G(n; r) is contiguous to the union of r independent perfect matchings, conditioned on there being no multiple edges.
For random regular bipartite and directed graphs, we obtain some similar (but less complete) results from Theorems 6{8; we leave the details to the reader. A bipartite version of Theorem 11 has recently been proved by Hania Robalewska-Szar lat (personal communication). Note, moreover, that if the variance for Hamilton cycles in a random bipartite multigraph is as expected, E H(B (n; r)) 2 = ? E H(B (n; r)) 2 ! 1 for r 3;
then not only B (n; r) B(n; r?2)+H(2n) would follow; these two models actually would be asymptotically equivalent in the stronger sense that lim n!1 P n (A n ) = lim n!1 Q n (A n ) for any events A n such that one of the limits exists. For r = 2, we have here considered the models G (n; 2), H(n) and G(n; 1) + G(n; 1) (and conditioned versions of them). A fourth interesting model is D 0 (n; 1), obtained by ignoring the directions of the edges in the random digraph D(n; 1), which is the same as a random permutation. (In this model, the probability of a certain 2-regular multigraph is proportional to 2 # cycles .) These four models are all non-contiguous, even if we condition on no loops and no multiple edges; this is easily seen by Proposition 7 and 8, letting Nevertheless, we have seen that adding an independent G(n; 1) to one of the three rst models (and conditioning on no multiple edges) yields three contiguous distributions; we conjecture that adding it to the fourth also gives a contiguous distribution. Similarly, we conjecture that the sum of any two of these four (di erent or not) is contiguous to G(n; 4) after conditioning on being simple.
Let us nally prove another contiguity result. Recall that we have de ned the random multigraph G (n; r) as obtained from a uniformly distributed con guration. The distribution of G (n; r) is not uniform on the set of all r-regular multigraphs on n given vertices (unless r = 1), but it is contiguous to the uniform distribution.
Theorem 12. For any xed r 1, G (n; r) is contiguous to a random r-regular multigraph chosen with the uniform distribution.
Proof. Let P n be the distribution of G (n; r) and let Q n be the uniform distribution on the set of all r-regular multigraphs on n].
De ne, for a given multigraph, Y 0 n = 2 X 1n and Y 00 n = Q r j=2 (j!) m j , where X 1n as usual is the number of loops and m j is the number of edges of multiplicity j. Let 
It is easily seen that dP n =dQ n = c n Y ?1 n , or dQ n =dP n = c ?1 n Y n , where c n is a normalizing constant; in fact, c n = E P n Y n . The probability that G (n; r) has any triple edges tends to 0 as n ! 1, and thus P n (Y 00 n 6 = 2 X 2n ) ! 0. This completes the proof. We can easily obtain results on asymptotic distributions under the various (non-uniform) distributions of random (multi-)graphs studied in Section 3.
To begin with, we observe that if P n is the distribution of G(n; r) (or G 0 (n; r); or G (n; r)), then under P n the cycle counts X in Here the right hand side has mean 1. If furthermore a n E Q n Y n , we may here replace a n by E Q n Y n in complete analogy with (4.3). For example, we may do this if both Y n = E P n Y n and dQ n =dP n are uniformly square integrable for P n , because it is easily shown that then Y n =a n is uniformly integrable under Q n , and thus E Q n (Y n =a n ) ! 1.
We can now write down various asymptotic distributions for the variables and models of random regular graphs studied above; we leave the details to the reader. For the rest of the proof we make, without loss of generality, two simplifying assumptions. First we may assume E Y n = 1. Secondly, we invoke a theorem by Skorokhod 23] which implies that although the variables X in and Y n originally may be de ned on di erent probability spaces for di erent n, and Z i on yet another probability space, we may replace them by other variables having the same distributions, such that they become de ned on a single probability space and the convergence in A1 holds a.s., i.e. X in ! Z i a.s. as n ! 1 for each i. 
Proofs of Theorems 2{9
We nally show how Theorems 2{9 follow from Theorem 1. We let Y n be the studied variable and X in the number of cycles of length i in the random structure. (For the directed case, we use X Cn as in Section 1.)
The numbers i are determined such that A1 holds and then i are given by A2, see also Remark 5. We will in all cases show A2 by Lemma 1; this usually requires long but rather straight forward combinatorial calculations. It then remains (besides A3) to verify the variance estimate A4, and that is often the most di cult part of the proof. Fortunately, we can usually just quote the needed result from work by others. Proof of Theorem 2 and 3. Most steps are the same for the random graphs and multigraphs, so we do both theorems together. We let in the proof i 1 in the multigraph case but i 3 in the graph case.
(at least for G(n; 3)), using generating functions to keep track of the di erent possibilities for intersections of cycles.
We will here give a slightly di erent argument, using matrices, which will be easy to adapt to other situations.
We will for simplicity only verify E H n X kn E H n ! k as n ! 1; (6.1) the extension to mixed higher factorial moments is routine. We restrict ourselves for the time being to random multigraphs, which (sometimes) are easier to handle than graphs.
Let V be the vertex set of G (n; r) and e V = V r] the set of half-edges, and let K( e V ) be the complete graph on e V . Let e G denote the random con guration which de nes G (n; r). For any subgraph A of K( e V ), denote its projection by A 0 ; in particular, e G 0 = G (n; r). We compute this sum as follows. We assume n > k + 1. We rst partition the sum according to the projection C of e C, which may be any of the 1 (It is the fact that k vanishes for even k that makes the number of Hamilton cycles asymptotically independent of the even cycle counts. The calculation above may shed some light on this phenomenon, but it still seems surprising.) Having veri ed A2 for the multigraph case, we note that the graph case follows immediately by specializing to x 1 = x 2 = 0, using in particular E H n E H n = E(H n j X 1n = X 2n = 0) E H n ! The probability measure Q n (A) = E(U n I A )= E U n is the distribution of the random multigraph obtained as the union of r independent random perfect matchings, cf. Section 3. It is easily seen that if C is any of the n i =2i cycles of length i in the complete graph, then C appears in this union with probability N(i; r)n ?i , where N(i; r) is the number of r-colourings of the edges in C such that no two adjacent edges have the same colour.
Hence we obtain E(U n X in )= E U n = E Q n (X and, since C is directed exactly when W 00 = ;, we obtain (6.1) and A2 0 with C = 1 aut(C) r jW 0 j (r ? 1) jW 00 j + 0 jW 0 j (?1) jW 00 j ? 0 jW 00 j : (6.24) Comparing this with (1.19), we see that there are three cases: This can be veri ed by standard arguments, using the same method as for G(n; 3) . (For r > 3, the calculations for Hamilton cycles in D(n; r) thus are much simpler than for G(n; r).) We omit the details.
Proof of Theorem 8. We can either refer to Theorem 6 and the correspondence described in Section 1, or argue as for Theorem 7; the only di erence is that now we allow B = C, The result follows by Theorem 1 and conditioning on X 1n = 0.
7. Proof of Lemma 3 In order to avoid possible confusion over multiple edges, we work with con gurations.
We observe that if a multigraph G is de ned by a con guration e G, then U(G ) is the number of r-colourings of the edges of e G such that each colour class projects to a perfect matching; we call such colourings proper. We write for simplicity U = U(G (n; r)) = U n .
Let C be the set of all con gurations and let us before V be the vertex set of G (n; r) and e V the set of half-edges. Then where we sum over all x = (x ) such that x 0, P x = 1, x n are integers and y ij n are even, with y ij de ned by (7.2) . Note that P j y ij = P x = 1 for every i, and thus P ij y ij = r.
We now proceed by standard arguments. We use Stirling's formula and obtain, for simplicity ignoring the small modi cation needed when some x = 0, E U We postpone the proof of this lemma.
We conjecture that the lemma is true also for r > 3, but we have not been able to verify it; this is the reason Lemma 4 and Theorem 5 are restricted to r = 3. (If r = 2, f vanishes identically and the lemma fails.)
For any r such that the lemma is true (in particular for r = 3), the sum in (7.4) is dominated by terms with x?x small, say jx?x j < n ?3=8 . For such x we use the Taylor expansion f(x) = f(x ) ? 1 2 (x ? x ) t B(x ? x ) + O(jx ? x j 3 ); where ?B is the matrix @ 2 f @x @x (x ) of second derivatives of f at x . We will shortly see that B is non-singular, and since x is a maximum point, B has to be positive de nite on the hyperplane P x = 0.
We now approximate the sum in (7.4) by an r! ? 1 dimensional integral. We x an arbitrary permutation 0 and writedx for Q 6 = 0 dx . Given that P x n = n, an even integer, the conditions that y ij n be even for all i; j 2 f1; : : : ; r ? 1g yield (r ? 1) 2 linearly independent conditions (over GF (2) ) that imply that also the remaining y ij n are even. Hence only 2 ?(r?1) 2 of the possible values of (x n mod 2) are allowed. We thus obtain, E U We now employ the special properties of r = 3. We relabel the x as x 1 ; x 2 ; x 3 , x 0 1 ; x 0 2 ; x 0 3 , with the x i corresponding to even permutations , and x 0 i to odd ones. It is easily seen that each y ij is a sum x 1 + x 2 where one of the permutations is even and the other odd, i.e. y ij = x k + x 0 l for some k and l. Hence, if is even, y i (i) = x + x , where runs through the three odd permutations for i = 1; 2; 3. Hence (7. This shows that x is the only extreme point in the interior of the simplex. Now suppose that x is a maximum point at the boundary. If x = 0 but y i (i) > 0 for all i, then increasing x to " > 0, at the expense of some positive x , with increase f(x) by ?" log " + O(") > 0 if " is small; similarly, if only one y i (i) = 0, f(x) will increase by ? 1 2 " log " + O(") > 0. It follows that if x is a maximum point, then y i (i) = 0 for at least two i whenever x = 0. This implies easily that x 6 = 0 for at most one odd and one even permutation, and , say, but then of the nine y ij , four equal 0, two equal x and two x , and one equal x + x = 1. Hence f(x) = 0 < f(x ); which completes the proof that the global maximum is attained at x , and only there.
