Abstract. This paper provides new conditions under which optimal controls are Lipschitz continuous for dynamic optimization problems with functional inequality constraints, a control constraint expressed in terms of a general closed convex set and a coercive cost function. It is shown that the linear independence condition on active state constraints, present in the earlier literature, can be replaced by a less restrictive, positive linear independence condition that requires linear independence merely with respect to nonnegative weighting parameters. Smoothness conditions on the data, imposed in earlier work, are also relaxed. The new conditions for Lipschitz continuity of optimal controls are obtained by a detailed analysis of the implications of first order optimality conditions in the form of a nonsmooth maximum principle.
1. Introduction. Consider the following optimal control problem with functional inequality state constraints, distinguishing features of which are that the controlled differential equation (the dynamic constraint) is linear in the control variable and that an integral term is included in the cost function:
(1.1) (P)
Minimize l(x(S), x(T )) +
T S L(t, x(t), u(t)) dt over x ∈ W 1,1 ([S, T ], R n ) and measurable u : [S, T ] → R m satisfyinġ x(t) = f (t, x(t)) + G(t, x(t))u(t) for a.e. t ∈ [S, T ], h j (t, x(t)) ≤ 0 for all t ∈ [S, T ], j = 1, . . . , r, u(t) ∈ U for a.e. A control function is a measurable function u : [S, T ] → R m such that u(t) ∈ U for a.e. t ∈ [S, T ]. A process (x, u) comprises a control function u and a W 1,1 function x satisfying the constraints of (P). We say the process (x,ū) is a minimizer if it achieves the minimum. In this case,ū andx are referred to as an optimal control and an optimal state trajectory (corresponding toū), respectively. This paper focuses on conditions on the data for the above control problem that guarantee Lipschitz continuity of the optimal controlū. The issue of minimizer regularity is important for several reasons. One is its relevance to computations; prior knowledge of minimizer regularity influences the choice of discretization procedures since, typically, higher order schemes can achieve improved rates of convergence only when minimizers are sufficiently regular [6] . It also affects the selection of sample period in digital implementation of control strategies. It is further relevant to physical modeling, where a variational formulation of the underlying dynamics must be matched to observed phenomena, including regularity [1] .
A key advance in the quest for conditions ensuring Lipschitz continuity of optimal controls in the presence of both state and control functional inequality constraints was provided in Hager's 1979 paper [7] . Here, Lipschitz continuity was established under hypotheses that, in the special case when no control constraints are imposed, include the following:
(i) The data is of class C 2 , the cost integrand is jointly convex in both the (x, u) variables and uniformly coercive in the u variable, and the dynamics are affine with respect to the (x, u) variables.
(ii) There exists a process (x, u) such that u is continuous and x and u lie in the interiors of, respectively, the state and control constraint sets for each time ("interiority"), and C = C 0 × R n for some C 0 ⊂ R n (no right endpoint constraint). (iii) There exists γ > 0 such that, for each t ∈ [S, T ],
where ∇ x h j is interpreted as a column vector and the summations are taken over values of the index j for which the state constraint is active ("linear independence of active state constraints"). Lipschitz continuity of optimal controls under these hypotheses was established in [7] by consideration of the implications of the maximum principle for optimal control problems with an affine state equation, a convex cost, and convex functional inequality constraints.
Malanowski [8] refined Hager's analysis to establish Lipschitz continuity of optimal controls under less restrictive conditions that allow dynamics nonlinear with respect to the state variable and a cost integrand which is possibly nonconvex with respect to the state variable. Alternative proofs and additional regularity properties of optimal controls under certain circumstances ("piecewise analyticity") were later proved by Dontchev and Hager [3] and Dontchev and Kolmanovsky [4] . This paper establishes Lipschitz continuity of optimal controls under hypotheses that are less restrictive that those invoked hitherto in a number of respects. The most significant improvement is that the linear independence hypothesis (iii) of Hager, present in different forms in [3] , [8] , is replaced by a less demanding positive linear independence hypothesis on the state constraints (hypothesis (H4) below). We also allow a general convex constraint on the control variable ("u(t) ∈ U for some closed convex set U ") in place of the collection of functional inequality constraints in previous work, and we relax differentiability hypotheses on the data in a number of respects.
The positive linear independence hypothesis that we employ has previously arisen in connection with conditions for normality of multiplier sets in nonlinear programming; specifically it provides a dual formulation of the Mangasarian-Fromowitz constraint qualification (see [9] ). However, consideration of positive linear independence, in the context of optimal control regularity analysis, appears to be new.
The conditions for Lipschitz continuity of optimal controls are obtained with the help of a more detailed analysis of the implications of the maximum principle (now in a nonsmooth manifestation) than has previously been undertaken. A key step (Lemma 4.6) is to consider the properties of trajectory subarcs with the property that all state constraints active at some intermediate time are active also at the endtimes; the significance of such subarcs for regularity investigations was earlier emphasized by Hager [ We highlight also the role of the Legendre-Fenchel transform in our analysis. This provides an important explicit representation of the optimal control (see (4.1) below) in terms of the costate variables and state constraint multipliers.
Research efforts following Hager's 1979 paper were directed, in part, toward assembling a set of hypotheses ensuring regularity of minimizers, uniqueness of multipliers, and smooth dependence on parameters and constructing a framework for numerical solution techniques involving "dual" concepts. The present paper is of narrower focus, concentrating exclusively on conditions for regularity of optimal controls. If this alone is our goal, then the linear independence hypotheses of the earlier literature can be relaxed to positive linear independence. Note, however, that, under this positive linear independence hypothesis, the state constraint multipliers may fail to be unique. We make use of two standard constructs from nonsmooth analysis (see, for example, [11] for full details), the normal cone and the subgradient, defined as follows. Definition 1.1. Take a closed set C ⊂ R n and a pointx ∈ C. We say that y ∈ R n is a normal to C atx if there exist y i → y and x i →x (in C) such that for all i,
for all x ∈ C. The normal cone to C atx, written N C (x), is the set of all normals to C atx. (It is also referred to as the limiting normal cone.)
Given a lower semicontinuous (lsc) function f : R n → R, we denote by ∂f (x) the subgradient of f atx (also known as the limiting subgradient), defined as
2. The maximum principle and normality. Denote by H :
Let (x,ū) be a minimizing process. Under mild hypotheses and, in particular, under hypotheses (H1)-(H3) of section 3, necessary conditions of optimality, known as the (state constrained) maximum principle [12] , provide the following information about (x,ū).
. . , r, and λ ≥ 0 such that, writing
we have
A process for which these conditions are satisfied is said to be an extremal.
The methodology behind the ensuing analysis is to deduce regularity properties of optimal controls from the conditions of the maximum principle. It is inevitable then that some kind of hypothesis on the data for problem (P) is imposed, ensuring that the maximum principle supplies useful information about the minimizer (x,ū). This hypothesis is normality. If it is possible to satisfy the conditions of the maximum principle with a set of multipliers (p, µ 1 , . . . , µ r , λ) in which λ = 0, the maximum principle makes no reference to the cost function and degenerates into a relationship between the constraints. "Normality" means that this kind of degeneracy is excluded. Definition 2.1. A process (x,ū) is said to be a normal extremal if there exist
. . , r, such that the relationships (2.2)-(2.7) are satisfied with λ = 1.
We address the question of when minimizers are normal extremals in section 5.
3. Conditions for Lipschitz continuity of normal extremals. We shall invoke the following hypotheses; reference is made here to the process (x,ū) of interest. In the hypotheses, Ω ⊂ [S, T ] × R n is some "tube" aboutx. That is,
(for some givenε > 0). We denote by J (t,x) the collection of active state constraints at time t; that is,
(H1) G, l, and f are locally Lipschitz continuous functions.
(H2) For j = 1, . . . , r, h j is of class C 1+ on Ω; i.e., h j is continuously differentiable with locally Lipschitz continuous gradient.
(H3) U is a closed convex set. For each (t, x) ∈ Ω, L(t, x, .) is finite-valued, convex, and continuously differentiable. L(t, x, .) is uniformly coercive in the sense that there exists a monotone function θ :
Both L and ∇ u L are locally Lipschitz continuous. L(t, x, .) is strictly convex in the following uniform sense: for each M > 0 there is a constant k M > 0, such that, for any (t, x) ∈ Ω and u 1 , u 2 ∈ M B, we have
where
(H4) For every t ∈ [S, T ] and every set of nonnegative numbers {α j } j∈J (t,x) , not all zero, we have
(For a subset D ⊂ R k , span D denotes the intersection of all linear subspaces of R k that contain D.) The stage is now set for statement of conditions for Lipschitz continuity of optimal controls.
Theorem 3.1. Let (x,ū) be a normal extremal. Assume (H1)-(H4). Thenū is Lipschitz continuous.
Comments.
(a) Of course interest focuses primarily on cases when optimal processes are normal extremals, for then Theorem 3.1 gives conditions for Lipschitz continuity of optimal controls. We discuss conditions for normality in section 5. Note, however, that as far as applications to Hamiltonian mechanics are concerned, normal extremals (and related issues of regularity) are of direct interest, since the action principle interprets motions as normal extremals, which may fail to be minimizers of the action functional. (b) The key difference between the hypotheses of Theorem 3.1 and those formerly invoked for regularity of optimal controls concerns the "nondegeneracy" of the state constraints. The linear independence hypothesis of [7] (condition (iii) of section 1) has been replaced by the positive linear independence hypothesis (H4). (H4) is a less restrictive hypothesis in which nonzero linear combinations of active state constraint function gradients are required to be nonzero only for linear combinations with nonnegative weights. A simple case when (iii) is always violated, but (H4) is possibly satisfied, is when there are two state constraint functions such that, at some time t when they are both active, we have ∇ x h 1 (t ,x(t )) = α∇ x h 2 (t ,x(t )) for some α > 0. Another case is when the number of active state constraints exceeds the dimension of the state space; here the gradients of the state constraint functions cannot be linearly independent, but they will be positively linear independent if the gradients are, in some sense, "unidirectional." (c) Suppose that the cost integrand L can be decomposed as
Then the analysis of this paper, almost without change, allows us to deduce Lipschitz continuity of optimal controls when L 2 satisfies (H3) and L 1 satisfies the following condition: L 1 (t, x) is locally bounded, measurable in t for each x, and locally Lipschitz continuous in x uniformly in t. We draw attention to this refinement, since the optimal control problems with quadratic cost integrand
are of widespread interest. Our analysis establishes Lipschitz continuity of optimal controls for such problems when Q(.) is merely measurable and essentially bounded. (R(.) is required to be Lipschitz continuous and such that R(t) is positive definite for all t.)
in which Ψ U is the indicator function of the set U . Note that, since
we have from the "maximization of the Hamilitonian" condition (2.5) that
By the rules governing subdifferentials of convex functions, this last condition implies that
Here, L *
The representation (4.1) of the optimal control in terms of the Fenchel dual function L * 0 has a crucial role in the following analysis. We pause to investigate some of its properties.
Lemma 4.1.
is single-valued and continuously differentiable. (Write it henceforth ∇ y L * 0 (t, x, y).) (ii) (t, x, y) → ∇ y L * 0 (t, x, y) is locally Lipschitz continuous. Proof. Take any (t, x) ∈ Ω and y ∈ R m . The nonemptiness of ∂ y L * 0 (t, x, y) follows from the representation of the subdifferential
and the coercivity of L (see hypothesis (H3)), which ensures existence of a maximizing v. Take any compact neighborhood N of (t, x) and a number N > 0. Representation (4.1) and hypothesis (H3) also ensure the existence of M > 0 such that u ∈ ∂ y L * 0 (t , x , y ) and (t x ) ∈ Ω, y ∈ y + N B imply (4.2) |u | ≤ M .
Let k 1 be a Lipschitz constant for L on N × M B. Choose arbitrary (t , x ) ∈ N and y ∈ y + N B. Choose also
By a fundamental property of "convex" subdifferentials,
It follows that
for some e ∈ N U (u) and e ∈ N U (u ). In consequence of the local Lipschitz continuity of ∇ u L and (4.2), there exists k 1 > 0, independent of the choice of t , x , y , u , such that
We have
However, there exists k 2 > 0 (independent of our choice of ((t , x ), y ) in N × (y + N B)) such that
Also, by the definition of the "convex" normal cone e , u − u ≥ 0 and e, u − u ≥ 0 .
It follows that
By (4.3) and the triangle inequality
This inequality implies that ∂ y L * 0 (t, x, y) is single-valued. Since a convex function with a single-valued subdifferential is continuously differentiable, ∂ y L * 0 (t, x, .) is continuously differentiable. The above inequality also implies that (t,
Proof. To simplify notation, we shall write ∇ y L * 0 (t, x, y + v) as ∇ y L * 0 (y + v) and suppress the argument (t, x) in expressions involving G(t, x), etc.
Take any {α j } such that α j ≥ 0 for each j. Write
where v is as in the lemma. Then
Since L is continuously differentiable (with respect to the control variable),
for some e ∈ N U (u ) and e ∈ N U (u). By the strong convexity hypothesis (H3), there exists k 1 > 0, independent of our choice of t, y and {α j }, such that
From (4.5)
By properties of the (convex) normal cone e , (u − u ) ≤ 0 and e, (u − u) ≤ 0 .
Further, it can be deduced from the constraint qualification (H4) that there exist k 2 and ε > 0, independent of our choice of (t, x, y), e , e and {α j } satisfying (4.4), such that
Assembling these inequalities, we conclude that
. This is what the lemma asserts. The following lemma, stated without proof, is a direct consequence of Lemma 4.1, the representation ofū given by (4.1), the fact that q(.) is a function of bounded variation, and the maximum principle conditions. Lemma 4.3. We can chooseū (from the equivalence class of a.e. equal functions) to have left and right limits at all points in (S, T ) and one sided limits at the endpoints. (This version of )ū is a bounded function. The functionsx and p are Lipschitz continuous.
Next we establish that µ has no atoms at interior points, and we list some related properties.
Lemma 4.4. µ has no atoms in (S, T ). Consequently, q(.) is continuous on (S, T ) and has one sided limits at its endpoints.ū is continuous on [S, T ] (strictly speaking, has a continuous version). For each t ∈ (S, T ) and j ∈ J (t,x), we have
Proof. Take any t ∈ (S, T ). Choose j ∈ {1, 2, . . . , r}. If j / ∈ J (t,x), then µ j ({t}) = 0, by the complementary slackness condition (2.6). If, on the other hand, j ∈ J (t,x(t)), then h j (t,x(t)) = 0. It follows that
for δ sufficiently small. Passing to the limit as δ ↓ 0 and recalling thatū has left and right limits, we obtain (4.7)
∇ t h j + ∇ x h j , f + Gū(t + ) ≤ 0 and (4.8)
(Here, h j , f , etc. are evaluated at (t,x(t)).) We deduce from these inequalities that
Noting (4.1) and appropriately weighting and summing this inequality over all j's in J (t,x) give
By Lemma 4.2, however, there exists k 1 > 0 such that
It follows that j µ j ({t}) = 0. We have shown that µ has no atoms in (S, T ). We conclude from the definition of q(.) that q(.) is continuous on (S, T ) and has one sided limits at the endpoints. The same is true then ofū, in view of Lemma 4.1. By redefiningū to take at its endpoint values one sided limits, we can arrange thatū is continuous. Finally, we observe that (4.6) follows from (4.7) and (4.8).
In view of the preceding lemma, we can unambiguously write [s,t] µ j (dσ) as
The next objective is to find a constant K such that, for any interval
The following lemma establishes such a bound in the special case when [s, t] has the following property: all state constraints that are active at some point in the interior of [s, t] are also active at both endpoints. To investigate this special case, it is helpful to introduce some additional notation:
A [s,t] := {j ∈ {1, . . . , r} : h j (τ,x(τ )) = 0 for some τ ∈ (s, t)} .
(The right side will be recognized as "the set of indices corresponding to state constraints that are active at some point in (s, t).") Lemma 4.5. There exists K > 0 such that, given any interval [s, t] ⊂ (S, T ) with the property
Proof. Suppose the assertions of the lemma are false. Then there exist K i ↑ ∞ and intervals [s i , t i ] ⊂ (S, T ), i = 1, 2, . . . , such that
and (4.10)
By extracting a subsequence, we can arrange that there is a fixed index set A such that A = A [si,ti] for all i. Notice that (4.10) implies that
we can arrange, by extraction of a further subsequence, that either of the two cases (a) or (b) occur:
Let us first assume that (a) is true. For each i define
Note, however, that, for each j ∈ A, supp{µ j } ⊂ {s : h j (s,x(s)) = 0} and h j (t i ,x(t i )) = 0 .
and carrying out an integration by parts give
(Here and below, ∇ t h j , ∇ x h j , f , and G are evaluated at (t,x(t)).) However,
In these formulae,
Taking note of (4.6) and the local Lipschitz continuity of f , ∇ t h j , and ∇ x h j , we deduce from Lemmas 4.1 and 4.3 that there exists k 1 > 0 (independent of i) such that, for each j and t ∈ [s i , t i ],
We conclude that
On the other hand, Lemma 4.2 tells us that there exists k 2 > 0, independent of i, such that
Bearing in mind that
we deduce that
However, the expression on the right is positive for i sufficiently large. This is not possible since P i = a i + b i = 0 for all i. The case (b) is treated in analogous fashion by considering the equation Q i = 0, where
Now define
Forr ∈ {0, . . . , r} denote by (Hr) the following condition.
(Hr) There exists Kr ≥ 0 with the following property: given any subinterval
Lemma 4.6. Condition (Hr) is satisfied forr = r.
Proof. (Hr) is satisfied withr = 0 since, in this case, µ j = 0 for all j ∈ {1, . . . , r}. Fixr ∈ {0, . . . , r − 1}, and assume that (Hr) is true.
We shall show that (Hr +1 ) is true. 
We can assume that N [s,t] =r + 1, for otherwise (4.11) is true with Kr +1 = Kr. Our next goal is to find a points ∈ [s, t] such that (4.12)
and either of the following two conditions holds:
, we can sets = s, and (4.12) and condition (b) are satisfied. So we can assume that
We now construct an increasing sequence {s i } ⊂ (s, t] that terminates after N steps, in which case we sets = s N , or which is an infinite sequence, in which case we set s = lim i→∞ s i . In either case,s will have the desired properties, as we now confirm. Define
By condition (4.13), s 1 > s. We have
If s 1 = t, sets = s 1 . Then condition (a) is satisfied, and so is (4.12), by the induction hypothesis. If s 1 < t and
, also sets = s 1 . In this case condition (b) and (4.12) are satisfied. Otherwise, s 1 < t and
hj(s 1 ,x(s 1 )) < 0 for somej ∈ A [s,t] .
In this case define s 2 (> s 1 ) to be (4.14)
By the induction hypothesis j [s1,s2] µ j (ds) ≤ Kr|s 2 − s 1 |, from which we conclude that
Observe also that, if s 2 < t,
for otherwise s 2 cannot provide the supremum in (4.14). 
. If either (a) or (a ) are true, then (4.11) is true with Kr +1 = Kr. If, on the other hand,s < t and s <t, thens ≤t and h j (s,x(s)) = h j (t,x(t)) = 0 for all j ∈ A [s,t] .
If follows from Lemma 4.5 that, for some K > 0 (that does not depend on [s, t]), 
Since p(.) is Lipschitz continuous,
is also Lipschitz continuous on (S, T ). It merely remains to conclude from Lemma 4.1 that the version ofū chosen to coincide with the function t → ∂ y L * 0 (t,x(t), G T (t,x(t))q(t)) on the interior of [S, T ] and to assume the function's one sided limits at the endpoints, is Lipschitz continuous.
5.
Conditions for normality. Theorem 3.1 provides conditions for Lipschitz continuity of optimal controls in circumstances when minimizers are normal extremals. It is of interest then to know when minimizers can be interpreted as normal extremals.
In this section we give two "constraint qualifications" (i.e., conditions on the data relating to the dynamic, pathwise, and endpoint constraints of problem (P)) that, when added to (H1)-(H4), ensure normality.
The first involves the (Clarke) generalized Jacobian: take y ∈ R k and a function ψ : R n → R k which is Lipschitz continuous on a neighborhood of y. The generalized Jacobian co ∂ψ(y) of ψ at y is defined to be co ∂ψ(y) := co{ξ ∈ R k×n : ∃y i → y , ξ i → ξ, and ξ i = ∇ψ(y i ) for all i} (In this definition, ∇ψ(y i ) refers to the Fréchet derivative. There is no ambiguity of notation, since, in the case k = 1, co ∂ψ(y) coincides with the convex hull of the subdifferential ∂ψ(y) defined in section 1 (see [2] ).) co ∂ x ψ(y) denotes the (partial) generalized Jacobian of a function of several variables including x, with respect to the x variable alone. Define (5.1)
there exists a measurable function u : [S, T ] → R m such that (5.2) ∇ t h j (t,x(t)) + ∇ x h j (t,x(t)), y u (t) < 0 for all j ∈ J (t,x) and t ∈ [S, T ] and v, y u (T ) < 0 for all nonzero vectors v ∈ N C1 (x(T )) , where y u is the solution tȯ
(CQ) 1 can be regarded as a generalization of the Slater-type "interiority" hypothesis invoked by Hager [7] to allow for nonlinear nonsmooth dynamics.
(CQ) 1 falls somewhat short of providing directly verifiable hypotheses for normality, since it involves assessing controllability properties of a time-varying linear system, in the presence of pathwise control and state constraints.
The next constraint qualification places merely pointwise restrictions on the data and is accordingly of a more directly verifiable nature. The application of this alternative constraint qualification is restricted, however, to optimal control problems for which the right endpoint of state trajectories are free. On the other hand, it covers problems for which C takes the form
("fixed left endpoint and free right endpoint") and for which h j (S, x 0 ) = 0 ("fixed initial state located in the state constraint set boundary"). This is a case of interest in which (CQ) 1 is never satisfied. (Equation (5.2) is violated at t = 0.) (CQ) 2 The endpoint constraint set takes the form C = C 0 × R n for some C 0 ⊂ R n . The functions h k , i = 1, . . . , r are twice continuously differentiable. There exist constants ε, δ, γ > 0 and a continuous function ν :
n is any point satisfying |ξ −x(t)| ≤ ε and h j (t,x(t)) ≥ −δ for some j , then ∇ t h j (t, ξ) + ∇ x h j (t, ξ), f (t, ξ) + G(t, ξ)ν(t, ξ) < −γ.
The following proposition provides conditions for optimal controls to be Lipschitz continuous, in which the "(x,ū) is a normal extremal" hypothesis of Theorem 3.1 is replaced by either of the above constraint qualifications.
Proposition 5.1. Let (x,ū) be a minimizer for (P). Assume Hypotheses (H1)-(H4) are satisfied. Assume also that either (CQ) 1 or (CQ) 2 is satisfied. Thenū is Lipschitz continuous.
Proof. Take (x,ū) to be a minimizer for (P). Then (x,ū) is a minimizer also for the related optimal control problem (we label it (Q)), in which the endpoint constraint set C is replaced by {x(S)} × C 1 , where C 1 was defined by (5.1).
If (CQ) 2 is satisfied (together with (H1)-(H4)), then it is known (see [10] ) that the minimizer (x,ū) is a normal extremal. The fact thatū is Lipschitz continuous (after, if required, adjustment on a null-set) now follows from Theorem 3.1, applied to (x,ū), regarded as a minimizer for (Q).
Suppose next that condition (CQ) 1 (together with (H1)-(H4)) is satisfied. Then the conditions are met under which (x,ū), regarded as a minimizer for (Q), satisfies the maximum principle (see, e.g., [12, Chapter 6] ). We conclude that there exist p ∈ W 1,1 ([S, T ]; R n ), µ j ∈ C ⊕ (S, T ) for j = 1, . . . , r, and λ ≥ 0 such that, writing (5.5) q(t) = p(t) + for some η ∈ ∂ x1 l(x(S), x 1 )| x1=x(T ) and v ∈ N C1 (x(T )) .
We now show that these conditions can be satisfied only if λ > 0. Since multipliers can be scaled by an arbitrary positive constant, this will imply that the maximum principle (for (x,ū), regarded as a solution to (Q)) is satisfied with λ = 1, i.e., (x,ū) is a normal extremal for (Q). The Lipschitz continuity ofū will then follow from Theorem 3. Here, u(.) is the function whose existence is hypothesized in (CQ) 1 . From (2.5) we deduce that a(u(.)) ≥ 0 .
However, an analysis along the lines of that in [5] permits us to deduce from (2.5), (2.6), and (5.7) that (5.8)
(∇ t h j (t,x(t)) + ∇ x h j (t,x(t)), y u (t) )µ j (dt) + v, y u (T ) .
We know that, since it is assumed that λ = 0, ((µ 1 , . . . , µ r ), p) = 0 .
However, if µ j = 0 for some j, the right side of (5.8) is strictly negative, which is a contradiction. So suppose µ j = 0 for all j. In this case p = 0. We must have v = 0 (since otherwise by (5.6), p ≡ 0). However, then, once again, we arrive at the contradiction that the right side of (5.8) is strictly negative.
