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Elementarni toposi ponujajo modele različice teorije množic, ki jo lahko alternativno
formuliramo kot teorijo tipov [1], poznano kot interno logiko toposa. V tem smislu
se lahko vprašamo, ali principi teorije množic, kot so aksiom izbire, veljajo v danem
elementarnem toposu ali ne. Prvi cilj tega projekta je razumeti in predstaviti ozadje
potrebno za matematično formulacijo teh vprašanj [1,2]. Drugi cilj je sistematična
obravnava principov izbire [3] znotraj razvitega okolja.
Glavni obravnavani principi izbire bodo: števna izbira (CC), odvisna izbira
(DC) in aksiom izbire (AC). Na eni strani bodo predstavljeni rezultati, ki določajo
potrebne in zadostne pogoje za zadostitev CC, DC ali AC v elementarnem toposu.
V primeru Grothendieckovih toposov [2] bodo ti pogoji zavzeli posebno naravno
matematično obliko, ki ne vsebuje interne logike.
Na drugi strani bodo predstavljeni primeri Grothendieckovih toposov, ki razliku-
jejo med različnimi oblikami izbire. V ta namen bodo uporabljeni atomski toposi
(ki so tesno povezani s permutacijskimi modeli teorije množic). V atomskem toposu
je oder (kategorija z Grothendieckovo topologijo), na katerem sloni topos, posebno
enostavne oblike. Projekt bo v naslavljanju tega cilja raziskoval, ali je mogoče
poiskati zadostne pogoje za oder, da je v atomskem toposu veljavnost principov
izbire zagotovljena.
Work plan
Elementary toposes provide models of a form of set theory that can alternatively
be formulated as a type theory [1] known as the internal logic of the topos. In
this context, it is possible to ask whether set theoretic principles, such as forms of
the axiom of choice, are validated or not in any given elementary topos. The first
goal of this project is to understand and present the background material needed to
formulate this question mathematically [1,2]. The second goal is to systematically
consider different choice principles [3] in this setting.
The main choice principles considered will be: Countable Choice (CC), Depen-
dent Choice (DC) and the full Axiom of Choice (AC). In one direction, results will
be given that provide necessary and sufficient conditions for an elementary topos
to satisfy CC, DC or AC. In the special case of Grothendieck toposes [2], these
conditions can be given in a particularly natural mathematical form that does not
involve the internal logic.
In the other direction, the project will exhibit examples of Grothendieck toposes
that distinguish between the different forms of choice. The aim is to do this using
atomic toposes (which are closely related to permutation models of set theory). In an
atomic topos, the site (category with a Grothendieck topology) defining the topos
has a particularly simple form. In addressing this goal, the project will explore
whether it is possible to provide conditions on the site that suffice to ensure the
validity of choice principles in an atomic topos.
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Toposni modeli principov teorije množic
Povzetek
V delu pristopimo k obravnavi aksiomov izbire različnih moči preko toposov. Naj-
prej predstavimo Grothendieckove topose, nato pa abstraktno aksiomatizirane el-
ementarne topose. Za slednje pokažemo, da so na naravni način nosilci logike,
preko katere lahko znotraj toposa izrazimo trditve iz teorije množic. Obravnavamo
toposne različice aksioma izbire, aksioma odvisne izbire in aksioma števne izbire.
Za Grothendieckove topose (nad atomskimi odri) navedemo naravne pogoje (brez
uporabe notranjega jezika toposa) za veljavnost toposnih različic aksiomov izbire.
Dokažemo, da tudi za toposne različice formulacij veljajo iste implikacije kot v teoriji
množic. Predstavimo tudi tri konkretne primere Grothendieckovih toposov in tako
dokažemo, da obratne implikacije ne veljajo ter da so vsi trije obravnavani aksiomi
neodvisni od IZFA (intuitionistične ZF, kjer so dovoljeni atomi).
Topos models of set-theoretic principles
Abstract
In this thesis we approach axioms of choice of different strength by considering topoi.
First, we present Grothendieck topoi and afterwards their abstractly axiomatised
counterparts called elementary topoi. For these we show, that they carry logic,
through which we can express set-theoretic statements. We consider topos versions
of axiom of choice, axiom of dependent choice and axiom of countable choice. For
Grothendieck topoi (over atomic sites) we give natural conditions (without reference
to the internal language of the topos) for validity of the internal choice principles.
We show that the same implications as for the set-theoretic versions also hold for
the topos versions. We present three concrete examples of Grothendieck topoi,
which show that the converses of these implications are not valid and that the three
considered axioms are independent from IZFA (intuitionistic ZF, where atoms are
allowed).
Math. Subj. Class. (2010): 03G30, 18B25, 03E35
Ključne besede: topos, snop, oder, aksiom izbire, aksiom odvisne izbire, aksiom
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In this work we consider an alternative approach to giving independence proofs of
set-theoretic statements. As an alternative to standard models used in set theory,
i.e. transitive ∈-models (either on sets or classes), we use topoi (plural for topos).
Many constructions of topoi are based on permutation models with atoms or forcing
models. Moreover, these two methods are, in a sense, unified in a single method.
Permutation models with atoms are an older method than forcing and were used
to establish that the axiom of choice is independent from set theory with atoms
(ZFA). ZFA is different from ZF in that it allows atoms, i.e. objects which are
not sets. Forcing was introduced by Paul Cohen in his proof of independence of
the (generalised) continuum hypothesis and has since then become one of the most
important tools for establishing independence results for ZF.
The idea of a topos was first conceived by Alexander Grothendieck, who em-
ployed the notion in algebraic geometry. One of the applications was in the study of
cohomology of generalised spaces. The notion of the sheaf on topological spaces was
considered for some time before in the study of Riemann surfaces. Grothendieck’s
idea was to define Grothendieck topologies on a general category, thus getting sites,
i.e. categories equipped with a Grothendieck topology. On those he defined sheaves.
Then a Grothendieck topos is any category equivalent to the category of all sheaves
on a site.
It was not long before the notion of a topos became important in logic and set
theory. William Lawvere was searching for an appropriate mathematical foundation
for physics. He felt that category theory was a suitable choice and he soon came
up with axiomatic definition of a topos, which is now called elementary topos. A
topos is a category, that shares some especially nice properties with the category of
sets (and this is the reason, why it is appropriate to consider topoi as alternative
models of set theory). One can thus approach the foundations of mathematics by
first axiomatically defining categories (without the use of set theory) and then take
as the axiom that there is a well-pointed elementary topos. In [9] it is shown that
such an axiomatisation is equivalent to restricted Zermelo set theory with the axiom
of choice (RZC).
It was soon observed, that topoi carry a language, called the Mitchell-Bénabou
language. Through it one can express truth in a topos. Usually, this logic is in-
tuitionistic, i.e. there is no rule of excluded middle and one thus cannot use the
method of proof by contradiction. Because of this, topoi are important in theoret-
ical computer science as there is some preference for constructive mathematics in
giving foundation to computer science. There is a very nice semantics for truth in
an elementary topos, called Kripke-Joyal semantics. This semantics simplifies even
further when we are in a Grothendieck topos to sheaf semantics, but we will restrict
ourselves to semantics in elementary topoi.
Among the many interesting logical properties one can express in a topos is
what it means for a topos to validate a certain axiom of set theory. In his article
[2], Fourman describes how to interpret all of IZFA (intuitionistic ZFA) inside topoi.
Therefore we can establish independence results for IZFA by presenting two topoi,
one that validates IZFA and the axiom in question, and another that validates
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IZFA and violates the axiom in question. Moreover, it is established in [2], that
every locally small, complete and cocomplete elementary topos (and hence every
Grothendieck topos) validates IZFA. Thus, in order to prove the independence of
some axiom from IZFA, it suffices to find two Grothendieck topoi, one that validates
the axiom and another that invalidates it. Furthermore, if the topos validating IZFA
is Boolean, it validates ZFA.
We will focus on the (independence of the) three axioms of choice. The three
axioms we will consider are the full axiom of choice, and the weaker dependent choice
and countable choice.
All of our models will be atomic topoi (sheaves over sites with atomic topology).
Those are particularly nice topoi that correspond to permutation models in the
following way: every connected atomic topos with a point is a category of continuous
G-sets (a continuous G-set is a discrete space X equipped with a continuous action
of a topological group G) for some topological group G (see [5]).
In this thesis, we begin by presenting preliminary definitions and results from
category theory.
In chapter 2, we define Grothendieck topologies and the corresponding notion
of basis for a Grothendieck topology. We then define sites and give some examples.
We continue by presenting sheaves on sites and listing their properties. The chap-
ter concludes with the definition of an elementary topos and the result that every
Grothendieck topos is also an elementary topos.
In chapter 3, we begin by defining the natural numbers object in a topos. Just
as the natural numbers are very important in first-order logic, so is this object in
topos theory. In order to present the Mitchell-Bénabou language, we first present
internal Heyting algebras. This is followed by a detailed account of the Mitchell-
Bénabou language and its Kripke-Joyal semantics. We then state three different (in
decreasing strength) versions of choice in a topos: the internal axiom of choice (IAC),
the internal dependent choice (IDC) and the internal countable choice (ICC). We
prove that IAC implies IDC and that IDC implies ICC. For IDC and ICC we present
equivalent formulations which are very useful when one tries to prove that a given
topos either validates or invalidates that version of internal choice. Although these
characterisations are presumably part of the folklore, we have not found them in
the literature. We also present natural category-theoretical conditions for (atomic)
Grothendieck topoi to satisfy a certain internal axiom of choice. For IAC we give
a necessary condition for general Grothendieck topoi and for IDC and ICC we give
sufficient conditions for atomic topoi.
In chapter 4, we present four Grothendieck topoi and establish that ICC does not
imply IDC, that IDC does not imply IAC and that all three axioms are independent
from IZFA (as discussed above). The corresponding results in the context of set
theory (for ZFA) are well known. For example, proofs using permutation models
can be found in [3]. In this dissertation we give direct topos-based proofs of the
independence of the axioms.
The first topos is the well known Schanuel topos, which invalidates internal
countable choice. This model is based on the Fraenkel-Mostowski permutation mod-
els with atoms.
The second topos is one which validates internal countable choice but invalidates
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internal dependent choice thus proving that ICC does not imply IDC and together
with the first topos this establishes the independence of ICC. This result is well
known, but we believe that our topos-theoretic presentation is new. The underlying
site is based on well-founded countable trees.
The third topos validates internal dependent choice and violates the internal
axiom of choice, proving that IDC does not imply IAC and together with the previous
model establishes that IDC is independent. The site is based on functions from
countable sets to a fixed uncountable set.
The fourth example is Set (the category of sets) and is included for completeness,
as (assuming ZFC in the meta-theory) it validates IAC and thus, together with the
previous example, completes the proof that IAC is independent.
In appendix we briefly discuss type theory and why the internal language of topoi
is a type theory. We also touch list objects, which are used in one of the proofs.
Most of the definitions and results, as well as the layout of the presentation
in chapters 1 – 3 are based on the book Sheaves in Geometry and Logic: A First




Before considering category theory, about which this chapter really is about, we
explain the following notation. When taking countably indexed families, countable
products or countable coproducts we will use the notation:
{fi : i ∈ ω}.
Here ω denotes the first infinite ordinal number. If the reader is unfamiliar with
ordinals it is perfectly adequate to replace ω with N. We use ω because we will
consider natural numbers objects and we do not want to cause confusion with too
many different natural numbers.
On some occasions we will meet ordinal and cardinal numbers. The only thing
that the reader needs to know is that ℵ1 is the first uncountable cardinality and
that
ℵ1 ≤ |R| = |P(N)|,
where | − | denotes the cardinality and P(N) is the power set of N.
We will define category theory within set theory. One could also give axioms for
categories independently of set theory, as is done in [8], where such constructs are
called “metacategories”.
We start with the inevitable basic definitions. The reader familiar with category
theory might skip this chapter, or have a glance at it to observe the notation used.
We loosely follow the brief presentation in [9].
1.1 Basic definitions from category theory
Definition 1.1. A category C consists of a class of objects, denoted by Obj(C), a
class of morphisms between pairs of objects, denoted by Hom(C), where the subclass
of all morphisms between two given objects C and D is denoted by HomC(C,D),
and operations 1 and ◦, which satisfy:
1. The operation 1 assigns to each C ∈ Obj(C) a morphism 1C ∈ HomC(C,C).
2. For any A,B,C ∈ Obj(C) and f ∈ HomC(A,B), g ∈ HomC(B,C) it holds that
g ◦ f ∈ HomC(A,C).
3. The operation ◦ is associative, i.e. for all A,B,C,D ∈ Obj(C) and f ∈
HomC(A,B), g ∈ HomC(B,C), h ∈ HomC(C,D) it holds that h ◦ (g ◦ f) =
(h ◦ g) ◦ f .
4. For any g ∈ HomC(B,C) it holds that 1C ◦ g = g = g ◦ 1B.
Definition 1.2. A morphism f ∈ HomC(C,D) is called
• a monomorphism (or monic morphism or mono), when for each morphisms
g, h ∈ HomC(E,C), f ◦ g = f ◦ h implies g = h,
• an epimorphism (or epic morphism or epi), when for each morphisms g, h ∈
HomC(D,E), g ◦ f = h ◦ f implies g = h,
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• an isomorphism (or iso), if there is a morphism g ∈ HomC(D,C) such that
g ◦ f = 1C and f ◦ g = 1D. If there is an isomorphism between two objects,
we say that they are isomorphic.
Remark 1.3. We will often write f : C → D or C f−→ D for a morphism f ∈
HomC(C,D). We say that C is the domain and D the codomain of f . When the
surrounding category is clear, we will omit the index of Hom. When it will be
apparent from the context we will also omit ◦ and instead of f ◦ g write just fg.
If f : C → D is a monomorphism, we emphasise this by writing f : C  D and
if f : C → D is an epimorphism, we emphasise this by writing f : C  D.
An example, and perhaps the most important one, is the category, whose objects
are sets and morphisms are maps between them. Here ◦ is usual the composition of
maps and 1C is the identity map on the set C. This category is denoted by Set.
We will be especially interested in special kinds of categories:
Definition 1.4. A category C is locally small if for each objects C,D ∈ Obj(C) we
have that HomC(C,D) is a set. If additionally both Obj(C) and Hom(C) are sets C
is small. Small categories will be denoted by blackboard bold typeface letters, in
this case by C instead of C.
Definition 1.5. The opposite category Cop of the category C is the category with
the same objects as C but where the morphisms are reversed, i.e. for any C,D ∈
Obj(C) = Obj(Cop), a morphism f ∈ HomC(C,D) bijectively corresponds to a mor-
phism f̂ ∈ HomCop(D,C).
The following notion captures the concept of maps between categories:
Definition 1.6. A functor from a category C to a category D (we write F :
C → D) is a prescription F , which assigns to each object C ∈ Obj(C) an ob-
ject F (C) ∈ Obj(D) and to each morphism f ∈ HomC(C,D) a morphism F (f) ∈
HomD(F (C), F (D)), so that F (f ◦ g) = F (f) ◦ F (g) and F (1C) = 1F (C), where g is
any morphism in HomC(B,C) for some B ∈ Obj(C).
Observe, that if F is a functor from C to D and G is a functor from D to
E , then G ◦ F is a functor from C to D, defined by (G ◦ F )(C) = G(F (C)) and
(G ◦ F )(f) = G(F (f)).
Definition 1.7. Suppose F and G are functors from C to D. A natural trans-
formation φ from F to G (denoted by φ : F → G) is a collection of morphisms
φC : F (C) → G(C), where C ranges over objects of C, so that for any morphism






If for each C ∈ Obj(C) the morphism φC is an isomorphism, we say that φ is a
natural isomorphism.
Note that if φ : F → G and ψ : G → H are natural transformation between
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functors from C to D, then ψ ◦ φ : F → H is also a natural transformation, defined
by (ψ ◦ φ)C = ψC ◦ φC . Hence we can define the following.
Let C be any small category. We define SetCop as the category, which has as
objects functors from Cop to Set and as morphisms natural transformations. Here
1F is the identity natural transformation, that is 1F (C) : F (C) → F (C) is the
identity function on the set F (C). The composition ◦ is as above. It is clear that
all the axioms for a category hold. We call the category SetCop the category of
presheaves and its objects presheaves. Suppose F ∈ Obj(SetCop), that C ∈ Obj(C)
and that x ∈ F (C). Then for f : D → C in C, we denote F (f)(x) by x · f .
More generally we can define DC for any two categories C and D, where we
replace Cop by C and Set by D in the above. Such categories are called functor
categories.
We will use the following functor, called the representable functor, at several
occasions. Let C be a small category. Define
y(C)(D) := HomC(D,C) y(C)(f : E → D) := − ◦ f.
We will write y(C;D) for y(C)(D). Then y : C→ SetCop is a functor.
Now suppose, that Φ : F → G is a natural transformation between functors from
C to D and H is a functor from D to E . Then H(Φ) : H ◦ F → H ◦ G is again a
natural transformation, defined by H(Φ)C = H(ΦC) : H(F (C))→ H(G(C)).
Definition 1.8. Suppose F ∈ SetCop . Then Q ∈ SetCop is a subfunctor (also called
a subpresheaf ) of F , if Q(C) ⊆ F (C) for all C ∈ Obj(C) and if for any f : C → D
in C it holds that Q(f) is the restriction of F (f) : F (D)→ F (C) to Q(D).
Definition 1.9. A functor F from C to D is:
1. faithful, if for every two objects C,D ∈ Obj(C) the induced map
F |HomC(C,D) : HomC(C,D)→ HomD(F (C), F (D))
is injective.
2. full, if for every two objects C,D ∈ Obj(C) the induced map
F |HomC(C,D) : HomC(C,D)→ HomD(F (C), F (D))
is surjective.
3. an equivalence of categories, if it is faithful and full and if for every object
E ∈ Obj(D) there is an object C ∈ Obj(C) so that F (C) and E are isomorphic
in D.
Remark 1.10. What we have defined as an equivalence of categories is usually
called a weak equivalence of categories. A functor F : C → D is then said to be
an equivalence of categories, if there is a functor G : D → C, so that G ◦ F and
F ◦G are naturally isomorphic to the identity functors on C and D respectively. If
we assume the axiom of choice in the meta-theory (which we do), then the notions
agree (see [8, p. 93, Theorem 1]).
If there exists an equivalence of categories between C and D, we say that C and
D are equivalent.
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1.2 Constructions of new objects
We will present some special kinds of objects and basic construction of new objects
from old ones. We will also introduce diagrams, which are very helpful when thinking
about category theory. Let us fix some category C.
Initial object is an object, denoted by 0, for which it holds that for every C ∈
Obj(C) there exists a unique morphism from 0 to C.
Terminal object is an object, denoted by 1, for which it holds that for every
C ∈ Obj(C) there exists a unique morphism from C to 1.
Product of two objects C and D is an object, denoted by C × D, together with
morphisms p : C ×D → C and q : C ×D → D called projections, such that
for any object E and morphisms f : E → C and g : E → D there is a unique
h : E → C ×D for which p ◦ h = f and q ◦ h = g. The corresponding diagram
is:





We usually denote the projection on the first factor (denoted by p above) by
π1 and projection on the second factor (denoted by q above) by π2. For the
unique h, we write ⟨f, g⟩. If f : A → C and g : B → D, we write f × g for
⟨fπ1, gπ2⟩ : A×B → C ×D.
Coproduct of two objects C and D is an object, denoted by C ⨿D, together with
morphisms i : C → C ⨿ D and j : D → C ⨿ D called inclusions, such that
for any object E and morphisms f : C → E and g : D → E there is a unique
h : C ⨿D → E for which h ◦ i = f and h ◦ j = g. The diagram displaying this
is:







We usually denote the inclusion of the first component (denoted by i above)
by ι1 and the inclusion of the second component (denoted by j above) by ι2.
For the unique h we write f + g. If f : A→ C and g : B → D, we write f ∐ g
for ι1f + ι2g : A
∐
B → C ∐D.
In a very similar fashion one can define a coproduct of arbitrarily many objects
(the same goes for products). There is a nice result about them:
Proposition 1.11. Suppose fi : Xi  Yi are epimorphisms in C for i ∈ I









is again an epimorphism.
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Proof. Assume g, h : ∐i∈I Yi → Z are such that g ◦ (∐i∈I fi) = h ◦ (∐i∈I fi).
Since the domain of g and h is a coproduct, they are uniquely determined by
gi = g ◦ ιi : Yi → Z and hi = h ◦ ιi : Yi → Z for i ∈ I. The assumption
g ◦ (∐i∈I fi) = h ◦ (∐i∈I fi) implies that for each i ∈ I, it holds that gi ◦ fi =
hi ◦ fi and since fi are epimorphisms, we conclude that gi = hi and thus also
g = h.
Pullback of morphisms f : D → C and g : E → C is an object P , together
with morphisms g′ : P → D and f ′ : P → E, so that for any object T and
morphisms p : T → D and q : T → E, for which f ◦ p = g ◦ q, there exists
a unique morphism t : T → P so that g′ ◦ t = p and f ′ ◦ t = q. This is best










We say that f ′ is a pullback of f and g′ is a pullback of g.
For pullbacks, we present two propositions, which will be useful later.
Proposition 1.12. The pullback of a monomorphism is a monomoprhism.
Proof. Suppose f is monic in the above diagram and a, b : T → P are such
that f ′a = f ′b. Then define q := f ′a : T → E and p := g′b : T → D. Because
of the commutativity of the square, it holds that fp = gq and thus there is a
unique t : T → P making the diagram commute. It is clear that b is such. To
complete the proof, we show that a also makes the diagram commute. Since
f(g′a) = gf ′a = f(g′b) and since f is monic, we conclude that indeed g′a = g′b
and thus a completes the diagram to a commutative one.








Then the right square and the outer rectangle are pullbacks if and only if the
two squares are pullbacks.
Proof. Suppose first that the outer rectangle and the right square are pull-
backs. Assume also X ∈ Obj(C) and arrows x : X → B and y : X → D for
which ex = gy. Then also hgy = fbx, because the right square commutes.
Then there is a unique z : X → A, for which dz = y and baz = bx, as the outer
rectangle is a pullback. For both az, x : X → B it holds that when composed
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with e (respectively with b), we obtain gy (respectively bx). Since the right
square is a pullback, we get that az = x. If there were another z′ : X → A,
with dz′ = y and az′ = x, it would follow that baz′ = bx and this would
contradict the uniqueness of z as given by the pullback property of the outer
rectangle.
Now assume that both small squares are pullbacks and arrows x : X → C and
y : X → D so that fx = hgy. Because the right square is a pullback there is
a unique z : X → B for which bz = x and ez = gy. Because the left square is
a pullback, we get a unique t : X → A for which at = z and dt = y. Then it
is clear that t is the unique such that bat = x and dt = y.






is a pullback in C and X ∈ Obj(C), then also
X × P X × E





Pushout of morphisms f : C → D and g : C → E is an object P , together
with morphisms f ′ : E → P and g′ : D → P , so that for any object X and
morphisms p : D → X and q : E → X, for which p ◦ f = q ◦ g, there exists a











Equaliser of morphisms f, g : C → D is an object E together with a morphism
h : E → C for which it holds that for any morphism k : X → C, f ◦ k = g ◦ k








Having seen the above constructions one could define coequalizers, but we will
skip them as they will not play a role in furtherance.
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We will now present two more general notions which will encompass all of the
above. Suppose we have fixed J and C (according to our convention J is small).
Define ∆J : C → CJ, ∆J(C) as the functor that assigns to each J ∈ Obj(J) the
object C ∈ Obj(C) and to each f : J1 → J2 in J the identity 1C : C → C in C (when
it is clear what J is, we omit the subscript and write ∆). Suppose that Γ is any other
functor in Obj(CJ) (objects of this category are called diagrams or J-diagrams). A
natural transformation φ : ∆J(C) → Γ is the limiting cone of the diagram Γ, if for
any other natural transformation of the form ψ : ∆J(D) → Γ, where D ∈ Obj(C)
(such natural transformations are called cones), there is a unique f : D → C, such
that for ∆J(f) : ∆J(D)→ ∆J(C) it holds that φ ◦∆J(f) = ψ. We say that C is the
limit of Γ, and denote it by lim←−J(Γ).
A natural transformation φ : Γ→ ∆J(C) is the colimiting cocone of the diagram
Γ, if for any other natural transformation of the form ψ : Γ → ∆J(D), where
D ∈ Obj(C) (such natural transformations are called cocones), there exists a unique
g : C → D, such that for ∆J(g) : ∆J(C)→ ∆J(D) it holds that ∆J(g) ◦ φ = ψ. We
say that C is the colimit of Γ and denote it by lim−→J(Γ).
When it is clear from the context what J is, we omit the subscript in lim←− and
lim−→.
From the above list terminal objects, products, pullbacks and equalisers are all
special cases of limits while initial objects, coproducts, pushouts and coequalisers
are instances of colimits.
A limit or colimit is said to be small (respectively finite) if J is small (respectively
finite, i.e. Obj(J) and Hom(J) are finite). Terminal object, binary product, pullback
and equaliser are all instances of finite limits.
A functor F : C → D is said to preserve limits if for any diagram Γ and φ :
∆J(C) → Γ the limiting cone of Γ it holds that F (φ) : F ◦ (∆J(C)) → F ◦ Γ is the
limiting cone of F ◦ Γ. Dually, a functor F : C → D is said to preserve colimits
if for any diagram Γ and φ : Γ → ∆J(C) the colimiting cocone of Γ it holds that
F (φ) : F ◦ Γ→ F ◦ (∆J(C)) is the colimiting cocone of F ◦ Γ.
If the category has all small limits it is called complete, if it has all small colimits
it is cocomplete.
Theorem 1.14. The category Set is complete and cocomplete.
Proof. See [8, p. 110] for completeness. By dualising the construction in that proof,
we also get that Set is cocomplete.
Limits and colimits take a very simple form in SetCop for any C.
Proposition 1.15. Suppose C is any small category and Γ a J-diagram in SetCop.
Furthermore, for any C ∈ Obj(C) denote by ΓC the diagram in Set obtained by
evaluating each presheaf and natural transformation in Γ on C. Then SetCop is
complete and cocomplete and it holds that
(lim←−Γ)(C)
∼= lim←−ΓC and (lim−→Γ)(C)
∼= lim−→ΓC .
Proof. See [8, pp. 115–116, Theorem 1].
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1.3 Adjoints
We will now consider a very useful and important notion of a nice pair of functors.
Definition 1.16. Suppose we have functors F : C → D and G : D → C. We say
that F is left adjoint to G or that G is right adjoint to F , in symbols F ⊣ G, if there
is a prescription θ : Hom(C) → Hom(D) so that for any two objects C ∈ Obj(C)
and D ∈ Obj(D) it holds that θ|HomC(C,G(D)) is a bijective correspondence between
HomC(C,G(D)) and HomD(F (C), D) and that θ is natural in the following way: if
h : C → G(D) and f : C ′ → C are any arrows in C and g : D → D′ is any arrow in
D, then
θ(G(g) ◦ h ◦ f) = g ◦ θ(h) ◦ F (f).
We will often write ĥ for θ(h) when the adjunction will be clear and say that ĥ is
the transpose of h and vice-versa. Sometimes we will also write k̂ for θ−1(k), where
k : F (C)→ D.
Suppose F and G are as in the definition above. We associate to θ the unit and
counit morphisms. Suppose C ∈ Obj(C). Take for D in the above definition the
object F (C). Now define the unit ηC : C → GF (C) to be ηC = θ−1(1F (C)). Then
η : 1C → GF is a natural transformation, where 1C is the identity functor on C.
Now fix any D ∈ Obj(D) and take C = G(D). Then the counit is ϵD : FG(D)→
D, ϵD = θ(1G(D)) and ϵ : FG→ 1D is a natural transformation.
Definition 1.17 ([8, p. 55]). Suppose F : C → D is a functor, X ∈ Obj(D),
Y ∈ Obj(C), and f : X → F (Y ) an arrow in D. We say, that f is universal from X
to F , if for any Z ∈ Obj(C) and any arrow g : X → F (Z) in D, there is a unique
arrow h : Y → Z in C so that F (h) ◦ f = g.
To avoid confusion, we state the definition of the dual notion in a separate
definition.
Definition 1.18. Suppose F : C → D is a functor, X ∈ Obj(D), Y ∈ Obj(C), and
f : F (Y ) → X an arrow in D. We say, that f is universal from F to X, if for any
Z ∈ Obj(C) and any arrow g : F (Z)→ X in D, there is a unique arrow h : Z → Y
in C so that f ◦ F (h) = g.
Now we can state the properties of units and counits.
Proposition 1.19 ([8, p. 82, Theorem 1]). For each C ∈ Obj(C), the morphism
ηC : C → GF (C) is universal from C to G. For each D ∈ Obj(D) the morphism
ϵD : FG(D)→ D is universal from F to D.
Proof. See [8, p. 82].
As a corollary we get that adjoints are unique up to natural isomorphisms: as-
sume that both G and G′ are right adjoints to F , with counits ϵ and ϵ′. Now fix an
object D ∈ Obj(D). By the above, both ϵD and ϵ′D are universal from F to D. Con-
sider G(D) and ϵD. By universality of ϵ′D, there exists a unique f : G(D)→ G′(D)
so that ϵ′D ◦F (f) = ϵD. Conversely, there is also a unique arrow g : G′(D)→ G(D),
for which ϵD ◦ F (g) = ϵ′D. By uniqueness, it then follows that gf = 1G(D) and that
fg = 1G′(D) and thus G(D) and G′(D) are isomorphic. Furthermore, this isomor-
phisms constitute a natural isomorphism between G and G′ (we omit the proof of
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naturality). In a similar way one can show that left adjoints to G are unique (using
the unit η).
The following theorem is one of the many reasons why adjoints are useful.
Theorem 1.20 ([8, pp. 118–119]). Left adjoints preserve colimits. Right adjoints
preserve limits.
Proof. See [8, p. 118].
We will now focus on the following adjoint pair. Later we will also meet other
adjoints, and will consider them while dealing with them.
1.3.1 Product and Exponentiation
Suppose all binary products exist in C. Fix some object C ∈ Obj(C). We define
the functor C × − : C → C with (C × −)(D) = C × D and if f : D → E, then
(C × −)(f) = 1C × f : C × D → C × E. Suppose that (C × −) has a right
adjoint (which is unique by the above). We denote it by (−)C and say that C is
exponentiable. The category which has finite products and in which all objects are
exponentiable is called cartesian closed. The counit of the adjunction (C×−) ⊣ (−)C
is called evaluation, and is sometimes denoted by e instead of ϵ.
In Set, exponentiation is given by DC := HomSet(C,D) and (f : D → E)C :=
f ◦ −. We omit the details.
1.4 Subobject classifier
One of the niceness properties we expect from the categories in this thesis is to have
the following:
Definition 1.21 ([9, p. 32]). Suppose C has finite limits. A monomorphism true :
1  Ω, where Ω ∈ Obj(C), is the subobject classifier , if for every monic arrow






This φ is called the characteristic function of s.
If there is a monic s : S  A, we say that S is a subobject of A. Hence the
name in the above definition. Observe also, that for any object B and morphism





Moreover, if we start by s : S  A and if φ is its characteristic function, we get
s : S  A back by taking the above pullback, where we set B = A and f = φ.
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Conversely, if t : T  B is as in the above pullback, then f is the characteristic
function of t.
In Set the subobject classifier is the inclusion {0} = 1 ↪→ 2 = {0, 1}. For
s : S  A, the unique φ is
φ(x) =
⎧⎨⎩0 , if x ∈ im s1 , otherwise.
Note that this is the usual characteristic function (although, most people reverse 0
and 1, but this does not play any role).
We will present some further examples later. In SetCop subobjects coincide with
subfunctors defined in Definition 1.8 (see [9, pp. 36–37]).
1.5 Yoneda lemma
Suppose C is a small category. Recall that for each C ∈ Obj(C), we have the
representable functor y(C) = HomC(−, C). The following lemma is very important
in category theory and its applications. It will not be used directly in this thesis,
but we present it for completeness, as it is used in the background theory that we
have left out.
Lemma 1.22 (Yoneda lemma). For any F ∈ SetCop we have that
HomSetCop (y(C), F ) ∼= F (C).
Proof. See [8, pp. 59–62] (note that there the result is proved for SetC, but the proof
for SetCop is similar).
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2 Sites and topoi
2.1 Motivation
The idea behind Grothendieck topology is that of generalising the concept of topol-
ogy on a set to an arbitrary category. This new notion will include the old one
(although not in a very obvious way) as a special case.
The need for a more general theory first appeared in algebraic geometry and
early attempts to provide one were made by Alexander Grothendieck, who observed
an analogy between fundamental groups of topological spaces and Galois groups of
fields. In the book [9], which is also the principal source for this work, the motivation
and ideas behind these concepts are discussed more comprehensively.
2.2 Grothendieck topologies
We first give some basic definitions and properties.
Definition 2.1 ([9, p. 37]). Let C be a small category and C ∈ Obj(C). A sieve S
on C is a collection of morphisms with codomain C, such that whenever f ∈ S and
fg is defined, also fg ∈ S.
Suppose f : D → C and S a sieve on C. Then define
f ∗(S) = {g : E → D | E ∈ Obj(C), fg ∈ S}.
Proposition 2.2. For a small category C and C ∈ Obj(C), there is a bijective
correspondence between sieves on C and subobjects of y(C).
Proof. This proof follows the argument in [9, p. 37]. Given a subobject Q of y(C)
(see Definition 1.8) we define
S = {f : D → C | D ∈ Obj(C), f ∈ Q(D)}.
Suppose, that f : D → C is in S and that fg is defined for some g : E → D. Then
fg ∈ y(C;E) and fg = f · g, so fg ∈ Q(E) and thus fg ∈ S, making S a sieve.
Conversely, given a sieve S, we define
Q(D) = {f : D → C | f ∈ S}.
Since S is a sieve, for any f ∈ Q(D) and g : E → D, we have f · g = fg ∈ Q(E).
Therefore Q is indeed a subobject of y(C).
We are now ready to generalise the notion of topology:
Definition 2.3 ([9, p. 110, Definition 1]). A Grothendieck topology on a small
category C is a prescription J which assigns to every C ∈ Obj(C) a collection J(C)
of sieves on C, such that:
1. The maximal sieve tC = {f ∈ HomC(D,C) | D ∈ Obj(C)} is an element of
J(C).
2. Stability axiom: if S ∈ J(C) and h : D → C is any morphism, then h∗(S) ∈
J(D).
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3. Transitivity axiom: if S ∈ J(C) and R is any sieve on C, for which it holds
that f ∗(R) ∈ J(D) for every f : D → C in S, then R ∈ J(C).
If S ∈ J(C) we say that S covers C.
Suppose that S ∈ J(C) and S ⊆ R. For every f : D → C in S it holds that
f ∗(S) = tD. But since S ⊆ R, also f ∗(S) ⊆ f ∗(R), which means, that f ∗(R) = tD ∈
J(D). Now, we conclude by the transitivity axiom that R ∈ J(C).
Suppose that for each f : D → C in S ∈ J(C) we have some Rf ∈ J(D). Then
the sieve
T = {fg | f ∈ S, g ∈ Rf} ∈ J(C).
Indeed, for every f : D → C in S it holds that Rf ⊆ f ∗(T ), therefore we have
f ∗(T ) ∈ J(D) by the above. By the transitivity axiom it follows that T ∈ J(C).
These two properties of Grothendieck topology will be useful in some proofs later
on.
Definition 2.4. A site is a pair (C, J), where J is some Grothendieck topology on
the small category C.
Consider a topological space (X,O). Define a category C, whose objects are
elements of O and where there is exactly one morphism V → U if and only if
V ⊆ U (this construction works more generally for any partially ordered set). A
sieve S on U is then a collection of open subsets of U , such that whenever V is
in S and W ⊆ V , also W ∈ S (we call such a collection downwards closed). We
now specify a Grothendieck topology J by: S covers U if and only if the union of
elements of S equals U .
Let us check, that this indeed satisfies the axioms for a Grothendieck topology.
Obviously, the maximal sieve tU has the property that union of all elements equals
U . Suppose now, that S ∈ J(U) and that i : V → U (V is a subset of U). Then
i∗(S) = {W ∈ S | W ⊆ V } = {W ∩V | W ∈ S}. Obviously the union of this family
is equal to V , which proves the stability condition. Finally, assume that S ∈ J(U)
and that R is a sieve on U , for which i∗(R) ∈ J(V ) for each i : V → U in S. Since
U = ∪V ∈SV and ∪R ⊇ V for each V ∈ S (because ∪i∗(R) = V ), we have that
∪R = U so that the transitivity condition is proved.
We have shown, that J is a Grothendieck topology on C. Furthermore, this
topology coincides with the usual notion of a topology in that it is given in terms
of open covers.
Usually when working with a topological space, we prefer to think about it in
terms of its basis. A corresponding term for Grothendieck topology is:
Definition 2.5. A Grothendieck basis on C is a function K, that assigns to each ob-
ject C ∈ Obj(C) a collection K(C) of families of morphisms, such that the following
holds:
1. Identity axiom: {C 1C−→ C} ∈ K(C).
2. Stability axiom: Given any morphism D g−→ C and {Ci
fi−→ C}i∈I ∈ K(C),
there exist {Dj
f ′j−→ D}j∈J ∈ K(D) such that for each j ∈ J there exists i ∈ I
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3. Transitivity axiom: If {Ci
fi−→ C}i∈I ∈ K(C) and for every i ∈ I it holds that
{Ci,j
gi,j−−→ Ci}j∈Ji ∈ K(Ci), then also {Ci,j
fi◦gi,j−−−→ C}i∈I,j∈Ji ∈ K(C).
If R ∈ K(C) we say, that R covers C.
A slightly different definition is given in [9, p. 111, Definition 2], where it is also
additionally assumed, that the category has all pullbacks.
Now that we have defined both the Grothendieck topology and the Grothendieck
basis (from now on we will occasionally omit the word “Grothendieck”), we are
interested in how they are related. Every basis K generates a topology J in the
following way:
S ∈ J(C) :⇐⇒ ∃R ∈ K(C). R ⊆ S,
where S ranges over all sieves on C. Indeed, since {1C} ⊆ tC , it follows by the
identity axiom for basis, that tC is in J(C). Assume that S ∈ J(C) and that
g : D → C. For R = {fi : Ci → C}i∈I ∈ K(C), with R ⊆ S it holds by the stability
axiom for basis, that there is a cover R′ = {f ′j : Dj → D}j∈J ∈ K(D) such that
for each j ∈ J there exists i ∈ I and h : Dj → Ci such that the diagram as in
the Definition 2.5 above commutes. Because of this commutativity, it holds that
R′ ⊆ g∗(S), which implies that g∗(S) ∈ J(D) proving the stability condition for
topology. Finally, assume that S ∈ J(C) and that S ′ is a sieve on C, such that
for each f : D → C, in S it holds that f ∗(S ′) ∈ J(D). Let R = {fi : Ci →
C}i∈I ∈ K(C) be such that R ⊆ S and let Ri = {gi,j : Ci,j → Ci}j∈Ji ∈ K(Ci)
be such that Ri ⊆ f ∗i (S ′). Then by the transitivity axiom for basis we have that
P = {fi◦gi,j : Ci,j → C}i∈I,j∈Ji ∈ K(C). But since P ⊆ S ′, it follows that S ′ ∈ J(C)
proving the transitivity condition for topology.
For a set of morphisms A define the sieve
(A) := {f ◦ g | f ∈ A, f ◦ g is defined}.
Now, for any topology J on C, there is a canonical basis K, which generates J ,
defined by
R ∈ K(C) :⇐⇒ (R) ∈ J(C).
Indeed, for R = {1C : C → C}, we have (R) = tC , hence R ∈ K(C). Assume now
a morphism h : D → C and R = {fi : Ci → C}i∈I ∈ K(C). Then S := (R) ∈ J(C)
and by stability axiom for topology also T := h∗(S) ∈ J(D). Then by definition
T ∈ K(D) and for each k : E → D in T , there exists i ∈ I and g : E → Ci so
that fi ◦ g = h ◦ k. This proves the stability condition for basis. Finally, assume
R = {fi : Ci → C}i∈I ∈ K(C) and Ti = {gi,j : Ci,j → Ci}j∈Ji ∈ K(Ci). For
P = {fi ◦ gi,j : Ci,j → C}i∈I,j∈Ji we need to show that Q := (P ) ∈ J(C). By
17
transitivity axiom for topology (since (R) ∈ J(C)), it suffices to prove that for any
h : D → Ci, we have (fi ◦h)∗(Q) ∈ J(D). Since we have already proved the stability
condition, it follows from Ti ∈ K(Ci) that there is W = {f ′l : Dl → D}l∈L ∈ K(D)
such that for each l ∈ L there are j ∈ Ji and k : Dl → Ci,j for which gi,j ◦ k = h ◦ f ′l .
Then (W ) ∈ J(D) and (W ) ⊆ (fi ◦h)∗(Q) so that indeed (fi ◦h)∗(Q) ∈ J(D). Thus
the transitivity condition for basis is proved.
To prove that K generates J , we need to establish that
S ∈ J(C)⇐⇒ ∃R ∈ K(C). R ⊆ S.
Suppose S ∈ J(C). Then also S ∈ K(C), because (S) = S. Conversely, suppose
that for some sieve S on C, it holds that there is R ∈ K(C) so that R ⊆ S. But by
the definition of K, we have that (R) ∈ J(C) and since (R) ⊆ S also S ∈ J(C).
The notion of basis covers is closer to the intuitive notion of a cover on a topo-
logical space. Furthermore, it is generally easier to work with basis. Thus we will
hereinafter mostly use this notion. One could even begin with the definition of basis
and completely avoid topologies.
2.3 Examples of sites
For any small category C, we can define the trivial topology by defining topology by
J(C) := {tC} or equivalently by defining the basis with K(C) := {{1C}}.
A more interesting example is the dense topology, defined by S ∈ J(C) precisely
when
∀D ∈ Obj(C).∀f ∈ Hom(D,C).∃E ∈ Obj(C).∃g ∈ Hom(E,D). fg ∈ S,
for any C ∈ Obj(C) and any sieve S on C. Let us check, that this does indeed
define a topology. For tC it holds, that every f ∈ Hom(D,C) is in tC so we can set
g = 1D. Suppose S ∈ J(C) and f : D → C. Suppose that g : E → D. Then there is
h : F → E for which (fg)h ∈ S, that is gh ∈ f ∗(S), which shows that f ∗(S) ∈ J(D)
and completes the proof of the stability axiom. Finally, assume S ∈ J(C) and R is
a sieve on C for which we have that f ∗(R) ∈ J(D′) for all f : D′ → C in S. Take
any h : D → C. Then there is g : E → D such that hg ∈ S. Since (hg)∗(R) ∈ J(E)
by assumption, there is k : F → E, for which hgk ∈ R (as (hg)∗(R) ∈ J(E), there is
a k : F → E for which 1Ek ∈ (hg)∗(R)). Now gk is a witness that indeed R ∈ J(C).
Another important example is the atomic topology, which can be defined on any





completes to a square. Then we define J by
S ∈ J(C) :⇐⇒ S ̸= ∅,
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for any C ∈ Obj(C) and any sieve S on C. Instead of verifying that this satisfies
the axioms for topology, let us define the basis, which generates this topology:
K(C) = {{f : D → C} | D ∈ Obj(C), f ∈ Hom(D,C)}.
Obviously {1C} ∈ K(C), completion of squares ensures the stability condition and
the transitivity condition is trivial. It is also immediate that this basis generates
the topology above.
The atomic topology is a special case of the dense topology (more precisely if C
satisfies the completion diagram condition, then the notions for dense and atomic
topologies coincide). Indeed, if J is the atomic topology on C and S ∈ J(C), then
for any f : D → C it holds, that f ∗(S) ∈ J(D) and thus f ∗(S) ̸= ∅. But this in
turn implies, that there is g : E → D, for which fg ∈ S.
2.4 Sheaves
One could define sheaves (of sets, groups, modules, etc.) on a topological space X
and indeed this is how they were originally introduced. The idea is to assign to each
open set of X a set (or a group, module, etc.) such that one has restrictions from
objects defined on larger open sets to objects on a smaller open sets and collations
so that one can “glue” objects defined on an open cover to get an object on the
union of the cover. This is comprehensively discussed in [9, Chapter II].
We consider sheaves over any site (we follow the presentation given in [9, Chap-
ter III]). But first, in order to mimic the definition of sheaves on a topological space,
we need to define some auxiliary notions.
Definition 2.6. Suppose (C, J) is a site, S ∈ J(C) and F ∈ Obj(SetCop). A
matching family for F and S is a collection {xf ∈ F (D)}f :D→C,f∈S, such that for
any f : D → C and g : E → D, where f ∈ S (and since S is a sieve also fg ∈ S) it
holds that
xf · g = xfg.
As with topological spaces, we want to be able to collate a matching family, the
corresponding notion is:
Definition 2.7. Suppose {xf ∈ F (D)}f :D→C,f∈S is a matching family for F and S.
Then x ∈ F (C) is an amalgamation of the matching family, if for each f : D → C
in S, it holds that
x · f = xf .
Now we can finally define:
Definition 2.8. A presheaf F ∈ Obj(SetCop) is a sheaf , if for every C ∈ Obj(C),
every S ∈ J(C) and every matching family for F and S there is a unique amalga-
mation.
We define Sh(C, J) as the full subcategory of the presheaf category SetCop , whose
objects are all sheaves on the site (C, J). That means, that morphisms of sheaves
are natural transformations between them, when seen as presheaves.
Definition 2.9. A Grothendieck topos (plural Grothendieck topoi) is any category
equivalent to Sh(C, J) for some C and J .
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As we prefer to think in terms of basis, we would like to characterise when a
presheaf is a sheaf without use of topology.
Definition 2.10. Suppose R = {fi : Ci → C}i∈I ∈ K(C). A family {xi ∈ F (Ci)}i∈I






as in the stability axiom for basis (see Definition 2.5), it holds that
xj · gj,k = xi · hj,k.
Similarly as for topology, we say that x ∈ F (C) is an amalgamation of a matching
family {xi ∈ F (Ci)}i∈I for F and R, if x · fi = xi for each i ∈ I.
The two definitions are equivalent in the following sense:
Proposition 2.11 ([9, p. 123, Proposition 1]). Suppose F ∈ Obj(SetCop). Then
F ∈ Obj(Sh(C, J)) if and only if for all C ∈ Obj(C), R = {fi : Ci → C}i∈I ∈ K(C)
and each matching family {xi}i∈I for F and R, there is a unique amalgamation.
Proof. See [9, pp. 123–124].
Now we give a very important example:
Example 2.12. For any small category C, the category of presheaves SetCop is a
Grothendieck topos. Equip C with the trivial topology J and denote the basis for
this topology by K. We claim that Sh(C, J) = SetCop . Take any F ∈ Obj(SetCop),
C ∈ Obj(C), R ∈ K(C) and a matching family for F and R. Then R = {1C} and
thus the matching family is of the form {x} for x ∈ F (C). Obviously, the unique
amalgamation is x. This proves that Sh(C, J) = SetCop .
2.5 Some general properties of sheaves
In this section we present some very important properties of Grothendieck topoi
and of sheaves. The section might look a bit like a collection of assorted pralines,
and indeed the results mentioned here will be very delightful, when needed in later
chapters. We state most results without proofs, as they do not play an important
role in presenting the subject. Besides, they would also need some supplemental
lemmas and would require quite a lot of additional space.
We begin by characterising when a subpresheaf is a subsheaf.
Lemma 2.13 ([9, p. 142, Lemma 2]). Let F ∈ Sh(C, J) and let R be a subpresheaf
of F (see Definition 1.8). Then R is a subsheaf of F (i.e., R is a sheaf on its own,
as well as a subpresheaf of F ) if and only if for any C ∈ Obj(C), x ∈ F (C) and
S ∈ J(C) it holds that if x · f ∈ R(D) for all f : D → C in S, then x ∈ R(C).
Proof. See [9, p. 142].
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When J is the atomic topology (as it will be in all cases of our interest), many
things simplify. The following lemma gives us an elegant way how to determine
when a presheaf is a sheaf.
Lemma 2.14 ([9, p. 126, Lemma 2]). Let J be the atomic topology on C. Then for
a presheaf P it holds that P ∈ Sh(C, J) if and only if for each morphism f : D → C





equality fg = fh implies y · g = y · h, it holds that y = x · f for a unique x ∈ P (C).
Proof. See [9, p. 127].
We will be very interested in determining when arrows between sheaves are
epimorphisms. The general result is the following:
Corollary 2.15 ([9, p. 143, Corollary 5]). Let φ : F → G be a morphism between
sheaves of Sh(C, J). Then φ is an epimorphism in Sh(C, J) if and only if for each
object C of C and each x ∈ G(C), there exists a cover S of C such that for each
morphism f : D → C in S it holds that x · f ∈ imφD.
Proof. See [9, p. 143-144].
When J is the atomic topology, the above result simplifies to:
Corollary 2.16. Let J be the atomic topology on C and φ : F → G a morphism
between sheaves. Then φ is an epimorphism in Sh(C, J) if and only if for each
C ∈ Obj(C) and each x ∈ G(C), there exists a morphism f : D → C, such that
x · f ∈ imφD.
Proof. (⇒) Suppose there is a cover S of C such that for each morphism f : D → C
in S it holds that x · f ∈ imφD. Since S ̸= ∅, take f : D → C from S.
(⇐) Suppose we have a morphism f : D → C, such that x · f ∈ imφD. Then
S = ({f : D → C}) has exactly the desired property.
2.6 Elementary topoi
In this section we present a weaker and more abstract notion of a topos.
Definition 2.17 ([9, p. 48]). An elementary topos E (plural elementary topoi) is a
category, which:
(1) has all finite limits and finite colimits,
(2) has all exponentials (together with (1) this means that E is cartesian closed),
(3) has a subobject classifier true : 1  Ω.
Now, we will see that this notion is indeed weaker, i.e., that every Grothendieck
topos is also an elementary topos. We first present a theorem and a corollary, with
which we establish that Grothendieck topoi are complete and cocomplete.
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Theorem 2.18 ([9, p. 128, Theorem 1]). The inclusion functor i : Sh(C, J) →
SetCop has a left adjoint a : SetCop → Sh(C, J), which preserves finite limits.
Proof. See [9, §III.5].
Corollary 2.19 ([9, p. 133, Corollary 6]). The composition a ◦ i : Sh(C, J) →
Sh(C, J) is naturally isomorphic to the identity functor on Sh(C, J).
Proof. See [9, §III.5].
Now we turn to the limits.
Proposition 2.20 ([9, p. 128, Proposition 4]). Suppose Γ : J → Sh(C, J) is a
diagram of sheaves. Then lim←−J(i ◦ Γ) (the limit taken in Set
Cop) is again a sheaf.
Proof. See [9, p. 128].
It follows immediately from the Proposition 2.20 that Sh(C, J) is complete.
Moreover, since the limits in SetCop are taken pointwise by Proposition 1.15, also
the limits in Sh(C, J), being the same as the limits in SetCop , are taken pointwise
(now that we know that Sh(C, J) is complete, we could also use that i, being a right
adjoint, preserves limits), i.e.,
(lim←−Fj)(C)
∼= lim←−Fj(C).
As a special case, we get that Sh(C, J) has the terminal object 1. Moreover, it is
defined by 1(C) := 1 = {0} ∈ Set for every C ∈ Obj(C) and 1(f) := 11 (the identity
map on 1), for any f : C → D.
The above adjunction is also used for establishing the existence of all small col-
imits. Due to Proposition 1.15, all colimits in SetCop exist and are taken pointwise.
Since a is a left adjoint, it preserves colimits. Thus we can view a diagram in
Sh(C, J) as a diagram in SetCop (i.e., we apply i to the diagram), compute the col-
imit in SetCop and apply a on it. By Corollary 2.19, the obtained is indeed a colimit




Before proving that Sh(C, J) has all exponentials, let us define exponentials for
SetCop . For P,Q ∈ Obj(SetCop) define
QP (C) := HomSetCop (y(C)× P,Q).
Proposition 2.21. The presehaf defined above is the exponential of Q and P in
SetCop.
Proof. See [9, pp. 46–47].
But we have even more:
Proposition 2.22 ([9, p. 136, Proposition 1]). If F,G ∈ Sh(C, J) and
GF (C) := HomSetCop (y(C)× F,G),
then GF is the exponential of G and F in Sh(C, J)
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Proof. See [9, pp. 136–138].
It remains to show that Sh(C, J) has a subobject classifier. Here again, we will
give an explicit definition but omit the proof.
Definition 2.23. A sieve S on C is closed if for all f : D → C it holds that if
f ∗(S) ∈ J(D) then f ∈ S.
Now set
Ω(C) := {closed sieves on C}, Ω(f : D → C) := (f ∗ : Ω(C)→ Ω(D)).
It is easy to see that this defines a presheaf (f ∗ maps closed sieves to closed sieves).
Proposition 2.24 ([9, p. 141, Lemma 1]). The presheaf Ω as defined above is a
sheaf.
Proof. See [9, pp. 141–142].
We need to define the monic true. It is clear that the maximal sieve tC is closed.
Then
true : 1→ Ω, trueC(0) = tC
is a natural transformation (indeed, for any f : D → C it holds that f ∗(tC) = tD).
Proposition 2.25 ([9, p. 142, Proposition 3]). The natural transformation true :
1→ Ω is the subobject classifier for Sh(C, J).
Proof. See [9, pp. 142–143].
Putting all results together, we get:
Theorem 2.26 ([9, p. 143, Corollary 4]). Every Grothendieck topos is an elementary
topos.
In the next chapter we will extensively use the following result:
Proposition 2.27 ([9, p. 194, Proposition 3]). Suppose E is an elementary topos.
Then every pullback of an epimorphism is again an epimorphism.
Proof. See [9, p. 194].
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3 Logic and Choice in a topos
First, recall Example 2.12, which shows that for any small category C, the category
of presheaves SetCop is a Grothendieck topos. If we set for C the category which
has only one object and only the identity morphism on this object, then SetCop is
in fact Set. So Set is a Grothendieck topos.
Now, as set theory is commonly used as a foundation for mathematics, and
since the category of sets is an instance of a topos, one could choose to formulate
axioms in terms of topoi. Instead of considering Grothendieck topoi, one gives an
axiomatic definition of an elementary topos, as a category satisfying certain axioms
(as we have seen in the previous chapter). Then one gives axioms for mathematics
in terms of asserting that there exists a well-pointed elementary topos (recall from
the Introduction, that one can define categories without using set theory). This is
discussed in [9, §VI.10]. There it is also shown that the theory of well-pointed topoi
is equiconsistent with a RZC (restricted Zermelo set theory with choice), which is a
weaker version of ZFC.
Since Set is a Grothendieck topos, it is not surprising that every topos carries a
certain kind of logic. With this logic we can express statements one usually considers
in set theory in any topos and can also (semantically) assign them truth values. We
will be especially interested in the choice axioms.
The content in sections on Natural numbers objects, Mitchell-Bénabou Language
and Kripke-Joyal Semantics closely follows the presentation in [9, §VI].
Before describing logic in a topos, we need to establish that every topos of our
interest (that is a Grothendieck topos), has the following object.
3.1 Natural numbers object
Definition 3.1 ([9, pp. 268–269]). In an elementary topos E , a natural numbers
object is an object N, together with arrows 0 : 1 → N and s : N → N such that
for any object X and arrows x : 1 → X and f : X → X, there is a unique arrow






We call 0 : 1→ N the zero and s : N→ N the successor function.
In Set, the natural numbers object is the usual N, together with 0 ∈ N and the
successor function s(x) = x+ 1.
We continue by showing that elementary topoi with countable (co)products have
a natural numbers object of particularly nice form. But first two auxiliary results.
Proposition 3.2 ([11, p. 559, Corollary 1]). Suppose J is any small category and
E is an elementary topos. If E has Jop-limits it also has J-colimits.
Corollary 3.3. If an elementary topos E has countable products, it also has count-
able coproducts.
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Proof. Apply Proposition 3.2 with J the category with countably many objects and
only identity morphisms.
Proposition 3.4. In an elementary topos E with countable coproducts there is a





Proof. Observe that the diagram












commutes, where ιn : 1→
∐
i∈ω 1 are the inclusions. It is not difficult to prove that∑
n∈ω f
n(x) is the unique map, which makes the diagram commutative, so we leave
this to the reader. Thus ∐n∈ω 1 really is the natural numbers object.
Since Grothendieck topoi have all small colimits, we get that they have a natural
numbers object of the form ∐n∈ω 1. Next we present a construction of small products
in a Grothendieck topos, which will be useful later.
Proposition 3.5. In a Grothendieck topos E, the product of objects Fi for i ∈ I is
given by P , so that the diagram below is a pullback
P (∐i∈I Fi)Î




Here Î = ∐i∈I 1, p : ∐i∈I Fi → Î is the coproduct of the unique arrows into the
terminal object and 1̂Î is the transpose of 1Î : Î → Î.
Proof. The proof is based on the argument in [9, pp. 291–292]. Take any f : X → P .
Then by adjunction kf corresponds to




with the property that
pg = π1 : Î ×X → Î .










By the universality property of the coproduct, this means, that g is precisely given
by gi : X →
∐




j∈I Fj. When taking f : X → P to be 1P : P → P , we get arrows
hi : P → Fi for all i ∈ I. It now obviously holds that hi ◦ f = gi, where f : X → P
and {gi : X → Fi}i∈I are as before.











Then, by transposition and by the pullback property, we get a unique f : X → P
so that kf = ĝ. It is clear that hi ◦ f = gi for each i ∈ I and that f is the unique
such (if f ′ were another arrow, for which hi ◦ f ′ = gi for all i, then it would follow
that kf ′ = ĝ and thus by the pullback property that f = f ′). This proves that P ,
together with projections hi is indeed a product of Fi.
3.2 Internal Heyting algebra structure
Here we define some more notions from category theory. The intention of this
section is to conclude that for any elementary topos E its subobject classifier has
the structure of an internal Heyting algebra. This fact will be of importance in the
next section.
Definition 3.6. A lattice is a set L, together with two binary operations ∧ : L×L→
L (called meet) and ∨ : L × L → L (called join), for which the following holds for
each x, y, z ∈ L:
Associativity: (x ∧ y) ∧ z = x ∧ (y ∧ z) and (x ∨ y) ∨ z = x ∨ (y ∨ z).
Commutativity: x ∧ y = y ∧ x and x ∨ y = y ∨ x.
Idempotent: x ∧ x = x and x ∨ x = x.
Absorption: x ∧ (y ∨ x) = x = x ∨ (y ∧ x).
If moreover there are elements 0, 1 ∈ L, so that for all x ∈ L it holds that x∨ 0 = x
and x ∧ 1 = x, then we say that L is a lattice with 0 and 1.
Definition 3.7 ([9, p. 54, Proposition 3]). A Heyting algebra is a lattice H with 0
and 1, equipped with a binary operation ⇒: H ×H → H, called implication, which
for each x, y, z ∈ H satisfies:
• x⇒ x = 1,
• x ∧ (x⇒ y) = x ∧ y and y ∧ (x⇒ y) = y,
• x⇒ (y ∧ z) = (x⇒ y) ∧ (x⇒ z).
In a Heyting algebra H the negation ¬x is defined as
x⇒ 0.
Now we will define the internal analogues to above definitions.
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Definition 3.8 ([9, pp. 198–199]). Suppose C is a small category with finite limits.
An internal lattice is an object L of C equipped with morphisms ∧ : L × L → L
and ∨ : L×L→ L, for which the diagrams expressing the properties of a lattice are
commutative. E.g., the diagram corresponding to the left equality in absorption is





Similarly as for sets, an internal lattice is an internal lattice with 0 and 1, if there
are arrows ⊥: 1→ L and ⊤ : 1→ L, for which both
L× 1 1L×⊥−−−→ L× L ∨−→ L
and
L× 1 1L×⊤−−−→ L× L ∧−→ L
are equal to π1 : L× 1→ L.
Definition 3.9 ([9, p. 199]). In a small category with finite limits, an internal
Heyting algebra H is an internal lattice with 0 and 1, together with an arrow ⇒:
H ×H → H, for which the diagrams expressing the properties of a Heyting algebra
are commutative. E.g., the diagram corresponding to
∀x ∈ H.∀y ∈ H.∀z ∈ H. x⇒ (y ∧ z) = (x⇒ y) ∧ (x⇒ z)
is
H ×H ×H H ×H H




If H is an internal Heyting algebra, we define the negation ¬ : H → H to be
H ∼= H × 1 1H×⊥−−−→ H ×H ⇒−→ H.
We are now ready to state the following important theorem.
Theorem 3.10 ([9, p. 201, Theorem 1 (Internal)]). Suppose E is an elementary
topos. Then the subobject classifier Ω is an internal Heyting algebra.
Proof. See [9, pp. 201–202]
3.3 Mitchell-Bénabou Language
We now present the internal language of elementary topoi, the Mitchell-Bénabou
language. In first order logic the variables are the fundamental ingredient of terms
and terms of formulas. In a topos each term has both a type and an interpretation.
Terms are recursively built from variables, and if x1, x2, . . . , xn are the only (pairwise
distinct) variables appearing in the construction of the term σ (the construction will
be given in a moment), we sometimes write σ(x1, . . . , xn) to emphasise this.
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Definition 3.11 ([9, pp. 298–299]). For each object X of an elementary topos E ,
we have variables x, x′, . . . of type X. Terms are recursively defined by:
• For any object X and variable x of type X, x is a term of type X. Its
interpretation is 1X : X → X.
• If σ(u1, u2, . . . , un) is a term of type X with interpretation
σ : U = U1 × U2 × · · · × Un → X,
where ui is a variable of type Ui and τ(v1, v2, . . . , vm) is a term of type Y , with
interpretation
τ : V = V1 × V2 × · · · × Vm → Y,
where vj is a variable of type Vj, then there is a term ⟨σ, τ⟩ of type X × Y ,
which has as interpretation
⟨σπ1, τπ2⟩ : W → X × Y.
Here W = U1×U2×· · ·×Un×Vj1×Vj2×· · ·×Vjk , where we have omitted those
Vj, for which vj has already appeared as ui for some i. Arrows π1 : W → U
and π2 : W → V are the obvious projections. The pairwise distinct variables
of the new term ⟨σ, τ⟩ are u1, . . . , un, vj1 , . . . , vjk .
• If σ and τ are terms of type X with interpretations σ : U → X and τ : V → X,
then we have a term σ = τ with interpretation:
(σ = τ) := δX ◦ ⟨σπ1, τπ2⟩ : W → X ×X → Ω,
where δX is the characteristic map of ∆ : X  X × X and W,π1, π2 are as
above.
• Suppose f : X → Y is a morphism in E and σ is a term of type X with inter-
pretation σ : U → X. Then there is a term f ◦σ of type Y with interpretation:
f ◦ σ : U → X → Y.
• If σ is a term of type X and θ a term of type Y X with interpretations σ : U →
X and θ : V → Y X , then we get a term θ(σ) of type Y with interpretation
θ(σ) := e ◦ ⟨σπ1, θπ2⟩ : W → X × Y X → Y,
where e is the evaluation map (counit of the product-exponentiation adjunc-
tion).
• If the situation is as in the previous case but now θ is of type ΩX and with
interpretation θ : V → ΩX , we write the term θ(σ) as σ ∈ θ and the interpre-
tation is as above.
• If x is a variable of type X and σ is a term of type Z with interpretation
σ : X ×U → Z, then there is a term λx.σ of type ZX , with interpretation the
transpose of σ:
λx. σ := σ̂ : U → ZX .
29
From terms we will build formulas. But before we do this, we need to introduce
two constructions on arrows.
We define the functor P : Eop → E , by P (X) = ΩX and for f : X → Y in E we
set P (f) : ΩY → ΩX to be the transpose of
e ◦ ⟨f, 1ΩY ⟩ : X × ΩY → Y × ΩY → Ω.
The next lemma gives us for each f : X → Y in E two arrows: ∀f and ∃f . This
arrows satisfy some nice properties, among others they are internal adjunctions
to P (f). Since we will not explicitly use the internal adjunction (it is, however,
important in the background), we omit its definition (which can be found in [9,
p. 206]).
Lemma 3.12 ([9, p. 206]). Suppose f : X → Y and P are as just set. Then
P (f) : P (Y ) → P (X) has an internal left adjoint ∃f : P (X) → P (Y ) and an
internal right adjoint ∀f : P (X)→ P (Y ).
Proof. See [9, p. 206].
Definition 3.13 ([9, pp. 299–300]). Terms of type Ω are called (atomic) formulas.
We build formulas recursively from them:
• If φ is a formula with interpretation φ : U → Ω and ψ is a formula with
interpretation ψ : V → Ω, then φ ∧ ψ is a formula with interpretation
(φ ∧ ψ) := ∧ ◦ ⟨φπ1, ψπ2⟩ : W → Ω× Ω→ Ω,
where ∧ : Ω × Ω → Ω is the meet operation in the internal Heyting algebra
structure on Ω.
• If φ is a formula with interpretation φ : U → Ω and ψ is a formula with
interpretation ψ : V → Ω, then φ ∨ ψ is a formula with interpretation
(φ ∨ ψ) := ∨ ◦ ⟨φπ1, ψπ2⟩ : W → Ω× Ω→ Ω,
where ∨ : Ω × Ω → Ω is the join operation in the internal Heyting algebra
structure on Ω.
• If φ is a formula with interpretation φ : U → Ω and ψ is a formula with
interpretation ψ : V → Ω, then φ⇒ ψ is a formula with interpretation
(φ⇒ ψ) := (⇒ ◦⟨φπ1, ψπ2⟩) : W → Ω× Ω→ Ω,
where ⇒: Ω × Ω → Ω is the implication operation in the internal Heyting
algebra structure on Ω.
• If φ is a formula with interpretation φ : U → Ω, then ¬φ is a formula with
interpretation
¬φ := ¬ ◦ φ : U → Ω→ Ω,
where ¬ : Ω → Ω is the negation operation in the internal Heyting algebra
structure on Ω.
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• Suppose φ is a formula with interpretation φ : X × Y → Ω. We write φ(x, y)
to emphasise free variables x and y. Then also ∀x. φ(x, y) is a formula with
interpretation
(∀x. φ(x, y)) := ∀p ◦ (λx. φ(x, y)) : Y → ΩX → Ω,
where ∀p is the internal right adjoint to P (p) from Lemma 3.12, with p : X →
1.
• Suppose φ(x, y) is a formula with free variables x and y (see the previous case)
and with interpretation φ : X × Y → Ω. Then also ∃x. φ(x, y) is a formula
with interpretation
(∃x. φ(x, y)) := ∃p ◦ (λx. φ(x, y)) : Y → ΩX → Ω,
where ∃p is the internal left adjoint to P (p) from Lemma 3.12, with p : X → 1.
When we want to explicitly state that x is of type X, we write ∀x:X.φ(x, y).
This convention (using : and not ∈) comes from type theory (see the next section
and Appendix A).
Definition 3.14. A sentence is a formula φ with no free variables. Hence, its
interpretation is φ : 1→ Ω.
Suppose φ(x, y) is a formula with free variables x and y with types X and Y
respectively. Then, the interpretation of φ(x, y) is φ(x, y) : X × Y → Ω. Hence
it corresponds to the unique subobject {⟨x, y⟩ : X × Y |φ(x, y)}  X × Y , which
makes the following square into a pullback:
{⟨x, y⟩ : X × Y |φ(x, y)} 1
X × Y Ω.
true
φ(x,y)
As we will be interested in logic and set theory, this will be very important, as it
gives us a version of the comprehension axiom from set theory. Moreover, we now
know how the pullbacks look like:
Proposition 3.15 ([7, p. 155, Proposition 6.2]). Suppose A f−→ B g←− C is a diagram
in an elementary topos E (with a natural numbers object). Then the pullback of this
diagram is






where ι : {⟨x, y⟩ : A×C | fx = gy} A×C and π1, π2 are the first and the second
projections.
Proof. See [7, pp. 155–156, Proof of Proposition 6.2].
The above proposition is also true if E does not have a natural numbers object.
The reason we have included this condition in parenthesis is that the referenced




In the previous section we have developed an internal language for an elementary
topos. Now, we would like to assign truth values to sentences (and in our case this
will be done by giving truth values for all formulas). Besides that, we would also like
to have a procedure, which translates expressions of the form U  φ (definition will
be given in a moment), for some complicated φ, to more manageable mathematical
statements. Such a procedure is called semantics.
To assign truth values to all formulas, we will need to speak of worlds (that
is where we are considering the validity of a formula) and generalised elements (a
generalised element of X is just an arrow f : A→ X in E).
Definition 3.16. Suppose E is an elementary topos. Suppose φ(x) is a formula
with one free variable x of type X and assume that α : U → X is a generalised
element (i.e., an arrow in E). Then
U  φ(α) if and only if α factors through {x : X |φ(x)},
where α factors through {x : X |φ(x)} means that there exists a dashed arrow as in




so that the diagram commutes. For U  φ(α) we say that U forces φ(α). If ψ(x, y)
is a formula with two free variables x and y of types X and Y respectively and
α : U → X and β : U → Y are generalised elements, we set U  ψ(α, β) if and only
if
⟨α, β⟩ : U → X × Y factors through {⟨x, y⟩ : X × Y |ψ(x, y)}.
We define what it means for U to force a formula with more free variables in a
similar fashion. The remaining special case is when χ is a sentence. Then we set
U  χ if and only if the unique arrow U → 1 factors through the subobject of 1
classified by χ.
In a special case, when χ is a sentence, it holds that 1  χ if and only if χ = true.
Indeed, by the above definition, if 1  χ then the arrow 11 : 1→ 1 factors through






commutes, and since fg = 11 by uniqueness, it follows that χ = true. Conversely,
if χ = true, then the subobject characterised by χ is 1, and 11 : 1 → 1 obviously
factors through 1.
The following proposition will be used later.
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Proposition 3.17 ([9, p. 304]). For two arrows α, β : U → X and a formula
φ(x, x′), given by x = x′ and with interpretation δX : X ×X → Ω, it holds that
U  φ(α, β) if and only if α = β.
Proof. In this case {⟨x, x′⟩ : X × X |φ(x, x′)}  X × X is ∆ : X  X × X (by
definition of δX). So if α = β, then ⟨α, β⟩ : U → X ×X obviously factors through
∆; take α : U → X. Conversely, if ⟨α, β⟩ factors through ∆ as ⟨α, β⟩ = ∆γ, it
follows that α = γ = β.
Proposition 3.18 (Monotonicity, [9, p. 304]). If U  φ(α), where α : U → X and
φ(x) is a formula with free variable x of type X, then for every morphism f : V → U
it holds that V  φ(α ◦ f).
Proof. Because U  φ(α) holds, we have g as in the diagram below
{x : X |φ(x)} 1





Now gf : V → {x : X |φ(x)} gives the desired factorisation.
Proposition 3.19 (Local character, [9, p. 304]). If V  φ(α◦f) for an epimorphism
f : V  U , then U  φ(α).
Proof. See [9, p. 304].
Now that we have assigned the truth values and have observed some fundamental
properties, we are ready to give the semantics.
Theorem 3.20 ([9, pp. 304–305, Theorem 1]). If E is an elementary topos, x, y are
variables of types X and Y respectively, α : U → X is an arrow of E (a generalised
element), φ(x) and ψ(x) are formulas with one free variable x and χ(x, y) is a
formula with free variables x and y, then the following holds:
(I) U  φ(α) ∧ ψ(α) if and only if U  φ(α) and U  ψ(α),
(II) U  φ(α) ∨ ψ(α) if and only if there exist arrows p : V → U and q : W → U
so that p + q : V + W  U is an epimorphism and both V  φ(αp) and
W  ψ(αq) hold,
(III) U  φ(α) ⇒ ψ(α) if and only if for all arrows p : V → U , for which
V  φ(αp), also V  ψ(αp),
(IV) U  ¬φ(α) if and only if for all p : V → U for which V  φ(αp) it holds that
V ∼= 0,
(V) U  ∃y:Y. χ(α, y) if and only if there exist an epimorphism p : V  U and a
generalised element β : V → Y for which V  χ(αp, β),
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(VI) U  ∀y:Y. χ(α, y) if and only if for all arrows p : V → U and all generalised
elements β : V → Y it holds that V  χ(αp, β),
(VI’) U  ∀y:Y. χ(α, y) if and only if U × Y  χ(απ1, π2), where π1 and π2 are
projections from U × Y to U and Y respectively.
Proof. See [9, pp. 305–309].
It turns out, that the internal language of an elementary topos (with natural
numbers object) is an intuitionistic type theory. This means that we can use intu-
itionistic reasoning when inferring about truth of formulas in the internal language.
Intuitionistic reasoning is the usual mathematical reasoning, taken away the method
of proof by contradiction and the rule of excluded middle. In particular, when proving
1  ∀x:X.φ(x),
we can proceed by assuming any x : X and proving that φ(x) holds. We can also
use induction on N (if there is a natural numbers object in E). More details can be
found in Appendix A.
Even with this powerful ammunition on our side, we will prove many results
using Kripke-Joyal semantics, so as to experience the elegance of this semantics and
of category-theoretic proofs. Only when using intuitionistic reasoning will mean a
significant simplification, will we resort to it.
To end the section, we mention a characterisation of monomorphisms and epi-
morphisms in topoi:
Proposition 3.21 ([7, p. 153, Proposition 6.1]). In an elementary topos E (with
natural numbers object), an arrow f : X → Y in E is
• a monomorphism if and only if
1  ∀x:X. ∀y:X. fx = fy ⇒ x = y.
• an epimorphism if and only if
1  ∀y:Y. ∃x:X. fx = y.
Proof. See [7, pp. 153–154].
As before, the condition on natural numbers object in parenthesis is here only
because it is included in the reference and is not needed.
3.5 The Axiom of choice
With this section we turn to set-theoretic principles in topoi. More precisely, we
will study various variations of choice of different strengths. The most well-known
of the choice axioms is the following.
Axiom 3.22 (Axiom of choice (AC)). Suppose X is a family of nonempty sets.
Then there exists f : X → ∪X, so that for each x ∈ X it holds that f(x) ∈ x.
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This axiom is equivalent to many statements across mathematics and most math-
ematicians assume it in everyday life. One of the equivalent statements is:
Axiom 3.23. Every epimorphism has a section, i.e., for any epimorphism f : X 
Y , there exists s : Y → X, for which f ◦ s = 1Y .
Because we are still talking about “standard” set theory (i.e. we are in the
category Set) epimorphisms are the same thing as surjections (this is easy to check),
and 1Y is the identity function on Y . This gives us an idea, how to interpret choice
in an elementary topos.
Definition 3.24 (External axiom of choice (EAC)). An elementary topos E satisfies
the external axiom of choice, if every epimorphism f : X  Y in E has a section
s : Y → X in E , that is f ◦ s = 1Y .
The word “external” is perhaps misleading: it is not meant to represent choice in
the external world (as in set theory, where we sometimes say that some properties
hold in the “real world”, outside of the model in question), but rather a choice
principle for topoi, acquired directly from the set-theoretic axiom of choice. Actually,
this property turns out to be too strong according to the logic in a topos and is thus
not very interesting (one might wonder if this axiom is entitled to its name, which
makes it seem important). So we define:
Definition 3.25 (Internal axiom of choice (IAC)). An elementary topos E satisfies
the internal axiom of choice, if for every object E ∈ Obj(E) and any epimorphism
f : X  Y in E also the induced fE : XE → Y E is epi.
It is clear that EAC implies IAC: take any epimorphism f : X  Y . Since we
are assuming EAC, f has a section s : Y → X. For any E ∈ Obj(E) we have that
sE is a section for fE, which implies that fE is epi and thus proves that IAC holds.
That IAC is the “right” formulation follows from the following.
Proposition 3.26. An elementary topos E satisfies the internal axiom of choice if
and only if
1  ∀f :Y X . [(∀y:Y. ∃x:X. f(x) = y)⇒ (∃s:XY .∀y:Y. f(s(y)) = y)].
Proof. See [9, pp. 312–315]. This result is important and we omit the proof only
because it is available in literature and because we will give two, in some ways,
rather similar proofs for the two other versions of choice.
Notice that the statement in Mitchell-Bénabou language in the proposition above
is exactly how we would write that every surjection f : X → Y has a section
s : Y → X with first order logic when dealing with sets (of course we would write
∀f ∈ Y X , etc.).
In a Grothendieck topos, we have the following result.
Proposition 3.27. Suppose that in a Grothendieck topos E the internal axiom of
choice holds. Then any small product of epimorphisms is again an epimorphism.
Proof. Suppose fi : Xi  Yi are epimorphisms in E for i ∈ I. By Proposition 1.11,
the arrow ∐i∈I fi : ∐i∈I Xi → ∐i∈I Yi is again an epimorphism. Define Î := ∐i∈I 1
(in a Grothendieck topos small colimits exist). Since we are assuming the internal
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axiom of choice, also the induced map f := (∐i∈I fi)Î : (∐i∈I Xi)Î → (∐i∈I Yi)Î is
epi. Observe the below diagram:
Q P 1






where 1̂Î is the transpose of 1Î : Î → Î and p :
∐
i∈I Yi → Î is the coproduct of
the unique morphisms to the terminal object. The diagram was constructed in the
following way: P, k and h are such that the right square is a pullback. Then define
Q, t and g so that the left square is a pullback. Thus g, being a pullback of an epi,
is again epi by Proposition 2.27. But then also the outer rectangle is a pullback
by Proposition 1.13. By Proposition 3.5, P = ∏i∈I Yi and since p ◦ (∐i∈I fi) is
the coproduct of unique arrows to the terminal object, Q = ∏i∈I Xi. The arrow
g : Q→ P is then g = ∏i∈I fi and the proof is complete.
3.6 Dependent choice
Now we describe a weaker (as we will see later) version of choice, formulated as:
Axiom 3.28 (Axiom of dependent choice (DC)). For every non-empty set X and
a relation R on X with the property that for every x ∈ X there is y ∈ X so that
xRy, there exists for each x0 ∈ X a sequence (xi)i∈ω, where for each i ∈ ω it holds
that xiRxi+1.
It is easy to see that AC implies DC. This version of choice is sufficient for
establishing some positive consequences of AC (e.g., DC is equivalent to the Baire
category theorem for complete metric spaces; see the classical but hard to find [1]
or [10, p. 95]). Moreover, it does not imply some of the unpleasant consequences of
AC (e.g., that there is a Lebesgue non-measurable subset of R).
Now let us define what it means for a topos to model DC.
Definition 3.29 (Internal dependent choice (IDC)). An elementary topos E with
natural numbers object N satisfies internal dependent choice (IDC), if for all X,R ∈
Obj(E) and all r : R  X ×X in E , it holds that
1  (∀x:X. ∃y:X.R(x, y))⇒ ∀x:X. ∃f :XN. (f(0) = x) ∧ ∀n:N. R(f(n), f(s(n))),
where 0 : 1 → N and s : N → N are the zero and successor arrows of the natural
numbers object N.
This definition used Mitchell-Bénabou language to state the usual statement of
dependent choice inside topoi. We now present a characterisation of validity of IDC:
Proposition 3.30. In an elementary topos E with natural numbers object the fol-
lowing are equivalent:
(1) E satisifes internal dependent choice.
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(2) For all objects X of E and all r : R  X ×X in E, for which π1 ◦ r : R → X
is epi, it holds that the dashed arrow in the following diagram is epi:
{α : XN | ∀n:N.R(α(n), α(s(n)))} XN
X.
e(−,0)
Here e(−, 0) is the arrow XN ∼= XN × 1
1
XN ×0−−−−→ XN ×N e−→ X.
(3) For all objects X of E and all epimorphisms f : X  X in E, it holds that the
dashed arrow is epi in the diagram:
{α : XN | ∀n:N.f(α(s(n))) = α(n)} XN
X.
e(−,0)
Here e(−, 0) is as in the previous case above.
Moreover, if E has countable limits the following is also equivalent:
(4) For all objects Fi ∈ Obj(E), for i ∈ ω, and all epimorphisms fi : Fi+1  Fi,
i ∈ ω, the induced morphisms from the limit πi : lim←−Fn → Fi are epimorphisms
for every i ∈ ω.
Remark 3.31. Observe, that in condition (4) it is equivalent to demand that only
π0 : lim←−Fn → F0 is epi. Indeed, by taking Gi := Fn+i, gi := fn+i : Gi+1 → Gi and
using the weaker version, we get that π′0 : lim←−Gk → G0 = Fn is epi. We define
π′−m : lim←−Gk → Fn−m by π
′
−m := fn−m ◦ · · · ◦fn−1 ◦π′0 for m = 1, . . . , n. Now, by the
universality property for limits, there is a unique morphism h : lim←−Gk → lim←−Fk, for
which πi ◦ h = π′i−n, for all i ∈ ω. Since π′0 is epi, so is πn.
Proof. Assume that E has countable limits and that (3) holds. We will prove that
(4) holds (in the form stated in Remark 3.31 above). Assume Fi and fi are as in
(4). Define X = 1∐(∐n∈ω Fn) and f : X  X by f = (11 + u)∐(∐n∈ω fn), where
u : F0 → 1 is the unique arrow to the terminal object. Since a coproduct of epis
is again epi (see Proposition 1.11) and since a sum of arrows, where at least one of
them is epi, is again epi (the proof is even more immediate as for Proposition 1.11),
we have that f is epi. Denote the inclusions by ιn : Fn → X, for n ∈ ω. By (3) the
composite (denoted by e0)
Y := {α : XN | ∀n:N.f(α(s(n))) = α(n)} XN e(−,0)−−−→ X




where sn is the notation for n successive compositions of the successor operation on
N and e(−, sn(0)) is defined by




−−−−−−→ XN ×N e−→ X.






Because in an elementary topos a pullback of an epi is again epi (see Proposition
2.27), e′0 is also epi. By Proposition 3.15, we have
Z = {⟨α, x⟩ : Y × F0 |α(0) = ι0(x)}.
We will show by induction (note that this is the induction in the meta-theory), that
enp : Z → X factors through ιn : Fn → X as ιne′n, for some e′n : Z → Fn, for every
n ∈ ω. We have already completed the base case. Now, assume that enp factors as
ιne
′
n. Take any ⟨α, x⟩ : Z. Our assumption tells us, that α(sn(0)) : Fn, and now
by definition of Y , it follows, that f(α(sn+1(0)))) = α(sn(0)) and by definition of
f , we have α(sn+1(0))) : Fn+1. Thus, define e′n+1 : Z → Fn+1 by e′n+1 : ⟨α, x⟩ ↦→
α(sn+1(0))).
Since for every n ∈ ω it holds that e′n = fne′n+1 (this is obvious from the def-
initions of e′n, for n ∈ ω), there is a unique morphism h : Z → lim←−Fn, for which
πnh = e′n for every n ∈ ω. Since e′0 is epi, so is π0, which completes the proof of (4).
For the implication (4)⇒ (3), set Fn := X and fn := f . Then
lim←−Fk = {α : X
N | ∀n:N.f(α(s(n))) = α(n)}.
Indeed, since E has countable limits, it holds that N = ∐i∈ω 1 (see Corollary 3.3
and Proposition 3.4). Then, employing the argument from the proof of equivalence
(1)⇔ (3) of Proposition 3.37, we get that XN ∼=
∏
i∈ω X and thus see that the above
equality holds. Also, the epi π0 : lim←−Fk  F0 is the dashed arrow in the diagram
for (3). Thus (4) implies (3).
Before proving implications involving (1), we unwind it using Kripke-Joyal se-
mantics. We have
1  (∀x:X. ∃y:X.R(x, y))⇒ ∀x:X. ∃f :XN. (f(0) = x) ∧ ∀n:N. R(f(n), f(s(n))),
precisely when, for all objects Z of E it holds that if
Z  ∀x:X. ∃y:X.R(x, y)
then
Z  ∀x:X. ∃f :XN. (f(0) = x) ∧ ∀n:N. R(f(n), f(s(n))).
The statement
Z  ∀x:X.∃y:X.R(x, y)
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is equivalent [by (VI’)] to
Z ×X  ∃y:X.R(π2, y),
and this one is in turn equivalent [by (V)] to
there exist W, epi p : W  Z ×X and α : W → X so that W  R(π2 ◦ p, α).
The statement
Z  ∀x:X. ∃f :XN. (f(0) = x) ∧ ∀n:N. R(f(n), f(s(n)))
is equivalent [by (VI’)] to
Z ×X  ∃f :XN. (f(0) = π2) ∧ ∀n:N. R(f(n), f(s(n)))
and this is further equivalent [by (V), (I) and (VI’)] to
there exist U, epi q : U  Z ×X and β : U → XN so that
U  β(0) = π2 ◦ q and U ×N  R(β(π2), β(s ◦ π2)).
Suppose now, that f : X  X is epi as in (3). Define
R := {⟨x, y⟩ : X ×X | f(y) = x} X ×X.r
Then
1  ∀x:X. ∃y:X.R(x, y)
actually restates
1  ∀x:X. ∃y:X. fy = x,
which by Proposition 3.21 asserts that f is epi; thus it is true. Then by (1), we have
1  ∀x:X. ∃f :XN. (f(0) = x) ∧ ∀n:N. R(f(n), f(s(n)))
or by the above unwinding (and using 1×X ∼= X)
there exist U, epi q : U  X and β : U → XN so that
U  β(0) = q and U ×N  R(β(π2), β(s ◦ π2)).
But this tells us that the below diagram commutes:







Indeed, since U  β(0) = q, the left triangle commutes by Proposition 3.17. Since
U ×N  R(β(π2), β(s ◦ π2)) means
U  ∀n:N. R(β(n), β(s(n)),
β factors through {α : XN | ∀n:N. f(α(s(n))) = α(n)} XN, and this is how the
upper triangle is obtained. Thus, the dashed arrow (defined to be the composition
of other two arrow in the right triangle) is epi, as if we precompose it with the top
arrow in the diagram, we get an epi q. This proves (3).
Assume (2). We will show (1). Take any r : R  X ×X and Z in E , for which
Z  ∀x:X. ∃y:X.R(x, y).
By the unwinding above, this means that there is an epi p : W  Z × X and
α : W → X so that W  R(π2 ◦ p, α).
Define r′ : R′  (Z ×X)× (Z ×X) by
R′ := {⟨z, z′⟩ : (Z ×X)× (Z ×X) |R(π2(z), π2(z′)) ∧ π1(z) = π1(z′)}.
Since ⟨p, ⟨π1p, α⟩⟩ factors through r′ as in
W




the composition π1 ◦ r′ is epi. By (2), if we let
Q := {q′ : (Z ×X)N | ∀n:N. R′(q′(n), q′(s(n)))}
and denote i : Q (Z ×X)N, then the composition
Q (Z ×X)N Z ×Xi e(−,0)
is epi.







We also define q := p ◦ u and β := πN2 ◦ i ◦ v. We claim that
U  β(0) = π2 ◦ q.
Indeed, β(0) = πN2 ◦ i ◦ v(0) = π2 ◦ e(−, 0) ◦ i ◦ v = π2 ◦ p ◦ u = π2 ◦ q. We also claim
that
U ×N  R(β(π2), β(s ◦ π2)).
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By definition of Q, we have
Q  ∀n:N. R′(i(q′)(n), i(q′)(s(n))),
where q′ is a variable of type Q. By monotonicity (see Proposition 3.18), we also
have
U  ∀n:N. R′((i ◦ v)(n), (i ◦ v)(s(n))).
Hence also
U  ∀n:N. R(β(n), β(s(n))),
which gives us the desired
U ×N  R(β(π2), β(s ◦ π2))
and completes the proof of (1).
Before turning to implication (3) ⇒ (2), we briefly discuss list objects (more
detail can be found in Appendix B). All we will need in this proof is that the list
object LX over X behaves like the object of all finite lists (sequences) in X and
that we have morphisms
ϵ : 1→ LX,
which represents the empty list,
ι : X → LX,




By this isomorphism, every l : LX is either the empty list ϵ or a list of positive
length of the form l′ax, where l′ : LX (of length 1 less than l) and x : X. Moreover,
in any elementary topos E with natural numbers object, there is a list object over
any object of E .
We now prove the implication (3)⇒ (2). Let r : R  X×X be such that π1 ◦ r
is epi. Let LX be the list object over X. Define the arrow t : LX → LX by
LX ∼= 1
∐
(LX ×X) ϵ+π1−−−→ LX.
Define also
Y := {y : LX | ∀n:N. (∃x:X. y(s(n)) = ι2(x))⇒ R(y(n), y(s(n)))}





where we interpret f as an arrow, that assigns
ϵ ↦→ ϵ, wax ↦→ w,
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i.e., it forgets the last entry.
Note that ι : X → LX factors through Y  LX and denote the arrow X → Y
obtained by this factorisation with j. Indeed, j takes every x : X to a sequence of
lenght 1, with its only entry x, which is clearly in Y .
We now claim that f is an epimorphism. We will use Proposition 3.21 and reason
intuitionistically. Take any y : Y . If y = ϵ, then f(ϵ) = ϵ. Otherwise, y is of the
form y′ax, where y′ : Y and x : X (note that here we have not used the rule of
excluded middle, but the isomorphism LX ∼= 1
∐(LX ×X) and the definition of Y
as the subobject of X, which respects this isomorphism).
Now, since π1 ◦ r : R  X is an epimorphism, Proposition 3.21 gives us that
there is q : R for which (π1 ◦ r)(q) = x. We now set y′′ to be ya((π2 ◦ r)(q)) and it
is clear that y′′ : Y and f(y′′) = y. This proves that f is epi.
By (3), it now follows, that the composition
Q := {γ : Y N | ∀n:N. f(γ(s(n))) = γ(n)} Y N Yi e(−,0)
is epi. Now define
P := {δ : XN | ∀n:N. R(δ(n), δ(s(n))}
and denote the arrow P  XN by k. We claim that e(−, 0) ◦ k : P → X is epi. To
this end, take any x : X. Then, since e(−, 0) ◦ i : Q  Y is epi, there is q : Q for
which (e(−, 0) ◦ i)(q) = j(x).
We will show by induction (this is induction on N) that for every n : N it holds
that q(s(n)) = q(n)axs(n) for some xs(n) : X, so that for each n : N it holds that
R(xn, xs(n)). By definition of q, we know that q(0) = j(x), that is the sequence
with only one element x. Now assume that for some n : N it holds that q(s(n)) =
q(n)axs(n) and R(xn, xs(n)). Then by definition of Q, we have that f(q(s(s(n)))) =
q(s(n)), and by definition of f it follows that q(s(s(n))) = q(s(n))axs(s(n)) for some
xs(s(n)) : X, for which R(xs(n), xs(s(n))). The proof by induction is thus complete.
Define p : XN by p(0) = x and p(s(n)) = xs(n) for n : N (by the definition of
N this information is sufficient for defining p : XN). It is clear that p : P and that
(e(−, 0) ◦ k)(p) = x. Thus e(−, 0) ◦ k is indeed an epimorphism.
We now separately state another equivalence, which adds parameters to the
above formulation and is an important step in proving that validation of IDC is
preserved when passing to the slice category (or comma category, as it is sometimes
called).
Proposition 3.32. Suppose E is an elementary topos with a natural numbers object
N. Then the following are equivalent:
(1) Internal dependent choice holds in E.
(2) For all X,R,Z ∈ Obj(E) and all r : R  Z ×X ×X in E, it holds that
Z  (∀x:X. ∃y:X.R(z, x, y))⇒
∀x:X. ∃f :XN. (f(0) = x) ∧ ∀n:N. R(z, f(n), f(s(n))),
where z is a free variable of type Z.
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Proof. It is clear that (2) implies (1) [take Z to be 1]. For the converse, take
X,R,Z ∈ Obj(E) and r : R  Z ×X ×X as in (2). Assume, that for g : V → Z
it holds that
V  ∀x:X. ∃y:X.R(g, x, y).
By Kripke-Joyal semantics, this means that
there exist epi p : W  V ×X and α : W → X so that W  R(gπ1p, π2p, α).
Now define r′ : R′  (V ×X)× (V ×X) as
R′ := {⟨v, v′⟩ : (V ×X)× (V ×X) |π1(v) = π1(v′) ∧R(g(π1(v)), π2(v), π2(v′))}.
Since W  R(gπ1p, π2p, α), also
W  R′(p, ⟨π1p, α⟩).
Thus by Kripke-Joyal semantics
1  ∀v:(V ×X).∃v′:(V ×X). R′(v, v′).
Indeed, for epi p : W  V ×X and α′ := ⟨π1p, α⟩ : W → V ×X we have established
that W  R′(p, α′). Thus, we can apply (1) and get that
there exist epi q : U  V ×X and β′ : U → (V ×X)N so that
U  β′(0) = q and U ×N  R′(β′(π2), β′(s ◦ π2)).
Define β := πN2 ◦ β′ : U → XN. We claim that
U  β(0) = π2 ◦ q and U ×N  R(gπ1qπ1, β(π2), β(s ◦ π2)),
which is the unwinding of
V  ∀x:X. ∃f :XN. (f(0) = x) ∧ ∀n:N. R(g, f(n), f(s(n))).
First, by Proposition 3.17 and U  β′(0) = q, we have
β(0) = (πN2 ◦ β)(0) = π2(β′(0)) = π2 ◦ q,
which in turn by Proposition 3.17 proves U  β(0) = π2 ◦ q.
We will prove by induction on N, that
U  ∀n:N.π1(β′(n)) = π1(q).
The base case follows from U  β′(0) = q. Assume that for some m : N we have
U  π1(β′(m)) = π1(q). Since U  ∀n:N. R′(β′(n), β′(s(n))), we conclude from the
definition of R′, that π1(β′(s(m))) = π1(β′(m)) = π1(q). This completes the proof
by induction.
Together with
U  ∀n:N. R′(β′(n), β′(s(n))).
we conclude that
U  ∀n:N. R(gπ1q, β(n), β(s(n))),
which completes the proof.
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In Grothendieck topoi over atomic topologies we have the following sufficient
condition for validation of IDC.
Proposition 3.33. If in C for every countable sequence




there are C ∈ Obj(C) and morphisms {gn : C → Cn}n∈ω in C, so that hn◦gn+1 = gn
for each n (in short: every diagram of the above form has a cone), then Sh(C, J)
validates IDC, where J is the atomic topology on C.
Proof. We will prove condition (4) from Proposition 3.30. To this end, assume that
{fn : Fn+1  Fn}n∈ω are epimorphisms between sheaves of Sh(C, J). We claim that
π0 : lim←−Fn → F0 is epi. By Corollary 2.16, take any C0 ∈ Obj(C) and x0 ∈ F0(C0);
we will show that there is g0 : C → C0 for which x0 · g0 ∈ im π0(C).
Since f0 is epi, there is h0 : C1 → C0 in C and x1 ∈ F1(C1) so that f0(C1)(x1) =
x0 · h0. Inductively, we get arrows hn : Cn+1 → Cn in C and elements xn ∈ Fn(Cn)
so that
fn(Cn+1)(xn+1) = xn · hn
for all n ∈ ω.
Now take C and {gn : C → Cn}n∈ω to be as in the statement of the proposition.
We claim that x0 · g0 ∈ im π0(C).
Since limits are taken pointwise in Grothendieck topoi (see §2.6), we have that






⏐⏐⏐⏐⏐ ∀n ∈ ω. fn(C)(α(n+ 1)) = α(n)
}
,
because the right hand side is the limit in Set (see the proof of Theorem 1.14) of
the sequence
· · · → F2(C)
f1(C)−−−→ F1(C)
f0(C)−−−→ F0(C).
Now, observe that x = (xn · gn)n∈ω ∈ lim←−Fn(C). Indeed, it holds that
fn(C)(xn+1 · gn+1) = (fn(Cn+1)(xn+1)) · gn+1 =
(xn · hn) · gn+1 = xn · (hn ◦ gn+1) = xn · gn.
For x ∈ lim←−Fn(C) it is clear that π0(C)(x) = x0 ·g0 and hence the proof is complete.
Parallel to AC implying DC, we have the following in elementary topoi with
natural numbers object.
Proposition 3.34. If an elementary topos E with natural numbers object satisfies
IAC, it also satisfies IDC.
Proof. In this proof we will use intuitionistic reasoning and follow the standard proof
that AC implies DC. We want to show
1  (∀x:X. ∃y:X.R(x, y))⇒ ∀x:X. ∃f :XN. (f(0) = x) ∧ ∀n:N. R(f(n), f(s(n))),
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where r : R  X ×X is a relation. To this end assume that
Z  ∀x:X. ∃y:X.R(x, y).
Define p := π1 ◦ r : R→ X. Now clearly
Z  ∀x:X. ∃y:R. p(y) = x.
Since we are assuming IAC, we get that
Z  ∃t:RX .∀x:X. pt(x) = x.
Choose some t : RX as above and define f := π2 ◦ r ◦ t. For any x′ : X it holds that
f(x′) : X and R(x′, f(x′)). Take any x : X and define by induction (see the definition
of the natural numbers object) g : XN by setting g(0) = x and g(s(n)) = f(g(n)).
By induction on N it is clear that R(g(n), g(s(n))) holds for each n : N. It also
trivially holds that g(0) = x. We have shown
Z  ∀x:X. ∃g:XN.g(0) = x ∧ ∀n:N. R(g(n), g(s(n)),
which completes the proof.
3.7 Countable choice
We now turn to the weakest of the three axioms of choice we consider. In set theory,
one states the axiom of countable choice (or CC for short; some authors also use
ACω) in the following way:
Axiom 3.35 (Axiom of countable choice (CC)). Suppose X is a countable family
of nonempty sets. Then there exists f : X → ∪X, so that for each x ∈ X it holds
that f(x) ∈ x.
Observe, how this axiom is just a restriction of the AC (Axiom 3.22) to countable
families, hence the name. It is clear that DC (Axiom 3.28) implies CC.
Now, we turn our attention to how one interprets countable choice in a topos E .
Definition 3.36 (Internal countable choice (ICC)). An elementary topos E with
natural numbers object satisfies internal countable choice (ICC), if the functor (−)N
preserves epimorphisms.
It is immediate, that an elementary topos satisfying internal axiom of choice
also satisfies internal countable choice (take N for E). Before we show that if E
satisfies IDC then it also satisfies ICC, we first observe the following important
characterisation.
Proposition 3.37. Suppose E is an elementary topos with natural numbers object.
Then the following are equivalent:
(1) (−)N preserves epimorphisms.
(2) For any Z,A, P ∈ Obj(E) and p : P  Z ×N× A, the following holds:
Z  (∀n:N. ∃a:A.P (z, n, a))⇒ (∃f :AN.∀n:N. P (z, n, f(n))),
where z is a free variable of type Z.
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If moreover E has countable products, then also the following is equivalent:










Proof. We first prove the equivalence of (1) and (3) for elementary topoi with count-
able products. Recall (see Corollary 3.3 and Proposition 3.4) that then N = ∐n∈ω 1.





Indeed, HomE(Y,XZ) ∼= HomE(Z×Y,X) ∼= HomE(Z,XY ) ∼= HomEop(XY , Z), where





twice; first with A = Z and second with A = Y . We omit the proof of naturality.
So X(−), being a left adjoint, preserves colimits (see Theorem 1.20), when seen










Now, take any epimorphism f : X  Y in E . We set Xi := X, Yi := Y and fi := f









is an epimorphism. But by what we have just observed,∏
i∈ω
f = fN : XN → Y N,
so (1) is proved.




























Now denote p = ∐i∈ω pi : ∐i∈ω Yi → N, where pi : Yi → 1 is the unique arrow to
the terminal object. Observe the following diagram
Q P 1






Let us explain how we have obtained this diagram (it is essentially constructed
in the same way as the one in the proof of Proposition 3.27). First we take P
together with h and k so that the right square is a pullback. Now we take Q,
together with t : Q → (∐i∈ω Xi)N and g′ : Q → 1 so that the large rectangle is a
pullback. Now, because the right square is a pullback, g′ factors uniquely into k ◦ g
so that the diagram commutes. Since the right square and the large rectangle are
pullbacks, so is the left square by Proposition 1.13. Since in a topos a pullback of an
epimorphism is an epimorphism (see Proposition 2.27), it follows that g : Q→ P is
an epimorphism. We have constructed Q and P as ∏i∈ω Xi and ∏i∈ω Yi respectively
(see Proposition 3.5) and g is of course the induced map ∏i∈ω fi. This completes
the proof of (1)⇒ (3).
Before proving the equivalence of (1) and (2), we unwind the statement of (2).
Let us fix Z,A, P ∈ Obj(E) and P  Z × N × A. By (III) of the Kripke-Joyal
semantics
Z  (∀n:N.∃a:A.P (z, n, a))⇒ (∃f :AN . ∀n:N. P (z, n, f(n))) (3.1)
holds precisely when for all arrows u : U → Z
U  ∀n:N.∃a:A.P (u, n, a) implies U  ∃f :AN .∀n:N. P (u, n, f(n)).
Using rules (VI’) and (V)
U  ∀n:N.∃a:A.P (u, n, a)
if and only if
there exist epi q : Y  U ×N and α : Y → A so that Y  P (uπ1q, π2q, α).
Similarly, by rules (V) and (VI’)
U  ∃f :AN.∀n:N. P (u, n, f(n))
if and only if
there exist epi r : W  U and β : W → AN so that
W ×N  P (urπ1, π2, (β ◦ π1)(π2)).
Now assume (2). So (3.1) holds for any objects Z,A, P , variable z of type Z
and p : P  Z × N × A. Suppose we have an epimorphism g : A  B. We
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want to obtain that also gN : AN → BN is an epimorphism. We set Z := BN and
P  BN ×N× A to be
P := {⟨b, n, a⟩ : BN ×N× A | e(b, n) = g(a)}.
By assumption
BN  (∀n:N.∃a:A.P (b, n, a))⇒ (∃f :AN .∀n:N. P (b, n, f(n))).
We claim that
BN  ∀n:N.∃a:A.P (b, n, a). (3.2)






it follows by Proposition 2.27, that β := ⟨π1, π2⟩ is epi. It is trivial that
P  P (π1β, π2β, π3),
which by the semantics gives us (3.2).
Thus we have
BN  ∃f :AN .∀n:N. P (b, n, f(n)).
This means that there is an object C and arrows q : C  BN and γ : C → AN, for
which
C  ∀n:NP (q, n, γ(n)),
or equivalently
C ×N  P (q ◦ π1, π2, (γ ◦ π1)(π2)).
But this means that
⟨q ◦ π1, π2, (γ ◦ π1)(π2)⟩ : C ×N→ BN ×N× A
factors through P and this in turn, by the definition of P , means that
e ◦ (q × 1N) = g ◦ e ◦ (γ × 1N).
Since two equal maps have the same transpose:
q = e ◦ (q × 1N)
⋀
= g ◦ e ◦ (γ × 1N)
⋀
= gN ◦ γ,
we conclude that gN is an epimorphism, which concludes the proof of (1).
Now assume (1). Take any objects Z,A, P and p : P  Z ×N × A. Assume
that for some u : U → Z we have
U  ∀n:N.∃a:A.P (u, n, a).
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Then, as described above, we have that
there exist epi q : Y  U ×N and α : Y → A so that Y  P (uπ1q, π2q, α).






is a pullback. Since q : Y  U×N is an epimorphism, so is qN by (1). Since in topoi
pullbacks preserve epimorphisms (see Proposition 2.27), r is epi as well. Define also
β : W → AN by β := αN ◦ t. We claim that
W  ∀n:N. P (u ◦ r, n, β(n)),
which would prove (2).
By commutativity of the above diagram, we have that
q(t(n)) = (qN ◦ t)(n) = ⟨r, n⟩.
It is also clear that β(n) = α(t(n)). Thus, by monotonicity (see Proposition 3.18)
and
Y  P (uπ1q, π2q, α),
we have for each n : N that
W  P ((u ◦ π1 ◦ q)(t(n)), (π2 ◦ q)(t(n)), α(t(n))).
If we consider the above equalities, we get that
W  ∀n:N. P (u ◦ r, n, β(n)),
which completes the proof.
In sheaves over atomic topologies we have the following useful sufficient condition
for validity of ICC.
Proposition 3.38. Let J be the atomic topology on C and suppose that for each
diagram {fi : Ci → C}i∈ω in C there exist D ∈ Obj(C) and {gi : D → Ci}i∈ω, so
that figi = fjgj for all i, j ∈ ω as in the diagram below (in short, each diagram










Then internal countable choice holds in Sh(C, J).
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is epi as well. By Corollary 2.16 let C ∈ Obj(C) and x ∈ (∏i∈ω Gi)(C) = ∏i∈ω Gi(C).
So x is of the form x = (xi)i∈ω where xi ∈ Gi(C). Since for each i ∈ ω, the morphism
Φi is epi, there is for each i ∈ ω such
fi : Ci → C,
so that
xi · fi ∈ im Φi(Ci).
By assumption there is D ∈ Obj(C) and morphisms {gi : D → Ci}i∈ω such that the
diagram as above commutes. Let us denote h = f0 ◦ g0 : D → C. Then it holds that
xi · h ∈ im Φi(D)
for each i ∈ ω. For each i ∈ ω take yi ∈ Fi(D) so that Φi(D)(yi) = xi · h [at this
step we use the countable choice in the meta-theory]. Now





















(yi)i∈ω = (xi · h)i∈ω,
which completes the proof.
To end this section and the chapter with it, we prove that IDC implies ICC.
Proposition 3.39. If an elementary topos E with natural numbers object satisfies
IDC it satisfies ICC as well.
Proof. Since this proof simplifies a lot if we use intuitionistic reasoning, we shall
do so. We will prove that (2) of Proposition 3.37 holds. To this end let p : P 
Z ×N× A be in E and assume that
G  ∀n:N. ∃a:A.P (g, n, a), (3.3)
for some g : G→ Z in E . We aim to show
G  ∃h:AN.∀n:N. P (g, n, h(n)).
We will use (2) of Proposition 3.32. Define
X := {⟨n, a⟩ : N× A |P (g, n, a)}
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and
R := {⟨z, x, y⟩ : Z ×X ×X |
P (z, π1(x), π2(x)) ∧ P (z, π1(y), π2(y)) ∧ π1(y) = s(π1(x))}.
We claim that
G  ∀x:X. ∃y:X.R(g, x, y). (3.4)
Take any x : X. Then x = ⟨m, a⟩ : N × A, so that P (g,m, a). Now, we use (3.3)
with s(m) to get a′ : A, for which P (g, s(m), a′). It is clear, that for y := ⟨s(m), a′⟩
we have that R(g, x, y) holds, which proves (3.4).
By IDC, we get that
G  ∀x:X. ∃f :XN. (f(0) = x) ∧ ∀n:N. R(g, f(n), f(s(n))). (3.5)
First, use (3.3) with 0 : N to obtain a : A, for which P (g, 0, a). Define x := ⟨0, a⟩ and
use (3.5) with x to obtain f : XN, so that f(0) = x and ∀n:N. R(g, f(n), f(s(n))).
Now define h : AN by h(n) := π2(f(n)). We claim that ∀n:N. P (g, n, h(n)). First,
we prove by induction on N that
∀n:N. π1(f(n)) = n.
The base case follows from f(0) = x = ⟨0, a⟩. Suppose, that for some m : N we
have that π1(f(m)) = m. Since R(g, f(m), f(s(m))) holds, the definition of R gives
that
π1(f(s(m))) = s(π1(f(m))) = s(m),
which completes the proof by induction. Since we have that ∀n:N. π1(f(n)) = n
and ∀n:N. R(g, f(n), f(s(n))), it follows by the definition of R that
∀n:N. P (g, n, h(n)),
which completes the proof.
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4 Topos models of specific versions of choice
4.1 Topoi and independence proofs
In the previous chapter we have seen how to interpret logic in topoi. In his article
[2], Fourman describes how to interpret all of IZFA (intuitionistic ZF, where atoms
are allowed) inside topoi. Independence of a certain axiom from IZFA can then
be achieved by presenting two topoi, one that validates IZFA and the axiom, and
another that validates IZFA and violates the axiom. Moreover, Fourman shows that
every locally small, complete and cocomplete elementary topos (and therefore also
every Grothendieck topos) validates IZFA. Thus, in order to establish the indepen-
dence of some axiom from IZFA, it suffices to find two Grothendieck topoi, one that
validates the axiom and another that invalidates it.
Since every Boolean (the internal Heyting algebra structure of Ω is an internal
Boolean algebra) topos modelling IZFA in fact models ZFA, we can also approach
independence proofs for ZFA. However, for the purpose of this thesis, we content
ourselves with models of (and independence from) IZFA.
In the same article Fourman establishes that by mimicking the cumulative hi-
erarchy of set theory, every locally small, complete and cocomplete topos model
of IZFA (respectively ZFA) can be turned into a model of IZF (respectively ZF).
However, in general these new models do not give independence results, as we have
lost some information on the way.
We will consider independence of the three internal choice axioms presented in
the previous chapter. With these examples we also demonstrate that the converses
of implications between internal choice axioms proved in the previous chapter do
not hold.
4.2 Invalidating ICC: the Schanuel topos
The following construction is based on the Fraenkel-Mostowski permutation models
with atoms, discussed for instance in [3, pp. 48–51].
Let I denote the category, whose objects are finite (I for fInite) subsets of some
fixed infinite set and morphisms are injective functions between them. We assume
that I is closed under some basic operations on sets, e.g., (disjoint) unions, quotients,
etc., so that we can perform the operations as below. One could also consider all
finite sets as objects, but then the category would not be small. Nevertheless, we
will not be very precise about this; e.g., we will sometimes talk about all finite sets,
when we will be referring to all objects of I.
Since presheaves are contravariant functors, we will rather work with Iop. A
morphism f : Y → X in this category is then really an injective function f̂ : X → Y .
We want to see that Iop carries the atomic topology. Using our alternative
description of morphisms, this means that for each diagram as below, there is com-
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Define W = (Y ∐Z)/∀x∈X.f(x)∼g(x) and maps h : Y → W and k : Z → W ,
prescribing h(y) = [y] and k(z) = [z], where [−] denotes an equivalence class in
W . These maps are obviously well defined and injective. It is also obvious that the
diagram commutes. Thus, Iop carries the atomic topology, which we denote by J .
The Schanuel topos is the category Sh(Iop, J) (this topos is discussed and carries
the same name in [9, p. 155], where also an alternative description is given). We
will abbreviate this to Sh(Iop).
Definition 4.1 ([9, p. 126]). A Grothendieck topology J on a category C is sub-
canonical if all representable presheaves on C are sheaves.
Fix a finite set X ∈ Obj(Iop). Then y(X) = HomIop(−, X) can be described by
y(X;Y ) = {f : X → Y | f is injective},
for any Y ∈ Obj(I). Fix a finite set Y and an injective function f : Y → Z. Suppose




equality g ◦ f = h ◦ f implies k · g = k · h. In this case k · g = g ◦ k and k · h = h ◦ k.
It now follows, that im k ⊆ im f (if not, one could find a pair of injective functions
g, h : Z → W , such that they would agree on im f and disagree on an element of
im k \ im f). Now we can define t : X → Y by t(x) = f−1(k(x)). It is obvious, that
this map is injective and that f ◦ t = k, so that t · f = k. Moreover, t is obviously
the unique such. By Lemma 2.14 we have shown:
Proposition 4.2. The site Sh(Iop) is subcanonical.
Now let us turn our attention to the invalidation of internal countable choice.
Definition 4.3. A sheaf F is called well-supported if the unique morphism F → 1
is an epimorphism.
Proposition 4.4. Every representable sheaf in Sh(Iop) is well-supported.
Proof. Fix a finite set X ∈ Obj(I). By Corollary 2.16, we have to check, that for
each Y ∈ Obj(I) there is a finite set Z and an injective function f : Y  Z, such
that y(X;Z) is non-empty. Define Z = X ∐Y and f : Y ↪→ Z. Then y(X;Z) is
obviously non-empty and the proof is complete.
Now we have everything we needed for the last theorem of this section.
Theorem 4.5. Countable choice fails in the Schanuel topos.
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Proof. To show that countable choice fails in Sh(Iop) we will find a countable family
of epimorphisms, such that their product is not an epimorphism. Then by charac-
terisation in Proposition 3.37, internal countable choice indeed fails.
Consider F := ∏n∈ω y(n), where we think of n as in set theory, i.e. n =
{0, 1, . . . , n − 1} (we assume that these sets are in I). We already know, that
y(n) → 1 is an epimorphism for each n ∈ ω. Now we show, that F → 1 is not
an epimorphism. For each finite set X, its cardinality is |n| for some n ∈ ω. But
then for any m > n, we have that y(m;X) = ∅, as there are no injections from a
set of greater cardinality to a set of lower cardinality. Thus, the product is empty
as well. This shows, that F (X) = ∅ for each finite set X and hence F → 1 is not
an epimorphism.
4.3 Validating ICC and invalidating IDC
In this section we employ trees to show that internal countable choice does not
imply internal dependent choice. Moreover, together with the Schanuel topos, the
example given in this section establishes the independence of ICC from IZFA. The
topos considered here is based on a well-known proof that dependent choice does
not follow from countable choice. This proof (see [3, pp. 130–131, Theorem 8.12])
considers permutation models with atoms, but the underlying idea is very similar.
Before we can define the category we will work on, we need to state some defi-
nitions on trees. These definitions are taken from [6].
Let X be a non-empty set. For an every n ∈ ω, we denote the set of sequences
of length n in X by Xn. For n = 0, we have the empty sequence, which we denote
by ∅. We also denote the set of all finite sequences by X<ω := ∪n∈ωXn. For a
sequence t of length m ≥ n, we denote by t  n the restriction of t to first n entries,
that is if t = (t0, t1, . . . , tm−1), then t  n = (t0, t1, . . . , tn−1). We also say, that
t  n is an initial segment of t. Suppose now, that s and t are sequences of lengths
n and m respectively, where m ≥ n. We say that t extends s if t  n = s. We
denote this by t - s. If m > n then we say that t strictly extends s and denote
this by t ≺ s. For any s = (s0, . . . , sn−1), t = (t0, . . . , tm−1) ∈ X<ω, we define their
concatenation sat = (s0, . . . , sn−1, t0, . . . , tm−1). For any element x ∈ X, we also
define tax = (t0, . . . , tm−1, x). For a sequence t we denote its length by |t|.
Definition 4.6 ([6, p. 5]). Let X be a non-empty set. A tree on X is a subset
T ⊆ X<ω, for which it holds that for each t ∈ T all its restrictions are also in T ;
that is if t is of length m, then for all n < m, it holds that t  n ∈ T . We say that
x ∈ Aω is an infinite branch of a tree T , if for each n ∈ ω it holds that x  n ∈ T .
We will work only with well behaved trees, that is those which satisfy the fol-
lowing definition.
Definition 4.7 ([6, p. 10]). A tree T is well-founded if it has no infinite branches.
Note that if the relation ≺ on T as defined above is well-founded in the usual
sense, then T is well-founded. The converse holds as well (one needs to assume
dependent choice).
Now we define the category W. We fix a set A of cardinality ℵ1 (or of any
uncountable cardinality). The objects are then countable well-founded trees over
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A (W for Well-founded). We can think of them as trees with countably many
branches of finite lengths. Morphisms are injective tree homomorphisms. A tree
homomorphism f : T → S, where T is a tree on X and S is a tree on Y is a
function, such that f(∅) = ∅ and for each t ∈ T and x ∈ X, for which tax ∈ T it
holds that f(tax) = f(t)ay ∈ S for some y ∈ Y .
Let us show that Wop carries the atomic topology. We need to prove that for the
following diagram of well-founded countable trees and injective tree homomorphisms







Since all trees are countable and since our underlying set has cardinality ℵ1, we
can assume that T, S and Z are trees over pairwise disjoint countable subsets
B,C and D of A. If this is not the case, we can rename the elements, then
perform the following construction and finally adjust the morphisms h and k so
that they match the original names. Define S ′ to be the set which contains all
(x0, x1, . . . , xn−1)a(sn, sn+1, . . . , sm−1), where x = (x0, . . . , xn−1) ∈ T is maximal
such that f(x) is an initial segment of (s0, . . . , sm−1). This S ′ is then a well-founded
tree over B∪C and is isomorphic to S. We can repeat the same procedure to obtain
Z ′, a well-founded tree over B ∪D. Now define W := S ′ ∪ Z ′, a well-founded tree
on B ∪C ∪D, and h, k inclusions (up to isomorphisms) from S and Z respectively.
The diagram obviously commutes. Thus Wop carries the atomic topology, which we
denote by J .
Theorem 4.8. Internal countable choice holds in Sh(Wop, J).










there is a completion on the right. We again assume, that trees S and Ti for i ∈ ω
are over pairwise disjoint sets (if this is not the case, we rename the underlying sets;
note that it is important, that the set A in the definition of W has cardinality ℵ1
and that we are assuming the axiom of choice in the meta-theory so that countable
union of countable sets is countable). Now we (as in the proof that Wop carries the
atomic topology) define T ′i as the set that contains (s0, . . . , sn−1)a(tn, . . . , tm−1) for
all s = (s0, . . . , sn−1) ∈ S and t = (t0, . . . , tm−1) ∈ Ti, where s is maximal such that
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gi(s) is an initial segment of t. Then T ′i are countable well-founded trees and Ti is
isomorphic to T ′i . Finally, define
R := ∪i∈ωT ′i
and for each i ∈ ω the morphism fi as the inclusion (up to isomorphism) of Ti into
R. It is immediate, that R is again a countable (we are assuming the axiom of choice
in the meta-theory) well-founded tree and that the diagram is completed.
Let us now turn to the failure of the internal dependent choice. As we have
defined everything that we will need, we can give the proof right away.
Proposition 4.9. Internal dependent choice fails in Sh(Wop, J).
Proof. Define a presheaf F ∈ SetWop by F (T ) := T , and F (f̂ : S → T ) := f ,
where f : T → S is the injective tree homomorphism that corresponds to f̂ ∈
HomWop(S, T ). Let us show that F ∈ Sh(Wop, J) (since this time the proof is
relatively straightforward, we will do it by definition and not by use of Lemma
2.14).
Let T ∈ Obj(W), S ∈ J(T ) and {xg}ĝ∈S a matching family for F and S. Since
S ̸= ∅, pick g0 : T  Z0 so that ĝ0 ∈ S. Define x = g−10 (xg0), which is well defined,
since g0 is an injective tree homomorphism. Suppose g1 : T  Z1 is another such
that ĝ1 ∈ S. By the property of the atomic topology, we have h0 : Z0  W and
h1 : Z1  W both injective tree homomorphisms so that k = h0g0 = h1g1. Because
{xg} is a matching family it holds that h0(xg0) = xg0 · ĥ0 = xk = xg1 · ĥ1 = h1(xg1).
Then g1(x) = g1(g−10 (xg0)) = g1(k−1(xk)) = h−11 (xk) = xg1 . This proves that x is
an amalgamation of the matching family. It is obviously unique (because of the
injectivity of morphisms in W). Thus F is indeed a sheaf.
Now define a subpresheaf R of F × F by
R(T ) := {(s, t) ∈ T × T | t ≺ s}
and R(f̂ : S → T ) = (f×f)|R(T ). This is well defined because f is monotone (if t ≺ s
then f(t) ≺ f(s)). It is clear that R is a subpresheaf of F ×F . To show that R is a
subsheaf of F × F it suffices by Lemma 2.13 to establish that for any T ∈ Obj(W),
S ∈ J(T ) and (s, t) ∈ T ×T = (F ×F )(T ), for which (s, t) · f̂ = (f(s), f(t)) ∈ R(W )
for all f : T  W , with f̂ ∈ S, it holds that (s, t) ∈ R(T ). Assume that for some
(s, t) ∈ T × T it holds that for all f̂ ∈ S we have f(t) ≺ f(s). Since S ̸= ∅, pick
f : T  Z such that f̂ ∈ S. Let n be the length of s. Then f(t)  n = f(s) and
since f is a tree homomorphism it follows that f(t  n) = f(t)  n = f(s). Since f
is injective it follows that s = t  n and thus t ≺ s. This proves that R is a subsheaf
of F × F .
Observe that the composition R  F × F π1−→ F , where π1 is the projection on
the first component is an epimorphism: by Corollary 2.16 it suffices to prove that
for each T ∈ Obj(W) and t ∈ T = F (T ) there is f : T  S, f ∈ HomW(T, S) for
which there is s ∈ S, so that s ≺ f(t). Define S := T ∪ {taa} for some a ∈ A and
f : T → S the inclusion. Then the above obviously holds for s := taa.
Finally, consider the presheaf P defined by
P (T ) := {(xn)n∈ω ∈ F ω(T ) = T ω | (xn, xn+1) ∈ R(T ) for all n ∈ ω}
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and P (f̂ : S → T )(xn)n∈ω := (f(xn))n∈ω. Since none of T ∈ Obj(W) has any
infinite branches, we have P (T ) = ∅ for each T ∈W. Thus P is the initial object of
Sh(Wop, J). Hence the condition (2) from Proposition 3.30, which gives alternative
characterisation of IDC, cannot hold. This proves that the internal dependent choice
indeed fails.
4.4 Validating IDC and invalidating IAC
In this section we generalise the construction of the Schanuel topos and establish
that internal dependent choice does not imply internal axiom of choice. Together
with Sh(Wop, J) from the previous section the Grothendieck topos presented here
gives the independence of IDC from IZFA.
We fix a set A of cardinality ℵ1 (or of any uncountable cardinality) and a set
B of countable sets closed under countable (disjoint) unions [since we are assuming
axiom of choice in the meta-theory, it holds that a countable union of countable sets
is countable], quotients and other nice properties (see the beginning of section 4.2
on Schanuel topos).
Set Q to be the category, which has as objects all functions f : X → A, for all
X ∈ B. The morphisms from f : X → A to g : Y → A, where X, Y ∈ B are all
injective h : X  Y , for which g ◦ h = f .










Take F := D∐E/∼, where D ∋ y ∼ z ∈ E precisely when y = h1(x) and z = h2(x)
for some x ∈ C. Then take g1 : D → F and g2 : E → F , to be the canonical
maps q ◦ ι1 and q ◦ ι2, where q : D
∐
E → F is the quotient projection and maps
ι1 : D ↪→ D
∐
E, ι2 : E ↪→ D
∐
E are inclusions into the coproduct. Define
also f4 : F → A, so that f4|q(D\h1(C)) = f2|D\h1(C), f4|q(E\h2(C)) = f3|E\h2(C) and
f4|q(h1(C)) = f1. Then it is clear that g1 and g2 are injective and that the obtained
diagram commutes. This proves that Qop indeed carries the atomic topology. Denote
it with J .
Proposition 4.10. In Sh(Qop, J) the internal dependent choice holds.
Proof. By Proposition 3.33, it suffices to consider the following: suppose the diagram








commutes, where Cn ∈ B and hn are injective functions (note that we are using the
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opposite category in the underlying site). We need to find C ∈ B, f : C → A and








where Cn ∋ y ∼ z ∈ Cm precisely when⎧⎨⎩(hn−1 ◦ · · · ◦ hm)(z) = y , if n ≥ m(hm−1 ◦ · · · ◦ hn)(y) = z , if m ≥ n.
By nice properties of B, we have that C ∈ B. Denote the quotient projection
with q and define also f : C → A so that f |q(Cn) = fn (this is possible because
fn+1 ◦ hn = fn holds for each n ∈ ω). Finally, take gn : Cn → C to be q ◦ ιn, where
ιn : Cn →
∐
m∈ω Cm are the inclusions. It is clear, that there are no identifications
inside ιn(Cn) ⊆
∐
m∈ω Cm and thus gn is injective for each n ∈ ω. Furthermore,
f ◦ gn = fn and gn = gn+1 ◦ hn hold for each n ∈ ω by construction of C and f .
For the invalidation of IAC, we will work with representable sheaves, but first
we must show that:
Lemma 4.11. For any X ∈ B and f : X → A, it holds that y(f) ∈ Sh(Qop, J),
i.e. Sh(Qop, J) is subcanonical.
Proof. The proof will use Lemma 2.14 and will be similar as for the Schanuel topos.
Fix X ∈ B and f1 : X → A. Take any I, J ∈ B, f2 : I → A, f3 : J → A
and g : I  J injective, so that f3 ◦ g = f2. Suppose that for k ∈ y(f1; f3), i.e.
k : X  J is injective so that f3 ◦ k = f1, it holds that for any f4 : K → A, where
K ∈ B, and h1, h2 : J  K injective, for which f4 ◦hi = f3 for i = 1, 2 it holds that
h1 ◦ g = h2 ◦ g implies h1 ◦ k = h2 ◦ k.
[Note that k · ĥi = hi ◦ k.] We claim that im k ⊆ im g. If this were not the case,
there would be x ∈ J , so that x ∈ im k \ im g. Then take K := J ∪ {∗}, where ∗ is
an anonymous element not in J so that K ∈ B. Define h1, h2 : J → K as
h1(y) := y and h2(y) :=
⎧⎨⎩y , y ̸= x∗ , y = x.
Both are obviously injective. Define also f4 : K → A as
f4(z) :=
⎧⎨⎩f3(z) , z ∈ Jf3(x) , z = ∗.
It is clear that f4 ◦ hi = f3 for i = 1, 2 and that h1 ◦ g = h2 ◦ g and h1 ◦ k ̸= h2 ◦ k.
This is a contradiction, thus indeed im k ⊆ im g.
Now define l : X → I as g−1 ◦ k, where g−1 is the inverse of g defined on im g.
Then l is injective, f2 ◦ l = f1 and g ◦ l = k, which completes the proof.
The next step is to prove the following lemma.
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Lemma 4.12. Every representable is well-supported.
Proof. Fix any X ∈ B and f : X → A. Take any C ∈ B and g : C → A. By
Corollary 2.16 it suffices to find D ∈ B, k : D → A and an injective h : C  D so
that k ◦ h = g and y(f ; k) ̸= ∅. Define D = X ∐C and k : D → A by k := f + g.
Then for h : C ↪→ D the required clearly holds.
Proposition 4.13. In Sh(Qop, J) the internal axiom of choice fails.
Proof. We will use Proposition 3.27: we will find a family of epimorphisms, such
that their product will not be epi. By the previous lemma, we know that for any
X ∈ B and any f : X → A it holds that φf : y(f) → 1 is an epimorphism. We






is not an epimorphism. Indeed, for any C ∈ B and any g : C → A, it holds that
im g is a countable subset of an uncountable set A. Thus there exists Y ∈ B and
h : Y → A, so that im h ∩ im g = ∅. Then y(h; g) = ∅ and hence also⎛⎝ ∏
X∈B,f :X→A
y(f)
⎞⎠ (g) = ∏
X∈B,f :X→A
y(f ; g) = ∅.
This proves that IAC indeed fails in Sh(Qop, J).
4.5 Validating IAC
For completeness, we present the final example of a Grothendieck topos, which
validates the internal axiom of choice and concludes that also IAC is independent
from IZFA. We claim, that Set (for which we have already established that it is a
Grothendieck topos) also validates the internal axiom of choice.
Since we are assuming the axiom of choice in the meta-theory, we know that
every epimorphism f : X  Y between sets splits, i.e., there is g : Y → X, for
which f ◦ g = 1Y . This means that Set validates the external axiom of choice, and
since EAC implies IAC, the proof is complete.
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A Type theory
We present a formal theory called type theory. It turns out, that the Mitchell-
Bénabou language (the internal language) of a topos is a type theory. Furthermore,
type theory is a formalisation of intuitionistic reasoning. Intuitionistic reasoning is
the usual mathematical reasoning, taken away the method of proof by contradiction
and the rule of excluded middle (tertium non datur in Latin). Therefore, we argu-
ment that one can use intuitionistic reasoning when working in topoi, what we have
been doing in §3.
Type theory was first introduced in the early 20th century by Bertrand Russell
in order to avoid paradoxes in his work on Principia Mathematica by defining a
hierarchy of types. His version of type theory goes by the name of ramified type
theory. In 1940 Alonzo Church introduced simply typed lambda calculus, a different
form of type theory, known also for introducing the lambda notation.
The type theory we will be interested in is intuitionistic type theory, developed by
Per Martin Löf in 1972. It was intended as an alternative foundation of mathematics
modelling constructive mathematics. In our presentation we follow [7].
Since 2006, a new type theory has emerged, called homotopy type theory, and is
now an active research area.
As opposed to some presentations of type theory, which rely on proof trees, we
will use as much natural language as possible when describing the rules. Thus, it
will hopefully be clear that type theory indeed formalises intuitionistic reasoning.
A.1 Intuitionistic type theory
From now on we will write type theory but we always mean intuitionistic type theory.
Most of the section will be one big definition, hence we avoid the usual definition
environment. We omit definitions of intuitively known notions such as free/bound
variable.
A type theory is a formal theory specified by
• a class of types, with three designated instances: 1, N and Ω, and closed under
operations × and P , i.e., if A and B are types, then so are A×B and PA,
• for each type a class of terms containing a countable collection of variables,
• for each finite set of variables X, we have a binary relation of entailment
between those terms of type Ω, for which the free variables are contained in
X. We denote the relation by ⊢X (if X = ∅, we write ⊢).
We think of 1 as the one element set, of N as the set of natural numbers and of
Ω as the set of truth values. The operation P represents the power-set and × the
product. For a term a of type A we write a : A. If a term φ : Ω possibly contains
a free variable x : A, we emphasise this by writing φ(x). Note that φ(x) might also
have other free variables. We now state the additional requirements on types, terms
and variables:
1. we have ∗ : 1,
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2. if a : A and b : B then ⟨a, b⟩ : A×B,
3. if a : A and α : PA then a ∈ α : Ω,
4. if φ(x) : Ω, where the variable x : A, then {x : A |φ(x)} : PA and this term
has no free occurrences of x,
5. we have 0 : N and if n : N then also Sn : N,
6. we have ⊤ : Ω and ⊥: Ω,
7. if p : Ω and q : Ω (we sometimes write p, q : Ω) then p ∧ q : Ω, p ∨ q : Ω and
p⇒ q : Ω,
8. if φ(x) : Ω, where the variable x : A, then ∀x:A. φ(x) : Ω and ∃x:A. φ(x) : Ω
and these new terms have no free occurrences of x.
We also define for our convenience:
• if p : Ω, then define ¬p to be the term p⇒⊥: Ω,
• if p, q : Ω, then define p⇔ q to be the term (p⇒ q) ∧ (q ⇒ p) : Ω,
• if a, a′ : A then define the term a = a′ to be ∀u:PA. (a ∈ u⇔ a′ ∈ u) : Ω.
Next, we list the requirements for the entailment relation. We write ⊢X p for
⊤ ⊢X p. We divide them intro three groups. The structural rules are:
1. we have p ⊢X p,
2. if p ⊢X q and q ⊢X r then also p ⊢X r,
3. if p ⊢X q then also p ⊢X∪{x} q,
4. if φ(x) ⊢X∪{x} ψ(x) then also φ(a) ⊢X ψ(a),
where X is a finite set of variables, x is any variable of type A, a is any term of type
A, whose all free variables are contained in X and p, q, r, φ(x), ψ(x) are any terms
of type Ω, such that no free variable of a becomes bound in φ(a) or in ψ(a).
The logical rules are:
1. we have p ⊢X ⊤ and ⊥⊢X p,
2. r ⊢X p ∧ q if and only if r ⊢X p and r ⊢X q,
3. p ∨ q ⊢X r if and only if p ⊢X r and q ⊢X r,
4. p ⊢X q ⇒ r if and only if p ∧ q ⊢X r,
5. p ⊢X ∀x:A. φ(x) if and only if p ⊢X∪{x} φ(x),
6. ∃x:A. φ(x) ⊢X p if and only if φ(x) ⊢X∪{x} p,
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where p, q, r and φ(x) are any terms of type Ω and X is a finite set of variables.
The rules of the last collection of requirements are called extralogical axioms (the
first two reformulate two axioms of set theory with the same names). They are:
Comprehension: ⊢X ∀x′:A. [x′ ∈ {x : A |φ(x)} ⇔ φ(x′)].
Extensionality: ⊢ ∀u:PA. ∀v:PA. [∀x:A. x ∈ u⇔ x ∈ v]⇒ u = v,
⊢ ∀s:Ω.∀t:Ω. (s⇔ t)⇒ s = t.
Products: ⊢ ∀z:1. z = ∗,
⊢ ∀w:A×B. ∃x:A. ∃y:B.w = ⟨x, y⟩,
⊢ ∀x:A. ∀x′:A.∀y:B. ∀y′:B. ⟨x, y⟩ = ⟨x′, y′⟩ ⇒ [x = x′ ∧ y = y′].
Peano axioms: ⊢ ∀n:N. Sn = 0⇒⊥,
⊢ ∀n:N.∀m:N. Sn = Sm⇒ n = m,
⊢ ∀l:PN. [[0 ∈ l ∧ ∀n:N. n ∈ l⇒ Sn ∈ l]⇒ ∀n:N. n ∈ l].
In the above, A and B are any types and X is a finite set of variables. This completes
the definition of intuitionistic type theory.
We now give some argument why this formal theory really is a formalisation of
intuitionistic reasoning.
We think of the entailment p ⊢X q as: if we choose some set of variables X (of
possibly different types) and assume p (that might depend on variables in X) we
can prove q (which might also depend on variables in X). The structural rules make
sure that this relation really behaves in the same way as our informal notion of proof
from assumption.
By logical rules we make sure that combining propositions by logical connectives
∧,∨, · · · really is what we want to express with them, e.g., φ ∧ ψ means φ and ψ.
Finally, the extralogical axioms ensure that ×, P and N really behave like the
product of sets, power-set operation and the set of natural numbers. Hopefully,
the reader is convinced that we really presented a formalisation of intuitionistic
reasoning.
By adding the axiom:
∀t:Ω. t ∨ ¬t,
we get a formalisation of classical reasoning.
A.2 Mitchell-Bénabou language is a type theory
The reason why we introduced type theory is the following theorem:
Theorem A.1. Mitchell-Bénabou language of an elementary topos with the natural
numbers object is a type theory. That is to say; there exists a suitable definition of
the entailment relation ⊢X which makes the Mitchell-Bénabou language of a topos
into a type theory.
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Proof. The theorem in [7, p. 145, Theorem 4.1] establishes that Mitchell-Bénabou
language of a topos with a natural numbers object is a type theory based on equality.
Moreover, by [7, p. 138, Theorem 2.4] the type theory based on equality is equivalent
to type theory. The theorem follows.
Remark A.2. We could also define a weaker type theory without the type N and all
rules referring to it and obtain that the internal language of any elementary topos is a
weaker type theory. Thus, we can also use intuitionistic reasoning (without reference
to natural numbers) when working with topoi without the natural numbers object.
Moreover, we also have a result which connects relations  and ⊢:
Proposition A.3 ([7, p. 165, Proposition 8.2]). If a : C → A is an arrow in an
elementary topos E (with natural numbers object), then
C  φ(a) if and only if ⊢ ∀z:C. φ(az).
Proof. See [7, p. 165, Proof of Proposition 8.2].
64
B List object
Here we explain some more detail about list objects and their properties.
Definition B.1 ([4, p. 117, Definition 2.5.15]). If C is any category with finite
products and X ∈ Obj(C), a list object over X is an object LX of C together with
morphisms ϵ : 1 → LX and a : LX × X → X, so that for any a : 1 → A and
any g : A × X → A there is a unique f : LX → A, so that the following diagram
commutes:






We interpret LX as the object of finite sequences over X, where ϵ represents the
empty sequence. Define also ι : X → LX by
X ∼= 1×X ϵ×1X−−−→ LX ×X
a
−→ LX,
which we interpret as the morphism that takes “elements” of X to sequences of
length 1 which contain them as their only entry. The following result gives us a way
to decompose non-trivial lists (those different from ϵ) into an initial segment and
the last element.
Proposition B.2 ([4, p. 118]). Suppose C has finite products and finite coproducts.




Proof. Use the universality property for
1 LX LX ×X





to obtain f : LX → 1∐(LX × X), where ι1 and ι2 are the inclusions of 1 and
LX × X into 1∐(LX × X). The inverse of f is ϵ+a. We leave the details to the
reader.
The following proposition establishes that there are all list objects in an elemen-
tary topos with natural numbers object.
Proposition B.3. In an elementary topos E with natural numbers object, the list
object LX over X ∈ Obj(E) exists and is given by
{α : (1
∐
X)N | ∃n:N. [α(n) = ι1(∗)]∧
∀m:N. [(∃k:N.m = n+ k)⇒ α(m) = α(n)]∧
[(∃k:N. n = m+ s(k))⇒ ∃x:X.α(m) = ι2(x)]},
where ∗ is a term of type 1.
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Proof. See [4, p. 1037] for constructions of ϵ and a (note that the arrows defined
there restrict to the object defined here). It is then relatively straightforward to
prove the list property for the object defined above, together with ϵ and a.
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C Razširjeni povzetek v slovenščini
V razširjenem povzetku se osredotočimo na glavne definicije, trditve in izreke, ki
najbolje predstavijo delo. Za ostale pojme zgolj navedemo v katerem poglavju jih
definiramo, dokaze pa izpustimo. Pri prevodu v slovenščini manj prisotnih pojmov
v oglatih oklepajih navedemo prvotni zapis v angleščini. Zaradi lažjega sklanjanja
za množino besede topos ne uporabljamo topoi (kot v angleščini), temveč toposi.
C.1 Uvod
V tem delu obravnavamo alternativni pristop k dokazom neodvisnosti iz teorije
množic. Za razliko od standardnih modelov teorije množic uporabljamo topose.
Veliko konstrukcij toposov je osnovanih na permutacijskih modelih z atomi ali na
vsiljevanju [forcing]. Na topose (pri uporabi v logiki) lahko gledamo kot na združitev
teh dveh metod. Permutacijski modeli z atomi so starejša metoda od vsiljevanja, z
njihovo pomočjo je bil podan dokaz za neodvisnost aksioma izbire od teorije množic
z atomi (ZFA). Vsiljevanje je vpeljal Paul Cohen v svojem dokazu neodvisnosti
(posplošene) hipoteze kontinuuma od ZF (standardne aksiomatizacije teorije množic
brez izbire) in je od tedaj postalo eno najpomembnejših orodij v teoriji množic.
Prvi si je topose zamislil Alexander Grothendieck, ki jih je uporabljal v alge-
braični geometriji, med drugim v obravnavi kohomologije posplošenih prostorov.
Pojem snopa na topološkem prostoru je bil prisoten že nekaj časa prej pri študiju
Riemannovih ploskev. Grothendieck je definiral Grothendieckovo topologijo na splo-
šni kategoriji in tako prišel do odra [site]; kategorije opremljene z Grothendieckovo
topologijo. Na njih je definiral snope in Grothendieckov topos kot vsako kategorijo,
ki je ekvivalentna kategoriji snopov nad nekim odrom.
Kmalu zatem je pojem toposa postal pomemben tudi v logiki in teoriji množic.
William Lawvere je v iskanju primerne aksiomatizacije fizike prišel do aksiomatične
definicije toposa, ki mu dandanes pravimo elementarni topos. Topos je kategorija,
ki ima s kategorijo množic skupnih veliko lepih lastnosti in prav temu gre njihova
pomembnost v teoriji množic. V [9], ki je primarni vir tega dela, je dokazano, da je
aksiomatizacija matematike, podana preko dobro poudarjenih elementarnih toposov
[well-pointed elementary topos], ekvivalentna omejeni Zermelovi teoriji množic z
aksiomom izbire (RZC).
Elementarni toposi so nosilci Mitchell-Bénaboujevega jezika, preko katerega lahko
izražamo resnico v toposu. Logika, ki jo s tem dobimo, je večinoma intuitionistična,
kar pomeni, da nimamo pravila izključujoče sredine in s tem prav tako ne metode do-
kaza s protislovjem. Zaradi tega so toposi zanimivi tudi v teoretičnem računalništvu.
Kripke-Joyalova semantika nam razumevanje resnice v toposu precej poenostavi.
Med bolj zanimivimi lastnostmi, ki jih lahko izražamo v toposu, so aksiomi teorije
množic. Fourman je v [2] opisal, kako lahko vse aksiome IZFA (intuitionistična
ZF, kjer so dovoljeni atomi – objekti, ki niso množice) izrazimo v toposu. V istem
članku je pokazal tudi, da vsak lokalno majhen, kompleten [complete] in kokompleten
[cocomplete] elementarni topos (torej tudi vsak Grothendieckov topos) zadošča IZFA.
Tako lahko preko toposov podajamo dokaze neodvisnosti od IZFA: s predstavitvijo
dveh Grothendieckovih toposov; enega, ki zadošča določenemu aksiomu in drugega,
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ki temu aksiomu ne zadošča. V Boolovih toposih, v katerih velja IZFA, prav tako
velja ZFA. Torej lahko preko toposov podajamo tudi dokaze neodvisnosti za ZFA,
vendar se bomo mi zadovoljili z IZFA.
Fourman je v članku [2] pokazal tudi, da lahko s posnemanjem kumulativne
hierarhije iz vsakega lokalno majhnega, kompletnega in kokompletnega toposa, ki
modelira IZFA (oziroma ZFA) dobimo model za IZF (oziroma ZF), vendar se v
splošnem preko te konstrukcije izgubi struktura, potrebna za dokaze neodvisnosti.
Nas bo v tem delu zanimalo predvsem, kako se v toposu izražajo različni aksiomi
izbire. Osredotočili se bomo na aksiom izbire, aksiom odvisne izbire in aksiom števne
izbire. Za toposne različice teh aksiomov bomo navedli ekvivalentne formulacije za
elementarne topose in pogoje za veljavnost v Grothendieckovih toposih. Pokazali
bomo, da med izražavami v toposu veljajo enake implikacije kot v teoriji množic, v
zadnjem poglavju pa bomo s predstavitvijo štirih Grothendieckovih toposov zaklju-
čili, da obratne implikacije ne veljajo in s tem prav tako prišli do neodvisnosti teh
aksiomov od IZFA.
C.2 Osnove iz teorije kategorij
V tem poglavju so navedene osnovne definicije in rezultati iz teorije kategorij. Zač-
nemo z definicijami ((lokalno) majhnih, obratnih) kategorij, monomorfizmov (za mo-
nomofizem s : S  A pravimo, da je S podobjekt A), epimorfizmov, izomorfizmov,
funktorjev, naravnih transformacij, zvestih/polnih funktorjev in ekvivalenc kategorij.
Kategorijo funktorjev iz majhne kategorije Cop v kategorijo množic Set in naravnih
transformacij med njimi označimo s SetCop , objektom pa pravimo predsnopi. Za
F ∈ SetCop , f : D → C v C in x ∈ F (C) pišemo x · f namesto F (f)(x).
Kot primer funktorja, ki ga bomo uporabili kasneje, navedemo funktor y : C→
SetCop , definiran za vsak C ∈ Obj(C) s predpisom y(C)(D) := HomC(D,C) in
y(C)(f : E → D) := − ◦ f .
Nadaljujemo s predstavitvijo nekaterih konstrukcij novih objektov. Kot primere
limit navedemo končne objekte, produkte, povleke (za njih navedemo tudi nekaj eno-
stavnih, a uporabnih, rezultatov) in izenačevalnike [equaliser ]. Kot primere kolimit
navedemo začetne objekte, koprodukte, potiske in koizenačevalnike [coequaliser ].
Nadaljujemo s predstavitvijo adjunkcije med dvema funktorjema. Pri tem defi-
niramo tudi enoto in koenoto adjunkcije. Za adjunkcije navedemo pomemben izrek:
Izrek C.1. Levi adjunkti ohranjajo kolimite, desni pa limite.
Nato predstavimo še najpomembnejši primer adjunkcije: produkta in eksponen-
ciacije (eksponenciacijo (−)X definiramo kot desni adjunkt [če obstaja] funktorja
X ×−). Koenoto te adjunkcije označimo z e in ji pravimo evalvacija.
Definicija C.2. Klasifikator podobjektov v kategoriji C s končnimi limitami je mo-
nomorfizem true : 1  Ω, za katerega velja, da za vsak monomorfizem s : S  A







V kategoriji množic je klasifikator podobjektov {0} ↪→ {0, 1}.
Za celovitost poglavje zaključimo z navedbo Leme Yonede, ki je kljub odsotnosti
v nadaljevanju dela pomembna za marsikateri izpuščeni dokaz.
C.3 Odri in toposi
Definicija C.3. Naj bo C majhna kategorija in C ∈ Obj(C). Rešeto [sieve] S na C
je nabor morfizmov s kodomeno C, tako da za vsak f ∈ S in morfizem g, za katera
je fg definiran, velja fg ∈ S.
Za f : D → C in rešeto S na C definiramo
f ∗(S) = {g : E → D | E ∈ Obj(C), fg ∈ S}.
Trditev C.4. Za majhno kategorijo C in C ∈ Obj(C) obstaja bijektivna korespon-
denca med rešeti na C in podobjekti y(C).
Definicija C.5. Grothendieckova topologija na majhni kategoriji C je predpis J , ki
vsakemu C ∈ Obj(C) priredi J(C), nabor rešet na C, tako da velja:
1. Maksimalno rešeto tC = {f ∈ HomC(D,C) | D ∈ Obj(C)} je element J(C).
2. Stabilnost: če je S ∈ J(C) in je h : D → C poljubni morfizem, potem je tudi
h∗(S) ∈ J(D).
3. Tranzitivnost: če je S ∈ J(C) in je R poljubno rešeto na C, za katerega je
f ∗(R) ∈ J(D) za vsak f : D → C iz S, je potem tudi R ∈ J(C).
Definicija C.6. Oder [site] je par (C, J), kjer je J Grothendieckova topologija na
majhni kategoriji C.
V delu pokažemo, da pojem Grothendieckove topologije res razširja pojem topo-
logije za topološke prostore. Predstavimo tudi Grothendieckovo bazo in dokažemo,
da vsaka baza generira topologijo ter da za vsako topologijo obstaja kanonična baza,
ki jo generira.
Nadaljujemo s primeri odrov. Trivialna topologija je podana z J(C) := {tC}.
Bolj zanimiva je gosta topologija, definirana s: S ∈ J(C) natanko tedaj, ko
∀D ∈ Obj(C).∀f ∈ Hom(D,C). ∃E ∈ Obj(C).∃g ∈ Hom(E,D). fg ∈ S,
kjer je C ∈ Obj(C) in S poljubno rešeto na C.
Nas bo najbolj zanimala atomska topologija, ki pa jo lahko definiramo le na





dopolni do komutirajočega kvadrata. Če je ta pogoj izpolnjen, definiramo J s
S ∈ J(C) :⇐⇒ S ̸= ∅,
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za C ∈ Obj(C) in poljubno rešeto S na C. Opazimo, da je atomska topologija
poseben primer goste topologije. Natančneje: na kategorijah, kjer se vsak diagram
zgornje oblike dopolni do kvadrata, se atomska in gosta topologija ujemata.
Pred definicijo snopov moramo najprej vpeljati nekaj pomožnih pojmov, ki po-
snemajo zožitvene in lepilne lastnosti snopov definiranih na topoloških prostorih.
Definicija C.7. Denimo, da je (C, J) oder, S ∈ J(C) in F ∈ Obj(SetCop). Ujema-
joča družina za F in S je nabor {xf ∈ F (D)}f :D→C,f∈S, da za vsak f : D → C iz S
in vsak morfizem g : E → D velja
xf · g = xfg.
Definicija C.8. Denimo, da je {xf ∈ F (D)}f :D→C,f∈S ujemajoča družina za F in
S. Potem je x ∈ F (C) amalgamacija ujemajoče družine, če za vsak f : D → C iz S
velja
x · f = xf .
Definicija C.9. Predsnop F ∈ Obj(SetCop) je snop, če za vsak C ∈ Obj(C), vsak
S ∈ J(C) in vsako ujemajočo družino za F in S obstaja enolična amalgamacija.
Definiramo Sh(C, J) kot kategorijo vseh snopov in naravnih transformacij med
njimi.
Definicija C.10. Grothendieckov topos je poljubna kategorija ekvivalentna Sh(C, J)
za neka C in J .
Navedemo tudi alternativno karakterizacijo snopov preko Grothendieckove baze.
Opazimo, da je SetCop Grothendieckov topos (ter zato tudi Set).
Nadaljujemo z nekaj pomembnimi rezultati, ki karakterizirajo podsnope, snope
nad atomsko topologijo in epimorfizme (nad atomsko topologijo).
Definicija C.11. Elementarni topos je kategorija, za katero velja:
1. ima končne limite in končne kolimite,
2. ima vse eksponente,
3. ima klasifikator podobjektov.
Izrek C.12. Vsak Grothendieckov topos je elementarni topos.
V dokazu zgornjega izreka eksplicitno konstruiramo zahtevane objekte. Zelo
pomembna bo tudi naslednja trditev:
Trditev C.13. Denimo, da je E elementarni topos. Potem je vsak povlek poljubnega
epimorfizma spet epimorfizem.
C.4 Logika in izbira v toposu
Definicija C.14. V elementarnem toposu E je objekt naravnih števil tak objekt
N, skupaj z morfizmoma 0 : 1 → N in s : N → N, tako da za vsak objekt X in








V Set so naravna števila N, skupaj z 0 ∈ N in s(x) = x+1, objekt naravnih števil.
S pomočjo leme dokažemo, da ima elementarni topos s števnimi produkti tudi števne
koprodukte. Pokažemo tudi, da ima vsak elementarni topos s števnimi koprodukti
objekt naravnih števil, ki je oblike N = ∐n∈ω 1. Ker imajo Grothendieckovi toposi
vse majhne limite, imajo tudi objekt naravnih števil prav te oblike. V nadaljevanju
bo pomembna tudi naslednja trditev:
Trditev C.15. V Grothendieckovem toposu E je produkt objektov Fi, za i ∈ I podan
s P , ki ga dobimo kot povlek spodnjega diagrama:
P (∐i∈I Fi)Î




kjer je Î = ∐i∈I 1, p : ∐i∈I Fi → Î je koprodukt enoličnih preslikav v končni objekt
in 1̂Î je transponiranka od 1Î : Î → Î.
Definicija C.16. Heytingova algebra je mreža z 0 in 1, opremljena z binarno ope-
racijo ⇒: H ×H → H, imenovano implikacija, tako da za vse x, y, z ∈ H velja:
• x⇒ x = 1,
• x ∧ (x⇒ y) = x ∧ y in y ∧ (x⇒ y) = y,
• x⇒ (y ∧ z) = (x⇒ y) ∧ (x⇒ z).
Negacijo ¬x definiramo kot
x⇒ 0.
Definicija C.17. Notranja Heytingova algebra je objekt H kategorije C, opremljen
z morfizmi ∧ : H × H → H, ∨ : H × H → H in ⇒: H × H → H, ki zadoščajo
diagramskim izražavam lastnosti Heytingove algebre.
V notranji Heytingovi algebri H definiramo negacijo ¬ : H → H kot
H ∼= H × 1 1H×⊥−−−→ H ×H ⇒−→ H.
Nadaljujemo s predstavitvijo Mitchell-Bénaboujevega jezika. Jezik je definiran
rekurzivno. Za vsak objekt X ∈ Obj(E) imamo spremenljivke x, x′, . . ., ki so osnovni
gradniki izrazov [term]. Ko želimo poudariti, da v konstrukciji izraza σ nastopajo
samo paroma različne spremenljivke x1, x2, . . . , xn, pišemo σ(x1, . . . , xn). Vsak izraz
ima tudi interpretacijo; spremenljivka x ima za interpretacijo 1X : X → X. Iz že
obstoječih izrazov lahko dobimo nove z operacijami:
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• Če je σ(u1, u2, . . . , un) izraz tipa X z interpretacijo
σ : U = U1 × U2 × · · · × Un → X,
kjer je ui spremenljivka tipa Ui in če je τ(v1, v2, . . . , vm) izraz tipa Y z inter-
pretacijo
τ : V = V1 × V2 × · · · × Vm → Y,
kjer je vj spremenljivka tipa Vj, potem je ⟨σ, τ⟩ izraz tipa X×Y z interpretacijo
⟨σπ1, τπ2⟩ : W → X × Y.
Tu je W = U1×U2×· · ·×Un×Vj1×Vj2×· · ·×Vjk . V tem zapisu smo izpustili
tiste Vj, za katere se je vj že pojavil kot ui za nek i. Morfizma π1 : W → U
in π2 : W → V sta očitni projekciji. Paroma različne spremenljivke novega
izraza ⟨σ, τ⟩ so u1, . . . , un, vj1 , . . . , vjk .
• Če sta σ in τ izraza tipa X z interpretacijama σ : U → X in τ : V → X,
potem je σ = τ izraz tipa Ω z interpretacijo
(σ = τ) := δX ◦ ⟨σπ1, τπ2⟩ : W → X ×X → Ω,
kjer je δX karakteristična preslikava ∆ : X  X ×X.
• Če je f : X → Y morfizem v E in σ izraz tipa X z interpretacijo σ : U → X,
potem je f ◦ σ izraz tipa Y z interpretacijo
f ◦ σ : U → X → Y.
• Če je σ izraz tipa X z interpretacijo σ : U → X in θ izraz tipa Y X z interpre-
tacijo θ : V → Y X , potem je θ(σ) izraz tipa Y z interpretacijo
θ(σ) := e ◦ ⟨σπ1, θπ2⟩ : W → X × Y X → Y,
kjer je e evalvacija.
• Če sta σ in θ kot zgoraj, kjer je sedaj Y = Ω, potem je σ ∈ θ izraz tipa Ω z
interpretacijo kot zgoraj.
• Če je x spremenljivka tipa X in σ izraz tipa Z z interpretacijo σ : X×U → Z,
potem je λx. σ izraz tipa ZX z interpretacijo
λx. σ := σ̂ : U → ZX .
Vidimo, da za vsak f : X → Y v E obstajata morfizma ∀f : ΩX → ΩY in
∃f : ΩX → ΩY z določenimi lepimi lastnostmi.
Atomske formule so izrazi tipa Ω. Denimo, da so φ, ψ in χ formule z interpreta-
cijami φ : U → Ω, ψ : V → Ω in χ : X × Y → Ω. Potem so formule tudi:
• φ ∧ ψ z interpretacijo (φ ∧ ψ) := ∧ ◦ ⟨φπ1, ψπ2⟩ : W → Ω× Ω→ Ω,
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• φ ∨ ψ z interpretacijo (φ ∨ ψ) := ∨ ◦ ⟨φπ1, ψπ2⟩ : W → Ω× Ω→ Ω,
• φ⇒ ψ z interpretacijo (φ⇒ ψ) := (⇒ ◦⟨φπ1, ψπ2⟩) : W → Ω× Ω→ Ω,
• ¬φ z interpretacijo ¬φ := ¬ ◦ φ : U → Ω→ Ω,
• ∀x:X.χ(x, y) z interpretacijo (∀x. χ(x, y)) := ∀p◦(λx. χ(x, y)) : Y → ΩX → Ω,
• ∃x:X.χ(x, y) z interpretacijo (∃x. χ(x, y)) := ∃p◦(λx. χ(x, y)) : Y → ΩX → Ω,
kjer so ∧,∨,⇒ in ¬ operacije na notranji Heytingovi algebri Ω in p : X → 1 enolični
morfizem v končni objekt.
Podobjekt, ki pripada interpetaciji χ(x, y) : X × Y → Ω (analogno označimo za
poljubno število spremenljivk) označimo z
{⟨x, y⟩ : X × Y |χ(x, y)}.
S pomočjo te oznake lahko predstavimo tudi povleke.
Definicija C.18. Denimo, da je φ(x) formula z eno prosto spremenljivko x tipa X
in denimo, da je α : U → X v E . Potem definiramo
U  φ(α) natanko tedaj, ko se α faktorizira čez {x : X |φ(x)}.
Pravimo, da U vsili [forces] φ(α). Podobno definiramo  za formule v nič in več
spremenljivkah.
Relacija  izraža veljavnost v toposu. Za to relacijo imamo Kripke-Joyalovo
semantiko:
Izrek C.19. Denimo, da je α : U → X v E, da sta φ(x) in ψ(x) formuli z eno prosto
spremenljivko x tipa X in da je χ(x, y) formula z dvema prostima spremenljivkama
x in y, kjer je y tipa Y . Potem velja:
(I) U  φ(α) ∧ ψ(α) natanko tedaj, ko U  φ(α) in U  ψ(α),
(II) U  φ(α) ∨ ψ(α) natanko tedaj, ko obstajata morfizma p : V → U in q :
W → U , tako da je p + q : V + W  U epimorfizem ter velja V  φ(αp) in
W  ψ(αq),
(III) U  φ(α) ⇒ ψ(α) natanko tedaj, ko za vse morfizme p : V → U , za katere
velja V  φ(αp), velja tudi V  ψ(αp),
(IV) U  ¬φ(α) natanko tedaj, ko za vse morfizme p : V → U , za katere V 
φ(αp), velja V ∼= 0,
(V) U  ∃y:Y. χ(α, y) natanko tedaj, ko obstajata epimorfizem p : V  U in
morfizem β : V → Y , za katera V  χ(αp, β),
(VI) U  ∀y:Y. χ(α, y) natanko tedaj, ko za vse morfizme p : V → U in β : V → Y
velja V  χ(αp, β),
(VI’) U  ∀y:Y. χ(α, y) natanko tedaj, ko U × Y  χ(απ1, π2), kjer sta π1 in π2
projekciji.
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Prav tako so navedene pomembne trditve: o vsiljevanju in enakosti morfizmov,
monotonost, lokalni karakter in karakterizacija monomorfizmov in epimorfizmov.
Obravnavo Mitchell-Bénaboujevega jezika in izražave resnice v elementarnem
toposu zaključimo z dejstvom, da je ta jezik intuitionistična teorija tipov, kar ima
za posledico, da lahko pri delu z elementarnimi toposi uporabljamo običajno mate-
matično argumentiranje brez pravila izključujoče sredine in dokaza s protislovjem.
Ena od ekvivalentnih formulacij aksioma izbire je:
Aksiom C.20. Vsak epimorfizem ima prerez, tj. za vsak epimorfizem f : X  Y
obstaja s : Y → X, za katerega je f ◦ s = 1Y .
Prvi naivni poskus definicije, kdaj v toposu velja aksiom izbire, je:
Definicija C.21 (Zunanji aksiom izbire). Elementarni topos E zadošča zunanjemu
aksiomu izbire, če ima vsak epimorfizem v E tudi prerez v E .
Izkaže se, da je ta lastnost premočna, zato definiramo:
Definicija C.22 (Notranji aksiom izbire). Elementarni topos E zadošča notranjemu
aksiomu izbire, če je za vsak objekt E ∈ Obj(E) in vsak epimorfizem f : X  Y v
E tudi fE : XE → Y E epimorfizem.
Velja naslednja karakterizacija:
Trditev C.23. Elementarni topos E zadošča notranjemu aksiomu izbire natanko
tedaj, ko velja
1  ∀f :Y X . [(∀y:Y. ∃x:X. f(x) = y)⇒ (∃s:XY .∀y:Y. f(s(y)) = y)].
Ter naslednji potrebni pogoj za Grothendieckove topose:
Trditev C.24. Denimo, da Grothendieckov topos E zadošča notranjemu aksiomu
izbire. Potem je poljubni majhni produkt epimorfizmov spet epimorfizem.
Iz aksioma izbire sledi (in je zares šibkejše):
Aksiom C.25. (Aksiom odvisne izbire) Denimo, da imamo neprazno množico X
in relacijo R na X, z lastnostjo, da za vsak x ∈ X obstaja y ∈ X, da velja xRy.
Potem za vsak x0 ∈ X obstaja zaporedje (xi)i∈ω, da za vsak i ∈ ω velja xiRxi+1.
Definicija C.26 (Notranja odvisna izbira). Elementarni topos E z objektom na-
ravnih števil N zadošča notranji odvisni izbiri, če za vse X,R ∈ Obj(E) in za vse
r : R  X ×X v E velja
1  (∀x:X. ∃y:X.R(x, y))⇒ ∀x:X. ∃f :XN. (f(0) = x) ∧ ∀n:N. R(f(n), f(s(n))).
Tudi za odvisno izbiro imamo karakterizacijo:
Trditev C.27. V elementarnem toposu E z objektom naravnih števil je ekvivalentno
naslednje:
(1) E zadošča notranji odvisni izbiri.
(2) Za vse objekte X in vse r : R  X×X, za katere je π1◦r : R→ X epimorfizem,
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velja, da je črtkani morfizem v diagramu
{α : XN | ∀n:N.R(α(n), α(s(n)))} XN
X.
e(−,0)
epimorfizem. Tukaj je e(−, 0) morfizem XN ∼= XN × 1
1
XN ×0−−−−→ XN ×N e−→ X.
(3) Za vse objekte X in vse epimorfizme f : X  X v E velja, da je črtkani
morfizem v diagramu




Če ima E vse števne limite, je ekvivalentno tudi naslednje:
(4) Za vse objekte Fi ∈ Obj(E), i ∈ ω in epimorfizme {fi : Fi+1 → Fi}i∈ω so
inducirani morfizmi iz limite πi : lim←−Fn → Fi epimorfizmi za vse i ∈ ω.
Pokažemo tudi, da je prav tako ekvivalentno, če v formulaciji notranje odvisne
izbire dodamo parameter Z. Za Grothendieckove topose nad atomsko topologijo
navedemo tudi zadostni pogoj.
Trditev C.28. Denimo, da v C za vsako zaporedje




obstajajo C ∈ Obj(C) in morfizmi {gn : C → Cn}n∈ω v C, tako da je hn ◦ gn+1 = gn
za vsak n. Potem Sh(C, J) zadošča notranji odvisni izbiri, kjer J označuje atomsko
topologijo.
Vzporedno z znanim rezultatom iz teorije množic velja:
Trditev C.29. Če elementarni topos E z objektom naravnih števil zadošča notra-
njemu aksiomu izbire, potem zadošča tudi notranji odvisni izbiri.
Še šibkejša oblika izbire je:
Aksiom C.30 (Aksiom števne izbire). Denimo, da je X števna množica nepraznih
množic. Potem obstaja f : X → ∪X, da za vsak x ∈ X velja f(x) ∈ x.
Definicija C.31 (Notranja števma izbira). Elementarni topos E z objektom narav-
nih števil zadošča notranji števni izbiri, če funktor (−)N ohranja epimorfizme.
Karakterizacija notranje števne izbire je:
Trditev C.32. Naj bo E elementarni topos z objektom naravnih števil. Potem je
ekvivalentno:
(1) (−)N ohranja epimorfizme.
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(2) Za vse Z,A, P ∈ Obj(E) in p : P  Z ×N× A velja
Z  (∀n:N.∃a:A.P (z, n, a))⇒ (∃f :AN .∀n:N. P (z, n, f(n))),
kjer je z prosta spremenljivka tipa Z.
Če ima E števne produkte, je ekvivalentno tudi naslednje:










Za Grothendieckve topose nad atomskimi topologijami imamo naslednji zadostni
pogoj:
Trditev C.33. Naj bo J atomska topologija na C in denimo, da za vsak diagram
{fi : Xi → Y }i∈ω v C obstajajo Z ∈ Obj(C) in morfizmi {gi : Z → Xi}i∈ω, da je
figi = fjgj za vse i, j ∈ ω. Potem notranja števna izbira velja v Sh(C, J).
Vzporedno z znanim rezultatom iz teorije množic imamo tudi:
Trditev C.34. Če elementarni topos z objektom naravnih števil zadošča notranji
odvisni izbiri, zadošča tudi notranji števni izbiri.
C.5 Toposni modeli različic izbire
Naj bo I kategorija, katere objekti so končne podmnožice neke fiksne neskončne
množice, morfizmi pa injektivne preslikave med njimi. Pokažemo, da na Iop lahko
definiramo atomsko topologijo J in definiramo Schanuelov topos kot Sh(Iop, J). Do-
kazano je, da števni produkti epimorfizmov niso nujno epimorfizmi in tako s pomo-
čjo karakterizacije notranje števne izbire (trditev C.32) zaključimo, da ta ne velja v
Sh(Iop, J).
Za naslednji primer Grothendieckovega toposa najprej definiramo števna ute-
meljena drevesa [countable well-founded trees]. Poenostavljeno si jih lahko pred-
stavljamo kot drevesa s korenom in vejami končnih dolžin, vendar morda števno
neskončna v širino.
Naj bo W kategorija, katere objekti so števna utemeljena drevesa, morfizmi pa
injektivni homomorfizmi dreves (preslikave, ki korene slikajo v korene in spoštujejo
povezanost). Pokažemo, da Wop nosi atomsko topologijo J . S pomočjo trditve C.33
dokažemo, da Sh(Wop, J) zadošča notranji števni izbiri. Nadalje iz karakterizacije
(2) trditve C.27 sledi, da Sh(Wop, J) ne zadošča notranji odvisni izbiri. S tem smo
utemeljili, da notranja števna izbira ne implicira notranje odvisne izbire in da je
notranja števna izbira neodvisna od IZFA.
Za naslednji primer izberimo množico A neštevne kardinalnosti in množico B
števnih množic. Naj bo Q kategorija, ki ima za objekte preslikave f : X → A, za
poljubni X ∈ B. Morfizmi od f : X → A do g : Y → A so injektivne preslikave h :
X  Y , za katere je g◦h = f . Zopet preverimo, da na Qop lahko vpeljemo atomsko
topologijo J . S pomočjo trditve C.28 vidimo, da Sh(Qop, J) zadošča notranji odvisni
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izbiri. Z uporabo C.24 pokažemo, da Sh(Qop, J) ne zadošča notranjemu aksiomu
izbire. S tem smo dokazali, da notranja odvisna izbira ne implicira notranjega
aksioma izbire in da je notranja odvisna izbira neodvisna od IZFA.
Za celovitost navedemo tudi primer Set. Ker v metateoriji privzemamo aksiom
izbire, očitno velja, da ima vsak epimorfizem v Set prerez. Torej zadošča zunanjemu
aksiomu izbire, ki implicira notranji aksiom izbire. Tako zaključimo, da je tudi
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cartesian closed, 13, 21
category, 5
comma, 42


















































































classifier, 13, 23, 27
subpresheaf, 7
successor, 25, 36
term, 28, 61
topos
elementary, 21
Grothendieck, see Grothendieck
Schanuel, 54
tree, 55
well-founded, 55
type, 28, 61
type theoy, 61
unit, 12
universal, 12
variable, 28, 61
well-supported, 54, 60
zero, 25, 36
ZFA, 53
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