We demonstrate a scanning electron nanobeam diffraction technique that can be used for mapping the size and distribution of nanoscale crystalline regions in a polymer blend. In addition, it can map the relative orientation of crystallites and the degree of crystallinity of the material. The model polymer blend is a 50:50 w/w mixture of semicrystalline poly(3-hexylthiophene-2,5-diyl) (P3HT) and amorphous polystyrene (PS). The technique uses a scanning electron beam to raster across the sample and acquires a diffraction image at each probe position. Through image alignment and filtering, the diffraction image dataset enables mapping of the crystalline regions within the scanned area and construction of an orientation map.
Introduction
An outstanding question in the field of semicrystalline polymer characterization is how to directly observe the nanoscale orientation of crystalline domains. While characterization techniques such as electron backscattered scanning diffraction (Randle, 2009) can efficiently map the local grain structure in metals and ceramics at the nanometer scale, the sensitivity of polymer structure to electron bombardment precludes the use of these techniques, which require an extended exposure or a high electron dose. Furthermore, soft materials usually consist of light elements (e.g. C, O, N, and H) and lack contrast across different nanostructures as well as between nanostructures and the matrix. Most importantly, due to their chain folding mechanism, crystalline regions in a polymer are always surrounded by amorphous regions, which leads to local variations in the degree of crystallinity.
A number of characterization techniques have been successful in providing structural information in soft materials: X-ray diffraction (Kadem et al., 2014; Park et al., 2005) , small-angle X-ray scattering (Dudenko et al., 2012; Kao et al., 2014; Mårdalen et al., 1992) , wide-angle X-ray scattering (Duong et al., 2013; Müller et al., 2008; Perlich et al., 2010; Xiao et al., 2010) , differential scanning calorimetry (Chan et al., 2010; da Silva and Mortimer, 1984; Remy et al., 2014) , nuclear magnetic resonance imaging (Yazawa et al., 2010) , UV-vis spectroscopy (Hammer et al., 2014) , and molecular simulation models (Meredig et al., 2009 ). However, these techniques typically furnish data that is averaged over the bulk of the sample and thus do not provide a map of the dispersion and relative orientation of the crystallites within a local area. A few spatially resolved techniques have shown to be effective in mapping local polymer structure: a high-resolution transmission electron microscopy (TEM) technique has mapped polymer structure by tracing the lattice fringe arrangement visible in bright field (Takacs et al., 2014; Takacs et al., 2013) ; electron energy-loss spectroscopy spectra have been used in conjunction with scanning transmission electron microscopy (STEM) to differentiate between polymer molecules by their bonding types (Siangchaew et al., 1996) ; and cryo-TEM tomography has determined the location of crystalline regions in polymers via diffraction of the encasing ice (Wirix et al., 2014) .
The nanoscale orientation of semicrystalline polymers directly affects their electronic properties (Chu et al., 2008; Coropceanu et al., 2007) , including their ability to generate excitons (Paquin et al., 2015) or carry charge (McMahon et al., 2011) . While they do not yet rival the efficiency of ceramic materials, organic polymers and blends are promising candidates for organic photovoltaic (OPV) applications (Mazzio and Luscombe, 2014) due to their portability, low cost and ease of manufacturing. The preferential crystallization of poly(3-hexylthiopene) (P3HT) (Ludwigs et al., 2014) along its pi pi bonds (Northrup, 2007) allows electrons and holes to easily move within the crystal bulk (Dag and Wang, 2010) , which has a direct effect on device efficiency. P3HT was chosen as the subject of study in this work because its bulk and nanoscale crystalline structures have been examined extensively. In order to study distinct morphologies, the P3HT was blended with polystyrene (PS), which is known to form a phase-separated morphology with distinct phase boundaries that facilitated the validation of our image reconstruction methods. This work addresses the size, distribution, and the local Bragg peak orientation of crystalline domains in P3HT, information that is critical for engineering the improvement of organic photovoltaic materials.
In this study it is our goal to introduce a new technique for imaging semicrystalline polymers on the nanoscale; we apply this technique to the technologically relevant P3HT to produce spatially resolved maps of the crystalline domains.
Experimental methods

Materials and techniques
Regioregular P3HT was synthesized (93% regioregularity), purified, and characterized using the techniques described by Bhatt et al. (2015) . The molecular weights of P3HT and PS used in this work were 9 kg/mol and 10.8 kg/mol, respectively. P3HT and PS were dissolved separately in a solution of chlorobenzene (Motaung et al., 2010; Xie et al., 2009 ) with a concentration of 10 mg/mL and subsequently filtered with 0.2 m polytetrafluoroethylene filters. A 50:50 w/w blend of P3HT and PS was made by blending equal weight of P3HT and PS solutions. The mixed solution was spincoated onto a glass substrate at 3000 rpm for 60 s, resulting in a 30 nm thick film which was then deposited onto a lacey carbonsupported copper grid via lift-off in deionized water. The TEM samples were dried at room temperature in vacuum for 24 h and subsequently annealed for 1 h at 150 • C in an Ar-filled glovebox.
The 4-dimensional scanning electron microscopy (4D-STEM) data was acquired using a FEI Titan TEM operating at 200 and 300 kV (Fig. 1) . A custom written Python script directed the STEM acquisition, which used a convergent beam with a convergence half-angle of 0.51 mrad (Fig. 1a) to raster over an m × n area and collect a stack of diffraction patterns (Fig. 1b) . While the convergent probe allowed for STEM rastering, the small convergence angle ensured that the diffraction disks did not overlap in the diffraction patterns (DPs). The probe in this study was not aberration corrected. Initial low-dose low-mag STEM images (dwell time of 1 s) enabled us to find the regions of interest. Annular dark-field STEM images were collected with a semi-angle of 34 mrad. The rastering was performed with a 20 and 40 nm step size and an exposure of 70 and 50 ms respectively; the time was chosen to optimize the diffracted signal given a chosen probe current. The 20 nm minimum step size was chosen because it was the smallest step size that did not result in a decrease in the Bragg scattered peak intensities. The diffraction images were captured with a Gatan Orius camera, but a more sensitive camera might be able to record similar diffraction intensities with a shorter dwell time and electron dose, effectively increasing the spatial resolution of the technique. The presence of sulfur atoms within P3HT backbone allowed us to map the sulfur K-edge via electron dispersive spectroscopy (EDS) in the TEM to confirm the presence and distribution of P3HT molecules.
The stacks of DPs obtained during each scan were subsequently mined to reveal the distribution of the crystallites. Each DP in the set corresponds to a real space position (i, j) of the rastered beam; crystallite orientation parameters can be extracted by locating and indexing the Bragg diffraction spots. While a single diffraction pattern can be manually indexed, 4D-STEM can raster areas as large as 128 × 128 probe positions, resulting in 16384 individual diffraction patterns that require automated analysis routines.
Electron dose considerations
Electron beam damage in polymers is ubiquitous, and several recent review articles address this issue (Egerton, 2013; Libera and Egerton, 2010) . Experimentally, we observe the damage as a rapid disappearance of diffraction spots; changes in accelerating voltage between 200 and 300 kV did not show any observable difference in diffraction persistence. Careful studies of diffraction intensity as a function of time can result in a characteristic dose, D e , for a given material (Egerton et al., 2012; Siangchaew and Libera, 2000) ; these measurements were not carried out here.
Often the term "low-dose" electron microscopy is used to describe parallel beam TEM with an electron dose on the order of 10 e − /Å 2 . Because this is a convergent beam technique and all the electrons are focused to a small area (∼4000 Å 2 ), the electron dose rate is high at ∼8000 e − /Å 2 s. The short exposure time of 70 ms reduces the dose to ∼600 e − /Å 2 , and one can decrease the dose even further by defocusing the probe over a larger area.
Measurement of the probe size was done by imaging the convergent beam at high magnification onto a charge-coupled device. A profile of the probe image at 200 kV shows a shape with a full-width half-maximum (FWHM) of 7 nm and a dose of ∼2000 e − /Å 2 at its peak. The total beam current was measured at 5 pA, which corresponds to an average electron dose of 8000 e − /Å 2 , over an area with a diameter defined by the FWHM of 7 nm. Ten nanometers from the center of the probe the dose is still on the order of 20 e − /Å 2 . This data shows that not all parts of the sample receive an equivalent dose; the optimal probe shape for diffraction studies of polymers remains to be investigated.
The impact of this technique is the ability to step to a new area of the sample that has not yet been exposed to electrons. The diffraction pattern is robust against changes in focus conditions so one does not need to expose an area to achieve a focus condition. Additionally, diffraction is efficient at using electrons, and contrast in a diffraction pattern is much easier to achieve than in a conventional TEM image. The short time scales used effectively eliminate errors and distortions that could be incurred by stage vibrations or sample charging. By keeping track of the history of the stage motions, one can step to a new area of the sample with the beam blocked and then acquire a dataset with the possibility of capturing an interesting area. In this work we keep track of the exposure in an effort to prevent the sample from altering its structure.
Results and discussion
Analysis algorithm
Methods for manual and automated analysis of diffraction patterns with high signal/noise have been reported previously Henderson and Glaeser, 1985; Ozdol et al., 2015) ; however, automated analysis of DP sets from semicrystalline polymers, such as those explored here, requires additional steps. In soft materials Bragg reflections from crystalline features have weak intensities due to the low electron dose. Additionally, they are superimposed onto a monotonically decaying background (Fig. 2b) , which varies in intensity from one probe position to the next. We propose that this background arises from interactions between the incident beam and amorphous regions in the sample (amorphous halo). Furthermore, the beam tilts as it rasters the sample, which causes the diffraction patterns to shift within the detector's field of view. This causes the patterns to be misaligned non-linearly with respect to one another within the dataset (Fig. 2a) ; this effect is greater at lower magnifications. The beamstop, necessary for image sensor protection, hides the central transmitted beam and eliminates a point of reference that could have been used to align the patterns to one another.
The first step in the algorithm is to align the DPs. The true center of each diffraction pattern is found by fitting an ellipse to a subset of points taken from the amorphous halo and calculating its center of mass. The patterns are then shifted such that the calculated center matched the center point of the detector's field of view (Fig. 2a) .
The second step is to remove the amorphous halo; a different amorphous halo is subtracted from each DP. First, the averaged intensity of the scattered amorphous background is computed using an aperture that excludes the ring where diffraction occurs, obtaining an amorphous scale factor h i,j for each probe location (i, j). The matrix h i,j is then normalized by a constant corresponding to the largest value of h i,j . A reference halo image I h (K x , K y ) is generated by summing all of the diffraction patterns and normalizing by the number of probe positions. The intensity values of the reference halo image are then multiplied by 2 h i,j to obtain a reference halo tailored to each probe position (i, j); the factor of 2 allows for an efficient suppression of the amorphous signal. The The composition of the aggregates is confirmed to be mostly P3HT by an EDS map which shows cumulative sulfur signal in yellow. (d) From the 4D-STEM dataset gathered over the square region delineated by white dashed lines in (a) and (c), a preliminary virtual dark field image can be reconstructed using the entirety of the field of view. Color indicates the normalized relative cumulative signal intensity for each probe position (for interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article). specific background halo image is then subtracted from its respective DP. Negative pixel values resulting from the subtraction are set to zero. This effectively decouples the diffraction signal from the scattered halo surrounding it. The halo subtraction procedure is illustrated schematically in Figs. 2b and c; typical data before and after subtraction are shown in the insets. After the correction, all DPs exhibiting no Bragg diffraction are reduced to flat, near-zero images.
The third step is to generate virtual dark field images by summing the signal from each DP that falls within a defined aperture area. This step is equivalent to the experimental use of an objective aperture selecting given diffraction conditions (Sherman et al., 1981) ; in the case of soft materials, the ability to obtain all possible dark field images with a single exposure eliminates damage that would be caused by multiple exposures. Of course, virtual dark field images can also be obtained by summing the total intensity at each probe location without any processing.
Finally, the positions of the diffracted spots can be found by locating peaks of highest intensity whose centers fall within a narrow range of distances from the center, as defined by the polymer's observable Bragg reflections and achieved via a virtual annular aperture (Fig. 2c) . Acquired diffraction frames were of three types: those with only one Bragg reflection present per frame, those with more than one Bragg reflection per frame, and those with no Bragg diffraction present. Diffraction patterns containing more than one crystal orientation occur either because the beam has sampled adjacent crystallites or because there are layers of crystalline material; the multiple orientations are twists about the axis parallel to the beam. Frames with no visible diffraction are either not aligned or not crystalline. Some DPs exhibit bright diffraction disks while others can barely be distinguished. In this study, we conservatively accepted peaks as "visible" only if their integrated signal over the disk area was strong enough to outcompete peaks arising from background noise after halo subtraction. As the center of each DP is known, we can then easily compute the relative angle of the diffraction spots and create a Bragg diffraction angle map. Fig. 3a-c show images of the P3HT/PS sample captured at an accelerating voltage of 200 kV. Under annular dark field (ADF) STEM mode, large (∼200 nm) oval disks were observed (Fig. 3a) ; when surveyed at higher magnification they were shown to exhibit rough internal features (Fig. 3b) . Sulfur EDS confirmed that these structures were mostly P3HT (Fig. 3c) .
Crystallinity of P3HT/PS
A virtual dark field image with an aperture that includes the whole field of view of the detector is shown in Fig. 3d , prior to alignment or halo subtraction. This image contains signal from both The legend is shown above as a colorwheel; the beamstop is drawn to show the obscured range of reflections (for interpretation of the references to colour in this figure legend and in text, the reader is referred to the web version of this article).. the diffracting and amorphous regions and provides a measure of the relative thickness of the sample, which shows structure that was not discernible under ADF-STEM conditions. The lacey carbon support scatters electrons more intensely than the polymer sample and thus appears saturated on the image due to the very bright background halo it generates.
The results of our analysis on the P3HT/PS sample are presented in Figs. 4 and 5. Fig. 4a is a ADF-STEM image of an independent P3HT/PS blend taken at 300 kV. In some experiments, the P3HT-rich oval disks appeared brighter than the background (Fig. 3b) , while in others they appeared darker (Fig. 4a) . The origin of this difference in contrast is presumably due to a thickness differential in the PS film surrounding the oval structures. The use of different apertures allows us to probe different aspects of the sample morphology, as exemplified in Figs. 4b-c. The virtual dark field image in Fig. 4b is constructed before subtraction of the background halo; we can see that without halo subtraction or use of a virtual aperture around the diffraction locations, the scattered amorphous signal dominates the image. When our algorithm is employed, however, the on-axis crystalline domains are immediately distinguishable (Fig. 4c ).
An aperture-aided virtual dark field, similarly constructed to the one shown in Fig. 4c , is presented from a different sample in Fig. 5a .
The virtual dark field image is normalized and locations where crystalline reflections are strongest appear in white and yellow. These results clearly show that the oval structures are not exhibiting Bragg reflections over their entire area. The Bragg reflections that do appear on the DPs are shown in Fig. 5c , with their scattering angle plotted in color and overlaid onto the ADF image. While a few of the crystalline reflections can be seen scattered throughout the space between the aforementioned large oval structures, most of the crystalline reflections seen are contained within those oval regions. Furthermore, clusters of adjacent pixels showing Bragg peaks with similar orientations can clearly be observed, and can span distances as large as 80 nm. The distribution of the crystallite orientations mapped within the oval clusters appears to be fairly uniform, and the crystalline features are oriented randomly with respect to one another. Reflections around 90 • are seldom picked up by the algorithm, as they are masked by the beamstop, as illustrated in the colorwheel legend of Fig. 5b . Finally, we can obtain a measure for the localized degree of crystallinity by computing the ratio between the now decoupled diffracted and amorphous signals. The diffracted signal is taken to be the VDF such as the one in Figs. 4 c and 5 a, where only diffracted Bragg peaks appear as non-zero features. The amorphous signal is an i by j map of the amorphous scale factors h i,j obtained previously. This result is shown in Fig. 5c and further confirms the location and distribution of P3HT crystalline features within the oval structures.
Measurements from individual diffraction patterns indicate that the P3HT polymer lamellae could be lying edge-on as well as faceon, as described by Brinkmann and Rannou, (2007) for a low MW semicrystalline P3HT sample. Visual measurements of the Bragg reflections observed yielded an average interplanar distance of 3.87 Å ± 0.12 Å over 41 patterns; conversely, the same measurement was made using the Bragg reflections found by the algorithm, which resulted in a value of 3.71 Å ± 0.29 Å over 1805 patterns. The error is larger for the algorithm due to the non-uniform illumination of the Bragg spots, which leads to error in the estimation of the true center of the peak. This measured periodicity at ∼3.8 Å agrees well with the 3.9 Å stacking period of successive polythiophene backbones along the b-axis of a monoclinic structure modeled by Kayunkid et al. (2010) and observed by others (Brinkmann and Rannou, 2007; Joshi et al., 2008; Prosa et al., 1992; Tashiro et al., 1997) . This reflection corresponds to the (020) reflection of the monoclinic structure proposed by Joshi et al. (2008) and Brinkmann and Rannou, (2007) , or the (020) reflection of the orthorhombic structure proposed by Tashiro et al. (1997) and Prosa et al. (1992) . This periodicity corresponds to the -bond spacing and would appear on the DP only if the crystallite is oriented edge-on, with either the a-or c-axis parallel to the beam (Kline et al., 2006) . This spacing, however, is extremely close to the (002) reflection characteristic of monomer spacing along the backbone (3.88 Å) (Brinkmann and Rannou, 2007 ) that would be exhibited by faceon oriented crystallites, to the point that we cannot distinguish between the two. Furthermore, for a film thickness of approximatively 30 nm the ratio of edge-on to face-on orientations is estimated to be ∼1 according to Huang et al. (2012) , which means that both reflections are equally likely to occur. Diffraction spots generated by longer stacking distances − and thus appearing closer to the center in diffraction space − while present within the signal, are completely masked by the central transmitted beam and therefore could not be extracted.
If one of the axes p of a crystallite is parallel to the electron beam, diffraction spots indicate that its orthogonal axis is randomly oriented in twists about p. The Bragg rotation map shown in Fig. 5c shows that crystallites can be bigger than our step size of 20 nm, with slight misalignments across adjacent probe positions. This is expected; indeed, in addition to a low signal to noise ratio of the diffracted signal, which makes some peak locations ambiguous, polymer chains could show a propensity to bend even when in a semi-crystalline state. This would lead not only to a slight rotation of the Bragg peaks from one pattern to the next, but also to the disappearance of others as the lattice planes twist and bend out of axis alignment. This would indicate that the crystalline regions mapped here are only a subset of larger and/or more numerous crystalline features, which are not accessible through 4D-STEM unless the sample is tilted into the corresponding Bragg conditions. Therefore, dark areas on the virtual dark fields do not necessarily indicate amorphous regions, although those are bound to be present as well. While not investigated in this study, these ambiguous regions could be characterized with a combination of tilting experiments and better dose control.
Conclusion
We have introduced a scanning transmission electron microscopy technique to obtain spatially resolved maps of crystalline domain orientations over a field of view on the order of 1 micron m with a spatial resolution of 20 nm. Corrections for beam tilt and amorphous scattering were essential for obtaining these maps. This technique was applied to a blend of P3HT and PS with containing P3HT-rich oval shaped domains. Regions on order 80 nm in length appeared to have coherently oriented crystals. Such maps may prove useful for determining pathways for electronic charge transport in P3HT-containing materials. The technique we have developed, however, is perfectly general, and can be applied to any semicrystalline polymer sample.
