Aimed The main aim of this study is to improve the mechanistic understanding of soil CO 2 efflux (F s ), especially its temporal variation at short-time scales, by investigating, through modeling, which underlying process among CO 2 production and its transport up to the atmosphere is responsible for observed intra-day variation of F s and soil CO 2 concentration [CO 2 ]. Methods In this study, a measurement campaign of F s and vertical soil [CO 2 ] profiles was conducted in a Scots Pine Forest soil in Hartheim (Germany) and used to develop a model testing several hypotheses. A reference model taking into account a purely diffusive CO 2 transport and a temperature-dependent CO 2 production is compared to models with a more complex description of either CO 2 production or CO 2 transport. For transport, the introduction of advection and the dispersion is investigated. For the production, the emergent hypothesis of the phloem pressure concentration wave (PPCW) influence is tested. Results We show that intra-day variation of F s and [CO 2 ] is better represented when the more complex CO 2 production expression is taken into account compared to the more detailed description of CO 2 transport. Conclusion We conclude that focus should be placed on the potential factors affecting the CO 2 production, rather than on the transport process description
Introduction
Soil CO 2 efflux (F s ) is the largest source of CO 2 emissions from terrestrial ecosystems (Ryan and Law 2005) . In 2008, the global F s was estimated at 98±12PgCyr −1 (Bond-Lamberty and Thomson 2010) which is about 15 times greater than fossil fuel emissions (Denman et al. 2007 ). In the context of climate change, it is crucial to understand the mechanisms driving F s to predict future atmospheric CO 2 concentrations. Even though F s studies have received attention in recent years, its future response to climate change is far from being clear because of the complexity of controlling mechanisms that interact over several temporal (hours to millennia) and spatial scales (Vargas et al. 2011) .
F s is the result of two main processes: the production of CO 2 (P) within the soil and its transport from the production location up to the atmosphere (Fang and Moncrieff 1999) . Therefore, F s involves both biological and physical mechanisms. The level of complexity to describe F s depends on both the spatial and temporal scales of interest (Vargas et al. 2011) . For example, at large temporal time scales, transport processes are negligible so it can be assumed that F s represents CO 2 production (Luo and Zhou 2006) . On the contrary, at short time scale, transport processes can become more significant and can be responsible for a discrepancy between F s and CO 2 production (Fassbinder et al. 2012; Risk et al. 2012; Gamnitzer et al. 2011; Phillips et al. 2010) .
Recently, the availability of automated F s measurement systems has highlighted the F s intra-day variations and facilitates the identification of their driving factors. There is now evidence that F s presents clear intra-day cycles that can be large and change abruptly from day to day (Marron et al. 2009; Riveros-Iregui et al. 2008; Doff sotta et al. 2004; Davidson et al. 2000) . The processes responsible for those intra-day variations are still debated. Do those variations come from CO 2 production or CO 2 transport variation within the day?
There are two kinds of automatic systems measuring F s : surface and subsurface approaches (Pumpanen et al. 2010; Savage and Davidson 2003) . Each approach has its own advantages and disadvantages that are largely mentioned in Goffin et al. (2014) . The surface approach uses automatic chamber systems to measure F s at the soil surface. Such measurements integrate all biophysical processes that contribute to F s without distinguishing CO 2 transport and production. Even if automatic chamber systems offer the possibility to probe a wide spatial coverage (Risk et al. 2008 ) when multiplying the measurement points, they give no information about the vertical distribution of CO 2 sources (Goffin et al. 2014; Davidson et al. 2006b; Jassal et al. 2004; Hirano et al. 2003; Tang et al. 2003) . The subsurface approach consists of the measurement of soil CO 2 concentration vertical profile using gas wells (Hirsch et al. 2004; Risk et al. 2002) or solid state CO 2 sensors (Goffin et al. 2014; Riveros-Iregui et al. 2008; Hirano et al. 2003; Tang et al. 2003) . This method allows determining the location of CO 2 production within the soil profile, distinguishing CO 2 production from its transport, but it requires good estimates of multiple soil physical factors (Maier and Schack-Kirchner 2014; Vargas et al. 2011; Turcu et al. 2005) . Despite limitations of both methods, when used in combination, they can provide modelers the opportunity to answer some questions related to F s underlying processes.
Today, the scientific community agrees on the necessity of understanding soil respiration (CO 2 production) in a more mechanistic way, i.e. moving towards processbased model (Vargas et al. 2011; Kuzyakov and Gavrichkova 2010; Bahn et al. 2008; Davidson et al. 2006b; Jassal et al. 2004 ) to be able to reproduce observations like intra-day Fs variations and increase the reliability of Fs prediction under climatic change. The more basic models are driven primarily by temperature and soil water content relationships (Janssens and Pilegaard 2003; Davidson et al. 2002) . A widespread temperature model is the Q 10 law but Davidson et al. (2006a) highlighted its limits, by pointing out that the spatial and temporal Q 10 variability indicates that unidentified factors influencing soil respiration covary with temperature. The Q 10 decrease in trenched plots (Epron et al. 1999; Boone et al. 1998 ) and during autumn (Davidson et al. 2006a) suggests that substrate supply to roots may constitute a major controlling factor. Recently, evidences of newly photosynthetic assimilates impacting soil respiration within a very short time scale was reported in tree girdling, shading or labeling experiments (Kuzyakov and Gavrichkova 2010; Mencuccini and Holtta 2009; Bahn et al. 2009; Ekblad and Högberg 2001; Bahn et al. 2008; Wan and Luo 2003; Högberg and Read 2006) .
Regularly, the intra-day cycles of F s are also decoupled from any measured temperature (air, soil at multiple depths) (Vargas et al. 2011; Bahn et al. 2008; Tang et al. 2005; Doff sotta et al. 2004 ) or correlated to a shallow soil temperature while the production area extends over several horizons (Goffin et al. 2014; Vargas et al. 2011) . For example, in a temperate Scots Pine Forest in Germany, the intra-day fluctuations of CO 2 production (P) in Ah horizon (0-20 cm) was strongly correlated with those of the temperature measured at −3 cm when this last influences only the thin shallow part of the Ah enzymatic and root activity (Goffin et al. 2014) .. These inconsistencies should probably be attributed to the influence of assimilated carbon availability on P or complex soil CO 2 transport processes comparing to diffusion. Therefore, the intra-day cycle of the aerial climatic variables influencing these availability and processes, constitutes a trail of research increasingly suggested in the literature to explain the intra-day F s cycles. Among the aerial variables, it is necessary to distinguish those impacting CO 2 transport processes from those impacting CO 2 production.
The aerial variables that could impact CO 2 production are especially photon photosynthetic flux density (PPFD) and vapour pressure deficit (VPD). They are mainly those related to photosynthesis which impacts the substrate supply by roots. On short timescales (from hours to weeks), photosynthesis can act through two different mechanisms on the substrate supply in the rhizosphere: (i) the direct transport of assimilates from leaves to the rhizosphere (through the phloem) (Wingate et al. 2010; Plain et al. 2009 ) and (ii) the indirect physicochemical effect on root activity through the phloem pressure-concentration waves (PPCW) (Thompson and Holbrook 2003; Kuzyakov and Gavrichkova 2010; Mencuccini and Holtta 2009) . The first mechanism driven by PPFD, typically influences the substrate supply to roots with a daily to weekly time lag between leaf assimilation and rhizosphere production (Wingate et al. 2010; Plain et al. 2009; Ekblad et al. 2005) , while the second mechanism can act with very shorter time lag (hours). The influence of the PPCW on the regulation of the substrate supply in the rhizosphere is increasingly reported in the literature. An increase in photoassimilate production and transpiration rate (linked to VPD) creates an increase in the turgor pressure at the upper loading phloem end. The pressure propagation through the phloem leads to expulsion of the sucrose molecule from the opposing phloem end (Gavrichkova and Kuzyakov 2012; Mencuccini and Holtta 2009 ). The photoassimilate production depends mainly on the photosynthetically active radiation (PAR), the air temperature and the vapour pressure deficit (VPD). All these variables present an intra-day cycle.
The aerial variables that could impact the soil CO 2 transport processes are those related to non-diffusive transfers induced by atmospheric turbulence (wind conditions). These transfers are in increasing recognition of the importance in several ecosystem types (Goffin et al. 2014; Maier et al. 2012; Bowling and Massman 2011; Maier et al. 2010; Seok et al. 2009; Flechard et al. 2007; Takle et al. 2004) and are clearly defined in Maier et al. (2012) clarifies it by identifying its two components, advection and dispersion, and emphasizing the difference between them. The advection refers to the CO 2 transported vertically by the air mass flow in the soil which results from pressure fluctuations at the soil surface. As a result of the alternating direction of the pressure fluctuation, the advection is alternately up and down so that the net vertical air flow into/out of the soil is zero, although air flow occurs within soil pores (Maier et al. 2012) . By cons, the dispersion can be conceptually described as an enhancement of diffusion following air movement in the soil. Basically, the speed of vertical air movement during advection is not horizontally homogeneous due to friction on pore walls, dead end pores, etc. In addition to the vertical CO 2 gradient, this creates horizontal heterogeneity in soil CO 2 concentration and leads to horizontal diffusion. Maier et al. (2012) showed that this last process combined with vertical advection leads to a net CO 2 vertical flux named dispersion. The dispersion enhances always vertical diffusion due to the fact that CO 2 molecules preferentially use upward movement of the oscillating air column (Maier et al. 2012) . Again, atmospheric turbulence, and then soil CO 2 vertical transport related, underlies an intra-day cycle.
In this study, modelling is used to test whether transport or production processes of soil CO 2 is responsible for short-term (intra-day) variations observed in efflux and soil concentration measurements. In this framework, the model outputs simulating CO 2 production and its transport within the soil are compared with a measurement dataset. A reference model including a purely diffusive CO 2 transport and a temperature sensitivity of CO 2 production was compared to models taking into account turbulence-induced transport (advection or dispersion) or a rapid influence of photosynthetic activity on soil CO 2 sources.
Material and method

Site description
A dataset from the Hartheim permanent forest meteorological experimental site (47°56′04″N 7°36′02″E, 201 m a.s.l) was used to develop our modelling approach. The site consists of a 50 year-old Scots pine stand (Pinus sylvestris L.) located in the Upper Rhine Valley (Holst et al. 2008 ). This stand is characterized by a sparse canopy and a dense understory. Climate conditions are temperate: annual mean air temperature of 10.3°C and a mean annual total of precipitation of 642 mm (Holst et al. 2008 ). The soil is a carbonaterich (pH=7.8-8.2), two-layer Haplic Regosol (calcaric, humic) (FAO 2006) . The texture of the Ah horizon is silt loam (0-20 cm), followed by a transitional horizon AhC (20-40 cm) with less silt and more gravel. The underlying layer (horizon C, 40-80 cm) is clearly stratified comprising alluvial sand and gravel. The humus type is mull. The O L horizon thickness varies between 1 and 3 cm. A detailed site description is given in Holst et al. (2008) .
An in-situ measurement campaign with detailed subsurface vertical profile of soil water content (SWC), temperature (T), air [CO 2 ] and surface CO 2 effluxes (F s ) was performed at the Hartheim site from August 25 to September 15, 2010. The temporal resolution of these measurements was 30 min. In addition, soil physical characteristics (porosity, diffusion coefficient, air permeability) were measured in laboratory on soil samples collected in each horizon of the site. The detailed description of the in situ and the laboratory measurements can be found respectively in Goffin et al. (2014) and Maier et al. (2012) . A brief description is given in the following paragraphs.
Field measurements
Profiles of [CO2], SWC, T
The soil air CO 2 concentration ([CO 2 ]) profile was measured using solid-state non dispersive infrared CO 2 sensors (GMP343, diffusion model, Vaisala Oy, Helsinki, Finland) inserted in the soil at −5, −25, −50 and −95 cm depth. Another probe was placed on the forest floor, just above the litter surface.
The soil water content (SWC) profile was determined using both volumetric soil moisture sensors inserted horizontally at −7, −20 and −30 cm depth (Theta Probe ML1, Delta-T Devices, Cambridge UK) and matric potential sensors (EcoTech Gmbh, Bonn, Germany) at 20, 50 and 70 cm depth.
The soil temperature (T) profile was recorded using PT100 (Heraeus Sensor Technology, Kleinostheim, Germany) at −1, −3, −5, −10, −20, −40, −50, −70 and −120 cm depth. Additionally, air temperature was also available. The soil sensors were installed during the winter 2009, leaving a large part of the 2010 growing season for fine root biomass recovering before the beginning of the measurement (27th August 2010).
Surface CO 2 efflux (Fs) F s were measured using four open chamber systems (or steady-state flow-through chambers). The detailed experimental design and operating method was given in Marron et al. (2009) . The chambers were mainly constituted by a collar (stainless steel, 20 cm diameter, 12.5 cm high) and a mobile lid. The recommendations of Rayment and Jarvis (1997) about the chamber design were taken into account, i.e. (i) steady state for chamber CO 2 concentration can be ensured with a value close (few μmol/mol) to the atmosphere, (ii) turbulent conditions at the soil surface inside the chamber must be as close as possible to the outside conditions, (iii) the pressure difference between the outside and inside of the chamber must be minimal (<0.1 Pa, as shown in Longdoz et al. 2000) . To measure F s every 30 min, six collars were partially pushed into the soil on 23 August 2010 and were alternatively covered, from 25 August to 15 September 2010, with one of the four mobile lids. After the two main rain events occurring during the campaign, only two of the four lids were moved to other collars in order to, on the one hand, avoid a permanent soil covering and its environment modification and on the other hand, ensure a relative continuity in the measurements. For this purpose, there were three sequences of 7-day measurements with different sets of four collars (see Goffin et al. 2014 ). Due to technical issues, however, the measurements of F s on collar 3 were excluded from the dataset. The flow rate through the system (2 l min ) was calculated as: ) and S is the soil surface inside the chamber (m
−2
). Finally, the mean plot F s were estimated throughout the study period (25 August to 15 September) as the average of the 5 remaining collars after gap filling according to Goffin et al. (2014) .
Standard deviation of horizontal wind speed and differential pressure
The standard deviation of horizontal wind speed (σ h,tower ) was calculated every second from high frequency (20 Hz) measurements of horizontal wind velocity component. The latter were monitored above the canopy during the entire measurement campaign with a sonic anemometer (CSAT3, sonic anemometer, Campbell Scientific, Inc, Logan, Utah, USA) located on a 30 m-height tower and used as a proxy for the turbulence at the soil surface. To ensure the quality of this proxy, a sonic anemometer was placed at the soil surface after the measurement campaign and the data from this one were compared to the data from the anemometer placed at the top of the tower. We have observed a significant positive correlation between turbulence conditions measured above and below the canopy (R 2 = 0,62, p value<0.001).
The differential pressure between soil interface and −25 cm depth was recorded using a sensitive piezoresistive relative pressure sensor (GMSD 2.5MR,, Greisinger Electronic GmbH, Regenstauf, Germany, sensitivity 0.1 Pa, accuracy 1 %). Pressure was measured with a frequency of 20 Hz and recorded as minimum, maximum and mean differential pressure measured every 4 min during the period from September 8 to 16, 2010.
Laboratory measurements
The relationships between soil relative diffusivity (D r = D s /D 0 ) and SWC, and between air permeability (K) and air-filled porosity (ε), as well as the retention curves and the total porosity were determined for each soil horizon from laboratory experiments performed on Hartheim soil samples. The methods are widely described in Maier et al. (2010) and (2012) . The soil cylinders used for the physical parameters determination were sampled on the studied plot during the installation of the device for profiles ([CO 2 ], SWC, T) measurements and maintained intact before analyses.
The total porosity (Φ) of each horizon was calculated as the average value of all samples collected from the same horizon as mentioned in Goffin et al. (2014) . Horizon specific relationship between D r and SWC (see below Eq. 6) and between K and ε (see below Eq. 11) were determined from D r and K measurements on several soil cores collected in each horizon and subjected, in laboratory, to several water treatments. For each horizon, linear regressions were then used to derive specific relationships between D r and SWC and non-linear regressions to derive the relationships between K and ε. The regressions were performed with MATLAB by minimizing the mean square error (R2009b version, The Mathworks, Natick, USA).
Model
CO 2 transport and production within the gaseous phase in the soil were modelled using the gaseous CO 2 mass balance equation with separate soil layers. Under the assumption of horizontal homogeneity in the studied soil, the one-dimensional CO 2 mass balance equation on an infinitesimal depth soil element can be expressed as:
where ε is the air-filled porosity (m ), P represents the CO 2 production terms (sources) (μmolm
) mainly coming from the organic matter through the autotrophic and heterotrophic component of soil respiration and to a lesser extent by CO 2 exchanges with liquid phase, z is the depth (m) and t is the time (s) (z=0 at the bottom of the O L horizon, z>0 above the bottom of O L horizon pointing to the atmosphere and z<0 below O L horizon pointing to the soil).
In this study, the CO 2 exchanges between the gaseous and the liquid phase is negligible and were estimated to represent only few percent (<4 %) of the biotic CO 2 sources (autotrophic and heterotrophic respiration). In this way, P term is simulated as biotic production only.
The air-filled porosity at each depth is computed from the difference between the horizon specific total porosity (Φ) and the volumetric soil water content (SWC) measured in situ according to Maier et al. (2010) and Goffin et al. (2014) .
We tested several expressions of CO 2 production (P) and CO 2 transport (F) that differ in the underlying assumptions considered, respectively for both the production and transport of CO 2 within the soil.
The model is applied on the Haplic Regosol (calcaric, humic) (FAO 2006) in Hartheim site consisting of 4 soil horizons: O, Ah, AhC and C. The soil was treated as a one-dimensional structure, each horizon having its own physical and biological properties. The Ah horizon was split into two parts because of its large vertical heterogeneity of physical parameters, so that the modeled soil consisted of five parts: O L (+2.5-0 cm), Ah1 (0-10 cm), Ah2 (10-20 cm), AhC (20-40 cm) and C (40-80 cm).
Reference model
In the reference model, the most commonly accepted processes of soil CO 2 transport and production are considered, namely a purely diffusive transport and production dependent on the local soil temperature only (Curiel Yuste et al. 2005; Davidson et al. 2006a) .
Diffusion is reported to be the main transport mechanism in the soil (Pumpanen et al. 2008; Davidson et al. 2006b; Hirano 2005; Jassal et al. 2005; Fang and Moncrieff 1999) . The CO 2 fluxes F can be expressed by Fick's first law. 
where SWC(t,z) and T(t,z) are estimated from interpolation between in situ measurement point, α 1 and α 2 are parameters deduced in each horizon from experimental linear relationship between D r and SWC obtained in laboratory on soil samples. More details are given in Goffin et al. (2014) and Maier et al. (2010) . Usually in temperate ecosystem, the CO 2 biotic production in the soil is represented as a function of soil temperature (Davidson and Janssens 2006; Kätterer et al. 1998; Lloyed and Taylor 1994) . In the reference model, the CO 2 production in each layer and time step was adjusted according to the temperature at each depth following a Q 10 equation (Moyes et al. 2010; Yuste et al. 2005 )
where R b is the basal respiration rate (μmol CO 2 m −3
), representing the CO 2 production at the reference temperature T ref (15°C), Q 10 is a coefficient defining the temperature sensitivity of CO 2 production, constant over the profile.
The basal respiration rate decreases with depth (Moyes et al. 2010) . We considered the decreasing basal respiration rates with depth by using two linear functions which intersect at the depth z 2 . The depth z 2 should represent the limit between high and low organic content zones (normally close to the transition between Ah and C horizons). The following expressions were used:
with z 1 =+0.025 m (the top of the litter layer), z 3 = −0.8 m (the bottom of the C horizon) R b (z 3 )=0 (no production below C horizon). Q 10 , R b (z 1 ), R b (z 2 ) and z 2 are parameters determined by adjustment of the model outputs to the in-situ measurements (CO 2 concentration and efflux).
Boundary and initial conditions The initial CO 2 concentration profile in the soil (t=0) was interpolated between the concentrations measured at several depths at the beginning of the measurement campaign.
The top boundary condition (at z 1 =+0.025 m) for [CO 2 ] was equal to the value measured at the soil-air interface. At the bottom of the domain (z 3 =−0.8 m), it was considered that the CO 2 vertical gradient was negligible so that the mass fluxes were zero.
Model including advection
Many authors reported the importance of considering advection in conjunction with diffusion to characterize vertical gas transport in the soil (Bowling and Massman 2011; Seok et al. 2009; Flechard et al. 2007; Fang and Moncrieff 1999) . The flux induced by the pressure fluctuation (advective transport) at the soil surface is taken into account and coupled with diffusion so that, F (in Eq. 2) can be expressed according to Eq. 9.
where p is a differential pressure relative to a reference pressure p ref =101325 Pa (the absolute pressure in the soil is then given by p+p ref ), K is the air permeability (m 2 ) and η=1.8*10 −5 kgm −1 s −1 is the air dynamic viscosity.
Since the soil is a porous medium, Darcy law is used to compute the pressure fields. It leads to the following Partial Differential Equation (PDE) to determine the air pressure in the soil:
The air permeability (K) was determined, in each horizon except in C one, as a function of the air-filled porosity.
where α 3 and α 4 are parameters deduced from relationship between air permeability and air-filled porosity measured in laboratory on the same soil samples as those used to determine D r . In the C horizon, because the relationship could not be deduced from the laboratory measurements, the average value measured on all the soil samples collected in C horizon was used independently of air-filled porosity.
Boundary and initial conditions Additional boundary conditions should be added for pressure. At the top of the domain, the differential pressure p (Eq. 9) is assumed to be proportional to the standard deviation of horizontal wind speed fluctuation (σ u,tower ) calculated every second from data collected at 20 Hz at the top of the tower (Subke et al. 2003) :
Where Δp int is the differential pressure (p-p ref ) at the boundary between litter layer and atmosphere and α 5 is a parameter that should be determined by comparison between simultaneous measurements of σ u,tower and Δp int . Unfortunately, Δp int was not directly measured but the pressure difference between soil interface and −25 cm depth was. The maximum and minimum values of this difference were recorded every 4 min from high frequency data. Assuming no more pressure fluctuation at −25 cm depth, the gap between these maximum and minimum values (Δp int-25 ) can be used as a proxy of the pressure fluctuation at the soil interface (Δp int ).
At the bottom of the domain, it was assumed that the pressure fluctuation cannot penetrate further in the soil, leading to the following condition:
The initial differential pressure is set to 0.
Model including dispersion
The dispersion process is reported to influence soil gas transport, more specifically to enhance the gas exchange in the soil (Maier et al. 2012; Bowling and Massman 2011; Takle et al. 2004 ). This process is difficult to model with a mechanistic description but this difficulty can be circumvented by considering that it can be expressed as an increase of the soil diffusion coefficient due to turbulence (Maier et al. 2012; Bowling and Massman 2011) . The dispersion potentially affected the uppermost few centimeters of the humus layers (Maier et al. 2012 ) and therefore we test it by introducing a turbulence-dependency of the soil diffusion coefficient in the litter (O L horizon). In that way, Eq. 5 is written in O L as indicated in Eq. 14. ] reflecting the influence of turbulence on soil CO 2 transport. The u* is taken above the canopy because: (i) it can be considered as a good proxy for turbulence intensity at soil level given the good correlation between u* measured above and below the canopy at Hartheim site (data not shown), and (ii) this measurement was available throughout the measurements campaign.
From Fig. 8 in Maier et al. (2012) , the increase of the diffusion coefficient due to dispersion may reach, in a laboratory experiment on several Hartheim soil samples, more than 30 % in high turbulence level. The latter corresponds to a friction velocity artificially induced at the sample surface (u* floor ) of 0.34 ms 1 . They have even observed on one sample an extreme increase of 85 % at this turbulence level. In view of these results and given the relationships between the friction velocities at the forest floor and at the top of the tower (data not shown), the potential fitting range of α 6 should be between 3 (great influence of dispersion) and 8 (moderate influence of dispersion).
Model including the photosynthetic substrate supply through phloem pressure concentration waves Phloem movements in a plant are closely related to the water movement, in the opposite direction, through the xylem. Therefore, the phloem transport depends indirectly on the plant transpiration (TR) which can be approached by the vapour pressure deficit (VPD). To date, no equation describes the phloem pressure concentration wave in a mechanistic way (Mencuccini and Holtta 2009 ). Here, the influence of such phenomenon is empirically tested using a linear influence of the vapour pressure deficit (VPD, [hPa]) on soil CO 2 production, so that the latter can be expressed as indicated in Eq. 15.
Where α 7 and α 8 are parameters. In this way, Eq. 15 is expressed as a Q 10 law to which a residual influence of VPD is added. This equation was applied only in O L , Ah 1 and Ah 2 horizons where are located most of the roots (Goffin et al. 2014 ). In the other horizons, CO 2 production remains expressed by Eq. 7.
Model calibration procedure
As mentioned above, some parameters of the production expression (R b (z 1 ), R b (z 2 ), z 2 , Q 10 ) have to be calibrated. This task has been performed using a least-square fitting method. It consists to minimize a cost function C F which corresponds to the average quadratic difference between the experimental measurements and the simulation outputs obtained for a given set of parameters.
Where Y is a calibration variable and M a given set of parameters. The final calibrated values for the parameters are those which minimize the cost function. R b (z 1 ), R b (z 2 ), z 2 , and Q 1 0 are fitted by minimizing the cost function for Y ¼ CO 2 ½ , z i ¼ À0:05; À 0:25; À 0:50 f g and t j from 0 to 15 days.
Numerical procedure and post-processing
To simulate the time evolution of the CO 2 concentration profile and CO 2 fluxes, Eq. 2 was solved numerically using the respective initial and boundary conditions with the commercial software COMSOL Multiphysics 3.5. This software enables to solve partial differential equations using the finite element method.
The one-dimensional computational domain is meshed using regularly spaced elements. Various mesh sizes have been assessed and it has been found that an optimum mesh size is 10 −3 m because further refinement of the mesh no longer influences the simulated concentration profiles. The direct solver UMFPACK was used to resolve the equation system with Quadratic Lagrange elements for the spatial discretization and the Backward Differentiation Formulas (BDF) method for the time discretization. The minimization of the cost function (Eq. 16) is realized using fminsearch function of COMSOL which performs unconstrained nonlinear minimizations using a Nelder-Mead algorithm.
Results and discussion
First, the results of the reference model are presented with their own pros and cons. Then the models taking into account more complex transport or production expressions are respectively presented emphasizing the improvement compared to the reference model.
Reference model
Parameter values of Eq. 6 (α 1 and α 2 ) were obtained by laboratory measurements and are presented in Table 1 . The parameters of Eqs. 7-8 (Q 10 , R b (z 1 ), R b (z 2 ) and z 2 ) were calibrated using experimental data of soil CO 2 concentration measured in Hartheim from August 27 to September 14, 2010.
Calibration values
The calibrated parameters are presented in Table 2 . The basal respiration rate values (Rb(z 1 ) and Rb(z 2 )) are consistent with the CO 2 production values reported in Goffin et al. (2014) on the same site. These calibrated parameters suggested that the CO 2 production within the entire soil profile (from the air/soil interface to z=−0.8 m) at 15°C was equal to 5.57 μmol CO 2 m −2 s −1 and that 90 % of the CO 2 was produced above −30 cm depth which is close to values reported in Goffin et al. (2014) . The Q 10 obtained is within the range commonly reported in the literature i.e. from 1 to 10 (Luo and Zhou 2006; Davidson et al. 2006a; Fang and Moncrieff 2001) . Nevertheless, Davidson et al. (2006a) speculate that a Q 10 value above 2.5 probably indicates that some unidentified process of substrate supply should be considered. In addition, it was expected that the depth z 2 represents the boundary between high and low organic content and root zones. This is the case as the calibrated value is close to the estimated depth transition between AhC and C horizons (−0.40 m) below which Goffin et al. (2014) showed a clear depletion in C organic and root content.
Time evolution
The time evolution of simulated F s and soil [CO 2 ] are compared to measurements, in Figs. 1 and 2 respectively. The phase difference is especially marked during sunny days without rain. The simulated F s tends to be ahead of the measured one, with an averaged phase advance of 2.5 h. Conversely, the simulated [CO 2 ] -5cm tends to be delayed from the measured one, with an averaged delay of 6 h. The differences between measurements and model simulations (amplitude and phase) cannot be reduced by changing the values of calibrated parameters, except by unreasonably increasing the Q 10 value (>10). In that case, however, the inter-day variability of F s and [CO 2 ] is no longer adequately represented. Such important difference between temperature sensitivity on hourly and daily basis is difficult to explain in a mechanistic way, so that other variables should affect the F s and [CO 2 ] within short-timescales.
As shown above, the model failed to reproduce concentrations and fluxes in the two first shallowest horizons (O L & Ah) where more than 76 % of the CO 2 was produced. The model modification aims at improving this description. Below, we will focus only on those variables. Model with advection
Parametrization
The parameter α 5 was determined using simultaneous data of σ u,tower and Δp int-25, the latter being assumed to represent Δp int. Two values were obtained, α 5 =0.89 and α 5 =2.66, using respectively for the comparison, the maximum and the mean value of σ u,tower recorded every 240 s (to match frequency of Δp int-25 data). These values best represent the average behavior and the extreme values of Δp int-25 , respectively. These values are higher than those reported by Subke et al. (2003) (up to 0.87) but do not seem aberrant. In addition, it is difficult to discuss the value of such parameter, as it is highly sensitive to the location of measurements (Subke et al. 2003) . Given the challenge of measuring pressure fluctuation in situ (Maier et al. 2010) , it is necessary to use a proxy. In this case, it seems particularly important to test the sensitivity of the model to the proxy. Below, the impact of the Eq. 12 parameters (α 5 and frequency of p) is evaluated on the instantaneous value of F s , because the advection primarily impacts this variable.
Impact of α 5 The value of the parameter α 5 determines the amplitude of the pressure fluctuations. Several Figure 3 shows, for different α 5 values, the maximum instantaneous contribution of advection (F adv ) to F s according to the amplitude of pressure fluctuation at the interface Δp int . As expected, F adv /F s increases with Δp int (or α 5 ), i.e. with the strength of turbulence. We can observe that the contribution of advection is very low for the α 5 range expected in Hartheim. The considered extreme value of α 5 =2.66 leads to a maximum advective contribution of only 3.8 % and this percentage is even lower for α 5 =0.89 (average behavior). To reach a 10 % advective-contribution to F s , Δp int must exceed 17.3 Pa (α 5 >6.9). Such Δp int has not been observed in situ in Hartheim and is likely extremely rare at other sites as well. Takle et al. (2003 and ) measured high frequency (2Hz) pressure variation and reported values below 5 Pa. Using 1 Hz for p variations, advection does not seem to be a significant CO 2 transport mechanism in the soil.
Impact of frequency The impact of pressure fluctuation frequency was tested, away from natural wind time evolution, by applying a sinusoidal Δp int with amplitude of 5 Pa and different frequencies: 0.2, 1, 10, 20 and 50 Hz. The chosen amplitude represents an extreme value observed in situ by Takle et al. (2004) .
The ratio between instantaneous F adv and the diffusive component of F s (F diff ) was sampled at 100 Hz during 3600 s (i.e. with frequency of sampling>frequency of imposed Δp int ). The frequency of pressure fluctuation has a significant influence on instantaneous F adv value, so that F adv could become very high compared to the diffusive flux (F diff ). Indeed, F adv can largely exceed F diff, the former becomes twice as high as the latter already at a frequency of 10 Hz. Of course, it is only instantaneous F adv /F diff ratio recorded at a given instant and given the natural oscillating character of F adv (positive and negative), this ratio is inevitably lower when it is temporally integrated. The next paragraph presents a quantification of the impact of the temporal integration.
In view of the advection study, the amplitude of p fluctuation had a lower impact on instantaneous fluxes than the frequency of its variation.
Time evolution: high frequency recording
The preceding simulation suggests that, compared with the reference model, the introduction of advection did not reduce the phase and amplitude divergences observed between measurements and simulation outputs. In fact, the effects of advection are observable only on very short timescales (tenth of seconds). To illustrate this effect, a simulation with extreme turbulence conditions (frequency=50Hz and α 5 =2.66) was performed with high-frequency recording (50 Hz) during 3600 s. Figure 4 represents the time evolutions of instantaneous F diff and F adv , the surface [CO 2 ] at 0 cm (just below the O L horizon) and the amplitude of pressure fluctuations at soil/atmosphere interface for both the reference model and the model including advection.
In these conditions, the instantaneous absolute value of F adv can largely exceed F diff (up to three times larger). In addition, advection modifies F diff (up to 4 %). It's because advection disturbs [CO 2 ] vertical gradient, soil diffusion coefficient remaining unchanged between the two models. Nevertheless, the [CO 2 ] disturbance is insignificant since the introduction of advection induced only concentration variations of maximum 0.26 and 0.05 % at +2 cm (in O L ) and 0 cm (below O L ), respectively.
As mentioned above, the advection acts only on very short timescales. To illustrate this, we integrated F adv (int(F adv )) and F diff (int(F diff )) over several integration times and calculated the ratio between these variables. Fig. 5 represents the maximum ratio between int(F adv ) and int(F diff ) obtained during the 3600 s according to the considered integration time (horizontal axis). The Fig. 3 The maximum instantaneous advective contribution to F s (F adv /F s ) observed during the two most turbulent days of the measurements campaign according to Δp int obtained for several tested α 5 contribution of advection drops rapidly and becomes almost zero already for an integration time of 10 s. Surface fluxes measurement typically lasts few minutes and therefore such measurement should not reflect the advective process. This last should be taken into account only in studies focusing on mechanisms with a time characteristic around or lower than one second.
In summary, considering the advection to characterize the soil CO 2 transport considerably lengthens the computation time of modeling without improving the prediction of measurements (half-hour integrated). The only significant effect was observed on the instantaneous value of fluxes, but as soon as they are integrated over few seconds, the impact of advection becomes negligible. In addition, we emphasized that the frequency of p fluctuations is more important than its amplitude to more accurately quantify the potential impact of advection on F s at very short time scale.
Effect of dispersion
Time evolution
The time evolutions of the diffusion coefficient in the litter (D s (O L )) and the [CO 2 ] -5cm are represented in Fig. 6 respectively for the reference model and the model with dispersion (using α 6 =3). In addition, the measured [CO 2 ] -5cm is presented to prove the reliability of the model outputs. The general evolution of this measured [CO 2 ] -5cm has been analyzed in Goffin et al. (2014) (Fig. 6) . The impact of dispersion is less clear on simulated F s than on soil [CO 2 ]. This is because the dispersion impacts the underlying variables of F s (D s and [CO 2 ]) in opposite direction. Furthermore, the dispersion especially impacts the litter [CO 2 ] dynamics, but its effect is still visible in the lower layers. For example, the dispersion with α 6 =3 increases the amplitude of intra-day variation of [CO 2 ] in the litter, at -5 cm, −25 cm, −50 cm respectively by 59, 41, 12 and 2 %, in comparison with the reference model. In contrast, the amplitude of intraday variation of F s increases by only 1 % (Fig. 7) .
The amplitude of intra-day variation of [CO 2 ] -5cm features similar values to the measured one for α 6 included between 2 and 3 (Fig. 7) .
When dispersion is included in O L , it can increase the intra-day variation of F s and [CO 2 ], the latter becoming closer to those measured, but the phase difference observed between simulation and measurement remains as well for F s and CO 2 . Therefore, this phenomenon helps but does not explain suitably the anomalies observed in 0. Nevertheless, those simulations highlights the dispersion impact on topsoil [CO 2 ], even with D s (O L ) increases similar to those observed in laboratory by Maier et al. (2012) . Quantifying the impact of turbulence on topsoil [CO 2 ] is really important for the Flux Gradient Approach (Goffin et al. 2014) which is a measurement technique that is increasingly being used. To go further in this direction, it is essential to establish experimentally and in situ relationships between turbulence at the forest floor and the soil diffusion coefficient (Schwen et al. 2011; Lehmann et al. 2000; Van Bochove et al. 1998 ).
Model including the phloem pressure concentration waves
The inclusion of turbulence-induced transport in the Model did not elucidated sufficiently the phase and amplitude differences observed between the reference model and the measurements. Therefore, it seems that the expression of CO 2 production should be questioned. An impact of the pressure concentration wave could modify the simulation in the right direction because it includes (i) the influence of photosynthetic activity that depends on aerial variables presenting an intra-day cycle The parameters α 7 and α 8 in Eq. 15 have not been directly calibrated on CO 2 production measurements but their value was set to improve the representation of the temporal evolution of measured variables. Giving a more accurate value of those parameters would need a specific study with additional data compared to those collected in this study. observations is largely reduced on most of the [CO 2 ] -5cm time series. Nevertheless, this last improvement is not large enough for F s and the phase difference between simulated and measured F s remains significant during the sunny days without rain (from 31/08/2010 to 6/09/ 2010, from 10/09/2010 to 12/09/2010, from 13/09/2010 to 15/09/2010). This can be explained by the fact that the PPCW is one of the mechanisms that could impact CO 2 production but there are still other mechanisms that could interact together on intra-day scale (Moyes et al. 2010 ) and influence CO 2 production. In this study, the PPCW seem to be the most appropriate mechanism to explain our measurements, but with the data available, we cannot investigate further. Indeed, there is a lack of experimental studies about the PPCW and the potential variables that could impact it. A constant (temporally and spatially) lag (2 h here) between the VPD and its action on the CO 2 production is supposed here but is maybe not appropriate. Spatially, the PPCW lag should depend on the root position within the soil which is highly variable among the surface horizons (see Goffin et al. 2014) . The PPCW should reach faster the surface horizons than the other ones. In addition, the production of photoassimilate depends not only on the VPD but also on the radiation. In this case, the influence of photosynthetic substrate supply to root should differ according to the radiation too. Then the time lag should not be constant over time and should depend on climatic conditions. Wingate et al. (2010) showed that the time lag for the direct transport of photoassimilates from the canopy to root depend on the climatic conditions. This should be also the case for the indirect physicochemical effect on root activity through the PPCW. Further investigations are required to understand the impact of photosynthesis substrate on soil respiration and propose a more mechanistic model.
Conclusions
The reference model took into account a purely diffusive transport of soil CO 2 and a production which depends on the temperature variation only. This model produced a good representation of the inter-day variability of F s and [CO 2 ] measurements, but it failed to accurately simulate their intra-day variability. Phase and amplitude differences were indeed observed on the intra-day variation of [CO 2 ] and F s compared to measurements. Adding the influence of turbulence-induced transport does not sufficiently improve the intra-day pattern of simulations. Advection was shown to disturb the instantaneous value of F s with a higher sensitivity to the frequency of the pressure disturbance than to its amplitude. The impact of advection becomes negligible as soon as the fluxes are integrated over several seconds.
Including dispersion in the O L horizon was shown to significantly disturb the topsoil [CO 2 ] concentration. The latter decreased during turbulent events (daytime) resulting in an increase of the intra-day dynamic of topsoil [CO 2 ]. The impact of dispersion decreased with depth, but was still visible below −50 cm depth. Dispersion allowed a better representation of soil [CO 2 ] intra-day variation, but not of F s ones and the phase differences remain. When a mechanism representing the PPCW was included, it was shown to modify the intra-day pattern of simulated [CO 2 ] and F s in the right direction. The influence of a rapid transport of the phloem pressure concentration waves could explain the intra-day variability of [CO 2 ] and F s measurement in Hartheim during the summer 2010. From this study, we can conclude that focus should be placed on the potential factors affecting the CO 2 production, rather than on the transport process description.
