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Motivação 
 
• Grande quantidade de registos 
• “Tudo” é registado 
• Internet of things – “tudo ligado” 
• Informação diversificada 
• Processos de análise lentos 
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Objectivo 
 
Agregação de dados em Big Data 
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Tipos de NoSQL 
• Chave/Valor (Key/Value) 
• Super colunas 
• Grafos 
• Documentos (xml, json) 
• Objectos 
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Map Reduce 
• Google 2004 
 
• Permite tratar grandes volumes de 
informação de forma distribuida 
 
• Não há um standard entre fornecedores 
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Map Reduce 
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Hadoop 
• Processo central que gere e 
coordena o processamento  
paralelo dos diferentes nós 
 
• Processamento de informação em 
cada nó 
 
• Central que gere e coordena o 
armazenamento da informação 
 
• Trata do armazenamento de 
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HBase 
• NoSQL do tipo Super Colunas sobre Hadoop 
 
• Table / Row / Column Family / Column 
Qualifier / Cell  / Version 
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Importância rowkey 
• Só a rowkey está indexada 
 
• Só permite ordenação lexicográfica 
(“alfabética”) 
 
• Boa definição antes 
 
• Se não se usar, full scan 
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Arquitectura 
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Agregação 






• count – contagem do número de elementos  
• sum – soma do valor dos elementos 
• max – o valor máximo dos elementos 
• min – o valor mínimo dos elementos 
• avg – a média dos valores dos elementos 
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Row Key da Agregação 
• Pesquisas rápidas 
• Permitir ordenação 
• Permitir escolher dimensões e medidas 
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Row Key da Agregação 
<Nome de dimensão 1>(…)<Nome de dimensão N> 
<Nome métrica agregada> 
<Tipo agregação da métrica > 
<Ordenação do valor da métrica > 
<Valor da métrica> 
<Valor da dimensão 1>(…)<Valor da dimensão 
N> 
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Ordenação Descendente 
O valor maior tem de aparecer primeiro na 
ordenação 
 
Número muito grande – valor 
 
Exemplo:   
V1 = 17 menor que V2 = 18 
999 999 999 999 999 – 17 = 999999999999982 = V1’ 
999 999 999 999 999 – 18 = 999999999999981 = V2’ 
V2’  menor que V1’ 
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Conteúdo da Agregação 
{ 
  "count": <valor>, 
  "max": <valor>, 
  "min": <valor>, 
  "sum": <valor>, 
  "avg": <valor>, 
  "metric": <nome da métrica agregada> 
} 
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Caso Prático 
• On-Time Performance 
(http://www.transtats.bts.gov) 
• informações sobre todos os voos comerciais com 
origem ou destino nos EUA entre 2000 e  2005 
• 109 indicadores por registo 
• 30 milhões de registos 
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Caso Prático 
• Dimensões: Year  e  UniqueCarrier 






avg desc   
999999999999981,3950  
2000 UA 
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Caso Prático 
• Dimensões: Year  e  UniqueCarrier 
• Medida: DepDelayMinutes 
 
scan <tabela>, {LIMIT => X,  
STARTROW=>  
'Year UniqueCarrier DepDelayMinutes avg 
desc‘ 
ENDROW =>  
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Resultado 










   "count":776559, 
   "max":1277.0, 
   "min":0.0, 
   "sum":1.3671339E7, 











   "count":219160, 
   "max":729.0, 
   "min":0.0, 
   "sum":3201748.0, 
   "avg":14.60918050739186 
} 
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Interface - Selecção 
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Interface - Resultados 
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Map Reduce 
Job job = new Job(config, jobName); 
Scan scan = new Scan(); 
   
TableMapReduceUtil.initTableMapperJob( 
 Bytes.toBytes(tableName), // input table 
 scan, // scan 
 AggregationMapper.class, // mapper class 
 Text.class, // mapper output key 




 Bytes.toBytes(aggregationTable), // output table 
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Map 
public void map(ImmutableBytesWritable row, Result value, 
        Context context) { 
 
    DoubleWritable doubleWritable = new DoubleWritable(0); 
 
    byte[] bVal = value.getValue(columnRef.getCfAsByteArray(), 
            columnRef.getCnAsByteArray()); 
    doubleWritable.set(Bytes.toDouble(bVal)); 
     
    keyText.set(rowKey.toString()); 
    context.write(keyText, doubleWritable); 
} 
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Reduce 
public void reduce(Text key, Iterable<DoubleWritable> values, 
    Context context) { 
 
    AggregatorValues outValues = new AggregatorValues(sMetrics[0]); 
 
    for (DoubleWritable val : values) { 
        outValues.addValue(val.get()); 
    } 
 
    byte[] outValuesBytes = Bytes.toBytes(outValues.toJson()); 
    String rowKey = key.toString(); 
    Put put = new Put(Bytes.toBytes(rowKey)); 
    put.add(AGG_CF, metricsColumnNameByte[0], outValuesBytes); 
    context.write(null, put); 
 
    writeAggregateData(context, rowKey, "sum", "asc", 
                sMetrics[0], outValuesBytes, outValues.getSum())     
} 
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