I. INTRODUCTION
T HE notion of consensus or agreement in networks of multiple agents is of great importance within various research communities as it arises in many real-world phenomena. In biology, consensus is linked with the emergent behavior of bird flocks, fish schools, etc. [1] - [3] . In robotics and control, consensus problems arise when seeking coordination and cooperation of mobile agents (e.g., robots and sensors) [4] , [5] . In sociology, the emergence of a common language in primitive societies is a collective behavior within a complex system [6] . Consensus algorithms also have a rich history within computer science community [7] , while formal study of consensus problems has been carried within the management science community (see [8] and references therein).
Consensus as part of the convergence properties of distributed averaging algorithms have gained increasing attention in the past decade. It is believed that such linear algorithms were first introduced be DeGroot [8] , where the author considered the time-invariant case, i.e., fixed coupling weights between any pair of agents. Later, more general cases were considered in [4] , [5] , [9] - [16] , where the authors mainly aimed at identifying sufficient conditions for consensus to occur, i.e., for states to asymptotically converge to the same value. Beside consensus, multiple consensus has been the subject of many articles, e.g., [17] - [21] . Multiple consensus refers to the case when each agent state converges, as time grows large, to an individual limit which may or may not be different from the individual limits of other agent states.
A. State of the Art
It is well known that the occurrence of (multiple) consensus in a distributed averaging algorithm is equivalent to (class-) ergodicity of the coupling chain, which is formed by a sequence of row-stochastic matrices, underlying the algorithm [9] , [21] , [22] . Erogodicity refers to the property that the backward product of row-stochastic matrices converges to a matrix with identical rows, while class-ergodicity refers to the existence of a limit (with no additional requirement on the limit) for such a backward product. Considering the work on linear consensus algorithms, [19] appears to provide the largest set of (class-) ergodic continuous time chains of row-stochastic matrices, while [20] and [21] lead the way to address the same problem for the discrete time case.
Hendrickx and Tsitsiklis [19] proved class-ergodicity of continuous time cut-balanced chains and also obtained for cutbalanced chains, that ergodicity is equivalent to the infinite flow property (IFP), a notion first defined in [22] . On the other hand, Touri and Nedié [20] established for the discrete time cutbalanced chains, that strong aperiodicity (s.a.) guarantees classergodicity, while the s.a. property together with the infinite flow property are sufficient for ergodicity. The authors also considered random chains in Class P * , a larger set of chains than the set of cut-balanced chains, and proved that within that class, the so-called weak aperiodicity (w.a.) property leads to class-ergodicity of a chain, while the w.a. property together with the infinite flow property are sufficient for ergodicity. In our earlier work [21] , we fully characterized (class-)ergodicity of the set of balanced asymmetric via the so-called notion of absolute infinite flow property [22] . Fig. 1 demonstrates the inclusion relations between the set of strongly aperiodic cutbalanced chains, the set of balanced asymmetric chains, and Class P * for the discrete time case.
B. Our Contributions
As one of the objectives of this paper, the (class-)ergodicity results of the articles mentioned in the pervious section are generalized. More specifically, we characterize the set of (class-) ergodic chains within Class P * for both discrete and continuous time cases.
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See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. The discrete time case is investigated in Sections II-IV. Inspired by [22] and recalling the notion of jets in Markov chains [23] , [24] , the so-called infinite jet-flow property of chains is introduced in Section II-A, that will eventually result in novel necessary conditions for (class-)ergodicity of the chain in Section IV-A. Since infinite jet-flow property imposes a more restrictive condition on the chain than both the infinite flow and absolute infinite flow properties, the necessary conditions given in Section IV-A prove to be stronger than those provided in Theorems 1 and 2 of [22] .
Based on the connections between the discrete time linear consensus algorithms and Sonin's D-S Theorem, explored in Section III, it is established in Section IV-B that the general necessary conditions derived in Section IV-A become also sufficient if the chain is in Class P * . These results consequently subsume (class-)ergodicity results of [20] and [21] .
As for the continuous time case, a geometric approach first introduced by Shen [25] is taken to investigate the asymptotic behavior of linear consensus algorithms in Section V. Particularly, it is shown in Section V-B that all chain in Class P * are class-ergodic and, if and only if the infinite flow property is satisfied, ergodic. It generalizes the (class-)ergodicity results of [19] since cut-balanced chains form only a subset of Class P * for the continuous time case.
II. NOTIONS AND TERMINOLOGY
In this paper, we deal with a general linear consensus algorithm in both discrete and continuous time. Let V = {1, . . . , N} be the set of agents. For the discrete time case, we consider an N -agent system with linear update equation
In (1), t indicates the discrete time index, t 0 ≥ 0 denotes the initial time,
] is the vector of agent states, where prime ( ) indicates the transposition, A(t) is the matrix of coupling weights a ij (t), 1 ≤ i, j ≤ N , and {A(t)} is the coupling chain of the system. Coupling chain {A(t)} is a sequence of (N × N ) row-stochastic matrices, i.e., all elements of each matrix A(t) are non-negative and each row of A(t) sums up to 1. Throughout the paper, for simplicity, we assume that t 0 = 0. We also refer to a row-stochastic matrix as a stochastic matrix. Since each A(t) is stochastic, sequence {x(t)}, by definition, forms a backward Markov chain with transition chain {A(t)}. Notice that the evolution is described as a right hand multiplication by a column vector instead of the usual left hand multiplication by a row vector. We focus on the discrete time case up to Section IV, and leave the discussion on the continuous time case to Section V. If all components of states vector x(t) asymptotically converge to the same limit, irrespective of the initial conditions, global consensus, or simply, consensus, is said to occur. Furthermore, if there exists a fixed partition of the N agents such that consensus occurs for the corresponding subvectors of x(t), then multiple consensus is said to occur. The subsets in the partition are then said to form consensus clusters. It is well known the occurrence of consensus in dynamics (1) is equivalent to ergodicity of coupling chain {A(t)} (see [9] ), i.e., the property that for any fixed τ ≥ 0, backward product
converges to a matrix with identical rows as t → ∞. Furthermore, [21] and [22] establish that linear algorithm (1) induces multiple consensus if {A(t)} is class-ergodic, i.e., if for any τ ≥ 0, backward product (2) converges as t grows large. For class-ergodic chains, set V can be partitioned into ergodic classes, whereby i, j ∈ V belong to the same ergodic class if the difference between the ith and jth rows of backward product (2) vanishes for any τ ≥ 0, as t → ∞. Under multiple consensus, the agent indices within the ergodic classes are the same as those within consensus clusters. We adopt the following notation throughout the paper. Letter t stands for either discrete or continuous time indices according to context. For an arbitrary vector v ∈ R N , and 1 ≤ i ≤ N , v i denotes the ith element of v. The overline (¯) on a subset indicates complementation of the subset in the universal set of interest. In the following subsections, several notions that are crucial in the discrete time part of this work are introduced.
A. Infinite Jet-Flow Property (IJFP)
Inspired by [22] and [23] (as reported in [24] ), in this section, we define a property of chains of stochastic matrices, herein called the infinite jet-flow property. This notion will help derive necessary conditions for (class-)ergodicity of any chain as well as equivalent conditions for (class-)ergodicity of a large class of chains.
Definition 1: Fig. 2 ). Moreover, for a jet J, jet-limit J * denotes the limit of the sequence {J(t)}, as t grows large, if it exists in the sense that the sequence becomes constant after a finite time. When the elements of the sequence are all identical to a subset S of V, the jet will be referred to as jet S.
Definition 2: A tuple of jets (
) forms a partition of V for any t ≥ 0. Definition 3: Let a chain {A(t)} of stochastic matrices be given. For any two jets J s and
when no ambiguity results, denotes the total interactions between the two jets over the infinite time interval
Moreover,
, denotes the interactions between the two jets at time t
Definition 4: The complement of a jet J in V, denoted by V \ J orJ is the jet defined by the set sequence {V \ J(t)}.
Definition 5: A chain {A(t)} of stochastic matrices has the infinite jet-flow property (IJFP) over V ⊂ V if, for every proper
is simply said to have the infinite jet-flow property.
It is note worthy that the infinite jet-flow property imposes a stronger condition than both the absolute infinite flow property (AIFP) and the infinite flow property (IFP) as defined in [22] . According to [22] , a chain {A(t)} of stochastic matrices is said to have the AIFP if U (J, V \ J) is unbounded for every jet J in V with a time-invariant size. Moreover, it is said to have the IFP if U (J, V \ J) is unbounded for every time-invariant jet J in V. Remember that there is no condition on the jets in the definition of the infinite jet-flow property, which makes it more restrictive. An example of a chain with the AIFP and without the IJFP is the following. Let:
Then, if jet J is defined by J(t) = {1} if t is even and J(t) = {1, 2} if t is odd, then: U (J, V \ J) = 0, which means that the IJFP is not satisfied. However, for any jet J with a timeinvariant size, U t (J, V \ J) ≥ 1/2 for any t ≥ 0, which results in U (J, V \ J) = ∞. Thus, the AIFP is satisfied. Keeping in mind that infinite flow is a weaker condition than infinite jet-flow, in the following, we report a property of chains from [20] , namely weak aperiodicity (w.a.), which together with the IFP, becomes stronger than the IJFP (see Lemma 1 below for details).
Definition 6- [20] : A chain {A(t)} of stochastic matrices is said to be weakly aperiodic if for some γ > 0 and every distinct i, j ∈ V and t ≥ 0, there exists l ∈ V such that
Definition 7- [20] : For a chain {A(t)} of stochastic matrices, we define its infinite flow graph, G A (V, E), by an undirected graph of size N such that
The set of nodes of each connected component of
Notice that {A(t)} has the infinite flow property if and only if G A (V, E) is connected, i.e., it has a single island.
Lemma 1: Let a chain {A(t)} of stochastic matrices be weakly aperiodic. Then, the infinite jet-flow property holds over each island of {A(t)}. In particular, in the presence of a single island, the infinite jet-flow property is satisfied.
Proof: See Appendix A. The inclusion relations between sets of the chains with different properties are illustrated in Fig. 3 .
We show in the following example how Lemma 1 can be used to verify if a chain satisfies the IJFP.
Example 1: Let chain {A(t)} be define by
Then, {A(t)} is weakly aperiodic for γ = 1, and also satisfies the IFP. Thus, according to Lemma 1, it also has the IJFP.
B. Class P *
In [20] , the authors introduced a class of chains of stochastic matrices called Class P * . The chains of this class are of great importance in this paper as we fully characterize their (class-) ergodicity in Section IV-B. Furthermore, we carry out the continuous time counterpart results in Section V-B.
Based on the work of Kolmogorov in [26] , we know that for every chain {A(t)} t≥0 of stochastic matrices, there exists a sequence {π(t)} t≥0 of probability distribution vectors in R N , called an absolute probability sequence, such that Definition 8- [20] : A chain {A(t)} is said to be in Class P * if it admits an absolute probability sequence uniformly bounded away from zero, i.e., if there exists p * > 0 such that
It is not convenient in general to determine whether a chain belongs to Class P * . In the following two lemmas, we state two important subclasses of Class P * , previously defined in the literature, that help verify if a chain has class property P * (Fig. 1) .
Definition 9- [20] : A chain {A(t)} of stochastic matrices is strongly aperiodic
Definition 10- [19] : A chain {A(t)} of stochastic matrices is cut-balanced if for some K ≥ 1 and any V 1 ⊂ V and t ≥ 0
Proposition 1-[20, Lemma 9] : Strongly aperiodic, cutbalanced chains are in Class P * . In fact, strongly aperiodic cut-balanced chains form a subclass of balanced asymmetric chains [21] which themselves are a subclass of Class P * . Definition 11- [21] : A chain {A(t)} of stochastic matrices is said to be balanced asymmetric if there exists M ≥ 1 such that for any V 1 , V 2 ⊂ V of the same cardinality, and any t ≥ 0
Proposition 2: Balanced asymmetric chains are in Class P * . 1 The term strongly aperiodic is referred to as self-confident in [21] .
Proof: See Appendix B. We again highlight that Fig. 1 shows the inclusion relations between the three classes of chains defined in this subsection.
III. A D-S THEOREM APPROACH
Consider algorithm (1) and let {π(t)} be an absolute probability sequence of {A(t)} satisfying (6) . We aim to form a chain {P (t)} of stochastic matrices such that
To do so, for every i, j ∈ V and t ≥ 0, set
We show in the following that (i) each matrix P (t), t ≥ 0 is stochastic, (ii) relation (7) is satisfied. (7) is obviously satisfied, while if π i (t) = 0, both sides of (7) become zero since
Thus, we successfully formed chain {P (t)} of stochastic matrices for which (7) is satisfied. Notice now that for any i ∈ V and t ≥ 0, from (7)
which implies that π (t + 1) = π (t)P (t), for any t ≥ 0. Therefore, {π(t)} forms the probability distribution vector of an inhomogeneous forward propagating Markov chain with transition chain {P (t)}. One can now take advantage of Sonin's D-S Theorem [24] to analyze the asymptotic behavior of the two chains {π(t)} and {x(t)} simultaneously. To employ the Sonin's D-S Theorem, one has to view π(t) as the vector of volumes m(t) in [24] , while x(t) corresponds to the vector of concentrations α(t).
Remark 1: Notice that Sonin in [24] starts with a forward propagating Markov chain {m(t)} and then, a backward Markov chain α(t) follows (a forward-to-backward approach). In other words, the backward Markov chain {α(t)} in [24] is not created independently. Thus, there would be no guarantee that one could use Sonin's D-S Theorem to characterize the asymptotic behavior of an arbitrary backward Markov chain. In our arguments above, thanks to the existence of an absolute probability sequence for any chain of stochastic matrices, we showed that the Sonin's forward-to-backward approach is in fact reversible, and therefore, the D-S Theorem would be applicable to all backward Markov chains.
Let V (J s , J k ) denote the total flow between two arbitrary jets J s and J k in V over the infinite time interval, i.e.,
where
The following theorem on the limiting behavior of {x(t)} and {π(t)}, is an immediate result of Sonin's D-S Theorem [24, Theorem 1] .
Theorem 1: Let linear averaging dynamics (1) with coupling chain {A(t)} be given. Assume that {π(t)} is an absolute probability sequence admitted by {A(t)}. Then, there exists an integer c, 1 ≤ c ≤ N , and a decomposition of V into jet-
, such that irrespective of the initial conditions of (1):
In the following section (Section IV-B), Theorem 1 will be employed to characterize (class-)ergodicity properties of chains of stochastic matrices in Class P * .
IV. MAIN RESULTS IN DISCRETE TIME
We now state our main results on (class-)ergodicity of discrete time chains of stochastic matrices. The first set of results consists of necessary conditions for (class-)ergodicity, while the second set fully characterizes (class-)ergodicity of chains in Class P * .
A. General Necessary Conditions
Recalling the notions of infinite jet-flow property and islands from Definitions 4 and 7, the following theorem provides a necessary condition for class-ergodicity of an arbitrary chain.
Theorem 2: A chain {A(t)} of stochastic matrices is classergodic only if the infinite jet-flow property holds over each island of {A(t)}.
Proof: On the contrary, assume that {A(t)} is classergodic, yet there exists a proper jet J in an island
We now form chain {B(t)}, an l 1 -approximation of chain {A(t)}, by eliminating interactions between J and V \ J at all times. From [18, Lemma 1], l 1 -approximations do not influence the ergodic classes of a chain. Therefore, {B(t)} will remain class-ergodic with the same ergodic classes as {A(t)}. Also, the islands of {B(t)} are the same as those of {A(t)}. Furthermore, U B (J, V \ J) = 0. Given two distinct arbitrary constants α 1 and α 2 , let states of a multi-agent system evolve via dynamics y(t + 1) = B(t)y(t), ∀ t ≥ 0, and be initialized at:
, and y i (0) = α 2 otherwise. Since there is no interaction between J and V \ J at any time, we conclude that for every t ≥ 0:
, and y i (t) = α 2 otherwise. Since {B(t)} is class-ergodic, lim t→∞ y i (t) exists for every i ∈ V. Obviously, in the infinite time interval [0, ∞), at least one of i ∈ J(t) and i ∈J(t) must happen infinitely often (i.o.). If i ∈ J(t) happens i.o., then lim t→∞ y i (t) has to be α 1 . Similarly, if i lies inJ(t) i.o., we must have lim t→∞ y i (t) = α 2 . Thus, exactly one of i ∈ J(t) and i ∈J(t) can happen i.o. Therefore, in a finite time, i would lie in either J orJ and stay there ever after. Thus, jet-limit J * exists and is a proper subset of I, i.e., ∅ = J *
I. Since the island structure is common for chains {A(t)} and {B(t)}, I is also an island of {B(t)}, which implies that
Later in this section, we shall as well establish the sufficiency of the infinite jet-flow property over each island for classergodicity, provided {A(t)} is in Class P * . Notice now that the infinite flow property of {A(t)}, which is a necessary condition for ergodicity of {A(t)} according to [22] , [27] , is equivalent to the existence of a single island. Thus, Theorem 2 immediately results in the following corollary.
Corollary 1: A chain {A(t)} of stochastic matrices is ergodic only if it has the infinite jet-flow property.
From Fig. 3 , Corollary 1 provides a stronger necessary condition for ergodicity than [22, Theorem 1] (necessity of the IFP for ergodicity) and [22, Theorem 2] (necessity of the AIFP for ergodicity), which is illustrated by the following example.
Example 2: Let chain {A(t)} be defined by
If we define jet J by J(t) = {1} if t is even and
(1/(t + 1) 2 ) < ∞, which shows that {A(t)} does not satisfy the infinite jet-flow property. Thus, from Corollary 1, {A(t)} is not ergodic. On the other hand, as we show in the following, the same result cannot be concluded from Theorems 1 and 2 of [22] since both the IFP and AIFP are satisfied. To prove that the IFP holds, one has to show U (J,J) = ∞ for any time-invariant proper jet J. Out of six possible such jets, we only investigate the following three, and the other three can be treated in the same way since they are complements of these jets: 1) J(t) = {1}: For any even time t: U t (J,J) = 1 − 1/(t + 1) 2 , which produces an unbounded sum. 2) J(t) = {2}: For any t: U t (J,J) = 1, which produces an unbounded sum. 3) J(t) = {3}: For any odd time t: U t (J,J) = 1 − 1/(t + 1) 2 , which produces an unbounded sum.
To prove that the AIFP holds, one has to show unboundedness of U (J,J) for any jet J with a time-invariant size. We only investigate jets with time-invariant size 1, and jets of timeinvariant size 2 can be treated in the same way as their complements have time-invariant size 1. If jet J is time-invariant, U (J,J) = ∞ due the IFP, as proved above. Thus, assume that jet J is not time-invariant. Based on these assumptions, at least one of the following two cases must happen:
1) There exist infinitely many times t such that J(t) = {1}: For any such t, sinceJ(t) = {1}, we have U t (J,J) ≥ 1.
Since it happens infinitely often, U (J,J) is unbounded.
2) There exist infinitely many times t such that J(t) = {3}:
Similar to the previous case, U (J,J) is unbounded.
Thus, the AIFP holds, and this concludes the example. We now point out that the infinite jet-flow property is not sufficient for ergodicity in general. For instance, one can verify that the chain of Example 1is not ergodic, while it satisfies the infinite jet-flow property.
Definition 12: A jet J in V is called independent if the total influence ofJ on J is finite over the infinite time interval, i.e.,
The following theorem, which is a generalization of Corollary 1, states yet another necessary condition for ergodicity of chain {A(t)} of stochastic matrices. Two jets J 1 and
A chain {A(t)} of stochastic matrices is ergodic only if no two disjoint independent jets in V exist.
Proof: Assume on the contrary, that there exist two disjoint independent jets J 1 and J 2 in V. Similar to the proof of Theorem 2, form chain {B(t)}, an l 1 -approximation of {A(t)}, by eliminating the influence ofJ s on J s , s = 1, 2, at all times. Recall that {A(t)} and {B(t)} will share the same ergodic properties. Let states of a multi-agent system, y i (t), 1 ≤ i ≤ N , evolve via dynamics y(t + 1) = B(t)y(t), ∀ t ≥ 0, and be initialized such that for every i ∈ J s (0) ( s = 1, 2), y i (0) = α s , where α 1 = α 2 . Then, for every t ≥ 0, we have:
. Since α 1 = α 2 , consensus does not occur. Consequently, chain {B(t)} and thus {A(t)} could not possibly be ergodic.
As an example where Theorem 3 applies, recall again {A(t)} of Example 1. There, jet {1} and jet {3} are two disjoint independent jets in V = {1, 2, 3}. Thus, Theorem 3 implies that {A(t)} is not ergodic.
Remark 2:
To see why Theorem 3 generalizes Corollary 1, we notice that without the IJFP, there exists a jet J such that U (J, V \ J) is bounded, which means that both jets J and V \ J are independent. On the other hand, jet J and V \ J are disjoint. Thus, infinite jet-flow imposes a weaker condition than the non-existence of any two disjoint independent jets.
B. Convergence in Class P *
We now apply Theorem 1 to Class P * chains and find necessary and sufficient conditions for their (class-)ergodicity. For chains of Class P * , it is immediately implied that in the jet decomposition of Theorem 1, there is no jet J 0 . Otherwise, lim t→∞ i∈J 0 (t) π i (t) would be bounded away from zero by at least p * , which is in contradiction with Theorem 1 (i). Therefore, there is a jet-partition of V into jets J 1 , . . . , J c , such that for every k = 1, . . . , c, lim t→∞ x i t (t) = x * k , for every sequence {i t }, where i t ∈ J k (t). Proposition 3: Consider a multi-agent system with dynamics (1), where chain {A(t)} is in Class P * . Then, the set of accumulation points of states is finite.
Proof: Obvious if we note that {x * k |1 ≤ k ≤ c} forms the set of accumulation points of states.
Recalling the definitions of U and V from (3) and (8), we state a lemma followed by the main result of this subsection.
Lemma 2: If {A(t)} ∈ P * , then for any two jets
The result is obvious if one notes that
Theorem 4: A chain {A(t)} in Class P * is class-ergodic if and only if the infinite jet-flow property holds over each island of {A(t)}. In case of class-ergodicity of {A(t)}, islands are the ergodic classes of {A(t)} and constitute the jet limits in its Sonin's jet decomposition.
Proof: We first assume that chain {A(t)} in P * is classergodic. Then, Theorem 2 implies that the IJFP holds over each island of the chain. We now show that if {A(t)} ∈ P * is classergodic, islands are the ergodic classes of {A(t)}. Let us call an agent i ∈ V a prime member of jet J k if i ∈ J k (t) infinitely often. Having defined the prime membership, there exists some Sonin's jet-decomposition of {A(t)} such that each agent becomes the prime member of a unique jet. To obtain such a jet-decomposition, start with an arbitrary jet-decomposition and let any two jets with a common prime member merge. The merging process results in a Sonin's jet-decomposition with the desired property. Jets of such decomposition have the property that they become time-invariant after a finite time. Thus, the jet-limits exist for each jet and are ergodicity classes of {A(t)}. If i and j belong to the same jet-limit, they are in the same island since they are in the same ergodic class of {A(t)} ( [18] , Lemma 2). Conversely, assume that i and j are neighbors in the infinite flow graph, i.e., Therefore, every two neighbors in the infinite flow graph belong to the same jet-limit. Consequently, every i and j in the same island must be in the same jet-limit.
To prove the sufficiency, let the IJFP hold over each island. 
Notice that J(t) for t = t i , 1 ≤ i ≤ r, can be any arbitrary proper subset of I. Since the IJFP holds over I, U (J, I \ J) is unbounded. On the other hand, except for a finite number of
is unbounded, and, according to Lemma 2, so is
. This is in contradiction with Theorem 1. Therefore, I ∩ J k (t) = ∅ or I happens infinitely often. This means that either one or both of the events I ∩ J k (t) = ∅ and I ∩ J k (t) = I occurs infinitely often.
Step 2: We show that there are at most a finite number of times such that I ⊂ J k (t) and I ⊂ J k (t + 1). Indeed, denote
Then, there exists T ≥ 0 such that
For some given t ≥ T assume that: I ⊂ J k (t) and I ⊂ J k (t+1). Therefore, there exists i ∈ I such that i ∈ J k (t) \ J k (t + 1). In view of (1), (9) , and (10), we then have
On the other hand
Note that L remains an upper bound of |x j (t) − x i (t)|, ∀ t ≥ 0, since states are updated via a convex combination of previous states. Eqs. (11) and (12) 
Since U (I, V \ I) < ∞, inequality (13) can only occur for finitely many times t.This shows that if I ⊂ J k (t) happens infinitely often, then there exists T such that I ⊂ J k (t) for every t ≥ T . Consequently, lim t→∞ x i (t) exists, ∀ i ∈ I, and is equal to x * k . Therefore, assume that for a fixed island I, I ⊂ J k (t) happens only a finite number of times for every k, 1 ≤ k ≤ c. Thus, from the result of Step 1, I ∩ J k (t) = ∅ must happen infinitely often for every k, 1 ≤ k ≤ c.
Step 3: We show that if I ∩ J k (t) = ∅ happens infinite times for every k, 1 ≤ k ≤ c, the following contradiction occurs: For
The proof is established by induction on k. With no loss of generality, assume that x *
Recalling and T from (9) and (10), assume that for a fixed t ≥ T we have I ∩ J 1 (t) = ∅ and I ∩ J 1 (t + 1) = ∅. Thus, there exists i ∈ I such that i ∈ J 1 (t + 1) \ J 1 (t). Therefore
Noting that J 1 (t) ⊂ V \ I, by repeating steps (12), (13), we conclude that there are at most finitely many times at which I ∩ J 1 (t) = ∅ and I ∩ J 1 (t + 1) = ∅. This together with the fact that I ∩ J 1 (t) = ∅ happens infinite times, shows that there exists
Note once again that k l=1 J l (t) ⊂Ī, and repeat (12), (13) to show that for some
* is ergodic if and only if it has the infinite jet-flow property.
Since convergence of states in linear algorithm (1) occurs inside each jet J k , 1 ≤ k ≤ c, for multiple consensus to occur(class-ergodicity of {A(t)}), it suffices that for each jet of the D-S Theorem jet decomposition, its jet-limit exists.
C. Relationship to Previous Work
We now discuss how Theorem 4 and Corollary 2 subsume (class-)ergodicity results of [20] , [21] that are to the best of our knowledge the most general results in the literature on (class-) ergodicity of discrete time chains of stochastic matrices.
1) Weakly Aperiodic Chains in Class P * [20] : Recall the definition of weak aperiodicity from Definition 6. Theorem 4 and Lemma 1 immediately imply the following corollary which is the deterministic counterpart of Theorem 3 of [20] .
Corollary 3: Every weakly aperiodic chain in Class P * is class-ergodic, and the islands of the infinite flow graph associated with the chain constitute the ergodic classes. As a result, any weakly aperiodic chain in Class P * with the infinite flow property is ergodic. [20] , [21] : Recalling the definitions of strong aperiodicity and cut-balance from Definitions 9 and 10, we report the following result from [20] , [21] and show how it can be deduced from Theorem 4.
2) Strongly Aperiodic, Cut-Balanced Chains

Proposition 4-[20, Corollary 4], [21, Theorem 4]:
If chain {A(t)} is strongly aperiodic and cut-balanced, then it is classergodic and the islands form the ergodic classes of {A(t)}.
Proof: Assume that {A(t)} has strong aperiodicity and cut-balance properties with bounds δ and K, respectively. The chain being strongly aperiodic and cut-balanced, from Proposition 1 or [20, Lemma 9] , it is in Class P * . Thus, from Theorem 4, it is sufficient to show that for an arbitrary island I and an arbitrary proper jet J in I, we have U (J, I \ J) = ∞ (that is the infinite jet flow property holds island-wise). Indeed, if jet-limit J * exists, unboundedness of U (J, I \ J) is immediately implied from unboundedness of U (J * , I \ J * ) in view of the definition of islands. Otherwise, there are infinitely many instants t such that J(t) = J(t + 1). At every such t, there ex-
Since there are infinitely many such times, U (J, I \ J) is unbounded.
3) Balanced Asymmetric Chains [21] : Recall the definition of balanced asymmetry from Definition 11. (Class-)ergodicity of balanced asymmetric chains is characterized in the following proposition, as stated in [21] . We again show that one can easily derive this proposition from our results in this work.
Proposition 5- [21] : Assume that a chain {A(t)} of stochastic matrices is balanced asymmetric. Then, {A(t)} is classergodic if and only if the absolute infinity property holds over each island of {A(t)}. Furthermore, in case of class-ergodicity, islands are the ergodic classes of {A(t)}. Consequently, {A(t)} is ergodic if and only if it has the absolute infinite flow property.
Proof: Let {A(t)} be balanced asymmetric with bound M ≥ 1. From Proposition 2, we know that {A(t)} ∈ P * . Therefore, taking advantage of Theorem 4, it suffices to show that absolute infinite flow and infinite jet-flow properties are equivalent on each island. Obviously, the AIFP is implied by the IJFP. To prove the converse, let the AIFP hold over each island. Assume that I is an arbitrary island of {A(t)} and J is an arbitrary jet in I. If the cardinality of jet J becomes time-invariant after a finite time, unboundedness of U (J, I \ J) is immediately implied from the AIFP over I. Otherwise, the cardinality of J increases infinitely often by at least 1. In this case, assume that for a fixed t ≥ 0, we have |J(t + 1)| > |J(t)|. For an arbitrary i ∈ J(t + 1), let T J(t + 1) be such that i ∈ T and |T | = |J(t)|. Thus, by the balanced asymmetry property
a ij (t). (14) On the other hand
a ij (t). (15) (14) and (15) together imply
Since (16) happens infinitely often, we conclude that U(J, V \ J) is unbounded. Moreover (17) and since U (I, V \ I) is bounded because I is an island,
This completes the proof.
V. CONTINUOUS TIME CASE
In this section, we investigate linear consensus algorithms in continuous time. In particular, we aim to characterize (class-)ergodicity properties of chains in a continuous time version of Class P * as will be defined later on. One may define a general linear consensus algorithm in continuous time as follows:
where x(t) again represents the vector of states, and {A(t)} is the coupling chain of the system. It is assumed that each matrix of coupling chain A(t) has zero row sum and nonnegative off-diagonal elements. Moreover, each element a ij (t) of A(t), i, j ∈ V, is a measurable function which is bounded for any bounded time interval. These constraints suggest a view of {A(t)} as the evolution of the intensity matrix of a time inhomogeneous Markov chain in continuous time. Let Φ(t, τ ), t, τ ≥ 0, represent the state transition matrix associated with dynamics (18), i.e.,
Note that Φ(t, τ ) is a stochastic matrix for every t ≥ τ ≥ t 0 . More specifically, Φ i,j (t, τ ) can be considered as transition probability of a backward propagating inhomogeneous Markov chain. In particular, for every t 2 ≥ t 1 ≥ τ ≥ 0, we have
with the following set of conditions:
Coupling chain {A(t)} is said to be ergodic if for every τ , Φ(t, τ ) converges to a matrix with equal rows as t → ∞. Similar to the discrete time case, ergodicity of {A(t)} is equivalent to the occurrence of consensus in (18) irrespective of the initial conditions. Moreover, {A(t)} is class-ergodic if for every τ , lim t→∞ Φ(t, τ ) exists, but with possibly distinct rows. Chain {A(t)} is class-ergodic if and only if multiple consensus occurs in (18) irrespective of the initial conditions. For simplicity, from now on we assume that t 0 = 0.
Recall that the state transition matrix associated with (18) can be expressed via the Peano-Baker series [28, Section 1.3] (19) where I N ×N denotes the N × N identity matrix. Remember that Φ(t, τ ) is invertible for every t ≥ τ ≥ 0.
Similar to the discrete time case, based on [26] , for every state transition matrix Φ(t, τ ), t, τ ≥ 0, there exists an absolute probability sequence {π(t)}, t ≥ 0, such that
We use the following notation throughout this section. Φ i (t, τ ) and Φ i,j (t, τ ), 1 ≤ i, j ≤ N , denote the ith column and the (i, j)th element (intersection of ith row and jth column) of Φ(t, τ ) respectively, while Φ i (t, τ ) refers to the ith column of Φ (t, τ ) (the prime acts first), which is also the transpose of the ith row of Φ(t, τ ).
A. A Geometric Approach
Inspired by Shen [25] , we take a geometric approach in this section to analyze the convergence properties of linear consensus dynamics (18) . For chain {A(t)}, define polytope C t,τ , t ≥ τ ≥ 0 as the convex hull of points in R N corresponding to the columns of the transpose of associated state transition matrix Φ(t, τ ):
Notice that due to invertibility of Φ(t, τ ), its rows are linearly independent and therefore none of them lies in the convex hull of the rest. Thus, C t,τ is has exactly N vertices for any t ≥ τ ≥ 0, with Φ i (t, τ )'s comprising the N vertices. From [25, Proposition 5.1], we know that for every t 2 ≥ t 1 ≥ τ , we have: C t 2 ,τ ⊂ C t 1 ,τ . It means that for any fixed τ , polytopes C t,τ 's form a monotone decreasing sequence of polytopes in R N as t grows. An example of these nested polytopes projected on a two-dimensional subspace of R N is depicted in Fig. 4 . It is to be noted that ergodicity of {A(t)} is equivalent to the nested polytopes converging to a point. The sequence of polytopes being monotone decreasing implies that, for every τ ≥ 0, lim t→∞ C t,τ exists and is also a polytope in R N . Let C τ be the limiting polytope with c τ vertices. It is clear that 1 ≤ c τ ≤ N . One can show that the value of c τ is independent of τ [29] . Thus, let c be the constant value of c τ , and v 1 , . . . , v c be the c vertices of limiting polytope C 0 . Assume that {0 t } is a sequence of agents, i.e., 0 t ∈ V for every t ≥ 0. Theorem 5: Let an agent sequence {0 t } t≥0 , 0 t ∈ V, be such that the distance between Φ 0 t (t, 0) and set {v 1 , . . . , v c }, i.e.,
does not vanish as t grows. Then: lim inf t→∞ π 0 t (t) = 0, where {π(t)} is an absolute probability sequence admitted by Φ(t, τ ), defined according to (20) .
Proof: For any t ≥ 0, let: z(t) 
Furthermore, define
and for an arbitrary constant δ, 0 < δ < 1, let
We shall take advantage of the following arguments: Argument 1: Since C t,0 converges to C 0 as t grows, there exists T 1 ≥ 0 such that, for any t ≥ T 1 , every point in C t,0 lies within an 1 -distance of C 0 .
Argument 2: Recalling the time sequence {t k } from earlier in the proof, there exist c agent sequences 
To prove the claim, we write
and use (25) to find a lower bound for the distance from Φ i t (t, 0) to affine hyperplane m i (see Fig. 5 ). For a fixed i,
Using (25), we now conclude that the value η( 1 + ) + (1 − η)0 = η( 1 + ) is a lower bound for the distance from Φ i t (t, 0) to affine hyperplane m i . Thus, from (22), we must have: η( 1 + ) < 2 1 . Therefore, remembering = 1 /δ, we obtain: η < 2δ/(1 + δ) < 2δ, which results in (23) and (24) . Hence, for every i, 1 ≤ i ≤ c, from (23) and the fact that
We notice that the vertices of C T are mapped to the vertices of
. This, and (26) in limit, imply that j∈S 0 (u i ) j ≤ 2δ. Consequently, since anyû ∈ C T (which is in principle a stochastic vector) can be written as a convex combination of u i 's,
We know that for a sufficiently large time T > T , Φ i (t, T ) lies within the δ-distance of C T for every i ∈ V and t ≥ T . For arbitrary but fixed i ∈ V and t ≥ T , letû ∈ C T be such that Φ i (t, T ) −û ≤ δ. Thus, from (27) j∈S 0
(28) Hence, for any t ≥ T i∈V j∈S 0
Recalling that 0 T ∈ S 0 , (29) implies that for any t ≥ T i∈V
Noticing that δ was chosen arbitrarily and T arbitrarily large, by letting δ go to zero, we conclude from (30) that lim inf t→∞ π 0 t (t) = 0.
B. Convergence in Class P *
A continuous time chain {A(t)} is said to be in Class P * if its associated state transition matrix Φ(t, τ ) admits an absolute probability sequence uniformly bounded away from zero, i.e., in view of (20) , if there exists p * > 0 such that
Let the infinite flow graph of a continuous time chain {A(t)} be defined according to Definition 7 by replacing summation with integral. As a result of Theorem 5, we state the following result on the convergence properties of system (18) when the coupling chain is in Class P * . Theorem: Let state transition matrix Φ(t, τ ), t, τ ≥ 0, associated with chain {A(t)} be in Class P * . Then, {A(t)} is class-ergodic and its islands constitute its ergodic classes, i.e., consensus clusters of system (18) . In particular, {A(t)} is ergodic if and only if its satisfies the infinite flow property.
The following theorem clarifies that Theorem 6 generalizes convergence results of [19, Theorem 1] which, to the best of our knowledge, provides the most general existing result on the occurrence of (multiple) consensus in continuous time linear dynamics (18) .
Theorem 7: If transition chain {A(t)} in (18) is cut-balanced, then state transition matrix Φ(t, τ ), t ≥ τ ≥ 0, is in Class P * . Proof: See Appendix C.
VI. CONCLUSION
We considered a general linear distributed averaging algorithm in both discrete time and continuous time. Following [22] , and recalling the notion of jets from [23] , [24] , we introduced a property of chains of stochastic matrices, more precisely, the infinite jet-flow property in the discrete time case. The latter property is shown to be a strong necessary condition for ergodicity of a chain. Moreover, for the chain to be class-ergodic, the infinite jet-flow property must hold over each connected component of the infinite flow graph, as defined in [20] .
We then illustrated the close relationship between Sonin's D-S Theorem and convergence properties of linear consensus algorithms. By employing the D-S Theorem, we showed in the discrete time case that the necessary conditions found earlier are also sufficient in case the chain is in Class P * [20] . We argued that the obtained equivalent conditions for ergodicity and class-ergodicity of chains in Class P * can subsume the previous related results in the literature, [20] , [21] in particular.
A geometric approach was then introduced to investigate the convergence properties of continuous time linear consensus algorithms. The approach turned out to be a powerful method to extend our discrete time results to the continuous time case. In future work, we shall attempt an extension of our results to the case when the number of agents increases to infinity, although the D-S Theorem holds only if N is finite.
APPENDIX
A. Proof of Lemma 1
Let {A(t)} be weakly aperiodic, I be an arbitrary island of {A(t)}, and J be an arbitrary jet in I. If jet-limit J * exists, since I is a connected component of the infinite flow graph, U (J
is unbounded and the lemma holds. Thus instead, assume that for jet J, the jet-limit does not exist. Therefore, for infinitely many times t, we must have:
t). Let t be fixed and J(t + 1) ⊂ J(t). Thus, there exists i ∈ J(t + 1) \ J(t).
From the weak aperiodicity property of {A(t)} [see (5) ], for every j ∈ J(t), there exists l ∈ V such that
where U t is defined in (4). The reason for the last inequality is that, whether l ∈ J(t + 1) or l ∈ J(t + 1), one of a li (t), a lj (t) appears in U t (J, V \ J). Hence
Relations (31) and (32) imply
Since (33) holds for infinitely many times t,
is unbounded, and so is U (J, I \ J) (since J is a jet in I, and I is an island).
B. Proof of Proposition 2
To prove Proposition 2, we shall use a rotational transformation technique [22, Section 3.1] . To this aim, we first need to state the following lemma.
Lemma 3: Let A be an (N × N ) balanced asymmetric matrix with bound M . Then, there exists a permutation matrix P N ×N such that the product P A is strongly aperiodic with bound δ = 4/(M N 2 + 4N − 4). Proof: Form a bipartite-graph H(V, E) from A with N nodes in each part. Let V 1 and V 2 , each a copy of V, be sets of nodes of the two parts of H. For every i ∈ V 1 and j ∈ V 2 , con-
. We wish to show that H has a perfect matching. By Hall's Marriage Theorem [30, Theorem 5.2] , it suffices to show that for every subset K ⊂ V 1 , we have |D(K)| ≥ |K| where
Indeed, assume that on the contrary, there exists
Since K , D(K) V are of identical cardinalities, the balanced asymmetry property of A together with (34) and (35) imply 1 − (N − 1)δ < δMN 2 /4, which contradicts definition of δ in the lemma. Therefore, H has a perfect matching and consequently, there exists a permutation τ such that a τ (i),i ≥ δ, ∀ i. Thus, the permutation matrix P with e τ (i) as its ith row, where e j denotes a row vector of length N with 1 in the jth position and 0 in every other position, is such that the product P A is strongly aperiodic with δ.
We now continue the proof of Proposition 2. Let {A(t)} be a balanced asymmetric chain with bound M . Set: δ = 4/(M N 2 + 4N − 4). We recursively define sequence {P (t)} of permutation matrices as follows: From Lemma 3, we know that there exists a permutation matrix P (0) such that the product P (0)A(0) is strongly aperiodic with δ. Find permutation matrix P (t), t ≥ 1, such that the product P (t)A(t)P (t − 1) is strongly aperiodic with δ. Note that the existence of P (t) is implied by Lemma 3, taking into account the fact that the product A(t)P (t − 1) is balanced asymmetric with bound M , since the columns of the product are a permutation of the columns of A(t), itself a balanced asymmetric matrix with bound M . Hence, if we define for every t ≥ 0, B(t) = P (t)A(t)P (t − 1), then, {B(t)} has both the strong aperiodicity and balanced asymmetry properties. Since balanced asymmetry is stronger than cut-balance, chain {B(t)} is both strongly aperiodic and cut-balanced. Thus, from [20] , we conclude that chain {B(t)} belongs to Class P * . Furthermore, it is straightforward to show that if {π(t)} is an absolute probability sequence adapted to chain {B(t)}, then {P (t − 1)π(t)}, where P (−1) = I N ×N , is an absolute probability sequence adapted to chain {A(t)}. This immediately implies that {A(t)} ∈ P * .
C. Proof of Theorem 7
To prove Theorem 7, we need the following two lemmas. Assume that Φ(t, τ ), t ≥ τ ≥ 0, is the state transition matrix associated with (18) Lemma 4: For every j ∈ V and τ ≥ 0:
t≥τ i∈V Φ i,j (t, τ ).
Proof: Obvious, since for every t ≥ τ π j (τ ) = π(t)Φ j (t, τ ) = i∈V π i (t)Φ i,j (t, τ ) ≤ i∈V Φ i,j (t, τ ).
Lemma 5:
A state transition matrix Φ(t, τ ) associated with (18) , is in Class P * if and only if for every j ∈ V inf t≥τ i∈V Φ i,j (t, τ ) > 0.
Proof:
The only if part is an immediate result of Lemma 4, and the if part is a result of the way the existence of the absolute probability sequence can be obtained in [26] by always choosing to initialize agent probabilities on finite intervals with a uniform distribution. Now, let {A(t)} be cut-balanced with bound K ≥ 1. In view of Lemma 5, our aim is to show that: 1/N e Φ A (t, τ ) ≥ p * e , for some p * > 0, where e = [1, . . . , 1], and the inequality is to be understood element-wise.
Assume that α Δ = sup{−a ii (t )|i ∈ V, τ ≤ t ≤ t}. Notice that α exists since each a ii (t) is bounded for any bounded interval by the assumption. Let chain {B(t)} be such that B(t ) = A(t ) + 2αI, ∀ τ ≤ t ≤ t, where I is the identity matrix. It is easy to verify that Φ B (t, τ ) = e 2α(t−τ ) Φ A (t, τ ). Moreover, by construction, diagonal elements of B(t ), τ ≤ t ≤ t, are greater than or equal to α. Note that B(t ) (τ ≤ t ≤ t) is not a stochastic matrix; instead each of its rows sums up to 2α. We calculate in the following, 1/N e Φ B (t, τ ). Therefore, from the Peano-Baker series (19) , the expression
is of interest. Expression (36) is equal to (37) Note that B(t )/2α is a sequence of transition matrices which generates a Markov chain which is both strongly aperiodic and cut-balanced, and hence in Class P * ([20, Lemma 9]). As a result, there exists a positive p * such that
Inequality (38) implies that expression (37), and consequently (36), is greater than or equal to ((2α) k p * (t − τ ) k )/k!. Thus, writing 1/N e Φ B (t, τ ) as a sum of expressions like (36), we conclude
Thus, (1/N )e Φ A (t, τ ) ≥ p * e 2α(t−τ ) .e −2α(t−τ ) = p * , and from Lemma 5, the theorem is proved.
