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Resumen
El problema de coloracio´n robusta generalizado (PCRG) resuelve
problemas de horarios que consideran restricciones especiales. Al
ser una generalizacio´n del problema de coloracio´n robusta, que es a
su vez una generalizacio´n del problema de coloracio´n, el PCRG es
entonces un problema NP-Completo, por lo que es necesario utilizar
me´todos aproximados para encontrar buenas soluciones en un tiempo
de co´mputo razonable. En este trabajo se presenta un algoritmo de
bu´squeda tabu´ para programar casos de 30 a 180 horas por semana,
para algunos de ellos encuentra la solucio´n o´ptima, en otros casos,
la solucio´n obtenida supera a la mejor solucio´n conocida. Tambie´n
se presentan ejemplos de mayor taman˜o a los conocidos, obteniendo
resultados muy competitivos, lo que se puede verificar por la ausencia
de conflicto entre clases.
Palabras clave: coloracio´n robusta, problemas de horarios, heur´ısticas.
Abstract
The generalized robust coloring problem (GRCP) resolves time-
tabling problems that consider special constraints. As a generaliza-
tion of the robust coloring problem, which is in turn a generalization
of the coloring problem, the GRCP is then a NP-Complete problem,
so it is necessary to use approximate methods to find good solu-
tions in a reasonable computation time. This paper presents a tabu
search algorithm to schedule cases from 30 to 180 hours per week,
for some of them it found the optimal solution, in other cases, the
solution obtained exceeds the best known solution. It also presents
examples of greater size to the known, obtaining very competitive
results, which can be verified by the absence of class conflict.
Keywords: robust coloring, timetabling problems, heuristics.
Mathematics Subject Classification: 05C15, 90C59, 68T20.
1 Introduccio´n
La asignacio´n de horarios es un problema muy comu´n en las universidades,
cada una tiene uno propio [3], [2], [1]. En Ramı´rez (2001) [9] se introdujo
el problema de coloracio´n robusta generalizado (PCRG), el cual resuelve
problemas de horarios que consideran restricciones del tipo: dos eventos no
pueden realizarse a la misma hora y debe haber al menos d d´ıas entre dos
clases de la misma materia. Se demostro´ que el problema es NP-Dif´ıcil, por
lo que es necesario utilizar me´todos aproximados para encontrar buenas
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soluciones. En Lara et al. (2011) [7] se presenta un procedimiento gloto´n
aleatorizado, GRASP, para programar cursos que requieren desde 30 hasta
120 horas por semana, en Pe´rez de la Cruz y Ramı´rez Rodr´ıguez (2011)
[8] se presenta un h´ıbrido de un algoritmo gene´tico con uno de bu´squeda
local que encuentra mejores soluciones para algunos de los mismos casos.
Dada una gra´fica G = (V, A), donde V es un conjunto de ve´rtices y
A un conjunto de aristas, una coloracio´n de G con K colores es va´lida si
los ve´rtices unidos por una arista tienen color diferente. Si una gra´fica se
puede colorear con k colores, se dice que es k-coloreable. Al menor valor
de k tal que G es k-coloreable se le llama nu´mero croma´tico.
De acuerdo con Ramı´rez (2001) [9] y Ya´n˜ez y Ramı´rez. (2003) [11] se
define la rigidez de la coloracio´n C como la suma de las penalizaciones de
las aristas complementarias cuyos extremos esta´n igualmente coloreados.
Dada una gra´fica G = (V, A) con |V | = n, un entero positivo k y una
matriz de penalizaciones P = {pij, (i, j) ∈ A¯}, el Problema de Coloracio´n
Robusta (PCR) encuentra una coloracio´n va´lida C : V → {1, 2, ..., k},
donde k no es necesariamente el nu´mero croma´tico, que cuente con el
menor grado de rigidez R(C).
Dado un conjunto no vac´ıo B, una distancia es una aplicacio´n d :
B ×B → R verificando las siguientes propiedades:
• Simetr´ıa: ∀x, y ∈ C, d(x, y) = d(y, x).
• No negatividad: ∀x, y ∈ C, d(x, y) ≥ 0.
• Identidad: ∀x ∈ C, d(x, x) = 0.
• Desigualdad del tria´ngulo: ∀x, y, z ∈ C, d(x, z)≤ d(x, y) + d(y, z).
Dada una k-coloracio´n C, d es una distancia en el conjunto de colores
{1, 2, ..., k}.
El PCR se define como sigue:
Min R(C) =
∑
{i,j}∈A¯,C(i)=C(j)
pij
s.a C(i) = C(j) ∀{i, j} ∈ A.
El PCRG encuentra una coloracio´n va´lida con un nu´mero fijo de colores
que cuente con el menor nu´mero de violaciones a restricciones del tipo
”debe haber al menos d d´ıas entre dos eventos de un mismo tipo”. Tambie´n
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se define en Ramı´rez (2001) [9] y Lara et al. (2011) [7] el d¯-grado de
rigidez generalizado de la k-coloracio´n (C), siendo d ≥ 0, como la suma
de las penalizaciones de las aristas complementarias cuyos extremos esta´n
pintados con colores que tienen una distancia menor o igual a d¯:
Rd¯(C) =
∑
{i,j}∈A¯,d(C(i)=C(j))≤d¯
pij
s.a C(i) = C(j) ∀{i, j} ∈ A.
El PCRG trata de encontrar encontrar la coloracio´n con menor grado
de rigidez generalizada.
Se presenta un algoritmo de bu´squeda tabu´ para el PCRG que, como
Pe´rez de la Cruz y Ramı´rez Rodr´ıguez (2011) [8], encuentra mejores solu-
ciones para algunos casos reportados en Lara et al. (2011) [7] y como el
algoritmo gene´tico y caso reportado en Ramı´rez (2001) [9] encuentra la
solucio´n o´ptima.
El art´ıculo esta´ organizado como sigue: en la seccio´n 2 se describe
el algoritmo de bu´squeda tabu´, en la Seccio´n 3 se presentan resultados
computacionales y finalmente se presentan algunas conclusiones.
2 La bu´squeda tabu´ para el PCRG
La bu´squeda tabu´ (BT) es un algoritmo meta-heur´ıstico que se distingue
por el uso de una memoria adaptativa y de estrategias especializadas de
procesamiento de informacio´n, fue desarrollado por F. Glover (1989) [4]
y varios investigadores la han utilizado para encontrar buenas soluciones
a ciertos problemas. La memoria adaptativa del algoritmo hace uso de la
historia en el proceso de bu´squeda de la mejor solucio´n al problema, ha-
ciendo referencia a cuatro dimensiones principales basadas en lo reciente,
en la frecuencia, la calidad y la influencia [6], [5].
La BT integra metodolog´ıas disen˜adas para evitar o´ptimos locales y
explorar nuevas regiones en el entorno de soluciones. El e´xito relevante del
me´todo para problemas de optimizacio´n duros ha causado un brote consi-
derable de nuevas aplicaciones en los u´ltimos an˜os. Entre sus aplicaciones
se encuentran por ejemplo los problemas del agente viajero, asignacio´n
cuadra´tica, secuenciacio´n de la produccio´n y una variedad de problemas
de disen˜o entre otros [10].
Los procedimientos del algoritmo trabajan bajo la suposicio´n de que se
puede crear un vecindario de soluciones que pueden ser alcanzadas desde
Rev.Mate.Teor.Aplic. (ISSN 1409-2433) Vol. 20(2): 215–230, July 2013
bu´squeda tabu´ para una variante del problema de ... 219
una posicio´n inicial utilizando movimientos de permutacio´n. Al realizar
una permutacio´n se intercambia una solucio´n actual por otra del entorno
de bu´squeda de manera similar al algorimto de bu´squeda local (BL).
En el algoritmo de BL se tienen tres pasos elementales:
1. Inicializacio´n
(a) Seleccionar una solucio´n de arranque xActual ∈ X .
(b) Almacenar la mejor solucio´n actual conocida haciendo
xMejor = xActual y definiendo MejorCosto = c(xMejor).
2. Eleccio´n y finalizacio´n
Elegir una solucio´n xSiguiente ∈ N (xActual). Si los criterios de
eleccio´n empleados no pueden ser satisfechos por ningu´n miembro
de N (xActual), o si se aplican otros criterios de parada, entonces el
me´todo para.
3. Actualizacio´n
Rehacer xActual = xSiguiente, y si c(xActual) < MejorCosto,
ejecutar el paso 1(b). Luego volver al paso 2.
La bu´squeda tabu´ puede interpretarse como una bu´squeda en el en-
torno con mecanismos ma´s elaborados ya que utiliza la informacio´n histo´-
rica para seleccionar el siguiente movimiento en lugar de hacerlo de manera
aleatoria.
En el siguiente ejemplo tomado de Ramı´rez (2001) [9] y Lara et al.
(2011) [7] se desea programar los cursos de un diplomado en donde las
clases constan de 15 materias distribuidas en 3 cursos. Cada materia esta´
compuesta de 1,2 o´ 3 clases de una hora por semana segu´n se muestra a
continuacio´n:
Mo´dulo Materia Clases por semana
I A,B,C 3
K 1
II D,E 3
F,G 2
III H,I,J 2
L,M,N,O 1
El problema consiste en asignar 30 clases que conforman las 15 mate-
rias, a las 15 horas disponibles por semana (3 horas por d´ıa). En el ejemplo
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no deben existir clases pertenecientes a un mismo curso programadas a
una misma hora.
Las clases que pertenecen a una misma materia no deben ser progra-
madas el mismo d´ıa ni en d´ıas consecutivos. El nu´mero ma´ximo de clases
por hora que se permite es igual a 3, ya que de lo contrario se tendr´ıan dos
clases pertenecientes a un mismo curso en el mismo intervalo de tiempo.
Para este ejemplo se utiliza el modelo de gra´fica que fue introducido
en [9]. Se asocia un ve´rtice de la gra´fica a cada clase Xi de cada materia
del programa X ∈ {A,B, . . . , O}, con 1 ≤ i ≤ nx, donde nx es el nu´mero
total de clases de la materia. El nodo Xi pertenece al conjunto Vk si la
materia X pertenece al curso k, con k = 1, 2, 3; el conjunto de 30 ve´rtices
es entonces V = {A1, A2, A3;B1, B2, B3; . . . ;N1;O1} en 3 mo´dulos.
2.1 Representacio´n de la solucio´n
Cada materia del curso tiene un determinado nu´mero de clases que se
deben de impartir y que son representadas mediante los ve´rtices de la
gra´fica, a cada una de ellas se les puede etiquetar de la siguiente manera:
Materia Clase Etiqueta
A 1 1
A 2 2
A 3 3
B 1 4
B 2 5
B 3 6
...
...
...
O 1 30
Las 15 horas disponibles en la semana para la programacio´n de las
clases esta´n asociadas de manera ordenada a los colores. El color 1 repre-
senta la primera hora del lunes, el color 2 la segunda hora del lunes, el
color 3 la u´ltima hora del lunes y as´ı de la misma manera hasta el color
15 que representa la tercera hora del viernes:
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Dı´a Hora Etiqueta
lunes 1 1
lunes 2 2
lunes 3 3
martes 1 4
martes 2 5
martes 3 6
...
...
...
viernes 3 15
Entonces cada solucio´n puede ser representada asigna´ndole a cada uno
de los ve´rtices (clases) un color que representa la hora a la que sera´ pro-
gramada, por ejemplo:
Clase (ve´rtice) Hora (color)
1 1
2 7
3 13
4 2
5 8
6 14
...
...
30 1
2.2 Entorno de soluciones
Una representacio´n adecuada para la bu´squeda local define para cada
solucio´n x ∈ X , un conjunto asociado de vecinos, N (x) ⊂ X , llamado
entorno o vecindario de x. Al igual que en la bu´squeda local, la bu´squeda
tabu´ trabaja tambie´n con entornos de soluciones, y por tanto, se debe
definir tambie´n su vecindario.
En esta seccio´n se introduce la matriz Lr×s para definir el entorno de
soluciones, con n elementos llamados locaciones, en donde r representa el
nu´mero total de colores disponibles y s el nu´mero de cursos en el problema.
Cada locacio´n lx,y, en donde x ∈ {1, 2, ..., r} e y ∈ {1, 2, ..., s}, representa
un lugar en la matriz, el cual puede estar vac´ıo o puede contener a una
sola clase Xi del programa. La matriz de locaciones es entonces:
L =


l11 · · · l1s
...
. . .
...
lr1 · · · lrs

 .
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Las locaciones existentes en cada fila de la matriz no pueden exceder
el nu´mero de cursos s dada la restriccio´n de que no puede haber dos
clases del mismo curso programadas a la misma hora. Para el problema
ilustrativo que se presento anteriormente se tiene un vecindario como el
que se muestra a continuacio´n:
Dı´a Colores/Cursos 1 2 3
1 l1,1 l1,2 l1,3
Lunes 2 l2,1 l2,2 l2,3
3 l3,1 l3,2 l3,3
4 l4,1 l4,2 l4,3
Martes 5 l5,1 l5,2 l5,3
6 l6,1 l6,2 l6,3
7 l7,1 l7,2 l7,3
Mie´rcoles 8 l8,1 l8,2 l8,3
9 l9,1 l9,2 l9,3
10 l10,1 l10,2 l10,3
Jueves 11 l11,1 l11,2 l11,3
12 l12,1 l12,2 l12,3
13 l13,1 l13,2 l13,3
Viernes 14 l14,1 l14,2 l14,3
15 l15,1 l15,2 l15,3
La tabla es la estructura que almacena las clases del programa, cada
celda de la tabla corresponde a una locacio´n de la matriz Lr×s, la cual
puede estar vac´ıa (cero para facilitar los ca´lculos) o puede contener a una
sola clase del problema. La tabla anterior tiene 45 celdas de las cuales
30 sera´n ocupadas por las clases del programa y 15 quedara´n disponibles.
Una vez que la tabla tiene definidas sus dimensiones, el siguiente paso es
el acomodo de las clases existentes en sus celdas, lo que corresponde a la
generacio´n de una solucio´n inicial.
Para generar una solucio´n inicial puede utilizarse algu´n algoritmo sen-
cillo o hacerlo de manera aleatoria. En la figura que se muestra a continua-
cio´n se puede observar una solucio´n inicial generada mediante el acomodo
de las clases en las u´ltimas celdas de cada columna. En total la figura
muestra una tabla con 45 celdas conformadas de la siguiente manera:
• 5 celdas vac´ıas y 10 ocupadas en la primera columna.
• 5 celdas vac´ıas y 10 ocupadas en la segunda columna.
• 5 celdas vac´ıas y 10 ocupadas en la u´ltima columna.
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D´ıa Colores/Cursos 1 2 3
1
Lunes 2
3
4
Martes 5
6 A1 D1 H1
7 A2 D2 H2
Mie´rcoles 8 A3 D3 I1
9 B1 E1 I2
10 B2 E2 J1
Jueves 11 B3 E3 J2
12 C1 F1 L1
13 C2 F2 M1
Viernes 14 C3 G1 N1
15 K1 G2 O1
Una permutacio´n en la matriz se define cuando lx,y = Xi y lw,z = Yj
cambian sus valores entre s´ı para dar lugar a una nueva estructura con
lx,y = Yj y lw,z = Xi. El movimiento puede modificar la estructura de la
tabla mediante el intercambio del contenido de un par de celdas ubicadas
en una misma columna. Como ejemplo de un movimiento sobre la tabla
anterior se tiene: l7,1 = A2 y l4,1 = 0 para obtener l7,1 = 0 y l4,1 = A2.
En la bu´squeda tabu´ es primordial el proceso de la memoria adaptativa
para llevar el registro de los movimientos realizados y dirigir una bu´squeda
inteligente de una solucio´n que satisfaga adecuadamente los requerimientos
del problema.
2.3 Los movimientos recientes y su frecuencia
La historiaH de la bu´squeda tabu´ utiliza una memoria que se basa en el re-
gistro de los movimientos que han ocurrido durante la bu´squeda. El regis-
tro de un movimiento de xActual a xSiguiente, o de un movimiento ensayo
de xActual a una solucio´n tentativa xEnsayo, puede abarcar cualquier
aspecto que cambie como resultado del movimiento. Para simplificar la
estructura de memoria y registrar los movimientos de permutacio´n en una
tabla, se le asigna una sola posicio´n o ubicacio´n a cada locacio´n de la
solucio´n.
La posicio´n de una clase en la solucio´n puede ser determinada uti-
lizando la transformacio´n ui = r(y − 1) + x, en donde i ∈ {1, 2, ..., n}
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y n = r × s. Una permutacio´n entonces, en te´rminos de posiciones, se
define cuando ux = Xi y uy = Yj cambian sus valores entre s´ı para dar
lugar a ux = Yj y uy = Xi. La estructura de memoria para el registro
de los movimientos de intercambio realizados en el ejemplo presentado se
muestra en seguida:
u1 u2 u3 u4 u5 u6 · · · un
u1
u2
u3
u4
u5
u6
...
un
Los movimientos de permutacio´n almacenados son a menudo usados
en bu´squeda tabu´ para imponer restricciones que evitan que sean elegidos
movimientos que invertir´ıan los cambios hechos por el algoritmo. Cuando
se ejecuta un movimiento de xActual a xSiguiente ocurre un evento e y
se mantiene un registro para el evento de su movimiento inverso, que se
denota por e¯ y se utiliza para prevenir que se deteriore la bu´squeda.
La parte de la tabla que se ubica en la esquina superior derecha, por
encima de la diagonal, se utiliza para contener la informacio´n
FinTabu(e) = ite + t, donde ite es la iteracio´n en la cual se realizo´ el
intercambio y t que representa el horizonte durante el cual se clasificara´
el movimiento como tabu´.
El nu´mero de veces que cierto movimiento se ha realizado durante la
bu´squeda de la solucio´n tambie´n se utiliza para imponer restricciones que
evitan seleccionar un movimiento que ha sido muy utilizado por la BT. La
parte inferior izquierda que se encuentra por debajo de la diagonal de la
tabla, almacena la frecuencia con que dichos movimientos han ocurrido.
Para registrar las medidas de transicio´n en la memoria de frecuencia se
utiliza fx = #S(ux = Xi a uy = Xi), incrementando su registro cada que
se presenta dicho movimiento de intercambio .
Los intercambios de los contenidos de las celdas ocurren en la misma
columna para prevenir colocar dos clases del mismo curso a una misma
hora. Estos intercambios dan lugar a combinaciones que mantienen la
restriccio´n de programar clases del mismo curso en diferentes horas.
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2.4 La calidad de la solucio´n
Para medir la calidad de las soluciones obtenidas por la BT se utiliza la
definicio´n del d¯-grado de rigidez de la gra´fica:
Rd¯(C) =
∑
{i,j}∈A¯,d(C(i)=C(j))≤d¯
pij
s.a C(i) = C(j) ∀{i, j} ∈ A.
La calidad de la solucio´n define el criterio de aspiracio´n del algoritmo
BT para el PCRG, cuando un movimiento que se clasifica como tabu´
genera una solucio´n que supera en calidad a la mejor solucio´n encon-
trada (menor grado de rigidez de la gra´fica), entonces dicha clasificacio´n
se elimina y se realiza el movimiento de mejora. Cuando la calidad de la
solucio´n es aceptable entonces el algoritmo detiene su ejecucio´n y arroja
los resultados obtenidos.
2.5 Algoritmo de bu´squeda tabu´
Con el entorno de soluciones y los para´metros de lo reciente, frecuencia y
calidad definidos se introduce a continuacio´n el algoritmo a detalle:
1. Generar una solucio´n inicial.
2. Calcular la rigidez inicial de la solucio´n.
3. Crear una lista de candidatos con movimientos de permutacio´n aleato-
rios.
4. Seleccionar el mejor candidato.
5. Actualizar los valores del sistema.
6. Repetir pasos 3-5 HASTA que %∆ sea menor igual que %E o hasta
realizar φ iteraciones.
7. Generar los resultados.
Una vez que se genera una solucio´n inicial se procede a evaluarla con
la funcio´n de rigidez, obteniendo una rigidez inicial Rd¯0(C). La evaluacio´n
se convierte en el valor MejorRigidez en la iteracio´n inicial ite = 0.
Este valor sera´ reemplazado por Rd¯(C) cua´ndo Rd¯(C) < MejorRigidez.
Cuando un movimiento tenga una restriccio´n tabu´ reciente, esta podra´
invalidarse si se cumple la condicio´n anterior.
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El siguiente paso es crear una lista de µ candidatos que nos de variantes
en la direccio´n de la bu´squeda de la solucio´n sin tener que explorar el
entorno completo de soluciones. Los pasos para la generacio´n de la lista
de candidatos se muestra en seguida:
1. Escoger un curso sx aleatoriamente.
2. Seleccionar dos colores ry1 y ry2 al azar.
3. Obtener las posiciones de los colores seleccionados ui y uj .
4. Realizar el intercambio de clases entre las posiciones.
5. Calcular la rigidez Rd¯(C) con el cambio incluido.
6. Evaluar la rigidez penalizada Rd(C)∗.
7. Obtener restriccio´n de lo reciente FinTabu(e) para ui y uj.
8. Repetir los pasos 1-7 HASTA µ veces.
La funcio´n de rigidez penalizada permite integrar la informacio´n con-
tenida en la memoria de frecuencia dentro del algoritmo. El algoritmo
heur´ıstico utiliza esta informacio´n para expandir la bu´squeda a otros lu-
gares del vecindario de soluciones cuando una zona ha sido muy explorada,
aumentando su frecuencia e incrementando su rigidez penalizada:
Rd¯(C)∗ = Rd¯(C) + ρ(%f, Rd¯(C)),
donde:
ρ(%f, Rd¯(C)) =


⌈
f
ite
(Rd¯(C))
⌉
si Mod(num, ite)/ite ≥ 1/2⌊
f
ite
(Rd¯(C))
⌋
si Mod(num, ite)/ite < 1/2
Mod(num, ite) = num− ite(
⌊num
ite
⌋
)
num = f ×Rd(C).
La rigidez y la rigidez penalizada son para´metros que permiten la
seleccio´n de un candidato de la lista generada por el algoritmo. Los pasos
para seleccionar el candidato son:
1. Ordenar la lista de candidatos de menor a mayor grado de rigidez.
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2. Seleccionar el cambio propuesto SI la rigidezRd¯(C) < MejorRigidez
o SI el nu´mero de iteracio´n φ < FinTabu(e).
3. Repetir el paso nu´mero 2 HASTA cumplir alguna de las condiciones
anteriores o HASTA haber recorrido los µ candidatos.
4. Continuar el proceso si no ha habido alguna seleccio´n o ir al paso
nu´mero 9 de lo contrario.
5. Ordenar la lista de candidatos de menor a mayor grado de rigidez
penalizada.
6. Seleccionar el intercambio SI φ < FinTabu(e).
7. Repetir el paso nu´mero 6 HASTA cumplir con la condicio´n anterior
o HASTA haber recorrido los µ candidatos.
8. Seleccionar el movimiento con menor rigidez penalizada Rd¯(C)∗ en
caso de no haber cumplido con ninguna condicio´n o ir al paso nu´mero
9 en caso contrario.
9. Modificar la tabla de solucio´n realizando el intercambio seleccionado.
Cuando la seleccio´n del candidato se ha realizado, el siguiente paso es
la actualizacio´n de los valores en la memoria adaptativa de la BT. Estos
pasos se repiten c´ıclicamente hasta que el porcentaje de desviacio´n %∆
sea menor igual que el porcentaje de error admisible %E. El porcentaje
delta %∆ se define como:
%∆ =
(Rd¯(C)− Opt)
Opt
.
Para el ca´lculo de este para´metro es necesario tambie´n definir un valor
o´ptimo de una programacio´n de horarios de clases. Si se tienen r colores
y α clases, entonces, se busca acomodar de manera equitativa a cada una
de ellas, buscando el mismo nu´mero de clases por hora (cph).
Si existe un par de materias en una hora determinada y dichas materias
pertenecen a diferentes cursos, la u´nica penalizacio´n recibida tendra´ el
valor de 1 de acuerdo a las definiciones de penalizacio´n recibidas en las
aristas complementarias de acuerdo al trabajo de Ramı´rez (2001) [9]. Se
tiene entonces que:
Opt =
(r−Mod(α,r))∑
i=0
(
cph
2
)
+
Mod(α,r)∑
j=0
(
cph+ 1
2
)
,
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en donde:
cph = α−Mod(α, r)/r
Mod(α, r) = α− r(α/r).
El %∆ obtenido en cada iteracio´n se comparara´ contra el error admis-
ible %E y cuando el porcentaje delta sea menor o igual que el porcentaje
de error admisible el algoritmo heur´ıstico detendra´ su ejecucio´n. El al-
goritmo obtuvo deltas menores que los errores admisibles en todos los
ejercicios que se presentan en la siguiente seccio´n, logrando as´ı la conver-
gencia en soluciones de buena calidad.
3 Resultados
Los cursos que se programan en instituciones educativas var´ıan por lo
regular en su estructura y taman˜o. En este trabajo se utilizan ejemplos
que fueron empleados por Lara et al. (2011) [7] y por Pe´rez de la Cruz
y Ramı´rez Rodr´ıguez (2011) [8] para probar la eficacia del algoritmo BT.
Tambie´n se utilizo´ la notacio´n que se define en Lara et al. (2011) [7] para
generar dos nuevas instancias de mayor taman˜o que no fueron consideradas
en los trabajos mencionados. Se hizo un ana´lisis de varianza y aunque no
se encontraron diferencias significativas entre las soluciones de los me´todos
expuestos, las encontradas con BT son competitivas y en algunos casos
mejores. Se presentan ejemplos de mayor taman˜o a los conocidos con
buenos resultados verificables por la ausencia de conflicto entre clases.
Se resolvieron 9 ejercicios en total para probar el buen funcionamiento
del algoritmo incluyendo el ejemplo que se presento´ durante el desarrollo
del mismo. El resultado del problema ED4 nombrado as´ı de acuerdo a la
notacio´n anteriormente mencionada es:
Hora Lunes Martes Mie´rcoles Jueves Viernes
C(III) F (II) B(III) F (II) C(III)
1 E(III) J(II) E(III) H(II) N(I)
L(I)
2 B(III) G(II) A(III) I(II) B(III)
D(III) I(II) D(III) E(III)
3 A(III) K(I) C(III) G(II) A(III)
H(II) O(I) M(I) J(II) D(III)
Se puede observar que en ninguna clase perteneciente a un mismo curso
se repite la hora (color). Tambie´n ninguna de las clases que pertenecen a
una misma materia es programada el mismo d´ıa ni en d´ıas consecutivos.
Los resultados computacionales para diferentes instancias fueron:
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Clases Ejemplo Horas GRASP ∗ AG∗∗ BT ∗∗∗
30 ED4 15 1 1 1
30 A42 15 0 0 0
60 ECA864 20 0 0 0
60 976532 20 0 0 0
90 EDDC96441 30 1 0 0
90 DCB875322 30 0 0 0
120 EEDCCBA87644 30 0 0 0
150 EEDCCBA88776644 40 - - 0
180 EEDDCCBBAA88776644 40 - - 0
La columna GRASP ∗ contiene el nu´mero de clases que no pudieron
ser acomodadas para que todos los intervalos de tiempo tuvieran el mismo
nu´mero de clases utilizando el gloto´n aleatorizado, la columna AG∗∗ pre-
senta la misma informacio´n utilzando el algoritmo gene´tico h´ıbrido y la
u´ltima columna, BT ∗∗∗, de igual manera con la bu´squeda tabu´. La BT
muestra que logra la solucio´n o´ptima en todos los casos, en el primer caso
la solucio´n es o´ptima de acuerdo a Pe´rez de la Cruz y Ramı´rez Rodr´ıguez
(2011) [8].
4 Conclusiones
La bu´squeda tabu´ para PCRG que se presenta en este trabajo resulta ser
eficiente en la exploracio´n de buenas soluciones al problema de planifi-
cacio´n de horarios con restricciones de dispersio´n en el tiempo. El algo-
ritmo BT puede generar horarios de clases respetando las restricciones y
aprovechando los recursos existentes en un tiempo razonable.
Existen a´reas de oportunidad en el disen˜o del procedimiento aqu´ı des-
crito que podr´ıan mejorar significativamente su desempen˜o en la progra-
macio´n de horarios con restricciones especiales. Como ejemplo, se podr´ıa
utilizar un algoritmo heur´ıstico para generar una buena solucio´n inicial
en lugar de generarla aleatoriamente, esto podr´ıa ahorrar tiempo en la
bu´squeda de la solucio´n. Tambie´n se podr´ıa incluir una medida de influen-
cia utilizando la distancia entre los colores para probablemente aumentar
la velocidad de convergencia del algoritmo. Estas posibles mejoras pueden
representar futuras l´ıneas de investigacio´n.
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