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Let F be a field of characteristic zero, Fx = Fx1; x2; : : : the free
associative algebra of non-commutative polynomials. Let V be a variety
of P.I. algebras, given by a T -ideal of identities I ⊆ Fx. Let PnV  =
Vn/Vn ∩ I denote the multilinear polynomials of degree n in x1; : : : ; xn
in the relatively free algebra in V . Let Sn be the symmetric group. Then
PnV  is a left FSn module, hence defining the Sn character
χnV  = χSnPnV ;
known as the cocharacter of V [R2]. It is well known that
χnV  =
X
λ`n
mλχλ;
where λ ` n (i.e., λ is a partition of n), χλ the corresponding irreducible
Sn character, and mλ the corresponding multiplicity of χλ in χnV . If A
is a P.I. algebra, then χnA is the nth cocharacter of the variety generated
by A, VarA, and PnA = PnVarA.
These mλ’s are polynomially bounded [B.R2]: Given (a nontrivial) V ,
there exist constants c; k > 0 such that for all n and all λ ` n, mλ ≤ c · nk.
An important example is provided by V = VarG, where G is the infinite
dimensional Grassmann algebra. Here χnV  = χnG =
P
λ∈H1;1yn χλ
[O.R] (i.e., mλ = 1 for λ ∈ H1; 1yn and mλ = 0 if λ 6∈ H1; 1; n), where
Hk; `yn = λ = λ1; λ2; : : : ` nyλk+1 ≤ `.
Varieties with mλ ≤ 1 were characterized in [A.K]. It is not difficult to
show that the inequality mλ ≤ 1 for all the cocharacters in some variety
V is equivalent to the distributiveness of the lattice of subvarieties of V .
All the varieties with distributive lattice of subvarieties were described in
[A.K].
In this paper we study and characterize varieties which satisfy the condi-
tion
mλ ≤ constant for all n and all λ ` n.
This clearly generalizes [A.K]. Examples of such varieties are given by the
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(elements from G in the upper triangle and in one fixed diagonal position)
[G.R].
Let T2 =
(
a b
0 c
a; b; c ∈ F} denote the upper triangular 2 × 2 matrices,
V = VarT2, then mn−1;1 = n − 1, hence, VarT2 does not satisfy the
above condition.
Our main theorem here (Theorem 1) shows that V satisfies mλ ≤
constant if and only if T2 6∈ V . Recall that the colength sequence `nV  is
`nV  =
P
λ`n mλ, where χnV  =
P
λ`n mλχλ. As a corollary of Theorem
1 we obtain the characterization that `nV  ≤ constant if and only if the
codimensions degχnV  = cnV  are polynomially bounded.
The proof of Theorem 1 is obtained from a detailed analysis of the pos-
sible structure of varieties which are the Grassmann envelope of finite di-
mensional 2-graded P.I. algebras [K2], and which do not contain T2.
Recall that if λ = λ1; : : : ; λk ` n is a partition of n, then by λ′ =
λ′1; λ′2; : : : we denote the conjugated partition. The length λ′i of the ith
row of the Young diagram λ′ is equal to the length of the ith column of
the Young diagram λ.
Theorem 1. Let V be a variety of associative algebras over a field of
characteristic zero, with
χnV  =
X
λ`n
mλχλ
its nth cocharacter. Then the following conditions are equivalent:
1. There exists a constant c such that for all n and for any λ ` n, the
inequality
mλ ≤ c
holds.
2. T2 6∈ V .
3. There exists a constant M such that for all n and for any λ ` n, the
inequality
n− λ1 − λ′1 ≤M
holds.
Remark. It is well known that extension of the base field does not affect
the cocharacters. We therefore assume, throughout this paper, that F is
algebraically closed.
Lemma 1. Let V = VarT2 with
χnV  =
X
λ`n
mλχλ
its nth cocharacter. Then mλ = n− 1 for λ = n− 1; 1.
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Proof. In fact, by [M], IdT2 = T x1; x2x3; x4, hence, by [B.R2],
mn = 1 and mλ1;λ2;λ3 = λ1 − λ2 + 1 if λ2 ≥ 1. Also mλ = 0 if λ4 6= 0.
This clearly shows that (1) implies (2) in the above theorem.
Recall the definition of the Grassmann envelope of a 2-graded algebra
A = A0 ⊕ A1. Let G = G0 ⊕ G1 be the Grassmann algebra of infinite-
dimensional vector space with a natural 2-grading. Then the Grassmann
envelope of A is the algebra GA = A0 ⊗G0 ⊕A1 ⊗G1.
Lemma 2. Let V be a variety such that T2 6∈ V . Then V = VarGA1 ⊕
· · · ⊕GAn, where for each i, dimAi <∞, Ai is a 2-graded algebra with
the Jacobson radical Ji, and dimAi/Ji ≤ 1 or Ai/Ji = C = C0 ⊕ C1, with
C0 = F , C1 = t · F , t2 = 1.
Proof. It is known [K2] that any variety can be generated by the Grass-
mann envelope of some finite-dimensional 2-graded algebra B with Jacob-
son radical J and semisimple subalgebra C. Both J and C are homogeneous
in the 2-grading of B. Besides,
C = C1 ⊕ · · · ⊕ Cm; 1
and all Ci are 2-graded simple. It is also known [K2, Chap. 1, Section 3]
that any 2-graded finite-dimensional simple algebra is of one of the fol-
lowing types:
1. Mk;` = (A11 A12
A21 A22

, where A11, A12, A21, and A22 are k× k, k× `,
`× k, and `× ` matrices over F , respectively; k; ` 6= 0 with
M
k;`
0 =

A11 0
0 A22

; M
k; `
1 =

0 A12
A21 0

:
2. MkD, where D = F · 1⊕ F · t, t2 = 1 with MkD0 =MkF · 1,
MkD1 =MkF · t = t ·MkF · 1.
3. MkF with the trivial odd component, i.e., MkF0 = MkF,
MkF1 = 0.
Let us note that the variety generated by the algebra of the type
G0 G0
0 G0

or

G0 G1
0 G0

includes T2. In fact, we can show that
G0 G0
0 G0

and

G0 G1
0 G0

are P.I. equivalent to T2.
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Indeed, by [M], IdT2 = T x1; x2x3; x4. Clearly,
(
G0 Gi
0 G0

satisfies
x1x2x3x4 = 0, i = 0; 1. Conversely, let
a =

1 0
0 0

; b =

0 0
0 1

; and e =

0 x
0 0

;
x ∈ G0 or x ∈ G1. Then the linear span a; b; e is isomorphic to T2, pro-
vided that x 6= 0. It follows that (G0 Gi0 G0 , i = 0; 1, satisfy no more identities
than T2, hence is P.I. equivalent to T2.
From this remark it follows that the Grassmann envelope of the algebra
Ci of the type 1, 2, or 3 generates a variety including T2, unless Ci =
M1F or Ci =M1D. Therefore, dimCi = 1 or 2.
Suppose now that CiJCj 6= 0 for some i 6= j. Then one can choose
units a; b from Ci; Cj, respectively, and some element 0 6= e ∈ J such
that ae = eb = e. Since CiCj = 0, it follows that e2 = 0 and a; b; e ∼=
T2. Hence,
CiJCj = 0 and CiCj = 0 for any i 6= j: 2
Let Ai = Ci + J, i = 1; : : : ;m, then B = C1 ⊕ · · · ⊕ Cm + J =
C1 + J + · · · + Cm + J = A1 + · · · +Am. Moreover, J = Ji ⊆ Ai is
its Jacobson radical, and Ai/Ji ∼= Ci.
Relations (2) imply the same relations for the Grassman envelopes:
GCiGJGCj= 0 and GCiGCj= 0 for any i 6= j: 3
We claim that IdGA1 + · · · + GAm = IdGA1 ∩ · · · ∩
IdGAm. The inclusion ⊆ is obvious. Conversely, let f = f x1; : : : ; xn ∈
IdGA1 ∩ · · · ∩ IdGAm be multilinear, and show that f = 0 on
GA1 + · · · + GAm. It suffices to check substitutions xi → xi ∈
GA1 ∪ · · · ∪GAm. If x1; : : : ; xn ∈ GAj for a single j, then f x = 0.
If, say, x1 ∈ GAi and x2 ∈ GAj with i 6= j, then any monomial
xσ1 · · ·xσn = 0 by (3). Thus, f ∈ IdGA1 + · · · + Am.
It follows that VarGB = VarGA1 ⊕ · · · ⊕GAm. Q.E.D.
Lemma 3. Let A = C + J = C + J0+C + J1 be 2-graded, J = JA
the Jacobson radical, dimC = 1 or C = C0 ⊕ C1, where C0 = F , C1 = t · F ,
t2 = 1, dimA < ∞, V = VarGA. Then there exists a constant c such
that, in χnV ,
mλ ≤ c:
Proof. Obviously, GA is a P.I. algebra, since GA ⊆ A ⊗ G [R1].
Since dimA = d < ∞, the cocharacters of A lie in the d-strip: χnA =P
λ∈Hd;0ynmλχλ for all n. By [B.R1] the cocharacters of A⊗G lie in the
hook Hd; d.
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By the assumptions, there exist elements a0; : : : ; am−1, b0; : : : ; bt−1, ho-
mogeneous in a 2-grading, such that
A0 = a0; a1; : : : ; am−1;
A1 = b0; b1; : : : ; bt−1;
a0 ∈ C0, b0 ∈ C1 and a1; : : : ; am−1; b1; : : : ; bt−1 ∈ J. If C1 = 0, then b0 ∈ J.
For some integer k, one also has Jk = 0 [J]. Denote N0 = 2k2dm+t and
prove that any multiplicity mλ is not greater than m+ tN0.
Consider some diagram λ ⊆ Hd; d. It is known that for any Young
tableau Tλ with diagram λ, one can construct a quasi-idempotent e in the
group ring FSn:
e =
 X
σ∈Rλ
σ
 X
τ∈Cλ
−1ττ

= R˜λC˜λ;
where Rλ;Cλ are two subgroups preserving numbers in rows and columns
of Tλ, respectively. The minimality of the left ideal FSne implies that for
any multilinear polynomial f = f x1; : : : ; xn, the identities ef ≡ 0 and
ref ≡ 0 are equivalent for any r ∈ FSn, provided that re 6= 0.
Now consider the subgroup C ⊂ Cλ, which permutes only the numbers
in the first d columns of λ, i.e., τ ∈ C if and only if τ ∈ Cλ and σi = i for
any i out of the first d columns. Then re 6= 0 for r = Pτ∈C−1ττ. Since
e = R˜λC˜λ, ef is symmetric in each set of variables corresponding to the
numbers in the same row in Tλ. In ref that symmetry is preserved for the
numbers out of the first d columns in Tλ, while the variables in the jth
column are alternating, 1 ≤ j ≤ d.
Thus the variables of the polynomial g = ref are partitioned into 2d
disjoint subsets X1; : : : ;Xd, Y1 : : : ; Yd, such that g is symmetric on all
variables from Xi for any i = 1; : : : ; d and is alternating on Yj , j = 1; : : : ; d.
Note that Xi may be empty if the length of the ith row of λ is less than
or equal to d. If λ ` n, λ = λ1; λ2; : : :, λi > d, then Xi = λi − d. For
Y1; : : : ; Yd we have: Yj = λ′j , where λ′ is the diagram conjugate to λ. For
any ρ ∈ Sn we also have ρre 6= 0. It follows that the element ρg is P.I.
equivalent to f , and for a suitable ρ it is symmetric on the first λ1 − d
variables, the next λ2 − d variables, and so on. A similar condition holds
for the alternating sets Y1; : : : ; Yd.
Let f1; : : : ; fM be multilinear polynomials generating in PnA different
isomorphic Sn-modules corresponding to λ. By the above, one can find
ρ1; : : : ; ρM ∈ Sn and a decomposition
X = X1 ∪ · · · ∪Xd ∪ Y1 ∪ · · · ∪ Yd;
such that all ρ1f1; : : : ; ρMfM are simultaneously symmetric on Xi, i =
1; : : : ; d, and alternating on Yj , j = 1; : : : ; d. Obviously, we may assume
that f1; : : : ; fM satisfy this condition.
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Now assume that mλ = M > m + tN0, and prove that GA satisfies
an identity of the type
f = γ1f1 + · · · + γMfM ≡ 0; γ1; : : : ; γM ∈ F; not all γi = 0: 4
It is sufficient to verify that f has only zero values on elements of the form
ai ⊗ g, bj ⊗ h, g ∈ G0, h ∈ G1. First define substitutions of a special kind.
Let 0 ≤ αj0; αj1; : : : ; αjm−1; βj0; βj1; : : : ; βjt−1 ∈  satisfy
m−1X
i=0
α
j
i +
t−1X
i=0
β
j
i = Xj; 1 ≤ j ≤ d;
m−1X
i=0
α
j
i +
t−1X
i=0
β
j
i = Yj−d = λ′j−d; d + 1 ≤ j ≤ 2d:
We say that the substitution ϕ has a type(
α
j
0; α
j
1; : : : ; α
j
m−1; β
j
0; β
j
1; : : : ; β
j
t−1

; j = 1; : : : 2d 5
if we replace variables from X in the following way:
First fix j, 1 ≤ j ≤ d. We replace the first αj0 variables from Xj by ele-
ments a0 ⊗ g (possibly with different g’s for distinct x ∈ Xj), the next αj1
variables by some a1 ⊗ g’s, and so on up to the first αj0 + · · · + αjm−1 vari-
ables from Xj with all these g’s in G0. Now substitute the next β
j
0 variables
in Xj by b0 ⊗ g’s, the next βj1 by b1 ⊗ g’s, and so on, with all these g’s
in G1.
For j = d + 1; : : : ; 2d we apply the same procedure in order to replace
variables in Yj−d by the elements ai ⊗ g’s, bi ⊗ g’s. To give a non-zero value
in (4), any substitution should satisfy the following restrictions:
1. If 1 ≤ j ≤ d, then βji ≤ 1, 0 ≤ i ≤ t − 1, αj1 + · · · + αjm−1 ≤ k− 1,
and αj0 = Xj − αj1 + · · · + αjm−1 + βj0 + · · · + βjt−1.
2. If d + 1 ≤ j ≤ 2d, then αji ≤ 1, 0 ≤ i ≤ m− 1, βj1 + · · · + βjm−1 ≤
k− 1, and βj0 = Yd−j − βj1 + · · · + βjt−1 + αj0 + · · · + αjm−1.
These restrictions follow from the nilpotency of degree k of the Jacobson
radical and from the alternating and the symmetry properties of the poly-
nomials f1; : : : ; fM . For example, fi is symmetric on Xi. Hence, it has zero
value on x1; x2 ∈ Xi if x1 = bj ⊗ h1, x2 = bj ⊗ h2, and h1; h2 ∈ G1.
Let 1 ≤ j ≤ d. Then, obviously, αji < k for i ≥ k and the number of
different t-tuples βj0; : : : ; βjt−1 is less than 2t . So, for 1 ≤ j ≤ d the num-
ber of different m + t tuples (5) is less than km · 2t < 2km+t . Similarly
for d + 1 ≤ j ≤ 2d: βji < k (in the second case) and the number of dif-
ferent αj0; : : : ; αjm−1’s is restricted by 2m. Hence kt2m is an upper bound
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for these substitutions. In particular 2km+t is an upper bound—for each
1 ≤ j ≤ 2d.
It follows that the total number N of distinct types of substitutions (5) is
less than 2km+t2d = N0.
Note that if ϕ;ϕ′ are two substitutions of the same type, and ϕz =
u⊗ p for some z ∈ X = X1 ∪ : : : ∪Xd ∪ Y1 ∪ : : : ∪ Yd, u ∈ a0; : : : ; am−1;
b0; : : : ; bt−1, p ∈ G, then ϕ′z = u⊗ p′ with the same 2-grading of the
elements p;p′. Hence, if X = z1; : : : ; zn, ϕzi = ui ⊗ pi, and ϕ′zi =
ui ⊗ p′i, then
ϕf  = f u1 ⊗ p1; : : : ; un ⊗ pn = w⊗ p1 : : : pn;
ϕ′f  = f u1 ⊗ p′1; : : : ; un ⊗ p′n = w⊗ p′1 : : : p′n;
6
with the same w. In that case we say that ϕ and ϕ′ are similar. We choose
one such substitution—from each similarity class: let ϕ1; : : : ; ϕN be all
these substitutions—of the distinct types (5). Let ϕx x1; : : : ; xn → GA
be one of these special substitutions, and let h1; h2 be two multilinear poly-
nomials in x1; : : : ; xn. Then, by multilinearity and super commutativity,
ϕh1 = r1 ⊗ p1 · · ·pn and ϕh2 = r2 ⊗ p1 · · ·pn with the same p1 · · ·pn
(r1; r2 ∈ A).
Now consider all these N substitutions of distinct types ϕ1; : : : ; ϕN . Then
ϕjfi = aij ⊗ pj1 · · ·pjn; 7
where aij ∈ A and pj1 : : : pjn depends on ϕj only (and not on fi).
The matrix aij, 1 ≤ i ≤ M , 1 ≤ j ≤ N , has M rows and N columns
of elements from A, and dimA ≤ m + t. Therefore the rows of aij are
linearly dependent: there exist γ1; : : : ; γM ∈ F , not all equal zero, such that
MX
i=1
γiaij = 0; 1 ≤ j ≤ N: 8
This, together with (7), implies that ϕj
PM
i=1 γifi = 0, 1 ≤ j ≤ N . We
claim that this implies that f = PMi=1 γifi is an identity on GA: for any
substitution ϕx x1; : : : ; xn → GA, ϕf  = 0. Indeed, by multilinearity
of f , it suffices to check only substitutions ϕ∗ such that ϕ∗x` = u ⊗ p,
where u ∈ a0; : : : ; am−1; b0; : : : ; bt−1 and p ∈ G0 ∪G1. Given such ϕ∗,
there exists σ ∈ Sn “rearranging" the variables, such that ϕ∗σ = ϕ′ is similar
to some ϕj .
Thus ϕ′fi = aij ⊗ p′j1 · · ·p′jn (compare with (6)) and by (8), ϕ′f  = 0.
Note that the above σ x x1; : : : ; xn → x1; : : : ; xn satisfies σXi = Xi,
σYi = Yi, and i = 1; : : : ; d. Since f is symmetric on Xi and alternating
on Yi, i = 1; : : : ; d, therefore ϕ′f  = ϕ∗σf  = ϕ∗σf  = ±ϕ∗f , hence
ϕ∗f  = 0.
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This shows that modulo the identities of GA, any M polynomials are
dependent over FSn, which is equivalent to saying that mλ ≤ M for any λ.
The proof of the Lemma 3 is complete.
Example. The algebra A = T2 can be written as T2 = C ⊕ J = C0 ⊕
C1 ⊕ J, where C0 = F · 1, C1 = Ft, 1 = e11 + e22, t = e11 − e22 (hence
t2 = 1), and J = J0 = J1 = Fe12.
By Lemma 3, the cocharacters of V GT2 have bounded multiplic-
ities. By Lemma 1, those of V T2 are unbounded. Consequently, T2 6∈
V GT2.
A direct argument, showing that T2 6∈ V GT2, goes as follows: check
that GT2 satisfies x2y; z = y; zx2, while T2 does not.
Lemma 4. Let A;V be as in Lemma 3. Then there exists a constant M
such that
n− λ1 − λ′1 ≤M:
Proof. Recall that Jk = 0 for some k where J is the Jacobson radical of
A. First consider a partition λ ` n with λ2 ≥ k+ 2 and verify that mλ = 0.
It is sufficient to check that ef = 0 on GA for any multilinear polynomial
f = f x1; : : : ; xn, where
e =
 X
σ∈Rλ
σ
 X
τ∈Cλ
−1ττ

= R˜λC˜λ
is a quasi-idempotent of group ring FSn corresponding to some Young
tableau Tλ.
Assume that ef has a non-zero value on GA, i.e., there exists
a substitution φx xi → xi ∈ GA with φef  6= 0. This inequality
implies that for at least one τ ∈ Rλ the same condition holds for
q = τC˜λf x φq = τC˜λf x1; : : : ; xn 6= 0. Let tableau Tλ contain in-
tegers i1; : : : ; ik+2 in the first k+ 2 boxes of 1st row and j1; : : : ; jk+2 in the
first k+ 2 boxes of second row. Then q is alternating on pairs of variables
xτi1; xτj1; : : : ; xτik+2; xτjk+2.
Recall that semisimple part C of A is one or two-dimensional, C = C0 =
F or C = C0 ⊕ C1 = F ⊕ tF; t2 = 1. Therefore it is sufficient to evaluate
ef only on elements of the form 1⊗ g; t ⊗ h; a⊗ g; b⊗ h, where g ∈ G0,
h ∈ G1, a; b ∈ J. If at least k pairs xτis; xτjs contain elements of the
type a⊗ g or b⊗ h, a; b ∈ J, then φq = 0 since Jk = 0. Hence at least
three pairs xτis; xτjs are without radical elements. Due to the skew
symmetry of q one has φq = 0 if xis = 1⊗ g; xjs = 1⊗ g′. Hence either
there are two i’s, say i1 and i2, such that xτi1 = t ⊗ h; xτi2 = t ⊗ h′
or two j’s, say j1 and j2, such that xτj1 = t ⊗ h; xτj2 = t ⊗ h′, where
h; h′ ∈ G1. But the element ef itself is symmetric on xi1; : : : ; xik+2 and on
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xj1; : : : ; xjk+2 . Since τ ∈ Rλ, ef is also symmetric on xτi1; : : : ; xτik+2 and
on xτj1; : : : ; xτjk+2. Therefore the value of ef on xτi1 = t ⊗ h; xτi2 =
t ⊗ h′ (or xτj1 = t ⊗ h; xτj2 = t ⊗ h′) with h; h′ ∈ G1 is equal to zero, a
contradiction. Hence, ef x1; : : : ; xn= 0 in all cases and ef = 0 on GA.
Now consider a partition λ ` n with two sufficiently large columns.
More precisely, let the conjugated diagram λ′ have a long second row,
λ′2 ≥ 2k + 1. Similar arguments as before show that ef = 0 on GA:
C˜λf is alternating on two sets with 2k + 1 elements. In any alternating
set we can replace no more than k elements with values different from
t ⊗ h; h ∈ G1. This forces us to replace a symmetric pair of variables for ef
with t ⊗ h1; t ⊗ h2; h1; h2 ∈ G1. Hence, ef has only zero value on GA.
We see that mλ = 0 if λ2 ≥ k + 2 or λ′2 ≥ 2k + 1. Hence, mλ may be
non-zero only if n − λ1 − λ′1 ≤ M = 2k + 12, and proof of Lemma 4 is
complete.
Lemma 5. Let A;B be two P.I. algebras. Consider
χnA =
X
λ`n
mλχλ; χnB =
X
λ`n
m′λχλ; χnA⊕ B =
X
λ`n
mλχλ:
1) Suppose that mλ ≤ C, m′λ ≤ C ′ for some C;C ′. Then mλ ≤ C +C ′.
2) If mλ = m′λ = 0 for some λ ` n then mλ = 0.
Proof. First statement follows from Lemma 3.2 of [B.R2], since IdA⊕
B = IdA ∩ IdB. Second statement is trivial.
The proof of Theorem 1. Equivalence 1) and 2) follows from Lemmas
1, 2, 3, and 5. By Lemma 4 2) implies 3). On the other hand, consider
V = VarT2 and assume that V satisfies 3), i.e., n − λ1 − λ′1 ≤ M for
some constant M if mλ 6= 0. Since dimT2 = 3 it follows that λ′1 ≤ 4 and
n− λ1 ≤ q = M + 4. In this case growth of variety V should be polynomi-
ally bounded, cnV  = dimPnV  ≤ nq, as follows from hook formula for
dimensions of irreducible Sn-representations. But VarT2 has an exponen-
tial growth [K1], a contradiction.
It means that VarT2 does not satisfy 3), and 3) implies 2) what com-
pletes the proof of Theorem 1.
Definition. A variety V is said to be of finite colength if there exists a
constant C such that `nV  ≤ C for all n.
Corollary 1. A variety V has a finite colength if and only if its codimen-
sion growth is polynomially bounded.
Indeed, assume first that cnV  is polynomially bounded. Since the alge-
bra T2 has an exponential codimension growth [K1], hence T2 6∈ V . Assume
that cnV  = dimPnV  ≤ nq for some q, and consider the nth cocharacter
χnV  =
X
λ`n
mλχλ: 9
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Since T2 6∈ V , by Theorem 1 all the multiplicities mλ are bounded by
some constant C. On the other hand, if λ ` n, λ = λ1; : : : ; λk, and
λ2 + · · · + λk > q + 1, then mλ = 0 in (9) for sufficiently large n (see
the proof of Theorem 2 in [K1]). Hence, for such λ’s, mλ = 0 if n is large
enough. Independently of n and k, only finite number of partitions satisfy
the condition λ2 + · · · + λk ≤ q+ 1. It follows that for mλ from (9), holdsX
λ`n
mλ = `nV  ≤ const.
Conversely, assume that `nV  is bounded by some constant. In this case
the Grassman algebra G and the upper-triangular matrix algebra T2 do
not lie in V , since λ = n− 1; 1 has multiplicity n− 1 for T2 (Lemma 1),
and all the partitions k; 1n−k−1 have non-zero multiplicities for G (see
[O.R]). But this implies that V has a polynomially bounded growth (see
[K1]), which completes the proof of the Corollary.
Remark. (a) Note that the conditions in Theorem 1 are also equivalent
to an identity of the type
nX
i=0
αiy
ixyn−i ≡ 0:
(b) Let A be the relatively free algebra of the identity x1; : : : ; xd =
: :x1; x2; : : : ; xd = 0, and let
P
λ mλχλ be its cocharacter. Then mλ ≤
const.
Proof. (a) First, show that T2 does not satisfy any such identity: sub-
stitute x = e11 + e12, y = ae11 + e22, then calculate the 1; 2 entry.
Next, show that if A has bounded mλ’s, then A does satisfy such an
identity. Assume mλ ≤ c and let n > c + 1. Consider a partition λ = n−
1; 1 and a standard tableau
Tkn−1; 1 = 1 2 · · · n:
k
Let fk = fkx1; : : : ; xn = eTλ ◦ x1; : : : ; xn. If all fk are equal to zero
identically on A then we have the required relation since
eTkn−1; 1 ◦  y; : : : ; y; x; y; : : : ; y = n− 1!yk−1xyn−k − xyn−1:
1 k n
Since c < n − 1, the elements fk = fkx1; : : : ; xn = eTλ ◦ x1; : : : ; xn
generate an FSn-module of the length strictly less than n − 1. It follows
that A satisfies an identical relation
r1f1 + · · · + rn−1fn−1 = 0
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with r1; : : : ; rn−1 ∈ FSn and rkfk 6= 0 for at least one 1 ≤ k ≤ n− 1. Since
fk generates an irreducible FSn-submodule, one can take rk = 1.
Now consider the substitution φx xk → x; xi → y; i 6= k. If gx; y =
φr1f1 + · · · + rn−1fn−1 = 0 in the free associative algebra, then after the
linearization of gx; y we get the relation in this algebra,
q1f1 + · · · + qn−1fn−1 = 0;
with q1; : : : ; qn−1 ∈ FSn which is nontrivial since qk = n− 1!, a contradic-
tion. Hence gx; y is a non-zero element in the free associative algebra.
The proof follows, since it is of the type
gx; y =
nX
i=0
αiy
ixyn−i
and gx; y ≡ 0 is an identity on A.
(b) Obviously, T2 is not Lie nilpotent, i.e., it does not satisfy an identity
x1; : : : ; xd ≡ 0. This proves that T2 6∈ VarA. Q. E. D.
Recall that cnV  =∼ PnV  is called the nth codimension of V , and the
asymptotic behaviour of cn, n→∞, is an important characteristic of V . It
is well known [B.R2] that for any nontrivial variety V there exists a positive
a such that cnV  ≤ an. Moreover, if V is not nilpotent (i.e., cnV  6= 0 for
any n ≥ 1) then there exists
EXPV  = lim
n→∞
n
√
cnV 
which is a positive integer [G.Z1, G.Z2]. On the other hand, if cnV  is
asymptotically strictly less than 2n, then cnV  is polynomially bounded
[K1].
In the language of codimension growth we have the following property
of another characterization of the varieties described above.
Corollary 2. Let V satisfy the conditions of Theorem 1. Then
EXPV  ≤ 2.
As was mentioned above, the inequality EXPV  ≤ 2 implies that
EXPV  = 2 or all cnV  are polynomially bounded.
The proof of this corollary immediately follows from Lemma 2 and
[G.Z2].
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