In this article, I argue that genomic programs are not substitutes for multi-causal molecular mechanistic explanations of inheritance, but abstract representations of the same sort as mechanism schemas already described in the philosophical literature. On this account, the program analogy is not reductionistic and does not ignore or underestimate the active contribution of epigenetic elements to phenotypes and development. Rather, genomic program representations specifically highlight the genomic determinants of inheritance and their organizational features at work in the wider context of the mechanisms of genome expression.
Introduction
The elucidation of the mechanisms of genome expression during the 1960s and 1970s suggested that genes can be defined in virtue of a set of conserved syntax-like sequence motifs required for the interaction with the transcriptional and translational machinery of the cell in order to generate gene products from the genomic DNA template. The transcription unit and the open reading frame molecular concepts are often characterized in such a manner. For instance, the basic prokaryotic transcription unit is typically characterized as two regulatory regions responsible for recruiting the RNA polymerase (the enzyme synthesizing an RNA transcript from the DNA template), a transcribed coding sequence, and a transcription termination sequence. Within the coding sequence, one or more open reading frames (sequences translated into protein gene products) are marked by a site responsible for recruiting ribosomes (the Shine-Delgarno box), a 'begin translation' site (AUG codon), and an 'end translation' site (termination codon) (Figure 1 ).
The assumption, amply verified by in vitro binding studies, is that if a given conserved sequence motif is present in a stretch of DNA, it will most likely serve as a binding site for some component of a mechanism of genome expression and regulation, and therefore contribute to some aspect of genome expression.
1 Syntax-based concepts, such as the above characterization of the basic prokaryotic transcription unit, capitalize on this assumption by treating conserved DNA sequence motifs as instructions, which, if processed in the right order, will ultimately help us predict which parts of the genome will be expressed and as what gene products. Thus, according to syntax-based concepts of the gene, what makes the difference between a region of the genome that eventually contributes to a phenotype and one that does not hinges on the presence of syntax-like conserved sequences providing instructions for transcription and translation. The discovery of gene rearrangement, nested genes, alternative promoters, alternative splicing, trans-splicing, RNA editing, frameshifting, alternate stop Figure 1 . Conserved DNA motifs associated with prokaryotic gene expression. 1 In vivo binding is predictable to a lesser degree due to reasons which I will elaborate towards the end of the article. 2 Sequence alignment algorithms such as BLAST (Altschul et al. [1990] ) are used on a daily basis in labs around the world to identify putative genes based on the presence of syntax-like motifs required for the successful interaction with the transcriptional and translational machinery of the cell. Furthermore, the Human Genome Nomenclature Committee definition largely in use today explicitly allows that genes 'may be characterized by sequence, transcription or homology' (Wain et al. [2002] , p. 464).
codons, polyproteins, and various other complications due to regulatory, post-transcriptional, and post-translational processing mechanisms pose a problem for the syntax-based gene concepts elaborated in the 1960s and 1970s. Mechanisms of gene expression regulation seem to determine which, when, and where coding sequences are transcribed and translated, while mechanisms of post-transcriptional and post-translational processing seem to determine how the information contained in the original DNA template is used ; Stotz et al. [2006] ; Stotz [forthcoming] ). Nevertheless, the fact that, in most cases, the mechanisms of gene expression and gene expression regulation work in concert with conserved sequence motifs suggests that one way to cope with the complexities brought about by the issues of gene expression regulation and the breakdown of the gene-gene product collinearity is to update and extend available syntax-based concepts. A step in this direction is illustrated by the notion of 'gene regulatory networks' (GRN), which are defined as [. . .] hardwired genomic regulatory codes, the role of which is to specify the sets of genes that must be expressed in specific spatial and temporal patterns. [. . .] these control systems consist of many thousands of modular DNA sequences. Each such module receives and integrates multiple inputs, in the form of regulatory proteins (activators and repressors) that recognize specific sequences within them. The end result is the precise transcriptional control of the associated genes. , p. 4935, emphasis added) Alternatively, it has been suggested that genes could be defined by analogy with 'subroutines in the genomic operating system' [. . .] in very much the same way that grammars are used to describe computer programs-with a precise syntax of upstream regulation, exons, and introns. (Gerstein et al. [2007] , p. 671) 3 The general idea is that instead of taking into account only the basic syntax of transcription and translation, we should consider an extended syntax including sequences recognized by transcription factors (enhancers, promoters, activator/repressor binding sites associated with regulatory networks (Lee et al. [2002] ; Levine and Davidson [2005] ) and sequences signaling splicing [reviewed in (Black [2003] )]). In fact, nothing prohibits us extending this approach to any sequence-specific aspect of genome expression, including chromatin regulation (matrix binding and nucleosome assembly (Turner [2001] ), RNA protein binding associated with translational regulation (Mazumder et al. [2003] ), and post-translational modifications (glycosylation, phosphorylation, cleavage of polyproteins). 4 According to these models, the genome behaves like a 'master program' or a set of 'physical addresses' within a 'hardwired network' relying on a set of syntax-like sequences playing a role in specifying where in the genome, and which transcription factors, bind in order to regulate transcription. 5 At each site where transcription is initiated, a 'module is activated' or a 'subroutine is run'; each of these modules/subroutines counts as a gene. Finally, in the subroutine model, sequences within the transcribed DNA mark sites for further processing of the RNA transcript leading to the synthesis of various gene products.
The gist of these analogies with computer programs and hardwired electronic circuits is that the genome is organized as three nested levels of syntax-like DNA sequence motifs (Baetu [forthcoming a]). The genomic level is the realm of transcription regulation. Regulatory sequences distributed at various sites throughout the genome play a role in specifying which transcription factors bind where, in order to allow for (or prohibit) transcription. Thus, the transcription regulatory regions (promoters, enhancers) are to be treated globally, as structural features of the genome as a whole rather than as parts of individual genes. The gene level corresponds to the transcribed DNA. For the most part, genes act like independently processed modules because, once transcribed, their sequence is processed in accordance with the conserved sequences contained within their boundaries alone. The sub-gene level is the realm of translation, translational control, and post-transcriptional/ translational processing. Sequences within the transcribed/translated DNA mark sites for eventual RNA translation regulation and further processing of the RNA transcript/peptide leading to the synthesis of one or more final gene products.
Unfortunately, the use of the program analogy in genetics and developmental biology has been criticized by philosophers of biology. One of the major concerns is that the program analogy promotes the notion that DNA is somehow more important than other molecular and cellular components and processes (Moss [1992] Stotz et al. [2006] ). More specifically, it has been objected that the program analogy mistakenly attributes DNA the role of 'blueprint' for constructing life; that it attributes to syntax-like sequences a fixed informational meaning insensible to the cellular, developmental, and environmental contexts; that it portrays the genome as the sole carrier of information; that it promotes a reductionistic explanation of development; that it misrepresents the relative roles of genetic and epigenetic determinants of inheritance by exaggerating the role of DNA; that it doesn't apply to forms of regulation that don't rely on conserved sequences; and that it selectively reflects certain aspects of inheritance and development while ignoring others.
In this article I argue that, instead of viewing genomic programs as a reductionistic alternative to multi-causal mechanistic explanations involving a variety of genetic and epigenetic components, 6 genomic programs are best construed as abstract representations of the same sort as mechanism schemas already described in the philosophical literature (Machamer et al. [2000] ; Darden [2006] ). Thus conceptualized, the program analogy is not reductionistic and does not ignore or underestimate the active contribution of epigenetic elements to inheritance and development. Rather, genomic program representations specifically highlight the genomic determinants and their organizational features at work in the context of the mechanisms of genome expression. These features are crucial in contemporary experimental practice, as they allow for a 'reprogramming' of cells and organisms for a variety of research-related, technological, and medical purposes. The article is organized as follows: In Section 2, I illustrate the notion of a genomic program with examples from molecular biology and discuss the practical benefits of adopting this form of representation. In Section 3, I present in more detail some of the most prominent objections to the program analogy. In Section 4, I propose a new way of conceptualizing the program analogy, namely the mechanism schema interpretation. In Section 5, I argue that, under this interpretation, the program analogy can be defended against the objections presented in Section 3. Finally, in Section 6, I summarize my conclusions and arguments.
What is a Genomic Program?
In order to better understand what a genomic program is, it is useful to start with simpler examples and gradually consider more complex ones. In the paradigmatic case of the lac operon (Jacob and Monod [1961] ), a molecular switch mechanism functions as an IF-THEN set of instructions (Figure 2) . 7 If lactose is absent, the lacI repressor binds the common promoter of a set of open reading frames coding for enzymes necessary for metabolizing lactose.
When lactose is present in the environment, a metabolic derivative of lactose binds lacI, causing it to detach from its binding site; RNA polymerase can then bind the promoter and initiate transcription. The regulation of the lac operon suggested that the pattern of expression of lactose responsive genes in enteric bacteria can be specified/predicted by manipulating/monitoring two variables: the distribution of lacI binding sites and the presence of lactose. All the other mechanistic components contributing to this pattern of gene expression can be abstracted by relegating them to the constant causal background required for the expression of lactose-responsive genes. In turn, this realization inspired one of the first and most commonly used artificial inducible gene expression systems (the IPTG system), which takes advantage of the fact that genome expression can be artificially 'reprogrammed' by inserting lacI repressor binding sites in the promoter region of various genes, which can then be turned on and off by adding or removing lactose. I define, therefore, reprogramming in bioengineering as a particular kind of manipulation, namely as a set of interventions targeting the same component of a mechanism and resulting in a large number of qualitatively distinct outcomes. Typically, the reprogrammable variable (software) is the sequence and distribution of syntax-like motifs throughout the genome, while the outputs consist of genome expression patterns and, if known, associated phenotypes.
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If this use of the term 'reprogramming' seems strange by today's standards, please keep in mind that in the early days of informatics computers lacked an internal memory. Such computers, consisting of electrical circuits organized as logic gates, were reprogramed to perform various computational tasks by manually turning on or off physical electrical switches in order to chain their logic gates differently. Thus, the software consisted of a particular on/ off configuration of an array of switches (Silberschatz et al. [2005] , p. 6). By analogy, 9 a bacterial cell can be 'reprogrammed' to behave differently (e.g. fail to use lactose as a source of energy, express a different set of RNA/protein products in a lactose-rich environment) by physically inserting or deleting lacI binding sites. Both a computer and a cell/organism contain mechanisms that can be forced to perform in a wide variety of ways by manipulating a specific subset of their components, namely switches in a digital computer, and conserved DNA sequence motifs in cells/organisms.
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8 Pharmacological intervention does not typically qualify as 'reprogramming' because it targets a wide variety of mechanistic components and results in either a low number of distinct qualitative outcomes or involves a quantitative change only (increase/decrease). For instance, the direct manipulation of the RNA polymerase activity (e.g. drug-mediated inhibition or altering of its fidelity) is known to have a non-specific effect on transcription in general (e.g. a generalized increase or decrease of the rate of transcription, a generalized increase in DNA-RNA mismatches). The direct manipulation of protein regulators (i.e. their manipulation by other means than genetic engineering; for instance, aspirin is a known inhibitor of nuclear factor kappa-light-chain-enhancer of activated B cells [NF-kB] ) results in more specific effects (e.g. rapid, translation-independent increase/decrease of the transcription of the genes regulated by a particular transcription factor), but not as specific as those achieved via DNA engineering. This said, it is not my intention to deny that what counts as 'reprogramming' may change with the development of new technologies. 9 Unlike machine instructions, syntax-like DNA sequences cannot always be logically represented by binary values (e.g. 0/1, on/off), but may require a multi-value representation (e.g. inhibition, basal transcription, activated transcription, synergistically activated transcription). Also, while the electronic switches in a computer are organized as logic gates, syntax-like DNA sequences are organized as gene modules (e.g. glycosylation sites within translation start-stop within transcription initiation-termination). These differences reflect the different functions of the systems in question: computers are used for logical and mathematical computation, while genome expression mechanisms are used for generating patterns of genome expression. 10 In more general terms, a special-purpose, reprogrammable device has two characteristics: first, a reprogrammable device is or contains a mechanism that produces an output in virtue of its functioning; and second, the mechanism in question can be forced to produce a wide variety of outputs by making changes in one of its components. According to this characterization, a piano is not a reprogrammable device even though it can be used to produce a wide variety of outcomes (one can play many different songs on it). This is because, by itself, a piano is not a mechanism. Only a functioning player piano (the kind that 'reads' notes from a roll of punched paper) is a mechanism. Philosophical characterizations of mechanisms (Glennan [1996] ;
The regulation of the lac operon by the lacI repressor provides an example of feedforward regulation. Repressors are also important in feedback regulation. Just like bacteria are 'preprogrammed' to respond to a lactose-rich environment by producing b-galactosidase, immune cells are 'preprogrammed' to respond in certain ways to pathogens. In resting immune cells, unphosphorylated inhibitor IkB binds the NF-kB transcription activator, forming a bulky complex that cannot reach the nucleus (Figure 3, bottom panel) . When the cell is exposed to certain stimuli, such as fragments of bacterial cell walls, IkB is phosphorylated. Phosphorylated IkB binds a complex of proteases and is rapidly degraded. As a result, NF-kB is freed, can translocate to the nucleus, and bind specific DNA sequences (Zandi et al. [1997] ). The binding of NF-kB results in an increased transcription of its target Figure 3 . Regulation of T-cell activation peak. Adapted from (Baetu and Hiscott [2002] ). Machamer et al. [2000] ; Bechtel and Abrahamsen [2005] ) stress the fact that mechanisms need to actively generate an output by themselves (e.g. in virtue of their entities, activities, and organizational features). However, being a mechanism is not a sufficient condition for being a reprogrammable device. A functioning player piano is a reprogrammable device because it is a mechanism that can be forced to produce a wide variety of outcomes (songs) by manipulating a single component (changing its paper roll). The component which, when manipulated, allows for a wide variety of outputs constitutes the reprogrammable variable, or 'software' (White [2008] , pp. 83-4). A similar analysis applies to punched-card automatic weaver looms, switch/punched--card digital computers, and, as argued in this article, mechanisms of genome expression. genes, in turn causing an increase in the expression of certain ligands, leukins, cell-surface receptors, antibodies, and other key players responsible for a successful immune response. NF-kB also binds the promoter of the IkB gene, causing an increased production of IkB. The newly synthesized IkB binds NF-kB, trapping it back in the cytoplasm. Thus, following stimulation, the cell is rapidly activated, then the system automatically turns itself off by means of a negative feedback loop molecular mechanism. At the same time, NF-kB also stimulates the expression of proteins involved in the regulation of cell death (apoptosis; top panel, Figure 3 ). This ensures that, in the event that T-cell activation is not eventually turned off, T-cells die rather than cause highly detrimental, and potentially fatal, hyperallergenic or autoimmune reactions.
The program analogy draws its appeal from the fact that, just like a computer, the same physical system can be used to perform a wide variety of tasks by modifying only one of its components. The same 'molecular hardware', involving the same activators/repressors, can be used in a variety of ways by a minimal 'reprogramming' of the genome, that is, by inserting or removing regulatory biding sites. For example, both the NF-kB and the lacI regulatory systems can and have been artificially 'reprogrammed' to function as feedforward, feedback, or dual feedforward and feedback regulatory systems in respect to a wide variety of genes contributing to qualitatively distinct phenotypes.
The next level of complexity, tackled by transcriptomics and systems biology, is to consider genome-wide effects of a given regulatory mechanism, as well as the interactions between several regulatory mechanisms. Famous examples include the elucidation of multi-input regulatory networks that control gene expression in the bacterium Caulobacter crescentus (Laub et al. [2000] ) and the yeast Saccharomyces cerevisiae (Lee et al. [2002] ). For illustrative purposes, a partial network is provided in Figure 4 . Note that, in contrast with Figure 3 , most mechanistic details have been abstracted from the regulatory network, and only the activation/inhibition outcomes of molecular interactions are represented. Note also that conserved sequences (NF-kB binding sites) play a crucial role in specifying which genes modules are expressed following cell stimulation. Mutations in these sequences result in different patterns of genome expression, and ultimately in different phenotypic outcomes.
The NF-kB example is interesting because IkB is degraded following cell stimulation. Also among the genes expressed following the activation of NF-kB, there are several indirect regulators of genome expression, most notably IkB. This means that the 'molecular hardware'-consisting of transcriptional regulators-changes during the process of gene expression activation, as well as after the first wave of genome expression. In contrast, this is not the case for the lac repressor, which is constitutively expressed. Despite this complication, the levels of IkB inhibitor are a predictable consequence of the presence of the inducer and the presence of NF-kB binding sites in the IkB promoter. Thus, it is possible to predict how the system behaves after the second wave of genome expression even if the 'hardware' changes from one wave of genome expression to the next (in this particular case, the system resets itself to its original state).
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Development provides an even more complicated scenario due to the absence of a 'resetting' of the molecular 'hardware' to its original state. During early Drosophila development, the translation of maternal mRNA leads to the expression of a first wave of zygotic transcription factors (gap genes) targeting a second wave (pair-rule genes), itself regulating the expression of third wave (homeotic selector genes). The molecular hardware never resets itself to its original state, such that, in contrast with the previous examples, we are dealing with a series of genomic programs 'running' on a different 'hardware' for each round of genome expression. Nevertheless, at any point in time, the distribution of regulatory proteins serving as 'hardware' for the next genomic program is specified by the 'execution' of the previous genomic program. Note therefore that the program analogy does not require the assumption of an absolutely fixed 'hardware' in order to work. Even if each wave of genome expression changes the composition of the regulatory machinery playing the role of 'hardware' for the next wave of genome expression, it does so in a deterministic way, such that it is possible to predict the patterns of gene expression up to four successive genome expression cycles ).
Objections to the Program Analogy
Despite its popularity among molecular biologists, many philosophers of biology find the program analogy unappealing. One of the major concerns is that the program analogy seems to promote a reductionistic view that 'it's all in the DNA'. More specifically, I identify three main families of objections: (b) The program analogy seems to attribute syntax-like sequences a fixed informational 'meaning' insensible to the cellular, developmental, and environmental contexts. In this respect, it has been argued that the meaning of such sequences is dependent on the larger context of the specific 'developmental system' responsible for recognizing or processing these sequences: Thus, the program analogy selectively reflects certain contributions to inheritance or development while ignoring others.
Genomic Programs as Abstract Representations of the Mechanisms of Genome Expression
The purpose of this article is to provide an interpretation of the program analogy that addresses the above objections. I will begin by arguing that genomic programs are not substitutes for multi-causal molecular mechanistic explanations of inheritance, but abstract representations of the same sort as mechanism schemas already described in the philosophical literature. Then, I will show that, under this interpretation, the program analogy is not reductionistic and does not ignore or underestimate the active contribution of epigenetic elements to phenotypes and development. The proponents of the program analogy make it clear that genomic programs are not things one finds in nature. Rather, they are a particular way of representing certain aspects of inheritance or development (e.g. in a way that 13 Waters acknowledges that, in order for DNA to produce changes in phenotype, several other causally relevant factors must be present. However, he argues, what actually makes the difference between two inherited phenotypes is DNA sequence. Other causal factors, such as the RNA polymerase, are either always present (they are part of the constant causal background) or are much less specific (they affect gene expression in general and not the expression of a particular gene).
can be easily captured by a diagram, mathematical model, or computer simulation). Jacob ([1976] , p. 9) takes care to claim that 'heredity is described as a coded programme'. Gerstein proposes that 'the genome can be thought of as an operating system for a living being ' (Gerstein et al. [2007] , p. 671). Levine and Davidson ([2005] , p. 4935) claim that regulatory modules contained in the genome receive inputs and process them 'in ways that can be mathematically represented as combinations of logic functions'. Representations of all sorts-diagrams, flow charts, animations, and, more recently, computer simulations-are ubiquitous in molecular biology. Lindley Darden uses the term 'mechanism schema' to refer to [. . .] a truncated abstract description of a mechanism that can be easily instantiated by filling it with more specific descriptions of component entities and activities. ([2006], pp. 111-2) There are strong indications that genomic programs are precisely such abstract descriptions. Among other goals, the newly created discipline of systems biology is dedicated to the construction and testing of computer models of gene expression regulation. This task is carried out by abstracting constants and concentrating exclusively on variables known to affect genome expression under natural or experimental conditions. Depending on which components of the mechanism are retained as variables, a more or less abstract characterization of the mechanisms of gene expression regulation is provided.
For example, Figures 3 and 4 refer to exactly the same mechanisms of T-cell activation regulation, but represent them at different degrees of abstraction. Figure 3 is a mechanism schema of the NF-kB signaling pathway and feedback regulatory loop from which most biochemical details have been abstracted. To mention just such a biochemical detail, the phosphorylation of IkB on serines 32 and 36 results in a conformational change such that the ankyrin repeats (LQQTPLHLAVI sequences) cannot efficiently bind NF-kB; however, this degree of detail is removed from the mechanism schema representation in order to emphasize the sequence of events leading to gene expression (i.e. induction ! phosphorylation of IkB ! detachment form NF-kB and degradation of IkB ! nuclear translocation of NF-kB ! gene expression). 14 This is the typical level of abstraction associated with mechanism schema representations in molecular biology textbooks.
14 A more complete version would take into account the kinetics of gene expression, the relative strength of promoters, as well as the turnover rate of the gene products. These details account for the fact that if IkB is synthesized too fast, there is no peak of activation and therefore no immune response, while if IkB is synthesized too slowly or in insufficient quantity, the immune response fails to shut down. Taking into account these details requires a different mode of representation (animations, computer simulations, or mathematical models instead of two-dimensional diagrams).
Regulatory network representations (Figure 4 ) further abstract most of the molecular details (most notably spatial organization features, such as the cytoplasmic versus nuclear localization of the various components of the mechanism, the mechanisms of signal transduction, the mechanism whereby the phosphorylation of IkB leads to the nuclear translocation of NF-kB, the mechanism of apoptosis, etc.) in order to highlight the activation/inhibition resulting from molecular interactions. This level of abstraction is typically associated with systems biology and is particularly useful if we are interested in predicting the most probable pattern of genome expression and its associated biological outcomes (Kitano [2001] , p. 10; Klipp [2005] , pp. 6-7). For this particular purpose, it doesn't matter how NF-kB and IkB contribute to gene expression and where these proteins are localized in the cell (e.g. it doesn't matter if IkB directly represses gene expression by competing with NF-kB for DNA binding sites, or if IkB causes NF-kB to detach from DNA, or if IkB traps NF-kB in the cytoplasm). All that matters is that, subsequent to induction, transcription units containing NF-kB binding sites are expressed and that over-expression of IkB can override this effect.
Finally, the genomic program representation (Figure 2 ; the middle portion of Figure 4 ) abstracts the upstream interactions and signal transducing pathways affecting the activity of regulatory factors in order to emphasize how the presence of conserved, syntax-like sequences plays a role in specifying which genes are expressed within the network. This mode of representation is useful if we are interested in finding out why certain genes are preferentially expressed in a given circumstance, predicting which genes are most likely to be expressed under a given circumstance, and how a different gene expression pattern can be obtained by means of genetic engineering.
Thus interpreted, genomic programs do not aim to show that DNA sequence X is 'the information source for' (or 'the cause of' in the case of reductionistic interpretations) phenotype Y, but rather to represent organizational features of the genome that enable it to contribute to a certain outcome (pattern of genome expression and, if known, associated trait, phenotype, or biological function/dysfunction). Showing how these organizational features contribute to certain biological outcomes constitutes an important part of accepted molecular mechanistic explanations (Machamer et al. [2000] ; Bechtel and Abrahamsen [2005] ; Darden [2006] ). These organizational features play a crucial role in genome annotation (Mandoiu and Zelikovsky [2008] ) by providing tools for estimating the number of genes (e.g. the ENCODE project), estimating the occurrence of splicing, glycosylation, and other modifications (e.g. ExPASy), predicting which parts of the genome are expressed in response to cellular and environmental stimuli, and predicting the possible function of gene products (Thiele and Palsson [2007] ). Lastly, by highlighting 'reprogrammable' genomic elements, the program analogy lends itself to a variety of explanatory strategies, practical purposes, and experimental techniques (e.g. evo-devo explanations, inducible gene expression systems, reporter gene systems, gene therapy): when syntax-like sequences are changed under natural or artificial conditions, they allow for an alternate use, or 'reprogramming' of the genome given the larger context of a set of specified mechanisms of gene expression.
Answers to the Objections Presented in Section 3
5.1 Programs consist of sets of instructions processed by a specific hardware
When framed as mechanism schemas, genomic programs are never detached from the context of a specific molecular 'hardware' relative to which DNA sequences act as instructions; thus, objections Ia, Ib, and Ic don't apply to this interpretation.
In his reading of the program analogy, Rosenberg tends to view the genome as a 'blueprint' or 'recipe' for constructing a cell or organism (Ia). The difference between the 'blueprint' and the 'instruction' interpretations is that a blueprint is a context-free representation of some final product that does not need to take into account how and who/what constructs that final product; in contrast, a set of instructions is always a set of instructions for someone/something in particular. I agree therefore with Griffiths and Neumann-Held ([1999] ) that DNA sequences acquire a 'meaning' only relative to a larger context (Ib). In my account, this context amounts to a specific set of mechanisms of genome expression, regulation, and processing. For instance, the sequence-instruction 'TATAAA' marking a binding site for transcription initiation factors should not be expected to 'mean' something outside the context of eukaryotic gene expression mechanisms (e.g. 'TATAAA' has no 'meaning' for the prokaryote genome expression mechanisms). Similarly, the examples of 'reprogramming' discussed earlier make sense only relative to a specified cell/organism model, such as a cell subpopulation (activated T-cells in Figure 4) , a kind of cell (immune cells in Figure 3) , or a strain/species (Escherichia coli in Figure 2 ), where each model is characterized by a well-understood set of mechanisms of genome expression regulation.
Finally, in as much as genomic programs are schematic representations of mechanisms of genome expression regulation, it follows that genomic programs are not things one finds in the world, but abstractions that are useful for certain didactic, experimental, technological, and medical purposes. It is perfectly conceivable that the same mechanisms of genome expression regulation can be represented in more than one way, should these alternate modes of representation prove to be useful for certain purposes (Ic).
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One may worry that genetic programs are arbitrary representations of mechanisms from which a random collection of details has been abstracted. I argue that this is not the case. I agree with Oyama et al. ([2001] ) that there is more than one way of drawing the distinction between 'software' and 'hardware' (Ic). However, these authors also recognize that 'different groupings of developmental factors are valuable when addressing different questions' ([2001] , p. 2). In the case of genomic programs, some details of the mechanisms of genome expression can be abstracted in order to highlight the genomic determinants whose manipulation under natural or experimental conditions is sufficient for a given biological outcome to obtain.
From an experimental point of view, the program analogy is motivated by the possibility of an artificial 'reprogramming' of the genome expression machinery of a cell or organism by altering the distribution of DNA syntax-like motifs throughout the genome. As discussed previously, 'reprogramming' in molecular biology refers to the possibility of deriving a large number of qualitatively distinct outcomes via interventions on a single component of genome expression mechanisms. Under natural conditions, genetic mutation is a crucial component of the putative mechanisms responsible for generating the variation required for evolution by natural selection. The evo-devo research program capitalizes on the notion that minor mutations in regulatory sequences are sufficient to generate significant phenotypic changes in order to explain the evolution of certain morphologies (e.g. the evolution of maxillipeds in crustaceans as the result of the loss of Ubx-AbdA expression in thoracic segments (Averof and Patel [1997] )). Thus, genomic programs are non-arbitrary abstract representations of mechanisms of genome expression from which the causal background for gene expression has been abstracted in order to highlight those mechanistic components whose change is sufficient to generate the targeted biological outcomes in some practical/experimental and evolutionary contexts.
Mechanistic elements represented by and abstracted from genomic program representations
In response to the charges of reductionism, I argue that one of the most innovative aspects of the program analogy is that it explicitly embraces a dual causal account. The program analogy explicitly entails that there is always a 'software' (syntax-like DNA sequence motifs and their distribution in the genome) and a 'hardware' part (proteins or RNA recognizing these sequences and initiating a series of activities leading to the expression on certain DNA sequences as gene products) jointly needed in order to explain and determine the behavior of a cell/organism.
Assuming that a specified hardware is constant, it is possible to predict/ manipulate the behavior of the software-hardware system solely by monitoring/making changes in the software. This led some to believe that the program analogy entails some form of reductionism (IIa). However, as I argued above, talk about genomic programs is a matter of abstract representation and not of explanatory reduction. Neither I, nor many other proponents of the program analogy, claim that inheritance and development can somehow be explained or reduced to instructions coded as conserved DNA sequence motifs.
Objection IIb, concerning the misrepresentation of the relative causal role of epigenetic determinants of inheritance, is answerable in light of the fact that the program analogy is applicable in specific situations. Some differences in phenotype are attributable to differences in patterns of genome expression; in turn, some differences in patterns of genome expression can be generated by the manipulation of conserved, DNA sequence motifs. Genomic programs accurately represent this subset of phenomena.
The scope, limits, and shortcomings of the program analogy
My answer to the incompleteness objections hinges on a deflationary view of what genomic programs are and how they are defined. My account emphasizes the representational-pragmatic nature of the program analogy. I argue therefore that in as much as genomic programs are not substitutes for mechanistic explanations, they don't have to account for every single causal determinant of inherited phenotypes and development. More specifically, genomic programs are not meant to represent aspects of mechanisms of genome expression and regulation that do not rely on conserved, syntax-like DNA sequences (IIIa), nor are they meant to justify a methodology for scientific investigation (IIIb).
The program analogy is a mode of representation of mechanisms of genome expression regulation that has a limited, and well-defined, domain of application: genomic programs specifically represent genomic determinants and their organizational features known to contribute to changes in patterns of genome expression and, if known, associated phenotypes. Throughout this article, I showed that it is both possible and useful to abstract certain mechanistic details in order to concentrate on the genetic determinants whose manipulation is sufficient to generate some changes in patterns of genome expression and associated phenotypes. This limited domain of application should not be transcended. 'Sufficient' is not the same as 'sufficient and necessary' (it is conceivable that the same patterns of genome expression and phenotypic changes can be generated by other means than DNA manipulation) and 'some' does not mean 'all' (it may turn out that certain changes in genome expression and associated phenotypes can be brought about only via the manipulation of components of mechanisms of genome expression other than DNA).
It is likewise important to acknowledge that, even within its intended domain of application, the program analogy suffers from certain shortcomings. The predictions made in light of syntax-based concepts are notoriously probabilistic. This may be in part due to the stochastic nature of molecular interactions, and in part to an incomplete and oversimplified understanding of sequence-specific binding. To a certain extent, genomic program representations not only abstract, but also idealize. DNA sequence motifs play a crucial role in specifying binding sites for the various non-DNA components (usually proteins) of mechanisms of genome expression and regulation. Typically, two elements are required for DNA-protein interactions: first, that certain chemical moieties, specified by the sequence of the DNA motif in question, are present; and second, that these key moieties are exposed at the right distance and position in respect to each other, as dictated by the chemical structure of the DNA double helix. In as much as the DNA molecule is not subjected to any stress (torque, bends, super-/under-coiling), it is reasonable to assume that if a given conserved DNA sequence motif (sites involved in DNA-protein interactions and spacer nucleotides) is present in the genome, it will serve as an efficient binding site for some component of a mechanism of genome expression and regulation (e.g. mark scaffold/matrix binding, histone binding/ nucleosome assembly sites, RNA polymerase binding, splicing sites, and glycosylation sites), and therefore contribute to some aspect of genome expression in a predictable way. As discussed earlier, the program analogy capitalizes on this assumption by treating conserved DNA sequence motifs as syntax-elements or instructions which, if processed in the right order, will ultimately help us predict which parts of the genome will be expressed and as what gene products.
As it turns out, however, when a protein binds DNA, it creates bends and torques in the DNA double helix, thus altering to various degrees the spacing and position of nucleotides and chemical moieties required for the binding of other proteins. Even if the instruction associated with a given DNA sequence motif will not completely change its meaning due to deformations of the DNA double helix, its efficacy may increase or decrease (sometimes to biologically insignificant values), thus reducing the accuracy of the predictions about genome expression. Nucleosomes (a key component of chromatin structure) are particularly troublesome in this respect, since they are ubiquitously present and involve a rather drastic coiling and deformation of the DNA double helix. Nonetheless, there is evidence suggesting that the binding and assembly of the nucleosomes themselves is to a large extent sequence dependent. 15 This evidence which, in conjunction with a more and more detailed knowledge about the way in which DNA coiling around nucleosomes affects the structure of the double helix, is likely to allow for a fine-tuning of the program analogy in the near future.
Conclusion
In this article, I argued that genomic programs are best construed as abstract representations of the same sort as mechanism schemas and that, under this account, the program analogy is not reductionistic and does not ignore or underestimate the active contribution of epigenetic elements to phenotypes and development. In contrast to reductionistic interpretations equating genomic programs with recipes for constructing life, I argued that genomic programs are not representations of gene products or phenotypic outcomes, but rather sets of instructions for specific molecular mechanisms. Second, I addressed the concern that the program analogy overemphasizes the role of conserved, syntax-like DNA sequences by arguing that genomic program characterizations are not substitutes for mechanistic explanations, but abstract representations of mechanisms meant to emphasize organizational features of the genome that enable it to contribute to certain phenotypic and developmental outcomes. Third, concerning the charge that the program analogy misrepresents the relative roles of genetic and epigenetic determinants of inheritance, I have argued that genomic programs represent the genomic determinants whose manipulation is sufficient for generating certain biological outcomes. I responded to the explanatory and methodological incompleteness charges by arguing that, as abstract representations serving a specific purpose, genomic programs specifically highlight only the genomic determinants and their organizational features contributing to phenotypes and development. Finally, I discussed some of the limitations of the program analogy, hinting to possible ways in which the analogy may be improved in the future.
