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1. Introduction
Soit T := R/Z. Considérons une fonction 1-périodique F ∈ L1(T), d’intégrale
nulle et partout somme de sa série de Fourier, soit
F (ϑ) =
∞∑
n=1
{
aF (n) cos(2πnϑ) + bF (n) sin(2πnϑ)
}
(ϑ ∈ R).
On a alors formellement, pour toute fonction arithmétique h,
(1·1)
∞∑
n=1
h(n)F (nϑ) =
∞∑
n=1
{
(aF ∗ h)(n) cos(2πnϑ) + (bF ∗ h)(n) sin(2πnϑ)
}
,
où les convolutions sont prises au sens de Dirichlet. Le problème de décider dans
quels cas cette égalité formelle prend un sens analytique a été abordé par Davenport
dans [7] et [8]. Il considère essentiellement le cas où F = B, la somme de la série
de Fourier de la première fonction de Bernoulli, B1(ϑ) := 〈ϑ〉 − 12 , où 〈ϑ〉 désigne
la partie fractionnaire du nombre réel ϑ — on a donc
B(ϑ) =
{
〈ϑ〉 − 12 si ϑ /∈ Z,
0 si ϑ ∈ Z.
Ce choix s’explique d’une part par l’intérêt arithmétique de la fonction B1,
immédiatement liée à la fonction partie entière, et d’autre part par le fait bien
connu que la convergence de la série des coefficients est meilleure dans le cas des
séries de sinus que dans celui des séries de cosinus,(1) ce qui augmente a priori la
probabilité de convergence de (1·1). On a
(1·2) B(ϑ) = −
∞∑
m=1
sin(2πmϑ)
πm
.
Normalisons la fonction h de (1·1) en posant h(n) = g(n)/n pour n  1. Nous
pouvons alors réécrire (1·1) sous la forme
(Dϑ)
∞∑
m=1
f(m)
πm
sin(2πmϑ) +
∞∑
n=1
g(n)
n
B(nϑ) = 0,
où les fonctions arithmétiques f et g sont liées par la relation de convolution
(1·3) f = g ∗ 1, i.e. f(n) =
∑
d|n
g(d) (n  1).
1. Si
∑
n1 an sin(2πnϑ) est une série de Fourier à coefficients de signe constant, on a
nécessairement
∑
n1 |an|/n <∞ : voir par exemple [18], Corollary I.4.2.
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Dans tout cet article, nous écrivons
(f, g) ∈ Dϑ
pour signifier que la relation (Dϑ) est satisfaite pour le couple de fonctions
arithmétiques (f, g) vérifiant (1·3). En outre, par commodité de référence, nous
désignons respectivement par U(f ;ϑ) et V (g;ϑ) les séries en f et g de (Dϑ), soit
formellement
U(f ;ϑ) :=
∑
m1
f(m)
πm
sin(2πmϑ), V (g;ϑ) :=
∑
n1
g(n)
n
B(nϑ).
Nous remarquons d’emblée que, si (f, g) ∈ Dϑ pour tout ϑ et si la convergence
des deux membres est uniformément bornée en ϑ, alors (f ∗ h, g ∗ h) ∈ Dϑ pour
tout ϑ dès que
(1·4)
∑
n1
|h(n)|
n
<∞.
Cela découle immédiatement du théorème de Lebesgue, et nous omettons les détails,
qui sont standard.
Une autre application immédiate du théorème de Lebesgue dans ce contexte
consiste à remarquer que, si
F (ϑ) =
∑
n1
{
aF (n) cos(2πnϑ) + bF (n) sin(2πnϑ)
}
est une fonction à variation bornée sur T qui est en tout point somme de sa série
de Fourier,(2) et si (f, g) est un couple de fonctions arithmétiques satisfaisant (Dϑ)
pour tout ϑ ∈ R avec une convergence uniformément bornée des séries U(f ;ϑ) et
V (g;ϑ), alors on a
(1·5)
∑
m1
f(m)
{
aF (m) cos(2πmϑ) + bF (m) sin(2πmϑ)
}
+
∑
n1
g(n)Fn(ϑ) = 0
où
Fn(ϑ) :=
1
n
∑
1jn
F
(
ϑ +
j
n
)
=
∑
k1
k≡0 (modn)
{
aF (k) cos(2πkϑ) + bF (k) sin(2πkϑ)
}
2. D’après un théorème de Jordan, il suffit pour cela qu’elle soit normalisée par
F (ϑ) = 1
2
F (ϑ+) + 1
2
F (ϑ−).
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est la somme de Riemann associée à F . Cela résulte immédiatement de la
représentation
Fn(ϑ) =
1
n
∫
T
B(nϑ− nv) dF (v) (n  1),
et nous omettons les détails.
Le développement de Fourier classique (1·2) cöıncide avec (Dϑ) lorsque
(f, g) = (1, δ),
où δ désigne l’élément neutre de la convolution.(3) Dans [7], [8], Davenport donne un
certain nombre de cas de validité de (Dϑ) et prouve en particulier que (δ, µ) ∈ Dϑ
pour tout nombre réel ϑ. Plus précisément, en établissant entre autres, pour chaque
A > 0 fixé, la majoration
(1·6) sup
ϑ∈R
∣∣∣∣ ∑
ny
µ(n)e2πinϑ
∣∣∣∣ 	 y(log y)A (y  2),
il obtient la forme quantitative
(1·7) ∆(ϑ; y) := sin(2πϑ)
π
+
∑
ny
µ(n)
n
B(nϑ)	 1
(log y)A
valable, pour tout A > 0, uniformément en ϑ ∈ R.(4)
Posons plus généralement
(1·8) ∆f (ϑ; y) :=
∑
my
f(m)
πm
sin(2πmϑ) +
∑
ny
g(n)
n
B(nϑ),
de sorte que ∆(ϑ; y) = ∆δ(ϑ; y). En remplaçant, dans cette expression, sin(2πmϑ)/π
par
∆(mϑ; y/m)−
∑
dy/m
µ(d)
d
B(dmϑ)
3. Défini par δ(1) = 1 et δ(n) = 0 si n  2.
4. L’estimation conditionnelle de ∆(ϑ; y) pose également un problème intéressant encore
partiellement ouvert. Sous l’hypothèse de Riemann généralisée, Baker et Harman [1] ont
montré que le membre de gauche de (1·6) est < y(3/4)+o(1). On peut en déduire facilement,
en utilisant le résultat de Davenport, que supϑ∈R |∆(ϑ; y)| < y−1/4+o(1). En fait, pour
toute fonction εy positive et décroissante vérifiant
∫ ∞
1 εt dt/t <∞ et telle que le membre
de gauche de (1·6) soit  yεy , on a supϑ∈R |∆(ϑ; y)|  ε∗y log y avec ε∗y :=
∫ ∞
y εt dt/t. On
peut établir cela en utilisant la représentation (7·39), la majoration (7·41) et le fait que
∆(ϑ, y) est dérivable en ϑ, et de dérivée  yεy , sur tout intervalle ne contenant pas de
point de la suite de Farey d’ordre y.
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pour chaque entier m de [1, y], nous obtenons l’identité
(1·9) ∆f (ϑ; y) =
∑
my
f(m)
m
∆(mϑ; y/m),
qui peut être utilisée, compte tenu de (1·7), pour donner des conditions suffisantes
de validité de (Dϑ). Il est clair, en effet, que l’on a (f, g) ∈ Dϑ si, et seulement
si, l’une des séries U(f ;ϑ), V (g;ϑ), converge et ∆f (ϑ; y) → 0 lorsque y → ∞.
L’énoncé suivant, qui ne fait intervenir qu’une condition de croissance sur f , résulte
immédiatement de (1·7) et (1·9).
Théorème 1.1. Soient ϑ ∈ R, et (f, g) un couple de fonctions arithmétiques véri-
fiant (1·3). Alors, on a (f, g) ∈ Dϑ dès que l’une au moins des deux conditions
suivantes est réalisée :
(i) Les deux séries de (Dϑ) sont convergentes et l’on a, pour un nombre réel A > 0
convenable,
(1·10) lim inf
y→∞
∑
my
|f(m)|
m(log 2y/m)A
= 0.
(ii) L’une des deux séries de (Dϑ) est convergente et l’on a
(1·11)
∑
my
|f(m)| = o(y) (y →∞).
Davenport montre dans [7] que l’on a (1 ∗ λ, λ) ∈ Dϑ pour tout ϑ ∈ R, où λ
désigne la fonction de Liouville ; sa démonstration s’adapte plus généralement au
cas
∑∞
n=1 |f(n)|/n <∞, qui est inclus dans l’assertion (i) de l’énoncé précédent.
Dans ce travail, nous nous proposons d’aborder le problème de la validité de (Dϑ)
en utilisant la notion nouvelle de P -convergence. Ce procédé de sommation a été
formellement défini par Fouvry et Tenenbaum dans [14] ; la notion est comparable
à celle de 〈〈 densité multiplicative 〉〉, introduite par Davenport et Erdős [11], qui
recouvre essentiellement la même idée.
Rappelons les définitions essentielles dans un énoncé formel. Ici et dans tout
l’article, nous désignons par P (n) le plus grand facteur premier d’un entier
générique n avec la convention P (1) = 1.
Définition 1.2 ([14]). On dit qu’une série de nombres complexes
∑∞
n=1 αn, P -
converge vers α si la série
∑
P (n)y αn converge pour tout y  2, et si l’on a∑
P (n)y
αn = α + o(1) (y →∞).
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On dit qu’une série convergente
∑∞
n=1 αn est P -régulière si elle est P -convergente
et si sa P -somme est égale à sa somme ordinaire, autrement dit si l’on a
lim
y→∞
∑
P (n)y
αn =
∞∑
n=1
αn.
Il est à noter qu’une série
∑
P (n)y αn est convergente dès que αn 	 1/nc avec
c > 0.
Considérons les P -sommes partielles de la série (1·2), soit
(1·12) B(ϑ; y) := −
∑
P (n)y
sin(2πnϑ)
πn
.
La remarque fondamentale, qui justifie l’introduction du procédé de P -sommation
dans cette étude, est que le P -analogue de (Dϑ)
(1·13)
∑
P (m)y
f(m)
πm
sin(2πmϑ) +
∑
P (n)y
g(n)
n
B(nϑ; y) = 0 (y  2)
est trivialement vérifié dès que
(1·14)
∑
P (n)y
|g(n)|/n <∞.
Introduisant les P -sommes partielles de la série (1·8), soit
(1·15) ∇f (ϑ; y) :=
∑
P (m)y
f(m)
πm
sin(2πmϑ) +
∑
P (n)y
g(n)
n
B(nϑ),
et les 〈〈 défauts de P -régularité 〉〉 des P -sommes correspondant aux séries U(f ;ϑ)
et V (f ;ϑ), soit
Uf (ϑ; y) :=
∑
P (m)y
m>y
f(m)
πm
sin(2πmϑ), Vg(ϑ; y) :=
∑
P (n)y
n>y
g(n)
n
B(nϑ), (5)
nous déduisons trivialement de (1·15) une autre identité pour ∆f (ϑ; y) :
(1·16) ∆f (ϑ; y) = ∇f (ϑ; y)− Uf (ϑ; y)− Vg(ϑ; y) (y  2).
Cette formule est la base de notre approche. Elle implique en particulier que (Dϑ)
est réalisée dès que les deux séries sont P -régulières et
(1·17) ∇f (ϑ; y) = o(1) (y →∞).
Cela conduit naturellement à la définition suivante.
5. De sorte que, sous réserve de convergence ordinaire, les séries de (Dϑ) sont P -régulières
si, et seulement si, Uf (ϑ; y) = o(1) ou Vg(ϑ; y) = o(1), respectivement.
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Définition 1.3. On dit qu’un couple (f, g) de fonctions arithmétiques liées par la
relation (1·3) est ϑ-adapté si l’on a (1·14) pour tout y  2 et si la relation (1·17)
est satisfaite.
Il est utile de garder à l’esprit que, pour un couple (f, g) ϑ-adapté, la P -conver-
gence de l’une des deux séries U(f ;ϑ) et V (g;ϑ) implique celle de l’autre, les
P -sommes étant alors nécessairement opposées.
À fins de référence ultérieure nous récapitulons dans la proposition suivante les
conditions suffisantes usuelles de validité de (Dϑ) pour un couple ϑ-adapté.
Proposition 1.4. Soit (f, g) un couple ϑ-adapté. On a (f, g) ∈ Dϑ si l’une au
moins des conditions suivantes est réalisée :
(a) la série U(f ;ϑ) converge et Uf (ϑ; y) = o(1), Vg(ϑ; y) = o(1) lorsque y →∞ ;
(b) la série V (g;ϑ) converge et Uf (ϑ; y) = o(1), Vg(ϑ; y) = o(1) lorsque y →∞ ;
(c) les deux séries U(f ;ϑ) et V (g;ϑ) sont convergentes et l’on a
(1·18) lim inf
y→∞
|Vg(ϑ; y)|+ |Uf (ϑ; y)| = 0.
De plus, sous les conditions (a) ou (b), les deux séries de (Dϑ) sont P -régulières.
Bien entendu, si (f, g) est ϑ-adapté, les séries de (Dϑ) sont simultanément P -
convergentes ou simultanément P -divergentes. Il serait intéressant de savoir si elles
sont nécessairement simultanément P -régulières. Dans le cas contraire, il faudrait
encore déterminer s’il peut se produire qu’une seule des deux séries soit convergente
au sens ordinaire ou si, lorsque les deux séries sont à la fois P -convergentes et
convergentes, la P -régularité de l’une implique celle de l’autre. Nous verrons plus
loin que les deux séries associées à un couple ϑ-adapté peuvent être P -convergentes
alors que l’une au moins est divergente au sens usuel.
D’après [14], on a pour tout ϑ ∈ R
(1·19) ∇1(ϑ; y) =
∑
P (m)y
sin(2πmϑ)
πm
+ B(ϑ) = o(1) (y →∞),
ce qui est une reformulation de la P -régularité de la série B(ϑ) pour tout nombre
réel ϑ, puisque
(1·20) B(ϑ; y) = B(ϑ)−∇1(ϑ; y).
Le P -analogue du membre de gauche de (1·7) est
(1·21) ∇(ϑ; y) := ∇δ(ϑ; y) =
sin(2πϑ)
π
+
∑
P (n)y
µ(n)
n
B(nϑ).
Nous verrons plus loin (Théorème 2.1) que cette quantité est 	 1/ log y uni-
formément en ϑ, avec même une majoration meilleure lorsque ϑ est irrationnel.
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Lorsque f et g sont liées par (1·3), (1·13) implique
(1·22) ∇f (ϑ; y) =
∑
P (m)y
f(m)
m
∇(mϑ; y) =
∑
P (n)y
g(n)
n
∇1(nϑ; y).
Les conditions (a), (b), (c) de la Proposition 1.4, liées à la P -régularité, sont fines
par nature. En revanche, il apparâıt au vu de (1·22) que la ϑ-adaptation est une
forme en moyenne de l’une ou l’autre des relations ∇(ϑ; y) = o(1), ∇1(ϑ; y) = o(1),
que l’on sait, d’après respectivement (1·19) et (2·3) infra, être satisfaites pour
tout ϑ. Il est donc naturel d’espérer que la ϑ-adaptation a lieu sous des conditions
relativement générales : c’est effectivement ce que nous établissons au paragraphe 3.
2. Estimations fondamentales : ∇(ϑ;y) et B(ϑ;y)
Nous donnons dans ce paragraphe des évaluations quantitatives de ∇(ϑ; y) et
B(ϑ; y) en fonction de y et des approximations rationnelles de ϑ.
Le résultat suivant, relatif à ∇(ϑ; y), constitue une version effective de la P -
régularité de la série V (µ;ϑ). Ici et dans la suite, nous désignons par τ(q) le nombre
des diviseurs d’un entier naturel q. Conformément à la tradition, nous notons ϕ la
fonction indicatrice d’Euler.
Plusieurs de nos résultats sont exprimés en fonction des bonnes approximations
rationnelles d’un nombre réel ϑ. Posons, selon l’usage,
‖ϑ‖ := min
n∈Z
|ϑ− n| (ϑ ∈ R).
Pour ϑ ∈ R, Q ∈ N∗ on a, en vertu du théorème de Dirichlet,
µ(ϑ;Q) := min
1mQ
‖mϑ‖  1/Q.
Nous utilisons systématiquement la notation
(2·1) q(ϑ;Q) := min
{
q : 1  q  Q, ‖qϑ‖ = µ(ϑ;Q)
}
.
Par commodité d’écriture, nous étendons la définition de t → q(ϑ; t) à [1,∞[ en
posant q(ϑ; t) := q(ϑ; [t]). Les q(ϑ; t) décrivent l’ensemble
(2·2)
{
q : ‖qϑ‖ < min1r<q ‖rϑ‖
}
.
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Théorème 2.1. Soit A > 0. On a uniformément sous les conditions y  2,
Qy := y/(log y)5A+20, ϑ ∈ R, q := q(ϑ;Qy),
(2·3) ∇(ϑ; y)	 qτ(q)
2
ϕ(q)2 log y
+
1
(log y)A
.
De plus, on a uniformément pour y  2, a ∈ Z, q ∈ N, 1  q  Qy,
(2·4) ∇(a/q; y)	 1
(log y)A
.
La puissance du logarithme dans le premier terme du membre de droite de (2·3)
est optimale compte tenu de l’uniformité imposée : il résulte en effet immédiatement
de (1·21) que
∇(0−; y) = 12
∏
py
(
1− 1/p
)
∼ 12e
−γ/ log y (y →∞).
Cette formule est étendue et précisée au Lemme 9.4. Il est intéressant, à ce propos,
de noter que l’étude des variations de ∇(ϑ; y) se confond essentiellement avec celle
des discontinuités : en tout point ϑ où la fonction ∇(ϑ; y) est dérivable, c’est-à-dire
lorsque ϑ
∏
py p /∈ Z, la somme en n de (1·21) est de dérivée nulle, de sorte que
∇′(ϑ; y) = 2 cos(2πϑ).
Le second résultat de ce paragraphe est une version quantitative uniforme en ϑ
de (1·19) — et donc une mesure effective de la convergence de B(ϑ; y).
Nous utilisons les notations
(2·5) ut,y := log t/ log y, u := ux,y, u∗ϑ,y := u1/‖ϑ‖,y.
Conformément à l’usage, nous notons )(v) la fonction de Dickman, définie comme
l’unique solution continue à droite sur R tout entier de l’équation différentielle aux
différences
v)′(v) + )(v − 1) = 0 (v > 1)
avec les conditions initiales )(v) = 0 (v < 0) et )(v) = 1 (0  v  1). Des
informations complémentaires sur la fonction de Dickman sont disponibles, par
exemple, aux paragraphes III.5.3-4 de [29].
Théorème 2.2. Soit A > 0. On a uniformément sous les conditions y  2,
Qy := y/(log y)4A+20, ϑ ∈ R, q := q(ϑ;Qy),
(2·6) B(ϑ; y) = )(u∗ϑ,y)B(ϑ) + O
(
2ω(q)(log q)2)(u∗ϑ,y) log(u
∗
ϑ,y + 2)
ϕ(q) log y
+
1
(log y)A
)
.
En particulier, on a
(2·7) ∇1(ϑ; y)	
2ω(q)(log q)2
ϕ(q) log y
+
1
(log y)A
dès que ‖ϑ‖  1/y.
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On déduit immédiatement de (2·7) que
(2·8) B(ϑ; y) = B(ϑ) + O(1/ log y)
(
‖ϑ‖  1/y
)
.
Lorsque ϑ est très proche d’un entier, l’estimation (2·8) n’est plus valable,(6) et
B(ϑ; y) n’approche pas B(ϑ). Cependant, contrairement au cas de la convergence
usuelle des séries, la P -convergence permet d’éviter le phénomène de Gibbs (cf. [35],
chapitre 8) : la formule (2·6) fournit ainsi
lim
y→∞
sup
ϑ∈R
B(ϑ; y) = 12 = sup
ϑ∈R
B(ϑ).
Nous généralisons ce résultat au paragraphe 5.
3. Critères de ϑ-adaptation
Pour α > 0, nous désignons par Lα(N∗), ou plus simplement Lα, la classe des
fonctions arithmétiques h satisfaisant à
‖h‖α :=
{
lim sup
x→∞
1
x
∑
nx
|h(n)|α
}1/α
<∞.
Le Théorème 2.1 permet d’obtenir une condition suffisante très générale pour
qu’un couple (f, g) soit ϑ-adapté.
Théorème 3.1. Soient α > 1, ϑ ∈ R, et (f, g) un couple de fonctions arithmétiques
satisfaisant (1·3). Si f ∈ Lα, alors (f, g) est ϑ-adapté.
Une autre conséquence, beaucoup plus simple, de la majoration (2·3) du Théo-
rème 2.1 et de la formule (1·22) fait l’objet de la première assertion de l’énoncé
suivant.
Théorème 3.2. Soient ϑ ∈ R et (f, g) un couple de fonctions arithmétiques
satisfaisant (1·3). Alors (f, g) est ϑ-adapté dès que
(3·1) 1
log y
∑
P (m)y
|f(m)|
m
= o(1) (y →∞).
De plus, il existe une infinité de triplets (ϑ, f, g) tels que
(3·2) 1
log y
∑
P (m)y
|f(m)|
m
	 1 (y  2)
alors que (f, g) n’est pas ϑ-adapté.
6. Le prolongement par continuité fournit (u∗ϑ,y) = 0 lorsque ϑ ∈ Z.
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Le Théorème 3.1 permet aussi d’exhiber, conformément à ce qui a été annoncé
au paragraphe 1, des couples (f, g) ϑ-adaptés pour lesquels les séries U(f ;ϑ) et
V (g;ϑ) sont toutes deux P -convergentes — donc, par (1·15) et (1·17), vers des
limites opposées — mais tels que U(f ;ϑ) soit divergente au sens ordinaire.
Posons
(3·3) S(x, y) := {n  x : P (n)  y}.
La construction de notre contre-exemple repose sur un résultat qui découle facile-
ment des estimations de [14] pour la quantité
E(x, y;ϑ) :=
∑
n∈S(x,y)
e(nϑ)
et que nous énonçons ici formellement à fins de référence ultérieure. Ici et dans la
suite nous utilisons la notation classique
e(u) := e2πiu (u ∈ R).
Proposition 3.3. Soient ϑ, τ des nombres réels. Alors la série
(3·4)
∑
n1
e(nϑ)
n1+iτ
est P -régulière si, et seulement si, l’une des deux conditions suivantes est réalisée :
(a) τ = 0 et, pour toute puissance de nombre premier pν , pνϑ /∈ Z ;
(b) τ = 0 et ϑ ∈ Z.
Démonstration. Le cas τ = 0 a été traité dans [14] (théorème 11). Lorsque τ = 0 et
ϑ ∈ Z, il résulte du théorème des nombres premiers que la série (non convergente)
(3·4) est P -convergente, de P -somme ζ(1 + iτ). Lorsque τ = 0 et ϑ ∈ Z, les calculs
sont en fait identiques à ceux de de la démonstration du théorème 11 de [14], à
ceci près que, dans le cas ϑ ∈ Q, la P -régularité découle du lemme de Riemann-
Lebesgue, dont l’application est permise par la non nullité de τ . Nous omettons les
détails. 
Nous sommes maintenant en mesure de décrire le contre-exemple annoncé.
Soient τ ∈ R∗, α ∈ R 12Z. Considérons la fonction arithmétique f = fα,τ définie
par f(m) := sin(2πmα)/miτ . Ainsi qu’il a été vu plus haut, la série
∑∞
m=1 1/m
1+iτ
est P -convergente et non convergente alors que la série
∑∞
m=1 cos(2πmϑ)/m
1+iτ
est P -régulière pour ϑ ∈ R  Z. Grâce à la relation
f(m) sin(2πmϑ)
m
=
cos{2π(ϑ− α)m} − cos{2π(ϑ + α)m}
2m1+iτ
,
nous voyons donc que la série U(f ;ϑ) est P -régulière si ϑ ≡ ±α (mod 1) alors qu’elle
est P -convergente, mais divergente au sens ordinaire, si ϑ ≡ ±α (mod 1). Comme
f est bornée, le Théorème 3.1 implique immédiatement, dans ce dernier cas, que
la série V (g;ϑ) est également P -convergente.
Lorsque ϑ est rationnel, nous pouvons établir un critère de ϑ-adaptation beaucoup
plus large.
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Théorème 3.4. Soient ϑ ∈ Q et (f, g) un couple de fonctions arithmétiques liées
par la relation (1·3). S’il existe une constante A > 0 telle que l’une ou l’autre des
conditions ∑
P (m)y
|f(m)|
m
	 (log y)A,
∑
P (m)y
|g(m)|
m
	 (log y)A
soit satisfaite, alors (f, g) est ϑ-adapté.
Remarque. L’emploi d’un argument sensiblement plus sophistiqué permettrait de
remplacer dans cet énoncé la majoration (log y)A par exp
{
c
√
log y
}
pour une
constante positive convenable c.
Lorsque g est bornée, uniformément ou en moyenne, le Théorème 2.2 permet
d’obtenir des conditions suffisantes de ϑ-adaptation portant sur les dénominateurs
des réduites de ϑ.
Théorème 3.5. Soit ϑ ∈ R  Q. Si {qm}∞m=1 est la suite des dénominateurs des
réduites de ϑ et si (f, g) est un couple de fonctions arithmétiques satisfaisant (1·3),
alors (f, g) est ϑ-adapté dès que l’une des conditions suivantes est réalisée :
(a) g est bornée, et l’on a log qm+1 = o
(
qm) (m→∞) ;
(b) il existe α > 1 et β < 1−1/α tels que g ∈ Lα et log qm+1 	 qβm (m  1).
Lorsque g = 1, la condition (a) est également nécessaire.
4. Critères de validité pour la relation (Dϑ)
Posons
(4·1) B∗(ϑ; y) := −
∑
1ny
sin(2πnϑ)
πn
,
de sorte que l’on a classiquement
(4·2) B(ϑ) = B∗(ϑ; y) + O
( 1
1 + y‖ϑ‖
)
.
La relation (4·2) est une forme effective de l’assertion (1, δ) ∈ Dϑ et l’on peut en
déduire aisément que (f, g) ∈ Dϑ sous la condition
(4·3)
∑
n1
|g(n)|
n
<∞.
Dans [8], Davenport obtient le résultat pour f = µ2 ; la fonction g est alors définie
par g(n) = µ(m) si n = m2, g(n) = 0 si n n’est pas un carré. Pour établir le cas
général, nous appliquons (4·2) avec nϑ et y/n à la place de ϑ et y. Multipliant par
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g(n)/n et sommant sur l’ensemble de tous les entiers n  y tels que ‖nϑ‖ = 0, nous
obtenons après regroupement dans le membre de droite
(4·4)
∑
ny
g(n)
n
B(nϑ) +
∑
my
f(m) sin(2πmϑ)
πm
	
∑
ny, ‖nϑ‖
=0
|g(n)|
n + y‖nϑ‖ .
Sous l’hypothèse (4·3), le majorant tend bien vers 0 lorsque y →∞.
Dans la nouvelle approche du problème explorée ici, la relation (2·7) joue le rôle
de (4·2) et il n’est pas du tout évident a priori, même en faisant simultanément
appel à ces deux relations, que le résultat précédent puisse être retrouvé : il est en
effet théoriquement possible que ∆f (ϑ; y) tende vers 0 lorsque y → ∞ alors qu’il
n’en va pas ainsi pour l’un au moins des termes du membre de droite de (1·16). Nous
allons voir cependant que la méthode passe allègrement ce premier test, fournissant
en fait un renseignement supplémentaire spécifique.
Théorème 4.1. Soit g une fonction arithmétique satisfaisant à (4·3), et f := 1∗g.
On a (f, g) ∈ Dϑ pour tout ϑ ∈ R et les séries U(f ;ϑ) et V (g;ϑ) sont P -régulières.
Démonstration. Utilisons le critère (b) de la Proposition 1.4. La ϑ-adaptation du
couple (f, g) découle de (2·7) et de la seconde expression (1·22) pour ∇f (ϑ; y). La
P -régularité de la série V (g;ϑ) résulte immédiatement de (4·3).
Il reste à montrer que
(4·5) Uf (ϑ; y) = o(1) (y →∞).
Une interversion de sommations fournit, avec la notation (4·1),
(4·6) Uf (ϑ; y) =
∑
ny
g(n)
n
{
B∗
(
nϑ;
y
n
)
−B(nϑ; y)
}
Par (4·2) et (2·7), l’expression entre accolades est uniformément bornée en ϑ et est
	 n/(n + log y) lorsque, disons, ‖nϑ‖ > 1/√y. Il suit
Uf (ϑ; y)	
∑
P (n)y
|g(n)|
n + log y
+
∑
P (n)y
0<‖nϑ‖1/√y
|g(n)|
n
.
Compte tenu de l’hypothèse (4·3), le théorème de Lebesgue implique donc (4·5). 
Le résultat suivant établit qu’en un certain sens le Théorème 4.1 est optimal.
Théorème 4.2. Pour toute fonction ξ positive telle que limy→+∞ ξ(y) = ∞, il
existe une fonction arithmétique g satisfaisant à
∑
P (n)y |g(n)|/n  ξ(y) et un
nombre réel ϑ tels que :
(a) la série V (g;ϑ) est divergente et P -divergente ;
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(b) le couple (f, g) avec f = 1 ∗ g n’est pas ϑ-adapté.
Le fait que la majoration (2·7), qui est le P -analogue de (4·2), fournisse la
même condition taubérienne pour la validité de (Dϑ) montre que l’approche du
problème via la P -sommation n’induit pas de perte systématique. Nous verrons
qu’elle conduit en fait à des résultats nouveaux, non seulement en exploitant le
P -analogue (2·3) de (1·7) — qui est la version duale de (4·2) —, mais aussi en
employant directement (2·7), qui se révèle dans certains cas plus pertinent que (4·2).
Le résultat suivant est un exemple d’une telle situation. Nous y établissons que
(log,Λ) ∈ Dϑ pour tout nombre réel ϑ.(7) On peut aisément vérifier qu’avec ce
choix des fonctions f et g l’estimation (4·4) ne permet pas de conclure.(8)
Théorème 4.3. Pour tout ϑ ∈ R, on a
(4·7)
∞∑
m=1
logm
πm
sin(2πmϑ) +
∞∑
n=1
Λ(n)
n
B(nϑ) = 0
et les deux séries sont P -régulières.
Dans [7], Davenport a prouvé que (4·7) a lieu pour un ensemble de valeurs
de ϑ ∈ T de mesure 1, contenant les rationnels. La validité inconditionnelle de
(4·7) a été annoncée par Segal dans [24] mais sa preuve n’est pas correcte, la
justification de l’interversion dans la formule (4) de [24] étant déficiente. Le résultat
est repris tel quel dans [17]. L’approche de Segal, qu’il met en œuvre pour les couples
(f, g) = (δ, µ) et (f, g) = (log,Λ), repose sur la représentation intégrale
(4·8) B(z) = − 1
2πi
∫ −c+i∞
−c−i∞
ζ(s)zs
s
ds (z > 0),
certainement valable pour c ∈]0, 12 [.(9) Cette formule peut être facilement établie
par déplacement de l’abscisse d’intégration à partir d’une intégrale de Perron sur
une droite d’abscisse > 1. L’intégrale de (4·8) est semi-convergente mais non
absolument convergente : l’équation fonctionnelle de ζ et la formule de Stirling
complexe fournissent en effet, pour s = −c + iτ ,
(4·9) ζ(s)z
s
s
=
|τ |c−1/2ζ(1 + c− iτ)eihz(τ)
izc(2π)c+1/2
{
1 + O
( 1
|τ |
)}
(|τ |  1)
7. Conformément à l’usage, nous désignons par Λ la fonction de von Mangoldt.
8. En effet, ∑
ny, ‖nϑ‖=0
Λ(n)
n+ y‖nϑ‖ 
∑
y/2<ny
Λ(n)
2n
= 1
2
log 2 + o(1).
9. Segal affirme que (4·8) est valable pour 0 < c < 1. L’intégrale de (4·8) ne converge pas
pour 1
2
< c < 1.
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avec hz(τ) := τ log
(
2πz/|τ |
)
+ τ − 34π sgn(τ). Il est à noter que la discontinuité
de B en z = 0 interdit une approximation uniforme de B(z) par troncature de
l’intégrale de (4·8). En appliquant (4·8) à z = nϑ pour n ∈ N∗ et en sommant sur
n  x, on obtient
(4·10)
∑
nx
g(n)
n
B(nϑ) = − 1
2πi
∫ c+i∞
c−i∞
ζ(−s)
sϑs
∑
nx
g(n)
ns+1
ds.
Un passage à la limite sous le signe d’intégration et l’application de l’équation
fonctionnelle de ζ suivi de la formule d’inversion de Mellin fournissent formellement
(f, g) ∈ Dϑ lorsque, par exemple, g = µ. Cependant, contrairement à ce qui est
annoncé dans [24], la convergence absolue de
∑
n g(n)/n
s+1 ne suffit pas à justifier
le procédé puisque l’intégrande du second membre de (4·10) n’est pas dominé par
une fonction intégrable.
Le développement en série de Fourier de log Γ(ϑ) obtenu par Kummer [21](10)
permet d’exprimer la somme des séries de (4·7) en termes de fonctions classiques.
On a pour tout ϑ ∈ R  Z
∑
m1
logm
πm
sin(2πmϑ) = log
(
Γ(〈ϑ〉)
√
| sin(πϑ)|
π
√
2
)
+ (γ + log 2π)〈ϑ〉 − 12γ,
où γ est la constante d’Euler.
Le Théorème 4.3 n’est pas transposable au couple (f, g) = (τ,1) : ainsi que l’a
remarqué Chowla [6], il existe des réels ϑ tels que la série V (1;ϑ) diverge.(11) Le
Théorème 3.5 nous permet de caractériser complètement les nombres réels ϑ tels
que (τ,1) ∈ Dϑ.
Théorème 4.4. On a
(4·11)
∑
m1
τ(m)
πm
sin(2πmϑ) +
∑
n1
B(nϑ)
n
= 0
pour tout ϑ ∈ Q. Pour ϑ ∈ R  Q, la relation (4·11) est valide si, et seulement si,
la série
(4·12)
∑
m1
(−1)m log qm+1
qm
converge, où {qm}m1 désigne la suite des dénominateurs des réduites de ϑ. Lorsque
la série (4·12) diverge, il en va de même des deux séries de (4·11).
10. Voir Whittaker et Watson [32] §12·31.
11. Un calcul élémentaire permet en effet de montrer que l’on a, pour y  q − 1,∑
ny
B(n/q)
n
= − 1
2
∑
1b<q
1
b
+O(1) = − 1
2
log q +O(1).
Cela permet de construire des irrationnels ϑ pour lesquels la série V (1;ϑ) diverge.
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L’équivalence des convergences de (4·12) et de la première série (4·11) n’est pas
nouvelle : elle été établie, avec une méthode totalement différente et sensiblement
plus compliquée, par Wilton [33]. Par ailleurs, Wilton ne considère pas la question
de l’identité (4·11).
Les nombres de Bruno — voir [34] —, qui sont définis par la condition∑
m1
(log qm+1)/qm <∞,
satisfont (4·12). Ils constituent donc, en vertu du Théorème 4.4, des exemples non
triviaux de nombres irrationnels pour lesquels (4·11) a lieu.
On peut, plus généralement, poser la question de la validité de (Dϑ) lorsque
f = τα avec α ∈ R. Le Théorème 1.1 fournit une réponse affirmative pour tout
ϑ ∈ R lorsque α < 0. La relation (Dϑ) a encore lieu lorsque α = 0, autrement
dit f = 1 : elle cöıncide alors avec le développement en série de Fourier (1·2) de
la fonction B. En revanche, pour chaque α > 0, on peut construire des nombres
réels ϑ invalidant (Dϑ) en imposant la divergence d’une série analogue à (4·12), qui
correspond au cas α = 1.
Les estimations de
∑
n∈S(x,y) µ(n)B(nϑ) établies au cours de la preuve du Théo-
rème 2.1 fournissent des cas de validité pour (Dϑ) fondamentalement distincts de
ceux qui, à l’instar de (4·7), sont déduits des évaluations du Théorème 2.2.
Théorème 4.5. Pour tout ϑ ∈ R, on a
(4·13)
∑
m1
Λ(m)
πm
sin(2πmϑ)−
∑
n1
µ(n) log n
n
B(nϑ) = 0
et ces deux séries sont P -régulières.
De plus, la convergence des deux séries de (4·13) est uniformément bornée.
Comme nous l’avons remarqué dans l’introduction, un argument simple permet
de déduire de ce résultat que
(
Λ ∗ h,−(µ log) ∗ h
)
∈ Dϑ pour tout ϑ ∈ R si la
fonction h satisfait (1·4). Il est à noter que le Théorème 4.3, qui correspond au cas
h = 1,(12) représente un cas de validité essentiellement différent.
Notre approche est également pertinente lorsque les fonctions f et g sont
multiplicatives. Pour chaque valeur du paramètre réel A  1, nous désignons par FA
la classe des fonctions arithmétiques multiplicatives f telles que
(4·14) sup
p
|f(p)|  A, et
∑
mt
|f(m)|2  A2t (t ∈ R+).
Il est clair que F1 contient l’ensemble M1 des fonctions multiplicatives à valeurs
dans le disque unité fermé.
12. On a classiquement Λ = −(µ log) ∗ 1.
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Théorème 4.6. Soient A > 0, (f, g) ∈ FA × FA un couple de fonctions
arithmétiques satisfaisant (1·3) et ϑ ∈ R  Q. Alors on a (f, g) ∈ Dϑ dès que
les séries U(f ;ϑ) et V (g;ϑ) sont convergentes.
Soit F∗A le sous-ensemble de FA constitué des fonctions multiplicatives f qui,
outre les conditions (4·14), satisfont également à
(4·15) sup
p
sup
ν2
|f(pν)|/pδν/2  A
pour un nombre réel convenable de [0, 1[. Le résultat suivant fournit un critère
pratique de validité de (Dϑ) lorsque f et g sont multiplicatives, g ∈ F∗A et ϑ ∈ Q.
Théorème 4.7. Soient q ∈ N∗, A > 0, g ∈ F∗A et f := g ∗ 1. On suppose d’une
part que, pour tout caractère χ impair(13) de module divisant q, on a
(4·16) p  (A + 1)2 ⇒
∑
ν0
g(pν)χ(pν)
pν
= 0,
et d’autre part que l’une des trois conditions équivalentes suivantes est réalisée :
(a) la série
∑∞
n=1 g(n)χ(n)/n converge pour tout caractère χ impair dont le
module divise q ;
(b) la série
∑∞
n=1 g(n) sin(2πbn/q)/n converge pour tout b ∈ N ;
(c) la série V (g; b/q) =
∑∞
n=1 g(n)B(bn/q)/n converge pour tout b ∈ N.
Alors on a (f, g) ∈ Dϑ pour tout nombre rationnel ϑ = a/q avec a ∈ Z. De plus,
les séries U(f ; a/q) et V (g; a/q) sont P -régulières.
Pour z ∈ C, nous désignons par τz la puissance de convolution d’ordre z de
la fonction 1 ; autrement dit, τz(n) est le coefficient générique de la série de
Dirichlet ζ(s)z. Les Théorèmes 4.6 et 4.7 impliquent (τz+1, τz) ∈ Dϑ pour tout
ϑ ∈ R lorsque |z|  1 et |z + 1|  1. Une étude spécifique permet de s’affranchir de
la première restriction.
Théorème 4.8. Soit z ∈ C, |z + 1|  1. Alors on a, pour tout ϑ ∈ R,
∑
m1
τz+1(m)
πm
sin(2πmϑ) +
∑
n1
τz(n)
n
B(nϑ) = 0.
13. On rappelle qu’un caractère impair est caractérisé par la relation χ(−1) = −1.
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5. Sur l’absence de phénomène de Gibbs
Soit V Bn(T) la classe des fonctions F qui sont 1-périodiques, à variation bornée
sur T = R/Z, et normalisées par F (ϑ) = 12{F (ϑ+) + F (ϑ−)} aux points de
discontinuité. Toute fonction F de V Bn(T) est dérivable presque partout et la
décomposition de Radon–Nikodym de la mesure de Stieltjes dF s’écrit
(5·1) dF (ϑ) = F ′(ϑ) dϑ + dσF (ϑ)
où la partie singulière σF est également à variation bornée sur T (cf., par
exemple, [23], théorème 6.10). Pour α > 1, désignons par V Bαn (T) le sous-espace de
V Bn(T) constitué des fonctions F dont la dérivée pp F ′ est dans Lα(T). Le résultat
suivant généralise (2·6) aux éléments de V Bαn (T) et implique en particulier, pour les
fonctions de cet espace, l’absence de phénomène de Gibbs dans la P -sommation de
Fourier. Dans ce paragraphe, nous notons an(F ), bn(F ) les coefficients de Fourier
d’une fonction F de L1(T), et nous définissons la P -série de Fourier de F par
(5·2) F (ϑ; y) := a0(F ) +
∑
P (n)y
{
an(F ) cos(2πnϑ) + bn(F ) sin(2πnϑ)
}
pour toute valeur de ϑ où cela a un sens. C’est en particulier le cas si F ∈ V Bn(T)
puisque |an(F )|+ |bn(F )| 	 1/n, ce qui implique l’absolue convergence de la série
(5·2) pour chaque y  2.
Théorème 5.1. Soient α > 1 et F ∈ V Bαn (T). Il existe une fonction εF (y)
satisfaisant à limy→∞ εF (y) = 0 et telle que l’on ait, uniformément pour ϑ ∈ R et
y  2,
(5·3) F (ϑ; y)− F (ϑ) =
∫
T
{)(u∗v,y)− 1}B(v) dσF (ϑ− v) + O
(
εF (y)
)
.
En particulier, on a
(5·4) lim
y→∞
F (ϑ; y) = F (ϑ) (ϑ ∈ T)
et
(5·5) lim
y→∞
sup
ϑ∈T
F (ϑ; y) = sup
ϑ∈T
F (ϑ).
Démonstration. Pour toute fonction F de V Bn(T) et tout entier n  1, on a
an(F ) cos(2πnϑ) + bn(F ) sin(2πnϑ) = 2
∫
T
cos(2πn(ϑ− v))F (v) dv
= −
∫
T
sin(2πn(ϑ− v))
πn
dF (v)
= −
∫
T
sin(2πnv)
πn
dF (ϑ− v).
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Cette quantité étant trivialement 	 1/n, on peut sommer pour P (n)  y. On en
déduit que l’on a pour tout y  2
(5·6) F (ϑ; y) = a0(F ) +
∫
T
B(v; y) dF (ϑ− v).
Par ailleurs, une simple intégration par parties fournit, dès que F ∈ V Bn(T),
(5·7) F (ϑ) = a0(F ) +
∫
T
B(v) dF (ϑ− v).
En effectuant la différence de (5·6) et (5·7), nous obtenons
(5·8) F (ϑ; y)− F (ϑ) =
∫
T
∇1(v; y) dF (ϑ− v) = R1(ϑ; y) + R2(ϑ; y),
disons, où R1(ϑ; y) et R2(ϑ; y) désignent les contributions respectives à l’intégrale
précédente des mesures F ′(ϑ− v) dv et dσF (ϑ− v) définies en (5·1).
Soient r := min(2, α), s := r/(r − 1). Alors F ′ ∈ Lr(T) ; un résultat classique
(cf., par exemple, [18], theorem I.4.7) implique donc
(5·9)
∑
n1
|an(F ′)|+ |bn(F ′)|
n

( ∑
n1
2
nr
)1/r( ∑
n1
{|an(F ′)|s + |bn(F ′)|s}
)1/s
<∞.
On en déduit que
(5·10)
R1(ϑ; y) =
∫
T
∇1(ϑ− v; y)F ′(v) dv
= 2
∑
P (n)>y
bn(F ′) cos(2πnϑ)− an(F ′) sin(2πnϑ)
πn
	 ηF (y)
avec ηF (y) :=
∑
n>y
{
|an(F ′)|+ |bn(F ′)|
}
/n = o(1) (y →∞).
L’estimation (2·6) fournit
(5·11) R2(ϑ; y) =
∫
T
{)(u∗v,y)− 1}B(v) dσF (ϑ− v) + OF (1/ log y).
En reportant (5·10) et (5·11) dans (5·8), nous obtenons bien (5·3), quitte à choisir
εF (y) := ηF (y) + 1/ log y.
Comme {)(u∗v,y)−1}B(v) tend simplement vers 0 sur T, la relation (5·3) implique
clairement (5·4), en vertu du théorème de la convergence dominée.
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Montrons maintenant (5·5). On déduit immédiatement de (5·4) que
lim
y→∞
sup
ϑ
F (ϑ; y)  sup
ϑ
F (ϑ).
Il suffit donc de prouver l’inégalité inverse. Nous pouvons supposer sans perte de
généralité que a0(F ) = 0. Posons
Fy(ϑ) :=
∫
T
B(v)F ′(ϑ− v) dv +
∫
T
)(u∗v,y)B(v) dσF (ϑ− v),
de sorte que, par (5·3) et (5·7), on a
sup
ϑ
|F (ϑ; y)− Fy(ϑ)| = o(1) (y →∞).
Comme l’application v → )(u∗v,y)B(v) est continue sur T, Fy(ϑ) est, pour chaque y,
une fonction continue de ϑ. Elle atteint donc son maximum en un point ϑy. Quitte
à extraire une sous-suite, on peut supposer que
lim
y
Fy(ϑy) = lim
y
sup
ϑ
F (ϑy; y) = lim
y
sup
ϑ
F (ϑ; y)
et que ϑy tend vers une limite ϑ0 ∈ T. On peut encore supposer, quitte à changer
F (ϑ) en F (ϑ− ϑ0), que ϑ0 = 0.
Soit δF := σF (0+)− σF (0−) le saut de σF en 0. Posons
H(ϑ) :=
{ 0 si ϑ < 0,
1
2 si ϑ = 0,
1 si ϑ > 0,
de sorte que σ̃F := σF − δFH est continue en 0. On a pour ϑ ∈ T
(5·12) Fy(ϑ) =
∫
T
B(v)F ′(ϑ−v) dv+
∫
T
)(u∗v,y)B(v) dσ̃F (ϑ−v)+δF )(u∗ϑ,y)B(ϑ).
La première intégrale est classiquement une fonction continue de ϑ. Donc
lim
y→∞
∫
T
B(v)F ′
(
ϑy − v
)
dv =
∫
T
B(v)F ′(−v) dv.
Comme )(u∗v,y)B(v) tend simplement vers B(v) sur T avec une convergence
uniforme sur tout compact de T ne contenant pas 0, et comme σ̃F est continue
en 0, on a
lim
y→∞
∫
T
)(u∗v,y)B(v) dσ̃F (ϑy − v) =
∫
T
B(v) dσ̃F (−v).
Il suit
Fy(ϑy) 
∫
T
B(v)F ′(−v) dv +
∫
T
B(v) dσ̃F (−v) + 12 |δF |+ o(1).
Or, il découle de (5·12) que
max{F (0+), F (0−)} =
∫
T
B(v)F ′(−v) dv +
∫
T
B(v) dσ̃F (−v) + 12 |δF |.
On en déduit que Fy(ϑy)  supϑ F (ϑ) + o(1). Cela achève la preuve de (5·5). 
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6. Sommes d’exponentielles
6·1. Préliminaires
Avec la notation (3·3) pour l’ensemble S(x, y), nous posons
(6·1) Eg(x, y;ϑ) :=
∑
n∈S(x,y)
g(n)e(ϑn), Zg(x, y;ϑ) :=
∑
n∈S(x,y)
g(n) sin(2πϑn).
Lorsque g = 1, nous omettons l’indice, soit
E(x, y;ϑ) := E1(x, y;ϑ), Z(x, y;ϑ) := Z1(x, y;ϑ).
La quantité
Ψ(x, y) := |S(x, y)|
constitue la borne triviale de référence pour les quantités (6·1) lorsque |g|  1.
Nous aurons souvent l’occasion d’utiliser le résultat uniforme suivant, établi dans
[31] (exercice corrigé III.5.6).
Lemme 6.1. On a
(6·2) Ψ(x, y)	 xu−u + x1/4 	 xe−u/2 (x  2, y  2).
Nos estimations pour les quantités (6·1) sont génériquement exprimées en fonc-
tion des bonnes approximations rationnelles de ϑ, dont les dénominateurs sont
définis en (2·1). Nous aurons ultérieurement l’occasion d’exploiter la minoration
suivante de q(mϑ;Q) (m  1).
Lemme 6.2. Soient ϑ ∈ R, Q ∈ N∗, m ∈ N∗, q := q(ϑ;Q), qm := q(mϑ; 2Q).
Alors l’une au moins des deux relations suivantes a lieu :
(i) qm = q/(q,m) ; (ii) qm  Q/(2m).
Démonstration. Il existe des entiers a et am, avec (a, q) = (am, qm) = 1, tels que
|ϑ− a/q|  1/(qQ), |mϑ− am/qm|  1/(2qmQ), et donc∣∣∣a
q
− am
mqm
∣∣∣  1
Q
{1
q
+
1
2mqm
}
.
Si a/q = am/(mqm), alors am/qm = {am/(m, q)}/{q/(m, q)} et, puisque les deux
membres de cette dernière égalité sont des fractions irréductibles, qm = q/(m, q).
Sinon,
1
qmqm
 1
Q
{1
q
+
1
2mqm
}
,
d’où 12Q  Q− 12q  mqm et donc qm  Q/(2m). 
Nous aurons également l’usage du classique résultat d’approximation suivant,
dont nous rappelons la démonstration pour la commodité du lecteur.
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Lemme 6.3. Soient ϑ ∈ R, a ∈ Z, q  1, (a, q) = 1, ϑ = a/q + β, |β|  1/q2,
t ∈ N, 0  v  q − 1. Il y a au plus six valeurs de r ∈ N, 0  r < q telles que l’on
ait
‖ϑ(tq + r)‖ ∈]v/q, (v + 1)/q].
Démonstration. Pour chaque t, nous avons ‖ϑ(tq + r)‖ = ‖αr‖ avec αr :=
ra/q + rβ + tqβ. Lorsque 0  r = s < q, et si 〈αr〉 − 12 et 〈αs〉 − 12 ont le même
signe, nous pouvons écrire
∣∣‖αs‖ − ‖αr‖∣∣ = ‖αs − αr‖ > ‖(s − r)a/q‖ − 1/q. Il y
a donc au plus six valeurs de r, 0  r < q, telles que αr appartienne à l’intervalle
]v/q, (v + 1)/q] modulo 1. 
Nous rappelons enfin certaines propriétés connues du développement en fraction
continue des nombres irrationnels. Rappelons la définition (2·1). Pour chaque
ϑ ∈ R  Q, l’ensemble des entiers de la forme q(ϑ;Q) (Q  1) cöıncide avec celui
des dénominateurs des réduites de ϑ — cf., par exemple, [19], théorèmes 16 et 17.
Notant {qm}∞m=1 = {qm(ϑ)}∞m=1 la suite des dénominateurs des réduites de ϑ, on
a q0 = 1 et
qm = min{q : ‖qϑ‖ < ‖qm−1ϑ‖} (m  1).
La croissance de la suite des qm est au moins exponentielle. On a par exemple
qm+2  qm+1 + qm  2qm.
Désignant par am/qm la m-ième réduite de ϑ ∈ R  Q, nous posons
εm := ϑ− am/qm.
La quantité (−1)mεm est de signe constant. On a
1
qm(qm+1 + qm)
< |εm| <
1
qmqm+1
(m  1),
d’où
|εm| 
1
qmqm+1
(m  1).
Soient B une constante positive et Qx := x/(log x)B (x  2). L’ensemble des
nombres réels x tels que q(ϑ;Qx) = qm est l’intervalle défini par les conditions
qm  Qx < qm+1 ; nous le notons [ξm, ξm+1[. Nous utiliserons les relations
(6·3) ξm  qm(log qm)B , |εm| ξm 
(log qm)B
qm+1
, |εm| ξm+1 
(log qm+1)B
qm
.
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6·2. Estimations de E(x, y;ϑ) et Z(x, y;ϑ)
Dans la suite de ce travail, nous utilisons systématiquement les notations
(6·4) Y := e
√
log y, Y1 := ylog2 y.
Lemme 6.4. Il existe des constantes positives c1 et c2 telles que, pour tous x  2,
y  2, ϑ ∈ R vérifiant ‖ϑ‖x  Y c1 , on ait
(6·5) Z(x, y;ϑ) = )(u)Z(x, x;ϑ) + O(R1(x, y;ϑ))
avec
(6·6) R1(x, y;ϑ) := Ψ(x, y)
log(u + 1)
log y
log(1 + x2‖ϑ‖2)
x‖ϑ‖ +
x
Y c2
.
Démonstration. Nous pouvons nous restreindre au cas x  y car le résultat est
trivialement vérifié dans la circonstance opposée. Nous supposons également, quitte
à changer ϑ en −ϑ, que ϑ = ‖ϑ‖.
Il est établi au §2 de [4] que l’on a, sous les conditions de l’énoncé,
E(x, y;ϑ) = )(u)E(x, x;ϑ) + O
(
Ψ(x, y)
log(u + 1)
log y
log(1 + x‖ϑ‖)
x‖ϑ‖ +
x
Y c2
)
.
Cela implique bien (6·6) si ‖ϑ‖ > 1/x. Il nous suffit donc d’établir l’estimation
(6·7) Z(x, y;ϑ)− )(u)Z(x, x;ϑ)	 Ψ(x, y) log(u + 1)
log y
x‖ϑ‖+ x
Y c2
lorsque ‖ϑ‖  1/x.
Le membre de gauche de (6·7) est trivialement
	 Ψ(x, y) + x)(u)	 xu−u + x1/4,
où la dernière estimation résulte de (6·2). Cette majoration étant 	 x/Y lorsque
log x > (log y)3/2, nous pouvons supposer dans la suite que
(6·8) y  x  exp{(log y)3/2}.
D’après de Bruijn [5], on a dans ce domaine
Ψ(x, y) = Λ(x, y) + O
(
Ψ(x, y)/Y 2c2
)
avec
Λ(x, y) :=
x
∫ ∞
0−
)(u− v) d
(
[yv]/yv
)
(x /∈ Z),
Λ(x+, y) (x ∈ Z).
24 R. de la Bretèche et G. Tenenbaum
Il vient
(6·9)
Z(x, y;ϑ)− )(u)Z(x, x;ϑ)
=
∫ x
x/Y c2
sin(2πϑt) d
{
Λ(t, y)− [t])(u)
}
+ O
(
x/Y c2
)
.
Il est nécessaire d’évaluer la mesure figurant au membre de droite. On a, pour y
fixé, l’égalité entre mesures en t :
(6·10) dΛ(t, y) = λ(t, y) dt + td
(
[t]/t
)
avec
λ(t, y) :=
Λ(t, y)
t
+
1
log y
∫ ∞
0−
)′(ut,y − v) d
(
[yv]/yv
)
,
où l’on a employé la notation (2·5). On peut aisément établir l’estimation
λ(t, y) = )(ut,y) + O
()(ut,y) log(ut,y + 1)
log y
)
(y  (log t)2).
Nous omettons les détails qui sont semblables à ceux de la preuve du théorème 3
de [14]. Compte tenu de la majoration
)(u− v)	 )(u){u log(1 + u)}v (0  v  1)
qui résulte du corollaire III.5.8.4 de [29], cela implique
(6·11) λ(t, y) = )(ut,y) + O
()(u) log(u + 1)
log y
) (
x/Y c2  t  x
)
dans le domaine (6·8).
Il découle de (6·10) que
(6·12) d
{
Λ(t, y)− [t])(u)
}
= λ1(t, y) dt +
{
)(u)− 1
}
d〈t〉
avec
λ1(t, y) := λ(t, y)− )(u) + 〈t〉/t.
Cette dernière quantité peut être évaluée grâce à (6·11). On a, dans le domaine (6·8),
(6·13) λ1(t, y)	
)(u) log(u + 1){log(x/t) + 1}
log y
(
x/Y c2  t  x
)
.
Reportons (6·12) dans (6·9) en tenant compte de (6·13). La contribution de
la mesure d〈t〉 est nulle. Estimons celle de la mesure absolument continue en
employant la borne triviale | sin(2πϑt)| 	 ‖ϑ‖x. Nous obtenons bien l’estimation
requise (6·7). 
Le résultat suivant, qui fait l’objet du corollaire 3 de [2], nous permet de traiter
le cas des grandes valeurs de q(ϑ;Q).
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Lemme 6.5. On a uniformément pour x  y  2, R  1, ϑ ∈ R, q(ϑ;x/R)  R,
|E(x, y; ϑ)| 	 x(log x)4
{
R−1/4 + e−
√
log x
}
,
|Eµ(x, y; ϑ)| 	 x(log x)4
{
R−1/4 + e−
√
log x
}
.
Nous traitons finalement le cas des petites valeurs de q(ϑ;Q). Nous introduisons
les notations
α(q) := 5/(6 + log q),
Jq(x, y) :=
log q
log y
(log(u + 1))2 +
(y
x
)α(q)
,
Rq(x, y) := Ψ(x, y)
2ω(q) log q
ϕ(q) log y
Jq(x, y).
Lemme 6.6. Soit A > 0. On a uniformément pour ϑ ∈ R, x  y  2,
Qx := x/(log x)4A+16, q := q(ϑ;Qx)  2, a ∈ Z, (a, q) = 1, |qϑ − a|  1/Qx,
ϑq := ϑ− a/q,
(6·14) Z(x, y;ϑ) = −xΛ(q)
ϕ(q)
)′(u)
log y
{sin(πϑqx)}2
πϑqx
+ O
(
Rq(x, y) +
x
(log x)A
)
.
Démonstration. L’estimation (6·14) peut être établie par des calculs très voisins de
ceux qui sont menés dans les preuves des théorèmes 1 et 2 de [2], aussi nous nous
bornons à indiquer les étapes essentielles de la déduction.
Posons
Sq(t) :=
1
t
∑
nt
µ(q/(n, q))
ϕ(q/(n, q))
, Vq(x, y) :=
x
∫ ∞
−∞
)(u− v) dSq(yv) (x /∈ N∗)
Vq(x+, y) (x ∈ N∗).
Le point (ii) du théorème 1 de [2] fournit une évaluation de Vq(x, y) lorsque u
n’est pas trop proche d’un entier par excès. La démonstration fournit en fait(14) le
résultat suivant, que par souci de concision, nous énonçons seulement dans le cas
k = 1 de la forme originale : il existe des constantes positives κ0, κ1 telles que, pour
x  3, exp{κ0(log2 x)2}  y  x, 2  q  Y κ1 , on ait
(6·15) Vq(x, y) = −x
Λ(q))′(u)
ϕ(q) log y
+ O
(
Rq(x, y)
)
.
Nous sommes maintenant en position de décrire sommairement la preuve
de (6·14).
14. Voir les calculs de la p. 59 de [2].
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Nous observons d’abord que la majoration (6·2) nous permet, compte tenu de la
présence du terme x/(log x)A dans le terme résiduel de (6·14), de limiter l’étude
au domaine
(6·16) 2  y  x  Y1 := ylog2 y.
Lorsque cette condition n’est pas réalisée, (6·14) est impliquée par l’estimation
triviale Z(x, y;ϑ) 	 Ψ(x, y). Au vu du Lemme 6.5, nous pouvons également
supposer que
(6·17) 2  q  (log x)4A+16.
Si ϑq = 0, le théorème 1 de [2] implique
E(x, y; a/q) = Vq(x, y) + O
( x
(log x)A
)
,
d’où, puisque Vq(x, y) est réel,
Z(x, y; a/q) = mE(x, y; a/q)	 x/(log x)A.
Nous nous plaçons dorénavant dans l’hypothèse ϑq = 0. Posons
x1 := max
(
x/(log x)A, y
)
.
Alors on a sous les conditions (6·16) et (6·17)
(6·18) E(x1, y;ϑ)	 x/(log x)A.
En effet, cette estimation est triviale si y  x/(log x)A et, dans le cas contraire,
elle résulte immédiatement de la majoration
E(y, y;ϑ)	 1/‖ϑ‖  2q 	 (log x)4A+16.
Nous déduisons de (6·18) que
(6·19) E(x, y;ϑ) =
∫ x
x1
e(ϑqt) dE(t, y; a/q) + O
(
x/(log x)A
)
.
Posons
vq(t, y) := Vq(t, y)/t.
Avec des calculs essentiellement identiques à ceux du paragraphe 2.5 de [2] et
reposant sur l’évaluation de E(t, y;ϑ) obtenue au théorème 1 de ce même travail,
nous pouvons déduire de (6·19) que l’on a
E(x, y;ϑ) =
∫ x
x1
e(ϑqt)vq(t, y) dt + O
(
Rq(x, y) + x/(log x)A
)
.
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La fonction vq(t, y) est réelle. En égalant les parties imaginaires des deux membres,
nous obtenons
Z(x, y;ϑ) =
∫ x
x1
sin(2πϑqt)vq(t, y) dt + O
(
Rq(x, y) + x/(log x)A
)
=
−Λ(q)
ϕ(q) log y
∫ x
x1
sin(2πϑqt))′(ut,y) dt + O
(
Rq(x, y) + x/(log x)A
)
,
où le terme d’erreur issu de celui de (6·15) a été traité en majorant trivialement
| sin(2πϑqt)| par 1 et en utilisant l’estimation du lemme 4.1 de [14] :∫ ∞
0
)(u− v)y−v dv 	 )(u)/ log y,
valable pour y  2, 0  u  √y. Une intégration par parties permet maintenant
d’écrire ∫ x
x1
sin(2πϑqt))′(ut,y) dt−
x)′(u){1− cos(2πϑqx}
2πϑqx
=
∫ x
x1
{cos(2πϑqt)− 1})′′(ut,y)
2πϑqt log y
dt + O
( x
(log x)A
)
	 x)(u){log(u + 1)}
2
log y
+
x
(log x)A
.
où l’on a utilisé les majorations
)′′(ut,y)	 )(u){log(u + 1)}2 (x/(log x)A  t  x),
{1− cos(2πϑqt)}/2πϑq 	 t (t ∈ R).
Cela implique bien l’estimation requise (6·14). 
6·3. Estimations de Eτz(x, y;ϑ) et Zτz(x, y;ϑ)
Nous conservons les notations du paragraphe 6.1. La fonction τz est définie à la
fin du paragraphe 4. Nous utiliserons à plusieurs reprises dans la suite les inégalités
(6·20) |τz(m)|  τκ(m)  τλ(m) (|z|  κ  λ, m  1).
Les deux lemmes suivants fournissent des majorations de Eτz (x, y;ϑ) en fonction
des approximations rationnelles de ϑ.
Lemme 6.7. Soit κ  1. Sous les conditions z ∈ C, |z|  κ, x  2, q ∈ N,
1  q  x, a ∈ Z, (a, q) = 1, |ϑ− a/q|  1/q2, on a
(6·21) Eτz (x, x;ϑ)	κ x(log x)3+κ
2/2
{
e
√
log q
√
q
+
( q
x
)1/4
+ e−
√
log x
}
.
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Remarque. Nous n’avons pas cherché à optimiser la puissance de log x dans (6·21).
Démonstration. Nous utilisons la méthode de [8], qui correspond au cas de la
fonction de Möbius, c’est-à-dire z = −1. Posons y := min
{
e2
√
log x,
√
x/q
}
. La
contribution à Eτz (x, x;ϑ) des entiers n tels que P (n)  y est
(6·22)
	
∑
n∈S(x,y)
τκ(n) 
{
Ψ(x, y)
∑
nx
τκ(n)2
}1/2
	 xu−u/2(log x)(κ2−1)/2 	 xe−2
√
log x
où l’on a fait appel à (6·2).(15) Décomposons les entiers n restants sous la forme
n = mp avec p = P (n) > y. Nous obtenons
Eτz (x, x;ϑ) =
∑
mpx
pP (m), p>y
τz(mp)e(ϑmp) + O
(
xe−2
√
log x
)
= T1 + T2 + T3 + O
(
xe−2
√
log x
)
,
où T1, T2, T3 correspondent respectivement aux conditions supplémentaires m  y,
m > y et p  m, m > y et p | m.
Nous avons
(6·23)
T1 = z
∑
my
τz(m)
∑
y<px/m
e(ϑmp)
	 (log x)3
∑
my
τκ(m)
{
x
m
√
qm
+
( x
m
)4/5
+
√
qmx
m
}
où l’on a posé qm := q/(q,m) et où la somme en p a été estimée selon la majoration
de Vaughan — cf., par exemple, Davenport [9], chapitre 25. La fonction τκ est sous-
multiplicative lorsque κ  1. On peut donc écrire∑
my
τκ(m)
√
(m, q)
m

∑
d|q
τκ(d)√
d
∑
ny/d
τκ(n)
n
	 (log y)κ
∏
p|q
(
1 +
κ√
p
+
κ(κ + 1)
2p
)
	 (log x)κ/2e
√
log q.
Par ailleurs, on déduit de l’estimation classique de la fonction sommatoire de τκ(n)
(cf., par exemple, [29], chap. II.5) que l’on a∑
my
τκ(m)
m1−σ
	σ yσ(log y)κ−1 (0 < σ  1).
15. Voir Smida [25], [26], pour des estimations précises de
∑
n∈S(x,y) τκ(n).
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En reportant ces majorations dans (6·23), nous obtenons
(6·24) T1 	κ x(log x)3+κ/2
{
e
√
log q
√
q
+
( q
x
)1/4
+ e−
√
log x
}
.
Pour majorer T2, nous utilisons une technique classique due à Vinogradov. En
intervertissant les sommations et en scindant la sommation en p en intervalles
dyadiques, nous obtenons
(6·25) T2 	
∑
0j<J
W (2jy),
avec J :=
log(x/y)
log y
et
(6·26)
W (P ) :=
∑
P<pmin(2P,x/y)
∣∣∣∣∣ ∑
y<mx/p
P (m)<p
τz(m)e(ϑmp)
∣∣∣∣∣

∑
P<kmin(2P,x/y)
∣∣∣∣∣ ∑
y<mx/k
P (m)<k
τz(m)e(ϑmk)
∣∣∣∣∣,
où nous avons étendu la somme en p à tous les entiers k du même intervalle. Pour
chaque P , y  P  x/y, l’inégalité de Cauchy-Schwarz fournit
(6·27)
W (P )2  P
∑
P<k2P
∑
y<m,nx/k
P (mn)<k
τz(mn)e
(
kϑ(n−m)
)
= P
∑
y<m,nx/P
τz(mn)
∑
max(P,P (mn))<kmin(2P, x/m, x/n)
e
(
kϑ(n−m)
)
	 P
∑
1m,nx/P
τκ(mn) min
(
P, 1/‖ϑ(n−m)‖
)
	 P
∑
0hx/P
min
(
P, 1/‖ϑh‖
) ∑
h+1mx/P
τκ(m(m− h)).
Une seconde application de l’inégalité de Cauchy-Schwarz nous permet d’écrire
(6·28)
∑
h+1mx/P
τκ(m(m− h))	
∑
1mx/P
τκ(m)2 	
x
P
(log x)κ
2−1.
Pour estimer la somme en h de (6·27), nous écrivons ϑ = a/q+β avec |β|  1/q2
et h = tq + r avec 0  r < q. Le Lemme 6.3 implique∑
0hx/P
min
(
P, 1/‖ϑh‖
)
	
∑
0tx/Pq
∑
0r<q
min
(
P, 1/‖ar/q‖
)
	 (1 + x/Pq)(P + q log q)
	 x log x
(P
x
+
q
x
+
1
q
+
1
P
)
	 x log x
(1
y
+
q
x
+
1
q
)
.
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En reportant cette estimation et (6·28) dans (6·27), nous obtenons
(6·29) W (P )	 x(log x)κ2/2
(1
y
+
q
x
+
1
q
)1/2
(y  P  x/y),
ce qui fournit, par insertion dans (6·25), la majoration
(6·30) T2 	 x(log x)1+κ
2/2
{ 1√
q
+
( q
x
)1/4
+ e−
√
log x
}
.
Pour évaluer T3, nous nous contentons d’une majoration triviale de l’expo-
nentielle :
(6·31) T3 	
∑
p>y
∑
mx/p2
τκ(m)	 x(log x)κ−1
∑
p>y
1/p2 	 x(log x)
κ−1
y
.
En regroupant (6·24), (6·30) et (6·31), nous obtenons bien (6·21). 
Lemme 6.8. Soit κ  1. On a uniformément pour z ∈ C, |z|  κ, x  y  2,
R  1, ϑ ∈ R, q(ϑ;x/R)  R,
(6·32) Eτz (x, y;ϑ)	 x(log x)κ
2+3
{
R−1/4 + e−
√
log x
}
.
Démonstration. Nous pouvons manifestement supposer R  e4
√
log x et, au vu
de (6·2) et (6·22), y > R2. La proposition 1 de [2] appliquée avec f = τz,
A2 = (log x)κ
2−1, implique sous les hypothèses effectuées
(6·33) Eτz (x, y;ϑ)	 x(log x)κ
2+1/2
{√
y
x
+
1√
R
+ e−
√
log x
}
.
Par ailleurs, la proposition 2 de [2], appliquée avec f = τz, α1 = κ, α2 = 0, fournit,
sous l’hypothèse supplémentaire y > x/
√
R,
(6·34) Eτz (x, y;ϑ)	 |Eτz (x, x;ϑ)|+ x(log x)κ+3R−1/4.
La relation (6·33) implique l’estimation annoncée (6·32) si y  x/
√
R. Dans le
cas contraire, nous reportons la majoration (6·21) pour |Eτz (x, x;ϑ)| dans (6·34) ;
cela fournit encore (6·32). 
Séries trigonométriques à coefficients arithmétiques 31
Lemme 6.9. Soit κ  1. On a uniformément pour ϑ ∈ R, z ∈ C, |z|  κ, y  2,
R  1 et q(ϑ; y/R)  R,
(6·35)
∑
P (n)y
n>y
τz(n)
n
e(ϑn)	 (log y)
κ2+5
R1/4
+ e−
1
2
√
log y.
En particulier, si q(ϑ; y/(log y)4κ
2+21)  (log y)4κ2+21, on a
Uτz (ϑ; y) = o(1) (y →∞).
Démonstration. Il suffit d’intégrer par parties l’estimation (6·32) en utilisant la
majoration triviale issue de (6·22) pour x > Y1. Nous omettons les détails. 
Lorsque ϑ est un nombre rationnel à 〈〈 petit 〉〉 dénominateur, nous pouvons donner
un développement asymptotique pour Eτz (x, x;ϑ).
Pour q ∈ N∗, z ∈ C, s = σ + iτ , σ  1− c/(1+ log+ |τ |), avec c assez petite, nous
posons
(6·36) Gq(s, z) :=
{
ζ(s)(s− 1)
}z
qs−1
∏
pν‖q
(1− p−s)z
{ ∑
.0
τz(p.+ν)
p.s
− τz(p
ν−1)ps−1
1− 1/p
}
,
où le logarithme complexe est pris en détermination principale.
Lemme 6.10. Soient A > 0, κ  1 et J ∈ N. On a, uniformément pour x  2,
q ∈ N, 1  q  (log x)A, a ∈ Z, (a, q) = 1, z ∈ C, |z|  κ,
(6·37) Eτz (x, x; a/q) =
x
q
(log x)z−1
{ J∑
j=0
λj(z, q)
(log x)j
+ O
(
τκ+1(q)(log 2q)J+2
(log x)J+1
)}
,
avec
(6·38) λj(z, q) :=
1
Γ(z − j)
∂jGq
∂sj
(1, z)	j,κ τκ+1(q)(log 2q)j+1 (0  j  J).
Démonstration. Une variante de ces résultats est établie au lemme 4 de [12] pour
la fonction n → zΩ(n) à la place de n → τz(n). La technique employée dans [12] est
encore valable ici, moyennant quelques modifications contingentes que nous nous
contentons de décrire brièvement.
Posons
F (s, z, a/q) :=
∞∑
n=1
τz(n)
e(an/q)
ns
(σ > 1).
En classant les entiers n selon leurs résidus modulo q et en introduisant les
caractères de Dirichlet pour repérer les entiers en progressions arithmétiques, on
obtient l’identité
F (s, z, a/q) = F1(s, z, q) + F2(s, z, a/q)
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avec 
F1(s, z, q) :=
∑
m|q
µ(m)
ϕ(m)
ms
qs
∑
n1
τz(nq/m)χ0,m(n)
ns
,
F2(s, z, a/q) :=
∑
m|q
ms
ϕ(m)qs
∑
χ
=χ0,m
χmodm
Gm(χ)χ(a)
∑
n1
τz(nq/m)χ(n)
ns
,
où χ0,m est le caractère principal modulo m et Gm(χ) désigne génériquement la
somme de Gauss associée à un caractère χ de module m.
On a
(6·39) F1(s, z, q) =
∑
m|q
µ(m)
ϕ(m)
Tm(q/m, s, z)
avec, pour m|q, µ(m) = 0, et en posant r := q/m,
Tm(r, s, z) :=
∑
n1
τz(rn)χ0,m(n)
(rn)s
= L(s, χ0,q)z
∏
pa‖r
∑
b0
τz(pa+b)χ0,m(pb)
p(a+b)s
= ζ(s)z
∏
p|q
(1− p−s)z
∏
pν‖q, p m
∑
bν
τz(pb)
pbs
∏
pν‖q, p|m
τz(pν−1)
p(ν−1)s
= ζ(s)z
∏
p|q
(1− p−s)zM(q; s)Mq(m; s),
où q →M(q; s) et m →Mq(m; s) sont des fonctions multiplicatives satisfaisant à
M(pν ; s) :=
∑
.ν
τz(p.)p−.s,
Mq(p; s) := τz(pν−1)p−(ν−1)s/M(pν ; s) (pν‖q).
En reportant dans (6·39), il suit
F1(s, z, q) = ζ(s)z
∏
p|q
(1− p−s)zM(q; s)
∏
pν‖q
{
1− Mq(p; s)
p− 1
}
= ζ(s)z
∏
pν‖q
(1− p−s)z
{
M(pν ; s)− τz(p
ν−1)p−(ν−1)s
p− 1
}
=
Gq(s, z)
q(s− 1)z .
La série F2 s’exprime comme combinaison linéaire de puissances L(s, χ)z où χ est
un caractère non principal de module divisant q. Elle possède donc un prolongement
analytique à une région du plan complexe débordant dans le demi-plan σ < 1. On
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obtient (6·37) en employant la méthode de Selberg–Delange (cf. [29] chap. II.5).
La majoration (6·38) résulte de l’inégalité de Cauchy pour un cercle de centre 1
et de rayon 1/ log 2q. Nous ne détaillons pas les calculs, mais nous mentionnons la
majoration
(6·40) Gq(s, z)	 τκ+1(q) log 2q (|s− 1| 	 1/ log 2q).

Nous déduisons maintenant de ce qui précède une estimation de Zτz (x, x;ϑ) en
fonction des approximations rationnelles de ϑ.
Lemme 6.11. Soient ε > 0, κ  1, A > 0 et B  4A+4κ2+12. On a uniformément
pour ϑ ∈ R, z ∈ C, |z|  κ, x  2, Q = Qx := x/(log x)B , q = q(ϑ;Qx), (a, q) = 1,
|qϑ− a|  1/Qx, ϑq := ϑ− a/q = 0,
(6·41)
Zτz (x, x;ϑ) =
x(log x)z−1
q
{
sin2(πϑqx)λ0(z, q)
πϑqx
+ O
(
qε log(1 + ϑ2qx
2)
ϑqx log x
)}
+ O
( x
(log x)A
)
.
Démonstration. Le Lemme 6.8 nous permet de supposer que l’on a q  (log x)B :
dans le cas contraire, Eτz (x, x;ϑ), et donc Zτz (x, x;ϑ), est majoré par le terme
d’erreur de (6·41), qui domine alors le terme principal.
On a
(6·42) Eτz (x, x;ϑ)− Eτz (
√
x,
√
x;ϑ) =
∫ x
√
x
e(ϑqt) dE(t, t; a/q).
Notons R(t; a/q) le terme d’erreur de la formule (6·37) pour J = [B] + 1. Une
intégration par parties permet d’écrire
(6·43)
∫ x
√
x
e(ϑqt) dR(t; a/q)
	 |R(x; a/q)|+
∣∣R(√x; a/q)∣∣ + |ϑq|∫ x√
x
|R(u; a/q)|du
	 x
(log x)A
.
De (6·42), (6·43) et (6·37), on déduit donc que
Zτz (x, x;ϑ) =
J∑
j=0
λj(z, q)
q
∫ x
√
x
sin(2πϑqt) d{t(log t)z−1−j}+ O
( x
(log x)A
)
.
34 R. de la Bretèche et G. Tenenbaum
Admettant momentanément l’évaluation
(6·44)
∫ x
√
x
sin(2πϑqt) d{t(log t)z−1−j}
= x(log x)z−1−j
{
sin2(πϑqx)
πϑqx
+ O
(
log(1 + ϑ2qx
2)
ϑqx log x
)}
,
nous sommes en mesure de conclure grâce aux majorations (6·38).
Il reste à prouver (6·44). Cette estimation est une conséquence immédiate de la
formule
(6·45)
∫ x
√
x
sin(2πϑt)(log t)w dt = x(log x)w
{
sin2(πϑx)
πϑx
+ O
(
log(1 + ϑ2x2)
ϑx log x
)}
,
valable pour chaque w ∈ C fixé et uniformément pour x  2, ϑ ∈ R∗. Pour établir
(6·45), nous effectuons d’abord une intégration par parties pour écrire le membre
de gauche sous la forme[
(log t)w
sin2(πϑt)
πϑ
]x
√
x
− w
∫ x
√
x
sin2(πϑt)
πϑ
(log t)w−1
t
dt
et nous notons que la majoration∫ x
√
x
sin2(πϑt)
dt
t

∫ |ϑ|x
0
(sin v)2
dv
v
	 log(1 + ϑ2x2)
permet d’estimer convenablement l’intégrale. Il reste à observer, en comparant |ϑ|
à 1/x et à 1/
√
x log x, que
sin2(πϑ
√
x)
ϑ
	 min
( 1
|ϑ| , |ϑ|x
)
	 log(1 + ϑ
2x2)
ϑ log x
.

7. P -convergence de V (µ;ϑ) : preuve du Théorème 2.1
7·1. Estimation de Wµ(x, y;ϑ)
Étant donnée une fonction arithmétique f , nous posons pour x  2, y  2, ϑ ∈ R,
(7·1) Wf (x, y;ϑ) :=
∑
n∈S(x,y)
f(n)B(nϑ).
Pour chaque ε ∈]0, 1[, nous notons encore
Lε(v) := e(log 2v)
3(1−ε)/5
(v  1),
et
(7·2) Kε(x, y) :=
1
log y
+
1
Lε(x/y)
(x  y  2).
Notre preuve de l’estimation (2·3) du Théorème 2.1 repose sur le résultat suivant.
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Proposition 7.1. Soit A > 0. On a uniformément sous les conditions x  y  2,
Q := x/(log x)5A+20, ϑ ∈ R, q = q(ϑ;Q),
(7·3) Wµ(x, y;ϑ)	 Ψ(x, y)
qτ(q)2Kε(x, y)
ϕ(q)2 log y
+
x
(log x)A
.
En fait, une estimation sensiblement plus précise que (7·3) pourrait être obtenue
en utilisant notamment les résultats de [2]. Nous nous sommes cantonnés à l’énoncé
le plus simple qui permet de déduire le Théorème 2.1.
Nous dégageons les ingrédients essentiels nécessaires à la preuve de (7·3) sous
forme de cinq lemmes. Le premier, qui repose sur un argument bien connu, permet
de disposer du cas où ϑ possède une bonne approximation rationnelle avec un
〈〈 grand 〉〉 dénominateur. En vue d’applications ultérieures, dont certaines sont
d’ailleurs développées le présent travail, nous donnons une formulation plus générale
que nécessaire pour prouver (7·3). On pourrait en fait étendre encore davantage la
généralité en remplaçant dans l’énoncé la fonction τz par une fonction quelconque
de L1(N∗) satisfaisant une majoration de type (6·32).
Lemme 7.2. Soient κ  1 et R  1. Si q(ϑ;x/R)  R, on a uniformément pour
x  y  2, z ∈ C, |z|  κ, ϑ ∈ R,
(7·4) Wτz (x, y;ϑ)	 x(log x)κ
2+3ε(R, x),
où l’on a posé ε(R, x) := R−1/5 + e−
1
2
√
log x.
Démonstration. Le principe de la preuve consiste à approcher B(ϑ) par une série
de Fourier absolument convergente et à appliquer l’estimation du Lemme 6.8 pour
Eτz (x, y;ϑ).
Soit δ un paramètre positif que nous choisirons ultérieurement. Nous approchons
B(ϑ) par
bδ(ϑ) :=
1
δ
∫ δ/2
−δ/2
B(ϑ− u) du =
{
B(ϑ) si ‖ϑ‖ > 12δ,
〈ϑ〉 − 〈ϑ〉/δ si ‖ϑ‖  12δ.
On note que bδ est 1-périodique, continue et impaire. Posons
b∗δ(ϑ) := |B(ϑ)− bδ(ϑ)| = 12
(
1− 2‖ϑ‖/δ
)+
,
de sorte que
(7·5) Wτz (x, y;ϑ) =
∑
n∈S(x,y)
τz(n)bδ(nϑ) + O
( ∑
n∈S(x,y)
τκ(n)b∗δ(nϑ)
)
,
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où l’on a utilisé la majoration |τz(n)|  τκ(n) (n  1). On a les développements en
séries de Fourier
bδ(ϑ) =
∞∑
m=1
bδ,m sin(2πmϑ), b∗δ(ϑ) =
∞∑
m=0
aδ,m cos(2πmϑ),
avec
(7·6)

bδ,m := −
sin(πmδ)
π2m2δ
(m  1),
aδ,0 := 14δ, aδ,m :=
2 sin2(πmδ/2)
π2m2δ
(m  1).
En particulier
(7·7) |bδ,m| 	
1
m(1 + δm)
(m  1), |aδ,m| 	
δ
1 + m2δ2
(m  0),
d’où
(7·8)
∑
m0
|aδ,m| 	 1,
∑
m>M
(|bδ,m|+ |aδ,m|)	 1/(δM) (M  1).
Nous choisissons M = R/5 et imposons Rδ  1. Une interversion de sommations
permet d’écrire
(7·9)
∑
n∈S(x,y)
τz(n)bδ(nϑ) =
∞∑
m=1
bδ,mZτz (x, y;mϑ)
=
∑
mM
bδ,mZτz (x, y;mϑ) + O
( x
Rδ
(log x)κ−1
)
.
Nous pouvons supposer sans perte de généralité que 3R3  x. Posons Q := x/R.
Le Lemme 6.2 implique
q(mϑ; 2Q)  q(ϑ;Q)/2m  R/2m (1  m  M).
Il vient grâce au Lemme 6.8
∑
mM
bδ,mZτz (x, y;mϑ)	 x(log x)3+κ
2 ∑
mM
|bδ,m|
{(m
R
)1/4
+ e−
√
log x
}
	 x (log x)
3+κ2
R1/4
( ∑
m1/δ
1
m3/4
+
∑
1/δ<mM
1
δm7/4
)
+ x
(log x)4+κ
2
e
√
log x
	 x(log x)3+κ2
( 1
R1/4δ1/4
+ e−
1
2
√
log x
)
.
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Nous déduisons donc que
(7·10)
∑
n∈S(x,y)
τz(n)bδ(nϑ)	 x(log x)3+κ
2
( 1
R1/4δ1/4
+ e−
1
2
√
log x
)
.
Notant Kτκ(x, y;ϑ) :=
∑
n∈S(x,y) cos(2πnϑ), nous avons de même
(7·11)
∑
n∈S(x,y)
τκ(n)b∗δ(nϑ) =
∞∑
m=0
aδ,mKτκ(x, y;mϑ)
=
∑
1mM
aδ,mKτκ(x, y;mϑ) + O
(
x(log x)κ−1
{
δ + 1/(Rδ)
})
	 x(log x)3+κ2
( 1
R1/4δ1/4
+ e−
1
2
√
log x
)
+ x(log x)κ−1δ
où l’on a utilisé l’inégalité Rδ  1.
Reportons (7·10) et (7·11) dans (7·5) pour le choix δ := R−1/5. Nous obtenons
bien (7·4). 
Les deux lemmes suivants sont dévolus à mettre en place des outils généraux pour
estimer Wf (x, x;ϑ). Nous en déduirons ensuite la majoration requise en choisissant
f = µ1S(∞,y).
Notre approche s’applique aux fonctions arithmétiques qui sont bien réparties
dans les progressions arithmétiques de 〈〈 petit 〉〉 module. Nous formalisons la notion
sous-jacente dans la définition suivante.
Définition 7.3. On dit qu’une fonction arithmétique f est de type Siegel–Walfisz
fort, et l’on note f ∈ SW+, si l’une des deux conditions équivalentes suivantes est
satisfaite :
(i) pour tout A > 0 fixé, et uniformément pour r ∈ N∗, m ∈ N∗, c ∈ N∗,
(c,m) = 1, on a
(7·12)
∑
nx/r
n≡c (modm)
f(rn) =
1
ϕ(m)
∑
nx/r
(n,m)=1
f(rn) + O
( x
(log x)A
)
;
(ii) pour tout A > 0 fixé, et uniformément pour q ∈ N∗, a ∈ Z, on a
(7·13)
∑
nx
n≡a (mod q)
f(n) =
1
ϕ(m)
∑
nmx/q
(n,m)=1
f(qn/m) + O
( x
(log x)A
)
,
où l’on a posé m := q/(q, a).
L’équivalence entre ces deux assertions résulte d’un simple changement de
variable dans les sommations. Des notions analogues ont été utilisées dans de
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nombreux travaux. Ainsi, par exemple, les fonctions de type Siegel–Walfisz fort
satisfont à la condition (i) du théorème 1 de [13].
Nous montrons aux Lemmes 7.6 et 13.5 que les fonctions 1S(∞,y)µ et τz sont
de type Siegel–Walfisz fort, les constantes impliquées dans (7·12) et (7·13) étant
uniformes en y et localement uniformes en z.
Lorsque (a, q) = 1 et m | q, la quantité
(7·14) γ(m; b/q) :=
∑
1dm
(d,m)=1
B
(ad
m
+
b
q
)
est clairement indépendante de a. L’énoncé suivant fournit une majoration.
Lemme 7.4. Soient q ∈ N∗, m | q. On a
(7·15) sup
b∈Z
|γ(m; b/q)|  τ(m) + 12 .
Démonstration. On ne réduit pas la généralité en supposant 0  b < q et, ainsi que
nous l’avons remarqué, a = 1. On note également que γ(m; 0) = 0 en vertu de la
symétrie autour de m/2 des entiers premiers à m. On a
B
( d
m
+
b
q
)
= B
( d
m
)
+
b
q
−X
( d
m
+
b
q
)
où X(v) :=
{ 0 si 0 < v < 1,
1
2 si v = 1,
1 si 1 < v < 2.
Il s’ensuit que
|γ(m; b/q)| =
∣∣γ(m; b/q)− γ(m; 0)∣∣  ∣∣∣∣∣ bqϕ(m)− ∑
m(1−b/q)d<m
(d,m)=1
1
∣∣∣∣∣ + 12 ,
où le terme 12 dans le membre de droite prend en compte l’éventualité d/m+b/q = 1.
Le changement de variable d → m − d permet de récrire la somme en d sous la
forme
∑
dbm/q
(d,m)=1
1 =
∑
dbm/q
∑
c|(d,m)
µ(c) =
∑
c|m
µ(c)
[
bm
qc
]
=
bϕ(m)
q
−
∑
c|m
µ(c)
〈
bm
qc
〉
,
où nous avons utilisé la formule ϕ(m)/m =
∑
c|m µ(c)/c. Cela implique bien (7·15).

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L’énoncé du lemme suivant nécessite quelques notations. Lorsque ϑ ∈ R  Q et
b  0, nous posons xb := min(x, b/‖qϑ‖) et introduisons, étant donnée une fonction
arithmétique f , les sommes
(7·16)
T
(1)
b = T
(1)
b (x;ϑ) :=
∑
xb<nxb+1
f(n)B
(an + b
q
)
,
T
(2)
b = T
(2)
b (x;ϑ) :=
∑
xb<nxb+1
f(n)
(
nϑq −
b
q
)
,
T
(3)
b = T
(3)
b (x;ϑ) :=
∑
xb<nxb+1
an≡−b (mod q)
f(n).
Lemme 7.5. Soient A,B > 0. On a uniformément pour f ∈ SW+, ϑ ∈ R  Q,
x  2, Q = Qx := x/(log x)B , q = q(ϑ;Qx)  (log x)B , a ∈ Z, (a, q) = 1,
|qϑ− a|  1/Qx, ϑq := ϑ− a/q > 0,
(7·17) Wf (x, x;ϑ) =
∑
0bx‖qϑ‖
Tb + O
(
(log x)BNf (x)
)
où Nf (x) := maxnx |f(n)| et
(7·18) Tb := T (1)b + T
(2)
b − 12T
(3)
b .
De plus, on a sous les mêmes conditions, et uniformément pour 0  b  x‖qϑ‖,
(7·19)
T
(1)
b =
∑
m|q
γ(m; b/q)
ϕ(m)
∑
xbm/q<.xb+1m/q
(.,m)=1
f
(qJ
m
)
+ O
( x
(log x)B+A
)
,
T
(3)
b =
1
ϕ(d)
∑
dxb/q<.dxb+1/q
(.,d)=1
f
(qJ
d
)
+ O
( x
(log x)B+A
)
,
où l’on a noté d = q/(b, q) et où les constantes implicites ne dépendent que de celles
de (7·12) et (7·13).
Remarque. Puisque x‖qϑ‖ 	 (log x)B , la contribution à (7·17) des termes d’erreur
de (7·19) est toujours 	 x/(log x)A.
Démonstration. Soit T ∗b la sous-somme de Wf (x, x;ϑ) correspondant à la condition
supplémentaire xb < n  xb+1. Lorsque n est compté dans T ∗b , on a donc
b/q < nϑq  (b + 1)/q, où la seconde inégalité est stricte sauf pour au plus une
valeur de n. Lorsque xb < n < xb+1, on a la décomposition
(7·20) B(nϑ) = B(na/q + nϑq) = B
(an + b
q
)
+
(
nϑq −
b
q
)
− 121Z
(an + b
q
)
.
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Il s’ensuit que
(7·21) T ∗b = Tb + O
(
Nf (x)
)
(0  b  x‖qϑ‖),
et l’on note immédiatement que, puisque ‖qϑ‖  1/Q  2(log x)B/x, la contri-
bution globale à (7·17) des termes d’erreur de (7·21) est 	 (log x)BNf (x). Cela
établit bien (7·17).
Il reste à établir les estimations (7·19).
Classons les entiers n comptés dans T (1)b selon leurs résidus modulo q, paramétrés
sous la forme cq/m (mod q) où m | q et (c,m) = 1. Nous obtenons la décomposition
(7·22) T
(1)
b =
∑
m|q
∑
1cm
(c,m)=1
B
(ca
m
+
b
q
) ∑
xb<nxb+1
n≡cq/m(mod q)
f(n).
Compte tenu de la notation (7·14), nous déduisons donc de (7·13) l’estimation
requise pour T (1)b .
On déduit par ailleurs directement de (7·13) que
T
(3)
b =
1
ϕ(d)
∑
dxb/q<.dxb+1/q
(.,d)=1
f
(qJ
d
)
+ O
( x
(log x)B+A
)
,
c’est-à-dire l’évaluation annoncée dans (7·19). 
Nos deux derniers lemmes concernent le comportement de la fonction somma-
toire de la fonction de Möbius sur l’intersection de S(x, y) et d’une progression
arithmétique. Nous posons
(7·23)
M(x, y; a, q) :=
∑
n∈S(x,y)
n≡a (mod q)
µ(n), Mq(x, y) :=
∑
n∈S(x,y)
(n,q)=1
µ(n).
Lemme 7.6. Soit A > 0. On a uniformément pour x  y  2, q  1, a ∈ Z,
(a, q) = 1,
(7·24) M(x, y; a, q) = Mq(x, y)
ϕ(q)
+ O
( x
(log x)A
)
.
De plus, notant µy := 1S(∞,y)µ, on a
(7·25) µy ∈ SW+ (y  2),
les constantes implicites de (7·12) et (7·13) pour f = µy étant indépendantes de y.
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Démonstration. Les estimations triviales
|M(x, y; a, q)|  min
{
Ψ(x, y), 1 + x/q
}
|Mq(x, y)|  Ψ(x, y),
nous permettent, grâce par exemple à (6·2), de restreindre la preuve de (7·24) au
cas x1/ log2 x < y  x, q  (log x)A. La formule requise est donc une conséquence
immédiate des évaluations des quantités (7·23) établies aux théorèmes 3 et 5 de [2].
Nous allons maintenant déduire, avec l’uniformité annoncée, (7·25) de (7·24).
Observons d’abord que (7·24) cöıncide avec (7·12) lorsque r = 1. Pour obtenir
l’assertion générale, il suffit donc de considérer le cas 1 < r  (log x)A où A est
une constante arbitraire positive. Soient m  1, r > 1. Désignons par rm le plus
grand diviseur de r premier à m. Lorsque (c,m) = 1, on a∑
n∈S(x/r,y)
n≡c (modm)
µ(nr) = µ(r)
∑
n∈S(x/r,y)
n≡c (modm)
(n,rm)=1
µ(n) = µ(r)
∑
d≡c (modm)
(d,rm)=1
1drmm
∑
n∈S(x/r,y)
n≡d (modmrm)
µ(n).
La relation (7·24) fournit alors, puisque rm  r  (log x)A,∑
n∈S(x/r,y)
n≡c (modm)
µ(nr) = µ(r)
ϕ(rm)
ϕ(mrm)
∑
n∈S(x/r,y)
(n,mrm)=1
µ(n) + O
( xϕ(rm)
(log x)2A
)
=
1
ϕ(m)
∑
n∈S(x/r,y)
(n,m)=1
µ(nr) + O
( x
(log x)A
)
.

Lemme 7.7. Soit A > 0. On a uniformément pour x  y  2, z  1, q  1,
(7·26) Mq(x + x/z, y)−Mq(x, y)	
qΨ(x, y)Kε(x, y)
zϕ(q) log y
+
x
(log x)A
.
Démonstration. Comme précédemment, nous pouvons restreindre l’étude au cas
(7·27) x1/ log2 x  y  x, 1  z  (log x)A.
Posons
Mq(x) :=
∑
nx
(n,q)=1
µ(n).
Le théorème 3 de [2] permet d’écrire, dans le domaine requis,(16)
(7·28) Mq(x, y) =
∫ x
0
µq(t, y) dt + O
( x
(log x)A
)
16. Le résultat de [2] comporte la restriction supplémentaire q  y. On peut vérifier qu’elle
est en fait superflue.
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avec
µq(t, y) :=
∫ ∞
0
ω(ut,y − v)Mq(yv)y−v dv +
y
log y
Mq(t/y)
où ω désigne la fonction de Buchstab.(17)
La quantité Mq(x) est la fonction sommatoire associée à la série de Dirichlet
ζ(s)−1
∏
p|q
(1− p−s)−1.
Cela implique d’une part
(7·29)
∫ ∞
0
Mq(yv)y−v dv = 0
et d’autre part, en appliquant par exemple le théorème II.5.5 de [29], pour chaque
ε > 0,
(7·30) Mq(x)	ε
qx
ϕ(q)Lε(x)
(x  2, q  1).(18)
Les relations (7·29) et (7·30) permettent, en raisonnant comme dans [28] où le cas
q = 1 est traité aux pp. 235-6, d’obtenir l’estimation
(7·31) µq(t, y)	
q)(ut,y)Kε(t, y)
ϕ(q) log y
(t  2, y  2, q  1).
Nous renvoyons le lecteur à [28] pour les détails calculatoires, qui sont essentielle-
ment indépendants de la valeur de q. En reportant cette estimation dans (7·28), on
obtient bien (7·26). 
Fin de la démonstration de la Proposition 7.1.
Soit B := 5A + 20, de sorte que Q = x/(log x)B et q = q(ϑ;Q). Si q =
q(ϑ;Q) > (log x)B , le Lemme 7.2, appliqué avec z = −1, permet de conclure. Nous
pouvons donc supposer dans la suite que q  (log x)B . Au vu de la majoration
triviale |Wµ(x, y;ϑ)|  Ψ(x, y) et de (6·2), nous pouvons également, sans perte de
généralité, faire l’hypothèse supplémentaire
(7·32) x1/ log2 x < y  x.
17. Voir par exemple [29], chap. III.6.
18. En toute rigueur, le résultat invoqué n’implique cette estimation qu’en y remplaçant
Lε(x) par ec
√
log x avec une constante c > 0 adéquate. Cela est dû au fait que la
démonstration donnée dans [29] n’utilise, pour des raisons de cohérence et de complétude,
que la région sans zéro classique de La Vallée–Poussin pour la fonction zêta de Riemann.
En incorporant celle de Vinogradov–Korobov, la preuve fournit immédiatement la borne
annoncée. On notera que, dans la formule (III.5.30) de [29], toutes les quantités λk(z)
sont nulles pour z = −1 et que l’on a HN (−1)  (log 2q)N+3.
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Il existe un entier a vérifiant (a, q) = 1 et tel que, notant ϑq = ϑ − a/q, l’on ait
‖qϑ‖ = ±qϑq. Nous supposons, pour fixer les idées, que ϑq > 0.
Le Lemme 7.6 nous permet d’appliquer le Lemme 7.5 aux fonctions µy = µ1S(∞,y)
avec des constantes implicites indépendantes de y. Avec les notations (7·16), on
peut donc écrire
Wµ(x, y;ϑ) =
∑
0bx‖qϑ‖
Tb + O((log x)B).
On a
(7·33)
∑
.∈S(x,y)
(.,m)=1
µ(qJ/m) = µ(q/m)Mq(x, y).
La conjonction des Lemmes 7.4, 7.5 et 7.7 fournit donc
T
(1)
b 	
∑
m|q
|γ(m; b/q)|
ϕ(m)
∣∣∣∣∣Mq(mxb+1q , y)−Mq(mxbq , y)
∣∣∣∣∣ + x(log x)B+A
	 Kε(xb/q, y)
b log y
∑
m|q
τ(m)q
ϕ(m)ϕ(q)
Ψ
(xbm
q
, y
)
+
x
(log x)B+A
.
En observant que, dans le domaine (7·27) et pour 1  q  (log x)B ,
Kε(xb/q, y)	 Kε(xb, y), Ψ
(xbm
q
, y
)
	 m
q
Ψ(xb, y) (m | q),
on en déduit que
(7·34)
T
(1)
b 	
qτ(q)2Ψ(xb, y)Kε(xb, y)
bϕ(q)2 log y
+
x
(log x)B+A
	 qτ(q)
2Ψ(x, y)Kε(x, y)
x‖qϑ‖ϕ(q)2 log y +
x
(log x)B+A
,
où la seconde évaluation résulte, compte tenu de (7·32), de propriétés bien connues
du comportement local de Ψ(x, y).
Semblablement, le Lemme 7.7 appliqué avec q = 1 fournit par sommation d’Abel
(7·35)
T
(2)
b 	
Ψ(xb, y)Kε(xb, y)
bq log y
+
x
(log x)B+A
	 Ψ(x, y)Kε(x, y)
x‖qϑ‖q log y +
x
(log x)B+A
.
Enfin, nous déduisons de (7·33) et de (7·26) que
(7·36)
T
(3)
b 	
qΨ(xb/d, y)Kε(xb/d, y)
dϕ(q/d)2b log y
+
x
(log x)B+A
	 q
2Ψ(x, y)Kε(x, y)
x‖qϑ‖qϕ(q)2 log y +
x
(log x)B+A
.
En reportant (7·34), (7·35) et (7·36) dans (7·18) puis (7·17), nous obtenons bien
l’estimation requise (7·3). 
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7·2. Estimation de Wµ(x, y;a/q)
Nous rassemblons ici deux résultats auxiliaires nécessaires à la preuve de (2·4).
Lemme 7.8. Soit A > 0. On a uniformément pour x  y  2, q ∈ N,
1  q  (log x)A, a ∈ Z, (a, q) = 1,
(7·37) Zµ(x, y; a/q)	
x
(log x)A
Démonstration. Cette majoration est une conséquence immédiate de l’estimation
de Eµ(x, y; a/q) donnée au théorème 6 de [2] et dont le terme principal, réel, ne
contribue pas à Zµ(x, y; a/q). 
Lemme 7.9. Soient A > 0, B := 5A + 20. On a uniformément pour x  y  2,
q ∈ N, 1  q  x/(log x)B , a ∈ Z, (a, q) = 1,
(7·38) Wµ(x, y; a/q)	
x
(log x)A
Démonstration. L’inégalité triviale |Wµ(x, y; a/q)|  Ψ(x, y) nous permet, compte
tenu de (6·2), de restreindre l’étude au cas y > x1/ log2 x. D’après le Lemme 7.2,
la majoration (7·38) a bien lieu si q > (log x)B . Dans le cas contraire, nous allons
montrer que le résultat souhaité est une conséquence de (7·37).
Pour tout a ∈ Z, la relation suivante résulte du calcul des coefficients de Fourier
discrets de la fonction q-périodique n → B(n/q) :(19)
(7·39)
B
(a
q
)
= − 1
2q
∑
1b<q
cot
(πb
q
)
sin
(2πba
q
)
= − 1
2q
∑
m|q
∑
1c<m
(c,m)=1
cot
(πc
m
)
sin
(2πca
m
)
.
Nous en déduisons que
(7·40) Wµ(x, y; a/q) = −
1
2q
∑
m|q
∑
1c<m
(c,m)=1
cot
(πc
m
)
Zµ(x, y, ac/m).
19. On sait a priori qu’il existe des coefficients cb tels que B (a/q) =
∑
1b<q cb sin (2πba/q).
L’orthogonalité des caractères additifs implique donc
cb =
1
q
∑
1k<q
B (k/q) sin (2πbk/q) =
1
q2
∑
1k<q
k sin (2πbk/q) (1  b < q).
La relation
∑
1k<q kz
k = z{1 + (q − 1)zq − qzq−1}/(1 − z)2 (z = 1), appliquée à
z = exp(2πib/q) fournit alors cb = −(1/2q) cot (πb/q) .
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On conclut donc en appliquant (7·37) et en remarquant que
(7·41)
∑
1c<m
(c,m)=1
∣∣∣ cot (πc
m
)∣∣∣ 	 ϕ(m) logm.
En effet ∑
1c<m
(c,m)=1
∣∣∣ cot (πc
m
)∣∣∣  ∑
1cm/2
(c,m)=1
m
c
 m
∑
1c<m
1
c
∑
d|(c,m)
µ(d) = m
∑
d|m
µ(d)
d
∑
t<m/d
1
t
= m
∑
d|m
µ(d)
d
{
log(m/d) + γ + O
( d
m
)}
= ϕ(m)
{
logm + γ −
∑
p|m
log p
p− 1
}
+ O(2ω(m)),
où nous avons calculé la somme
∑
d|m µ(d)(log d)/d par dérivation logarithmique
du produit
∏
p|m(1− p−s) en s = 1. 
7·3. Preuve du Théorème 2.1
Grâce à la convergence de la série
∑∞
n=1 µ(n)B(nϑ)/n, nous pouvons écrire
∇(ϑ; y) = −
∑
P (n)>y
µ(n)B(nϑ)
n
=
∫ ∞
y
Wµ(x, x;ϑ)−Wµ(x, y;ϑ)
x2
dx.
Soit A > 0. Posant Qy := y/(log y)5A+20, q := q(ϑ;Qy), on a
(7·42)
∫ +∞
y
Wµ(x, x;ϑ)
dx
x2
=
Wµ(y, y;ϑ)
y
−
∑
n>y
µ(n)B(nϑ)
n
	 qτ(q)
2
ϕ(q)2 log y
+
1
(log y)A
,
d’après (7·3) et (1·7).
Nous avons ensuite par (7·3)∫ ∞
y
Wµ(x, y;ϑ)
x2
dx	
∫ ∞
y
qτ(q)2Ψ(x, y)Kε(x, y)
x2ϕ(q)2 log y
dx +
1
(log y)A
	 qτ(q)
2
ϕ(q)2 log y
+
1
(log y)A
.
Nous avons donc bien établi (2·3).
La relation (2·4) résulte immédiatement de (7·38). La preuve du Théorème 2.1
est donc complète. 
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8. P -convergence de U(1;ϑ) : preuve du Théorème 2.2
Nous montrons d’abord trois résultats préliminaires faciles.
Lemme 8.1. Pour tous ϑ ∈ R, y  2, on a
(8·1) ∇1(ϑ; y) =
∫ ∞
2
Z(x, x;ϑ)− Z(x, y;ϑ)
πx2
dx.
Démonstration. La convergence de la série B(ϑ) permet d’écrire
∇1(ϑ; y) =
∑
P (n)>y
sin(2πnϑ)
−πn =
∫ ∞
y
d{Z(x, x;ϑ)− Z(x, y;ϑ)}
−πx .
La formule requise (8·1) s’en déduit par sommation d’Abel, puisque l’intégrande
est nul pour 2  x  y. 
Lemme 8.2. On a uniformément pour x  2, y  2,
(8·2)
∫ ∞
x
Ψ(t, y)
t2
dt	 (log y)u−u + x−3/4.
Démonstration. Cela découle immédiatement de (6·2). 
Lemme 8.3. On a uniformément pour ϑ ∈ R  Z et T  1
(8·3) B(ϑ) =
∫ T/‖ϑ‖
1/(T‖ϑ‖)
Z(x, x;ϑ)
−πx2 dx + O
( 1
T
)
.
Démonstration. On a
B(ϑ) =
∫ ∞
1−
dZ(x, x;ϑ)
−πx =
∫ ∞
1
Z(x, x;ϑ)
−πx2 dx.
La majoration
(8·4) Z(x, x;ϑ)	 x2‖ϑ‖/(1 + x2‖ϑ‖2) (x  2, ϑ ∈ R)
implique donc la formule annoncée. 
Fin de la démonstration du Théorème 2.2.
Rappelons la notation Y1 définie en (6·4). Nous observons d’abord que l’on peut
disposer simplement du cas ‖ϑ‖  1/Y1. En effet, on a alors )(u∗ϑ,y)	 1/(log y)A,
et il suffit donc de montrer que B(ϑ; y)	 1/(log y)A. Or, on déduit immédiatement
de (8·2) et (6·2) que l’on a, pour ces valeurs de ϑ,
B(ϑ; y) = −
∑
P (n)y
sin(2πnϑ)
πn
	 ‖ϑ‖Ψ
( 1
‖ϑ‖ , y
)
+
∑
P (n)y
n>1/‖ϑ‖
1
n
	 1
(log y)A
.
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Nous supposons dans toute la suite de cette démonstration que
(8·5) ‖ϑ‖ > 1/Y1.
Posons B = 4A+20, T := (log y)B et qy := q(ϑ; y/T ). Nous procédons différemment
selon que qy = 1 ou qy > 1.
Lorsque qy = 1, et donc ‖ϑ‖  2T/y en vertu du théorème de Dirichlet, nous
allons voir que la contribution de l’intervalle
I :=
[
1
‖ϑ‖T ,
T
‖ϑ‖
]
à l’intégrale de (8·1) en fournit une bonne approximation. On déduit en effet du
Lemme 6.4 que
Z(x, y;ϑ)− )(u)Z(x, x;ϑ)
	 x
)(u∗ϑ,y) log(u
∗
ϑ,y + 2)
log y
G(x‖ϑ‖) + x
(log y)A+1
(x ∈ I),
où nous avons posé G(v) := v(| log v| + 1)/
(
1 + v2
)
. Nous notons que G(v)/v est
intégrable sur R+.
On a
)(u)− )(u∗ϑ,y)	
)(u∗ϑ,y) log(u
∗
ϑ,y + 2)
log y
| log(x‖ϑ‖)| (x ∈ I).
En utilisant (8·4), nous déduisons donc de ce qui précède que
Z(x, y;ϑ)− )(u∗ϑ,y)Z(x, x;ϑ)
	 x
)(u∗ϑ,y) log(u
∗
ϑ,y + 2)
log y
G(‖ϑ‖x) + x
(log y)A+1
(x ∈ I).
En reportant cette estimation dans (8·3), nous obtenons
(8·6)
∫
I
Z(x, y;ϑ)− Z(x, x;ϑ)
−πx2 dx
= {)(u∗ϑ,y)− 1}B(ϑ) + O
(
)(u∗ϑ,y) log(u
∗
ϑ,y + 2)
log y
+
1
(log y)A
)
.
Il reste donc à majorer la contribution du complémentaire de l’intervalle I à
l’intégrale de (8·3). Pour x  1/(‖ϑ‖T ), la majoration triviale
|Z(x, x;ϑ)|+ |Z(x, y;ϑ)| 	 ‖ϑ‖x2
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suffit : on a
(8·7)
∫ 1/(‖ϑ‖T )
2
Z(x, y;ϑ)− Z(x, x;ϑ)
x2
dx	 ‖ϑ‖
∫ 1/(‖ϑ‖T )
0
dx
	 1/(log y)B .
Pour x > T/‖ϑ‖, nous traitons séparément les contributions de Z(x, x;ϑ)
et Z(x, y;ϑ). Nous avons d’une part, compte tenu de la majoration triviale
|Z(x, x;ϑ)| 	 1/‖ϑ‖,
(8·8)
∫ ∞
T/‖ϑ‖
Z(x, x;ϑ)
x2
dx	 1‖ϑ‖
∫ ∞
T/‖ϑ‖
dx
x2
	 1
T
.
D’autre part, en remarquant que l’inégalité ‖ϑ‖ > T/x implique
q∗ := q(ϑ;x/T )  2
et donc ‖ϑ‖  1/2q∗ d’où q∗  1/2‖ϑ‖  y/2(log y)B , nous déduisons du Lem-
me 6.5 que l’on a pour x  y
|Z(x, y;ϑ)| 	 x(log x)4/(log y)B/4 (x > T/‖ϑ‖).
Il s’ensuit que
(8·9)
∫ Y1
T/‖ϑ‖
Z(x, y;ϑ)
−πx2 dx	 (log y)
5−B/4 	 (log y)−A.
Comme le Lemme 8.2 fournit en outre
(8·10)
∣∣∣∣∣
∫ ∞
Y1
Z(x, y;ϑ)
−πx2 dx
∣∣∣∣∣ 
∫ ∞
Y1
Ψ(x, y)
x2
dx	 1
(log y)A
,
nous obtenons bien∫ ∞
T/‖ϑ‖
{Z(x, y;ϑ)− Z(x, x;ϑ)} dx
x2
	 1
(log y)A
.
Compte tenu de (8·6) et (8·8), cela établit bien (2·6) sous les conditions (8·5) et
qy = 1.
Considérons maintenant l’éventualité qy = q(ϑ; y/T )  2. Notons que cela
implique ‖ϑ‖  T/y et donc u∗ϑ,y  1. La contribution de [2, y] à l’intégrale du
Lemme 8.1 est nulle et nous avons∫ ∞
y
Z(x, x;ϑ)
x2
dx	 1‖ϑ‖
∫ ∞
y
dx
x2
=
1
‖ϑ‖y 	
1
T
.
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En reportant dans (8·1), nous obtenons donc
(8·11) ∇1(ϑ; y) = −
∫ ∞
y
Z(x, y;ϑ)
πx2
dx + O
( 1
T
)
.
Soit Tx := (log x)B . La définition de t → q(ϑ; t) implique que, pour x  y et y
assez grand, on a soit q(ϑ;x/Tx) = qy = q(ϑ; y/T ), soit q(ϑ;x/Tx) > y/T . Les
Lemmes 6.5 et 6.6 fournissent donc pour x  y, q = qy,
(8·12)
Z(x,y;ϑ)
	 x2
ω(q)(log q))(u) log(u + 1)
ϕ(q) log y
{ x|ϑq|
1 + x2ϑ2q
+ Jq(x, y)
}
+
x
(log x)A+1
.
Reportons cette majoration dans (8·11) pour évaluer la contribution à l’intégrale
du domaine pour y  x  Y1 et estimons celle du domaine complémentaire x > Y1
par le Lemme 8.2. Nous obtenons
(8·13) ∇1(ϑ; y)	
2ω(q)(log q)2
ϕ(q) log y
+
1
(log y)A
avec q = qy  2. Cette estimation cöıncide bien avec (2·7) lorsque ‖ϑ‖  T/y. Cela
termine la preuve du Théorème 2.2. 
9. Démonstration des critères de ϑ-adaptation
9·1. Discrépance de la suite {〈ϑn〉}n∈S(x,y)
Soit
D(x, y;ϑ) := sup
0α<β1
∣∣∣∣∣ ∑
n∈S(x,y)
〈nϑ〉∈[α,β[
1− (β − α)Ψ(x, y)
∣∣∣∣∣
la discrépance de la suite {〈ϑn〉
}
n∈S(x,y). Le résultat suivant nous sera utile à
plusieurs reprises.
Lemme 9.1. Soit A > 0. Il existe une constante B = BA telle que, pour
x  y  2, Q := x/(log x)B , q := q(ϑ;Q), on ait uniformément
(9·1) D(x, y;ϑ)	 Ψ(x, y)
q
+
x
(log x)A
.
Démonstration. Compte tenu de la majoration triviale D(x, y;ϑ) 	 Ψ(x, y) et du
Lemme 6.1, nous pouvons supposer y  x  Y1 := ylog2 y et q  2. L’inégalité
d’Erdős-Turán (voir par exemple [20], théorème 2.5) implique, pour tout H  1,
(9·2) D(x, y;ϑ)	 Ψ(x, y)
H
+
∑
1hH
|E(x, y;hϑ)|
h
.
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Nous choisissons H := min
{
q − 1, (log x)A
}
. D’après le théorème 10 de [14] et le
Lemme 6.5, on peut choisir B tel que, sous la condition q := q(ϑ;Q)  2, on ait
(9·3) |E(x, y;ϑ)| 	 Ψ(x, y)2
ω(q)(log q) log(u + 1)
ϕ(q) log y
+
x
(log x)A+1
.
Nous allons appliquer cette majoration pour les valeurs hϑ (1  h  H) avec
q(hϑ; 2Q) à la place de q. Posons qh = q/(h, q). D’après le Lemme 6.2, on a (non
exclusivement) soit q(hϑ; 2Q) = qh, soit q(hϑ; 2Q)  Q/2h. Cela implique bien
q(hϑ; 2Q)  2 pour 1  h  H. En remarquant que
max
d|q
d2ω(d)(log d)/ϕ(d) = q2ω(q)(log q)/ϕ(q),
nous déduisons de (9·3) que
(9·4) |E(x, y;hϑ)| 	 q2
ω(q) log q
ϕ(q)qh
Ψ(x, y)
log(u + 1)
log y
+
x
(log x)A+1
.
Maintenant, nous avons∑
1hH
1
hqh
=
1
q
∑
1hH
1
h
∑
d|(q,h)
ϕ(d)
 1
q
∑
d|q
ϕ(d)
d
∑
1kH/d
1
k
	 τ(q) log q
q
.
En reportant (9·4) dans (9·2) et en tenant compte de l’hypothèse x  Y1, nous
obtenons donc
D(x, y;ϑ)	 Ψ(x, y)
{
1
H
+
τ(q)2(log q)2 log3 y
ϕ(q) log y
}
+
x
(log x)A
.
En observant que le dernier terme domine dès que, par exemple, q  (log x)A+1,
on constate sans peine que cette majoration implique bien (9·1). 
Le Lemme 9.1 permet une estimation des moments absolus de ∇(mϑ; y) sur
S(x, y) qui, à son tour, sera utilisée dans la preuve du Théorème 3.1.
Lemme 9.2. Soient A > 0, β > 0, ε > 0. Il existe une constante C = C(A, β) > 0
telle que, l’on ait uniformément pour x  y  2, Qy := y/(log y)C , ϑ ∈ R,
q := q(ϑ;Qy),
(9·5)
∑
n∈S(x,y)
|∇(nϑ; y)|β 	 Ψ(x, y)
q(1−ε)β1(log y)β
+
x
(log x)A
,
avec β1 := min(1, β/2).
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Démonstration. Au vu de la majoration supϑ∈R |∇(ϑ; y)| 	 1/ log y, issue du Théo-
rème 2.1, et de la majoration 6·2 pour Ψ(x, y), nous pouvons supposer y  x  Y1.
Soit C := max{5A + 30, B3A+2} où A → BA est la fonction apparaissant au
Lemme 9.1. Nous posons Qy := y/(log y)C , q := q(ϑ;Qy), et nous introduisons un
paramètre M satisfaisant à 1  M  (log y)O(1). Pour 1  m  M , nous posons
Em :=
{
ϑ1 ∈ R : q(ϑ1;Qy) = m
}
, E∗M := R  ∪1mMEm.
D’après le Théorème 2.1, on a
(9·6) sup
ϑ1∈Em
|∇(ϑ1; y)| 	
1
m1−ε log y
, sup
ϑ1∈E∗M
|∇(ϑ1; y)| 	
1
M1−ε log y
Nous remarquons ensuite que
ϑ1 ∈ Em ⇒ 〈ϑ1〉 ∈
⋃
1am
(a,m)=1
[
a
m
− 1
mQy
,
a
m
+
1
mQy
[
,
et l’ensemble figurant au membre de droite peut être écrit comme une réunion d’au
plus ϕ(m) + 1 intervalles du tore T = R/Z, d’une mesure totale n’excédant pas
2/Qy  2/q. Il résulte donc du Lemme 9.1 que
∑
n∈S(x,y)
nϑ∈Em
1 	 mΨ(x, y)
q
+
x
(log x)2A+1
(1  m  M).
Nous déduisons de cette majoration et de (9·6) que∑
n∈S(x,y)
|∇(nϑ; y)|β

∑
1mM
sup
ϑ1∈Em
|∇(ϑ1; y)|β
∑
n∈S(x,y)
nϑ∈Em
1 +
∑
n∈S(x,y)
nϑ∈E∗M
sup
ϑ1∈E∗M
|∇(ϑ1; y)|β
	
∑
1mM
{
m1−β(1−ε)Ψ(x, y)
q(log y)β
+
x
(log x)2A+1
}
+
Ψ(x, y)
M (1−ε)β(log y)β
	 Ψ(x, y)
(log y)β
{
M2−2β1+2βε
q
+
1
Mβ(1−ε)
}
+
x
(log x)A
.
La majoration requise (9·5) en découle en choisissant Mβ = min
{
qβ1 , (log y)A+1
}
,
quitte à altérer la valeur de ε. 
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9·2. Critère de ϑ-adaptation lorsque f ∈ Lα(N∗) : preuve du
Théorème 3.1
Le Lemme 9.2 contient, sur le comportement en moyenne de |∇(nϑ; y)|, une infor-
mation suffisante pour nous permettre de prouver le Théorème 3.1. D’après (1·22),
on a
(9·7) ∇f (ϑ; y) =
∑
P (n)y
f(n)
n
∇(nϑ; y)
et il s’agit ici d’établir, sous l’hypothèse f ∈ Lα(N∗), que cette quantité tend vers 0
quand y tend vers l’infini. Nous fournissons en fait une forme quantitative de cette
assertion.
Lemme 9.3. Soient ε > 0, α > 1, f ∈ Lα. Il existe une constante C > 0 telle que
l’on ait, uniformément pour y  2, Qy := y/(log y)C , ϑ ∈ R, q := q(ϑ;Qy),
(9·8) ∇f (ϑ; y)	
1
q(1−ε)β1/β
+
log2 y
log y
,
avec 1/β = 1− 1/α, β1 := min(1, β/2).
Démonstration. Le cas ϑ ∈ Q résulte aisément de (2·4). En effet, l’hypothèse f ∈ Lα
implique trivialement, via l’inégalité de Hölder et (6·2),
(9·9)
∑
n∈S(x,y)
|f(n)| 	
{ ∑
nx
|f(n)|α
}1/α
Ψ(x, y)1/β 	 xe−u/2β
d’où, par sommation d’Abel,
(9·10)
∑
P (n)y
|f(n)|
n
	 log y.
Il s’ensuit donc, en vertu de (2·4), que l’on a pour chaque A > 0 fixé et
uniformément par rapport à y  2, a ∈ Z, q  y/(log y)5A+25∑
P (n)y
f(n)
n
∇(na/q; y)	 1
(log y)A
.
Choisissons A = 1. Cela fournit l’assertion de l’énoncé dans le cas ϑ ∈ Q, puisque
la valeur C = 30 convient.
Supposons dorénavant ϑ ∈ R  Q et posons, avec les notations du Lemme 9.2,
C := C(2β, β)+30, Qy := y/(log y)C , q = q(ϑ;Qy), de sorte que q tend vers l’infini
avec y. L’inégalité de Hölder et (9·5) impliquent∑
n∈S(x,y)
f(n)∇(nϑ; y)	
{ ∑
nx
|f(n)|α
}1/α{ ∑
n∈S(x,y)
|∇(nϑ; y)|β
}1/β
	 xe
−u/2β
q(1−ε)β1/β log y
+
x
(log x)2
.
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Par sommation d’Abel, il suit
(9·11)
∑
P (n)y
n>y
f(n)
n
∇(nϑ; y)	 1
q(1−ε)β1/β
+
1
log y
.
Il reste à majorer
(9·12)
∑
ny
f(n)
n
∇(nϑ; y).
À cette fin, nous utilisons l’estimation (2·3) du Théorème 2.1 pour majorer
∇(nϑ; y) pour tous les entiers n  y sauf peut-être ceux d’un sous-ensemble
dont la contribution globale à (9·12) est trivialement acceptable. Comme C > 30,
on a 2Qy  y/(log y)30 pour y assez grand. Or, d’après le Lemme 6.2, pour
n  Qy/(log y)2, on a q(nϑ; 2Qy) = q/(n, q) ou q(nϑ; 2Qy)  12 (log y)2. Le Théo-
rème 2.1 implique donc
(9·13)
∑
nQy/(log y)2
f(n)
n
|∇(nϑ; y)| 	 1
log y
∑
ny
|f(n)|
n
{√
(q, n)
q
+
1
log y
}
	 1
(log y)
√
q
∑
d|q
√
d
∑
ny
n≡0 (mod d)
|f(n)|
n
+
1
log y
où nous avons fait appel à (9·10). Appliquant une nouvelle fois l’inégalité de Hölder,
on peut écrire, grâce à l’hypothèse f ∈ Lα,∑
ny
n≡0 (mod d)
|f(n)|
n
	
{ ∑
ny
n≡0 (mod d)
1
n
}1/β{ ∑
ny
|f(n)|α
n
}1/α
	 log y
d1/β
.
Reportons dans (9·13) en tenant compte de l’inégalité∑
d|q
d1/2−1/β  τ(q)q1/2−β1/β (β > 1, q  1).
Nous obtenons
(9·14)
∑
nQy/(log y)2
|f(n)|
n
|∇(nϑ; y)| 	 τ(q)
qβ1/β
+
1
log y
.
La majoration ∇(nϑ; y)	 1/ log y issue du Théorème 2.1 fournit enfin
(9·15)
∑
Qy/(log y)2<ny
|f(n)|
n
|∇(nϑ; y)| 	 1
log y
∑
Qy/(log y)2<ny
|f(n)|
n
	 log2 y
log y
,
où nous avons estimé la dernière somme en n par sommation d’Abel à partir
de (9·9).
La conjonction des relations (9·11), (9·14) et (9·15) implique bien (9·8). 
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9·3. Preuve du Théorème 3.2
Le fait que l’hypothèse (3·1) est une condition suffisante de ϑ-adaptation résulte
trivialement du Théorème 2.1 et de l’expression (9·7). La preuve de la seconde
assertion de l’énoncé, concernant l’optimalité de cette condition, repose sur le
lemme suivant. Nous conservons la notation Y1 de (6·4).
Lemme 9.4. On a, uniformément pour y  2 et 0 < ‖ϑ‖  1/Y1,
∇(ϑ; y) = e
−γ
log y
{
1
2 sgnB(ϑ) + O
( 1
log y
)}
.
Démonstration. Les deux membres de la formule à établir sont des fonctions 1-
périodiques impaires. Nous pouvons donc supposer sans perte de généralité que
0 < ϑ  1/Y1. Nous avons
∇(ϑ; y) =
∑
n∈S(1/ϑ,y)
µ(n)
n
{
nϑ− 12}+ O
( ∑
P (n)y
n>1/ϑ
1
n
)
.
La majoration (6·2) et le Lemme 8.2 fournissent
∇(ϑ; y) = − 12
∑
P (n)y
µ(n)
n
+ O
(
ϑΨ(1/ϑ, y) +
1
(log y)2
)
= − 12
∏
py
(
1− 1
p
)
+ O
( 1
(log y)2
)
.
On conclut en appliquant la formule de Mertens — voir, e.g., [29], théorème I.1.11.
Nous sommes maintenant en mesure d’établir la seconde assertion du Théo-
rème 3.2. Nous construisons à cette fin, par une méthode analogue à celle de
Liouville, des nombres réels ϑ ayant des propriétés d’approximation adéquates.
Étant donnée une suite croissante de nombres premiers {pr}r1 satisfaisant
(9·16) er4r  pr < 2er
4r
,
on définit ϑ par
(9·17) ϑ :=
∑
r1
1
pr
.
Les approximations rationnelles définies par
(9·18) am
bm
:=
∑
1rm
1
pr
, (am, bm) = 1,
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satisfont alors
bm =
∏
1rm
pr (m  1).
On vérifie aisément que pour m  2 on a
(9·19) em4m  bm =
∏
1rm
pr  e2m
4m  p2m, pm+1  b2m + 2
et
(9·20)
∣∣∣ϑ− am
bm
∣∣∣  2
pm+1
 e
−m4m+2
bm
.
Nous définissons ensuite une fonction arithmétique f par
f(n) :=
{
bm si bm  n  b2m , bm|n,
0 sinon.
La fonction f satisfait la condition (3·2). En effet,∑
P (n)y
f(n)
n
=
∑
P (bm)y
∑
bm<nb2m
bm|n
bm
n
	
∑
P (bm)y
log bm 	
∑
pmy
log pm 	 log y.
Nous allons prouver que lim supy→∞ |∇f (ϑ; y)|  12e−γ , et plus précisément
(9·21) lim
m→∞
|∇f (ϑ; bm)| = 12e
−γ ,
ce qui montrera bien que (f, g) n’est pas ϑ-adapté.
Nous pouvons écrire
(9·22) ∇f (ϑ; bm) =
∑
1km
δk,m
avec
δk,m :=
∑
bk<nb2k
f(n)
n
∇(nϑ; bm) =
∑
1<.bk
∇(Jbkϑ; bm)
J
	 k
4k
m4m
,
en vertu de la majoration ∇(nϑ; bm)	 1/ log bm 	 1/m4m issue du Théorème 2.1.
Il vient
(9·23)
∑
k<m
δk,m 	
1
m
= o(1).
Il reste donc seulement à estimer δm,m. Pour m assez grand et n = Jbm  b2m, on
a ‖nϑ‖  bm‖bmϑ‖  b− log2 bmm et sgnB(nϑ) = sgnB(bmϑ). Les Lemmes 9.4 et 8.2
fournissent donc
(9·24)
δm,m =
∑
1<.bm
e−γ
J log bm
{
1
2 sgnB(bmϑ) + O
( 1
log bm
)}
= 12e
−γ sgnB(bmϑ) + O
( 1
log bm
)
.
En reportant (9·23) et (9·24) dans (9·22), nous obtenons bien (9·21). 
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9·4. Critère de ϑ-adaptation lorsque ϑ ∈ Q : preuve du Théo-
rème 3.4
On considère le cas ϑ = a/q où (a, q) = 1 et q est fixé. La majoration (2·4)
implique ∇(nϑ; y) 	 1/(log y)A+1 pour tout n ∈ N. On en déduit grâce à (1·22)
que ∇f (ϑ; y) = o(1) pour toute fonction f satisfaisant à
(9·25)
∑
P (n)y
|f(n)|
n
	 (log y)A,
où A est une constante arbitrairement fixée. Étant donné que∑
P (n)y
|f(n)|
n

∑
P (n)y
|g(n)|
n
∑
P (n)y
1
n
	 (log y)
∑
P (n)y
|g(n)|
n
,
il est clair que la condition ∑
P (n)y
|g(n)|
n
	 (log y)A
est également suffisante. 
9·5. Critère de ϑ-adaptation lorsque g ∈ Lα(N∗) : preuve du
Théorème 3.5
Nous établissons d’abord un critère de ϑ-adaptation directement issu du Théo-
rème 2.2.
Lemme 9.5. Soient α > 1, ϑ ∈ R et (f, g) un couple de fonctions arithmétiques
satisfaisant (1·3) et g ∈ Lα. Alors (f, g) est ϑ-adapté si, et seulement si,
(9·26) lim
y→∞
∑
P (n)y
g(n)
{
1− )(u∗nϑ,y)
}B(nϑ)
n
= 0.
Démonstration. D’après (1·22) et (1·20), on a
∇f (ϑ; y) =
∑
P (n)y
g(n)
n
{
B(nϑ)−B(nϑ; y)
}
.
Or, la formule (2·6) permet d’approcher B(nϑ)−B(nϑ; y) par
{
1−)(u∗nϑ,y)
}
B(nϑ)
avec une erreur qui est, à un facteur (log q)2 près, de l’ordre du majorant fourni
par (2·3) pour∇(nϑ; y). La moyenne pondérée de ces erreurs peut donc être évaluée,
sous l’hypothèse g ∈ Lα, avec des calculs identiques à ceux de la preuve du Théo-
rème 3.1 pour la majorer ∇f (ϑ; y) sous l’hypothèse f ∈ Lα. Nous obtenons ainsi
que cette moyenne est o(1), soit
(9·27) ∇f (ϑ; y) =
∑
P (n)y
g(n)
n
B(nϑ)
{
1− )(u∗nϑ,y)
}
+ o(1) (y →∞).
Cela implique bien le résultat requis. 
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Fin de la démonstration du Théorème 3.5.
Commençons par établir que la condition (a) est suffisante pour la ϑ-adaptation.
On a )(u∗ϑ,y) = 1 dès que ‖ϑ‖ > 1/y. Lorsque g est bornée, la condition (9·26) est
donc réalisée dès que
(9·28) lim
y→∞
∑
P (n)y
‖nϑ‖1/y
1
n
= 0.
Soit A > 0. D’après le Lemme 9.1, il existe une constante B = B(A) > 0 telle que,
si l’on désigne par m = m(y) l’unique entier tel que qm  Qy := y/(log y)B < qm+1,
on ait ∑
n∈S(x,y)
‖nϑ‖1/y
1	 Ψ(x, y)
qm
+
x
(log x)A
(x  y  2).
Comme qm  y, il résulte en outre du Lemme 6.3 que l’inégalité ‖nϑ‖  1/y a
lieu pour au plus six valeurs de n dans chaque intervalle [tqm, (t+ 1)qm[ (t  1). Il
s’ensuit que ∑
nx
‖nϑ‖1/y
1 	 x
qm
(1  x  y).
Par sommation d’Abel, on déduit des deux dernières estimations que
(9·29)
∑
P (n)y
‖nϑ‖1/y
1
n
	 log y
qm
+
1
(log y)A
	 log qm+1
qm
+
1
(log y)A
.
Cela montre bien que la condition (a) du Théorème 3.5 implique (9·28).
Montrons maintenant que la propriété (b) est également une condition suffisante
de ϑ-adaptation. Nous observons d’abord que l’hypothèse g ∈ Lα implique, pour
tout s, 1 < s < α,
(9·30)
∑
P (n)y
|g(n)|s
n
	 log y.
Cela se déduit par sommation d’Abel de la majoration
(9·31)
∑
n∈S(x,y)
|g(n)|s 	 Ψ(x, y)1−s/α
{ ∑
nx
|g(n)|α
}s/α
	 xe− 12 (1−s/α)u
(x  2, y  2)
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obtenue par l’inégalité de Hölder et (6·2). Nous déduisons de (9·30) que l’on a, pour
1 < s < α, 1/s + 1/r = 1, A > 0,∣∣∣∣∣ ∑
P (n)y
g(n)
{
1− )(u∗nϑ,y)
}B(nϑ)
n
∣∣∣∣∣ 
{ ∑
P (n)y
|g(n)|s
n
}1/s{ ∑
P (n)y
‖nϑ‖1/y
1
n
}1/r
.
	 (log qm+1)
1/r
qm
+ (log y)1−(A+1)/r,
d’après (9·29). En choisissant r assez proche de α/(α − 1) et A  r, on obtient
que cette quantité est o(1). Cela montre bien que la propriété (b) implique la ϑ-
adaptation.
Montrons maintenant que le couple (τ,1) n’est pas ϑ-adapté si
lim sup
m→∞
log qm+1
qm
> 0.
Soit A > 2. Il existe une constante positive c et une infinité d’entiers m tels que
(9·32) qm+1 > ecqm > q8Am .
Posons ym := q
1/2A
m+1 . Nous allons montrer que, pour un choix convenable de A, on a
(9·33) |∇τ (ϑ; ym)|  1
lorsque m tend vers l’infini sous la condition (9·32). D’après (9·27), on a
∇τ (ϑ; ym) =
∑
P (n)ym
‖nϑ‖1/ym
B(nϑ)
n
{
1− )(u∗nϑ,ym)
}
+ o(1) (m→∞).
Décomposons la somme en n du membre de droite sous la forme D1 + D2 + D3,
selon les conditions supplémentaires
(D1) n  qm
√
qm+1, qm  n
(D2) n  qm
√
qm+1, qm | n
(D3) n > qm
√
qm+1.
Nous supposons pour fixer les idées que B(qmϑ) > 0. Si n satisfait (D1), on a
‖nϑ‖  1
qm
− n
qmqm+1
 1
qm
− 1√
qm+1
>
1
ym
,
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donc D1 = 0. Si n satisfait (D2), on a
‖nϑ‖  n‖qmϑ‖/qm  n/qmqm+1  1/
√
qm+1,
et donc B(nϑ) = 12 + o(1) et u
∗
nϑ,ym
 A. Il s’ensuit, en décomposant les entiers n
de D2 sous la forme n = rqm, que
D2  12{1− )(A) + o(1)}
∑
P (r)ym
r√qm+1
1
rqm
= {1− )(A) + o(1)} log qm+1
4Aqm
∫ A
0
)(v) dv  log qm+1
4Aqm
,
pour m assez grand : la somme en r a été estimée par sommation d’Abel en faisant
appel à des estimations standard de Ψ(x, y) et l’on a utilisé l’inégalité
{1− )(A)}
∫ A
0
)(v) dv  {1− )(2)}
∫ 2
0
)(v) dv > 1.
Nous majorons D3 en utilisant le Lemme 9.1, qui fournit
∑
n∈S(x,ym)
‖nϑ‖1/ym
	 Ψ(x, y)
qm
+
x
(log x)A
(x  ym).
Par sommation d’Abel et compte tenu de (9·32), nous déduisons de cette majoration
que
D3 	
log ym
qm
∫ ∞
A
)(v) dv +
1
(log ym)A−1
	 log qm+1
Aqm
∫ ∞
A
)(v) dv.
Pour un choix convenable de A, nous déduisons donc de ce qui précède que l’on a,
lorsque m tend vers l’infini sous la condition (9·32),
∇τ (ϑ; ym)
log qm+1
qm
+ o(1).
Cela établit bien (9·33). 
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10. Preuve des Théorèmes 4.2 et 4.3
10·1. Preuve du Théorème 4.2
Nous pouvons supposer sans perte de généralité que la fonction ξ est croissante
et satisfait
(10·1) ξ(y) = o(log y) (y →∞).
Nous construisons une fonction g et un nombre réel ϑ conformes aux conditions de
l’énoncé à partir d’une suite de nombres premiers {pr}r1 astreinte à la condition
de croissance (9·16). Définissons ϑ par (9·17). Pour définir g, nous nous donnons
une fonction positive strictement croissante ξ1 tendant vers l’infini avec y assez
lentement pour que
ξ1(y)  y (y  1),
∑
kr
( ∑
.ξ1(pk)
1
J
)
 ξ(pr) (r  1).
Les approximations rationnelles am/bm de ϑ étant données par (9·18), nous
posons
g(n) :=
{
bm sgnB(nϑ), si bm  n  bmξ1(pm) et bm|n,
0, sinon.
Comme g(n)/n ne tend pas vers 0, la série V (g;ϑ) est divergente et P -divergente.
Montrons qu’on a également également∑
P (n)y
|g(n)|
n
 ξ(y) (y  1).
Il suffit de considérer le cas y > p1. Soit alors r ∈ N∗ tel que pr < y  pr+1. On a
(10·2)
∑
P (n)y
|g(n)|
n

∑
1kr
∑
.ξ1(pk)
bk
bkJ
 ξ(pr)  ξ(y).
Pour établir que (f, g) n’est pas ϑ-adapté nous minorons ∇f (ϑ; bm). Compte tenu
de (10·1), (10·2) et (1·22), le Théorème 2.2 implique
(10·3)
∇f (ϑ; bm) =
∑
P (n)bm
g(n)
n
{
1− )(u∗nϑ,y)
}
B(nϑ) + o(1)
=
∑
1<.ξ1(bm)
1− )(u∗.bmϑ,y)
J
|B(Jbmϑ)|+ o(1),
Or, pour 1  J  ξ1(bm), nous avons, grâce à (9·20) et à l’inégalité ξ1(bm)  bm,
‖Jbmϑ‖  ξ1(bm)e−m
4m+2  b1−m2/2m ,
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où la dernière inégalité résulte de (9·19). Cela implique d’une part
|B(Jbmϑ)| = 12 − ‖Jbmϑ‖ = 12 + o(1),
et d’autre part, en vertu de la décroissance de la fonction ),
1− )(u∗.bmϑ,y)  1− )
(
1
2m
2 − 1
)
= 1 + o(1).
En reportant dans (10·3), il vient
∇f (ϑ, bm) 
{
1
2 + o(1)
}
log ξ1(bm)
et, par conséquent, lim supy→∞∇f (ϑ, y) = ∞. Cela prouve que le couple (f, g)
n’est pas ϑ-adapté. 
10·2. (Dϑ) pour (f, g) = (log,Λ) : preuve du Théorème 4.3
Lemme 10.1. Pour tout ϑ ∈ R, le couple (log,Λ) est ϑ-adapté, autrement dit
(10·4) ∇log(ϑ; y) =
∑
P (n)y
Λ(n)
n
∇1(nϑ; y) = o(1) (y →∞).
Démonstration. Le cas ϑ ∈ Q relève du Théorème 3.4. Nous supposons donc dans
la suite que ϑ est irrationnel.
Posons
Qy := y/(log y)30, q := q(ϑ;Qy).
Comme ϑ /∈ Z, nous pouvons supposer y assez grand pour que q  2. Par le
Lemme 6.2, nous avons
(10·5) q(nϑ; 2Qy)  min
(
q/(n, q), Qy/2n
)
.
Soit a ∈ Z∗ tel que |ϑ− a/q|  1/qQy. Si q  n et n  12Qy, alors
|nϑ− na/q|  n/qQy  1/2q,
donc ‖nϑ‖  1/2q  1/2Qy > 1/y. Cette minoration et (10·5) nous permettent de
déduire du Théorème 2.2 que, si q  n,
∇1(nϑ; y)	
√
(n, q)/q +
√
n/Qy
log y
+
1
(log y)2
,
et donc, posant Ny := Qy/(log y)2,
(10·6) ∇1(nϑ; y)	
√
(n, q)/q
log y
+
1
(log y)2
(q  n, 1  n  Ny).
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En adjoignant à cette estimation la majoration ∇1(nϑ; y) 	 1, qui découle
trivialement de (2·7), et en reportant dans (10·4), il suit
(10·7)
∑
nNy
Λ(n)
n
∇1(nϑ; y)	
S1√
q log y
+
1
log y
+ S2,
avec
S1 :=
∑
nNy
Λ(n)
√
(n, q)
n
, S2 :=
∑
nNy
n≡0 (mod q)
Λ(n)
n
.
Maintenant, on observe que
S1 	
∑
nNy
Λ(n)
n
+
∑
p|q
log p√
p
	 log y +
√
log q
alors que
S2 	
Λ(q)
q
∑
pν=q, j0
1
pj
	 Λ(q)
q
.
Nous avons donc obtenu
(10·8)
∑
nNy
Λ(n)
n
∇1(nϑ; y)	
1√
q
+
1
log y
.
Comme on a clairement
(10·9)
∑
pν>Ny
ν2
log p
pν
∇1(pνϑ)	
∑
pν>Ny
ν2
log p
pν
	 1
log y
,
il reste seulement à estimer la contribution correspondant à n = p ∈]Ny, y]
dans (10·4). À cette fin, nous observons qu’il existe au plus un nombre premier
p0 ∈]Ny, y] tel que ‖p0ϑ‖ < 1/2y. En effet, pour un tel premier p0, il existe a0 ∈ Z
tel que p0  a0 et |p0ϑ− a0|  1/2y. Alors, pour tout premier p = p0  y, on a∣∣∣pϑ− a0p
p0
∣∣∣  p
2p0y
 1
2p0
,
d’où ‖ϑp‖  1/2p0  1/2y. Le Théorème 2.2 implique donc
∇1(pϑ; y)	 1/ log y
pour p = p0, Ny < p  y. Il suit
(10·10)
∑
Ny<py
log p
p
∇1(pϑ; y)	
log2 y
log y
.
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En sommant (10·8), (10·9) et (10·10), nous obtenons
∑
P (n)y
Λ(n)
n
∇1(nϑ; y)	
1√
q
+
log2 y
log y
.
Comme q = q(ϑ;Qy) tend vers l’infini avec y, cela implique bien (10·4). 
Fin de la démonstration du Théorème 4.3.
Nous employons le critère (a) de la Proposition 1.4. Il nous reste donc à établir
que la série U(log;ϑ) est P -régulière et que limy→∞ VΛ(ϑ; y) = 0.
Le théorème des nombres premiers implique immédiatement
VΛ(ϑ; y)	
∑
py
pν>y
log p
pν
	 1√
y
.
La série U(log;ϑ) est convergente en vertu du critère d’Abel. Sa P -régularité
équivaut donc à
(10·11) Ulog(ϑ; y) = o(1) (y →∞).
Nous allons établir que, lorsque q := q(ϑ; y/(log y)4A+28)  2,
(10·12) Ulog(ϑ; y)	
2ω(q)(log q)2
ϕ(q)
+
1
(log y)A
.
Cela implique bien que Ulog(ϑ; y) = o(1) lorsque y →∞ pour chaque irrationnel ϑ
fixé, et fournit donc la conclusion attendue.
Une sommation d’Abel permet d’écrire
(10·13) Ulog(ϑ; y) =
∫ ∞
y
Z(x, y;ϑ)
log x− 1
x2
dx +
log y
y
Z(y, y;ϑ).
La majoration triviale Z(y, y;ϑ)	 1/‖ϑ‖ implique, sous la condition indiquée, que
le second terme du membre de droite est 	 1/(log y)B−1. Nous évaluons l’intégrale
en utilisant (8·12) dans le domaine y  x  Y1 et en faisant appel au Lemme 6.1
pour le domaine complémentaire x > Y1. Nous obtenons bien (10·12). 
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11. Le cas (f, g) = (τ,1) : preuve du Théorème 4.4
11·1. Réduction préliminaire
Le cas ϑ ∈ Q résulte immédiatement du Théorème 4.7 avec g = 1. Les détails
sont fournis au paragraphe 13.2. Dans toute la suite de cette démonstration, nous
supposons donc ϑ ∈ R  Q.
Nous montrons d’abord que la preuve du Théorème 4.4 peut être réduite au
résultat suivant.
Proposition 11.1. Soient ϑ ∈ R  Q et {qm}m1 la suite des dénominateurs des
réduites de ϑ. Les trois conditions suivantes sont équivalentes
(i) La série U(τ ;ϑ) converge ;
(ii) La série V (1;ϑ) converge ;
(iii) La série
∑
m1(−1)m(log qm+1)/qm converge.
Déduction du Théorème 4.4 à partir de la Proposition 11.1.
Le critère du Théorème 4.4 cöıncide avec la condition (iii) de la Proposition 11.1.
Cette condition est donc bien nécessaire à la validité de (Dϑ) pour le couple (τ,1).
Pour montrer qu’elle est suffisante, nous utilisons le critère (c) de la Proposition 1.4.
La convergence de (4·12) implique log qm+1 = o(qm) (m → ∞), donc le Théo-
rème 3.5(a) appliqué à la fonction 1 fournit la ϑ-adaptation. Le Lemme 13.2 infra,
qui relève d’une technique spécifique aux fonctions multiplicatives, implique que
V1(ϑ; y) = o(1) dès que q(ϑ; y/(log y)14)  (log y)14. Or, le Lemme 6.9 fournit
Uτ (ϑ; y) = o(1) lorsque q(ϑ; y/(log y)37)  (log y)37. La condition (c) de la Propo-
sition 1.4 est donc satisfaite. 
11·2. Convergence de U(τ ;ϑ)
Lemme 11.2. Soit A > 0. On a uniformément pour x  2, Qx := x/(log x)4A+24,
ϑ ∈ R, q = q(ϑ;Qx), a ∈ Z, (a, q) = 1, |qϑ− a|  1/Qx, ϑq := ϑ− a/q,
(11·1)
Zτ (x, x;ϑ)
= x(log x)
{
sin2(πϑqx)
πqϑqx
+ O
(
(log q) log(1 + (ϑqx)2)
q|ϑq|x log x
+
1
(log x)A
)}
.
Démonstration. Les Lemmes 6.8 et 6.10 appliqués avec z = 2 fournissent
(11·2) Eτ (x, x; a/q) =
x
q
(log x + 2γ − 1− 2 log q) + O
( x
(log x)A
)
uniformément pour x  2, 1  q  x/(log x)4A+24, (a, q) = 1.(20) La formule
asymptotique annoncée est déduite de (11·2) par sommation d’Abel, comme dans
20. Jutila a montré dans [16] que, pour chaque ε > 0 fixé, on a la formule uniforme
Eτ (x, x; a/q) =
x
q
(log x+ 2γ − 1 − 2 log q) +O(q2/3x1/3+ε) (x  2, q  1, (a, q) = 1).
Nous n’avons pas besoin d’une telle précision ici.
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la preuve du Lemme 6.11. En fait (11·1) cöıncide avec (6·41) dans le cas z = 2 à
l’exception du facteur log q dans le premier terme résiduel, qui est remplacé par qε
dans (6·41). Nous omettons la vérification de cette légère amélioration. 
Preuve de l’équivalence des points (i) et (iii) de la Proposition 11.1.
Nous sommes maintenant en mesure d’établir l’équivalence des points (i) et (iii)
de la Proposition 11.1. Nous utilisons les notations de (6·3). D’après le Lemme 11.2,
on a
(11·3)
∫ ξm+1
ξm
Zτ (t, t;ϑ)
dt
t2
=
1
qm
∫ ξm+1
ξm
(sinπεmt)2 log t
πεmt2
dt
+ O
( log qm
qm
+
∫ ξm+1
ξm
dt
t(log t)A
)
= − sgn(εm)
log |εm|
qm
∫ |εm|ξm+1
|εm|ξm
(sinπu)2
πu2
du
+ O
( log qm
qm
+
∫ ξm+1
ξm
dt
t(log t)A
)
,
où, pour établir la seconde égalité, nous avons utilisé l’intégrabilité sur R de la
fonction (sinπu)2(log u)/u2. De plus, le même calcul fournit
(11·4)
∫ x
ξm
Zτ (t, t;ϑ)
dt
t2
	 log qm+1
qm
+
∫ ξm+1
ξm
dt
t(log t)A
(ξm < x  ξm+1).
Grâce à (6·3), nous avons encore∫ +∞
|εm|ξm+1
(sinπu)2
πu2
du	 1
1 + |εm|ξm+1
	 qm
qm + (log qm+1)B
	 q
1/B
m
log qm+1
et ∫ |εm|ξm
0
(sinπu)2
πu2
du	 |εm|ξm 	
(log qm)B
qm+1
.
Compte tenu de la formule classique∫ ∞
0
(sinπu)2
πu2
du = 12π,
nous déduisons donc de (11·3) que
(11·5)
∫ ξm+1
ξm
Zτ (t, t;ϑ)
dt
t2
= 12π sgn(εm)
log qm+1
qm
+ O
( 1
q
1−1/B
m
+
∫ ξm+1
ξm
dt
t(log t)A
)
.
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Choisissons A > 1, de sorte que l’intégrale
∫ ∞
2
dt/t(log t)A converge. Comme∑
m1
q−1+1/Bm <∞
en vertu de la croissance exponentielle des qm, on voit que le terme d’erreur de
(11·5) est le terme général d’une série convergente. Comme sgn εm = (−1)m sgn ε1,
nous obtenons que la convergence de la série
∑
m1
∫ ξm+1
ξm
Zτ (t, t;ϑ) dt/t2 équivaut
à celle de la série apparaissant au point (iii) de l’énoncé.
Considérons maintenant un nombre réel x  2 et désignons par M = Mx l’unique
entier tel que ξM  x < ξM+1. On a par (11·4)
(11·6)
∑
nx
τ(n)
n
sin(2πnϑ) =
Zτ (x, x;ϑ)
x
+
∫ x
1
Zτ (t, t;ϑ)
dt
t2
=
∑
1mM
∫ ξm+1
ξm
Zτ (t, t;ϑ)
dt
t2
+ O
(
log qM+1
qM
)
+ o(1).
Sous la condition (iii), on a limm→∞(log qm+1)/qm = 0. On déduit donc de ce qui
précède l’implication (iii) ⇒ (i).
Établissons la réciproque. Au vu de (11·6) et (11·5), il suffit de prouver que la
convergence de U(τ ;ϑ) implique
(11·7). log qm+1 = o(qm) m→∞
Or on a
∑
ξm<nξm+1
τ(n)
n
sin(2πnϑ) =
[
Zτ (x, x;ϑ)
x
]ξm+1
ξm
+
∫ ξm+1
ξm
Zτ (t, t;ϑ)
dt
t2
.
La formule (11·1) et les relations (6·3) permettent de montrer facilement que le
premier terme du membre de droite est 	 (log qm)/qm = o(1) (m → ∞). Sous
l’hypothèse (i), le membre de gauche tend vers 0 puisque c’est le terme général
d’une série convergente. On déduit donc (11·7) de (11·5). 
11·3. Convergence de V (1;ϑ)
Nous commençons par estimer W1(x, x;ϑ), en vue d’intégrations par parties
ultérieures.
Lemme 11.3. Soit A > 0. On a uniformément pour x  2, Qx = x/(log x)5A+20,
ϑ ∈ R, q := q(ϑ;Qx), a ∈ Z, (a, q) = 1, |qϑ− a|  1/Qx, ϑq := ϑ− a/q,
(11·8) W1(x, x;ϑ) =
−x
2q
{
sgn(ϑq) + O
(
x‖qϑ‖
)}
+ O
( x
(log x)A
)
(x‖qϑ‖  1),
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et
(11·9) W1(x, x;ϑ)	
1
q‖qϑ‖ +
x
(log x)A
(x‖qϑ‖ > 1).
Démonstration. Le cas ϑq = 0 est trivial. En effet, seule la relation (11·8) est alors
à démontrer, et il résulte du fait que n → B(an/q) est de moyenne nulle dans Z/qZ
que
W1(x, x; a/q)	 x− q[x/q]	 q.
Plaçons-nous donc dans le cas ϑq = 0. Soit B := 5A + 20, de sorte que
Qx = x/(log x)B . Si q = q(ϑ;Qx) > (log x)B , la majoration (7·4) fournit à la fois
(11·8) et (11·9). Nous supposons donc dans la suite que q  (log x)B . Comme les
deux membres de (11·8) sont des fonctions impaires de ϑ, nous pouvons également,
sans restreindre la généralité, supposer que ϑq > 0.
Appliquons le Lemme 7.5 à la fonction 1. Nous pouvons écrire, avec les notations
(7·16) pour f = 1,
W1(x, x;ϑ) =
∑
0bx‖qϑ‖
Tb + O
(
(log x)B
)
avec Tb := T
(1)
b + T
(2)
b − 12T
(3)
b , où
T
(1)
b =
∑
xb<nxb+1
B
(an + b
q
)
=
∑
1cq
B
(ac + b
q
)(xb+1 − xb
q
+ O(1)
)
	 q,
T
(2)
b =
∑
xb<nxb+1
(
nϑq −
b
q
)
= 12ϑq(xb+1 − xb)
2 + O
(
(log x)B
)
,
T
(3)
b =
∑
xb<nxb+1
an≡−b (mod q)
1 =
xb+1 − xb
q
+ O(1).
Il reste à sommer ces évaluations. Si x  1/‖qϑ‖, on obtient
W1(x, x;ϑ) = T0 = −
x
2q
+ O
(‖qϑ‖x2
q
+ (log x)B
)
,
ce qui implique bien (11·8). Si x > 1/‖qϑ‖, on a ‖qϑ‖(xb+1 − xb) = 1 pour tout b
tel que b + 1  x‖qϑ‖, d’où, sous cette condition,
Tb = O(q) +
ϑq
2‖qϑ‖2 −
1
2q‖qϑ‖ + O
(
(log x)B
)
	 (log x)B .
Comme on déduit aussi de nos estimations des T (j)b que
max
b
∣∣Tb∣∣ 	 1
q‖qϑ‖ + (log x)
B ,
il s’ensuit finalement que
W1(x, x;ϑ)	
1
q‖qϑ‖ + (log x)
2B (x > 1/‖qϑ‖),
ce qui implique bien (11·9). 
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Preuve de l’équivalence des points (ii) et (iii) de la Proposition 11.1.
Une sommation d’Abel permet d’écrire∑
1nx
B(nϑ)
n
=
W1(x, x;ϑ)
x
+
∫ x
1
W1(t, t;ϑ)
dt
t2
.
En notant que ‖qmϑ‖ = |εm|qm, on déduit du Lemme 11.3 que∫ ξm+1
ξm
W1(t, t;ϑ)
dt
t2
= − sgn(εm)
2qm
∫ 1/‖qmϑ‖
ξm
dt
t
+ O
(
1
qm
+
∫ ξm+1
ξm
dt
t(log t)A
)
= (−1)m+1 sgn(ε1)
log qm+1
2qm
+ O
(
log qm
qm
+
∫ ξm+1
ξm
dt
t(log t)A
)
,
où l’on a utilisé les estimations (6·3). De la même manière, on obtient
W1(x, x;ϑ)
x
	 1
(log qm)A
,
∫ x
ξm
W1(t, t;ϑ)
dt
t2
	 log qm+1
qm
(ξm < x  ξm+1).
Ces estimations sont suffisantes pour obtenir l’équivalence requise des conditions
(ii) et (iii). Nous omettons les détails finaux, qui sont identiques à ceux du
paragraphe 11.2. 
12. (Dϑ) pour (f, g) = (Λ,−µ log) :
preuve du Théorème 4.5
Nous employons la Proposition 1.4(b). La ϑ-adaptation, soit
(12·1) ∇Λ(ϑ; y) =
∑
P (m)y
Λ(m)
m
∇(mϑ; y) = o(1) (y →∞),
est déduite de (2·3) de la même manière que celle du couple (log,Λ) l’est de (2·7).
Nous renvoyons le lecteur au Lemme 10.1 pour les détails. La P -régularité de la
série
V (µ log;ϑ) =
∑
n1
µ(n) log n
n
B(nϑ)
est une conséquence banale, par sommation d’Abel, des estimations (7·3) ou (7·38)
de Wµ(x, y;ϑ) — nous omettons les calculs correspondants. Comme on a
(12·2) |UΛ(ϑ; y)| 
∑
P (m)y
m>y
Λ(m)
m
	 1√
y
(y  2),
d’après une majoration classique, toutes les conditions de la Proposition 1.4(b) sont
bien remplies.
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Il reste à montrer que la convergence des deux membres de (Dϑ) est uniformément
bornée pour (f, g) = (Λ,−µ log). C’est une conséquence immédiate de (1·7), par
sommation d’Abel, dans le cas de V (g;ϑ). Il suffit donc, au vu de (1·16) de
montrer que les trois quantités ∇Λ(ϑ; y), UΛ(ϑ; y) et Vg(ϑ; y) sont uniformément
bornées en y et ϑ. La première propriété résulte de (12·1) et de la majoration
supϑ |∇(ϑ; y)| 	 1/ log y du Théorème 2.1. La seconde découle de (12·2) et la
troisième de (7·3), par sommation d’Abel. 
13. Cas des fonctions multiplicatives
13·1. Preuve du Théorème 4.6 : (f, g) ∈ FA × FA et ϑ ∈ R  Q
Nous établissons le Théorème 4.6 en faisant appel au critère (a) de la Proposi-
tion 1.4. Il est donc nécessaire de disposer d’une majoration de Vg(ϑ; y). Nous ferons
appel, à cette fin, à un théorème de Montgomery & Vaughan [22] qui implique que,
pour chaque A  1,
(13·1) Eg(x, y, ϑ)	A
x
log x
+ x
(logR)3/2
R1/2
(x  y  2),
uniformément pour g ∈ FA, ϑ ∈ R, R  2, q(ϑ;x/R)  R. Il est à noter que nous
avons utilisé ici un aspect essentiel du théorème de Montgomery & Vaughan, à
savoir l’uniformité de l’estimation dans la classe FA : cela permet, en appliquant le
résultat à la fonction multiplicative g1S(∞,y), d’estimer indépendamment de y des
sommes portant sur S(x, y).
Bien entendu, en raison même de son caractère d’uniformité, la majoration (13·1)
n’est pertinente que pour des 〈〈 grandes 〉〉 valeurs de y. Lorsque y est petit devant x,
nous remplaçons (13·1) par l’estimation
(13·2) Eg(x, y;ϑ)	 A2x(log x)3/2
{√
y
x
+
1√
R
+ e−
√
log x
}
établie dans [2] (proposition 1), avec les mêmes conditions de validité que (13·1)
en x, y, g, R et ϑ. Il est en outre à noter que la constante implicite dans (13·2) est
absolue, et donc que le paramètre A est en particulier autorisé à dépendre de x.
En cohérence avec la notation (7·1), nous posons, pour x  2, y  2, ϑ ∈ R,
(13·3) Wg(x, y;ϑ) :=
∑
n∈S(x,y)
g(n)B(nϑ).
Lemme 13.1. Soit A  1. On a uniformément pour g ∈ FA, x  y  2, ϑ ∈ R,
R  1, q(ϑ;x/R)  R,
(13·4) Wg(x, y;ϑ)	 x
log2 x
log x
+ x
logR
R1/3
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et
(13·5) Wg(x, y;ϑ)	 x(log x)5/2
{√
y
x
+
1
R1/3
+ e−
√
log x
}
.
Démonstration. Nous réemployons ici la technique utilisée au Lemme 7.2 pour
g = τz, et qui consiste à approcher B(ϑ) par une série de Fourier absolument
convergente. Le rôle des estimations (6·32) est joué par (13·1) pour la preuve
de (13·4) et par (13·2) pour celle de (13·5). Comme les détails techniques sont
essentiellement identiques à ceux de la preuve du Lemme 7.2, nous nous contentons
de brèves indications.
Avec les notations (7·6) et en posant Kh(x, y;ϑ) :=
∑
n∈S(x,y) h(n) cos(2πnϑ),
nous avons pour M  1, 0 < δ < 1,
(13·6)
Wg(x, y;ϑ) =
∑
1mM
bδ,mZg(x, y;mϑ)
+ O
( ∑
1mM
aδ,mK|g|(x, y;mϑ) + Ψ(x, y)
{
δ + 1/Mδ
})
.
En employant la minoration q(mϑ; 2x/R)  R/m issue du Lemme 6.2, nous
déduisons de (13·6) et (13·1) que l’on a, sous les hypothèses indiquées et pour
2  M  12R,
Wg(x, y;ϑ)	
x logM
log x
+ δx +
x
δM
+
x(logR)3/2√
δR
.
Nous en déduisons (13·4) en choisissant
δ :=
logR
3
√
R
+
1
(log x)3
, M := min
{
1
2R, (log x)/δ
}
.
Nous procédons parallèlement pour établir (13·5), en utilisant (13·2) au lieu
de (13·1). Le résultat énoncé correspond au choix M := 12R, δ := 1/
3
√
R. 
Nous déduisons à présent du Lemme 13.1 un résultat que l’on peut qualifier de
B-analogue du théorème 2 de [3].
Lemme 13.2. Soit A  1. On a uniformément sous les conditions g ∈ FA, y  2,
Qy := y/(log y)14, ϑ ∈ R, q(ϑ;Qy)  (log y)14,
(13·7) Vg(ϑ; y)	
(log2 y)2
log y
.
Démonstration. Évaluons, sous l’hypothèse q(ϑ; y/R)  R, le membre de gauche
de (13·7) par sommation d’Abel en utilisant (13·4) pour y  x  Ry, (13·5) pour
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Ry < x  Y1 et la majoration triviale Wg(x, y;ϑ) 	 Ψ(x, y) pour x > Y1. Nous
obtenons, compte tenu du Lemme 6.1,
Vg(ϑ; y) =
∑
P (n)y
n>y
g(n)
n
B(ϑn)	 (log2 y)
2
log y
+
(log y)7/2(log2 y)7/2
R1/3
.
Pour R = (log y)14, le premier terme de cette majoration domine. 
Nous reformulons qualitativement le Lemme 13.2 sous forme d’un B-analogue du
corollaire 2.1 de [3].
Corollaire 13.3. Soient A > 0, g ∈ FA et ϑ ∈ R  Q. Si la série V (g;ϑ) est
convergente et P -convergente, alors elle est P -régulière.
Démonstration. Soient α la somme et α∗ la P -somme de la série V (g;ϑ). On a
clairement α−α∗ = Vg(ϑ; y)+o(1), donc α = α∗ dès que lim infy→∞ |Vg(ϑ; y)| = 0.
Cette dernière condition résulte immédiatement du Lemme 13.2 puisque, si ϑ est
irrationnel, on a q(ϑ; y) = y pour une infinité d’entiers y. 
Fin de la démonstration du Théorème 4.6.
Nous utilisons le critère (c) de la Proposition 1.4. Comme FA ⊂ L2, le Théo-
rème 3.1 implique que le couple (f, g) est ϑ-adapté. D’après le Lemme 13.2, nous
avons Vg(ϑ; y) = o(1) dès que q(ϑ; y/(log y)14)  (log y)14. Or, le théorème 2 de [3]
implique Uf (ϑ; y) = o(1) sous la même condition. La condition (c) de la Proposi-
tion 1.4 est donc bien remplie. 
13·2. Preuve du Théorème 4.7 : g ∈ F∗A et ϑ ∈ Q
Nous utilisons la Proposition 1.4(b).
La ϑ-adaptation résulte immédiatement du Théorème 3.4 puisque les hypothèses
effectuées sur g impliquent facilement∑
P (n)y
|g(n)|
n
	 log y,
∑
P (m)y
|f(m)|
m
	 (log y)2,
où la première des ces deux majorations a été établie en raisonnant comme dans
la preuve de (9·10) avec α = β = 2.
Pour établir la P -régularité de la série V (g;ϑ), nous observons d’abord que
l’espace vectoriel des fonctions de Z dans C qui sont q-périodiques et impaires
admet les familles génératrices suivantes :
l’ensemble des caractères χ impairs dont le module divise q ;
l’ensemble des fonctions n → sin(2πbn/q), b ∈ N ;
l’ensemble des fonctions n → B(bn/q), b ∈ N.
Cela implique que V (g;ϑ) est combinaison linéaire de séries du type
(13·8)
∑
n1
g(n)χ(n)/n
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où χ est un caractère de Dirichlet impair de module divisant q. Un théorème de
Montgomery (voir [14], théorème 12) stipule que ces séries sont P -régulières dès
qu’elles sont convergentes si g ∈ M1 et si les séries (4·16) sont toutes non nulles
lorsque p = 2 — ce qui est alors équivalent à l’existence d’un entier ν  1 tel que
g(2ν)χ(2ν) = 0. Or, la démonstration donnée dans [14] du résultat de Montgomery
s’étend sans difficulté au cas des séries (13·8) avec g ∈ F∗A sous l’hypothèse (4·16).
L’hypothèse (a) implique donc la P -régularité de V (g;ϑ).
Il reste à montrer que
(13·9) Uf (ϑ; y) = o(1) (y →∞).
À cette fin, nous faisons appel à (4·6), sous la forme
(13·10) Uf (ϑ; y) =
∑
ny
g(n)
n
{
B∗
(
nϑ;
y
n
)
−B(nϑ) +∇1(nϑ; y)
}
.
La relation (2·4) implique
sup
ny
|∇(nϑ; y)| 	 1/(log y)A+2
et la formule (1·22) appliquée avec f = 1 permet d’en déduire immédiatement une
majoration identique pour supny |∇1(nϑ; y)|. Cela montre que la contribution des
termes ∇1(nϑ; y) dans (13·10) est négligeable. Introduisons alors un paramètre
T > 1 et écrivons la contribution complémentaire sous la forme
G1(T ; y) + G2(T ; y),
où G1 et G2 correspondent aux intervalles de sommation respectifs n  y/T et
y/T < n  y. Pour estimer G1(T ; y), nous faisons appel à (4·2) sous la forme
B∗(nϑ; y/n)−B(nϑ)	 n/(n + y/q)	ϑ n/y.
Insérons cette estimation dans l’expression de G1(T ; y). En utilisant le fait que g est
bornée en moyenne quadratique et en appliquant l’inégalité de Cauchy–Schwarz,
nous en déduisons que
G1(T ; y)	ϑ 1/
√
T .
Nous avons enfin
G2(T ; y) = −
∑
y/T<ny
g(n)
B(an/q)
n
−
∑
1mT
1
πm
∑
y/T<ny/m
g(n)
sin(2πamn/q)
n
.
Les hypothèses (b) et (c) impliquent donc que G2(T ; y) = o(1) pour chaque T fixé
lorsque y → ∞. Nous obtenons alors (13·9) en faisant tendre successivement y et
T vers l’infini. 
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13·3. Preuve du Théorème 4.8 : (f, g) = (τz+1, τz)
Nous pouvons aisément disposer du cas ϑ ∈ Q, pour lequel le Théorème 3.4
fournit immédiatement la ϑ-adaptation. En effet, en utilisant, comme dans la
preuve du Théorème 4.7, le fait que l’ensemble D(q) des caractères de Dirichlet
impairs de module divisant q constitue une base de l’espace vectoriel des fonctions
q-périodiques impaires de Z dans C, nous voyons que la conclusion requise résulte
de la P -régularité de la série
∑
n1 τw(n)χ(n)/n pour χ ∈ D(q) et w ∈ {z, z + 1}.
En fait, cette série est P -régulière, de somme L(1, χ)w, pour tout χ non principal
et tout w ∈ C. La P -convergence vers L(1, χ)w est une conséquence bien connue
du théorème des nombres premiers en progressions arithmétiques. La convergence
au sens ordinaire découle de (6·37), grâce à la représentation classique
χ(n) = Gq(χ)−1
∑
1aq
χ(a)e(an/q) (n  1).
où Gq(χ) désigne la somme de Gauss associée à χ. Le fait que la somme ordinaire
soit égale à L(1, χ)w est alors une conséquence de la continuité de L(s, χ) sur [1,∞[.
Nous nous limitons donc dans la suite à considérer les nombres ϑ irrationnels. Le
cas z = 0 étant trivial puisqu’il correspond à la convergence de la série (1·2), nous
pouvons supposer "e z < 0. Nous utilisons alors le critère (c) de la Proposition 1.4.
Le Théorème 3.1 fournit la ϑ-adaptation de (τz+1, τz) dès que |z + 1|  1, puisque
|τw(n)|  1 pour |w|  1 et n  1. Le Lemme 6.9 implique ensuite que
(13·11) Uτz+1(ϑ; y) = o(1)
lorsque y →∞ sous la condition q(ϑ; y/(log y)C)  (log y)C avec C  4(κ+1)2+21.
Les trois sous-paragraphes suivants sont consacrés à établir que
(13·12) Vτz (ϑ; y) = o(1)
pour les mêmes valeurs de y et un choix convenable de C, et que les séries V (τz;ϑ),
U(τz+1;ϑ) sont respectivement convergentes pour "e z < 0 et "e z  0.
13·3·1. Majoration de |Vτz(ϑ; y)|
Le Lemme 7.2 fournit immédiatement une estimation du défaut de P -régularité
Vτz (ϑ; y).
Lemme 13.4. Soit κ  1. On a uniformément pour y  2, z ∈ C, |z|  κ, ϑ ∈ R,
R  1, q(ϑ; y/R)  R,
(13·13) Vτz (ϑ; y) =
∑
P (n)y
n>y
τz(n)
n
B(ϑn)	 (log y)κ2+5
{
R−1/5 + e−
1
2
√
log y
}
.
Démonstration. Il suffit d’intégrer par parties l’estimation (7·4) en utilisant la
majoration triviale issue de (6·22) pour x > Y1. Nous omettons les détails. 
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On déduit en particulier de (13·13) que l’on a (13·12) lorsque y → ∞ sous la
condition q(ϑ; y/(log y)C)  (log y)C avec C  5κ2 + 26.
Compte tenu du domaine de validité de (13·11) rappelé plus haut, nous avons
donc établi que, pour tout nombre complexe z, la condition (1·18) de la Proposi-
tion 1.4(c) est bien vérifiée pour le couple (τz+1, τz).
13·3·2. Estimations de Wτz(x, y; ϑ) : convergence de V (τz; ϑ)
Ce paragraphe est consacré à établir la convergence de la série V (τz;ϑ) sous
l’hypothèse "e z < 0.
Le résultat intermédiaire suivant nous sera utile.
Lemme 13.5. Soient A > 0, B > 0, κ  1. On a uniformément pour x  2,
1  w  x, 1  r  (log x)B , 1  m  (log x)B , (c,m) = 1, |z|  κ,
(13·14)
∑
x<nx+x/w
n≡c (modm)
τz(rn) =
1
ϕ(m)
∑
x<nx+x/w
(n,m)=1
τz(rn) + O
( x
(log x)A
)
	 τκ(r) log(2rm)
m
x
w
(log x)e z−1 +
x
(log x)A
.
En particulier, on a τz ∈ SW+ pour tout z ∈ C, les constantes implicites de (7·12)
et (7·13) pour f = τz étant localement uniformes en z.
Démonstration. Le résultat annoncé pourrait être déduit formellement du Lem-
me 6.10, mais il est plus simple de procéder directement. Nous nous contentons
d’indiquer les étapes essentielles.
Désignons par χ un caractère générique de module m et posons
F (s; r,m) :=
∑
n1
n≡c (modm)
τz(rn)
ns
(σ > 1).
Nous pouvons écrire grâce aux relations d’orthogonalité des caractères
F (s; r,m) =
1
ϕ(m)
∑
χ(modm)
χ(c)F (s; r, χ)
avec
F (s; r, χ) :=
∑
n1
χ(n)τz(rn)
ns
=
∏
p  r
(
1− χ(p)
ps
)−z ∏
pν‖r
∑
j0
τz(pν+j)χ(pj)
pjs
= L(s, χ)z
∏
pν‖r
p m
(
1− χ(p)
ps
)z ∑
j0
τz(pν+j)χ(pj)
pjs
∏
pν‖r
p |m
τz(pν).
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On a en particulier, en notant χ0,m le caractère principal de module m,
(13·15) F (s; r, χ0,m) = ζ(s)zG(s, z; r,m)
avec
G(s, z; r,m) :=
∏
p |mr
(
1− 1
ps
)z ∏
pν‖r
p m
∑
j0
τz(pν+j)
pjs
∏
pν‖r
p |m
τz(pν).
En utilisant (6·20) et la sous-multiplicativité de τκ, on montre aisément que l’on a
pour |s− 1|  1/ log(2rm)
(13·16) |G(s, z; r,m)| 	 ϕ(m)
m
τκ(r) log(2rm).
On conclut la démonstration en employant la méthode de Selberg–Delange
(cf. [29], chap. II.5). La contribution des caractères non principaux est estimée grâce
aux propriétés de prolongement analytique des fonctions L(s, χ) dans le demi-plan
σ < 1. Celle du caractère principal est évaluée en faisant appel à (13·15) et (13·16).
Nous sommes maintenant en mesure d’établir une estimation de Wτz (x, x;ϑ)
valable uniformément pour ϑ ∈ R.
Lemme 13.6. Soient A > 0, κ  1, B := 5(A + κ2 + κ + 4). On a uniformément
pour x  2, z ∈ C, |z|  κ, Qx = x/(log x)B , ϑ ∈ R, q := q(ϑ;Qx),
(13·17) Wτz (x, x;ϑ)	 x(log x)e z−1
{τκ+2(q) log q
q
+
1
(log x)A
}
.
Démonstration. Nous employons la méthode précédemment mise en œuvre dans les
démonstrations de la Proposition 7.1 et du Lemme 11.3.
Lorsque q satisfait aux hypothèses de l’énoncé, on a
Wτz (x, x; a/q)	 x/(log x)A+κ+1.
Cela nous permet de disposer du cas ϑ ∈ Q.
Plaçons-nous maintenant dans le cas ϑ ∈ R  Q. Si q = q(ϑ;Qx) > (log x)B ,
la majoration (7·4) fournit (13·17). Nous pouvons donc supposer dans la suite que
q  (log x)B . Comme le membre de gauche de (13·17) est une fonction impaire de ϑ,
nous pouvons également, sans restreindre la généralité, supposer que, si a ∈ Z est
tel que (a, q) = 1, |qϑ− a| = ‖qϑ‖  1/Qx, alors ϑq := ϑ− a/q > 0.
Comme, d’après le Lemme 13.5, on a τz ∈ SW+ pour |z|  κ, nous pouvons
évaluer Wτz (x, x;ϑ) à l’aide du Lemme 7.5, les constantes impliquées ne dépendant
que de A, B et κ. Le nombre des indices b dans la somme de (7·17) avec f = τz
n’excédant pas 1+x‖qϑ‖ 	 (log x)B , il suffit, pour établir (13·17), de montrer que
l’on a
(13·18) T (j)b 	
τκ+2(q) log q
q
{xb+1 − xb}(log x)e z−1 +
x
(log x)B+A
pour 0  b  x‖qϑ‖ et 1  j  3.
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Commençons par majorer T (1)b . Il résulte immédiatement de (7·15) et (13·14) que
T
(1)
b =
∑
m|q
γ(m; b/q)
ϕ(m)
∑
xbm/q<.xb+1m/q
(.,m)=1
τz
(qJ
m
)
+ O
( x
(log x)B+A
)
.
	
{
xb+1 − xb
}
(log x)e z−1
log q
q
∑
m|q
τ(m)τκ(q/m) +
x
(log x)B+A
	 τκ+2(q) log q
q
{
xb+1 − xb
}
(log x)e z−1 +
x
(log x)B+A
,
où nous avons utilisé la relation de convolution τ2 ∗ τκ = τκ+2. Cela garantit bien
(13·18) pour j = 1.
Nous estimons T (2)b par sommation d’Abel à partir d’une évaluation classique de∑
nt τz(n). Il vient
T
(2)
b 	 ϑq(xb+1 − xb)2(log x)e z−1 + ϑqx2/(log x)2B+A.
Comme ϑq(xb+1−xb)  1/q et ϑqx  (log x)B/q, cela implique (13·18) pour j = 2.
Il reste à évaluer T (3)b . Compte tenu de (7·19), le Lemme 13.5 fournit
T
(3)
b 	
τκ(q) log q
q
{
xb+1 − xb
}
(log x)e z−1 +
x
(log x)B+A
.
Cela achève la démonstration du Lemme 13.6. 
Nous sommes maintenant en mesure d’établir la convergence de V (τz;ϑ) pour
tout z tel que "e z < 0. Une sommation d’Abel fournit d’abord
(13·19)
∑
nx
τz(n)
n
B(nϑ) =
Wτz (x, x;ϑ)
x
+
∫ x
1
Wτz (t, t;ϑ)
dt
t2
.
L’ensemble des x satisfaisant à q(ϑ;Qx) = qm, c’est-à-dire qm  Qx < qm+1, est
un intervalle, que nous notons [ξm, ξm+1[. D’après (6·3), on a ξm  qm(log qm)B .
Ainsi que nous l’avons remarqué au paragraphe 11.2, on a log qm  m, donc
également
(13·20) log ξm  m (m  1).
Le Lemme 13.6 implique par conséquent pour "e z < 0
Wτz (x, x;ϑ)
x
	 (log x)
e z−1
√
qm
+
1
(log ξm)A
	 1
mA
(ξm  x  ξm+1)∫ ξm+1
ξm
|Wτz (t, t;ϑ)|
dt
t2
	 (log ξm)
e z
√
qm
+
1
(log ξm)A−1
	 m1−A.
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En particulier, la seconde majoration est, pour tout A > 2, le terme général d’une
série convergente. En reportant ces estimations dans (13·19), nous obtenons bien
la convergence de V (τz;ϑ) sous l’hypothèse "e z < 0.
13·3·3. Convergence de U(τz+1; ϑ)
Nous établissons ici la convergence de la série U(τz+1;ϑ) lorsque "e z  0.
Le cas ϑ ∈ Q résulte immédiatement, par sommation d’Abel, de la formule (6·38)
du Lemme 6.10 qui implique pour a, q fixés et tout A > 0
(13·21) Zτz (x, x; a/q)	
x
(log x)A
.
Nous omettons les détails, qui sont faciles.
Considérons maintenant le cas ϑ ∈ R  Q.
Une sommation d’Abel permet d’écrire
(13·22)
∑
nx
τz+1(n)
sin(2πnϑ)
n
=
Zτz+1(x, x;ϑ)
x
+
∫ x
1
Zτz+1(t, t;ϑ)
dt
t2
.
Conservons la définition de la suite {ξm}∞m=1 utilisée en (6·3). On déduit du Lem-
me 6.11 que l’on a, pour x ∈ [ξm, ξm+1],
(13·23) Zτz+1(x, x;ϑ)
x
	 (log x)
e z
√
qm
log(1 + ϑ2qx
2)
|ϑq|x
+
1
(log x)3
	 1√
qm
+
1
m3
.
En majorant (log x)e z par 1 dans la première de ces estimations, nous obtenons
(13·24)
∫ ξm+1
ξm
|Zτz+1(t, t;ϑ)|
dt
t2
	 1√
qm
∫ ∞
0
log(1 + ϑ2qt
2)|ϑq|dt
ϑ2qt
2
+
1
(log ξm)2
	 1
m2
.
La convergence de la série U(τz+1;ϑ) lorsque "e z  0 résulte clairement de (13·22),
(13·23) et (13·24).
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[11] H. Davenport & P. Erdős, On sequences of positive integers, J. Indian Math. Soc. 15 (1951),
19–24.
[12] Y. Dupain, R.R. Hall & G. Tenenbaum, Sur l’équirépartition modulo 1 de certaines fonctions
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[29] G. Tenenbaum, Introduction à la théorie analytique et probabiliste des nombres, 2e édition,
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