We examine the dynamic relationships between per capita carbon dioxide emissions, real gross domestic product (GDP), nonhydroelectric renewable energy (NHRE) consumption, agricultural value added (AVA), and agricultural land (AGRL) use for the case of Argentina over the period 1980-2013 by employing the autoregressive distributed lag bound approach to cointegration and Granger causality tests. The Fisher statistics of the Wald test are examined, and the existence of a long-run cointegration between variables is proved. There are long-run bidirectional causalities between all considered variables. The short-run Granger causality suggests bidirectional causality between AVA and agricultural land use, unidirectional causalities running from AGRL to NHRE and from NHRE to AVA. Long-run elasticity estimates suggest that increasing AGRL reduces carbon emissions; increasing AVA increases GDP and reduces pollution, AGRL, and NHRE; and increasing NHRE reduces AVA and AGRL. Thus, it seems that agriculture and renewable energy are substitute activities and compete for land use. We recommend that Argentina should continue to encourage agricultural production. The substitutability between agricultural and non-hydroelectric renewable energy productions, and their competition for agricultural land use, should be at least reduced or even stopped by encouraging research and development in second-generation (or even in third-generation) biofuel production and in new technologies for renewable energy and for agriculture more efficient in land use.
Introduction
Argentina is considered among the top countries for biofuel production. Indeed, its fuel ethanol and biodiesel production was 3 billion liters in 2011 ranking it fourth in the world after the USA, Brazil, and Germany [35] . In 2012, the share of renewable energy (RE) in the total primary energy supply is 7.3%, the share of renewables in total electricity generation was 23.8%, and the shares in total renewable energy were wind (0.5%), liquid biofuels (16.4%), solid biomass (40.1%), and hydropower (43%) [21] . Many projects related to the use of solar and wind energy are encouraged. As part of the national program of rural electrification, 12,000 electrification systems are planned, and 170 have been realized in 2011 in the Argentina province of Neuquén. It has the ambitious program of 20% renewable energy in 2025 [25] .
Argentina continues to encourage renewable energy production mainly through its fiscal policies. Indeed, the 2006 Law 26,190 provided 15-year feed-in tariffs for all renewable energy sources [21] . This was funded from a Fiduciary Fund for Renewable Energy, which is financed by a tax on electricity imposed on wholesale companies of electricity. In addition, Federal laws on renewable energy recommend provinces to apply the legislation and to develop proper province-level incentives. Argentina gives particular fiscal encouragements to the production and exportation of biofuels, and especially biodiesel, as differentiated export taxes have been established. It is obvious that the production of bio-energy is closely related to agriculture.
In 2014, agricultural value added (AVA) represents 7.95% of gross domestic product (GDP), and employment in agriculture represents 0.5% of total employment in Argentina [44] . This shows the economic importance of the agricultural sector which is more and more mechanized and employs less people. Argentina has taken advantage of the technical progress to improve energy efficiency in agriculture. Energy-saving techniques are commonly used and include genetically improved livestock and plants to increase yield, to resist pests and diseases, and to ameliorate the tolerance to drought [43] . In addition, energy-efficient machinery and irrigation systems, reduced or zero tillage, improved efficiency of the inputs used, water management improvement, and site-specific nutrient and pesticide application are used in Argentina. Due to political incentives, energy-saving strategies are also oriented to the use of renewable energies and particularly bio-energies aiming the substitution or reduction of fossil fuels use. Indeed, bioenergies can be easily promoted through livestock manure use, energy crops cultivations, the use of plant residues, and other byproducts obtained from the processing industry of farming.
By reducing its greenhouse gas (GHG) emissions from fossil energy use in agriculture, Argentina reinforces its internal energy security and contributes to combat climate change despite not being among the top carbon dioxide (CO 2 ) emission countries. Authorities are conscious that decreases in GHG emissions will still need specific policies requiring incentive fiscal policies, investments in research and development (R&D), and green-oriented education. However, governmental authorities should give a special attention to potential emissions that might come from land-use change particularly in areas where the rapid expansion of the agricultural frontier caused important deforestation. Indeed, the principal changes that occurred in land use in Argentina consisted in the expansion of agricultural areas at the expense of forests [45] . In the last three to four decades, cropland area has increased twofold, while crop production has increased fivefold. This country produces now more crops with higher yields. At the same time, livestock productions have been reduced and limited to areas less suitable for crop activities such as the semiarid areas of San Luis and Mendoza.
The preceding paragraphs show the interdependence between renewable energy, agricultural production, agricultural land, and CO 2 emissions in Argentina. The principal aim of the present paper is to examine whether there is competition for agricultural land use between renewable energy production and agricultural production. Additionally, this empirical investigation tries to evaluate the interdependence between per capita CO 2 emissions, real GDP, non-hydroelectric renewable energy consumption, agricultural value added, and agricultural land by using the autoregressive distributed lag (ARDL) bound approach to cointegration and Granger causality tests for the case of Argentina.
To the best of our knowledge, no econometric research has been reported on Argentina and interested by renewable energy and agriculture or land use. Our paper is closely related to that of Ben Jebli and Ben Youssef [12] study on Morocco and differs from it mainly by the fact that the present paper concerns Argentina, and agricultural value added and agricultural land (AGRL) are used in the same model in the current study, while in Ben Jebli and Ben Youssef [12] , these two variables are used in two different models.
Our paper has the following structure. Section 2 is a literature review. Section 3 is for data, descriptive statistics, and the used econometric methodology. Section 4 is designed for the econometric results and their discussion. Section 5 concludes with policy implications.
Literature Review
To the best of our knowledge, Omri et al. [26] is the unique research that brought causal relationship results about renewable energy in Argentina. These authors consider a panel of 17 developed and developing countries and show that there is a unidirectional causality running from economic growth to renewable energy consumption for the case of Argentina and for the whole panel. However, there are few studies interested by renewable energy in Argentina. Diogo et al. [15] present a landuse modeling framework to evaluate the economic potential of biofuel production avoiding indirect land-use changes (iLUC) resulting from land competition. Their framework is applied for the case of Argentina to evaluate the development of biofuel potential from soy and switch grass until 2030. They find that if current trends continue, no surplus land is expected to become available for agricultural and livestock productions. Di Sbroiavacca et al. [16] use simulation models to evaluate the impact of specific climate change control policies on energy consumption and CO 2 emission savings in Argentina in the period 2010-2050. The results of the LEAP (Long-range Energy Alternatives Planning) system model indicate that if Argentina implements some recommended mitigation measures, this will lead to a 16% decrease in GHG emissions compared to a business-as-usual scenario. With the LEAP model, a low CO 2 price scenario leads to the replacement of coal by wind energy and nuclear in electricity expansion, while a high CO 2 price leads to more investments in hydropower.
There is a rich literature, not concerned by the Argentina case, dealing with the causal relationships between renewable energy and other economic variables as the emission of pollution, GDP, and international trade [1, 3-5, 7, 8, 17, 23, 27, 28, 38, 41] . Most of these studies agree on the existence of a causal relationship between renewable energy consumption and economic growth and on the positive impact of renewable energy on both economic growth and the environment.
Several econometric papers, not concerned by Argentina, have studied the relationship between energy consumption and agriculture [18, 22, 24, 33, 34, 36, 37, 40, 42] . We conclude from these researches on the existence of a causal relationship between energy consumption and agricultural value added and that energy is needed for agricultural production. Recently, some studies have investigated the relationship between renewable energy consumption and agriculture [9] [10] [11] . They conclude to the existence of a causal relationship between renewable energy consumption and agricultural production and that renewable energy consumption helps to combat global warming.
The first econometric study on the relationship between renewable energy production and land use is that of Al-Mulali et al. [2] . They evaluate the impact of renewable energy production on water and land footprint by considering a panel of 58 developed and developing countries. Their study come to the conclusion that economic growth, urbanization, and trade openness increase the water and land footprint and thus have a harmful impact on water and land use. They also show that renewable energy production increases water and land inefficiency and that renewable energy production will continue to increase water and land footprint in the future. These countries are advised to replace current renewable energy technologies with new ones that ameliorate water and land use efficiency. The second study is that of Ben Jebli and Ben Youssef [12] which investigate the relationships between renewable energy consumption, emissions, GDP, agricultural value added, and arable land use (LUSE) in Morocco. They use two models: the first with the AVA variable, while the second is with the LUSE variable. Their long-run estimates show that an increase in agricultural production or in land use increases renewable energy consumption. Their Granger causality tests conclude to the existence of a shortrun unidirectional causality running from LUSE and from AVA to renewable energy consumption. In addition, there is a long-run unidirectional causality running from land to RE, and a long-run bidirectional causality between agriculture and renewable energy. These authors advise Moroccan authorities to continue encouraging renewable energy use because it is not in competition with agricultural production for the use of land. The present research differs from this last cited paper by the fact that agricultural value added and agricultural land variables are used in the same model.
Data and Method
The annual data selected for the empirical analysis are from 1980 to 2013 and include CO 2 emissions per capita (e) measured in metric tons. Real GDP per capita (y) is measured in constant 2010 US dollars. Non-hydroelectric renewable energy consumption per capita (NHRE, nhre) measured in billion kilowatt hours (kWh) concerns renewable electricity consumption from solar, wind, geothermal, biomass and waste, and tide and wave. Agricultural value added (AVA, ava) is measured in constant 2010 US dollars. Agriculture comprises livestock production, forestry, hunting, fishing, and cultivation of crops. The value added of a sector is its net output after adding up all outputs and subtracting intermediate inputs. Agricultural land (AGRL, agrl) is measured in square kilometers (sq. km). Agricultural land comprises land under temporary crops, temporary meadows for pasture or for mowing, land under market or kitchen gardens, and land temporarily fallow. Land for growing trees for wood is excluded. All data, including population number, are collected from the World Bank [44] except those on non-hydroelectric renewable energy which are obtained from Energy Information Administration [19] . We tried to optimize the collection of data in order to obtain the maximum information according to their availability. The data on NHRE, AVA, and AGRL are divided by population number in order to get the per capita unit. All time series are transformed to natural logarithms before starting the empirical study. Eviews 9.0 is used as basic software for all estimates.
The descriptive statistics of the selected time series are presented in Table 1 and Fig. 1 . In Table 1 , some descriptive estimates (means, maximum, minimum) are done to evaluate the trend of per capita CO 2 emissions, real GDP, non-hydroelectric renewable energy consumption, agricultural value added, and agricultural land over the considered period of time. The tendencies of our selected variables have been reported in Fig. 1 and indicate that all series have an upward trend and periodic fall over time, except for agricultural land plot which shows downward tendency across time. Some perturbations were documented, over the selected period of time, and a sharp decrease was recorded in 2002 followed by a fast increase in 2008. The evolution of economic growth is greatly instable and realized important falls in 1990 and 2002. The highest value of economic growth was equal to 10,853.26 US dollars in 2011. Regarding the per capita AVA plot, its trend is upward with a serious fall in 2009, and its highest level is 749.2640 US dollars realized in 2007. A continued decrease was observed for per capita AGRL until 2002 where the lowest level of 0.033970 sq. km was reached. The maximum level of per capita AGRL is equal to 0.045549 sq. km reached in 1980. An approximately continuous stagnation during the first 15 years was observed for the per capita consumption of non-hydroelectric renewable energy. In 1996, the consumption starts to rise and reached a higher level of 7.26 × 10 −8 billion kWh in 2006. The evolution of per capita CO 2 emissions was instable across the selected period with an upward tendency. The minimum value of 3.291541 metric tons per capita CO 2 emissions was reached in 2002, and the maximum value of 4.682974 metric tons was reached in 2008.
Our empirical methodology follows four steps: (i) we test the integration order of each time series by using the Zivot and Fig. 1 Representation plots of the selected variables Andrews [46] unit root test with structural break; (ii) we examine the cointegration relationship between variables by using the test of Wald which is based on the Fisher (F) statistics; (iii) we investigate the short-and long-run estimates of the dependent variables, and we test the stability of the estimated coefficients for each equation; and (iv) we inspect the directions of short-and long-run causalities between our variables by using the Granger causality method.
Econometric Results and Discussion

Stationary Tests
The integration order is measured to check whether variables are integrated of order zero (I(0)) or of order one (I (1)). To do that, the employment of a unit root test with structural break proposed by Zivot and Andrews [46] is considered in the present investigation. This unit root test seems to be more powerful than other traditional tests, such as the augmented Dickey and Fuller [14] and the Phillips and Perron [32] tests, because it gives more information about structural change. Zivot and Andrews [46] unit root test with structural change suggests three models to check for stationary proprieties. The first model assumes that there is one-time change in the variable at level, while the second model suggests that there is one-time change in the trend coefficient. The third model allows that, in both intercept and deterministic trends, there is one-time change. The Zivot and Andrews unit root test advises that series contain unit root with one-time change for the null hypothesis, while the alternative hypothesis suggests that the series is stationary with one-time change. In this case, stationary tests are done for the case with intercept and deterministic trend. The results from Zivot and Andrews's unit root test with structural change are reported in Table 2 . This test is examined at level and after first difference for all considered variables. At level, all the variables are non-stationary except for nonhydroelectric renewable energy consumption which is estimated to be stationary at level. After first difference, the t student-estimated statistics mentioned that all variables are integrated of order one, i.e., I(1).
ARDL Cointegration Test
The employment of the ARDL bound approach to cointegration is considered in this study because of its advantages compared to other econometric techniques such as Pesaran and Pesaran [29] and Pesaran and Smith [30] . In fact, this method is relatively a recent technique which has been developed by Pesaran et al. [31] and gives further advantages in terms of sample size, integration order (stationary), endogeneity, and estimated coefficients. These advantages can be summarized as follows: (i) time series can be stationary at level, or stationary after first difference, or fractionally stationary; (ii) the estimate of the short-and long-run elasticities can be done with the same specified model; (iii) it provides good results even with a small sample; and (iv) it resolves the problem of endogeneity.
The ARDL equations are presented as follows:
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where Δ , ε , and q denote the first difference operator, the error term, and the number of lags, respectively.
In the first step, the ARDL bound approach proposed by Pesaran et al. [31] requires fixing the number of lag length for the vector autoregressive (VAR) model which is based on several criteria such as log likelihood (LogL), log likelihood ratio (LR), final prediction error (FPE), Akaike information criterion (AIC), Schwarz information criterion (SIC), and Hannan-Quinn information criterion (HQ).
Based on the previous statistical criteria, we run the unrestricted VAR model to check for the number of lags, which is practically based on the AIC criterion. The results from these statistics are reported in Table 3 and indicate that most criteria confirm that the number of lags is equal to 2. Thus, the optimal number of lag length in our investigation is equal to 2.
In the second step, the ARDL Eqs. (1)-(5) reported above will be estimated by using the ordinary least squares (OLS) method. To check for long-run cointegration among the variables for each equation, the joint significance of the estimated coefficients is tested by using the significance of the Fisher statistics of the Wald test. The null hypothesis of no c o i n t e g r a t i o n i s α 6 = α 7 = α 8 = α 9 = α 1 0 = 0 ; β 6 = β 7 = β 8 = β 9 = β 1 0 = 0; δ 6 = δ 7 = δ 8 = δ 9 = δ 1 0 = 0; γ 6 = γ 7 = γ 8 = γ 9 = γ 10 = 0; λ 6 = λ 7 = λ 8 = λ 9 = λ 10 = 0, against t h e a l t e r n a t i v e h y p o t h e s i s w h i c h a s s u m e s t h a t [31] suggest that the computed Fisher statistic of the Wald test should be compared to two terminal critical values: the lower critical value assumes that series are integrated of order zero, i.e., I(0), and the upper critical value assumes that series are integrated of order one, i.e., I(1). Thus, if the estimated value of the Fisher statistic is greater than the upper critical value, then the null hypothesis of no cointegration is rejected. If the computed Fisher statistic is between the lower and upper critical values, then the result is inconclusive. In this case, the existence of cointegration between the variables can be tested through the significance of the error correction term (ECT) by running the vector error correction model (VECM). The last case suggests that if the computed value of the Fisher statistic is weaker than the lower critical value, then the null hypothesis of no cointegration is not rejected. The choice of the optimal number of lag length which is used for the Fisher statistic is based on AIC and SIC criteria. The estimated Fisher statistics are done for the case of unrestricted intercept and trend. Diagnostic tests are then estimated to check for autocorrelation of residues (Breusch-Godfrey LM test), residual heteroscedasticity (ARCH test), and normality distribution tests (Jarque-Bera statistic).
The results from the ARDL cointegration tests are reported in Table 4 . With respect to Eq. (1), the calculated Fisher statistic (2.5489) seems to be higher than the lower critical value but is too smaller than the upper critical value. Thus, the result is inconclusive, and the VECM should be run to check for long-run cointegration between variables through the significance of the ECT corresponding to Eq. (1). For Eqs. (2)-(5), the estimated Fisher statistics are higher than the upper critical value at mixed levels indicating the Lag length is presented in parenthesis. All time series are examined after logarithmic transformation existence of long-run cointegration between variables when GDP, NHRE, AVA, and AGRL are defined as the dependent variables, respectively. For all these equations, a maximum number of four lags can be considered. Finally, the diagnostic tests approve that there is no residues autocorrelation, no heteroscedasticity, and residues are well normally distributed.
ARDL Estimates
The estimate of the short-and long-run elasticities is done by running the ARDL representation of Eqs. (1)-(5) for each considered model. The ARDL estimates are reported in Table 5 which shows that all long-run estimated coefficients are statistically significant at mixed levels except for the CO 2 emission coefficient when NHRE is the dependent variable (Eq. (3)). When per capita CO 2 emission is a dependent variable, the lagged ECT corresponding to Eq. (1) is negative, comprised between − 1 and 0, and is statistically significant at the 5% level proving the existence of long-run cointegration between variables. Economic growth increases CO 2 emissions because it needs more fossil energy use. Non-hydroelectric renewable energy consumption has a positive and weak impact on emissions because some of these renewable resources, such us biofuels, are polluting but by far less than fossil fuels. An increase in agricultural production seems to reduce CO 2 emissions. This result might be due to the more renewable energy use and/or more efficient energy use of agriculture in comparison to the other economic sectors in Argentina. This result is similar to that of Rafiq et al. [34] and to that of Ben Jebli and Ben Youssef [11] , but it is contrary to the finding of Ben Jebli and Ben Youssef [10] study on Tunisia. Interestingly, increasing agricultural land use reduces CO 2 emissions. This could be explained by the fact that when more land is used, farmers are less incited to increase its productivity by using more polluting inputs such us industrial fertilizers or fossil energy. To the best of our knowledge, this constitutes a new result because no preceding research has evaluated the impact of agricultural land use on pollution.
The results concerning Eq. (2) show that all the independent variables have a positive and beneficial impact on economic growth. Our long-run estimates show that economic growth increases NHRE consumption because GDP increase needs more energy for production and consumption purposes. This finding is similar to that of Sadorsky [38] . In addition, economic growth increases AVA because it enables to acquire the necessary investments and inputs for agricultural production. Agricultural production and non-hydroelectric renewable energy consumption seem to play substitute roles because increasing AVA reduces NHRE consumption, and increasing NHRE consumption reduces AVA. This result is in accordance with that of Ben Jebli and Ben Youssef [9] study on Brazil. This substitutability is reinforced by the fact that an increase in agricultural land reduces non-hydroelectric renewable energy consumption. This finding is opposite to that reached by Ben Jebli and Ben Youssef [12] study on Morocco. Interestingly, less agricultural land use increases agricultural production, and an increase in AVA reduces AGRL use. The reason is that less agricultural land use incites to produce more efficiently. This constitutes a new result not addressed by previous literature. Finally, an increase in non-hydroelectric renewable energy consumption reduces the lands used for agriculture purposes because several renewable energy resources, from which is excluded hydroelectric renewable energy, need lands for production. This result is in accordance with that of Al-Mulali et al. [2] concerned by a panel of 58 countries.
The stability of the computed short-and long-run coefficients should be examined. To do that, the cumulative sum (CUSUM) and the CUSUM of squares techniques developed by Brown et al. [13] are employed. These statistical tests are based on the recursive regression on residuals and incorporate the short-run dynamics to the long-run through residuals. Both of these tests are reported graphically. If the plot representations of these statistics fall inside the critical bounds of 5% significance, we can conclude that the short-and long-run elasticities of a given regression are stable. The graphical representations of these estimated statistics are reported in Figs. 2, 3, 4, 5, and 6. These representations indicate that the computed short-and long-run elasticities are well within the critical bounds except for the CUSUM of squares of recursive residuals for per capita AVA signifying that the estimated coefficients might be instable when per capita AVA is the dependent variable.
Granger Causality Tests
The two steps procedure of Engle and Granger [20] is considered to investigate the directions of the short-and long-run causal relationships between per capita CO 2 emissions, real GDP, NHRE consumption, AVA, and AGRL. The short-term effect between variables is studied by using the Granger pairwise causality test. This test examines the causal links between the two-by-two variables to verify whether (i) the causal link follows a single direction, and thus the causality is unidirectional; or (ii) the causal link takes two directions, and thus the causality is bidirectional; or (iii) there is no causality in any direction. Long-term causality is assessed by the meaning of the error correction term for each co-integration equation: if the ECT is statistically significant, then there is a long-term causality ranging from all explanatory variables to the dependent variable. The first step estimates the long-run coefficients and recuperates the residuals, while the second step estimates the parameters concerning the short-run .41717]*** ***, **, and * indicate statistical significance at the 1%, 5%, and 10% levels, respectively; ECT denotes the error correction term corresponding to each equation; t statistics are presented in brackets adjustment. The short-run interaction between the considered variables is studied by using the pairwise Granger causality, and its significance is measured by the Fisher statistic. The significance of the long-run interdependence between our variables is assessed by using the t student statistic. The vector error correction model is given as follows:
where Δ denotes the first difference operator; p designates the VAR lag length; ECT t − 1 indicates the lagged ECT corresponding to each equation; τ indicates the speed of adjustment from the short-to the long-run equilibrium; and ζ t denotes the residual term.
The results from the short-and long-run Granger causalities interdependencies between our variables are reported in Table 6 . All the error correction terms are statistically significant and are comprised between − 1 and 0 implying the existence of long-run bidirectional causalities between all our considered variables.
There is short-and long-run bidirectional causality between agricultural land and agricultural production. This can be explained by the remarkable progress of land productivity realized by the agricultural sector in Argentina. Indeed, between 1980 and 2013, per capita agricultural land has decreased from 0.045 to 0.035 km 2 , while per capita agricultural value added has increased from 515.680 to 673.175 constant 2010 US dollars (see Fig. 1 ). This constitutes a new and an interesting result because the causal relationships between agricultural production and land use have not been evaluated by previous studies.
There is a short-run unidirectional causality running from AGRL to NHRE, and long-run bidirectional causality between these two variables. This can be explained by the remarkable progress in productivity realized by agricultural lands for biofuels production in Argentina. Indeed, from 1980 to 2013, per capita non-hydroelectric renewable energy consumption has increased from 3.56 to 69.4 kWh, while per capita agricultural land has decreased from 0.045 to 0.035 km 2 (see Fig. 1 ). Our short-run causality finding is similar to that of Ben Jebli and Ben Youssef [12] study on Morocco. However, these authors find only a long-run unidirectional causality running from arable land use to renewable energy consumption.
We also have a short-run unidirectional causality running from NHRE to AVA, and long-run bidirectional causality between these two variables which are due to the substitutability existing between agricultural and non-hydroelectric renewable energy productions in Argentina. These long-run results are in accordance with those of Ben Jebli and Ben Youssef [9, 10] . Short-run unidirectional causalities running from agricultural land to economic growth and to CO 2 emissions are found. Finally, there are short-run unidirectional causalities running from non-hydroelectric renewable energy consumption to GDP and to carbon emissions. These last results differ from those reached by Apergis et al. [6] because these authors prove the existence of short-and long-run bidirectional causalities between RE, GDP, and CO2 emissions for a panel of 19 developed and developing countries.
Conclusion and Policy Implications
The main objective of this study is to examine whether there is competition for agricultural land use between non-hydroelectric renewable energy and agricultural production in the case of Argentina. We have excluded hydroelectric renewable energy because it does not need land in consistent amount for energy production. We estimate the long-run elasticity and the causal relationships between per capita CO 2 emissions, economic growth, non-hydroelectric renewable energy consumption, agricultural value added, and agricultural land by using the ARDL bound approach to cointegration and Granger causality tests. The existence of long-run relationships between variables has been demonstrated for each equation.
We show the existence of long-run bidirectional causalities between all our variables. Long-run estimates highlight that agricultural production is beneficial for both economic growth and the environment. There is a short-and long-run causality running from NHRE to CO 2 emissions. In addition, our longrun estimates prove that NHRE increases carbon dioxide emissions because some of these renewable resources, such us biofuels, are polluting but by far less than fossil fuels. More agricultural land use increases economic growth but reduces CO 2 emissions. Indeed, when more land is used, farmers can avoid the use of more polluting inputs such us industrial fertilizers or fossil energy in order to increase land's productivity. This is a novel and worth-considering result because no preceding research has evaluated the impact of agricultural land use on pollution.
There is a short-run unidirectional causality running from NHRE to AVA, and long-run bidirectional causality between these two variables. Long-run elasticities show that nonhydroelectric renewable energy and agricultural productions are substitutes because an increase in one variable reduces the other one. Moreover, there is a competition for land use between renewable energy and agricultural productions in Argentina. Indeed, there is a short-run causality running from AGRL to NHRE in addition to a long-run bidirectional causality, and increasing agricultural land reduces renewable energy consumption in the long-run, and vice versa.
Interestingly, there is short-and long-run bidirectional causality between AGRL and AVA denoting a strong causal relationship. Moreover, reducing agricultural lands increases agricultural production and vice versa, which reflects the remarkable improvements realized by agricultural land yield in Argentina during the last decades. These constitute new and interesting results because the relationships between agricultural production and land use have not been investigated by previous studies.
Our econometric results and the actual state of agriculture in Argentina push us to recommend continuing the encouragement of agriculture because of its positive impact on both economic growth and the environment. The substitutability between agricultural production and non-hydroelectric renewable energy production, and their competition for agricultural land use, should be at least reduced or even stopped by (i) investing in R&D to get new technologies for renewable energy or for agriculture more efficient in land use and (ii) Argentina should encourage R&D in renewable energy and particularly in second-generation (or even in third-generation) biofuels production and should offer competitive credits for investing in the necessary production capacities. This might transform agricultural and biofuels productions as complementary activities. Appropriate fiscal policies could be used in order to boost second-generation biofuel production and discourage first-generation biofuel production. Let us notice that first-generation biofuels are considered as substitutes to agricultural production because they are derived from sources such as sugarcane and corn starch. Second-generation biofuels are considered complementary to agricultural production because they use non-food-based biomass sources such as municipal and agricultural wastes. Regrettably, this last promising alternative still faces technological difficulties. Several strategies for helping second-generation biofuels, the cellulosic ethanol, to become major biofuels in the world are proposed by Tan et al. [39] . 
