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Strongly interacting particles in one dimension subject to external confinement have become a
topic of considerable interest due to recent experimental advances and the development of new the-
oretical methods to attack such systems. In the case of equal mass fermions or bosons with two or
more internal degrees of freedom, one can map the problem onto the well-known Heisenberg spin
models. However, many interesting physical systems contain mixtures of particles with different
masses. Therefore, a generalization of the recent strong-coupling techniques would be highly de-
sirable. This is particularly important since such problems are generally considered non-integrable
and thus the hugely successful Bethe ansatz approach cannot be applied. Here we discuss some
initial steps towards this goal by investigating small ensembles of one-dimensional harmonically
trapped particles where pairwise interactions are either vanishing or infinitely strong with focus
on the mass-imbalanced case. We discuss a (semi)-analytical approach to describe systems using
hyperspherical coordinates where the interaction is effectively decoupled from the trapping poten-
tial. As an illustrative example we analyze mass-imbalanced four-particle two-species mixtures with
strong interactions between the two species. For such systems we calculate the energies, densities
and pair-correlation functions.
I. INTRODUCTION.
One-dimensional (1D) quantum systems have recently
been realized experimentally in highly controllable en-
vironments using cold atomic gases [1–9]. The one-
dimensional geometry is typically achieved with specially
designed optical lattices [10] and the Feshbach resonance
technique [11] is used to modify the scattering length
between particles, which in turn changes effective one-
dimensional interactions [14]. An important point in this
respect is that due to the low temperature and diluteness
of the system these interactions can be assumed to be of
zero range to a very high level of accuracy.
Experimental access to systems with tunable interac-
tions allows us to witness realizations of theoretical mod-
els that were considered unrealistic in the past. For in-
stance, the Tonks-Girardeau [12–14] and super-Tonks-
Girardeau [15–17] Bose gases have been engineered re-
cently [1, 2, 4]. Another groundbreaking achievement
has been the ability to prepare few-body fermionic sys-
tems in one-dimensional geometries [5], which drives the
theoretical investigation of mesoscopic ensembles. In this
regard, it was shown that a one-dimensional harmonically
trapped two-component fermionic few-body systems un-
dergo a transition from a non-magnetic to a magnetic
phase by increasing the strength of repulsion [18–21]. For
the ground state of a Fermi sea with an impurity, this
transition pushes the strongly interacting impurity into
the middle of the trap [20, 22]. At the same time the op-
posite behavior is seen for an impurity in an ideal Bose
gas where the impurity is mostly found at the edges of
the trap [23, 24]. This implies interesting quantum mag-
netic properties of the Bose mixtures [23, 25]. Both of
these phenomena can be understood using hyperspheri-
cal coordinates where the interaction is decoupled from
the trap and the properties of the ground state are de-
termined just by geometrical means [23].
The main objective of the present paper is to ex-
plore these geometrical ideas for particles with different
masses. Therefore, our study continues the investiga-
tion of few-body mass-imbalanced systems, which are
known to show properties significantly different compare
to equal mass cases. For instance, the Efimov scenario
in three dimensions can be affected in various ways using
different atomic species [26], mass difference also changes
three-body universally in two and in one dimension, see,
e.g., Refs. [27–29].
Before we proceed with our presentation we relate the
present work to some previous studies in the literature.
For mixtures of fermions and bosons with equal mass, the
technique of Bose-Fermi mapping has been around for a
while [30, 31], but these mappings will in general not
generate eigenstates that can be adiabatically extended
to large but finite interaction strengths [32]. An excep-
tional case is the three-body problem [33] where the Bose-
Fermi mapping will work as long as the external trap
has reflection symmetry. In the case of Bose-Fermi mix-
tures for equal mass particles, the Bose-Fermi mapping
can be misleading in some cases [34]. This can be fixed
by applying the results of Ref. [32]. Also, it is possible
to present mathematical arguments on how to use sym-
metries of the problem to determine the eigenstates for
both non-interacting and strongly interacting equal mass
particles [35–39]. These arguments are, however, not ex-
tendible to mass-imbalanced systems at this point. The
case of mass-imbalanced systems has been addressed for
small trapped systems in a handful of very recent works
[24, 40–42]. For instance, a phase separation in the light
component of Fermi-Fermi mixtures has been reported
[41] and similar results have been found for a heavy im-
purity in an ideal Bose gas of light mass particles [24].
For particles in a hard-wall box, an exceptional exact so-
2FIG. 1. a) Overview of the qi-coordinates used in the four-
body system and the corresponding relative Jacobi coordi-
nates. The intrinsic relative coordinates of the AA and
the BB pairs are called x and y, respectively, while the z-
coordinate is used to describe the relative motion of the cen-
ters of mass of the two pairs. Note, that the total center-of-
mass coordinate, R, is not shown. b) The transformations
used in the paper to solve four-body problems, see the text
for details. c) The coordinate space for the relative motion
with the δ-function interaction planes. The regions are cor-
respondingly divided into different configurations as labeled
in the figure. The transparent checkered planes, x = 0 and
y = 0 are the planes where the intra-species (among the same
species) interactions take place, which are assumed to be small
and hence ignored.
lution was recently found in the case of four hard-core
particles with masses m, 2m, 3m and 6m [43]. This was
accomplished by mapping onto a geometric problem re-
lated to an octacube.
In this paper we develop an approach, where the geom-
etry of the coordinate space of all configurations is very
crucial. This allows us to study the effect of a mass im-
balance on the properties of a trapped strongly interact-
ing one-dimensional system. First we present a general
formulation for the N particle one-dimensional system
in a harmonic trap assuming that every pair of particles
is either non-interacting or infinitely repulsive. As a
warm-up, we present some considerations regarding the
two- and three-body cases. Afterward we provide deriva-
tions for the two-species four-body systems the so-called
2+2 system. In the case of species with equal mass (see
Fig.1) this system has been investigated in Ref. [23] (see
also Ref. [44] and Ref. citegarcia2014). Thus, we focus
on the case where particles have the same trapping fre-
quencies but different masses. We provide numerically
exact solutions for the two-component systems where
each species has two particles that are either fermions
or bosons. In particular, we find a transition between
two different types of ordering for the two bosons and two
fermions system when in fact the fermions are approxi-
mately 1.3 times heavier than the bosons. In addition, we
provide two appendices with technical details, and also
an appendix that discusses the related case of three iden-
tical fermions and a single impurity of a different mass.
II. FORMULATION
Let us consider a harmonically trapped system with
N particles that have masses {mi}Ni=1 and coordinates
{qi}Ni=1. We assume that the interaction between the ith
and jth particles is of zero range, i.e., Vij = gijδ(qi −
qj). In this paper we study the limit where the system
has either infinite or zero coupling coefficients, gij . For
clarity, at the beginning we fix 1/gij = 0 for all i and
j. At the end of this section we discuss what will be
different if instead some particles are non-interacting. We
start by emphasizing that since the masses are different
the Bose-Fermi mapping [13, 30, 31] cannot be applied.
However, the problem can still be treated in a simpler
way compared to the system with finite values of gij .
This seemingly counter intuitive observation also holds
true for free particles on a line, see, e.g., Ref. [46].
Let us start by writing the Hamiltonian that describes
the system
H =
N∑
i=1
(
− ~
2
2mi
∂2
∂q2i
+
miω
2q2i
2
)
, (1)
where ω is the trap frequency. The interaction terms are
cast into the boundary condition that the wave function
Ψ, which solvesHΨ = EΨ for qi 6= qj , vanishes if qi = qj .
Throughout this paper we assume that this wave func-
tion is normalized, i.e.,
∫ |Ψ|2 dq1...dqN = 1. To proceed
further, we notice that the center-of-mass is decoupled,
see, e.g., Ref. [47, 48], from the boundary conditions
and the relative coordinates, i.e., H = HCM + Hr and
Ψ = φCMψ. This decoupling can be easily noticed in the
following set of variables q˜i = qi−QN for i = 1, 2, ..., N−1
supplemented by q˜N = QN where the center-of-mass is
defined as QN =
∑
imiqi/M , assuming thatM =
∑
imi
is the total mass of the system.
To proceed further we transform the Hamiltonian using
a set of Jacobi coordinates Qi (Qi =
∑
j Uijqj , where
U is an orthogonal matrix) in which the motion of the
center-of-mass is governed by the following Hamiltonian
HCM = − ~
2
2M
∂2
∂Q2N
+
Mω2Q2N
2
, (2)
whereas the relative motion is described by
Hr =
N−1∑
i=1
(
− ~
2
2µ
∂
∂Q2i
+
µω2Q2i
2
)
, (3)
where µ is some arbitrary mass scale. One can prove that
such a transformation exists by constructing it. This
can be done as follows: First we find the correspond-
ing transformation for two particles – Q1 =
µ12√
µ (q1 − q2)
and Q2 =
(
m1
M12
q1 +
m2
M12
q2
)
, where M12 = m1 +m2 and
µ12 =
√
m1m2/M12. Note that the coordinates {Qi},
similarly to {qi}, have units of length. After this point,
the proof goes by induction. Indeed, let us assume that
3the transformation exists for the n-particle system. Then
for the (n + 1)-body system we first apply the trans-
formation for a cluster with n particles, next we apply
the established two-body transformation for the center-
of-mass of the cluster and the last particle. Notice that
the center-of-mass coordinate can be decoupled in vari-
ous ways and depending on situation other matrices U
might be used. We exemplify it while considering the
four-body case.
The wave functions for the center-of-mass part are the
well-known one-dimensional normalized harmonic oscil-
lator states
φ
(χ)
CM =
1√
2χ χ!
(
Mω
π~
) 1
4
e−
MωQ2
N
2~ Hχ
(√
Mω
~
QN
)
,
(4)
where χ = 0, 1, 2, . . . , and Hχ is the χth Hermite polyno-
mial. The corresponding energies are E
(χ)
CM = ~ω(
1
2 +χ).
Since the center-of-mass part is easily solved and essen-
tially trivial we ignore it from now on and work only with
the Hamiltonian for the relative motion.
Recall that if 1/gil = 0 the wave function should vanish
if qi−ql = 0. In the new set of variables qi =
∑
j U
−1
ij Qj,
where U−1 is the matrix inverse to U . Therefore, the
boundaries where the wave function vanishes are given
by
∑
j
(U−1ij − U−1lj )Qj = 0. (5)
Let us use the spherical N − 1 dimensional coordinate
system, where the radial coordinate is ρ =
√∑N−1
i=1 Q
2
i ,
and the rest of the coordinates φ1, ..., φN−2 are defined
from the following equations
Q1 = ρ cos(φ1),
Q2 = ρ sin(φ1) cos(φ2),
...,
QN−1 = ρ sin(φ1)... sin(φN−2),
where φN−2 ∈ [0, 2π) and the other angles range over
[0, π]. Using these definitions in Eq. (5) we see that the
boundary conditions are given by the angular coordinates
alone, because the radial coordinate factors out. The ρ-
independent boundary conditions suggest to transform
the Hamiltonian to spherical coordinates,
Hr = − ~
2
2µ
(
1
ρN−2
∂
∂ρ
ρN−2
∂
∂ρ
+
∆SN−2
ρ2
)
+
µω2ρ2
2
, (6)
where ∆SK is the spherical Laplacian, known also as the
Laplace-Beltrami operator on the K-sphere. It is natural
to look for the eigenfunctions of the Hamiltonian in the
following form
ψ = R(ρ)f(φ1, ..., φN−2)
√
ρ2−N , (7)
where we assume that f solves the following equation
∆SN−2fα =
(
α− (2−N)(N − 4)
4
)
fα, (8)
where α is a real number, supplemented by the ρ-
independent boundary conditions. At the same time the
radial wave function, R(ρ), should satisfy the following
equation
− ~
2
2µ
(
∂2
∂ρ2
+
α
ρ2
)
Rα +
µω2ρ2
2
Rα = EαRα, (9)
where Eα is the energy of the relative motion. This equa-
tion is well known, see, e.g., Ref. [49], and allows physi-
cally acceptable solutions written as
Rn,α(ρ) = An,α
( ρ
σ
)γ+1/2
e−
ρ2
2σ2 Lγn
(
ρ2
σ2
)
, (10)
where Lan denotes the generalized Laguerre polynomials,
σ ≡
√
~/(µω), 2γ ≡ √1− 4α and An,α is a normalization
constant. The corresponding energy has the following
form
En,α = ~ω(2n+ γ + 1) , (11)
where n = 0, 1, 2, ... is the radial quantum number. It is
interesting to note that after we performed these trans-
formations we clearly see that the problem of N harmon-
ically trapped strongly interacting particles in 1D can
be mapped onto a problem of finding the ’electrostatic’
potential in N − 1 spatial dimensions for a perfectly con-
ducting wedge filled with an angle-independent charge
density.
In general it is hard to find an analytical solution to
Eq. (8). Even though sometimes it can be solved (e.g.,
if mi = mj for all i and j, it can be addressed using
the Bose-Fermi mapping [13]) for general mass ratios one
needs numerical investigation of the problem. As an il-
lustrative example of such a study, we investigate four-
body systems below, where the equation can be solved
using standard computational techniques. Once the solu-
tions to Eq. (8) are found one can study the properties of
the system at infinite interaction strength. Furthermore,
the energy to order 1/gij can be also found by applying
the Hellmann-Feynman theorem, see, e.g., Refs. [50, 51]
for equal-mass studies ( The energy in this order allows
one to calculate Tan’s contact.). At the same time, if
the angular function f is degenerate, which happens for
example if some of the masses are the same, then the
Hellmann-Feynman theorem can be used to lift the de-
generacy. This allows one to find the state at 1/g = 0
that is adiabatically connected to the ground state of
the system for large but finite gij , see, e.g., Ref. [32].
Moreover, even without finding an explicit solution one
can extract important information about the properties
of the system. For instance, one can deduce the ordering
of the particles in the ground state by comparing solid
4angles that different orderings possess. This will be illus-
trated below for four-body systems.
As we have seen the trapping potential completely de-
couples from the interaction. It is worthwhile noting
that this fact can be related to a hidden SO(2, 1) sym-
metry in the system [52–55]. A straightforward conse-
quence of this is that by changing the frequency in time,
i.e., ω = ω(t) for t > 0, we only affect the quantum
numbers of the radial part. Moreover, since the time-
dependent one-body harmonic oscillator is solvable [56],
we can write down a solution to the corresponding time
dependent equation
ψ(t) = N(t)
√
ρ2−Neiµρ
2 λ˙
2~λR
(
ρ
λ(t)
)
f(φ1, ..., φN−2),
(12)
where R(ρ)f(φ1, ..., φN−2)
√
ρ2−N is the initial eigenstate
that corresponds to the energy E, and
1
N
dN(t)
dt
= − 1
2λ
dλ(t)
dt
− i E
~λ2
, (13)
λ3
d2λ(t)
dt2
= ω2(t = 0)− ω2λ4, (14)
supplemented with the initial conditions λ(t = 0) = 1
and dλ/dt(t = 0) = 0. Moreover, N(t) = 1 for an ini-
tially normalized state. The presented formulas provide
us with a unique possibility to study the transition prob-
abilities for a many-body system as was done for a one-
body system in Ref. [57]. However, this investigation is
out of scope of the present paper and is left for future
studies.
It is important to note that even though at the begin-
ning we stated that 1/gij = 0 for all i and j, the approach
remains valid also if some of the gij vanish. The only dif-
ference is that in this case the planes where the ith and
jth particles meet are no longer special for the angular
wave function f . In other words, the angular equation
to solve is the same, however the number of boundary
conditions is changed.
III. TWO- AND THREE-BODY SYSTEMS
After the general discussion above we now exemplify
by first considering the simplest case of two strongly in-
teracting particles. The Hamiltonian for this system is
H =
2∑
i=1
(
− ~
2
2mi
∂2
∂q2i
+
miω
2q2i
2
)
+ g12δ(q1 − q2). (15)
Applying the two-body transformation, discussed in the
previous section, we obtain
H = − ~
2
2µ
∂2
∂Q21
+
µω2Q21
2
+
g12µ12√
µ
δ(Q1) +HCM . (16)
Notice that such a Hamiltonian allows us to find the
eigenspectrum for any value of g12 Indeed, similar to the
equal mass case [58, 59], we derive the following even
parity wave function for the relative motion
ψ(Q1) = Ae
− Q
2
1
2σ2 U
(
−ν, 1
2
,
Q21
σ2
)
, (17)
where ν = E2~ω − 14 is found from the following equation
Γ(−ν + 1/2)
Γ(−ν) = −
g12µ12
2σ~ω
√
µ
, (18)
where Γ(x) is the gamma function. Note that the odd
parity states have wave functions that vanish whenever
two particles are at the same position. Hence, in this case
the system is effectively non-interacting and the eigen-
states are given by the odd parity non-interacting wave
functions. It is worth noting that the simple treatment
we present here rests on the two assumptions that are
crucial for this paper, i.e., the zero-range interaction and
the same trapping frequency for two atoms. If these as-
sumptions are not met the correlations in the system are
more complicated, see for instance Refs. [60, 61] for the
relevant studies of three-dimensional set-ups.
Unlike the two-body case, three-body systems with fi-
nite interactions do not allow simple analytical solutions
in general. In the case of three dimensions a number
of papers have explored numerical solutions of the har-
monically trapped three-body problem [62–65]. Indeed,
in the three-body case by transforming the Hamiltonian
to spherical coordinates one will see that the boundary
conditions couple ρ and φ coordinates if 0 < gij < ∞
[20, 35, 50]. At the same time if the coupling coefficients,
gij , are either vanishing or infinitely large, then the prob-
lem again becomes very simple, since in this case Eq. (8)
is one-dimensional. This in turn allows one to obtain
a number of results for three-body systems in a rather
simple manner [66, 67].
IV. FOUR-BODY SYSTEMS
Having discussed the two- and three-body cases that
allow analytical treatment if 1/gij = 0 we turn to our key
example – a four-body system. The steps taken to solve
this problem are in principle the same as for any system
with N > 4. However, the case N = 4 can be visualized
geometrically, see Fig. 1. For clarity we consider two-
species systems with strong inter-species and vanishing
intra-species interactions. Bosonic species are denoted
A and B, while fermionic species are denoted ↑ and ↓
to conform to the usual convention of identifying inter-
nal components of fermionic system with a spin arrow.
Notice that the theory can be easily extended to multi-
component systems (more internal states or more species
like A, B and C for bosons and so on). One can solve
the problem once the right coordinates are taken in full
generality and then pick the solutions that fit the sym-
metry one is interested in, which will then depend on the
quantum statistics of the particles involved. To describe
5the positions of particles we introduce the coordinates
{qi}4i=1, where the first NA(↑) coordinates describe A/ ↑
particles, i.e., for the 2+2 systems (in the NA/↑ +NB/↓
notation) q1, q2 are coordinates of the two A/ ↑ particles
and q3, q4 are for B/ ↓ particles, see Fig. 1a). We also
adopt harmonic oscillator units, i.e., we measure lengths
in units of σ =
√
~/(µω), where for concreteness we take
µ = (m1m2m3m4/(m1 +m2 +m3 +m4))
(1/3), and en-
ergies in units of ~ω. Accordingly, the Hamiltonian can
be written as
H = 1
2
4∑
i=1
(
µ
mi
p2i +
mi
µ
q2i
)
. (19)
This Hamiltonian needs to be supplemented with the in-
teraction term,
∑4
i=1,i<j gijδ(qi − qj), which defines the
boundary conditions of the system at the points where
two interacting particles overlap.
Following the discussion in the previous section, we
first decouple the center-of-mass part using the set
of coordinates (x, y, z, R) defined as follows (see, e.g.,
Ref. [68]) Jq = r = (x, y, z, R)T with J ∈ O(4) and
J =
1√
µ


µ12 −µ12 0 0
0 0 µ34 −µ34
µ12,34
m1
M12
µ12,34
m2
M12
−µ12,34 m3M34 −µ12,34 m4M34
m1√
M
m2√
M
m3√
M
m4√
M

 ,
where Mij = mi + mj is the mass of two atoms, the
total mass, as before, is denoted with M , and µij =√
mimj/Mij and µij,kl =
√
MijMkl/M . The volume
element will change in the following way
dq1dq2dq3dq4 →
√
µ
M
dxdydzdR. (20)
The transformation allows us to write the Hamiltonian
in the simple form
H =1
2
(−∆+ r2), (21)
where the Laplacian is denoted by ∆. The planes where
the particles meet, i.e., qi = qj , are specified by
q1 = q2 → x = 0, q3 = q4 → y = 0, (22)
q1 = q3 → z = m2µ12,34
M12µ12
x− m4µ12,34
M34µ34
y, (23)
q1 = q4 → z = m2µ12,34
M12µ12
x+
m3µ12,34
M34µ34
y, (24)
q2 = q3 → z = −m1µ12,34
M12µ12
x− m4µ12,34
M34µ34
y, (25)
q2 = q4 → z = −m1µ12,34
M12µ12
x+
m3µ12,34
M34µ34
y. (26)
After decoupling the center-of-mass motion we end up
with the intrinsic motion part described by the x, y, z co-
ordinates. Notice that the wave function of the relative
motion, ψ, is supplemented by the normalization condi-
tion, ∫
|ψ|2
√
µ
M
dxdydz = 1. (27)
To proceed we need to specify on which boundaries the
wave function should vanish, i.e., we should specify for
each particle in our system whether it is a boson or a
fermion.
A. 2+2 system
We now consider the main example, which is the 2+2
system, i.e., two particle of one species and two particles
of another species. However, another combination such
as the 3+1 system is also interesting to investigate and
this is briefly discussed in Appendix A. Here the intra-
species interactions are set to zero and the inter-species
interactions are assumed to be equally strong. This im-
plies that g12 = g34 = 0 and g13 = g14 = g23 = g24 →∞.
We visualize the geometry for the relative motion in
Fig. 1 and Fig. 2, which show the ordering of the par-
ticles. The wave function should vanish on the solid
planes in Fig. 2, whereas identical particles overlap on
the checkerboard patterned planes. Notice that these
planes are nothing more than just the conditions set by
Eq. (22)-(26). Deducing the ordering of the particles can
be done by analyzing the different combinations that one
can have by ordering the particles on a line, for instance:
q1 < q2 < q3 < q4 and conclude which divided space the
ordering is possible. Of course this is easily seen on Fig.
1 or Fig. 2 as one can visualize. It is important to no-
tice that only the mass ratio, β = m3/m1, enters in the
boundary conditions making it the only relevant param-
eter of the problem. Already by a naked-eye inspection
of the volumes of different wedges in Fig. 2, we can learn
about the structure of the ground state. For example,
for β = 1 the volume of the (red) AABB area is much
larger, but shares a similar shape to the other regions. In
fact, the (red) AABB region can be built by combining
two volumes of the (green) ABBA regions, or four of the
(yellow) ABAB regions. We can therefore conclude that
the ground state of a two-species bosonic system should
be located in the (red) AABB region. Furthermore, the
parity symmetry demands the wave function to have the
AABB ± BBAA configuration, see also Ref. [23]. Note
that, as the Hamiltonian conserves parity every state is
always a superposition of parity partners. For conve-
nience, in what follows we will always consider only one
of these partners unless explicitly stating otherwise.
To proceed further we define spherical coordinates, ρ, φ
and θ as: x = ρ sin θ cosφ, y = ρ sin θ sinφ, z = ρ cos θ,
where ρ ∈ [0,∞[, φ ∈ [0, 2π[ and θ ∈ [0, π]. In these
coordinates, the Hamiltonian for relative motion becomes
Hr = 1
2
(
ρ2 − 1
ρ2
∂
∂ρ
(
ρ2
∂
∂ρ
)
− ∆S2
ρ2
)
, (28)
6FIG. 2. a) The geometry of Jacobi-space for the relative motion in the 2+2 system for different values of the mass ratio –
β = 0.2, 1, 5, 100 and ∞ from left to right, where β = m3/m1 (in practice we keep m1 fixed and vary m3). For the convenience
of the reader we also depict orderings of particles using a bosonic labeling A and B – for fermions we would use ↑ and ↓ instead.
Notice that the (green) BAAB area shrinks while the (green) ABBA area grows, as β grows. At the same time, notice how the
(yellow) areas corresponding to ABAB or BABA orderings are disappearing. b) Volume fractions (volume of the space for a
given ordering divided by the total volume for some reference sphere) as a function of β. The volumes of the AABB, ABBA,
and ABAB configurations are plotted. Notice that for β = 1 the volume-fractions are 1/6, 1/12 and 1/24 for the red, green
and yellow areas respectively. The AABB (green) and ABBA (red) volume fractions both converge to 1/4, while the ABAB
(yellow) volume fraction vanishes as β →∞.
where
∆S2 =
1
sin θ
∂
∂θ
(
sin θ
∂
∂θ
)
+
1
sin2 θ
∂2
∂φ2
. (29)
Using the spherical coordinates in Eqs. (22) - (26) we
obtain the following ρ-independent boundary conditions
ψ(cos θ ± sin(φ± ξ) sin θ) = 0, (30)
where ξ ≡ atan(√β). Note that if the masses are the
same, i.e., β = 1, we have ξ = π/4.
Following the prescription of the previous section, we
separate the wave function into the radial, R, and the
angular, f , parts. The radial part is simple and to de-
scribe the system we need to find the angular part, which
solves the equation
∆S2fα = αfα, (31)
supplemented by the condition
fα(cos θ ± sin(φ± ξ) sin θ) = 0. (32)
This problem is quite straightforward to approach. For
instance, to solve it in the (red) AABB area we apply
two subsequent transformations
i) a = cosφ tan θ, b = sinφ tan θ and (33)
ii)λ = a sin ξ − b cos ξ, γ = a sin ξ + b cos ξ. (34)
These transformations cast the boundary conditions in a
very simple form, so a decomposition of fα in the sine ba-
sis can be used to solve the problem, see Appendix B for
more details. For clarity we sum up the transformations
that were performed in Fig. 1b).
After we solve the angular equation in every domain we
have the energies and the corresponding wave functions.
In this subsection we would like to address properties of
the ground states for particles of different symmetries.
Hence we introduce a shorthand notation where, for in-
stance, 2b+2f denotes a system where the first two par-
ticles are bosons and the second pair is fermionic, etc.
This gives us four possible combinations: 2b+2b, 2b+2f,
2f+2b and 2f+2f. Note that in this subsection for each of
these systems we will consider only the β ≥ 1 situation.
Recall from above that β was defined as β = m3/m1,
thus the mass of the particle mentioned last divided by
that mentioned first. For example, in the 2b+2f case, β
is the fermion mass divided by the boson mass. The case
with β < 1 follows immediately from the four cases by
symmetry (2b+2f and 2f+2b are simply interchanged).
Assuming that the radial quantum number is zero,
n = 0, we plot the energy of relative motion in Fig. 3.
These energies are obtained by solving the angular equa-
tion in the largest (red) AABB and (green) ABBA areas.
At the same time, by looking at the symmetries of the
obtained angular wave functions we determine which sys-
tems (bosonic, fermionic) are described with these func-
tions. Since we are after the ground state properties we
disregard the (yellow) ABAB area, which is in any case
small. For the same reason we present our calculations
for the other green region only for the 2b+2f system,
see the discussion below. The lowest energy states for
each of these systems are labeled in Fig. 3 for both the
(red) AABB and (green) ABBA areas together with the
↓ AA ↓ configuration. By comparing the energies from
the panels we can find the global ground state for a given
system. The identification of the ground state is easy for
the 2b+2b, 2f+2f and 2f+2b, because these states are
favored in a specific ordering for all β. For the 2b+2f
case we observe an intriguing change of configuration as
a function of mass, which we will discuss below.
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FIG. 3. The energies for the 2+2 systems as a function of
the mass ratio, β. The total center-of-mass energy has been
subtracted. a) Solutions of the eigenvalue problem for wave
functions that are non-zero in the (red) area with ordering
AABB (for Bose-Bose mixtures). The legend shows different
orderings with letters denoting bosonic and arrows denoting
fermionic species. Panel b) is similar to panel a) but now for
the wave functions that live in the (green) area with ordering
ABBA. On the same panel we present the ↓ AA ↓ configu-
ration, see the text for details. Note that for the latter case
the energies grow very fast due to the diminishing volume as
β increases. For some states we also show the asymptotic val-
ues for β → ∞ with dotted lines. The triangles at β = 1 are
known values from previous numerical studies [20, 23]. The
(colored) lines with symbols correspond to the four lowest
states of a given symmetry, one of which should be the global
ground state. The thin (grey) lines correspond to higher ex-
cited states.
1. 2b+2b
We first consider a bosonic system. Here we have large
interspecies and vanishing intraspecies interactions which
is a regime that has previously been denoted the compos-
ite fermionization regime [69]. It was shown in Ref. [23]
that if all masses are the same the configuration AABB
(or equivalently BBAA) minimizes the energy. For the
mass-imbalanced case as follows from Fig. 3 the ground
state also corresponds to the AABB. In fact, the ground
state wave function consists of an equal weight superpo-
sition of the AABB and BBAA configurations due to
the parity invariance of the external trap. This can be
easily understood from Fig. 1c), where the (red) AABB
area has the largest volume. As the mass ratio increases
the lowest energy of the ABBA configuration rapidly de-
creases, see Fig.3b). However, the energy of the AABB
ordering also decreases, yet slower, but enough to stay
the ground state configuration. Notice that these two
configurations become degenerate if one of the particles
is infinitely heavy. This can be understood by consider-
ing a harmonic oscillator with an impenetrable wall (of
zero width) in the middle which represents the two in-
FIG. 4. (color online). The densities and pair-correlation
functions for the ground state (AABB±BBAA configuration)
of the 2b+2b system. Panels a) and b) show the densities
for the A and B particles, respectively. The mass ratios are
β = 1, 3 and 5, i.e., the B particles are one, three and five
times heavier than the A particles. Panels c), d) and e)
show the corresponding AB pair-correlation functions.
finitely heavy B particles sitting on top of each other at
the origin. The ground state is four-fold degenerate since
the two mobile particles can be placed in four different
ways; the two A particles can both sit on either side of
the wall in the lowest eigenstate of the harmonic oscilla-
tor that vanishes at the origin (which is the first excited
single-particle state of the oscillator), or they may sit on
the opposite sides of the wall in a symmetric or antisym-
metric combinations. It is easy to calculate that 7/2~ω is
the energy of relative motion in this limit, and the figure
shows that this limit is slowly approached. The den-
sities and corresponding pair-correlation functions (see
Appendix C) for the ground state are shown in Fig. 4.
One can easily see how the light particles split as the
heavy particles move to the center of the trap.
2. 2f+2b
Next we consider systems with two fermions and two
bosons. The system has been analyzed both in the ↑↑ BB
and ↑ BB ↑ configurations, see Fig. 3a) and 3b), respec-
tively. Upon an inspection of these figures it becomes
clear that the ground state should have the ↑ BB ↑ con-
figuration. The density for the ground state is shown in
Fig. 5. We see that the lightweight fermions are clearly
split and the heavier bosons are concentrated in the mid-
dle of the trap.
3. 2b+2f
The 2b+2f system on the other hand has a configu-
ration depending on the mass ratio. A closer look at
8FIG. 5. (color online). The densities and pair-correlation
functions for the ground state (↑ BB ↑ configuration) of the
2f+2b system. Panels a) and b) show the densities for the
↑ and B particles, respectively. Again β = 1, 3 and 5 is
used. Panels c), d) and e) show the corresponding ↑ B pair-
correlation functions.
FIG. 6. (color online). The densities and pair-correlation
functions for the ground state (↓ AA ↓ or AA ↓↓ ± ↓↓ AA
configurations) of the 2b+2f system; βc ≃ 1.3 is found to be
the critical value where the ordering in the ground state goes
from ↓ AA ↓ to AA ↓↓ ± ↓↓ AA. Panels a) and b) show
the density for the A and ↓ particles, respectively. We used
β = 1, 3 and 5. Panels c), d) and e) show the corresponding
A ↓ pair-correlation functions.
the energy spectrum reveals that for 1 < β < βc, where
βc ≃ 1.3 (within numerical error), the ↓ AA ↓ combina-
tion is the lowest state. On the other hand, for β > βc
the AA ↓↓ configuration is favored. This transition is the
result of the interplay between two important factors.
First is the Pauli principle, which pushes the fermions
from one another, second is the external trap, which due
to the mass difference, pushes the fermions to the cen-
ter stronger than the bosons. The corresponding density
plots for this case are shown in Fig. 6.
FIG. 7. (color online). The densities and pair-correlation
functions for the ground state (↑↓↓↑ configuration) of the
2f+2f system. Panels a) and b) show the densities for the
↑ and ↓ particles, respectively, for β = 1 + ǫ, 3 and 5. Pan-
els c), d) and e) show the corresponding ↑↓ pair-correlation
functions.
4. 2f+2f
The 2+2 fermionic system with different masses is the
final case we cover. The density for this system is shown
in Fig. 7. We see that the light component is pushed
further to the side by the heavy fermions as the mass
ratio increases. This is consistent with the findings of
Ref. [41]. For β → ∞, the heavy fermions occupy the
ground and 1st excited single-particle states in the har-
monic trap, whereas the light fermions sit at the double
degenerate ground state of the harmonic oscillator with
an impenetrable barrier in the middle. The energy of
relative motion is then 9/2~ω. Notice that for β = 1 the
ground state is six-fold degenerate since all configurations
have the same energy, see, e.g., Ref. [32]. This degener-
acy is, however, broken immediately if β 6= 1, which is
also found in the three-body case in Ref. [67]. Thus, our
results in Fig. 7 describe the ground state for β = 1 + ǫ,
where ǫ→ 0.
B. Momentum distributions
Finally, we calculate the momentum distributions and
present them in Fig. 8. The momentum distributions for
the 2b+2b system are shown in Fig. 8a), that for 2f+2f in
Fig. 8b), and for 2b+2f in Fig. 8c) and d). The mass ra-
tios are β = 0.2, 1 and 5. Fig. 8a) shows the distributions
for only the first species in the 2b+2b system. Due to the
symmetry in the two-component Bose system the corre-
sponding distributions for the second species can be ob-
tained from the same figure with β → 1/β substitution.
The distinctive feature is that as β grows, the momen-
tum distribution for the heavy particles spreads, while
for the light particles it becomes more peaked. This is
9FIG. 8. (color online). Panel a) shows the momentum distri-
butions for the first species in the 2b+2b system as a function
of the mass ratio β. Panel b) is similar to a) but for the 2f+2f
system. Panels c) and d) show the distributions correspond-
ingly for the bosons and fermions in the 2b+2f system.
easily understood since the heavy particles become more
localized in space. Fig. 8b) shows the same as Fig. 8a)
for the 2f+2f system. The momentum distribution for
the fermions has its characteristic double peak. How-
ever, other than the peaks the same evolution is present
as for the bosons.
In Fig. 8c) and d) we show the momentum distribu-
tions for the ground state of the 2b+2f system. The
bosons are described with Fig. 8c) while d) shows the
distribution for the fermions. Note that here the 2b+2f
system is in the ↓ AA ↓ configuration for β = 0.2 and
β = 1, while for β = 5 the ordering is AA ↓↓. As seen
in Fig. 8d) the momentum distribution reveals this tran-
sition as the fermionic two-peak structure appears for
β > βc.
V. CONCLUSIONS
We have studied short-range interacting particles in
a one-dimensional harmonic trap in the limit where the
interaction of a given pair is either of vanishing or of
very large (repulsive) strength. Using a rewriting of the
N -body Schrödinger equation, we have recast this prob-
lem in terms of hyperspherical coordinates for the case
of general masses of the particles. This is a particularly
difficult case as it is generally non-integrable even in the
homogeneous case. Recent advances in the theoretical
description of strongly interacting equal mass particles
in an external trap cannot be directly applied and this
motivates the exploration of alternative approaches such
as the one discussed here. As one may explore the physics
of mixtures of particles with different masses in present
experiments it is crucial to have theoretical tools that
apply to these cases as well.
To illustrate the formalism we investigate the case of
four particles. This is a particularly interesting case as
one may visualize the coordinate space of the problem
in three-dimensional figures due to the decoupling of the
total center-of-mass of the system. The prime case of
interest was the 2+2 system with two particles of one
kind and two particles of another. For a Bose-Bose mix-
ture of two A and two B, we find that when the AB
interaction becomes strong the ground state configura-
tion is AABB ± BBAA for any mass ratio. In the case
of a Fermi-Fermi mixture we find that the ground state
is a ↑↓↓↑ configuration for all [70] m↓ > m↑, i.e., that the
heavier fermions go to the center of the trap in the ground
state. This is consistent with the study in Ref. [41] which
includes a harmonic trap. A similar separation of com-
ponents in Fermi-Fermi mixtures has been seen in the
homogeneous case with mass-imbalance in Ref. [71] and
in Ref. [72].
For Fermi-Bose mixtures of two light ↑ fermions and
two heavy B bosons it is the ↑ BB ↑ configuration that
is the ground state. In the case with two light bosons, A,
and two heavy fermions, ↓, we find an interesting tran-
sition in the ground state as a function of β = m↓/mA
around a critical value of βc ≃ 1.3. For 1 ≤ β < βc
the configuration of the ground state is ↓ AA ↓, while
for β > βc this changes such that the ground state now
has the configuration AA ↓↓ (and its parity twin ↓↓ AA).
Thus we have an example where the phase separation
changes its character as function of the mass-imbalance.
We are not aware of previous studies that have found this
type of result. It would be interesting to extend to larger
systems in order to see how this critical value changes
with particle number and/or system composition (num-
ber of fermions vs. number of bosons).
While our study here was based on transforming the
problem into a form that can be handled numerically
by standard methods through the use of hyperspherical
coordinates, the question of whether some exceptional
analytically tractable cases might be found of course re-
mains. As noticed in the introduction, Ref. [43] has pre-
sented an exact solutions for the case of four particles in
a hard-wall box in one dimension when the masses have
specific integer ratios. This was done by a symmetry
analysis of the coordinate space of the system and the
use of the Bethe ansatz. The formalism we present here
is different and the harmonic oscillator confining the sys-
tem of course changes the boundary conditions at large
distances. Nevertheless, the large degree of symmetry
that the harmonic potential brings, and the elegant way
in which this implies separation in hyperspherical coordi-
nates between the radial and angular parts provides some
optimism that one may be able to find some exceptional
analytical solutions also in the present case for certain
mass ratios. We leave this question for future work.
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FIG. 9. (color online). a) The energy spectrum for the 3+1
system for the configurations depicted in the inset. The (yel-
low) dotted curve corresponds to the 3f+1 system. The (blue)
dot-dashed line is for the 3b+1 system. b) The geometry of
the relative motion space for the 3+1 system for β = 1 and
β = 5.
Appendix A: 3+1 system
The steps discussed for the 2+2 system in the main
text can be taken also in the 3+1 case. We discuss this
briefly for the 3f+1 and 3b+1 systems. Following the
same route as for the 2+2 systems we end up with the ge-
ometry of the relative motion space depicted in Fig. 9b).
Using a further coordinate transformation for the upper
(orange) AABA region we end up with simple boundary
conditions which suggest the use of the Fourier transform
from above. This allows us to obtain the energy plot in
Fig. 9a). However, as seen in Fig. 9b) for β = 5, the
upper (orange) region, even though, is symmetric, is not
necessary the largest. This implies that there is a possi-
bility that the ground state is to be found in one of the
other regions in the figure (most likely the (orange) re-
gion nearest to the xy plane). Even though these other
regions can be easily addressed, they do not allow a sim-
ple use of the Fourier transform used for the 2+2 system,
so we left them for future studies.
When it comes to the 3b+1 system, we no longer have
the irregular division of the (orange) area, because the
checkerboard patterned planes are no longer relevant,
and therefore one can easily solve the problem and find a
state in the (orange) area. However, this area is clearly
not the largest area, and therefore it most likely corre-
sponds to the excited states of the 3b+1 system. The
largest area in this case is the (purple) area along the
negative y-axis. Again this region requires a treatment
different from the one we used for the 2+2 system. There-
fore, we set this aside for future investigations.
Appendix B: Angular equation
In order to find f we solve the angular equation to-
gether with the boundary conditions given by the ar-
guments of the delta-function potentials. For this we
perform two transformations: i) a = cosφ tan θ, b =
sinφ tan θ, and ii) λ = a sin ξ − b cos ξ, γ = a sin ξ +
b cos ξ. It is worthwhile noting that in terms of the orig-
inal coordinates, qi, these variables are given as
λ =
√
1 +
β
α
·
√
α/β(q1 − q2) sin ξ − (q3 − q4) cos ξ
q1 + q2 − q3 − q4 ,
γ =
√
1 +
β
α
·
√
α/β(q1 − q2) sin ξ + (q3 − q4) cos ξ
q1 + q2 − q3 − q4 .
These transformations lead to very simple boundary con-
ditions, namely the wave function vanishes if λ = ±1 or
γ = ±1. The corresponding wave function should be
found from the angular equation, which now reads
(1 + λ2)
∂2f
∂λ2
+ (1 + γ2)
∂2f
∂γ2
+ (2λγ − 2 cos(2ξ)) ∂
2f
∂λ∂γ
+ 2λ
∂f
∂λ
+ 2γ
∂f
∂γ
=
τ(τ + 1) sin(2ξ)2f
sin(2ξ)2 + λ2 + γ2 + 2λγ cos(2ξ)
. (B1)
To solve this equation we expand the wave function in
the Fourier series which obeys the boundary conditions
f(λ, γ) =
∑
n,m
Cn,m sin
[πn
2
(λ− 1)
]
sin
[πm
2
(γ − 1)
]
.
(B2)
Note that the function is defined on a square
−1 < λ < 1, −1 < γ < 1. By allowing n and m to run
up to some maximum value, say nmax = mmax = 20, one
ends up with a matrix equation for the coefficients Cn,m.
Indeed, if we first insert the Fourier decomposition into
Eq. (B1) and then use the fact that the basis is orthonor-
mal, i.e.,
∫ 1
−1 sin[πn/2(λ−1)] sin[πm/2(γ−1)] = δnm we
end up with a simple matrix eigenvalue problem whose
eigenvectors and eigenvalues are Cn,m and τ(τ + 1)
respectively. After the set Cn,m is established we have
all information about the system.
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Finally we mention that to calculate the density pro-
files we split the normalization constant such that
∫
|R(ρ)|2 µ√
M
dρ = 1,∫
|f |2 sin(θ)dφdθ = 1.
To find the latter equation in terms of a, b and then λ, γ
one should use that
sin(θ)dφdθ → 1
(1 + a2 + b2)3/2
dadb→
sin(2ξ)2/[sin(2ξ)2 + λ2 + γ2 + 2λγ cos(2ξ)]3/2dγdλ.
Appendix C: The density and pair-correlation
function
In our analytical results we use the four-body wave
function ψ(q1, q2, q3, q4) to obtain the density of the sys-
tem,
nA(q1) =
∫
|ψ|2dq2dq3dq4, (C1)
nB(q3) =
∫
|ψ|2dq1dq2dq4. (C2)
For the 2b+2b system we define the pair-correlation func-
tion for an AB pair as
nAB(q1, q3) =
∫
|ψ|2dq2dq4, (C3)
similarly we define the pair-correlation functions for the
other systems discussed in the paper. To find the momen-
tum distribution we first define the Fourier transform of
the wave function:
ψ(p1, . . . , p4) =
(
1√
2π
)4
∫
all space
ψ(q1, . . . , q4)e
ip1q1 . . . eip4q4dq1 . . . dq4
where pi is the momentum of the particle. This allows
us to obtain the momentum distributions for the two
species,
n1(p1) =
1
2π
∫
all space
ψ∗(q1, q2, q3, q4)ψ(q˜1, q2, q3, q4)·
eip1(q1−q˜1) dq1dq˜1dq2dq3dq4
n2(p3) =
1
2π
∫
all space
ψ∗(q1, q2, q3, q4)ψ(q1, q2, q˜3, q4)·
eip1(q3−q˜3) dq1dq2dq3dq˜3dq4
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