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The cycle of the photoactive yellow protein (PYP) has been exten-
sively studied, but the dynamics of the isolated chromophore
responsible for transduction is unknown. Here, we present real-
time observation of the dynamics of the negatively charged chro-
mophore and detection of intermediates along the path of trans-
to-cis isomerization using femtosecond mass selectionelectron
detachment techniques. The results show that the role of the
protein environment is not in the first step of double-bond twisting
(barrier crossing) but in directing efficient conversion to the cis-
structure and in impeding radical formation within the protein.
femtobiology  transduction  molecular dynamics  photoelectron
spectroscopy
Photoactive yellow protein (PYP) is a water-soluble photore-ceptor found in Halorhodospira halophila and related halo-
philic bacterial species (1). The chromophore responsible for
perception of light and phototactic response is a deprotonated
trans-4-hydroxycinnamic acid (also known as p-coumaric acid)
covalently linked to a cysteine residue of the protein via a
thioester bond (Fig. 1). Light absorption of the PYP chro-
mophore leads to the initiation of a complex photocycle involv-
ing several intermediates. With a variety of biophysical tech-
niques (2–5), it is concluded that the first intermediate (I0) in the
photocycle is formed within a few picoseconds, with the chro-
mophore changing to the cis configuration, in a trans-to-cis
isomerization process (7–11). The intermediates at longer times
have been trapped and identified by x-ray crystallography
(12, 13).
The critical change of the chromophore in the primary process
of isomerization is accompanied or followed by several other
processes: proton transfer, protein conformational change, sol-
vation, and disruption of hydrogen-bonding. This complexity can
be reduced if the chromophore in its true anionic, not neutral,
structure can be studied free of perturbations. With model
compounds, the solvent effect can be assessed by studying them
in the solution phase (14–18). However, the nature of intramo-
lecular change and the timescales involved are still unknown. It
is, therefore, desirable to study the primary isomerization dy-
namics of the PYP chromophore in isolation, especially in view
of the fact that the mechanism for forming the first intermediate
(I0) is debatable (2). A gas-phase spectroscopic study has already
been reported (19), but it was for the neutral molecule, not the
anion structure in the protein.
In this work, we report direct observation of the dynamics of
the isolated PYP anionic chromophore. To disentangle the role
of protein binding and distant torsions, we preserved the central
structure involved in the isomerization about the double bond
but use the CH3 group for termination (see Fig. 1). The
chromophore, hereafter called P, is excited with a femtosecond
pulse from its ground state, the dark state in the protein, to the
trans configuration using the mass-selected ions. For probing we
use another femtosecond pulse to photodetach and resolve the
photoelectrons at different kinetic energies. This resolution in
time and energy provides the transient behavior of the inter-
mediates involved. Remarkably, the P-chromophore shows pri-
mary step dynamics of twisting in 1 ps, which is essentially the
same as that in the protein, indicating that the efficient, almost
frictionless, transduction process by isomerization is central to
the double bond. The meaning of pure double- vs. single-bond
twisting is convoluted because of nuclear couplings and elec-
tronicresonance delocalization (see conclusion). The role of the
protein environment is primarily in directing the crossing to the
ground-state cis structure and suppressing radical formation.
Results and Discussion
Fig. 2 shows the photoelectron spectra of the P-chromophore
with and without the probe pulse. With the pump pulse alone
(blue trace), a major peak was observed at 0.2 eV (1 eV 
1.602  1019 J) together with a broad and much less intense
peak at 2 eV; no signal was observed with the probe pulse
alone. The sharp major peak at 0.2 eV is identified as the
photoelectron signal from single-photon excitation; its energy
matches well with the difference between the photon energy of
the pump pulse (3.1 eV) and the vertical detachment energy of
the anion to the radical ground state (2.9 eV).‡ With both the
probe and pump pulses overlapping at 200 fs, a new peak appears
at 0.9 eV in the electron kinetic energy, whereas the peak at
0.2 eV is depleted (the red trace in Fig. 2). As shown below,
these temporal changes are present because of the evolution
from the trans to cis configuration with the formation of
intermediates. Because of the clear separation in energy, low and
high kinetic energy, it is possible to map out the dynamics of
different species.
The temporal behavior at three windows of kinetic energies
(I–III in Fig. 3) provides a stringent test of the nature of
intermediates involved and the consistency of the rates. In Fig.
3, we display 15 such transients over different, short, and long
timescales. Transients in the same row show temporal behaviors
of a specific energy window, on different timescales, whereas
those in the same column show the temporal behavior of
different energy windows for a specific timescale. The clear
trends in Fig. 3, depletion of the population in region I, decays
(and coherence) in region II, and build-up and decay in region
III, indicate that the dynamics involve three states of the
chromophore: the initially launched population, the twisted
intermediate, and the hot ground-state population of the cis
form. To obtain the timescales involved and quantify the fraction
of population for each structure, we invoked the following
elementary steps:
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Pdark O¡
hv
P*t,e ¡ P*¡ Pc,
where Pdark is the structure in the ground state, P*t,e is the initially
excited state, P* is the twisted state, and Pc is the hot-ground
state of the cis form. All of the transients were fit with the same
parameter set in a global search. The results of the global fit are
shown as solid lines overlaid on the experimental transients in
Fig. 3.
The agreement between the theoretical analysis and experi-
mental results at different energies and the self-consistency
among all transients are impressive and reflect the validity of the
above picture with well defined rates for the elementary steps
involved. In detail, the population of the initially excited state,
P*, bifurcates on the femtosecond timescale to produce the trans
population P*t (80%); the remaining fraction (20%, P*e) autode-
tach to form the corresponding radicals. This finding is evi-
denced in the decay of the population in region II (1 ps; 4 ps) and
the recovery of population in region I (4 ps; 52 ps). Monitoring
population in region III, we observed a clear buildup (1 ps) and
a decay (52 ps). Accordingly, the high-energy region (II) results
from the initial population (prompt response), and the low-
energy region (III) results from the trapped, in a well, twisted
intermediate. The isomerization by twisting occurs in 1 ps,
whereas the twisted state (P*) decays in 52ps. A damped
coherent oscillation was observed in the decay of the population
of region II (see Fig. 3), and it has a period of 800 fs,
corresponding to a vibrational frequency of 40 cm1.
The above results are surprising for several reasons. First,
isomerization time for the isolated chromophore is similar to that
observed for the same chromophore in the solution phase (1.3
ps) (D. H. Paik, A. Espagne, M. M. Martin, and A.H.Z.,
unpublished data). Second, unlike the protein case, the chro-
mophore is free from backbone bonding and can undergo other
torsions and rotations, and yet the isomerization time is similar
to that of the protein (within a few picoseconds) (7–11). Third,
the coherence, which reflects the involvement of low-frequency
motion(s) in isomerization (20), is preserved on going from the
isolated molecule to the protein. For the chromophore in PYP,
these oscillations were reported to be 50 and 135 cm1 (21).
One then must ask the following. Why is this nearly a frictionless
dynamics? What is its significance to the function?
The structural change of the chromophore is a precursor to
other dynamical events in the PYP function. After isomerization,
protonation in the protein environment occurs, and the protein
itself changes on a longer timescale. From theoretical calcula-
tions (22, 23), it was proposed that the trans-to-cis isomerization
proceeds by, first, the passage through a small barrier for twisting
around the double bond (coordinate ) and then a search for a
conical intersection (CI), which facilitates the internal conver-
sion to the ground state. The same calculations (22) suggested
that the protein promotes the isomerization of the chromophore
by restricting the rotation of its p-hydroxyphenyl moiety.
Our experimental results given above indicate that the pri-
mary role of the chromophore is determined by the twisting
around the central double bond (C2AC3) and that other motions
involving the hydroxyphenyl or the sulfur linkage are relatively
unimportant. In fact, careful examination of the trajectories in
the molecular dynamics simulations (22) indicate that the
C2AC3 motion occurs on the timescale of 1 ps, significantly
faster (factor of 2) than the other bonds involved in the linkage
to the protein. Thus, the chromophore twisting is nearly insen-
sitive to the protein environment in that it does not occur by a
typical barrier-crossing process with multiple ‘‘collisions’’ to
cross over to the cis configuration. The ultrafast nature of the
reaction ensures the high efficiency of the initial ‘‘molecular
impulse,’’ which then triggers subsequent changes in the protein.
Fig. 1. Structure of the PYP and its chromophore. (a) Structure of the PYP,
from refs. 5 and 6. The chromophore structure is indicated. (b) Chemical
structure of the PYP chromophore and P-chromophore used in this study.
Fig. 2. Photoelectron spectra of the P-chromophore obtained with pump
femtosecondpulse (blue trace) andpump-plus-probe femtosecondpluses (red
trace) at 200-fs delay. (Inset) Blowupof theenergy regionof0–1.5 eV, inwhich
energy windows for time-dependent transients aremarked as I, II, and III. The
windows allow for probing of P*e, P*t, and P* (see text).
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This initial step is facilitated by the electronic excitation, which
weakens the double bond (more antibonding character) and by
(coherent) low-frequency motion(s) that brings the atoms into
the needed configuration for efficient twisting.
The barrier height estimates range from 5 to 20 kcalmol, and
the effect of the environment on the height is debatable (22, 23).
It is clear that at our wavelength the system is above the barrier
energy. The degree of frictionless crossing is also clear from
comparison with results for the same chromophore in solution.
Upon varying the viscosity from 1 to 60 centipoise (D. H. Paik,
A. Espagne, M. M. Martin, and A.H.Z., unpublished data), the
fluorescence decay changes from 1.3 to 16 ps, indicating the
effect of friction. The quantum yield of fluorescence in solution
(24) and in the protein (25) is 103 and increases by 2 orders
of magnitude when the chromophore is locked around the
double bond (26). Again, this behavior suggests an ultrafast
nonradiative crossing, but we now know that it is an intrinsic
property of the isolated chromophore around its central double
bond. The analogy with trans-stilbene, diphenyl ethylene, is
relevant because the barrier is similarly low (3 kcalmol) (27).
In Fig. 4, we depict the potential energy along the twisting
coordinate  and the effect of a second coordinate(s) describing
the coherent motion, for example, that of skeletal deforma-
tion(s). After barrier crossing, the population of the twisted state
in the isolated chromophore can decay only by searching for the
CI andor by redistributing the energy by intramolecular vibra-
tional-energy redistribution. The twisted configuration is in a
well with a depth of1 eV.§ For this intermediate, we measured
52 ps for its decay, but in the protein the formation of the
ground-state cis isomer (I0, the first intermediate of the PYP
photocycle) is within a few picoseconds (8–11). This large
discrepancy suggests that the position of CI on the potential
energy surface is dependent on the environment. Groenhof et al.
(22) proposed that the CI of the PYP chromophore in vacuo is
located far from the reaction coordinate plane on the skeletal
deformation coordinate(s), whereas it is near the reaction
coordinate in the protein (see Fig. 4 Inset).
Nuclear motions, particularly those of low frequency, can
promote intramolecular vibrational-energy redistribution to co-
ordinates other than , and hence internal conversion at the CI
would be delayed, explaining the slow decay of P* population in
the isolated chromophore; once the CI is reached, the crossing
occurs in 1 ps. In the protein the twisted state can easily reach
the CI near the reaction coordinate plane without the assistance
of intramolecular vibrational-energy redistribution. We show
this difference in Fig. 4 (perpendicular plane). The momentum
carried by the twisted state along the reaction coordinate is
conserved better in the protein than in the isolated system
because of the ultrashort interaction time in the CI region, and
therefore more cis isomers can be formed with high reaction
quantum yield (0.24–0.64) (8, 11, 28, 29). That is a critical design
by the protein environment to enhance trans-to-cis isomerization
in the PYP photocycle.
There is another influence for the protein. In the isolated
chromophore, the internal conversion of the twisted state near
the CI creates vibrationally hot ground-state cis molecules. The
excess energy is released by ejecting an electron (autodetach-
ment), and some of the anions convert to radicals, because of the
lack of competing relaxation processes. In the protein, however,
the energy can be released efficiently because of the presence of
many degrees of freedom, and creating a radical by autodetach-
ment is not a dominant process; the radical state, from our
autodetachment experiments, lies near 2.9 eV above the ground
state. Vibrational relaxation in the protein is highly efficient, as
indeed measured in the protein; the absorption of the formed cis
molecules is that of an equilibrated species within a few pico-
seconds (7–11). Consistent with our findings is the fact that the
§When the population of P* is promoted by the probe to form the corresponding radical,
the radical would carry similar amount of vibrational energy (Evib) as P*, because of
Franck–Condon consideration. This energy is the sum of , the energy difference between
the trans and twisted form of the radical, and , the difference in their electron-kinetic-
energy observed here to be 0.5 eV. Small  values are improbable, and if  is  0.5 eV,
Evib would be 1 eV, which matches well with the theoretical calculation (23).
Fig. 3. Time-resolved dynamics of the P-chromophore. Shown are the photoelectron spectra at three different kinetic energies and different timescales.
Transients in each row are from the same energy window, and those in the same column have the same timescale. The theoretical fits are the solid lines
superimposed on the experimental transients. The damped coherent oscillations are shown in region II on the short timescale. Note the clear depletion and
recovery in window I and prompt response and decay in window II. In window III, the buildup and decay is evident; some contribution (prompt response) for
the overlap of windows also is observed.
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radical state was not observed in the PYP photocycle with
single-photon absorption; only with multiphoton excitation of
high-energy photons were radicals detected (7).
The studies reported here on the anionic, isolated chro-
mophore of PYP provide direct evidence of the ultrafast,
nearly frictionless dynamics of the first step of isomerization.
The key primary step involves structural change including the
central double bond. As pointed out earlier, double-bond
twisting must include the effect of nuclear couplings to other
bonds and electronicresonance effects. In a very recent report
(30), the gas-phase absorption spectrum of the PYP chro-
mophore indicates that the excitation energy is lower than
calculated value (22), indicating that an excess vibrational
energy is sufficient for double-bond twisting. Moreover, recent
molecular dynamics calculations for the protein and in vacuo
support the involvement of the double-bond twisting (31). The
protein environment is not significant in changing the low-
energy barrier for twisting, but it is critical for the subsequent
conversion to the cis form and for the impedance of radical
formation during the cycle. The design by the protein is for an
efficient ultrafast phototransduction and for directing the
dynamics by reducing the phase space of many nuclear motions
into that of the reaction coordinate, as observed here in the
direct comparison of the behavior of isolated-chromophore
and protein dynamics.
Materials and Methods
The P-chromophore, 4-(3-oxobut-1-enyl)-phenolate anion, was
prepared from 4-hydroxybenzylideneacetone (HBA; Alfa Aesar,
Ward Hill, MA; 97%) by using pulsed electron impact (1 keV,
1.0 ms) and expansion with oxygen at 200 kPa in a molecular
beam. The temperature was 80°C, and under these conditions
we obtained the P-chromophore mass, which confirms the
deprotonation of HBA. The anions were directed into a field-
free time-of-f light region by applying a2.0-kV electric pulse in
a two-stage accelerator. The beam of the P-chromophore, which
was separated from other ions by its mass, was interrogated by
the two beams of femtosecond laser pulses. The laser pulse (110
fs) at 800 nm was generated from a Ti:sapphire oscillator and
amplified by a regenerative and multipass amplifier. The ampli-
fied laser pulse was split into two parts. The first was frequency
doubled by a type-I beta barium borate crystal, generating a
400-nm pulse, and was used as the pump pulse to excite the
P-chromophore. The second part was used as the probe pulse.
The polarization was set at the magic angle (54.7°), and the
power of the pulse was 0.35 mJ for the pump and 3.6 mJ for the
probe, collimated to 3-mm diameter. The resulting photoelec-
trons were analyzed in our apparatus (32) by using a magnetic
bottle photoelectron spectrometer. The powerful methodology
of mass selectionelectron detachment provided the needed
resolution of species and state (33–36), whereas the pump-probe
femtosecond chemistry configuration allowed for the temporal
resolution.
Ab initio calculations for geometry optimization and energy
minimization of the P-chromophore and single-point energy
calculation of its radical form were performed by using the
GAUSSIAN 98 program (37) at the B3LYPcc-pVTZ level of
theory.
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