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Abstract
For an ½n; k; dq code C with kX3; gcdðd; qÞ ¼ 1; the diversity of C is deﬁned as the pair
ðF0;F1Þ with
F0 ¼ 1
q  1
X
qji;ia0
Ai; F1 ¼ 1
q  1
X
ia0;d ðmod qÞ
Ai:
All the diversities for ½n; k; dq codes with kX3; d 	 2 ðmod qÞ such that Ai ¼ 0 for all
ic0;1;2 ðmod qÞ are found and characterized with their spectra geometrically, which
yields that such codes are extendable for all odd qX5: Double extendability is also
investigated.
r 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Let C be an ½n; k; dq code, that is a linear code over GFðqÞ of length n with
dimension k whose minimum Hamming distance is d; where GFðqÞ stands for the
ﬁnite ﬁeld of order q: The weight distribution of C is the list of numbers Ai which is
the number of codewords of C with weight i: We only consider non-degenerate codes
having no coordinate which is identically zero.
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The code obtained by deleting the same coordinate from each codeword of C is
called a punctured code of C: If there exists an ½n þ 1; k; d þ 1q code C0 which gives C
as a punctured code, C is called extendable (to C0) and C0 is an extension of C: C is
doubly extendable if there exists an extension of C which is also extendable. See [8]
for the extendability of ½n; k; dq codes with kp2:
Let C be an ½n; k; dq code with kX3; gcdðd; qÞ ¼ 1: Deﬁne
F0 ¼ 1
q  1
X
qji;ia0
Ai; F1 ¼ 1
q  1
X
ic0;d ðmod qÞ
Ai:
We call the pair of integers ðF0;F1Þ the diversity of C:
Theorem 1.1 (Hill [2], Hill and Lizak [3]). Every ½n; k; dq code with gcdðd; qÞ ¼ 1 is
extendable if F1 ¼ 0:
It is known that C is extendable if F0 þ F1oyk2 þ qk2 when q is prime [9], where
yj ¼ ðq jþ1  1Þ=ðq  1Þ: See also [12].
Theorem 1.1 is known as the extension theorem. When d 	 1 ðmod qÞ; there are
many linear codes satisfying Ai ¼ 0 for all ic0;1 ðmod qÞ; which are extendable by
Theorem 1 (e.g. ½q2; 4; q2  q  1q codes, see [2]). We deal with linear codes with
d 	 2 ðmod qÞ: We assume q is odd so that gcdðd; qÞ ¼ 1: Our aim in this paper is
to prove the following new extension theorem ﬁnding all the possibilities for the
diversity of an ½n; k; dq code with kX3; d 	 2 ðmod qÞ such that Ai ¼ 0 for all
ic0;1;2 ðmod qÞ:
Theorem 1.2. Let C be an ½n; k; dq code with diversity ðF0;F1Þ; kX3; d 	 2 (mod q)
such that Ai ¼ 0 for all ic0;1;2 (mod q) for odd qX5: Then
(1) C is extendable.
(2) ðF0;F1ÞAfðyk2; 0Þ; ðyk3; 2qk2Þ; ðyk2 þ ðr 2Þqk2; 2qk2Þg,fðyk2 þ
iqk2; ðq  2iÞqk2Þj1pipr 1g; where r ¼ y1=2:
(3) C is doubly extendable if ðF0;F1Þaðyk2 þ ðr 2Þqk2; 2qk2Þ:
Example. (1) Let C1 be a ½q2  1; 4; q2  q  2q code with odd qX5: Then it can be
easily veriﬁed that Ai ¼ 0 for all iefq2  q  2; q2  q  1; q2  q; q2  2; q2  1g:
Hence, applying Theorem 1.2, C1 is extendable. Actually, C1 is doubly extendable
since every ½q2; 4; q2  q  1q code is also extendable. It is known that the weight
distribution of C1 is given by
ða0; a1; aq1; aq; aqþ1Þ ¼ ð2; q2  1; q þ 1; 2ðq2  1Þ; q3  2q2 þ 1Þ;
where ai ¼ Aq21i=ðq  1Þ (the above list of ai’s is called the spectrum of C1; see
Section 2). Hence the diversity of C1 is ðy1; 2q2Þ: Considering the columns of a
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generator matrix of C1 as a ðq2  1Þ-set in PGð3; qÞ (see Section 2), we get a ðq2  1Þ-
cap in PGð3; qÞ; that is, a set of q2  1 points no three of which are collinear. Hence
the above result is equivalent to saying that, for odd q43; a ðq2  1Þ-cap in PGð3; qÞ
is incomplete and extends to an elliptic quadric (cf. Theorem 18.4.1 in [4]). The
condition q43 is essential because it is known that there exists a complete 8-cap in
PGð3; 3Þ (Lemma 18.2.2 in [4]).
(2) Let C2 be a ½q; 3; q  2q code with odd qX5: Since C2 is MDS, the weight
distribution is uniquely determined, giving the diversity ðy1 þ ðr 2Þq; 2qÞ: Applying
Theorem 1.2, C2 is extendable. But it is well known that C2 is not doubly extendable
(there is no ½q þ 2; 3; qq code when q is odd).
We note that one cannot apply Theorem 1.1 for the above C1 and C2: As for an
application of Theorem 1.2 to proving the nonexistence of linear codes, see [7] which
gives the nonexistence of codes with parameters ½105; 4; 835 and ½205; 4; 1635:
When q ¼ 3; there are more diversities. See [10] for details. See [11] for the
extendability of quaternary linear codes.
2. Preliminaries
We denote by PGðr; qÞ the projective geometry of dimension r over GFðqÞ: A j-flat
is a projective subspace of dimension j in PGðr; qÞ: 0-ﬂats, 1-ﬂats, 2-ﬂats, ðr  2Þ-ﬂats
and ðr  1Þ-ﬂats are called points, lines, planes, secundums and hyperplanes
respectively as usual. We denote by Fj the set of j-ﬂats of PGðr; qÞ: Note that the
number of points in a j-ﬂat is yj: We set y1 ¼ 0 for convenience.
Let C be a non-degenerate ½n; k; dq code. The columns of a generator matrix of C
can be considered as an n-multiset of S ¼ PGðk  1; qÞ denoted also by C: We see
linear codes from this geometrical point of view. An i-point is a point of S which has
multiplicity i in C: Denote by g0 the maximum multiplicity of a point from S in C
and let Ci be the set of i-points in S; 0pipg0: For any subset S of S we deﬁne the
multiplicity of S with respect to C; denoted by mCðSÞ; as
mCðSÞ ¼
Xg0
i¼1
i  jS-Cij;
where jT j denotes the number of points in T for a subset T of S: Then we obtain the
partition S ¼ Sg0i¼0 Ci such that
n ¼mCðSÞ;
n  d ¼maxfmCðpÞ j pAFk2g:
Conversely such a partition of S as above gives an ½n; k; dq code in the natural
manner if there exists no hyperplane including the complement of C0 in S: An f -set
F in PGðr; qÞ is called an f f ; m; r; qg-minihyper if m ¼ minfjF-DjjDAFr1g: So C0
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forms a fyk1  n; yk2  ðn  dÞ; k  1; qg-minihyper when g0 ¼ 1: We denote by ai
the number of hyperplanes p with mCðpÞ ¼ i: Note that ai ¼ Ani=ðq  1Þ: The list of
numbers ai is called the spectrum of C: Simple counting arguments yield the
following.
Lemma 2.1. (1)
Pnd
j¼0 aj ¼ yk1: (2)
Pnd
j¼1 jaj ¼ nyk2: (3)
Pnd
j¼2 jð j  1Þaj ¼ nðn 
1Þyk3 þ qk2
Pg0
s¼2 sðs  1Þls; where ls ¼ jCsj:
Since ðn þ 1Þ  ðd þ 1Þ ¼ n  d; we get the following:
Lemma 2.2. C is extendable iff there exists a point PAS such that mCðpÞon  d for
all hyperplanes p through P:
Let S be the dual space of S (considering Fk2 as the set of points of S). Then
Lemma 2.2 is equivalent to the following:
Lemma 2.3. C is extendable iff there exists a hyperplane P of S such that
PCfpAFk2 j mCðpÞon  dg:
From now on, let C be an ½n; k; dq code with gcdðq; dÞ ¼ 1: We denote byFj the
set of j-ﬂats of S; so Fj ¼Fk2j; 0pjpk  2: We deﬁne
F ¼fpAFk2 j mCðpÞcn  d ðmod qÞg;
F0 ¼fpAFk2 j mCðpÞ 	 n ðmod qÞg; F1 ¼ F \F0:
Then F forms a blocking set in S with respect to lines [9], that is a subset of S
meeting every line of S in at least one point. The following is straightforward from
Lemma 2.3.
Lemma 2.4. C is extendable if F contains a hyperplane of S:
This connection between the extendability of linear codes and blocking sets with
respect to lines in the projective spaces was found by Landjev [6] and Maruta [8,9]
independently.
Lemma 2.5. Let L be a line of S with F-L ¼ fp1;y; pug; mCðpiÞ ¼ si; 1pipu:
Then
Pu
i¼1 si 	 n þ ðu  1Þðn  dÞ ðmod qÞ:
Proof. Let puþ1;y; pqþ1 be other points on L in S: Then mCðpjÞ 	 n  d (mod q),
u þ 1pjpq þ 1: Since Pqþ1i¼1 ðmCðpiÞ  mCðLÞÞ þ mCðLÞ ¼ n; we get Pui¼1 siþ
ðq þ 1 uÞðn  dÞ 	 n ðmod qÞ: &
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3. Proof of Theorem 1.2
Assume that q is an odd prime powerX5: Let C be an ½n; k; dq code with diversity
ðF0;F1Þ; kX3; d 	 2 ðmod qÞ such that Ai ¼ 0 for all ic0;1;2 ðmod qÞ: Then
gcdðd; qÞ ¼ 1; and ai ¼ 0 for all icn; n þ 1; n þ 2 ðmod qÞ; where ai ¼ Ani=ðq 
1Þ; 0pipn  d: In this case F0 and F1 deﬁned in Section 2 are as follows.
F0 ¼ fpAFk2 j mCðpÞ 	 n ðmod qÞg;
F1 ¼ fpAFk2 j mCðpÞ 	 n þ 1 ðmod qÞg:
And F ¼ F0,F1 forms a blocking set with respect to lines in the dual space S of
S ¼ PGðk  1; qÞ: Note that jF0j ¼ F0; jF1j ¼ F1: A subset T of S is called an ði; jÞ-
set if jT-F0j ¼ i; jT-F1j ¼ j: A line l which forms an ði; jÞ-set is called an ði; jÞ-line.
An ði; jÞ-plane, an ði; jÞ-secundum and an ði; jÞ-hyperplane are deﬁned similarly.
Assume 2ptpk  1 and let dtAFt : Denote by cðtÞi;j the number of ðt  1Þ-ﬂats
which form ði; jÞ-sets in dt and let jðtÞs ¼ jdt-Fsj; s ¼ 0; 1: ðjðtÞ0 ;jðtÞ1 Þ is called the
diversity of dt and the list of c
ðtÞ
i;j ’s is called its spectrum. Applying Lemma 2.1 to
F0; F1 and F we get the following equations:
X
ði;jÞALt1
c
ðtÞ
i;j ¼ yt;
X
ði;jÞALt1
ic
ðtÞ
i;j ¼ yt1jðtÞ0 ;
X
ði;jÞALt1
jc
ðtÞ
i;j ¼ yt1jðtÞ1 ;
X
ði;jÞALt1
i
2
 
c
ðtÞ
i;j ¼ yt2
jðtÞ0
2
 !
;
X
ði;jÞALt1
j
2
 
c
ðtÞ
i;j ¼ yt2
jðtÞ1
2
 !
;
X
ði;jÞALt1
i þ j
2
 
c
ðtÞ
i;j ¼ yt2
jðtÞ0 þ jðtÞ1
2
 !
;
where Lt1 is the set of all possibilities of ðjðt1Þ0 ;jðt1Þ1 Þ: L1 is obtained from Lemma
2.5 as
L1 ¼ fð1; 0Þ; ð0; 2Þ; ðy1; 0Þg,fðr i; 2i þ 1Þ j 0pipr 1g;
where r ¼ y1=2: We refer the above simultaneous six equations as ðÞ:
Lemma 3.1. If jðtÞ1 ¼ 0; then ðjðtÞ0 ; cðtÞyt2;0; c
ðtÞ
yt1;0Þ ¼ ðyt1; yt  1; 1Þ or ðj
ðtÞ
0 ; c
ðtÞ
yt1;0Þ ¼
ðyt; ytÞ for all tX1:
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Proof. When jðtÞ1 ¼ 0; any line in dt is either a (1,0)-line or a ðy1; 0Þ-line. Hence
dt-F is a hyperplane of dt or dt itself since dt-F is a blocking set with respect to
lines (see Lemma 6 in [8]). &
First we solve ðÞ for t ¼ 2: Note that cð2Þ0;2 ¼ 0 or cð2Þy1;0 ¼ 0:
Lemma 3.2. (1) c
ð2Þ
0;2 ¼ 0 iff jð2Þ1 ¼ 0 or 2jð2Þ0 þ jð2Þ1 ¼ y2 þ y1:
(2) If 2jð2Þ0 þ jð2Þ1 ¼ y2 þ y1; then ðjð2Þ0 ;jð2Þ1 ; cð2Þ1;q; cð2Þy1;0Þ = ðy1; q2; y2  1; 1Þ or
ðjð2Þ0 ;jð2Þ1 ; cð2Þ1;0; cð2Þiþ1;q2i; cð2Þ1;q; cð2Þy1;0Þ ¼ ðy1 þ iq; ðq  2iÞq; i; q2; q  2i; i þ 1Þ; 1pipr
1:
Proof. (1) Calculating
P
ði;jÞAL1 jðy1 þ 1 2i  jÞc
ð2Þ
i;j from ðÞ; we get
jð2Þ1 ðy2 þ y1  2jð2Þ0  jð2Þ1 Þ ¼ 2qcð2Þ0;2: ð3:1Þ
(2) Calculating
P
ði;jÞAL1 ðy1 þ 1 2i  jÞc
ð2Þ
i;j and
P
ði;jÞ AL1 iðy1 þ 1 2i  jÞc
ð2Þ
i;j
from ðÞ; we obtain
ðy1 þ 1Þy2  y1ð2jð2Þ0 þ jð2Þ1 Þ ¼ qðcð2Þ1;0 þ cð2Þ0;2  cð2Þy1;0Þ; ð3:2Þ
jð2Þ0 ðy2 þ 1 2jð2Þ0  jð2Þ1 Þ ¼ qcð2Þ1;0  y1ðy1  1Þcð2Þy1;0: ð3:3Þ
Hence c
ð2Þ
y1;0
¼ cð2Þ1;0 þ 1 from (3.2) when 2jð2Þ0 þ jð2Þ1 ¼ y2 þ y1: So we get jð2Þ0 ¼
qc
ð2Þ
y1;0
þ 1 from (3.3). Thus jð2Þ1 ¼ y2 þ y1  2jð2Þ0 ¼ qðy1  cð2Þ1;0  cð2Þy1;0Þ: When
c
ð2Þ
1;040; all of (1,0)-lines and ðy1; 0Þ-lines on d2 pass through the same point of
d2-F0; so cð2Þ1;q ¼ y1  cð2Þ1;0  cð2Þy1;0 and c
ð2Þ
i;j ¼ q2 for ði; jÞ ¼ ðcð2Þy1;0; c
ð2Þ
1;qÞ: &
Note that c
ð2Þ
y1;0
X1 and jð2Þ0 Xy1 when c
ð2Þ
0;2 ¼ 0 by Lemmas 3.1 and 3.2.
Lemma 3.3. (1) jð2Þ0 X1:
(2) If jð2Þ0 ¼ 1; then ðjð2Þ1 ; cð2Þ1;0; cð2Þ0;2; cð2Þ1;qÞ ¼ ð2q; y1  2; q2; 2Þ:
Proof. (1) If jð2Þ0 ¼ 0; then cð2Þi;j ¼ 0 for all ði; jÞað0; 2Þ: Hence cð2Þ0;2 ¼ y2 and 2cð2Þ0;2 ¼
y1j
ð2Þ
1 ; giving a contradiction.
(2) Assume jð2Þ0 ¼ 1: Then cð2Þi;j ¼ 0 for all ði; jÞefð1; 0Þ; ð0; 2Þ; ð1; qÞg: So we get
c
ð2Þ
0;2 ¼ q2 from the ﬁrst two equations of ðÞ: Since
P
ði;jÞ AL1 ijc
ð2Þ
i;j ¼ jð2Þ0 jð2Þ1 ; we
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obtain qc
ð2Þ
1;q ¼ jð2Þ1 : Hence, from 2cð2Þ0;2 þ qcð2Þ1;q ¼ y1jð2Þ1 and 2cð2Þ0;2 þ qðq  1Þcð2Þ1;q ¼
jð2Þ1 ðjð2Þ1  1Þ; we get jð2Þ1 ¼ 2q: &
Since c
ð2Þ
y1;0
¼ 0 when cð2Þ0;240; we get the following lemma by (3.3) and Lemma 3.3(1).
Lemma 3.4. If c
ð2Þ
0;240; then c
ð2Þ
1;0 ¼ 0 iff 2jð2Þ0 þ jð2Þ1 ¼ y2 þ 1:
Lemma 3.5. If c
ð2Þ
0;240 and c
ð2Þ
1;0 ¼ 0; then
ðjð2Þ0 ;jð2Þ1 ; cð2Þ0;2; cð2Þr;1; cð2Þr1;3; cð2Þ1;qÞ ¼ ðy1 þ ðr 2Þq; 2q; q; rq; ðr 1Þq; 1Þ:
Proof. We have 2jð2Þ0 þ jð2Þ1 ¼ y2 þ 1 by Lemma 3.4. Hence jð2Þ1 ¼ 2cð2Þ0;2 by (3.1) and
c
ð2Þ
0;2 ¼ q by (3.2), so ðjð2Þ0 ;jð2Þ1 Þ ¼ ðy1 þ ðr 2Þq; 2qÞ: Let K ¼ fl1;y; lqg be the set of
q (0,2)-lines on d2: Since c
ð2Þ
0;2y1  ðc
ð2Þ
0;2
2
Þ ¼ y2  jð2Þ0 ; K forms a q-arc of lines in d2; that
is, no three of l1;y; lq are concurrent. Hence there exists a unique line, say l; for
which K,flg forms a ðq þ 1Þ-arc of lines in d2 (see [5] for arcs). Then jl-F0j ¼ 1; so
l is a ð1; qÞ-line. The uniqueness of l implies cð2Þ1;q ¼ 1: Let Q be the point of F0 on l
and let Pi be the point of li-F1 not on l (1pipq). Then it holds that d2-F1 ¼
fP1;y; Pqg,ðl\fQgÞ and that fP1;y; Pq; Qg forms a ðq þ 1Þ-arc in d2: Hence cð2Þr;1
and c
ð2Þ
r1;3 can be calculated. &
Lemma 3.6. If c
ð2Þ
0;240; then ðjð2Þ0 ;jð2Þ1 Þ ¼ ð1; 2qÞ or ðy1 þ ðr 2Þq; 2qÞ:
Proof. Calculating
P
ði;jÞAL1 ð2i þ j  2Þðy1 þ 1 2i  jÞc
ð2Þ
i;j from ðÞ; we get
ð2jð2Þ0 þ jð2Þ1  y2  1Þð2jð2Þ0 þ jð2Þ1  2y1Þ ¼ qðjð2Þ1  2qÞ: ð3:4Þ
Hence 2jð2Þ0 þ jð2Þ1 ¼ y2 þ 1 or 2y1 if jð2Þ1 ¼ 2q: So it sufﬁces to prove jð2Þ1 ¼ 2q: This
is true when c
ð2Þ
1;0 ¼ 0 by Lemma 3.4 and (3.4). Hence we assume cð2Þ1;040: So 2jð2Þ0 þ
jð2Þ1 oy2 þ 1 by (3.3).
If 2jð2Þ0 þ jð2Þ1 p2y1; then jð2Þ1 p2q by Lemma 3.3(1) while the left-hand side of
(3.4) is X0: Hence jð2Þ1 ¼ 2q:
Suppose 2y1o2jð2Þ0 þ jð2Þ1 oy2 þ 1: Then jð2Þ0 41; jð2Þ1 o2q by (3.4). We prove this
cannot happen when q ¼ p2h1ðX5Þ; hX1; p prime. (It can be proved similarly when
q is square.) Putting x ¼ jð2Þ0  1; y ¼ 2q  jð2Þ1 ; we get
ðq2  q  2x þ yÞð2x  yÞ ¼ qy; x40; y40; 0o2x  ypq2  q  1: ð3:5Þ
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Since p2h1 divides ð2x  yÞ2; 2x  y is divisible by ph; so put z ¼ ð2x  yÞ=ph: Then y
is divisible by p by (3.5), so put y0 ¼ y=p: Now (3.5) implies
ð p3h2  ph1  zÞz ¼ y0; 0ozpp3h2  ph1  1;
whence it is easily checked that y042p2h2 for qX5: In this case we have jð2Þ1 ¼
2q  y ¼ pð2p2h2  y0Þo0; a contradiction. &
From Lemmas 3.1–3.6, we obtain
L2 ¼ fðy1; 0Þ; ð1; 2qÞ; ðy1 þ ðr 2Þq; 2qÞ; ðy2; 0Þg,fðy1 þ iq; ðq  2iÞqÞ j 0pipr 1g
and all the possibilities for the spectrum of d2 are given in Lemmas 3.1, 3.2(2), 3.3(2),
3.5. It is easy to ﬁnd from the lemmas that the geometrical structure of d2-F for
each case is the following:
ðjð2Þ0 ;jð2Þ1 Þ ¼ ðy1; 0Þ: a line contained in F0;
ðjð2Þ0 ;jð2Þ1 Þ ¼ ð1; 2qÞ: two ð1; qÞ-lines meeting in the point of F0;
ðjð2Þ0 ;jð2Þ1 Þ ¼ ðy1 þ ðr 2Þq; 2qÞ: d2-F0 consisting of all internal points with
respect to a conic K and a point Q of K ; and d2-F1 consisting of K\fQg and the
tangent at Q without Q (see [4]);
ðjð2Þ0 ;jð2Þ1 Þ ¼ ðy1 þ iq; ðq  2iÞqÞ : i þ 1 ðy1; 0Þ-lines and ðq  2iÞ ð1; qÞ-lines
through a ﬁxed point of F0 ð1pipr 1Þ;
ðjð2Þ0 ;jð2Þ1 Þ ¼ ðy1; q2Þ: a line l contained in F0 and d2\lCF1;
ðjð2Þ0 ;jð2Þ1 Þ ¼ ðy2; 0Þ: d2CF0:
Lemma 3.7. (1) If 2jðtÞ0 þ jðtÞ1 4yt þ yt1; then ðjðtÞ0 ;jðtÞ1 Þ ¼ ðyt; 0Þ for tX1:
(2) c
ðtÞ
yt1;0X1 if 2j
ðtÞ
0 þ jðtÞ1 ¼ yt þ yt1 for tX2:
Proof. Obvious for t ¼ 1: We prove this for tX2 by induction on t: By the
hypothesis for t  1; calculating Pði;jÞALt1 jðyt1 þ yt2  2i  jÞcðtÞi;j from ðÞ gives
yt2j
ðtÞ
1 ðy1yt1 þ 1 2jðtÞ0  jðtÞ1 ÞX0:
Hence jðtÞ1 ¼ 0 if 2jðtÞ0 þ jðtÞ1 4y1yt1 þ 1 ¼ yt þ yt1:
(2) Since 2i þ jpyt1 þ yt2 for all ði; jÞALt1\fðyt1; 0Þg by (1), we getX
ði;jÞALt1\fðyt1;0Þg
ðyt1 þ yt2  2i  jÞcðtÞi;j ¼ qt1ðcðtÞyt1;0  1ÞX0;
from ðÞ: Hence cðtÞyt1;0X1: &
Lemma 3.8. When jðtÞ0 ¼ yt1; it holds that dt-F0AFt1 iff jðtÞ1 ¼ 0 or qt for tX1:
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Proof. Let D ¼ dt-F0: Assume DAFt1 and dt-F1a|: Let P be a point of dt-F1:
Then every line through P and a point of D is a ð1; qÞ-line, so jðtÞ1 ¼ qt:
Assume jðtÞ1 ¼ 0: Then D must be a hyperplane of dt by Theorem 3.4 in [5] since
dt-F is a blocking set with respect to lines. If jðtÞ1 ¼ qt; then cðtÞyt1;0X1 by Lemma
3.7(2). Hence dt-F0AFt1: &
Lemma 3.9. (1) jðtÞ0 Xyt2 for tX2:
(2) If jðtÞ0 ¼ yt2; then ðjðtÞ1 ; cðtÞyt2;0; c
ðtÞ
yt3;2qt2
; c
ðtÞ
yt2;qt1
Þ ¼ ð2qt1; y1  2; yt  y1; 2Þ for
tX2:
Proof. These are true for t ¼ 2 by Lemma 3.3. We prove them for tX3 by induction
on t:
(1) By the hypothesis for t  1; calculating Pði;jÞALt1 ði  yt3ÞcðtÞi;j from ðÞ gives
yt1j
ðtÞ
0  yt3ytX0: Hence we can verify jðtÞ0 Xyt2 for tX3:
(2) Let D ¼ dt-F0: Then D forms a fyt2; yt3; t; qg-minihyper by (1), so
DAFt2 by Theorem 3.1 in [1]. Let D0;D1;y;Dq be the hyperplanes of dt
through D: Then Each Di is a ðyt2; 0Þ-set or a ðyt2; qt1Þ-set by Lemma 3.8. From
ðÞ we get
X
ði;jÞALt1
iðyt1i  yt1  yt2ðyt2  1ÞÞcðtÞi;j ¼ yt2yt1jðtÞ0 ðjðtÞ0  yt2Þ;
where iðyt1i  yt1  yt2ðyt2  1ÞÞ40 iff i4yt3: So, if jðtÞ0 ¼ yt2 and if
c
ðtÞ
yt3;2qt2
¼ 0; then cðtÞi;j ¼ 0 for all ði; jÞALt1; a contradiction. Hence cðtÞyt3;2qt240:
This happens only when exactly two of D0;y;Dq are ðyt2; qt1Þ-sets. Therefore our
assertion follows. &
The following lemma can be proved similarly to Lemma 3.2.
Lemma 3.10. (1) c
ð3Þ
1;2q ¼ cð3Þy1þðr2Þq;2q ¼ 0 iff j
ð3Þ
1 ¼ 0 or 2jð3Þ0 þ jð3Þ1 ¼ y3 þ y2:
(2) If 2jð3Þ0 þ jð3Þ1 ¼ y3 þ y2; then ðjð3Þ0 ;jð3Þ1 ; cð3Þy1;q2 ; c
ð3Þ
y2;0
Þ = ðy2; q3; y3  1; 1Þ or
ðjð3Þ0 ;jð3Þ1 ; cð3Þy1;0; c
ð3Þ
y1þiq;ðq2iÞq; c
ð3Þ
y1;q2
; c
ð3Þ
y2;0
Þ ¼ ðy2 þ iq2; ðq2iÞq2; i; y3  y1; q  2i; i þ 1Þ;
1pipr 1:
Lemma 3.11. (1) If c
ð3Þ
1;2q40 and c
ð3Þ
y1þðr2Þq;2q ¼ 0; then ðj
ð3Þ
0 ;j
ð3Þ
1 ; c
ð3Þ
y1;0
; c
ð3Þ
1;2q; c
ð3Þ
y1;q2
Þ ¼
ðy1; 2q2; y1  2; y3  y1; 2Þ:
(2) If c
ð3Þ
y1þðr2Þq;2q40; then ðj
ð3Þ
0 ;j
ð3Þ
1 ; c
ð3Þ
1;2q; c
ð3Þ
y1þðr2Þq;2q; c
ð3Þ
y1þðr1Þq;q; c
ð3Þ
y1þðr2Þq;3q;
c
ð3Þ
y1;q2
Þ ¼ ðy2 þ ðr 2Þq2; 2q2; q; q3; rq; ðr 1Þq; 1Þ:
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Proof. (1) Take a ð0; 2Þ-line l on a ð1; 2qÞ-plane. Then all the planes through l in d3
are ð1; 2qÞ-planes, so we have jð3Þ0 ¼ y1: Hence we can apply Lemma 3.9(2).
(2) Put s ¼ y1 þ ðr 2Þq: Since a plane through a ðr 1; 3Þ-line in d3 is a ðs; 2qÞ-
plane or a ðs; 3qÞ-plane and since a plane through a ð0; 2Þ-line in d3 is a ð1; 2qÞ-plane
or a ðs; 2qÞ-plane, we get jð3Þ0 ¼ ðs rþ 1Þy1 þ r 1 ¼ y2 þ ðr 2Þq2 and jð3Þ1 ¼
ð2q  2Þy1 þ 2 ¼ 2q2: Obviously cð3Þy1;0 ¼ c
ð3Þ
y2;0
¼ 0: If cð3Þy1þiq;ðq2iÞq40 for some i with
1pipr 3; then every plane in d3 through an ði þ 1; q  2iÞ-line is a
ðy1 þ iq; ðq  2iÞqÞ-plane, so jð3Þ0 ¼ ðy1 þ iq  i  1Þy1 þ i þ 1; giving a contradic-
tion. Hence c
ð3Þ
y1þiq;ðq2iÞq ¼ 0 for 1pipr 3:
Let D be a ðs; 2qÞ-plane in d3 (see Lemma 3.5 for the spectrum of D). For a (0,2)-
line l0 in D there is one ð1; 2qÞ-plane, say D0; and q ðs; 2qÞ-planes in d3 through l0: Let
l be the ð1; qÞ-line in D: Let D1;y;Dq be the planes through l other than D in d3:
Since D0-F consists of two ð1; qÞ-lines meeting a point of F0; q  1 of D1;y;Dq
meet D0 in a (0,2)-line and the other one, say D1; meets D0 in a ð1; qÞ-line. Suppose D1
is not a ðy1; q2Þ-plane. Counting the number of points of F1 in the planes through l;
we have
jð3Þ1 ¼ 2q2pð3q  qÞ þ ð2q  qÞq þ q ¼ q2 þ 3q;
a contradiction. Hence D1 is a ðy1; q2Þ-plane. D2;y;Dq are ð1; 2qÞ-planes or ðs; 2qÞ-
planes, but all of them must be ðs; 2qÞ-planes since jð3Þ0 ¼ ðy1  1Þ þ ðs 1Þq þ 1:
For a ðr; 1Þ-line (resp. a ðr 1; 3Þ-line) in D there is one ðy1 þ ðr 1Þq; qÞ-plane
(resp. ðs; 3qÞ-plane) and q ðs; 2qÞ-planes in d3 through the line. Hence cð3Þ1;2q ¼ the
number of (0,2)-lines in D ¼ q: cð3Þy1þðr1Þq;q and c
ð3Þ
y1þðr2Þq;3q can be obtained similarly.
c
ð3Þ
y1þðr2Þq;2q is easily calculated as ðq  1Þðy2  1Þ þ q ¼ q3: &
Theorem 3.12. For tX2; Lt ¼ fðyt1; 0Þ; ðyt2; 2qt1Þ; ðyt1 þ ðr 2Þqt1; 2qt1Þ;
ðyt; 0Þg,fðyt1 þ iqt1; ðq  2iÞqt1Þ j 0pipr 1g; and the spectrum of dt for tX3
is one of the following:
(1) ðjðtÞ0 ;jðtÞ1 ; cðtÞyt2;0; c
ðtÞ
yt1;0Þ ¼ ðyt1; 0; yt  1; 1Þ;
(2) ðjðtÞ0 ;jðtÞ1 ; cðtÞyt2;0; c
ðtÞ
yt3;2qt2
; c
ðtÞ
yt2;qt1
Þ ¼ ðyt2; 2qt1; y1  2; yt  y1; 2Þ;
(3) ðjðtÞ0 ;jðtÞ1 ; cðtÞyt3;2qt2 ; c
ðtÞ
st2;2qt2
; c
ðtÞ
st2þqt2;qt2 ; c
ðtÞ
st2;3qt2
; c
ðtÞ
yt2;qt1
Þ ¼ ðyt1 þ ðr 2Þqt1;
2qt1; q; yt  y2; rq; ðr 1Þq; 1Þ where si ¼ yi þ ðr 2Þqi;
(4) ðjðtÞ0 ;jðtÞ1 ; cðtÞyt1;0Þ ¼ ðyt; 0; ytÞ;
(5) ðjðtÞ0 ;jðtÞ1 ; cðtÞyt2;qt1 ; c
ðtÞ
yt1;0Þ = ðyt1; qt; yt  1; 1Þ;
(6) ðjðtÞ0 ;jðtÞ1 ; cðtÞyt2;0; c
ðtÞ
yt2þiqt2;ðq2iÞqt2 ; c
ðtÞ
yt2;qt1
; c
ðtÞ
yt1;0Þ ¼
ðyt1 þ iqt1; ðq  2iÞqt1; i; yt  y1; q  2i; i þ 1Þ; 1pipr 1:
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Proof. This is true for t ¼ 3 by Lemmas 3.1, 3.10 and 3.11. We can prove this
theorem by induction on t for tX4: The proof is quite similar to the case when t ¼ 3;
so we omit the details here. For example, when c
ðtÞ
st2;2qt2
40; all of the hyperplanes of
dt through a ðst3; 2qt3Þ-secundum are ðst2; 2qt2Þ-sets, so ðjðtÞ0 ;jðtÞ1 Þ is uniquely
determined. The spectrum of dt can be calculated similarly to the case when t ¼ 3
(Lemma 3.11(2)). &
Assume that t ¼ k  1: Since a point of S corresponding to a hyperplane p with
mCðpÞ ¼ n  d is not in F ; it holds that ðjðtÞ0 ;jðtÞ1 Þaðyt1; qtÞ; ðyt; 0Þ: Hence (2) of
Theorem 1.2 follows. Theorem 3.12 implies c
ðtÞ
yt2;qt1
þ cðtÞyt1;0X1 for tX2; whence we
get (1) of Theorem 1.2 by Lemma 2.4.
To prove Theorem 1.2(3) let C be an ½n; k; dq code with diversity ðF0;F1Þ; kX3;
d 	 2 ðmod qÞ such that Ai ¼ 0 for all ic0;1;2 ðmod qÞ and let C0 be an
extension of C with diversity ðF00;F01Þ:
Assume ðF0;F1Þ ¼ ðyk3; 2qk2Þ: Then cðk1Þyk3;qk2 ¼ 2 by Theorem 3.12. Let’s take a
ðyk3; qk2Þ-hyperplane D of S to get C0: Let F 00 and F 01 be the ones for C0
corresponding to F0 and F1 respectively:
F 00 ¼ fpAFk2 j mC0 ðpÞ 	 n þ 1 ðmod qÞg;
F 01 ¼ fpAFk2 j mC0 ðpÞ 	 n ðmod qÞg:
Then mC0 ðpÞ 	 n þ 1 ðmod qÞ for pAD-F0 ¼ F0 and mC0 ðpÞ 	 n þ 2 ðmod qÞ
for pAD-F1: Since there is no pAFk2 with mC0 ðpÞcn þ 1; n þ 2 in this
case, we have F 00 ¼ F0,ðF1\DÞ; F 01 ¼ |; so F00 ¼ yk2; F01 ¼ 0: Hence C0 is also
extendable by Theorem 1.1. It can be proved similarly for the case when ðF0;F1Þ ¼
ðyk2; 0Þ:
Assume ðF0;F1Þ ¼ ðyk2 þ iqk2; ðq  2iÞqk2Þ; 1pipr 1: Let p0;y; pi be the
i þ 1 ðyk2; 0Þ-hyperplanes and let D1;y;Dq2i be the q  2i (X1) ðyk3; qk2Þ-
hyperplanes. Take p0 to get C0: Then Dj (1pjpq  2i) is contained in F 00; so that we
can take one of Dj ’s to get an extension of C0: This completes the proof of Theorem
1.2(3).
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