ABSTRACT Deep hashing, the combination of advanced convolutional neural networks and efficient hashing, has recently achieved impressive performance for image retrieval. However, state-of-the-art deep hashing methods mainly focus on constructing hash function, loss function and training strategies to preserve semantic similarity. For the fundamental image characteristics, they depend heavily on the first-order convolutional feature statistics, failing to take their global structure into consideration. To address this problem, we present a deep covariance estimation hashing (DCEH) method with robust covariance form to improve hash code quality. The core of DCEH involves covariance pooling as deep hashing representation, performing global pairwise feature interactions. The covariance pooling can capture richer statistic information of deep convolutional features and produce more informative global representations.Due to convolutional features are usually high dimension and small sample size, we estimate robust covariance by shrinking its eigenvalues using power normalization, forming an independent structural layer. Then the structural layer is embedded into deep hashing paradigm in an end-to-end learning manner. Extensive experiments on three benchmarks show that the proposed DCEH outperforms its counterparts and achieves superior performance.
I. INTRODUCTION
With the explosive growth of image and video data on the web, near neighbor (NN) search has been widely used in information retrieval, computer vision and other fields. However, the exact nearest neighbor search time is usually expensive or impossible in big data applications. In recent years, Approximate Nearest Neighbor (ANN) has attracted much attention for its high storage efficiency and fast query speed of large-scale visual search activities. Based on ANN search, hashing methods have been investigated widely for image retrieval of large data sets, which aim to encode data points into compact binary hash codes.
As a pioneer of hashing method, locality sensitive hashing (LSH) [1] generates hash function by means of random projection, regarded as a representative data-independent method. However, due to the accuracy limitation of
The associate editor coordinating the review of this article and approving it for publication was Wenbing Zhao. data-independent methods, data-dependent methods have attracted more and more attention recently which can acquire better learning efficiency and accuracy under a relatively short binary code. Learning to hash means learning data-dependent hash functions to generate more compact code, achieving better search accuracy. Based on whether supervised information is utilized, the datadependent method can be further categorized into supervised and unsupervised hash.
Unsupervised hashing [2] - [4] , [6] attempt to integrate data attributes to maintain measurement structures between training data, such as data distribution and manifold structures. However, they often fail to achieve satisfactory retrieval performance without guide. Different from unsupervised hashing, supervised hashing methods are to embed data points from the original space into hamming space by incorporating supervised semantic labels or relevance information to enhance hash code learning. Traditional supervised methods utilize hand-crafted visual descriptor vectors to represent the VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ input image, followed by additional projection and quantization to map the feature vector into binary code. To overcome the shortcoming of existing hand-crafted feature based methods, deep supervised hashing has been proposed to learn image feature representation and hash code simultaneously with deep neural networks [9] - [14] , [23] - [25] . The appealing property of deep supervised hashing methods is to enhance the ability of hash feature expression by capturing the underlying semantic structure of images. Exemplar supervised hashing methods include deep supervised hashing with triplet labels (DTSH) [18] , network in network hashing (NINH) [19] , deep pairwise supervised hashing (DPSH) [20] , asymmetric deep supervised hashing (ADSH) [33] , deep hashing network (DHN) [22] and recent generative adversarial networks (GANs) based deep hashing [27] , [28] . Although these methods employ deep convolutional (conv.) features with extra meaningful techniques, they all ignore modeling the global pairwise feature interactions (the second-order statistics), which could lead to more promising performance. As all we known, covariance can capture the second-order statistics and exploit the correlation within features. More recently, in challenging fine-grained visual categorization, many explorations [29] - [31] of feature distribution have been proposed to exploit geometry of covariance space with advanced conv. features. These works have clearly indicated that covariance pooling of feature maps can mine more global and discriminative representations than first-order ones, achieving significant improvements. Based on the observation, we propose a novel deep covariance estimation hashing (DCEH) method, which can generate compact hash code by establishing global statistics of feature interactions in an end-to-end learning framework. DCEH not only utilizes the dependencies of feature channels and the distribution of features, but also preserves the pairwise similarity between hash codes. As schematically illustrated in Fig. 1 , given a CNN model, we firstly perform covariance pooling based on the last conv. features. Therein we have to face the challenges involved to estimate robust covariance in a small sample with high dimensional conv. features case and utilize its manifold structure. In our framework, the matrix power normalization (MPN) [32] is further adopted to obtain robust covariance estimation. After that, we gain powerful hash codes for effective retrieval by concatenating the upper triangle entries of robust covariance connected with subsequent hash layer. This paper summarizes and extends our previous work, 1 and the main contributions are as follows: (1) We propose a novel hashing learning architecture, which embeds robust covariance estimation into deep hashing framework. To our best knowledge, we are among the first who employ deep hashing paradigm incorporating covariance pooling in an endto-end fashion. (2) A kind of deep hashing function based on covariance estimation can be learned under the pairwise similarity constraint. It collects global statistics, by which the correlation between features can be explored to generate more powerful hash representation. (3) Experiments on several benchmarks have demonstrated the effectiveness of DCEH and achieved competitive performance compared with other deep hashing methods only using the first-order conv. feature statistics.
II. RELATED WORK
Supervised hashing methods aim to make full use of the supervised information of the labeled data. It can achieve better retrieval accuracy than the unsupervised and semi-supervised methods, since it can minimize the semantic inconsistency between hamming space and original space during the process of learning hash code. In the learning-based hashing approaches, the combination of hash and deep networks forms a special group closely related to our work. Therefore, we mainly discuss them here.
Deep CNNs have recently achieved significant progress in various visual tasks, such as image classification, retrieval and object detection, showing their strong generalization ability. The application of pre-trained and/or fine-tuned networks on hashing field can obtain solid improvements and boost the development of hashing. Regarded as a feature extractor, deep CNNs capture the underlying semantic structure of images to enhance the ability of feature expression. To exploit expressive semantic similarity, several deep architecture based hashing methods [11] - [14] , [18] , [20] , [33] have been proposed, jointly learning feature representations and projecting them to generate hash codes in a deep model.
Deep learning of binary hash codes (DLBHC) [21] adds a latent-attribute layer in the deep CNN to learn domain specific image representations and a set of hash-like functions in a point-wised fashion. Later, Semi-Supervised Discriminant Hashing (SSDH) [34] constructs hash codes based on Fisher's discriminant analysis, achieving desirable hash code properties by minimizing an objective function defined over classification error. By comparison, many deep hashing methods attempt to preserve the ranking information based on a set of triplets, which maintain semantic similarity order based on ranking information of a set of triplets. DNNH [19] performs joint feature learning and hash encoding, incorporating the supervised semantic information among triplet labels into deep hashing learning. Later in [35] , Deep Semantic Ranking Hashing (DSRH) optimizes the hash function by semantic ranking supervision loss, which is the order of a ranking list defined on a set of triplets. Similar in spirit to DSRH, DTSH [18] employs the supervised information among triplet labels into the feature learning based on deep hashing architecture. Newly, GANs [26] have caught researchers' eyes with effectively generating synthetic data, gradually involved in hashing based image retrieval. Deep semantic hashing with GANs (DSH-GANs) [27] is presented to optimize the whole architecture of hashing model by distinguishing synthetic images from real ones. HashGAN [28] FIGURE 1. The end-to-end learning framework of DCEH. It mainly consists of four components: Two basic sharing sub-networks containing conv. layers to learn feature representations, a covariance pooling layer embedded after the last conv. layer to capture the global statistics of features, a hash module mapping features to binary code and a similarity measure module to preserve the paired semantic supervision information. The COV, EIG and Power mean the calculation of covariance, eigenvalue decomposition and matrix power normalization, respectively. Please see section III for notations and details. Best viewed in color.
learns compact binary hash codes from both real images and diverse images synthesized by generative models.
Most existing pairwise-preserving supervised deep hashing methods keep the distances of similarity pairs in original space and Hamming space as consistent as possible, which has been proved sufficiently effective for performing promising retrieval performance. Convolutional neural networks hashing (CNNH) [36] first decomposes the hash learning process into a stage of learning target hash codes with the pairwise relationship and a following stage of simultaneously learning image features and hash function. Following this line, DPSH [20] is proposed to further develop two-stage method with pairwise labels into an end-to-end way, which performs simultaneous feature learning and hash encoding. To further explore the optimization process, deep supervised discrete hashing (DSDH) [12] utilizes the pairwise label information and the classification information to learn the hash codes.
Considering the appealing property that extensive application of pairwise supervised information allows for efficient-retrieval on deep hashing learning, the proposed approach relies on an enhancement of pairwise-preserving supervised manner. Beside that, in this paper, instead of performing special optimization ability with similarity constraint construction, we further investigate the covariance estimation of feature structure to generate semantic-aware binary codes. Our work exploits more powerful covariance pooling as deep hashing representation performing global pairwise feature interactions, leading to more robust and effective hash representation for image retrieval.
III. DEEP COVARIANCE ESTIMATION HASHING
In this section, the proposed DCEH method is described in detail. We first present the problem definition in subsection III-A. Then the detailed process of establishing hash function via estimating robust covariance and the optimization propagation are elaborated in subsection III-B and subsection III-C, respectively.
, each image is assigned a label y i ∈ {0, 1} c , where c is the number of category. Considering the relation of paired samples are associated with labels, we typically define the pairwise similarity as {(x i , x j , s ij ), s ij ∈ S}, where s ij = 1 indicates the full dissimilarity between x i and x j , while s ij = 0 implies x i and x j are completely similar. The key purpose of DCEH is to learn a mapping function F : x i → {0, 1} K , by which each input x i can be determined by a K bits binary code b i ∈ {−1, 1} K to maintain the pairwise semantic information. Additionally, the Hamming distance between the pair of binary code b i and b j should be small if s ij = 1 otherwise s ij = 0.
B. DEEP COVARIANCE ESTIMATION HASH LEARNING
Based on the optimization principle of pairwise similarity preserving, the paired images are fed to the learning framework separately. More specifically, Fig. 1 shows an overview of our structure for hash learning, in which we briefly adopt two CNN-F architectures [15] of shared weights to perform feature learning. Our covariance pooling with robust form is highly modular, which can be seamlessly integrated into other deep backbone models, such as ResNet [17] and DenseNet [16] . Accordingly, the outputs of last conv. treated as the deep feature representations can be obtained by forward propagating inputs through the basic sharing sub-networks, which can defined as
where φ refers to the process of features learning, and θ represents the network parameters. Z ∈ R d×n denotes the matrix with n conv. features of d-dimension.
To better exploit the potential of global structure, we embed the covariance pooling layer into the deep network after the last conv. layer. Series of nonlinear matrix operations can be involved to product robust covariance matrix, especially the eigenvalue decomposition (EIG) and matrix power normalization [32] . Given features from the last conv. layer, we build the sample covariance matrix M to construct the preliminary global pairwise interactions of conv. features, which can be defined as
in whichĪ
and J denote the n × n identity matrix and a n-dimensional vector with all entries being one, respectively. T means the transpose of matrix.
Although the sample covariance M is estimated by the classical Maximum Likelihood Estimation (MLE), it is in general weak robustness performance under the high dimension but small sample size condition, which makes the retrieval behavior unsatisfactory. Due to inherent limitation that the output features of the last conv. layer are of fewer numbers and higher dimension (n < d) in current deep CNN architectures, the d × d sample covariance M suffers from non-full rank, potentially limiting its capabilities. In addition, covariance matrices form a Riemannian manifold structure rather than vector space. The reasonable use of such structure can further contribute performance improvements. MPN [32] has been proved to be competitive for tackling the unfriendly case to estimate covariance and consider its manifold space simultaneously. By effectively taking advantage of the exibility of the MPN, we conduct normalized covariance to match our goal through shrinking its eigenvalues, capturing robust covariance matrix with exploiting its manifold geometry structure.
Considering the symmetric positive semi-definite property of the sample covariance matrix M, the eigenvalue decomposition can be formulated as
where = diag(λ 1 , . . . , λ d ) denotes a diagonal matrix corresponding to eigenvalues λ i , and U is an orthogonal matrix composed of eigenvectors. According to matrices and U generated by Eq. (3), the matrix power normalization of M can be easily obtained by the power on its eigenvalues, formulated as follows:
Here
The exponent α refers to a positive real number whose value is restricted in the range (0, 1], shrinking eigenvalues of M. Without any bells and whistles, through the simple yet effective MPN operations (i.e., Eqs. (3) and (4)), we achieve the robust covariance matrix P and meanwhile approximately utilize its Riemannian geometrical properties in deep hashing framework. Especially, MPN with α = 0.5 is equivalent to exploring the regularized MLE [37] incorporating von Neumann matrix divergence term, overcoming the above unfriendly condition to estimate covariance. Obviously, the complex global relations can be modelled by P, while the commonly used first-order feature statistics fail to. Empirically, normalized covariance matrix P performs reasonably well with α = 0.5.
One can see that, from Eqs. (3) and (4), the forward propagation of covariance pooling is conceptual clearly and straightforwardly. During backpropagation, the derivative of loss function to M and Z can be respectively derived by matrix backpropagation base on [38] , promoting jointly learning in the optimization (subsection III-C). Furthermore, inspired by the remarkable success of element-wise power normalization [39] , [40] , we additionally employ successive signed square-root (p ij ← sign(p ij ) p ij ) and 2 normalization after MPN. Accordingly, the outputs after right the normalization layers are passed through the following devised hash layer, targeting for exploiting the global feature interactions in deep hashing learning.
For ease of converting the deep covariance representations into compact binary codes, we design a hash latent layer mapping the global statistical characteristics to the specified coding bit K associated with flexible number of layer nodes. The process of incorporating deep covariance estimation into hash representation can be expressed by the following formula:
where H means the continuous encoding feature. W H ∈ R K ×D means the weight matrix and D is the dimension of covariance pooling. v denotes the K -dimensional bias vector. Considering the discrete property of hash code, different strategies are adopted in the training stage and the testing stage. In the training phase, the outputs of the hash hidden layer pass through the sigmoid activation function, regarded as the relaxation of the hash code. The coding feature can not only naturally inherits and integrates the global properties, but also achieve better performance to preserve pairwise similarity relationship in the end-to-end optimization process. Differently, the testing process needs to perform out-ofsample extension to predict the k-dimensional binary vector (k = {12, 24, 32, 48} in our case), achieved by restricting the continuous outputs through sign thresholding
The complete framework will be optimized in the next subsection with endto-end and pairwise learning manner, including covariance pooling and hash layer.
C. OPTIMIZATION
To ensure the exibility and applicability of optimization to both multi-classification and multi-label tasks, pairwise labels are utilized to guide the hash function, aiming at maintaining the semantic information of pairwise similarity relation s ij . Concretely, continuous relaxation of the pairwise constraint is taken into consideration to solve the discrete optimization with binary constraint and reduce the quantization error [20] . By incorporating the pairwise similarity-preserving into the deep covariance estimation hashing framework, the overall training objective of DCEH is expressed as:
where ij ∈ [−K , K ] denotes the Hamming distance between hash codes b i and b j , reflecting the similarity relation between the paired images. To be specific, formulated by their inner product b i , b j , the Hamming distance should be as small as possible between semantically similar samples. Besides, the hyper-parameter γ is a regularization term. Then, to implement jointly and completely end-to-end learning, we sample a mini-batch of images from the training set and use stochastic gradient descent (SGD) with a BP algorithm to update the whole model in each iteration. More specifically, we calculate the partial derivation involved in the sequence of hash layer and covariance pooling layer:
According to the Eq. (6), loss function with respect to hash code takes the following form:
Given ∂L ∂P propagated from the hash layer, from Eq. (4), the ∂L ∂U and ∂L ∂ can be respectively obtained through the chain rule. Then, to ensure the consistency of gradient propagation, let us compute ∂L ∂M involving matrix backpropagation related to EIG [38] . After some manipulations, the derivation of loss function associated with covariance matrix M can be derived by
where and (·) diag respectively indicate the Hadamard product and matrix diagonalization, and Q = {Q ij } is a square matrix whose entries are Q ij = 1/(λ i −λ j ) if i = j and Q ij = 0 otherwise. Readers can consult [37] , [38] for details. Finally, after obtaining ∂L ∂M , the gradient of L with respect to Z can be computed as:
By means of the forward and backward propagation, the optimization algorithm can converge until it reaches the minimum value. Taking the pairwise similarity between images as optimization standard, the parameters of our deep hashing framework plugged correlation between features can be updated iteratively. Accordingly, the deep covariance estimation hashing network is trained progressively, achieving the optimal hash function.
IV. EXPERIMENTS
In this section, we carry out extensive experiments to evaluate the effectiveness of the proposed DCEH and compare it with other approaches on three benchmarks, in which the images are in a wide spectrum of image types including handwritten digits of MNIST [41] , tiny objects of CIFAR-10 [42] , as well as web images of NUS-WIDE [43] . All experiments are implemented by the deep learning toolbox MatConvNet [44] on a PC equipped with @3.30GHz CPU, 64GB RAM and a single NVIDIA GTX 1080 GPU.
A. DATASETS
MNIST The MNIST [41] is a single-label dataset categorized into 10 classes, which is comprised about 70,000 28 × 28 grayscale images of handwritten digits from 0 to 9.
CIFAR-10 The CIFAR-10 [42] is a labeled subset of 80-million tiny images collection consisting of 60,000 color images with the size of 32 × 32 pixels. As one of the most widely used datasets for evaluating hash-based image retrieval methods, it is categorized into 10 classes with each class of 6,000 samples.
NUS-WIDE The NUS-WIDE [43] is a public multi-label dataset in which each sample is annotated with one or multiple tags from a given 81 concepts. It contains nearly 270K images with 5,018 unique labels collected from Flickr. Similar to [12] , [20] , we select 195,834 images associated with the 21 most frequent concepts in which each concept consists of at least 5,000 color images.
For fair comparison, we adopt the same experimental protocols and settings following [12] , [18] , [20] . Concretely, in MNIST, the entire dataset is partitioned into two non-overlapping sets: a training set of 60,000 images and a test set of 10,000 images. We randomly select 600 images per class for training and 100 for testing, resulting in a total of 6,000 training samples and 1,000 test samples as training and test set, respectively. For each dataset, we learn the network parameters by the training set, while the test set is only used in test phase. In CIFAR-10, the entire dataset is commonly divided into two parts: a training set with 50,000 images and test set with 10,000 images. Following the settings in [20] , we constitute a subset of 5,000 labeled images(500 images per category) and a subset of 1,000 labeled images(100 images per category) for training and testing respectively. Additionally, we randomly select 1,000 images (100 images per class) from the test set to form the query set for performance evaluation, with the rest of the images as database points. In NUS-WIDE, we respectively sample 500 images per class (10,500 images in total) and 100 per class (2,100 images in total) as training and test set.
Considering that our loss function is based on paired similarity relationship, we construct the pairwise similarity matrix S according to the category tags. Given the single-label nature of MNIST and CIFAR-10, the semantically similar pairs relation s ij = 1 is interpreted as two images sharing one semantic label. For multiple labeled dataset, NUS-WIDE, we define the similar pairs as two images sharing at least one semantic label. 
B. EVALUATION PROTOCOLS AND SETTINGS
We apply three evaluation metrics to measure the performance of the hash algorithms from different aspects, which are commonly adopted in the literature for the performance comparison. As the ground truth represented by the class labels, the neighbor are computed through examining whether two data points share at least one class label.
Precision at k samples: For hash lookup task, we calculate the percentage of relevant images among the top-k retrieved images, expressed as follows:
in which I r and K respectively represent the number of the relevant samples and the number of returning images. Precision-recall: To strongly reflect the overall performance, we adopt precision-recall curve to achieve evaluation, which comprehensively measures the proportion of true positive samples in recall samples and the proportion of true positive samples in all positive samples, formulated as follows:
Here, TP and FP respectively represent the number of the true positive samples and the false positive samples, while all the retrieved samples can be expressed the sum of TP and FP. FN is actually the positive samples that have not been retrieved, denoted as the false negative samples.
Mean average precision (mAP): Given a query X q , we rank all the images according to the Hamming distances between the query set and database. Based on the average precision (AP), the mAP can be represented as the area under the precision-recall curve, which is a protocol of the overall performance of hash functions. It can be denoted as
where M is the number of query samples, and (K ) is an indicator function, where (K ) = 1 if the K th returned sample is the neighbor of X q , otherwise (K ) = 0. Considering that NUS-WIDE is a relatively large-scale dataset, the mAP is computed based on the top 50,000 returned images, while the others are formulated based on the whole retrieved images [12] , [18] , [20] . Under the weight decay setting of 0.0001, we implement the training process on three datasets by utilizing the SGD optimizer with a mini-batch size of 128. In particular, we impose two kinds of learning rates to ensure better optimization of the parameters during iterative training according to the characteristics of our network structure. We adjust the overall learning rate from 10 −2 to 10 −1.5 , while the learning rate of hash latent layer is tuned specifically among [10] , [20] higher than the overall one since this layer is trained from scratch.
C. RESULTS AND DISCUSSIONS UNDER CNN-F
We first employ the pre-trained CNN-F model initialized on ImageNet [45] as our basic architecture. As clearly indicated in previous literatures, deep hashing approaches adopting modern CNNs can outperform the traditional non-deep methods utilizing hand-crafted features, thus we mainly compare the performances of DCEH with several superior deep hashing methods, i.e., DPSH [20] , DTSH [18] , DSH-GANS [27] , HashGAN [28] , DSDH [12] , CNNH [36] , DLBHC [21] , MIHash [14] . Moreover, to verify the potential factor of our effectiveness is not only the deep representations, we also conduct lots of well-known non-deep hashing methods with conv. features extracted from the same CNN-F for fair comparison on CIFAR-10, including KSH+CNN [7] , SDH+CNN [8] , FastH+CNN [5] . Most of the results are directly reported from corresponding works.
1) MEAN AVERAGE PRECISION (MAP)
Initially, we perform a simple experiment on MNIST compared with some algorithms across 12, 24, 32 and 48 hash bits. As presented in Table 1 , we can clearly find that DCEH demonstrates the superiority with different hash bits, significantly surpassing other methods [20] , [21] , [36] . In particular, although the baseline DPSH [20] shows excellent performance on this dataset, our DCEH achieves an increase of 1.8%, 2.7%, 2.2% and 1.5% over it among all hash bits, which is mainly due to their structural differences of incorporating second-order information into deep hashing. Overall, these superior results of the proposed DCEH validate the strength of boosting hashing by introducing global pairwise interactions through robust covariance pooling.
With respect to CIFAR-10, we comprehensively compare DCEH with state-of-the-arts, including several deep hashing methods and outstanding non-deep hashing ones utilizing conv. features. As listed in Table 2 , the proposed method consistently shows superior mAP performance gains with different code bits against other deep hashing methods [18] , [20] , [27] , [28] except merely weaker than DSDH [12] at 48 bits. However, this is mainly because DSDH introduces extra auxiliary linear classifier to promote hash codes learning, which may reflect classification information is essential for CIFAR-10 and will be the direction of our efforts. Especially, compared to our baseline DPSH [20] , DCEH with 12, 24, 32 and 48 bits exhibit an absolute improvement of 3.2%, 6.1%, 5.8% and 4.9%, respectively. The substantially solid gains illustrate the merits of the proposed deep covariance estimation, and we attribute it to explore second-order statistics of features in deep hashing framework. Furthermore, we conduct excellent non-deep hashing methods with deep features. Their comparative results shown in the last three rows strongly confirm the adopted pairwise feature interactions outperforms the corresponding first-order feature statistics, which supports our claims.
Consequently, the mAP performance comparisons on NUS-WIDE are reported in Table 3 . Although the dataset is more challenging due to more categories and each of image containing multiple semantic labels, the DCEH achieves the best accuracies, definitely outperforming other methods at all code lengths. Notably, for the baseline DPSH [20] , DCEH exceeds it by a considerable margin with incorporating the global second-order statistical structure. It is worth mentioning that DSDH [12] yields impressive performance on CIFAR-10, but has inferior results on NUS-WIDE. Owing to only capturing local first-order feature statistics, DSDH is sensitive to large-scale datasets and images with varying sizes and scales, limiting its scalability. Comparatively, it can draw the conclusion that DCEH is of more robustness to the variation of features, much suitable for various complex scenarios. The noticeable improvements and flexibility are ascribed to the robust covariance employed in deep hashing. All above comparisons on three datasets constantly manifest the effectiveness and generality of our DCEH method.
2) PRECISION AT K SAMPLES
In real applications, we prefer to apply top-k retrieval results for hash lookup task, which can ensure the hash retrieval speed. To further demonstrate the effectiveness of the DCEH, we investigate the number of related samples based on the returned top-k samples to evaluate the retrieval accuracy on MNIST, CIFAR-10 and NUS-WIDE datasets, respectively. Fig. 2 represents the percentage of relevant images among the top-k retrieved images of 12, 24, 32 and 48 bits on all three datasets for our DCEH and some deep hashing methods [19] - [21] , [36] . We can find that the proposed DCEH achieves the best performance in terms of P@K curve in all cases except the results of 12bits@CIFAR-10, but their performance is very comparable. It can be observed that the DCEH exhibits a consistent advantage over other methods, especially for long codes. This empirically demonstrates our proposal of learning the deep hashing function via exploring covariance estimation, showing stable performance regardless of the number of images retrieved.
3) PRECISION-RECALL
To further demonstrate the effectiveness of embedding covariance estimation into deep feature learning procedure in the end-to-end framework, we detail the precision-recall curves with respect to 12, 24, 32 and 48 bits on all three datasets in Fig. 3 . As can be seen, compared to other deep hashing methods [19] - [21] , [36] , DCEH still achieves better performances in terms of precision-recall curve in all cases, confirming that our deep hashing approach can capture richer feature representations by means of covariance pooling. In sum, the performances observed in Fig. 3 are consistent with the metric of precision results at top-k samples, demonstrating that the proposed architecture exhibits improvements over other methods.
D. RESULTS AND DISCUSSIONS UNDER RESNET-50
Our DCEH architecture can be flexibly integrated into other networks. To verify its flexibility, we embed the robust covariance pooling into the deep hashing paradigm based on the popular ResNet-50 network. The ResNet-50 is significantly different from the plain CNN-F. Compared with it, ResNet-50 can gain more informative characteristics with substantially bottleneck blocks containing convolution and non-liner operations. The ResNet-50 architecture is more powerful and easy to train through conventional SGD. By adding identity mapping layers (y = x), the degradation problem can be easier solved in optimization. Even though the ResNet-50 is deeper than CNN-F, the model size is actually quite small due to the full connection layers are replaced with the single global parameter-free average pool. Like the way of applying our approach to CNN-F, the network extension is carried out on ResNet-50 to exploit the applicability of DCEH, according to the similar covariance pooling embedding pattern in section III. Here, we conduct ablation study on DCEH in term of mAP and P@K under ResNet-50 network. The retrieval results of DCEH with ResNet-50 and their comparison with that uses CNN-F are completely provided below. Table 4 illustrates the mAP score of DCEH integrated with CNN-F and ResNet-50 respectively, represented on CIFAR-10 and NUS-WIDE across different number of hash bits. From Table 4 , we can observe that, integrated with ResNet-50, our proposed architecture can not only achieve substantially valid hash representation, but also perform obvious improvements. Comparatively, after the use of the deeper ResNet-50, DCEH displays a relative increase of 17.8%, 15.1%, 15.4% and 15.6% on CIFAR-10 dataset. On the complex multi-label NUS-WIDE dataset, the improvements are also obvious, harvesting a 3.5% gain when more informative 48-bit hash coding is employed. The substantial excellent retrieval performance of DCEH further demonstrates the wide applicability of our architecture and the effectiveness of the approach using different networks flexibly. In the evaluation of the accuracy rate among the top-k retrieved samples as shown in Fig. 4 and Fig. 5 , we further detail results with both CNN-F and ResNet-50 networks on CIFAR-10 and NUS-WIDE across different hash bits. Fig. 4 illustrates the results with the two networks on CIFAR-10 dataset across different hash bits, from which we can find that the DCEH under ResNet-50 can achieve better accuracy performance for four coding bits in term of P@K. As shown in Fig. 5 , this indicator behaves similarly on NUS-WIDE dataset, confirming that our method under ResNet-50 network can also lead to remarkable hash code. These comparisons demonstrate that DCEH can be embedded into different architectures flexibly, and more stronger architecture (ResNet-50) can naturally yield more performance gains.
Besides, in order to further verify the superior performance of our DCEH, we compare it with its baseline method DPSH. Their comparative results are listed in Table 5 . As reported in Table 5 , we can find that DCEH can significantly VOLUME 7, 2019 FIGURE 6. Examples visualization respectively show the top-10 retrieved images on NUS-WIDE dataset by different methods for 32 and 48 bits in response to two query images. Each row represents the retrieval visualization results of one approach. The first column for each sub-figure enclosed in a blue bounding box indicates the query samples and the following ten columns represents the top-10 returned samples. Note that the red boxes denote the ''negative samples'', meaning the query and retrieved images have no shared label. outperform the baseline across different hash bits. Specifically, our approach makes marked improvements over the baseline on CIFAR-10, achieving an increase of 5.2%∼6.4% in mAP. On NUS-WIDE dataset, DCEH exceeds DPSH over 3.0%. The main difference between our DCEH and the baseline is that DCEH estimates robust covariance to establish the hash code but the baseline obtains that just by extracting first-order image characteristic. Accordingly, these comparisons successfully support the motivation of DCEH again, i.e., involving covariance pooling into deep hashing paradigm in an end-to-end manner further enhancing retrieval performance.
E. VISUALIZATION
Taking the more challenging NUS-WIDE dataset as example, we investigate the retrieval performance comparisons with respect to 32 bits and 48 bits hash codes based on CNN-F network, respectively. Randomly selecting some images as query samples, we can sort by the Hamming distance between the queries and image database, returning the top-10 retrieval images. Specifically, for each given query sample, we calculate the Hamming distance according to the hash code, which is determined by deep hashing paradigm incorporating covariance estimation. The ''negative samples'' can be retrieved according to the ground-truth label of the sample image in the returned top-10 samples. Here ''negative samples'' is defined by samples' annotations completely contain no common label of the query image, which is represented by a red bounding box in Fig. 6 . In particular, for the property of multi-label NUS-WIDE dataset, the accuracy of the retrieval sample refers to whether the retrieval sample and the query sample share at least one semantic label.
As shown in Fig. 6 , the first column enclosed in a blue bounding box in sub-figures (a) and (b) represents the query samples, while the following 10 columns respectively represent the retrieval results corresponded to each query, in which the ''negative samples'' are encapsulated in the red bounding box. Here, we compare our DCEH to deep hashing baselines by adopting the NUS-WIDE dataset. Each row represents the retrieval visualization results of one approach, which is shown as DNNH [19] , DLBHC [21] , DPSH [20] and our DCEH in sequence from top to bottom. In this settings, the retrieval performance can be evaluated approximately according to the number of the top-10 ground-truth neighbors and the red box. For example, as shown in Fig. 6(a) , we perform comparisons to deep hashing methods across 32 bits based on CNN-F network. Apparently, the number of ''negative samples'' enclosed in a red bounding box in the last row is less than the other three rows, which indicates that our method achieves superior performance, validating the effectiveness of the deep hashing involved covariance pooling. Fig. 6(b) further provides comprehensive empirical evidence showing that our DCEH has relatively satisfactory performance across 48 bits. Compared to other deep hashing approaches, our proposed DCEH achieves a better retrieval performance in the mode of embedding robust covariance estimation into deep hashing framework, by which the retrieved images have similar semantics with the query images on the multi-label dataset. In particular, only one single ''negative samples'' is in the last row, which means that the accuracy rate of the retrieval results characterized by a wide variety of airplane reaches 90%, in view of retrieving nine images labeled as airplane in the returned top-10 samples. Furthermore, we can see that the proposed method retrieves more appearance-relevant images, when increasing the bit numbers from 32 to 48.
V. CONCLUSION
This paper proposed a novel deep covariance estimation hashing, which plugs covariance pooling with robust form in an end-to-end manner. Our DCEH provides a novel perspective for the study of jointly learning deep hashing function based on taking advantage of feature interactions under the pairwise similarity constraint. Extensive experiments validate that DCEH exhibits better performance over ones exploiting first-order feature statistical information for image retrieval scenario. To explore more powerful representation, our future work is to fully exploit the semantic information by preferable constraint, and to mine richer structured and distributional information (e.g, bimodal or multimodal distribution) into deep hashing learning framework. We will also apply them to other visual applications, such as image classification and texture recognition. Besides, we will further discuss the computation complexity of these methods, e.g., both theoretically and empirically. 
