This paper compares and analyzes 10 heuristics to solve the fine-grained data replication problem over the Internet. In fine-grained replication, frequently accessed data objects (as opposed to the entire website contents) are replicated onto a set of selected sites so as to minimize the average access time perceived by the end users. The paper presents a unified cost model that captures the minimization of the total object transfer cost in the system, which in turn leads to effective utilization of storage space, replica consistency, fault-tolerance, and load-balancing. The set of heuristics include six A-Star based algorithms, two bin packing algorithms, one greedy and one genetic algorithm. The heuristics are extensively simulated and compared using an experimental test-bed that closely mimics the Internet infrastructure and user access patterns. GT-ITM and Inet topology generators are used to obtain 80 well-defined network topologies based on flat, link distance, power-law and hierarchical transit-stub models. The user access patterns are derived from real access logs collected at the websites of Soccer World Cup 1998 and NASA Kennedy Space Center. The heuristics are evaluated by analyzing the communication cost incurred due to object transfers under the variance of server capacity, object size, read access, write access, number of objects and sites. The main benefit of this study is to facilitate readers with the choice of algorithms that guarantee fast or optimal or both types of solutions. This allows the selection of a particular algorithm to be used in a given scenario.
Introduction
With the exponential growth of the World Wide Web, popular web-servers are required to handle enormously large number of requests from a diverse range of users [1] . A major requirement of these web-servers is to provide better Internet usage, such as faster access time. The Internet access time simply cannot be improved by using high performance web-servers [51] . Efficient and sophisticated caching and replication techniques are necessary to ensure up-to-date contents, fast information retrieval, reduced web-server load, and added reliability.
Caching was traditionally applied to distributed file systems, such as the AFS [42] . Caching attempts to store the most commonly accessed objects as close to the clients as possible, while replication distributes a site's contents across multiple mirror servers. Although caching is a well-studied problem, its application on the Internet gave rise to new problems, e.g., where to place a cache, how to ensure the validity of cached contents, and how to handle dynamic pages. Replication, in contrast, has been commonly used in distributed systems to increase availability and fault-tolerance, as demonstrated in a real world example of Ocean Store [52] ; side effects of replication are load-balancing and enhanced client-server proximity [53] . In general, replication and caching play complementary roles in the Internet environment [41] . Caching can be viewed as a special case of replication when mirror servers store only parts of a site's contents [1] . This analogy leads to some interesting comparisons. For instance, cache replacement algorithms are examples of on-line, distributed, locally greedy algorithms for data allocation in replicated systems. Furthermore, caches do not have full server capabilities and thus can be viewed as a replicated system that sends requests for specific object types (e.g., dynamic pages) to a single server. Essentially, every major aspect of a caching scheme has its equivalent in replicated systems, but not vice versa.
Replication can be coarse-grained (replication of an entire site or server) or fine-grained (replication of individual data items or objects). We detail these two popular problem formulations as follows.
Coarse-grained replication: This deals with replicating the entire website, which is similar to the celebrated distributed file allocation problem [54] . We can formally state the problem as: "Choose M replicas among N potential sites (N > M) such that certain constraints are optimized." These constraints could be memory, reduction in latency, communication cost, etc. Since the entire site is copied to the replication location, it is coarse-grained replication [42] . A majority of the initial work focused on coarse-grained replication. For example, the work proposed in [38] modeled the Internet as a tree. The work is also based on the assumption that the access requests to the proxies by the clients (which reside on the leaves of the tree) are always on the direct path(s) toward the servers. The work reported in [38] deals with the proxy server placement. The heuristic approach proposed in [25] solves the replication problem without requiring the full knowledge of the network topology, which is commonly assumed in many approaches [42] . The heuristics approach was further improved in [26] by introducing a refined constrained based policy. A comprehensive comparison of replication algorithms using realistic data from Internet log files is done in [50] , where the Greedy approach [50] , outperforms the Dynamic Programming approach [38] , Randomized [50] , and Hot Spot [50] . Although replicating the entire contents of the website can reduce the hit-miss ratio by considerable amounts, the coarse-grained replication model is rather simplistic approach [42] .
Fine-grained replication model: This allows the replication of individual objects as apposed to the entire site. This approach has many advantages [51] , such as it saves the server memory capacity, moves only those objects that are actually required to be reallocated, and provides load-balancing. The generalized fine-grained replication is known to be NP-complete not only for general graphs [41] , but also for partitioned graphs [30] . The work proposed in [41] analyzed both static (such as, a modified Greedy based approach [44] and an Evolutionary method based on Genetic algorithms [23] ) and adaptive (such as, a self-configured Genetic approach) replication techniques. In conclusion, the static Genetic approach outperformed others. The work was further extended [40] with comparisons to Linear Programming [5] and Linear Integer Programming [19] . In [55] , the authors compared a localized Greedy, DEJAVU and a genetic algorithm, and found that the genetic algorithm outperformed both the heuristics, supporting the results reported in [40] .
This paper focuses on fine-grained replication algorithms. The algorithms determine where and how many replicas to be placed, so as to maximize the system performance. The decision where to place the replicated data must trade off the cost of accessing the data, which is reduced by having additional copies, against the cost of storing and updating the copies. In general, clients experience reduced access latencies provided that the data are replicated within their close proximity. However, rapid updates (or writes) may counteract the replication benefit because of the overhead in maintaining a large number of replicas [41] . With reads and updates, the locations of the replicas have to be: (1) in close proximity to the client(s), and (2) in close proximity to the primary (assuming a broadcast update model) copy [33] . Therefore, the efficiency of a replication scheme depends strongly on the number of replicas and the selection of the placement sites [42] . Myriad theoretical approaches have been proposed that we can roughly classify into the following six categories:
Facility location: The facility location problem can be defined as follows: "Find a location that minimizes a weighted sum of distances to each of several locations." The generalized facility location problem is NP-complete [18] . The only known work on data replication with similar characteristics as that of the facility location problem is reported in [25] . However, the techniques reported are very tedious, have superfluous assumptions, and do not fully capture the concept of replicating a single item (object or site) over a fixed number of hosts [40] .
File allocation: File allocation has been a popular line of research in distributed computing [14, 44] , distributed databases [2] , multimedia databases [54] , paging algorithms [16] , and video server systems [54] . The generalized file allocation problem for multiple objects [11] has been proven to be NP-complete [15] . We can formally state the file allocation problem with context to the replication problem [42] as: "For a network of M sites each with different storage capacity, replicate N files such that it satisfies the storage constraint and also optimizes some performance parameters e.g. network flow and/or reduce download speed." File allocation has also been studied in the un-capacitated version [43] . The authors provided a guaranteed optimal result, but due to the assumption of unlimited capacity, the result is of little practical use [31] .
Minimum k-median: The celebrated NP-complete minimum k-median problem is formally defined as follows [42] : "Given is a graph G(V , E) with weights on the nodes representing the number of requests and lengths on the edges. Satisfy a request, such that it minimizes the network cost of traversal and the path from the origin node and a server." A lot of work has been done on k-median and its variants, e.g., [24, 34] . In [38] the authors studied the problem of placing M proxies at N nodes where the topology of the network is a tree and proposed an O(N 3 M 2 ) algorithm. The result was further refined in [56] . Both the results carry theoretical significance but are impractical since the underlying topology was assumed to be a tree or requires the accesses to data be made on a well-defined minimum spanning tree residing inside the graph. A similar result with the objectives of minimizing the overall access cost by clients to the web sites and minimizing the longest delay can be found in [27] . To compliment these approaches, a more generalized solution was presented in [50] , wherein the authors compared various placement techniques and proposed a greedy algorithm that outperformed other techniques including the work reported in [38] . Most of the results in this category have already been discussed while describing the coarse-grained model.
Capacity-constrained optimization:
Constraint optimization is a class of problems that is widely studied in Operations Research. In the context of the data replication problem, the capacity-free (unlimited storage) version has a better worstcase performance than the capacity-constrained version [42] , yet it requires a lot of maneuverability in terms of choosing the optimization function [9] . In [30] , the authors use the capacityconstrained version of the minimum k-median problem and guarantee a stable performance. However, such results are possible only with highly conservative assumptions (such as, fixed location of the original server, access patterns are to be known beforehand, no network failures, etc.) as addressed in [26, 37] . Therefore, they are not able to capture the dynamic nature of the system [42] .
Bin packing: Widely studied in the field of on-line algorithms, the bin packing problem is known to be NP-hard [18] . We can formally state the problem with context to replication as [42] : "Given N various objects of different sizes, partition them into the minimum number of disjoint sets such that the cumulative size of each set does not exceed a certain threshold." This approach was first studied in [46] , wherein the authors formulated the problem over a cluster of web-servers and reduced the server loads by using dummy replicas. However, their approach performs well only for small networks. Also of interest may be the more flexible and general approach undertaken in [32] , which employed extensive experimental comparisons using various network topologies and real access logs.
Knapsack: To reduce network latency, a proactive webserver can decide where to place the copies of the objects in a distributed web-server, by employing partial replication [4] . Many researchers [46] have used the partial replication technique with the support of content-aware distributors. The primary usage of content-aware distributors is to redirect the client's request to the server that has the copy of the document requested [48] . In all of the above approaches the authors have primarily adopted the knapsack problem approach, which can be stated as follows: "Given is a network of M nodes with distinguishable capacities and N objects. Find a subset of objects whose total size is bounded by the capacities for a site, and the total profit is maximized." Here the profit is to reduce the communication cost or latency, etc. If no such replica is unassigned the problem is reduced to 0-1 knapsack [18] . Due to the close resemblance of the knapsack problem to the bin packing problem, it is widely studied by researchers in the field of Operations Research [58] , Game Theory [20] , and Approximation Algorithms [61] . It is proved that minimizing the maximum load over all the web-server nodes is NPcomplete [10] . If the constraint of load-balancing is removed, the problem of minimizing the communication cost still remains NP-hard [60] . A rather different approach [12] using the concept of read-one-write-all policy has also been investigated in the context of dynamic data replication within the scope of 0-1 knapsack formulation. Some additional work of relevance is reported in [7, 41, 53] . A number of bibliographies and surveys for web caching are also available online, e.g., [13] . An overview of replication and its challenges are provided in [42] and [51] , respectively. This paper compares and analyzes 10 static heuristics-based techniques that address the problem of web content replication as a fine-grained (object based) replication. To provide a fair comparison, the assumptions and the system parameters are kept the same in all the approaches. The techniques studied in this paper are: bin packing heuristics using local (LMM) and global (GMM) knowledge, A-Star (DRPA-Star) and A-Star based heuristics (SA1, SA2, SA3, WA-Star, and A -Star). For fine-grained replication, the algorithms proposed in [38, 41, 50] are the only ones that address the problem domain similar to ours. We select from [50] the greedy approach (Greedy) for comparison because it is shown to be the best compared with four other approaches (including the proposed technique in [38] ); thus, we indirectly compare with four additional approaches as well. From [41] , we select the genetic algorithm based replica placement technique (GRA). GRA is compared with a self-evolving Genetic algorithm (proposed by the same authors) and a modified Greedy based approach (originally proposed in [44] ); thus, we indirectly compare with two additional techniques. Experimental results revealed that GRA outperformed the other techniques, and showed stability under various (system) environments [42] . We summarize the studied heuristics in Table 1 . Except for A -Star and W -Star, all of the other techniques have been chosen from previous studies. Note that seven out of the eight previously reported techniques studied in this paper were in some shape and form proposed by the authors of this paper.
The main purpose of this paper is to study and compare the above mentioned heuristics on a unifying platform with varying system parameters so as to fully understand the capabilities and limitations of the methods. Selecting the best heuristic to be used in a given environment, however, remains a difficult task, since comparisons are often clouded by different underlying assumptions in the original study of the heuristic. This phenomenon can be observed by inspecting Table 2 , where each heuristic is tested using various combinations of the input data and the underlying problem domain. For this purpose, a collection of 10 heuristics from the literature has been selected. This is certainly not an exhaustive selection of heuristics, nor it is meant to be. These 10 heuristics were selected since they seemed to be the most appropriate for the fine-grained data replication problem and covered a wide range of techniques, such as, informed searching, iterative, non-iterative, greedy, and naturally inspired techniques.
For a thorough testing of the heuristics, we make use of an experimental test-bed that closely mimics the Internet in its infrastructure and user access patterns. GT-ITM [6, 59] and Inet [8] topology generators are used to obtain 80 well-defined network topologies based on flat, link distance, power-law and hierarchical transit-stub models. The user access patterns are derived from real access logs collected at the Soccer World Cup 1998 [3] web-server and NASA Kennedy Space Center webserver [47] . The idea of using access logs was first conceived and implemented in [50] . Although these access logs provide an accurate measure of the system load, yet they lack in capturing the combined temporal and spatial affects. This study leverages upon the original work reported in [50] to detail the performance of the heuristics using both spatial, the Soccer World Cup 1998 access logs, and temporal, NASA Kennedy Space Center access logs. Using our experimental setup, the heuristics are evaluated by analyzing the system utilization in terms of reducing the communication cost incurred due to object transfer(s) under the variance of server capacity, object size, read access, write access, number of objects and sites. Based on the experimental data, we were able to comparatively examine the behavior of each of the techniques.
For the replica placement heuristics studied here, the solution qualities varied considerably with each system parameter alteration. For instance:
1. By varying system storage capacity, the heuristics projected a projected increase in the solution quality. However, this was true only when accesses to objects had a temporal rapport, when subjected to the spatially skewed NASA Kennedy Space Center access log, the solution qualities of the studied heuristics showed abrupt changes without any correlation to the constantly increasing system storage capacity. Under such conditions (we observed that the), heuristics that construct solution(s) incrementally (such as, Greedy, LMM, and GMM) performed relatively better than the heuristics that developed combinatorial (all other studied techniques) solutions. This is because the heuristics that built incremental solution(s) focused on hot-spots [51] before considering the rest of the network. (Dealing with hotspots first, would bring in more benefit than otherwise.) A spatially skewed access log is nothing more than a hot-spot concentrated access log. 2. Varying read/write access frequencies also brought out a unique facet of the comparative analysis. Usually, an increase in the read frequency would advocate that the system should be populated with as much replicas as possible. However, this may not be a clever solution, since it will increase the cost of replica maintenance. On the other hand, an increase in the update frequency would tend to reduce the number of replicas. This, also, may not be a viable strategy since it may increase the cost of accessing objects by considerable amounts. Among the studied heuristics, the class of heuristics that constructed combinatorial solution(s) adapted well to the increase and decrease in the read/write frequencies compared to the heuristics that developed incremental solution(s), with one exception-the Greedy technique. It increased its solution quality when the system was subjected to the spatially skewed NASA Kennedy Space Center access log, and maintained a fair performance with the Soccer World Cup 1998 access logs. 3. By keeping the read/write access frequencies and the system storage capacity fixed, the mere increase in the number of sites or objects severely alters the performances of the heuristics. For instance, the increase in the number of sites in the network has a dual effect: (1) it increases the system storage capacity; (2) it increases the hot-spot phenomenon. We observed some very interesting results in this respect. LMM and GMM being bin packing based heuristics were quick to exploit the increase in the system storage capacity aspect, but failed to maintain their supremacy with continued increase in the hot-spots (number of sites). This is because initially the combinations of bins (sites) increased, but with the further increase in the number of bins, the effect was not as observable as all the essential objects were already packed (replicated). Some heuristics, for instance, WA-Star and A -Star showed a constant performance. They seemed to adapt rapidly to the bi-polar property, because of their combinatorial solution construction. Other A-Star based heuristics, namely, SA1, SA2, and SA3 also construct combinatorial solutions; however, their performance was not very impressive. This is because WA-Star and AStar operate on altering the priority of the search paths, while SA1, SA2, and SA3 simply truncate search paths. Thus, when the number of sites increase, the problem size increases, and so does the search tree. Truncating search paths would have a severer impact on the solution quality compared to altering the search paths.
4. Taking into consideration the problem size alone, A-Star and A-Star based heuristics performed extremely well when the problem size was small. This is because these heuristics rely on exhaustive (A-Star) or sub-exhaustive (A-Star based heuristics) search patterns. Intuitively, the A-Star technique being reliant on an exhaustive search pattern, failed to identify any solution for a problem size that contained more than 60 sites and 300 objects. The genetic algorithm also performed well, since under small problem instances, the (gene) population to solution candidate (next generation) ratio is extremely high. With larger problem size, this ratio reduces and so does the solution quality. The A-Star based heuristics, which were designed to speedup the search patterns finished in some cases faster than the genetic algorithm, specifically SA2 and A -Star, but with a superior solution quality.
It can be gathered from the above discussion that the problem at hand has certain very important parameters, such as, system storage capacity, read write ratio, number of sites and objects in the system, etc., that affect the performance of a replica placement technique by considerable amounts. One cannot (with confidence) say that a particular replica placement technique would be sufficient for each and every scenario. This study is an effort to provide a benchmark by identifying scenarios and comparing heuristics on a unifying platform with changing system parameters for the convenience of network designers, Internet operators, researchers, etc. Based on our observations, we also make suggestive uses of each and every heuristic and identify the circumstances in which they are deemed useful.
The remainder of this paper is organized as follows. In Section 2 we underlie the system model and the necessary system related assumptions. Section 3 describes the data replication problem. Section 4 describes the placement policies used in the paper. The experimental results and concluding remarks are provided in Sections 5 and 6, respectively.
System model and assumptions
The system model under consideration is a large-scale distributed computing system, where users access data objects which are held by the sites. We elucidate the few system related assumptions as follows.
1. Each site is assigned a unique site identifier. There a total of M sites in the system and S i (1 i M) denotes a site identifier. 2. Each data object is assigned a unique object identifier. There a total of N data objects in the system and O k (1 k N) denotes a data object identifier. 3. The original copy of an object is held by a particular site in the system called the primary site, denoted as P k . This site also holds the information about where the replicas of object O k reside in the system. 4. Each site has a limited storage capacity which is denoted by s i . 5. The read and write access frequencies are known a priori (or observed through access log).
6. For updates we assume a "broadcast" or lazy replication model [33] . In this model when an object is updated, the update is sent to the site (P k ) which holds the original copy of the object. P k upon receiving the updated contents broadcasts the updates to the sites which hold the replicas of the object. In this way, we can always guarantee that the data contents in the system are up-to-date.
Based on the above system overview and the underlying assumptions, if we are to find an optimal placement of replicas in a large-scale distributed computing system, then we must incorporate among others the following parameters in a brute force (exhaustive search) method [40] :
1. The access frequency of each data object. 2. The time remaining until each data object is updated next. 3. The probability that each site functions properly during the lifespan of the system. 4. The probability that the network will remain connected during the lifespan of the system. Even if some lopping is possible, the computational complexity is very high, and this calculation must be done every time any of the above parameters change. Moreover, parameters 3 and 4 cannot be formulated in practice because faults do not follow a known phenomenon. For these reasons, we take the following heuristic approach:
1. Replicas are relocated in a specific period, the relocation period. The term relocation period was first coined in [22] . There the author proposed several very effective replica placement techniques for the ad hoc network environment. Since dynamics vary significantly in an ad hoc environment, replica placements in [22] were made during a specific time frame called the relocation period. 2. At every relocation period, replica allocation is determined based on the access (both read and update) frequency of each data object and the network topology at that moment.
The data replication problem description
The most frequently used acronyms in this paper are listed in Table 3 .
Consider a distributed system comprising M sites, with each site having its own processing power, memory (primary storage), and media (secondary storage). Let S i and s i be the name and the total storage capacity (in simple data units e.g. blocks), respectively, of site i where 1 i M. The M sites of the system are connected by a communication network. A link between two sites S i and S j (if it exists) has a positive integer c(i, j ) associated with it, giving the communication cost for transferring a data unit between sites S i and S j . If the two sites are not directly connected by a communication link then the above cost is given by the sum of the costs of all the links in a chosen path from site S i to the site S j . Without the loss of generality we assume that c(i, j ) = c(j, i). This is a common assumption e.g. see [25, 32, 41, 50] . Let there be N objects, each identifiable by a unique name O k and size in simple data unites o k where 1 k N . Let r i k and w i k be the total number of reads and writes, respectively, initiated from S i for O k during a certain time period t. This time period t determines when to instigate the relocation period so that the replica placement algorithm can be invoked. Note that this time period t is the only parameter that requires human intervention. However, in this paper we use analytical data that will enable us to effectively predict the time interval t (see Section 5.4 for details). Our replication policy assumes the existence of one primary copy for each object in the network. Let P k , be the site which holds the primary copy of O k , i.e., the only copy in the network that cannot be de-allocated, hence referred to as primary site of the kth object. Each primary site P k , contains information about the whole replication scheme R k of O k . This can be done by maintaining a list of the sites where the kth object is replicated at, called from now on the replicators of O k . Moreover, every site S i stores a two-field record for each object. The first field is its primary site P k and the second the nearest neighborhood site NN i k of site S i which holds a replica of object k. In other words, NN i k is the site for which the reads from S i for O k , if served there, would incur the minimum possible communication cost. It is possible that NN i k = S i , if S i is a replicator or the primary site of O k . Another possibility is that NN i k = P k , if the primary site is the closest one holding a replica of O k . When a site S i reads an object, it does so by addressing the request to the corresponding NN i k . For the updates we assume that every site can update every object. Updates of an object O k are performed by sending the updated version to its primary site P k , which afterwards broadcasts it to every site in its replication scheme R k .
For the DRP under consideration, we are interested in minimizing the total replication cost (RC) or the total network transfer cost. The communication cost of the control messages has minor impact to the overall performance of the system [42] , therefore, we do not consider it in the transfer cost model, but it is to be noted that incorporation of such a cost would be a trivial exercise. There are two components affecting RC. The first component of RC is due to the read requests. Let R i k denote the total RC, due to S i s' reading requests for object O k , addressed to the nearest site NN i k . This cost is given by the following equation:
where
The second component of RC is the cost arising due to the writes. Let W i k be the total RC, due to S i s' writing requests for object O k , addressed to the primary site P k . This cost is given by the following equation:
Here, we made the indirect assumption that in order to perform a write we need to ship the whole updated version of the object. This of course is not always the case, as we can move only the updated parts of it (modeling such policies can also be done using our framework). The cumulative RC, denoted as C overall , due to reads and writes is given by
Let X ik = 1 if S i holds a replica of object O k , and 0 otherwise. X ik s define an M × N replication matrix, named X, with Boolean elements. Eq. (3) is now refined to
Sites which are not the replicators of object O k create RC equal to the communication cost of their reads from the nearest replicator, plus that of sending their writes to the primary site of O k . Sites belonging to the replication scheme of O k , are associated with the cost of sending/receiving all the updated versions of it. Using the above formulation, the DRP can be defined as "Find the assignment of 0, 1 values in the X matrix that minimizes C overall , subject to the storage capacity constraint:
and subject to the primary copies policy:
The minimization of C overall has the following two impacts on the distributed computing system under consideration. First, it ensures that the object replication is done in such a way that it minimizes the maximum distance between the replicas and their respective primary objects. Second, it ensures that the maximum distance between an object k and the user(s) accessing that object is also minimized. Thus, the solution aims for reducing the overall RC of the system. In the generalized case, the DRP is proven to be NP-complete [41] .
The replica placement techniques

A-Star based technique (DRPA-Star)
A-Star is a best-first search algorithm based on a -ary tree [49] . It starts from the root, called the start node (usually a null solution of the problem). Intermediate tree nodes represent the partial solutions, and leaf nodes represent the complete solutions or goals. A cost function f computes each node's associated cost. The value of f for a node n, which is the estimated cost of the cheapest solution through n, is computed as:
is the search-path cost from the start node to the current node n and h(n), called the heuristic, is a lower-bound estimate of the path cost from n to the goal node (solution). The A-Star based searching technique for the data replication problem (DRPA-Star) starts from an assignment P, and explores all the potential options of assigning an object to a site. With proper pruning techniques used against the constraint(s) C, only the assignments in the admissible head set are explored. If the new solution is consistence with the constraint, it is added to the Expansion Tree (ET), otherwise the solution is pruned. In order to avoid memory overflow, we limit the ET to 1000 active solution (state) space allocations. This is a very common technique used for memory bounded A-Star type algorithms (for further details on memory bounded A-Star techniques see [29] ). Moreover, the candidate objects assignments are ordered (in a linked list termed as the OPEN list), such that the smallest projected cost of allocation is expanded first. Thus, we can terminate our expansion when the solution for DRP is obtained, or there are no more candidate allocations left in the ET. In either case optimality is always guaranteed. DRPA-Star uses the following heuristic:
Let O k and S i represent the set of objects and sites in the system. Let U be the set of unassigned objects and t be the global minimum of an object's RC. Thus, we can define the minimum of such a cost as a set:
For a node n, let mmk(n) define the maximum element of set T (the max-min RC). mmk(n) then represents the best possible replica allocation without the unrealistic assumption that every object in U can be replicated to a site in M without a conflict. The heuristic used thus becomes:
, where g(n) is equivalent to the cost of replicating an object onto a site, i.e., g(n) is equivalent to the RC of object O k onto site S i . Pseudo-code for DRPA-Star is shown in Fig. 1 .
Lemma 1. DRPA-Star always identifies a solution, if there exists one.
Proof. DRPA-Star expands its solution set by choosing the head of the OPEN list in the increasing order of the projected * k is also known as OAS (Objects Assigned to Sites). cost. Since all the feasible candidates enter into the OPEN list, they must eventually expand the solution set to reach a feasible OAS solution. This would hold true if there are not infinitely many states with h(x) = h(goal). In the DRP solution collection phase since every OAS is an optimal solution on the global constraint of storage capacity, an XORed solution of two consecutive OASs and potentially n OAS with cascaded XOR of assignments would eventually result in the solution for the DRP. Proof. Let P be the expanded paths (partial or complete OAS solution) in the search tree, then the space required by the DRPA-Star is P and the time required by DRPA-Star is dP (h + log(P )). Where d is the degree of the network, h is the depth at which the OASs are identified, and the log(P) factor identifies the growth of the search tree. Now the error in the heuristic grows no faster than log of the optimal cost of the solution. A-Star has been proven to be sub-exponential [49] . Since DRPA-Star due to its pruning is far more efficient than A-Star, DRPA-Star will also grow sub-optimally. We give the relation of sub-optimality as:
where A cost is the admissible cost. We can thus say that P Mhd dM 2 . For an average case analysis DRPA-Star uses space equivalent to Mhd, and thus the running time would be Mhd 2 (h + log(Mhd)).
A-Star based refinements (WA-Star and A -Star)
Arguably DRPA-Star is an algorithm that goes about the optimization mission too seriously. Therefore, we are interested in identifying ways to quickly reach a solution though perhaps sub-optimally. One approach to address this predicament is to examine the effects of g and h separately. The effect of g is to add a breath-first component to the search. Without h, DRPAStar would reduce to a pure breath-first search. On the other hand without g, DRPA-Star would ignore the distance already covered and would base its decision entirely on h, the estimate of the remaining proximity to the goal.
WA-Star
To cater for the two tendencies of A-Star type algorithms (as mentioned in Section 4.2), a weighted evaluation function is recommended: [49] have shown that w can have three values, i.e., 0, 1 2 , and 1 corresponding to exhaustive, A-Star, and breath-first search, respectively. Rather than keeping w constant throughout the search, it is natural to dynamically change w so as to weigh h less heavily as the search goes deeper. Thus, an effective evaluation function would be:
is the depth of node n and D is the anticipated depth of the desired goal node. It is to be noted that shallow levels of the search tree, i.e., when d>D, h is given a supportive weight equal to 1 + , encouraging depthfirst excursions. At deep levels, however, the search resumes an admissible equal weight, to avoid early termination. We call this variation of DRPA-Star as WA-Star.
Lemma 4. WA-Star identifies a solution within a range of 1+ of DRPA-Star.
Proof. If h(n) is admissible, then the algorithm is -admissible, that is, it finds a path from start to the goal node with a cost at most 1+ . This follows by observing that before the termination of the algorithms, the shallowest OPEN node n along any optimal solution path has its cost (g(n )) equal to the optimal admissible cost (g * (n )) [49] . Therefore, we have
A -Star
Perhaps a natural way to speedup any searching technique is to focus on a solution space that somehow can guarantee that search in that particular space would not deviate from the optimal solution by a factor of, say . Keeping this in mind we propose an extension of the DRPA-Star technique, called A -Star. This technique uses two lists: OPEN and FOCAL. The FOCAL list is a sub-list of OPEN, and contains only those nodes that do not deviate from the lowest f node by a factor greater than 1 + . That is, we can say that
The technique works similar to DRPA-Star, with the exception that the node selection (lowest h) is done not from the OPEN but from the FOCAL list. The main intuition behind A -Star is that according to the estimates of f, all nodes in FOCAL have roughly equal solution paths. Therefore, rather than spending time on deciding which among them is the best, it makes more sense to use the time to compute the remaining portion of the solution from within FOCAL. (Notice that when = 0, A -Star reduces to DRPA-Star.) It is easy to see that this approach will never run into the problem of memory overflow. Moreover, the Proof. Let n be a node in OPEN list having the smallest f value, t be the termination node, n be the shallowest OPEN node on an optimal path, and f (t) be the cost of the solution found. Then we can say that:
DRPA-Star based heuristics (SA1, SA2, and SA3)
We now present three heuristics (suboptimal A-Star) algorithms, referred to hereafter as SA1, SA2, and SA3. The name SA comes from Suboptimal Assignments. The main purpose is to design algorithms that converge to solution faster and overcome the high memory requirements associated with A-Star type algorithms [26] . The basic idea in these algorithms is that when the search process reaches a certain depth in the search tree, some search path(s) can be avoided (some tree nodes can be discarded) without moving far from the optimal solution.
SA1
In SA1, when the algorithm (DRPA-Star) selects a node that belongs to level R or below, it generates only the best successors (lowest expansion cost) of it. All the other successors except the best one are discarded.
SA2
In SA2, when the depth level R is reached for the very first time, all the successors except the minimum cost are discarded among all the nodes marked for expansion.
SA3
In SA3, the discarding is done similar to SA2 except that now the nodes are removed from the ET. For instance, if n nodes are generated, then all of them are inserted in the ET, and the n − 1 high cost nodes are discarded.
These techniques will not suffer from memory overflow, since at level R, for every node taken out of the ET for expansion, only one node is inserted. Also the running time is reduced by many folds since the algorithm expands/explores less number of nodes when it reaches R.
Bin packing based techniques (LMM and GMM)
The bin packing problem formulation resembles the DRP in many ways; therefore, it is natural to see the DRP as a special case of the bin packing problem. In such a setup, the sites of the distributed system can be considered as the bins with specified storage capacity, and the objects can be considered as the items that need to be packed in the bins such that the total storage capacity of the bins is not exceeded and the profit brought by packing more items inside the bins is maximized. Here the profit can be made equivalent to minimizing the RC cost.
Local Min-Min (LMM)
Let O k and S i represent the set of objects and sites in the system. Let U be the set of unassigned objects to a site S i . Let U min define the minimum RC of the objects to be assigned to a particular site. The assignment is made in the ascending order of set U. If there is a tie among two objects, then the tie is broken by the minimum object size, hence the name Min-Min. Since we do the assignment iteratively for every object and do not consider the effects of the choice of an object to a site with respect to other sites, we call it Local Min-Min (LMM). N) ) and requires linear space.
Lemma 6 (Khan and Ahmad [32]). LMM converges in O(MN(log
Global Min-Min (GMM)
Let O k and S i represent the set of objects and sites in the system. Let U be the set of unassigned objects and k be the global minimum of all the RC associated with an object. The minimum of such cost as a set
If during the assignment, the minimum RC of an object is the same for two different sites, the object is chosen on random. For a node n let mink(n) define the minimum element of set T. Thus mink(n) represents the best minimum RC that would occur if object O k is replicated to a site S i , i.e., Global Min-Min (GMM). [32] ). GMM requires O(M 2 N 2 (log N)) running time and (MN) space.
Lemma 7 (Khan and Ahmad
Greedy based technique (Greedy)
The Greedy algorithm reported in [50] works in an iterative fashion. In the first iteration, all the M sites are investigated to find the replica location(s) of the first among a total of N objects. Consider that we choose an object i for replication. The algorithm recursively makes calculations based on the assumption that all the users in the system request for object i. Thus, we have to pick a site that yields the lowest cost of replication for the object i. In the second iteration, the location for the second site is considered. Based on the choice of object i, the algorithm now would identify the second site for replication, which, in conjunction with the site already picked, yields the lowest RC. Observe here that this assignment may or may not be for the same object i. The algorithm progresses forward till either one of the DRP constraints are violated. Further details about the Greedy algorithm can be obtained from [50] .
Lemma 8 (Qiu et al. [50] ). Greedy requires O(M 2 N) running time.
Genetic algorithm based technique (GRA)
In [41] the authors proposed a genetic algorithm based heuristic, called Genetic Replication Algorithm (GRA). GRA provides good solution quality, but suffers from slow termination time. This algorithm is chosen since it was the first work that realistically addressed the fine-grained replication on the same problem formulation as taken in this paper. The technique shows great stability under various scenarios which have been experimentally derived. Briefly, the GRA exploits the mix and match technique. Chromosomes represent the various replication schemas and each consists of M genes (one for each site). Every gene is composed of N bits (one for each object). A 1 value in the kth bit of the ith gene denotes that the ith site holds a replica of the kth object, and 0 otherwise. Using this chromosome encoding, crossover, mutation, and selection operations are performed to report the best chromosome as the final solution. Readers are encouraged to see [41] for further details about the GRA method.
Lemma 9 (Loukopoulos and Ahmad [41]). GRA requires
O(N g N p M 2 N + N p MN 2 ) running time.
Experimental setups, results and discussion
We performed experiments on a 440 MHz Ultra 10 machine with 512 MB memory. The experimental evaluations were targeted to benchmark the placement policies. In all the experiments for the A-Star based suboptimal heuristics (SA1, SA2, and SA3), the cutoff R was set at: R = d/2 , where d represents the depth of the tree (number of objects). For WA-Star and A -Star, was set to be the mean value of g in the OPEN and FOCAL lists, respectively.
Performance metric
The solution quality in all cases, was measured according to terms of the RC percentage that was saved under the replication scheme found by the algorithms, compared to the initial one, i.e., when only primary copies exist.
Network topologies
To establish diversity in our experimental setups, the network connectivity was changed considerably. We used four types of network topologies, which we explain as follows. (All in all we used 80 various topologies.)
Flat methods
In flat random methods a graph G = (V , E) is built by adding edges to a given set of nodes V subject to a probability function P (u, v) , where u and v are arbitrary nodes of G. We articulate the two flat methods used in this study as follows.
Pure random model: A random graph G(M, P (edge = p)) with 0 p 1 contains all graphs with nodes (servers) M in which the edges are chosen independently and with a probability p. Although this approach is extremely simple, yet it fails to capture significant properties of Web-like topologies [21] . The five pure random topologies were obtained using GT-ITM [59] topology generator with p = {0.4, 0.5, 0.6, 0.7, 0.8}.
Waxman model: The shortcomings of pure random topologies can be overcome by using the Waxman model. In this method edges are added between pairs of nodes (u, v) with probability P (u, v) that depends on the distance d(u, v) between u and v. The Waxman model is given by [57] 
where L is the maximum distance between any two nodes and , ∈ (0, 1]. is used to control the density of the graph. The larger the value of the denser is the graph. is used to control the connectivity of the graph. The smaller the value of the larger is the number of short edges [21] . The 12 Waxman topologies were obtained using the GT-ITM [59] topology generator with values of = {0.1, 0.15, 0.2, 0.25} and = {0.2, 0.3, 0.4}.
Link distance models
In pure random and Waxman models, there is no direct connection among the communication cost and the distance between two arbitrary nodes of the generated graph. To compliment these two models, we propose a class of graphs in which the distance between two nodes is directly proportional to the communication cost. In such methods, the distance between two servers is reverse mapped to the communication cost of transmitting a 1 kB of data, assuming that we are given the bandwidth. That is, the communication cost is equivalent to the sum of the transmission and propagation delay. The propagation speed on a link is assumed to be 2.8 × 10 8 m/s (copper wire). Thus, if we say that the distance between two nodes is 10 km and has a bandwidth of 1 Mbps, then it means that the cost of communication of 1 kB of data between the two nodes is equivalent to 10 km/(2.8 × 10 8 m/s) + 1 kB/(1 Mbps) = 8.03 ms, and the cost would simply be 0.00803. We detail the four link distance models used in this study as follows.
Random graphs: This method involves generating graphs with random: node degree (d * ), bandwidth (b), and link distance (d) between the nodes of the graph. We detail the steps involved in generating random graphs as follows. First, M (user input) nodes are placed in a plane, each with a unique identifier. Second, from the interval d * , each node's out degree is generated. (At this moment the links do not have weights or communication costs.) Third, each link is assigned bandwidth (in Mbps) and distance (in km) on random. Finally, for each link the transmission and propagation delay is calculated, based on the assigned bandwidth and distance. The 12 random topologies were obtained using, d * = {10, 15, 20}, b = {1, 10, 100}, and d = {5, 10, 15, 20}.
Fully connected random graphs: This method is similar to the technique described for the random graphs except that now we do not require the node degree since the entire graph is fully connected. The five random topologies were obtained us- Fully connected lognormal graphs: This method is similar to the fully connect random graphs technique except that link distance is chosen log-normally and not randomly. Note that the bandwidth is still assigned on random. (Curious readers are encouraged to see [17] for an insight on the lognormal distribution functions.) The nine lognormal topologies were obtained using b = {1, 10, 100} and d = { = {8.455, 9.345, 9.564}, = {1.278, 1.305, 1.378}}, where and are the mean and variance parameters of the lognormal distribution function, respectively.
Power-law model
The power-law model [45] takes its inspiration from the Zipf law [61] , and incorporates rank, out-degree, and eigen exponents. We used Inet [8] topology generator to obtain the power-law based Internet topologies. Briefly, Inet generates Autonomous System (AS) level topologies. These networks have similar if not the exact characteristics of the Internet from November 1997 to June 2000. The system takes in as input two parameters to generate topologies, namely: (1) the total number of nodes, and (2) the fraction (k) of degree-1 nodes. Briefly, Inet starts form the total number of desired nodes and computes the number of months t it would take to grow the Internet from its size in November 1997 (which was 3037 nodes) to the desired number of nodes. Using t it calculates the growth frequency and the out-degree of the nodes in the network. This information is used to iteratively connect nodes till the required out-degree of nodes is 
Hierarchical transit-stub model
The Internet model at the AS level can also be captured by using a hierarchical model. Authors in [59] derived a graph generation method using a hierarchical model in order to provide a more adequate router model of the Internet than the Waxman model. In their paper, each AS domain in the Internet was classified as either a transit domain or a stub domain, hence the name transit-stub model. In a stub domain, traffic between any two nodes u and v goes through that domain if and only if either u or v is in that domain. Contrarily, this restriction is relaxed in a transit domain. The GT-ITM topology generator [59] models a three-level hierarchy corresponding to transit domains, stub domain, and LANs attached to stub domains [21] .
Using the GT-ITM topology generator, we generated 12 random transit-stub graphs with a total of 3728 nodes each, and then placed the primary site inside a randomly selected stub domain. In order to make the topologies as realistic as possible, we introduced routing delays to mimic routers' decision delays inside the core network. We set this delay to be equal to 20 ms/hop. In order to have a realistic upper bound on the self-injected delays, the maximum hop count between any pair of sites was limited to 14 hops.
Access patterns
To evaluate the replica placement methods under realistic traffic patterns, we used the access logs collected at the Soccer World Cup 1998 website [3] and NASA Kennedy Space Center website [47] . These two access logs compliment each other in many ways. The Soccer World Cup access log has over 1.35 billion requests, making it extremely useful to benchmark a given approach over a prolonged high access rate. The only drawback with these logs is that the users' IP addresses (that can potentially give us their approximate geographical locations) are replaced with an identifier. Although, we can obtain the information as to who were the top, say 500 users of the website, yet we cannot determine where the clients were from. To negate this drawback, we used the access logs collected at the NASA Kennedy Space Center website. These logs do not hide the IP addresses and thus the spatially skewed workload is preserved. Another benefit of the Space Center's log is that the access requests are very concentrated, i.e., a majority of the access request are sent from few clients (or cluster of clients)-capturing the temporal diversity of the users. This concentration is useful to benchmark the techniques over a spatially and temporally skewed workload.
An important point to note is that these logs are access (or read) logs; thus, they do not relay any information regarding the write requests. However, there is a tedious way around this. Each entry of the access logs has among other parameters, the information about the size of the object that is being accessed. The logs are processed to observe the variance in the object size. For each entry that returns the change in the object size, a mock write request is generated for that user for the object that is currently being accessed. This variance in the object size generates enough miscellanies to benchmark object updates.
Soccer World Cup 1998 access log
We used 88 days of the Soccer World Cup 1998 access logs, i.e., the (24 h) logs from April 30, 1998 to July 26, 1998. To process the logs, we wrote a script that returned: only those objects which were present in all the logs (from this we choose 25,000 data objects on random-the maximum workload for our experimental evaluations), the total number of requests from a particular client for an object, the average and the variance of the object size. From this log we chose the top 3728 clients (maximum experimental setup). (We will describe in Section 5.4 how we came up with the number 3728. For the time being assume that this is a correct measure.) A random mapping was then performed of the clients to the nodes of the topologies. Note that this mapping is not 1-1, rather 1-M. This gave us enough skewed workload to mimic real world scenarios. It is also worthwhile to mention that the total amount of requests entertained for each problem instance using the Soccer World Cup access logs was in the range of 3-4 million. The primary replicas' original site was mimicked by choosing random locations. The capacities of the sites C% were generated randomly with range from Total Primary Object Sizes/2 to 1.5 × Total Primary Object Sizes. The variance in the object size collected from the access were used (as described in Section 5.3) to mimic the object updates. The updates were randomly pushed onto different sites, and the total system update load was measured in terms of the percentage update requests U% compared that to the initial network with no updates. For simplicity we will refer to Soccer World Cup access logs as W-log.
NASA Kennedy Space Center access log
We used 31 days of the NASA Kennedy Space Center access logs, i.e., the (24 h) logs from July 1, 1995 to July 31, 1995. The log has close to 1.9 million hits and 81,982 unique visitors. To process the logs, we used the same script that was used to retrieve information from the W-log, followed by the technique to inject the write accesses. The additional information regarding the IP addresses of the clients was used in conjunction with the technique proposed in [35] to map users onto the nodes of the topologies. The method described in [35] clusters the clients that are topologically close together, based on the information from the BGP routing table snapshots. (One can publicly obtain the BGP routing table information from the Looking Glass Sites Project [39] under the North American Network Operations' Group (NANOG).) For each client IP address in the access log, we find its best matching prefix in the union of all the available routing tables. All the clients whose IP addresses have the same best prefix match belong to the same cluster. A quick analysis (see Fig. 2 ) of this procedure shows that, the top 10, 100, 1000, and 3000 clusters accounted for about 28.98%, 54.34%, 87.03%, and 97.59% requests, respectively. From this clustering, we chose the top 3728 clusters and mapped them randomly to the 3728 nodes of the topologies. (We will describe in Section 5.4 how we came up with the number 3728. For the time being assume that this is a correct measure.) Notice that assigning a cluster, say C i , to a node S i in the network topology means that all the clients in C i generate accesses from the node S i .
Once again the primary replicas' original site was mimicked by choosing random locations. The capacities of the sites C% were generated randomly with range from Total Primary Object Sizes/2 to 1.5 × Total Primary Object Sizes. The variance in the object size collected from the access were used (as described in Section 5.3) to mimic the object updates. The updates were randomly pushed onto different sites, and the total system update load was measured in terms of the percentage update requests U% compared that to the initial network with no updates. For simplicity we will refer to NASA Kennedy Space Center access logs as N-log.
Further clarifications on the experimental setup
Since the access logs were of the year 1998 and before, we first used Inet to estimate the number of nodes in the network. This number came up to be 3728, i.e., there were 3728 ASlevel nodes in the Internet at the time when the Soccer World Cup 1998 was being played. Therefore, we set the upper bound on the number of servers in the system to be M = 3728. Since Inet does not work for topologies before November 1997, the N-log was forward date by 2 years so that it coincided with the W-log. (We believe that this is a reasonable solution to have fair comparisons between the two logs and the underlying topologies.) Moreover, every topology model that was used in this study had the network topologies generated for M = 3728. Due to space limitations, we do not show the detailed results obtained using every topology. However, we do provide the averaged performance of all the comparative algorithms over all the 80 topologies and 119 (24 h) access log.
The determination of the relocation period
As noted previously (in Section 3), the time (interval t) when to initiate the replica placement techniques requires high-level human intervention. Here, we will show that this parameter if not totally can at least partially be automated. The decision when to initiate the replica placement techniques depends on the past trends of the user access patterns. Figs. 5.6.1(a) and (b) show the average (over the entire access log) user access patterns extracted from the W-log and N-log. From Fig. 5.6.1(a) we can clearly see that the Soccer World Cup 1998 website incurred soaring and stumpy traffic at various intervals during the 24-h time period (it is to be noted that the W-log has a time stamp of GMT + 1). For example, the website records its minimum requests at 0500 h. This would be an ideal time to invoke the replica placement technique(s), since the traffic is at its minimum and fewer users will be affected by the relocation of data objects in the network. Another potential time period for invoking the replica placement technique(s) is at 1800 h. In our experiments we did not use this time period since the volume of traffic at 1800 h. is enormous and it immediately soars; thus, leaving little buffer time for the completion of the replica placement technique(s).
On the other hand, the analysis of N-log (it is to be noted that the N-log has a time stamp of GMT-4) reveals two periods where the traffic drops to minimum, i.e., at 0400 h and at 2000 h. This is denoted by the two vertical lines in Fig. 5.6.1(b) . Therefore, for the N-log a replica placement algorithm could be initiated twice daily: (1) at 0400 h and (2) at 2000 h. The time interval t for 0400 h would be t = (2000.0400) = 6 h and for 2000 h t = (0400.2200) = 18 h. For the W-log a replica placement algorithm could be initiated once daily at 0500 h. The time interval t for 0500 h would be t = (0500.0500) = 24 h.
Comparative analysis
We record the performance of the heuristics using the two access logs and 80 topologies. The plots shown in this paper are classified using the two access logs. For instance, for W-log, each point represents the average performance of an algorithm over 80 topologies and 88 days of W-log. We detail our experimental findings as follows.
Impact of change in the number of sites and objects
We study the behavior of the placement techniques when the number of sites increases (Figs. 4(a)-(d) ), by setting the number of objects to 25,000; while in Figs. 5(a)-(d) , we study the behavior when the number of objects increase, by setting the number of sites to 3718. For the first experiment we fixed C = 15% and R/W = 0.25. (The read/write ratio R/W reflects the relative number of reads and writes (or updates) generated for an object. For instance, R/W = 0.25 means that there are 25% reads and 75% writes in the system.) We intentionally chose a high workload so as to see if the techniques studied successfully handled the extreme cases.
We first study the performance of the algorithms using the W-log (Fig. 4(a) ). The first observation is that WA-Star, AStar, and Greedy outperform other techniques by considerable amounts. Second, GMM, SA1, SA2, SA3, and DRPA-Star fail to converge to a solution with certain problem instance. This failure to completion is directly linked to the higher ratio of writes and smaller system capacity. Some interesting observations were also observable, such as, LMM and GMM showed high gain with the initial number of site increase in the system, as much as 27% gain was recorded in case of GMM with only a 100 site increase. LMM and GMM show high initial gain since with the increase in the number of sites, the combinations of bins increase, but with the further increase in the number of sites, effect is not so observable as all the essential objects are already replicated. DRPA-Star as expected outperformed every other technique, but failed miserably, as the 0000 0200 0400 0600 0800 1000 1200 1400 1600 1800 2000 2200 maximum workload it handled was with M = 301. The top performing techniques (WA-Star, A -Star, and Greedy) showed an almost constant performance. This is because by adding a site (server) in the network, we introduce additional traffic (local requests), together with more storage capacity available for replication. All three equally cater for the two diverse effects. GRA also showed a similar trend but maintained lower RC savings. This was in line with the claims presented in [41] . The observation made by using the N-log (Fig. 4(b) ) were similar in features to that of the results obtained from the analysis of the W-log, except for the performance of SA2. The increase in the number of sites gradually decreased the RC savings of the topologies when W-log was employed; however, when N-log was used SA2 gradually increased the RC savings with the increase in the number of sites in the system. We can attribute this phenomenon to the fact that SA2 relies on the pruning of the search tree without any look-ahead technique; thus, when pruning was performed by SA2 with W-log as the workload, some useful nodes may have been pruned, resulting in the loss of RC savings. The relative performance of the algorithms pertaining to the W-log and N-log can be seen from Figs. 4(c) and (d), respectively. The plots show the mean performance of the algorithms, with bars at the maximum and minimum limits with values of mean +1.5 times the standard deviation and mean −1.5 times the standard deviation, respectively. The shaded block represents the maximum and minimum limits with values of mean + standard deviation and mean − standard deviation, respectively. The solid line across the plots is the grand mean, the solid block ( ) represents the mean, the cross (×) represents the outliers, and the asterisk ( * ) denotes the extremes. We limit the outliers and extremes to 2 and 3 standard deviations, respectively. The plots are self-explanatory and show exactly which algorithms provide high (consistent) performance. The performance of the techniques based on the RC versus number of sites criteria are ranked as follows: (1) To observe the effect of increase in the number of objects in the system, we chose a softer workload with C = 45% and R/W = 0.75. The intention was to observe the trends for all the algorithms as much as possible as some techniques failed to yield results as observable from Figs. 4(a) and (b) . Moreover, we want to observe the algorithms under various (system) environments. The increase in the number of objects has diverse effects on the system as new read/write patterns (users are offered more choices) emerge, and also the increase in the strain on the overall capacity of the system (increase in the number of replicas). An effective algorithm should incorporate both the opposing trends.
We first observe the performance of the algorithms using the W-log ( Fig. 5(a) ). From the plot, we can observe that the bin packing techniques perform the worst with a loss of nearly 32% in case of LMM. The most surprising result came from GRA. It dropped its savings from 62% to 12%. This was contradictory to what was reported in [41] . But there the authors had used a uniformly distributed link cost topology, and their traffic was based on the Zipf distribution [61] . While the traffic access logs of the World Cup 1998 are more or less double-Pareto in nature [33] . In either case the exploits and limitations of the technique under discussion are obvious. The plot also shows a near identical performance by WA-Star, A -Star, and Greedy. The relative difference among the three techniques is less than 5%. However, A -Star did maintain its supremacy.
With N-log ( Fig. 5(b) ), the relative performance of the algorithms dropped further, this is due to the fact that the N-log is highly concentrated. An increase in the number of objects increases the traffic in the system by multi-folds, and the RC savings drop since the algorithms cannot further identify placements for the newly introduced objects. However, this drop in RC savings is not more than 5-10% compared with that of the results obtained from W-log. To better understand this phenomenon, readers are encouraged to examine the relative trends observable from Figs. 5(c) and (d) . The performance of the techniques based on the RC versus number of objects criteria are ranked as follows: (1) From here onwards, we will not report the performance of DRPA-Star, as it is only effective and converges to a solution when the problem size is considerably small. However, we will log the DRPA-Star algorithm termination timings (on small problem instances). Moreover, we will give a default first ranking to the DRPA-Star in the subsequent text since it always produces an optimal solution.
Impact of change in the system capacity
An increase in the storage capacity means that a large number of objects can be replicated. Replicating an object that is already extensively replicated, is unlikely to result in significant traffic savings as only a small portion of the servers will be affected overall. Moreover, since objects are not equally read intensive, increase in the storage capacity would have a great impact at the beginning (initial increase in capacity), but has little effect after a certain point, where the most beneficial ones are already replicated.
We first observe the performance of the algorithms using the W-log ( Fig. 6(a) ). LMM and GMM once again performed the worst. The gap between all other approaches was reduced to within 12% of each other. WA-Star and A -Star showed an immediate initial increase (the point after which further replicating objects is inefficient) in its RC savings, but afterward showed a near constant performance. GRA observable gained the most RC savings 38% followed by Greedy with 31%.
Near identical performances were recorded using the N-log ( Fig. 6(b) ). One interesting observation is that when the system capacity is increased from 28% to 30%, the relative performance of almost all the algorithms increase by at most 10%. This sudden increase in RC savings can be linked to the spatially distributed access of the clients in the N-log. That is, the 28% system capacity was marginally small to place the needed replicas in the vicinity of the clients so that the relative communication cost is minimized; thus, with only an increase of 2%, all the critically required replicas could now be placed and hence the sudden surge in RC savings. Further experiments with various update ratios (5%, 10%, and 20%) showed similar plot trends. It is also noteworthy that the increase in capacity from 10% to 17% resulted in four times (on average) more replicas for all the algorithms. The performance of the techniques based on the RC versus system capacity criteria (and by observing Figs. 6(c) and (d)) are ranked as follows: (1) DRPA-Star; (2) A -Star; (3) Greedy; (4) WAStar; (5) GRA; (6) SA3; (7) SA1; (8) SA2; (9) GMM; (10) LMM.
Impact of change in the read/write frequencies
Since the read and write parameters are complementary to each other, we take the liberty to describe them together. In both the setups the number of sites and objects were kept constant. Increase in the number of reads in the system would mean that there is a need to replicate as many object as possible (closer to the users). However, the increase in the number of updates (or writes) in the system requires the replicas be placed as close as to the primary site as possible (to reduce the update broadcast). This phenomenon is also interrelated with the system capacity, as the update ratio sets an upper bound on the possible traffic reduction through replication. Thus, if we consider a system with unlimited capacity, the "replicate everywhere anything" policy is strictly inadequate. The read and update parameters indeed help in drawing a line between good and marginal algorithms.
Figs. 7(a) and (b) show the performance of the algorithms using the W-log and the N-log, respectively. A clear classification can be made between the algorithms. WA-Star, A -Star, and Greedy incorporate the increase in the number of reads by replicating more objects and thus savings increase up to 90%. LMM gained the least of the RC savings of: up to 39% with the W-log and up to 36% with the N-log. However, the performance of LMM and GMM decreased exponentially with the increase in R/W ratio. A sub-exponential decrease was also observable in the case of GRA. (All algorithms exhibited some sort of decrease in RC savings with R/W ratio of 0.50 and above.) WAStar, A -Star, and Greedy on the other hand showed extreme robustness and retained their initial savings. To understand why there is such a gap in the performance between the algorithms, we should recall that LMM and GMM specifically exploit the capacities of the servers, while the optimization of the RC is a secondary consideration. Moreover, they maintain localized network perceptions. Increase in updates result in objects having decreased local significance (unless the vicinity is in close proximity to the primary location). On the other hand, the suboptimal A-Star based heuristics suffer from the bound set for their search tree. Thus, by definition they tend to optimize local replication. However, WA-Star, A -Star, and Greedy never tend to deviate from their global view of the problem search space. To better understand this phenomenon, readers are encouraged 
Running time
Before we proceed with the discussion, we would like to clarify our measurement of algorithm termination timings. The approach we took was to see if these algorithms can be used in dynamic scenarios. Thus, we gather and process data as if it was a dynamic system. The average breakdown of the execution time of all the algorithms combined is depicted in Fig. 8 . There 68% of all the algorithm termination time was taken by the repeated calculation of the shortest paths. Data gathering and dispersion, such as reading the read frequencies from the processed log, etc., took 7% of the total time. Other miscellaneous operations including input/output were recorded to carry 3% of the total execution time. From the plot it is clear that a totally static setup would take no less than 21% of the time depicted in Tables 4(a)-(c).
Various problem instances were recorded with C = 20%, 45%, 75% and R/W = 0.55, 0.65, 0.85. Each problem instance represents the average recorded time over all the 80 topologies and 119 various access logs. The entries in bold represent the fastest time recorded over the problem instance. It is observable that LMM terminated faster than all the other techniques, followed by Greedy and GMM. If a static environment was considered, LMM with the maximum problem instance would have terminated approximately in 317.94 s (21% of the algorithm termination time). An interesting result is also observable in the cases of SA1 and SA2. With soft problem instances, SA1 terminates faster than SA2, but the trend is reversed, when the algorithms tackle hard problem instances. This is because with smaller problem instance SA2 has an extra overhead of discarding nodes from the OPEN list.
Summary of performances
In summary, based on the solution quality alone, the algorithms can be classified into four categories: (1) the high performance algorithms that include DRPA-Star, A -Star, WA-Star, and Greedy; (2) the medium-high performance algorithms of GRA and SA3; (3) the medium performance algorithms of SA1 and SA2; (4) the low performance algorithms of GMM and LMM. While considering the termination timings, LMM, GMM, and Greedy did extremely well, followed by A -Star, SA2, WA-Star, SA1, and SA3. DRPA-Star as expected finished at the bottom of the list courtesy to its sub-exponential running time.
Supplementary results
Here, we present some supplementary results that strengthen our comparative analysis reported in Section 5.5. The relative performance of the heuristics with variance in R/W ratio and system storage capacity are shown in Figs. 9(a) and (b) , respectively. The main idea behind these two plots was to show the relative performance of all the algorithms over every possible combination over all the 80 topologies and 119 access logs. In both the cases, we fix M = 3728 and N = 25, 000. The variance for the R/W ratio was measured between R/W = [0.1.0.90], and the variance for the storage capacity was The plots show the mean performance of the algorithms, with bars at the maximum and minimum limits with values of mean +1.5 times the standard deviation and mean −1.5 times the standard deviation, respectively. The shaded block represents the maximum and minimum limits with values of mean + standard deviation and mean − standard deviation, respectively. The solid line across the plots is the grand mean, the solid block ( ) represents the mean, the cross (×) represents the outliers, and the asterisk ( * ) denotes the extremes. The outliers and extremes are limited to 2 and 3 standard deviations, respectively. We are mostly interested in measuring the mean interval. With R/W variance ( Fig. 9(a) ), A -Star edges over WA-Star with a savings of 78%. Although Greedy recoded the highest RC savings (94%) its mean interval was around 76%. Among the suboptimal A-Star heuristics SA2 showed a very stable performance but SA3 recorded a higher mean interval. LMM and GMM observably performed the worst. Fig. 9(b) depicts the adaptability of the algorithms under the variance of the system storage capacity. It can be seen that all the algorithms did well in this domain. Unexpectedly, LMM and GMM which basically only exploit the storage capacity could not show a performance comparable to their counterparts. We attribute this fact to the arguments presented earlier-the bin packing algorithms only focus on local network optimization and do not have the full picture of the problem domain. Once again, A -Star edges over WA-Star, which is closely followed by Greedy. Lastly, we compare the pruning strength of the A-Star based heuristics. Ten problem instances (Table 5) were put to test. Fig. 10 shows the savings in the node expansion compared to that of DRPA-Star. Clearly WA-Star prunes more nodes than any of the other heuristics, followed by A -Star, SA3, SA2, and SA1. Table 6 reports the solution quality in terms of RC percentage for 20 randomly chosen problem instances, each being a combination of various numbers of sites and objects, with varying storage capacity and R/W ratio. For each row, the best result Table 6 Average RC (%) savings under some problem instances As we mentioned in the introductory passage, selecting the best heuristic to be used in a given environment, is a difficult task, unless thorough investigation of the heuristics under a unifying problem domain is performed. For this purpose we selected 10 heuristics from literature and extensively compared them under the variance of various system parameters. This study gives us the confidence to select a heuristic given a welldefined environment. Based on our findings, we are now in a position, where we can declare a "winner" among all the studied techniques. We poll our vote in favor of the Greedy heuristics which was originally proposed in [50] . Although, it finished second on termination time and third (counting DRPAStar which is only effective with smaller problem instances) in terms of the solution quality, yet its solution quality was always within 2-5% of A -Star. Moreover, test results showed that Greedy was considerably faster than the other high performing algorithms. Table 7 shows the numerical ranking of the algorithms based on the solution quality. The overview of results and our recommendations on the possible usage of the heuristics studied in this paper are summarized in Table 8 .
Recap of results
Concluding remarks
Replicating data across a network can be instrumental in reducing the user perceived access time. In this paper we compared and analyzed 10 static heuristics-based fine-grained (object based) data replication techniques. Selecting the best heuristic to be used in a given environment, however, remains a difficult task, since comparisons are often clouded by different underlying assumptions in the original study of the heuristic. The main purpose of this paper was to study and compare heuristics on a unifying platform with changing system parameters so as to fully understand the capabilities and limitations of the methods. The studied heuristics were thoroughly tested using an experimental test-bed that closely mimicked the Internet in its infrastructure and user access patterns. GT-ITM and Inet Internet topology generators were used to obtain 80 well-defined network topologies based on flat, link distance, power-law and hierarchical transit-stub models. The user access patterns were derived from real access logs collected at the Soccer World Cup 1998 web-server and NASA Kennedy Space Center web-server. The selection of two different access logs was necessary to compliment the pros and cons of each access log. The Soccer World Cup 1998 access log had a high volume of traffic but did not cater for the geographically distributed access load. On the other hand, the NASA Kennedy Space Center access log had diverse spatial and temporal access requests. Using this setup, the heuristics were evaluated by analyzing the system utilization in terms of reducing the communication cost incurred due to object transfer(s) under the variance of server capacity, object size, read access, write access, number of objects and sites. Based on our observations, we made detailed suggestive uses of each and every heuristic and identified the circumstances in which they are deemed useful.
Our main observations are as follows:
1. Replica placement algorithms should incorporate the knowledge of network topology, clients' access requirements, and possibly the psychological aspects that affect the access frequencies. 2. Care should be taken when to invoke a replica placement algorithm. Studying the past user access trends can potentially help the designers to effectively determine the (exact) time when to invoke the algorithm. 3. The relative performance of the replica placement algorithms is not the same across the access logs (Soccer World Cup 1998 and NASA Kennedy Space Center), network topologies (flat, link distance, power-law, and transit-stub), system parameters (capacity, read/write ratio, number of sites and objects). It would be extremely useful to identify the environment before the choice of deploying a particular algorithm is undertaken. 4. As demonstrated in this study, there is no single replica placement algorithm that can cater for all the possible scenarios. This study can be used as a benchmark for selecting algorithms (proposed in this paper or otherwise) to effectively tackle the underlying system environment.
Our suggested line of action for the content distributors or network managers who would like to incorporate this study in their network management portfolio is as follows:
1. Obtain the approximate (if not the exact) network topology.
This may be a daunting task, but nonetheless an approximate measure of the network topology would be extremely useful in obtaining a closed form cost model. 2. Gather all the system parameters such as, system storage capacity, number of objects and sites. This is relatively an easy task, since the content distributors or network managers would have first-hand information about the number of objects that they want to replicate and the number of potential sites onto which they expect replication. Once the number of sites in the system is known, the system storage capacity would simply be an aggregation operation. 3. Observe the access patterns of the clients and extract the spatially and temporally distributed workload so that read/write ratios in correspondence to the system parameters can be obtained. This task can be performed by processing the access logs to reflect their spatial and temporal properties and project the write access using methods (IP clustering, relative object size variance) articulated in this paper. 4. Using system parameters and access patterns determine the relocation time for the replica placement algorithm based on the simple aggregate access graph method.
Once the above stated four steps are undertaken, the selection of a preferred heuristic (or a set of heuristics) should exhibit balance between: (1) execution time, (2) memory utilization, (3) solution quality, and (4) adaptation for altering system parameters.
If frequent replica relocations are required, then the portfolio should incorporate algorithms that generate replica schemas in a fast turn around time, such as GMM and LMM. If relocation is required only once for every 24 h, then the Greedy algorithm would be the best choice. On the other hand, if relocation is required, say once every week, then perhaps A -Star or WAStar can be deployed.
Identifying replica schema would necessitate content distributors or network managers to simulate the network onto their workstations, requiring the optimization of memory used for simulation. Thus, low memory utilizing heuristics such as LMM, GMM, and Greedy may be preferred over medium or high memory utilizing heuristics such as SA1, SA2, SA3, GRA, and others.
Execution time and memory utilization may be an important factor in selecting heuristic(s), but most importantly one would be interested in the solution quality of the heuristic. High solution quality heuristics, namely, A -Star, WA-Star, and Greedy maybe preferred over the medium quality heuristics, such as GRA, SA2, and SA3. In many scenarios the general measure of solution quality may not be an adequate criterion to select a heuristic. With the changing dynamics of the system choices may change. For instance:
1. Changes in the system storage capacity may require the content distributors or network managers to choose between either the set of heuristics that construct solution(s) incrementally (such as, Greedy, LMM, and GMM) or the set of heuristics that develop combinatorial (A-Star, A-Star based heuristics, and GRA) solution(s). Execution time and memory utilization may simply be overlooked. 2. Variation in the read/write ratio is catered well by heuristics that construct combinatorial solutions, thus contrary to the situation (change in system storage capacity) where such type of heuristics were an ill-choice, they may become an excellent choice. However, we do not have to struggle with these two polar choices. The Greedy heuristic which is an incremental method, furnished high solution quality with altering read/write ratio.
In essence, one has to make a very educated guess by incorporating every possible variation of the system parameters to select a heuristic for an effective and efficient replica placement.
