Abstract
(In other words, in all decompositions of two equal Sturmian morphisms letter E occurs exactly 48 at the same index.) 49 This implies in particular that the length |f | (the number of occurrences of single morphisms 50 E, G andG in f ) is a well-defined number because, under the assumption that E 2 never appear in 51 the decomposition of a morphism, all decompositions of a given morphism have the same length.
52
We will also use the notation |f | x to denote, in a given decomposition of the morphism f , the 53 number of occurrences of x in this decomposition of f (x ∈ {E, G,G}). From what preceed, for 54 a given Sturmian morphism f the number |f | E is the same for all decompositions of f .
55
Now, if we consider the infinite set of relations of the previous presentation of St as a 56 symmetric rewriting system S then S is locally confluent: every two elements with a common 57 ancestor share a common descendant (this is because each relation is invertible). This implies 58 that, at each step, we can always choose to apply any of the possible rewriting rules to go from 59 one decomposition to another without changing the result.
60
In the following, we will work with the rewriting system S, considering that if two Sturmian 61 morphisms f and g are equal (f = g) then the reduced words f and g (in St \ StE 2 St) are 62 S-equivalent (f ≡ g). In particular, from Lemma 2.1, if f ≡ g then |f | = |g| and f i = E if and 63 only if g i = E, 1 ≤ i ≤ |f |.
64
To end these preliminaries, we recall that the set St is left and right cancellative [7] , i.e., if 65 f , g and h are Sturmian morphisms then f 
71
Let f be a morphism on A. If there exist a letter c ∈ A and a word u ∈ A + such that 72 f (c) = cu and, for every non-negative integer n, |f n+1 (c)| > |f n (c)| then f generates an infinite 73 word, x = lim n→∞ f n (c). Notice that if f generates an infinite word x then x is a fixed point 74 of f , i.e., x = f (x) (of course the converse is false since, for example, Id A (x) = x for every 75 word x but the identity morphism never generates any word). To end, it is noteworthy that,
76
since A is a two-letter alphabet then either f or f 2 generates an infinite word, or no power of f 77 generates an infinite word.
78
In his proof of Theorem 1.1 given in [8] , Séébold considers two morphisms f and g generating 79 the same Sturmian word and concludes that f • g = g • f and f n = g m for some integers n, m.
80
Then he writes (this is the end of the proof): "f n = g m and f g = gf imply that the words 81 f and g are powers of the same word and thus that the morphisms f and g are powers of the 82 same morphism." The gap is here because, due to the presentation of St, the set of all Sturmian 
The complement

88
The solution is given by the following proposition. for some integers n ≤ m, then there exists a Sturmian morphism h such that f = g • h.
91
With this proposition, the gap is ruled out by Corollary 4.3 below which should replace the 92 end of Séébold's proof in [8] . The proof of this corollary needs an intermediate useful lemma. Proof. The "if" part is trivial.
96
For the "only if" part, let us remark that if f is a Sturmian morphism then
Consequently, the only possiblity to have Proof. Here, because G andG do not generate any Sturmian word, we use morphisms ϕ andφ.
104
It is well known (and immediate since ϕ = G • E andφ =G • E) that St = {ϕ,φ, E} * .
105
First of all, let us remark that f and g are not Id A nor E because the identity morphism
106
Id A and the exchange morphism E do not generate any infinite word.
107
The proof is by induction on max(|f |, |g|).
108
If max(|f |, |g|) = 0 then f and g are the empty morphisms which do not generate any word.
109
Therefore |f | ≥ 1 and |g| ≥ 1.
110
Suppose |f | ≥ |g|. From Proposition 4.1, there exists a Sturmian morphism h such that
because St is left cancellative. If h = Id A then f = g. Otherwise |h| ≥ 1 and, from Lemma 4.2,
integers k, ℓ and a Sturmian morphism h ′ such that g = h ′k and h = h ′ℓ . Thus f = h ′k+ℓ .
118
Before proving Proposition 4.1 we need to establish some intermediate lemmas.
119
Lemma 4.4 Let f , α, β be three Sturmian morphisms.
120
• If f has a decomposition f ≡ GαGβ with |α|G = 0 and |α| E odd, then all decompositions 121 of f begin with G.
122
• If f has a decomposition f ≡GαGβ with |α| G = 0 and |α| E odd, then all decompositions 123 of f begin withG.
124
Note that, on the other hand, if f has a decomposition f ≡ GαGβ with |α|G = 0 and |α| E even,
125
then there exists a decomposition of f beginning withG (and the same is true, exchanging G 126 andG).
127
Proof. We prove the first assertion (the proof of the second one is exactly the same, exchanging 128 G andG).
129
So, let f , α, β be three Sturmian morphisms such that f has a decomposition f ≡ GαGβ 130 with |α|G = 0 and |α| E odd.
131
First note that, from Lemma 2.1, no decomposition of f can begin with E.
132
We proceed by induction on |f |. Necessarily |f | ≥ 3 and when |f | = 3, f = GEG has a 133 unique decomposition over {G, E,G} (without factor EE) and in this case the result holds.
134
Assume now that |f | > 3.
135
Consider first that |α|
E = 1. Then α ≡ G k 1 EG k 2 , k 1 , k 2 ≥ 0 and f ≡ G k 1 +1 EG k 2G β.
136
From the presentation of St, f admits a factorization beginning withG only ifGβ admits a 137 factorizationGβ ≡ G k 3 EGγ with k 3 > 0, and γ ∈ {G,G, E} * . But, since |G k 3 EGγ| = |Gβ| < 138 |f |, by induction, this is not possible.
139
Consider now that |α|
δ ∈ {G, E} * , and f ≡ GG k 1 EG k 2 EG k 3 EδGβ. Observe that |Eδ| E = |α| E − 2 is odd and 141 |G k 3 EδGβ| < |f |. Therefore by induction G k 3 EδGβ has no decomposition beginning withG, 142 which implies this also holds for f because k 2 ≥ 1.
143
Lemma
146
If α begins with G k ′G for some integer k ′ then, from Lemma 4.4, no decomposition of G k+1 Eα 147 can begin withG. Therefore α ≡ G k ′ Eα ′ with k ′ ≥ 1. In this case the only possibility for f 148 to have a decomposition beginning withG is that α ′ has a decomposition beginning withG.
149
Consequently, a decomposition of f begins with 
160
The
166
Two cases have to be considered.
168
• If q 0 ≥ 1 then every decomposition of f ends with EG k because only one occurrence 169 ofG in the block G p 0G q 0G can be changed in G, implying that no rewriting rule 170 using E can be applied to the end of the decomposition of f .
171
• Otherwise, p 2 ≥ 1 and
and from f • g = g • f , we have
Now, four cases have to be considered following the value of v 1 .
In this case, since |v 1 | ≥ |v 2 | (because |f | ≥ |g|), v 2 = ε. Therefore f = uG and g = uG.
206
In particular |f | = |g|, so n = m.
207
Two cases are possible:
208
• |u| E = 0. In this case, u ≡ G rGs for some non-negative integers r, s and then
, a contradiction with f n = g m .
210
• |u| E ≥ 1. In this case, u ≡ G rGs Eu ′ for some non-negative integers r, s and u ′ does 211 not begin with E.
212
Equation (1) gives G rGs Eu ′ GG rGs Eu ′ Gf n−2 ≡ G rGs Eu ′G G rGs Eu ′G g n−2 . Since
213
St is left cancellative, this means GEu ′ Gf n−2 ≡GEu ′G g n−2 . But, from Lemma 4.4,
214
if u ′ begins with G then all decompositions ofGEu ′G g n−2 begins withG and if u ′
215
begins withG then all decompositions of GEu ′ Gf n−2 begins with G.
216
Consequently, u ′ = ε and Equation (2) gives GEG ≡GEG, a contradiction.
217
2) v 1 = G ℓ 0 for some integer ℓ 0 ≥ 1
218
In this case, since |v 1 | ≥ |v 2 | and from Equation (1), v 2 =G k 0 , k 0 ≤ ℓ 0 .
219
• If |u| E = 0 then u ≡ G rGs for some non-negative integers r, s and Equation (1) gives
222
• If |u| E ≥ 1 then u ≡ G rGs Eu ′ for some non-negative integers r, s and Equation (2) 223 gives withG when f n ends with E, a contradiction with Equation (1) and Lemma 2.1.
229
Since v 1 ≡ G ℓ 0 E and v 2 ≡G ℓ 0 E, Equation (1) gives
Again, from Lemma 4.5, ℓ 0 = 0.
230
Therefore, v 1 = v 2 = E, and Equation (1) gives GEuGEf n−2 ≡GEuGEg m−2 .
231
• If u = ε, then the left part of this equivalence contains only occurrences of G when 232 its right part contains only occurrences ofG, a contradiction. 
237
Henceforth, u = Eu ′ and, since
obtain f ′n = g ′m , and from
Then f ≡ uG ℓ 0 +1 EG ℓ 1 v ′ 1 and Equation (2) gives
If v ′ 1 ends with E then, as previously, v 2 ends with E and Equation (3) remains the same 244 without this last occurrence of E.
245
Thus our assuming that G ℓ 1 v ′ 1 ends with G (and thenGv 2 ends withG). In this case, since
Lemma 4.6.
250
In the four cases, the assumption that f i = G and g i =G for some index i, 1 ≤ i ≤ |g|, leads to 251 a contradiction.
252
This implies that there exist one decomposition of f and one decomposition of g such that Before starting the proof of Theorem 1.1, we need to define some terminology and to recall some 257 results from [8] .
258
Result 5.1 ([8] , Theorem 2) Let f : A * → A * be a morphism. The following three conditions 259 are equivalent: 
271
Then g is a conjugate of a characteristic morphism f which generates a word y having the same 272 set of factors as x.
273
A morphism is primitive if it is not a power of another morphism. f the standard morphism of which g is a conjugate then, for all u ∈ A * , the word g(u) is a 287 conjugate of the word f (u).
288
Proof of Theorem 1.1.
289
Let f and g, be two morphisms on A which generate the same Sturmian word x. Since 1 Notice that, since these two words are characteristic words with the same set of factors, they are equal (see, e.g., [5] ). This argument was used in Séébold's original proof [8] , but there, this property was not explicitely proved. This is why we choose here to do not use this equality and to show that results explicitely proved in [8] are sufficient to conclude.
