Abstract For a mechanical system it often arises that its planned motion will need to be corrected either to refine an approximate plan or to deal with disturbances. This paper develops an algorithmic framework allowing for fast and elegant path correction for nonholonomic underactuated systems with Lie group symmetries, which operates without the explicit need for control strategies. These systems occur frequently in robotics, particularly in locomotion, be it ground, underwater, airborne, or surgical needle steering. Instead of re-integrating an entire trajectory, the method alters small segments of an initial trajectory in a consistent way so as to transform it via symmetry operations. This approach is demonstrated for the cases of a kinematic car and for flexible bevel tip needle steering, showing a prudent and simple, yet computationally tractable, trajectory correction.
Introduction
In practice, mechanical systems drift. Be it due to unexpected disturbances or in order to refine a coarse plan, corrective motion planning seeks to efficiently adapt a given trajectory in an elegant way. This is of particular interest in the agile control of underactuated nonholonomic systems. The nature of these systems is that certain degrees of freedom can only be controlled in a coupled manner (if at all). This makes it computationally hard to determine simple and valid trajectories [3, 10] , thus it is preferable to efficiently adapt a given trajectory in an elegant way without having to start anew. Even in cases where explicit control laws are available, pure pursuit tracking is likely to produce unwanted artefacts due to its myopic nature [5, 12] . Taking a larger horizon into account increases algorithmic and computational Konstantin Seiler, Surya P. N. Singh, Hugh Durrant-Whyte Australian Centre for Field Robotics, University of Sydney, e-mail: {k.seiler,spns,hugh}@acfr.usyd.edu.au complexity, but enables alterations to the path in an elegant way. An example of such corrections is illustrated in Figure 1 . Mechanical systems frequently exhibit symmetries that can be represented as Lie groups of translation or rotation [8, 13, 16] . Exploiting this can allow for elegant trajectory corrections in a computationally tractable way. This is valuable as the degrees of freedom represented within this symmetry group are often the ones that are only indirectly modifiable, and thus hard to control. For example, for most vehicles (be it submersible, ground, or airborne) properties such as thrust, speed and turning rate can be easily influenced; whereas, the position and heading are hard to control. As the latter often exhibits aforementioned symmetries, these methods allow for efficient planning and control of this subset.
Towards this, an algorithmic framework is introduced that allows for elegant planning and control systems that exhibit symmetries but are hard to control due to nonholonomic constraints. The method works without prior knowledge of control strategies specific to the system at hand. Further, it can be used either as an aid within an existing planning technique such as rapidly exploring random tree (RRT) or probabilistic roadmap (PRM) algorithms [10] ; or, as presented here, on its own in order to adapt an existing trajectory and partly replace a classical controller.
This approach generalises on the use of Lie group actions for gap reduction during RRT planning. Cheng [4] , for example, introduced a method to insert coasting trajectories into an existing trajectory in order to reduce gaps that arise during sampling based planning. That approach is likely to perform well for twisted paths but it comes short for less twisted ones as there is no possibility to shorten any part of an initial trajectory to recover from overshooting. The algorithm presented overcomes this problem by actually altering existing segments of the initial trajectory in a consistent manner.
The following discussion is framed on the assumption that an initial path has been obtained, but needs to be corrected as it does not reach the desired goal. Such corrections might be necessary due to gaps arising from sampling based planners, dynamic changes in the environment, or due to disturbances. Furthermore the algorithm is designed under the assumption that the initial path is up to some degree surrounded by free space, but may still contain narrow doorway situations. For ease of presentation, this work concentrates on altering degrees of freedom represented by aforementioned symmetry groups. It is understood that the remaining degrees are dealt with via a classical planning or control methods [10] .
The remainder of this paper is structured as follows. Section 2 develops the mathematical model and introduces the basic concepts for trajectory alteration. Section 3 presents the algorithmic framework for situations without obstacles and shows results of its application to the (kinematic) car tracking and flexible needle steering problems. This is extended to the cases with obstacles in Section 4. Finally, Section 5 summarises the ideas presented and discusses future applications.
Mathematical Model

Basic definitions
Kinodynamics can be defined on a state space X, which itself is a differentiable manifold with a metric [10] . The subset X obs ⊆ X denotes the states that have obstacles, and its complement X free := X \ X obs is the viable free space. For clarity of presentation, an obstacle free setting (X obs = / 0) is assumed (cases with obstacles will be tackled in Section 4). The space U ⊆ R n represents the the system's control inputs. System progress is modelled via a set of ordinary differential equations (ODE)
for x ∈ X and u ∈ U. It is assumed that the reader is familiar with the notion of Lie groups. An introduction to the topic can be found, for example, in [1, 11] . Let G be a Lie group acting on X and let the operation be invariant under the equations of motion. That is, there exists a multiplication law for elements g ∈ G and x ∈ X, such that gx ∈ X, and for every trajectory x(t) : I ⊆ R → X fulfilling equation (1) , the product gx(t) also fulfils (1). This setting often allows for a decomposition of the state space X in the form X = Z × G where the manifold Z is the base space and the Lie group G is denoted the fibre component. 1 The projections from X onto its components Z and G are denoted π Z and π G respectively. Common examples of such invariantly acting Lie groups arising from the system's symmetry group, are translations (R n ), rotations (SO(2), SO(3)) or combinations thereof (SE(2), SE(3), R 3 × SO(2), . . . ). Applying this framework to the example of a kinematic car yields a state space X containing five dimensions, denoted speed v, turning rate ω, position x and y, and heading θ . The control inputs U contain two dimensions, acceleration a and change in turning rate ρ. The equations of motion arė
Since the car's behaviour is independent of position and heading in the sense that, if a valid path is translated or rotated, the resulting path is equally valid, as illustrated in Figure 2 , these dimensions form a symmetry Lie group to the system. Thus G should be set to be the group of Euler transformations, SE (2) , representing x, y and θ . The remaining base space Z is spanned by a and ρ. Thus Introducing some notation simplifies matters. Let I ⊆ R be a closed finite interval. Then I − and I + denote the lower and upper boundary values respectively, such that
A time dependent control input is considered to be a function u : I u → U that maps from a closed finite interval I u ⊆ R into the control space U. Integrating such a control input over time via the ODE (1) gives raise to a path in state space X that is dependent on an initial state x 0 and time t. Such integrated paths can be written as functions Φ u (x 0 ,t) : X × I u → X with the propertieṡ
→ X is defined as the concatenation of the two functions u and v such that
This notation may also be used in cases where
In these cases a suitable reparameterisation of I v is performed implicitly. Note that when using this notation for two integrated paths in state space X, the concatenation results in a single continuous path if and only if the final state of the first path coincides with the initial state of the second path. When this is the case, the resulting path is equivalent to integrating the concatenated control inputs directly, thus
Trajectory transformations
It is hard to find a solution for the planning problem of connecting two predefined points x start and x goal in X [3, 9] . In the general case, this leads to running a search over all time varying control inputs. As the space of all possible control inputs is in general too big to search exhaustively, many algorithms focus on relatively small subsets and run a search over a discrete path set [6] or run a non-linear optimisation algorithm on a continuous path set [7] . The former, by its nature, can only reach a discrete subset of X, where as the latter typically involves re-integrating the whole trajectory Φ u (x start ,t) in each step of the optimisation process.
Using operations given by a Lie group to transform a valid trajectory allows for the reuse of large parts of a previously calculated Φ u (x start ,t) as long as changes to the trajectory happen in a compatible way. Thus searching a continuum can be done without complete re-integration.
Let u and v be two time dependent control inputs that differ in some region, but coincide otherwise. They can be split up as
where u 1 and u 3 represent the parts that are common to both. Note that the lengths of the middle segments I u 2 and I v 2 do not necessarily have to be equal. Starting both trajectories at a common initial state x 0 ∈ X yields
In general, equality of the third part of the control inputs, u 3 , cannot be used, as the final states of the middle segments,
), need not coincide. Using different states as initial states for the third part of the path can result in a variety of different trajectories as illustrated in Figure 3 . If however it is assumed that the final states of the middle segments u 2 and v 2 only differ on the fibre component G but coincide on the base space Z, the similarity of the third parts of the trajectory can be exploited. Having equality on the base space as in
implies there exists a transformation g ∈ G such that
In the case of the kinematic car, equation (2) can be interpreted as having identical speed v and turning rate ρ. Then equation (3) yields the translation and rotation necessary to transform one state into the other. Because the equations of motion are invariant under translation and rotation, the resulting third parts of the paths will be translated and rotated versions of each other as illustrated in Figure 4 . In the general Fig. 4 A car (rectangle) follows two different paths resulting from control inputs that only differ on a region in the middle but are identical otherwise. The paths coincide up to the first marker (dot). After that, the paths differ. However at the respective second markers, speed and turning rate are identical for both paths and thus the remaining parts of the path are the same, just transformed.
case, the same line of reasoning on invariance yields
Looking at this result from a viewpoint of computational complexity, equation (4) can save calculation time. Given Φ u , the computational cost of Φ v is mainly the cost of integrating the second segment given by v 2 . The third segment defined by u 3 can be calculated directly by the use of group operations. In particular, during nonlinear optimisation, the final state Φ v (x 0 , I + v ) is typically the only one of interest. Thus, there is no need to actually transform the whole third segment of the path. Instead one can determine the trajectory's final state directly. As a result, the cost for Φ v (x 0 , I + v ) is linear in the size of I v 2 .
Optimising a trajectory
Given a time dependent control input u and a corresponding trajectory Φ u (x 0 ,t), one might be able to find an alteration u c that stretches (or compresses) the trajectory's behaviour on the base space Z over time. That is
for a stretch factor 0 < c ∈ R. In particular, this yields identical final states on Z,
In the case of the car, for instance, this could map to reduced accelerator commands resulting in a longer distance travelled by the time the target speed is reached. While the stretching operation does not change the end result on the base space Z, it does alter the fibre G, thus emphasising or weakening features of the trajectory. For the car, the stretching operation can be calculated by dividing the control inputs a and ρ by c while multiplying the time they are applied by c.
Combining the results obtained so far, an efficient tool for altering a trajectory during a non-linear optimisation process can be built. Let Φ u (x 0 ,t) be a trajectory given by a split control input u = u 1 * . . . * u n and starting point x 0 ∈ X. Changing a single u i to u c i i =: v i results in a Lie group operation g i ∈ G as of equation (3). Repeating this, one is able to alter several or even all segments of the path at once in order to get a new control input
where all v i result from some u c i i . In cases where c i = 1, and thus the segment is unaltered, the corresponding g i is set to the identity element 1 ∈ G without further calculation. Assuming Φ u (x 0 ,t) is given and the changed segments
),t) and transformations g i have been calculated, the new trajectory Φ v (x 0 ,t) is computed efficiently using group operations only. Iteratively applying (4) yields
and thus
In particular, one can write the final state of the trajectory as
Clearly not much is saved in cases where all segments of the trajectory have been changed (i.e., all c i = 1). However, if only a small fraction of the control input has been altered, then it is only necessary to re-integrate the fibre component of those altered segments. Thus the computational cost for calculating the new trajectory, or directly its end point, is linear in the length of the changed segments plus the cost of a few additional group operations.
Note that it is possible to perform the calculations of g i and
),t) separately for each segment, independent of what is done to other segments. Thus, for another transformation using some c ′ i , all results where c ′ i = c i can be reused. This speeds up things significantly for gradient calculations as will be detailed later and also allows for parallel computation. 5 A scaling operation has been applied to the bold segments of the left hand path to derive the right hand trajectory. Only the bold segments had to be re-integrated, the remainder is identical.
Path Correction Algorithm without Obstacles
For path correction, it will be assumed that an initial path Φ u (x 0 ,t) as well as its control input u and initial state x 0 have been given. Furthermore, the path's final state Φ u (x 0 , I + u ) does not coincide with the goal x goal , but is somewhat in the vicinity of it. The objective is to alter the trajectory Φ u in such a way that its final state matches x goal . It will be assumed that the correction needs to be done in the fibre component only and that there are no obstacles present. This will be achieved in two steps: (1) a small and suitable set of path segments will be selected for stretching operations; (2) matching stretching factors c i will be determined for said segments.
When selecting path segments, it is advantageous to select exactly as many segments as there are dimensions in the Lie group G. Using less segments results in too few degrees of freedom when altering the trajectory and thus failure to span a whole neighbourhood of the final state Φ u (x 0 , I + ). Using more segments than dim G leads to undesired behaviour as the solution is no longer unique. Furthermore, segments are chosen in such a way that the directions they move the trajectory's final state into have the potential to span the space well as illustrated in Figure 6 . This can be formalised by considering the derivatives
where, as above, v represents the control input u with some segments u i replaced by their scaled versions u c i i . Again, g i ∈ G denotes the resulting Lie group transformation. The quality of a selection of dim G segments can then be measured by analysing the condition of the resulting Jacobian
where the derivatives in the matrix on the right hand side are written as column vectors. If the matrix's condition is small, it has the potential to span the space well. Since each column of J in equation (7) is independent of the remaining segments, the derivative has to be calculated only once. Thus, in practise, a solution is to select a larger set of non-overlapping segments and out of that then randomly draw selections of dim G elements for further testing. The selection with the smallest condition of the resulting Jacobian is then chosen. An exhaustive search for the optimal selection is not necessary since it is sufficient to remove poor candidates. Taking a few random samples is often enough.
As optimisation algorithms typically work by minimising a target function [2] , here the distance of the path's final state to the goal, it might seem tempting not to use the condition of the final state's Jacobian as presented here, but instead estimate the convergence rate of that target function directly via its second order approximation and the eigenvalues of the Hessian [4, 15] . In tests however this proved to perform poorly.
Once a set of segments is chosen, the values for the c i need to be determined in order to actually improve the trajectory. Therefore a target function f (c 1 , . . . , c dim G ) is defined as the distance between Φ v (x 0 , I + v ) and x goal . It is then minimised using a Conjugate Gradient method [2, 15] . Estimating the gradient of f at (c 1 , . . . , c dim G ) is done by taking into account the function value f (c 1 , . . . , c dim G ), as well as those resulting from going a small step into each direction, f (c 1 , . . . , c i + ε, . . . , c dim G ), naively resulting in dim G + 1 integrations for each segment. However, since only two distinct values, c i and c i + ε, are used for each dimension of G, the calculated g i can be recombined to obtain all function evaluations necessary. Thus, the cost to estimate a gradient is two integrations per segment plus some group operations.
Pseudocode for this algorithm is presented in Algorithm 1. It was used for the path depicted on the right hand side of Figure 1 as well as the example presented in Figure 7 . Implementing this algorithm for more complex 3D cases, such as bevel tip needle steering, the state space X consists of eight dimensions: Insertion speed v, turning rate ω as well as six degrees of freedom representing position and orientation in three space. Thus the base space Z represents v and ω whereas G equals the group of Euler transformations SE(3). Following previous notation in this do- Fig. 7 A car (rectangle) is trying to reach the goal (dot). The dashed line shows the initial path that fails to reach the goal. By altering the segments depicted in bold, the solid path is created. [14, 16] , SE(3) is represented using homogeneous 4 × 4 matrices g = R t 0 1 where R ∈ SO(3) is a rotation matrix and t ∈ R 3 represents translation. The control space U has two dimensions, acceleration a =v and change in turning rate ρ =ω. The remaining equations of motion are given by
Algorithm 1 Path correction algorithm without obstacles
where the constant κ is the curvature of the needle's trajectory and se (3) is the Lie algebra of SE(3). An example for path correction using this system is presented in Figure 8 . 
Path Correction Algorithm with Obstacles
When dealing with obstacles, an inversion of perspective is helpful. Up to now the initial path was considered to start at the robot's current state and the final state was then optimised. However, it is equally valid to anchor the initial path at the goal state x goal and consider the robot to be at a state x curr that does not coincide with the path's initial state x start = Φ u (x start , I − u ). It will be assumed that the initial path is a collision free trajectory Φ u (x start ,t) with Φ u (x start , I + u ) = x goal . X obs does not have to be empty, but it is assumed that there is a certain amount of free space surrounding the trajectory most of the time that can be used for corrective actions. The robot is currently at x curr and is following a path defined by v that is derived from, but that might not coincide with u. So Φ v (x curr ,t) does not necessarily reach the goal x goal . Allowing a discrepancy between u and v is advantageous when making multiple corrections; for example, when repeated online calculations are performed while executing a path under disturbances. In this setting, the initial path u will be kept constant during the whole process, while alterations are made to v only.
If no collisions occur in Φ v (x curr ,t), alterations to v can be made directly using the path correction algorithm without obstacles (Algorithm 1). Otherwise, in case of collisions, the first point of collision is found as . To get around the obstacle, it is necessary to correct the path in two steps, first Φ v 1 (x curr ,t) using a new intermediate goal x new ∈ X free and then v 2 .
Algorithm 2 Path correction algorithm with obstacles
To define x new , the colliding point
) is pulled towards the corresponding point x orig of Φ u (x start ,t) where, due to scaling operations performed on v, the time t is not necessarily identical for u and v any more. This is done by parameterising a straight line connecting x orig with Φ v 1 
). 2 Using s, the intermediate goal is defined as 2 Note that, as states already coincide on the base, the line s only has to be defined in G and is constant in Z. In most cases, it is intuitive what a suitable choice for a straight line within G should be and how it can be implemented easily. In less obvious cases, the exponential map exp : g → G can be used, where g is the Lie algebra of G.
)) be the difference between the two states to connect. The points have to be close enough such that d lies within the identity component of G (i.e. the image of exp), as otherwise an easy connection is not possible. Then the line can be defined as
where n is the smallest n ∈ N such that s(α n ) ∈ X free and α ∈ [0, 1). The convergence rate α determines how fast the trajectory should be pulled back towards the original path and away from the obstacle. A large α results in staying closer to the obstacle and thus in a higher change that future corrections are necessary; a smaller α on the other hand pulls the trajectory more aggressively towards the original trajectory, preventing effective use of the available free space. The presented implementation uses α = 1 / 2 .
Using x new , the path correction algorithm without obstacles is run over v 1 to get a new plan w 1 and thus w = w 1 * v 2 . If Φ w 1 (x curr ,t) is collision free, the process continues by recursively applying the path correction algorithm with obstacles on v 2 . If Φ w 1 (x curr ,t) is in collision, two cases have to be considered. If the final state
) is in collision, the optimisation run did not reach x new properly because the path given by v 1 was too short for the algorithm to perform well. In cases where v 1 is not the first part of the path due to a recursive call, w (and thus v 1 ) can be extended and a new attempt can be made. Otherwise the system is considered too close to an obstacle for suitable correction, and the algorithm is considered failed. If the final state Φ w 1 (x curr , I + w 1
) is in X free , the optimisation run was successful but the alteration introduced a new collision. Then a recursive call on the altered plan w and the starting point x curr is necessary to get rid of the newly introduced collision. Pseudocode for the complete framework is given in Algorithm 2.
The algorithm can be used either offline within another planning framework (e.g. PRM, RRT) [4, 10] or online while tracking a previously planned path. When applied Fig. 9 A car tracking a path (thin solid line) through terrain with obstacles to reach the goal (dot). While driving, base space and control inputs (v, ω, a and ρ) are disturbed by random errors in form of a Wiener process. Errors on the base space are corrected by use of a feedforward controller with a saturation function, while resulting errors in position and heading are corrected repeatedly using the path correcting algorithm. The actual path taken is depicted by the bold solid line and the currently planned path that is to be followed is shown by the dashed line. in the latter approach, it is important that the initial trajectory u is kept unaltered during the whole process. Examples of how the algorithm performs are presented in figures 9 and 10.
Conclusion
An algorithmic framework was presented that allows for elegant and fast path correction while preserving the character of the initial trajectory, thus eliminating the need for expensive re-planning from scratch. The algorithm has been implemented for a kinematic car as well as for needle steering and simulations for the system's behaviour under disturbances have been performed. Future work will include implementing the system on experimental field systems currently under development.
