Brain damage is associated with linguistic deficits and might alter co-speech gesture production. Gesture production after focal brain injury has been mainly investigated with respect to intrasentential rather than discourse-level linguistic processing. In this study, we examined 1) spontaneous gesture production patterns of people with left hemisphere damage (LHD) or right hemisphere damage (RHD) in a narrative setting, 2) the neural structures associated with deviations in spontaneous gesture production in these groups, and 3) the relationship between spontaneous gesture production and discourse level linguistic processes (narrative complexity and evaluation competence). Individuals with LHD or RHD (17 people in each group) and neurotypical controls (n = 13) narrated a story from a picture book. Results showed that increase in gesture production for LHD individuals was associated with less complex narratives and lesions of individuals who produced more gestures than neurotypical individuals overlapped in frontal-temporal structures and basal ganglia. Co-speech gesture production of RHD individuals positively correlated with their evaluation competence in narrative. Lesions of RHD individuals who produced more gestures overlapped in the superior temporal gyrus and the inferior parietal lobule. Overall, LHD individuals produced more gestures than neurotypical individuals. The groups did not differ in their use of different gesture forms except that LHD individuals produced more deictic gestures per utterance than RHD individuals and controls. Our findings are consistent with the hypothesis that co-speech gesture production interacts with macro-linguistic levels of discourse and this interaction is affected by the hemispheric lateralization of discourse abilities.
Introduction
The integration of gesture and speech when people communicate starts early in development (e.g., Capirci et al., 1996) . Gesture and speech also share overlapping neural substrates (e.g., Bernard et al., 2015; Gentilucci and Volta, 2008; Green et al., 2009; Xu et al., 2009) . After focal brain injury, gesture might compensate for or facilitate speech in cases of verbal impairment (e.g., Ahlsén, 1991; Akhavan et al., 2017a; Akhavan et al., 2017b; Cicone et al., 1979; Cocks et al., 2007; Feyereisen, 1983; Glosser et al., 1986; Göksun et al., 2015; Herrmann et al., 1988; Hogrefe et al., 2012; Lanyon and Rose, 2009; Pritchard et al., 2015; Scharp et al., 2007) . Because most studies focus on people with injury to one or the other hemisphere and because they typically use different methods in their approach, it has been difficult to directly compare left and right hemispheres' contributions to gesture-speech interactions (for a review, see Hogrefe et al., 2016) .
Few studies have compared the two hemispheres' roles in gesture (e.g. Blonder et al., 1995; Göksun et al., 2015; Göksun et al., 2013; Hadar et al., 1998; Hogrefe et al., 2016; Rousseaux et al., 2010) . These studies have not settled uncertainties about relative importance of each hemisphere in co-speech gesture production. To address this gap in literature, we investigated the relationship between gesture use and discourse of individuals with left hemisphere damage (LHD) and right hemisphere damage (RHD). Gesture and narrative production was elicited via a story-telling task. In different analyses of the same task, first, we compared the three groups for gesture types used in this narrative task. Second, we investigated the neural correlates of deviations in spontaneous gesture production in a narrative setting. Third, we asked if gesture use was related to macro-level discourse competence in spontaneous narratives.
Only a few studies have investigated specific brain areas associated with spontaneous gesture production (e.g., Bernard et al., 2015; Göksun et al., 2013 Göksun et al., , 2015 Hogrefe et al., 2017) . Gesture production after brain damage is frequently investigated in terms of comprehensibility or quality of gestures (Hogrefe et al., 2017) or for a specific linguistic category (e.g., spatial language gestures in Göksun et al., 2013 Göksun et al., , 2015 . Studies on neural correlates of gestures usually rely on settings where people produce pantomimes on command or tool-related gestures (e.g., Buxbaum et al. 2014; Häberling et al., 2016) . However, co-speech gestures are different than emblems, pantomime gestures, or self-touch and grooming as co-speech gestures rely on the speech for their occurrence (McNeill, 1992) . Besides, such artificial settings do not provide an ecologically valid context for studying spontaneous co-speech gesture production (for a discussion, see Bernard et al., 2015) . Subtypes of gestures also differ with respect to the functions they serve during story telling. Yet, the literature on the neural substrates of gestures usually reports content-carrying gestures alone (Bernard et al., 2015; Leonard and Cummins, 2011) . In that sense, including gesture subtypes that are less emphasized in the literature (e.g., beat gestures) in a naturalistic setting would extend our understanding of the relationship between spontaneous co-speech gestures and discourse-level competence, as well as its neural substrates.
According to "Kendon's continuum," gestures can be classified based on the degree of their symbolism and the need for accompanying speech. At the two extremes of this continuum lie gesticulations and sign language (McNeill, 1992) . Gesticulations are the most frequent type of gestures and are usually produced with speech (Kendon, 1988) . McNeill and Levy (1982) divided gesticulations into four categories as iconic, metaphoric, deictic, and beat.
Iconic gestures are related to the semantic content of speech such that their form depicts the meaning by similarity. They support story-telling by illustrating a concrete event or object in the narrative (Kendon, 1988) . Metaphoric gestures also convey meaning, but they do so indirectly as in a non-literal way. Beats are rapid hand movements that are timed to the prosody of speech (McNeill and Levy, 1982) . These subtypes of gestures lack semantic content, but they can be used to emphasize semantic content by putting emphasis on the word (Andric and Small, 2012) . Finally, deictic gestures are produced with an extended index finger to point to an object that does not have to be physically present (Cassell and McNeill, 1991) . Some classifications also include emblems, which are conventional gestures (e.g., Kong et al., 2015; McNeill, 1992) . Iconic and deictic gestures are categorized as representational gestures (Kita, 2014; McNeill, 1992) whereas emblems and beats belong to the category of non-representational gestures (McNeill, 1992) . In this paper, we will not define metaphoric gestures as a separate category because they can be regarded as a form of iconic gesture with abstract content (Kita, 2014) . Gesticulations, co-speech gestures that comprise an integral part of the language context, are the focus of the present study. When we use the term gesture without any specification, we refer to co-speech gestures that bear a meaning-related or pragmatic relation to the accompanied speech.
One further subdivision of deictic gestures is important particularly for narration. Concrete deixis occurs when one points to a real object in space (McNeill, 1992) whereas abstract deixis occurs when the narrator assigns meaning to a specific location in the gesture space (Cassell and McNeill, 1991; . These pointing gestures might serve different functions. Concrete deixis can replace linguistic forms (Bangerter and Louwerse, 2005) and ease identification of referents in speech (Bangerter, 2004) whereas abstract deixis serves a metanarrative function (Kendon, 2004; McNeill, 1992) . The interconnected nature of gesture and speech and the idea that gestures might serve as an additional channel to convey meaning or replace linguistic forms after speech impairment (e.g. Hadar and Butterworth, 1997; Lanyon and Rose, 2009 ) makes the study of gesture speech interaction a valuable area to examine.
Gesture-speech interaction after speech impairment
The study of individuals with aphasia forms an important part of our understanding of the relationship between gesture and speech (e.g. Ahlsén, 1991; Cicone et al., 1979; Cocks et al., 2013; Dipper et al., 2011; Hadar et al., 1998; Pritchard et al., 2013; Wilkinson, 2013) . If cospeech gestures and speech are produced by a common system of processing, then one would expect impairments in one system to be reflected in the other (see Eling and Whitaker, 2009; McNeill, 1985 McNeill, , 1992 McNeill et al., 2008) . For example, patients with aphasia use structurally simpler and less diverse gestures compared to patients without aphasia and their severity of aphasia correlates negatively with the efficacy of their use of gesture as a communicative tool (Cicone et al., 1979; Glosser et al., 1986 ). This evidence is in line with GrowthPoint Theory (McNeill, 1985 (McNeill, , 1992 , which states that gesture and speech are different aspects of a unified process. Growth point is defined as the smallest unit of thought that incorporates speech and gesture. Speech refers to the analytic and hierarchical component of the message that is to be conveyed, whereas gesture uses a synthetic and global mode of representation (McNeill et al., 2008) . This model of discourse-level linguistic processing predicts a concomitant decrease in use of gestures with impairment in the discourse structure (Cocks et al., 2007) .
Conversely, if gesture and speech depend on different, even if related systems, linguistic abilities and gesture use could dissociate. People with aphasia sometimes rely on meaningful gestures more than healthy controls (Ahlsen, 1991; Akhavan et al., 2017a; Béland and Ska, 1992; De Ruiter, 2006; Goodwin, 1995; Göksun et al., 2015; Herrmann et al., 1988; May et al., 1988; Sekine and Rose, 2013; Wilkinson, 2013) . These studies suggest that gesture can compensate for verbal communication deficits. Furthermore, if gestures are restorative, rather than compensatory, they could even facilitate speech production (e.g. Krauss et al., 2001; Rauscher et al., 1996) .
The Lexical Facilitation Model (Hadar and Butterworth, 1997 ) and the Interface Model (Kita and Özyürek, 2003) postulate that speech and gesture depend on different but related systems. According to the Lexical Facilitation Model (Hadar et al., 1998; Hadar and Butterworth, 1997) , some features of conceptual processing activate visual imagery, which in turn links conceptual processing and iconic gesture production. This model predicts better verbal output as use of representational gestures increase (Butterworth and Hadar, 1989) .
The Interface Model (Kita and Özyürek, 2003) also suggests that gesture and speech result from distinct modes of thinking with a common communicative intent. One of the main functions of gestures is to support the organization of thoughts into smaller units such that they can be verbally expressed conveniently (Kita and Özyürek, 2003) . Thus, greater conceptual demands could result in more gestures (Alibali et al., 2000; Hostetter et al., 2007; Kita et al., 2017) . This model can accommodate compensation, because spontaneous gestures might provide an alternative means of communication for the existing conceptual message when the individual cannot retrieve the appropriate words (Göksun et al., 2013; Göksun et al., 2015; Hogrefe et al., 2017) .
Neural underpinnings of gesture
The idea that gesture and speech are intimately connected is supported by neuroimaging evidence (Bernard et al., 2015; Green et al., 2009; Xu et al., 2009 ). Broca's area, a core language processing area, is implicated in both production and comprehension of gesture (Gentilucci and Volta, 2008; Häberling et al., 2016) . Even though people with aphasia have been a focus in the studies on neural correlates of gesture production (e.g. Ahlsén, 1991; Akhavan et al., 2017b; Cicone et al., 1979; Dipper et al., 2011; Hadar et al., 1998; Pritchard et al., 2013; Wartenburger et al., 2010; Wilkinson, 2013) , relatively few studies have investigated specific brain areas associated with spontaneous co-speech gesture production (e.g. Göksun et al., 2013 Göksun et al., , 2015 Hogrefe et al., 2017) .
The main reason for this dearth in the literature on the neural correlates of spontaneous gesture production is the motion artifacts that arise in neuroimaging paradigms. Due to this problem, neural underpinnings of gesture are usually studied with respect to gesture-speech integration in comprehension instead of production Straube et al., 2011) . These attempts to reduce neuroimaging artifacts create ecologically limited environments that do not capture the crucial components of spontaneous co-speech gesture production (Bernard et al., 2015) . Due to these constraints that arise during the neuroimaging, associating gesture production patterns with neuropsychological evidence or structural properties of the brain areas of interest provide a promising line of inquiry (Bernard et al., 2015; Wartenburger et al., 2010) .
Although both hemispheres contribute to the gesture production process, we observe left hemisphere dominance in the production of gestures that are tied to the conceptual processes and the communication of spatial information (see Hogrefe et al., 2016) . This might be due to the suggestion that the left hemisphere is responsible for the conceptualization of representational gestures (Helmich and Lausberg, 2014) . The importance of left hemisphere for tool-related and imitational gestures also provides support for this notion (Goldenberg and Randerath, 2015) . Conversely, right hemisphere damage is associated with the deficits of rhythmic gestures (Blonder et al., 1995; Cocks et al., 2007; Hogrefe et al., 2016; Rousseaux et al., 2010) along with other nonverbal and non-motor aspects of communication such as intonation and prosody (Lausberg et al., 2007; Shapiro and Danly, 1985) . Right hemisphere damage has even been associated with reduced use of representational gestures (McNeill and Pedelty, 1995) .
Previous research also suggests that damage to the inferior frontal lobe, anterior temporal lobe, and supramarginal and angular gyrus of the left hemisphere are associated with deficiencies in the production of gestures that carry semantic content (Göksun et al., 2015; Hogrefe et al., 2017) . Damage to the middle frontal gyrus and posterior middle temporal gyrus of the left hemisphere is associated with deficiencies in tool-related gesture production. On the other hand, imitation of novel and meaningless gestures relies on the integrity of the left inferior parietal and somatosensory cortices, which mostly depend on somatosensory and visuospatial processing (Buxbaum et al., 2014) . The deficiencies in gesture production that are associated with the left anterior temporal lobe and the left inferior frontal regions are attributed to semantic retrieval deficiencies and problems in executive control when choosing between alternate modes of communication (Hogrefe et al., 2017) . These areas are implicated in structural (Bernard et al., 2015; Wartenburger et al., 2010) and functional Straube et al., 2011) neuroimaging studies of gesture comprehension conducted with neurotypical individuals as well. By analyzing structural morphology in relation to co-speech gesture production, Wartenburger et al. (2010) also revealed that the production of conceptual gestures is related to cortical thickness in the left temporal lobe and inferior frontal gyrus.
Göksun and colleagues found neural evidence for the link between gesture and language in the context of impaired spatial preposition and motion event production. In two studies, they reported that while people with damage to the left posterior middle and inferior frontal gyri could not use gesture to compensate for verbal deficiencies, people with left anterior superior temporal gyrus damage produced more gestures than expected, presumably to compensate for their speech problems (Göksun et al., 2013 (Göksun et al., , 2015 . These findings support the idea that semantic information conveyed through gestures can be interrupted with damage to the inferior frontal network, but is not affected by superior temporal gyrus damage (Göksun et al., 2015) .
Left inferior frontal damage impairs the comprehensibility or quality of gestures (e.g. Hogrefe et al., 2017) , or specific linguistic content such as spatial language (e.g. Göksun et al., 2013 Göksun et al., , 2015 . However, the impairments might be specific to the level of analysis or to the types of gestures that are investigated. We need to assess a wider range of gestures accompanied by a thorough analysis of discourse for a fuller understanding of how damage to certain regions of the brain links to co-speech gesture production.
Neural underpinnings of narrative production
A narrative is a sequence of temporally related clauses expressed from a particular point of view (Reilly et al., 1998) . Narratives are organized typically around the actions of agents and can be evaluated at both micro-and macro-linguistic levels (Karaduman et al., 2017) . Micro-linguistic level refers to the analysis of lexical and grammatical properties of a sentence. Macro-linguistic analysis refers to the relationship between different utterances and the global understanding of the entire narrative (Kintsch, 1994) . At the macro-linguistic level, a narrative includes referential or evaluative information (Labov and Waletzky, 1997) . The referential function of a narrative informs the audience about temporal features during events. This requires the narrator to order the events linearly along a horizontal axis (Bamberg and Marchman, 1991) . Informing the audience about the actions of the characters in a successive manner would be an example of referential information (e.g. "the boy falls over the cliff and the dog joins him there"). However, events can also be ordered along a vertical axis, where different events are integrated around a global theme referring to the evaluation of the narrative (Küntay and Nakamura, 2004; Labov and Waletzky, 1997) . In that sense, making inferences regarding the motivations or emotional states of characters can be taken as an example of evaluative information (e.g. "the owl is mad cause the boy woke him up").
People with LHD are usually impaired at the micro-linguistic level, with lower mean length of utterances (e.g. Karaduman et al., 2017) , fewer motion sentences (Göksun et al., 2015) , and they use more indefinite words (Ulatowska et al., 1981) . The results are more complicated regarding their macro-linguistic abilities (see Andreetta et al., 2012) . For instance, individuals with fluent aphasia might exhibit problems of cohesion and thematic informativeness (Andreetta, 2014) or discourse organization (Kaczmarek, 1984) . However, others report that people with LHD maintain macro-linguistic abilities similar to neurotypical individuals (see Pritchard et al., 2015) .
The linguistic competence of people with RHD is usually investigated with respect to emotional processing of prosody (e.g. Blonder et al., 1995; Blonder et al., 1991) , understanding of pragmatics, and importantly for this study, inter-sentential or global level discourse (e.g. Bartels-Tobin and Hinckley, 2005) . Even though people with RHD can bind discrete linguistic units, they usually have problems in globally connecting narratives (Ash et al., 2006) . Thus, their macro-level deficit is evident when the narrative has to be comprehended coherently (for a review, see Mar, 2004; Ross and Mesulam, 1979; Sherratt and Bryan, 2012) . People with right frontotemporal injury also demonstrate organizational problems in discourse (Ash et al., 2006; Joanette and Goulet, 1990; Joanette et al., 1986) .
In a recent paper, Karaduman et al. (2017) investigated micro-linguistic and macro-linguistic abilities of people with LHD and RHD. They found that the LHD group had problems maintaining the story theme and used fewer evaluative devices than the neurotypical control group. The RHD group performed well, but individual cases with lesions to the dorsolateral prefrontal cortex, the anterior and superior temporal gyrus, the middle temporal gyrus and supramarginal gyrus of the right hemisphere produced less complex narratives.
The current study
In sum, gesture production is associated with both micro-linguistic (e.g. Krauss and Hadar, 1999; Mol and Kita, 2012) and macro-linguistic (e.g. Azar and Özyürek, 2016; Kendon, 1994; McNeill, 1992 speech and gesture needs to take these different levels of discourse into consideration. Thus, a comprehensive investigation of narrative and gestures in people with brain injury is needed (for a relevant discussion, see Cocks et al., 2007) .
We investigated gesture use of LHD and RHD individuals in relation to both standard neuropsychological measures of verbal impairment and macro-level discourse abilities with a special focus on the neural substrates that are associated with this interaction. Here, we focused on referential (i.e., narrative complexity) and evaluative functions of narrative. Narrative complexity relates to the content of discourse while evaluation competence relates to pragmatic and emotional processing. In line with the Interface Model, we expect that people who produce less complex narratives would use more representational gestures, as a compensatory strategy since representational gestures, especially deictics, can replace linguistic forms (Bangerter and Louwerse, 2005) . However, gestures also contribute to non-verbal communication and pragmatic processing (e.g., Colletta et al., 2015; Enfield et al., 2007; Holler and Beattie, 2003; Wu and Coulson, 2007) . Thus, we expect that gesture use in general would be positively related to evaluation competence. That is, regardless of injury, people who use more evaluative verbal devices would produce more gestures.
Second, we investigated how frequently individuals with LHD or RHD use different types of gestures. As mentioned above, Growth-Point Theory predicts parallel deficiencies in gesture production and speech. By contrast, the Lexical Facilitation Model (Hadar and Butterworth, 1997) and the Interface Model (Kita and Özyürek, 2003) predict intact or even increased use of gestures by people with focal brain injury. The Lexical Facilitation Model and Interface Model do not yield different predictions because both allow verbal and nonverbal modalities to dissociate. However, if representational gestures indeed facilitate lexical retrieval as the Lexical Facilitation Model suggests then one would expect a positive relationship between representational gesture production and verbal abilities. The Interface Model, on the other hand, predicts compensatory use of representational gestures with verbal impairment, thus, we would expect a negative relationship between verbal abilities and representational gesture use.
Regarding non-representational gestures, beats do not share biological substrates with language (Bernard et al., 2015) and are not affected by the content of speech (Kita, 2014) . The use of beat gestures should not be affected by the conceptual demands of the task either (Alibali et al., 2001 ). However, beats do relate to processing narrative (Krahmer and Swerts, 2007; McNeill, 1992) , suggesting that beat gestures might be affected by deficits of discourse-level processing. Since beat gestures serve metanarrative functions such as specifying the transition points in the discourse structure (McNeil, 1992) , there could be a positive relationship between beat gesture production and discourse-level competence in narratives.
As to the possibility of compensation, there is evidence that while individuals with severe deficits in nonverbal semantic processing (Hogrefe et al., 2012) and semantic knowledge cannot use nonverbal tools efficiently for interpersonal communication, patients with intact semantic processing can use gesture as a compensatory strategy for communication (Göksun et al., 2015; Hogrefe et al., 2012) . Thus, we expected that people with damage to language-related areas of the brain (the left temporal lobe and left inferior frontal cortex) to produce more gestures to compensate for their verbal impairment, provided that they do not have semantic deficiencies.
Materials and procedure

Participants
Individuals with left hemisphere damage (age range: 37-79, N = 17, M age = 64.94), right hemisphere damage (age range: 45-87, N = 17, M age = 63.65), and age-matched healthy elderly controls (age range: 38-77, N = 13, M age = 60.85) participated in the study. All participants were native speakers of English and were right-handed except one LHD individual. The three groups did not differ in age, F(2, 44) = 0.44, p > .05, however, they differed in years of education, F(2, 44) = 3.75, p = .03. Bonferroni t-tests revealed that the control group (M = 16.00, SD = 2.12) had more years of education than LHD individuals (M = 13.41, SD = 1.97) (Bonferroni, p = .03). Demographic information of the individuals with RHD and LHD are shown in Table 1 and lesion overlaps can be seen in Fig. 1 . Patients were recruited from the Focal Lesion Database at the University of Pennsylvania (Fellows, Stark, Berg, & Chatterjee, 2008 ); a database which excludes patients with a history of neurological disorders, psychiatric disorders or substance abuse. The RHD and LHD individuals did not differ in lesion size, t(28) = − 0.86, p > .05. All participants provided written informed consent and the data analyzed in this paper were collected in accordance with the University of Pennsylvania's Institutional Review Board. Participants were compensated $15/h for their volunteer contribution to the study.
Materials and procedure
Neuropsychological tasks
All neuropsychological tasks were completed during a different session than the narrative task. Patients were administered Western Aphasia Battery (WAB) (Kertesz, 1982) to investigate their level of speech production and Object and Action Naming Battery (OANB) (Druks, 2000) to ensure that the problems they experienced were not due to deficiencies in naming different classes of words.
Narrative task and gesture elicitation
Discourse and gesture production were elicited using "Frog where are you?" (Mayer, 1969) , a pictured story-book which has been widely used to assess narrative competence in many languages and across a variety of populations (for a review see Reilly et al., 2004) . The book consists of the adventures of a boy and his pet dog while they are searching for their frog. The book requires the participants to understand what is going on based on the visual depictions of events and requires the narrator to make inferences about the actions and motivations of the agents. It allows assessing different linguistic abilities of people (Reilly et al., 1998 (Reilly et al., , 2004 . Participants were asked to explain what was happening in each page while the book was in front of them. In this way, we restricted memory demands on their performance.
Procedure
All participants were tested individually at their home or in the laboratory. At the beginning of the procedure, participants spent time to familiarize themselves with the book. When they were ready, they were asked to describe what was happening in each page while the experimenter held the book for them. The experimenter did not mention the use of gesture. The experimenter who listened to the story telling was always the same. Participants were videotaped for later transcriptions of the narratives and gestures as they told the story. Native English speakers transcribed the narratives.
2.2.4. Coding 2.2.4.1. Narrative. The total number of utterances, words, nouns, and verbs as well as the mean length of utterances (MLU) were coded for each participant to examine the general characteristics of their discourse production (for the details of narrative coding, see Karaduman et al., 2017, Appendix A-B) . Narrative complexity as formulated by Berman and Slobin (1994) was coded based on the presence of three main plot components; plot onset, plot unfolding and plot resolution with an additional coding for the search theme to assess the extent to which participants understood the theme of the story (see Appendix A).
The narratives of the participants were also coded with respect to evaluation based on a scheme Karaduman et al. (2017) created, which is informed by Reilly et al. (2004) , Küntay and Nakamura (2004) , and Bamberg and Damrad-Frye (1991) . Subcategories of this scheme were as follows: cognitive inferences, social engagement devices, references to affective states or behaviors, enrichment expressions and hedges. The scores in these subcategories were summed resulting in a total evaluation score for each participant. An evaluative diversity index was also obtained to capture the number of evaluation subcategories used by each subject (see Appendix B for the details of the scheme and examples for the subcategories).
2.2.4.2. Gesture. We transcribed the participants' use of spontaneous gestures during their narration. Gesture forms were created by adopting and combining frameworks suggested by McNeill (1992) and Kong et al. (2015) (for detailed descriptions and examples of gesture categories, see Appendix C). We defined four main forms for gestures: iconic, deictic, emblem, and beat. Iconic gestures were further coded as static or dynamic. For the deictic gestures, we classified whether the deictic gesture was concrete (as occurred as pointing to the book) or abstract (see Appendix C for the gesture coding scheme and examples). We also divided the gestures into representational (iconic and deictic) and non-representational gestures (beats and emblems).
All gestures were coded by the first author. A second coder coded 19% of the participants' gestures that were randomly selected for reliability. Pearson's correlation showed a significant association between the judgments of the coders on the frequency of gestures, (r = 0.98, p < .001). Cohen's κ confirmed high degree of agreement in judgments of the two coders to the different types of gestures, κ = 0.813, p < .001. Disagreement between coders were resolved after discussions.
Gesture per utterance was calculated for each participant by dividing the total number of gestures to the total number of utterances. This metric was used to indicate the frequency of gesture production with respect to the natural flow of speech. Since the length of speech is positively associated with gesture frequency (Nicoladis et al., 2007) , we used this standardization procedure to overcome possible confound of speech duration on the frequency of gestures. Calculating gesture frequency per interval is another conventional method in the studies of cospeech gesture production. However, since brain-damaged patients, especially LHD individuals tend to speak slowly and pose a lot, relying on the duration of gesture could be misleading (see Feyereisen, 1983) . Analyses of forms of gestures (e.g., iconic) were done based on their proportion to the total number of gestures each participant used. This measure assessed the importance of a specific type of gesture among other gestures. Additionally, we divided the total number of gestures for each category by the total number of utterances and used this measure to indicate the frequency that gesture category was used during discourse. These two measures were used to test the claims regarding the patterns of gesture production after brain injury and for further analyses when we investigated the relationship between narrative competence and general or category-specific gesture use.
After classifying each gesture, we also coded whether these gestures were accompanied by an evaluative device (e.g., The participant says, 'he tries to cry' (i.e., uses reference to affective states) while moving her hand repetitively (i.e., a beat gesture). We investigated the proportion of evaluative devices used with gestures. However, we also investigated specific types of gestures that accompany evaluative devices to see which gesture accompanies the evaluative devices the most.
Results
Overall gesture production
First, we tested whether overall gesture frequency and rate per utterance differed across the three participant groups. There was a significant negative correlation between the years of education and the total number of gestures (r = -0.31, p = .03) and gesture by utterance (r = − 0.33, p = .03) participants produced. Given that the groups differed with respect to their years of education and their gesture use was associated with education level, we controlled for the education variable in the whole-group analyses. A one-way analysis of covariance (ANCOVA) revealed a main-effect of group for the total number of gestures produced, F(2, 43) = 3.49, p = .04, η 2 = 0.12, and the gestures per utterance, F(2, 43) = 4.39, p = .02, η 2 = 0.15. Bonferroni ttests revealed that the control group (M = 10.62, SD = 18.41) produced significantly fewer gestures in total than the individuals with LHD (M = 52.41, SD = 45.37) (Bonferroni, p = .04). There was no difference between controls and individuals with RHD (M = 28.59, SD = 31.55) (Bonferroni, p = .73). The production of gesture by utterance of the control group (M = 0.17, SD = 0.24) was also significantly lower than individuals with LHD (M = 1.10, SD = 0.97) (Bonferroni, p = .02), but there was no difference between controls and individuals with RHD (M = 0.55, SD = 0.60) (Bonferroni, p = .26) (see Fig. 2 ).
The groups did not differ with respect to the proportion of representational/non-representational gestures they produced relative to their overall gesture production, F(2, 34) = 0.23, p = .80. However, they differed in the amount of representational gestures they produced relative to their total utterances, F(2, 43) = 3.70, p = .03, η 2 = .13.
Bonferroni t-tests revealed that LHD group (M = 0.76, SD = 0.78) produced more representational gestures per utterance than the control group (M = 0.12, SD = 0.18) (Bonferroni, p = .01). There was a maineffect of group in the non-representational gestures per utterance, (F(2, 44) = 4.51, p = .02), but this effect did not survive after controlling for education, (F(2, 43) = 2.91, p = .06). The gesture by utterance and representational gesture production were also tested at the level of individual using Bayesian single-case statistical analysis. This analysis enables the comparison of a case to a comparison group. The parameters of the control group were treated as population parameters and a significant test was conducted accordingly (Crawford and Howell, 1998 ; for a detailed explanation, see Akhavan et al., 2017b) . By estimating the percentage of control population obtaining a significantly different score than the case, one can decide whether it is possible for that case to belong to the comparison group. Nine LHD individuals (out of 17) and 6 RHD individuals (out of 17) produced gestures at a higher rate than the controls, p < .05 (see Table 2 ). Additionally, 9 LHD individuals (out of 17) and 4 RHD individuals (out of 17) produced more representational gestures than the controls, p < .05. The same group of people (except one individual) were implicated in increases in gesture by utterance in general and representational gesture production in specific, resulting in the same pattern for lesion overlaps. Lesions of these individuals maximally overlapped in the left inferior frontal gyrus, superior temporal gyrus, putamen-caudate and insula and the right superior temporal and supramarginal (see Fig. 3 ).
Production of different gesture forms
To compare whether production of different gesture forms interacted with hemispheric damage, we compared the production of different gesture types across the three participant groups. No main-effect of group was found for the proportion of iconic (F(2, 33) = 2.29, p = .12), deictic (F(2, 34) = 0.23, p = .79), emblem (F(2, 34) = 0.45, p = .64) or beat gestures (F(2, 34) = 0.34, p = .71) in the total gesture use of the participants (see Table 3 for the raw scores of different forms of gestures, see Fig. 4 for the proportion of different gesture subtypes Fig. 2 . The mean number of gesture by utterance across different participant groups. across participant groups). Additionally, the groups did not differ with respect to the proportion of static (F(2, 34) = 1.29, p = .29) or dynamic (F(2, 34) = 1.39, p = .26) subcategories of iconic gestures. However, the groups differed regarding the amount of deictic gestures they produced relative to their total utterances, F(2, 43) = 4.81, p = .01, η 2 = 0.75. Bonferroni t-tests revealed that the LHD group (M = 0.67, SD = 0.71) produced deictic gestures at a higher rate than both RHD individuals (M = 0.23, SD = 0.25) (Bonferroni, p = .02) and control group (M = 0.08, SD = 0.11) (Bonferroni, p < .01). The groups did not differ in the proportion of abstract or concrete deictic gestures (ps > 0.05). There was also no significant effect of group on the number of abstract or concrete deictic gestures participants used per utterance (ps > 0.05).
The relationship between gesture production and neuropsychological measurements
Six LHD individuals were diagnosed with anomic aphasia and one LHD participant with Wernicke's aphasia. The LHD group had lower scores on WAB than the RHD group, F(1, 27) = 7.24, p = .01, η 2 = .20.
There was no significant difference between the groups in their scores on OANB action, F(1, 26) = 1.56, p = .22, η 2 = .05, and object subtests, F(1, 25) = 1.93, p = .18, η 2 = .07.
To investigate whether spontaneous gesture production was affected by overall verbal impairment, we conducted group-level analyses measuring the relationship between standardized neuropsychological measurements and frequency and type of gestures. Individuals with brain damage who had higher WAB scores produced fewer gestures by utterance (r = − 0.63, p < .001). Additionally, the participants' production of gesture by utterance negatively correlated with their scores on Object and Action Naming Battery's action (r = − 0.57, p < .01) and object subtests (r = − 0.67, p < .001) (see Table 4 ). When we analyzed the groups separately, for RHD individuals, there were no significant correlations between gesture by utterance and any of the neuropsychological measures (p < .05). For the LHD individuals, there was a significant negative correlation between gesture by utterance and WAB scores (r = − 0.60, p = .02), OANB action (r = − 0.61, p = .02) and OANB object (r = − 0.70, p < .001) scores.
When we analyzed the specific gesture types separately, we observed that RHD individuals who produced higher proportions of deictic gestures had also higher scores on WAB (r = 0.69, p = .02), OANB action (r = 0.75, p = .007), and OANB object scales (r = 0.76, p = .01). However, their use of beat gestures was negatively associated with their WAB (r = -0.64, p = .03), OANB action (r = -0.83, p < .01) and OANB object scores (r = -0.75, p = .01). For LHD individuals, the rate of deictic gestures negatively correlated with WAB (r = -0.63, p = .01), OANB action (r = -0.70, p < .01), and object subtests (r = -0.73, p < .01), but no significant association was observed with any other measure.
The relationship between discourse competence and neuropsychological measurements
In this paper, we mainly investigated how overall discourse competence relates to gesture production. We also report some correlations between neuropsychological measures of verbal impairment and macro-level discourse abilities. There was a positive correlation between narrative complexity and WAB (r = 0.58, p = .001), OANB action (r = 0.77, p < .001) and object naming (r = 0.65, p < .001) scores. Evaluation competence was also positively correlated with WAB (r = 0.37, p = .05) but no such relationship was observed with OANB action (r = 0.23, p = .25) and object (r = 0.28, p = .16) scores. For a comprehensive analysis of the macro-level discourse abilities of the same participants, we refer the reader to Karaduman et al. (2017) .
The relationship between gesture production and narrative measures
For the purposes of this study, we focused on the participants' MLU scores and their general performance on narrative complexity and evaluation as indices of macro-level discourse abilities. After controlling for education, the groups differed in their MLU, F (2, 43 and Bonferroni corrected t-tests revealed that LHD individuals (M = 19.41, SD = 9.82) produced fewer evaluative devices than RHD individuals (M = 32.53, SD = 18.85; Bonferroni, p = .03) and controls (M = 37.85, SD = 13.78; Bonferroni, p = .01). However, the groups did not differ with respect to evaluative diversity, F(2, 43) = 1.93, p = .16 (for a detailed analysis and interpretation of the narrative measures, see Karaduman et al., 2017) .
3.5.1. Gesture production and narrative complexity For LHD individuals, there was a significant negative correlation between narrative complexity and gesture by utterance (r = − 0.55, p = .02). When we analyzed representational and non-representational gestures separately, narrative complexity negatively correlated with the proportion of representational gestures in the overall gesture production (r = -0.48, p = .05). The same pattern held for the use of representational gestures per utterance (r = − 0.68, p < .01), but not for the non-representational gestures (p > .05). When we analyzed subcategories of gestures separately, narrative complexity negatively correlated with the proportion (r = − 0.63, p = .01) and rate (r = − 73, p = .001) of deictic gestures. As to the differentiation between abstract and concrete deictic gestures, the rate of concrete deictic gestures in discourse negatively correlated with narrative complexity for LHD groups alone (r = − 56, p = .02). There were no significant correlations between gesture use and narrative complexity for the control group (p > .05). For RHD individuals, no significant association was seen between narrative complexity and gesture use (p > .05).
Having identified a relationship between narrative measures and gesture use as described above, we conducted Bayesian single-case analyses to identify the number of participants displaying similar patterns with each other (Crawford and Garthwaite, 2007 ; for the details of analyses see Akhavan et al., 2017a) . As there was a negative relationship between narrative complexity and gesture use for LHD individuals, we sought participants who produced less complex narratives, but produced more gestures when compared to the control group. Our analysis revealed that 3 LHD (out of 17) and 1 RHD (out of 17) Fig. 4 . The proportion of gesture subtypes in participants' overall gesture production across participant groups. None of the differences were significant.
Table 4
Correlations between neuropsychological measures and gesture use for the patient groups. ** Correlation is significant at the 0.01 level (2-tailed). individuals showed this pattern (see Table 5 ). Their lesions were in the basal ganglia (putamen, caudate, insula), inferior frontal gyrus, middle frontal gyrus and middle temporal gyrus of the left hemisphere and inferior parietal lobule and middle temporal gyrus of the right hemisphere. No participant from either patient group produced less complex narratives and fewer gestures when compared to controls (p > .05).
Gesture production and evaluative competence
For the control group, gesture by utterance positively correlated with evaluation (r = 0.56, p = .04). Evaluative diversity in the control group positively correlated with the use of deictic gestures (r = 0.83, p = .01) and negatively with the use of beat gestures (r = − 0.90, p < .01). No such relationships were observed for gesture use in general and evaluation competence for the LHD group. For RHD individuals, the total number of gestures, not gesture by utterance, positively correlated with the evaluation score (r = 0.48, p = .04). There was a positive correlation between evaluative diversity and the rate of representational gestures in general (r = 0.48, p = .04) and deictic gestures specifically (r = 0.48, p = .04).
For the total number of evaluative devices that accompanied gestures, there was no main-effect of group, F(2, 43) = 1.16, p = .32, but the groups differed with respect to the proportion of evaluative devices that accompany gestures, F(2, 42) = 4.86, p = .01, η 2 = .19.
Furthermore, the proportion of deictic (M = 43.88, SD = 34.93) and beat (M = 39.73, SD = 32.04) gestures that accompanied evaluative devices were higher than iconic (M = 10.49, SD = 14.08) and emblem gestures (M = 5.38, SD = 13.17) (p > .05). Bonferroni t-tests revealed that the control group (M = 3.91, SD = 6.94) produced a lower proportion of evaluative devices with gestures than the individuals with LHD (M = 35.17, SD = 26.30) (Bonferroni, p = .001). As to the gestures with evaluative devices, single-case statistical analysis revealed only two people, one LHD (out of 17) and one RHD (out of 17) individuals, used more gestures with evaluative devices than the controls (see Table 6 ).
Discussion
The aim of our study was to investigate the behavioral relationship and the neural underpinnings of spontaneous gesture production and macro-level discourse processing. We focused on two aspects of discourse; narrative complexity and evaluation competence. As a group, LHD produced more gestures and less complex narratives. Their gesture use was not related to evaluation competence. By contrast, the RHD group's frequency of gestures positively correlated with their evaluation competence, but their production of gestures was unrelated to narrative complexity.
LHD individuals produced more gestures than neurotypical individuals. Although not statistically significant, RHD individuals whose gesture production was comparable to neurotypical individuals, tended to use fewer gestures when compared to LHD individuals. Increased gesture production was linked to lesions in parts of the frontal-temporal-parietal network and basal ganglia that are implicated in language processing. In particular, the inferior frontal gyrus, superior temporal gyrus, putamen, caudate, and insula of the left hemisphere and the superior temporal gyrus and supramarginal gyrus of the right hemisphere were associated with increased rates of gesture production.
4.1. How does spontaneous gesture production during story-telling relate to the informativeness and complexity of a narrative?
Narrative complexity refers to an individuals' understanding of the content and ability to produce a coherent story (Berman and Slobin, 1994) . This ability is closely tied to the micro-linguistic abilities of an individual (Karaduman et al., 2017) . Following the evidence that people rely on gestures to compensate for their deficiencies at the micro-linguistic level (e.g. Göksun et al., 2015; Sekine and Rose, 2013) , we expected gesture production in general and meaningful gestures specifically to be negatively associated with narrative complexity.
We found this expected link between narrative complexity and gesture by utterance only for people with LHD. At the group-level performance LHD individuals generally produced less complex narratives. RHD individuals as a group were comparable to controls. However, individual people with RHD did produce less complex narratives and their lesions maximally overlapped in the superior temporal gyrus, supramarginal gyrus and angular gyrus (Karaduman et al., 2017) . Damage to these areas were associated with increased gesture production in the current study. The overlap of brain areas for increased gesture production and impaired narrative complexity in specific RHD individuals are consistent with the general pattern of an inverse relationship between narrative complexity and gesture production.
In addition to a relationship of general gesture use and narrative complexity, LHD individuals with less complex narratives made more concrete deictic gestures. Since concrete pointing can replace verbal language (Bangerter and Louwerse, 2005) , we expected that concretedeixis, but not abstract-deixis production would accompany lower performance in discourse. Conversely, since abstract-deixis serves a metanarrative function we expected its production be related to better discourse . We did not find this expected link between abstract pointing and macro-level discourse. This absence of evidence might be related to the limited occurrence of abstract pointing in our sample. Most gestures, especially for LHD individuals, were concrete-deictic in our sample since the book was in front of the participants during story-telling to reduce the effects of memory skills on their performance. This induced a frequent use of deictic gestures and most of the time, it eliminated the need for iconicity (we turn to this point under the implications for theoretical models of gesture section).
LHD individuals with increased use of gesture by utterance and more representational gestures (mainly deictics) had lesions that maximally overlapped in the inferior frontal gyrus (IFG), superior temporal gyrus, and basal ganglia. The left IFG is related to syntactic and phonological processing (Devlin et al., 2003; Paulesu et al., 1993) and recruiting lexical information (Hagoort, 2005) . The left superior temporal gyrus (see Graves et al., 2008) and the basal ganglia (for a review, see Ullman, 2004) are also implicated in lexical and phonological processing. Furthermore, the basal ganglia are strongly connected to the frontal cortex (see Ullman, 2004) , to the extent that lesions in these structures may resemble deficiencies from frontal cortex damage (Leisman et al., 2014) . Our results regarding the neural correlates of increased gesture production support the idea that people use more gestures to compensate for their language impairment.
This claim of increased use of gestures after the left IFG damage seems to contradict reports that people with frontal damage do not use gestures to compensate for speech deficiencies (e.g. Buxbaum et al., 2014; Göksun et al., 2015; Hogrefe et al., 2017 ). Yet, these contradictions might arise because of different levels of analyses in the studies. For instance, Göksun et al. (2015) investigated specific aspects of gesture production (dynamic iconic gestures) within a specific linguistic context (spatial preposition production). Spatial prepositions can be Table 6 Single case statistics profile of people with LHD and RHD for the proportion of gestures with evaluative devices per gesture. (Control sample: n = 8, M = 0.14, SD = 0.13). crucial for grammar because they establish a syntactical and semantic relationship between different linguistic entities. Grammatical impairments of language might manifest itself in both verbal and nonverbal modalities, making it impossible for one to compensate for the other (Damasio et al., 1986) . While Göksun et al.'s (2015) findings in a narrow aspect of gesture production are consistent with this view, our current findings support the idea that increased general gesture production can compensate for linguistic impairment. In Buxbaum et al. (2014) and Hogrefe et al. (2017) , people with left IFG lesion did not use gesture as a compensatory strategy either. But these studies investigated imitation. The left IFG activation is implicated in "observation-execution matching" for the actions (Nishitani et al., 2005) , making it a plausible candidate for influencing motor imitation. Our study explored a range of spontaneous co-speech gestures which, by their nature, differ from action-imitation (McNeill, 1992) .
4.2.
How does gesture production during story-telling relate to evaluation competence in a narrative?
Evaluation competence refers to an individual's ability to invoke meaning of events around the global theme of the story (Küntay and Nakamura, 2004; Reilly et al., 2004) . Given that gestures signal important parts of discourse (McNeill, 1992) and are related to pragmatic aspects of a narrative (Colletta et al., 2015) , we expected evaluation competence to be positively associated with gesture production. We found this association in the RHD, but not in the LHD group.
The RHD group performance was comparable to the neurotypical controls in evaluative function (Karaduman et al., 2017) . However, lesions of specific individuals with lower performance compared to neurotypical individuals clustered around frontotemporal areas that are assumed to be central in executive functioning (see Alvarez and Emory, 2006) and might explain our patients' deficiencies in globally connecting events (Karaduman et al., 2017) . Extraction of a mental model from a visually depicted narrative requires the individual keep separate parts of the story in mind, which may increase the cognitive load (Marini et al., 2005) .
Performance of RHD people in the macro-linguistic level of processing is usually associated with task demands and attentional deficiencies (Bartels-Tobin and Hinckley, 2005; Marini, 2012; Sherratt and Bryan, 2012) . Gesture might lighten the cognitive load of expression (Iverson and Goldin-Meadow, 1998) . In that sense, high frequency of beat and deictic gestures that accompany evaluative utterances is notable given these gestures help segment discourse into meaningful parts (McNeill, 1992) and help individuals to focus their attention (Bangerter and Louwerse, 2005) . Future research could investigate the way in which working memory and attention interact with gesture production and discourse competence.
Implications for models of gesture production
Our results add to the evidence that LHD individuals produce more gestures during speech impairment (e.g., Akhavan et al., 2017b; Beland and Ska, 1992; De Ruiter, 2006; Hadar et al., 1998; Herrman et al., 1988; Hogrefe et al., 2016; Lanyon and Rose, 2009; Sekine and Rose, 2013) and support the claim that gesture and speech systems can operate with relative independence (Hadar and Butterworth, 1997; De Ruiter, 2000; Feyereisen, 1983; Kita and Özyürek, 2003; Lausberg et al., 2007) . These findings are consistent with compensation models (e.g. Hermann et al., 1988) and support the Information Packaging Hypothesis (Hostetter et al., 2007; Kita and Davies, 2009) , which was further refined in the Interface Model (Kita and Özyürek, 2003) . According to these models, people rely on nonverbal tools of communication when faced with verbal problems. Additionally, the Interface Model predicts increased representational gesture production as conceptual demands increase, because gestures help to structure thoughts into units that are conveniently packaged for verbal expression (Hostetter et al., 2007) . In our sample, as the narrative complexity of the LHD individuals decreased (i.e., they had difficulty producing a coherent and cohesive narrative), they used more gestures.
At this point, we note that the majority of the representational gestures in this sample, especially for the LHD individuals, were deictic gestures. The relationship between narrative complexity and representational gesture production was also mainly based on deictics since the same relationship held when we analyzed deictic gestures alone. Even though deictic and iconic gestures share common features in terms of denoting objects or events by virtue of their content-carrying characteristic, they differ with respect to the mode of representation. While deictic gestures denote a visually present referent, iconic gestures illustrate mental images in an imagistic and holistic manner (Hostetter et al., 2007) . Thus, it might be possible that this relationship does not generalize to iconic representational gestures. Yet, evidence suggests that deictic gestures also reduce cognitive load and ease the explanation of information (Goldin-Meadow et al., 2001) , providing support for the idea that a similar relationship could be expected for iconic gestures (Hostetter et al., 2007) . Future research should clarify the relationship between representational gestures and discourse competence in paradigms where people tell the narrative from their memory, which would decrease the frequency of deictic gestures.
The Lexical Facilitation Model (Hadar et al., 1998 ) also allows for preserved gesture production after linguistic impairment, because according to this model, gesture and speech depend on different systems of processing. The Lexical Facilitation Model suggests that representational gesture production facilitates lexical retrieval (Rauscher et al., 1996) . If representational gestures indeed serve such a function, then one would expect a positive rather than a negative association between narrative complexity and gesture production. The negative association between gestures by utterances and narrative complexity for LHD individuals also contradicts the Growth-Point Theory (McNeill, 1992) , which suggest that gesture and speech are different manifestations of a unified process. According to Growth-Point Theory, gesture and speech breakdown together in a way makes it impossible for gestures to compensate for deficiencies in speech (McNeill, 1992) .
For the RHD group, we report a positive association between gesture production and evaluative competence. We suggest that the domaingeneral functions of gestures such as decreasing cognitive load and focusing attention could have served for their evaluative functioning in narrative. The idea that gestures lighten cognitive load would be in line with the Image Activation Hypothesis (De Ruiter, 1998) , which suggests that gestures help keep information that is encoded in speech active in mental imagery. If true, then people who use more gestures could evaluate a narrative better because of the information to be integrated is better maintained (see Alibali, 2005) .
The findings with respect to a positive association between evaluation competence and gesture use are in line with the predictions of the Growth Point Theory according to which gesture relies on a holistic and global form of thinking while speech uses an analytic form. The global level of discourse is related to thinking along a vertical axis; keeping different parts of the discourse together and adopting a higher order thinking of content in relation to the context (Bamberg and Marchman, 1991) . Following this logic, gesture with its global and holistic form of organization would be positively related to a global level of discourse. However, the positive link between evaluation competence and gesture production in RHD does not necessarily contradict the predictions of the Interface Model, because nonverbal tools of communication compensate for the deficiencies in the verbal modality (Kita and Özyürek, 2003) such that the predictions of the model are more relevant for the referential function of narrative.
To conclude, even though gesture and speech are highly coordinated in discourse, they can operate relatively independently of each other. Compensatory use of gesture in cases of linguistic impairment occurs. Additionally, people use more gestures when they have a problem communicating rich information, as evidenced by negative correlation between LHD patients' narrative complexity and gesture production. The evaluation of a story might be related to domain-general processes such as attention and working memory. As a result, individuals with RHD perform better when they produce more gestures that reduce their cognitive load. Our results highlight the idea that the interaction between gesture and speech depends on the level of analyses for both gesture and speech.
The definitions and examples of components of the coding template for narrative complexity (adapted from Berman and Slobin, 1994 and Köksal, 2011 ) (see Karaduman et al., 2017 , Appendix A)
Plot components
Plot sub-components Examples and explanations
Plot onset
Precedent event -The boy and the dog wake up Temporal location -In the morning/evening Characters
The boy/child/kid, the dog, the frog Scoring ranges between 0 and 3: Only one character = 1 Two of the characters = 2 Three characters = 3 The main characters learn something -The boy and the dog noticed that the frog had gone missing -The boy and the dog wake up and see that the frog is gone Inference about the frog's disappearance -The frog escaped from the jar -The frog is gone -The jar is empty The response of protagonist -They are fascinated by the frog's disappearance -The boy was shocked Plot unfolding
Searching for the lost frog in the home -The boy is looking in his boots -The dog is looking in the jar Encountering the bees -The dog is looking into the beehive -The bees are chasing the dog Encountering the gopher -The boy is looking down a hole and a gopher comes out -The boy gets bitten by a gopher Encountering the owl -The boy falls down because an owl comes out of the tree -The boy disturbed an owl in the tree Encountering the deer -The child climbs on the deer -The deer tosses the boy over the cliff Falling down -The boy and the dog falls in the water/pond/lake Resolution Protagonist finds the lost frog -The kid finds his frog
Search theme
Explicit mention of the lost frog -Whether the subject explicitly mentions that the frog is missing, and the boy is searching for him (range: 0-2). 1 point for mentioning each aspect of initiating the search theme: -The frog is missing/ gone. -The boy is looking for the frog. * Only mentioning that the frog leaves its jar will not get point Reiteration of search theme -Whether the search theme was reiterated later.
(range: 0-2).
No additional mention = 0 1 or 2 additional mentions = 1 Multiple additional mentions = 2.
