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L'objectif du travail de recherche presente dans ce memoire est d'etudier une classe 
particuliere des codes convolutionnels doublement orhogonaux, (CS02C): les codes dou-
blement orthogonaux recursifs, (R — CS02C). En efFet, ces codes permettent d'obtenir de 
bonnes performances de correction d'erreurs de transmission a de faibles rapports signal 
sur bruit, typiquement inferieurs a 2dB, pour pouvoir rivaliser avec les codes dits Turbo. 
Cette etude est necessaire, car il a ete demontre que les codes doublement orthogonaux non 
recursifs connus jusqu'a maintenant, bien que performants, le sont a de plus hauts rapports 
signal sur bruit. 
Parmis les codes correcteurs d'erreur connus a ce jour, les codes Turbo sont ceux qui 
offrent les meilleures performances a de faibles rapports signal sur bruit. En effet, grace 
a l'utilisation d'entrelaceurs au niveau du codeur et du decodeur, les codes Turbo main-
tiennent une independance complete des observables tout au long du processus iteratif de 
decodage. Cependant, ces memes entrelaceurs sont a l'origine d'un important retard au de-
codage, aussi appellee latence, ainsi que d'une augmentation de la complexite. 
Les codes CS02C, eux, garantissent une independance des observables sur les deux 
premieres iterations seulement, mais la suppression des entrelaceurs au codage et au de-
codage permet d'obtenir une latence plus faible au decodage ainsi qu'une complexite plus 
faible. Les codes R—CS02C seront dans ce memoire defmis au sens large (R—CS02C — 
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WS) ainsi qu'au sens strict (R — CSO'2C — SS). Comme pour les codes non recursifs, le 
sens large signifie que, contrairement au sens strict, l'independance des observables a la 
deuxieme iteration du decodage est incomplete. 
Pour les deux cas, nous avons defini 1'ensemble des conditions que ces codes doivent 
verifier. Nous proposons egalement plusieurs methodes de construction de ces codes. Ce-
pendant, l'objectif dans la recherche de nouveaux codes n'est pas le meme. En efifet, nous 
chercherons, au sens large, pour un nombre de connexions donne, a minimiser la longueur 
des codes afin de reduire au maximum la latence, puisque les performances d'erreur sont 
directement liees au nombre de connexions. En revanche, au sens strict, il a ete observe que 
les performances d'erreur ne dependent plus uniquement du nombre de connexions, mais 
aussi d'autres parametres tels que la longueur des codes ou la repartition des connexions 
dans la partie recursive de la matrice de representation des codes R — CS02C — SS. 
Les performances d'erreur obtenues par simulations ont montre que les codes double-
ment orthogonaux recursifs au sens large ne sont pas adaptes pour des valeurs de E^/NQ 
inferieures a 3dB, Et, etant l'energie avec laquelle on emet chaque bit et N0/2 etant la den-
site spectrale bilaterale de puissance du bruit. En revanche, au sens strict, nous avons pu 
atteindre une probabilite d'erreur par bit de 10~6 avec Eb/N0 = l.SdB. De plus, les codes 
recursifs au sens strict les plus courts donnent, pour de plus grandes valeurs de Eb/N0, de 
meilleures performances d'erreur que tous les codes doublement orthogonaux connus, avec 
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une latence au decodage tres reduite. Les codes R — CS02C — SS sont done les codes 
doublement orthogonaux connus les plus performants, que ce soit a de faibles rapports si-
gnal sur bruit avec les codes les plus longs, ou a de hauts rapports signal sur bruit avec les 
codes les plus courts. 
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ABSTRACT 
This thesis presents a particular class of Convolutionnal Self-Doubly Orthogonal Codes 
(CS02C), which are called Recursive-Convolutionnal Self-Doubly Orthogonal Codes (R— 
CSO'2C), in order to obtain good error performances at signal to noise ratios (SNR) lower 
than 2 dB and thus offering an alternative to Turbo Codes. Indeed, non recursive CS02C 
codes provide good error performances, but only at higher SNR values. 
Among the error correcting known codes, Turbo codes are among those claim the best 
error performances at low SNR values. On the one hand, thanks to the use of interleavers 
in the coding and decoding parts, Turbo codes provide a complete independence of ob-
servables in the iterative decoding process. On the other hand, these interleavers yield a 
substantial decoding latency and add to the complexity of the communication system. 
CS02C codes provide the independence of observables only for the first two iterations, 
but the elimination of interleavers in both the coding and decoding parts decrease the de-
coding latency and reduce somewhat the system complexity. R — CS02C are defined in 
both the wide and strict senses and are noted R - CS02C - WS and R - CS02C - SS 
respectively. As for the non recursive CS02C codes, wide sense means that the indepen-
dence of observables in the second decoding iteration may not be complete. 
In both cases, we defined all conditions that R - CS02C - WS and R - CS02C- SS 
IX 
codes must check. Several construction methods are proposed for recursive codes. But the 
objectives of the search for these codes are different. On the wide sense, error performances 
are related to the number of connections of the codes. Hence, for a given number of connec-
tions, a search objective is to minimize the spans of the codes. However, for the strict sense 
codes, error performances depend on several parameters such as the spans of the codes, the 
total number of connections or the structure of the recursive part of the R — CS02C — SS 
representing matrix. 
Error performances provided by simulations show that R — CS02C — WS codes are 
not competitive at SNR values lower than 3dB. However, for the strict sense codes, a bit 
error probability of 10~6 at a SNR value lower than 1.3 dB may be achieved. Moreover, at 
higher SNR values, shortest R — CS02C — SS codes reach better bit error probability than 
any known CS02C codes, with a latency very reduced. Thus, R — CS02C — SS codes 
are the most powerful self-doubly orthogonal codes, whether at low SNR values with the 
longest codes, or at high SNR values with the shortest ones. 
X 
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Mise en contexte 
Dans les annees 1950, Shannon a revolutionne le monde des telecommunications en 
demontrant que, tant que les bits etaient transmis a travers un canal a un taux inferieur 
a une certaine limite appelee capacite du canal, il etait theoriquement possible d'obtenir 
une probability d'erreur arbitrairement petite, a la condition d'utiliser un codage correcteur 
d'erreurs approprie [17]. Cependant, il n'ajamais indique la maniere d'atteindre cette limite 
theorique. Une veritable course s'est alors engagee dans la recherche de codes correcteurs 
d'erreurs capables d'arriver de facon pratique a la fameuse capacite. 
C'est dans ce contexte que la theorie du codage doublement orthogonal [6], [11] a 
ete mise au point il y a une decennie, en 1997, par les professeurs Haccoun, Cardinal et 
Gagnon, suite a la decouverte des codes Turbo en 1993 par messieurs Berrou et Glavieux 
[3]. En effet, ces codes Turbo, utilisant un decodage iteratif symbole par symbole, ont 
revolutionne le monde du codage en s'approchant de la limite predite par Shannon comme 
personne n'y etait parvenu auparavant. Cependant, ces resultats ont ete obtenus au prix de 
l'introduction d'un important retard, du a la partie importante de ces codeurs et decodeurs : 
des entrelaceurs. Ces entrelaceurs sont a l'origine de l'independance totale des observables 
au fil des iterations, ce qui permet d'obtenir ces remarquables resultats. 
L'idee des professeurs Haccoun, Cardinal et Gagnon a ete de garder l'independance des 
observables, au moins sur deux iterations, tout en supprimant l'entrelaceur. Pour cela, ils 
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ont mis au point une theorie de decodage iteratif a seuil ou la complexite se trouve dans la 
construction du code. Ainsi, la principale difficulte consiste en la generation de bons codes 
doublement orthogonaux, mais leur mise en application, pour des resultats de plus en plus 
proches des codes Turbo, est d'une complexite bien inferieure. De plus, la suppression des 
entrelaceurs diminue fortement le retard introduit par les codes Turbo et la complexite des 
algorithmes de codage et de decodage. 
Notre etude s'est interessee en particulier aux codes doublement orthogonaux recur-
sifs [4], C'est en effet cette classe de codes doublement orthogonaux qui est la plus pro-
metteuse en termes de performances d'erreur. Mais ces codes recursifs n'ont encore jamais 
fait l'objet d'une etude a part entiere meme si tout le processus de decodage de ces codes 
a deja ete determine dans [4]. Ainsi, le premier objectif de mon projet de recherche a ete 
de determiner l'ensemble des conditions que ces codes doivent respecter. Puis, une fois ces 
conditions obtenues, je me suis attache a trouver diverses methodes de construction des 
codes afin de reduire la latence introduite au maximum, sans degrader les resultats. Enfin, 
plusieurs simulations ont ete effectuees afin de verifier les performances d'erreur des codes 
obtenus, et de pouvoir les comparer aux performances des codes doublement orthogonaux 
connus. 
Organisation du memoire 
Le memoire a ete construit de la maniere suivante : 
Le chapitre 1 rassemble tout ce qui doit etre connu sur la theorie de 1'information ainsi 
3 
que sur le codage pour pouvoir comprendre la suite du memoire. II y est done rappele ce 
qu'est le codage de canal, la notion de bruit ou encore le decodage a seuil. On y definit 
aussi les codes convolutionnels, les codes simplement orthogonaux et les codes recursifs 
systematiques. 
Le chapitre 2 introduit la notion de decodage iteratif, decrit la theorie du codage dou-
blement orthogonal et explique la difference entre les codes convolutionnels doublement 
orthogonaux au sens large et au sens strict. On y compare aussi les performances d'erreur 
de tous les codes doublement orthogonaux connus pour un taux de codage de 1/2. 
Le chapitre 3 regroupe toute 1'etude effectuee sur les codes convolutionnels doublement 
orthogonaux recursifs au sens large. On y definit les conditions que ces codes doivent res-
pecter et les methodes utilisees pour construire ce genre de codes. Enfin, les performances 
d'erreur obtenues par simulations sont presentees. 
Le chapitre 4 est la suite directe du chapitre 3 puisqu'il regroupe toute l'etude faite sur 
les codes convolutionnels doublement orthogonaux recursifs au sens strict. Le chemine-
ment du chapitre est done le meme que pour le precedent, a savoir: recherche de conditions, 
construction de codes et determination des performances d'erreur par simulations. 
Enfin, le chapitre 5 prendra la forme d'une grande conclusion qui resumera les meilleurs 




Les differentes contributions apportees par mon travail de recherche sont: 
- determination des conditions completes et specifiques des codes convolutionnels 
doublement orthogonaux recursifs au sens large et au sens strict. 
- construction de nouveaux codes convolutionnels doublement orthogonaux recursifs 
au sens large, avec minimisation du span de ces codesjusqu'a J — 7. 
- amelioration de l'algorithme de decodage des codes convolutionnels doublement or-
thogonaux recursifs au sens large. 
- simulation des performances d'erreur des codes recursifs au sens large jusque J — 11 
- construction de nouveaux codes convolutionnels doublement orthogonaux recursifs 
au sens strict, avec la possibilite de faire varier le span et l'emplacement des connexions 
du codeur. 
- etude des meilleures configurations pour les codes convolutionnels doublement or-
thogonaux recursifs au sens strict. 
- determination par simulations des performances d'erreur des codes obtenus. 
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CHAPITRE 1 
LES BASES DU CODAGE 
Tout le monde se rend compte de 1'emergence fulgurante des telecommunications au 
cours des dernieres annees. II est meme difficile de se rappeler comment nous pouvions 
vivre il y a encore 15 ans, sans telephone cellulaire ni Internet, tant ceci parait aujourd'hui 
indispensable, autant dans notre vie professionnelle que personnelle. 
Cependant, dans le public, peu de personnes savent ce qui se cache derriere les termes de 
codage, de bruit ou encore d'orthogonalite. Ce premier chapitre va ainsi introduire quelques 
bases de telecommunication qui permettront de pouvoir suivre ce memoire dans son en-
semble. 
1.1 Une communication numerique 
Le principe de base d'une communication numerique est d'envoyer une sequence de 
bits a partir d'un emetteur et de pouvoir retrouver cette sequence au recepteur. Les deux 
principales contraintes associees a cette communication sont la fiabilite et la rapidite. En ef-
fet, il faudrait que la sequence de bits obtenue au recepteur soit identique a celle emise, tout 
en assurant une transmission aussi rapide que possible. La figure 1.1 presente un schema de 



















C = (c„,c,,..., <•„...) 
<•, = ( " , . / > , ) 
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* = ( * „ , * *,....) 




JV = (»„.«, « ) 
FIG. 1.1 Resume d'une telecommunication avec un canal non quantifie 
1.1.1 Differents types de codage 
La premiere partie d'une communication numerique consiste en une operation nominee 
codage de source. Ce codage a pour but de reduire au maximum la redondance d'informa-
tion introduite par la source. II y aura alors, grace a cette compression, moins d'information 
a transmettre, d'ou un gain de temps. Ce type de codage ne sera cependant pas traite par la 
suite. 
Nous avons ensuite le codage de canal, qui occuppe un role completement different. 
En effet, on va maintenant raj outer une redondance controlee de 1'information dans le 
but de prevenir d'eventuelles erreurs, qui pourraient etre introduites pendant la transmis-
sion. C'est ce type de codage qui va nous interesser en particulier dans la suite de ce me-
moire. Nous allons chercher des codes convolutionnels doublement orthogonaux recur-
sifs qui vont nous permettre de minimiser la probability d'erreur par bit. Nous noterons 
U — (no, ui,...,Ui,...) la sequence de bits a l'entree du codeur, ou Ui e {0,1} est un bit 
d'information, emis avec l'energie E^, et i = 0 ,1,2, . . . est l'instant de transmission. 
Tous les codes utilises dans la suite du memoire sont des codes dits systematiques et 
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de taux de codage R — 1/2. Ceci signifie que pour chaque bit ut a l'entree du codeur, 
nous aurons deux bits en sortie : le bit d'information lui-meme (code systematique) et un 
deuxieme symbole, pu dit de parite, et calcule par des additions modulo-2, representees 
par le symbole ©, sur un nombre fini de bits d'information precedant le bit d'information 
courant Ui, ou i = 0,1,2, . . . . Ces symboles de parite serviront a calculer des symboles de 
syndromes, qui nous permettront a leur tour de detecter d'eventuelles erreurs de transmis-
sion. Ainsi, nous aurons a la sortie du codeur la sequence C = (c0, Ci , . . . , c , , . . . ) , dont 
chaque element c» = (u,, pt) est compose du bit d'information courant Ui et du symbole de 
parite associep^. 
Un exemple elementaire de codage de canal systematique de taux R — l/'d (ajout de 
deux symboles de parite en plus du bit d'information), serait de coder la sequence U en re-
petant le bit d'information. La sequence a la sortie du codeur sera done C = (c0, Ci , . . . , c,:,...) 
avec i = 0,1,2, . . . et Q = (UJ,pl«, p2,) tels que pU = p2,: = m. Ceci signifie simplement 
qu'au lieu d'envoyer un "0" ou un "1", on envoie "000" ou "111". Nous allons voir un peu 
plus loin pourquoi tripler le nombre de bits de cette facon peut permettre de corriger des 
erreurs de transmission. 
1.1.2 Modele du canal 
La sequence C est ensuite envoyee vers le canal de transmission qui peut etre decrit se-
lon deux approches. On peut le considerer quantifie, auquel cas nous ne travaillons qu'avec 
des bits, ou non quantifie, ce qui nous permettra d'utiliser des valeurs reelles. 
1.1.2.1 Canal quantifie 
Dans le cas du canal quantifie, la sequence C est directement envoyee dans un canal 
binaire symetrique dont le bruit est represente par la sequence E = (eo, e 1 ? . . . , e*,...) 
dont chaque element et = (e", ef) a deux composantes e" et e^ qui vont agir respectivement 
sur le bit dinformation u,: et sur le symbole de parite p, comme le montre la figure 1.2 et 
l'equation (1.1). 
*- V.^0'^1'-"'^/'"-/ 
c, = ("/>/>,) 
t- J C Q J C , , . . . , C^...) 
«/=(«/.?/) 
«/ = (<»«') 
FIG. 1.2 Canal Binaire Symetrique en quantification ferme 
On aura done a la sortie du canal la sequence C = (c0, Ci , . . . , Q , ...) dont chaque 
element Cj = (ui,pi) vaut: 
W,; 
P» = Piffief 
(1.1) 
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II en decoule que nous aurons a faire face a une erreur a chaque fois qu'une des com-
posantes de e, = (e", e?) aura la valeur 1. Dans notre cas du canal binaire symetrique, avec 
une modulation BPSK utilisee pour transmettre 1'information dans un canal reel dont le 
bruit additif est blanc, Gaussien, de moyenne nulle et de spectre de densite de puissance 
bilaterale egal a N0/2, la probability qu'une des composantes de e, soit egale a 1 vaut 70 
dont la valeur est [18] : 
7o = Q(^/2REb/N0) = Q{VEb/N0) car R = 1/2. 
avec Q(.x) = / - ^ e " * 2 / 2 d i 
Jx \/2n 
1.1.2.2 Canal non quantise 
Avant de transmettre les symboles ct vers le canal physique non quantifie, nous avons, 
pour la modulation BPSK, une transformation qui va les preparer en symboles de canal 
antipodaux. La sequence transformee sera notee X = (x0, x\,..., cc,,...), dont chaque 
element xt = (a;", x?) = 2 • Ci — 1 est calcule selon : 
< = 2-ut-l 
x\ = 2 - f t - l 
Les elements x\ et x\ prennent done des valeurs dans l'ensemble {—1,1}. 
La sequence X est ensuite envoyee vers le canal de transmission qui peut etre decom-
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z(t) .O u '-(') •w Demodulateur 
Y 
Canal physique 
FIG. 1.3 Canal equivalent Gaussien 
Nous obtenons ainsi, a la sortie du modulateur BPSK, le signal z(t), qui est transmis 
dans le canal physique a bruit blanc, additif et Gaussien de moyenne nulle, note n(t). Ce 
bruit sera considere comme une sequence N = (n0, i%i, . . . , ni}...), avec i = 0,1,2, . . . , 
ou chaque symbole rii est compose de deux valeurs, rii = (n'/, r?f), qui agiront respec-
tivement sur x" et x\ comme le montre l'equation (1.2). Les elements de bruit nj' et nf 
sont des variables aleatoires, reelles, Gaussiennes, de moyenne nulle et de variance JVo/2. 
Enfin, le signal re9u en sortie du canal physique, r(t) = z(t) + n(t), est envoye dans un 
demodulateur, dont le filtre adapte donnera en sortie la sequence consideree comme non 
quantifiee Y = (y0, y1,..., yt,...). Chaque element de cette sequence vaut yi = (y™, j/f) 
et peut etre calcule selon : 
y? = *r + < (1.2) 
V P 1 V 
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1.1.3 Decodage 
La derniere partie de la communication numerique consiste enfin a decoder la sequence 
Y qui sort du canal. Le decodeur devra ainsi essayer de retrouver la sequence initiale U. 
Pour ceci, il effectue certains calculs qui seront developpes plus loin dans ce memoire, 
et donne en sortie une derniere sequence U = (fio>&i) • • • ,•&», • • •), appelee sequence 
decodee, qui correspond a la decision finale faite par le decodeur. Nous pourrons alors 
verifier la fiabilite du codage, en evaluant la probabilite d'erreur par bit transmis, qui vaut 
Pe — Prob(uj, ^ Ui). 
Nous pouvons maintenant revenir a notre exemple de codeur de canal. Nous avions 
decide de remplacer les "0" par "000" et les "1" par "111". En reprenant les notations 
introduites precedemment, le recepteur va done observer une sequence de symboles codes 
yt, avec i = 0,1, 2 , . . . , qui auront pour valeur yi — Xi + n,. Nous rappelons que Xi peut 
etre decompose selon Xi = (a;", x^,x^2) et vaut done (—1,-1,-1) si w, = 0 et (1,1,1) si 
ut = 1. Nous avons de la meme maniere n^ = (n", nf
1, np2), ou chaque element de n, est 
une variable aleatoire, reelle, Gaussienne, de moyenne nulle et de variance N0/2. 
On va alors demander au decodeur de garder la valeur majoritaire dans la sequence de 
symboles t/j qu'il recoit, e'est-a-dire que si le decodeur trouve (0,1,0) sur le groupe de 
trois bits qu'il etudie, il decidera que le bit d'information d'origine etait 0. En revanche, si 
le decodeur observait (1,1,0), il decidera la valeur 1 pour le bit d'information transmis par 
la source. 
Nous pouvons alors calculer la probabilite d'erreur par bit dans les deux cas. Supposons 
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que le bit emis soit ut = 0. On a done xt = — 1. Sans le codage de canal, la probability 
d'erreur vaut la probability que la composante nt soit superieure a 1. Si on suppose que nt 
est une variable aleatoire suivant la loi Gaussienne 7V(0,1), on resume les interpretations 
possibles du decodeur dans le tableau 1.1: 
ite~ 
avec Pe = Q(l) = 1.59 • 10
_1 










La probability d'erreur vaut done Pe = pe = 1.59 • 10"
1 
Avec le codage de canal, en prenant la raeme loi pour les composantes de n,;, les deci-





























( 1 - P e ) 3 
pe(l-pe)
2 
Pe( l -Pe) 2 





avec pe = Q(1) = 1.59-10"
1 
TAB. 1.2 Interpretations du decodeur avec le codage de canal 
La probability d'erreur vaut done Pe = pi + 3 • p
2
e{l — pe) = 6.78 • 10"
2. 
Nous pouvons ainsi voir qu'en rajoutant de la redondance de 1'information, nous avons 
reussi a ameliorer les performances du decodeur. Cependant, un tel code triple le nombre 
de symboles a transmettre pour une amelioration assez faible et est peu interessant. 
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1.2 Codes convolutionnels simplement orthogonaux 
Nous avons vu dans la partie precedente la necessite du codage de canal pour une com-
munication numerique. Or, nous allons etre amenes dans la suite de ce memoire a dis-
cuter de differents types de codes. Nous verrons tout d'abord dans le prochain chapitre 
les codes convolutionnels doublement orthogonaux au sens large (CS02C — WS, en An-
glais : Convolutional Self-Doubly Orthogonal Codes in the Wide Sense) et au sens strict 
(CS02C - SS : Convolutional Self-Doubly Orthogonal Codes in the Strict Sense). Puis, 
nous etudierons ensuite de maniere plus approfondie les codes convolutionnels double-
ment orthogonaux recursifs au sens large (R — CS02C — WS : Recursive Convolutional 
Self-Doubly Orthogonal Codes in the Wide Sense) et au sens strict (R - CSO'2C - SS : 
Recursive Convolutional Self-Doubly Orthogonal Codes in the Strict Sense). Cependant, 
pour chacun de ces types de codes, le codeur, toujours systematique et convolutionnel, 
differe legerement. Afin de se familiariser avec les notions de codes convolutionnels, d'or-
thogonalite et de recursivite, nous allons maintenant introduire un codeur convolutionnel 
utilise pour les codes convolutionnels simplement orthogonaux (CSOC : Convolutional 
Self Orthogonal Codes), ainsi que le decodeur associe, initialement proposes par Massey 
dans [15]. 
1.2.1 Codage convolutionnel 
Tous les codeurs presentes dans la suite de ce memoire sont des codeurs convolution-
nels, qui ont ete introduits en 1955 pas Elias [8]. Un exemple de codeur convolutionnel 
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FlG. 1.4 Exemple de codeur convolutionnel avec R=l/2, J=4 et m=6 
Certains termes relies au codeur doivent etre assimiles pour comprendre la suite du me-
moire. II y a tout d'abord le nombre de bits relies a l'additionneur, note J. Les numeros des 
cases du registre a decalage connectees a l'additionneur sont notes a.j avec j e { 1 , . . . , J} 
et le codeur est represents par le vecteur de connexions a = {o^, a2, • • • , « j} . Enfin, le 
span du codeur, ou la memoire du codeur, vaut m = aj. 
Nous avons done a la figure 1.4 un codeur convolutionnel avec J = 4 connexions qui 
sont 
OL\ = 0 
a2 = 1 
a3 = 4 
«4 = 6 
On peut done representer ce codeur par le vecteur a = {0 1 4 6} et son span, ou sa 
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memoire, vaut m = aj = 6. 
Enfin, le symbole de parite est calcule par : 
j 
Pi = ^2 ®ui-oj = ui © ui-i © Ui-i © Ui-6 avec i = 0 ,1,2, . . . (1.3) 
j = i 
oil itj represente le bit d'information a l'instant ?'. 
1.2.2 Representation des codes convolutionnels 
II existe de nombreuses manieres de representer graphiquement un code convolutionnel. 
Nous avons les diagrammes d'etat, les treillis ou encore les arbres. Seule la representation 
en arbre va ete detaillee ici. 
Sur chaque noeud de 1'arbre est represente un etat. II vaut, a l'instant i, le vecteur 
{UJ_! Uj_2 • • •
 ui-{aj)}- II existe done 2aj etats differents. 
De ces noeuds partent 2 branches. Celle vers le haut indiquera que nous avons en entree 
du codeur le bit ut — 0 et celle vers le bas representera le cas ou u» = 1. 
Enfin, on indique sur chaque branche la valeur de la sortie du codeur, qui contient le bit 
d'information n, et le symbole de parite pt defini a 1'equation (1.3). 
L'arbre correspondant au codeur de la figure 1.4 sera done : 
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bit "0" en 
entree t 































FIG. 1.5 Arbre du code convolutionnel represents par le vecteur a = {0 1 4 6} 
1.2.3 Condition d'orthogonalite 
Nous introduisons maintenant la notion d'orthogonalite proposee par Massey [15]. 
Definition 1.1 (Codes convolutionnels simplement orthogonaux (CSOC)) Un code 
convolutionnel represents par un vecteur de J connexions a = {ctj a%- • • aj} sera sim-
plement orthogonal si et seulement si toutes Ies differences positives (a^ — oij), avec k et j 
dans (l,...,J)etk>j, sont distinctes. 
Nous pouvons verifier que le code introduit a la figure 1.4 est bien un code CSOC en 























TAB. 1.3 Verification de l'orthogonalite du codeur de la figure 1.4 
1.2.4 Decodage 
Nous avons vu dans la premiere partie du chapitre que nous pouvions modeliser le canal 
de deux manieres differentes. Bien que les simulations presentees dans la suite du memoire 
aient toutes ete effectuees a partir d'un canal non quantifie, il est important, au point de 
vue theorique, de detailler le processus de decodage avec un canal quantifie, invente par 
Massey [15] et base sur un calcul de symboles de syndromes. 
1.2.4.1 Decodage de type dur 
La sortie du canal quantifie est la sequence C = (c0, c i , . . . , c,,...) dont chaque 
element se decompose selonc^ = (n, ,^) . Pour pouvoir effectuer une decision, ledecodeur 
va recalculer le symbole de parite pj a partir des bits Ui recus, et le compare au symbole de 
parite re?u correspondant, pi. On obtient alors le symbole de syndrome Si : 
Si = Pi © Pi (1.4) 
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Ainsi, en reprenant les equations (1.3) et (1.4), ,s; devient: 
j 
Si=Pi@^®Ui-aj (1.5) 
Puis, en reinjectant les equations (1.1) dans (1.5) 
Si = Pi © ef © ] T ©Uj_aj. © eV_0j (1.6) 
Or, nous avons d'apres l'equation (1.3): 
j 
Pi © J2 ®Ui-<*i = ° 
On en deduit que : 
j 
Si = e ? © J > e V _ Q , (1-7) 
Ces symboles de syndrome, qui ne dependent que du bruit, sont ensuite stockes dans 




Si on s'interesse uniquement aux syndromes si+ak, on obtient, pour k — ( 1 . . . . . J) : 
.7 
si+ak = £i+ak iB 2_^®
ei+ak-cij 
.3 = 1 
fc-1 J 
= 4+ak © J ] ©eV+Qt_0. © e« © ] T ©e?+Qfc_a. 
j = l j=k+l 
k-1 J 
= e? 0 ej;Qfc © J ] ©er+afc_Q. © £ ®$+ak-aj (1.9) 
j = i j=fc+i 
Nous pouvons remarquer que, grace a l'orthogonalite du code, dans les J symboles 
de syndromes obtenus dans l'equation (1.9), le terme e" est commun aux J equations alors 
que tous les autres termes n'apparaissent qu'une seule fois, dans un des J syndromes. Nous 
avons done obtenu un systeme de J equations orthogonales a e", notees Aki = si+Qk et 
appelees equations de parite : 
fc-i J 
Ak,i = sl+ak = e\ © ef+afc © J2®^+ak_a. © J2 ®^+*k-«3 (
L1°) 
avec fc = 1 , . . . , J et i = 0,1,2, — 
Nous avons alors simplement a effectuer une decision majoritaire sur les equations de 
parite qui est la suivante : le decodeur decidera e" — 1 si et seulement si plus de [J/2\ 
equations de parite Ak)i, avec k = 1 , . . . , J, valent 1, ou |_-J represente la partie entiere. 
Sinon, il decidera ef = 0. 
Cependant, nous voyons que dans la deuxieme somme de l'equation (1.10), les sym-
boles d'erreur e"+ Q., avec j > k, auront, a l'instant courant i, deja ete decodes puisque 
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cv/f — a.j < 0. II est alors possible d'introduire une retroaction de la decision en rajoutant 




%® 4+ak © Y, ®
ei+ak-ai © Y, ® (
e"+afc-a, © 3V„fc_a .) ( 1 . 1 1 ) 
avec k = 1 , . . . , J et i = 0,1, 2 , . . . 
Et si on suppose la decision ideale et done sans erreur de decodage, il vient: 
e»+ak-ai®%+ak-aj = 0 (1.12) 
avec k = ( 1 , . . . , J) , j = (k + 1 , . . . , J) et i = 0,1, 2 , . . . 




Ainsi, si on reprend l'exemple de code CSOC utilise precedemment a la figure 1.4, les 
J = 4 equations sont: 
Aij = ei © ei 
M,i = 4 © 4+i © e?+i 
^ = e^ © e?+4 © e ^ © e?+3 
-™4,i — e i © ei+6 © e*+6 © ei+5 © ei+2 U-14) 
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On voit bien que le terme e" apparait dans les J equations alors que tous les autres termes 
n'apparaissent qu'une seule fois : on a bien un systeme de J equations orthogonales au 
symbole ef. Le decodeur-type, appele decodeur a seuil, qu'on utilise en quantification dure 
pour ces codes est represents a la figure 1.6. 
•©-^ 
FIG. 1.6 Decodeur a seuil en quantification dure 
1.2.4.2 Decodage a seuil a sorties non quantifiees 
Dans ce cas, le decodeur va utiliser J + 1 equations obtenues a partir des equations 
Akj avec k — 1 , . . . , J en leur additionnant le symbole Wj. On obtient alors, a partir de 
1' equation (1.10): 
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B0,i = ut (1.15) 
fc-l J 
Bk,i = Ui®^@ei+Qk@^@e^0k_ai@^®e^+Qk_ai (1.16) 
j=l j=k+l 
Puis en reinjectant 1'equation (1.1) dans (1.16) : 
5<U = ut®e^ (1.17) 
fc-i J 
Bk,i = «< e e?+Qfc © £ ffie?+afc_Q, © ^ ©
e"+afc-a, (
L 1 8 ) 
On a ainsi obtenu un systeme de J + 1 equations orthogonales au bit ut. La decision se 
fait done maintenant directement sur le bit d'information m selon la regie : decider Ui = 1 
si et seulement si plus de [(J + 1)/2J equations Bk,i, avec k = 0 , . . . , J, valent 1. Sinon, 
decider ut = 0. 
11 a ete demontre dans [4], par un raisonnement resume dans 1'Annexe 1, que les J + 1 
equations decrites dans (1.17) et (1.18) reviennent a estimer la valeur A; selon : 
j / fe-i J \ 
\ = tf + £ C ^ E ^ - o , O £ <>*+«*-«, (1-19) 
fc=l \ j= l j=fc+l / 
J 
= yr + E * M (1-20) 
fc=l 
La quantite Aj est 1'approximation du logarithme du rapport de vraisemblance, LRV, du 
bit d'information u.,, [4]. Les termes ^k,u avec k = 1 , . . . , J, represented l'estimation de 
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chacune des equations Bkj dans l'equation (1.18). Nous utilisons aussi un nouvel opera-
teur represente par o, nomme add-min. 11 a ete defini dans [4], et il represente 1'operation 
suivante : 
addm,in(inputl, input,2) = —sign(inputl)sign(input2) • min (\inputl\, \input2\) 
Enfin, lorsque le decodeur a effectue 1'estimation de la valeur de A,, la regie de decision 
est: 
Decider Uj = 1 si et seulement si A, > 0. Sinon, decider n, = 0. 
Ainsi, si on applique l'equation (1.20) au codeur represente a la figure 1.4, on obtient: 
4 
fc=i 
avec \I>M = yf oAi_ioAi_4oA,_6 
*2,i = Vi+i O Vi+i O \-3 O Aj_5 
*3,* = 2/f+4 O %"+4 O V?+3 O Ai-2 
*4,i = fi+6oyt^oy^oy^2 0-21) 
Le decodeur a seuil a sorties non quantifiers associe au code ayant J — 4 connexions 
et represente par le vecteur a = {0,1,4,6} est montre a la figure 1.7. 
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FlO. 1.7 Decodeur a seuil a sorties non quantifiers associe au code convolutionnel a = 
{0 14 6} 
1.3 Codes Convolutionnels recursifs systematiques 
1.3.1 Construction a partir de codes convolutionnels non systematiques 
Nous avons presente a la section precedente, a la figure 1.4, un codeur convolutionnel 
systematique de taux R — 1/2. Considerons maintenantun codeur convolutionnel, toujours 
de taux R = 1/2, mais non systematique. Nous aurons done pour chaque bit u, en entree 
du codeur, deux symboles de parite en sortie, p?1 et pi2, calcules par des additions modulo-2 
sur des bits anterieurs au bit Ui. Un exemple est donne a la figure 1.8 : 
En reprenant la notation vectorielle introduite precedemment, ce codeur est represente 
par les deux vecteurs a = {u\ a2 a3} de longueur J\ — 3 et /3 = {/?i /32} de longueur 
J2 = 2 respectivement egaux a{012}e t{02} . 
L'idee est alors de prendre le generateur /9 pour effectuer une boucle de retour interne, 
comme montre a la figure 1.9 : 




FIG. 1.8 Codeur convolutionnel non systematique de taux R=l/2 represente par les vecteurs 
a = {0 1 2} et j3 = {0 2} 
" • Pi 
FIG. 1.9 Codeur convolutionnel recursif systematique de taux R=l/2 represente par les 
vecteurs a = {0 1 2} et 0 = {2} 
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decalage n'est plus relie qu'a une seule case du registre. Ainsi, nous representons ce code 
convolutionnel recursif systematique par les deux generateurs a = {012}e t /3 = {2} 
de longueurs respectives J\ = 3 et J2 = 1, j3 etant le generateur utilise pour la boucle de 
retour. Cette notation sera conservee dans tout le reste du memoire. 
1.3.2 Proprietes de distance 
Nous allons maintenant introduire certaines proprietes de distance qui caracterisent les 
performances d'un code convolutionnel [13]. 
La distance de Hamming, notee du, entre deux mots de codes C\ et C2, est egale au 
poids de Hamming WH , et vaut done le nombre de bits egaux a " 1" de la somme C\ © C 2 : 
dH(C1,C2) = WH(C1®C2) 
Lafonction de distance des colonnes d'ordre n, notee dc(n), est la distance de Hamming 
minimale entre toutes les paires de mots de code de longueur n branches qui different dans 
leur premiere branche : 
dc{n) = min(dH(Cln,C2n)) 
Leprofildedistance,noted,estconstituedel'ensembledesdc(n)pourn = 1,2,... ,k: 
d=(dc(l),dc(2),...,dc{k)) 
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Enfin, la distance libre, notee dfree, vaut: 
dfree = 1™- d c ( n ) 
n—*oo 
En general, les codes les plus puissants sont ceux dont la distance libre est maximale. 
1.3.3 Spectres des codes convolutionnels 
Le spectre represente l'ensemble des mots de code non nuls en fonction de leur distance 
de Hamming par rapport a 0. II est presente sous forme de tableau de trois colonnes ou on 
y inscrit: 
- d : poids des mots de code 
- Ad : nombre de mots de code de poids d 
- Cd : nombre de bits d'information "1" ayant contribues a l'obtention des Ad mots de 
code de poids d 
Ainsi, chaque triplet {d, Ad, Cd} represente une raie du spectre. 
11 existe un nombre infini de raies dans un spectre. Cependant, nous verrons dans la pro-
chaine section qu'il n'est pas necessaire d'obtenir un grand nombre de raies pour pouvoir 
evaluer la performance d'erreur d'un code. Ainsi, le spectre de L raies se definira comme 
le denombrement de tous les chemins de poids inferieurs ou egaux a L, qui debutent par le 
bit d'information "1" et qui finissent a un noeud d'etat 0. II a ete montre que le poids de la 
premiere raie non nulle vaut dfree [19]. 
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Le spectre du code presente a la figure 1.9, pour des raies de poids inferieurs ou egaux 






















TAB. 1.4 Spectre du code recursif systematique represente par a = {0 1 2} et (3 = {2} 
1.3.4 Evaluation des performances d'un code a partir de son spectre 
Une evaluation de la probabilite d'erreur par bit d'information en utilisant un decodage 
MAP a ere faite dans [19]: 
oo 
" (1.22) Pb< E Cd-P< 
u=(ifree 
ou Pd est la probabilite d'erreur entre deux mots de codes, et vaut, pour un canal a bruit 
blanc Gaussien additif dont la densite de puissance bilaterale est N0/2 avec une modulation 
BPSK: 
avec 
Pd = Q(x/2dR^) 
Q(x) = / -=€-* 
Jx V^7T 
''2dt 
Ainsi, en reprenant le spectre du tableau 1.4, l'estimation de la probabilite d'erreur par 
bit correspondante est donnee a la figure 1.10, ou chaque courbe prend une raie de plus en 
consideration. 
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Eb/NQ (en dB) 
FIG. 1.10 Estimation de la probability d'erreur par bit du codeur convolutionnel recursif 
systematique avec R=l/2, a = {0 1 2} et j3 = {2} 
On remarque que seules les deux premieres raies du spectre ont une influence signi-
ficative, surtout pour de hauts rapports signal sur bruit, sur l'estimation de la probability 
d'erreur. 
1.4 Conclusion 
Nous avons done vu dans ce premier chapitre les notions de codage, de bruit, d'or-
thogonalite, de recursivite et de decodage a seuil. Cependant, la raison pour laquelle les 
codes Turbo ont d'aussi bons resultats est que le decodage se fait en plusieurs iterations 
(repetition du processus de decodage) et que, a chaque iteration, les observables sont in-
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dependantes grace aux entrelaceurs mentionnes auparavant. Nous allons definir dans notre 
prochain chapitre le principe du decodage iteratif qui permettra d'aboutir sur la theorie des 
codes convolutionnels doublement orthogonaux CS02C. 
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CHAPITRE 2 
THEORIE DES CODES CONVOLUTIONNELS DOUBLEMENT 
ORTHOGONAUX NON RECURSIFS 
2.1 Decodage a seuil iteratif 
Nous allons utiliser dans la suite du memoire un decodeur a seuil iteratif compose d'une 
succession de M decodeurs a sorties non quantifies semblables au decodeur represente a 
la figure 1.7 [5]. Nous representons ce decodeur a seuil iteratif a la figure 2.1, ou chaque 
iteration est effectuee par un decodeur distinct. 
\/u. 
y l+Ma 
y i+Ma — 













1 7 U 
y i+ctj 
71 i+(M-2)o, ^ ™ _ 







FIG. 2.1 Decodeur a seuil avec M iterations 
A chaque iteration ji, \x e ( 1 , . . . , M), le decodeur effectue l'estimation du LRV Xf1' de 
Ui, en se servant de l'estimation X^ faite a l'iteration precedente ainsi que des symboles 
provenant du canal, yf et yf, selon l'equation [4] : 
^ = yr + Ef^^E<>
A^U<>E<>A^^ 
j 
j = i j=k+l 





A la derniere iteration, soit pour /.i — M, le decodeur effectue une decision finale sur 
Ui en comparant la valeur \\ a un seuil. La regie de decision est : Decider u, = 1 si et 
settlement si \\ > 0. Sinon, decider Ui = 0. 
On voit ainsi que les codes utilises avec ce type de decodeur doivent, pour que les ob-
servables restent independantes au fil des iterations, non plus etre simplement orthogonaux 
mais maintenant avoir la propriete de M-orthogonalite. Cependant, il a ete montre dans [4] 
qu'une orthogonalite d'ordre 2 suffit pour atteindre les performances asymptotiques de 
codes M-orthogonaux. Nous allons done enfin definir dans la prochaine section les codes 
doublement orthogonaux CS02C, d'abord au sens large, puis au sens strict. 
2.2 Codes convolutionnels doublement orthogonaux au sens large 
2.2.1 Conditions a respecter 
Afin d'obtenir les conditions a respecter pour les codes CS02C — WS, il suffit de 
developper l'equation (2.2) pour [i = 2. Nous obtenons alors, en reintegrant l'equation 
(1.20): 
>i2) = tf + E (y^ • E*>&»-, • E •*£»-«,) 
fc=l V 3=1 j=k+l I 
J / fc-1 , J l-l 
= 2/»' + E ( yi+»k ° L ° y'i+au-a, + E [tii+ak-aj+ai ° E ^ i ' + ( » r « i ) - ( « m - » i ) 
fc=l V j = l ^ (=1 m=\ 
- E ^iU-a,)-^^))) - E *>&>-o) <2-3> 
m=l+l ' 7=fc+l / 
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Arm de garder l'independance des observables sur les deux premieres iterations, il faut 
que tous les termes presents dans l'equation (2.3) soient differents. Nous pouvons alors 
definir les codes CS02C - WS [4]. 
Definition 2.1 (Codes convolutionnels doublement orthogonaux au sens large) (CS02C— 
WS) Un code convolutionnel systematique de taux de codage R = 1/2 et represents par 
un vecteur de J connexions a = {cci a2 • • • aj} sera doublement orthogonal au sens large 
si et seulement si il verifie les trois conditions suivantes, pour toute combinaison des entiers 
k,j,Lm,G ( l , --- , J) : 
1. Les differences simples (a^ — aj) sont distinctespour tout k ^ j . 
2. Les differences doubles (a.k — aj) — (am — ai) sont distinctes pour tout k ^ j , I ^ m, 
k 7̂  m, j 7̂  I, saufpour les differences egales inevitables. 
3. Les differences simples sont distinctes des differences doubles. 
On remarque, dans la definition 2.1, la presence de differences doubles inevitablement 
egales. En effet, certaines permutations des indices (&, I) et (j, m) engendrent des diffe-
rences doubles egales. Par exemple, on aura (QJ — a2) — («3 — on) — (a^ — a2) — (as — ai). 
C'est la raison pour laquelle ces codes sont dits au sens large, puisque l'independance des 
observables a la deuxieme iteration n'est pas entierement complete. 
Pour remedier a ce probleme, il a ete defini des codes convolutionnels doublement 
orthogonaux au sens strict, presenters dans la prochaine section, qui garantiront une inde-
pendance to tale des observables pour les deux premieres iterations. 
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2.2.2 Coefficients de ponderation 
On a vu a la partie precedente que les observables ne pouvaient etre independantes 
completement a la deuxieme iteration. Cette difficulty a ete en partie contournee en ponde-
rant par des coefficients a[. les equations de controle de parite modifiees \I>ĵ  presentees a 
l'equation (2.2) [7]. L'idee etait en premier lieu de pouvoir reduire l'influence des equations 
de parite qui contiennent le plus de repetitions de differences. II en decoule que l'estimation 
effectuee par le decodeur a seuil iteratif presente a la section 2.1 devient: 
k=l 
Cependant, il a ete observe dans [4] que les coefficients de ponderation peuvent etre pris 
egaux pour un code donne, sans grande degradation des performances d'erreur. L'algo-
rithme de decodage utilise effectuera done l'estimation suivante : 
^ fc=i ' 
Nous pouvons voir l'influence des coefficients de ponderation sur les performances des 
codes a la figure 2.2. La courbe, tiree de [4], represente les performances du code au sens 
large avec J=8 et represente par le vecteur a = {0 43 139 322 422 430 441 459} a la 8i6me 




FlG. 2.2 Effet du coefficient de ponderation sur la probability d'erreur par bit pour le code 
CS02C - WS avec J=8 et represent par le vecteur a = {0 43 139 322 422 430 441 459}, 
a la 8i6me iteration, pour Eb/N0 = MB 
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2.2.3 Codes convolutionnels doublement orthogonaux simplifies 
II a ete introduit dans [16] des codes convolutionnels doublement orthogonaux sim-
plifies au sens large (S — CS02C — WS). L'idee est d'accepter un certain nombre de 
differences doubles egales, en plus des differences egales inevitables a cause des permuta-
tions d'indices comme nous l'avons vu a la definition 2.1. Ainsi, si on note Nd le nombre 
total de differences doubles, en retirant les differences inevitables, on acceptera un nombre 
N^ de differences doubles egales, N% < Nj. La definition des codes simplifies est donnee 
a la definition 2.2 [16]. 
Definition 2.2 (Codes convolutionnels doublement orthogonaux simplifies au sens large) 
(S — CS02C — WS) Un code convolutionnel systematique de taux de codage R = 1/2 
et represente par un vecteur de J connexions ex = {at\ 02 • • • aj} sera doublement ortho-
gonal simplifie au sens large si et seulement si il verifie les trois conditions suivantes, pour 
toute combinaison des entiers k,j,l,m£ (1, • • • ,J) : 
1. Les differences simples (a^ — ctj) sont distinctespour tout k ^ j . 
2. Les differences doubles (ctk — otj) — (am — a/) sont distinctes pour tout k ^ j , I / m, 
k 7̂  77i, j ^ I, saufpour les differences egales inevitables, ainsi que pour un nombre 
N% d'entre el les. 
3. Les differences simples sont distinctes des differences doubles. 
Le fait de relaxer la deuxieme condition de la definition permet de reduire considera-
blement le span des codes, pour un J donne, par rapport aux codes non simplifies. De plus, 
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comme nous le verrons plus loin dans le chapitre, les performances d'erreur n'en sont que 
tres peu degradees. 
2.3 Codes convolutionnels doublement orthogonaux au sens strict 
2.3.1 Codeur convolutionnel parallele 
La principale evolution par rapport aux codes dermis au sens large est que les bits d'in-
formation sont maintenant pris par blocs de J a l'entree du codeur. On aura alors a la 
sortie du codeur un ensemble de 2 J symboles codes, les J premiers etant les bits d'entree, 
puisque le code est systematique, et les J suivants, les symboles de parite, pn;i, toujours 
calcules par des additions modulo-2 sur les bits d'information precedant les bits d'informa-
tion courants u n i avec n € { 1 , . . . , J} et i. = 0,1, 2 , . . . . Le taux de codage reste done egal 
a R - J/2 J = 1/2. 
Ces codeurs sont representes par une matrice de taille J x J. L'element de la matrice 
situe a l'emplacement aitj represente le numero de la cellule de retard du bit d'information 
Ui connecte a l'additionneur modulo-2 calculant le symbole de parite pj. Nous donnons un 
exemple de ce type de codeurs, avec J=3, a la figure 2.3. 
La matrice decrivant ce codeur est done une matrice 3 x 3 qui vaut: 
2 0 5 




V 1 " 
//, , M, , 
' < 
" ' 1 - 1 
" l . l - i 
" : . ; • 1 «,,,. 4 II-,,. 










FlG. 2.3 Exemple de codeur convolutionnel en bloc, avec R=l/2, J=3 et m=5 
Le span de ce codeur est alors : 
m = max {a,-,} = 5 
•e{i,...,J} l J J 
je{i,...,J} 
Enfin, avec ces codeurs, la formule pour calculer les symboles de parite est 
j 
°n,i = X ] ' Pn,i = 2_^ ̂
v%i-ak.„ avec n € { 1 , . . . , J } , i = 0,1, 2 , . . . 
fc=l 
(2 
Si on reprend l'exemple propose a la figure 2.3, les symboles de parite s'ecrivent: 
Pl,i = ^2 ®Uk,i-Qk.l =
 Ml,«-3 © u2,i-2 © U3j 
fc=l 
3 
P2,i = X ] ®Ufc-i-<*fc.2 = u l ,«-5 © V>2,i © «3,i-5 
3 




2.3.2 Conditions a respecter 
Par le meme raisonnement qui nous a mene a l'equation (2.3), le developpement de la 
deuxieme iteration pour un code CS02C — SS nous donne : 
J I J , J 
yli + Z_^ I yn,i+aj.n ° Z ^ 0[yk,i+(°i.n-(*k.n) + Z ^ \ys,i+aj.n-(ak.n-ak,s) 
J J N 
2 ^ °yM+(a3.n-afc.„)-(«(.s-afc.s) ° Z ^
 0^,«+(Qj.„-afc.„)-(a,.s-afc,s)J ) ° 
S OAM+(«,.n-afc.n) ) (
2-8) 
L'equation (2.8) nous permet done de definir les codes convolutionels doublement or-
thogonaux au sens strict [4] : 
Definition 2.3 (Codes convolutionnels doublement orthogonaux au sens strict) (CS02C-
SS) Un code convolutionnel systematique de taux de codage R = 1/2 et represents par 
une matrice de connexions de taille J x J dont les elements sont notes («.,>) sera dou-
blement orthogonal au sens strict si et seulement si il verifie les trois conditions suivantes, 
pour toute combinaison des entiers k,j,l,n,sE(l,---,J): 
1. Les differences simples {aj,n ~ &k,n) sont distinctes pour tout k ^ j 
2. Les differences doubles («_,,„ — a^n) — {
ai,s — &k,s) sont distinctes pour tout k ^ j , 
k / I, s ̂  n. 
3. Les differences simples sont distinctes des differences doubles. 
L'utilisation de J registres a decalage, combinee au fait que chaque registre n'est relie 
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qu'a un unique additionneur modulo-2, a ainsi perrnis d'obtenir une independance totale 
des observables a la deuxieme iteration. II s'en suit une nette amelioration des performances 
par rapport aux codes CS02C — WS. 
2.4 Conclusion 
Nous avons defini les codes convolutionnels doublement orthogonaux au sens large, 
simplifies ou non, et au sens strict. Un bon element de comparaison des trois types de 
codes pour une valeur de E^/NQ donnee, est de regarder les performances en fonction 
de la latence totale introduite par les codes apres convergence. En effet, pour les codes 
CS02C — WS, simplifies ou non, la latence totale engendree par un code represente par 
le vecteur a — {ai a2 • • • aj} apres M iterations vaut: 
L = aj- M 
En revanche, pour un code CS02C — SS represente par une matrice de taille J x J qui 
converge apres M iterations, la latence totale sera : 
L = a j • M • J 
Ainsi, les deux prochaines figures, issues des resultats de [4] et de [16], comparent 
les performances des codes au sens large et au sens strict pour des valeurs de Eb/N0 de 
2.5dB et 3.5dB. Les codes simplifies, n'etant pas adaptes pour des E^/NQ inferieurs a 3dB, 
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Latence totale en bits 
FIG. 2.4 Comparaison entre les performances d'erreur des codes CS02C — WS et 
CS02C — SS1 en fonction de leur latence totale apres convergence, Eb/N0 = 2.5 dB [4] 
On peut y observer qu'a Eb/N0 = 2.5dB, les codes au sens strict sont nettement plus 
performants que les codes au sens large. En revanche, pour E\,/N0 = 3.5dB, bien que pour 
un J donne, les performances au sens strict soit meilleures, nous prefererons utiliser les 
codes au sens large, en particulier les codes simplifies au sens large, qui, pour une proba-
bilite d'erreur par bit donnee, engendrent moins de retard et sont bien moins complexes a 
etre implementes. 
Les bons resultats obtenus nous poussent a chercher des variantes de ces codes pour 
pouvoir travailler a des rapports signal sur bruit les plus faibles possibles. Les codes convo-
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FIG. 2.5 Comparaison entre les performances d'erreur des codes CS02C — WS et 




THEORIE DES CODES CONVOLUTIONNELS DOUBLEMENT 
ORTHOGONAUX RECURSIFS AU SENS LARGE 
3.1 Elements de theorie 
3.1.1 Codeur convolutionnel recursif 
Un codeur sera convolutionnel recursif si les operations modulo-2 pour calculer le 
symbole de parite courant pt agissent non seulement sur les bits d'information courant 
et precedents, mais aussi sur les symboles de parite precedents. Ces codeurs seront par 
consequent representee par deux vecteurs de connexions et ils serviront pour les codes 
R — CS02C — WS [4]. Le vecteur a = {ax a2 • • • a j j indiquera les Ji emplacements 
dans le registre a decalage des bits d'information relies a l'additionneur modulo-2. Le vec-
teur (3 = {/?i p2 • • • PJ2} donnera les J2 emplacements des symboles de parite relies a 
l'additionneur modulo-2. /3 est le vecteur generateur utilise pour la boucle de retour in-
terne. Un exemple de codeur, pour J=4, J = Jx + J2 etant le nombre total de connexions, 
et un taux de codage R=l/2, est donne aux figures 3.1 et 3.2. Les deux figures represented 
le meme codeur, la seconde figure etant la representation canonique. 
Dans l'exemple des figures 3.1 et 3.2, nous avons done un codeur qui sera represente 
par les vecteurs a = {0 1 6} et j3 = {4}. Les nombres de bits relies a l'additionneur sont 










A-3 A-: / V l Pi 
f s J 
"Pi 
FIG. 3.1 Exemple de codeur convolutionnel recursif de taux R=l/2, represente par les vec-
teurs de connexions a — {0 1 6} et (3 = {4}, avec Ji = 3 et J2 = 1, et m = 6 
" , - . i * / > < - M,-.4®/>,. " i - l , ®/ ' , -4 
-0-,/-,) 
FIG. 3.2 Forme canonique du codeur convolutionnel recursif de la figure 3.1 
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Enfin, la memoire du codeur est: 
m = max < max {a,}, max \BA > = 6 
^ { l , - , * } 1 je{i,-,J2} J 
Pour ce type de codeurs, les symboles de parite sont calcules selon la formule : 
Ji Ji 
V% = J2 ®
Ui-«i ® 12 ®Pi~Pk (3• l) 
3=1 k=l 
On peut noter que le symbole de parite ne peut jamais etre additionne a lui meme, ce qui se 
traduit par le fait que tous les f3k, pour k G {I,... ,J2}, sont strictement positifs. 
Enfin, il existe une troisieme maniere de representer les codes convolutionnels recursifs 
systematiques, qui est celle presentee au premier chapitre a la figure 1.9. Ce codeur etait 
represente par les deux vecteurs a = {0 1 2} et (3 = {2} de longueurs respectives Ji = 3 
et J2 — 1.11 est demontre dans l'Annexe 2 qu'il revient au meme de representer ce codeur 
selon la figure 3.3. 
3.1.2 Decodage 
De la meme maniere que pour les codes non recursifs, le decodeur recalcule, a l'instant 
i = 0,1,2,. . . , le symbole de parite p't avec les symboles d'information et de parite recus 
precedemment, et il le compare avec le symbole pi re?u [4]. On obtient done le symbole de 
syndrome s, qui vaut: 
sl=pi®p'l (3.2) 
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FIG. 3.3 Exemple de codeur convolutionnel recursif de taux R=l/2, represents par les vec-
teurs de connexions a = {0 1 2} et (3 = {2}, avec Ji = 3 et J2 = 1, et m = 2 
Ainsi, en reprenant les equations (3.1) et (3.2), st devient: 
h J-2 
Si=Pi®^2 ®^i-«j © X ] ®P*-At 
3=1 k=\ 
(3.3) 
On considere ensuite ces symboles aux instants (i + an) et (i + /3m) avec / = 1,2,..., Ji 
et m = 1,2,..., Ji. On obtient alors J\ symboles de syndromes orthogonaux a XH a 1'equa-
tion 3.4 et J2 + 1 orthogonaux a pi a l'equation 3.5 : 
Ji H 
i+ai — ui © / J ®
ui+at -a,- © / J
 ( ?P« + Q(-/3fc © Pl+Q, 
fc=l 
(3.4) 
5« = ft © X] ®"»-"J © XI ©-P'-A 
j = i fc=i 
J = l fe=l 
(3.5) 
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Pour simplifier les expressions des symboles de syndrome, on introduit une connexion 
virtuelle (30 — 0. Les equations (3.4) et (3.5) deviennent done, pour I = 1 , . . . , J\ et m — 
0 , 1 , . . . , J 2 [ 4 ] : 
Ji J* 





rii+0"'-a'J ®S©Pi+/3m-^ (3-7) 
j = l k=0 
Les equations (3.6) et (3.7) nous donnent une premiere serie de conditions que les 
codes devront verifier, et qui definissent les codes convolutionels simplement orthogonaux 
recursifs. 
Definition 3.1 (Codes convolutionnels simplement orthogonaux recursifs (R — CSOC)) 
Un code convolutionnel systematique recursifde taux de codage R = 1/2, et represents 
par les vecteurs a = {«i a2 • • • ajt} et (3 = {(3\ (3<i • • • (3j.f\, respectivement de Ji et J2 
connexions, ainsi qu 'en considerant la connexion virtuelle (3Q = 0, sera simplement ortho-
gonal si et settlement si il verifie les trois conditions suivantes, pour toute combinaison des 
entiers l,jE (1, • • • , J\) et k, m € (0, • • • , J2) .' 
1. Les differences simples (at — otj) sont distinctespour tout I ^ j . 
2. Les differences simples {(3k — (3m) sont distinctes pour tout k ^ m. 
3. Les differences simples (an — (3k) sont distinctes. 
A partir de ces symboles de syndrome, on peut, comme a la section 1.2.4.2, calculer les 
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equations d'inversion de parite. Nous obtenons ainsi deux ensembles d'equations d'inver-
sion : un ensemble de J\ equations orthogonales au bit uu notees Bfi avec / = 1 , . . . , J\, 
et, J2 + 1 equations orthogonales au symbole p,, notees B^ni avec m = 0 , 1 , . . . , J2. Nous 
les obtenons aux equations (3.10) et (3.11) en suivant le raisonnement suivant: 
£>lj —- Si+a/ 0 Ui , t — 1, . . . , J\ 
Jl J2 
= / J ®
ui+ai-aj © / J ®Pi+ai-pk 
j=l k=0 
Jl Jl Jl J-2 
= Yl ®zui+ai-*i © J2 ®<+cH-Pk © J2 ®
u*+««-^ © S ®Pi+c,-pk (3-8) 
3 = 1 fc=0 j = l fc=0 
Or, on a d'apres 1'equation (3.1) : 
Jl J-2 
Pi+m — / J ®
ui+ai-aj © / _ ®Pi+ai-l3k 
j = l /c=l 
d'ou, en permutant les termes ut et Pi+a, de part et d'autre du signe egal, et en reprenant 
Ui = y j ©'U-t+qj-Oj © / y ®Pi+ai-j3k ( 3 . " ) 
j = l fc=0 
On obtient ainsi en reprenant (3.8): 
Ji Ji 
B?,i = ^ © E ® e " + « ( ~ a , © E ®
e ^ - A ,Z = l,---,^x (3.10) 
j = l A:=0 
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Les equations Bfni, pour rn = 0 , 1 , . . . , Ji sont obtenues par un raisonnement simi-
laire : 
Bmd = Si+I3m ®Pi , m = 0, . . . , J2 
= ^2 ®Ui+Pm-aj © Yl ®Vi+(3m-0k 
j = l fc=0 
k^=m 
J i J2 
= p , © E ® e ^ m - , © E ®
e ^ m - f t >^ = O,. . . ,J2 (3.H) 
3=1 fc=0 
La principale difference par rapport aux codes non recursifs etudies dans le chapitre 
precedent est qu'on utilise mainenant J\ equations pour decoder le bit u,, et J2 +1 equations 
pour le symbole pit contre uniquement J + 1 pour le bit Ui pour les codes non recursifs. 
Les equations (3.10) et (3.11) nous permettent ainsi, pour la premiere iteration, de faire 
l'estimation du LRV du bit ut et du symbole pt selon les equations (3.12) et (3.13) [4] : 
(3.12) Au(i) 
\p(i) 
- rf + EI 
m = 0 
y2°y?+ai-ai<>J2
<>yi+°l-0k) 
^]=l k=0 ' 
3& 
/ J\ J2 
^ j=l k=0 
k^m 
(3.13) 
ou le symbole o represente l'operation add-min definie dans [4]. 
Une autre difference par rapport aux codes non recursifs est qu'on n'utilise pas de 
retroaction de la decision dans cet algorithme de decodage. 
Cependant, nous utilisons toujours un decodeur iteratif. On deduit alors a partir des 
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equations (3.12) et (3.13) l'estimation du LRV de ut et pz a l'iteration fi [4] : 
J l / J\ J-2 
A^W = yr + E ( E ^ r 1 H ^ + « r - a s ) o f ; o A | r
1 ) ( i + a r-A))(3.14) 
r = l ^ s = l t = 0 ' 
A ^ « = yf + f;(E<>Ai' ' -1)(i + ^ - a i ) o f ; o A i r -
1 ) ( i + /3r-/3t))(3.15) 
r = 0 ^ s=l f=0 ' 
3.1.3 Determination des conditions a respecter pour les codes R — CS02C - WS 
Pour la determination des conditions que les codes R — CS02C — WS doivent veri-
fier, j 'ai developpe l'algorithme de decodage a la deuxieme iteration. Or, en reinserant les 
equations (3.12) et (3.13) dans les equations (3.14) et (3.15) avec \i = % nous obtenons : 
Ji / -h , Ji Ji 
£+E E°UWas)+E(E^+K-S)-h-
r=l \ s = l ^ / = 1 j = l 
J2 \ J2 / J2 Jl 
E^f+K-«s)-(A-«;)) » E » ^ - A ) + E (E< 
fc=0 7 ( = 0 V m = 0 j = l 
„ , 
,oyi+{ar-0t)-(a:l-0m)O 
N 7 = 1 
E °yf+(ar-ft)-(A-/3m)) ) (
3"16> 
fc=0 7 / 
Ai2)(0 = J / f+> I > oi ?/"-i-'«-~^+ > I > ovr^„ _„.,_, ô 
J2 / Jl / Jl Jl 
E ( L T V " . ) + E (E02/*"+(̂ -a«)-(c»j-ai 
r = 0 \ *=1 ^ 1=1 j = l 
J2 \ J2 / Jl J l 
E ° ^ + ( / 3 r - « S ) - ( A - a ( ) j ) ° E ° (
 yVl+(Pr-pt) + E ( E ° ^ + ( / 3 r - A ) - ( « j - / 3 m ) < > 
fc=0 / t = 0 X m = 0 j = l 
E<(A-ft)-ft-fc)) <3-17) 
fc=0 7 / 
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Ainsi, les connexions des vecteurs a.et/3 formeront un code R—CS02C — WS si elles 
verifient, pour que tous les termes de chacune des equations 3.16 et 3.17 soient differents, 
les quatre ensembles de conditions qu'on enumere ci-bas : 
1. Pour toute combinaison des entiers r, s, l,j € ( 1 , . . . , J\) et t, m e ( 0 , 1 , . . . . J2), 
tous les termes suivants doivent etre distincts (indices des yu dans l'equation (3.16)): 
• (ar — as) pour r ^ s. 
• (ar - as) - (aj - a{) pour r ^ s, r ^ j , s ^ I, j ^ I. 
• (ar - A) - (oij - Pm) pour r^j,m^t. 
2. Pour toute combinaison des entiers r,s,l 6 ( 1 , . . . , Ji) et t, m, k 6 ( 0 , 1 , . . . , J2), 
tous les termes suivants doivent etre distincts (indices des yp dans l'equation (3.16)): 
• (ar - j3t). 
• (ar - as) - (pk - a{) pour r ^ s, s ^ I. 
• (ar - pt) - (Pk ~ Pm) pour t^m,m^k. 
3. Pour toute combinaison des entiers s, l,j € ( 1 , . . . , Ji) et r, t, m G ( 0 , 1 , . . . , J2), 
tous les termes suivants doivent etre distincts (indices des yu dans l'equation (3.17)): 
• (Pr - a>s). 
• (pr - as) - (atj - on) pour s ^ I, j ^ I. 
• (Pr - pt) - (aj - pm) pour r^t,m^t. 
4. Pour toute combinaison des entiers s,l € ( 1 , . . . , J\) et r, t, m, k € ( 0 , 1 , . . . , J2), 
tous les termes suivants doivent etre distincts (indices des yp dans l'equation (3.17)) : 
• (Pr - Pt) pour r y^t. 
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• (A - A) - (A - An) pour r^t,r^k,t^ m, m, ^ fe. 
• (A - "*) - (A - on) pour r^k,s^l. 
Les conditions r ^ j dans 1'ensemble 1 et r ^ k dans 1'ensemble 4 ont ete rajoutees 
par rapport aux equations (3.16) et (3.17). Sinon, on aurait une repetition inevitable de 
differences. Cependant, ces conditions peuvent etre simplifiees. En effet, si on regarde le 
premier ensemble de conditions, on voit que les differences simples (ar — as) doivent etre 
distinctes, que les differences doubles (ar — as) — (a, — on) doivent etre distinctes, et que 
les differences simples doivent etre distinctes des differences doubles. Ceci se resume par 
le fait que l'ensemble des connexions {a\ 02 • • • a ^ } doit former un code CS02C — WS 
comme defini a la definition 2.1. 
De la meme maniere, le dernier ensemble de conditions implique que les connexions 
{A A • • • PJ2} doivent aussi former un code CS0
2C — WS. De plus, les deux condi-
tions restantes du premier et dernier ensemble, soit respectivement (ar — A) ~ (
aj ~ An) 
et (A — «s) — (Ac — on) sont identiques et donnent les memes differences. Elles peuvent se 
reecrire selon (ar — aj) — {(3t — j3m) dinstinctes pour r 7̂  j,t 7̂  m. De plus, ces differences 
doivent etre distinctes des differences simples et doubles des connexions {a^ a2 • • • 01 Jx} et 
{ / ? O A - - - / ? J 2 } . 
Enfin, le deuxieme ensemble de conditions est identique au troisieme ensemble au signe — 
pres. On peut ainsi definir les codes R — CS02C — WS : 
Definition 3.2 (Codes convolutionnels doublement orthogonaux recursifs au sens large) 
(R — CS02C — WS) Un code convolutionnel systematique recursif de taux de codage 
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R — 1/2, et represents par les vecteurs a = {ai a2 • • • a^} et (3 = {p1 p2 • • • PJ2}, res-
pectivement de J\ et J2 connexions, avec la connexion virtuelle j3o = 0, sera doublement 
orthogonal au sens large si et seulement si il verifie les quatre conditions suivantes, pour 
toute combinaison des en tiers l,j€. (1, • • • ,Ji)etk:m(z (0, • • • , J2) : 
1. L 'ensemble des connexions {ot\ a2 • • • a j^} forme un code CS0
2C — WS. 
2. L'ensemble des connexions {p0 Pi • • • PJ2} forme un code CS0
2C — WS. 
3. Les differences (ar — af) — (pt — pm) pour r 7̂  j ett ^ m sont distinctes et differentes 
des differences simples et doubles engendrees par les connexions {ai a2 • • • ajt} et 
{P0Pi---P.hl 
4. Pour toute combinaison des entiers s, l,j £ ( 1 , . . . , Ji) et r, t,m 6 ( 0 , 1 , . . . , J2), 
tous les termes suivants doivent etre distincts : 
• (Pr - Pt)pourr ^ t. 
• (pr — as) — (otj — on) pour s / / et j ^ I. 
• (Pr — pt) — (aj — Pm) pour r =£ t et m =£ t. 
Nous avons done determine une definition specifique aux codes R — CS02C — WS. 
L'etape suivante est la generation de nouveaux codes R — CS02C — WS, expliquee dans la 
prochaine section. Pour cette recherche, nous avons utilise trois methodes de construction 
de codes, en s'inspirant des methodes de [1] qui servaient a construire des codes CS02C — 
WS. 
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3.2 Construction des nouveaux codes R — CS02C — WS 
3.2.1 Met node directe 
La premiere methode utilisee est la plus simple a concevoir. En effet, on va prendre les 
entiers dans l'ordre croissant et verifier a chaque fois si les deux generateurs de connexions 
verifient les conditions enoncees dans la definition 3.2. Le principe en est explique dans 
l'organigramme 3.4. 
Initialisation du compteur 
Initialisation des \ 
alpha={0} el beta={} 
"" 
Retrait de la connexion 
du vecteur alpha 
Incrementation du compteur 
* 
Ajout de la nouvelle connexion 
au vecteur alpha 
FIG. 3.4 Algorithme de recherche par methode directe des codes R — CSO C — WS 
On a done au depart uniquement besoin du nombre de connexions J = Jx + J2 recher-
chees. On ajoute alors alternativement une connexion a chacun des generateurs en incre-
mentant un compteur dans l'ordre des entiers croissants jusqu'a ce que les deux generateurs 
forment un code R — CS02C — WS. Un codeur a J + 1 connexions est done simplement 
deduit du codeur trouve avec J connexions en rajoutant a un des deux generateurs, selon le 
cas, la connexion manquante. Les generateurs obtenus par la methode directe sont indiques 
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[0 1 11] 
[0 1 11] 
[0 1 11 85] 
[0 1 11 85] 
[0 1 11 85 401] 
[0 1 11 85 401] 
[0 1 1185 4011189] 
[0 1 1185 401 1189] 
[0 11185 401 1189 3392] 
[0 11185 401 1189 3392] 






[4 38 189] 
[4 38 189] 
[4 38 189 723] 
[4 38 189 723] 
[4 38 189 723 2068] 
[4 38 189 723 2068] 
[4 38 189 723 2068 5569] 














TAB. 3.1 Codeurs R - CS02C - WS obtenus par la methode directe. 
3.2.2 Methode pseudo aleatoire 
Cette deuxieme methode a ete introduite lors de la recherche de codes CS02C — WS 
dans [2]. En effet, dans la generation des codeurs CS02C - WS, le but est d'en reduire 
au maximum le span pour un nombre de connexions donne, et la difference par rapport 
a la methode directe est que chaque connexion trouvee doit etre validee par un test alea-
toire de probability L/J, ou L est le numero de la connexion courante et J le nombre 
total de connexions [14]. L'idee est que les generateurs les plus petits trouvables pour J 
connexions ne correspondent pas au debut des generateurs les plus petits trouvables pour 
J + 1 connexions. Ainsi, on rejettera plus de connexions valides au debut, alors que, lors-
qu'on cherchera la derniere connexion des generateurs, on choisira la premiere valide sous 
peine d'augmenter inutilement la memoire des generateurs. L'algorithme de recherche par 
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methode pseudo-aleatoire est presente a l'organigramme 3.5. 
Initialisation du compteur 
Initialisation des vecteurs 
alpha={0) et beta={) 
FIG. 3.5 Algorithme de recherche par methode pseudo-aleatoire des codes R — CS02C 
WS 
Pour chaque valeur de J, 20 essais ont ete realises. Les meilleurs resultats, en termes 
de span, sont presentes dans le tableau 3.2. 
On peut remarquer que les memoires des codes obtenus par la methode de recherche 
pseudo-aleatoire sont inferieures a celles qu'on avait trouvees avec la methode directe. Le 





































[0 2 10] 
[0 19 22] 
[0 8 15 67] 
[0 3 17 88] 
[0 3 30 104 296] 
[0 2 12 103 385] 
[0 3 14 92 455 905] 
[0 3 21 116 417 1146] 






[5 35 149] 
[7 35 214] 
[3 40 226 539] 
[10 47 216 595] 
[10 50 204 683 1831] 












TAB. 3.2 Meilleurs codeurs R - CS02C — WS obtenus par la methode pseudo-aleatoire. 
^ \ ^ ^ J 

































TAB. 3.3 Comparaison des spans des codes R — CS02C — WS obtenus par les methodes 
de construction directe et pseudo-aleatoire. 
3.2.3 Methode exhaustive 
La derniere methode utilisee est la methode exhaustive. On aura, grace a cette methode, 
les generateurs les plus courts possibles en terme de span, et qui sont done optimaux. Ce-
pendant, il a ete impossible de trouver les generateurs optimaux avec un nombre total de 
connexions superieur a J = 7, le temps de simulation devenant trop important. II a en effet 
fallu un mois de simulation pour obtenir les codeurs les plus courts a J = 7. 
L'algorithme de recherche par methode exhaustive est presente a la figure 3.6. Le but 
est d'essayer toutes les combinaisons possibles pour obtenir le generateur le plus court pour 




Initialisation du vecteur des 
J-1 connexions non nulles : 
connexion =(0...0) 
N=1 
Incrementation de la 
premiere connexion 
Ajout de la premiere connexion 
dans le vecteur alpha 
N <- N +1 
connexion (N)= connexion (N-1)*1 
connexion (N)= connexion (N)+1 
I N <- N-1 
1 connexion {N)= connexion (N)+1 
Reinitialisation de max 
| Retrait de la Nieme connexion 
du vecteur alpha 
•NON m N <- N-1 
Ajout de l a Nieme connexion 
au vecteur alpha 
Retrait de la Nieme connexion 
du vecteur alpha et ajout au 
vecteur beta 
Reinitialisation de max 
•j Retrait de la Nieme connexion 
du vecteur beta 
Retrait de la Nieme connexion du 
vecteur beta 
connexion (N)= connexion (N)+1 
FIG. 3.6 Algorithme de recherche par methode exhaustive des codes R — CS02C — WS 
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3.2.3.1 Description de 1'algorithme 
L'algorithme effectue une recherche exhaustive, permettant de trouver les codes R — 
CS02C — WS de plus petit span, pour un J donne. Aucune restriction sur les valeurs de 
Ji ou J2 n'a ete prise lors de la recherche. L'algorithme se sert d'un vecteur connexion qui 
stocke toutes les valeurs, dans l'ordre croissant, des connexions non nulles des vecteurs a 
et (3. II y a done J — 1 connexions non nulles car le vecteur a contient toujours la valeur 
0. Le numero de la connexion non nulle en cours de recherche est note N : on a done 
N € {1,... ,J - 1}. Enfin, la plus petite valeur du span obtenue pour un J donne est notee 
max. C'est cette valeur qu'on cherche a reduire. Au depart, le vecteur connexion vaut 0, 
iV = 1, et max est initialise a l'infini. 
On incremente la valeur de la premiere connexion et on la place dans ex. Le code est 
alors de taille J = 2, et verifie toujours les conditions d'un code R — CS02C — WS. On 
passe alors a la connexion suivante, qui prend la valeur de la premiere connexion a laquelle 
on ajoute une unite. On la place successivement dans les vecteurs a et j3. Si, dans un des 
deux cas, le code forme un code R — CS02C — WS, on passe a la connexion suivante, qui 
prend la valeur de la connexion qui vient de remplir les conditions a laquelle on ajoute une 
unite. On continue ainsi jusqu'a ce qu'on obtienne un code avec J connexions. Alors, on 
peut reinitialiser la valeur de max qui vaut le dernier terme du vecteur connexion, et on 
reprend la recherche en incrementant l'avant derniere connexion. 
Dans le cas ou la connexion ne satisfait pas les conditions, en etant ni dans le vecteur a, 
ni dans le vecteur f3, on l'incremente d'une unite, et on reteste dans chacun des vecteurs. 
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Quand cette connexion a ete incrementee jusqu'a la valeur courante de max, on revient a 
la connexion precedente car nous ne pourrons ameliorer les resultats avec cette connexion. 
A la fin, quand la premiere connexion est incrementee jusqu'a max, on sait que toutes 
les possiblites ont ete testees. La valeur max correspond alors, pour un J donne, a la plus 
petite valeur possible de span pour un code R — CS02C — WS. 
3.2.3.2 Resultats 





















[0 1 10] 
[0 1 24] 
[0 1 49 53] 













TAB. 3.4 Meilleurs codeurs R — CS02C — WS obtenus par la methode exhaustive. 
La methode exhaustive donne les codes les plus courts possibles. Les spans des codes 
obtenus sont done, comme on le voit dans le tableau 3.5, plus petits que ceux qu'on a eu 








































TAB. 3.5 Comparaison des spans des codes R — CS02C — WS obtenus par les trois 
methodes de construction. 
On peut toutefois noter que la methode pseudo-aleatoire avait permis de trouver les 
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codes optimaux pour J=3 et J=4. De plus, on remarque que plus J augmente, et plus la 
methode exhaustive permet de reduire la memoire des codes. 
3.3 Performances d'erreur obtenues par simulations 
Les trois methodes de generation de codes B, — CS02C - WS decrites dans la sec-
tion precedente nous ont permis de construire des nouveaux codes. De plus, la methode 
exhaustive nous assure d'avoir les codes optimaux jusqu'a J=7. Nous allons maintenant 
presenter les resultats des simulations de ces nouveaux codes en se servant de l'algorithme 
de decodage iteratif presente aux equations (3.12) a (3.15). 
3.3.1 Amelioration de l'algorithme de decodage 
Les lecteurs avertis auront remarque que l'algorithme de decodage presente dans cette 
recherche, et defini par les equations (3.12) a (3.15), differe de 1'algorithme de decodage 
utilise dans [4] qui etait similaire au decodage iteratif de faible complexite des codes LDPC 
presente dans [9]. La raison est simplement qu'apres plusieurs simulations, les perfor-
mances d'erreur des codes R — CS02C — WS se sont averees meilleures en se servant du 
decodeur presente a la section 3.1.2 . 
Une autre amelioration a ete possible en reinserant dans le calcul des equations (3.12) 
a (3.15) les valeurs deja decodees. Reprenons par exemple l'equation (3.12) : 
1=1 ^ j = l fc=0 / 
3& 
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Cette equation represente l'estimation du LRV du bit u.h a l'instant i, pour i = 0 , 1 , . . . , pour 
la premiere iteration. Ainsi, les termes X(i + ci; — <x,) avec at — aij < 0 et A(?. + an — fa) avec 
on — Pk < 0 ont deja ete decodes. II est done possible de remplacer les termes yf+a ., 
avec ai — a.j < 0, et yf+ p , avec a; — fa < 0, respectivement par Xu(i + ai — Qj) et 
\p(i + ai — fa). En effectuant, par le meme principe, ces modifications pour chacune des 
equations (3.12) a (3.15), on a reussi a ameliorer les performances d'erreur. 
3.3.2 Determination des coefficients de ponderation 
Comme pour les codes CS02C — WS non recursifs presentes au chapitre precedent, il 
n'y a pas une independance totale des observables a la deuxieme iteration a cause de cer-
taines repetitions inevitables, dues aux permutations d'indices. Afin de reduire l'intercorre-
lation des observables a la deuxieme iteration, nous utilisons a nouveau des coefficients de 
ponderation. Mais nous faisons maintenant, a chaque iteration, l'estimation des LRV de Wj 
et de pi. Nous introduisons done deux coefficients, au et ap, qui agiront respectivement sur 
les A„ et les Xp. Comme pour les codes non recursifs, ces coefficients seront pris identiques 
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a chaque iteration. L'algorithme de decodage devient done : 






'J* + E ( E Oyt+cn-a, O E *Vi+ai-0k ) 
V w J 
yPi + E ( E Oyt+Pn-v O X) O^+An-/?, 
m=0 j = l V 
pour 1'iteration \i > 1 : 
k^tyYi 
/ 
r—1 x s=l t=0 
V 
? + E ( E O ^ _ 1 ) ( * + Pr ~ <*,) O ^ToA*""1^ + Pr~ A)) 
Ainsi, si on considere le code du tableau 3.2, pour Ji = 3 et 32 — 1, represente par les 
vecteurs cc = {0 2 10} et /3 = {7}, nous pouvons, pour un rapport signal sur bruit donne, 
simuler le code en faisant varier alternativement chacun des coefficients au et ap de 0.1 a 
1 par pas de 0.1 pour trouver le meilleur duo de coefficients. Les resultats presentes a la 
figure 3.7 montrent la probabilite d'erreur par bit obtenue dans chacun des cas possibles 
pour Eb/N0 = 5 dB. Pour des raisons de clarte, uniquement les resultats des simulations 
pour des coefficients tels que au > 0.2 et ap > 0.3, qui donnent les meilleurs resultats, sont 
presentes. 
Nous pouvons ainsi lire que les meilleures performances, pour Ef,/N0 = 5dB, seront 




^ E ^ a p = 0 . 4 
— B — a =0.5 
_ ^ _ a p = 0 . 6 
^ a p = 0 . 7 
. O ap=0.8 
D a =0.9 
••<>•• aj=1.0 | • 
1 i 
0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 
Coefficients a 
u 
FIG. 3.7 Effet des coefficients de ponderation sur les performances d'erreur du code R — 
CS02C - WS avec R=l/2 et represente par les vecteurs a = {0 2 10} et /3 = {7} apres 
10 iterations, Eb/N0 = bdB 
bit d'environ 8 • 10~5. II est bien evidemment possible de calculer tous les coefficients 
optimaux pour chaque valeur de Eb/N0. Cependant, les performances sont peu sensibles 
aux variations des coefficients. En effet, toujours pour le code R—CSO'2C—WS represente 
par les vecteurs a — {0 2 10} et f3 — {7}, la recherche des meilleurs coefficients de 






























TAB. 3.6 Meilleurs coefficients de ponderation, en fonction de E^/NQ, obtenus pour le code 
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Les performances d'erreur de ce code, pour un rapport signal sur bruit variant de 1 a 5 
dB, apres 10 iterations, et en utilisant les meilleurs coefficients de ponderation a chaque va-
leur de Eb/N0, sont presentees a la figure 3.8. On y indique aussi les performances d'erreur 
obtenues pour les 10 premieres iterations si on garde uniquement les coefficients optimaux 
a 5dB, soit au = 0.5 et ap = 0.6, comme trouves a la figure 3.7. 
10 
meilleurs coefficients de ponderation pour chaque E /N 
meilleurs coefficients de ponderation pour E /N =5dB 
1.5 2.5 3.5 4.5 
EJUnen dB 
b 0 
FIG. 3.8 Influence des coefficients de ponderation utilises sur la probabilite d'erreur 
On peut ainsi observer qu'il est inutile de chercher les coefficients de ponderation pour 
chaque valeur de Eb/N0, puisque les performances d'erreur restent sensiblement les memes 
pour les plus faibles SNR. On cherchera ainsi les coefficients de ponderation pour des 
valeurs de Eb/N0 oil les probabilites d'erreur par bit seront de l'ordre de 1 x 10~
5. 
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3.3.3 Spectres des codes R - CSO'2C - WS 
Nous avons vu au premier chapitre qu'il etait possible de calculer le spectre des dis-
tances des codes convolutionnels recursifs arm d'evaluer des bornes superieures sur les 
performances d'erreur des codes. Les spectres indiquent, comme mentionne a la section 
1.3.3, le nombre de mots de code Ad de poids d, ainsi que le nombre Cd de bit d'informa-
tion valant "1" ayant contribues a l'obtention des Ad mots de code de poids d. Bien que 
nous n'utilisons pas le raerae type de decodeur dans cette recherche que celui qui a servi a 
obtenir l'estimation de la probability d'erreur dans l'equation (1.22), nous pouvons quand 
meme nous dormer une bonne idee sur les performances des codes. 
Ainsi, si on considere le code R — CS02C — WS pour J = JX + J2 = 5 et represente 
par les vecteurs a = {0 1 24} et j3 = {14 20}, les 15 premieres raies du spectre sont 

















































TAB. 3.7 Spectre du code R- CS02C - WS represente par a = {0 1 24} et /3 = {14 20} 
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Ainsi, les deux premieres raies non nulles du spectre sont de poids dfree = J +1 = 6 et 
2 J = 10. Nous pouvons verifier que ces observations sont generalisables a tous les codes 
R — CS02C — WS. En effet, si on regarde le spectre du code pour J = 4 represente par 
les vecteurs a = {0 2 10} et /3 — {7}, nous obtenons, sans representer les raies de poids 





































TAB. 3.8 Spectre du code R - CS02C - WS represente par a = {0 2 10} et (3 = {7} 
A nouveau, les deux premieres raies ont des poids respectifs de dfree — J + 1 — 5 
et 23 = 8. Nous pouvons aussi remarquer que, pour nos codes RCS02C — WS, il y a 
toujours un seul mot de code de poids J + 1 et que le coefficient d associe a la raie solide 
du spectre, vaut J2 + 1 dans les deux tableaux 3.7 et 3.8. 
Nous pouvons calculer un autre spectre pour confirmer ces informations. Considerons 
le code represente par les deux vecteurs a. = {0 1 20 24} et (3 = {13}. On a done J = 
Jx + J2 = 4 + 1 = 5. Nous nous attendons done, d'apres les observations precedentes, a 
avoir une premiere raie pour un poids de djree = J + 1 = 6. Pour ce poids, il ne devrait y 
avoir qu'un mot de code, obtenu a l'aide de J2 + 1 — 2 bits d'information "1" en entree du 
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TAB. 3.9 Spectre du code R - CS02C - WS represent par a = {0 1 20 24} et j3 = {13} 
Ainsi, si on trace l'estimation de la probabilite d'erreur par bit, selon l'equation (1.22), 
pour les trois codes dont on a calcule les spectres, nous obtenons les performances d'erreur 
representees a la figure 3.9 : 
On voit sur la courbe que les codes avec J = 5 ont de meilleures performances d'erreur 
que le code avec J = 4, ce qui pouvait se prevoir puisque d'apres les spectres calcules, 
on a pour le code avec J = 4 une distance libre de 5, alors qu'elle est de 6 pour les deux 
autres codes. Aussi, si on regarde les deux codes avec J = 5, on voit qu'on a une faible 
amelioration des performances d'erreur en maximisant J\ par rapport a J2. Cependant, pour 
J > 5, le fait de prendre J\ le plus proche possible de J entrainera une augmentation du 
span pour des performances qui resteront du meme ordre de grandeur. Ainsi, la recherche 
des codes a ete faite sans chercher a maximiser Ji. 
Nous pouvons confirmer ces resultats par des simulations. Les trois codes presentes 
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FIG. 3.9 Estimation de la probability d'erreur de 3 codes a partir de leur spectres 
dans le tableau 3.10 sont tous tels que J — Ji + J2 = 5. Mais ils ont tous des valeurs de J\ 















[0 1 24] 
[0 1 20 24] 
/3 
[1 20 24] 
[14 20] 
[13] 
TAB. 3.10 Codes R - CS02C - WS avec differents JX et J2 pour J = 5 fixe 
Les performances d'erreur des codes sont donnees a la figure 3.10. On indique egale-
ment sur la figure 3.10 les performances des codes du tableau 3.4 pour J = 4 et J = 6. 
On observe que les courbes obtenues sont en accord avec ce que les spectres avaient 
predits, du moins pour E^/NQ > 2>.bdB. En dessous de cette valeur, les differents codes 
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EJNL en dB 
D 0 
FIG. 3.10 Influence de J\ et J2 pour J = 5 fixe, et comparaison des performances d'erreur 
avec des codes ayant J=4 et J=6, apres 6 iterations 
donnent les memes ordres de grandeur de performances d'erreur. Nous verrons dans la 
prochaine section que cette remarque semble toujours valable. Mais pour Eb/NQ > 3.5dB, 
entre les trois codes avec J = 5, celui qui a le plus grand J\ offre les meilleures perfor-
mances. Cependant, nous pouvons voir que le code avec J = 6 est meilleur que les trois 
codes avec J = 5, qui sont eux memes plus performants que le code avec J = 4. Ainsi, 
bien qu'a J fixe, il soit preferable d'avoir Ji le plus grand possible, nous chercherons avant 
tout a reduire au maximum le span des codes obtenus, et ainsi la latence au decodage. La 
prochaine section presente ainsi les performances d'erreur des codes R — CS02C — WS 
pour J variant de 3 a 11, avec les spans minimum obtenus. 
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3.3.4 Performances d'erreur obtenues pour les codes R — CS02C - WS 
Les codes simules sont presentes dans le tableau 3.11. Ce sont les codes les plus courts 
que nous avons obtenus. Nous indiquons aussi le span des plus petits codes CS02C — WS 

































[0 2 10] 
[0 1 24] 
[0 1 49 53] 
[0 1 78 110] 
[0 3 30 104 296] 
[0 2 12 103 385] 
[0 3 14 92 455 905] 






[4 66 91] 
[7 35 214] 
[3 40 226 539] 
[10 47 216 595] 
[10 50 204 683 1831] 










TAB. 3.11 Codes R — CS02C — WS les plus courts, simules pour J variant de 3 a 11 
haustive. Les autres codes ont ete obtenus par la methode de construction pseudo-aleatoire. 
Nous pouvons remarquer que pour un nombre de connexions donne, les codes recursifs 
sont beaucoup plus courts que les codes non recursifs, surtout que les span pour les codes 
recursifs pour J > 7 ne sont pas optimum. 
Pour chacun des codes, une recherche des meilleurs coefficients de ponderation a ete 
effectuee au prealable a Eb/N0 = bdB pour les codes ayant un J entre 4 et 7, Eb/N0 = 4dB 
pour J=8 et J=9 et Eb/N0 = 3.5dB pour J=10 et J=ll . Les resultats de simulation sont 
presentes a la figure 3.11. Nous n'y representons que les performances obtenues apres 
convergence pour chacun des codes, soit apres 6 iterations pour J<8, 10 iterations pour 
























E7N en dB 
b 0 
FIG. 3.11 Simulation des performances d'erreur des codes R — CS02C — WS pour J 
variant de 3 a 11 
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pour chaque code simule sont presentees dans 1'Annexe 3. 
Nous pouvons observer que les performances, a haut rapport signal sur bruit, s'ame-
liorent quand J augmente. En revanche les codes R — CS02C — WS ne sont clairement 
pas adaptes pour des valeurs de Eb/N0 inferieures a 3.5dB. Nous verrons dans le prochain 
chapitre qu'il est preferable d'utiliser les codes convolutionnels doublement orthogonaux 
recursifs au sens strict pour travailler en dessous de 3dB. 
3.3.5 Comparaison des performances par rapport aux codes connus 
Les deux courbes suivantes vont nous permettre d'avoir un element de comparaison 
entre les codes R — CS02C — WS et les codes doublement orthogonaux non recursifs a 
des valeurs de Eb/N0 de 2.5 et 3.5 dB. On y represente les performances d'erreur par bit 
en fonction de la latence totale, calculee en bits. 
Les tableaux 3.12 et 3.13 resument le calcul de la latence pour les codes R — CS02C — 
WS simules. On y indique, pour chaque code, la latence en bits necessaire par iteration, 
le nombre total d'iterations pour atteindre la convergence, la latence totale en bit ainsi que 
la probabilte d'erreur par bit correspondante. II est important de noter que les coefficients 
de ponderation ont ete recalcules pour chacun des codes aux valeurs de Eb/N0 correspon-
dantes, afin d'avoir les meilleures performances possibles. 
Comme nous l'avions observe sur la figure 3.11, la figure 3.12 confirme que les codes 
R — CS02C — WS ne sont pas performants pour des valeurs de Eb/NQ inferieures a 3dB, 










































1.3 x 10"2 
9 x 10~3 
7 x 10"3 
6 x 10"3 
4 x 10"3 
1 x 10"2 
1.2 x 10"2 
2.2 x 10"2 
2 x 10"2 
TAB. 3.12 Calcul de la latence des codes R - CS02C — WS simules pour J variant de 3 










































5 x 10~3 
2 x 10~3 
8 x lO'4 
2,2 x 10"4 
1.1 x 10~4 
4.5 x 10"5 
4 x 10~5 
2.3 x 10~5 
1.5 x 10-5 
TAB. 3.13 Calcul de la latence des codes R — CS02C — WS simules pour J variant de 3 
al lavec£6 /JV0 =
 35dB 
Nous observons qu'a J fixe, les codes recursifs produisent une latence inferieure aux 
codes non recursifs non simplifies. De plus, jusqu'a J = 7, la figure 3.13 montre, qu'a un 
SNR de 3.MB, il est plus interessant d'utiliser les codes recursifs qui offrent de meilleures 
performances pour une latence moindre. Cependant, les codes non recursifs et simplifies 
sont plus avantageux, puisque pour une probabilite d'erreur par bit donnee, ce sont les codes 
qui engendrent la plus petite latence. De plus, les probabilites d'erreur par bit decroissent 
plus rapidement, quand on augmente J, pour les codes non recursifs, si bien qu'il n'est plus 
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101 102 103 104 105 106 
Latence totale en bits 
FIG. 3.12 Comparaisondesperformances d'erreurdescodes CS02C e t R - C S 0 2 C - W S 
en fonction de la latence totale apres convergence en bits avec Eb/N0 = 2.5dB 
101 102 103 104 105 106 
Latence totale en bits 
FIG. 3.13 Comparaison des performances d'erreur des codes CS02C et R—CS02C-WS 
en fonction de la latence totale apres convergence en bits avec Eb/No — 3.5dB 
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interessant de se servir de la recursivite pour les codes ayant J > 7. 
3.4 Conclusion 
Les codes recursifs au sens large sont de bons codes si on cherche a travailler pour des 
rapports signal sur bruit eleves. lis sont, de maniere generale, plus courts que les codes 
doublement orthogonaux au sens large non recursifs non simplifies, pour des performances 
comparables. Cependant, les repetitions inevitables des differences a la deuxieme itera-
tion du processus de decodage iteratif nous empechent d'avoir de bonnes performances 
d'erreur pour de faibles rapports signal sur bruit. C'est pourquoi nous allons etudier dans 
le prochain chapitre les codes convolutionnels doublement orthogonaux recursifs au sens 
strict qui permettront d'avoir une independance totale des observables a la deuxeme itera-




THEORIE DES CODES CONVOLUTIONNELS DOUBLEMENT 
ORTHOGONAUX RECURSIFS AU SENS STRICT 
4.1 Elements de theorie 
Les codes R — CS02C - WS, presentes dans le chapitre precedent, n'offrent pas de 
bonnes performances d'erreur pour des valeurs de Eb/N0 inferieures a 3dB. Le princi-
pal probleme est que les observables, a la deuxieme iteration, ne sont pas completement 
independantes, a cause des differences doubles egales inevitables, dues a la permutation 
des indices. Pour remedier a ceci, l'idee est, comme pour les codes non recursifs, d'utili-
ser plusieurs registres a decalage qui seront connectes qu'une fois a chaque additionneur 
modulo-2. Ainsi, nous allons envoyer les bits dans le codeur par blocs de J. Le taux de 
codage reste de 1/2, puisque que pour les J bits d'information envoyes dans le codeur, on 
calculera J symboles de parite. 
4.1.1 Codeur convolutionnel recursif parallele 
Ce dernier type de codeur sera reserve pour les codes R — CS02C — SS. En effet, 
les bits vont entrer dans le codeur par blocs de J bits, et les symboles de parite seront 
calcules, a l'instant i = 0,1, 2 , . . . , avec des additions modulo-2, non seulement sur les 
bits d'information precedant les bits d'information courants un^ avec n G { 1 , . . . , J}, 
mais aussi sur les symboles de parite precedant les symboles de parites courants p n i avec 
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ne{l,...,J}. 
Pour representer ces codeurs, on utilise deux matrices, chacune de taille J x J, et no-
tees ex et j3. Les elements de la premiere matrice sont notes a^i avec (k, I) € { 1 , . . . , J } , 
et donnent, a l'instant i = 0,1,2, . . . , le numero de la case de retard du bit Uk,i connec-
ted a l'additionneur modulo-2 correspondant au symbole de parite pi^. Les elements de 
la seconde matrice sont notes (3k,i, et donnent le numero de la case de retard du symbole 
Pk,i connectee a l'additionneur modulo-2 correspondant au symbole de parite p;,,;. On peut 
tout de suite noter que les elements de la matrice j3 qui valent 0 ne represented pas de 
connexion, et ne seront done pas pris en compte. Un exemple de ce type de codeur est 
donne aux figures 4.1 et 4.2. 
t * 
l»..,2i Vu-A 
» : J - I | \*>2. 




FIG. 4.1 Exemple de codeur convolutionnel recursif en bloc avec J=2, R=l/2 et m=5 
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FIG. 4.2 Forme canonique du codeur convolutionnel recursif en bloc de la figure 4.1 
Les matrices decrivant ce codeur sont done : 
a 
f..\ ( i a \ 
P = 
4 0 
3 3 y , */ v3 V 
Le span du codeur est alors : 
m = max {OLH,0H\ = 5 
ie{i,...,j} 'J 
jG{l,...J} 
Pour ce type de codeurs, les symboles de parite courants pHti, avec n € { 1 , . . . , J } , a 
l'instant i = 0,1,2, . . . , sont calcules selon la formule : 







Le decodeur est encore un decodeur a seuil, et il effectue toujours un calcul de syndrome 
[4]. On obtient ainsi, a l'instant i = 0,1,2, . . . , pour n € {1, . . . , . /} : 
*«(»•) = P n , i ® < i (4-2) 
Ainsi, en reprenant les equations (4.1) et (4.2), sn(i) devient: 
j J 
j = l fc=l 
A.n>0 
On peut alors prendre l'equation (4.3) aux instants i + a^n pour I E { 1 , . . . , J} afin 
d'obtenir les systemes d'equations orthogonales aux bits u(,. II vient alors, a l'instant i, 
i = 0 ,1,2, . . . ,pour/ <E { 1 , . . . , J} : 
j J 
(4.4) 
j = i fc=i 
avecn € { 1 , . . . , J} 
De la meme maniere, pour le decodage des symboles p^i avec I 6 { 1 , . . . , J } , on observe 
l'equation (4.3) aux instants i + /3;.n. II vient alors a l'instant i = 0,1,2, . . . , pour chaque 
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I € {I,..., J} tel que $,n > 0 : 
j j 




Sn(* + A , n ) = PM ® Pn,<+/3(.„ 0 J ^ © « j , i + ( f l . n - a i . n ) 0 J ^ ©Pk,<+(A.„-/S*.„) (
4 - 5 ) 
/3fc.n>0 
avec n € { 1 , . . . . J} 
On deduit des equations precedentes qu'a chaque instant i, i — 0,1, 2 , . . . , les bits uiti, 
avec I € { 1 , . . . , J } , sont decodes grace a J equations, notees *„,;,,„, avec m € { 1 , . . . , J}. 
En revanche, pour les symboles piti, nous aurons un nombre variable d'equations pour ef-
fectuer leur decodage. Ainsi, si on note TV; le nombre d'elements non nuls dans la matrice (3 
a la ligne Z e { l , . . . , J } , o n aura, a chaque instant i,Ni + l equations orthogonales, notees 
typjfi et ^p,j,n avec n € { 1 , . . . , J } , pour decoder les symboles pij, avec / € { 1 , . . . , J } . 
Notons que seules les equations ^Pti,n pour /5/,„ > 0 sont calculees. 
De plus, nous obtenons, a partir des equations (4.4) et (4.5), les equations utilisees a la 
premiere iteration par le decodeur pour decoder les symboles un et p/,, pour I 6 { 1 , . . . , J } , 
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a l'instant i = 0,1,2,... . Elles s'ecrivent comme suit [4] : 
m—\ j = l k=l 
3^1 Pk.m>0 
J 
= Vw + E ^ S l n (4-6) 
m = l 
Pk.l>0 
J J J 
n=l i = l fc=l 
A.„>o fc^i 
A . „>0 
yr M + <% + E *£?,» (
4-7) 
n = l 
A.n>0 
Cependant, l'algorithme de decodage utilise est semblable a celui servant au decodage 
des codes LDPC defini dans [12] et ameliore dans [9]. La consequence de l'utilisation de 
cet algorithme est qu'au lieu d'effectuer directement 1' approximation du LRV represente 
par Xul(i) qui contient J equations, ralgorithme va calculer J termes Xulh(i), avec h € 
{ 1 , . . . , J } , enutilisant achaque fois J — 1 equations, soit toutes sauf ^ujh. Pour Xpl(i), 
il calcule Nt + 1 termes X lv(i), avec v € {0 , . . . , J } , faisant intervenir Nt equations, 
soit toutes sauf ^plv- On obtient done pour le decodage de la premiere iteration, pour 




m=l j=l fc=l 
m^h j^l Pk.m>0 
J 
Vl,i + E *2.m (4-8> 
7 7 7 , - 1 
De la meme maniere, pour / G { 1 , . . . , J} et v € { 1 , . . . , J} [4] 
j 
C w = tf< + (£•&-«,, ° E <«-*.,) + 
3 = 1 fc=l 
/3*.«>0 
J J J 
° E < 
n = l j = l fc=l 
n^v,/3t.n>0 kjtl 
/3fc.n>0 
= <* + lC + E <t <4-9) 
n = l 
n^« , ft.„>0 
J J J 
^ 2 , 0 ( 0 = V{i+ E ( < i + A . „ ° E ^ + ( A . n - a ; f . n )
< > E ° < i + ( A . n - A . n ) ) 
fl.n>0 fc^J 
/3fc.n>0 
tf< + E*f f in (4-10> 
n = l 
A.„>0 
Nous avons ainsi obtenu l'algorithme de decodage pour la premiere iteration. Afin de 
generaliser l'algorithme pour une iteration quelconque fi > 1, nous transformons les equa-
tions (4.8) a (4.10) de la fa?on suivante, pour I e { 1 , . . . , J} et h e { 1 , . . . , J} [4] : 
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J J 
>i%(i) = M̂ + E ( A ! ^ 1 ) ( i + ^ ° E 0 ^ 1 ) ( i + Kr-a.,r))<> 
r = l s= l 
rfh s^l 
J 
•• E o ^ ^ + K r - ^ r ) ) ' 
A.r>0 
J 
= 3/M + E * S r (4-H> 
De la meme maniere, pour I G { 1 , . . . , J} et v € { 1 , . . . , J} [4] : 





••• E { ^ { i + Pl,r) O E OAW1}(* + (A,r ~ «s,r)) 
r^i ; , /3( . r>0 
E ^^(^(A.r-A.r)) 
t = l 
tyil 
A.r>0 
= ^ + *M0+ E *iSr (4-12> 
r = l 
r^i i , /3( . r>0 
Ai'JoW = Vl+ E ( ^ 1 ) ( < + A . r ) < > E < > ^ : r 1 ) ( < + ( / % , r - a . . r ) ) o . - -
r = l 
/3(.r>0 
E O ^ ^ + CA.r-A.r)) 
t = l 
0t.r>O 
Vl i+ E<,t (4-13> 
A.r>0 
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Enfin, pour la derniere iteration \i = M, la decision finale sur l'estimation A ,̂ (i) du 
LRV de v,iti se fait en se servant de toutes les equations disponibles : 
L'algorithme de decodage est done entierement decrit par les equations (4.8) a (4.14). 
Nous allons maintenant definir, de maniere specifique, les codes R — CS02C — SS en 
faisant ressortir tous les criteres qu'ils doivent respecter. 
4.1.3 Determination des conditions a respecter par les codes R — CS02C — SS 
De la meme maniere que pour les codes recursifs au sens large, nous devons developper 
la deuxieme iteration de Palgorithme de decodage arm de determiner l'ensemble des condi-
tions que les codes R — CS02C — SS doivent satisfaire. En effet, a chaque approximation 
K. i,/i(?) e t ^pi,uW effectuees a la deuxieme iteration, pour /, /), v G { 1 , . . . , J } , tous les 
termes utilises doivent etre differents. Or, nous avons, a partir des equations (4.11) a (4.13) 
decrivant l'algorithme de decodage : 
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J J 






^ + (E<! ,<(< -<*•.<) • E * 0 * - A.')) + • • • 
i t= i 
A J > 0 
J J 
E (XP,Ul + &,r) O E °Aw(* + (#,r - <*,,,.)) 
s = l 
r = l s = l 




^M+ E (AS,o(* + A!r)o^oA«,r(i + (A,,-as,,))o 
= 1 6 = 1 
• >0 
J 






Ainsi, en reinjectant les equations (4.8) a (4.10), on obtient a la deuxieme iteration : 
j / , J J 
y"i + 2_*t 1 [yr,i+ai,r + Z^ [yn,i+ai.r+Pr.n ° / J ^Vli+a, r + (0r.n-a -,.„. 
r=l \ ^ 71= 1 j=l 
r^h 3T.n>0 
J \ J / J 
fc=l ' S=l \ m=l 




j j \ 
Z^t yj,i + {ai.r~a:s.r) + {as.m-aj.m) / J %,i+(a | . r-a , . r)+(a, ,m-f t .m)J J 
j= l fc=l y 
j^S /3*.m>0 
J / J J 
2 ^ ° U f , ! + ( o , . , . - A . r )
 + ( L ^ I ' + t a j . r - A . r l - O i . i ° £_J ^ M + ^ . r " A . r ) " f t , J + 
t=l ^ j=\ k=l 
A.r>0 /3fc.t>0 
,7 J 
•»+(a ( . r -A. r )+(A,n-0 ' j .T i ) Z ^ V ^ n , » + ( a i . r - A . r ) + / 3 t . n ° Z - , % > ' 
n=l j= l 
n^r,A.„>0 
Z ^ OJ/fc,i+(a,.r-/3t.r) + (A.„-^.„)J ) I (
4-15^ 
fc=l 7 / 
Pk.n>0 
r=l 
Cependant, l'equation (4.15), pour Z fixe, montre qu'il faut, pour chaque he { 1 , . . . , J} 
que tous les termes engendres par les equations >P„jit., avec r e { 1 , . . . , J } , sauf ^uJh, 
soient differents. Finalement, cela revient a dire, si J > 2, que tous les termes introduits par 
les equations Wu lr doivent etre differents. Nous deduisons done qu'il n'est plus necessaire 
de garder la restriction r / f t pour la recherche de conditions. 
avons egalement pour la deuxieme iteration, pour v <E { 1 , . . . , J} : 
( j , J .1 
E o t e - a . , + Yl (&,i-°..l+°..rn
<>'52<>yli-a..lM°..m-<>i.m) ° 
s=l ^ m=l j = l 
J \ J / J 
E 0yPk,i-a.,+^..m-Pk.m)) ) ° X) °Ki-&.« + ( E ^ - f t . r « , t O 
fc=i 7 t=i v i = i 
/3fc.m>0 A . j > 0 
J J J 
fc=l n=l j=\ 
Pk.t>0 n?l,pt.n>0 
X Oyk,i-0f.lH0t.n-0k.n)) j )
 + Z - , I l ^ + A . r + X \y^A+0l.r+0r.r, ° 
fc=l 7 / r=l \ V n = l 
fc#t r^ t ; , /3 , . r >0 /3 r .n>0 
/9fc:„>0 
J J x J / 
Z ^ ^ ' + A . r + C/Or.n-aj.n)0 X O J / M+A.r + (/3r.n-Pk.n) J ) ° X ° I ^ , i + ( f t . r - a s . r ) + 
7=1 A:=l ^ s=l V j = l fc
/3fe.„>0 
7 , \ ^ m , J + ( / ? , . r - a 3 . r ) + a s . m ° L % + ( A . r - < » . . r ) + ( a , . m - O j . m ) ° 
?n=l j = l 
J \ J / 
Z ^ < > 2 / fc ,»+( /3 i . r - a s . r )+ (a s .™, -A. r n ) J ) ° Z ^ ° l
 yt,i+(0i.r-0t.r) + 
fe=l 7 t = l X 
/3fc.m>0 t^l 
0t.r>O 
J J J 
( L % V ( f l . r - A , r ) - « | t ° Z w Oyk,i+(Pl.r-0t.r)-Pk.t) + 2 ^ (^rM:+(/3,.r-/3(.r)+/3,.n ° 
7 = 1 fc=l n = l 
ft.<>0 n^r,pt.n>0 
2^/
<>yll + (0l.r-0t,r) + (0t.n-a3.n)
<> 2 ^ O J / £ i + (A.,-f t . r) + (/3t.n-&. J J ) 1 ^ 1 6 ) 
„ _ 1 1—1 ' / 9 = 1 fc=l 
/3fc.n>0 
J 
r = l 
J 
r = l 
3l.r>0 
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Pour des raisons identiques a celles qui nous ont amenees a ne plus considerer la condi-
tion r 7̂  h dans l'equation (4.15), il n'est plus necessaire de restreindre les calculs pour 
r j£ v. Nous obtenons alors deux equations, dont l'ensemble des termes doivent etre diffe-
rents pour que le code soit E — CS02C — SS. Elles sont definies aux equations (4.17) et 
(4.18): 
\ i W = 1)ii+ / „ I [frMmr + / j {yn,i+aLT+f3r.ri
<>Z^<>yli+c,Lr+(l3r.n-aj.n)
<> 
r=l \ ^ n=l 3=1 
/3r.n>0 
.7 \ J / '' 
Z_> <>yk,i+aLr + (8r.„-0k.rl)) j
 0 L ° ( ys,i+{<*i.r-<*a.r) + Z_> l^m,*+("i.r -ae,r )+as.m ° 
fc=l ' 6=1 ^ m=l 
Pk..n>0 
j j \ 
/ J yj,i+{ai.r-as.r)+(as.m-aj.m) / j yk,i+(ai,r-as.r)+{aa.m-0k.m)J I 
3=1 k=l 7 
&S /3fe.m>0 
J / J J 
2 _ > 0 [ y l i + (a,.r-f%.r) + \Z^<>yli + (c>l.r-Pt.r)-<yJ.t
<> Z^ ° 2 / L + ( a , . r - f t . r 
t=l ^ 7 = 1 fc=l 








*2(o ( J , J J 
/ y [UsA-a* I ~*~ / J \ym,i-asj+as.m ° / ,,
 0^.7,i-a«.). + (os.Tn-«,-,m) 
s=l ^ m=l j= l 
.7 \ J / J 
E ^L-«s,+(«s.m-A,m)) ) ° E
 0K-A, + (E°^-A.,-«,, o 
i ~ i / ^ = 1 V -1=1 k=i / t=i ^ j \ 
Pk.m>0 A.(>0 
fc=l n=l j = l 
lfc.t>0 n&,0t.n>O 
E ^M-A,+(A.n-A,„))) ) + E ([yr,^, + E (y» 
J 
o rM+A.r+A-.n 
fc=l ' / r= l \ v n=l 
k^t /3( r>0 /3r.n>0 
Ac.n>0 
J .7 s. J , 
E0yi- '+/3/,. + (/3r.n-a,.„)° E °̂ fc,«+A.r + (^.n-&.n)J ) ^ L ^ l l/"'+(ft.,-«,r) + 
j = l fc=l ' s=l V 
/3k.n>0 
J J 
2^d \^TO,i+(A.r-a.,.r)+a<,.m ° 2L/°^J '*+(A.r -" 
?n=l j = l 
E 0yM + (A.r-"S.r) + (aS.m-A.m)J ) ° E ° ( ^ , 





r)+ft. E°^+(A.r-/3t.r)-aj.t ° E °%,J+(ft.r-A.r)-A.J + E (^n,i+(A.r-ft., 
j = l fc=l n=l 
A-.*>0 ra^r,/3t.„>0 
E<>2/I'+(A.r-A.r) + (A.n-aj.„)
<> E ^M+W.r-A.r) + (A.n-/3fc.„)J j 1 t 4 ' 1 8 ) 
-i—i z—i / / 7=1 fe=l 
A . n > 0 
Ainsi, nous voulons que tous les indices des termes en yu soient differents, tout comme 
les indices des termes en yp, dans chacune des equations (4.17) et (4.18). II y aura done 
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quatre ensembles de conditions, qui sont presenter dans les tableaux 4.1 a 4.4. II faut, pour 
tous I et j fixes dans { 1 , . . . , J } , pour toute combinaison des entiers r. n, t € { 1 , . . . , J} 
sous les restrictions indiquees, que tous les termes inscrits dans chaque tableau soient 
differents entre eux et avec les autres termes du tableau, en supposant que tous les j3[j, 
avec (I, j) G { 1 , . . . , J} soient positifs. L'ordre des conditions suit l'ordre d'apparition des 








£ty,r ~r pr,n ^j,n 
Oil,r - <Xj,r 
al,r — Oit)T + at,n — a^n 
™/,r Pn.r j-n 
®l,r ~ Pt,r + Pt.n ~ ®j,n 
restriction 
n ^ r 













(y.[T T Pr,j 
®l,r T Pr,n Pj,n 
®-l,r C^n.r i ^ n , j 
O-lr - <*t,r + <*t,n ~ Pj,n 
&l,r Pj,r 
®-l,r Pn.r Pj:n 
&l,r Pn,r T Pn,j 
O^l.r — 0t,r + Pt.n ~ Pj,n 
restriction 
r^j 
n ^ I r ^ j 
n j£ r t 7̂  I 
r^j 
n ^ r t ^ j 













(*n,l i ™n,r j,T 
Pr,l ®j,r 
Pn,l * Pn.r ®j,r 
Pl,n T Pn,r ^j,r 
Pl,r ®j,r 
A,n - CKt,7i + a t ] r - Q j i r 
Pl,n Pr.n ®j.r 
Pin ~ Pt.n + Pt,r ~ &j,r 
restriction 
n+jr+l 
T + l 
n + r t + j 
r + l 
n + r t + I 


















—ar<i + arj 
&r.l i ^V,n Pj,n 
-03,1 
Pr,l Pj,r 
Pr,l T p r j 
Pr,( i Pr,n Pj.ra 
A j 
P/,r ~r Pr, j 
Pi,r ~r Pr,n Pj,n 
P^,r &'n,r > ^nj 
01,r — &t,r + Olt.n ~ 0j,n 
Pl.r Pj.r 
Pl,r Pn,r Pj,n 
Pl,r Pn.r ~T~ PnJ 
0l,r ~ 0Ur + 0t,n ~ 0j.n 
restriction 
3 + 1 
n^l 
3 + 1 
r + j n + I 
r + j 
r + j 
r + n 
1+3 
n^l 
r+jn + l 
r + nt + lt + j 
TAB. 4.4 Indices des termes en yp dans l'equation (4.18) 
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Cependant, certaines de ces conditions sont redondantes et peuvent done etre simpli-
fiees. Tout d'abord, si nous reorganisons les tableaux 4.2 et 4.3, nous remarquons qu'ils 
donnent les memes conditions au signe - pres et en inversant les indices / et j : 













Otl,r + Pr,j 
&l,r T Pr,n Pj,n 
Cty,r Qn,r ' ®n,j 
*-ty,r ®-t,r i (^t,n Pj.n 
&l,r - Pj,r 
air ~ 
Pn,r ' Pn,j 




















Pr,l ^ j , r 
Pl,n Pr,n ®-j,r 
^n, / ~r ™n,r ®"j,v 
A,n — at,n + at,r ~ aj,r 
Pl,r ^ j , r 
Pl,n ~i~ pn,r ®j,r 
Pn,l * Pn.r (*j>r 





r + l 
n ^ r t ^ I 
TAB. 4.5 Comparaison des termes des tableaux 4.2 et 4.3 
Nous pouvons done eliminer les conditions du tableau 4.3. 
Les autres simplifications sont plus dedicates a demontrer. Par exemple, si on regarde 
les conditions 2 et 3 du tableau 4.2, nous pouvons prouver que si tous les termes de la 
condition 3 sont differents, alors tous les termes de la condition 2 seront obligatoirement 
differents : 
Nous procedons par l'absurde. Supposons done que la condition 3 est verifiee et que la 
condition 2 ne Test pas. II existe done ri et r2 dans { 1 , . . . , J} avec r\ ^ r2 tels que pour I 
e t j d a n s j l , . . . , J } , 
Pour J > 2, il est possible de fixer un j 2 dans { 1 , . . . , J} avec j 2 ^ fi et j 2 =£ r2. Alors, en 
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retranchant le terme 8j2j de chaque cote de l'egalite precedente, nous obtenons : 
&l,ri T Pri,j Pj2,j &l,T2 I pT2,j ~ Pj2,j 
En resume, pour I et j 2 fixes dans { 1 , . . . , J}, nous avons trouve rx et r2 avec ri ^ j 2 et 
2̂ 7̂  J2 tels qu'il existe un j dans { 1 , . . . , J} tels que 
al,ri Pj2,j ' Pri,j = alT2 ~ Pj2,j ' Pr2,j 
ce qui est en contradiction avec la condition 3. Ainsi, si tous les termes de la condition 3 
sont differents, tous les termes de la condition 2 le seront aussi. Mais cette demonstration 
ne peut suffir pour retirer la condition 2 du tableau, puisqu'il faudrait demontrer que tous 
les autres termes du tableau 4.2 sont aussi differents des termes engendres par la condition 
2. 
Une methode simplificatrice a ete utilisee en construisant des codes R — CS02C — SS 
en enlevant une a une les conditions des tableaux. Ensuite, les codes obtenus sont soumis a 
la validation de l'ensemble des conditions. Ainsi, si ces codes verifient toujours l'ensemble 
des conditions, nous pouvons deduire que la condition retiree n'etait pas necessaire. Cette 
methode n'est pas tres formelle, mais tous les codes obtenus dans la suite du memoire ve-
rifient bien toutes les conditions. Les conditions simplifiees sont presentees dans le tableau 
4.6, ou tous les termes provenant des conditions de chacun des 3 ensembles doivent etre 
























^7,r j,n Pn.r 
®-l,r Pj.n Pn,r 
™Ur Pj«n "T" Pr.n 
,n + a't,n a't,r 
A,r + /?rj 
*̂ r,Z Pj,n ' ^ r ,n 
Pr,l Pj.n ' Pr,n 
Pl.r Pj,n ' Pr.n 
Pl,r Pj.n Pn,r 
Pl,r ~ Pj,n + Q't,n — ®t,r 
A,r — /3j,n + A,n
 — A.r 
restriction 
n^rt^lt^j 
n / r t ^ I 
n 7̂  r t 7̂  ;/ 
TAB. 4.6 Conditions d'un code R - CS02C - SS 
II aurait ete possible de simplifier les conditions d'une maniere differente. Cependant, 
cette configuration a donne le plus petit nombre de conditions et ne peux pas etre reduite 
d'avantage. II est important de noter que nous avons suppose tous les /? strictement positifs. 
Si ce n'etait pas le cas, les conditions sont toujours valides, il suffirait tout simplement de 
ne pas considerer les termes faisant intervenir les (3 valant 0. 
4.2 Construction de nouveaux codes R, — CS02C — SS 
4.2.1 Recherche de codes 
L'algorithme de construction des codes R — CS02C — SS utilise est un algorithme 
aleatoire. II faut l'initialiser en indiquant la taille des matrices, J, la valeur maximale au-
torisee des connexions, max, ainsi qu'un vecteur position qui regroupe les emplacements 
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des connexions dans les matrices, puisque les meilleures performances d'erreur ne seront 
pas obtenues avec des matrices pleines. On notera H la matrice des connexions, qui sont 




P \P J 
J 
2- J -{J - 1) + 1 
; 2-J-(J-I) + J 
\ 
j + i ; ••• i 2 - J - ( J - I ) + j + i 
V 2 - J : ••• : 2 - J • J / 
Par exemple, si J = 3, pour avoir une matrice ou les connexions doivent etre a 1'em-
placement des x dans H telle que 
/ \ . ^ 
a 
H 
V 3 / 
V 
x x x 
o o x 
0 X 0 
X O X 
O O X 
le vecteur position sera {1 2 5 8 10 13 14 15 17 18}. La longueur du vecteur position, 
valant le nombre total de connexions, sera notee total. On se sert aussi d'un compteur, 
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note cpt, indiquant le numero de la connexion en cours de recherche situee dans la matrice 
H a 1'emplacement position(cpt). Enfin, on place dans le vecteur liste toutes les valeurs 
que la connexion en cours de recherche peut prendre. Ainsi, liste vaudra {0 , . . . , max) si 
on cherche une connexion dans la sous matrice a et { 1 , . . . , max} si on est dans la sous 
matrice f3, ou les connexions ne peuvent valoir 0. 
Le principe de l'algorithme est decrit a la figure 4.3. Nous partons d'une matrice H 
oui 
Initialisation du compteur 
cpt <- 0 
Incrementation du compteur 
cpt <- cpt+1 
Creation de la liste 
Choix aleatoire d'une 
connexion de la 
liste mise a I'emplacement 
position( cpt) 
NON- FIN 
Changement de la connexion 
precedente : cpt <- cpt-1 
T 
OUI 
FlG. 4.3 Algorithme de recherche aleatoire des codes R — CS02C — SS 
vide et incrementons le compteur cpt a 1. On construit alors la liste des valeurs possibles, 
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et on en prend une au hasard, appelee connexion, qu'on met a position(cpt), representant 
sa place dans la matrice H. Si la matrice ainsi definie verifie les conditions d'un code 
R — CS02C — SS, on incremente cpt, et on recommence jusqu'a ce qu'on ait toutes les 
connexions desirees. Si le code ne verifie pas les conditions du tableau 4.6, on retire la 
connexion de la liste, et on reverifie avec une autre valeur prise aleatoirement dans ce 
qu'il reste de la liste. Dans le cas oil toutes les valeurs de la liste ont ete testees sans 
succes, on revient en arriere pour changer les connexions precedentes. 
Precisons que nous nous sommes restreints dans cette recherche a des codes dont la sous 
matrice a est pleine, c'est a dire que lors de la recherche des codes pour un J quelconque, 
le vecteur position contient tous les elements j + 2J(k - 1) avec (k,j) € { 1 , . . . , J } . 
4.2.2 Reduction du span 
Un autre algorithme a ete utilise afin de reduire la latence d'un code obtenu par la 
methode de construction decrite a la section precedente. II est montre a la figure 4.4 et avait 
initialement ete propose dans [1] pour reduire la longueur des codes CS02C — SS. 
On commence par mettre en memoire la matrice H initiale sous H'. L'idee est de 
tester chacun des 2 • J2 elements de la matrice H en les remplacant par un compteur qui 
commence a la valeur 0 ( ou 1 si 1'element est dans la sous matrice (3) et qui s'incremente. 
A chaque valeur du compteur, on effectue un test pour savoir si la nouvelle matrice H 
decrit un code R — CS02C — SS. On gardera comme connexion valide la plus petite 
valeur trouvee du compteur qui remplisse les conditions du tableau 4.6. Dans le pire des 
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H connue 
H' <- H m NON' 
Choix aleatoire d'une 
connexion de H notee connex H—NON 
cpt <-0 




FIG. 4.4 Algorithme de reduction du span des codes R — CS02C — SS 
cas, cette valeur du compteur vaut la valeur d'origine de la matrice H. Enfin, quand ces 
etapes ont ete completees pour toutes les connexions de la matrice H, on regarde si H et 
H' sont egales, auquel cas aucune simplification n'a ete possible. Sinon, on recommence 
tout le processus jusqu'a ce qu'il n'y ait plus de reduction possible. 
Notons que l'ordre dans lequel on tente de reduire la valeur des elements de la matrice H 
est pris aleatoirement. En effet, le fait de reduire une valeur plutot qu'une autre affecte le 
reste de la recherche. Ainsi, pour reduire efficacement le span d'un code represente par sa 
matrice H, il est important de repeter plusieurs fois l'algorithme a partir de la matrice de 
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depart car les resultats sont rarement identiques. 
Ainsi, le code teste dans [4] pour J = 5, avec un span de 1135, a pu etre reduit a un 
span de 247 selon : 
HI 
0 299 0 142 1135 
0 320 146 407 794 
0 679 5 977 172 
87 333 0 106 310 
0 418 60 123 99 
0 945 0 0 92 
1135 0 0 0 0 
0 0 0 1003 0 
V 
0 0 193 0 
0 0 0 0 0 
= H2 
0 30 0 0 247 
0 2 146 107 39 
0 19 3 9 172 
87 4 0 106 1 
0 184 4 123 99 
0 225 0 0 
16 0 0 0 0 
0 0 0 34 0 
0 0 71 0 0 
/ 
0 0 0 0 0 
/ 
Cependant, nous verrons dans la prochaine partie que reduire la latence d'un code connu 
peut avoir des repercutions sur ses performances d'erreur. 
4.3 Simulations 
Nous presentons dans cette section plusieurs resultats obtenus pour les codes R — 
CS02C — SS. Differentes pistes ont ete suivies arm d'obtenir les meilleures performances 
d'erreur possibles. Nous nous sommes tout d'abord interesses a etudier, pour une confi-
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guration de matrice donnee, l'influence du span sur les performances d'erreur. Ensuite, 
comme il avait ete observe dans [4] que ces codes necessitaient un grand nombre d'ite-
rations pour converger, la deuxieme idee a ete d'essayer de reduire au maximum le span 
de differents codes pour J=3. Enfin, en restant a span constant, nous avons fait varier le 
nombre de connexions et leurs emplacements dans la partie recursive du codeur. 
4.3.1 Importance du span des codeurs 
4.3.1.1 Exemple avec J=5 
Les meilleurs resultats qui ont ete publies dans [4] utilisent la matrice HI, avec J=5 et 
un span de 1135, presentee dans la section precedente. On presente les performances de ce 
code a la figure 4.5. 
On peut voir sur la figure 4.5 1'amelioration des performances d'erreur avec le nombre 
d'iterations utilisees. Par exemple, apres 10 iterations, on obtient une probabilite d'erreur 
par bit de 1 x 10~4 pour Eb/N0 = l.95dB. En revanche, apres 50 iterations, on atteint la 
meme probabilite pour Eb/N0 = l.2dB, ce qui represente un gain de codage de 0.75 dB. 
Cependant, plus on utilise d'iterations, plus la latence au decodage est importante. En effet, 
pour les codes R — CS02C — SS, chaque iteration produit une latence de J • m. Ainsi, 
dans le cas du code represente par la matrice HI, un decodage avec 50 iterations engendre 
un retard de 50 • 5 • 1135 = 283750 bits. Un decodage de 10 iterations, lui, produira une 
latence de "seulement" 56750 bits. 
Pour tous les codes doublement orthogonaux connus, les performances de correction 
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- |Q"8 I i i i i i i i i i 1 
1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2 
EJH„en dB 
b 0 
FIG. 4.5 Simulation du code R- CS02C - SS avec R=l/2, J=5 et m=l 135 represente par 
la matrice HI 
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d'erreurs dependaient uniquement du nombre de connexions utilisees. Nous avons done 
toujours cherche a minimiser le span des codeurs, ce qui ne deteriorait pas les resultats. 
Ainsi, nous sommes parvenus, pour J=5, a reduire le span a 247, sans changer la place 
des connexions. Le code est represente par la matrice HI de la section precedente. Les 












1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2 
Eu/N en dB 
b 0 
FIG. 4.6 Simulation du code B, - CS02C - SS avec R=l/2, J=5 et m=247 represente par 
la matrice H2 
performances d'erreur au fil des iterations. Le tableau 4.7 compare les probabilites d'erreur 
par bit obtenues par chacun des codes simules pour J=5, pour les differentes iterations 
representees a la figure 4.6. 
On voit que les performances du code avec le plus petit span sont meilleures pour les 






span de 247 
Rapport des performances 
10 
1.8 
9 x 10"4 
1.3 x 10~7 
6.9 x 103 
20 
1.4 
1.7 x 10-4 




1.3 x 10"7 
2 x 10"5 
6.5 x 10-3 
39 
1.25 
5 x 10~8 
9 x 10"6 
5.5 x 10~3 
50 
1.2 
8 x 10 -5 
2 x 10"4 
4 x 10"1 
TAB. 4.7 Comparaison des performances au fil des iterations de 2 codes R — CS02C — SS 
avec R=l/2 pour J=5 avec des span de 1135 et 247. 
premieres iterations. Cependant, au fur et a mesure que les iterations augmentent, c'est le 
code avec le plus grand span qui obtient les plus faibles probabilites d'erreur par bit. Ces 
differences de performance sont probablement dues a l'impact du span sur les cycles. Tou-
tefois, si on compare les performances des deux codes en terme de latence, c'est le code 
le plus court qui est le plus interessant. En effet, le rapport des spans etant de 4.6, le de-
codage du code avec le span de 1135 apres 10 iterations produit presque la meme latence 
que le decodage du code avec le span de 247 apres 50 iterations, pour des performances 
d'erreur bien moins bonnes. Mais le code le plus long pourra donner des performances inat-
teignables pour le code le plus court. Tout depend des contraintes d'utilisation. Si la latence 
est une contrainte importante, on preferera le code le plus court. Si c'est la performance qui 
compte, on se servira du code le plus long. 
4.3.1.2 Exemple avec J=3 
Pour confirmer les resultats observes pour J=5, nous avons effectue un autre test a J=3, 
avec des matrices qui contiennent toutes les connexions dans la partie recursive. Les deux 
codeurs, respectivement de spans maximaux 119 et 195, sont represented par les matrices 
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H3 et HA suivantes : 
H 3 
1 12 85 
106 63 8 
16 61 78 
21 115 103 
112 119 40 
i 111 63 14 , 
e t H 4 
193 101 96 
26 0 97 
49 44 20 
182 195 155 
135 172 5 
124 2 151 
Les simulations effectuees avec ces deux codes ont donne les resultats presentes aux 
figures 4.7 et4.8. 
1.2 1.3 1.4 1.5 1.6 1.7 
Ek/N„ en dB 
D 0 
FIG. 4.7 Simulation du code R - CS02C - SS avec R=l/2, J=3 et m=l 19 represente par 
la matrice H3 
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1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.! 
EJNnen dB 
b 0 
FIG. 4.8 Simulation du code R - CS02C - SS avec R=l/2, J=3 et m=195 represente par 
la matrice H4 
Ce qu'on y observe est que les deux codes ont les memes performances pour les 10 pre-
mieres iterations. Ensuite, comme pour la partie precedente, le code de plus petite longueur 
obtient, pour une valeur de Eb/N0 donnee, de moins bonnes performances. Par exemple, si 
on se place a un rapport Eb/No = 1.5dB, nous obtenons, apres 50 iterations de decodage, 
une probability d'erreur par bit de 2.0 x 10~4 pour le code de plus petit span represente par 
la matrice H3. Pour l'autre code, de span 195, au raeme rapport signal sur bruit, la proba-
bilite d'erreur par bit apres 50 iterations est de 7.0 x 10~5. Le gain de codage resultant est 
de l'ordre de 0.3dB. 
En conclusion a cette premiere partie de resultats, nous pouvons affirmer que les spans 
des codes influencent les performances de correction d'erreurs. Nous verrons d'autres 
107 
exemples plus frappants de ce phenomene plus loin dans cette section. Cette propriete est 
interessante car nouvelle pour les codes convolutionnels doublement orthogonaux, dont les 
performances d'erreur ne dependaient jusqu'ici que du nombre de connexions du codeur. 
11 en resulte que la recherche des codes R — CS02C — SS doit etre differente de celle 
des autre codes. En effet, bien qu'il puisse etre interessant d'etudier le comportement des 
codes avec un petit span, comme nous le verrons dans la prochaine partie, les meilleures 
performances d'erreur seront obtenues avec des spans plus grands. 
4.3.2 Plus petits spans trouves pour J=3 
Les observations de la partie precedente montrent que les performances d'erreur s'ame-
liorent avec la longueur des spans des codes pour les grandes valeurs d'iterations. Mais 
nous avons quand meme cherche a reduire au maximum la longueur de differents codes 
pour J=3. Ainsi, la plus petite latence obtenue pour une matrice pleine est de 119 et corres-
pond a la matrice H3 presentee a la section precedente. Les performances sont presentees 
a la figure 4.7. Pour pouvoir diminuer cette latence, il a fallu rechercher des codes dont 
la partie recursive, c'est a dire la sous matrice j3, n'est pas complete. Nous nous sommes 
interesses aux deux cas suivants : avec 1 connexion par ligne/colonne dans la sous matrice 
(3 et avec 2 connexions par ligne/colonne. 
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4.3.2.1 Avec 1 connexion par ligne/colonne dans la sous matrice (3 
Avec 1 seule connexion par ligne et colonne dans la partie recursive de la matrice, le 
plus petit span obtenu est de 10. La matrice de representation du code est: 
' • , 3 ^ 
3 9 0 
H5 
0 0 10 
0 0 8 
9 0 0 
0 10 0 
Cette diminution de plus de 90% du span est due au fait que tous les termes qui faisaient 
intervenir les connexions retirees dans la verification des conditions du tableau 4.6 ont 
ete enleves. Ainsi, le nombre de differences devant etre distinctes a ete considerablement 
reduit, d'ou cette reduction du span. 
Les performances d'erreur de ce code sont donnees a la figure 4.9. 
Un ajustement des coefficients de ponderation a ete necessaire. On utilise au = 0.8 et 
ap = 0.9. On peut observer que les performances sont nettement moins bonnes que pour les 
autres codes R—CS02C—SS vus jusqu'ici. Cependant, la latence totale d'une iteration est 
de 30 bits, ce qui est tres peu. De plus, le nombre total d'iterations necessaires au decodage 
est faible, puisque l'algorithme de decodage a presque atteint sa convergence apres 10 
iterations seulement. Pour etre sur de la validite des resultats, nous considerons qu'il faut 
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: Iterations 10.. 15 
: : : : : ! ! ! : :r :- r : : : : - : r : : - : : T : : L : H ; I 
1 1.5 2 2.5 3 3.5 4 4.5 
E./NLen dB 
b 0 
FIG. 4.9 Simulation du code R - CS02C - SS avec R=l/2, J=3 et m=10 represents par 
la matrice i f 5 
15 iterations pour faire le decodage. Ceci reste faible par rapport aux codes de plus grandes 
longueurs, comme ceux represented par les matrice HI a HA, qui necessitent au moins 50 
iterations pour obtenir les meilleures performances possibles. Ainsi, pour E^/NQ = 3.5dB, 
on obtient une probabilite d'erreur par bit de 1.0 x 10"6 apres 15 iterations, ce qui signifie 
que le nombre de bits que le decodeur a besoin de garder en memoire pour effectuer le 
decodage est seulement de 450. 
On peut se donner une idee plus precise de ces performances en le comparant aux codes 
vus precedemment dans ce memoire a la figure 4.10 : 
II est clair qu'aucun des autres codes CS02C ne parvient, pour Eb/N0 = 3.5dB, a de 
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FIG. 4.10 Comparaison du code R - CS02C - SS avec R=l/2, J=3 et m=10, avec les 
autres codes CSO'2C pour Eb/N0 = 3.5dB 
meilleures performances de correction d'erreurs pour une latence equivalents En effet, le 
code affiche avec les performances les plus semblables, soit le code S — CS02C — WS 
pour J=ll , utilise une latence totale d'environ 4500 bits, soit 10 fois plus que la latence 
utilisee par le code R — CS02C — SS pour J=3 avec un span de 10. 
Ainsi, bien que ce code ne soit pas tres performant pour de faibles rapports signal sur 
bruit, son petit span, ainsi que le faible nombre d'iterations necessaires au decodage, le 
rendent tres interessant a de plus hautes valeurs de Eb/N0. 
Il l 
4.3.2.2 Avec 2 connexions par ligne/colonne dans la sous matrice /3 
Le plus petit code obtenu avec deux connexions par ligne et colonne pour la sous ma-
trice f3 est: 
33 26 4 ' 
7 15 0 
H6 
20 0 21 
0 27 28 
17 0 27 
i 31 10 0 / 
Le span est done de 33. Ses performances d'erreur sont indiquees a la figure 4.11. 
E/N„ en dB 
b 0 
FIG. 4.11 Simulation du code R - CS02C - SS avec R=l/2, J=3 et m=33 represente par 
la matrice HG 
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Les resultats sont meilleurs que ceux donnes par la matrice H5 de span 10 avec un gain 
de codage d'environ 0.6dB pour une probability d'erreur par bit de 2.0 x 10~4. De plus, 
le nombre d'iterations necessaires reste assez faible (25). Comme precedemment, le faible 
span de ce code nous ammene a le comparer avec d'autres codes doublement orthogonaux 












Eb/No = 2.5 dB 
\ 
J=10 
10' 10 10 
Latence totale en bits 
10 10 
FIG. 4.12 Comparaison du code R - CS02C - SS avec R=l/2, J=3 et m=33, avec les 
autres codes CS02C pour Eb/N0 = 2.5dB 
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A nouveau, le code R — CS02C — SS est, avec une faible latence, beaucoup plus per-
formant que les autres codes doublement orthogonaux. Les performances les plus proches 
sont obtenues par le code CS02C — SS pour J=10 avec une probabilite d'erreur par bit de 
5 x 10~6 contre 2 x 10~6 pour le code recursif. Mais le code non recursif a besoin de garder 
en memoire 300 fois plus de bits que notre code avec le span de 33 ( 750000 contre 2500 ). 
II avait ete observe dans [4] que les performances des codes R — CS02C — 5 5 depen-
daient beaucoup du nombre de connexions dans la partie recursive du codeur, et que le fait 
de diminuer ce nombre permettait d'ameliorer les performances. II ne faut pas penser que 
les resultats presentes ici sont en contradiction avec ce qui avait ete avance. En effet, les 
deux codes qui ont ete etudies dans cette section ont de tres faibles spans, ce qui explique 
pourquoi ils ne sont pas performants en dessous d'une valeur de Eb/N0 de 2dB. Pour ob-
tenir les memes observations que [4], il faut se placer avec un span constant. Ainsi, pour 
un J donne, on construit une matrice pleine a partir de laquelle on enleve des connexions. 
Cette methode nous permet d'evaluer l'influence du nombre de connexions dans la par-
tie recursive sur les performances d'erreur, sans que des variations de span perturbent les 
resultats. 
4.3.3 Etude de differentes dispositions des connexions dans la sous matrice f3 
L'idee de cette section est d'essayer de determiner la meilleure configuration possible 
des emplacements des connexions. Pour cela, nous avons fait varier leur nombre ainsi que 
leur repartition sur les lignes et colonnes de la partie recursive de la matrice. 
114 
4.3.3.1 Dispositions possibles pour 1 connexion par colonne dans la sous matrice (3 
Nous avons mentionne a la section 4.1.2, que le nombre d'equations qui servaient a 
decoder le symbole piti, a l'instant i — 0,1,2, . . . , avec I € { 1 , . . . , J } , etait le nombre Ni 
de connexions a la ligne / de la sous matrice (3. Pour savoir s'il etait preferable de repartir 
les connexions sur les differentes lignes pour que les symboles py aient tous un nombre 
identique d'equations pour etre decodes, nous avons trouve un ensemble de connexions 
qui verifient l'ensemble des conditions des codes R — CS02C — SS du tableau 4.6 pour 
plusieurs configurations de matrice. Les dispositions etudiees ont toutes la meme partie a 
qui est la suivante : 
142 133 123 138 
a 
33 114 66 116 
90 67 91 136 
, 7 2 1 118 0 i 
En prenant une connexion par colonne dans la sous matrice (3, et done un nombre total 
de connexions dans la sous matrice (3 de 4, les 5 cas qui ont ete etudies sont resumes dans le 
tableau 4.8. Chaque ligne represente un des cas etudies. Chaque colonne indique le nombre 
de connexions par ligne. 






































TAB. 4.8 Repartition des lignes en fonction du nombre de leurs connexions 
Elle s'ecrit 
0 i 
394 491 290 295 
0 0 0 0 
0 0 0 0 
, 0 0 0 0 . 
De la meme maniere, les autre matrices s'ecrivent: 
02 
0 491 290 295 
394 0 0 0 
0 0 0 0 
y 0 0 0 0 / 
03 
0 0 290 295 
394 491 0 0 
0 0 0 0 
, 0 0 0 0 / 
04 
0 0 290 295 ' 
0 491 0 0 
394 0 0 0 
0 0 0 0 
/ 
05 
0 0 290 0 
0 491 0 0 
394 0 0 0 
/ 
L'avantage d'avoir pu prendre les memes valeurs des connexions pour tous les cas est 
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que le seul parametre qui change est la place des connexions, mais le span reste identique 
et n'influence done pas les resultats des performances d'erreur. Les simulations, presen-
tees sous forme de courbes donnant la probabilite d'erreur par bit en fonction du nombre 
d'iterations a Eb/N0 = 2dB, sont a la figure 4.13. 
FlG. 4.13 Influence du nombre de connexions par ligne dans la sous matrice (3 
On peut observer qu'il n'est pas avantageux de privilegier une ligne sur les autres 
puisque la matrice /3i, qui contient toutes les connexions sur la meme ligne, offre les moins 
bonnes performances d'erreur par bit avec 8 x 10"4. Les meilleurs resultats sont obtenus 
avec les deux matrices qui repartissent le plus possible les connexions. En effet, les matrices 
/34 et /3s atteignent une probabilite d'erreur par bit de 9 x 10~~6. 
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4.3.3.2 Dispositions possibles pour 1 connexion par ligne dans la sous matrice (3 
Regardons maintenant l'influence de la repartition des connexions sur les colonnes de la 
partie recursive de la matrice. L'ensemble des connexions precedentes sont toujours valides 
pour les 4 matrices suivantes : 
06 
0 0 295 0 
0 290 0 0 
491 0 0 0 
i 394 0 0 0 , 
07 
0 295 0 0 * 
0 290 0 0 
491 0 0 0 
> 394 0 0 0 , 
08 = 
0 295 0 0 
290 0 0 0 
491 0 0 0 
i 394 0 0 0 , 
A. 
295 0 0 0 \ 
290 0 0 0 
491 0 0 0 
i 394 0 0 0 , 
Avec /35, ces quatres dispositions sont toutes telles que les matrices ont une connexion 
par ligne et la repartition sur les colonnes suit le tableau 4.9. 




































TAB. 4.9 Repartition des colonnes en fonction du nombre de leurs connexions 
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Comme dans la partie precedente, nous simulons le comportement de ces differents 
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Nombre d'iterations 
FIG. 4.14 Influence du nombre de connexions par colonne dans la sous matrice f3 
Les resultats obtenus indiquent a nouveau que le codeur represente par la matrice ,95 
est le plus performant avec une probabilite d'erreur par bit de 9 x 10"6. Cette observation 
est aussi plus importante que pour la repartition des lignes. En effet, les performances sont 
sensibles au nombre de connexions par colonne. La matrice {3Q, qui n'a qu'une colonne 
sans connexion, donne une probabilite d'erreur par bit de 2.5 x 10~5 contrairement a la 
matrice /34, qui, avec une seule ligne sans connexion, nous donnait aussi 9 x 10~
c. 
Les simulations presentees dans cette partie nous poussent a croire qu'il est important 
d'avoir un nombre constant de connexions sur les colonnes et sur les lignes de la partie 
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recursive des matrices de representation. Mais il parait possible d'avoir une exception au 
niveau de la repartition des lignes. Cette propriete est importante car elle peut nous per-
mettre de donner plus d'importance a d'autres conditions, comme avoir le plus grand span 
possible. 
4.3.3.3 Nombre de connexions par colonne dans la sous matrice f3 
Suite aux observations precedentes, nous avons retire certaines connexions aux matrices 
H3 et HA, en gardant un nombre constant de connexions par colonne. Dans le cas ou on 
garde 1 connexion par colonne dans la sous matrice (3, les matrices simulees sont: 
H3i 
1 12 85 
106 63 8 
16 61 78 
0 0 103 
0 119 0 
i 111 0 0 / 
e t H 4 i 
193 101 96 
26 0 97 
49 44 20 
0 195 0 
135 0 0 
\ 0 0 1 5 1 . 
Les connexions qui ont ete retirees sont les plus courtes. Les performances d'erreur 
sont donnees aux figures 4.15 et 4.16. 
En comparaison avec les simulations des codes des figures 4.7 et 4.8, les resultats obte-
nus en enlevant deux connexions par colonne sont moins bons. En effet, le seul avantage de 
ces codes est le faible nombre d'iterations necessaires au decodage. Le code de plus court 
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FIG. 4.15 Simulation du code R - CS02C - SS avec R=l/2, J=3 et m=l 19 represente par 
la matrice H3i 
span a seulement besoin de 15 iterations pour converger, et l'autre code d'environ 20. Et si 
on se place a Eb/N0 = l.QdB, apres 10 iterations, le code de longueur 119, avec une seule 
connexion par colonne dans la partie recursive, atteint une probabilite d'erreur par bit de 
1 x 10~2, alors que le code d'origine, avec toutes les connexions, atteignait une probabilite 
de seulement 2 x 10"2. On en conclut qu'apres 10 iterations, c'est le code avec le moins de 
connexions qui est le plus performant. Cependant, le code de la matrice ff3i n'ameliore 
pas autant ses performances en effectuant plus d'iterations que le code de la matrice H3 
qui atteint, toujours a Eb/N0 = 1.6dB, une probabilite d'erreur par bit de 7 x 10~
5 apres 
35 iterations. On peut noter que ces observations sont valables dans les 2 cas etudies. 
II est en revanche interessant de comparer ces codes, pour J=3, avec une seule connexion 
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E./Nn en dB b 0 
FIG. 4.16 Simulation du code R - CS02C - SS avec R=l/2, J=3 et m=195 represente par 
la matrice H4\ 
par ligne/colonne dans la sous matrice j3, avec le code de span 10 represente par la matrice 
H5 qui a lui aussi une seule connexion par ligne/colonne dans la sous matrice (3. Pour une 
valeur de E^/NQ de 2dB, le code de span 10 atteignait une probabilite d'erreur par bit de 
5 x 10~3. Les deux codes de cette partie, eux, donnent une probabilite d'erreur par bit de 
l'ordre de 1 x 1CT4. L'importance du span est ici encore plus prononcee que ce qu'il avait 
ete observe a la section 4.3.1. 
En remettant une connexion par colonne selon les matrices H32 et H42, nous obtenons 
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deux nouveaux codes dont les simulations donnent les figures 4.17 et 4.18. 
H3-, 
1 12 85 
106 63 8 
16 61 78 
0 115 103 
112 119 40 
111 0 0 
etH42 
' 193 101 96 
26 0 97 
49 44 20 
182 195 155 
135 172 0 
\ 0 0 151 # 
10 : l : : : : : : : : : : I: 
Iteration 1 
1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 
Eu/N„ en dB 
b 0 
FlG. 4.17 Simulation du code R - CS02C - SS avec R=l/2, J=3 et m=l 19 represente par 
la matrice i J 3 2 
Cette fois, les codes avec deux connexions par colonne sont plus performants que les 












'" 1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 
E./N. en dB 
D 0 
FIG. 4.18 Simulation du code R - CSO'2C - SS avec R=l/2, J=3 et m=195 represente par 
la matrice H42 
et apres 50 iterations au decodage, le code avec la matrice pleine obtenait une probability 
d'erreur par bit de 2 x 10"4, contre 3 x 10~5 pour le code avec 2 connexions par colonne 
dans la partie recursive. De la meme maniere, pour les codes avec un span de 195, on 
avait une probability de 6 x 1CT5 avec la matrice pleine, contre 2 x 10~6 en enlevant une 
connexion par colonne. De plus, nous pouvons comparer les performances des deux codes 
represented par les matrices H32 et H42 avec le code de span 33 represente par la matrice 
H6. En effet, ces trois codes ont deux connexions par colonne dans leurs sous matrices (3 
respectives. Cependant, pour Eb/N0 = lAdB, le code de span 195 atteint une probability 
d'erreur par bit d'environ 4 x 10~5, contre 2 x 10"4 pour le code de span 119 et 1 x 10~2 
pour le code de span 33. La relation entre les performances d'erreur et le span des codes 
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est done une fois de plus mise en evidence. 
Ces resultats confirment ce qui avait ete observe dans [4] puisque les meilleures perfor-
mances sont obtenues avec des matrices dont la partie recursive n'est pas pleine. Cepen-
dant, il est difficile de generaliser une propriete sur le nombre ideal de connexions a utiliser 
a partir de nos simulations. 
4.4 Conclusion 
Le travail de recherche resume dans ce chapitre a permis de trouver des conditions 
specifiques aux codes R - CS02C - SS. Grace a elles, il a ete possible de construire de 
nouveaux codes, en jouant sur certains parametres, comme le span maximal ou le nombre 
total de connexions pour un J donne. 
Les resultats de simulation de ces nouveaux codes sont extremement interessants puis-
qu'ils montrent que les codes R — CS02C — SS sont les codes doublement orthogonaux 
les plus performants, que ce soit a de hauts rapports signal sur bruit, en se servant de codes 
avec des petits spans, ou a de faibles rapports signal sur bruit, en prenant des codes plus 
grands. 
Ces codes R — CS02C — SS sont aussi les seuls codes doublement orthogonaux dont 
les performances d'erreur ne dependent pas seulement du nombre de connexions qu'on 
utilise. En effet, les spans des codes R — CS02C — SS jouent un role majeur dans les 
performances d'erreur. Cependant, il n'est pas interessant d'augmenter le span de facon 
irreflechie. En effet, il a ete observe que plus le span augmente et plus le nombre d'iterations 
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necessaires au decodage augmente aussi. Or, la latence est proportionnelle a la fois au 
span et au nombre d'iterations utilisees. Les deux cas extremes presenter dans ce memoire 
concernent le code, pour J=5, despan 1135 etlecode, pour J=3,de span 10. Pour arriver a la 
convergence des deux codes, nous avons utilise 50 iterations pour le code le plus grand, soit 
un total de 283750 bits gardes en memoire, contre 15 pour le plus petit, et done 450 bits a 
garder en memoire. Les performances d'erreur de ces deux codes sont aussi completement 
differentes. En effet, le code de span 1135, avec J=5, atteint une probabilite d'erreur par bit 
de 1 x 10~4 pour Eb/NQ = 1.2dB alors que le code de span 10 atteint cette probabilite pour 
Eb/N0 = 3dB seulement. Des compromis entre la latence et les performances d'erreur 




5.1 Bilan de la recherche effectuee 
Ce travail de recherche, qui est la suite de tous les travaux sur les codes convolution-
nels doublement orthogonaux deja entrepris, a permis d'explorer la derniere grande classe 
des codes convolutionnels doublement orthogonaux, les codes convolutionnels doublement 
orthogonaux recursifs. 
Notre etude a ainsi permis de definir de maniere specifique les codes R — CS02C, aux 
sens large et strict, en developpant, dans chacun des cas, Talgorithme de decodage iteratif 
a la deuxieme iteration. 
Grace a ces nouvelles conditions, il a ete possible de construire de nouveaux codes selon 
differentes methodes. En effet, tous les vecteurs generateurs utilises jusqu'a ce jour pour 
les codes R — CS02C etaient, pour les codes au sens large, issus de codes CS02C — WS 
qu'on avait divises en deux, et, pour les codes au sens strict, issus de codes CS02C — 
SS de taux de codage R — 2 J /3 J. Ainsi, nous avons pu construire de nombreux codes 
qui se sont averes, pour un J donne, de plus courts spans que les codes convolutionnels 
doublement orthogonaux non recursifs. Une recherche exhaustive des codes R — CS02C — 
WS a notamment permis d'obtenir les codes de plus courts spans jusque J=7, sachant que 
les performances d'erreur de ces codes au sens large ne dependent que du nombre J de 
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connexions. 
Au niveau des performances d'erreur obtenues par simulations, les codes R—CS02C— 
WS ne sont pas tres interessants en dessous de Eb/N0 = 3dB. De maniere generate, ils 
sont meme surclasses par les codes non recursifs et en particulier par les codes simplifies 
s - cso2c - ws. 
En revanche, pour les codes R — CS02C — SS,les simulations nous indiquent que les 
performances d'erreur ne dependent plus seulement du nombre de connexions utilisees, ce 
qui avait toujours ete le cas pour tous les codes convolutionnels doublement orthogonaux. 
En effet, les probabilites d'erreur par bit obtenues sont aussi influencees par les spans des 
codeurs ainsi que par la repartition de leurs connexions dans leurs sous matrices (3. 
Cependant, les codes R - CS02C — SS sont les codes convolutionnels doublement 
orthogonaux les plus performants, que ce soit pour des valeurs de Ej,/N0 superieures a 
2dB, avec des codes de petits spans, ou pour de plus petites valeurs de Ef,/N0, avec des 
codes de plus grandes longueurs. Mais pour obtenir les meilleures performances d'erreur 
possibles, il faut se servir de codes avec une importante memoire et qui necessitent un grand 
nombre d'iterations au decodage (>50). Ainsi, la latence engendree par ces codes devient 
rapidement tres grande puisqu'elle est proportionnelle a la fois au span du code simule et 
au nombre d'iterations utilisees au decodage. II est done necessaire de faire un compromis 
entre les performances d'erreur qu'on cherche a atteindre et la longueur des codes utilises. 
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5.2 Ameliorations envisageables 
Tout d'abord, il serait possible d'ameliorer les algorithmes de construction des codes 
convolutionnels recursifs doublement orthogonaux, et en particulier l'algorithme exhaustif 
de recherche des codes R - CS02C - WS, pour trouver les codes de plus courts spans 
pour J > 7.11 devrait aussi etre possible d'ameliorer l'algorithme de conception des codes 
R - CS02C — SS. Une idee serait de chercher des codeurs de taille J a partir de codeurs 
de taille J-l. 
Ensuite, il serait interessant de trouver la raison de la dependance des performances des 
codes R — CS02C — SS avec leurs spans respectifs. Une etude sur les cycles engendres 
par les codes R, — CS02C — SS pourrait peut-etre expliquer le fait que les codes de plus 
grands spans sont plus performants. 
Enfin, pour les codes R — CS02C — SS, une etude plus approfondie sur la repartition 
des connexions dans la sous matrice /3, pourrait permettre de generaliser une regie pour 
savoir le nombre ideal de connexions a utiliser. 
5.3 Ouverture 
Les codes doublement orthogonaux recursifs sont, en general, plus courts que les codes 
non recursifs et non simplifies. Ainsi, il devrait etre possible de relaxer certaines des condi-
tions trouvees pour obtenir des codes convolutionnels doublement orthogonaux recursifs 
simplifies. Ceci pourrait permettre, pour les codes recursifs au sens large, de reduire le 
span des codes, pour un J donne, sans trop degrader les performances d'erreur. Pour les 
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codes recursifs au sens strict, la simplification des conditions, et done la reduction du span, 
devrait aussi permettre de reduire le nombre d'iterations au decodage. A nouveau, les per-
formances d'erreur ne devraient pas trop s'en ressentir. 
La derniere idee serait enfin de considerer des matrices creuses, en particulier en retirant 
des connexions dans la sous matrice a. Nous avons dans ce memoire considere uniquement 
des codes dont la partie superieure des matrices etait complete. Cependant, rien n'empeche 
d'y enlever des connexions. On pourrait ainsi, en gardant un faible nombre de connexions 
par ligne, augmenter la taille de la matrice. 
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ANNEXE I 
Calcul de l'estimation A, pour le decodage a seuil 
1.1 Rappel du probleme 
Nous sommes ici dans le cas des codes convolutionnels simplement orthogonaux non 
recursifs. OnconsidereuncodeCS'OCrepresenteparlevecteurdes J connexions :{»i , . . . , otj}. 
Nous cherchons a effectuer, au niveau du decodage, l'estimation du bit ut a partir des sym-
boles recus du canal. Dans le cas du canal non quantifie, ces symboles sont {u, :,.... ui+aj } 
et {pi,... ,pi+aj}. Le decodage se base sur le calcul de J symboles de syndrome definis 
ici bas, avec k = 1 , . . . , J : 
j 
si+ak
 = Pi+ctic ® / J®
ui+ak-ai ( ' - l ) 
A partir de 1'equation 1.1, nous avons defini dans le premier chapitre un systeme de 
J + 1 equations orthogonles au bit d'information ut valant, pour k = 1 , . . . , J : 
Bo,i = Ui 
Bk,i = Ui® si+ak (1.2) 
Enfin, le developpement des equations presentees en 1.2 donne le resultat donne a 
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l'equation 1.18 et rappele ici: 
B0,i = UiQe? 
k-i J 
Bk,i = « i © e f + Q f c e ^ © e l V a f c - a 3 - © E ®
e?+afc-«3- (
L 3 ) 
j= l j=fc+l 
Cependant, tous les termes de ces equations sont binaires alors que nous souhaitons 
effectuer un decodage a seuil sans quantification. Nous allons done maintenant developper 
les etapes du raisonnement menant a l'estimation, qui sera reelle et non plus binaire, A,, du 
bit d'information itj. 
1.2 Calcul du logarithme du rapport de vraisemblance 
Le decodeur se sert des J + 1 equations Bkti pour effectuer une decision sur la valeur 
a donner au bit d'information ut. Ainsi, il assigne au bit Ui les deux valeurs binaires ^ = 
{0,1} et maximise la probability conditionnelle Prob{ui — £,\{Bk,i}}. Ainsi, il decidera 
Ui = 1 si et seulement si: 
Prob{Ui = l\{Bk4}} > Prob{Ui = 0\{Bk<i}} (1.4) 
sinon, il decidera n, = 0. 
Le logarithme du rapport de vraisemblance (LRV) s'obtient en prenant le logarithme 
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du rapport des deux termes de l'eqaution 1.4. II est note L(ui\{Bk<i}) et vaut: 
L{Ui\{Bk,i}) = In — — (1.5) 
\Prob{Ui = 0|{Bfcji}}y 
La regie de decision utilisee par le decodeur algebrique a seuil devient done : Decider 
Ui = 1 si et settlement si: 
L(ui\{Bkti}) > 0 (1.6) 
sinon, decider Ui = 0. Les symboles d'erreur intervenant dans les equations 1.3 sont in-
dependants les uns des autres du fait de l'orthogonalite des equations Bk,i. On peut done 
appliquer le theoreme de Bayes au LRV donne a la relation 1.5 pour obtenir, en supposant 
que les probabilites a priori sont egales, soit Prob{ui = 1} = Prob{ui = 0} : 
fri \Prob{Bk!l\Ul = 0} J \Prob{B0ii\Ui = 0})
 K } 
1.3 Calcul des poids de Massey 
Nous introduisons maintenant la probabilite jk,i = (1—Pk,%)> P
o u r k — 1 , . . . , J, d'avoir 
unnombre impair de symboles d'erreur binaires ayant pour valeur" 1" dans l'equation Bfci. 
II est clair que pkti represente la probabilite d'en avoir un nombre pair. 
Cependant, pour k = 1 , . . . , J, la probabilite que l'equation Bk)i prenne la valeur "1" 
sachant que le bit d'information ut vaut "0" est egale a la probabilite qu'il y ait un nombre 
impair de symboles d'erreur ayant la valeur "1", soit j^i- De la meme maniere, la probabi-
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lite que l'equation Bki prenne la valeur "1" sachant que lebit d'information u, vaut "1" est 
egale a pk>l. On obtient ainsi, pour k = 1 , . . . , J : 
Prob{Bk, = OK = 1} = Prob{Bk>i = l\ut = 0} = 7fc)t- (1.8) 
Prob{Bk)l = OK = 0} = Prob{Bk,i = l\Ul = 1} = ^ (1.9) 
Les poids definis par Massey [15], notes wk t, sont donnes par tuk t — In ( — ). II a 
alors ete demontre, dans [15], qu'a partir des equations 1.8 et 1.9, la relation 1.7 devient: 
j 
L{Ui\{Bkii}) = J2 (2Sfcl< - 1 K M + (2B0, - l)w0,i (1.10) 
fc=i 
1.4 Calcul de l'estimation A, du LRV L(u,-|{BM}) 
En observant les equations 1.8 et 1.9, il est possible de les reformuler selon : 
-rk,i = Prob{Bkii®Ui = l} (1.11) 
Pk4 = Prob{Bk,i © «i - 0} (1.12) 
On a done, pour /c = 1 , . . . , J : 
w/jj = In ( —- ) = —In 
Ik,-, 
(Prob{Bk,l®ut = 0}\ 
p , f n 7T
 = _ L BM © «») (1-13) 
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Et pour woti, on a 
w0ti = In ( ^ ) = -L(B0.i © Ui) (1.14) 
\7o,i/ 
On peut en deduire, en reinjectant 1'equation 1.3 dans les equations 1.13 et 1.14, que pour 




u;0,i = -£(e?) (1.16) 
Cependant, il a ete prouve dans [4] qu'une approximation du LRV de la somme modulo-
2 de variables aleatoires independantes {£i , . . . , £jv} s'obtient selon : 
( N \ N 
51©£n ~J>£(£n) (1.17) 
n=l / n=\ 
ou l'operateur add-min, represents par le symbole o, consiste en 1'operation suivante : 
£ (£ i )o£(6 ) = -sign{L{^))sign{L{^))min{\L{^)\,\L{^)\) (1.18) 
Ainsi, pour k = 1 , . . . , J, le poids u ^ , dont la valeur vaut le LRV de l'equation Bkj 
138 
excluant le bit d'information Uj, peut s'ecrire d'apres 1.15 : 
fe-i J 
w M « - L ( e f + a J o J ] o L ( e




Finalement, en reprenant les equations 1.10,1.17 et 1.19, il a ete demontre dans [4] que 
l'estimation A,: du LRV L(ui\{Bk^}) pouvait s'ecrire : 
L(Ui\{Bk,}) ^ Xt = yr + E l ^ + a ^ E ^ V " ^
0 E oA*+Qt-a3. (1.20) 
i = l j=k+l ) k=l 
Enfin, la regie de decision suivie par le decodeur a seuil et definie a l'equation 1.6 
devient: 
Dcider m = I 




Equivalence de la representation des codes R — CS02C - WS 
Nous allons montrer ici qu'il revient au meme de representer les codes convolution-
nels doublement orthogonaux recursifs au sens large definis par les vecteurs de connexions 
{«! a2 • • • ajx} et {(3\ /32 • • • PJ2}, respectivement de Ji et J2 connexions, par les figures 





M <-« , 
u,.c ' . ' 1 
\ 
L n. . 
r «, ^ Pi-bi 
> 




FIG. II. 1 Codeur convolutionnel recursif systematique de taux R — 1/2 
II est immediat de dire que le symbole de parite p,i, a l'instant i, obtenu par le codeur de 
la figure II. 1 vaut: 
(II. 1) Pi = ^2 ©Wj-aj © ^2 ®Pi-Pk 
j = l fe=l 
• u, 
u. 
FlG. II.2 Codeur convolutionnel recursif systematique de taux R = 1/2 
Pour le codeur represente par la figure 11.2, Pi se calcule selon : 
Ji 
Or, ces symboles a,, representees sur la figure II.2, sont calcules selon : 
J2 
a,i = Ui © 2__j ®ai-&k 
k=i 
d'ou en reinjectant II.3 dans II.2 : 
Pi = 2-j © I Ui-a, @ 2_^ ®ai-aj-l3k I 
3=1 V fc=l / 
= J2 ®Ui~»i © Yl ® ( Yl ®a>-Pk-a3 
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Or, nous avons d'apres l'equation 11.2 : 
Ji 
J2®ai-fik-aj =Pi-pk 
d'ou le resultat: 
Ji J? 
Pi = J2 ®n'-«i ® Yl ®Pi-pk (H-5) 
j=i fe=i 
Nous pouvons done conclure que les deux representations sont identiques. 
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ANNEXE III 
Resultats de simulations des codes R - CS02C - WS 
Cette annexe repertorie toutes les performances d'erreur des codes R — CS02C — WS 

































[0 2 10] 
[0 1 24] 
[0 1 49 53] 
[0 1 78 110] 
[0 3 30 104 296] 
[0 2 12 103 385] 
[0 3 14 92 455 905] 






[4 66 91] 
[7 35 214] 
[3 40 226 539] 
[10 47 216 595] 
[10 50 204 683 1831] 
TAB. III. 1 Codes R — CS02C — WS les plus courts, simules pour J variant de 3 a 11 
,-4| • l teration4 a 6 
Eu/N en dB b 0 




Eu/N„ en dB 
b 0 
FIG. III.2 Simulation d'un code R - CS02C - WS pour R=l/2, J=4 et m=10 
J=5 
10 
E„/N„ en dB 
b 0 
FIG. III.3 Simulation d'un code R - CS02C - WS pour R=l/2, J=5 et m=24 
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J=6 
EJNn en dB 
b 0 
FIG. III.4 Simulation d'un code R - CS02C - WS pour R=l/2, J=6 et m=53 
J=7 
Iteration 2 ; : ; ; ; ; • • • 
Iteration 3 
Eu/N„ en dB 
D 0 
FIG. III.5 Simulation d'un code R - CS02C - WS pour R=l/2, J=7 et m=l 10 
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Iteration 1 
FIG. III.6 Simulation d'un code R - CS02C - WS pour R=l/2, J-8 et m=296 
Iteration 1 ; iteration 2 
Eu/N„ en dB 
D 0 
FIG. III.7 Simulation d'un code R - CS02C - WS pour R=l/2, J=9 et m=539 
Iteration 1 
FIG. III.8 Simulation d'un code R - CS02C - WS pour R=l/2, J=10 et m=905 
FIG. III.9 Simulation d'un code R - CS02C - WS pour R=l/2, J=11 et m=1831 
