1. Explanations for gene tree discordance with respect to a species tree are commonly attributed to deep coalescence (also known as incomplete lineage sorting
| INTRODUCTION
There has been a growing interest among biologists in understanding how frequent the hybridization process occurs in nature (Abbott, Barton, & Good, 2016; Abbott et al., 2013; Mallet, 2005 Mallet, , 2007 , as it is a clue for understating the maintenance of breeding barriers between diverging linages and how new species are born (Payseur & Rieseberg, 2016) . Hybridization leaves detectable footprints in genomes, and thus DNA information can be used to evaluate the interspecific gene flow hypothesis. Gene trees are often discordant with each other and also with the species tree, and common explanations for this pattern include deep coalescences (also known as incomplete lineage sorting [ILS] ) and hybridization (Funk & Omland, 2003; Maddison, 1997) .
The deep coalescences occur due to stochastic segregation and persistence of gene lineages during the speciation process (Figure 1 ), and this is more likely with short speciation times and large effective population sizes (N e ; Leaché & Rannala, 2011) . This stochastic segregation of multiple independent loci has been incorporated into mathematical models based on coalescent theory, in which the evolutionary history of a set of samples is studied by moving backward in time (Kingman, 1982; Pamilo & Nei, 1988; Tajima, 1983; Takahata & Nei, 1985; Wakeley, 2008) . Many studies have focused on deep coalescence properties (e.g. Degnan & Rosenberg, 2006 Degnan & Salter, 2005; Rosenberg, 2003 Rosenberg, , 2013 Rosenberg & Tao, 2008; Than & Rosenberg, 2013) , and others have used this source of variation as While deep coalescences have been studied as the principal source of discordance among gene trees, other sources that could contribute to this discordance are not yet well explored. This is especially true for hybridization, even though gene flow between species is well documented and more common than previously thought (Mallet, 2005 (Mallet, , 2007 . Some studies have estimated the effect of hybridization as a source of variation among genomic sequences. For example, the ABBA/BABA algorithm tests for an excess of shared derived variants (Green et al., 2010) , as well as gene trees, by observing a deviation of the null hypothesis from a strict coalescent model (e.g. Blanco-Pastor, Vargas, & Pfeil, 2012; Buckley, Cordeiro, Marshall, & Simon, 2006; Joly, McLenachan, & Lockhart, 2009; Maureira-Butler, Pfeil, Muangprom, Osborn, & Doyle, 2008) . Others (Gerard, Gibbs, & Kubatko, 2011) have explicitly tested the hybridization hypothesis by extending Meng and Kubatko's (2009) model to estimate speciation and hybridization events in the presence of ILS.
One approach that uses gene tree discordance to evaluate hypotheses is to simulate data under a coalescent model, estimate a distribution of expected variation, and then compare the fit of real data to the alternative hypotheses (e.g. Richards, Carstens, & Knowles, 2007) . The coalescence times for alleles from different species are expected to be greater than the species divergence times. Thus, one way to quantify gene tree discordance is by calculating the deep coalescence cost of a given gene tree within a species tree by counting the number of "extra lineages," as proposed by Maddison (1997) (see also Than & Nakhleh, 2009 Than & Rosenberg, 2011 , 2013 . To count extra lineages, the gene tree should first be reconciled within the species tree (Figure 1) , and for each branch of the species tree the number of gene lineages minus one is counted (to count "extra" lineages; Maddison, 1997) . The number of extra lineages is interpreted as the deep coalescence cost.
Here, we show that it is possible to evaluate the likelihood of different models including various levels of gene flow by comparing the number of extra lineages. We propose a new approach that can be applied to test the hybridization hypothesis in any organism from which independent nuclear loci can be sequenced. The method consists of proposing a model, simulating a set of gene trees to estimate a distribution of expected extra lineages given the model, and calculating a likelihood function by comparing the fit of the real gene trees to the simulated distribution. The rationale for this approach is that by including post-divergence gene flow, there is a displacement of the distribution of extra lineages expected under a coalescent-only model, which results in a greater mean. Thus, counting extra lineages could be a useful way to quantify the gene tree discordance in an empirical dataset with respect to a model, even when the source of variation is due to both ILS and gene flow. Although similar approaches based on comparing variation among gene trees have been studied before (Buckley et al., 2006; Joly et al., 2009 ), here we extend the method by explicitly testing hybridization hypotheses, incorporating gene flow into the models, and calculating the likelihood of the data. We also developed a set of r functions to parallelize software to allow simulations, and evaluate alternative hypotheses with a likelihood ratio test to assess the significance of gene flow in the presence of ILS, in a fast and simple way. Our results show high accuracy under challenging scenarios of extensive ILS and low gene F I G U R E 1 Counting extra lineages; this example is taken from Than and Rosenberg (2013) . The gene tree (g, left) is mapped within the species tree (S) on the right. The number of extra lineages is counted as the summation of n e -c e -1; where n e is the total of elements in an edge (e) and c e is the number of internal nodes in e. In this example, e 3 contains two lineages and no nodes, thus 2-0-1 = 1. In contrast, e 2 has three lineages and one node, thus 3-1-1 = 1, whereas there are no extra lineages in any of the pendant edges or in the edge above the root of S (e 1 ), given three lineages and two nodes results in 3-2-1 = 0. Hence, the total number of extra lineages is 2 flow levels, given modest datasets of 5-10 loci and 5-10 individuals per species.
| MATERIALS AND METHODS

| Methodological outline
This approach involves inferring a distribution of expected extra lineages given a model and the fit with real data (i.e. gene trees) to evaluate the likelihood of the different proposed models. The sequence of steps from 1 to 4 is shown in Figure 2 and corresponds to:
1. Model construction: the proposed model includes the species tree topology and branch lengths (S) in coalescent units (CU = t/N e : where t is generations and N e is the effective population size) of any given number of species, in a coalescent framework, and could potentially include any magnitude of exchange of the migrant parameter (M = N e m; where m is the proportion of individuals that migrate per generation) between two or more species, occurring at any given time during their speciation histories. Thus, M represents the number of migrants coming into a population per generation.
Inference of expected extra lineages given a model: a set of H gene
trees is simulated following the model described in (1). Extra lineages are counted between each simulated gene tree and the species tree S proposed in (1), providing a distribution of the expected number of extra lineages under the model in (1). To simulate this multi-species coalescent, we used the software ms (Hudson, 2002) to simulate 10,000 gene trees. Although here we needed high precision in distribution inference to explore the quality of the approach, we also obtained very similar results by only simulating 500 gene trees. We used the package Phylonet (Than & Nakhleh, 2009 ) to count extra lineages. For more simulation details see Section 2.2.
Likelihood of the empirical data:
Consider a sample of gene trees g = (g 1 , g 2 ,…, g N ) for N loci, and suppose that the vector g will be summarized by classifying each gene tree by the number of extra lineages it requires to be reconciled with the species tree S and the migration parameter M. Then the data are n = (n 1 , n 2 ,…, n j ), where n i denotes the number of gene trees in the sample of N loci that requires i extra lineages to be reconciled with species tree S having migration parameter M. Let the vector p = (p 1 , p 2 ,…, p j ) denote the probabilities of various numbers of extra lineages, e.g., p i ; this gives the probability of a gene tree generated from species tree S with migration parameter M requiring i extra lineages. Then the vector n = (n 1 , n 2 ,…, n j ) is a sample from a multinomial distribution with probability vector p and N trials, for which the likelihood function is calculated as:
Note that here j < N and it must be chosen so that any possible observation of the number of extra lineages, whether observed in the sample or not, be classified into a multinomial category (otherwise, the total of all the cell probabilities will not be (1). Now, let the vector h = (h 1 ,h 2 ,…, h j ) be the counted number of gene trees with each number of extra lineages, then we can estimate the vector p with p = ( We developed a set of r functions to parallelize software and automate these steps. Function attributes are summarized in Table S1 , and are available in https://github.com/melisaolave (see Olave, Avila, Sites, & Morando, 2017) .
| Simulations
To evaluate the accuracy in detecting hybridization in the presence of ILS, a total of 25 replicated analyses were performed under different scenarios and combinations of loci (a total of 12,000 analyses), assuming a known species tree topology and branch lengths. Our simulations included two focal recently divergent sister species (A and B) and two extra species (C and D); note that detecting gene flow between sister taxa represents a more challenging scenario than for more distantly divergent species. The four-taxon symmetric and asymmetric species trees ( Figure 2ii ) were generated in Mesquite v2.74 (Maddison & Maddison, 2010) .
Because lineages are likely to have coalesced within each population after 5N e generations along species tree branches (here N e is the effective number of chromosomes), and monophyly of lineages is probable (and, therefore, congruence is expected between gene trees and the species tree (Hudson & Coyne, 2002; Hudson & Turelli, 2003) ), we simulated symmetric and asymmetric tree topologies fixing the divergence of the focal species (A and B) to 0.66N e , 1.33N e and 2.66N e , for a total tree depth (t.d.) of 2N e , 4N e and 8N e scenarios, respectively. For the symmetric tree scenario, the divergence of C and D species was also fixed to the same divergence time as the A and B focal species, and for the asymmetric tree topology, C species . These scenarios of different tree depths represent more and less difficult conditions respectively, due to higher ILS impact respectively (Degnan & Rosenberg, 2009 ).
Coalescent genealogies were generated for five and ten individuals per species for each species tree using the program ms (Hudson, 2002) , under a model of constant population size and no recombination within loci. Following Maddison and Knowles (2006) , DNA sequences were simulated with the program seq-gen (Rambaut & Grassly, 1997) under parameters that may constitute a good representation of reality (Huang, He, Kubatko, & Knowles, 2010; Olave, Solà, & Knowles, 2014; Tonini, Moore, Stern, Shcheglovitova, & Ortí, 2015) . Specifically, the HKY model is a commonly used model in phylogenetics literature, and is characterized by a moderate level of complexity and flexibility in terms of the number of estimated parameters. Thus, the HKY model was selected for simulation of the nucleotide substitution process, with a transition-transversion ratio of 3.0, a gamma distribution with shape parameter of 0.8, and nucleotide frequencies of A = 0.3, C = 0.2, T = 0.3, and G = 0.2.
Specifically, 500 base pairs were generated, with two θ values = 0.01 and 0.001, describing higher and lower mutations rates respectively (θ = 4N e μ; where μ is the mutation rate). Gene trees were reconstructed using the neighbour joining method implemented in PauP* v4 software (Swofford, 2002 ; note that we detected high power despite the potential for errors in gene tree inferences with the NJ approach, we used this model because it provides a fast inference that makes our simulation method computationally feasible). We sim- We analysed simulated datasets following the steps listed in Section 2.1. For each of these, we evaluated the likelihood of a total of five different models, setting M = 0, 0.5, 1, 2, 5. The species tree topologies (i.e. symmetric or asymmetric) and branch lengths (i.e. 2, 4
or 8N e ) were set concordant with the real species tree used to simulate the data. We are interested in detecting hybridization, thus any magnitude estimated for M > 0 when gene flow is present is considered a successful result, as well as a value of M = 0 for the case of a strict coalescent model (no gene flow).
| Real data analyses
We also analysed the Olave, Avila, Sites, and Morando (2011) empirical dataset for the Argentinean lizards Liolaemus gracilis and L. bibronii. Hybridization between these species was hypothesized based on mitochondrial introgression (Morando, Avila, Turner, & Sites, 2007) , and was further tested by Olave et al. (2011) that included more samples, three nuclear genes and morphological data in a phylogeographic framework. This study demonstrated hybridization between L. gracilis and L. bibronii species, and here we incorporated this dataset to show that our method is effective not just in simulated sequences but also in empirical datasets (see Olave et al., 2011 for more details).
We estimated a species tree with *Beast v1.6.2 (Heled & Drummond, 2010) using two mitochondrial and three nuclear genes and 16 individuals of L. bibronii, 18 of L. gracilis and three outgroup species with only one sample each (missing data = 5%); a total of four gene trees (the mitochondrial loci were used to infer a single gene tree). All analyses were run for 100 million generations, sampled every 10,000 generations, and 10% of the data discarded as burn-in.
Convergence was diagnosed by observing effective sample size (ESS)
values equal to or greater than 200.
Because hybrid samples are used to estimate the species tree, the divergence time between L. gracilis and L. bibronii is expected to be underestimated. This is because *BEAST assumes all gene tree discordance is due only to deep coalescence, and post-divergence gene flow forces the inferred speciation times to delay the gene flow event (see Leaché, Harris, Rannala, & Yang, 2014 (Nei, 1973) , and a F st summary statistic (Hudson, 1992 respectively) . Therefore, we included combination of parameters: M = 0, 1.7 and 2.64, and migration time at t = 0.01, 0.02, and 0.04N e for the case of the full matrix (ingroup divergence estimated 0.08N e ; θ = 0.020639), and t = 0.01, 0.25, 0.5, and 0.75 for the case of no-hybrid matrix (ingroup divergence estimated 1N e ; θ = 0.0212).
To infer the distribution of expected extra lineages for each model, we simulated 10,000 gene trees. Simulating an independent distribution for each gene tree prevents incorrect estimates due to missing data (this was not needed for the simulation study, as it did not have missing data).
| Robustness test to violation of species tree prior
The method proposed here assumes a known species tree topology and branch lengths. This prior information could be problematic, since the distribution of expected extra lineages depends on the proposed species tree. Note that this method is designed to be applied only to a small number of species, and we strongly recommend restricting the number of outgroups (see Discussion comments below). Following this recommendation will prevent prior errors in the topology of the species tree. Thus, here we will focus on testing the violation to branch length estimations. Because species tree methods tend to underestimate divergence of lineages with past or ongoing gene flow in order to accommodate the amount of gene tree discordance (Leaché et al., 2014) , the estimation of the expected number of extra linages will be higher. This could lead to an increase in detection of false negatives in hybridization, because the amount of gene tree discordance could potentially be explained by only ILS. Thus, we have included a robustness test for branch length errors in the species tree prior. We followed the same type of simulations described above, including 25
replicates for the most extreme scenarios of the lowest and highest migration parameters (M = 0.5 and 5) and 0.66N e and 2.66N e diver- 
| Comparisons with available methods
We compared the accuracy and time required by our method with lamarc v2.1.8 (Kuhner, 2006) and Ima2 v8.27 (Hey, 2010) , and performed ten replicate analyses using the matrices simulated for the analyses described above, but we focused only on the most challeng- The migration parameter estimated in lamarc is the per-generation migration rate, divided by μ, the per-site mutation rate. Thus, to convert this migration value into M (as treated here), the results were multiplied by the θ value of the recipient population. Although IMa2 allows multiple lineages, including multiple species also increase significantly the time consumption, thus we only tested for hybridization between focal species A and B (i.e. outgroups exluded). We ran four MCMC chains saving 20,000 geanologies, with geometric heating (h1 = 0.96, h2 = 0.90). Upper bounds were set for θ (100), τ (25), and M (10), and discarding 25,000 initial states. We provided the true species tree to be used as the guide tree and specified a full model with migration between sampled populations only (option -j3). We calculated a likelihood ratio test for two models, including (1) No migration and (2) Equal migration from A to B and from B to A. Constant populations size was assumed in both cases. All analyses were run on a desktop Imac computer (2.4 GHz Intel Processador 2 GB RAM 667 MHz).
| RESULTS
| Inference of expected extra lineages
We followed steps (1) and (2) described in Section 2.1 (Figure 2) and generated density plots based on 10,000 simulated gene trees.
Density plots showing the expected number of extra lineages given each model simulated here, for asymmetric and symmetric trees, are quite similar (Figure 3 and Figure S1 respectively), with little deviation increasing the number of extra lineages in the symmetric tree.
As expected, density plots show that increasing the total tree depth (from 2N e to 8N e ) results in a lower variance. This pattern is also observed by decreasing the number of individuals from 10 to 5 per species. Although decreasing the total depth of the tree (from 8N e to 2N e ) shifts the curve to a more normally distributed shape, increasing the M parameter results in a deviation of the distribution, and its displacement on the x-axis that increases the mean and variance. This is because the program is reconciling each gene tree within the species tree, treating a priori all gene tree discordance as deep coalescence, and thus forcing all gene trees to coalesce before the speciation event.
Adding migration to the model leads to higher gene tree-species tree conflict, and a greater number of extra linages is counted. Increasing the number of individuals from five to ten has little impact when ILS is low (≥4N e t.d. scenarios) and the M parameter is absent. However, density plots of higher impact of ILS (<4N e t.d.) and M (≥5) parameters show a clear separation between the distribution curves using 5 versus 10 individuals.
| Power in detecting hybridization
Simulation results for both symmetric and asymmetric species trees are quite similar (Figure 4 and Figure S2 under θ = 0.01; Figure 5 and Figure S4 under θ = 0.001). However, the method shows higher power under the case of the asymmetric tree scenario, in the particular case of the most challenging scenario treated here, corresponding F I G U R E 3 Density plots for the asymmetric species tree showing the distribution of extra lineages counted for a total of 10,000 simulated trees (step [ii] in Figure 2) . The x-axis corresponds to the number of extra lineages counted, and y-axis corresponds to the frequency of observed extra lineages. Different total depths (t. 
| Real data analysis
Results for the empirical data from the L. gracilis -L. bibronii study recovered M > 0 as the most likely result for both cases of the full and no-hybrid matrices (Table 1) . The model selected is for the case of estimating the species tree using the full matrix with M = 2.64 and t = 0.01, and M = 1.7 and t = 0.01, using the no-hybrid matrix.
| Violation of known species tree assumption
Results for violation of the known species tree prior show a decrease in power under the most complicated scenario of 50% underestimation of branch length priors, and specifically for the case of most recent species divergence (=0.66N) and with a very low migration parameter (M = 0.5; Figure 6 ). In this scenario our simulations show that 
| Comparisons with available methods
lamarc software results were powerful, recovering M > 0 in each replicate when it was present (Table S2) . Also IMa2 detected hybridization sign in all replicates, by selecting equal gene flow from A to B and B to A (model 2 described in Section 2.5).
There are not important differences in time consumption in any method when analysing either asymmetric or symmetric trees, as The power of the method was lower for the case of symmetric species trees; the extra lineages counted for these trees and variances are slightly greater ( Figure S1 ). Although the divergence of our ingroup (A and B) remains the same in both symmetric and asymmetric trees, the outgroup divergence is different. The asymmetric tree topology is: (D,(C,(A,B) )), while the symmetric tree topology is ( (C,D),(A,B) ).
Divergence of C and D occurred more recently in the symmetric than in the asymmetric tree, and the probability of deep coalescence is higher in the latter. The result is a slightly more challenging scenario due to a higher impact of ILS, and this is reflected in the results depicted in Figure S2 . Based on these results, we predict that increasing the number of species is likely to decrease the power of our test, and we strongly recommend using this method with few species and a restricted number of outgroups.
We have also shown good power of the method under a range of errors in the estimation of species tree branch length priors ( Figure 6 ). Specifically, under more complicated scenarios and larger datasets (loci and individuals), it will still be important to detect hybridization. Further, branch length underestimation seems not to be a problem when hybridization signal is high (M = 5). If possible, we recommend that users incorporate the strategy described above for real data analyses (Section 2.3), where individuals with a strong hybridization signature are removed for species tree estimation, and later incorporated for preforming this test. This will prevent high underestimation of species divergence, and then results are more likely to be accurate.
| Comparison with available methods and advantages with large datasets
Massive datasets are challenging to analyse (Than & Nakhleh, 2009) , and our algorithm provides a relatively fast and powerful method to detect hybridization (Figure 4, 5) , making it a good option for analysing larger matrices and genomic data. Our method uses most of its time estimating the probability vector, as described in Section 2.1(3), and time is also very dependent on the number of H gene trees simulated (=10,000 here), as well as the number of models to be tested (=5 here). Although the programs selected for comparisons (i.e. lamarc and Ima2) also returned excellent results in detecting gene flow when it was present (Table S2) , and particularly lamarc ran faster than the method presented here with smaller matrices (five loci), our method provides a clear advantage when larger matrices are analysed ( Figure 7 and Figure S4 ). This highlights the utility of our method relative to its efficiency in computational time requirements, by having a significantly faster algorithm than lamarc and Ima2. Given the growing interest in generating genomic scale datasets (Lemmon & Lemmon, 2013) , developing methodologies that can handle large datasets represents an important contribution.
Another method that handles large matrices is the ABBA/BABA algorithm, which tests for an excess of shared derived variants (Green et al., 2010) . This test considers ancestral "A" and derived "B" alleles and is based on the prediction that two particular SNP patterns, termed "ABBA" and "BABA," should be equally frequent under a scenario of ILS without gene flow, and an excess of ABBA patterns (detected using the Patterson's D statistic) is interpreted as a sign of gene flow. The method is computationally efficient and constitutes a useful way to address genomic scale datasets, but it has been criticized by Martin, Davey, and Jiggins (2015) on the grounds that an excess of shared derived variants can arise from processes other than recent introgression, in particular non-random mating in a structured ancestral population.
Other methods are available to indirectly test for hybridization. For example, Buckley et al. (2006) have proposed a method to accommodate expected gene tree discordance given a strict coalescent model and comparing the fit of real data, but this approach assumes that all violations to the null hypothesis are due to gene flow. Similar to this approach, a parametric method to infer hybridization proposed by Joly et al. (2009) Although the mesquIte software is flexible and commonly used for several different types of phylogenetic analyses, including simulation of gene trees and counting the number of extra lineages, the combination of ms and Phylonet parallelized using our r functions (Table   S1 ) runs much faster than Mesquite. This advance provides options for testing more models and simulating more gene trees to improve accuracy of estimated distributions, thereby increasing the power of the method.
| Limitations and future directions
Here, we propose a new perspective among methods described above that includes: (1) using the concept of extra lineages as a measure for gene tree discordance given both ILS and gene flow, (2) calculating the likelihood of real gene trees given a model, and (3) evaluating the significance of gene flow in the presence of ILS using a likelihood ratio test. We also provide a set of functions written in r language to automate the process of simulation and model testing.
However, our methodology has some limitations. While we have shown that it is possible to study gene flow by counting the number of extra lineages, this is only a first step; other questions emerge and immediately suggest future studies. For instance, it is expected that as time-of-hybridization approaches the divergence time of the species involved, distinguishing between ILS and gene flow will be more complicated. Thus, one question is how close in time can both of these events be, yet still be detected and separated. Also, more complex models with additional variables need to be explored, such as tem- In addition, including more hybridizing species into the same data matrix could obscure results. For this case we predict that it will probably still be easy to detect at least one M > 0, but the power to detect multiple species hybridizations needs to be explored. Beaumont, 2010; Beaumont, Zhang, & Balding, 2002; Csilléry, Blum, Gaggiotti, & François, 2010; Sunnaker et al., 2013) , and some studies have recently focused on proposing new summary statistics that could be coupled with an ABC approach (e.g. Alvarado-Serrano & Hickerson, 2015; Peter & Slatkin, 2013) . In this way, the r function that we provide here could be easily incorporated to the summary statistics calculation to compare expectations generated by simulation to real data under an ABC approach.
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