Abstract. We investigate new PDE discretization approaches for solving variational formulations with different types of trial and test spaces. The general mixed formulation we consider assumes a stability LBB condition and a data compatibility condition at the continuous level. We expand on the Bramble-Pasciak's least square formulation for solving such problems by providing new ways to choose approximation spaces and new iterative processes to solve the discrete formulations. Our proposed method has the advantage that a discrete inf − sup condition is automatically satisfied by natural choices of test spaces (first) and corresponding trial spaces (second). In addition, for the proposed iterative solver, a nodal basis for the trial space is not required. Applications of the new approach include discretization of first order systems of PDEs, such as div − curl systems and time-hamonic Maxwell equations.
Introduction
Over the last two decades, there have been many advances in applying finite element least squares methods to approximate first order systems of PDEs, [6, 7, 8, 14, 15, 16, 17, 18, 26, 27, 28] . However, when compared to the more established field of finite element methods for elliptic problems, a unified theoretical framework for least squares approximation of solutions of first order systems of PDEs is missing. Our proposed framework provides powerful preconditioning techniques, has efficient error estimators, is suitable to multilevel techniques, and leads to robust and easy to implement solvers. We combine known theory and discretization techniques for approximating elliptic problems and for symmetric saddle point problems (see [1, 5, 11, 12, 13, 23, 29, 31, 32, 36] ) to obtain a unified framework for discretizing variational formulations with different types of test and trial spaces. In particular, the framework can be applied to least square approximation for a large class of first order systems of PDEs.
For the applications we consider, the solution spaces are L 2 type spaces, and the data can reside in weak negative norm spaces. We require that the test spaces be H 1 type spaces with suitable boundary conditions, and the discrete test spaces be conforming finite element spaces built using the action of the continuous differential operator associated with a given problem. Among the advantages of the method are the following: the discretization leads to saddle point variational formulation with automatic discrete inf − sup condition, and assembly of stiffness matrices for the trial spaces is avoided.
The general abstract problem that we plan to discretize using a Saddle Point Least Squares Method (SPLS) is: Find p ∈ Q such that
where V and Q are infinite dimensional Hilbert spaces and b(·, ·) is a continuous bilinear form on V × Q, that satisfies a standard inf − sup condition, and f ∈ V * belongs to the range of B * . In the special case when the operator B associated with the form b(·, ·) is injective, our method can be viewed as a conforming Petrov-Galerkin method. From the point of view of choosing the discrete spaces, our method can be characterized as the dual of the Discontinuous Petrov-Galerkin (DPG) method introduced by Demkowicz and Gopalakrishnan in [20, 21] . While both methods have strong connections with the least squares and minimum residual techniques, the proposed discretization process stands apart from the DPG approach because of the opposite order and different ways in which the trial and test spaces are chosen. We propose the following main steps of our saddle point least square discretization method:
Step 1 Reduce the general problem (1.1) to a saddle point least square formulation, using the natural inner product a 0 (·, ·) on V × V as the (1, 1) form of the saddle point system (see problem (2.12)).
Step 2 Choose a standard conforming approximation space V h for the variational space V.
Step 3 Construct a discrete trial space M h ⊂ Q using the operator B associated with the form b(·, ·). For example, take M h := C −1 BV h , or M h :=Q h C −1 BV h , where C −1 is the Riesz representation operator for the space Q andQ h is a projection from Q to a subspaceM h . The pair (V h , M h ) will automatically satisfy a discrete inf − sup condition.
Step 4 Write the discrete version of SPLS formulation on (V h , M h ), see (3.3) , and replace a 0 (·, ·) by an equivalent form a prec (·, ·) on V h ×V h .
Step 5 Solve the new discrete SPLS problem using an Uzawa type iterative process that requires only the action of the preconditioner associated with a prec (·, ·) and the action of C −1 B orQ h C −1 B. The paper is organized as follows. In Section 2, we introduce notation and review basic abstract results needed to describe the method. We also include here the first step of reduction of a mixed problem to a Saddle Point Problem (SPP). In Section 3, we present the discretization part of the method (Step 2 and Step 3) and discuss the choice of discrete spaces and their approximability. Uzawa type Iterative solvers without trial space bases are presented in Section 4. The special choice of spaces with discrete inf − sup condition and their approximability properties are presented in Section 5. In Section 6 we present an example of SPLS discretization for a div − curl system. The Appendix (Section 8) contains some important functional analysis results needed for the proofs of the paper.
Notation and Background
In this section, we start with a review of the notation of the classical SPP theory and introduce the spaces, the operators and the norms for the general abstract case. We let V and Q be two Hilbert spaces with inner products a 0 (·, ·) and (·, ·) respectively, with the corresponding induced norms
The dual pairings on V * × V and Q * × Q are denoted by ·, · . Here, V * and Q * denote the duals of V and Q, respectively. With the inner products a 0 (·, ·) and (·, ·), we associate the operators A : V → V * and C : Q → Q * defined by
Cp, q = (p, q) for all p, q ∈ Q.
The operators A −1 : V * → V and C −1 : Q * → Q are called the Rieszcanonical isometries and satisfy the following propperties
Next, we suppose that b(·, ·) is a continuous bilinear form on V × Q, satisfying the inf-sup condition. More precisely, we assume that
Here, and throughout this paper, the "inf" and "sup" are taken over nonzero vectors. With the form b, we associate the linear operators B : V → Q * and B * : Q → V * defined by
Let V 0 be the kernel of B or C −1 B, i.e.,
Due to (2.4), V 0 is a closed subspace of V.
We notice here that C −1 B : V → Q and A −1 B * : Q → V are dual to each other in the Hilbert sense, and consequently, the Schur complement S 0 := C −1 BA −1 B * is a symmetric operator. In addition, S 0 is a positive definite operator with
2.1. The general problem. Assume that b : V × Q → R is a bilinear form satisfying (2.3) and (2.4), and let f ∈ V * be given. Many variational formulations of PDEs, including first order systems, can be written in the mixed form:
Find p ∈ Q such that
The operator form of (2.5) is to solve the following equation for p
The existence and the uniqueness of (2.5) was first studied by Aziz and Babuška in [1] and is known as the Babuška's Lemma. 
has a unique solution if and only if
If (2.8) holds, and p is the solution of (2.7), then
A proof of the Lemma can be found in [1, 2] . To justify our saddle point least squares terminology, we write (2.6) in the equivalent form (2.10)
Using that the Hilbert transpose of A −1 B * : V → Q is the operator C −1 B : V → Q, the normal equation for solving (2.10) in the least square sense is:
Since S 0 := C −1 BA −1 B * is a symmetric positive definite operator, the problem (2.11) has a unique solution p. Then, we consider the well posed saddle point problem:
One can immediately check that p is the unique solution of (2.11) if and only if (u, p) is the unique solution of (2.12), where 
2.2.
A note on approximating the solution by Uzawa type algorithms. Given a relaxation parameter α ∈ (0, 2/M 2 ), the Uzawa algorithm for approximating the solution (u = 0, p) of (2.12) can be described as follows.
Start with any
The convergence of the algorithm is discussed in many publications, see e.g., [5, 13, 22, 23, 30] . It is easy to check that
By using the spectral bounds for S 0 , we obtain a convergence rate γ := I −αS 0 = max{|1−αm 2 |, |1−αM 2 |} < 1, provided that α ∈ 0, 2 M 2 . It is easy to check that for j ≥ 1, we also have (2.14)
Due to the compatibility assumption (2.8), each residual representation u j in the Uzawa algorithm, belongs to V ⊥ 0 . Using the spectral properties of 
Thus, the Uzawa algorithm not only approximates the solution of (2.7), but also finds a special representation of the solution: p = C −1 B w with w ∈ V ⊥ 0 . Similar remarks hold for Uzawa Gradient (UG) and Uzawa Conjugate Gradient (UCG) algorithms.
SPLS discretization
In light of Propsition 2.2, we are led to the corresponding SPLS discretization of (1.1). We let V h ⊂ V and M h ⊂ Q be finite dimensional approximation spaces and consider the restrictions of the forms a 0 (·, ·) and b(·, ·) to the discrete spaces V h and M h . Assume that the following discrete inf − sup condition holds for the pair (V h , M h ).
We define the corresponding discrete operators A h , C h , B h , and B * h . For example, A h is the discrete version of A, and is defined by
We define V h,0 to be the kernel of B h
, then the compatibility condition (2.8) implies a discrete compatibility condition. Consequently, under the discrete stability assumption (3.1), the problem:
has unique solution.
In general, V h,0 is not contained in V 0 . Thus, the compatibility condition (2.8) does not imply a discrete compatibility condition, and the problem:
h p h = f h , might not be well posed. Nevertheless, under the assumption (3.1), the following saddle point discrete variational problem :
always has a unique solution. Using the corresponding discrete operators, the problem (3.3) is equivalent to:
h is a symmetric positive definite on M h , it is invertible, and the second equation of (3.4) has the unique solution p h . Thus, one way to solve the system (3.3), would be to solve the second equation of (3.4) for p h , and then find u h from the first equation of (3.4). Since C 
h f h , we have that the solution of the second equation of (3.4) is in fact the least squares solution of (3.2). The component u h of the solution of (3.3) or (3.4) becomes the representation on V h of the residual associated with the least square solution of (3.2).
Another reason for which the saddle point least squares discretrization of (1.1) is the variational formulation (3.3) is that (3.3) is the natural discretization of the SPLS formulation (2.12) of (1.1). Using that (3.3) is the discrete variational formulation of (2.12), and based on the classical error analysis for SPP theory, we can find standard estimates for |0 − u h | and p − p h , see [9, 11, 32, 36] . If we assume discrete stability, then the second component p h of the solution of (3.3) provides a good approximation to the least square solution p of (1.1) even in the absence of the compatibility condition (2.8). In the case when the compatibility condition (2.8) holds, we are dealing with a special saddle point problem, and a sharp error estimate for p − p h can be proved using the Xu-Zikatanov argument in [36] .
3) and (2.4), and assume that f ∈ V * is given and satisfies (2.8). Assume that p is the solution of (1.1) and V h ⊂ V, M h ⊂ Q are chosen such that the discrete inf − sup condition (3.1) holds. Then, if (u h , p h ) is the solution of (3.3), the following error estimate holds:
The proof of the estimate can be found in the Appendix. The right part of the estimate (3.5) is an improvement of the similar estimate presented in [10] that provides a bound that is linear in m −2
h . This improvement is significant if m h depends on h. Remark 3.3. All the considerations made so far in this section make sense if the form a 0 (·, ·), as an inner product on V h , is replaced by another inner product which gives rise to an independent of h equivalent norm on V h . Certainly, the definition of A h , S h,0 , and m h , will change accordingly with the new inner product, but the error estimate (3.5) remains valid with different estimating constants that factor in the norm equivalence constants.
This observation leads to an efficient preconditioning approach for SPLS discretization. More precisely, if the Uzawa algorithm is involved to solve (3.3), then the action of A −1 h can be replaced by the action of any equivalent preconditioner.
From the first equation of (3.3) and (3.5) we get that the solution (u h , p h ) satisfies:
where f h is the functional v h → f , v h on V h . This gives an estimate for the residual associated with the discrete equation (3.2).
Remark 3.4. The Bramble-Pasciak least squares method in [10] for discretizing (2.7), focuses on solving only the variational formulation of the second equation of (3.4), i.e., Find p h ∈ M h such that
which can be reformulated as: Find p h ∈ M h such that
The approach in [10] to numerically solve (3.7) is based on using families of stable pairs {(V h , M h )}, bases for both V h and M h , and on replacing the action of A −1 h on V h by an approximate inverse. Our approach is based on iteratively solving the coupled saddle point system (3.3) whose p h component of the solution is the least squares solution of (3.2) and on using bases and matrix assembly only for the test space V h .
Remark 3.5. The DPG method, [20, 21] , for discretizing (2.7), also reduces to a saddle point formulation that is similar to (3.3). The details are presented in Theorem 2.4 of [20] and a proof can be found in [24] . For the DPG approach, the trial spaces Q or M h are sought as a product between an "interior component" and and an "interface compomonent" at both continuous and discrete levels. Once a finite dimensional subspace V r of V (with certain properties) is chosen, the discrete test space, using our notation, is
is the Riesz representation operator for the Hilbert space (V r , a 0 (·, ·)). In our approach, we choose the discrete trial space V h ⊂ V first, a finite dimensional subspaceM h ⊂ Q, and then define M h :=Q h C −1 BV h , where C −1 is the Riesz representation operator for the space Q andQ h is a projection from Q toM h , (see Section 5 for details).
Given the connection between approximating the solution of the mixed variational problem (1.1) and solving the discrete problem (3.3), one can just rely on the available techniques and solvers for symmetric saddle point problems of type (2.12) on stable families of spaces {(V h , M h )} h in order to solve (1.1). Nevertheless, if it is difficult to find families of stable pairs or they exist but are difficult to implement, then we present next alternative ways of approximating the solution of (1.1).
Iterative solvers without basis for the trial space
The computational challenge we face when solving (3.3) on (V h , M h ) is that one might not be able to find stable pairs (V h , M h ). Even in the case that stable pairs are available, a global linear system corresponding to (3.3) might be difficult to assemble and solve. It is possible to solve (3.3) without even having explicit bases for M h by using the Uzawa (U), Uzawa Gradient (UG), or Uzawa Conjugate Gradient (UCG) algorithms. Following [3] , we have that the standard U and UG algorithms can be rewritten such that they differ only by the way the parameter α is chosen. For the Uzawa algorithm, we have to choose a fixed number α = α 0 in the interval 0,
. For the UG algorithm, the parameter α is chosen to impose the orthogonality of consecutive residuals associated with the second equation in (3.3) . The first step for Uzawa is identical with the first step of UG. We combine the two algorithms in:
Step 1:
Step 2 : For j = 1, 2, . . . , compute h j , α j , p j , u j+1 , q j+1 by
Here, f h is the restriction of f to V h . To obtain the UCG algorithm, the UG algorithm is modified as in [9, 35] as follows: First, we define d 1 := q 1 in Step 1, and then modify Step 2 by replacing b(·, q j ) with b(·, d j ), where {d j } is a sequence of conjugate directions:
Algorithm 4.2. (UCG) Algorithm
Step
Each one of the described algorithms converges to the discrete solution (u h , p h ) of (3.3). In addition, the following sharp error estimation result was proved by one of the authors in a slightly more general context in [3] . Theorem 4.3. If (u h , p h ) is the discrete solution of (3.3), and (u j+1 , p j ) is the j th iteration for U, UG, or UCG, then (u j+1 , p j ) → (u h , p h ) and
Besides convergence of the iteration processes, the result entitles q j+1 as a computable, robust, efficient, and uniform-modulo m h estimator for all three algorithms. Under stability presence, we can use the Theorem 3.2 and the estimates (4.1) to build adaptive or multilevel algorithms for SPLS discretization. A cascadic algorithm for solving symmetric SPPs was introduced by one of the authors in [3] .
One major advantage of solving the system (3.3) as the SPLS discretization of (1.1), using one of these three algorithms is that (4.1) remains valid, if the right correction of constant factors is made, when a 0 (·, ·) is replaced by a uniform equivalent form a prec (·, ·).
Similar to the continuous case in Section 2.2, an important observation here is that if the starting initial guess is p 0 = 0, then the p j -iterates remain in the space C −1 h B h V h and that {p j } approximates and represent the solution p h in the form C −1 h B h w h , with w h ∈ V ⊥ h,0 . In addition, as presented in the next section, for certain spaces M h a basis is not needed for solving the variational problems associated with q j , and at each step of the U-type iterative processes, only the action of A −1 or a preconditioner requires an inversion process.
Construction of special discrete spaces
Next, we will present a method to address the lack of stability of the approximation spaces. Let V h be a subset of V, and letM h be a finite dimensional subspace of Q that has good approximability properties. Typical examples of spacesM h are the spaces of piecewise polynomials. We equip M h with an inner product that could differ from the restriction of the Q inner product onM h , but induces an equivalent norm (independent of h). For convenience, we denote the inner product onM h by (·, ·). IfQ h : Q →M h is the orthogonal projection ontoM h , we simply define the space M h by
We consider the restriction of the form a 0 (·, ·) to V h ×V h and the restriction of b(·, ·) to V h × M h , and define the discrete operators A h , C h , B h , and
On the other hand, since q h ∈ M h ⊂ Q, and v h ∈ V h ⊂ V, we have
From the above identities, we get
This implies that C −1
h B h is onto M h and, using that V h and M h are finite dimensional spaces, the discrete inf-sup condition (3.1) holds for some m h > 0 that might depend on h. Thus, the problem (3.3) has unique solution (u h , p h ), and any of the three Uzawa type algorithms presented in Section 4 can be applied to approximate it. In addition, in light of 5.1, we have that the residual q j for each Uzawa type algorithm satisfies
Consequently, the computation of q j involves the computation Bu j , the action of C −1 at the continuous level (often just a multiplication operator) to find C −1 Bu j , and a projection onto the spacẽ M h -that is usually a standard finite element space. Thus, for each of the Uzawa type algorithms, a basis for M h is not needed for solving the variational problems associated with q j .
5.1.
Approximability of the space M h . Due to Theorem 3.2, in order to expect small discretization error p − p h , besides stability, one needs to investigate the minimization problem inf
The continuous inf − sup condition (2.3) that we assume, guaranties that A −1 B * is injective and has closed range, see Lemma (8.1) (iii). Thus, the dual operator C −1 B is onto Q, and for any p ∈ Q, there exists u ∈ V such that C −1 Bu = p. For p = C −1 Bu ∈ Q, and any q h =Q h C −1 Bv h ∈ M h , we have that
In order to get good SPLS approximation properties for the solution p of (1.1), it would be enough to ask for some regularity of a solution u of C −1 Bu = p, for approximation properties of V h , and for approximation properties of the projectionQ h : C −1 BV h →M h . Note that the argument remains valid regardless of the discrete stability presence.
5.2.
The special projection case. IfQ h C −1 Bv h = 0 implies C −1 Bv h = 0, for any v h ∈ V h , (i.e.,Q h is injective on C −1 BV h ), then V h,0 ⊂ V 0 and, see Remark 3, the variational formulation (3.2) is well posed, has unique solution p h ∈ M h , and using Proposition 2.2 for the discrete pair (V h , M h ), we have that (u h = 0, p h ) is the solution of (3.3). This will always be the case if we chooseM h = C −1 BV h , andQ h to be the identity operator on C −1 BV h . In this special case we do have M h =M h = C −1 BV h and, if p is the solution of (1.1) and p h is the solution of (3.2), from (1.1) and (3.2) we obtain that
Thus, we simply have that p h is the orthogonal projection of p onto M h , and consequently, using the representation p = C −1 Bw for some w ∈ V, we have
Compared with (3.5), the discretization error estimate (5.3) has the advantage that is independent of the stability constant m h and, in addition, it reduces to approximability of functions in V by discrete functions in V h . If one of the Uzawa type iterative methods of Section 4 is applied to find the solution (0, p h ) of (3.3) then, according to Theorem (4.3), the iteration error satifies
If the discretization error order is available, say p − p h = O(h α ), and an estimate about m h is also available, the iteration error can match the discretization error by imposing the stopping criteria
where c 0 is a constant independent of h. Consequently, using one of the Uzawa algorithms, we can approximate the solution p by an iterate p j ∈ C −1 BV h up to optimal discretization error order, regardless of (discrete B-) stability presence. From the numerical experiments we performed so far for concrete SPLS discretization problems, projecting on smooth spacesM h could lead to better approximation of the continuous solution p, and projecting on coarser spacesM H could lead to stability. It is worth noticing here, that if one choosesM h such that Q h q h ≥ c q h , for all q h ∈ C −1 BV h , then stability of V h , C −1 BV h implies stability for the pair V h ,Q h C −1 BV h .
A typical choice for the spaceM h used to define the projectionQ h is the space of continuous piecewise polynomials of degree m with respect to a mesh T h . OnM h we can choose the standard inner product or we can consider the "lumping" inner product introduced in [4] . To define the "lumping" inner product, assume that {φ 1 , φ 2 , . . . , φ m } is a nodal basis for M h . We can define (·, ·) l by
Using the identity (5.1), see [4] , the computation of C −1
We note here that by using the lumping inner product, one avoids mass matrix inversion at each iterative step. All of the above provides a more detailed picture of the five step SPLS discretization summarized at the end of introduction. A concrete example of how to apply the method is presented next.
SPLS discretization of a div − curl system
Here, we apply the SPLS discretization method for a model div − curl problem on a polyhedral domain Ω ⊂ R 3 . For a given data, we are looking to find the vector function h ∈ L 2 (Ω) such that (6.1)
where µ is a given parametric scalar L 2 function that is strictly positive on Ω. The variational formulation we adopt for (6.1) is similar to the approach of [10] . We multiply the first equation in (6.1) by w ∈ H 1 0 (Ω), multiply the second equation by ϕ ∈ H 1 (Ω)/R and after we integrate by parts, we obtain
where (·, ·) denotes the standard L 2 type inner product. If we define
the variational formulation for (6.1) becomes: Find h ∈ Q such that
The choice of inner products on the spaces V and Q is essential in building robust solvers with respect to the function µ. By choosing the weighted (·, ·) µ inner product on Q = L 2 (Ω) and the weighted inner product on V :=
it can be proved that, in this case, the form b(·, ·) satisfies a continuous inf − sup condition with a constant independent of µ, see [10] . The C −1 B operator that appears in the SPLS discretization is
By using a Helmholtz decomposition, it is easy to check that
is such that the compatibility condition (2.8) is satisfied, then (6.2) is a well-posed problem and our SPLS discretization can be applied.
For SPLS discretization, we can chose V h ⊂ V to be the standard vector space of continuous piecewise functions of degree m with the appropriate boundary conditions for each component of V. For M h we consider two choices: Case 1) M h := C −1 BV h , and Case 2) M h :=Q h (C −1 BV h ), wherẽ Q h is the orthogonal projection ontoM h -the continuous piecewise polynomials of degree m. OnM h we can consider the standard inner product or the "lumping" inner product defined in (5.6). In both cases, we automatically have a positive discrete inf − sup constant m h .
Sufficient conditions that can establish stability for this problem remain to be investigated for various choices of discrete spaces. For the 2D version of (6.1), it is easy to check that we do have (free) stability for both types of discretization. This is simply due to the fact that the (curl, curl) form is equivalent with the Dirichlet form (∇, ∇) on the space H 1 0 (Ω). In general, establishing stability for the family {(V h , M h = C −1 BV h )} might not be an easy problem, even if we focus on V h to be a standard conforming space of piecewise polynomial of degree k. For example, if we consider the simple case of the operator B being the div :
(Ω) and C −1 to be just the identity operator, then the problem of discrete B-stability is equivalent with establishing the classical Stokes stability for (V h , div V h ). From the works of Scott and Vogelius on divergence stability, [33, 34] , for the case of general quasi-uniform meshes, the divergence stability remains a 30 year old open problem. For many problems of interest, the B-stability can be established based on paricular properties of the operator B. Preliminary numerical results for div − curl systems and the Maxwell equations, suggest the presence of B-stability for particular choices of test spaces and projection operators.
A more detailed investigation of B−stability for the 3D div − curl or Maxwell problem remains to be investigated in the near future.
6.1. Numerical results. We performed numerical experiments for approximating (6.1) with Uzawa Conjugate Gradient (UCG) and V h the conforming P 1 elements. For M h we consider both cases described above in this section. In Case 2) we project onM h the vector space of continuous P 1 functions, with the componentwise inner product given by (5.6). The domain Ω was chosen the unit cube, and the function µ was chosen to be the restriction to Ω of
, for various values of the constant µ 0 .
First we consider the case when µ 0 = 1 (constant µ) and data chosen such that the exact solution is h = (x(1 − x)yz, xy(1 − y)z, xyz(1 − z)).
For Case 1), using a power method for the discrete Schur complement S h,0 we estimated m h and imposed the stopping criterion given by (5.4) with c 0 = 0.4 and α = 1. For Case 2) we just imposed a fixed number of iterations on each level. The numerical results are presented below in Table  1 and Table 2 . Table 1 : UCG for SPLS-P 1 -discretization Case 1) Next, we consider the case of discontinuous µ (µ 0 = 50) and data chosen such that the exact solution is
The numerical results are presented below in Table 3 and Table 4 . For Case 1), with µ having 2D checkerboard jump discontinuities (1 on "white squares", µ 0 on the "black squares" and constant 1 in the zdirection), we obtained similar results. The estimates for the discrete inf − sup Level µ 0 = 50 Table 3 : UCG for SPLS-P 1 -discretization Case 1)
Level µ 0 = 50 constant m h are presented in Table 5 . While we can notice instability with respect to h (or Level) we can also notice numerical stability with respect to µ 0 . Remark 6.1. We note that for Case 1), the discretization error h − h h satisfies (5.3) and for the conforming choice
, and the iteration error h h − h comp matches the discretization error (see Theorem 4.3) we also expect O(h) for h − h comp . This is numerically observed in Table 1 and Table 3 . For Case 2), the discretization error h−h h satisfies an estimate of type (5.2). In this case, our estimate for the discretization error is not optimal, because the functions C −1 Bv h for v h ∈ V h are piece wise constants, and the most we can expect from Q h C −1 Bv h − C −1 Bv h is O(h 1/2 ). Nevertheless, the computation we performed in this case, (see Table 2 and Table 4 ), show that the h − h comp is at least O(h). The supper convergence behavior in this case remains to be theoretically and numerically investigated.
Conclusions
We presented a saddle point least squares method to discretize variational formulations with different types of trial and test spaces. To the authors' knowledge, the proposed SPLS approach is different from the DPG formulations as presented in [20, 21, 19] , where a trial space is chosen firstly, and a (close to optimal) test space that provides stability of the pairs is chosen secondly. In the first order systems case, the essential differences between the proposed SPLS discretization and the classical least squares finite element method approach, as described in [6, 7, 8, 16, 17] or the FOSL & FOSLL * approaches in [14, 15, 18, 26, 27, 28] , are that for SPLS discretization the test spaces and the trial spaces are of a different nature. This makes SPLS discretization more general, but requires special attention in finding stable spaces for discretization or in finding efficient iterative solvers.
Thanks: The authors would like to thank to Jay Gopalakrshnan for valuable discussions that relate DPG and the SPLS and to Francisco Sayas for valuable software and programming support for obtaining the numerical solvers.
8. Appendix 8.1. Functional analysis results. For a bounded linear operator T : X → Y between two Hilbert spaces X and Y , we denote by T t the Hilbert transpose of T . If X = Y , we say that T is symmetric if T = T t . For a bounded linear operator T : X → X , we denote the spectrum of the operator T by σ 0 (T ). The following lemma provides important properties of norms and operators to be used in this paper. A proof of it can be found in [2] . Lemma 8.1. Let A, C, B, and B * be the operators associated with the spaces V, Q and the connecting form b(·, ·). Assume that (2.3) and (2.4) are satisfied.
i) The operators C −1 B : V → Q and A −1 B * : Q → V are symmetric to each other, i.e., ii) The Schur complement on Q is the operator S 0 := C −1 BA −1 B * : Q → Q. The operator S 0 is symmetric and positive definite on Q, satisfying Consequently, m 2 , M 2 ∈ σ 0 (S 0 ) and
iii) The following estimate holds v) The Schur complement on V 1 = V ⊥ 0 is the restriction of S to V 1 , i.e., S 1 := A −1 B * C −1 B : V 1 → V 1 . The operator S 1 is symmetric and positive definite on V 1 , satisfying
Proof of Theorem 3.2.
Proof. Let p be the solution of (1.1) and assume that(u h , p h ) is the solution of (3.3). First, we notice that the operator T h : Q → Q defined by T h p = p h is linear and idempotent. To prove that T h is idempotent we consider the problem:
Due to the assumption (3.1), we get that (8.7) has unique solution and by noticing that (ũ h ,p h ) = (0, p h ) solves the problem, we can conclude that T h p h = p h and consequently, T 2 h = T h . According to Kato [25] , and Xu and Zikatanov [36] , we have
Next, for any q h ∈ M h we have (8.8) p
To estimate T h we use (3.1):
Solving for b(v h , p h ) from the first equation of (3.3), and using the fact that f , v h = b(v h , p) for all v h ∈ V h , we further get (8.9)
Thus, T h ≤ M m h , and from (8.8) we obtain the right side of (3.5). To prove the left side of (3.5), from (1.1) and the first equation of (3.3) we get
for all v h ∈ V h .
Then,
which concludes the validity of the estimate (3.5) .
