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Resumen
Resumen
En este proyecto se presenta el estudio e implementacio´n de un sistema de deteccio´n de voz
degradada haciendo uso de distintas medidas de calidad y, posteriormente, se evalu´a el impacto
de utilizar dichas medidas de calidad como parte del detector de actividad de voz de un sistema
de reconocimiento de locutor.
Al comienzo de este proyecto se hace uso de tres medidas de calidad distintas, ya analizadas
en otros estudios, para obtener, mediante la combinacio´n de dichas medidas, un u´nico valor que
permita, mediante un ana´lisis previo, determinar la elegibilidad de una muestra de voz concreta.
Finalizada la fase de desarrollo del sistema se realiza el experimento de combinar dichos
valores con los utilizados por un detector de actividad de un sistema de reconocimiento de
locutor desarrollado por el ATVS – Grupo de Reconocimiento Biome´trico. Tras la realizacio´n
de este proceso se evalu´a el impacto que tienen las medidas de calidad estudiadas sobre el
rendimiento total del sistema. Todos los experimentos se han probado sobre una base de datos
proporcionada por el NIST – National Institute of Standards and Technology (NIST SRE 2012)
utilizadas comu´nmente en mu´ltiples estudios del estado del arte.
Por u´ltimo, se presentan las conclusiones y se proponen varias l´ıneas de trabajo futuro.
Palabras Clave
Sistema de reconocimiento de locutor, calidad, indicador de degradacio´n, P.563, SNR, KLPC,
rendimiento.
iii
Abstract
In this work we present the study and implementation of a degraded voice detector making
use of different quality measures. Also this work evaluates the impact of using these quality
measures as part of a voice activity detector used on a speaker recognition system.
At the beginning of this work we use three different quality measures, already analyzed in
other studies, and obtaining, by the combination of these measures, one value that permits
determinate the eligibility of a voice sample.
When the developing phase is done, the quality measures are combined with the labels of
a voice activity detector, developed by the ATVS group. After that, we evaluate the impact of
these quality measures on the speaker recognition system. The database used for the experiments
is the NIST SRE 2012.
Finally the project conclusions are drawn and future lines of work are presented.
Key words
Speaker recognition system, quality, degradation indicator, P.563, SNR, KLPC, performan-
ce.
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1
Introduccio´n
1.1. Motivacio´n del proyecto
En los u´ltimos an˜os, el uso de sistemas de reconocimiento biome´trico ha ganando mucho
peso en casi todos los a´mbitos, debido a que proporciona un sistema de identificacio´n fiable y
con una menor probabilidad de falsificacio´n con respecto a otros me´todos ma´s extendidos.
Un sistema biome´trico es, en esencia, un sistema de reconocimiento de patrones cuya funcio´n
consiste en obtener la informacio´n biome´trica de un individuo, extraer cierta caracter´ıstica de
esta informacio´n y compararla con un patro´n espec´ıfico definido en una base de datos. Depen-
diendo del contexto sobre el que se aplique, un sistema biome´trico puede operar tanto en modo
de verificacio´n como en modo de identificacio´n. [1] En el caso de la verificacio´n, el sistema
debe comprobar que el usuario que se esta´ identificando es quien dice ser mientras que el modo
de identificacio´n, consiste en determinar la identidad del usuario en cuestio´n.
Dentro del a´mbito forense, el uso de sistemas automa´ticos de reconocimiento de locutor
se ha visto incrementado en los u´ltimos an˜os. La mejora de la precisio´n que ha experimentado
esta tecnolog´ıa, unida a un estudio ma´s exhaustivo sobre el rol del reconocimiento automa´tico
de locutor en la ciencia forense, son las razones que han permitido este incremento. [2]
Las grabaciones de voz que intervienen durante una investigacio´n criminal son de dos
tipos: grabaciones incriminatorias (dubitadas) procedentes de micro´fonos ocultos, pincha-
zos en la l´ınea telefo´nica, etc... y grabaciones hechas al sospechoso en entornos controlados
(indubitadas). La evidencia forense viene dada por el grado de similitud entre estas dos mues-
tras de voz.
En estos casos se trabaja con muestras grabadas en situaciones muy adversas o en un entorno
con ruido ambiente muy variable y que, en muchos casos, pueden degradar la sen˜al de voz e
influir en la fidelidad de e´sta. Dentro de una misma muestra de voz, la sen˜al puede experimentar
muchos cambios de calidad que es posible afecte al proceso de reconocimiento de locutor. Por
lo tanto es necesario encontrar esas zonas en las que la calidad es menor y eliminarlas, de forma
que disminuya el nu´mero de muestras a procesar.
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El objetivo de este PFC es el de realizar un sistema que utilice tres me´todos de estima-
cio´n de calidad de la voz ya estudiados [3] para desechar, en funcio´n de su calidad, las muestras
de la sen˜al de voz que no van a formar parte del proceso de reconocimiento de locutor. Este pro-
cedimiento pretende obtener una muestra de voz menos degradada y ma´s fidedigna que permita
aumentar el rendimiento del sistema de reconocimiento de locutor.
1.2. Objetivos y enfoque
El objetivo principal de este proyecto es mejorar un detector de actividad de voz automa´tico
utilizando varios me´todos de estimacio´n de calidad de la voz para, de esta manera, intentar
aumentar el rendimiento del proceso de reconocimiento de locutor. Para ello se realizara´ una re-
visio´n del estado del arte en relacio´n a la calidad de voz y su uso en el a´mbito de reconocimiento
de locutores en situaciones adversas. A continuacio´n se seleccionara´n tres me´todos de ca´lculo de
la calidad de una sen˜al de voz de los muchos propuestos en la literatura, a saber: SNR (Signal
to Noise Ratio), KLPC (Kurtosis LPC) y P563. A diferencia de los dema´s trabajos previos,
en este proyecto se generara´n algoritmos que permitan calcular dichas medidas de calidad no
globalmente para fragmentos completos de la sen˜al de voz, sino de diferente forma en diversas
partes de cada grabacio´n.
A la hora de realizar las pruebas se utilizara´ la base de datos que proporciona el NIST,
ma´s concretamente los datos correspondientes al NIST SRE 2012 – NIST Speaker Recognition
Evaluation 2012, un estudio bianual que trata de implementar mejoras importantes en la tecno-
log´ıa de reconocimiento de locutor y que cuenta con muestras de habla tanto de origen telefo´nico
como microfo´nico (no han sido transmitidas por una red de telefon´ıa).
El sistema que se va a implementar debera´ ser capaz de etiquetar, con sus correspondientes
valores de calidad, cada una de las tramas resultantes de un determinado ana´lisis a corto plazo
de una muestra de voz. Una vez se conocen los valores de calidad de cada una de las tramas,
las muestras que no superen cierto umbral sera´n desechadas y no se vera´n involucradas en el
proceso de reconocimiento de locutor.
1.3. Metodolog´ıa y plan de trabajo
La realizacio´n de este proyecto se ha dividido en las siguientes etapas:
Formacio´n. Donde se han adquirido los conocimientos ba´sicos sobre reconocimiento de
patrones utilizando el libro [4]. El estudio sobre las diferentes me´todos de estimacio´n de
la calidad de voz han permitido realizar un resumen sobre el estado del arte presentado
en el Cap´ıtulo 3 de este proyecto.
Desarrollo. Durante esta etapa se han implementado los scripts necesarios para calcular
las medidas de calidad trama a trama. Se han propuesto nuevas soluciones para problemas
no existentes, debido a que la mayor´ıa de los algoritmos implementados en el laboratorio
calculaban la calidad de forma global en una locucio´n, no trama a trama.
Experimentacio´n. Se han realizado una serie de experimentos para evaluar la eficacia
de incluir medidas de calidad en la deteccio´n de voz para un sistema de reconocimiento de
locutor. En esta etapa se han evaluado los resultados obtenidos y se han extra´ıdo diversas
conclusiones.
2 CAPI´TULO 1. INTRODUCCIO´N
Escritura de la memoria. Redaccio´n de este documento durante la realizacio´n de las
dema´s tareas.
1.4. Organizacio´n de la memoria
Cap´ıtulo 1. Introduccio´n. Se exponen los motivos que han impulsado el desarrollo de
este proyecto as´ı como los objetivos que se pretenden alcanzar.
Cap´ıtulo 2. Introduccio´n a la biometr´ıa. Conceptos ba´sicos de biometr´ıa (tipos de
rasgos, caracter´ısticas, etc.) y sistemas biome´tricos (arquitectura, modos de funcionamien-
to, evaluacio´n del rendimiento y aplicaciones).
Cap´ıtulo 3. Calidad. En este cap´ıtulo se describen algunas de las caracter´ısticas de la
calidad dentro del a´mbito de reconocimiento de locutor, tomando como referencia algunos
trabajos sobre el estado del arte.
Cap´ıtulo 4. Ca´lculo y estudio de las medidas de calidad. Se realiza el ca´lculo de
las medidas de calidad sobre las locuciones y se evalu´a el impacto que tendra´ sobre el
sistema de reconocimiento utilizado en los experimentos del Cap´ıtulo 5.
Cap´ıtulo 5. Experimentos realizados y resultados. Se describe el marco experimen-
tal y los procedimientos que se van a utilizar para la consecucio´n de los experimentos.
Adema´s, se presentan y evalu´an los resultados obtenidos con el fin de extraer conclusiones
u´tiles que permitan establecer futuras l´ıneas de investigacio´n.
Cap´ıtulo 6. Conclusiones y trabajo futuro. Se presentan las conclusiones extra´ıdas
tras el estudio de los resultados y se definen las posibles l´ıneas de trabajo que se han
podido extraer durante la realizacio´n de este proyecto.
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2
Introduccio´n a la biometr´ıa
La biometr´ıa tiene como finalidad el reconocimiento de individuos de forma automa´tica,
haciendo uso de ciertas caracter´ısticas o rasgos biome´tricos que pueden ser tanto f´ısicos como
conductuales. [5]
2.1. Caracter´ısticas de los rasgos biome´tricos
Para que un rasgo biome´trico sea considerado como tal, debe cumplir ciertos requisitos: [1]
Universalidad: todas las personas deben poseer este rasgo.
Unicidad: debe ser suficientemente u´nico en cada individuo como para permitir diferen-
ciarlos.
Estabilidad: esta caracter´ıstica debe permanecer invariante a lo largo del tiempo
Mensurabilidad: debe poder ser medido cuantitativamente.
Adema´s, en la pra´ctica, es necesario tener en cuenta las siguientes caracter´ısticas para que
se pueda considerar un sistema de reconocimiento biome´trico. E´stas son:
Rendimiento: hace referencia a la velocidad y la precisio´n con la que trabaja un sistema,
as´ı como los factores operacionales y del entorno que le afectan.
Aceptabilidad: los usuarios deben estar dispuestos a utilizar este sistema de reconoci-
miento. Debe estar socialmente aceptado.
Evitabilidad: es necesario contar con un grado de seguridad alto para que el sistema sea
dif´ıcil de eludir usando me´todos fraudulentos.
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2.2. Rasgos biome´ticos
Existen un gran nu´mero de rasgos biome´tricos que pueden ser usados en aplicaciones de
reconocimiento de individuos. Cada rasgo tiene sus fortalezas y sus debilidades, y la eleccio´n de
uno u otro rasgo dependera´s del uso que se le quiera dar. A continuacio´n se presenta un breve
resumen de cada uno de estos rasgos:
ADN: el a´cido desoxirribonucleico se encuentra presente en cada ce´lula y es pra´cticamente
u´nico para cada individuo, salvo en el caso de los gemelos monocigo´ticos. Este rasgo es
muy utilizado en el a´mbito forense pero se ve limitado en el uso de otras aplicaciones de
reconocimiento biome´trico, pues se trata de un me´todo muy invasivo y que requiere un
tiempo de procesado muy alto.
Cara: se trata de un me´todo no invasivo que es posiblemente el ma´s comu´n dentro del
campo de reconocimiento biome´trico. Los me´todos de reconocimiento facial ma´s populares
son los basados en el contorno de los rasgos de la cara (ojos, nariz, labios, etc...) y los
que hacen uso de un ana´lisis completo de la imagen facial. Estos sistemas presentan
algunos problemas a la hora de reconocer ima´genes faciales capturadas en condiciones de
iluminacio´n muy variables o tomadas desde a´ngulos muy diferentes.
Firma: el modo en que una persona firma es caracter´ıstico de cada individuo. Este me´todo
requiere contacto con el instrumento de escritura y un esfuerzo por parte del usuario. por lo
que ha sido bien aceptado en el a´mbito gubernamental y a la hora de realizar transacciones
comerciales. La firma se trata de un rasgo biome´trico de cara´cter conductual que cambia
con el tiempo y se ve influido por las condiciones f´ısicas y emocionales del firmante.
Adema´s, una persona especializada en la falsificacio´n podr´ıa reproducir una firma que
engan˜e al sistema.
Geometr´ıa de la mano: un sistema de reconocimiento basado en este rasgo utiliza varios
aspectos extra´ıdos de la mano como pueden ser su contorno, el taman˜o de la palma y la
longitud o el ancho de los dedos. La te´cnica es muy simple, relativamente fa´cil de usar y
no demasiado cara.
Huella dactilar: se trata de un rasgo que se lleva usando en el reconocimiento de in-
dividuos desde finales del siglo XIX. Este rasgo consta de una gran unicidad y tiene la
ventaja de permanecer invariable en el tiempo, dota´ndole de un gran poder discriminativo.
Su mayor utilidad ha sido siempre aplicada al a´mbito forense pero actualmente se puede
encontrar en un gran nu´mero de aplicaciones comerciales.
Iris: es la regio´n anular del ojo que se encuentra entre la pupila y la esclera. La textura
compleja del iris proporciona una gran informacio´n que facilita el reconocimiento entre
individuos. Cada iris es u´nico y, al igual que las huellas dactilares, hasta el iris de los ge-
melos es distinto para cada uno. Los primeros sistemas de reconocimiento de iris requer´ıan
mucha participacio´n por parte del usuario y eran bastante caros. Sin embargo, los u´ltimos
sistemas son ma´s co´modos para el usuario y no requieren de una inversio´n tan costosa.
Modo de andar: a pesar de no parecer un rasgo muy identificativo, el modo de andar
de una persona es lo suficientemente discriminatorio como para ser usado en aplicaciones
de verificacio´n de baja seguridad.
Voz: la voz se compone de una combinacio´n de rasgos f´ısicos y conductuales. Las carac-
ter´ısticas de la voz de un individuo vienen dadas por la fisionomı´a del sistema que genera
el sonido (tracto vocal, labios, boca y cavidad nasal). Estos rasgos cambian debido a la
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edad, el estado de a´nimo, las condiciones me´dicas, etc. Un sistema de reconocimiento de-
pendiente de texto se basa en la pronunciacio´n de una frase fijada de antemano, mientras
que un sistema independiente de texto reconoce al interlocutor independientemente de lo
que diga.
2.3. Sistemas biome´tricos
2.3.1. Funcionamiento
A grandes rasgos, un sistema biome´trico se puede definir como un sistema de reconocimiento
de patrones que toma como entrada cierta muestra de un rasgo biome´trico de un individuo, y le
asigna una identidad determinada. La Figura 2.1 esquematiza las etapas ba´sicas de un sistema
biome´trico:
Sensor
Pre-procesado
Extraccio´n de
caracter´ısticas
Comparador Modelos
Normalizacio´n
SCORE
Figura 2.1: Esquema del funcionamiento de un sistema biome´trico.
En un primer lugar, se adquiere la informacio´n biome´trica del individuo utilizando un sen-
sor. Se trata de una etapa muy importante pues permitira´, en las siguientes etapas, extraer la
mayor cantidad de informacio´n posible sobre la caracter´ıstica biome´trica que se esta midiendo.
Una vez registrada la muestra, es necesario realizar un procesado previo para eliminar posibles
ruidos o distorsiones facilitando as´ı la extraccio´n de la informacio´n en la siguiente etapa. Esta
misma informacio´n permitira´ seleccionar una serie de para´metros o caracter´ısticas discriminan-
tes. Dichos para´metros se comparan con uno o varios modelos, produciendo una puntuacio´n de
similitud (score) entre cada uno de los modelos y la muestra, proporcionando as´ı una medida
cuantitativa del parecido entre ambas muestras.
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2.3.2. Modos de funcionamiento de un sistema biome´trico
Un sistema biome´trico puede operar en dos modos diferentes:
Modo de verificacio´n o deteccio´n: el individuo afirma poseer cierta identidad. La
finalidad de este sistema es tratar de demostrar si esa identidad es realmente suya o no.
Para ello, el usuario debe proporcionar su rasgo biome´trico y su identificacio´n. Se realiza
una comparacio´n con el modelo correspondiente a la identificacio´n proporcionada y se
obtiene una puntuacio´n. Con dicha puntuacio´n, y teniendo en cuenta cierto umbral, el
sistema decidira´ si acepta o rechaza al usuario.
Identidad
Muestra
biome´trica
Extraccio´n de
caracter´ıticas
Comparador
Base de datos
de Modelos
Aceptacio´n/Rechazo
Figura 2.2: Esquema del funcionamiento de un sistema en modo de verificacio´n.
Modo de identificacio´n: en este modo, el usuario proporciona un rasgo biome´trico
y el sistema determina si el individuo se encuentra en la base de datos (identificacio´n)
o no (rechazo). Este modo requiere un coste computacional mucho ma´s elevado pues
sera´ necesario comparar el rasgo proporcionado con todos los modelos de la base de datos.
Tras esta comparacio´n se obtienen una serie de puntuaciones para cada modelo de la base
de datos y, salvo que ninguna de las puntuaciones alcance el umbral permitido, en cuyo
caso el usuario sera´ rechazado, se elegira´ la muestra cuya puntuacio´n sea mayor. Adema´s,
dentro de este modo se pueden distinguir dos tipos:
• Conjunto cerrado: el usuario siempre pertenecera´ a algu´n modelo de los almacenados
en el sistema.
• Conjunto abierto: es posible que el usuario no pertenezca a ninguno de los modelos
existentes en la base de datos.
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Muestra
biome´trica
Extraccio´n de
caracter´ısticas
Comparador
Base de datos
de Modelos
Identidad/Rechazo
Figura 2.3: Esquema del funcionamiento de un sistema en modo de identificacio´n.
2.3.3. Problemas y limitaciones de los sistemas biome´tricos
El rendimiento de los sistemas biome´tricos se puede ver limitado por una serie de factores
que se citan a continuacio´n:
Actitud: La actitud del individuo que esta usando el sistema puede dar lugar a una mala
medicio´n de la muestra en cuestio´n, pudiendo no reflejarse correctamente las caracter´ısticas
de dicho individuo.
Problemas en el proceso de extraccio´n: El entorno en el que se esta realizando la
extraccio´n o la precisio´n del dispositivo con el que se realiza la captura de la muestra son
algunos factores que pueden generar problemas durante esta parte del proceso.
Envejecimiento o alteraciones: Uno de los problemas mas comunes viene dado por el
envejecimiento de los rasgos biome´tricos del individuo. En este caso, la voz es uno de los
rasgos mas afectados por este problema. Las alteraciones del rasgo (cicatrices, tatuajes,
afon´ıas...) pueden tambie´n dificultar la tarea de reconocimiento.
Variabilidad entre sesiones: Originada por diversos factores como la distorsio´n, la
calidad, etc.
2.3.4. Aplicaciones de los sistemas biome´tricos
Establecer la identidad de un individuo se ha convertido en una necesidad critica en la
sociedad. Esta necesidad de autenticacio´n ha incrementado el uso de sistemas de reconocimien-
to biome´trico en a´mbitos muy distintos. Sus aplicaciones se pueden dividir en tres grandes
bloques [6]:
1. Comerciales. Proteccio´n de datos, acceso a internet, e-commerce, uso de cajeros au-
toma´ticos o tarjetas de cre´dito, tele´fonos mo´viles, etc.
2. Gubernamentales. Documento de identidad, licencia de conducir, Seguridad Social,
pasaporte, etc.
3. Forenses. Identificacio´n de cuerpos, investigacio´n criminal, evaluacio´n de evidencias,
pruebas de paternidad, etc.
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2.3.5. Aceptacio´n en la sociedad y privacidad
La voz, dentro de los rasgos biome´tricos utilizados en la actualidad, es, incluso a pesar de
sus limitaciones, uno de los ma´s aceptados en la sociedad. Existen dos principales razones que
sustentan esta idea [7]:
1. Aceptado por la sociedad de forma comu´n. No supone demasiado esfuerzo ni una
amenaza para la privacidad el hecho de usar la voz para identificarse, pues se trata de un
acto muy cotidiano.
2. Gracias a la red telefo´nica es posible utilizar esta clase de sistemas desde casi cualquier
punto del planeta de forma remota.
2.4. Sistemas de reconocimiento de locutor
2.4.1. Informacio´n de la identidad en la sen˜al de voz
A la hora de realizar un sistema de reconocimiento de locutor, es necesario tener en cuenta
que el proceso de produccio´n de la voz es muy complejo y viene determinado por las carac-
ter´ısticas f´ısicas del individuo (el denominado tracto vocal) y una serie de factores tales como la
educacio´n, acento, contexto social, estado an´ımico y de salud, etc. Un sistema de reconocimiento
se fundamenta en la idea de que, la percepcio´n humana se basa en esos factores anteriormente
citados para reconocer a una persona por su voz. Para ello, un sistema automa´tico extrae la
informacio´n de la sen˜al de voz a distintos niveles, como por ejemplo [8]:
Nivel acu´stico o espectral. La informacio´n se obtiene del espectro de la sen˜al, la cual
esta´ directamente relacionada con la configuracio´n dina´mica del tracto vocal. Se usan
ventanas de muy corta duracio´n (milisegundos) considera´ndose que, en ese tiempo, la
configuracio´n del tracto vocal permanece invariable. A partir de estas ventanas se extraen
una serie de para´metros.
Nivel fone´tico. Una de las formas de discriminar una voz es basa´ndose en las carac-
ter´ısticas fone´ticas y la pronunciacio´n del individuo, pues cada persona realiza un uso de
los fonemas y las s´ılabas diferente.
Nivel proso´dico. La prosodia estudia aquellos elementos de la expresio´n oral tales como
la entonacio´n, los tonos, la energ´ıa de la sen˜al, etc. El papel que estos elementos juegan
dentro de la produccio´n de las palabras se asocian a una serie de variaciones de la frecuencia
fundamental, la duracio´n y la intensidad que constituyen los para´metros proso´dicos.
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2.4.2. Funcionamiento de un sistema de reconocimiento de locutor
Cualquier sistema de reconocimiento de locutor, independientemente de su aplicacio´n, sigue
una misma estructura fundamental. Esta estructura se compone de dos fases:
1. Entrenamiento: es necesario generar un modelo representativo de la identidad de cada
locutor. Para realizar este entrenamiento sera´ necesario contar con una o varias muestras
de ese locutor en cuestio´n.
Muestra de
entrenamiento
Preprocesado
Extraccio´n de
caracter´ısticas
Modelo
Figura 2.4: Esquema del funcionamiento de un sistema de reconocimiento de locutor durante la
fase de entrenamiento.
2. Ca´lculo de la similitud: para realizar este ca´lculo sera´ necesario comparar una locucio´n
con el modelo estad´ıstico correspondiente a una identidad concreta. Tras esta comparacio´n
se obtiene una puntuacio´n (score) que indica el grado de similitud entre la locucio´n y el
modelo.
Muestra de
entrenamiento
Pre-procesado
Extraccio´n de
caracter´ısticas
Score
Modelo
Modelos Registrados
Normalizacio´n
del score
Score de
similitud
Figura 2.5: Esquema del funcionamiento de un sistema de reconocimiento de locutor durante la
fase de entrenamiento.
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Dependiendo del modo de funcionamiento del sistema, esta puntuacio´n se tratara´ de una
manera u otra:
Si hablamos de un sistema que funciona en modo de verificacio´n, se establecera´ un
umbral para determinar si la locucio´n y el modelo pertenecen al mismo locutor.
En el caso de un sistema en modo de identificacio´n, se realizara´n N comparaciones
(N = nu´mero de identidades que pueden asignarse a un locutor). Una vez obtenidas
las N puntuaciones, se tomara´ una decisio´n.
Recientemente, se entrenan dos modelos (ivectors) y se comparan entre ellos. Des-
aparece la distincio´n entre modelo y test, y se comparan u´nicamente dos modelos.
Este tipo de sistema se usara´ en este proyecto.
2.4.3. Rendimiento
Para poder poner en funcionamiento un sistema de reconocimiento de locutor de forma
efectiva es necesario utilizar algu´n mecanismo de evaluacio´n que proporcione una medida del
rendimiento del sistema. En sistemas de verificacio´n, se utilizan ma´s comu´nmente me´todos que
midan la capacidad de discriminacio´n de dicho sistema.
Como se ha explicado en puntos anteriores, a la salida de un sistema de reconocimiento de
locutor se obtiene una puntuacio´n, una medida sobre el grado de similitud entre la muestra y el
modelo. Con esta puntuacio´n, el sistema debe establecer un umbral para decidir si el usuario es
quien dice ser (genuino) o no (impostor). En este punto se pueden cometer dos tipos de errores:
Falso Rechazo. Se denomina as´ı al error en el que se incurre cuando el sistema detecta
a un usuario impostor pero realmente se trata de un usuario genuino.
Falsa Aceptacio´n. En este caso, el sistema detecta un usuario genuino pero en realidad
se trata de un usuario impostor.
En te´rminos de verificacio´n, es muy comu´n utilizar las denominadas curvas DET - Detection
Error Tradeoff para representar estos dos tipos de errores uno frente a otro en un eje norma-
lizado. De esta forma se representa una u´nica curva definida para todos los posibles puntos de
trabajo del sistema a evaluar. En este punto se puede calcular el EER (Equal Error Rate) ya
que se trata del punto en el que la curva DET corta con la bisectriz de la gra´fica. Utilizando
este tipo de curvas es muy fa´cil visualizar el rendimiento de un sistema, pues cuanto ma´s se
acerque la curva DET al origen, mayor poder de discriminacio´n tendra´ el sistema [9].
THE DET CURVE IN ASSESSMENT OF DETECTION TASK PERFORMANCE
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ABSTRACT
We introduce the DET Curve s a means of representing
performance on detection tasks that involve a tradeoff of
error types.  We discuss why we prefer it to the traditional
ROC Curve and offer several examples of its use in
speaker recognition and language recognition.  We explain
why it is likely to produce approximately linear curves. 
We also note special points that may be included on these
curves, how they are used with multiple targets, and
possible further applications.
INTRODUCTION
Detection tasks can be viewed as involving a tradeoff
between two error types: missed detections and false
alarms.  An example of a speech processing task is to
recognize the person who is speaking, or to recognize the
language being spoken.  A recognition system may fail to
detect a target speaker or language known to the system, or
it may declare such a detection when the target is not
present.
When there is a tradeoff of error types, a single
performance number is inadequate to represent the
capabilities of a system.  Such a system has many
operating points, and is best represented by a performance
curve.
The ROC Curve traditionally has been used for this
purpose. Here ROC has been taken to denote either the
Receiver Operating Characteristic [2,3,4] or alternatively,
the Relative Operating Characteristic [1]. Generally, false
alarm rate is plotted on the horizontal axis, while correct
detection rate is plotted on the vertical.
We have found it useful in speech applications to use a
variant of this which we call the DET (Detection Error
Tradeoff) Curve, described below.  In the DET curve we
plot error rates on both axes, giving uniform treatment to
both types of error, and use a scale for both axes which
spreads out the plot and better distinguishes different well
performing systems and usually produces plots that are
close to linear.
Figure 1 gives an example of DET curves, while Figure 2
contrasts this with traditional ROC type curves for the
same data.  Note the near linearity of the curves in the DET
plot and how bette  spread out they are permitting easy
observation of  system contrasts.
Figure 1: Plot of DET Curves for a speaker
recognition evaluation.
GENERAL EVALUATION PROTOCOL
Our evaluations of speech processing systems are
comparable to fundamental detection tasks. Participants are
given a set of known targets (speakers or languages) for 
which their systems have trained models and a set of
unknown speech segments. During the evaluation the
speech processing system must determine whether or not
the unknown segment is one of the known targets.
The system output is a likelihood that the segment is an
instance of the target.  The scale of the likelihood is
arbitrary, but should be consistent across all decisions, with
larger values indicating greater likelihood of being a target.
These likelihoods are used to generate the performance
curve displaying the range of possible operating
characteristics.
Figure 2 shows a traditional ROC curve for a NIST
coordinated speaker recognition evaluation task.  The
abscissa axis shows the false alarm rate while the ordinate
axis shows the detection rate on linear scales. The optimal
point is at the upper left of the plot, and the curves of well
performing systems tend to bunch together near this corner.
Figura 2.6: Ejemplo de curva DET. Figura extra´ıda de [9].
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3
Calidad
En el siguiente cap´ıtulo se van a explicar algunos de las caracter´ısticas ma´s representativas
de la calidad dentro del a´mbito del reconocimiento biome´trico, as´ı como los tipos de medidas
de calidad de voz que se usara´n en este proyecto. Para ello se tomara´n como referencia distintos
trabajos del estado del arte.
3.1. Introduccio´n
3.1.1. Definicio´n de calidad
La primera pregunta que se puede plantear cuando se habla de calidad es, ba´sicamente, cua´l
es el significado de calidad dentro del a´mbito de la biometr´ıa. En este caso, se puede decir que
una muestra presenta buena calidad si es apropiada para su uso en un sistema de reconocimiento.
Este punto de vista puede distar de la concepcio´n de calidad del ser humano. Por ejemplo, si
una persona ve una huella dactilar que parece n´ıtida, con poco ruido y un buen contraste podr´ıa
decir de manera razonable que se trata de una muestra con buena calidad. Sin embargo, si la
imagen contiene un bajo nu´mero de minucias, un sistema de reconocimiento basado en minucias
no trabajara´ de forma o´ptima [10].
La calidad de una muestra biome´trica se puede considerar desde tres puntos de vista dife-
rentes [11]:
1. Cara´cter. Se refiere a la calidad que se atribuye a las caracter´ısticas f´ısicas inherentes a
cada sujeto en cuestio´n.
2. Fidelidad. Grado de similitud entre una muestra biome´trica y su fuente. Esta fidelidad
puede determinarse por dos factores:
Fidelidad de adquisicio´n.
Fidelidad de procesado.
Fidelidad de extraccio´n.
La figura 3.1 ilustra esta clasificacio´n.
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Fuente Muestra
Muestra
procesada
Caracter´ısticas
extra´ıdas
Cara´cter Fidelidad
Fidelidad de
adquisicio´n
Fidelidad de
procesado
Fidelidad de
extraccio´n
Figura 3.1: Esquema de los factores que influyen en la calidad de una muestra biome´trica.
3. Utilidad. Se refiere al impacto que tiene una muestra biome´trica individual sobre el
rendimiento total de un sistema biome´trico.
3.1.2. Factores que influyen en la calidad biome´trica
Existen un nu´mero de factores que afectan a la calidad de una muestra biome´trica. Los dife-
rentes factores que tienen impacto sobre la calidad de la muestras pueden clasificar dependiendo
de su relacio´n con las diferentes partes del sistema. Atendiendo a esta clasificacio´n, podemos
encontrar cuatro diferentes factores [12]:
1. Factores relativos al usuario. Son los factores relacionados con la fisiolog´ıa y el
comportamiento del usuario.
Factores fisiolo´gicos. Son los factores ma´s dif´ıciles de controlar, puesto que depen-
den enteramente del sujeto. Algunos de estos factores no afectan directamente a la
degradacio´n de la muestra pero s´ı a su variabilidad. Esta variabilidad, si no se tiene
en cuenta durante el reconocimiento, puede afectar al rendimiento del sistema. Otros
factores, como las heridas o las enfermedades, pueden alterar los rasgos biome´tricos
incrementando su variabilidad.
Factores de comportamiento. Estos factores son ma´s fa´ciles de paliar que los relacio-
nados con la fisionomı´a del individuo. Dependen del estado de a´nimo del usuario,
pues este puede no tener ganas de proporcionar su caracter´ıstica biome´trica, estar
nervioso, distra´ıdo o cansado. En muchas ocasiones es posible corregir estos factores,
pero no siempre es lo ma´s apropiado, pues se trata de cambiar los ha´bitos de los
usuarios.
2. Factores relativos a la interaccio´n entre el sensor y el usuario. Son ma´s fa´ciles de
controlar que los factores relativos al usuario aunque este sigue formando parte en ellos.
Dentro de esta categor´ıa existen dos tipos de factores: ambientales y operacionales:
Factores ambientales. Estos factores pueden amortiguarse si se controla el entorno en
el que se toma la muestra. Si se trata de un entorno controlado, es bastante sencillo
disminuir este tipo de degradacio´n, pero si se trata de un sensor que se encuentra
en un entorno menos controlado, como un ambiente de exteriores, el problema no
es tan sencillo de resolver. En este u´ltimo caso, hara´ falta tener en cuenta, no so´lo
los factores ambientales relativos a la adquisicio´n de la muestra sino tambie´n los que
afectan al sensor en s´ı (humedad, ruido, iluminacio´n, etc.).
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Factores operacionales. Igual que en el caso de los factores ambientales, los operacio-
nales pueden ser controlados si tenemos influencia sobre el acto de adquisicio´n de la
muestra en s´ı. Un factor importante que tiene que ver con la operatividad del sistema
es el relativo al tiempo que pasa entre adquisiciones (envejecimiento). Este factor se
basa en la premisa de que la informacio´n extra´ıda de un individuo en dos momentos
diferentes puede variar. Algunos sistemas son ma´s sensibles a estos cambios que otros
tales como la firma o la voz.
3. Factores relativos al sensor. Existen varias caracter´ısticas del sensor que pueden afectar
a la calidad de la muestra biome´trica adquirida: la facilidad de uso, el taman˜o del a´rea de
adquisicio´n de la muestra, su fiabilidad y resistencia f´ısica, su rango dina´mico o el tiempo
que se necesita para adquirir la muestra. Para paliar estos problemas es necesario que el
sensor trabaje con ciertos esta´ndares pues facilitara´ el reemplazamiento del sensor sin que
afecte a la fiabilidad del proceso de adquisicio´n.
4. Factores relativos al sistema de procesado. Son los factores ma´s fa´ciles de controlar,
porque esta´n relacionados con el procesamiento de la muestra una vez ha sido adquirido
por el sensor. Los factores que afectan en este caso son: el formato de la informacio´n y
los algoritmos utilizados.
3.1.3. Implicaciones del uso de datos con mala calidad
Los problemas de calidad con muestras biome´tricas reducen el rendimiento de la comparacio´n
y, en algunos casos extremos, puede hacer que esta comparacio´n sea imposible de realizar.
Dependiendo del sistema, los problemas de calidad tambie´n pueden ralentizar el proceso de
reconocimiento. [13].
3.1.4. Modos de mejorar la calidad de una muestra biome´trica
Como se ha podido comprobar, los problemas asociados al uso de muestras con mala calidad
pueden ser muy diversos y tener graves consecuencias sobre el rendimiento y la precisio´n de un
sistema de reconocimiento. Es por ello que hay que intentar mejorar la calidad de las muestras
obtenidas o, si esto no es posible, disminuir el impacto de dichas muestras sobre el sistema.
Existen pues, varias soluciones para mejorar de una manera o de otra la calidad de una muestra
biome´trica:
Recapturacio´n de las muestras [13]. Se trata de evitar que las muestras de mala
calidad sean almacenadas en el sistema (para, por ejemplo, la generacio´n de un modelo).
Si una muestra es de mala calidad sera´ rechazada y se repetira´ la captura del rasgo
biome´trico cuantas veces haga falta hasta que se asegure un umbral mı´nimo de calidad.
Generacio´n de modelos. Los modelos generados a partir de las muestras biome´tricas
suelen estar muy influenciados por la calidad de dichas muestras. Esta variabilidad de la
calidad se puede producir entre muestras distintas o incluso entre varias zonas de una
misma muestra. Toda esa informacio´n de peor calidad deber´ıa tener menor peso dentro
del modelo global para as´ı evitar futuros errores.
Comparacio´n del score. Se trata del mismo me´todo que en la generacio´n de los mode-
los pero atendiendo a la calidad del score global. En este caso, segu´n la calidad de cada
seccio´n de la muestra se le otorgara´ mayor o menor peso, permitiendo as´ı que, siempre
que la muestra sea u´til, mejoren los resultados del score.
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Fusio´n a partir de la calidad [14]. Consiste en aprovechar que no todos los sistemas se
ven afectados de la misma manera ni en la misma medida por la calidad de las muestras
recogidas y fusionarlos, dando mayor peso a los sistemas que aparentemente son ma´s
robustos frente a un descenso de la calidad. J. Fierrez-Aguilar et al. / Pattern Recognition 38 (2005) 777–779 779
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Fig. 2. Verification performance results considering (a) index fin-
gers, and (b) highest quality finger for 95% of users and poorest
quality finger for the remaining 5% users.
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4. Conclusion
An operational procedure for adapting score-level fusion
functions based on quality measures for multimodal bio-
metrics has been presented and evaluated on publicly avail-
able real bimodal biometric data. Using a novel experimen-
tal protocol that mitigates some of the problems commonly
encountered in other works (e.g., data scarcity, lack of un-
derstanding of the correlation effects within and between
biometric traits) based on a worst case scenario, bootstrap
error estimation, and multi-modal versus multi-probe com-
parative experiments, the benefits of exploiting quality in-
formation have been revealed.
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Figura 3.2: Ejemplo de fusio´n de dos sistemas disti tos. Mediante la curav DE se evalu´a la
mejora de rendimiento al fusionar dos sistemas, en este caso la huella dactilar y la firma. Figura
extra´ıda de [14]
Normalizacio´n de scores a partir de la calidad [12]. Se trata de aplicar diferentes
para´metros de normalizacio´n de scores en funcio´n de la calidad de la muestra.
3.2. Calidad de la voz
El ra´pido despliegue de las aplicaciones de procesado del habla han incrementado la nece-
sidad de evaluacio´n de la calidad en la voz. El e´xito de cualquier tecnolog´ıa nueva depende en
gran parte de la opinio´n del usuario sobre la calidad de la voz percibida [15].
3.2.1. Medidas d c lidad
En este apartado se clasifican los principales tipos de medidas de calidad de voz independien-
temente de si utilizan en sistemas de reconocimiento o no. Atendiendo al tipo de procedimiento
utilizado para su obtencio´n, se han clasificado las medidas de calidad en las siguientes categor´ıas:
Modelo de estimacio´n subjetivo
Uno de los primeros me´todos que se utilizo´ para medir la c li ad de una sen˜al de voz se
baso´ en la observacio´n de la calificacio´n que hab´ıan establecido varias personas a ciertas
locuciones (calidad subjetiva). Es el me´todo que ma´s se ajusta al modelo de la percepcio´n
humana.
La eficacia de estos me´to os dio pie a establecer una erie de recomendacio es sobr los
experimentos a realizar par medir este tipo de calidad [16]. Existen tambie´n medidas
de calidad objetivas que tratan de estimar la calidad subjetiva, como la P.563 (medida
recomendada por el ITU - International Telecommunication Union [17]).
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Ana´lisis del ruido
Este tipo de ana´lisis pretende realizar una estimacio´n del nivel de ruido de cierta locucio´n.
La mayor´ıa de medidas de calidad esta´n ligadas de alguna manera con el ana´lisis de ruido,
pero la ma´s comu´n es la que trata de medir la relacio´n que existe entre la sen˜al de voz y
el ruido, la SNR - Signal-to-Noise Ratio. Esta medida es una de las que se ha usado en
este proyecto.
Ana´lisis de las estad´ısticas de la voz.
Las medidas de esta clase tratan de medir el nivel de degradacio´n de una muestra mediante
los estad´ısticos de la sen˜al. Las dos ma´s comunes se denominan kurtosis y skewness, y en
el ITU-P563 [18] se utilizan aplicadas a los para´metros MFCC - Mel Frequency Cepstral
Coefficients y LPC - Linear Predictive Coding de la locucio´n.
3.3. Medidas de calidad utilizadas
En este proyecto se han utilizado algunas de las medidas de calidad propuestas en [3] que
son: P.563, SNR y KLPC.
3.3.1. ITU-P.563
Se trata de una medida que pretende calcular o predecir, de forma objetiva, la calidad
subjetiva de una locucio´n.
La ITU provee un algoritmo espec´ıfico para la implementacio´n de esta medida. Este al-
goritmo posee una gran complejidad y utiliza diferentes para´metros para estimar el tipo de
degradacio´n que predomina en la sen˜al y, adema´s, genera una puntuacio´n MOS - Mean Opinion
Score [19] que determinara´ la calidad de dicha locucio´n. La puntuacio´n MOS tendra´ un valor
que var´ıa de 1 a 5, donde 1 corresponde al peor valor de calidad posible y 5 al mejor.
Las locuciones a evaluar deben tener una longitud temporal de entre 3 y 20 segundos. A
diferencia del estudio [3], en el que se calculaba un valor de P.563 para cada locucio´n (realizando
un promedio de todas las tramas) , en este proyecto se dividira´n las locuciones en fragmentos de
3 segundos y se calculara´ la P.563 para cada uno de los fragmentos. Ma´s tarde, en el siguiente
cap´ıtulo se explicara´ ma´s detalladamente co´mo se ha realizado el ca´lculo de esta medida para
diferentes zonas de una locucio´n.
3.3.2. SNR
Para la realizacio´n de este proyecto se utilizara´ la estimacio´n de la SNR basada en los silencios
de las locuciones. Este me´todo hace uso de un detector de actividad (VAD) para identificar las
tramas de voz y los silencios. Si queremos calcular la SNR media de una locucio´n, se calcula la
energ´ıa de cada una de las tramas y, atendiendo a la clasificacio´n anterior, se calcula la energ´ıa
media de las tramas de voz y la energ´ıa media de las tramas pertenecientes a silencios. De esta
manera, se puede obtener la SNR como:
SNR=10·log
(
Pvoz
Psilencios
)
Donde Pvoz y Psilencios son las potencias correspondientes a las tramas de voz y silencio res-
pectivamente. Posteriormente se describira´ detalladamente co´mo se ha calculado la SNR de las
diferentes regiones de la locucio´n.
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3.3.3. KLPC
La kurtosis es una medida estad´ıstica que se usa, entre otras cosas, para calcular cua´nto
se aproxima cierta distribucio´n a una gaussiana y, ma´s espec´ıficamente, co´mo de picuda es
esta distribucio´n. Se puede calcular utilizando el momento estad´ıstico de cuarto orden de la
distribucio´n:
k=
1
P
P∑
p=1

ap − 1
P
P∑
p=1
ap
σ

4
− 3
Donde ap ser´ıan los valores cuya distribucio´n se quiere evaluar, σ la desviacio´n t´ıpica medida
sobre la muestra y P el nu´mero de coeficientes LPC que se han obtenido de la trama (de una
trama de 20ms se extraera´n 21 coeficientes). La kurtosis que va a ser utilizada en este proyecto
es la que se realiza sobre los coeficientes LPC, que se calculara´n sobre las tramas de voz de
cada locucio´n. Como se describira´ posteriormente, la KLPC se calculara´ sobre cada una de
las tramas (cuya duracio´n es de 20ms) de las locuciones y no globalmente, como hac´ıan otros
estudios previos.
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4
Ca´lculo y estudio de las medidas de calidad
4.1. Ca´lculo de las medidas de calidad
Como se ha explicado anteriormente, el ca´lculo de las medidas de calidad no se va a rea-
lizar sobre cada locucio´n de forma global sino que se dividira´ dicha locucio´n en tramas y se
obtendra´ un valor de cada indicador de degradacio´n en cada una de ellas.
4.1.1. Funcionamiento del detector de actividad
Tanto la SNR como la KLPC hacen uso de un detector de actividad a la hora de realizar
sus diferentes ca´lculos.
Este VAD divide la locucio´n en fragmentos de 20 milisegundos y calcula la energ´ıa de cada
uno de ellos. Una vez calculada la energ´ıa de las tramas se define un umbral de energ´ıa τ ,
definido por la siguiente fo´rmula:
τ=Emin. + 0,4 (Emax. − Emin.)
La trama que no supere este umbral sera´ reconocida como un silencio y la que s´ı lo supere
sera´ reconocida como una trama de voz.
4.1.2. Divisio´n de las locuciones
Puesto que cada uno de los indicadores de degradacio´n usados funciona de manera distinta,
se ha realizado una divisio´n de las locuciones distinta para cada uno de ellos. En este apartado
se detalla cada uno de ellos:
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P.563:
El ca´lculo de la P.563 se realiza sobre tramas de 3 segundos y se procedera´ tal y como se
describe describe a continuacio´n:
1. Se divide la locucio´n en tramas de 3 segundos sin solapamiento.
2. Se calcula la P.563 de cada trama, utilizando el software implementado a partir de
la recomendacio´n de la ITU, y se procedera´ a evaluar el resultado obtenido:
• Si la trama esta´ vac´ıa o si, por el contrario, no esta´ vac´ıa pero los valores en
la misma dan lugar a un mensaje de error por parte del medidor de calidad
P.563 de la ITU, se le an˜aden otros 3 segundos y se vuelve a calcular la P.563.
Si mediante este proceso de crecimiento de la trama, esta llega a alcanzar una
duracio´n mayor de 20 segundos o si resulta ser la u´ltima de la locucio´n se le
asigna el valor de la anterior trama etiquetada.
• Si la trama no esta´ vac´ıa y tiene un valor nume´rico, se etiqueta la trama y se
pasa a la siguiente.
La siguiente figura (4.1) describe mediante un flujo de trabajo este proceso:
Trama(i)
Ca´lculo
P.563
+
¿Trama
vac´ıa?
¿U´ltima
trama o
ma´s de
20s?
¿Error
P.563?
Etiqueta
P.563
Trama(i-1)
s´ı
no
s´ı
no
s´ı
no
Figura 4.1: Esquema del ca´lculo de la P.563.
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SNR:
Esta medida de calidad hace uso del VAD explicado anteriormente pues necesita conocer
la energ´ıa de cada una de las tramas de voz y de los silencios. El ca´lculo se va a realizar
sobre tramas de 3 segundos sin solapamiento de la siguiente manera:
1. Deteccio´n de las tramas de voz y de los silencios (cada 20 milisegundos).
2. Se divide la locucio´n en tramas de 3 segundos (sin solapamiento).
3. Se comprueba que la trama tiene un porcentaje de actividad de voz mayor o igual al
10.
• Si el porcentaje de voz es mayor o igual del 10 % se pasa al siguiente punto.
• Si el porcentaje de actividad es menor del 10 % se aumenta la trama en otras
tres segundos y se vuelve a evaluar el porcentaje de actividad.
4. Se calcula la SNR de la trama mediante esta fo´rmula, adaptada de la fo´rmula descrita
en el apartado 3.3.2:
SNR=10·log
(
Emediavoz
Emediasilencios
)
Donde Emediavoz y Emediasilencios se refieren a la energ´ıa media de voz y silencios,
calculadas dividiendo la energ´ıa total de cada tipo de trama, obtenida tras la suma
de cada una de las energ´ıas de cada trama, entre el nu´mero de tramas de cada tipo:
Emediavoz =
Etotalvoz
notramasvoz
La figura 4.2 muestra co´mo se dividen las tramas de una locucio´n para el ca´lculo de la SNR:
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Figura 4.2: Ejemplo de la divisio´n en tramas de una locucio´n (SNR).
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KLPC:
La KLPC tambie´n necesita utilizar el VAD para diferenciar las tramas de voz y las de
silencio, pues el ca´lculo de esta medida de calidad so´lo se realizara´ sobre las tramas de
voz. En este caso la forma de calcular el valor de cada trama sera´ el siguiente:
1. Deteccio´n de las tramas de voz y de los silencios (cada 20 milisegundos).
2. Se divide la locucio´n en tramas de 20 milisegundos sin solapamiento.
3. Se calcula la KLPC sobre las tramas de voz. A las tramas que corresponden a silencios
se les dara´ un valor de 3, que es el mı´nimo que puede llegar a alcanzar esta medida.
La figura 4.3 muestra co´mo se dividen las tramas de una locucio´n para el ca´lculo de la
KLPC:
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Figura 4.3: Ejemplo de la divisio´n en tramas de una locucio´n (KLPC ).
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4.2. Transformacio´n de las medidas de calidad
Tal y como se describe en [20], para poder estudiar estos indicadores como medidas de ca-
lidad propiamente dichas sera´ necesario mapearlas para que su valor este´ comprendido en un
rango [0,1]. Para ello es necesario conocer el rango de valores en el que se encuentra cada una
de las medidas originalmente. En la tabla 4.1 se puede observar el rango de valores entre los
que var´ıa cada una de las medidas tal y como se describen en [3]:
Medida Rango
P.563 (1,5)
SNR [0,60]
KLPC [3,11]
Cuadro 4.1: Rango de valores antes del mapeo de las medidas de calidad.
Por tanto, para realizar el mapeo de la misma forma que se realiza en [3] se han utilizado
las siguientes fo´rmulas:
QSNR(x)=
x
60
QKLPC(x)= 1-
(
x− 3
8
)
QP563(x)=
(x− 1)
4
Una vez las medidas se encuentra en un rango normalizado es posible realizar una compa-
racio´n entre ellas pues, cuanto ma´s se acerque su valor a 1, mejor sera´ la calidad de la muestra.
4.3. Combinacio´n de las medidas de calidad
Para que el estudio de la calidad de una locucio´n sea ma´s sencillo es necesario contar con
un u´nico valor representativo de dicha calidad para as´ı poder discriminar utilizando un u´nico
umbral. A la hora de combinar las distintas de calidad se ha decidido utilizar dos me´todos:
calculando la media aritme´tica y la media geome´trica. Para realizar un estudio ma´s ex-
haustivo se han calculado las medias de todas las combinaciones posibles entre las tres medidas
utilizadas. En la tabla 4.2 se pueden observar todas las combinaciones usadas, as´ı como la no-
menclatura elegida para cada una:
Media Aritme´tica Media Geome´trica
P.563 y SNR QMA(P.563,SNR) QMG(P.563,SNR)
P.563 y KLPC QMA(P.563,KLPC) QMG(P.563,KLPC)
SNR y KLPC QMA(SNR,KLPC) QMG(SNR,KLPC)
P.563, SNR y KLPC QMA(SNR,P.563,KLPC) QMG(SNR,P.563,KLPC)
Cuadro 4.2: Tabla con las distintas combinaciones entre las medidas de calidad
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4.4. Experimentos de utilidad
4.4.1. Ejemplos ilustrativos del uso de las medidas por separado
Como una primera prueba se han evaluado los valores de las distintas medidas de calidad
por separado para poder observar co´mo se comportan frente a distintas locuciones. En todos
los casos se han utilizado como locuciones de las pertenecientes a la base de datos NIST2012
y elegidas aleatoriamente entre todas las disponibles.
Las siguientes gra´ficas representan de arriba hacia abajo: la onda de las locuciones selec-
cionadas, las tramas del VAD y las tramas de las tres medidas de calidad elegidas (todas ellas
mapeadas). Se han usado tanto archivos telefo´nicos como archivos microfo´nicos para comprobar
cual es el comportamiento de dichas medidas frente a los dos tipos de locuciones.
Locuciones telefo´nicas
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Figura 4.4: Gra´ficas representando las medidas de calidad de los archivos telefo´nicos elegidos.
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Figura 4.5: Gra´ficas representando las medidas de calidad de los archivos telefo´nicos elegidos.
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Locuciones microfo´nicas
0 50 100 150 200 250 300−0.1
0
0.1
iaacuf_sre12_a.wav
0 50 100 150 200 250 3000
0.5
1
VA
D
0 50 100 150 200 250 3000
0.5
1
P.
56
3
0 50 100 150 200 250 3000
0.1
0.2
SN
R
0 50 100 150 200 250 3000
0.5
1
KL
PC
tiempo (segundos)
0 50 100 150 200 250 300−1
0
1
idsbou_sre12_a.wav
0 50 100 150 200 250 3000
0.5
1
VA
D
0 50 100 150 200 250 3000
0.5
1
P.
56
3
0 50 100 150 200 250 3000
0.5
SN
R
0 50 100 150 200 250 3000
0.5
1
KL
PC
tiempo (segundos)
Figura 4.6: Gra´ficas representando las medidas de calidad de los archivos microfo´nicos elegidos.
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Figura 4.7: Gra´ficas representando las medidas de calidad de los archivos microfo´nicos elegidos.
En un primer estudio de las medidas de calidad por separado se puede observar que, en
general, las locuciones elegidas son menos ruidosas que las microfo´nicas. Este ruido puede oca-
sionar que la SNR y la P.563 (esta u´ltima depende en buena parte de la SNR de la sen˜al) tengan
un peor comportamiento con este tipo de locuciones.
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4.4.2. Evaluacio´n de las medidas conjuntas
Una vez obtenida una u´nica medida para cada trama de una locucio´n, se puede estimar de
manera emp´ırica que´ ficheros tienen peor calidad observando el valor de cada una de sus tramas.
En la figura 4.2 se puede observar un posible histograma realizado sobre una locucio´n en el que
se representa el nu´mero de tramas frente al valor de la medida de calidad que se este´ utilizando:
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Figura 4.11: Gra´ficas e histogramas de las medidas de los archivos telefo´nicos elegidos.
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Figura 4.8: Ejemplo de histograma donde se representa el nu´mero de tramas frente al valor
QMA(P563,KLPC) de la locucio´n tfeqkt sre12 a.wav
En este caso, un segundo experimento fue el de realizar una estimacio´n previa sobre la
calidad global de ciertas locuciones evaluando el nu´mero de tramas que no llegaban a superar
un valor de calidad conjunta de 0.2. Para poder realizar esta estimacio´n primero fue necesario
prescindir de las tramas que pertenec´ıan a los silencios de la locucio´n puesto que so´lo interesaba
evaluar la calidad de las tramas de voz. De esta manera se obtuvo un porcentaje de tramas de
mala calidad como:
% de muestras de mala calidad = 100 · N<0,2
NT
Donde N<0,2 se refiere al nu´mero de tramas cuyo valor no supera 0.2 y NT son el nu´mero de
muestras totales una vez han sido eliminados los silencios con el VAD. Para realizar esta prueba
se han calculado las medidas de calidad conjuntas de varias locuciones tanto microfo´nicas como
telefo´nicas, pertenecientes a la base de datos NIST2012.
Las siguientes figuras (figura 4.9 y 4.10) representan el nu´mero de locuciones en funcio´n del
porcentaje de tramas de mala calidad para cada una de las medidas de calidad, para un nu´mero
de locuciones telefo´nicas (6.226 locuciones) y microfo´nicas (9.905 locuciones) pertenecientes a
la base de datos anteriormente citada.
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Figura 4.9: Histogramas que representan el nu´mero de locuciones telefo´nicas en funcio´n del porcentaje de tramas de mala calidad.
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Figura 4.10: Histogramas que representan el nu´mero de locuciones microfo´nicas en funcio´n del porcentaje de tramas de mala calidad.
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Se puede observar que las locuciones presentan, en el caso de las locuciones telefo´nicas, unos
porcentajes de calidad de tramas bastante diferentes dependiendo de cua´l sea el tipo de medida
de calidad utilizada. Por ejemplo, las locuciones a las que se les ha aplicado la media aritme´tica
presentan un mayo nu´mero de tramas por encima de 0.2 mientras que, en el caso de la media
geome´trica, el nu´mero de ficheros de mala calidad es, en general, bastante mayor.
En el caso de las locuciones microfo´nicas, los porcentajes de calidad de las muestras se
encuentran, en la mayor´ıa de los casos (sobre todo en las medidas que hacen uso de la media
aritme´tica) en torno al 50 %. Segu´n este estudio previo podr´ıa suponerse que, en la mayor´ıa de
las locuciones microfo´nicas, la mitad de las muestras de voz tienen un valor de Q por debajo
de 0.2, de forma que, a la hora de decidir las muestras que se descartan antes de ser utilizadas
en un sistema de reconocimiento de locutor, estar´ıamos desechando la mitad de las muestras de
una locucio´n.
En las siguientes figuras se pueden observar los histogramas para cada una de las medidas
conjuntas y los valores para cada trama de las locuciones de prueba, ilustrando de forma un
poco ma´s particular el impacto que tendra´ sobre las tramas de una locucio´n el uso de dichas
medidas de calidad.
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Locuciones telefo´nicas: media aritme´tica
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Figura 4.11: Gra´ficas e histogramas de las medidas de los archivos telefo´nicos elegidos.
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Figura 4.12: Gra´ficas e histogramas de las medidas de los archivos telefo´nicos elegidos.
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Figura 4.13: Gra´ficas e histogramas de las medidas de los archivos telefo´nicos elegidos.
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Media geome´trica
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Figura 4.14: Gra´ficas e histogramas de las medidas de los archivos telefo´nicos elegidos.
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Figura 4.15: Gra´ficas e histogramas de las medidas de los archivos telefo´nicos elegidos.
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Figura 4.16: Gra´ficas e histogramas de las medidas de los archivos telefo´nicos elegidos.
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Locuciones microfo´nicas: media aritme´tica
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Figura 4.17: Gra´ficas e histogramas de las medidas de los archivos microfo´nicos elegidos.
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Figura 4.18: Gra´ficas e histogramas de las medidas de los archivos microfo´nicos elegidos.
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Figura 4.19: Gra´ficas e histogramas de las medidas de los archivos microfo´nicos elegidos.
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Media geome´trica
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Figura 4.20: Gra´ficas e histogramas de las medidas de los archivos microfo´nicos elegidos.
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Figura 4.21: Gra´ficas e histogramas de las medidas de los archivos microfo´nicos elegidos.
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Figura 4.22: Gra´ficas e histogramas de las medidas de los archivos microfo´nicos elegidos.
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En los archivos utilizados, se ha observado que en general las medidas de calidad que utilizan
la media aritme´tica son menos restrictivas que las que hacen uso de la media geome´trica, dando
lugar a un mayor nu´mero de tramas por encima de 0.2. Adema´s, las locuciones microfo´nicas
cuentan con un mayor nu´mero de tramas por debajo de 0.2 y es posible que den peores resultados
durante los experimentos que las locuciones telefo´nicas.
44 CAPI´TULO 4. CA´LCULO Y ESTUDIO DE LAS MEDIDAS DE CALIDAD
5
Experimentos Realizados y Resultados
5.1. Bases de datos y protocolo
La base de datos y protocolos NIST SRE 2012 [21], fueron elaborados para la evaluacio´n
de sistemas de reconocimiento de locutor. Esta´ compuesta de dos tipos principales de habla:
habla microfo´nica y habla telefo´nica, tanto para locuciones de test como para entrenamiento de
modelos.
Las condiciones de test y entrenamiento de modelos incluyen conversaciones grabadas sobre
un canal telefo´nico, y sobre un canal microfo´nico en el escenario conocido como entrevista (int),
en el cual existe el locutor principal y un entrevistador que formula preguntas, y adicionalmente
locuciones de test grabadas sobre un canal microfo´nico.
Dentro del protocolo de evaluacio´n se definen cuatro condiciones: tlf-tlf, mic-mic, tlf-mic,
y mic-tlf. En los experimentos de este proyecto se van a utilizar dos de las cuatro condiciones
anteriormente citadas:
tlf-tlf
mic-mic
El nu´mero de enfrentamientos para cada condicio´n utilizada en este proyecto se puede ob-
servar en la siguiente tabla:
Canal entrenamiento Canal test Nu´mero de enfrentamientos Target Non-Target
Telefo´nico Telefo´nico 205.639 4.258 201.381
Microfo´nico Microfo´nico 22.260 1.041 21.219
Cuadro 5.1: Nu´mero de enfrentamientos por tipo de canal y segu´n Target y Non-Target
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El nu´mero de ficheros de test y train que se van a utilizar, as´ı como la duracio´n de cada
uno, se pueden observar en las siguientes tablas:
Nu´mero de ficheros Duracio´n
Test 6.226 300 segundos
Train 7.207 10, 100 y 150 segundos
Cuadro 5.2: Nu´mero y duracio´n de las locuciones telefo´nicas de test y train
Nu´mero de ficheros Duracio´n
Test 9.905 300 segundos
Train 5.536 180 y 480 segundos
Cuadro 5.3: Nu´mero y duracio´n de las locuciones microfo´nicas de test y train
5.2. Experimentos realizados
La finalidad de los experimentos que se han realizado en este proyecto es la de evaluar el
rendimiento del sistema desarrollado sobre un sistema de reconocimiento de locutor utilizando
los dos tipos de locuciones explicados en el apartado 5.1.
Para la realizacio´n de dichas pruebas se van a utilizar todas las medidas de calidad por
separado y, adema´s, todas sus combinaciones mediante la media aritme´tica y la geome´trica.
Todas estas medidas se van a combinar con las etiquetas de actividad de voz utilizadas durante
la evaluacio´n del NIST2012 que realizo´ el grupo ATVS. El sistema, a grandes rasgos, se puede
contemplar en el siguiente diagrama de bloques (figura 5.1):
Sistema PLDA
SCORE
ivectors
de test
ivectors
de train
Figura 5.1: Esquema de alto nivel de la entrada de un sistema PLDA - Probabilistic Linear
Discriminant Analysis.
Como las etiquetas del VAD esta´n formadas por cadenas de 2 y 0, para poder unir estos fi-
cheros con los correspondientes a las medidas de calidad de la locucio´n, sera´ necesario convertir
estos u´ltimos en otros con ese mismo formato. En este punto se hace necesario el uso de un
umbral de decisio´n. Gracias a este umbral, se decidira´ si una trama es adecuada o no (si tiene
calidad suficiente o carece de ella) para pasar a formar parte del proceso de reconocimiento de
locutor. La primera tanda de experimentos consistira´ en variar este umbral, para cada una de
las medidas de calidad, entre 0.1 y 0.9 para despue´s elegir el umbral de valores que presente
mejores resultados. Una vez que las etiquetas presentan el mismo formato es posible combinarlas
mediante una operacio´n lo´gica binaria de tipo AND.
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Donde realmente va a entrar en juego el sistema desarrollado sera´ durante el ca´lculo de los
ivectors que se usara´n para calcular la puntuacio´n y el EER del sistema de reconocimiento
de locutor. Adema´s, otra de las caracter´ısticas del sistema que se va a utilizar, y que ha sido
disen˜ado por el ATVS, es que hace uso de un filtrado Wiener antes de realizar el ca´lculo de los
ivectors para eliminar parte del ruido de las locuciones. El sistema desarrollado en este proyecto
calculara´ las medidas de calidad de las locuciones antes de que estas pasen por el filtrado Wiener
para as´ı evaluar la locucio´n sin haber sido modificada de ninguna manera. El sistema completo
de ca´lculo de los ivectors se puede observar en la figura 5.2:
Filtrado
Wiener
Ca´lculo
medidas
de calidad
Detector de
Actividad
AND
locucio´n
(.wav) Parametrizacio´n
Mezclas
ma´s pesadas
Estad´ısticos
ivectors
Figura 5.2: Esquema representando el ca´lculo de los ivectors.
A la hora de evaluar el rendimiento se calculara´n las medidas de calidad de una serie de fiche-
ros telefo´nicos y microfo´nicos y, una vez obtenidas las etiquetas conjuntas, se calculara´ la EER
- Equal Error Rate del sistema para poder compararla con la EER cuando se usan u´nicamente
las etiquetas del VAD para comprobar si ha habido alguna mejor´ıa.
5.2.1. Estructura de los experimentos
De esta manera, una vez que se han calculado las medidas de calidad de las locuciones, los
experimentos que se han realizado son los siguientes:
1. Archivos telefo´nicos:
Ca´lculo de las medidas de calidad de los ficheros de test y combinacio´n con la etique-
tas del VAD. A la hora de combinar las etiquetas, se variara´ el umbral de decisio´n
entre 0.1 y 0.9 en intervalos de 0.1.
Comparacio´n de los distintos valores de EER y eleccio´n de los valores de umbral que
dan mejores resultados para poder as´ı acotar las pruebas.
Ca´lculo de las mismas medidas de calidad con los ficheros de train del modelo PLDA
para comprobar si la mejor´ıa aumenta. El umbral que se ha usado en estas pruebas
es el umbral acotado que se ha elegido durante las pruebas con los archivos de test.
Comparacio´n de los nuevos valores de EER y eleccio´n de las medidas de calidad con
mejores resultados.
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2. Archivos microfo´nicos:
Ca´lculo de las medidas de calidad de los ficheros de test y combinacio´n con la eti-
quetas del VAD.
Comparacio´n de los distintos valores de EER y eleccio´n de los valores de umbral que
dan mejores resultados para poder as´ı acotar las pruebas.
Ca´lculo de las mismas medidas de calidad con los ficheros de train del modelo PLDA
para comprobar si la mejor´ıa aumenta.
Comparacio´n de los nuevos valores de EER y eleccio´n de las medidas de calidad con
mejores resultados.
5.3. Resultados obtenidos
5.3.1. Medidas de calidad en locuciones telefo´nicas
En este apretado se muestran los resultados obtenidos tras el ca´lculo de las medidas de
calidad sobre la base de datos telefo´nicos NIST SRE 2012.
Resultados obtenidos usando locuciones de test
El primer experimento que se ha realizado ha sido el del ca´lculo de las medidas de las
locuciones de test. Una vez calculadas las medidas de calidad de dichas locuciones y combinadas
con los ficheros del VAD, se utilizara´n dichos ficheros combinados a la entrada del sistema PLDA
junto con los ivectors de train originales (sin utilizar las medidas de calidad) para comprobar si
mejora o no el rendimiento del sistema.
Para poder comprobar esta mejora se comparara´ el EER obtenido tras las pruebas con las
medidas de calidad con el EER original obtenido sin usar ningu´n tipo de medida de calidad.
Este valor es:
EERSoloV AD=5.9117
Una vez obtenidos todos los valores de EER, se pueden dibujar las gra´ficas que comparan
cada valor de EER por cada valor de la medida de calidad indicada. Un ejemplo de este tipo de
gra´fica ser´ıa la figura 5.3:
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Figura 5.3: Ejemplo de gra´fica representando el EER con respecto al umbral de la medida de
calidad indicada por el ro´tulo sobre la figura.
La siguiente figura (figura 5.4) representa las gra´ficas para cada una de las medidas de
calidad combinadas:
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Figura 5.4: Gra´ficas representando el EER con respecto al umbral de la medida de calidad indicada por el ro´tulo sobre la figura.
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Se puede comprobar que, usando umbrales entre 0.1 y 0.3 obtenemos mejoras de hasta un
2 %. No es una mejora muy significativa, pero u´nicamente se han usado los ficheros de test. Es
de esperar que, una vez se usen los ficheros de train, el EER mejore algo ma´s.
Resultados obtenidos usando locuciones de train y test
En este caso, el umbral de decisio´n que se ha usado var´ıa entre 0.1 y 0.3 pues son los que
mejores resultados han dado en las pruebas anteriores. En las siguientes tablas (tablas 5.2 y
5.3) aparece el EER obtenido en comparacio´n con el que se consiguio´ usando so´lo las etiquetas
de los ficheros de test. En verde aparece el mejor EER para cada una de las medidas:
Media Aritme´tica
Medida Umbral Test Train-Test
KLPC y SNR
0.1 5.8610 5.5954
0.2 5.8069 5.7597
0.3 5.8069 5.9474
KLPC y P.563
0.1 5.8953 5.6187
0.2 5.8600 5.8536
0.3 5.7702 5.9415
SNR y P.563
0.1 5.8635 5.6917
0.2 6.1382 6.2559
0.3 6.8134 6.9205
KLPC, SNR y P.563
0.1 5.9171 5.6495
0.2 5.8486 5.7126
0.3 5.8551 5.7612
Cuadro 5.4: Tabla con los diferentes valores de EER usando la la media aritme´tica sobre locu-
ciones telefo´nicas.
Media Geome´trica
Medida Umbral Test Train-Test
KLPC y SNR
0.1 5.7513 5.8536
0.2 5.7622 5.8799
0.3 5.9504 5.8566
KLPC y P.563
0.1 5.8302 5.8158
0.2 5.9018 5.8317
0.3 6.1853 6.2345
SNR y P.563
0.1 5.8734 6.1148
0.2 6.0911 6.2088
0.3 8.0304 8.3554
KLPC, SNR y P.563
0.1 5.7860 5.8476
0.2 5.9266 5.7831
0.3 6.1853 6.3969
Cuadro 5.5: Tabla con los diferentes valores de EER usando la la media geome´trica sobre
locuciones telefo´nicas.
Se puede comprobar que las mejoras ma´s significativas se producen con un umbral de 0.1 y
ma´s espec´ıficamente en las medidas usando la media aritme´tica. En los casos en los que se
ha usado la media geome´trica, el EER no mejora con respecto al uso de medidas de calidad
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u´nicamente en los ficheros de test pero, sin embargo, sigue mejorando con respecto al sistema
original en pra´cticamente todos los casos (salvo en la combinacio´n de SNR y P.563).
Es comu´n que, tras la obtencio´n de los scores en un sistema de verificacio´n, se utilice una
normalizacio´n de los scores de tipo SNorm para conseguir reducir la variabilidad entre las
pruebas con el fin de mejorar au´n ma´s el rendimiento de un sistema [22].
El EER obtenido sin utilizar medidas de calidad, pero utilizando la normalizacio´n de scores
es:
EERSoloV AD=5.5720
En este caso, se ha obtenido un valor de EER, aplicando la normalizacio´n de los scores, para
cada uno de los siguientes casos:
Media Aritme´tica
Medida Umbral Test Train-Test Train-Test-SNorm
KLPC y SNR
0.1 5.6371 5.3133 5.3203
0.2 5.6892 5.4072 5.4072
0.3 5.7309 5.4792 5.4543
KLPC y P.563
0.1 5.6664 5.4073 5.3838
0.2 5.5954 5.3371 5.3372
0.3 5.6535 5.572 5.5482
SNR y P.563
0.1 5.7126 5.357 5.3373
0.2 5.8739 5.6773 5.6892
0.3 6.3218 6.2295 6.2528
KLPC, SNR y P.563
0.1 5.6202 5.29 5.2726
0.2 5.5482 5.3371 5.3369
0.3 5.6659 5.3471 5.3605
Cuadro 5.6: Tabla con los diferentes valores de EER usando la la media aritme´tica sobre locu-
ciones telefo´nicas y aplicando la normalizacio´n de los scores (SNorm).
Media Geome´trica
Medida Umbral Test Train Train-Test-SNorm
KLPC y SNR
0.1 5.5482 5.3838 5.4072
0.2 5.6574 5.4073 5.4166
0.3 5.7483 5.5482 5.572
KLPC y P.563
0.1 5,7364 5,6892 5.6694
0.2 5,7831 5,6896 5.7126
0.3 5,7597 5,7364 5.7126
SNR y P.563
0.1 5.642 5.5954 5.5685
0.2 5.8536 5.7831 5.7831
0.3 7.0513 7.0414 7.028
KLPC, SNR y P.563
0.1 5.6892 5.7111 5.6569
0.2 5.7637 5.6659 5.6296
0.3 5.8769 5.9008 5.8767
Cuadro 5.7: Tabla con los diferentes valores de EER usando la la media geome´trica sobre
locuciones telefo´nicas y aplicando la normalizacio´n de los scores (SNorm).
Se puede comprobar que, en el caso de los archivos telefo´nicos, el uso de la normalizacio´n de
scores aumenta el rendimiento del sistema y, en la mayor´ıa de los casos, aplicar las medidas de
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calidad a las locuciones usadas en la normalizacio´n, aumenta au´n ma´s el rendimiento, llegando
a mejorar hasta un 5.37 %.
5.3.2. Medidas de calidad en locuciones microfo´nicas
El ca´lculo de las medidas de calidad de las locuciones microfo´nicas se ha realizado, al igual
que en el caso anterior, sobre las locuciones de test y de train. El rango de valores del umbral
de decisio´n es el mismo que se ha utilizado en los experimentos telefo´nicos, es decir, los valores
entre 0.1 y 0.3. En estos experimentos se han normalizado los scores. En este caso, el valor
de EER que se obtiene sin utilizar ningu´n tipo de medida de calidad es:
EERSoloV AD=9.4161
En las siguientes tablas se muestran los valores de rendimiento obtenidos:
Media Aritme´tica
Medida Umbral Test Train Test-Train Test-Train-SNorm
KLPC y SNR
0.1 14.9866 9.1286 14.3126 14.3114
0.2 18.2525 8.8411 16.4287 16.2684
0.3 24.5158 8.5442 20.9718 20.5570
KLPC y P.563
0.1 14.7933 9.2229 14.3126 14.2702
0.2 20.1282 8.9165 19.2139 19.1197
0.3 25.4583 8.8411 23.0642 23.1538
SNR y P.563
0.1 15.9621 9.1522 15.9480 15.9476
0.2 27.2586 9.0296 26.4763 26.3490
0.3 32.6641 9.4161 31.7970 31.6038
KLPC, SNR y P.563
0.1 14.0487 9.2370 13.5445 13.5162
0.2 20.5570 9.1286 19.3082 19.3082
0.3 27.4754 9.0721 25.2227 24.9729
Cuadro 5.8: Tabla con los diferentes valores de EER usando la media aritme´tica sobre locuciones
microfo´nicas y aplicando la normalizacio´n de los scores (SNorm).
Media Geome´trica
Medida Umbral Test Train Test-Train Test-Train-SNorm
KLPC y SNR
0.1 15.5615 8.9354 14.6991 14.6048
0.2 20.4628 8.6809 18.5730 18.1677
0.3 30.2323 8.6479 26.8015 26.5140
KLPC y P.563
0.1 22.2866 9.0296 21.0377 21.1226
0.2 26.9004 9.0305 25.9390 25.8400
0.3 33.8140 9.0394 30.5481 30.4538
SNR y P.563
0.1 19.8360 9.1003 19.0867 19.1102
0.2 29.4547 9.0296 28.9175 28.7243
0.3 35.8924 9.0721 33.9036 34.0073
KLPC, SNR y P.563
0.1 21.2310 9.0296 20.3638 20.2696
0.2 27.8571 8.8411 26.0003 26.0568
0.3 37.7539 8.6469 36.0243 36.0252
Cuadro 5.9: Tabla con los diferentes valores de EER usando la media geome´trica sobre locuciones
microfo´nicas y aplicando la normalizacio´n de los scores (SNorm).
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En el caso de las locuciones microfo´nicas se puede observar que u´nicamente se producen
mejoras cuando se utilizan las medidas de calidad sobre las locuciones de train, producie´ndose
un empeoramiento de la EER en los dema´s casos. Las mejoras aun as´ı son muy modestas,
llegando a alcanzar, en el mejor de los casos, valores de hasta un 9.25 %.
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6
Conclusiones y trabajo futuro
6.1. Conclusiones
En este proyecto se han estudiado distintos me´todos de estimacio´n de la calidad de la sen˜al
de voz en sistemas de reconocimiento de locutor. A partir del estudio previo de [3] en el que
se estudio´ el impacto que las diferentes medidas ten´ıan sobre un sistema de reconocimiento de
locutor, se seleccionaron tres medidas para su estudio en este proyecto: SNR, P.563 y KLPC. En
adicio´n a dicho estudio, se decidio´ obtener nuevas medidas fruto de las diferentes combinaciones
entre las medidas de calidad propuestas.
Para realizar este estudio se ha decidido utilizar una base de datos que permita obtener los
resultados ma´s actualizados posibles. En este caso se ha elegido la base de datos de NIST, en
concreto la perteneciente a la SRE 2012. Adema´s, se han utilizado los dos tipos de canal ma´s
comunes (tele´fono y micro´fono) y se ha estudiado el impacto de las medidas de calidad sobre
cada uno por separado (sin realizar experimentos cruzados).
Con respecto al sistema de reconocimiento de locutor, se ha evaluado su rendimiento cuando
se hace uso de las medidas de calidad en los distintos tipos de locuciones que intervienen en el
sistema. En este caso, las locuciones han sido:
Locuciones de test.
Locuciones de entrenamiento (train).
Locuciones utilizadas para la normalizacio´n de scores (SNorm).
Los resultados que se han apreciado sobre las locuciones de tipo telefo´nicos son bastante
satisfactorios, pues se ha demostrado que el uso de las diferentes medidas de calidad sobre
los tres tipos de locuciones citadas anteriormente, producie´ndose mejoras del rendimiento del
sistema de hasta un 5.27 % relativo.
En el caso de las locuciones de tipo microfo´nico, las mejoras no han sido tan evidentes, pues
so´lo se ha mejorado el rendimiento en los casos en los que se han utilizado las etiquetas de
calidad sobre las locuciones de entrenamiento. Algunas de las posibles razones para que so´lo
haya mejorado con las locuciones de entrenamiento son:
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Sensibilidad frente a un menor nu´mero de muestras de audio. Es posible que
este u´ltimo sistema sea ma´s sensible a una disminucio´n de las muestras de audio, fruto
de la aplicacio´n de las medidas de calidad a las etiquetas del detector de actividad y
que presente por ello peores resultados. Como se observo´ en el cap´ıtulo 4, muchas de
las locuciones microfo´nicas presentaban un nu´mero muy bajo de muestras una vez se
aplicaban las medidas de calidad sobre ellas.
Otro posible problema es que el ca´lculo de las medidas de calidad que se ha realizado no
sea el ma´s adecuado para este tipo de locuciones, especialmente el de la SNR y la P.563.
Observando los datos obtenidos tras la estimacio´n de las medidas de calidad por separado,
se puede apreciar que, las locuciones que aparentemente son ma´s ruidosas, presentan un
gran nu´mero de muestras con un valor de Q muy bajo en los casos de la P.563 y la SNR.
Que estas dos medidas presenten el mismo problema se debe a que la correlacio´n entre
ellas es muy alta, pues la P.563 utiliza la SNR (entre otros para´metros) para realizar las
estimaciones.
Aun as´ı, en el caso mejor, en el que so´lo se usan las medidas de calidad sobre las locuciones
de entrenamiento, se ha llegado a producir una mejora relativa de hasta un 9.25 %.
6.2. Trabajo futuro
Las futuras l´ıneas de trabajo podr´ıan hacer uso de este estudio para mejorar el ca´lculo de
medidas de calidad como la SNR y la P.563 en las locuciones de tipo microfo´nico paran conseguir
mejoras ma´s significativas.
Otra l´ınea de trabajo que podr´ıa ser importante consistir´ıa en utilizar otro de los indicadores
de degradacio´n que se proponen en [3] y comprobar si, en este caso, tambie´n se producen mejoras.
Como se ha mostrado en este proyecto, las locuciones microfo´nicas presentan mayores difi-
cultades que las puramente telefo´nicas. Ser´ıa necesario realizar un estudio muy exhaustivo de
este tipo de locuciones para comprobar que´ medidas de calidad son ma´s adecuadas o que´ me´todo
de ca´lculo da mejores resultados.
Adema´s, ser´ıa importante desarrollar un me´todo de combinacio´n de las medidas de calidad
ma´s elaborado que la simple media aritme´tica o geome´trica que permita aumentar el rendimiento
de una forma ma´s significativa.
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Glosario de acro´nimos
DET: Detection Error Tradeoff
EER: Equal Error Rate
ITU: International Telecommunication Union
KLPC: Kurtosis LPC
LPC: Linear Predictive Coding
MFCC: Mel-Frequency Cepstral Coefficients
NIST: National Institute of Standards and Technology
SNorm: Scores Normalization
SNR: Signal-to-Noise Ratio
VAD: Voice Activity Detection
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Presupuesto
1) Ejecucio´n Material
Compra de ordenador personal (Software incluido) 2000 ¤
2) Gastos generales
sobre Ejecucio´n Material 352 ¤
3) Beneficio Industrial
sobre Ejecucio´n Material 132 ¤
4) Honorarios Proyecto
1800 horas a 15 ¤/ hora 27000 ¤
5) Material fungible
Gastos de impresio´n 130 ¤
Encuadernacio´n 200 ¤
6) Subtotal del presupuesto
Subtotal Presupuesto 29814 ¤
7) I.V.A. aplicable
21 % Subtotal Presupuesto 6260,94 ¤
8) Total presupuesto
Total Presupuesto 36074,94 ¤
Madrid, Junio 2014
El Ingeniero Jefe de Proyecto
Fdo.: Pedro Cerame Lardies
Ingeniero Superior de Telecomunicacio´n
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B
Pliego de condiciones
Pliego de condiciones
Este documento contiene las condiciones legales que guiara´n la realizacio´n, en este proyecto,
de un DETECCIO´N AUTOMA´TICA DE VOZ DEGRADADA USANDO MEDIDAS DE CA-
LIDAD. En lo que sigue, se supondra´ que el proyecto ha sido encargado por una empresa cliente
a una empresa consultora con la finalidad de realizar dicho sistema. Dicha empresa ha debido
desarrollar una l´ınea de investigacio´n con objeto de elaborar el proyecto. Esta l´ınea de inves-
tigacio´n, junto con el posterior desarrollo de los programas esta´ amparada por las condiciones
particulares del siguiente pliego.
Supuesto que la utilizacio´n industrial de los me´todos recogidos en el presente proyecto ha
sido decidida por parte de la empresa cliente o de otras, la obra a realizar se regulara´ por las
siguientes:
Condiciones generales.
1. La modalidad de contratacio´n sera´ el concurso. La adjudicacio´n se hara´, por tanto, a la
proposicio´n ma´s favorable sin atender exclusivamente al valor econo´mico, dependiendo de
las mayores garant´ıas ofrecidas. La empresa que somete el proyecto a concurso se reserva
el derecho a declararlo desierto.
2. El montaje y mecanizacio´n completa de los equipos que intervengan sera´ realizado total-
mente por la empresa licitadora.
3. En la oferta, se hara´ constar el precio total por el que se compromete a realizar la obra
y el tanto por ciento de baja que supone este precio en relacio´n con un importe l´ımite si
este se hubiera fijado.
4. La obra se realizara´ bajo la direccio´n te´cnica de un Ingeniero Superior de Telecomuni-
cacio´n, auxiliado por el nu´mero de Ingenieros Te´cnicos y Programadores que se estime
preciso para el desarrollo de la misma.
5. Aparte del Ingeniero Director, el contratista tendra´ derecho a contratar al resto del perso-
nal, pudiendo ceder esta prerrogativa a favor del Ingeniero Director, quien no estara´ obli-
gado a aceptarla.
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6. El contratista tiene derecho a sacar copias a su costa de los planos, pliego de condiciones y
presupuestos. El Ingeniero autor del proyecto autorizara´ con su firma las copias solicitadas
por el contratista despue´s de confrontarlas.
7. Se abonara´ al contratista la obra que realmente ejecute con sujecio´n al proyecto que sir-
vio´ de base para la contratacio´n, a las modificaciones autorizadas por la superioridad o a
las o´rdenes que con arreglo a sus facultades le hayan comunicado por escrito al Ingeniero
Director de obras siempre que dicha obra se haya ajustado a los preceptos de los pliegos
de condiciones, con arreglo a los cuales, se hara´n las modificaciones y la valoracio´n de las
diversas unidades sin que el importe total pueda exceder de los presupuestos aprobados.
Por consiguiente, el nu´mero de unidades que se consignan en el proyecto o en el presu-
puesto, no podra´ servirle de fundamento para entablar reclamaciones de ninguna clase,
salvo en los casos de rescisio´n.
8. Tanto en las certificaciones de obras como en la liquidacio´n final, se abonara´n los tra-
bajos realizados por el contratista a los precios de ejecucio´n material que figuran en el
presupuesto para cada unidad de la obra.
9. Si excepcionalmente se hubiera ejecutado algu´n trabajo que no se ajustase a las condiciones
de la contrata pero que sin embargo es admisible a juicio del Ingeniero Director de obras,
se dara´ conocimiento a la Direccio´n, proponiendo a la vez la rebaja de precios que el
Ingeniero estime justa y si la Direccio´n resolviera aceptar la obra, quedara´ el contratista
obligado a conformarse con la rebaja acordada.
10. Cuando se juzgue necesario emplear materiales o ejecutar obras que no figuren en el
presupuesto de la contrata, se evaluara´ su importe a los precios asignados a otras obras o
materiales ana´logos si los hubiere y cuando no, se discutira´n entre el Ingeniero Director y el
contratista, sometie´ndolos a la aprobacio´n de la Direccio´n. Los nuevos precios convenidos
por uno u otro procedimiento, se sujetara´n siempre al establecido en el punto anterior.
11. Cuando el contratista, con autorizacio´n del Ingeniero Director de obras, emplee materia-
les de calidad ma´s elevada o de mayores dimensiones de lo estipulado en el proyecto, o
sustituya una clase de fabricacio´n por otra que tenga asignado mayor precio o ejecute
con mayores dimensiones cualquier otra parte de las obras, o en general, introduzca en
ellas cualquier modificacio´n que sea beneficiosa a juicio del Ingeniero Director de obras,
no tendra´ derecho sin embargo, sino a lo que le corresponder´ıa si hubiera realizado la obra
con estricta sujecio´n a lo proyectado y contratado.
12. Las cantidades calculadas para obras accesorias, aunque figuren por partida alzada en el
presupuesto final (general), no sera´n abonadas sino a los precios de la contrata, segu´n las
condiciones de la misma y los proyectos particulares que para ellas se formen, o en su
defecto, por lo que resulte de su medicio´n final.
13. El contratista queda obligado a abonar al Ingeniero autor del proyecto y director de obras
as´ı como a los Ingenieros Te´cnicos, el importe de sus respectivos honorarios facultativos
por formacio´n del proyecto, direccio´n te´cnica y administracio´n en su caso, con arreglo a
las tarifas y honorarios vigentes.
14. Concluida la ejecucio´n de la obra, sera´ reconocida por el Ingeniero Director que a tal
efecto designe la empresa.
15. La garant´ıa definitiva sera´ del 4 % del presupuesto y la provisional del 2 %.
16. La forma de pago sera´ por certificaciones mensuales de la obra ejecutada, de acuerdo con
los precios del presupuesto, deducida la baja si la hubiera.
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17. La fecha de comienzo de las obras sera´ a partir de los 15 d´ıas naturales del replanteo oficial
de las mismas y la definitiva, al an˜o de haber ejecutado la provisional, procedie´ndose si
no existe reclamacio´n alguna, a la reclamacio´n de la fianza.
18. Si el contratista al efectuar el replanteo, observase algu´n error en el proyecto, debera´ co-
municarlo en el plazo de quince d´ıas al Ingeniero Director de obras, pues transcurrido ese
plazo sera´ responsable de la exactitud del proyecto.
19. El contratista esta´ obligado a designar una persona responsable que se entendera´ con el
Ingeniero Director de obras, o con el delegado que e´ste designe, para todo relacionado
con ella. Al ser el Ingeniero Director de obras el que interpreta el proyecto, el contratista
debera´ consultarle cualquier duda que surja en su realizacio´n.
20. Durante la realizacio´n de la obra, se girara´n visitas de inspeccio´n por personal facultativo
de la empresa cliente, para hacer las comprobaciones que se crean oportunas. Es obligacio´n
del contratista, la conservacio´n de la obra ya ejecutada hasta la recepcio´n de la misma,
por lo que el deterioro parcial o total de ella, aunque sea por agentes atmosfe´ricos u otras
causas, debera´ ser reparado o reconstruido por su cuenta.
21. El contratista, debera´ realizar la obra en el plazo mencionado a partir de la fecha del
contrato, incurriendo en multa, por retraso de la ejecucio´n siempre que e´ste no sea debido
a causas de fuerza mayor. A la terminacio´n de la obra, se hara´ una recepcio´n provisional
previo reconocimiento y examen por la direccio´n te´cnica, el depositario de efectos, el inter-
ventor y el jefe de servicio o un representante, estampando su conformidad el contratista.
22. Hecha la recepcio´n provisional, se certificara´ al contratista el resto de la obra, reserva´ndose
la administracio´n el importe de los gastos de conservacio´n de la misma hasta su recepcio´n
definitiva y la fianza durante el tiempo sen˜alado como plazo de garant´ıa. La recepcio´n
definitiva se hara´ en las mismas condiciones que la provisional, extendie´ndose el acta
correspondiente. El Director Te´cnico propondra´ a la Junta Econo´mica la devolucio´n de la
fianza al contratista de acuerdo con las condiciones econo´micas legales establecidas.
23. Las tarifas para la determinacio´n de honorarios, reguladas por orden de la Presidencia
del Gobierno el 19 de Octubre de 1961, se aplicara´n sobre el denominado en la actua-
lidad ”Presupuesto de Ejecucio´n de Contrata 2anteriormente llamado ”Presupuesto de
Ejecucio´n Material”que hoy designa otro concepto.
Condiciones particulares.
La empresa consultora, que ha desarrollado el presente proyecto, lo entregara´ a la empresa
cliente bajo las condiciones generales ya formuladas, debiendo an˜adirse las siguientes condiciones
particulares:
1. La propiedad intelectual de los procesos descritos y analizados en el presente trabajo,
pertenece por entero a la empresa consultora representada por el Ingeniero Director del
Proyecto.
2. La empresa consultora se reserva el derecho a la utilizacio´n total o parcial de los resultados
de la investigacio´n realizada para desarrollar el siguiente proyecto, bien para su publicacio´n
o bien para su uso en trabajos o proyectos posteriores, para la misma empresa cliente o
para otra.
3. Cualquier tipo de reproduccio´n aparte de las resen˜adas en las condiciones generales, bien
sea para uso particular de la empresa cliente, o para cualquier otra aplicacio´n, contara´ con
autorizacio´n expresa y por escrito del Ingeniero Director del Proyecto, que actuara´ en
representacio´n de la empresa consultora.
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4. En la autorizacio´n se ha de hacer constar la aplicacio´n a que se destinan sus reproducciones
as´ı como su cantidad.
5. En todas las reproducciones se indicara´ su procedencia, explicitando el nombre del pro-
yecto, nombre del Ingeniero Director y de la empresa consultora.
6. Si el proyecto pasa la etapa de desarrollo, cualquier modificacio´n que se realice sobre e´l,
debera´ ser notificada al Ingeniero Director del Proyecto y a criterio de e´ste, la empresa
consultora decidira´ aceptar o no la modificacio´n propuesta.
7. Si la modificacio´n se acepta, la empresa consultora se hara´ responsable al mismo nivel que
el proyecto inicial del que resulta el an˜adirla.
8. Si la modificacio´n no es aceptada, por el contrario, la empresa consultora declinara´ toda
responsabilidad que se derive de la aplicacio´n o influencia de la misma.
9. Si la empresa cliente decide desarrollar industrialmente uno o varios productos en los que
resulte parcial o totalmente aplicable el estudio de este proyecto, debera´ comunicarlo a la
empresa consultora.
10. La empresa consultora no se responsabiliza de los efectos laterales que se puedan produ-
cir en el momento en que se utilice la herramienta objeto del presente proyecto para la
realizacio´n de otras aplicaciones.
11. La empresa consultora tendra´ prioridad respecto a otras en la elaboracio´n de los proyectos
auxiliares que fuese necesario desarrollar para dicha aplicacio´n industrial, siempre que no
haga expl´ıcita renuncia a este hecho. En este caso, debera´ autorizar expresamente los
proyectos presentados por otros.
12. El Ingeniero Director del presente proyecto, sera´ el responsable de la direccio´n de la apli-
cacio´n industrial siempre que la empresa consultora lo estime oportuno. En caso contrario,
la persona designada debera´ contar con la autorizacio´n del mismo, quien delegara´ en e´l
las responsabilidades que ostente.
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