We consider the problem of reconstructing sparse symmetric block models with two blocks and connection probabilities a n and b n for inter and intra block edge probabilities respectively. It is known that if
Introduction

Sparse Stochastic Block Models
Stochastic block models were introduced almost 30 years ago [10] in order to study the problem of community detection in random graphs. In these models, the nodes in a graph are divided into two or more communities, and then the edges of the graph are drawn independently at random, with probabilities depending on which communities the edge lies between. In its simplest incarnation -which we will study here -the model has n vertices divided into two classes of approximately equal size, and two parameters: a n is the probability that each within-class edge will appear, and b n is the probability that each between-class edge will appear. Since their introduction, a large body of literature has been written about stochastic block models, and a multitude of algorithms have been developed for the problem of inferring the underlying communities from the graph structure. To name a few, we now have algorithms based on maximum-likelihood methods [19] , belief propagation [7] , spectral methods [15] , modularity maximization [1] , and a number of combinatorial methods [4, 6, 8, 11] .
Early work on the stochastic block model mainly focused on fairly dense graphs: Dyer and Frieze [8] ; Snijders and Nowicki [19] ; and Condon and Karp [6] all gave algorithms that will correctly recover the exact communities in a graph from the stochastic block model, but only when a and b are polynomial in n. McSherry [15] broke this polynomial barrier by giving a spectral algorithm which succeeds when a and b are logarithmic in n; this was later equalled by Bickel and Chen [1] using an algorithm based on modularity maximization.
The O(log n) barrier is important because if the average degree of a block model is logarithmic or larger, it is possible to exactly recover the communities with high probability as n → ∞. On the other hand, if the average degree is less than logarithmic then some fairly straightforward probabilistic arguments show that it is not possible to completely recover the communities. When the average degree is constant, as it will be in this work, then one cannot get more than a constant fraction of the labels correct.
Despite these apparent difficulties, there are important practical reasons for considering block models with constant average degree. Indeed, many real networks are very sparse. For example, Leskovec et al. [13] and Strogatz [20] collected and studied a vast collection of large network datasets, many of which had millions of nodes, but most of which had an average degree of no more than 20; for instance, the LinkedIn network studied by Leskovec et al. had approximately seven million nodes, but only 30 million edges. Moreover, the very fact that sparse block models are impossible to infer exactly may be taken as an argument for studying them: in real networks one does not expect to recover the communities with perfect accuracy, and so it makes semse to study models in which this is not possible either.
Although sparse graphs are immensely important, there is not yet much known about very sparse stochastic block models. In particular, there is a gap between what is known for block models with a constant average degree and those with an average degree that grows with the size of the graph. In the latter case, it is often possible -by one of the methods mentioned above -to exactly identify the communities with high probability. On the other hand, simple probabilistic arguments show that complete recovery of the communities is not possible when the average degree is constant. A particularly interesting and difficult case is where the degree distribution is identical in all communities. In this case, we know of only one algorithmdue to Coja-Oghlan [5] , and based on spectral methods -which is guaranteed to do anything at all, in the sense that it produces communities which have a better-than-50% overlap with the true communities.
Despite the lack of rigorous results, a beautiful conjectural picture has recently emerged, supported by simulations and deep but non-rigorous physical intuition. We are referring specifically to work of Decelle et al. [7] , who conjectured the existence of a threshold, below which is it not possible to find the communities better than by guessing randomly. In the case of two communities of equal size, they pinpointed the location of the conjectured threshold. In [17] it was established that indeed below the conjectured threshold one cannot do better than guessing randomly.
Our results: optimal reconstruction
Given that even above the threshold, it is not possible to completely recover the communities in a sparse block model, it is natural to ask how accurately one may recover them. In [17] , we gave an upper bound on the recovery accuracy; here, we will show that that bound is tight -at least, when the signal to noise ratio is sufficiently high -by giving an algorithm which performs as well as the upper bound.
Our algorithm, which is based on belief propagation, is essentially an algorithm for locally improving an initial guess at the communities. In our current analysis, the initial guess is provided by Coja-Oghlan's spectral algorithm [5] , which we use as a black box. We should mention that standard belief propagation with random uniform initial messages and without our modifications and also without a good initial guess, is also conjectured to have optimal accuracy [7] . However, at the moment, we don't know of any approach to analyze the vanilla version of BP for this problem.
As a major part of our analysis, we prove a result about Markov processes on trees, which may be of independent interest. Specifically, we prove that if the signal-to-noise ratio of the Markov process is sufficiently high, then adding extra noise at the leaves of the tree does not hurt our ability to guess the label of the root given the labels of the leaves. We prove our result for regular trees and Galton-Watson trees with Poisson offspring, but we conjecture that it also holds for general trees, and even if the signal-to-noise ratio is low.
Definitions and main results
The block model
In this article, we restrict the stochastic block model to the case of two classes with roughly equal size.
Definition 2.1 (Block Model).
The block model on n nodes is constructed by first labelling each node + or − with equal probability independently. Then each edge is included in the graph independently, with probability a n if its endpoints have the same label and b n otherwise. Here a and b are two positive parameters.
For us, a and b will be fixed, while n tends to infinity. More generally one may consider the case where a and b may be allowed to grow with n.
We recall the following conjecture:
Conjecture 2.2 (Decelle et al. [7] ). For the block models with parameters a and b it holds that
• If (a − b) 2 < 2(a + b) then the node labels cannot be inferred from the unlabelled graph with better than 50% accuracy (which could also be done just by random guessing).
• if (a−b) 2 > 2(a+b) then it is possible to infer the labels with better than 50% accuracy.
This first part of the conjecture was verified by the authors [17] , but the second part of the conjecture is still open.
Broadcasting on Trees
The proof in [17] will be important to us here, so we will introduce one of its main ingredients, the broadcasting process on a tree.
Consider an infinite, rooted tree. We will identify such a tree T with a subset of N * , the set of finite strings of natural numbers, with the property that if v ∈ T then any prefix of v is also in T . In this way, the root of the tree is naturally identified with the empty string, which we will denote by ρ. We will write uv for the concatenation of the strings u and v, and L k (u) for the kth-level descendents of u; that is, L k (u) = {uv ∈ T ∶ v = k}. Also, we will write C(u) ⊂ N for the indices of u's children relative to itself. That is, i ∈ C(u) if and only if ui ∈ L 1 (u). Definition 2.3 (Broadcasting process on a tree). Given a parameter η ∈ [0, 1 2) and a tree T , the broadcasting process on T is a two-state Markov process {σ u ∶ u ∈ T } defined as follows: let σ ρ be + or − with probability Then, for each u such that σ u is defined and for each v ∈ L 1 (u), let σ v = σ u with probability 1 − η and σ v = −σ ρ otherwise.
This broadcasting process is extensively studied, where the major question is correlation between the inferred label of the root given the labels at some large level and the true value of the root. Answering this question for general trees was solved definitively by Evans et al. [9] , after many other contributions including [2, 12] . Specifically, Evans et al. showed the following Theorem 2.4 (Tree reconstruction threshold [9] ). Let θ = 1 − 2η and d be the branching number of T . Then
The theorem implies in particular that if dθ 2 > 1 then for every k there is an algorithm which guesses σ ρ given σ L k (ρ) , and which succeeds with probability bounded away from 1 2. If dθ 2 ≤ 1 there is no such algorithm. We refer the reader to [9] for the definition of the branching number. For our purposes it suffices to know that a (d + 1)-regular tree has branching number d and that a super-critical Poisson branching process tree with mean d has branching number d.
The block model and broadcasting on trees
The connection between the community reconstruction problem on a graph and the root reconstruction problem on a tree was first pointed out in [7] and made rigorous in [17] . The basic idea is the following:
• A neighborhood in G looks like a Galton-Watson tree with offspring distribution Pois((a+b) 2) (which almost surely has branching number d = (a + b) 2).
• The labels on the neighborhood look as though they came from a Markov process with parameter η = b a+b .
• With these parameters,
, and so the conjectured threshold for community reconstruction is the same as the proven threshold for tree reconstruction.
This local approximation can be formalized as convergence locally on average, a type of local weak convergence defined in [16] . We should mention that in the case of more than two communities (i.e. in the case that the Markov process has more than two states) then the picture becomes rather more complicated, and much less is known, see [7, 17] for some conjectures.
Reconstruction Probabilities on Trees and Graphs
The broadcasting question asks if one can achieve asymptotically reconstruction probability better than 1 2. Here, we will be interested in more detailed information about the reconstruction probability both on trees and on graphs.
Note that in the tree reconstruction problem, the optimal estimator of σ ρ given σ L k (ρ) is easy to write down: it is simply the sign of
Compared to the trivial procedure of guessing σ ρ completely at random, this estimator has an expected gain of
It is now natural to define:
Definition 2.5 (Tree reconstruction probability). Let T be an infinite GaltonWatson tree with Pois((a+b) 2) offspring distribution, and η = b a+b . Consider the broadcasting process on the tree with parameters a, b and define:
to be the probability of correctly inferring σ ρ given the "labels at infinity."
We remark that the limit always exists because the right-hand side is non-increasing in k. Moreover, the result of Evans et al. [9] shows that
One of the main results of [17] is that the graph reconstruction problem is harder than the tree reconstruction problem in the sense that for any community-detection algorithm, the asymptotic accuracy of that algorithm is bounded by p T (a, b). Definition 2.6 (Graph reconstruction probability). Consider the block model on n vertices with parameters a, b where a + b > 1. Let
be the best reconstruction probability for the cluster for any algorithm that is a function of G only. Let
One should think of p G,n as the optimal fraction of nodes that can be reconstructed correctly. Note that the symmetry between the + and − is reflected in this definition. Then an immediate corollary of the analysis of [17] implies that
Note in particular, this shows that no algorithm can do better asymptotically than a random guess if (a − b) 2 ≤ 2(a + b). Indeed, that condition implies (by Theorem 2.4) that p T (a, b) = 1 2.
Our results
In this paper, we consider the high signal-to-noise case, namely the case that (a − b) 2 is significantly larger than 2(a + b). In this regime, we give an algorithm (Algorithm 1) which achieves an accuracy of p T (a, b).
Moreover, there is a polynomial time algorithm that for all such a, b and every ǫ > 0, the algorithm reconstructs the labels correctly with probability
We remark that the ln(a+b) term in Theorem 2.8 is necessary only because it is a condition for Coja-Oghlan's spectral algorithm [5] to work. Since we use that algorithm only as a black box, the ln(a + b) term in Theorem 2.8 can be removed as soon as there is some algorithm which works for (a − b) 2 ≥ C(a + b).
Robust Reconstruction
A key ingredient of the proof is a procedure for amplifying a clustering that is a slightly better than a random guess to obtain optimal clustering. In order to discuss this procedure, we define the problem of "robust reconstruction" problem on trees. Definition 2.9 (Robust Reconstruction on Trees). Consider the broadcast process on trees with an additional parameter 0 ≤ δ < 1 2 and some extra variables {τ u ∶ u ∈ T }, which are independent conditioned on {σ u ∶ u ∈ T } and satisfy Pr(τ u = σ u ) = 1 − δ. In other words, each τ u is sampled independently by flipping σ u with probability δ (we call τ the "noisy labeling.")
We define the robust reconstruction probability as:
There is a substantial difference between the roles of σ and τ , which is worth pointing out explicitly: the noise introduced in σ propagates down the tree, while the noise introduced in τ does not. In this sense, the extra noise introduced by τ is not particularly important. We note that the results of [9] imply that the reconstruction threshold does not depend on δ: for any 0 ≤ δ < 1 2, σ ρ can be inferred from τ L k (ρ) better than random for large k if and only if θ 2 d > 1.
In our main technical result we show that when a − b is large enough then in fact the extra noise does not have any effect on the reconstruction probability.
We conjecture that the robust reconstruction accuracy is independent of δ for any parameters, and also for more general trees; however, our proof does not naturally extend to cover these cases.
Algorithmic amplification and robust reconstruction
Our second main result connects the community detection problem to the robust tree reconstruction problem: we show that given a suitable algorithm for providing an initial guess at the communities, the community detection problem is easier than the robust reconstruction problem, in the sense that one can achieve an accuracy ofp T (a, b).
Theorem 2.11. Consider an algorithm for reconstructing the block models which satisfies that with high probability it labels 1 2 +δ of the nodes accurately. Then the algorithm can be used in a black box manner to provide an algorithm whose success probability isp T (a, b).
The theorem above easily extends to other versions of the block models though for more general models, it is not necessarily the case thatp
Using Coja-Oghlan's spectral algorithm [5] to provide an initial guess, we show that our algorithm obtains the desired accuracy provided that (a−b) 2 ≥ C(a + b) ln(a + b) thus proving the main result of the paper, since, by the main technical result,p T = p T in this regime and so our algorithm attains accuracy p T . Since, by [17] , p T is an upper bound on the accuracy of any algorithm, our algorithm is optimal.
Algorithm Outline
Before getting into the technical details, let us give an outline of our algorithm: for every node u, we remove a neighborhood (whose radius r is slowly increasing with n) of u from the graph G. We then run a black-box community-detection algorithm on what remains of G. This is guaranteed to produce some communities which are correlated with the true ones, but they may not be optimally accurate. Then we return the neighborhood of u to G, and we consider the inferred communities on the boundary of that neighborhood. Now, the neighborhood of u is like a tree, and the true labels on its boundary are distributed like σ Lr(u) . The inferred labels on the boundary are hence distributed like τ Lr(u) for some 0 ≤ δ < 1, and so we can guess the label of u from them using robust tree reconstruction. Since robust tree reconstruction succeeds with probability p T regardless of δ, our algorithm attains this optimal accuracy even if the black-box algorithm does not.
To see the connection between our algorithm and belief propagation, note that finding the optimal estimator for the tree reconstruction problem requires computing Pr(σ u τ Lr(u) ). On a tree, the standard algorithm for solving this is exactly belief propagation. In other words, our algorithm consists of multiple local applications of belief propagation. Although we believe that a single global run of belief propagation would attain the same performance, these local instances are easier to analyze.
Robust Reconstruction on Regular Trees
Our main effort is devoted to proving Theorem 2.10. Since the proof is quite involved, we begin with a somewhat easier case of regular trees which already contains the main ideas of the proof. The adaptation to the case of Poisson random trees will be carried in Section 5. 
Here, we say that X u,k is the magnetization of u given σ L k (u) . Note that by the homogeneity of the tree, the definition of x k is independent of u. A simple application of Bayes' rule (see Lemma 1 of [3] ) shows that (1 + x k ) 2 is the probability of estimating σ ρ correctly given σ L k (ρ) . We may also define the noisy magnetization Y :
As above, (1 + y k ) 2 is the probability of estimating σ ρ correctly given τ L k (ρ) . In particular, the analogue of Theorem 2.10 for d-ary trees may be written as follows: Our main method for proving Theorem 3.2 (and also Theorem 2.10) is by studying certain recursions. Indeed, Bayes' rule implies the following recurrence for X (see, eg., [18] ):
The same reasoning that gives (3) also shows that (3) also holds when every instance of X is replaced by Y . Since our entire analysis is based on the recurrence (3), the only meaningful (for us) difference between X and Y is that their initial conditions are different:
In fact, we will see later that Theorem 3.2 also holds for some more general estimators Y satisfying (3).
The simple majority method
Our first step in proving Theorem 3.2 is to show that when θ 2 d is large, then both the exact reconstruction and the noisy reconstruction do quite well. While it is possible to do so by studying the recursion (3), such an analysis is actually quite delicate. Instead, we will show this by studying a completely different estimator: the one which is equal to the most common label among
This estimator is easy to analyze, and it performs quite well; since the estimator based on the sign of X ρ,k is optimal, it performs even better. The study of the simple majority estimator is quite old, having essentially appeared in the paper of Kesten and Stigum [12] ; however, we include most of the details for the sake of completeness.
4 The simple majority method
We will attempt to estimate σ ρ by sgn(S ρ,k ) or sgn(S ρ,k ); when θ 2 d is large enough, these estimators turn out to perform quite well. We will show this by calculating the first two moments of S u,k andS u,k . The first moments are trivial, and we omit the proof:
Lemma 4.1.
The second moment calculation uses the recursive structure of the tree. The argument not new, but we include it for completeness. Lemma 4.2.
Proof. We decompose the variance of S k by conditioning on the first level of the tree:
Now, S k = ∑ u∈L 1 S u,k−1 , and S u,k−1 are i.i.d. under Pr + . Thus, the first term of (4) decomposes into a sum of variances:
For the second term of (4), note that (by Lemma 4.1), E(S u,k−1 σ u ) is (θd) k−1 with probability 1 − η and −(θd) k−1 otherwise. Since E(S u,k−1 σ u ) are independent as u varies, we have
Plugging this back into (4), we get the recursion
Since Var + S ρ,0 = 0, we solve this recursion to obtain
Taking k → ∞ in Lemmas 4.1 and 4.2, we see that if θ 2 d > 1 then
In other words, the estimators sgn(S k ) and sgn(S k ) succeed with probability at least 1 −
is the optimal estimator of σ ρ given τ L k , and its success probability is exactly (1+y k ) 2. Hence this quantity must be larger than the success probability of sgn(S k ) (and similarly for x k and sgn(S k )). Putting this together, we arrive at the following estimate:
Since X u,k ≤ 1 and x k = E(X u,k σ u = +), we apply Markov's inequality to Lemma 4.3 to show that X u,k is large with high probability:
There is a constant C such that for all k ≥ K(δ) and all t > 0
As we will see, Lemma 4.3 and the recursion (3) are really the only properties of Y that we will use. Hence, from now on Y u,k need not be defined by (2) . Rather, we will make the following assumptions on Y u,k : Assumption 4.1. There is a K = K(δ) such that for all k ≥ K, the following hold:
We will prove Theorem 3.2 under Assumption 4.1. Note that part 2 above immediately implies
Also, part 3 implies that Lemma 4.4 holds for Y .
The recursion for small θ
Our proof of Theorem 3.2 proceeds in two cases, with two different analyses. In the first case, we suppose that θ is small (i.e., smaller than a fixed, small constant). In this case, we proceed by Taylor-expanding the recursion (3) in θ.
Proposition 4.5. There are absolute constants C and θ * > 0 such that if
Note that Proposition 4.5 immediately implies that if dθ 2 ≥ C and
In proving Proposition 4.5, the first step is to replace the right hand side of (3) with something easier to work with; in particular, we would like to have something without X in the denominator. For this, we note that
, and a ′ and b ′ are the same quantities with Y replacing X, then
Using Taylor's theorem, the right hand side can be bounded in terms of (b a) p − (b ′ a ′ ) p for some 0 < p < 1 of our choice: Lemma 4.6. For any 0 < p < 1 and any x, y ≥ 0,
and g(x) = x p . By the fundamental theorem of calculus, the proof would follow from the inequality
As an immediate consequence of Lemma 4.6 (for p = 1 4) and the discussion preceding it,
Next, we present a general bound on the second moment of differences of products. Of course, we have in mind the example A i = ( (A 1 , B 1 
where m = max{EA 2 , EB 2 }.
Consider the function f x (y)
Since f x (y) = 0 = f ′ x (y), Taylor's theorem implies that if x ≥ y then
Moreover, if we swap x and y in (7), we see that y ≥ x implies
In other words, (7) also holds for x ≤ y. Applying (7) to (6) with x and y equal to EA 2 and EB 2 respectively, we have
where the second inequality used Taylor's theorem for the function
As we said before, we will apply Lemma 4.7 with A i = (
and
To make the lemma useful, we will need to bound EA . In other words, we will bound
and the same expression with Y instead of X.
Lemma 4.8. There is a δ > 0 such that if x ≤ δ then
Proof. For small δ and x ≤ δ,
Lemma 4.9. For every ǫ > 0 there is a θ * > 0 such that if θ < θ * and θ 2 d ≥ 20 then
Proof. By Lemma 4.8, we have
The same argument applies to B i , but using Y i instead of X i .
The EA 2 − EB 2 term
In this section, we will bound the EA 2 − EB 2 term in Lemma 4.7, bearing in mind that the bound has to be at most of order θ 2 in order for d 2 (EA 2 −EB 2 ) 2 to be a function of dθ 2 . Note that the distribution of A i conditioned on σ v = + is equal to the distribution of 1 A i conditioned on σ v = −. Hence,
Now,
(recalling in the last line that θ = 1 − 2η).
Lemma 4.10.
There is a θ * > 0 such that if θ < θ * then
Proof. By a direct computation,
Since x ≤ 1, we have
The result follows because 1 − θ 2 and 1 + θ 2 can be made arbitrarily close to 1 by taking θ * small enough. Now we apply (9) with Lemma 4.10 to obtain the promised bound on
There is a θ * > 0 such that for all θ < θ * ,
Proof. By (8) and (9) (and analogously with A replaced by B), we have
For a general function f we have
dx . Applying this fact with the function f (x) = 1−θ 2 x √ 1−θ 2 x 2 and the bound of Lemma 4.10,
Finally, note that
Proof of Proposition 4.5
Finally, we use Lemma 4.7 to prove Proposition 4.5. The bound on m is provided by Lemma 4.9, while the bound on EA 2 − EB 2 is provided by Lemma 4.11.
Proof of Proposition 4.5. Taking the square of (5) and taking the expectation on both sides, we have
Conditioned on σ u , the pairs (A i , B i ) are i.i.d. and so Lemma 4.7 implies that
where 
provided that θ * is sufficiently small. Define
By Lemma 4.9, if θ * is sufficiently small then m ≤ 1−θ 2 y k 4 ≤ exp(−θ 2 y k 4). Moreover, Lemma 4.11 implies that (a − b) 2 ≤ 5θ 4 z. Plugging these and (11) back into (10), we have 
Finally, note that if dθ 2 is sufficiently large then
The recursion for large θ
To handle the case in which θ is not small, we require a different argument. In this case, we study the derivatives of the recurrence, obtaining the following result:
Combined with Proposition 4.5, this proves Theorem 3.2. Let g(x) denote the recurrence (3):
Define
If x i ≤ 1 then g 1 and g 2 are both positive, so
; of course, we also have the symmetric bound
By (14) and since θ 2 x i ≤ 1,
The point is that if σ u = + then for most v ∈ L 1 (u), X v,k will be close to 1 and so h + i (X L 1 (u),k ) will be small. On the other hand, if σ u = − then for most v ∈ L 1 (u), X v,k will be close to −1 and so h 
Then the mean value theorem implies that
Note that the two terms on the right hand side of (16) are dependent on one another. Hence, it will be convenient to bound h + i (X L 1 (u),k ) by something that doesn't depend on X ui . To that end, note that for x i ≤ 1, we have 1 + θx i ≥ 1 − θ = 2η, and so
Since m i (x) doesn't depend on x i , it follows that m i (X L 1 (u),k ) is independent of X ui,k given σ u (and similarly with Y instead of X). Hence, (16) implies that
To prove Proposition 4.12, it therefore suffices to show that
is a product of independent (when conditioned on σ u ) terms, it is enough to show that each of these terms has small expectation. The following lemma will help bounding these terms.
Lemma 4.13. For any 0 < θ * < 1, there is some d * = d * (θ * ) and some
Proof. Fix some ǫ = ǫ(θ * ) > 0 to be determined later. Take t = Cǫ −1 η −3 4 in Lemma 4.4 large enough so that the Lemma reads
Then take d * large enough (depending on ǫ and θ * so that
Since Pr(σ ui = + σ u = +) = 1 − η, the union bound implies that
Now consider the quantity
Note that f (x) is decreasing in x, and hence
for any random variable X supported on [−1, 1] and for any s ∈ [−1, 1]. Applying this for X = X ui,k and s = 1 − ǫη 1 4 , we have (by (19) )
We will now check that if η ≤ 1−θ * 2 < 1 2 then each term on the right hand side of (20) can be made strictly smaller than 1 2, and also smaller than 2η 1 4 , by taking ǫ = ǫ(θ * ) small enough. This will complete the proof of the Lemma.
We consider the term involving f (−1) first:
On the interval η ∈ [0,
is bounded away from 1 2, and η 1 4 √ 1 − η is bounded above. Hence, (21) is bounded away from 1 2 as long as ǫ(θ * ) is small enough. On the other hand, (21) is also bounded by 2η 1 4 as long as ǫ ≤ 1.
Next, we consider the f (1 − ǫη 1 4 ) term of (20) . Note that θ(1 − ǫη 1 4 ) ≥ 1 − 2η − ǫη 1 4 and so
where the second equality follows from applying Taylor's theorem to the function x (1 − x). Thus,
(1 − η).
As before, on the interval η ∈ [0,
is bounded away from 1 2, and η 1 4 (1 − η) is bounded above. Hence, (22) is bounded away from 1 2 as long as ǫ(θ * ) is small enough. On the other hand, (22) is also smaller than 2η 1 4 as long as ǫ is small enough compared to C.
We now prove Proposition 4.12.
Proof. By Lemma 4.13, and the definition (17) of m i , it follows that
The same argument applies with Y replacing X, and hence
By (18), we have
and so we have proved Proposition 4.12.
Reconstruction accuracy on Galton-Watson trees
In this section, we will adapt the proof of the d-ary case (Theorem 3.2) to the Galton-Watson case (Theorem 2.10). Let T ⊂ N * be a Galton-Watson tree with offspring distribution Pois(d). Recall that such a tree may be constructed by taking, for each u ∈ N * , an independent Pois(d) random variable D u . Then define T ⊂ N * recursively by starting with ∅ ∈ T and then taking ui ∈ T for i ∈ N if u ∈ T and i ≤ D u . As in Section 3, we let {σ u ∶ u ∈ T } be distributed as the two-state Markov process on T with parameter η, and let {τ u ∶ u ∈ T } be the noisy version, with parameter δ. We recall the magnetization
Note that unlike in Section 3, X u,k now depends on both the randomness of the tree and the randomness of σ. Hence, x k now averages over both the randomness of the tree and the randomness of σ. We recall that X satisfies the recursion (3). As in Section 3, we will let {Y u,k } be any collection of random variables which satisfies the same recursion (for large enough k), and for which Y u,k is a good estimator of σ u given σ L k (u) . Assumption 5.1. There is a K = K(δ) and a constant c > 0 such that for all k ≥ K, the following hold:
Note that Assumption 5.1 is the same as Assumption 4.1 except for part 3, which in Assumption 5.1 has an extra term depending only on d. As we will explain in more detail later, it is not possible to avoid this extra term, because in a Galton-Watson tree, there is always a possibility of having a tree which is small or extinct. In that case, Y ρ,k will not be close to 1. Thus in order to prove Theorem 2.10 it suffices to prove that Y satisfies part 3 of assumption 5.1 as well as the following theorem:
Recall that p T (a, b) is equal to lim k→∞ x k in the case d = (a + b) 2 and η = b (a + b), and thatp T (a, b) is equal to lim k→∞ y k in the same case. In particular, Theorem 5.1 immediately implies Theorem 2.10.
Large expected magnetization
The first step towards extending Theorem 3.2 to the Galton-Watson case is an analogue of Lemma 4.3: we need to show that the magnetization of each node tends to be large.
There is a universal constant c > 0 such that for all sufficiently large n (depending on θ, d, and δ)
and similarly for y n .
Note that the proposition implies that Y satisfies part 3 of Assumption 5.1. It will also be used in the prior of the theorem.
In the regular case, the proof of Lemma 4.3 was based on the fact that a simple majority vote at the leaves estimates the root well. Here, we will follow Evans et al. [9] by using a weighted majority vote. For this, we will need to use the terminology of electrical networks, in particular the notion of effective conductance and effective resistance. An introduction to these concepts may be found in [14] ; the essential properties that we will need are that conductances add over parallel paths, while resistances add over consecutive paths.
On our tree T , put a resistance of (1 − θ 2 )θ −2k on an edge e whose child is in generation k. We write C eff (k) for the effective conductance between the root and level k and R eff (k) for 1 C eff (k). Also, attach an additional "noisy" node to each node at level k, with resistance (1 − θ 2 )(1 − 2δ)θ −2k ; then let C ′ eff (k) be the effective conductance between the root and these nodes and let 
We mention that w(v) in Theorem 5.3 is proportional to the unit current flow from ρ to v; for our work, however, we only need to know that it exists and that it can be easily computed.
Consider the estimators sgn(R k ) and sgn(S k ) for σ ρ . By Chebyshev's inequality,
and similarly Pr(
In particular, if we can show that C eff (k) and C ′ eff (k) are large, we will have shown that sgn(S k ) and sgn(R k ) are good estimators of σ ρ . Since sgn(X k,ρ ) and sgn(Y k,ρ ) are the optimal estimators of σ ρ given, respectively, σ L k (ρ) and τ L k (ρ) , this will prove that x k and y k are large. Note that this is exactly the same method that we used to show that x k and y k are large in the d-regular case; the difference here is that we need to consider a weighted linear estimator instead of an unweighted one.
Proof. The proof is by induction. Note that C eff (0) = 1 − θ 2 and C ′ eff (0) = (1 − θ 2 )(1 − 2δ). We will write the rest of the proof only for C eff , but the same argument holds with C
Now, the first k levels of a Galton-Watson tree consists of a root with Pois(d) independent subtrees. Each subtree has a conductance distributed like
The subtrees are in parallel, so the whole tree has conductance
, and so
In particular, if d is sufficiently large then e −cd < 1 2 and hence every median of C eff (k) is larger than θ 2 dα k−1 4. In particular, α k ≥ min{(2η) −1 , θ 2 dα k−1 4}. Hence, if θ 2 d > 4 and k is sufficiently large then α k ≥ (2η) −1 . Applying this to (25) completes the proof for C eff (n).
We can now prove Proposition 5.2
Proof. The proof follows Theorem 5.3 and Lemma 5.4.
Note that there is an additional term in the bound which depends only on d and not on η. This term is necessary because there is an extinction probability which is independent of η, and on the event of extinction, x n = 0 for all sufficiently large n.
The small-θ case
The proof of Proposition 4.5 extends fairly easily to the Galton-Watson case. The weakening of Lemma 4.3 to Proposition 5.2 makes hardly any difference because the proof of Proposition 4.5 only needed x k ≥ 1 2.
Proposition 5.5. Consider the broadcast process on a Poisson Galton Watson tree. Then there are absolute constants C and θ * > 0 such that if dθ 2 ≥ C and θ ≤ θ * then for all k ≥ K(θ, d, δ),
The proof uses the lemmas in Section 4.1 as is. Among the lemmas, the only one requiring a minor modification is the proof of Lemma 4.9 where instead of using Lemma 4.3, we use Proposition 5.2. The following is a description of the adaptation of the proof of Proposition 4.5.
Proof. Let D be the number of children of u, so that D ∼ Pois(d). By conditioning on D and following the proof of Proposition 4.5, we see that (12) implies
, its moment generating function is Ee tD = e d(e t −1) . Setting t = −θ 2 32, we have e t ≤ 1 + t 2 for all θ ∈ [0, 1]; hence,
That is,
In particular, the right hand side is smaller than z 2 if θ 2 d is sufficiently large.
The large-θ case
We now explain how to modify the proof of Proposition 4.12 to yield the following analog for Poisson trees. 
In extending the proof of Proposition 4.12 to the Galton-Watson case, there is one main obstacle: the proof of Lemma 4.13 requires the degree to be sufficiently large (say, at least 10), and if d is not large enough then it only shows that E( m(X ui ) σ u = +) ≤ Cη −2 . In particular, suppose that the mean degree d of the Poisson tree is large but fixed and η → 0. There is some probability (which is small in terms of d, but independent of η) that u has only a few (say, 2) children. Hence, unless we can bound, for example,
(where D is the number of children of u) by something independent of η, we cannot hope to extend Proposition 4.12 to the Galton-Watson case. The following lemma bounds the term for all degrees.
Lemma 5.7. There is a universal constant C such that when D ≥ 1,
With Lemma 5.7 in hand, the proof of Proposition 5.6 follows fairly easily from Lemma 4.13.
Proof of Proposition 5.6. Fix θ * and the resulting λ coming from Lemma 4.13. Take d * large enough so that
By (18), we thus have
Since X ui,k and Y ui,k are independent of D, we can remove the conditioning on D from the right hand side:
Now we need to prove a similar bound for small D; for this we use Lemma 5.7.
where the last inequality holds if d is sufficiently large. Combining this with (26), we have
which completes the proof of Proposition 5.6.
Proof of Lemma 5.7
Since the proof Lemma 5.7 is somewhat long, and involves several different cases, we begin with an overview. For this overview, we restrict to the case D = 2, which is the hardest. First of all, we can assume that X ui,k and Y ui,k are close together, since if they are far apart then the ratio X u,k+1 − Y u,k+1 X ui,k − Y ui,k cannot be large. Next, we restrict to the case that X ui,k and Y ui,k are both close to 1. Indeed, if they are bounded away from 1 and −1, then one checks that h i is bounded which results again in a bound on the ratio. Thus we can assume without loss of generality that they are both close to 1. Now there is a bad case and a good case: in the good case, X uj,k and Y uj,k are close to 1 (for j ≠ i) and h i is small. In the bad case, X uj,k and Y uj,k are close to −1 and h i is large. However, the bad case has small probability because if X ui,k is close to 1 then conditioned on X ui,k , X uj,k and Y uj,k are also close to 1 with high probability. By comparing this small probability with the size of h i in the bad case, we prove the lemma.
Proof. We begin with an slightly improved version of (16): since X u,k+1 − Y u,k+1 ≤ 2, we can trivially improve (16) to
Splitting the maximum into a sum, it is therefore enough to show that
and similarly with h i (X) replaced by h i (Y ). We will show (27) by conditioning on X ui,k and Y ui,k ; that is, we will show the stronger statement
(and similarly with h(Y ) instead of h(X)). Taking the expectation on both sides of (28) then recovers (27).
Fix some constant 0 < ǫ < 1 4. Note that if
and so (28) holds trivially, with
Hence, it follows from Lemma 4.13 that in this case,
and so (28) holds with C = 2 ǫ. Of course, everything that we have said so far also holds with h(Y ) replacing h(X).
We are therefore left with the case that X ui,k −Y ui,k ≤ ǫ and max{ X ui,k , Y ui,k } ≥ 1−ǫ. Since ǫ < 1 4, it follows that X ui,k and Y ui,k have the same sign. Without loss of generality, they are both positive; hence, if
and so
Since X ui,k is positive,
and similarly for Y . By Lemma 4.13, we have
since the X uj,k are independent conditioned on σ u . On the other hand, for any random variable Z,
we see that the first term is bounded by 2 X ui,k − Y ui,k . Hence, if we can show that (on the event 0
then the proof is complete. First, let us show that we can drop the η from the left hand side. Indeed,
Then Lemma 4.13 implies that
In particular, we have
Combining this with (30), it remains to show that
Now, if V ≤ 2W then by (31) we have
which proves (32) and hence completes the proof. For the final case, if
with the last inequality following because X ui,k − Y ui,k ≤ 2.
From trees to graphs
In this section, we will give our reconstruction algorithm and prove that it performs optimally. We consider the stochastic block model on a graph G with n vertices and with parameters a n and b n. Let V (G) = V + ∪ V − be the decomposition of G's vertices into the two classes. Coja-Oghlan [5] gave a spectral algorithm, Partition, on a stochastic block model with deterministic labels.
Theorem 6.1. There is a universal constant C such that if a + b ≥ C, V + = (1 + o(1))n 2 as n → ∞, and
then asymptotically almost surely, Partition produces a partition W + ∪W − = V (G) such that W + ∆V i ≤ n 10 and some i ∈ {+, −}.
Note that by symmetry, Theorem 6.1 also implies that W − ∆V j ≤ n 10 for j ≠ i ∈ {+, −}. In other words, Partition recovers the correct partition up to a relabelling of the classes and an error of 10%. Note that W + ∆V i = W − ∆V j . Let δ(G) be the limiting fraction of vertices that are mis-labelled.
For v ∈ G and R ∈ N, define B(v, R) = {u ∈ G ∶ d(u, v) ≤ R} and S(v, R) = {u ∈ G ∶ d(u, v) = R}. For a tree t of depth R with a labelling τ on its leaves, we consider the following estimator of its root's label: first, take K large enough so that Lemma 5.4 holds for k = K. We remark that the reason for taking this two-stage definition of Y is because we don't necessarily know how much noise there is on the leaves (i.e., δ), and so we cannot define Y by (2) . Defining Y as we have done avoids the need to know δ, while still satisfying the required assumptions. Note that the Theorem from [17] shows that for any algorithm, W + * ∆V i ≥ (1 − o(1))n(1 − p T (a, b) To complete the proof of (33) (and hence Theorem 6.2), we need to discuss the coupling between graphs and trees. We will invoke a lemma from [17] which says that a neighborhood in G can be coupled with a multitype branching process of the sort that we considered in Section 5. Indeed, let T be the Galton-Watson tree of Section 5 (with d = (a + b) 2) and let σ ′ be a labelling on it, given by running the two-state Markov process with parameter η = b (a + b). We write T R for T ∪ N R ; that is, the part of T which has depth at most R. Armed with Lemma 6.5, we will consider a slightly different method of generating G, which is nevertheless equivalent to the original model in the sense that the new method and the old method may be coupled a.a.s. In the new construction, we begin by assigning labels to V (G) uniformly at random. Beginning with a fixed vertex v, we construct B(v, R−1) by drawing a GaltonWatson tree of depth R − 1 rooted at v, with labels distributed according to the Markov model. On the vertices that remain (i.e., those that were not used in B(v, R − 1)), we construct a graph G ′ according to the stochastic block model with parameters a n and b n. Finally, we join B(v, R − 1) to the rest of the graph: for every vertex u ∈ S(v, R−1), we draw Pois(a (a+b)) vertices at random from G ′ with label σ u and Pois(b (a + b) ) vertices from G ′ with label −σ u ; we connect all these vertices to u. It follows from Lemma 6.5 that this construction is equivalent to the original construction. It also follows from Lemma 6.3 that G ′ ≥ n − O(n 1 8 ) a.a.s.
The advantage of the construction above is that it becomes obvious that G ′ = G ∖ B(v, R − 1) is independent of both B(v, R − 1) and the edges joining B(v, R − 1) to G ′ . Since W + v and W − v are both functions of G ′ only, it follows that B(v, R − 1) and its edges to G ′ are also independent of W + v and W − v . Let us therefore examine the labelling {ξ u ∶ u ∈ S(v, R)} produced in line 7 of Algorithm 1. Since ξ is independent of the edges from B(v, R − 1) to G ′ , it follows that for every neighbor w ∈ G ′ of u ∈ B(v, R − 1), we have (independently of the other neighbors)
and similarly when σ u = −. Now, recall from Theorem 6.1 that By line 8 of Algorithm 1, this completes the proof of (33).
