In order to better solve the shortcomings of Deep Neural Networks (DNNs) susceptible to adversarial examples, evaluating existing neural network classification performance and increasing training sets to improve the robustness of classification models require more effective methods of the adversarial examples generation. Under the black-box condition, less information about parameters of the classification model, limited query times, and less feedback information available, it is difficult to generate adversarial examples against the black-box model. In order to further improve the efficiency of the adversarial images generation, we propose two different variants of Partial Swarm Optimization algorithm (vPSO) base on the traditional Partial Swarm Optimization for the targeted and non-targeted attack under conditions of the completely black-box. Compared with the existing of the state-of-the-art generation algorithm, the vPSO effectively reduce the number of queries to the black-box classifier and the dependence on the feedback information. The success rate of the targeted attack is up to 96.0% and the average number of queries for the black-box model is greatly reduced. Furthermore, we propose an efficient target image screening method in targeted attacks, as well as the concept of easy-to-attack and hard-to-attack images in non-targeted attacks, and give corresponding distinctions.
some elaborate examples which are incorrectly classified, by adding small-magnitude perturbation that does not affect human recognition. Szegedy et al. [15] were the pioneers who found the existence of adversarial examples [16] in the image classification domain, proposed the concept of adversarial's examples [21] . Then many researchers are attempting to find more weakness about Deep Neural Networks and produce more adversarial examples so that the users can train a more robust and secure DNN's model. From a practical point of view, it is critical to be able to generate more versatile adversarial examples with fewer model queries in short time. Both the total amount of change and the rate of the adversarial examples' generation are different along with the different application algorithms and the performance of them.
For instance, Wieland Brendel et al. [22] proposed the boundary attack method which is a decision-based attack that started from a large adversarial perturbation, and this method which depended on the final model decision is applicable to real-world black-box models such as autonomous cars, need less knowledge and is easier to be applied than transferability-based attacks and is more robust towards VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ simple defences than gradient or score-based attacks. However, on the L 2 distance curve of the adversarial examples generation we can see the mean queries are up to 100k times when the L 2 distance meets the requirements of visual recognition. The amount of mean queries is too high and the time of adversarial examples generation is too long to to avoid the detection by black-box model. Another popular black-box attack method was proposed by Ilyas et al. [23] , and they used the projected gradient descent (PGD) and natural evolutionary strategies (NES) to implement the black-box attacks. To mimic the real black-box attack scenario, they minimize the dependence to the information output by calling the attacked model, and just utilize the top − k classification labels and the confidence scores which are returned by the classifier. Their mothed is called gradient estimation which could achieve in far fewer queries than typical finite-differences methods. But in general, this method requires large of queries to the black-box model when successfully generating adversarial examples. There is still room for improvement for adversarial examples' attacking success rate and the confidence level.
A. MOTIVATION AND CONTRIBUTIONS
In order to further improve the efficiency of adversarial examples generation, reduce the dependence on the feedback information of the targeted model [24] , and increase the success rate of attacks on the targeted attack and non-targeted, we modify the standard PSO [25] according to the application condition, and propose two variants of PSO towards the targeted and non-targeted attack, as well as the concept of optimal position of pixel attributes. the novel algorithm is successfully applied in our approaches. Our contributions of this paper are as follows: 1) We design and propose two variants of PSO algorithm (vPSO) as approaches for generating black-box adversarial examples and it is more efficient in targeted and non-targeted attack under the condition of blackbox.
2) The experiments demonstrate our algorithm achieves the following results: -For targeted attack: The target image with higher confidence classified by the black-box classification model has fewer black-box model queries required to generate the adversarial examples successfully.
-For non-targeted attack: Images with chaotic backgrounds or inconspicuous objects are generally easier to attack; images with large differences in foreground and background and more prominent foreground objects are generally difficult to attack.
In the following, we abbreviate the originally true label of an adversarial image as ''original class'', the objective label that attackers want the attacked DNN to be classified as ''targeted class'', and the DNN classifier attacked as ''targeted model''.
B. ORGANIZATION
The rest of our paper is organized as follows. We introduce some basic knowledge of the standard PSO and present some related works for adversarial examples in Section II. Subsequently, we will present the variants of PSO (vPSO), describe the setting of some vital parameters and the algorithms details in Section III because of its relevance and importance to our works. In the next section, we show our experiments of application of vPSO to achieve the targeted and non-targeted attack process in Section IV respectively. Meanwhile the experimental results will be presented, and the result will be analyzed. Finally, we summarize the important conclusions of our vPSO algorithm for classification model attacks.
II. BACKGROUND AND RELATED WORK
The more widely the DNNs are actually applied, the more important it is to measure, test, and improve the security of these DNNs [14] . In most cases, in practical applications, by calling the attack model and receiving limited DNNs's feedback information, the implementation conditions for the attack model are harsh, and can only be performed under black-box conditions. The feedback information we receive is only limited classification information and confidence score level.
A. BLACK-BOX ATTACK CONSTRAINT
The attacker can divide the attack into white-box attacks, black-box attacks [26] , and gray-box attacks according to the different conditions and methods required to generate the adversarial examples. White-box attack means that the attacker knows all the internal information of the attack model, including model architecture, model weight parameters, model gradient parameters and activation function, and the training datasets of the attack model. The attacker needs to use this vital information to generate corresponding adversarial examples in this manner. This known model internal information is used to calculate the corresponding values. The white-box attacks refer to attacks on white-box DNN models.
The information of the attack model known by the black-box attack is the least, and the condition is the most demanding, but it is also the most widely used. In this paper, we further restrict the use of feedback information so that we can mimic the real application scenarios. We summarize the black-box attacks in our practices into the following five characteristics:
1) Unable to get the network architecture of the attack model, and do not know the layer number of the target model, the activation function, the weight parameters, and offset of the target model. 2) The gradient and the logits layer data of the target model cannot be obtained.
3) The training datasets and relevant training information
of the target model cannot be obtained. 4) The limited number of queries, in the process of generating the adversarial examples, visitors cannot use similar images to query the model for an unlimited number of times. Otherwise, it will cause the attacker to be vigilant, thus improving the difficulty of subsequent attacks. 5) For the black-box classification model, it is assumed that only the top − 1 classification label and confidence scores returned by the black-box classification model can be obtained. The gray-box attack is a kind of attack mode in which the amount of information needed by the attacker is between white-box attack and black-box attack, and it also a luxury in practical applications. Black-box attacks are the least amount of information needed to generate adversarial examples against white-box attacks and gray-box attacks, so the difficulty of black-box attacks is the highest among the three attacks. However, it is also the most widely used attack approach.
B. TARGETED AND NON-TARGETED ATTACK
When attacking the classification model, the attack can be divided into targeted attacks and non-targeted attacks [27] according to the different purposes of the attacker in generating the adversarial example.
The targeted adversarial example is a sample formed by the targeted attack. The so-called targeted attack refers to the classification model can classify the input sample into the specified label with high confidence after inputting the carefully constructed adversarial example into the classification model; the non-targeted adversarial example is through the sample formed by the non-targeted attack, the so-called non-targeted attack refers to inputting the carefully constructed adversarial example into the classification model, and the input adversarial example can be classified into other labels as long as it is not classified into the real label by the classification model.
The targeted adversarial example is in the process of generating because the targeted class is always kept, and the non-targeted adversarial example is not classified into a real category as long as it is not classified by the classification model in the process of generation. When attacking the classification model, the targeted attack is much more difficult than the non-targeted attack. In this paper, there are two vPSOs'experiments for targeted and non-targeted attacks based on the standard PSO algorithms.
C. IMAGES SIMILARITY MEASURE
For the similarity of two images, the similarity measure is an important criterion. The common measurement method is to calculate the Minkowski distance in (1)
where p is a variable parameter, when p takes a different value, the distance expressed by (1) has different meanings.
When p = 2, the (1) will be:
L 2 norm is also known as the Euclidean distance [28] and represents the linear of distance between two vectors.
Here we introduce the L 2 norm bound the adversarial examples generation, and if L 2 ≤ (set is the upper limit of adversarial examples perturbation) as one terminal condition of the vPSO algorithm flow avoid not to generate the benign adversarial examples.
D. STANDARD PSO ALGORITHM
All of our experiments in this paper are based on PSO development, so this section will elaborate on the nature of PSO, the design of fitness function, the particle form in different experiment environments, the speed update formula, and the standard PSO process.
The particle swarm optimization algorithm proposed by Kennedy and Eberhart [25] is a kind of optimization algorithm. By finding more and more excellent positions in the continuous iterative process, the optimal solution is finally obtained.
An essential prerequisite for the entire particle swarm to move is to be able to know the pros and cons of each particle as it is iterated to a different location. The pros and cons can be derived from the adaptation. The higher the fitness value, the better the current position particle, and the fitness value is calculated by the fitness function. The design of the fitness function in the PSO algorithm is crucial. First, each item of the fitness function must be able to reflect the advantages and disadvantages of a specific aspect of the current position of the particle. Secondly, after the components are integrated, Can comprehensively and accurately evaluate the pros and cons of the current position of the particles. It is worth mentioning that the weight setting of each component of the fitness function is also important. The importance of the fitness function is reflected in the convergence speed of the PSO algorithm, and the fitness function also determines whether the optimal solution can be found.
The main body of the PSO algorithm is a group of particles, and the particle form varies from experiment to experiment, which is the first thing to consider before doing the experiment. The particle form and the optimal solution form are the same in the PSO algorithm. For example, if the optimal solution is a 200-dimensional vector, then each particle in the particle group must also be a 200-dimensional vector. According to the corresponding targets given in our experiments in the paper, the ultimate goal is to get an image, so each particle in this paper represents an image.
In the implementation process of the PSO algorithm, the swarm is first initialized. Next, each movement of the particle group is carried out under the guidance of the speed update formula. Different speed update formulas have different promotion effects on the movement of the particle group. In the PSO system, it start with a random population (swarm) of individuals (particles) in the search space and works on the social behavior in the swarm. The position and the velocity of the ith particle in the W -dimensional search space can be represented as x i = (a i1 , a i2 , . . . , a iW ) and V i = (v i1 , v i2 . . . , v iW ), respectively. Each particle has its own best position P best = (p i1 , p i2 , . . . , p iW ) corresponding to the personal best objective value obtained so far at the kth iteration. The global best particle is denoted as G best = (p g1 , p g2 , . . . , p gW ), which represents the best particle found so far at the kth iteration in the entire swarm. The new velocity of each particle is calculated as follows:
c 1 and c 2 are acceleration coefficients; ω is the inertia factor; and rand 1 and rand 1 are two independent random numbers uniformly distributed in the range of [0, 1]. Thus, the position fo each particle is updated in each generation according to the following:
Generally, the value of each component in V i can be clamped to the range (−V max , V max ) to control the excessive roaming of particles outside the search space. Then, the particle swims toward a new position according to (4) . This process is repeated until the user-defined stopping criterion is reached. We refer to Swarm Intelligence [25] for more details about PSO.
III. METHODOLOGY
Generation adversarial images can be formalized as a simple optimization problem with constraints. We assume an input images as x, the adversarial example as x * , and the targeted classifier as f . Let f be the targeted image classifier that receives n-dimensional inputs, x = (a 1 , a 2 , . . . a n ) be the original natural image correctly classified as class label x label , x * = (a * 1 , a * 2 , . . . a * n ) be the adversarial example image classified as class label y label , y label be the target class label, and L 2 be the Euclidean distance between x and x * . The classifier f is a mapping that separates the input space X into classification space Y and subjects to ∀x ∈ X ,
Simultaneously, in the process of adversarial examples we need to try to ensure that the L 2 distance is as small as possible, and the confidence score level of the adversarial examples classified by the black-box classification model is as high as possible.
A. VPSO FOR TARGETED ATTACK
When applying the variants of PSO algorithm to the targeted attack, the content to be considered mainly includes the selection of the target image, the size and setting of the initial swarm, the design of the fitness function, the design of the speed update formula, and the algorithm termination conditions.
1) TARGETED IMAGE SELECTION
The pros and cons of the target image are reflected in its L 2 distance from the original image and its confidence score level that it is classified as a target class by the black-box model. Different target images have different influence on the generation of the adversarial example. The better the target image is selected, the faster the adversarial example generation will be. The smaller the L 2 distance between the target image and the original image, and the higher the confidence of the target image classified by the black-box model as the target class, the better the target image. For the specific experiment, see section IV-C. Selecting a better target image will waste a certain number of black-box classification model queries, but these number of query are very small in the total number of queries generated adversarial examples, so it is very valuable to select the target image at the beginning of the experiment.
2) INITIALIZE SWARM
For this experiment, two swarm initialization schemes were initially set up: one is to set the initial swarm near the original image, and the initial swarm is smaller than the L 2 of the original image, but the initial swarm is classified by the black-box classification model as The confidence score level of the target class is extremely small; the other is to set the initial swarm near the target image (the image classified by the black-box classification model as the target class), and the initial swarm is classified as the target label by the black-box classification model. The corresponding confidence is great, but the initial swarm is larger than the L 2 of the original image. The practice has found that the first scheme is difficult to produce the ideal adversarial example, and the feasibility theory of the second scheme will be introduced in Section III-A3. It is now known to initialize near the target image, but there is one more consideration, that is, the distance set between the initial swarm and the target image. The scheme used in this experiment is to add a certain amount of Gaussian noise to the target image. The initial swarm generation formula is shown in the (5) .
where S is the initialize swarm; clip(a, a min , a max ) is a function of limiting the magnitude of the value, which limits the size of the array a to between a min and a max ; y is the target image; α is the hyperparameter, which controls the amount of noise added to the original image; N is the swarm size; h is the height of image; w is the width of the image; 3 is the number of image color channels. The different swarm sizes in this experiment have a positive influence on the number of queries the black-box model needs to be queried. In order to clarify the effect of the effect, this paper will give relevant experiments in the Section IV-B.
3) FITNESS FUNCTION DESIGN
From the goal of this experiment, it can be seen that the distance between the particle and the original image, and the confidence level of the black-box classification model as the target class can reflect the pros and cons of a particle. In order to make the fitness function comprehensively evaluate the advantages and disadvantages of the particles, the fitness function of the particle should not only include the above two respects but also the smaller the distance between the particle and the original image and the classification of the particle into the target class. The higher the confidence, the higher the particle fitness value is calculated. Therefore, the fitness function of this experiment takes a negative L 2 distance, and the positive part of the black-box model returns positive. The fitness function of this experiment can be written as follows:
where ftn is the fitness value; score is the score of the current position of the particle; σ is the weight parameter; L 2 is the distance between the current particle and original image. From the fifth definition of the black-box model given in the Section (), we can only get the top − 1 classification label and confidence returned by the model. The black-box classification model can be divided into two cases for the label given against the adversarial example. One is that the top − 1 classification label l top1 returned by the black-box model is the target class label y label ; the other case is that the top − 1 classification label l top1 returned by the black-box model is not the target class label y label . For the first case, you only need to assign the confidence c top1 corresponding to the top − 1 classification label returned by the black-box classification model to the score; the second case indicates that the current position of the particle is extremely bad, in order to reduce the adaptation value of this position, this experiment took the operation of assigning score to 0. The score assignment formula under the targeted attack is defined as follows:
In order to make the particle's fitness value accurately evaluate its comprehensive quality as much as possible, we must not only consider the assignment of the score but also balance the magnitude of the scores and L 2 distance. The PSO algorithm selects P best and G best according to the fitness value. The reasonable situation is that the larger the fitness value is, the better the quality of the particles is. However, if the inferior particles are mistakenly considered as high-quality particles, it will directly lead to the failure of the experiment. The images in this experiment were normalized (i.e., the value of each pixel was between 0 and 1). The L 2 distance between each initial swarm particles and the original image is generally of the magnitude of 2, and the magnitude of the confidence level of the initial swarm is generally −1.
In the subsequent iteration, the order of confidence remains substantially −1, and the magnitude of the L 2 distance is at least 1. In view of this magnitude imbalance, the score should be given a larger weight σ to balance the magnitude between the score and L 2 distances, so that the larger the fitness value is, the better the particle quality is.
4) SPEED UPDATE FORMULA DESIGN
In the standard PSO algorithm, the velocity update formula includes inertia E, P best and G best according to the (4), but in this scenario, it is known to generate an adversarial example with the visual effect as the original image, which is equivalent to the pixel attribute we know the particle to reach the optimal position U best , where U best is initialized to the vector corresponding to the original image.
Although the L 2 distance can be slowly reduced on the basis of the high confidence of the particles after adding U best , the PSO algorithm has a great defect that it is very easy to fall into the local optimum. In order to solve this problem, the Gaussian noise term rand(N , h, w, 3) is added to the velocity update (8) and (9) .
In this experiment, the particle velocity update formula is mainly divided into two phases. In the initial stage, a velocity update formula is designed which changes with the particle score. In the latter stage, a velocity update formula which changes with the number of particle iterations is designed.
Through observation of a large number of experiments, it is found that in the early stage of the initial iteration phase, the particles can still maintain the score corresponding to the target image when the distance of L 2 decreases rapidly, but after a certain number of iterations, the particles can still remain larger. The rate of decline, but at this time the particle score will also drop significantly, and the magnitude of the previous score decline will greatly affect the number of queries in the later stage. According to the characteristics of the fitness function of this experiment, a large number of queries must be used later to get the particles. The score is slowly rising. Therefore, in the initial stage of the experiment, the particle's score should be controlled, and then the velocity update formula is designed accordingly. The velocity update formula designed in the initial stage of the experiment varies with the particle score change. The formula includes five parts: inertia E, P best , G best , U best , and Gaussian noise rand (N , h, w, 3) , as shown below:
where ϕ 1 is the inertia weight parameter; ϕ 2 is the cognitive learning factor; ϕ 3 is the social learning factor; ϕ 4 is the U best weight parameter; ϕ 5 is the Gaussian noise weight parameter, and they will dynamically change as the current particle scores.
When the current number of iterations is greater than a certain value, the particle swarm enters the later iteration phase, and does not join the P best item. The velocity update formula for this phase is as follows:
where ϕ 1 , ϕ 3 , ϕ 4 and ϕ 5 will dynamically change as the current particle scores just like the hyperparameters of the 9.
The position of the particle can be updated according to the particle's velocity formula to get a new position. The particle position update formula is as follows:
Here, the adaptation value corresponding to P best is marked as P best Ftn, and the adaptation value corresponding to G best is marked as G best Ftn. In this paper, each particle's P best and P best Ftn are initialized by each particle in the initial population and its corresponding fitness value. The P best and P best Ftn initialization formulas are shown in (8) and (9), respectively.
where x i is the i-th particle in the swarm; P best [i] is the individual optimal value of the i-th particle; P best Ftn[i] is the fitness value corresponding to the individual optimal value of the i-th particle; ftn[i] is the fitness value of the current position of the i-th particle; N is the swarm size. The update during the iteration is as follows: 
According to the definition of G best , the initialization process is G best = P best [0] and G best Ftn = P best Ftn[0]. The update during the iteration is as follows:
5) ALGORITHM TERMINATION CONDITION SETTING
According to the fourth definition of the black-box constraint refer to III-A3, the attacker cannot perform an infinite number of queries on the black-box model. Therefore, the maximum number of queries V is set in this experiment, so the first judgment condition is to judge whether the current query number q has exceeded the maximum number of inquiries V , the first judgment condition is given in formula 16. If it is exceeded, it indicates that the targeted adversarial examples generation fails, the algorithm terminates and returns the target against the image generation failure information and the currently best-performing targeted failure-to-image.
After the first judgment condition is satisfied, the algorithm process code is continuously executed, and then the second condition is judged. The second judgment condition is:
where β is the lower confidence limit against the adversarial example. When the current position of the particle falls from the L 2 distance of the original image to the upper limit of the adversarial example perturbation , the particle is classified as the target label by the black-box model, and the confidence score level of the target class is also higher than the confidence lower limit β of the adversarial example. After that, it indicates that the targeted adversarial example is generated successfully, and the algorithm terminates and returns information about the success of the adversarial example and the successfully generated target adversarial example.
6) ALGORITHM FLOW
When a matching adversarial example is found within a given number of queries, that is, when the adversarial example is successfully found, the algorithm directly outputs the successfully generated adversarial example; when the number of queries is exhausted, but no matching adversarial example is found. In order to grasp the effect of the adversarial example generation in this case, the algorithm outputs the optimal image found at this time, that is, outputs the current G best . According to the above description, the vPSO algorithm for the targeted attack is summarized in Algorithm 1.
B. VPSO FOR NON-TARGETED ATTACK
A non-targeted attack is different from the targeted attack in that it does not need to specify a class label Y label for selecting a targeted attack, and there is no need to select a target image in the target class, but the content should be considered similar with applying the vPSO to the targeted attack, including the size and setting of the initial swarm, the design of the fitness function, the design of the speed update formula, and the algorithm termination conditions.
1) INITIALIZE SWARM
In this vPSO algorithm, the initial swarm needs to be considered in the generation of the swarm size N and the initial swarm setting problem. The swarm size refers to the Section (III-A2). The initial swarm S setting is very skillful.
Here we choose to select the initial swarm at a position far from the original image, that is, the particle swarm obtained by adding a large amount of noise to the original image x, and ensuring noise is added. The subsequent images cannot be correctly classified by the black-box model, because only the better of the initial point is selected, and the easier and more valuable of subsequent iterations are. The disadvantage of this scheme is that the initial swarm is larger than the L 2 of the original image. The advantage is that the L 2 distance can be dropped very quickly during the iterative process and is not easily classified by the black-box model. About the initial
Algorithm 1 The vPSO of Targeted Black-Box Classification
Model Input: f , x, y label , y * , N , V , β, , θ Output: x * or G best , L2, score 1: Query y * via f (y) = y label &&y * score = max(y score ); 2: Adjust the width of x and y * to w and the height to h respectively; 3: Initialize S by (5); 4: Calculate ftn of the current position of each particle by (6) and (7); 5: Initialize P best x * p and P best Ftnx * p by (11); 6: G best [0] ← P best x * p ; G best Ftn[0] ← P best Ftnx * p ; 7: for p = 1 to V /N do 8: if score x * p < θ then 9: Update P best x * p and P best Ftnx * p with (12); 10: else 11: Update P best x * p and P best Ftnx * p with (13); 12: end if 13: Update x * p with (10); 14: Update G best [p] and G best Ftn[p] with (14) and (15); 15: if L 2 ≤ &&score ≥ β then 16 :
17:
else 18: return G best , L 2 , score x * p . 19: end if 20: end for swarm generation formula refers to the (5) and the original image x instead of the target image y.
2) FITNESS FUNCTION DESIGN
The fitness function of this vPSO refers to the (6), but the score formula is different from the vPSO of the targeted attack. The equation as follows:
where the l top1 is the label and the c top1 is the confidence level score returned by the black-box model, the x label is the orginal image label.
3) SPEED UPDATE FORMULA DESIGN
This experiment divides the movement process of particle swarm into two phases: rapid iteration phase and slow iteration phase.
The first stage is defined as the rapid iteration phase because the original image will make a large projection at the current position of the particle swarm during each movement of the particle swarm so that the particle group will The larger speed is closer to the original image. In this stage, if the particle swarm can be better controlled, the particle swarm can quickly reduce the L 2 distance from the original image x while maintaining a higher score. If the score of the particle swarm is the lowest score of 0 in successive D iterations, it means that this stage can no longer promote the movement of the particle swarm. At this time, it must jump out of the rapid iteration phase to prevent wasting too many queries. Therefore, in this phase, the algorithm records the rollback variables including the position x * p of the particle swarm, the inertia E, the sum of all particle scores sum score in the consecutive D + 1 iterations, in case the algorithm needs to roll back. In addition, a phase flag variable flag is defined to mark the stage of the algorithm at the next iteration. The number of times, as well as the current data of the algorithm, is rolled back to the state before the D iteration. In the D iterations, the sum of the scores of all particles is 0, the rollback execution operation is performed, that is, the position of the particle group x, the inertia E, and the sum score are assigned to the data before the D iteration, and assigning flag to 1 indicates that the next iteration will jump out of the rapid iteration phase. The speed update formula of this experiment in the rapid iteration phase consists of five parts: inertia E, P best , G best , U best and Gaussian noise rand, which are refer to (8) for details, but in this experiment, the ϕ 1 , ϕ 1 , ϕ 2 , ϕ 3 , ϕ 4 and ϕ 5 are all deterministic values.
Under the set conditions of this experiment, the L 2 distance between the initial swarm and the original image is generally between one hundred and three hundred. Some images with better effect can directly complete the non-targeted attack at this stage; the effect is worse after this stage the post-L 2 distance can also generally drop to around 100, which will open a good start for subsequent iterations.
The second phase is defined as a slow iteration phase because each time the particle swarm moves during this phase, the original image only makes a small projection at the current position of the particle swarm. The moving speed of the particle swarm is relatively slow. In order to make the particle group stable forward at this stage, this stage designs a speed update formula that is updated synchronously with the number of particle iterations, as shown in (9).
4) ALGORITHM TERMINATION CONDITION SETTING
The termination conditions in this experiment are mainly set in two places, one is in the main loop of the whole algorithm, and the other is in the loop body in the rapid iteration phase. The algorithm's main loop body termination judgment condition is consistent with the vPSO targeted attack experiment under the black-box classification model (refer to Section (III-A5)), and will not be described here.
The reason why the termination condition being in the rapid iteration phase that is the particles at this phase is rapidly approaching the original image. If not controlled, there will be cases where the particles with high fitness values are not high-quality particles, thus erroneously guiding the movement of the particles leads to failure of the adversarial examples generation. On the other hand, it is impossible to know how many iterations of the particles can be correctly identified by the black-box classification model before the experiment. Therefore, the judgment condition is added so that the particles are no longer after being able to spoof the Q. Zhang et al.: Attacking Black-Box Image Classifiers With Particle Swarm Optimization black-box model, and it will jump out of this stage. The stopping condition at this stage is that the score of the entire particle swarm is 0 in consecutive D, and then rolls back to the state before D iterations. The reason why we wait until we observe more consecutive rounds is to make a conclusion because we must try to ensure that the particle swarms can not be optimized after this stage and then jump out of this stage.
5) ALGORITHM FLOW
Both the vPSO targeted attack algorithm and the vPSO non-targeted attack algorithm are based on the PSO algorithm under the black-box classification model, so the two algorithms are similar to some extent. Because the rapid iteration phase is introduced in this experiment, the algorithm adds related operations to the targeted attack, including rollback variable initialization, rapid iteration phase judgment condition, variable rollback assignment, rollback variable update operation, and rollback operation, etc. The vPSO non-targeted attack algorithm based on PSO under the black-box classification model is shown in Algorithm 2.
IV. OUR ATTACKS AND RESULT ANALYSIS
In this section, we conduct extensive experiments on the ImageNet dataset [29] , [30] to validate the effectiveness of the proposed approaches. Although the targeted attack and the non-targeted attack have the same environment, the algorithm principles, the experimental parameters, the comparison experiment are different, so we separately carried out the experimental explanations Section (IV-D) and the Section (IV-E) respectively.
A. EXPERIMENT ENVIRONMENT AND THE TARGET BLACK-BOX MODEL
All our experiment are generated using Python 3.6 as the program language and Tensorflow 1.9 as backend on Ubuntu 16.04.4 LTS. In addition, our experiment equipment is one Nvidia GeForce GTX 1080 GPU (City, US State if applicable, Country) with 8 GB video memory and the Intel E5 CPU (City, US State if applicable, Country) with a memory of 32 GB. On the other hand, hardware devices such as GPU of a computer should be fully utilized. In order to improve the computing speed of the GPU, all the experiments involved in this paper use a computing architecture called CUDA 9.0 launched by NVIDIA, and in order to enable the GPU to calculate the data in the deep learning field, all the experiments involved in this paper also use cuDNN 7.0.
Compared with VGG, Inception v1 and Inception v2, Inception v3 has less computational complexity, less parameter quantity, higher recognition accuracy, and more use of Inception v3 under the condition of limited computing power in mobile environment. Secondly, the detection effect of small objects is better. The most important thing is that Inception v3 has a good recognition effect for pictures with different resolutions of different dimensions. It is more practical to use Inception v3 as a black box attack model.
Algorithm 2
The vPSO of Non-Targeted Black-Box Classification Model Input: f , x, x label , D, N , V , β, , θ Output: x * or G best , L2, score 1: Initialize S by (5); 2: Calculate ftn of the current position of each particle by (6) and (18); 3: Initialize P best x * p and P best Ftnx * p by (11); 4: G best [0] ← P best x * p ; G best Ftn[0] ← P best Ftnx * p ; 5: Initialize iterative rollback variable and flag = 0 6: for p = 1 to V /N do 7: if p ≤ D then 8: Rollback variables assignment; end if 14: if score x * p < θ then 15: Update P best x * p and P best Ftnx * p with (12); 16: else 17: Update P best x * p and P best Ftnx * p with (13); 18: end if 19: Update x * p with (10); 20: Update G best [p] and G best Ftn[p] with (14) and (15); 21: if L 2 ≤ &&score ≥ β then 22: return x * ← x * V /N .
23:
else 24: return G best , L 2 , score x * p . 25: end if 26: end for
B. THE IMPACT OF SWARM SIZE ON THE NUMBER OF QUERIES
In order to verify the impact of different group sizes on the number of queries required for black-box models when generating anti-samples, this section verifies that a selected pair of original images and target images are running across multiple groups of different swarm sizes.
The original image and target image selected in this section are shown in the Fig. 1 .
In this part of the experiment, the group size N is set to six different values of 3, 5, 10, 15, 20, and 25, respectively. The swarm size based on the data given in Fig. 1 Affects the number of queries. As shown in Fig. 2 , the fold lines of each color in the figure correspond to a group size value, so there are six-fold lines in Fig. 2 . The abscissa in the chart is the number of black-box model queries, and the ordinate is the L 2 distance between the current image and the original image.
From the Fig. 2 , it can be seen that as the number of black-box model queries increases, the L 2 distance between The image on the left is selected as the original image, which is classified as goose by the black-box classification model with 84.82% confidence; the image on the right is selected as the target image, which is classified as wood rabbit by the black-box classification model with 89.74% confidence. the current image and the original image is gradually reduced. With the increase of the swarm size N , the number of black-box model queries required in the process of generating adversarial examples is increasing. When the adversarial examples were successfully generated, the number of black-box model queries required for the swarm size of 25 was 2.5 times that of the swarm size of 3. Therefore, in order to minimize the number of black-box model queries, the experiments in this paper are based on a population size of 3.
C. THE IMPACT OF DIFFERENT TARGET IMAGES ON THE NUMBER OF QUERIES
The difference between the different target images is mainly reflected in the difference in the confidence that the black-box model is classified as the target label and the difference in the L 2 distance from the original image. In order to verify the influence of these two differences between different target images on the number of black-box model queries, this section designed two sets of experiments to verify. The first group selected the targets with the same confidence, but the difference in L 2 distance is large. The second set selects the target image set whose L 2 distance is basically the same, but the confidence difference is large. Observing these six polylines can roughly summarize the following rules: The smaller the distance from the original picture L 2 , the fewer the number of black-box model queries required successfully generating the adversarial example. In the case where the target image with the smallest L 2 distance (a) and the target image with the largest L 2 distance from (f ) are reduced to 25 in the L 2 distance, the blackbox model (f ) need is nearly 15,000 more queries than (a).
The original image selected in the second set of experiments and the target image set with different confidence levels are shown in Fig. 5 .
Observing all the polylines can roughly summarize the following rules: The higher the confidence of the target image classified by the black-box classification model, the fewer the number of black-box model queries required to generate the adversarial example successfully. Only because of the difference in confidence, the target image (b) is 70, 000 times more than the black-box model required for the target image (f ) when the adversarial example is successfully generated. 
D. TARGETED ATTACK
In the selection of the black-box model and the original image, the black-box classification model selected in this experiment is Inception-v3. The Inception-v3 model [31] is based on the ImageNet [29] training dataset and verification dataset. The ImageNet test dataset, training dataset, and verification dataset are well known basically obey the same distribution. In order to make the experiment more convincing, the images selected in this experiment should be correctly classified by the black-box classification model. If the classification of the original image by the black-box classification model is initially wrong, it is impossible to judge the success rate of the adversarial examples in the later stage. Therefore, the original images in this experiment were randomly selected from the ImageNet test dataset. In addition, the target images in this experiment were randomly selected from the ImageNet test dataset. The advantage of randomly selecting the original image and the target image from the ImageNet test dataset is to reduce the screening of the image in the early stage of the experiment under the premise of maintaining the authenticity of the experiment.
1) PARAMETERS SETTING
This experiment mainly includes four parts: swarm initialization, fitness function, and algorithm termination condition. The parameters of each part are set as follows:
Parameter setting in swarm initialization: In a specific experiment, the height h and width w of the given original image and the target image are set to 299; the swarm size N is set to 3, the specific experiment and its effects are detailed in Section IV-B. The weight of noise α in the initial swarm generation formula is 0.01.
Parameter setting in the fitness function: The weight σ of the fitness function is 15, because the score is initially very close to 1, and the original L 2 distance from the original image to the target image is between 100 and 300 (normalized), so to balance the magnitude of these two variables in the fitness function, set σ to 15. Moreover, in the subsequent iteration process, the magnitude of the score is basically maintained at −1, and the magnitude of the L 2 distance is also basically between 2 and 3. Therefore, setting σ to 15 is feasible throughout the experiment.
Parameter setting in algorithm termination condition: The maximum queryable number V is set to 800000; the confidence lower limit β against the sample is 0.8. The setting of the upper limit against the sample disturbance in this experiment will be given by √ 0.05 * h * w * 3, and h and w will be given. After the value is substituted into this function, it is calculated as 25.9. In order to reduce the size of the sample disturbance, the upper limit against the sample disturbance is set to 25.
2) ATTACK PERFORMANCE AND RESULT ANALYSIS
From the Fig. 7 , each process diagram contains three pieces of information: the number of queries, L 2 distance, and score. The number of queries indicates the number of times the current black-box classification model has been queried; L 2 indicates the L 2 distance between the current image and the original image; the confidence level indicates the confidence that the current image is classified as the target label by the black-box classification model.
In the process of generating the adversarial example, as the number of queries increases, the confidence of the process x * p will gradually decrease first, and then slowly rise, so the final generated adversarial example will be classified into the confidence class of the target class by the black-box classification model. The higher the confidence that the generated adversarial examples are classified as target classes, the better, so this is one of the advantages of this algorithm.
The confidence of the process x * p shows a trend of decreasing first and then rising, which is closely related to the design of the fitness function. The reason why the previous confidence level will decrease is that the distance of L 2 decreases rapidly. At this time, even if the confidence level decreases slightly, the fitness value will also show an upward trend; and Targeted attack process display.The upper left corner is the target image, the lower right corner is the original image, and the middle images are the G best particle images in a certain iteration process.
FIGURE 8.
Non-targeted attack process display. The lower right corner is the original image, and the middle images are 11 G best particle images in a certain iteration process. the late confidence level will rise because of the late L 2 . The speed of the distance drop will be slower, and the purpose of the whole algorithm is to select particles with higher fitness values. Therefore, once the particles with higher confidence are present, the algorithm will update it to G best , and the particle is moving. This will happen to the extent that it will move to G best to a certain extent.
E. NON-TARGETED ATTACK 1) PARAMETERS SETTING
The vPSO of non-targeted attack is similar to the vPSO of targeted attack. Only the key parameters are specified here. The parameters used are the same as the targeted attack parameters. The weight of noise α in the initial population generation formula is 2. The weight of confidence σ in the fitness equation is 15. In the rapid iteration phase of the speed update formula, the upper limit D is set to 20; ϕ 1 to ϕ 5 , is 0.35, 1.2, 4, 0.025, 0.01.
2) ATTACK PERFORMANCE AND RESULT ANALYSIS
It can be observed from Fig. 8 that as the number of queries increases, the overall score shows an upward trend, and finally the score remains at a higher value, which is very beneficial for the final generated adversarial example. The reason is also the fitness function, which is very relevant. In addition, the whole process of generating the adversarial example, in this case, is completed in the rapid iteration stage. It can be seen that the L 2 distance can be rapidly decreased at this time, and the purpose of minimizing the number of black-box model queries required is realized, and the middle can also be seen. The score corresponding to the process image is also growing.
In this vPSO experiment, when generating non-target adversarial example for different original images, there is a big difference in the number of queries required. Some images can be completed in the rapid iteration phase. This part of the image is defined as an easy-to-attack image under non-targeted attacks. The easy-to-attack image set is shown in Fig. 9 . The images form the Fig. 10 do not achieve this effect. The distance of the phase L 2 can only be reduced by a finite size. This part of the picture is defined as a hard-toattack image under a non-targeted attack.
V. CONCLUSION
In this paper, based on the traditional PSO algorithm, we successfully improved this algorithm into the field of image classification, and successfully generated the adversarial example. But the method is not universal, it need a lot of adjustments to some specify scenarios if some readers want to transplant it to other fields. Another vice is that our method generate only one adversarial example at a time and it can not generate the adversarial examples by batch. In the process of adversarial examples generation, the information required by vPSO, and the number of queries to the black-box model is relatively low, but if the attacked black-box model can not return the confidence of top − 1, then the method will not work. This method requires continuous access to the black-box model, and the time of consumption and the number of calls are specifically determined by the process of generation, and relevant predictions cannot be predicted before the specific results. Some parameters in our method will be changed if the attacked black-box model parameters change. In order to further expand the scope and performance of PSO, it is necessary to improve the method of particle update and to screen further. Our approach provides a relatively efficient way to generate a large number of adversarial examples, enlarging some DNN training dataset and improving the performance of the network. At the same time, the adversarial examples generated by vPSO can also be used to test the performance of some commercial APIs. We hope to do more work in this field in the future and play a greater role.
