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A note on loss estimation
1. Introduction
First of all, let S(p) be the space of all positive definite matrices of dimension p and for any x, y ∈ Rp, let
x · y =
p
j=1
xjyj, ∥x∥2 =
p
i=1
x2i .
It is common to estimate the unknown parameter of a given population by its unbiased estimator because the unbiasedness
is a good property. It also shows the closeness of the proposed statistic to its true value. As a prelude to the problem under a
multivariate setup, let X = (X1, . . . , Xp)′ be distributed according to a p-variate normal model with the location parameter
θ ∈ Θ ⊆ Rp and the known covariance matrixΣ ∈ S(p), denoted as X ∼ Np(θ,Σ). Further suppose that we are interested
in estimating the mean vector θ = (θ1, . . . , θp)′ by δ(X) = (δ1(X), . . . , δp(X))when p ≥ 3.
In statistical analysis there are many methods for deriving an estimator for an unknown mean parameter. Stein [1]
demonstrated that the unbiased estimator of the mean of a multivariate normal population is not efficient when the
dimension of the parameter spaceΘ is greater than 2, and James and Stein [2] proposed the following dominant estimator
afterwards:
δJS(X) =

1− p− 2∥X∥2

X . (1.1)
It is well-documented that the Stein-type estimators have good performance comparing to unbiased estimators in the sense
that they offer smaller risk values.
Definition 1.1. A function h : Rp → R is said to be almost differentiable if there exists a function Hh : Rp → Rp such that,
for all z ∈ Rp,
h(x+ z)− h(x) =
 1
0
z · Hh(x+ tz)dt
for (Lebesgue measure) almost all x ∈ Rp. A function g : Rp → Rp is almost differentiable if all its coordinate functions
are almost differentiable. Essentially, H is the vector differential operator of first partial derivatives with ith coordinate
▽i = ∂/∂xi.
Applying any estimator such as δ(X) in estimating θ produces a loss which should be analyzed in order to control the
performance of the estimator. In this study, as is common in estimating the mean, we shall assume that the underlying
loss function is the square error loss (SEL) function given by
L(θ, δ(X)) = (δ(X)− θ)′Σ−1(δ(X)− θ)
= ∥δ(X)− θ∥2Σ. (1.2)
Then the expectation of the loss function, as a measure of closeness, is defined by
E [L(θ, δ(X))] =

x∈Rp
L(θ, δ(X))fX (x)dx,
where fX is the density function of X . It is easy to see that if X ∼ Np(θ,Σ) then
E
∥X − θ∥2Σ = p.
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In practice, one is often interested in estimating the discrepancy between the unknown parameter and its point estimate.
One approach is to estimate the estimator’s loss function, which has been studied at some length in the work of Sandved
[3], Kiefer [4], Johnstone [5], Rukhin [6], Lu and Berger [7], Lele [8], Zou [9] and Wan and Zou [10] among others. The main
purpose of this work is to formulate an unbiased estimator of the loss function (1.1) in the class of Stein-type estimators.
In sequel we need the following fundamental lemma due to Stein [11] for the proof of the main result.
Lemma 1.1. Let Y = (Y1, . . . , Yp)′ ∼ Np(θ, σ 2Ip). Moreover, assume that g : Rp → Rp is almost differentiable, satisfying
E

∂
∂Yi
gi(Y )

<∞; then
E [(Yi − θi)gi(Y )] = σ 2E

∂
∂Yi
gi(Y )

.
2. The main theorem
In this section we propose two unbiased Stein-type estimators for the SEL function given by (1.2) for when Σ ∈ S(p) is
assumed to be known andΣ−1 = (σ−1ij ).
Theorem 2.1. Suppose that X ∼ Np(θ,Σ), whenΣ ∈ S(p) is known. Then an unbiased Stein-type estimator of L(θ, δJS(X)) is
of the form
LˆJS(θ, δ(X)) = p− 2(p− 2)tr(Σ
−1)
∥X∥2 +
(p2 − 4)
∥X∥4 (X
′Σ−1X),
where δJS(X) is given by (1.1).
Proof. By definition we have
E[L(θ, δJS(X))] = E

1− a∥X∥2

X − θ
′
Σ−1

1− a∥X∥2

X − θ

= ∥X − θ∥2Σ − 2E

a
∥X∥2 X
′Σ−1(X − θ)

+ E

a2
∥X∥4 X
′Σ−1X

. (2.1)
By making use of Lemma 1.1 for gi(X) = a∥X∥2

j Xjσ
−1
ij we reach
E

a
∥X∥2 X
′Σ−1(X − θ)

=

i
E

a
∥X∥2

j
Xjσ−1ij (Xi − θi)

=

i
E

−2aXi
∥X∥4

j
Xjσ−1ij +
a
∥X∥2 σ
−1
ij

= E
 −2a
∥X∥4 X
′Σ−1X + a∥X∥2 tr(Σ
−1)

. (2.2)
Substituting (2.2) in (2.1) yields
E[L(θ, δJS(X))] = ∥X − θ∥2Σ − 2

−2aE

X ′Σ−1X
∥X∥4

+ a tr(Σ−1)E

1
∥X∥2

+ a2E

X ′Σ−1X
∥X∥4

= p+ a tr(Σ−1)E

1
∥X∥2

+ (a2 + 4a)E

X ′Σ−1X
∥X∥4

which for a = p− 2 simplifies to
E[L(θ, δJS(X))] = E

p− (p− 2)tr(Σ
−1)
∥X∥2 + (p
2 − 4)X
′Σ−1X
∥X∥4

,
which completes the proof. 
In the same fashion we have the following extended version of Theorem 2.1 without proof.
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Fig. 1. CI for p = 3.
Fig. 2. CI for p = 5.
Theorem 2.2. Under the assumptions of Theorem 2.1, an unbiased Stein-type estimator of L(θ, δJS(X)) is of the form
LˆJS′(θ, δ(X)) = p− 2(p− 2)tr(Σ
−1)
b+ ∥X∥2 +
(p2 − 4)
b+ ∥X∥4 (X
′Σ−1X),
where b ∈ {0} ∪ R+ is known.
It is seen that substituting b = 0 in LˆJS′(θ, δ(X)) gives LˆJS(θ, δ(X)) in Theorem 2.1
3. Simulation
As the risk functions of the proposed unbiased Stein-type estimators are not easy to derive analytically, we proceed
by means of a simulation technique to find a confidence interval (CI). In this regard, we use the jackknife method. We
consider confidence intervals at level α = 0.05, i.e. 95% CI for p ∈ {3, 5, 7}, each having specific parameter structures
θ = (1, 2, . . . , p)′, andΣ = Diag(1, 2, . . . , p). The steps of the jackknife algorithm are presented below:
1. Fix the values p, θ andΣ.
2. For i = 1, 2, . . . , p times, generate one measurement X = (X1, X2, . . . , Xp) from Np(θ,Σ), and throw out the ith
component of measurement to get X−i = (X1, X2, . . . , Xi−1, Xi+1, . . . , Xp).
3. Compute the ith component of the jackknife estimator as
Ii = pLˆJS(θ, δ(X))− (p− 1)LˆJS(θ, δ(X−i)).
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Fig. 3. CI for p = 7.
4. Find the mean and variance characteristics of the jackknife estimator respectively by using
µˆJACK = 1p
p
j=1
Ij, and S2JACK =
1
p− 1
p
j=1

Ij − µˆJACK
2
.
5. The jackknife CI at level (1− α) is given by
µˆJACK − SJACK√p × tp−1, α2 , µˆJACK +
SJACK√
p
× tp−1, α2

.
The above simulation algorithm gives a 100(1− α)% confidence interval for LJS(θ, δ(X)). To allow a better look at what
happens, the result of the jackknife simulation is depicted in Figs. 1–3, based on b for LJS′(θ, δ(X)). From Figs. 1–3, it can be
concluded that as p increases we get a better result in the sense that the bounds can be recognizedmore clearly, but wemiss
the shorter interval length. Further as b increases, the length of CI becomes shorter. It can also be deduced that the method
is appropriately used and is accurate.
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