The authors Balogh-Tyson-Vecchi in [1] utilize the Riemannian approximations scheme (H 1 , <, > L ), in the Heisenberg group, introduced by Gromov [5], to calculate the limits of Gaussian and normal curvatures defined on surfaces of H 1 when L → ∞. They show that these limits exist (unlike the limit of Riemannian surface area form or length form), and they obtain Gauss-Bonnet theorem in H 1 as limit of Gauss-Bonnet theorems in (H 1 , <, > L ) when L goes to infinity. This construction was extended by Wang-Wei in [7] to the affine group and the group of rigid motions of the Minkowski plane. We generalize constructions of [1] and [7] to surfaces in sub-Riemannian three dimensional manifolds following the approach of [6], and prove analogous Gauss-Bonnet theorem.
Introduction
In [1] , a version of Gauss-Bonnet theorem is given through a limit of Riemannian approximations. This work was extended in [7] to Gauss-Bonnet theorems in the affine group and in the group of rigid motions of the Minkowski plane. The but of this paper is to generalize these constructions of Gauss-Bonnet theorem to general three dimensional sub-Riemannian manifolds, following the same approach of [6] . Another way to get a different Gauss-Bonnet theorem in Heisenberg space is in [3] .
A sub-Riemannian manifold (M, D, <, >) is a manifold M , with a two-dimensional contact distribution D ⊂ T M , and a scalar product <, > on D. If e 1 , e 2 is an orthonormal basis of D consider a one form ω such that ω(D) = 0 and dω(e 1 , e 2 ) = −1. There is a vector field e 3 such that ω(e 3 ) = 1 and i(e 3 )dω = 0. Then e 1 , e 2 , e 3 is a basis of T M . In the same way of [1] , [2] , [6] , [7] we consider the family of <, > L metrics on T M such that e 1 , e 2 , e L 3 = e 3 / √ L is an orthonormal basis of (T M, <, > L ), and the Levi-Civitta connections ∇ L on (T M, <, > L ).
At points of a surface S, where the distribution D does not coincide with T S, the intersection D ∩ T S has dimension 1, and we obtain a direction that we call characteristic at this point of S. We suppose that all points of surface S have this property. The vector field normal horizontal f 1 is a unitary vector field in D orthogonal to the characteristic direction which we suppose to be globally defined. We define f 1 by f 1 (f 1 ) = 1 and f 1 (T S) = 0. We denote by f 2 a unitary vector field in D ∩ T S and complete a basis of T S taking f 3 = e 3 + Af 1 . If α is the angle between e 1 and f 1 , then f 1 = cos α e 1 + sin α e 2 and f 2 = − sin α e 1 + cos α e 2 . An orthonormal basis of T S in (T M, <, > L ) is given by
The normal vector in the scalar product <, > L to S is
The covariant derivative ∇ L projects on S through the normal X L 1 and define a covariant derivative ∇ L on S. The Gaussian curvature of S applying the definition given by ∇ L is K L and
Similarly, we can define the normal curvature k n = lim L→∞ k L n of a transverse curve γ in S, where k L n is the normal curvature of γ applying
, where y(t) = 0 for every t. Then
Then K and k n depend only on A. If σ L is the area element os S in the metric defined by scalar product <, > L , then the Hausdorff measure dσ on S as a metric space with the sub-Riemannian distance defined by (M, D, <, >) is given by (cf. [1] , [4] )
In the same way, if ds L is the length element on γ in the metric defined by scalar product <, > L , then the Hausdorff measure ds for transversal curves in S as a metric space with the sub-Riemannian distance defined by (M, D, <, >) is given by (cf. [1] , [4] )
To get formulas type Gauss-Bonnet obtained in [1] , [7] it is not necessary to apply limits to Gauss-Bonnet formulas in (M, <, > L ). It follows from Stokes' theorem:
Sub-Riemannian manifolds of dimension three
Suppose M is a three dimensional manifold, D ⊂ T M a non-integrable distribution with a scalar product <, > in D. Choose e 1 , e 2 , e 3 an orthonormal basis of D (may be on an open set U of M ) as above. We have [e 1 , e 2 ] = Σ 2 j=1 a j 12 e j + e 3 , [e i , e 3 ] = Σ 2 j=1 a j i3 e j , for i = 1, 2. The dual basis e 1 , e 2 , e 3 satisfies de 1 = −a 1 12 e 1 ∧ e 2 − a 1 13 e 1 ∧ e 3 − a 1 23 e 2 ∧ e 3 de 2 = −a 2 12 e 1 ∧ e 2 − a 2 13 e 1 ∧ e 3 − a 2 23 e 2 ∧ e 3 de 3 = −e 1 ∧ e 2 .
Differentiating the last equation we get a 1 13 + a 2 23 = 0.
3 The approximation scheme by scalar products <, > L Consider the scalar product <, > L in T M such that e L 1 = e 1 , e L 2 = e 2 , e L 3 = e 3 / √ L is an orthonormal basis. The dual basis is e 1 L = e 1 , e 2 L = e 2 , e 3 L = √ Le 3 . Then the Carnot-Caratheodory metric space (M, d) is the limit in the sense of Gromov-Hausdorff of Riemannian metric spaces (M, d L ), when L → ∞. We consider the Levi-Civitta connection ∇ L in (M, <, > L ). This connection is defined by
Proof. It is a direct application of formula 1.
Surfaces in M
Suppose that S is an oriented differentiable two dimensional manifold in M . We get that dim(D ∩ T S) ≥ 1, and as de 3 ∧ e 3 = e 1 ∧ e 2 ∧ e 3 , the set where dim(D ∩ T S) = 2 has empty interior. We
In what follows we will suppose Σ = ∅, so S = S ′ . With this hypothesis, the one dimensional vector 
is the horizontal normal to S.
Then we can define
then {f 2 , f 3 } is a special basis of T S on the open set U . If α is the angle between e 1 and f 1 ,
where α is a real function on U , reducing U if necessary, then
and if we denote by A = −f 1 (e 3 ),
The dual basis of (T M ) * on S is
The inverse relations are
5 The orthonormal basis of T S in the scalar product <, > L An orthonormal basis of T S in (M, <, > L ) is given by
where cos β =
We can write the orthonormal basis as 
and
Taking into account 6 we get
As
In the same way as < ∇
7 The limit K of curvatures K L of S Now we will calculate the Gaussian curvature
In the same way
if this limit exists.
It follows from proposition 7.1 that
Proof. We know from 7 that
It follows that
and as we know by proposition 3.1 that
and by expressions 2 we get that
what ends the proof.
Proof. We get from definition 3.1 and 3 Ω 3 2 = −Aω 2 1 − sin αω 3 1 + cos αω 3 2 = 1 2 (cos αe 1 + sin αe 2 ) + ( 1 2 A)e 3 = Af 3 .
Proof. It follows from 3 that Both terms K L and II L are divergent, but the divergences cancel. In fact, if
we get
where
and Ω L3 1 = (cos αω L3 1 + sin αω L3 2 ). For another side
It is straight verification that lim L→∞ II L diverge.
8 The limit k n of normal curvatures k L n of transverse curves in S
, where y(t) = 0 for every t. Then γ ′ (t) = x(t)X L 2 + y(t) √ L + A 2 X L 3 and the unitary tangent vector in the metric <, > L is given by the function
, so that T L = x L X L 2 + y L X L 3 . Then
The normal vector to
Observe that
so from similar formula for d dt y L , we get
Now
Proposition 8. 1 We have k n = y |y| A.
Proof. It follows from definiton 7.2, 8, 9 and 10 that
The limit of Riemannian area element of S It follows from 5 and 4 that
Therefore on S we get
We can see that lim L→∞ K L dσ L does not exist. In [1] and [7] , to get an area form on S it was necessary to multiply dσ L by 1 √ L and take the limit as L goes to infinity to obtain a surface form, i.e.,
dσ = lim
which is the Hausdorff measure on S. Therefore
10 The limit of length elements
The length element in the metric <, > L on γ is
As lim L→∞ x L = 0 and lim L→∞ y L = y |y| , we get
that does not exist. But as in [1] and section 9, if we multiply by 1 √ L we obtain
which is Hausdorff measure for transversal curves. It follows that lim L→∞ 1 √ L k L n ds L = k n ds = Af 3 = Ω 3 2 .
(12)
The Gauss-Bonnet theorem
The proof of Gauss-Bonnet theorem in [1] and [7] was done taking limits of Gauss-Bonnet formulas in (R 3 , <, > L )
as L goes to infinity to obtain S K ∞ dσ + ∂S k n ds = 0. We will give below a straightforward proof due to expressions of K and k n obtained in sections 7 and 8. We will restrict our theorem to regions where points are non singular and the boundary is constituted by transverse curves.
Let be R ⊂ S a fundamental set, and c a fundamental 2-chain such that |c| = R. The oriented curve γ = ∂c is the bounding curve of R. The curve γ is piecewise differentiable, and composed by differentiable curves γ j : [s j , s j+1 ] → S, j = 1, . . . , r, with γ 1 (s 1 ) = γ r (s r+1 ) and γ j (s j+1 ) = γ j+1 (s j+1 ), for j = 1, . . . , r − 1.
Theorem 11.1 (Gauss-Bonnet formula) Let R be contained in a coordinate domain U of S, let the bounding curve γ of R be a simple closed transverse curve. Then 
