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APPLICATION OF THE FOURIER METHOD TO THE MEAN-SQUARE
APPROXIMATION OF ITERATED ITO AND STRATONOVICH STOCHASTIC
INTEGRALS
DMITRIY F. KUZNETSOV
Abstract. The article is devoted to the mean-square approximation of iterated Ito and
Stratonovich stochastic integrals in the context of numerical integration of Ito stochastic
differential equations. The expansion of iterated Ito stochastic integrals of any arbitrary
multiplicity k (k ∈ N) and expansions of iterated Stratonovich stochastic integrals of multipli-
cities 1 to 5, using multiple Fourier–Legendre and multiple trigonometric Fourier series are
obtained. The exact and approximate expressions for the mean-square error of approximation
of iterated Ito stochastic integrals are derived.
1. Introduction
Let (Ω, F, P) be a complete probubility space, let {Ft, t ∈ [0, T ]} be a nondecreasing right-continous
family of σ-subfields of F, and let f t be a standard m-dimensional Wiener stochastic process, which
is Ft-measurable for any t ∈ [0, T ].We assume that the components f (i)t (i = 1, . . . ,m) of this process
are independent. Consider an Ito stochastic differential equation (SDE) in the integral form
(1) xt = x0 +
t∫
0
a(xτ , τ)dτ +
t∫
0
B(xτ , τ)dfτ , x0 = x(0, ω).
Here xt is some n-dimensional stochastic process satisfying to Ito SDE (1). The nonrandom functions
a : ℜn × [0, T ] → ℜn, B : ℜn × [0, T ] → ℜn×m guarantee the existence and uniqueness up to
stochastic equivalence of a solution of equation (1) [1]. The second integral on the right-hand side of
(1) is interpreted as an Ito stochastic integral. Let x0 be an n-dimensional random variable, which is
F0-measurable and M{|x0|2} <∞ (M denotes a mathematical expectation). We assume that x0 and
ft − f0 are independent when t > 0.
It is well known [2]-[5] that Ito SDEs are adequate mathematical models of dynamic systems of
different physical origin that are affected by random perturbations. For example, Ito SDEs are used as
mathematical models in stochastic mathematical finance, hydrology, seismology, geophysics, chemical
kinetics, population dynamics, electrodynamics, medicine and other fields [2]-[5]. Also these equations
arise in optimal stochastic control, signal filtering against the background of random noises, parameter
estimation for stochastic systems as well as in stochastic stability and bifurcations analysis [2], [4].
One of the effective approaches to numerical integration of Ito SDEs is an approach based on
Taylor–Ito and Taylor–Stratonovich expansions [2]-[23]. The most important feature of such expan-
sions is a presence in them of the so-called iterated Ito and Stratonovich stochastic integrals, which
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play the key role for solving the problem of numerical integration of Ito SDEs and have the following
form
(2) J [ψ(k)]T,t =
T∫
t
ψk(tk) . . .
t2∫
t
ψ1(t1)dw
(i1)
t1 . . . dw
(ik)
tk ,
(3) J∗[ψ(k)]T,t =
∗T∫
t
ψk(tk) . . .
∗t2∫
t
ψ1(t1)dw
(i1)
t1 . . . dw
(ik)
tk
,
where every ψl(τ) (l = 1, . . . , k) is a continuous non-random function on [t, T ], w
(i)
τ = f
(i)
τ for
i = 1, . . . ,m and w
(0)
τ = τ, i1, . . . , ik = 0, 1, . . . ,m,
∫
and
∗∫
denote Ito and Stratonovich stochastic integrals, respectively.
Note that ψl(τ) ≡ 1 (l = 1, . . . , k) and i1, . . . , ik = 0, 1, . . . ,m in [2]-[5] while ψl(τ) ≡ (t − τ)ql
(l = 1, . . . , k; q1, . . . , qk = 0, 1, 2, . . .) and i1, . . . , ik = 1, . . . ,m in [6]-[23].
Effective solution of the problem of combined mean-square approximation for collections of iterated
Ito and Stratonovich stochastic integrals (2) and (3) composes the subject of this article.
We want to mention in short that there are two main criteria for numerical methods convergence
for Ito SDEs [2]-[5]: a strong or mean-square criterion and a weak criterion where the subject of
approximation is not the solution of Ito SDE, simply stated, but the distribution of Ito SDE solution.
Using the strong numerical methods, we may build sample pathes of Ito SDEs numerically.
These methods require the combined mean-square approximation for collections of iterated Ito and
Stratonovich stochastic integrals (2) and (3).
The strong numerical methods are using when building new mathematical models on the basis of
Ito SDEs, when solving the filtering problem of signal under the influence of random disturbances in
various arrangements, when solving the problem connected with stochastic optimal control, and the
problem connected with testing procedures of evaluating parameters of stochastic systems and other
problems [2]-[5].
The problem of effective jointly numerical modeling (in terms of the mean-square convergence
criterion) of iterated Ito and Stratonovich stochastic integrals (2) and (3) is difficult from theoretical
and computing point of view [2]-[41].
The only exception is connected with a narrow particular case, when i1 = . . . = ik 6= 0 and
ψ1(s), . . . , ψk(s) ≡ ψ(s). This case allows the investigation with using of the Ito formula [2]-[5].
Note that even for mentioned coincidence (i1 = . . . = ik 6= 0), but for different functions
ψ1(s), . . . , ψk(s) the mentioned difficulties persist and relatively simple families of iterated Ito and
Stratonovich stochastic integrals, which can be often met in the applications, can not be expressed
effectively in a finite form (for the mean-square approximation) using the system of standard Gaussian
random variables.
Why the problem of the mean-square approximation of iterated stochastic integrals is so complex?
Firstly, the mentioned stochastic integrals (in the case of fixed limits of integration) are the random
variables, whose density functions are unknown in the general case. Even the knowledge of these
density functions would hardly be useful for the mean-square approximation of iterated stochastic
integrals.
Secondly, we need to approximate not only one stochastic integral, but several iterated stochastic
integrals which are complexly dependent in a probability meaning.
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Often, the problem of combined mean-square approximation of iterated Ito and Stratonovich
stochastic integrals occurs even in cases when the exact solution of Ito SDE is known. It means
that even if we know the solution of Ito SDE, we can not model it numerically without the combained
numerical modeling of iterated stochastic integrals.
Note that for a number of special types of Ito SDEs the problem of approximation of iterated
stochastic integrals may be simplified but can not be solved. The equations with additive vector
noise, with scalar additive or non-additive noise, with commutative noise, with a small parameter
is related to such types of equations [2]-[5]. For the mentioned types of equations, simplifications
are connected with the fact that either some coefficient functions from stochastic analogues of the
Taylor formula identically equal to zero, or scalar and commutative noise has a strong effect, or due
to presence of a small parameter we may neglect some members from the stochastic analogues of the
Taylor formula, which include difficult for approximation iterated stochastic integrals [2]-[5].
Seems that iterated stochastic integrals may be approximated by multiple integral sums of different
types [3], [5], [39]. However, this approach implies partition of the interval of integration [t, T ] of
iterated stochastic integrals (the length T − t of this interval is a small value, because it is a step of
integration of numerical methods for Ito SDEs) and according to numerical experiments this additional
partition leads to significant calculating costs [9].
In [3] (see also [2], [4], [5], [40]), Milstein proposed to expand (2) or (3) into the repeated series of
products of standard Gaussian random variables by representing the Wiener process as a trigonometric
Fourier series with random coefficients (version of the so-called Karhunen-Loeve expansion). To obtain
the Milstein expansion of (3), the truncated Fourier expansions of components of the Wiener process
fs must be iteratively substituted in the single integrals, and the integrals must be calculated, starting
from the innermost integral. This is a complicated procedure that does not lead to a general expansion
of (3) valid for an arbitrary multiplicity k. For this reason, only expansions of single, double and
triple stochastic integrals (3) were obtained [2], [4], [40] (k = 1, 2, 3), [3], [5] (k = 1, 2) for the case
ψ1(s), ψ2(s), ψ3(s) ≡ 1; i1, i2, i3 = 0, 1, . . . ,m. Moreover, generally speaking, the approximations of
triple stochastic integrals in [2], [4], [40] may not converge in the mean-square sence to appropriate
triple integrals due to iterated application of the operation of limit transition in the Milstein approach
[3].
Note that in [41] the truncated expansion for the Wiener process, based on Haar functions, was
proposed for expansion of double stochastic integrals (2).
It is necessary to note that the Milstein approach [3] excelled at least in several times (or even in
several orders) the methods of integral sums [3], [5], [39] considering computational costs in the sense
of their diminishing [3], [5], [9].
An alternative and more general strong approximation method was proposed for (3) in [38] (see
also [6], [13]-[18], [21], [23]) where J∗[ψ(k)]T,t was represented as a multiple stochastic integral of a
certain discontinuous non-random function of k variables, and the function was then expanded into
a generalized repeated Fourier series in a complete system of continuously differentiable functions
that are orthonormal in the space L2([t, T ]). As a result, a general repeated series expansion of (3) in
terms of products of standard Gaussian random variables was obtained in [38] (see also [6], [13]-[18],
[21], [23]) for an arbitrary multiplicity k of the iterated Stratonovich stochastic integrals. Hereinafter,
this method referred to as the method of generalized repeated Fourier series.
Consider the formulation of the method of generalized repeated Fourier series.
Define the following function on a hypercube [t, T ]k
(4) K(t1, . . . , tk) =


ψ1(t1) . . . ψk(tk), t1 < . . . < tk
0, otherwise
=
k∏
l=1
ψl(tl)
k−1∏
l=1
1{tl<tl+1},
where t1, . . . , tk ∈ [t, T ] (k ≥ 2) and K(t1) ≡ ψ1(t1) for t1 ∈ [t, T ]. Here 1A denotes the indicator of
the set A.
4 D.F. KUZNETSOV
Theorem 1 [38] (see also [6], [13]-[18], [21], [23]). Suppose that every ψl(τ) (l = 1, . . . , k) is a
continuously differentiable function at the interval [t, T ] and {φj(x)}∞j=0 is a complete orthonormal
system of Legendre polynomials or trigonometric functions in the space L2([t, T ]). Then, the iterated
Stratonovich stochastic integral J∗[ψ(k)]T,t of form (3) is expanded into the converging in the mean
of degree 2n (n ∈ N) repeated series
(5) J∗[ψ(k)]T,t =
∞∑
j1=0
. . .
∞∑
jk=0
Cjk ...j1
k∏
l=1
ζ
(il)
jl
,
which means the following
(6) lim
p1→∞
. . . lim
pk→∞
M
{(
J∗[ψ(k)]T,t −
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
k∏
l=1
ζ
(il)
jl
)2n}
= 0,
where
(7) ζ
(i)
j =
T∫
t
φj(s)dw
(i)
s
are independent standard Gaussian random variables for different i or j (if i 6= 0) and
(8) Cjk...j1 =
∫
[t,T ]k
K(t1, . . . , tk)
k∏
l=1
φjl(tl)dt1 . . . dtk
is the Fourier coefficient.
The proof of the theorem 1 is based on the following statement.
Lemma 1 [6], [13]-[18], [21], [23], [38]. In the conditions of the theorem 1 the function K∗(t1, . . . , tk)
is represented in any internal point of a hypercube [t, T ]k by the generalized repeated Fourier series
(9) K∗(t1, . . . , tk) =
∞∑
j1=0
. . .
∞∑
jk=0
Cjk ...j1
k∏
l=1
φjl (tl), (t1, . . . , tk) ∈ (t, T )k,
where
K∗(t1, . . . , tk) =
k∏
l=1
ψl(tl)
k−1∏
l=1
(
1{tl<tl+1} +
1
2
1{tl=tl+1}
)
for t1, . . . , tk ∈ [t, T ] (k ≥ 2) and K∗(t1) ≡ ψ1(t1) for t1 ∈ [t, T ], 1A is the indicator of the set A, the
Fourier coefficient Cjk ...j1 has the form (8). At that, the repeated series (9) converges at the boundary
of a hypercube [t, T ]k (not necessarily to the function K∗(t1, . . . , tk)).
It was shown in [6], [13]-[18], [21], [23], [38] that the method of generalized repeated Fourier series
leads for k = 2 to the Milstein expansion of (3) [3] in the case of trigonometric system of functions.
Note that the method of generalized repeated Fourier series as well as the method from [3] lead to
iterated application of operation of the limit transition. So, the following approximation
(10) J∗[ψ(k)]pT,t =
p∑
j1,...,jk=0
Cjk ...j1
k∏
l=1
ζ
(il)
jl
,
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generally speaking, may not converges to J∗[ψ(k)]T,t in the mean-square sense. As mentioned above,
this problem appears for triple stochastic integrals or even for some double stochastic integrals in the
case, when ψ1(τ), ψ2(τ) 6≡ 1.
2. Method of the Mean-Square Approximation of Iterated Ito Stochastic
Integrals, Based on Multiple Fourier Series
In the previous section we paid attention that the method from [3] and the method of generalized
repeated Fourier series [6], [13]-[18], [21], [23], [38] lead to iterated application of operation of the
limit transition, so these methods may not converge in the mean-square sense to appropriate iterated
stochastic integrals (3) for some methods of series summation (see (10)).
The difficulties noted above can be overcome with a different method. The idea of this method is
as follows: the iterated Ito stochastic integral J [ψ(k)]T,t of form (2) of multiplicity k is represented as
a multiple stochastic integral from the non-random discontinuous function K(t1, . . . , tk) of k variables
of form (4), defined on the hypercube [t, T ]k, where [t, T ] is an interval of integration of iterated Ito
stochastic integral. Then, the function K(t1, . . . , tk) is expanded in the hypercube into the generalized
multiple Fourier series converging in the mean-square sense in the space L2([t, T ]
k). After a number
of nontrivial transformations we come (see the theorem 2 below) to the mean-square convergening
expansion of iterated Ito stochastic integral into the multiple series of products of standard Gaussian
random variables. The coefficients of this series are the coefficients of generalized multiple Fourier
series for the function K(t1, . . . , tk), which can be calculated using the explicit formula regardless of
multiplicity k of iterated Ito stochastic integral. Hereinafter, this method referred to as the method
of generalized multiple Fourier series.
Suppose that {φj(x)}∞j=0 is a complete orthonormal system of functions in the space L2([t, T ]).
The function K(t1, . . . , tk) of form (4) is sectionally continuous in the hypercube [t, T ]
k. At this
situation it is well known that the generalized multiple Fourier series of K(t1, . . . , tk) ∈ L2([t, T ]k) is
converging to K(t1, . . . , tk) in the hypercube [t, T ]
k in the mean-square sense, i.e.
(11) lim
p1,...,pk→∞
∥∥∥∥K(t1, . . . , tk)−
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
k∏
l=1
φjl(tl)
∥∥∥∥ = 0,
where
(12) Cjk...j1 =
∫
[t,T ]k
K(t1, . . . , tk)
k∏
l=1
φjl(tl)dt1 . . . dtk,
is the Fourier coefficient, and
‖f‖ =

 ∫
[t,T ]k
f2(t1, . . . , tk)dt1 . . . dtk


1/2
.
Consider the partition {τj}Nj=0 of [t, T ] such that
(13) t = τ0 < . . . < τN = T, ∆N = max
0≤j≤N−1
∆τj → 0 if N →∞, ∆τj = τj+1 − τj .
Theorem 2 [9]-[21], [23]-[37]. Suppose that every ψl(τ) (l = 1, . . . , k) is a continuous function on
[t, T ] and {φj(x)}∞j=0 is a complete orthonormal system of continuous functions in the space L2([t, T ]).
Then
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J [ψ(k)]T,t = l.i.m.
p1,...,pk→∞
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
(
k∏
l=1
ζ
(il)
jl
−
(14) − l.i.m.
N→∞
∑
(l1,...,lk)∈Gk
φj1(τl1)∆w
(i1)
τl1
. . . φjk(τlk)∆w
(ik)
τlk
)
,
where
Gk = Hk\Lk, Hk = {(l1, . . . , lk) : l1, . . . , lk = 0, 1, . . . , N − 1},
Lk = {(l1, . . . , lk) : l1, . . . , lk = 0, 1, . . . , N − 1; lg 6= lr (g 6= r); g, r = 1, . . . , k},
l.i.m. is a limit in the mean-square sense, i1, . . . , ik = 0, 1, . . . ,m,
(15) ζ
(i)
j =
T∫
t
φj(s)dw
(i)
s
are independent standard Gaussian random variables for various i or j (if i 6= 0), Cjk...j1 is the
Fourier coefficient (12), ∆w
(i)
τj = w
(i)
τj+1−w(i)τj (i = 0, 1, . . . ,m), {τj}Nj=0 is a partition of [t, T ], which
satisfies the condition (13).
Proof. The proof of the theorem 2 is based on lemmas 5.1–5.3 [23] (P. A.253–A.259) or lemmas
1–3 [30]. According to lemma 5.1 [23] or lemma 1 [30] we have [23], [30]
J [ψ(k)]T,t = l.i.m.
N→∞
N−1∑
lk=0
. . .
l2−1∑
l1=0
ψ1(τl1) . . . ψk(τlk)∆w
(i1)
τl1
. . .∆w(ik)τlk
=
= l.i.m.
N→∞
N−1∑
lk=0
. . .
l2−1∑
l1=0
K(τl1 , . . . , τlk)∆w
(i1)
τl1
. . .∆w(ik)τlk
=
= l.i.m.
N→∞
N−1∑
lk=0
. . .
N−1∑
l1=0
K(τl1 , . . . , τlk)∆w
(i1)
τl1
. . .∆w(ik)τlk
=
= l.i.m.
N→∞
N−1∑
j1,...,jk=0
jq 6=jr ; q 6=r; q,r=1,...,k
K(τl1 , . . . , τlk)∆w
(i1)
τl1
. . .∆w(ik)τlk
=
(16) =
T∫
t
. . .
t2∫
t
∑
(t1,...,tk)
(
K(t1, . . . , tk)dw
(i1)
t1 . . . dw
(ik)
tk
)
,
where permutations (t1, . . . , tk) for summing are executed only in the expression, enclosed in paren-
theses.
It is easy to see that (16) may be rewritten in the form [23], [30]
J [ψ(k)]T,t =
∑
(t1,...,tk)
T∫
t
. . .
t2∫
t
K(t1, . . . , tk)dw
(i1)
t1 . . . dw
(ik)
tk
,
where permutations (t1, . . . , tk) for summing are performed only in the values dw
(i1)
t1 . . . dw
(ik)
tk , at
the same time the indexes near upper limits of integration in the iterated stochastic integrals are
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changed correspondently and if tr swapped with tq in the permutation (t1, . . . , tk), then ir swapped
with iq in the permutation (i1, . . . , ik).
Note that since integration of bounded function using the set of null measure for Riemann integrals
gives zero result, then the following formula is reasonable for these integrals
(17)
∫
[t,T ]k
G(t1, . . . , tk)dt1 . . . dtk =
∑
(t1,...,tk)
T∫
t
. . .
t2∫
t
G(t1, . . . , tk)dt1 . . . dtk,
where permutations (t1, . . . , tk) for summing are executed only in the values dt1, . . . , dtk, at the
same time the indexes near upper limits of integration are changed correspondently and the function
G(t1, . . . , tk) is considered as integrated in the hypercube [t, T ]
k.
According to lemmas 5.1–5.3 [23] (P. A.253–A.259) or lemmas 1–3 [30] w. p. 1 we get the following
representation
J [ψ(k)]T,t =
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
T∫
t
. . .
t2∫
t
∑
(t1,...,tk)
(
φj1(t1) . . . φjk (tk)dw
(i1)
t1 . . . dw
(ik)
tk
)
+
+Rp1,...,pkT,t =
=
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1 l.i.m.
N→∞
N−1∑
j1,...,jk=0
jq 6=jr ; q 6=r; q,r=1,...,k
φj1(τl1) . . . φjk (τlk)∆w
(i1)
τl1
. . .∆w(ik)τlk
+
(18) +Rp1,...,pkT,t =
=
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
(
l.i.m.
N→∞
N−1∑
l1,...,lk=0
φj1(τl1) . . . φjk (τlk)∆w
(i1)
τl1
. . .∆w(ik)τlk
−
−l.i.m.
N→∞
∑
(l1,...,lk)∈Gk
φj1(τl1)∆w
(i1)
τl1
. . . φjk (τlk)∆w
(ik)
τlk
)
+
+Rp1,...,pkT,t =
=
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
(
k∏
l=1
ζ
(il)
jl
− l.i.m.
N→∞
∑
(l1,...,lk)∈Gk
φj1(τl1 )∆w
(i1)
τl1
. . . φjk(τlk)∆w
(ik)
τlk
)
+
(19) +Rp1,...,pkT,t ,
where
(20) Rp1,...,pkT,t =
∑
(t1,...,tk)
T∫
t
. . .
t2∫
t
(
K(t1, . . . , tk)−
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
k∏
l=1
φjl (tl)
)
dw
(i1)
t1 . . . dw
(ik)
tk ,
where permutations (t1, . . . , tk) for summing are performed only in the values dw
(i1)
t1 . . . dw
(ik)
tk , at
the same time the indexes near upper limits of integration in the iterated stochastic integrals are
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changed correspondently and if tr swapped with tq in the permutation (t1, . . . , tk), then ir swapped
iq in the permutation (i1, . . . , ik).
Let us evaluate the remainder Rp1,...,pkT,t of the series.
According to lemma 5.2 [23] (pp. A.257–A.258) or lemma 2 [30] we have (see (17))
M
{(
R
p1,...,pk
T,t
)2}
≤
≤ Ck
∑
(t1,...,tk)
T∫
t
. . .
t2∫
t
(
K(t1, . . . , tk)−
p1∑
j1=0
. . .
pk∑
jk=0
Cjk ...j1
k∏
l=1
φjl(tl)
)2
dt1 . . . dtk =
(21) = Ck
∫
[t,T ]k
(
K(t1, . . . , tk)−
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
k∏
l=1
φjl(tl)
)2
dt1 . . . dtk → 0
if p1, . . . , pk →∞, where the constant Ck depends only on the multiplicity k of iterated Ito stochastic
integral. The theorem is proven.
In order to evaluate the significance of the theorem 2 for practice we will demonstrate its transformed
particular cases for k = 1, . . . , 5 [9]-[21], [23]-[37]
(22) J [ψ(1)]T,t = l.i.m.
p1→∞
p1∑
j1=0
Cj1ζ
(i1)
j1
,
(23) J [ψ(2)]T,t = l.i.m.
p1,p2→∞
p1∑
j1=0
p2∑
j2=0
Cj2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
− 1{i1=i2 6=0}1{j1=j2}
)
,
J [ψ(3)]T,t = l.i.m.
p1,...,p3→∞
p1∑
j1=0
p2∑
j2=0
p3∑
j3=0
Cj3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
−
(24) − 1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 − 1{i2=i3 6=0}1{j2=j3}ζ
(i1)
j1
− 1{i1=i3 6=0}1{j1=j3}ζ(i2)j2
)
,
J [ψ(4)]T,t = l.i.m.
p1,...,p4→∞
p1∑
j1=0
. . .
p4∑
j4=0
Cj4...j1
( 4∏
l=1
ζ
(il)
jl
−
−1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
− 1{i1=i3 6=0}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
−
−1{i1=i4 6=0}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
− 1{i2=i3 6=0}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
−
−1{i2=i4 6=0}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
− 1{i3=i4 6=0}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
+
+1{i1=i2 6=0}1{j1=j2}1{i3=i4 6=0}1{j3=j4} + 1{i1=i3 6=0}1{j1=j3}1{i2=i4 6=0}1{j2=j4}+
(25) + 1{i1=i4 6=0}1{j1=j4}1{i2=i3 6=0}1{j2=j3}
)
,
APPLICATION OF THE FOURIER METHOD TO THE MEAN-SQUARE APPROXIMATION 9
J [ψ(5)]T,t = l.i.m.
p1,...,p5→∞
p1∑
j1=0
. . .
p5∑
j5=0
Cj5...j1
(
5∏
l=1
ζ
(il)
jl
−
−1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
ζ
(i5)
j5
− 1{i1=i3 6=0}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
ζ
(i5)
j5
−
−1{i1=i4 6=0}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
ζ
(i5)
j5
− 1{i1=i5 6=0}1{j1=j5}ζ(i2)j2 ζ
(i3)
j3
ζ
(i4)
j4
−
−1{i2=i3 6=0}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
ζ
(i5)
j5
− 1{i2=i4 6=0}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
ζ
(i5)
j5
−
−1{i2=i5 6=0}1{j2=j5}ζ(i1)j1 ζ
(i3)
j3
ζ
(i4)
j4
− 1{i3=i4 6=0}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
ζ
(i5)
j5
−
−1{i3=i5 6=0}1{j3=j5}ζ(i1)j1 ζ
(i2)
j2
ζ
(i4)
j4
− 1{i4=i5 6=0}1{j4=j5}ζ(i1)j1 ζ
(i2)
j2
ζ
(i3)
j3
+
+1{i1=i2 6=0}1{j1=j2}1{i3=i4 6=0}1{j3=j4}ζ
(i5)
j5
+ 1{i1=i2 6=0}1{j1=j2}1{i3=i5 6=0}1{j3=j5}ζ
(i4)
j4
+
+1{i1=i2 6=0}1{j1=j2}1{i4=i5 6=0}1{j4=j5}ζ
(i3)
j3
+ 1{i1=i3 6=0}1{j1=j3}1{i2=i4 6=0}1{j2=j4}ζ
(i5)
j5
+
+1{i1=i3 6=0}1{j1=j3}1{i2=i5 6=0}1{j2=j5}ζ
(i4)
j4
+ 1{i1=i3 6=0}1{j1=j3}1{i4=i5 6=0}1{j4=j5}ζ
(i2)
j2
+
+1{i1=i4 6=0}1{j1=j4}1{i2=i3 6=0}1{j2=j3}ζ
(i5)
j5
+ 1{i1=i4 6=0}1{j1=j4}1{i2=i5 6=0}1{j2=j5}ζ
(i3)
j3
+
+1{i1=i4 6=0}1{j1=j4}1{i3=i5 6=0}1{j3=j5}ζ
(i2)
j2
+ 1{i1=i5 6=0}1{j1=j5}1{i2=i3 6=0}1{j2=j3}ζ
(i4)
j4
+
+1{i1=i5 6=0}1{j1=j5}1{i2=i4 6=0}1{j2=j4}ζ
(i3)
j3
+ 1{i1=i5 6=0}1{j1=j5}1{i3=i4 6=0}1{j3=j4}ζ
(i2)
j2
+
+1{i2=i3 6=0}1{j2=j3}1{i4=i5 6=0}1{j4=j5}ζ
(i1)
j1
+ 1{i2=i4 6=0}1{j2=j4}1{i3=i5 6=0}1{j3=j5}ζ
(i1)
j1
+
(26) + 1{i2=i5 6=0}1{j2=j5}1{i3=i4 6=0}1{j3=j4}ζ
(i1)
j1
)
,
where 1A is the indicator of the set A.
It was shown in [11]-[18], [21], [23], [30] that theorem 2 is valid for convergence in the mean of degree
2n (n ∈ N). Moreover, the complete orthonormal in L2([t, T ]) systems of Haar and Rademacher–
Walsh functions also can be applied in the theorem 2 [11]-[18], [21], [23], [30]. The generalization
of the theorem 2 for complete orthonormal with weigth r(x) ≥ 0 system of functions in the space
L2([t, T ]) can be found in [23], [31]
Note that the rightness of formulas (22)–(26) can be verified by the fact that if i1 = . . . = i5 = i =
1, . . . ,m and ψ1(s), . . . , ψ5(s) ≡ ψ(s), then we can derive from (22)–(26) the well known equalities,
which be fulfilled w. p. 1 [9]-[18], [21], [23]
J [ψ(1)]T,t =
1
1!
δT,t,
J [ψ(2)]T,t =
1
2!
(
δ2T,t −∆T,t
)
,
J [ψ(3)]T,t =
1
3!
(
δ3T,t − 3δT,t∆T,t
)
,
J [ψ(4)]T,t =
1
4!
(
δ4T,t − 6δ2T,t∆T,t + 3∆2T,t
)
,
J [ψ(5)]T,t =
1
5!
(
δ5T,t − 10δ3T,t∆T,t + 15δT,t∆2T,t
)
,
where
δT,t =
T∫
t
ψ(s)df (i)s , ∆T,t =
T∫
t
ψ2(s)ds,
which can be independently obtained using the Ito formula and Hermite polynomials.
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In a number of works of the author [14]-[18], [21], [23], [24], [28] the theorem 2 has been adapted
for iterated Stratonovich stochastic integrals (3) of multiplicities 2 to 5.
Theorem 3 [14]-[18], [21], [23], [24], [28]. Suppose that {φj(x)}∞j=0 is a complete orthonormal
system of Legendre polynomials or trigonometric functions in the space L2([t, T ]). At the same time
ψ2(s) is a continuously differentiable function on [t, T ] and ψ1(s), ψ3(s) are two times continuously
differentiable functions on [t, T ]. Then
(27) J∗[ψ(2)]T,t = l.i.m.
p1,p2→∞
p1∑
j1=0
p2∑
j2=0
Cj2j1ζ
(i1)
j1
ζ
(i2)
j2
(i1, i2 = 1, . . . ,m),
(28) J∗[ψ(3)]T,t = l.i.m.
p1,p2,p3→∞
p1∑
j1=0
p2∑
j2=0
p3∑
j3=0
Cj3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
(i1, i2, i3 = 0, 1, . . . ,m),
(29) J∗[ψ(3)]T,t = l.i.m.
p→∞
p∑
j1,j2,j3=0
Cj3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
(i1, i2, i3 = 1, . . . ,m),
(30) J∗[ψ(4)]T,t = l.i.m.
p→∞
p∑
j1,...,j4=0
Cj4j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
(i1, . . . , i4 = 0, 1, . . . ,m),
(31) J∗[ψ(5)]T,t = l.i.m.
p→∞
p∑
j1,...,j5=0
Cj5j4j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
ζ
(i5)
j5
(i1, . . . , i5 = 0, 1, . . . ,m),
where J∗[ψ(k)]T,t is defined by (3) and ψl(s) ≡ 1 (l = 1, . . . , 5) in (28), (30), (31); another notations
can be found in the theorem 2.
3. Exact and Approximate Expressions for the Mean-Square Errors of
Approximation of Iterated Ito Stochastic Integrals
Theorem 4 [19]-[21], [23], [29]. Suppose that every ψl(τ) (l = 1, . . . , k) is a continuous function on
[t, T ] and {φj(x)}∞j=0 is a complete orthonormal system of continuous functions in the space L2([t, T ]).
Then
M
{(
J [ψ(k)]T,t − J [ψ(k)]pT,t
)2}
=
∫
[t,T ]k
K2(t1, . . . , tk)dt1 . . . dtk−
(32) −
p∑
j1=0
. . .
p∑
jk=0
Cjk...j1M

J [ψ(k)]T,t
∑
(j1,...,jk)
T∫
t
φjk (tk) . . .
t2∫
t
φj1 (t1)df
(i1)
t1 . . . df
(ik)
tk

 ,
where
J [ψ(k)]T,t =
T∫
t
ψk(tk) . . .
t2∫
t
ψ1(t1)df
(i1)
t1 . . . df
(ik)
tk
(i1, . . . , ik = 1, . . . ,m),
(33) J [ψ(k)]pT,t =
p∑
j1=0
. . .
p∑
jk=0
Cjk...j1
(
k∏
l=1
ζ
(il)
jl
− S(i1...ik)j1,...,jk
)
,
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(34) S
(i1...ik)
j1,...,jk
= l.i.m.
N→∞
∑
(l1,...,lk)∈Gk
φj1(τl1)∆f
(i1)
τl1
. . . φjk (τlk)∆f
(ik)
τlk
,
the Fourier coefficient Cjk...j1 has the form (12),
(35) ζ
(i)
j =
T∫
t
φj(s)df
(i)
s
are independent standard Gaussian random variables for various i or j (i = 1, . . . ,m),∑
(j1,...,jk)
means the sum according to all possible permutations (j1, . . . , jk), at the same time if jr swapped with
jq in the permutation (j1, . . . , jk), then ir swapped with iq in the permutation (i1, . . . , ik); another
notations can be found in the theorem 2.
Proof. Using the theorem 2 for the case p1 = . . . = pk = p we obtain
(36) J [ψ(k)]T,t = l.i.m.
p→∞
p∑
j1=0
. . .
p∑
jk=0
Cjk ...j1
(
k∏
l=1
ζ
(il)
jl
− S(i1...ik)j1,...,jk
)
.
For n > p we can write down
J [ψ(k)]nT,t =

 p∑
j1=0
+
n∑
j1=p+1

 . . .

 p∑
jk=0
+
n∑
jk=p+1

Cjk...j1
(
k∏
l=1
ζ
(il)
jl
− S(i1...ik)j1,...,jk
)
=
(37) = J [ψ(k)]pT,t + ξ[ψ
(k)]p+1,nT,t .
Not difficult to understand (see (23)–(26) and the theorem 2 in [37]) that due to independence
of random variables ζ
(i)
j for different j (i 6= 0) and due to the special structure of random variables
S
(i1...ik)
j1,...,jk
the following relations are correct
(38) M
{
k∏
l=1
ζ
(il)
jl
− S(i1...ik)j1,...,jk
}
= 0,
(39) M
{(
k∏
l=1
ζ
(il)
jl
− S(i1...ik)j1,...,jk
)(
k∏
l=1
ζ
(il)
j′
l
− S(i1...ik)j′1,...,j′k
)}
= 0,
where
(j1, . . . , jk) ∈ Kp, (j′1, . . . , j′k) ∈ Kn\Kp
and
Kn = {(j1, . . . , jk) : 0 ≤ j1, . . . , jk ≤ n} , Kp = {(j1, . . . , jk) : 0 ≤ j1, . . . , jk ≤ p} .
From (38) and (39) we obtain
M
{
J [ψ(k)]pT,tξ[ψ
(k)]p+1,nT,t
}
= 0.
Due to (33), (36), and (37) we can write down
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ξ[ψ(k)]p+1,nT,t = J [ψ
(k)]nT,t − J [ψ(k)]pT,t,
l.i.m.
n→∞
ξ[ψ(k)]p+1,nT,t = J [ψ
(k)]T,t − J [ψ(k)]pT,t
def
= ξ[ψ(k)]p+1T,t .
We have
0 ≤
∣∣∣M{ξ[ψ(k)]p+1T,t J [ψ(k)]pT,t}∣∣∣ =
=
∣∣∣M{(ξ[ψ(k)]p+1T,t − ξ[ψ(k)]p+1,nT,t + ξ[ψ(k)]p+1,nT,t ) J [ψ(k)]pT,t}∣∣∣ =
≤
∣∣∣M{(ξ[ψ(k)]p+1T,t − ξ[ψ(k)]p+1,nT,t )J [ψ(k)]pT,t}∣∣∣+ ∣∣∣M{ξ[ψ(k)]p+1,nT,t J [ψ(k)]pT,t}∣∣∣ =
=
∣∣∣M{(J [ψ(k)]T,t − J [ψ(k)]nT,t)J [ψ(k)]pT,t}∣∣∣ ≤
≤
√
M
{(
J [ψ(k)]T,t − J [ψ(k)]nT,t
)2}√
M
{(
J [ψ(k)]pT,t
)2}
≤
≤
√
M
{(
J [ψ(k)]T,t − J [ψ(k)]nT,t
)2}
×
×
(√
M
{(
J [ψ(k)]pT,t − J [ψ(k)]T,t
)2}
+
√
M
{(
J [ψ(k)]T,t
)2}) ≤
(40) ≤ K
√
M
{(
J [ψ(k)]T,t − J [ψ(k)]nT,t
)2}
→ 0 if n→∞,
where K is a constant.
From (40) it follows that
M
{
ξ[ψ(k)]p+1T,t J [ψ
(k)]pT,t
}
= 0
or
M
{(
J [ψ(k)]T,t − J [ψ(k)]pT,t
)
J [ψ(k)]pT,t
}
= 0.
The last equality means that
(41) M
{
J [ψ(k)]T,tJ [ψ
(k)]pT,t
}
= M
{(
J [ψ(k)]pT,t
)2}
.
Taking into account (41) we obtain
M
{(
J [ψ(k)]T,t − J [ψ(k)]pT,t
)2}
= M
{(
J [ψ(k)]T,t
)2}
+
+M
{(
J [ψ(k)]pT,t
)2}
− 2M
{
J [ψ(k)]T,tJ [ψ
(k)]pT,t
}
= M
{(
J [ψ(k)]T,t
)2}
−
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−M
{
J [ψ(k)]T,tJ [ψ
(k)]pT,t
}
=
(42) =
∫
[t,T ]k
K2(t1, . . . , tk)dt1 . . . dtk −M
{
J [ψ(k)]T,tJ [ψ
(k)]pT,t
}
.
Let us consider the value
M
{
J [ψ(k)]T,tJ [ψ
(k)]pT,t
}
.
For the case i1, . . . , ik = 1, . . . ,m and p1 = . . . = pk = p from (18), (19) we obtain
k∏
l=1
ζ
(il)
jl
− S(i1...ik)j1,...,jk = l.i.m.
N→∞
N−1∑
l1,...,lk=0
lq 6=lr ; q 6=r; q,r=1,...,k
φj1 (τl1) . . . φjk(τlk)∆f
(i1)
τl1
. . .∆f (ik)τlk
=
(43) =
∑
(j1,...,jk)
T∫
t
φjk(tk) . . .
t2∫
t
φj1 (t1)df
(i1)
t1 . . . df
(ik)
tk
w. p. 1,
where ∑
(j1,...,jk)
means the sum according to all possible permutations (j1, . . . , jk), at the same time if jr swapped with
jq in the permutation (j1, . . . , jk), then ir swapped with iq in the permutation (i1, . . . , ik); another
notations see in the theorem 2.
From (33) and (43) we obtain
(44) J [ψ(k)]pT,t =
p∑
j1=0
. . .
p∑
jk=0
Cjk...j1
∑
(j1,...,jk)
T∫
t
φjk(tk) . . .
t2∫
t
φj1(t1)df
(i1)
t1 . . . df
(ik)
tk .
After substituting (44) into (42) we obtain (32). The theorem 4 is proved.
Let J [ψ(k)]p1,...,pkT,t be the prelimit expression in (14). Let us denote
M
{(
J [ψ(k)]T,t − J [ψ(k)]p1,...,pkT,t
)2} def
= Ep1,...,pkk ,
E
p1,...,pk
k
def
= Epk if p1 = . . . = pk = p,
‖K‖2 =
∫
[t,T ]k
K2(t1, . . . , tk)dt1 . . . dtk
def
= Ik.
In [21], [23], [29] it was shown that
(45) Ep1,...,pkk ≤ k!
(
Ik −
p1∑
j1=0
. . .
pk∑
jk=0
C2jk...j1
)
if i1, . . . , ik = 1, . . . ,m (0 < T − t <∞) or i1, . . . , ik = 0, 1, . . . ,m (0 < T − t < 1).
Moreover in [11]-[18], [21], [23], [30] it was shown that
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M
{(
J [ψ(k)]T,t − J [ψ(k)]p1,...,pkT,t
)2n}
≤ Cn,k
(
Ik −
p1∑
j1=0
. . .
pk∑
jk=0
C2jk ...j1
)n
,
where Cn,k = (k!)
2n(n(2n− 1))n(k−1)(2n− 1)!! (n ∈ N).
Remark 1. Note that
M

J [ψ(k)]T,t
T∫
t
φjk(tk) . . .
t2∫
t
φj1 (t1)df
(i1)
t1 . . . df
(ik)
tk

 =
=
T∫
t
ψk(tk)φjk(tk) . . .
t2∫
t
ψ1(t1)φj1 (t1)dt1 . . . dtk = Cjk...j1
Then from the theorem 4 for pairwise different i1, . . . , ik and for i1 = . . . = ik we obtain
(46) Epk = Ik −
p∑
j1,...,jk=0
C2jk...j1 , E
p
k = Ik −
p∑
j1,...,jk=0
Cjk...j1
( ∑
(j1,...,jk)
Cjk ...j1
)
.
Consider some examples of application of the theorem 4 (i1, i2, i3 = 1, . . . ,m):
E
p
2 = I2 −
p∑
j1,j2=0
C2j2j1 −
p∑
j1,j2=0
Cj2j1Cj1j2 (i1 = i2),
(47) Ep3 = I3 −
p∑
j3,j2,j1=0
C2j3j2j1 −
p∑
j3,j2,j1=0
Cj3j1j2Cj3j2j1 (i1 = i2 6= i3),
(48) Ep3 = I3 −
p∑
j3,j2,j1=0
C2j3j2j1 −
p∑
j3,j2,j1=0
Cj2j3j1Cj3j2j1 (i1 6= i2 = i3),
(49) Ep3 = I3 −
p∑
j3,j2,j1=0
C2j3j2j1 −
p∑
j3,j2,j1=0
Cj3j2j1Cj1j2j3 (i1 = i3 6= i2),
E
p
4 = I4 −
p∑
j1,...,j4=0
Cj4...j1
( ∑
(j1,j4)
( ∑
(j2,j3)
Cj4...j1
))
(i1 = i4 6= i2 = i3),
E
p
5 = I5 −
p∑
j1,...,j5=0
Cj5...j1
( ∑
(j2,j4)
( ∑
(j3,j5)
Cj5...j1
))
(i1 6= i2 = i4 6= i3 = i5 6= i1).
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4. Approximation of the Specific Iterated Ito and Stratonovich Stochastic
Integrals
In this section we provide considerable practical material (based on the theorems 2–4 and the
system of Legendre polynomials) about expansions and approximations of iterated Ito and Stratono-
vich stochastic integrals. The question about what kind of functions (polynomial or trigonometric) is
more convenient for the mean-square approximation of iterated stochastic integrals is considered.
Let us consider the following iterated Ito and Stratonovich stochastic integrals
(50) I
(i1...ik)
(l1...lk)T,t
=
T∫
t
(t− tk)lk . . .
t2∫
t
(t− t1)l1df (i1)t1 . . . df
(ik)
tk
,
(51) I
∗(i1...ik)
(l1...lk)T,t
=
∗T∫
t
(t− tk)lk . . .
∗t2∫
t
(t− t1)l1df (i1)t1 . . . df
(ik)
tk ,
where i1, . . . , ik = 1, . . . ,m; l1, . . . , lk = 0, 1, . . .
The complete orthonormal system of Legendre polynomials in the space L2([t, T ]) looks as follows
(52) φj(x) =
√
2j + 1
T − t Pj
((
x− T + t
2
)
2
T − t
)
, j = 0, 1, 2, . . . ,
where Pj(x) is the Legendre polynomial.
Using the system of functions (52) and the theorems 2, 3 we obtain the following expansions of
iterated Ito and Stratonovich stochastic integrals (50), (51)
I
(i1)
(0)T,t =
√
T − tζ(i1)0 ,
(53) I
(i1)
(1)T,t = −
(T − t)3/2
2
(
ζ
(i1)
0 +
1√
3
ζ
(i1)
1
)
,
(54) I
(i1)
(2)T,t =
(T − t)5/2
3
(
ζ
(i1)
0 +
√
3
2
ζ
(i1)
1 +
1
2
√
5
ζ
(i1)
2
)
,
(55) I
∗(i1i2)
(00)T,t =
T − t
2
(
ζ
(i1)
0 ζ
(i2)
0 +
∞∑
i=1
1√
4i2 − 1
(
ζ
(i1)
i−1 ζ
(i2)
i − ζ(i1)i ζ(i2)i−1
))
,
I
(i1i2)
(00)T,t =
T − t
2
(
ζ
(i1)
0 ζ
(i2)
0 +
∞∑
i=1
1√
4i2 − 1
(
ζ
(i1)
i−1 ζ
(i2)
i − ζ(i1)i ζ(i2)i−1
)
− 1{i1=i2}
)
,
I
∗(i1i2)
(01)T,t = −
T − t
2
I
∗(i1i2)
(00)T,t −
(T − t)2
4
(
1√
3
ζ
(i1)
0 ζ
(i2)
1 +
+
∞∑
i=0
(
(i+ 2)ζ
(i1)
i ζ
(i2)
i+2 − (i+ 1)ζ(i1)i+2 ζ(i2)i√
(2i+ 1)(2i+ 5)(2i+ 3)
− ζ
(i1)
i ζ
(i2)
i
(2i− 1)(2i+ 3)
))
,
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I
∗(i1i2)
(10)T,t = −
T − t
2
I
∗(i1i2)
(00)T,t −
(T − t)2
4
(
1√
3
ζ
(i2)
0 ζ
(i1)
1 +
(56) +
∞∑
i=0
(
(i+ 1)ζ
(i2)
i+2 ζ
(i1)
i − (i + 2)ζ(i2)i ζ(i1)i+2√
(2i+ 1)(2i+ 5)(2i+ 3)
+
ζ
(i1)
i ζ
(i2)
i
(2i− 1)(2i+ 3)
))
,
I
(i1i2)
(10)T,t = I
∗(i1i2)
(10)T,t +
1
4
1{i1=i2}(T − t)2, I(i1i2)(01)T,t = I
∗(i1i2)
(01)T,t +
1
4
1{i1=i2}(T − t)2 w. p. 1,
I
(i1i2)
(01)T,t = −
T − t
2
I
(i1i2)
(00)T,t −
(T − t)2
4
(
1√
3
ζ
(i1)
0 ζ
(i2)
1 +
+
∞∑
i=0
(
(i+ 2)ζ
(i1)
i ζ
(i2)
i+2 − (i+ 1)ζ(i1)i+2 ζ(i2)i√
(2i+ 1)(2i+ 5)(2i+ 3)
− ζ
(i1)
i ζ
(i2)
i
(2i− 1)(2i+ 3)
))
,
I
(i1i2)
(10)T,t = −
T − t
2
I
(i1i2)
(00)T,t −
(T − t)2
4
(
1√
3
ζ
(i2)
0 ζ
(i1)
1 +
+
∞∑
i=0
(
(i+ 1)ζ
(i2)
i+2 ζ
(i1)
i − (i+ 2)ζ(i2)i ζ(i1)i+2√
(2i+ 1)(2i+ 5)(2i+ 3)
+
ζ
(i1)
i ζ
(i2)
i
(2i− 1)(2i+ 3)
))
,
I
∗(i1i2i3)
(000)T,t = l.i.m.p→∞
p∑
j1,j2,j3=0
Cj3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
,
I
(i1i2i3)
(000)T,t = l.i.m.p→∞
p∑
j1,j2,j3=0
Cj3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
− 1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 −
(57) −1{i2=i3 6=0}1{j2=j3}ζ(i1)j1 − 1{i1=i3 6=0}1{j1=j3}ζ
(i2)
j2
)
,
I
(i1i1i1)
(000)T,t =
1
6
(T − t)3/2
((
ζ
(i1)
0
)3
− 3ζ(i1)0
)
w. p. 1,
I
∗(i1i1i1)
(000)T,t =
1
6
(T − t)3/2
(
ζ
(i1)
0
)3
w. p. 1,
where
(58) Cj3j2j1 =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)
8
(T − t)3/2C¯j3j2j1 ,
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(59) C¯j3j2j1 =
1∫
−1
Pj3(z)
z∫
−1
Pj2(y)
y∫
−1
Pj1(x)dxdydz;
I
(i1i2i3)
(000)T,t = I
∗(i1i2i3)
(000)T,t + 1{i1=i2 6=0}
1
2
I
(i3)
(1)T,t − 1{i2=i3 6=0}
1
2
(
(T − t)I(i1)(0)T,t + I
(i1)
(1)T,t
)
w. p. 1,
I
∗(i1i2)
(02)T,t = −
(T − t)2
4
I
∗(i1i2)
(00)T,t − (T − t)I
∗(i1i2)
(01)T,t +
(T − t)3
8
[
2
3
√
5
ζ
(i2)
2 ζ
(i1)
0 +
+
1
3
ζ
(i1)
0 ζ
(i2)
0 +
∞∑
i=0
(
(i+ 2)(i+ 3)ζ
(i2)
i+3 ζ
(i1)
i − (i+ 1)(i+ 2)ζ(i2)i ζ(i1)i+3√
(2i+ 1)(2i+ 7)(2i+ 3)(2i+ 5)
+
(60) +
(i2 + i− 3)ζ(i2)i+1 ζ(i1)i − (i2 + 3i− 1)ζ(i2)i ζ(i1)i+1√
(2i+ 1)(2i+ 3)(2i− 1)(2i+ 5)
)]
,
I
∗(i1i2)
(20)T,t = −
(T − t)2
4
I
∗(i1i2)
(00)T,t − (T − t)I
∗(i1i2)
(10)T,t +
(T − t)3
8
[
2
3
√
5
ζ
(i2)
0 ζ
(i1)
2 +
+
1
3
ζ
(i1)
0 ζ
(i2)
0 +
∞∑
i=0
(
(i+ 1)(i+ 2)ζ
(i2)
i+3 ζ
(i1)
i − (i+ 2)(i+ 3)ζ(i2)i ζ(i1)i+3√
(2i+ 1)(2i+ 7)(2i+ 3)(2i+ 5)
+
(61) +
(i2 + 3i− 1)ζ(i2)i+1 ζ(i1)i − (i2 + i− 3)ζ(i2)i ζ(i1)i+1√
(2i+ 1)(2i+ 3)(2i− 1)(2i+ 5)
)]
,
I
∗(i1i2)
(11)T,t = −
(T − t)2
4
I
∗(i1i2)
(00)T,t −
(T − t)
2
(
I
∗(i1i2)
(10)T,t + I
∗(i1i2)
(01)T,t
)
+
+
(T − t)3
8
[
1
3
ζ
(i1)
1 ζ
(i2)
1 +
∞∑
i=0
(
(i+ 1)(i + 3)
(
ζ
(i2)
i+3 ζ
(i1)
i − ζ(i2)i ζ(i1)i+3
)
√
(2i+ 1)(2i+ 7)(2i+ 3)(2i+ 5)
+
(62) +
(i+ 1)2
(
ζ
(i2)
i+1 ζ
(i1)
i − ζ(i2)i ζ(i1)i+1
)
√
(2i+ 1)(2i+ 3)(2i− 1)(2i+ 5)
)]
,
I
∗(i1i1)
(11)T,t =
1
2
(
I
(i1)
(1)T,t
)2
w. p. 1,
I
(i1i2)
(02)T,t = I
∗(i1i2)
(02)T,t −
1
6
1{i1=i2}(T − t)3, I(i1i2)(20)T,t = I
∗(i1i2)
(20)T,t −
1
6
1{i1=i2}(T − t)3 w. p. 1,
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I
(i1i2)
(11)T,t = I
∗(i1i2)
(11)T,t −
1
6
1{i1=i2}(T − t)3 w. p. 1,
I
(i1i2)
(02)T,t = −
(T − t)2
4
I
(i1i2)
(00)T,t − (T − t)I
(i1i2)
01T,t
+
(T − t)3
8
[
2
3
√
5
ζ
(i2)
2 ζ
(i1)
0 +
+
1
3
ζ
(i1)
0 ζ
(i2)
0 +
∞∑
i=0
(
(i+ 2)(i+ 3)ζ
(i2)
i+3 ζ
(i1)
i − (i+ 1)(i+ 2)ζ(i2)i ζ(i1)i+3√
(2i+ 1)(2i+ 7)(2i+ 3)(2i+ 5)
+
+
(i2 + i− 3)ζ(i2)i+1 ζ(i1)i − (i2 + 3i− 1)ζ(i2)i ζ(i1)i+1√
(2i+ 1)(2i+ 3)(2i− 1)(2i+ 5)
)]
− 1
24
1{i1=i2}(T − t)3,
I
(i1i2)
(20)T,t = −
(T − t)2
4
I
(i1i2)
(00)T,t − (T − t)I
(i1i2)
(10)T,t +
(T − t)3
8
[
2
3
√
5
ζ
(i2)
0 ζ
(i1)
2 +
+
1
3
ζ
(i1)
0 ζ
(i2)
0 +
∞∑
i=0
(
(i+ 1)(i+ 2)ζ
(i2)
i+3 ζ
(i1)
i − (i+ 2)(i+ 3)ζ(i2)i ζ(i1)i+3√
(2i+ 1)(2i+ 7)(2i+ 3)(2i+ 5)
+
+
(i2 + 3i− 1)ζ(i2)i+1 ζ(i1)i − (i2 + i− 3)ζ(i2)i ζ(i1)i+1√
(2i+ 1)(2i+ 3)(2i− 1)(2i+ 5)
)]
− 1
24
1{i1=i2}(T − t)3,
I
(i1i2)
(11)T,t = −
(T − t)2
4
I
(i1i2)
(00)T,t −
T − t
2
(
I
(i1i2)
(10)T,t + I
(i1i2)
(01)T,t
)
+
(T − t)3
8
[
1
3
ζ
(i1)
1 ζ
(i2)
1 +
+
∞∑
i=0
(
(i + 1)(i+ 3)
(
ζ
(i2)
i+3 ζ
(i1)
i − ζ(i2)i ζ(i1)i+3
)
√
(2i+ 1)(2i+ 7)(2i+ 3)(2i+ 5)
+
+
(i+ 1)2
(
ζ
(i2)
i+1 ζ
(i1)
i − ζ(i2)i ζ(i1)i+1
)
√
(2i+ 1)(2i+ 3)(2i− 1)(2i+ 5)
)]
− 1
24
1{i1=i2}(T − t)3,
I
(i1)
(3)T,t = −
(T − t)7/2
4
(
ζ
(i1)
0 +
3
√
3
5
ζ
(i1)
1 +
1√
5
ζ
(i1)
2 +
1
5
√
7
ζ
(i1)
3
)
,
I
∗(i1i2i3i4)
(0000)T,t = l.i.m.p→∞
p∑
j1,j2,j3,j4=0
Cj4j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
,
I
(i1i2i3i4)
(0000)T,t = l.i.m.p→∞
p∑
j1,j2,j3,j4=0
Cj4j3j2j1
(
4∏
l=1
ζ
(il)
jl
−
−1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
− 1{i1=i3 6=0}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
−
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−1{i1=i4 6=0}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
− 1{i2=i3 6=0}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
−
−1{i2=i4 6=0}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
− 1{i3=i4 6=0}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
+
+1{i1=i2 6=0}1{j1=j2}1{i3=i4 6=0}1{j3=j4}+
+1{i1=i3 6=0}1{j1=j3}1{i2=i4 6=0}1{j2=j4}+
(63) + 1{i1=i4 6=0}1{j1=j4}1{i2=i3 6=0}1{j2=j3}
)
,
I
(i1i1i1i1)
(0000)T,t =
1
24
(T − t)2
((
ζ
(i1)
0
)4
− 6
(
ζ
(i1)
0
)2
+ 3
)
w. p. 1,
I
∗(i1i1i1i1)
(0000)T,t =
1
24
(T − t)2
(
ζ
(i1)
0
)4
w. p. 1,
where
(64) Cj4j3j2j1 =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)
16
(T − t)2C¯j4j3j2j1 ,
(65) C¯j4j3j2j1 =
1∫
−1
Pj4 (u)
u∫
−1
Pj3 (z)
z∫
−1
Pj2 (y)
y∫
−1
Pj1 (x)dxdydzdu;
I
∗(i1i2i3)
(001)T,t = l.i.m.p→∞
p∑
j1,j2,j3=0
C001j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
,
I
∗(i1i2i3)
(010)T,t = l.i.m.p→∞
p∑
j1,j2,j3=0
C010j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
,
I
∗(i1i2i3)
(100)T,t = l.i.m.p→∞
p∑
j1,j2,j3=0
C100j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
,
I
(i1i2i3)
(001)T,t = l.i.m.p→∞
p∑
j1,j2,j3=0
C001j3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
− 1{i1=i2}1{j1=j2}ζ(i3)j3 −
(66) −1{i2=i3}1{j2=j3}ζ(i1)j1 − 1{i1=i3}1{j1=j3}ζ
(i2)
j2
)
,
I
(i1i2i3)
(010)T,t = l.i.m.p→∞
p∑
j1,j2,j3=0
C010j3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
− 1{i1=i2}1{j1=j2}ζ(i3)j3 −
(67) −1{i2=i3}1{j2=j3}ζ(i1)j1 − 1{i1=i3}1{j1=j3}ζ
(i2)
j2
)
,
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I
(i1i2i3)
(100)T,t = l.i.m.p→∞
p∑
j1,j2,j3=0
C100j3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
− 1{i1=i2}1{j1=j2}ζ(i3)j3 −
(68) −1{i2=i3}1{j2=j3}ζ(i1)j1 − 1{i1=i3}1{j1=j3}ζ
(i2)
j2
)
,
where
C001j3j2j1 =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)
16
(T − t)5/2C¯001j3j2j1 ,
C010j3j2j1 =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)
16
(T − t)5/2C¯010j3j2j1 ,
C100j3j2j1 =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)
16
(T − t)5/2C¯100j3j2j1 ,
C¯100j3j2j1 = −
1∫
−1
Pj3(z)
z∫
−1
Pj2 (y)
y∫
−1
Pj1(x)(x + 1)dxdydz,
C¯010j3j2j1 = −
1∫
−1
Pj3 (z)
z∫
−1
Pj2 (y)(y + 1)
y∫
−1
Pj1(x)dxdydz,
C¯001j3j2j1 = −
1∫
−1
Pj3(z)(z + 1)
z∫
−1
Pj2(y)
y∫
−1
Pj1(x)dxdydz;
I
(i1i1i1)
(lll)T,t =
1
6
((
I
(i1)
(l)T,t
)3
− 3I(i1)(l)T,t∆l(T,t)
)
w. p. 1,
I
∗(iii)
(lll)T,t =
1
6
(T − t)3/2
(
I
(i1)
(l)T,t
)3
w. p. 1,
I
(i1i1i1i1)
(llll)T,t =
1
24
((
I
(i1)
(l)T,t
)4
− 6
(
I
(i1)
(l)T,t
)2
∆(l)T,t + 3
(
∆(l)T,t
)2)
w. p. 1,
I
∗(i1i1i1i1)
(llll)T,t =
1
24
(
I
(i1)
(l)T,t
)4
w. p. 1,
where
I
(i1)
(l)T,t =
l∑
j=0
Cljζ
(i1)
j w. p. 1,
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∆l(T,t) =
T∫
t
(t− s)2lds, Clj =
T∫
t
(t− s)lφj(s)ds;
I
∗(i1i2i3i4i5)
(00000)T,t = l.i.m.p→∞
p∑
j1,j2,j3,j4,j5=0
Cj5j4j3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
ζ
(i4)
j4
ζ
(i5)
j5
,
I
(i1i2i3i4i5)
(00000)T,t = l.i.m.p→∞
p∑
j1,j2,j3,j4,j5=0
Cj5j4j3j2j1
(
5∏
l=1
ζ
(il)
jl
−
−1{i1=i2 6=0}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
ζ
(i5)
j5
− 1{i1=i3 6=0}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
ζ
(i5)
j5
−
−1{i1=i4 6=0}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
ζ
(i5)
j5
− 1{i1=i5 6=0}1{j1=j5}ζ(i2)j2 ζ
(i3)
j3
ζ
(i4)
j4
−
−1{i2=i3 6=0}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
ζ
(i5)
j5
− 1{i2=i4 6=0}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
ζ
(i5)
j5
−
−1{i2=i5 6=0}1{j2=j5}ζ(i1)j1 ζ
(i3)
j3
ζ
(i4)
j4
− 1{i3=i4 6=0}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
ζ
(i5)
j5
−
−1{i3=i5 6=0}1{j3=j5}ζ(i1)j1 ζ
(i2)
j2
ζ
(i4)
j4
− 1{i4=i5 6=0}1{j4=j5}ζ(i1)j1 ζ
(i2)
j2
ζ
(i3)
j3
+
+1{i1=i2 6=0}1{j1=j2}1{i3=i4 6=0}1{j3=j4}ζ
(i5)
j5
+ 1{i1=i2 6=0}1{j1=j2}1{i3=i5 6=0}1{j3=j5}ζ
(i4)
j4
+
+1{i1=i2 6=0}1{j1=j2}1{i4=i5 6=0}1{j4=j5}ζ
(i3)
j3
+ 1{i1=i3 6=0}1{j1=j3}1{i2=i4 6=0}1{j2=j4}ζ
(i5)
j5
+
+1{i1=i3 6=0}1{j1=j3}1{i2=i5 6=0}1{j2=j5}ζ
(i4)
j4
+ 1{i1=i3 6=0}1{j1=j3}1{i4=i5 6=0}1{j4=j5}ζ
(i2)
j2
+
+1{i1=i4 6=0}1{j1=j4}1{i2=i3 6=0}1{j2=j3}ζ
(i5)
j5
+ 1{i1=i4 6=0}1{j1=j4}1{i2=i5 6=0}1{j2=j5}ζ
(i3)
j3
+
+1{i1=i4 6=0}1{j1=j4}1{i3=i5 6=0}1{j3=j5}ζ
(i2)
j2
+ 1{i1=i5 6=0}1{j1=j5}1{i2=i3 6=0}1{j2=j3}ζ
(i4)
j4
+
+1{i1=i5 6=0}1{j1=j5}1{i2=i4 6=0}1{j2=j4}ζ
(i3)
j3
+ 1{i1=i5 6=0}1{j1=j5}1{i3=i4 6=0}1{j3=j4}ζ
(i2)
j2
+
+1{i2=i3 6=0}1{j2=j3}1{i4=i5 6=0}1{j4=j5}ζ
(i1)
j1
+ 1{i2=i4 6=0}1{j2=j4}1{i3=i5 6=0}1{j3=j5}ζ
(i1)
j1
+
(69) + 1{i2=i5 6=0}1{j2=j5}1{i3=i4 6=0}1{j3=j4}ζ
(i1)
j1
)
,
I
(i1i1i1i1i1)
(00000)T,t =
1
120
(T − t)5/2
((
ζ
(i1)
0
)5
− 10
(
ζ
(i1)
0
)3
+ 15ζ
(i1)
0
)
w. p. 1,
I
∗(i1i1i1i1i1)
(00000)T,t =
1
120
(T − t)5/2
(
ζ
(i1)
0
)5
w. p. 1,
where
Cj5j4j3j2j1 =
√
(2j1 + 1)(2j2 + 1)(2j3 + 1)(2j4 + 1)(2j5 + 1)
32
(T − t)5/2C¯j5j4j3j2j1 ,
C¯j5j4j3j2j1 =
1∫
−1
Pj5 (v)
v∫
−1
Pj4(u)
u∫
−1
Pj3(z)
z∫
−1
Pj2(y)
y∫
−1
Pj1(x)dxdydzdudv.
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Let us analyze the approximation I
∗(i1i2)q
(00)T,t of the iterated stochastic integral I
∗(i1i2)
(00)T,t, obtained from
(55) by replacing ∞ on q.
It is easy to prove that
M
{(
I
∗(i1i2)
(00)T,t − I
∗(i1i2)q
(00)T,t
)2}
=
(T − t)2
2
(
1
2
−
q∑
i=1
1
4i2 − 1
)
(i1 6= i2).
Then, using the theorem 4 we obtain
M
{(
I
∗(i1i2)
(10)T,t − I
∗(i1i2)q
(10)T,t
)2}
= M
{(
I
∗(i1i2)
(01)T,t − I
∗(i1i2)q
(01)T,t
)2}
=
=
(T − t)4
16
(
5
9
− 2
q∑
i=2
1
4i2 − 1 −
q∑
i=1
1
(2i− 1)2(2i+ 3)2 −
q∑
i=0
(i+ 2)2 + (i+ 1)2
(2i+ 1)(2i+ 5)(2i+ 3)2
)
(i1 6= i2).
For the case i1 = i2 using the theorem 4 we have
M
{(
I
(i1i1)
(10)T,t − I
(i1i1)q
(10)T,t
)2}
= M
{(
I
(i1i1)
(01)T,t − I
(i1i1)q
(01)T,t
)2}
=
(70) =
(T − t)4
16
(
1
9
−
q∑
i=0
1
(2i+ 1)(2i+ 5)(2i+ 3)2
− 2
q∑
i=1
1
(2i− 1)2(2i+ 3)2
)
.
On the basis of the presented expansions of iterated stochastic integrals we can see that increasing
of multiplicities of these integrals or degree indexes of their weight functions leads to noticeable
complication of formulas for mentioned expansions.
However, increasing of mentioned parameters lead to increasing of orders of smallness according to
T − t in the mean-square sense for iterated stochastic integrals that lead to sharp decrease of member
quantities in expansions of iterated stochastic integrals, which are required for achieving the acceptable
accuracy of approximation. In the context of it let us consider the approach to approximation of
iterated stochastic integrals, which provides a possibility to obtain the mean-square approximations
of the required accuracy without using the complex expansions.
Let us analyze the following approximation of triple stochastic integral using (57)
I
(i1i2i3)q1
(000)T,t =
q1∑
j1,j2,j3=0
Cj3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
− 1{i1=i2}1{j1=j2}ζ(i3)j3 −
(71) −1{i2=i3}1{j2=j3}ζ(i1)j1 − 1{i1=i3}1{j1=j3}ζ
(i2)
j2
)
,
where Cj3j2j1 is defined by (58), (59).
In particular, from (71) when i1 6= i2, i2 6= i3, i1 6= i3 we obtain
(72) I
(i1i2i3)q1
(000)T,t =
q1∑
j1,j2,j3=0
Cj3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
.
Using (45)–(49) we obtain
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(73) M
{(
I
(i1i2i3)
(000)T,t − I
(i1i2i3)q1
(000)T,t
)2}
=
(T − t)3
6
−
q1∑
j1,j2,j3=0
C2j3j2j1 (i1 6= i2, i1 6= i3, i2 6= i3),
(74)
M
{(
I
(i1i2i3)
(000)T,t − I
(i1i2i3)q1
(000)T,t
)2}
=
(T − t)3
6
−
q1∑
j1,j2,j3=0
C2j3j2j1 −
q1∑
j1,j2,j3=0
Cj2j3j1Cj3j2j1 (i1 6= i2 = i3),
(75)
M
{(
I
(i1i2i3)
(000)T,t − I
(i1i2i3)q1
(000)T,t
)2}
=
(T − t)3
6
−
q1∑
j1,j2,j3=0
C2j3j2j1 −
q1∑
j1,j2,j3=0
Cj3j2j1Cj1j2j3 (i1 = i3 6= i2),
(76)
M
{(
I
(i1i2i3)
(000)T,t − I
(i1i2i3)q1
(000)T,t
)2}
=
(T − t)3
6
−
q1∑
j1,j2,j3=0
C2j3j2j1 −
q1∑
j1,j2,j3=0
Cj3j1j2Cj3j2j1 (i1 = i2 6= i3),
(77) M
{(
I
(i1i2i3)
(000)T,t − I
(i1i2i3)q1
(000)T,t
)2}
≤ 6
(
(T − t)3
6
−
q1∑
j1,j2,j3=0
C2j3j2j1
)
(i1, i2, i3 = 1, . . . ,m).
We may act similarly with more complicated iterated stochastic integrals. For example, for the
approximation of stochastic integrals I
(i1i2i3i4)
(0000)T,t we may write down (see (63))
I
(i1i2i3i4)q2
(0000)T,t =
q2∑
j1,j2,j3,j4=0
Cj4j3j2j1
(
4∏
l=1
ζ
(il)
jl
−
−1{i1=i2}1{j1=j2}ζ(i3)j3 ζ
(i4)
j4
− 1{i1=i3}1{j1=j3}ζ(i2)j2 ζ
(i4)
j4
−
−1{i1=i4}1{j1=j4}ζ(i2)j2 ζ
(i3)
j3
− 1{i2=i3}1{j2=j3}ζ(i1)j1 ζ
(i4)
j4
−
−1{i2=i4}1{j2=j4}ζ(i1)j1 ζ
(i3)
j3
− 1{i3=i4}1{j3=j4}ζ(i1)j1 ζ
(i2)
j2
+
+1{i1=i2}1{j1=j2}1{i3=i4}1{j3=j4} + 1{i1=i3}1{j1=j3}1{i2=i4}1{j2=j4}+
+1{i1=i4}1{j1=j4}1{i2=i3}1{j2=j3}
)
,
where Cj4j3j2j1 is defined by (64), (65). Moreover, according to (45)
M
{(
I
(i1i2i3i4)
(0000)T,t − I
(i1i2i3i4)q2
(0000)T,t
)2}
≤ 24
(
(T − t)4
24
−
q2∑
j1,j2,j3,j4=0
C2j4j3j2j1
)
(i1, i2, i3, i4 = 1, . . . ,m).
For pairwise different i1, i2, i3, i4 = 1, . . . ,m from (46) we obtain
(78) M
{(
I
(i1i2i3i4)
(0000)T,t − I
(i1i2i3i4)q2
(0000)T,t
)2}
=
(T − t)4
24
−
q2∑
j1,j2,j3,j4=0
C2j4j3j2j1 .
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Table 1. Coefficients C¯3j2j1 .
j2
j1 0 1 2 3 4 5 6
0 0 2105 0 − 4315 0 2693 0
1 4105 0 − 2315 0 − 83465 0 109009
2 235 − 2105 0 43465 0 − 7445045 0
3 2315 0 − 23465 0 1645045 0 − 109009
4 − 263 463465 0 − 3245045 0 29009 0
5 − 10693 0 389009 0 − 49009 0 122765765
6 0 − 103003 0 209009 0 − 226765765 0
Table 2. Coefficients C¯21j2j1 .
j2
j1 0 1 2
0 221 − 245 2315
1 2315
2
315 − 2225
2 − 2105 2225 21155
Table 3. Coefficients C¯101j2j1 .
j2
j1 0 1
0 4315 0
1 4315 − 8945
Using the theorem 4 we can calculate exactly the left-hand side of (78) for any possible combinations
of i1, i2, i3, i4. These relations were obtained in [23], [29].
In the tables 1–3 we have the examples of exact values of the Fourier–Legendre coefficients (here
and further the Fourier–Legendre coefficients have been calculated exactly using DERIVE (computer
system of symbol transformations)).
Assume that q1 = 6. Calculating the value of expression (73) for q1 = 6, i1 6= i2, i1 6= i3, i3 6= i2
we obtain
M
{(
I
(i1i2i3)
(000)T,t − I
(i1i2i3)q1
(000)T,t
)2}
≈ 0.01956(T − t)3.
Let us choose, for example, q2 = 2. In the case of pairwise different i1, i2, i3, i4 we have from (78)
the following approximate equality
(79) M
{(
I
(i1i2i3i4)
(0000)T,t − I
(i1i2i3i4)q2
(0000)T,t
)2}
≈ 0.0236084(T − t)4.
Let us analyze approximations I
(i1i2i3)q3
(001)T,t , I
(i1i2i3)q3
(010)T,t , I
(i1i2i3)q3
(100)T,t , I
(i1i2i3i4i5)q4
(00000)T,t , based on expansions
(66)–(69).
Assume that q3 = 2, q4 = 1. In the case of pairwise different i1, . . . , i5 we obtain
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M
{(
I
(i1i2i3)
(100)T,t − I
(i1i2i3)q3
(100)T,t
)2}
=
(T − t)5
60
−
2∑
j1,j2,j3=0
(
C100j3j2j1
)2 ≈ 0.00815429(T − t)5,
M
{(
I
(i1i2i3)
(010)T,t − I
(i1i2i3)q3
(010)T,t
)2}
=
(T − t)5
20
−
2∑
j1,j2,j3=0
(
C010j3j2j1
)2 ≈ 0.0173903(T − t)5,
M
{(
I
(i1i2i3)
(001)T,t − I
(i1i2i3)q3
(001)T,t
)2}
=
(T − t)5
10
−
2∑
j1,j2,j3=0
(
C001j3j2j1
)2 ≈ 0.0252801(T − t)5,
M
{(
I
(i1i2i3i4i5)
(00000)T,t − I
(i1i2i3i4i5)q4
(00000)T,t
)2}
=
=
(T − t)5
120
−
1∑
j1,j2,j3,j4,j5=0
C2j5j4j3j2j1 ≈ 0.00759105(T − t)5.
Note that from (45) we can write down
M
{(
I
(i1i2i3i4i5)
(00000)T,t − I
(i1i2i3i4i5)q4
(0000)T,t
)2}
≤ 120
(
(T − t)5
120
−
q4∑
j1,j2,j3,j4,j5=0
C2j5j4j3j2j1
)
,
where i1, . . . , i5 = 1, . . . ,m.
Let us consider expansions of Ito stochastic integrals I
(i1)
(1)T,t, I
(i1)
(2)T,t, based on the approach from
[3], which was mentioned in the section 1 (see also [2], [40])
(80) I
(i1)q
(1)T,t = −
(T − t)3/2
2
(
ζ
(i1)
0 −
√
2
pi
( q∑
r=1
1
r
ζ
(i1)
2r−1 +
√
αqξ
(i1)
q
))
,
I
(i1)q
(2)T,t = (T − t)5/2
(
1
3
ζ
(i1)
0 +
1√
2pi2
( q∑
r=1
1
r2
ζ
(i1)
2r +
√
βqµ
(i1)
q
)
−
(81) − 1√
2pi
( q∑
r=1
1
r
ζ
(i1)
2r−1 +
√
αqξ
(i1)
q
))
,
where ζ
(i)
j is defined by formula (15), φj(s) is a complete orthonormal system of trigonometric
functions in the space L2([t, T ]), and ζ
(i)
0 , ζ
(i)
2r , ζ
(i)
2r−1, ξ
(i)
q , µ
(i)
q (r = 1, . . . , q; i = 1, . . . ,m) are
independent standard Gaussian random variables, i1 = 1, . . . ,m,
ξ(i)q =
1√
αq
∞∑
r=q+1
1
r
ζ
(i)
2r−1, αq =
pi2
6
−
q∑
r=1
1
r2
,
µ(i)q =
1√
βq
∞∑
r=q+1
1
r2
ζ
(i)
2r , βq =
pi4
90
−
q∑
r=1
1
r4
.
It is obvious that (80), (4) significantly more complicated compared to (53), (54).
Another example of obvious advantage of the Legendre polynomials over the trigonometric functions
(in the framework of the considered problem) is the truncated expansion of the iterated Stratonovich
26 D.F. KUZNETSOV
stochastic integral I
∗(i1i2)
(10)T,t, obtained by theorem 3, in which instead of the double Fourier–Legendre
series (see (55), (56)) is taken the double trigonometric Fourier series
I
∗(i1i2)q
(10)T,t = −(T − t)2
(
1
6
ζ
(i1)
0 ζ
(i2)
0 −
1
2
√
2pi
√
αqξ
(i2)
q ζ
(i1)
0 +
+
1
2
√
2pi2
√
βq
(
µ(i2)q ζ
(i1)
0 − 2µ(i1)q ζ(i2)0
)
+
+
1
2
√
2
q∑
r=1
(
− 1
pir
ζ
(i2)
2r−1ζ
(i1)
0 +
1
pi2r2
(
ζ
(i2)
2r ζ
(i1)
0 − 2ζ(i1)2r ζ(i2)0
))
−
− 1
2pi2
q∑
r,l=1
r 6=l
1
r2 − l2
(
ζ
(i1)
2r ζ
(i2)
2l +
l
r
ζ
(i1)
2r−1ζ
(i2)
2l−1
)
+
+
q∑
r=1
(
1
4pir
(
ζ
(i1)
2r ζ
(i2)
2r−1 − ζ(i1)2r−1ζ(i2)2r
)
(82) +
1
8pi2r2
(
3ζ
(i1)
2r−1ζ
(i2)
2r−1 + ζ
(i2)
2r ζ
(i1)
2r
)))
,
where the meaning of the notations included in (80), (4) is preserved.
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