recently proved that, if F is an L 2 -normalized Hecke Maass cusp form for SL n (Z), and Ω is a compact subset of PGL n (R)/PO n (R), then we have F | Ω ∞ ≪ Ω λ n(n−1)/8−δn F for some δ n > 0, where λ F is the Laplacian eigenvalue of F . In the present paper, we prove an explicit version of their result.
Introduction and Statement of Results
An automorphic form F is defined on a quotient Γ\X of a Riemannian symmetric space by a discrete subgroup of its isometries. A fundamental property of an automorphic form is its size, and in particular the distribution of its mass. One measure of equidistribution is a bound of some L p -norm of F , an especially important case being p = ∞. As an automorphic form is an eigenfunction of the Laplacian, of particular interest is bounding a given automorphic form in terms of its Laplacian eigenvalue λ F . In 2004, Sarnak [10] proved that, if X is a compact locally symmetric space and D(X) is the algebra of differential operators invariant under the Riemannian isometry group of X, then an L 2 -normalized joint eigenfunction F of D(X) satisfies the following bound,
This result, which was proved using purely analytic arguments, is often referred to as the convexity bound, and it is known that the exponent is sharp in general.
Here we are interested in arithmetic situations. Many classical examples of Riemannian locally symmetric spaces enjoy additional symmetries given by the Hecke operators, a commutative family of "averaging" operators that play an important role in the theory of modular and automorphic forms; see for example [9] . In these situations, automorphic forms on X are also joint eigenfunctions of the Hecke algebra. In light of this additional layer of symmetry, it is reasonable to expect some power saving in (1.1) when we restrict F to compact subsets of X. Such a restriction is necessary in order to avoid large growth at cuspidal regions, see for example [4] . This is often referred to as the subconvexity conjecture for sup-norms of cusp forms.
The first discovery of subconvexity is due to Iwaniec and Sarnak [6] in 1995. They demonstrated a saving of 1/24 for automorphic forms on the hyperbolic plane H 2 . Since then, much work has been done in this area, but only recently has any power-saving been discovered for higher rank spaces: in 2014, Blomer and Pohl [3] proved subconvexity for Hecke-Maass cusp forms on the Siegel modular space of rank 2; see also [5] and [1] . Additionally, a preprint of Marshall [7] demonstrates a power saving for a wide class of semi-simple groups.
Later that year, Blomer and Maga [2] proved subconvexity for Hecke-Maass cusp forms on SL n (Z), for all n. They provided a proof of some power saving without explicating it.
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Until this paper, no explicit power saving has been given for the cases n ≥ 3 in this general setting, which is our main result. Theorem 1.1. Let n ≥ 2. Let F be an L 2 -normalized Hecke Maass cusp form on SL n (Z), and let Ω be a fixed compact subset of PGL n (R)/ PO n (R). Then,
where δ n > 0 is given explicitly by (5.2) .
In Table 1 we provide numerical values for the first few δ n . Our proof gives an exact formula for these, but does not optimize the value. n δ n ≈ 2 9.13 · 10 −146 3 1.65 · 10 −985 4 4.33 · 10 −3973 5 1.53 · 10 −12312 6 2.31 · 10 −32237 7 4.48 · 10 −74770 8 2.97 · 10 −157993 Table 1 . Approximate values given by Theorem 1.1
It is humorous to compare our colossally small value of δ 2 against Iwaniec and Sarnak's [6] breakthrough result of δ 2 = 1/24.
Using a different method, we also prove the following better bound in the case n = 3.
This constant is optimized within the framework of our argument. We should note that Holowinski, Ricotta, and Royer [5] proved a result analogous to Theorem 1.2, but in a more restricted setting. Specifically, they proved δ 3 = 1/76 suffices, provided that the Hecke-Maass cusp forms have one Langlands parameter which is uniformly bounded.
Remark.
A slight modification of our argument gives an identical bound for F | Ω ∞ in terms of spectral parameters; see the introduction to [2] .
Remark. Another small modification of our argument gives a nearly identical bound for Hecke Maass cusp forms on a given congruence subgroup Γ 0 (N); again, see [2] .
Our paper is organized as follows. In Section 2, we recall a result from [2] and explain a matrix-counting problem whose solution yields the proofs of Theorems 1.1 and 1.2. In Section 3, we prove technical Lemmas 3.1, 3.2, and 3.3, involving diophantine analysis-style bounds over algebraic number fields, as well as Lemma 3.4, a bound on the quantity of primes in suitable dyadic intervals. These results provide explicit bounds needed in Section 4, where we prove Proposition 4.1, which yields a good estimate for the matrix-counting problem. We apply this in Section 5 to prove Theorem 1.1, and in Section 6 we provide a proof of Theorem 1.2 using more elementary means.
The counting problem
For any γ ∈ Mat n (Z), denote by ∆ j := ∆ j (γ) the j'th determinantal divisor, i.e. the greatest common divisor of all j-by-j minors. For any positive-definite matrix Q ∈ Mat n (R), any a, b ∈ N and M > 0 we define the following collection of matrices,
Here and throughout, we take estimates on matrices, such as the one above, to be entrywise. Also, we formally allow M = ∞ to signify zero error.
By [2, (2.8) ], we have the following estimate. For g ∈ PGL n (R), define Q := (det g) 2 g −⊤ g −1 ∈ Mat n (R). Let F be an L 2 -normalized Hecke Maass cusp form on SL n (Z), and denote by λ F the corresponding Laplacian eigenvalue. Then,
The next two sections are devoted to bounding the cardinality of S(Q, q ν , p ν , M), which is the matrix-counting problem discussed earlier. Throughout, our argument uses that Q is in a fixed compact domain Ω of PGL n (R)/ PO n (R), so that for instance the implied constants in (2.1) and (2.2) depend on Ω but not on Q. Additionally, we take all implied constants to hold for sufficiently large L; this is acceptable because in our final application of Proposition 2.2, we'll take L to be an increasing function of λ F , and we know that there are only finitely many Hecke Maass cusp forms with bounded Laplace eigenvalue.
Technical lemmas
In this section, towards estimating the cardinality of (2.1), we first prove three diophantine analysis-style lemmas. Lemmas 3.1, 3.2 and 3.3 are based on [2, Lemmas 5(a), 5(b), 8]. Our addition to these results is the incorporation of a scheme which makes the bounds proved in that paper's lemmas effective.
Lemma 3.1. Let m, r ∈ N and A ≥ 2. Let K ⊆ R be a real number field and K ⊆ C its Galois closure. For 1 ≤ j ≤ r let b j = (b 1j , . . . , b mj ) ⊤ ∈ R m and assume that all b ij are in the ring of integers O K , and satisfy b ij = 0 or
Proof. For a fixed number α ≥ 1, we say an element of K is α-well-balanced, or that it has well-balanced constant α, if it can be written as a fraction a/b with a, b ∈ O K and either a = 0 and b = 1, or else for each σ ∈ Gal(K/Q),
To see this, we first write the sum as (ad + bc)/bd. If ad + bc = 0, the statement is obvious, so assuming ad + bc = 0, we can estimate
It's clear that σ(ad + bc) ≤ A α+β+1 , so for any σ 0 ∈ Gal(K/Q), we have
as needed. Therefore, when we sum k terms, each with well-balanced constant α, the wellbalanced constant S k,d K (α) is given by the following linear recurrence,
which has the following closed form,
This is a first-order linear recurrence w j ≤ ρ 1 w j−1 + ρ 0 , with coefficients given by
The recurrence has the following bound,
From the Gram-Schmidt procedure, the u ′ j can be written as a linear combination of u 1 , . . . , u m ′ , and a suitable well-balanced coefficient for the scalars is
Since c ij , u ′ j , u ′ j and u ′ j have well-balanced constants β j,d K , S m,d K (2w j ) and w j , respectively, the following constant,
is a well-balanced constant for the double sum.
Remark. Fixing m and r, it's clear that θ 1 (m, r, d K ) is an increasing function of d K . Accordingly, when we apply Lemma 3.1, it is sufficient (and convenient) to use an upper bound on d K as the third argument of θ 1 . 
Since this matrix has full rank, we can change the coordinates to some For a matrix Q ∈ Mat n (Q) we denote by den(Q) the smallest positive integer r such that rQ ∈ Mat n (Z), and we also defineQ := den(Q) · Q = (Q ij ). If Q is symmetric and positive-definite, then we let Q := {Q jj : 1 ≤ j ≤ n} be the diagonal entries ofQ, and D := {Q iiQjj −Q 2 ij : 1 ≤ i < j ≤ n} be the 2 × 2 diagonal determinants. We say that a prime p is Q-good if p is coprime to all elements in Q and −d is a quadratic non-residue modulo p for each d ∈ D.
The next lemma will allow us to exchange the matrix Q in (2.2) with one that has better diophantine properties. Moreover, there exists a subset P ′ ⊆ P with |P ′ | ≤ n(n + 1)/2 such that, setting
there exists Q ′ ∈ H ∩ M ∩ Mat n (K); and if K = Q, then we can find such a Q ′ satisfying
Proof. For γ ∈ Mat n (Z) and m ∈ N, we define the following linear map,
If we set (3.10)
then (3.7) is satisfied by construction. Now, to each B γ,(qp n−1 ) 2ν , we associate a matrix in Mat n(n+1)/2 which represents this map with respect to the coordinates of the standard basis of Sym n . We write this basis as {J ij : 1 ≤ i ≤ j ≤ n}, where the (i, j) and (j, i) entries of J ij are 1, and all other entries are zero. Take a minimal set of rows b ⊤ 1 , . . . , b ⊤ r ∈ R n(n+1)/2 , r ≤ n(n + 1)/2, of these matrices that generate H ⊥ . Let P ′ be the set of corresponding pairs (p ν , q ν ) from (3.10), and define K as in (3.8) .
The b j have entries that are either in Z, or else of the form a−(qp n−1 ) 2ν/n , with (p ν , q ν ) ∈ P ′ and a ∈ Z satisfying |a| ≤ 2 max γ 2 ij . Fix γ ∈ S(Q, q ν , p ν , M). Since Q ∈ M, a compact subset of Pos n , we have Q = P ⊤ RP , where P ∈ O n (R) and R is a diagonal matrix with eigenvalues satisfying 1 ≪ M d i ≪ M 1. By the bound in (2.1), this implies (P γ) ⊤ R(P γ) ≪ L 2nD . Definingγ := P γ, this meansγ 2 ij ≪ L 2nD . Since −1 ≤ P ≤ 1, we have γ ij ≪ L nD , so a ≪ L 2nD . We also clearly have (qp n−1 ) 2ν/n ≪ L 2nD . We can estimate Gal(K/Q) ≤ n 2 (n 2 − 1), since K is contained in the number field obtained by adjoining to Q at most n(n + 1) prime roots, and Q(p 1/n ) = Q(p 1/n , ζ n ) has degree at most n(n − 1). So by the considerations at the beginning of the proof of Lemma 3.1, we have that a − (qp n−1 ) 2ν/n satisfies (3.1) with A ≪ L 6n 3 (n 2 −1)D . Crucially, this holds because the Galois conjugates of a are also a, as well as that the Galois conjugates of p 1/n have absolute value p 1/n . Then by Lemma 3.1, we have
where θ 1 = θ 1 (n(n + 1)/2, n(n + 1)/2, n 2 (n 2 − 1)) is defined in (3.5); see the Remark after Lemma 3.1. We have B γ,
The following choice of θ 3 , where θ 2 = θ 2 (n(n + 1)/2) is defined in (3.6) . Consider the lattice L := span Z {v 1 , . . . , v t }, where t = dim H = n(n + 1)/2 − 1. The projection of E λ onto each v i has some positive
We've therefore constructed a Q ′ ∈ H ∩ M ∩ Mat n (Q) which satisfies (3.9), with (3.12) θ 4 := θ 4 (n) := n(n + 1) 2 6n 3 (n 2 − 1)θ 2 .
This completes the argument.
We will apply this next Lemma to construct a suitable set of primes P for use in (2.2).
Lemma 3.4. For every ǫ ∈ (0, 1/10), there exists q 0 (ǫ) so that for all q > q 0 (ǫ), if (a, q) = 1, then there exists t ∈ [q 4.99 , q 5 ] and some dyadic interval
where ϕ is the Euler totient function. Then by Brun-Titchmarsh [8] , π(1, t 1−2ǫ ; q, a) ≤ 2t 1−2ǫ /(ϕ(q) log(t 1−2ǫ /q). It follows that
. This is at most c/ log t provided c < 1 − 2t −ǫ /(1 − (4.99) −1 − 2ǫ), which holds for sufficiently large t. Thus,
.
Now, we decompose [t 1−2ǫ , t] into dyadic intervals, [t/2, t] ∪ [t/4, t/2] ∪ · · · until the left endpoint arrives below t 1−2ǫ . Because there are at most log t such intervals, it follows that for some i, we have
A recursive argument
Here we utilize a recursive argument to achieve a good bound on #S(Q, q ν , p ν , M) for suitable primes in suitable intervals. This proposition concludes our diophantine investigations, and is based on [2, Proposition 1]. Our addition is the incorporation of a Linnik-type theorem from Xylouris [11] which improves the corresponding result in [2] by providing explicitly computed constants. 
as well as a set of primes P ⊆ [L, 2L] satisfying |P| ≫ L 1/2 , such that
for all p, q ∈ P and 1 ≤ ν ≤ n.
Proof. For 0 ≤ j ≤ n(n + 1)/2, define
and with this choice of P j let H j ⊆ Sym n be as in (3.10) . Attached to these data is a field K j and a matrix Q j ∈ M ∩ Mat n (K j ) ∩ H j as in Lemma 3.3. We have Sym n ⊇ H 0 ⊇ H 1 ⊇ . . . . Therefore we must have H i = H i+1 for some i < n(n + 1)/2. Since Q i ∈ H i = H i+1 , we can apply Lemma 3.3 with
for θ 3 := θ 3 (n), and by (3.7) we know
Arguing as in [2] , this implies the following bound,
The remaining cases to consider are (i) q = p, and (ii) q = p, but 2ν/n ∈ N. The disjunction of these cases is equivalent to (qp n−1 ) 2ν/n ∈ N. Let L 0 := L D i+1 1 . For 0 ≤ j < n(n + 1)/2, we will inductively construct some L j+1 which satisfies (4.5) L ( n 2 )9.98(1−2ǫ)θ4 j ≪ L j+1 ≪ L ( n 2 )10θ4 j and (4.6). Define I * j := [L 0 , 2L j ],Ĩ * j := [L j , 2L j ]. We attach inductively to each interval I * j a set P * j of pairs of prime powers, a subspace H * j ⊆ Sym n , and a matrix Q * j ∈ M ∩ Mat n (Q) ∩ H * j as follows. Define P * 0 := (p ν , q ν ) : p, q ∈Ĩ * 0 , 1 ≤ ν ≤ n, (qp n−1 ) 2ν/n ∈ N , and for 0 < j ≤ n(n + 1)/2 let P * j := (p ν , q ν ) : p, q ∈Ĩ * j , 1 ≤ ν ≤ n, (qp n−1 ) 2ν/n ∈ N, p, q are Q * j−1 -good P * j := P * j−1 ∪P * j . With this choice of P * j , let H * j be as in (3.10) . So by Lemma 3.3, there exists Q * j ∈ M ∩ Mat n (Q) ∩ H * j with den(Q * j ) ≪ L θ 4 j , where we take θ 4 = θ 4 (n). Note that in our present situation, the number field (3.8) is always Q. The property that we require is that L j+1 satisfies the following,
. For a prime p ∈ [L j+1 , 2L j+1 ] to be Q * j -good, we first require −d p = −1 for all d ∈ D * j . We construct a system of congruences which suffices to imply this. We first impose p ≡ −1 (mod 4), which ensures −1 p = −1. Now, list all the possible prime factors of any of the d's. Call such a prime r, and now we run through them, imposing a few conditions on p: if r = 2, then impose p ≡ −1 (mod 8); if r ≡ 1 (mod 4), then impose p ≡ 1 (mod r); and if r ≡ −1 (mod 4), then impose p ≡ −1 (mod r). By multiplicativity of the Legendre symbol and quadratic reciprocity, these constraints imply that each r p = 1, so −d p = −1. By the Chinese remainder theorem, to satisfy this system of congruences it suffices to satisfy a single congruence p ≡ a j (mod q j ) for some q j ≍ L ( n 2 )2θ4 j . Now by Lemma 3.4, there exists t j ∈ [q 4.99 j , q 5 j ] and some dyadic interval
. Finally, we choose L j+1 := t j /2 i j +1 , so (4.5) holds.
For Q * j -goodness we also require (Q rr , p) = 1 for eachQ rr ∈ Q * j . The number of prime divisors of Q * j is ≪ θ 4 log L j . If we need to remove this many primes from [L j+1 , 2L j+1 ], then we still have
] which are Q * j -good, so (4.6) holds as well. We claim that I *
, so if we choose (4.7) D 1 > θ 5 := θ 5 (n) := n 2 10θ 4 ( n+1 2 ) , then it's clear that
The factor L D i+1 1 (θ 5 −D 1 ) kills the implied constant for sufficiently large L, so inequality holds for L > c 1 (M * , n)
These interval inclusions imply Sym n ⊇ H * 0 ⊇ H * 1 ⊇ . . . , so we must have H * k = H * k+1 for some k < n(n + 1)/2.
Since this set consists of powers of Q * k -good primes, we conclude from [2, Lemma 7] the following bound, We choose L := L k+1 and P := {Q * k -good primes p ∈ [L k+1 , 2L k+1 ]} , so (4.1) holds. Combining the estimates (4.4), (4.8) and (4.9) implies (4.2).
Proof of Theorem 1.1
We apply Proposition 4.1 with
where η > 0 is some small constant to be specified in a moment. This yields L as in (4.1) and a corresponding prime set P with |P| ≫ L 1/2 . Hence by (2.2),
An quick computation reveals that the following constants,
If we choose η = 1 4(ξ 2 (n)+ξ 3 (n,0)) , then it follows that (5.2) δ n := ξ 3 (n, 0) 8(ξ 2 (n) + ξ 3 (n, 0)) is admissible in (1.2).
Proof of Theorem 1.2
We first provide two results which bound the solution sets of relevant quadratic forms. These are Lemmas 6.1 and 6.2, which are explicit versions of [3, Lemma 3(b)] and [1, Corollary 5.3], respectively. We then apply Lemma 6.2 to bound #S(Q, q ν , p ν , M) in the case n = 3, yielding δ 3 .
We denote by H(P ) the height of a quadratic form P . .
Our assumption c ≤ a and b 2 − 4ac = ∆ implies a ≥ √ −∆/2. Using our bound on |y|, this implies |x| ≪ H(P ) 2 + H(P ) 3 + δ + (1 + δ + H(P )) 6 + H(P ) 2 (1 + δ + H(P )) 3 + 2H(P ) 2 (1 + δ + H(P )) 3 + 3H(P ) 5 + 2H(P ) 3 + H(P ) 1/2 , which is again ≪ (δ + 1 + H(P )) 3 , as claimed. Lemma 6.2. Let n ≥ 2. Let Q ∈ Mat n (R) be a fixed symmetric positive definite matrix and let X ≥ 1. Let 0 ≤ k ≤ n − 2, and let x 1 , . . . , x k ∈ Z n be linearly independent of norm ≪ X. Let q 0 , . . . , q k ∈ R be bounded by X 2 and let 0 < δ < X −N , where N := N(k) > 73k + 74. Then, # y ∈ Z n : y ⊤ Qy = q 0 + O(X 2 δ), x ⊤ j Qy = q j + O(X 2 δ) for 1 ≤ j ≤ k ≪ X n−k−2+ǫ . Proof. By [1, Corollary 5.3] , the result holds for N := N(k) ≥ k + 2 + 14A(k + 1), where the constant A is inexplicitly provided by [3, Corollary 4] . A straightforward computation reveals that A > 12C/7 suffices, with the constant C inexplicitly provided by [3, Lemma 3(b) ]. We computed in Lemma 6.1 that C = 3 suffices. Now, we'll directly estimate #S(Q, q ν , p ν , M) using three applications of Lemma 6.2. In Proposition 2.1, we choose L = λ η F , where η > 0 is some constant which we will specify later, and let P be the set of primes in [L, 2L].
For any γ ∈ S(Q, q ν , p ν , M), its first column y 1 ∈ Z n satisfies y ⊤ 1 Q Q 11 y 1 = (qp n−1 ) 2ν/n + O(L (2−M )ν ).
Hence, we apply Lemma 6.2 with the matrix Q/Q 11 , as well as X = (2L) ν , k = 0, q 0 = (qp n−1 ) 2ν/n , and δ = 2 −2ν L −M ν , where M > N(0). It follows that there are ≪ L ν+ǫ possible choices for y 1 . Also, the second column y 2 ∈ Z n satisfies y ⊤ 2 Qy 2 = (qp n−1 ) 2ν/n Q 22 + O(L (2−M )ν ), y ⊤ 1 Qy 2 = (qp n−1 ) 2ν/n Q 12 + O(L (2−M )ν ). So if we define κ 2 := max {Q 11 , sgn(Q 12 ) · Q 12 }, then we can apply the Lemma with the matrix Q/κ 2 , as well as X = (2L) ν , k = 1, q 0 = (qp n−1 ) 2ν/n Q 22 /κ 2 , q 1 = (qp n−1 ) 2ν/n Q 12 /κ 2 , and again δ = 2 −2ν L −M ν , where this time we require M > N(1) > 147. Thus, there are ≪ L ǫ possible choices for y 2 . Similarly, we get that there are ≪ L ǫ possible choices for the third column of γ.
We are now in a position to apply Proposition 2.1. We argued that there are ≪ L ν+ǫ different choices for γ, provided M > 147 in (2.2) . By the prime number theorem, |P| ≫ L 1−ǫ , so by (2.2), we get 
