INTRODUCTION
The problem of recovering the spatial distribution of magnetic nanoparticles (MNPs) in a nondestructive way has gained a lot of importance due to an increased use of these particles in biomedical applications [1] [2] [3] such as hyperthermia, 4 ,5 drug targeting, 6, 7 and disease detection. 8, 9 These applications require a precise knowledge of the spatial position of the MNP in order to achieve a safe and reliable performance.
The MNPs have a large saturation magnetization which makes them detectable by sensitive magnetometers such as SQUIDs 10 or Fluxgates. 11 Magnetorelaxometry (MRX) is a technique which measures the decaying net magnetization of a sample containing MNP after the application of a magnetizing field. 12, 13 It is a convenient tool for characterizing MNP (Refs. 14 and 15) and to investigate their mutual interactions [16] [17] [18] which aids us in improving theoretical MNP models. From MRX measurements, the spatial distribution of the MNP can be obtained by solving an inverse problem; this is referred to as MRX imaging. 19 In practice, multichannel measurements are employed during MRX imaging experiments. 20, 21 The magnetizing field is generally produced by a Helmholtz coil 22 or a distributed coil array. 23 The inverse problem requires a forward model to generate simulated measurements. These are then compared to the MRX measurements in the inverse problem. Based on this comparison, the MNP distribution can be recovered. The forward model is represented by sensitivity coefficients that embody the link between the MNP's concentration in a certain voxel and the signal at a measurement site. The forward model used in solving this difficult problem has a large impact on the reconstructed MNP distribution. The forward model is adapted with the intention to receive the maximum amount of information while keeping measurement data to a minimum. Previous adaptations include the investigation of different noise models, 24 use of multiple time points, 25 different inverse solution methods, 26 grid and sensors adaptations, 27, 28 and different activation patterns and configurations of the coil array. [29] [30] [31] [32] [33] [34] [35] The difficulty lies in determining the information content of the forward model and comparing different forward models with each other. Current measures for comparing forward models such as looking at eigenvalue distributions, 33 sensitivity coefficients, 31, 32, 35 or performing simulated reconstructions of random distributions for each model 24 are not sufficient and not accurate enough. Furthermore, different models cannot be compared quantitatively.
In this paper, we present a transformation approach on the level of the forward model which enables quantitative comparison between different forward MRX imaging models and setups independent of the measurement object. The transformation is an adapted approach from Ref. 36 in which electroencephalography (EEG) and magnetoencephalography (MEG) data were combined into one model by evaluating statistical parameters. Finally, this transformation also allows to enhance MRX imaging models and setups in a very fast way.
METHODS

2.A. MRX setup and phantom
We employ the 304 low-Tc-SQUID magnetometers sensor setup from the Physikalisch-Technische Bundesanstalt (PTB) in Berlin. 20 The sensors are arranged in four layers in a large liquid helium Dewar vessel of 25 cm inner diameter. The sensors have different orientations to allow the measurement of the magnetic induction component in various directions. Because of the different orientations and the spatial arrangement of the sensors, we are able to measure the magnetic induction vector at different positions. 13, 23 A sample which contains a certain spatial distribution of MNP is considered. We virtually tessellate this sample into V voxels. The decaying magnetic induction in a sensor originating from a voxel containing an amount of MNP can then be modeled as 23 B sv = µ 0 4π
where B sv represents the relaxation amplitude (T) of the sensor and is calculated as the difference of the magnetic induction in the sensor between two fixed time points. c v is the iron amount (mg) in the voxel, µ 0 is the vacuum permeability, n s is the orientation of the sensor, r s is the position (m) of the sensor, and r v is the position (m) of the voxel. χ is the magnetic susceptibility of the MNP (m 3 /mg) and κ (−) takes into account the detailed temporal information of the decaying magnetic moment and depends on the particle size distribution. H v (A/m) is the local magnetic field on r v , which depends on the geometrical details of the coils and the currents flowing through the coils. This can be determined by Biot-Savart,
in which the line integral is taken over the entire current carrier, r coil is the position (m) and I coil is the current (A) flowing through the coil. We can simplify Eq. (1) to
in which the geometrical terms of the setup, the particle properties, and energy terms are replaced by the sensitivity coefficient L sv (T/mg). The sensitivity coefficient is a measure of how well the MNP amount in a certain voxel is registered by a sensor. We can extend this equation for V voxels and S sensors to arrive at the forward model for MRX imaging experiments,
where c is a vector containing the V MNP amounts (mg Fe) in the voxels, B is a S × 1 vector containing the relaxation amplitudes (T) of S sensors due to the iron amounts in V voxels and L m is the sensitivity matrix with dimensions S ×V containing all the sensitivity coefficients which link the MNP amount in a voxel to a measurement signal in a sensor. As can be seen from Eq. (1), the coefficients in Eq. (4) 
In our simulations, we employ the distributed coil array MRX setup at PTB. 23 This setup has 48 (N = 48) planar coils with a diameter of about 1 cm. Twelve coils are positioned between the SQUIDs and the sample with the unknown MNP distribution, 12 coils are positioned below the sample, and 2×12 coils are positioned perpendicular to the other coils, with the sample between them [see Fig. 1(a) ]. The upper coil layer is placed at a distance of 4 cm from the lowest SQUID sensors and the upper layer of the phantom has a distance of 5.5 cm to the lowest SQUID sensors. Before each measurement, a single coil of the N coils is activated with a unit current, here 1 A. The coil magnetizes the MNP and is then switched off. Hereafter, the S sensors are measuring the decaying magnetic induction. In total, N measurements are performed. Each measurement is modeled by a sensitivity matrix L m [Eq. (4)] with m corresponding to the coil that was activated prior to the measurement. Equations (1) and (2) show that a different coil alters H v and thus the sensitivity coefficients, resulting in distinct L m . In this paper, each L m corresponds to the forward model of a single coil activation from the setup depicted in Fig. 1 employed, which are stacked into three layers each containing 18 cubes, arranged in a 6×3 pattern. Of these 54 cubes, twelve contained magnetic nanoparticles. In Fig. 1(b) , the phantom is depicted with the resulting Fe concentrations in the gypsum cubes.
2.B. Quantitative MRX models
This section describes how we can employ statistical parameters, working on a random variable, to perform a quantitative comparison between MRX models. In this paper, we consider each L m (:, j) ( j = 1,...,V ) as observations of a continuous random variable. L m (:, j) represents the jth column of L m and corresponds to the jth voxel in our sample volume. This means that each model m contains V random variables with S observations per variable. The motivation for choosing L m (:, j) as the random variable is the following: we consider the voxels as sources of the measurement signal and we aim to determine which model is best suited to reconstruct this source. By comparing the same columns (voxels) of different sensitivity matrices (models), quantitative information is obtained about the reconstruction possibilities with the models for the voxel under consideration. The entropy of a random variable X, H(X), is found in Ref. 38 ,
where P(x) is the probability that the random variable X equals x. The entropy represents the information content of X. Because the 2 base of the logarithm is employed, this is commonly expressed in bits. This parameter can be extended to the conditional entropy H(Y|X) which quantifies the amount of information needed to describe the outcome of the random variable Y given that the value of X is known,
where P(x, y) is the probability that X equals x and Y equals y. We also define the mutual information (MI) parameter,
As can be seen from Eq. (8), the amount of information present in X is subtracted by the uncertainty left on X, when knowing Y. The mutual information is thus a measure for the information both random variables have in common. These equations quantify a continuous random variable, but only a limited set of observations (S) is available. Therefore, we need to perform a discretization of the random variable L m (:, j). Each observation of the random variable is linearly scaled to a value of 1,...,G, by employing a histogram with G intervals. G is determined according to a formula presented in Ref. 36 which depends on the standard deviation on the observations and their number. The histogram shows the number of observations in each interval. The X and Y sets employed in [Eqs. (7) and (8)] then correspond to the G possible values determined in the discretization step. To obtain the joint probability distribution of two random variables X and Y (P(x, y),x ∈ X, y ∈ Y) [see Eqs. (7) and (8)], a joint histogram is made which is then divided by the total number of occurrences. The marginal distributions [P(x),x ∈ X and P( y), y ∈ Y] [Eqs. (7) and (8)] are calculated by
2.C. Local weighting of quantitative MRX models
This section describes the transformation of L m . The transformation uses the quantitative information from Eqs. (6)- (8) . Based on this information, the transformation gives a weight to each column of L m depending on its performances for each voxel with respect to the other sensitivity matrices. The transformation is based on the approach described in Ref. 36 , where EEG and MEG data were combined. Due to the nature of the inverse problem, some modifications of this method were necessary to be able to compare different L m .
The complete transformation of L m is mathematically expressed as W m is determined by evaluating the conditional entropy [Eq. (7) 8) ]. This parameter represents the information both models have in common when reconstructing voxel j. We choose the weighting for the jth column of L m=i such that the MI parameter is minimal, to reduce the amount of mutual information and this way reduce the linearly dependent information. It has been shown previously in Ref. 24 that linearly dependent information can deteriorate the solution of the inverse problem. The use of the conditional entropy and MI parameters limits the comparison to only two models at a time. To obtain the final weighting values for forward model k for voxel j, we repeat previous comparison for the other remaining forward models (with m different from k and i). In total we will thus have M − 1 weightings originating from the comparison of forward model k to the other M − 1 forward models. These M − 1 weightings are averaged to obtain the final weighting value for voxel j (W m=k (:, j) ). This can be done for each forward model. The models with the largest weightings on the jth column are then most favorable for reconstructing the MNP amount in voxel j. Remark that for significantly different weightings, information might be lost by averaging the weightings. For the models considered in this study, this is not the case, but this might become a challenge for significantly different models or when many forward models are compared.
To compare the transformed sensitivity matrices to the original sensitivity matrices, we concatenate the M sensitivity matrices into 1 matrix of dimensions (M S)×V defined as L for the original sensitivity matrices and T(L) for the transformed sensitivity matrices,
. . .
with a similar definition for L. The forward model [Eq.
(4)] and inverse problem [Eq. (5)] of T(L) become
Remark that the sensor signals generated with the forward model now differ from the measured ones. This is because each column of the transformed sensitivity matrix is multiplied with weightings which are not in accordance with the sensitivity matrices calculated from physical laws [Eqs. (1), (2), and (4)]. Furthermore, this transformation of the sensitivity matrix is nonlinear due to the different weightings acting on each column of the transformed sensitivity matrix. There exist multiple approaches to solve this discrepancy: in Ref. 36 , an iterative method, based on a rewriting of Eq. (4), was presented to allow the use of measurement data and the transformed sensitivity matrix. Here, we look at the sensitivity coefficients to determine the currents in the coils needed to realize T(B) experimentally. By taking the sum of the absolute values of column j from the sensitivity matrix, we have a measure for the contribution of a signal, originating from voxel j, to the sensors, called the spatial sensitivity (T/mg) of voxel j,
By calculating S T(L) , we can determine the required coil currents in order to bring the measured B in correspondence with T(B). This approach allows to solve the inverse problem in a direct, noniterative, way. The spatial sensitivity is linearly related to the current in the coils, 31 
S T(L)
where I is a N × 1 vector with the currents (A) for the N coils and A is an interaction matrix [T/(mg A)] with dimensions V × N. A depends on setup geometries and can be found based on a reformulation of the sensitivity coefficients in which we separate the I term from the sensitivity coefficients, L m = α m I coil [Eqs. (1)- (3)]. Using Eqs. (4), (10), (11) , and (14), we can then relate the current with the spatial sensitivity. The coil currents can then be determined as
One drawback of using the spatial sensitivity for determining the current in the coils is that in some cases, unrealistic currents can be found for generating T(L). These currents cannot be generated experimentally or would generate too large magnetic fields that could damage the SQUID sensors. A third possibility is to calculate the ratio between T(B) and B in the forward model and to use these values for multiplying the measured B. This might however amplify the noise present in the measurement, which will in turn decrease the reconstruction quality of the MNP distribution.
2.D. Measures for reconstruction quality
The spatial sensitivity [Eq. (14)] is an important measure in MRX imaging. Traditionally, it is high for voxels close to the magnetizing coils and sensors and low for voxels further away. A disadvantage of this quantity is that when the voxel is in close proximity to a sensor or coil, a large value is generated while the contribution of the other (smaller) elements in the summation do not matter anymore. This is why we employ H(Y|X) [Eq. (7)] in order to include the spread on the sensitivity coefficients as an imaging parameter. We also employ the correlation coefficient (CC), 31, 32, 35 which is a measure of the correspondence between the actual MNP distribution c and the reconstructed distribution c * [Eq. (5)]. A CC of 100% corresponds to a "perfect reconstruction." Another quantity is the condition number. This number indicates the stability of the inverse solution and is the ratio of the largest eigenvalue of the sensitivity matrix to the smallest eigenvalue of the sensitivity matrix. This number should be as low as possible and directly reflects how the solution (reconstruction) deteriorates when noise is added. Very often, also the distribution of all eigenvalues is compared to assess the impact of noise. In this paper, we verify our results using these established quantification methods.
RESULTS AND DISCUSSION
3.A. Impact transformation on spatial and noise sensitivity
We investigate the impact on L when we perform the complete transformation described in Sec. 2.C. We examine the normalized spatial sensitivity profile [Eq. (14)] for L and T(L) [ Fig. 3(a) ]. The transformation results in a reduced sensitivity of the layer closest to the sensors, while the sensitivity of the middle and bottom layers is increased. A more equally distributed spatial sensitivity profile is created this way. The middle layer, which originally had the lowest sensitivity, now receives the highest sensitivity. This effect is also observed for other discretizations of the sample. Table I shows the average normalized sensitivity for each layer when V = 54 (3 layers) and V = 432 (6 layers).
Next, we inspect the normalized eigenvalue distributions as these contain information about the signal and noise sources. 33 In general, we see a slower decrease for the eigenvalues of T(L) suggesting an improved noise stability [ Fig. 3(b) ]. Remark however that the first eigenvalues of the transformation have a smaller size. The smallest eigenvalues have the largest impact on the inverse solution so the consequences will be minimal. It is also an effect of the reduced spatial sensitivity for the upper voxels. Further evidence for the increased numerical stability is the condition number which is 143 for L and 61 for T(L). The increased numerical stability results in an increased noise robustness of T(L).
The impact of noise on the reconstruction quality can be investigated by considering a noise vector n in the forward model,
Similar expressions can be found for T(L). The noise term is modeled as white Gaussian noise with a certain SNR. The SNR is calculated as 10 * log 10 (P sig /P noise ), with P sig the average power of the noise-free simulated signal and P noise the average power of the noise. Figure 3(c) shows the reconstruction of the PTB phantom for L and T(L) for noise with a SNR of 20 dB (a commonly employed noise level, see Refs. 24 and 25). The associated CC's are 95.5% and 99.8%, respectively. The difference is most striking for T I. Normalized average spatial sensitivity for each layer for V = 54 and V = 432 using L and T(L). The transformation realizes a homogeneous sensitivity which results in a higher sensitivity for lower layers and a lower sensitivity for the layer closest to the sensors. the middle layer where we find a correlation of 82.5% for L and 99.2% for T(L). Using L, lower-lying sources are lifted upward due to the decreased spatial sensitivity for the lower voxels. For other noise levels (ranging from 1 to 40 dB), T(L) also outperforms L. Remark that the way of modeling the noise in simulated measurements has a significant impact on the reconstruction quality obtained in the simulations 24 but can give an indication of the performance of T(L). Although L and T(L) were investigated with a similar noise profile, we should validate the transformation approach experimentally in the future. Note that the impact of a double transformation, T(T(L)), is only marginal (≈1%) compared to T(L) which is why it is not considered.
3.B. Quantitative information
In this section, we consider two examples in which we directly use the quantitative information associated with the MRX models in order to enhance the MRX imaging setup. In a first example, we want to find a reduced number of coils for the setup by selecting a subset of coils based on their mutual information. In a second example, we determine an optimal voxel size for the setup based on the information content of the statistical parameters.
3.B.1. Determining coil configuration
The top part of Fig. 4(a) shows the normalized spatial sensitivity profile [Eq. (14) ] for the original sensitivity matrix when an upper coil is activated (corresponding to L m=1 ). The bottom part depicts the mutual information [Eq. (8)] of each voxel based on the pairwise comparison between the same coil and the 47 other coils. The MI parameter shows the information content that the coils have in common and should be as low as possible to increase stability of the inverse problem. As can be seen from the spatial sensitivity profile, the considered coil strongly magnetizes voxels in the upper plane, while other voxels are not well activated. The other coils in the upper plane have sensitivity profiles with peaks which are slightly shifted in the upper layer compared to this coil, resulting in a small MI for the upper voxels. The lower voxels have a similar sensitivity profile and this results in a high MI. An analogous reasoning can be made for the other coils. Figure 4 (b) shows differences in spatial sensitivity for this coil compared to the other coils. Here, similar values are obtained for most voxels because only a summation of the sensitivity coefficients is considered [Eq. (14)], while the MI parameter takes into account their spread [Eq. (8)]. Another approach is to correlate sensitivity profiles of the coils with each other [see Fig. 4(c) ]. This however gives one correlation score for all the voxels and does not allow for voxel-based information. The mutual information is thus a parameter which allows to correlate sensitivity profiles of coils in a quantitative way compared to other measures. Now, we search for a subset of coils which minimize the mutual information over all voxels. A coil is randomly selected and added to the coil selection. Then, we investigate the MI of each voxel for this coil by pairwise comparison to the other 47 coils [comparable to Fig. 4(a) ]. The voxel with minimum MI and its neighbors are kept. A new randomly chosen coil is added to the coil selection as long as the coil has low MI values on different voxels compared to the previously selected coils. This results in a subset of 18 coils [see Figure 5 (a)]. Although the coil selection is random, the results are reproducible because the coils with similar mutual info are chosen (similar effect on similar voxels). We are aware that this is a very rough optimization and in the future more elaborated schemes will be investigated; however, the results are in agreement with coil selections found by Refs. 24 and 33. By using our quantitative modeling approach, we are thus able to configure the coil array in a very fast way compared to the techniques used in previously mentioned papers. Figure 5(b) shows the CC function of SNR for T(L) using M = 48 coils, M = 18 coils and for L using M = 48 coils. The subset of 18 coils shows a small decrease in reconstruction accuracy compared to T(L) with all coils employed but has an improved performance (increase in correlation of 3%) compared to L with 48 coils. Now only 18 measurements need to be made which correspond to a speedup of the measurements with about 65%. Figure 5 (c) shows a reconstruction example of the phantom for a noise level of 20 dB using a subset of 18 coils with a low MI over all voxels. As can be observed, using the MI as a selection criteria for the coils, we are able to select those coils which achieve a similar performance as when 48 coils are employed. This makes using the MI as a selection criteria, a valuable tool. Furthermore, by using Eq. (16), we are able to determine the approximate currents required in the selected coils [ Fig. 5(d) ].
3.B.2. Determining optimal spatial resolution
In this example, we use the statistical parameters [Eqs. (7) and (8) ] and the transformation approach from Sec. 2.C to find the optimal voxel size for the MRX imaging setup. We tessellate the phantom in the following voxel sizes: 3 mm, 5 mm, 1 cm, 1.5 cm, and 2 cm. In a first step, we calculate the MI parameter based on a pairwise comparison of a given coil and the 47 other coils for the different voxels [comparable to Fig. 4(a) ] and then perform an averaging over all voxels for each comparison. This way the average MI for each voxel size and coil comparison can be found. Figure 6(a) shows an example for an upper coil and the other 47 coils. The smaller the voxel size, the larger the average MI. We see however that the relative information content (the shape of the curve) remains the same for each voxel size up until 1.5-2 cm. Using a value of 2 cm significantly alters the information content of the problem and is an indication that this voxel size is too rough for this setup. For other given coils and their pairwise comparison, we find similar results. This gives us an estimated lower limit for the PTB setup of 1.5 cm.
In a next step, we perform the transformation from Sec. 2.C and investigate the resulting weights for the 48 coils for each voxel size. Because of the smaller voxel sizes, the stability of the inverse problem deteriorates. This is also reflected in the higher amounts of MI. In the transformation, we reduce the MI by adapting the weight of the "lesser" model to minimize the MI. Because of the increased MI for reduced voxel sizes, this introduces weights equal to zero in some cases. This corresponds to removing the model for the corresponding voxel and this way instability issues are created, which deteriorate the inverse solution. (with m = 1,...,48) for each voxel size. For decreasing voxel sizes, decreasing weights are employed. Figure 6 (a) showed no additional information for the 3 mm voxels and Fig. 6(b) shows instability issues due to the lower weightings. Therefore, we suggest a lower limit of 5 mm. The setup is thus ideally suited for reconstructions of voxels between 5 and 15 mm. In the future, it might also be beneficial to use an adaptive grid in the MRX simulations and to relate an optimal adaptive grid to the MRX setup.
CONCLUSIONS
We developed quantitative MRX models by making use of statistical parameters. Based on the quantitative information associated to each model, a weighting can be performed which results in improved MNP reconstructions and an increased stability of the inverse problem. The quantitative information can also be used directly to enhance the MRX setup, for example, with respect to coil configuration and voxel sizes of the sample. Finally, we presented a measure which is able to compare, both quantitatively and accurately, different MRX models and setups independent of the MNP distribution.
