Abstract. A nite element method for the Cahn-Hilliard equation (a semilinear parabolic equation of fourth order) is analyzed, both in a spatially semidiscrete case and in a completely discrete case based on the backward Euler method. Error bounds of optimal order over a nite time interval are obtained for solutions with smooth and nonsmooth initial data. A detailed study of the regularity of the exact solution is included. The analysis is based on local Lipschitz conditions for the nonlinearity with respect to Sobolev norms, and the existence of a Ljapunov functional for the exact and the discretized equations is essential. A result concerning the convergence of the attractor of the corresponding approximate nonlinear semigroup (upper semicontinuity with respect to the discretization parameters) is obtained as a simple application of the nonsmooth data error estimate.
Abstract. A nite element method for the Cahn-Hilliard equation (a semilinear parabolic equation of fourth order) is analyzed, both in a spatially semidiscrete case and in a completely discrete case based on the backward Euler method. Error bounds of optimal order over a nite time interval are obtained for solutions with smooth and nonsmooth initial data. A detailed study of the regularity of the exact solution is included. The analysis is based on local Lipschitz conditions for the nonlinearity with respect to Sobolev norms, and the existence of a Ljapunov functional for the exact and the discretized equations is essential. A result concerning the convergence of the attractor of the corresponding approximate nonlinear semigroup (upper semicontinuity with respect to the discretization parameters) is obtained as a simple application of the nonsmooth data error estimate. where typically (u) = u 3 ? u, together with appropriate boundary and initial conditions, is a phenomenological model for phase separation and spinodal decomposition. The boundary conditions are such that the fourth order di erential operator in (1.1) can be written as the square of a second order elliptic operator. Relying on this fact we study numerical schemes for (1.1), which for the approximation of the spatial variables are based on standard Galerkin nite element methods for second order elliptic problems. We discuss spatially semidiscrete schemes as well as a completely discrete scheme based on the backward Euler method.
A semidiscrete nite element method (with numerical quadrature) of this type for the Cahn-Hilliard equation was rst introduced and analyzed by Elliott, French and Milner 7] . Completely discrete schemes based on the same idea were discussed by Du and Nicolaides 5] and Du 4] . For numerical schemes based on other approximations of the fourth order elliptic operator we refer to Elliott and Zheng 8] 
(conforming elements in 1-D) and Elliott and French 6] (nonconforming elements in 2-D).
In these works the analysis is restricted to solutions, which are bounded uniformly in time, so that one may essentially assume that the nonlinearity satis es a global Lipschitz condition. Due to the lack of a maximum principle this means that one has to prove (or assume) that the solution is su ciently smooth depending on the number of space dimensions.
The purpose of the present work is to prove error bounds that are optimal both in the order of convergence and in the regularity assumed of the initial data. In particular, we would like to allow initial data of low regularity (compared to the number of derivatives occurring in equation (1.1)). The reason for this is the existence of a Ljapunov functional for equation (1.1) and its discrete counterparts, which yields an a priori bound, uniform in time, for the H 1 norm of the solution and for the discrete approximations considered. The Sobolev space H 1 ( ) is therefore a natural space in which to prescribe initial data.
Moreover, error bounds for solutions with nonsmooth initial data have interesting applications in the study of the longtime behavior of discrete solutions, see Heywood and Rannacher 12] , Hale, Lin and Raugel 10] and Kloeden and Lorenz 14] . As an example of this we prove a result concerning the convergence of the attractor of the corresponding approximate nonlinear semigroup. More precisely, we demonstrate that the discrete attractor is upper semicontinuous with respect to the discretization parameters.
With initial data in H 1 ( ) the solution is not bounded uniformly in time (except in the case of one space dimension). Instead we base our analysis on uniform bounds in the H 1 norm for the exact and discrete solutions and local Lipschitz conditions for the nonlinearity . These are typically of the form k (u) ? (v) Helfrich 11] in an abstract framework using local Lipschitz conditions. See also Heywood and Rannacher 12] for related results in the context of the NavierStokes equations.
Loosely speaking our main result (Theorem 6.5) states the following: Let u h be the spatially semidiscrete approximation using a nite element method of order r and with mesh parameter h, and let the initial approximation be chosen as the L 2 projection of the exact initial value u 0 . Then for r = 2 or 3 (piecewise linear or quadratic nite elements) we have ku h (t) ? u(t)k L2 C(u 0 ; T)h r t ? r? 4 ; 0 < t T; for 1 r, provided that u 0 has derivatives in L 2 (together with appropriate boundary conditions). An analogous result is obtained in the completely discrete case (Theorem 7.2). The restrictions r = 2 or 3 and 1 are probably due to our method of proof, but in the light of a counterexample in 13], 3] some restriction of this type might be expected. We have, however, not been able to adapt this counterexample to the present situation. See also Remark 2 of Section 5 below.
The outline of the paper is as follows. In Section 2 we present three initial-boundary value problems for the Cahn-Hilliard equation and put them into a common abstract framework. In Section 3 we introduce spatially semidiscrete and completely discrete nite element methods for these problems. In Section 4 we state a result concerning the regularity of the exact solution, which is needed in the subsequent error analysis. Its proof is given in an Appendix in the supplement section of this issue. In Section 5 we estimate the di erence between the exact solution and the solution of a discrete linear auxiliary problem. This analysis is based on energy estimates. In Section 6 we prove error estimates for the spatially semidiscrete approximation, and in Section 7 we do the same for the fully discrete approximation. This analysis is based on semigroup techniques. Finally in Section 8 we demonstrate the existence of global attractors for the nonlinear semigroups de ned by the Cahn-Hilliard equation and its approximations, and prove a result concerning the convergence of the discrete attractors. In (2.3{b) we have used the notation @=@ for the outward normal derivative, and in (2.3{c), the case of periodic boundary conditions, we understand to be a \cube" (0; L) d with e i denoting the unit vector in the direction of the x i -axis.
The di erential equation in (2.1) is known as the Cahn-Hilliard equation. It arises in continuum models of phase separation and spinodal decomposition, cf. Cahn and Hilliard 1]. The eld variable u is a scaled concentration of one species in a binary mixture and the \free energy" is a double well potential. A typical example for is (s) = 1 4 (s 2 ? 2 ) 2 with (s) = s(s 2 ? 2 ).
In order to put these three initial-boundary value problems in a common abstract framework we introduce some notation. Let k k and ( ; ) denote the usual norm and inner product in L 2 = L 2 ( ), and let H s = H s ( ) with norms k k s be the usual Sobolev spaces.
For the no ux and the periodic boundary conditions (2.3{b,c) it is easy to see that a su ciently smooth solution of (2.1), (2.2) satis es conservation of mass Introducing the change of variablesũ = u?u 0 and~ (ũ) = (ũ+u 0 ), where u 0 denotes the average of u 0 , we see that the equations (2.1), (2.2), (2.3{b,c) and the structural assumptions (2.4) remain unchanged. Henceforth for the boundary conditions (2.3{ b,c) we assume that the initial datum satis es R u 0 (x) dx = 0. For these boundary conditions we let H denote the subspace of L 2 which is orthogonal to the constants, H = fv 2 L 2 : (v; 1) = 0g, and let P be the orthogonal projection of L 2 onto H. Clearly then Pf = f ?f. For the Dirichlet boundary conditions (2.3{a) we let H = L 2 and P = I. We next derive an a priori bound in the H 1 norm for solutions of (2.5). This bound (and its discrete counterparts) will be basic to all of our analysis below. Applying G to (2.5) we have Gu t + Au + P (u) = 0; and taking the inner product of this with u t we obtain provided that u 0 2 _ H 1 . In view of the structural assumptions (2.4) it follows that V is a Ljapunov functional for the initial value problem (2.5) (see Section 8 below for the de nition of this concept). Moreover, using the Sobolev imbedding of H 1 into L 2p (where p is as in (2.4)) the identity (2.7) implies an a priori bound: If u 0 2 _ H 1 with ku 0 k 1 R, then (2.8) ku(t)k 1 C(R); 0 t < 1:
In the sequel we shall always assume that u 0 2 _ H 1 (at least), so that (2.8) holds. We also note that the derivative of V (\the chemical potential") is given by w = V 0 (u) = Au + P (u) = ?Gu t .
Finally we let E(t) = exp(?tA 2 ) denote the analytic semigroup generated by ?A 2 .
Much of our analysis will be based on the variations of constants formula, (2.9)
for solutions of (2.5).
3. The nite element method. For the approximation of the Cahn-Hilliard equation we assume that we have a family fS h g h>0 of nite dimensional approximating subspaces of H 1 . At the end of this section we formulate the approximation assumption upon which we shall base our error analysis. But rst we formulate our discrete equations.
Consider to begin with the no ux boundary conditions (2.3{b). Recalling the usual weak formulation of the corresponding initial-boundary value problem, we state the following semidiscrete problem: Find u h (t); v h (t) 2 S h such that where u 0h 2 S h is a suitable approximation of u 0 2 _ H 1 . Since we are assuming that u 0 = 0, it is natural to assume that u 0h = 0, too. It is easy to see that this can be achieved, e.g., by taking u 0h to be the orthogonal projection of u 0 1 2 h u h;t k 2 ds + V (u h (t)) = V (u 0h ); 0 t < 1; which leads to the a priori bound: If u 0h 2 _ S h with ku 0h k 1 R, then (3.4) ku h (t)k 1 C(R); 0 t < 1:
With E h (t) = exp(?tA 2 h ) we have the variations of constants formula,
for solutions of (3.3). We next formulate a fully discrete approximation based on the backward Euler method. This means that we replace the time derivative in (3.2) or (3.3) by a backward di erence quotient @ t U n = (U n ? U n?1 )=k, where k is the timestep and U n is the approximation to u at time t n = nk, n = 0; 1; 2; : ::. We thus seek U n 2 _ S h such that (3.6) @ t U n + A 2 h U n + A h P h (U n ) = 0; t n > 0; U 0 = u 0h : Again it turns out that the functional V is a Ljapunov functional for (3.6). In fact, arguing as in the proof of (2.7) we obtain (G h @ t U n ; @ t U n ) + (A h U n ; @ t U n ) + ( (U n ); @ t U n ) = 0;
Here (A h U n ; @ t U n ) = 1 2 @ t jU n j 2 h @ t U n k 2 + V (U n ) V (u 0h ); 0 t n < 1;
which leads to the a priori bound: If u 0h 2 _ S h with ku 0h k 1 R, then (3.8) kU n k 1 C(R); 0 t n < 1:
This time the variation of constants formula becomes
where E kh = (I + kA 2 h ) ?1 . We conclude this section by formulating an approximation assumption for the spaces _ S h _ H 1 , which will be the basis for our error analysis below. Let R h : _ We rst consider a semidiscrete nite element approximation u h (t) 2 _ S h given by (5.3) u h;t + A 2 h u h = A h P h f; t > 0, u h (0) = P h u 0 : We shall estimate the di erence between u h and u under the regularity assumption (5.2). This analysis is linear in the sense that u h depends linearly on u.
Observe that by applying G 2 to (5.1) we obtain G 2 u t + u = Gf and, similarly for (5.3), G 2 h u h;t + u h = G h f, where we have used the fact that GP = G, G h P h = G h .
For the di erence e = u h ? u we then have Proof. By (3.10) and (5.2) we have Moreover, for the \chemical potential" w = Au ? Pf and its approximation w h = A h u h ? P h f we have (5.11) kw h (t) ? w(t)k CKh r t ? 1 Proof. Let be as in Lemma 5.1. We rst note that by our special choice P h u 0 of discrete initial value we have G h e(0) = 0 where e = u h ? u. In order to prove the case l = 0 of (5.10) we start out by taking the inner product of (5.4) We now turn to the fully discrete case. The backward Euler method applied to (5.3) de nes U n 2 _ S h by (f n = f(t n ); u n = u(t n )) (5.20) @ t U n + A 2 h U n = A h P h f n ; t n > 0, U 0 = P h u 0 :
Analogously to (5.4) we obtain for the di erence e n = U n ? u n :
G 2 h @ t e n + e n = n + G h n + G h n ; t n > 0, with n = (R h ? I)u n ; n = ?(R h ? I)G @ t u n ; n = ?G @ t u n ? u t (t n )]: Equation (5.21) is the basis for the estimation of e n . It is convenient to rst give a lemma providing estimates of n , n and n . In Lemma 5.2 we allowed = 0 in order to have Corollary 5.3. In the remainder of this section we assume that 1. Lemma ; 0 < t n T:
Proof. Let be as in Lemma 5.4. In order to prove the case l = 0 of (5.31) we start out by taking the inner product of (5.21) with @ t e n . Using the fact that G h is selfadjoint positive semide nite on L 2 we get kG h @ t e n k 2 + (e n ; @ t e n ) = ( n ; @ t e n ) + ( n ; G h @ t e n ) + ( n ; G h @ t e n ) ( n ; @ t e n ) + k n k 2 + k n k 2 + 1 2 kG h @ t e n k 2 ;
which shows kG h @ t e n k 2 + 2(e n ; @ t e n ) 2( n ; @ t e n ) + 2k n k 2 + 2k n k 2 :
Using the identity @ t ? a n b n = ( @ t a n )b n + a n?1 ( @ t b n ) (5.33{a) = ( @ t a n )b n + a n ( @ t b n ) ? k( @ t a n )( @ t b n ); (5.33{b) we obtain kG h @ t e n k 2 + @ t ke n k 2 + kk @ t e n k 2 2 @ t ( n ; e n ) ? 2( @ t n ; e n ) + 2k( @ t n ; @ t e n ) + 2k n k 2 + 2k n k 2 2 @ t ( n ; e n ) ? 2( @ t n ; e n ) + kk @ t n k 2 + kk @ t e n k 2 + 2k n k 2 + 2k n k 2 : Cancelling the term kk @ t e n k 2 , multiplying by t 2 n?1 and using (5.33{a) yields t 2 n?1 kG h @ t e n k 2 + @ t ? t 2 n ke n k 2 2t n? 1 2 ke n k 2 + 2 @ t t 2 n ( n ; e n ) ? 4t n? 1 2 ( n ; e n ) ? 2t 2 n?1 ( @ t n ; e n ) + t 3 n?1 k @ t n k 2 + 2t 2 n?1 k n k 2 + 2t 2 n?1 k n k 2 C ? @ t t 2 n ( n ; e n ) + t n k n k 2 + t 3 n?1 k @ t n k 2 + t 2 n k n k 2 + t 2 n k n k 2 + t n ke n k 2 :
Multiplying by k and summing with respect to n, we obtain after a simple kick-back argument k n X j=1 t 2 j?1 kG h @ t e j k 2 + t 2 n ke n k 2 Ct 2 n k n k 2 + Ck n X j=1 ? t j k j k 2 + t 3 j?1 k @ t j k 2 + t 2 j k j k 2 + t 2 j k j k 2 + t j ke j k 2 :
Invoking the bounds for n , n and n in Lemmas 5.1 and 5. 4 We now have to estimate k P n j=1 t j ke j k 2 and we therefore multiply (5.21) by e n to get (G 2 h @ t e n ; e n ) + ke n k 2 = ( n ; e n ) + ( n ; G h e n ) + ( n ; G h e n ) 1 2 k n k 2 + 1 2 ke n k 2 + (k n k + k n k) kG h e n k; whence, by (5.33{b), @ t kG h e n k 2 + kkG h @ t e n k 2 + ke n k 2 k n k 2 + 2 (k n k + k n k) kG h e n k:
Multiplication by t n and using (5.33{a) now yields @ t ? t n+1 kG h e n k 2 + kt n kG h @ t e n k 2 + t n ke n k 2 kG h e n k 2 + t n k n k 2 + 2t n (k n k + k n k) kG h e n k t n k n k 2 + 2t 2 n k n k 2 + 2t 2 n k n k 2 + 2kG h e n k 2 ;
so that, since G h e 0 = 0 and in view of (5. kG h e j k 2 :
To derive an estimate of k P n j=1 kG h e j k 2 we sum (5.21) with respect to n, taking G h e 0 = 0 into account, which yields G 2 h e n +ê n =^ n + G h^ n + G h^ n ; t n > 0, whereê n = k P n j=1 e j ;ê 0 = 0, etc. Multiplication by e n = @ tên gives kG h e n k 2 + 1 2 @ t kê n k 2 + 1 2 kk @ tên k 2 = (^ n ; e n ) + (^ n ; G h e n ) + (G h^ n ; e n ) and the case l = 0 of (5.31) follows. It is now convenient to estimate the di erence between w(t n ) and W n . Observe that w(t n ) ? W n = ?Gu t (t n ) + G h @ t U n = G h @ t e n ? n ? n :
The last two terms n and n are estimated as desired by (5.24) and (5.26). In order to estimate G h @ t e n , we form the backward di erence of (5.21): G 2 h @ 2 t e n + @ t e n = @ t n + G h @ t n + G h @ t n ; n 2: Taking the inner product with @ t e n and using (5.33{b) we get 1 2 @ t kG h @ t e n k 2 + 1 2 kkG h @ t e n k 2 + k @ t e n k 2 = ( @ t n ; @ t e n ) + ( @ t n ; G h @ t e n ) + ( @ t n ; G h @ t e n ): Hence, by a simple kick-back argument, @ t kG h @ t e n k 2 k @ t n k 2 + 2(k @ t n k + k @ t n k)kG h @ t e n k:
Multiplying by t 3 n?2 , using (5.33) and the fact that @ t (t 3 n?1 ) 3t 2 n?1 , now yields @ t ? t 3 n?1 kG h @ t e n k 2 3t 2 n?1 kG h @ t e n k 2 + t 3 n?2 k @ t n k 2 + 2t 3 n?2 (k @ t n k + k @ t n k)kG h @ t e n k C ? t 2 n?1 kG h @ t e n k 2 + t 3 n?1 k @ t n k 2 + t 4 n?2 k @ t n k 2 + t 4 n?2 k @ t n k 2 :
In a standard way we conclude Finally the estimate of the H 1 norm of e n is proved by interpolation between the known bounds for the errors in U n and W n just as in the proof of Lemma 5.2.
6. Error bounds for the semidiscretization in space. In this section we shall estimate the di erence between the solution u of the nonlinear Cahn-Hilliard equation (2.5) and its semidiscrete approximation u h de ned in (3.3). We begin by settling the question of existence, uniqueness and stability for u h . Recall the a priori bound (6.1) ku h (t)k 1 C(ku 0h k 1 ); 0 t < 1; that we obtained in (3.4). Since (3.3) is a nite dimensional system of ordinary di erential equations with di erentiable nonlinearity, this bound immediately gives global existence: Lemma 6.1. The initial value problem (3.3) has a unique solution, which exists for all time.
In our error analysis we shall use the following bounds for the nonlinearity (u). Proof. We only demonstrate (6.5) and (6.6); the remaining bounds are proved in a similar way. which is (6.5), and (6.6) readily follows. The modi cation needed when d 2 and has arbitrary degree is obvious. Remark. The local Lipschitz condition (6.6) was used by Thom ee and Wahlbin 19] in the error analysis of nite element methods for semilinear parabolic problems of second order. We also need the following well known generalization of Gronwall's lemma. We include a proof for the sake of completeness. and the standard version of Gronwall's lemma yields (t; ) CA for 0 < t T, which is the desired result.
We now turn to the stability of u h with respect to perturbations of the initial value.
Lemma 6.4. Let u (i) h ; i = 1; 2, be two solutions of (3.3) with initial values u (i) 0h and satisfying ku (i) h (t)k 1 R for 0 t T; i = 1; 2. Then for j = ?1; 0; 1; j l = 0; 1 we have ju (1) h (t) ? u (2) h (t)j l C(R; T)t ? l?j 4 ju (1) 0h ? u (2) 0h j j ; 0 < t T:
Proof. The proof is more or less the same as that of Theorem 6.5 and we omit it.
We are now ready to formulate our main result. Setting e = u h ? u andẽ =ũ h ? u, we know from Lemma 5.2 and (6.10) that (6.14) kẽ(t)k l C(R 1 ; T) h r?l t ? r? 4 ; 0 < t T; l = 0; 1: By Duhamel's principle (3.5) we have e(t) =ẽ(t) + (u h (t) ?ũ h (t)) =ẽ(t) ?
By (6.14), the Lipschitz condition (6.6) and (6.10) we obtain ke(t)k C(R 1 ; T) h r t ? r? 4 In order to apply the above result we must verify assumption (6.10). In view of (2.8) and (6.1) we nd that (6.10) holds, for example, if it can be proved that The estimation of the error in the semidiscrete \chemical potential" w h = A h u h + P h (u h ) is more technical. We shall only present a result for the case of nonsmooth data: u 0 2 _ H 1 . In the proof of this we shall need the following bound for u h;t .
Lemma 6.8. Let ku 0h k 1 R. Then (6.16) Now Gronwall's lemma 6.3 yields tkz h (t)k C(R; T)t 1 4 for 0 < t T, which proves the case l = 0 of the lemma. The proof for the case l = 1 can be based on the rst identity in (6.17). We proceed in the same way using the known bound for kz h k and the bound (A.1) for k 0 (u h )z h k. Theorem 6.9. Let r = 2 or 3 and let u 0 2 _ H 1 with ju 0 j 1 R, and u 0h = P h u 0 .
Then for the \chemical potential" w = Au + P (u) and its approximation w h = A h u h + P h (u h ) we have kw h (t) ? w(t)k C(R; T)h r t ? 1 Proof. Again we use the auxiliary functionũ h de ned in (6.13) . Let e = u h ?u, z h = u h ?ũ h , andw h = A hũh +P h (u) = ?G hũh;t . for 0 < t T, which implies the desired bound for G h z h;t .
7. Error bounds for the completely discrete scheme. The purpose of this section is to estimate the di erence between the solution u of the Cahn-Hilliard equation (2.5) and its completely discrete approximation U n de ned in (3.6). The argument is completely parallel to that of the previous section and we only present an outline indicating the modi cations needed. We rst recall that, if k 4= 4 , then we have the a priori bound (3.8) . Using this bound we conclude that (3.6) has a unique solution U n for all t n if k is small. In the proof of our main result we need a discrete version of the Gronwall lemma 6.3: Lemma 7.1. Let 0 ' n R for 0 t n T. which leads to n C ? A 1 t 1? 2 n + A 2 for 0 < t n T. We can now state our main result. For simplicity of presentation we assume that u 0h = P h u 0 . The modi cations needed for other choices of discrete initial data are exactly the same as in the previous section. Theorem 7.2. Let r = 2 or 3 and assume that for some 2 1; r] we have u 0 2 _ H and u 0h = P h u 0 with ku 0 k R 1 ; ku(t n )k 1 + kU n k 1 R 2 ; 0 t n T; where u and U n are the solutions of (2.5) and (3.6), respectively. Then there are k 0 = k 0 (R 2 ) and C = C(R 1 ; R 2 ; T) such that, for k k 0 , kU n ? u(t n )k l C ? h r?l t ? r? 4 n + kt ? 4+l? 4 n ; 0 < t n T; l = 0; 1:
Proof. We de neŨ n 2 _ S h by @ tŨn + A 2 hŨn = ?A h P h (u(t n )); t n > 0; U 0 = P h u 0 :
With e n = U n ?Ũ n ] + Ũ n ? u(t n )] Z n +ẽ n we know from Lemma 5.5 that 8. Stability of attractors. Let u(t) = T (t)(u 0 ) denote the solution of the CahnHilliard equation (2.5 The same idea of using a nonsmooth data error bound to obtain a result about the longtime behavior of discrete solutions can be found in Heywood and Rannacher 12] . See also Hale, Lin and Raugel 10] and Kloeden and Lorenz 14] for related results on the upper semicontinuity of attractors.
We conclude this section by demonstrating the existence of the attractors A, A h and A hk . This follows easily from a general result about asymptotically smooth gradient systems, see Hale 9, Theorem 3.8.5] . We verify the assumptions of this theorem.
First we note that T (t) is a C 1 -semigroup in _ H 1 . This means that for xed t the mapping u 0 7 ! T (t)(u 0 ) is Fr echet di erentiable, which is easily proved using the techniques of the proof of Theorem 4.1 in the supplement. Next we note that the smoothing property of T (t) obtained in Theorem 4.1 implies that T (t) is completely continuous. This implies that T (t) is asymptotically smooth and that all positive orbits + (v) = fT (t)v : t 0g are precompact (see 9, Corollary 3.2.2, Lemma 3.2.1]). We also note that T (t) is a gradient system, i.e., it is a C 1 -semigroup with the additional properties:
(1) each bounded positive orbit is precompact;
(2) there is a Ljapunov functional for T (t), i.e., there is a continuous mapping We are now in a position to apply 9, Theorem 3.8.5]. We conclude that T (t) has a global attractor A. Moreover, the attractor is connected and equal to the unstable manifold of the set E. Similar arguments apply to T h (t) and T n hk . In this case the complete continuity is automatic by nite dimensionality.
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Appendix. In this appendix we present the proof of Theorem 4.1. The proof is based on estimating the right-hand side of the variation of constants formula (2.9) for solutions of (2.5), using the analyticity (4.2) of E(t) together with certain bounds for the nonlinearity (u), and the a priori bound (2.8) for the H 1 norm of u. We begin with the required bounds for (u). In view of the equivalence of the norms k k s and j j s on _ H s , this proves (A.8).
Remark. If we replace the norm j j 3 by j j for some 2 (3; 4) in the above result, then we may replace our assumption that is a cubic polynomial It remains to show that u is a solution of (2.5) and that it has the regularity claimed in Theorem 4.1. For simplicity of exposition we present the proof for the special case = 1 only. From (A.6) and (2.8) it follows that jAP (u(t))j 0 C(R)ju(t)j 3 ;
and we apply part (a) of Lemma A.2 with = 0, = 1 and K = R, to obtain (A. 17) ju(t)j C(T; R; )t ?( ?1)=4 ; 0 < t < T; 2 1; 4):
In view of the inequality (2.6), this proves the special case j = l = 0 of (4. and Lemma A.4 shows that u is a solution of (2.5) and that (A. 19) ju t (t)j 0 Ct ?3=4 ; 0 < t < T:
Moreover, we have (A.20) u t (t) = E(t? )u t ( )?
Z t E(t?s)AP 0 (u(s))u t (s) ds; 0 < < t < T:
In view of (A.1), we have here j 0 (u(t))u t (t)j 0 Cju t (t)j 1 Using (A.1) and (A.7), we rst get j 0 (u(t))u tt (t) + 00 (u(t))u t (t) 2 j 0 C ? ju tt (t)j 1 + ju t (t)j jAP 0 (u(t))u tt (t) + 00 (u(t))u t (t) 2 ]j 0 C ju tt (t)j 3 + juj 3 ju tt (t)j 1 + (ju t (t)j 3 + ju(t)j 3 ju t (t)j 1 )ju t (t)j 1 Cju tt (t)j 3 + C ?7=4 (t ? ) ?3=4 ;
and Lemma A.2 (a) yields ju tt (t)j C ?7=4 (t ? ) ? =4 ; 2 0; 4), which proves the special case j = 2; l = 0 of (4.1). We now turn to the cases l = 1; 2. From (A.22) we have jGu t (t)j 4 = ju t (t)j 2 Ct ?5=4 ;
and, using equation (2.5) and (A.3), (A.17), jGu t (t)j 0 jAu(t)j 0 + j (u(t))j 0 ju(t)j 2 + C Ct ?1=4 :
Interpolating between these results by means of the moment inequality (6.20), we obtain jGu t (t)j Ct ?( +1)=4 ; 2 0; 4];
