Abstract-We describe the CoMet application for largescale epistatic Genome-Wide Association Studies (eGWAS) and pleiotropy studies. High performance is attained by transforming the underlying vector comparison methods into highly performant generalized distributed dense linear algebra operations. The 2-way and 3-way Proportional Similarity metric and Custom Correlation Coefficient are implemented using native or adapted GEMM kernels optimized for GPU architectures. By aggressive overlapping of communications, transfers and computations, high efficiency with respect to single GPU kernel performance is maintained up to the full Titan and Summit systems. Nearly 300 quadrillion element comparisons per second and over 2.3 mixed precision ExaOps are reached on Summit by use of Tensor Core hardware on the Nvidia Volta GPUs. Performance is four to five orders of magnitude beyond comparable state of the art. CoMet is currently being used in projects ranging from bioenergy to clinical genomics, including for the genetics of chronic pain and opioid addiction.
I. JUSTIFICATION FOR ACM GORDON BELL PRIZE
We formulate vector similarity methods as generalized distributed dense linear algebra operations. Fast hardware features such as floating point minimum, population count and reduced precision arithmetic are exploited on Nvidia GPUs; the methods are also implementable on other modern processors with these features. Up to 98% weak scaling efficiency is achieved at full system relative to single GPU kernel performance due to aggressive overlap of the expensive all-to-all communications. PS method performance reaches up to 189 Petaflops single precision. CCC method operation rates are up to 2.36 ExaOps on 99% of Summit, the first reported ExaOp calculation by a production application, achieving over 10 18 mixed precision floating point operations per second. Performance is four to five orders of magnitude beyond best current state of the art. The methods are applicable more This manuscript has been authored by UT-Battelle, LLC under Contract No. DE-AC05-00OR22725 with the U.S. Department of Energy. The United States Government retains and the publisher, by accepting the article for publication, acknowledges that the United States Government retains a non-exclusive, paidup, irrevocable, world-wide license to publish or reproduce the published form of this manuscript, or allow others to do so, for United States Government purposes. The Department of Energy will provide public access to these results of federally sponsored research in accordance with the DOE Public Access Plan (http://energy.gov/downloads/doe-public-access-plan).
generally to vector similarity, distributed dense linear algebra and distributed tensor computations. 
II. OVERVIEW OF THE PROBLEM

A. Scientific Use Case: Chronic Pain and Opioid Addiction
Opioids epidemic. Opioid misuse and addiction is having dramatic impacts on public health and social and economic welfare [1] , [2] , [3] , [4] . The CDC has estimated that the economic burden of prescription opioid misuse alone is $78.5 billion per year in the United States [5] . Almost 30% of patients that are prescribed opioids misuse them [6] , with over 10% developing an opioid use disorder [7] , [8] , [9] . As many as 6% of patients who misuse opioids will go on to use heroin [7] , [8] , [9] . There has been a 30% increase in opioid overdoses from July 2016 through September 2017 in 52 areas in 45 states [10] . In addition, there has been an increase in neonatal abstinence syndrome as opioid use and misuse during pregnancy has increased.
Over 50% of veterans suffer from chronic pain (compared to 30% in the general population). In a recent analysis among current veterans in care nationally, the Veterans Aging Cohort Study (VACS) found that 22.7% had sustained use of prescription opioids, which is substantially in excess of the rates in the general U.S. population. 68,000 veterans currently suffer from opioid use disorders. In prior work with the VA population, we found that opioid use was associated with negative health outcomes [11] .
As such, opioid misuse has become a national (and Department of Veterans Affairs (VA)) crisis in which more than 115 people die each day in the United States due to opioid overdoses. Understanding the genetic architecture for how individuals develop chronic pain and respond to opioids and the identification of new therapeutic targets for opioid misuse would have a major impact on this growing epidemic. Chronic pain and opioid addiction are highly complex disorders. In contrast to Mendelian traits that arise due to a single mutation, chronic pain and opioid addiction are likely manifested due to the combined actions of multiple genetic factors that may be interacting additively or epistatically (i.e., combinations of genome variants that collectively lead to disease).
Epistatic genetic architectures for complex phenotypes. Genome Wide Association Studies (GWAS) and Quantitative Trait Loci (QTL) efforts seek to identify genetic variants that contribute to individual phenotypes, including susceptibility (or robustness) to disease. With the exception of Mendelian disease, risk alleles function in complex networks that are often challenging to dissect with extant statistical procedures, particularly when the effects of multiple variants are nonadditive, or epistatic (for a recent review see [12] ). Recent studies have made it clear that risks for many complex human diseases derive from non-additive interactions between multiple genes ( [13] ; for a review see [14] )-including type I diabetes [15] , coronary artery disease [16] , and many others (for a review see [17] ). If most non-additive effects in human disease are of higher order (e.g., three or more QTLs acting together), then we would not be aware of it, since existing statistical methods are incapable of mining such interactions from available sample sizes and limited computational resources. Epistatic networks have also been shown to drive susceptibility to complex diseases in genetic model organisms: studies in tractable model organisms have demonstrated that strong epistatic dependencies are the rule, rather than the exception, in higher metazoans [18] , [19] .
Thus, a grand challenge for population genetics is the construction of statistical and computational procedures that can identify epistatic networks at, or near, the same efficiency as single QTLs or risk alleles. However, the potential interactions in a human cell are on the order of 10 170 , and thus exhaustive exploration of all possible molecular interactions has never been possible before. As described below, our network-based approach will allow us to build sets of SNPs representing higher-order combinations that would never be tested by existing methods. The computational methods presented in this work will allow us to reveal connections never previously discoverable.
Thus, the combination of algorithm development and leadership class supercomputing facilities allows us to break the longstanding curse of dimensionality that has historically plagued the study of complex biological systems. Brute force methods currently exist to perform epistatic GWAS [20] ; however, they are not computationally tractable as it would take more than 10 20 CPU hours to test all possible 4th order interactions of a single human phenotype. As such, the issue is not the ability to test sets of genome variants for association with a phenotype but rather what specific sets to test. Once the sets have been defined, set-based epistatic GWAS methods are completely computationally tractable [21] , [22] , [23] . For example, the SKAT method [23] only takes 277 CPU hours on Titan to test 10 million SNP sets. Thus, our approach to this is to use the inherent co-evolutionary information resident in population-scale genome datasets themselves in order to determine a tractable number of sets to test for epistatic associations with chronic pain and opioid addiction phenotypes.
Custom Correlation Coefficient. Computation of the mathematical relationships between pairs of vectors is required in many science domains. In the field of genomics, the Custom Correlation Coefficient (CCC) [24] was developed to calculate the correlation between mutations (Single Nucleotide Polymorphisms (SNPs)) across a population of individuals. This can be used to identify groups of SNPs which tend to co-occur in a population, and consequently can be used to find combinations of SNPs which associate with certain phenotypes, such as a disease phenotype [21] . CCC also takes into account genetic heterogeneity and finds correlations between SNPs which co-occur in portions of the population, not requiring co-occurrence across the whole population. SNP correlations that pass a significance threshold can be modelled as a genome-wide network and interpreted as a co-evolutionary signal across the population with the hypothesis that genes involved in common functions/protein complexes are under selective pressure to co-evolve with one another. As such, connections between SNPs in these networks are ideally suited for epistatic set creation.
Furthermore, in order to capture more complex relationships, we have previously introduced a new ternary network definition, namely 3-way networks based on the concept of hypergraphs [25] . We define 3-way networks as network models of ternary relationships, i.e., relationships between triplets of objects. 3-way networks are defined by replacing the previous definition of an edge as a set of two nodes by a set of three nodes. Thus a 3-way network is a type of hypergraph [26] . We have previously shown that 3-way networks could discover more sophisticated patterns than are found by pairwise networks [25] , [27] . We have recently created a 3-way version of the CCC algorithm and are using it in a complimentary fashion with the 2-way version.
SNP set creation. Breadth-first searches will be used on this network in order to determine the nearest neighbor of each and every node in the SNP correlation network, the resulting sets from each breadth-first search can be viewed as putative epistatic relationships and can be used for set-based genomewide association testing against phenotypes. Furthermore, we have previously shown that principal component analysis of the Laplacian transform of a network adjacency matrix is an excellent method to extract topologies centered on every node in a network that are distinct from those topologies found by breadth first searches [28] . Finally, Markov clustering [29] will also be used to find topologies in the network to be used for set creation. The resulting sets extracted from the CCC network topologies represent higher-order combinatorial sets that allow for much more complex interactions to be tested than simple SNP pairs tested by extant methods.
Ultimate application. Our close collaboration with the Million Veteran Project (MVP) offers an unprecedented opportunity to understand links between human genetics, life history and propensity for chronic pain and opioid addiction. The sheer size of the MVP cohort and prevalence of chronic pain and opioid use and dependency in the VA population offers statistical power that has never been available before. The construction of human systems biology models combined with massive scale small molecule docking and molecular dynamics constitutes a new way forward for better molecular understanding and development of possible solutions for chronic pain and opioid addiction. Thus, SNP sets created via CCC networks as described above will be used to create sets of potentially epistatically interacting SNPs that can be tested for association with opioid addiction and chronic pain phenotypes that will, in close collaboration with the VA, be extracted from the electronic health records and patient genomic information to be made available for this study.
In addition, we are using model organisms such as Drosophila, mice and Daphnia in order to understand pain and opioid addiction phenotypes. Given that that each species will require on the order of 10
16 SNP correlations to be calculated and subsequently thresholded this requires an incredibly efficient algorithm and an enormous amount of compute power to achieve.
The GPU optimized CCC algorithm we have developed for this work can meet the needs of these types of ambitious projects. Thus, pipelines we have constructed will enable the high-throughput discovery of epistatic networks directly from population genomics and phenomics data, providing a new tool for GWAS and QTL studies. The potential impact is substantial as we will resolve a fundamental question in genetics: we will learn the extent to which epistatic interactions drive emergent, complex phenotypes in opioid addiction. Once created, these epistatic networks and SNP sets can be used to test for associations with any phenotype that has been measured across a population. As such, this will allow for a tremendous amount of new information to be derived from publicly available phenotypes from a range of model organisms and the exploration of all of the clinical phenotypes (including alcohol and nicotine dependency, cardiovascular disease, prostate cancer and suicide ideation) that can be derived over time from the VA electronic health records as well as other such projects (NIH dbGAP, NIH All of Us Research Program, UK Biobank, etc) as data becomes available. Furthermore, this same approach can be used in other organisms of bioenergy or environmental interest that are being sequenced at population scale, such as those sequenced by the DOE Joint Genome Institute (Populus trichcocarpa, Daphnia, Panicum, Brachypodium, Sphagnum, Sorghum, etc.) as well as food crops (such as maize, soybean, wheat, etc.) supported by other funding agencies.
Proportional Similarity metric for pleiotropy discovery. Our overall research project in each of the species that we are studying involves the creation of extensive systems biology models of each species that capture the molecular interactions in the cell that lead to emergent properties and complex, organismal-scale phenotypes. This goal includes the determination of genome-variant to phenotype relationships for all available phenotypes. For some species we already have collected thousands of phenotypes (160,000 phenotypes in the case of our bioenergy project with Populus trichocarpa). The VA electronic health record provides a rich resource of potential clinical phenotypes and omics-level phenotype collection is currently underway. As such, pleiotropy is an important factor that needs to be captured in these extensive models. Pleiotropy is the phenomenon in which a gene is involved in multiple phenotypes. From a therapeutic point of view pleiotropy is very important to understand. If one identifies a gene as a therapeutic target (for chronic pain or addiction therapy), then it would be incredibly helpful to know what other functions, if any, that gene is involved in. This would allow us to have a predictive (rather than reactive) view on side affects and could greatly inform the choice of genes targeted for therapeutic intervention.
The discovery of pleiotropy can be reduced to a vector comparison problem. A matrix is first created in which the rows are SNPs and the columns are phenotypes. A "1" in the SNP vector represents a significant association between that SNP and a particular phenotype where a "0" represents the lack of a significant association with the phenotype in that column. Alternatively, a negative log transformation of the GWAS p-value can be used as a quantitative representation of the strength of the association.
All against all (either 2-way or 3-way) comparisons of SNP vectors is then performed with the Proportional Similarity metric described below. SNP-SNP comparison scores that are above a significance threshold indicate SNPs that are involved in similar sets of phenotypes. These relationships can be modeled as a network and Markov clustering [29] applied to produce sets of SNPs (pleiotropy modules) that are associated with the same set of phenotypes. These pleiotropy modules can be represented as a node in a tripartite network with edges to nodes representing the genes in which they reside and to nodes representing the phenotypes that they are associated with. This network then serves as a model of the pleiotropic patterns observed in that species and can be mined for patterns of interest and inspected when therapeutic targets are being selected.
Other uses of the Proportional Similarity metric. The Proportional Similarity metric can be used to compare binary or quantitative vectors for the degree of overlap/similarity. We have used this in the past to compare the gene family content of species and to thus reveal functional relationships and similarities between species [25] . Similarly it can be used on the transpose of such vectors to reveal co-occurrence and co-expansion patterns among gene families to infer functional co-evolution patterns. We are working on a project now that will enable these types of comparisons across all publicly available genomes (>120,000 genomes and thus millions of gene families). The Proportional Similarity metric can also be used to determine microbial community structure in microbiome studies. In addition, it has many applications outside the field of biology as it compares any set of numeric vectors for their degree of overlap. Whether it is being used for pleiotropy discovery or these other purposes, the scale of the computation of comparison of millions of vectors certainly requires efficient, scalable performance on supercomputing architectures as demonstrated later in this paper.
B. Methods
As discussed above, we consider two methods: the Proportional Similarity (PS) metric [27] and the Custom Correlation Coefficient [24] , [30] . The (2-way) Proportional Similarity metric for vectors u and v with real nonnegative entries is
where min(·, ·) takes the minimum of two scalars. For a set of vectors, the metrics for all pairs form a square matrix with roughly half of the entries unique, due to symmetry of c 2 (·, ·).
To measure similarity of three vectors u, v and w, the 3-way Proportional Similarity metric is
For a set of vectors, the metric values for all vector triples form a 3D tensor roughly 1/6 of whose entries are unique, due to symmetry of c 3 (·, ·, ·).
The PS metric can be computed in single or double precision, referred to here as PS/SP and PS/DP. Some cases only require 1-2 digits of accuracy for each result; in such cases, if vector length is not too large, single precision is adequate.
The CCC method assumes vectors whose elements each consist of two bits, directly encoding the SNP allele data (see [24] , [30] ). The chief computation of the 2-way and 3-way methods is, for each pair or triple of vectors, to generate a tally table containing sums of occurrences of the relevant bit patterns in corresponding vector elements. For details see Appendix I. As with the PS method, when comparing all vectors in a set, only about 1/2 (1/6) of the 2-way (3-way) values are unique.
In practice, genomic data may contain missing entries. For the PS metric, a missing entry can be represented as a zero vector element with no change to the method. However, this approach is not viable for CCC, for which zero entries are signficant. Following [30] , an altered method is defined which encodes the missing value as a special 2-bit vector entry and skips the tally accordingly. This method is denoted CCC/sp.
We have adapted the CCC methods to use the Tensor Core hardware of the Nvidia Volta GPUs (see Appendix I). We denote these implementations CCC/tc and CCC/sp/tc.
The datasets we have used thus far in production contain no more than 5-10% missing entries. Thus there is no advantage to treating the input data as a sparse rather than dense matrix.
III. CURRENT STATE OF THE ART
Vector similarity methods are frequently used for detection of complex traits through GWAS; for a survey see [31] . The increase in genomic data in recent years has sparked growing interest in accelerating these methods. Previous efforts have adapted these calculations to GPUs or Intel Xeon Phi processors; a smaller number of efforts have parallelized these methods on large-scale HPC systems. We survey these here, considering cases for which vectors are composed of allele data in the form of 2-bit or 3-bit values (similarly to the CCC method), which is the predominant approach in the field. We note some efforts have used nonexhaustive search methods; since the PS and CCC methods considered here are exhaustive search methods, we do not compare to nonexhaustive search.
GBOOST [32] is a gene-gene interaction code for 2-way studies optimized for single GPUs using encoding of gene data into bit strings with avoidance of redundant computations. GWISFI [33] is a single-GPU code for 2-way GWAS calculations reporting 10,000X faster performance than the popular PLINK code. [34] develops a UPC++ code for genegene interaction studies for small numbers of GPUs and Intel Xeon Phi processors exploiting vector hardware and hardware population count instructions. [35] calculates 3-way interactions on a node with 4 GPUs. [36] considers k-way GWAS studies for arbitrary k with consideration of load balancing and elimination of redundancies and presents 2-way results on a 4096-node IBM Blue Gene/Q system; single GPU results are also presented. [37] performs 2-way analyses on up to 126 nodes of the Intel Phi-based Stampede system (cf. [38] ). multiEpistSearch [39] performs 2-way GWAS studies using UPC++ on a 24 GPU cluster. [40] describes 2-way methods executed on 512 nodes of the Edison system. Table II shows rates of comparison of element pairs (or triples) per second as reported in these references. The methods in some cases compute very different statistics but are all based on the same fundamental computation on vectors of alleles. Element comparison rates have been either taken directly as reported or calculated from the data presented therein. We also present results for CoMet, the comparative genomics application used in the present work. CoMet CCC results are directly comparable to the other studies; CoMet PS results are different in kind but are listed here for completeness.
On 4560 nodes (99.0%) of the ORNL Summit system, CoMet 2-way CCC/sp/tc is 21,285X faster than [40] , the fastest known comparable result.
The fastest 3-way implementation with reported performance numbers we are aware of is [35] . At 4373 Summit nodes, CoMet 3-way CCC/sp/tc is 306,910X faster than [35] .
The dramatic improvement achieved by CoMet over state of the art is due to coupling a highly efficient GPU implementation with a methodology to maintain efficiency across of tens of thousands of GPUs.
IV. INNOVATIONS REALIZED
Multiple innovations were developed to achieve the speedups shown in this work. Some have previously been reported in different contexts in the literature; to our knowledge, this is the first effort to bring all the elements together to achieve petascale and exascale vector similarity calculations for comparative genomics problems. 
A. 2-way methods recast as modified GEMM operations
Computing similarity metrics on n vectors of length m in general requires O(n 2 m) operations on O(nm) data, suggesting that restructuring for high computational intensity may be possible. Indeed, previous efforts to map these calculation to GPUs have taken this direction. However, a more direct approach is to exploit the structural resemblance of vector similarity calculations to BLAS-3 dense linear algebra matrixmatrix product (GEMM) operations. In fact, cosine similarity can itself be computed using a GEMM. This connection has already been recognized in the context of chemical informatics methods [41] ; to our knowledge, our work is its first application to genomics calculations. This approach makes it possible to exploit the many advances in highly optimized GEMM implementations. The specific approach used here is to adapt the GEMM operations of the MAGMA [42] library. For the PS methods, this requires replacing the c += a * b GEMM scalar operation with c += min(a,b). For CCC, a more complex modification is required involving bit-level operations, (or, for the Tensor Core methods, a restructuring to enable use of a standard mixed precision GEMM). We refer to these as modified GEMM operations.
B. Use of high performance hardware features
To optimize use of resources, we exploit fast hardware instructions using CUDA intrinsics. For the PS methods, the CUDA fminf and fmin functions quickly take the minimum of two values. This is, to our knowledge, the first use of these intrinsics for vector similarity computations. Their use yielded highest performance of several approaches tested on Titan's K20X GPUs. On Summit's V100 GPUs, the single precision fminf was fastest for PS/SP, however for PS/DP the double precision fmin was outperformed by casting to floats and applying fminf. Though some precision may be lost, the result is accumulated in double precision, avoiding critical loss of significance effects for long vectors, which is the major issue. Note similar instructions are available on other processors, e.g., the Intel Xeon Phi AVX512 instructions _mm512_min_ps and _mm512_min_pd.
For the CCC methods we use the __popcll CUDA intrinsic to count the 1 bits in a word. Similar intrinsics are available on some modern CPUs, e.g., _mm_popcnt_u64. This approach is also used in efforts such as [41] , [34] .
For Summit's Volta V100 GPUs we make use of the cublasGemmEx function to increase performance of the CCC methods by exploiting the Tensor Core hardware. This is done by mapping CCC input vector elements to half precision FP16 numbers and applying a matrix-matrix product (see Appendix I). A similar technique could be implemented using reduced precision hardware on other processors.
C. 3-way methods via multiple modified GEMMs
The 3-way methods compute a cube-shaped 3D tensor of results. Our approach is to represent this as a sequence of modified GEMM operations each for a plane of the cube. This exploits the high performance of modified GEMMs for the 2-way case. This "BLAS-4"-like operation has a further advantage: the cube of results computed on a node for one step requires only node-local information, thus no off-node communication is required while computing the block of results. For the PS methods, the 3-way term min(u q , v q , w q ) of Equation (2) is computed with one modified GEMM for each plane of results [27] . For CCC, a more complex method uses three modified GEMMs for each plane [30] .
D. Removing redundant computations, achieving load balance
The ScaLAPACK project [43] showed that efficient distributed dense linear algebra often requires multidimensional parallelism. We implement three parallelism axes: partitioning the set of input vectors, decomposing the vectors along their length, and replicating the vectors to distribute computation of result blocks. This results in a 3D grid of MPI ranks, each owning one GPU and a set of CPU cores in a NUMA domain.
Some previous efforts to parallelize these computations broadcast a full copy of the input dataset to each compute node. This is not practical here, however. CCC applied to an anticipated dataset of 10 million SNPs for 4 million individuals gives input data size of 10 TB-300X the 32 GB node memory of Titan and 20X the 512 GB node memory of Summit. Thus the input data must be distributed across nodes.
Since an all-to-all comparison of vectors is performed, the communication requirement is substantial. The computation is scheduled as a series of steps in which each partition of vectors is compared against that owned by another MPI rank specified by an offset. Asynchronous pipelining hides communication under computation. CPU/GPU transfers are scheduled asynchronously during GPU computations and pipelined. Finally, computations left on the CPU are performed concurrently with GPU computations and parallelized with OpenMP.
To avoid performing unnecessary computation of redundant values due to symmetries while maintaining load balance, the subset of values to compute must be chosen carefully. The criteria are: (1) all unique metric values should be computed at least once with as few repeated computations as possible; (2) the computation must be load balanced across MPI ranks; (3) the data on each rank should be selected so that the modified GEMM operations are as large as possible, for high performance-ideally, of the same dimension as the vector partition associated with the rank. The work of [44] addresses similar issues in the context of distributed tensor computations with symmetries but is not concerned with (3).
For 2-way methods, it is typical to take the upper triangular part of the results matrix as representative of the unique values. However, to maintain load balance we instead take a block circulant subset of values, based on the block decomposition imposed by the partitioning of vectors (Figure 1 ) [27] . In this scheme every rank owning a block row has nearly the same number of blocks, thus the computation is load balanced. For the 3-way methods, the cube of results has an implied partitioning into subcubes imposed by the vector decomposition, with each MPI rank owning a 2D slab (Figure 2) . One might consider six tetrahedral solid regions of the full cube of results, each with a separate a copy of unique results. However, any such tetrahedron intersected with the block partition does not give a load balanced result. To achieve load balance, our strategy is instead to select a subset of values from each subcube of Figure 2 so that every unique value of the whole cube is represented exactly once (Figure 3 ) [27] . For each subcube, a 1/6-width small slab of planes is selected. Its orientation and placement in the subcube is chosen so that, as can be seen from a folding argument around the cube's main axis, every subcube of any reference tetrahedron is fully populated. By decomposing the subcube into properly oriented planes, the modified GEMMs can operate on large matrices. The enormous quantity of metrics data created by the 2-way method and especially the 3-way method puts pressure on available node memory, severely limiting matrix size and thus efficiency of the GPU. To remedy this, for the 3-way case the small slab of planes in the subcube is decomposed into "stages"; in practice one stage at a time is computed, reducing storage needed for metrics at any given time. Similarly, for the 2-way and 3-way methods the computation is decomposed into "phases," each associated with a round-robin subset of the blocks in each block row (2-way) or slab (3-way). This limits main memory needed at any one time, so larger problems can be run and larger matrices given to the GPU.
V. HOW PERFORMANCE WAS MEASURED A. Measurement methodology
Timings of major code components (each typically several seconds or more) are done manually using gettimeofday preceded by calls to cudaDeviceSynchronize and MPI_Barrier to quiesce the nodes. The breakdown of code components timed is described in the following section. The times for the job launch process via aprun (Titan) or jsrun (Summit) and for MPI_Init and MPI_Finalize are not included, as these are artifacts of system software performance and not germane to performance of the application proper. Performance data for GPU kernels is collected using NVPROF or the CUDA Profiler.
Following convention, a vector element comparison is defined for the 2-way methods as the computation pertaining to two corresponding elements of the two vectors compared. Likewise for the 3-way methods, an element comparison refers to three corresponding elements of the three vectors compared.
Redundant computations due to symmetries are never multiply counted: for example, comparing a to b and b to a counts as one comparison. Thus if redundant calculations are performed, time required for these computations appears in the analysis as a penalty to the achieved rate of operations per second.
For the PS method, the operations of floating point add and multiply are each counted as one operation, as is the operation of taking the minimum of two floating point values by intrinsic call to hardware instruction. When needed, a cast between floating point types is also counted as one operation. Operation counting is done manually for both numerators and denominators for the PS method; these counts can be computed analytically since, as analogues of dense linear algebra operations, their operation counts are well-understood. Any incidental operations that may be performed but not counted in this way will appear as a penalty against the operation rate.
For PS/SP, all computations counted are single precision; for PS/DP, all counted operations are double precision except for fminf and cast between floating point types on Summit.
For CCC, the operations counted are INT64 arithmetic, bitwise logical, shift and population count, floating point arithmetic and INT64 cast to double. These are counted by manual inspection of hand-tuned code. Most instructions executed are non-floating point bit manipulation operations. For the Tensor Core implementations, mixed precision scalar floating point multiply and add each count as one operation, and counts are calculated analytically by formula. Half precision add and multiply are here counted as arithmetic operations on floating point numbers. For both CCC and PS methods, instruction rates are also collected using NVPROF on Summit. In production we have used a Populus trichocarpa dataset composed of 28,342,758 SNPs with a population size of 882, the subject of study under a current DOE INCITE project on Titan. In the future we will apply the code to a larger dataset of 700,000 SNPs and population size 358,000; a follow-on effort will analyze a 10 million SNP, 4 million population dataset. To evaluate performance, the code is also able to calculate with synthetically generated datasets for which the exact solution is known and thus results can be easily validated. Since the code path executed for the core metrics computation is entirely independent of the values present in the input data, the timing results from the synthetic datasets would be expected to be fully reflective of those from equivalent sized real-world datasets; this has been confirmed through testing. The Tensor Cores on Summit do exhibit data-dependent performance due to power/frequency throttling, however we have determined that the highly randomized synthetic test inputs used here closely represent performance for real-world input data (or are in fact slightly more challenging). I/O performance does depend on the input data, since code outputs are filtered by size threshold, so the number of outputs depends on the values (see next section). Thus we do not measure I/O for synthetic datasets.
Correctness of computations is ensured in multiple ways. The CoMet application has unit testing and an extensive suite of tests. Also the synthetic datasets have known analytic solutions against which results are compared for each run. A result checksum independent of parallel decomposition is computed to detect any defect in the computation. Computed results have also been validated by several other codes, including an offline C code to recompute results passing the output threshold and a code independently implemented in R to check these values.
B. Systems used
Experiments are performed on the ORNL Titan Cray XK7 system and the ORNL IBM AC922 Summit system. Systems and execution environment are described in Appendix II.
VI. PERFORMANCE RESULTS
A. GPU kernel results
To provide a baseline for performance achievable at scale, timing experiments are performed for large matrices on one GPU. Tables III and IV show rates based on GPU kernel execution time for a modified GEMM for each method. We measure rate of comparisons between corresponding elements of two vectors being compared, each element being FP32, FP64 or a 2-bit value. The number of operations required for a single comparison is also shown, counted as described earlier. Note some operations could theoretically be elided due to compiler optimizations, resulting in different operation rates; we do not believe this is significant here. For Summit, the instructions per clock (IPC) figures reported by NVPROF are also shown. Observe that, depending on whether the instructions are prinarily 32-bit (PS/SP, SGEMM) or 64-bit (others), the IPC values are fairly consistent between the true GEMM methods and the modified GEMMs.
The PS operation rates for Summit are 65% (single) and 81% (double) of theoretical peak operation rates for SGEMM and DGEMM, respectively, these derived from the GPU peak flop rates. This is highly performant insofar as modified GEMM performance, relying on fminf, cast-to-float and cast-to-double, must compete against highly optimized fused multiply add (FMA) instructions used by the standard GEMMs. It is unfortunate that the fastest implementation of PS/DP requires two cast-to-float operations and a cast-todouble operation with the fminf operation; one would prefer better V100 fmin performance. The corresponding PS ratios for Titan are 25% (single) and 30% (double), showing the architectural improvements of V100 over K20X.
For the CCC cases, comparison to ZGEMM theoretical peak is tenuous since the operations performed are very different; however, the similar operation rates between the CCC modified GEMMs and the ZGEMM limit are suggestive that highly effective use of the GPU is being made.
For the Summit Tensor Cores, a benchmark result is obtained using cuBLAS with FP16 inputs and FP32 results computed in FP32 arithmetic, using large matrices filled with zeros. Experiments have shown that Tensor Core performance on Summit is data dependent due to power/frequency throttling for high entropy inputs, therefore this value serves as a high upper limit for HGEMM. The CCC measurement shown using the Tensor Cores is computed using matrices derived from random CCC inputs and is expected to be a practical upper bound for realistic CCC problems (see Appendix I).
B. Runtime components
A single run of the CoMet application is composed of several components, for each of which timings are collected: the vector similarity calculation proper (we refer to this as the "core metrics computation" throughout), initialization and deallocation of data structures for vectors and metrics, input of vectors and output of metrics. To illustrate overheads of operations other than the core metrics computation, we present timings from a sample run performed on Summit with the preliminary AlpineTDS GPFS file system used for data input and the NVMe burst buffers for output. A publicly available human genome dataset with 81,042,272 SNPs of population size 2504 is used. To evaluate performance on larger-population datasets not yet cleared for use on Summit, this population is replicated by 240X to give 600,960 population size. Computation and I/O behaviors on this dataset will mimic those of larger-population unreplicated datasets to be run in the near future.
2-way CCC/sp/tc is run on 3000 nodes of Summit with 125 phases executed in a single run. The Tensor Core computation is run in 6 GEMM steps for each full GEMM operation (Appendix I). We use the typical output metric threshold of 0.7, so that about one of every 3.5 million metric results is output. The core metrics computation runs at 10.40e12 element comparisons per second per rank (cp. Table VII), or 83.2 TF per GPU, due to use of the Tensor Cores, with full rate of 1.50 ExaOps on nearly 2/3 of Summit for this realistic problem. On full Summit we estimate performance in excess of 2.25 ExaOps, similar to maximum weak scaling performance shown below. Note this problem, requiring 3.3 hours total wallclock runtime on 2/3 of Summit, if it were run at a rate equivalent to best comparable state of the art (Table II) , would require 15 years wallclock runtime to complete.
Timing results are shown in Table V . Input cost is amortized over the many phases of the computation and thus accounts for less than 6% of runtime. Output cost is amortized by the long vector length due to the large population size and is limited by thresholding, thus accounting for only about 5% of runtime. The large metrics arrays are expensive to allocate as pinned memory but are reused across phases, thus amortizing cost to less than 1%. Vector allocation costs are negligible. The core metrics computation itself is efficient due to the large vector length and large number of vectors on each GPU. As a result, about 89% of runtime is spent in the core metrics computation.
In the near future, run campaigns with vector lengths as high as 4,000,000 are planned. These large population sizes will cause the core metrics computation to dominate to an even greater extent. Since I/O and other costs constitute only a small fraction of runtime, for the remainder of this paper we focus solely on timings of the core metrics computation. 
C. Strong scaling results
Though the primary focus of this work is weak scaling regimes to solve very large problems, we give representative strong scaling results. Figure 4 shows 2-way PS/DP and CCC/sp/tc strong scaling up to 4000 nodes of Summit for two fixed problem sizes. For each case, the calculation was performed as a loop over phases within a single code execution, to reduce memory pressure from the large metrics storage requirement and thus enable a larger problem to be run. PS/DP (CCC/sp/tc) reaches 48% (47%) parallel efficiency at 4000 nodes relative to 500 nodes. It is well-known that standard GEMM operations require large problem sizes on the GPU to reach high operation rates. Furthermore, transfer, communication and CPU computation costs become significant as modified GEMM sizes per GPU are reduced. To achieve high performance in production, we will run large cases that fill GPU memory as much as possible. Figure 5 shows 2-way and 3-way weak scaling timing results on Titan and associated element comparison rates reported on a per rank basis. For further details, see [27] , [30] . All cases scale well to the entire Titan system, with two caveats. First, the 2-way PS methods experience some drop in performance at large node counts. This is believed to be due to limitations of Titan's 3D torus interconnect for sending the large quantities of data; the other methods with higher computation to communication ratio do not manifest this behavior. Second, the 3-way methods at low node counts show some reduction in comparison rates compared to large node counts. This is an artifact of the construction of the algorithm, which favors large node counts. However, by about 100 nodes, performance approaches the asymptote, and performance is high at the largest node counts. Table VI . Performance per rank (i.e., per GPU) of the largest run is compared against the maximal measured GPU kernel performance from Table III ; recall the 3-way CCC methods require three modified GEMMs per element comparison, while the PS methods require one. The percentage of maximal kernel performance attained by the core metrics computation is in the 49-87% range; omitting the lower performing 2-way PS methods, the range is 62-87%. This indicates all overhead from communication, CPU-GPU transfers, CPU computations and potential load imbalance is small compared to performance of the critical modified GEMM computations on the GPU. Figure 6 shows weak scaling results on Summit. For 2-way cases, several phases are computed and phase count or the processor replication factor is increased with node count to keep work per node nearly constant. For 3-way cases, one stage of a fixed number of stages is computed, and the processor count along the parallel replication axis is increased with problem size to keep work per GPU nearly constant. Timings for all methods exhibit near-perfect weak scaling behavior up to 4560 (2-way case) or 4373 (3-way case) nodes, representing 99.0% (94.9%) of Summit. Summit's fat tree interconnect with adaptive routing effectively manages the large volume of matrix data transfer. There is slight performance loss at the highest node counts for 2-way PS/SP and 2-way Tensor Core methods, having lower computational intensity; this performance may improve in the future with further tuning of the network. Figure 6 shows element comparison rate per GPU also scales nearly perfectly. As with Titan, the 3-way methods have lower comparison rates at low node counts but have high performance for more nodes. Table VII shows maximal performance. For the 2-way case, at 4560 nodes the core metrics computation attains 68-98% of maximum measured performance of the GPU kernel shown in Table IV . Note CCC and CCC/sp without Tensor Cores achieve near perfect efficiency due to high computational intensity and deep communication/transfer pipeline. For the 3-way case, at the largest node count the percentages are 55-90%; the ratio is over 70% for all CCC methods. The code makes very efficient use of the GPUs at large node counts. 
VII. IMPLICATIONS
We have presented a novel reformulation of vector similarity calculations in terms of generalized BLAS-3 operations. This effort and others, for example the Exascale Computing Project's Center for Efficient Exascale Discretizations (CEED), are needed to convert memory-bound computations into compute intensive operations. The power cost for moving data is increasingly a critical performance limiter as manifested by the growing trend toward memory-centric designs. Application codes will increasingly need to adapt to keep pace with this shift.
For this work, the treatment of the on-node problem as a modified GEMM will remain effective as long as future HPC hardware supports dense linear algebra-this is likely in view of continued application requirements for this [45] . Growing availability of on-chip silicon for specialized operations like fmin and __popcll has served this work well and might also benefit other algorithmic patterns. Reduced precision processor functionality seems likely for the near future owing to its value for the growing deep learning market.
Other efforts are underway to use Volta Tensor Cores for purposes other than deep learning [46] . It is hoped that more applications will be able to use this feature. The Titan CAAR application readiness project [47] examined use of reduced precision for the six targeted applications; only one could use mixed precision (LAMMPS), and in general few science applications have used reduced precision effectively. However, the high speedup factor of the Tensor Cores over double precision may suggest new possibilities.
Node heterogeneity and complexity will only increase [48] . As the slowing of Moore's law causes processor design to become more exotic, application developers will need to think of new method and algorithm formulations to take advantage of this hardware to advance their science goals.
The approach used here is not specific to GPUs but could be used for other advanced processors as well. Many modern CPUs provide a hardware population count instruction. Furthermore, just as this work modifies MAGMA BLAS functions, it is likely that other libraries, e.g., PLASMA [49] , BLIS [50] and OpenBLAS [51] would provide similar opportunities for adapting the modified GEMM operation to conventional processors or Intel Xeon Phi.
The slower growth of off-node communication bandwidth than node flop rates on HPC systems is a challenge for distributed dense linear algebra in general and these methods in particular. Communication requirements are much greater than simple halo exchanges required by many codes. In this study, some matrix message sizes were on the order of a gigabyte; the flood of large messages poses a threat of significant network contention. The 2-way PS and Tensor Core methods are most vulnerable to this hardware stress point; the 3-way methods have a BLAS-4 character with higher achievable computational intensity, making them more immune.
The amount of data available as input to these methods will continue to increase. The results presented here show this code is well-suited to handling the requisite I/O, and we expect even more so with the increasing prevalence of burst buffer hardware. However, data management for the large quantities of generated data will require careful workflow design.
This work relies on aggressive asynchronous overlap of communications, transfers and computations in conjunction with double buffering methods for the GPUs. Many applications that have not yet embraced asynchronous approaches will see substantial performance benefits from doing so.
We presently do not require asynchronous task-based methods with dynamic scheduling. Near-peak performance is already achieved, hence benefits from better resource utilization from dynamic task scheduling would be limited. Further, the benefits for resilience would also be limited. Since this is not a time-dependent simulation, steps do not require results from previous steps, thus expensive checkpoint storage is not required to recover from failures, and failed steps can be easily re-run at low cost. Future HPC systems may manifest more severe performance irregularities or failure rates. In this case, the modified GEMMs could be broken into pieces, wrapped in tasks and submitted to a NUMA-aware adaptive DAG scheduler to make better use of hardware resources and address resilience concerns, though this may reduce BLAS-3 computational intensity depending on the implementation. Additionally, the CCC methods considered here possess computational invariants which, with some added computations, could be employed to detect silent errors if needed.
This work has affinities with recent efforts in distributed dense linear algebra, for example, Cyclops [44] and ExaTensor [52] tensor libraries and SLATE [53] , all concerned with high performance at scale for distributed dense methods. Vector similarity methods are also used in diverse science domains such as chemistry, image processing, linguistics, ecology and document processing. The methods discussed here are thus potentially applicable beyond the field of genomics.
APPENDIX I: TENSOR CORE IMPLEMENTATION As described in [30] , the CCC method can be implemented by representing the input data as vectors containing entries of two bits and operating on these entries using binary operations followed by a tally of the results for each vector pair (or triple) into a small table. This is illustrated in Figures 7 and 8 . For all 4 (or 8) paths through the 2 (or 3) 2-bit values, the occurrences of the associated bit patterns are tallied into the associated table. After the tally, the results are normalized by singlevector bit counts and presented as a set of 4 (or 8) floating point values for each vector pair (triple). The result is then obtained by forming the productB TĀ . In the general case, the result is a matrix of 2 × 2 blocks with each block representing the comparison of two of the original vectors. See Figure 9 .
The full method proceeds as follows: 1) A CUDA kernel copies the original matrix into a new matrix on the GPU composed of FP16 entries, each entry either 0, 1 or 2, as illustrated in Figure 9 . For the sparse case and for the case of the 2-way operation that is used to support the 3-way method, the counts are adjusted accordingly. This computation is O(mn). 2) A call to cublasGemmEx is made to calculate the product. This takes FP16 inputs, calculates in FP32 arithmetic and accumulates the results in FP32. FP32 is required rather than FP16 in order to maintain sufficient accuracy. The calculation is exact for vectors up to length m = 2 22 − 1, roughly four million, and with roundoff maintains sufficient accuracy for sizes larger than this. The computation is O(mn 2 ).
3) The result of the product is adjusted in-place to the data format required by the host code, using a CUDA kernel running in O(n 2 ) time.
Implementation measures are required to maximize performance, including: ensuring that matrix dimensions are divisible by a small power of two by use of padding; setting the matrix axis order (row major vs. column major) to increase locality; and requesting the best algorithm selection for the cublasGemmEx call based on results of empirical testing.
Since the copy of A, B toĀ,B requires a memory expansion of 16X, a code option is provided to divide the process described above into steps, based on decomposing A and B into block rows and operating on a pair of block rows at a time, accumulating the result. This reduces memory pressure from converting the matrices to FP16 all at once.
The copying to new matrices increases the number of entries of the original matrix pencil [A, B] by a factor of two and thus the number of effective pairwise vector comparisons by a factor of four. However, because of the speed the Tensor Cores (16X faster than double precision performance for the same operations), the overall impact is a significant speedup compared to the original bitwise method.
APPENDIX II: SYSTEM EXECUTION CONFIGURATION
Titan is a Cray XK7 system composed of 18,688 compute nodes, each equipped with an AMD Interlagos 16 core CPU and an Nvidia Kepler K20X GPU connected via a PCIe-2 bus. The K20X GPU has peak single (double) precision flop rate of 3.935 (1.311) TF and peak memory bandwidth of 250 GB/sec. Each node contains 32 GB main memory and 6 GB GDDR GPU memory. Titan is equipped with a Gemini 3D torus interconnect. The Lustre file system Atlas is used for I/O. The software versions used are Cray OS version 5.2.82, Cray Programming Environment 2.5.13, GCC 4.9.3, MAGMA 1.6.2 and CUDA toolkit 7.5.18-1.0502.10743.2.1. The environment variable APRUN_BALANCED_INJECTION and additionally the variables ARMCI_DMAPP_LOCK_ON_GET and ARMCI_DMAPP_LOCK_ON_PUT are used in some cases to improve communication throughput, as well as MPICH_RANK_REORDER_METHOD with a random ordering.
Summit is composed of 4,608 compute nodes, each with two 22-core IBM POWER9 processors and six Nvidia Volta V100 GPUs each connected to a POWER9 by NVLINK-2 with peak performance 100 GB/sec bidirectional. V100 GPU peak single (double) precision performance is approximately 14 (7) TF and peak memory bandwidth 900 GB/sec. Each node contains 512 GB main memory, while each GPU contains 16 GB HBM2 memory. The nodes are connected with a Mellanox Infiniband fat tree interconnect. Each node is equipped with a 1.6 TB NVMe burst buffer device. As of this writing, Summit is connected to the GPFS file system AlpineTDS while the final Alpine file system is being prepared for production use. Software versions used are GCC 6.4.0, MAGMA 1.6.2, Spectrum MPI 10.2.0.0 and CUDA 9.2.88. The jsrun tool is used for application launch, with six MPI ranks per node each with 1 GPU and 7 OpenMP threads mapped to CPU cores. Environment variables PAMI_IBV_ENABLE_DCT=1 PAMI_ENABLE_STRIPING=1 PAMI_IBV_ADAPTER_AFFINITY=0 PAMI_IBV_QP_SERVICE_LEVEL=8 PAMI_IBV_ENABLE_OOO_AR=1 are set to use adaptive routing and to limit per-node storage needed for MPI buffers.
As of this writing, Summit has not fully completed acceptance testing; therefore, all results are preliminary, and performance may improve in the future as the system undergoes more performance tuning.
