The standard estimator of the population mean is the sample mean (μ y = y), which is unbiased. Constructing an estimator by shrinking the sample mean results in a biased estimator, with an expected value less than the population mean. On the other hand, shrinkage always reduces the estimator's variance and can reduce its mean squared error. This paper tries to explain how that works. I start with estimating a single mean using the zero estimator (μ y = 0) and the oracle estimator (μ y = ). Thus prepared, it is easier to understand the James-Stein estimator, in its simple form with known
I. Introduction
My main field is game theory. I find my biggest challenge in teaching Ph.D. game theory is just in making the students understand the idea of Nash equilibrium. That's an idea which is easy to define, but very hard to "get into one's gut". I've decided maybe the same thing is true of the mean in statistics. Fourth graders can define it-but I, an MIT economics Ph.D. (with a major field in econometrics) 56 years of age, find that I still don't understand it fully. And so I write this note. Partly it's so I myself can finally understand the shrinkage estimators I first heard about in graduate school from Herman Chernoff, and partly it's to help other people understand them. Indeed, I would have benefitted from an entire semester just on the James-Stein paper. Various papers are helpful-- Efron & Morris (1977) in Scientific American (baseball example), Morris (1983) in JASA (an empirical Bayes explanation), S. Stigler (1990) , and Charnigo & Srinivasan (2011) , for example, but I wanted something simpler and with more steps laid out.
A big part of simplification and explanation is departing from the safe quotation of what has already been written, and that is perilous. If you see something that looks wrong, let me know. I've included more steps of algebra than usual because if anyone does actually want to go through it that will help them; most readers will skip from top line to bottom line (or to the words) instead.
First, notation. Suppose we are interested in a variable called Y that has a population of values. We take a sample, where the sample variable is y and the particular observations drawn are y 1 . . . y n . The population mean is the "true value" µ y , which we will call "the estimand": the thing to be estimated. The sample mean is y. The population variance is σ 2 . We might want to have more than one estimand (more than one "dimension"), in which case we'll denote the number of estimands by k. We'll often look at the case of k = 3 with independent variables X, Y, Z.
What I aim to explain is this. Suppose X, Y , and Z are normally distributed with unknown means µ x , µ y , and µ z and known identical variance σ 2 . We have one observation on each variable, w, y, z. The obvious estimator is the sample mean,μ x (x) = x,μ y (y) = y, andμ z (z) = y (I'll usually call this y for short). But for any values that µ x , µ y , and µ z might happen to have, an estimator with lower total mean squared error is the James-Stein estimator, 
How strange! The variables X, Y, and Z are independent, entirely unrelated. We did assume they have the same variance, but that's a matter of scale. Yet we can use apparently irrelevant information to improve our estimators. Also, rather than use the sample mean for each variablewhich in this simple case is the single observation we have-we make our estimator smaller! Understanding how this works out is more than just understanding one paradox. It's also useful to understand the "machine learning" that has become so important a competitor to the bayesian and classical approaches to statistics. We'll approach this slowly. I'll also lay out lots and lots of algebra steps, since the longer the mathematical derivation, the quicker it is to read. And I'll start with some other estimators whose ideas will combine later in the James-Stein estimator.
Even before that, it's important to get the sequence of thought right. Here is how our evaluation of an estimator will proceed.
(1) Arbitrarily pick a possible value µ r for the true parameter, µ.
(2) Construct an estimator functionμ(y) of µ, a function of the observed sample y.
(3) Compare µ andμ(y) for the various possible samples that might be drawn, under the assumption that µ = µ r . Usually we'll condense this to the mean, variance, and mean squared error of the estimator: 1 Eμ(y), E(μ(y) − Eμ(y)) 2 , and E(μ(y) − µ r ) 2 .
(4) Go back to step (1) to see how the estimator does for another hypothetical value of µ. Keep looping till you've covered all possible value of µ. If you want to be bayesian you can put probabilities on each value, and even a loss function, but we won't do that here. We'll just explore which estimators do best for which true values, with particular attention to the possibility that estimatorμ * is better thanμ * * for all values that µ might take. Then we could sayμ * dominatesμ * * , or thatμ * * is dominated, or thatμ * * is inadmissible.
Consider a little paradox first, to make the simple point that a biased estimator can be better than an unbiased one. Suppose we have one observation on Y and Z-say, y = 100, z = 120. We'd like to estimate µ y , and all we know is that it lies between 50 and 150 and has variance of 20. The mean of y is the obvious estimator,μ 1 ≡ y = y = 100. That's unbiased because Ey = 100. If we took another million observations, y would get more and more likely to be close to µ y ; it's consistent. But we only have one observation. Now suppose I tell you that Z = Y + 2, having the same distribution except a different mean, and I propose a new estimator, the average of the two means y and z. That estimate is 110 with our particular values. I claim the estimatorμ new,y = (y + z)/2 is better thanμ y,y = y. I don't say it's the best possible estimator, just a better one than y. You would no doubt agree. The variable Z is almost the same as Y , and two observations are better than one. But my new estimator is biased. Its expected value is µ y + 1, not µ y . Thus, it can happen that a biased estimator is better than an unbiased one. By adding a little bit of bias, it reduces sampling error a lot.
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If we had a billion observations on y and a billion observations on z thenμ new,y would be worse than y. The estimatorμ new,y would keep the same bias, 1, but using the Z data would give only trivially improve the already-extremely-good estimate. But for small samples, the biased estimator is better.
What do I mean by "better"? I mean the same thing as you do in everyday language: a better stimate is one that is probably closer to the true value. More formally, the expected size of the error is smaller. So is the square of the expected size of the error. So, in fact, are most weakly increasing functions of the error (not all of them, maybe-suppose a function put all of its weight on being within 1 of the true value. I'm not sure what would happen then).
You can complain of this first little example that an even better estimator is the average of the means, which is correct. That improved estimator fully uses all of our information. But my point was just to show that the mean is a bad estimator-"inadmissible" one might say-not to show that my new biased estimator was the best one possible. The Stein Paradox does that too.
2 The reason to assume we know a priori that µ y ∈ (50, 150) and σ 2 y = 20 is that if the truth were that µ y = .01 and σ 2 y = .02, for example, it would be better to use one observation rather than two observations with bias of 1, because the sampling error in y is much smaller than the bias of 1.
II. The Zero Estimator
Next we'll look at an estimator that uses no data at all to estimate µ. It sounds crazy, but it will sometimes have lower mean squared error than y, despite being biased and inflexible. Suppose we have one observation on Y , y = 100. We'd like to estimate µ, the population mean of Y . The sample mean is the obvious estimator:μ y ≡ y = y, a value of 100. Using the sample mean is unbiased, so Ey = 100. If we took another million observations, y would get more and more likely to be close to µ y ; it is both unbiased and consistent. But we only have one observation.
Our new estimator, "the zero estimator" isμ zero ≡ 0. Using this estimator means we ignore the data and guess zero every time.
Which estimator is better, the mean, or always making zero our estimate?
Which is better depends on your objective and on the true value of µ. An estimator's error can be divided into two parts, the sampling error and the bias.
3 The sampling error is the distance betweenμ and µ that you get because the sample is randomly drawn, different every time you draw it. The bias is the distance betweenμ and µ that you'd get if your sample was the entire population, so there was no sampling error. Both are bad things. If an estimator is worse in both sampling error (in expectation, of course, since that error changes depending on the luck of the draw) and bias, then it is easy to argue that it's worse, though even some estimators like that have their uses. 4 Often, though, one estimator will be better in sampling error and another one in bias. Or, it might be that which estimator is better depends on the true value of µ.
3 These incorporate "human error" too , but we won't discuss that here. They also incorporate measurement error. Measurement error is in the data, not the estimator, but some estimators handle it better than others-an estimator that drops outliers, for example, or the zero estimator, which drops all the data. "Human error" is what I call goofing up by the person doing the analysis. It depends not just on the analyst, but on the data and the estimator. More data increases the chances of human error, e.g. mistakenly entering a row of numbers twice. A more complicated estimator also increases the chances of human error, e.g. adding something instead of subtracting it. The estimators in this paper are all simple to use, though I have still had a good bit of trouble with human error in doing the derivations! 4 This is a tricky subject. It gets tricky because sometimes bias and sampling error is not all you care about; you also care about very particular kinds of mistakes. You, might, for example, have a loss function that cares entirely about the error of estimating µ to take a value between µ + 3 and µ + 5. Then an estimator likeμ = y + 8, 000 would be more attractive than y, because it makes the probability thatμ ∈ [µ + 3, µ + 5] very small. So let's just stick to bias and sampling error here.
As in the previous section, we don't even need mean squared error to see what's going on. We'll start with total expected error, the absolute value (the magnitude) of how far off the expected value of the estimator is from the estimand.
Expected Error(μ) = E(Sampling error) + Bias
Use λ to measure how much we weight the two kinds of error, so
The loss from an unbiased estimator like y is
Thus, the estimator y is unbiased, but it has sampling error. 5 It has the lowest sampling error of any linear unbiased estimator, in fact, whatever the value of µ may be-it is BLUE (the best linear unbiased estimator). As for the zero estimator,
We see that the zero estimator has its own advantage. It is biased but it has zero sampling error, because it doesn't vary with the sample: for every sample you pick,μ 0 = 0. Which estimator is best depends on how much you care about bias relative to sampling error. If you care most about sampling error, λ < .5 and the zero estimator is best.
I've done this so far with a loss function that is just linear in the magnitude of the error. Usually we think a loss function should be convex, with a bigger marginal loss as the error gets bigger. Typically we use mean squared error, where Loss(μ) equals
Equation (6) says that mean squared error weights sampling error and bias equally, but extremes of either of them get more than proportional weight.
How do our two estimators do in terms of mean square error? The population variance is σ 2 .
and
Thus, y is better than the zero estimator if and only if σ < µ. That makes sense. The zero estimator's bias is µ, but its variance is zero. By ignoring the data, it escapes sampling error. If you take the mean of a sample, it's a different number every time, depending on the sample, but the zero estimator always is 0.
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The estimator y is best if the population variance is small relative to the mean, so sampling error is not such a big problem. If the population variance is high, it is better to give up on using the sample for estimation and just guess zero. If the population mean is less than its standard deviation, you shouldn't be trying to estimate the mean using a single observation. You should just guess at 0. Trying to come up with something better than the zero estimator is like trying to come up with a roulette strategy that's better than just betting equally on all the numbers Of course, with n observations, y gets to be a better estimator, because the variance of y is σ 2 n but if µ is big enough for a given n, you should give up and use the zero estimator.
You might say that this is unfair, because, after all, we're trying to estimate µ so we can't tell if it's smaller than σ. You don't know that before you see the sample, and even then you don't know for sure. And, if you did know that, for example, µ = 5 and σ = 8, the best estimator is not the zero estimator with its zero variance; it's a different zero-variance estimator:μ eight = 8. You should just use your prior information. Our paradox would boil down to pointing out that if you know the population mean, the best estimator isn't the sample mean; it's the population mean itself.
7 So to have a really first-rate paradox we really want to impose the restriction that an estimator has to always beat the sample mean in expectation, whatever value the population mean may take.
There are two replies to that objection. First, we also can't tell if µ is bigger than σ, so the objection still doesn't give us the conclusion that y is best, just that it isn't always worst. Second, we may well have some information about the random variable Y , even if we don't know its exact distribution. In particular, it is quite plausible that we might have an idea of the magnitude of the variance relative to the mean, which is all we need to know whether the zero estimator should be used. Nonetheless, the surprise of the Stein Paradox in 1956 was not that a biased estimator could 6 If µ < σ the zero estimator beats y "in expectation", not for every sample. We need that qualifier because in a particular sample draw, y might well win. The estimator y is like the stopped clock that beats the 5-minutes-slow clock twice a day by the maximax "optimist's" criterion: if you're lucky and look at the right time, the stopped clock will be exactly right sometimes, but the slow clock never is. For some distributions, though, y can never do better, not even in a particular realization, than a shrinkage estimator. That happens if the distribution is discrete and y is not one of the possible y values. Then y can never equal µ "by accident".
7 A Bayesian would say that this so-called trivial paradox isn't really trivial, because most statisticians don't understand it-they're frequentists. A frequentist ignores his prior information, and knowing in advance the exact true value of the parameter to be estimated is just the extreme case of prior information.
do better, depending on the value of µ, but that it always does better under fairly broad assumptions that don't include assumptions on µ and σ 2 except that they must exist.
Let me emphasize that the key to the superiority of the zero estimator over y is that variance is high so sampling error is high. The key is not that 0 is a low estimate. The intuition is that there is a tradeoff between bias and sampling error, and so a biased estimator might be best.
Consider "the seventeen estimator". This is like the zero estimator, except it is defined aŝ µ 17 = 17; that is, we always guess 17. Its mean squared error is
The seventeen estimator is better than y if σ > |17 − µ|-that is, if the variance is big relative to the difference between 17 and µ. It is not shrinking the estimate from y to 0 that helps when variance is big: it is making the estimate depend less on the data. Whether we use the zero estimator, the seventeen estimator. The "trick" is σ 2 being big enough relative to the difference between µ and our fixed estimator. All this works for negative values too. We could use a "-5 estimator", which isμ = −5, with M SE(μ = (−5 − µ) 2 . It, too, does well compared to y when σ 2 is big relative to the µ.
III. The Oracle Estimator
Let's next think about shrinkage estimators generally, of which y and the zero estimator are the extreme limits.
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Take a sample of 1 observation, y, from a distribution with mean µ and variance σ 2 . The best unbiased estimator of µ is the mean,μ = y ≡ n 1 y i n = y 1 . The shrinkage estimator is (1 − γ)y for some particular γ ∈ [0, 1]. The shrinkage estimator is biased if γ = 0 because then
The variance of the sample mean is
For our case with one observation, M SE(y) = σ 2 . The mean squared error of the general shrinkage estimator is
Since E(y − µ) 2 = σ 2 , this equals
8 How about an "expansion estimator", e.g.μ = 1.4y? That estimator is biased, plus it depends more on the data, not less, so it will have even bigger sampling error than y. Hence, we can restrict attention to shrinkage estimators.
We can now find the value of γ that yields the lowest mean squared error by differentiating and equating to zero:
There are two ways of representing the "oracle estimator" that uses equation (13)'s optimal shrinkage amount:μ
Equation (14) says that if µ is small we should shrink a bigger percentage. If σ 2 is big, we should shrink a lot. The James-Stein estimator will use that idea.
Shrinking towards T instead of 0: The T-Oracle Estimator
Shrinkage towards zero is no more essential for the oracle estimator than for the zero estimator. We could move y towards any number, e.g. 17 or 1,244, shrinking the distance between y and our fixed number. Zero is convenient because then we have a simple rule that the zero estimator is better than y if σ > µ. This will show us a crucial feature of the gains from the shrinkage estimator, however. Also, it will illustrate that it is not crucial that we shrink the magnitude of the estimate-"shrinkage estimator" is actually a bit of a misnomer. What is crucial is to shrink the distance between the estimate and some constant. Suppose our estimator is the "T-oracle estimator",
for some "target" T and some γ ∈ [0, 1]. The target was 0 for our original oracle estimator. Note that if y < T our estimate will greater than y, just as if y < 0 our estimate would be greater than 0 with the oracle estimator.
The mean squared error of the T-oracle estimator is
We can now find the value of α that yields the lowest mean squared error by differentiating and equating to zero:
Subsituting in the optimal γ, the mean squared error is:
Since M SE(y) = σ 2 , the T-oracle estimator has lower mean squared error, just as the 0 oracle estimator did. Notice, however, that if T − µ takes a large value then the estimator approaches y and M SE(μ T ) approaches σ 2 . The T-oracle estimator's advantage depends on starting with a good guess for T .
The 0-oracle estimator is the easiest to think about, because M SE(μ 0 ) = σ 2 − σ 2 µ 2 +σ 2 σ 2 . We did not discuss the savings in mean squared error earlier, but our new expression (19) shows that it is proportional to the shrinkage. If σ = µ, the estimate is .5y, with M SE = .5σ 2 . If σ = .5µ, the estimate isμ = y − (.5µ) 2 µ 2 +(.5µ) 2 y = .8y, with M SE = .8σ 2 . If T = 10µ and σ = µ, on the other hand,
y, which is extremely close to y. The oracle estimator still has lower mean squared error, but the difference from y is tiny if T is chosen to be far from µ.
It's interesting to think about what happens if T is chosen perfectly. If
In that case, the T-oracle estimator starts with y and shrinks the gap between y and T to zero so thatμ T = µ. The result is perhaps obvious: if you know µ in advance, ignore the data and use that as your estimate.
One reason to think about the T-oracle estimator is that it shows that its advantage over y is small unless T is picked close to µ.
A second reason is to show that 0 is not special. The lesson of the zero estimator and the 17 estimator and the -4 estimator carries through. The shrinkage estimator is not working by diminishing the magnitude of the estimate, but by moving it in a predetermined direction.
So far we have seen that the zero estimator beats y if the population variance is big relative to the value of the estimand; that something intermediate between the zero estimator and the mean is even better (the oracle estimator); and that the reduction in error relative to y is small if σ 2 is small relative to T − µ. Zero is special only insofar as it is an arbitrary target towards which to shrink, and without knowing something about µ and σ 2 we cannot say if the shrinkage estimators are better than y or worse. Next, we will move to a situation with 3 different estimands, a step along the way to an estimator which is always superior to y.
IV. The Grand Mean Estimator
Suppose we have k = 3 independent estimands, X, Y , and Z. We could use the oracle estimator for each one, if we knew all the means and variances. But suppose we just have one observation for each estimand and we don't know anything else-no means, no variances, not even distributions. We can still use the sample means, of course-that is to say, we could use the observed values x, y, and z as our estimator. Or we could use the zero estimator, (0,0,0). But we have another interesting alternative now that we have data on three variables. That's what I will call the "grand mean estimator." The grand mean estimator is the average of the three independent estimands, which like the zero estimator is the same number for each estimand:
Let's assume that although we don't know the means of the three variables we do know the variances, and they are equal:
2 . This is unrealistic, but it will cut down on the number of terms to keep track of, and our purpose here is to explain how shrinkage estimators work, not how to use them in practical applications. We'll come back to unknown heterogeneous variances later.
The mean squared error of the grand mean estimator for Y is 
It's not clear whether expression (22) is than M SE y = σ 2 or not, since it has both positive terms and negative terms. But let's add up M SE U AE,x + M SE U AE,y + M SE U AE,z . We get M SE grand,w,y,z = 1 9
That mean squared error has real potential, because the mean squared error of the estimate using sample means is
The grand mean estimator cuts the sampling error back by 2/3, though at a cost of adding bias equal to 
better than (x, y, z) no matter how low the variance is! (Unless, of course, σ 2 = 0, in which case the two estimators perform equally well.)
The closer the three estimands are to each other, the better the grand mean estimator works. If they're unequal, though, the negative terms in the second part of (23) can easily be outweighed by the positive terms.
9 The unequal means µ x = 3, µ y = 4, µ z = 8, and σ = 2, for example, give us M SE grand = 4 + 2 3 (9 + 16 + 64) − (24 + 12 + 32) = 2 + 2 3 89 − 68 = 18 and M SE x,y,z = 3 * 4 = 12.
9 Consider 3 unequal numbers a, b, c.
If the variance rises to σ 2 = 9, though, the MSE's in this example are 23 and 27, and the grand mean estimator is better.
So the grand mean estimator works better if the population means, though independent and unrelated, happen to be close to each other. Return to the case of µ x = µ y = µ z , and suppose we know this in advance of getting the data. We have one observation on each of three different independent variables to estimate the population mean when that mean is the same for all three. But that is a problem identical ("isomorphic", because it maps one to one) to the problem of having three independent observations on one variable. That problem is the basic problem of statistics, and it is well known that the average of the three observations is unbiased and has 1/3 of the variance of a single observation, just as happens here.
What we see here is that if the three variables don't have quite the same mean, the average still does pretty well. The extra error from the means being unequal is continuous in how unequal they are. If we think about it as one variable with three observations, it's like having observations with measurement error, where some of the observations' measurement errors don't have zero means. In our example in the paragraph before last, it's as if we have observations w and y without error, but observation z has measurement error. We would then have the decision of whether to use z in our estimation. If we knew the measurement error was −1, we'd use z, but if the measurement error were the +7 we'd do better leaving out z. (If we know the exact measurement error, we can use that fact in the estimation, of course, but think of this as knowing z has a little measurement error bias vs. a lot, without knowing specifics.) What's going on is regression to the mean. We're shrinking the biggest overestimate from 3 sample means and inflating the biggest underestimate, roughly speaking. When k = 1, just one estimand, it's either an overestimate or an underestimate, with equal probability. When k = 2, there is an equal chance of (a) one overestimate and one underestimate, cancelling each other nicely, or (b) an imbalance of two underestimates or two overestimates that don't cancel. When k ≥ 3, we can expect cancellation on average.
I never understood before why in finance studies they start by putting stocks into "portfolios" before doing their regressions, as in the famous paper Fama & MacBeth (1973) . Finance economists say they do this to reduce variance, but it looked to me like they were doing this by throwing away information and it must be a misleading trick. After all, the underlying stock price movements are extremely noisy, even if the portfolios aren't, and the aim is to find out something about stock prices. Why not do a regression with bigger n by making the corporation the individual observation instead of the portfolio?
Here, I think, we may have the answer. Fama probably should have made a correction to his results for the fact that he was using portfolios, not individual stocks, since he wanted to apply his estimates to individual stocks in the end. But what he was doing was using the unequal-average estimator. The portfolio average over 20 stocks is really the unequal-average estimator for each stock. It is biased, because each stock is different, but it does cut down the variance a lot. And so for estimating something about hundreds of stocks, where only the total error matters and we don't care about individual stocks, he did the right thing. In economics we traditionally never use biased estimators, though, so what Fama did makes me and no doubt other people uncomfortable.
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So where are we? We have the zero estimator and the oracle estimator, which shrink y. The problem with them is that besides not knowing µ, our estimand, we don't even know the ratio between µ and σ. If we did, we'd know whether the zero estimator was superior in MSE to y, because we'd know if σ µ > 1. We'd also know how to construct the even better oracle estimator, because we'd be able to figure out σ 2 σ 2 +µ 2 .
11 The oracle estimator is even more useful, because it beats y even if σ µ < 1: it can choose just to shrink a little bit, whereas the zero estimator is all or nothing. But we do need to know that σ µ ratio.
We have the grand mean estimator as a different approach. It starts with three estimands so we have three pieces of data. We regress each y to the grand mean, so that in expectation we get some cancellation of overestimated sample means by underestimated sample means. If the three estimands have the same population mean, then this amounts to treating it as one estimand and using the sample mean. Otherwise, how well it works depends on how far apart the three means are.
The James-Stein estimator, which we will get to very soon, is something of a combination of both approaches. It won't solve the problem of estimating an individual mean, but it will solve something like Fama and McBeth's problem of helping with the overall accuracy of estimates of three or more means.
10 I think this is related to Ang, Liu & Schwarz (2008) , which is about the Fama portfolio trick and computing standard errors.
11 Suppose we know that
V. The James-Stein Estimator for k Means, Variances Identical and Known
Finally we come to James-Stein. This estimator gets around the problem of feasibility cleverly but in a way that doesn't apply to our simple case of estimating µ, a single estimand. It applies only if we have 3 or more estimands ("dimensions") to estimate. It's a combination of the oracle estimator, which shrinks y, and the grand mean estimator, which cancels out overestimates and underestimates across three estimands. In this section I'll show by algebra that it does better than y, and in the next section I'll try to be more intuitive. "Stein's Paradox", from Stein (1956) , is that there exists an estimator with lower mean squared error than y if k ≥ 3 whatever values µ might take. The "James-Stein estimator" of James & Stein (1961) describes a particular estimator that does that, so we can use it to demonstrate Stein's Paradox. To add to the confusion, "Stein's Lemma" from Stein (1974 Stein ( , 1981 will turn out to be helpful to show that the James-Stein estimator has lower MSE than using the sample means.
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The James-Stein estimator is easiest to explain when we have to estimate µ but we do know σ 2 and σ 2 is equal for all k estimands. We will start with that case. It's very easy to extend it to heterogeneous but known variances. It's not too hard to extend to identical but unknown variances. Unfortunately, it can't be extended to heterogeneous unknown variances, where y will definitely beat the James-Stein estimator in some situations even if k ≥ 3 and the James-Stein estimator will beat the y in other situations.
Let's keep this simple by using exactly k = 3 estimands, X, Y , and Z, all independently and normally distributed with the same, known, population variance σ 2 and with just one observation on each (n = 1).
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The James Stein formula is, for k = 3 and n = 1 and known variance σ 2 for all k estimands,
12 There's even a "Stein's Unbiased Risk Estimate", from Stein (1981) . This is an estimator for the expected mean squared error. That error depends on the value of µ y , so one could try just pluggingμ y in place of µ y in our MSE equation, but that would not take account of the estimation error inμ y . Stein shows a different way to do it. 13 James & Stein (1961) say that we also need a finite 4th moment σ 4 for the population distribution; that is a term you will see appear in the algebra. Here, in the 1-observation case, the expectation of the sample variance is σ 2 , the same as the population variance. That is because the sample mean-the one observation-is just like a single random draw from the population, which is what the population variance tells us about. If we had n > 1 for each estimand then we'd use the notation y instead of y and the sample variance would be σ 2 /n.
with derivative dg dy
The mean squared error if the estimator is y − g(y) is
Stein's Lemma (Stein 1974 (Stein , 1981 applies to "spherically symmetric" densities (Brandwein & Strawderman (2012) ). "These are invariant under all rotations (relative to some fixed center). These generalize the one-dimensional case: the "rotations" of the real line are just the reflections" (Whuber 2012 ). The multivariate normal, uniform, truncated normal, logistic, t, and beta(a,a) are all spherically symmetric. Stein's Lemma implies that for Y distributed N (µ y , σ 2 ),
Thus, using our g(y),
x 2 +z 2 (x 2 +y 2 +z 2 ) 2 (31) Expression (31) doesn't have a definite sign. So let's try looking at the full MSE across three estimands.
M SE(JS, total)
Notice how (k − 1) got in the last term in (33). Expression (32) has k = 3 lines, one for each estimand. The last term on each line adds (k − 1) = 2 squares of observed values. Thus, we get k(k − 1) = 6 squares of observed values in (33), each variable being equally represented.
Now just simplify to get
Notice that for k = 2 there is no difference between M SE y and M SE JS , but for k ≥ 3 the James-Stein estimator has lower mean squared error.
The random variable 1 x 2 +y 2 +z 2 has a scaled inverse noncentral chi-squared distribution.
14 The central chi squared with 2 or fewer degrees of freedom has a mean that doesn't exist (it goes to infinity), but James and Stein showed that E 1 x 2 +y 2 +z 2 does exist and is finite.
The James-Stein estimator's superiority to the sample mean is puzzling. Apparently we can take three different variables that are totally unrelated and get a better estimate by using them together and allowing bias than by looking at each one separately and using an unbiased estimator. We could, for example, estimate the average percentage change in the stock market, the average growth rate of cities, and the average IQ of Bloomington children all together, instead of separately, and reduce the total mean squared error.
To be sure, we have not shown that the James-Stein estimator reduces the MSE ofμ x , the MSE ofμ y , and the MSE ofμ z . Rather, it reduces the sum of those three mean squared errors. It can do that by increasing the MSE of one of them to reduce the MSE of the other two, though as we'll see below, in other circumstances it can reduce the MSE of all three. Yet it is strange enough that we can reduce the sum of the errors.
What's Really Going On with the James-Stein Estimator?
What is really going on? The algebra works out, but why are we getting lower mean squared error? And why do we need k ≥ 3?
Compare the James-Stein estimator to the oracle estimator,
andμ
Notice that
14 See http://en.wikipedia.org/wiki/Inverse-chi-squared distribution and Bock, Judge & Yancey (1984) .
Thus, another way to write the optimal oracle estimator for the k = 1 case iŝ
For 3 parameters, where we are only allowed to use one shrinkage multiplier, the analog of the oracle estimator would have all three estimands squared in the denominator and so should have k = 3 in the numerator too, like this:
That's pretty close to the James-Stein estimator in (35) ain't it! 16 The two differences are that in the James Stein estimator the denominator is the sample's value of (x 2 + y 2 + z 2 ) rather than the expectation and the multiplier is (k − 2), not k. We need the (k − 2) correction because of the sampling error in y being correlated with the sampling error in the shrinkage fraction. If sampling variance makes y big in a particular sample, then it makes y 2 big. Thus, in samples where the big y really requires extra shrinkage the effect of the big y 2 in the denominator is to shrink it by less.
That bias is diluted, though, by the presence of the other estimand variables' squares. Using k − 2 instead of k results, when k = 3 in there being just 1 σ 2 in the numerator and 3 squares in the denominator, a fraction 1/3. When k = 20, on the other hand, there are 18 σ 2 's in the numerator and 20 squares in the denominator, a fraction of 18/20. As k increases, the shrinkage fraction gets closer to the oracle estimator's in equation (38) .
So the James-Stein estimator is analogous to the oracle estimator. And remember that the way the oracle estimator works is by trading off sample variance against bias rather than being all or nothing like the zero estimator (all bias) or y (all sampling error). This explains something noted by Baranchik (1964) . It can happen that 1 − (k−2)σ 2 x 2 +y 2 +z 2 is negative, in which case the James-Stein estimator shrinks past zero and becomes negative. Baranchik pointed out that the estimator can be improved by using a "positive-part estimator": if it would shrink past zero, set the estimator to zero instead. The reason this helps is that shrinking past the target of zero 15 You might think of using the k = 1 analog of the oracle estimator,μ y = 1 − σ 2 y 2 y = y − σ 2 /y. The mean and variance of that estimator don't exist, though, because if y is normally distributed then 1/y has a degenerate Cauchy distribution (it is one normal variable-the number 1, with zero variance-divided by another normal variable) and no mean or variance exist. The expected mean squared error would not exist either-you can think of it as infinite. 16 See Brandwein & Stawderman (2012, p. 3) on analogizing the two estimators.
introduces new sampling error. On occasions when that would happen, it's better to substitute the zero estimator, with its zero sampling error. The choice of when to use the zero estimator still has sampling error under that procedure, but at least it depends less on the data than shrinking past zero, as well as being closer than a negative estimate to the unbiased estimate, y.
We've thus seen how the James Stein estimator is analogous to the oracle estimator but that doesn't explain how it achieves the goal of shrinking enough, but not shrinking too much. The algebra above shows that a lot of things cancel out nicely if k = 3 and is suggestive of how the cancellation continues to work if k > 3, but that doesn't help us understand what's really going on.
To understand what's going on, first suppose that µ x = µ y = µ z = 10. Then we'd really have just one estimand. We could use the mean instead of 0 as the target to which to shrink, and that would work better, but let's stick with shrinking towards zero. Suppose our three observations are 15, 12, and 8. The estimator shrinks all three variables the same percentage-say, 10%, so the estimates would be 13.5, 10.8, and 7.2. The variables x = 15 and y = 12 have not been shrunk enough, and z = 8 has been shrunk too much. The estimate z = 8 starts out too low, and should have been increased, not shrunk. But since the fraction of shrinkage is the same for all three, the smallest observation, the one closest to our target of 0, has been shrunk the least (.8), and the larger observations, the ones more likely to be above µ, have been shrunk more (1.2 and 1.5). On average, there is an improvement, both with these particular numbers and in expectation.
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This idea of absolute versus percentage shrinkage is a little harder to think about when the three estimands have different values, but even in this case the observation might either underestimate or overestimate the mean. If we shrink all of them using the same fraction, we will shrink the "overestimate" means by a greater absolute amount than the "underestimate" means, so on average we will get closer to the true mean.
This still wouldn't work unless we have a good enough method for getting the shrinkage fraction, though. Remember that in the denominator of the oracle estimator we wanted to have three µ 2 terms. The squares x 2 , y 2 , and z 2 are being used to estimate them because, for example,
Each estimate has sampling error, but the variances are all σ 2 . Thus, we can rely on the errors tending to cancel out. It's more likely that there are two overestimates and one underestimate than three overestimates. Thus, with three estimands instead of one-or two-some errors cancel out and we have an improvement. This didn't help so much with the grand mean estimator because it uses the cancellation to estimate (µ x , µ y , µ z ) directly, and that's a problem when the three estimands have different means. In the James-Stein estimator, however, we are just using the cancellation to estimate the parameters (µ 
The Possibility of Reducing Mean Squared Error on All Three Estimands
Think about what happens with the James-Stein estimator when µ x = µ y = µ z . We will of course end up with an overall improvement in the sum of the mean squared error, since that's true even when the population means aren't equal. But it works out even better. The mean squared error back in equation (31) for just Y was
As I said then, we can't tell if (40) is bigger than σ 2 or not, even though when we combine it with the X and Z errrors we can tell the sum is less than 3σ 2 . But suppose µ x = µ y = µ z . Then,
Equation (42) tells us that the mean squared error for each estimand is lower with James-Stein than with y if the true population means are equal. That means that it will be lower for each estimand if the true population means are fairly close to each other, too. We can't say that the expected mean squared error for each estimand is lower whatever values the population means take, but that doesn't mean there's always a tradeoff, with at least one estimand being estimated worse by the James-Stein estimator. All three errors can be improved, and we could even be sure of that if we had prior knowledge that restricted the three population means to be close enough to each other.
VI. Shrinking towards T = 0 or towards the Grand Mean
I talked about how the oracle estimator could shrink towards any number T when we had just one estimand, k = 1. For any T , the mean squared error was better than that of y, but picking a T far from µ y resulted in the oracle estimator value being very close to y and hence little improvement in mean squared error , so choice of T did matter. T = 0 is a bad choice if µ y is large, and T = 100, 000 is a bad choice if µ y is small. Two natural conjectures are (a) not just for zero, for any T , the mean squared error would still be lower for the James-Stein estimator than for y, and (b) we could use the grand mean as the target and improve over the T = 0 James-Stein estimator. Both conjectures seem to be false, though I haven't seen this written up and have concluded it only from the algebra below. For a very bad choice of T , the James-Stein estimator is worse than y. Setting T equal to the grand mean in the James-Stein estimator results in an estimator that is always superior to y but not always better than James-Stein with T = 0. It is attractive, though, as providing a less arbitrary target than zero. Unlike zero, the grand mean has at least has some connection to µ y , yet it is "empirical bayesian" rather than "bayesian" because it does not require any subjective input by the statistician. It is the estimator in Efron & Morris (1973) .
Let's try, for k = 3 and n = 1 and known homogeneous variance σ 2 , the James-Stein estimator modified to allow for shrinkage towards T , not zero. We will look at both a fixed T and at using the grand mean of x, y, and z as a target:
Define
x 2 +y 2 +z 2 − 2y(T −y) (x 2 +y 2 +z 2 ) 2 (45) and y will be superior. Think of the case where T is 100, the estimands are all zero, and σ 2 = 1.
Then the MSE will be close to 3 * 1 − 1 * 1 * E −3 * 100 2 (x 2 +y 2 +z 2 ) 2 , a much larger number than M SE y = 3.
18
The mean squared error will be smallest, naturally, when T is close to the means, in which case E(x 2 + y 2 + z 2 − 3T 2 ) would be close to zero and E6T (x + y + z) would be close to 6T
so the interaction of (x 2 + y 2 + z 2 ) 2 with the numerator complicates things a bit).
Let's next set the target equal to the grand mean, so T = x+y+z 3
VII. The James-Stein Estimator for Three Means and Three Known But Not Identical Variances
Now let us relax the assumption that all three estimands have the same variance. This turns out not to be as hard a case as one might think, if we're willing to allow some slippage in our definition of total mean squared error. We can use a trick. Suppose we have three estimands, each with a separate known variance, σ 2 x , σ 2 y , σ 2 z . Before we start the estimation, transform the variables so they have identical variances, all equal to one. We can do that by using y i σy instead of y i , and similarly for X and Z. Now all the variances are equal, so we can use the plain old James-Stein estimator. At the end, untransform the estimator so we have a number we can multiply by the original, untransformed, data.
Note that even if the population variances σ 2 are the same for each estimand, if we leave the case of n = 1 (a single observation) that we've been using, the sample means will have different variances if the samples sizes differ. Thus, let's generalize to have n x observations for X, n y for Y , and n z for Z. 
The three transformed variables will each have a different mean but all will have the same variance, σ 2 = 1. Thus we're back to our basic case of equal variances. We can findμ yt and then multiply back to getμ y = √ ny σyμ yt .
There is an important caveat, though. The sum of the mean squared errors is now the sum of terms like (x t − (k − 2) 1 x 2 t +y 2 t +z 2
not like the "real" mean squared error,
Instead of getting equal weight, the mean squared errors of the three estimands are weighted differently and it is the weighted total, not the original total, that is smaller with the James-Stein estimator than with y. Remember that one caveat about the original James-Stein estimator is that it only is good if the analyst cares equally about the estimands rather than caring especially about getting one of them precisely estimated. Now, the analyst must care more to reduce the mean squared error of an estimand if the sample mean is a worse estimator-that is, if the estimand variable's variance is high and its sample size is small-because VIII. The James-Stein Estimator for k Means, Variances Identical or Not, and Needing To Be Estimated This is the real-world case we need to deal with. Unfortunately, we can't if the variances are not identical and need to be estimated. We can deal with it if the variances are identical but unknown, but if we need to estimate 3 separate variances, we have to leave the world of theoretical bestness.
The James-Stein estimator (with k = 3 in this case) is, for the case of equal unknown variances and equal sample sizes (where n is the sum of the 3 equal sample sizes), µ y,JS ≡ y − k−2 n+2 σ 2 y 2 +x 2 +z 2 y
I don't have the time to deal with this case as it deserves, though, so I will have to leave it to someone else-perhaps a reader of this paper.
IX. Concluding Remarks
Please, reader, email me at (erasmuse@indiana.edu) to tell me about mistakes you find, to suggest better explanations, or to thank me if this paper is useful. I can fix up a web document like this, with input. If you cite it, let me know about that too. I think this kind of paper can be useful, but my dean won't believe that unless I show him evidence, and maybe not even then, since business schools often use the management technique of relying on numerical counts of various kinds to evaluate research.
I will close by repeating something I said at the start: that I think understanding the James-Stein estimator is a good step towards understanding the machine learning approach to statistics. The Lasso estimator, in particular, is a shrinkage estimator. It does two things in a regression model. First, it selects a "best" or "sparse" set of explanatory variables to include, by setting the coefficients on all the other possible regressors to zero. Second, it shrinks the coefficient on the included regressors to below the ordinary least squares level, though not all by the same fraction, unlike the James-Stein estimator. In effect, what the Lasso estimator does is rather like forward stepwise regression, starting by including the regressor most closely correlated with the dependent variable. Rather than simply running OLS on it, however, Lasso continuously increases the coefficient on that first variable until the marginal explanatory power (that is, R 2 -increasing power) of the that variable falls to the level of the marginal explanatory power of increasing some other regressor's coefficient above zero. Then those best two regressors' coefficients are continuously increased till a third regressor's marginal value makes it worthwhile to increase its coefficient above zero too. The process continues until the analyst decides to stop, for whatever reason he may have, be it number of variables, amount of R 2 , or whatever he desires.
The lasso estimator thus has the shrinkage feature. The process works by enlarging from zero rather than shrinking from y, but is seems rather like the positive-part James-Stein estimator, or, at least, its not shrinking the high-variance estimands beyond zero (from either the positive or negative direction) has the advantage of not introducing sampling error. The shrinkage is not uniform, either, and it appears that an estimand with high estimated variance will be shrunk more than one with a low variance, as seems reasonable but which as we've seen isn't easily justified in the James-Stein framework. I have come across two unpublished papers on the web that might be useful in understandingthe relation between Lasso and James-Stein: notes from a course by Tibshirani (2015) and the working paper of Hansen (2013) . I have not read through them well enough to absorb their contents, but I point the interested reader to them.
