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EISENSTEIN SERIES AND THE CUBIC MOMENT FOR PGL2
PAUL D. NELSON
Abstract. Following a strategy suggested by Michel–Venkatesh, we study the
cubic moment of automorphic L-functions on PGL2 using regularized diagonal
periods of products of Eisenstein series. Our main innovation is to produce
vectors whose integral transforms achieve arbitrarily weighted moments. Ap-
plications include general Motohashi-type identities and Weyl-type subconvex
bounds for some families of L-functions, extending some results of Conrey–
Iwaniec and Petrow–Young to the number field setting. We deduce improved
estimates for representation numbers of ternary quadratic forms over number
fields and for the prime geodesic theorem on arithmetic hyperbolic 3-folds.
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2 PAUL D. NELSON
1. Introduction
1.1. Overview and motivation. Michel–Venkatesh (see [39, §4.5.3], [38]) sug-
gested a strategy for establishing spectral identities between moments of L-
functions, generalizing those introduced by Motohashi [40]. They emphasized the
further problem [39, §4.5.4] of implementing that strategy in a sufficiently flexible
form, and suggested that doing so might lead to strong subconvex bounds.
We address that problem and apply their strategy to establish a general formula
for the cubic moment of central values of automorphic L-functions on PGL2. As
a first application of that formula, we generalize a theorem of Conrey–Iwaniec [18]
(see also [48, 46]) from the rational numbers to general number fields:
Theorem 1.1. Let F be a number field with adele ring A, let χ be a quadratic
character of A×/F×, and let σ be either a cuspidal automorphic representation of
PGL2(A) or a unitary Eisenstein series. Then the Weyl-type subconvex bound
L(σ ⊗ χ, 1/2)≪σ C(χ)1/3+ε (1.1)
holds, with the implied constant depending polynomially upon C(σ). In particular,
L(χ, 1/2)≪ C(χ)1/6+ε. (1.2)
Here and henceforth ε denotes a fixed sufficiently small positive quantity, whose
precise value may change from line to line, and the asymptotic notation A ≪ B
or A = O(B) denotes an estimate of the form |A| 6 C|B|, where the implied
constant C > 0 depends only upon ε and the number field F . The refined notation
A ≪x,y,z B or A = Ox,y,z(B) signifies that C may depend also upon x, y, z. We
write C(χ) for the analytic conductor, given by the product over all places p of the
local analytic conductor C(χp) as defined in [39, §3.1.8] or §1.8.8.
The above “subconvex” estimates improve upon the respective “trivial” or “con-
vexity” bounds of C(χ)1/2+ε and C(χ)1/4+ε, and also upon earlier nontrivial sub-
convex bounds (see [7, 62, 61, 37] and references). Via period formulas as in
[51, 15, 3] (see also [59, 31, 56, 30, 32, 32, 34]) these estimates lead to improved
bounds for the Fourier coefficients of half-integral weight modular forms over num-
ber fields (cf. [7, Cor 1]), hence to improved estimates for representation numbers
of ternary quadratic forms over number fields. For instance, we obtain the following
numerical improvement upon [7, Cor 2], reducing the exponent 7/16+ϑ/8 to 5/12:
Corollary 1.2. Let Q be a positive integral ternary quadratic form over a totally
real number field F . For an element n of the ring of integers of F , let rQ(n)
denote the number of integral representations of n by Q. For squarefree n locally
represented by Q,
rQ(n) = r(n) + OQ(norm(n)
5/12+ε), (1.3)
where r(n) = norm(n)1/2+o(1) is the product of local densities as in the Siegel mass
formula.
As a further application, we may combine Theorem 1.1 with recent work of
Balog, Biro´, Cherubini and Laaksonen (see [1, Cor 1.4, Rmk 2]) to sharpen the
error term in the prime geodesic theorem for Q(i) [53, Thm 5.1], reducing the
exponent ≈ 1.60023 of [1, Cor 1.2] to 67/42 ≈ 1.59524:
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Corollary 1.3. Let Ψ(X) denote the Chebyshev-type counting function for primi-
tive geodesics on PSL2(Z[i])\H3, as defined in [1, p1]. We have
Ψ(X) = (1/2)X2 +O(X67/42+ε). (1.4)
Proof. Theorem 1.1 implies the bound L(χ, 1/2 + it) ≪ (1 + |t|)O(1)C(χ)1/6+ε for
quadratic characters χ of A×/F×, F = Q(i). Inserting this bound into [1, Cor 1.4]
(and computing that 3/2 + (4/7) · (1/6) = 67/42) gives the required estimate. 
1.2. The proposed strategy. We summarize the strategy proposed by Michel–
Venkatesh for establishing spectral identities generalizing those of Motohashi.
Let F be a number field with adele ring A. Set G := PGL2(F ), let A 6 G
denote the diagonal subgroup, and write [G] := G\GA and [A] := A\AA for the
corresponding adelic quotients. Let I(0) denote the representation of GA defined
by normalized induction of the trivial character of the standard Borel (see §1.8.6).
For f ∈ I(0), write Eis∗(f) for the associated normalized Eisenstein series (§8.2).
For instance, if F = Q and f is normalized spherical, then Eis∗(f) corresponds to
the derivative ddsE(s, z)|s=1/2 at the central point of the classical SL2(Z)-invariant
Eisenstein series E(s, z) = ys + · · · . Working formally for the moment (ignoring
important issues of convergence and regularization), consider the (divergent) diag-
onal integral of the product of two such Eisenstein series, attached to f1, f2 ∈ I(0),
over the adelic quotient [A] of the diagonal subgroup:∫
[A]
Eis∗(f1) Eis
∗(f2). (1.5)
We may expand (1.5) in two ways. On the one hand, expanding the product of
Eisenstein series over the spectrum of [G] yields∫
σ:generic
∑
ϕ∈B(σ)
∫
[G]
Eis∗(f1) Eis
∗(f2)ϕ
∫
[A]
ϕ+ (· · · ), (1.6)
where the integral is over generic standard automorphic representations σ of
PGL2(A) and (· · · ) denotes the “contribution of the one-dimensional representa-
tions.” (We note that the integral over σ is typically written as a sum over the
cuspidal representations plus an integral over Eisenstein series, see §8.8 for details
and precise normalizations.) On the other hand, the Parseval relation on the group
[A] yields ∫
ω:unitary
(∫
[A]
Eis∗(f1)ω
)(∫
[A]
Eis∗(f2)ω
−1
)
, (1.7)
where the integral is taken over unitary characters ω of [A]. By unfolding the global
Hecke and Rankin–Selberg integrals (§8.4, §8.9, §10) in each of these expansions,
we “deduce” that for factorizable vectors fi = ⊗fip and some large enough finite
collection S of places of F ,∫
σ:generic,
unram. outside S
L(S)(σ, 1/2)3
L(S),∗(σ × σ, 1)h(σ) (1.8)
= (· · · ) +
∫
ω:unitary,
unram. outside S
|L(S)(ω, 1/2)|4
ζ
(S),∗
F (1)
2
h˜(ω),
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where L(S)(· · · ) denotes a partial L-function, an asterisk signifies taking the first
nonvanishing Laurent coefficient, and the weights
h(σ) =
∏
p∈S
hp(σp), h˜(ω) =
∏
p∈S
h˜p(ωp)
are products of local weights given in terms of local Hecke and Rankin–Selberg
integrals (§7.6, §7.7):
hp(σp) :=
∑
Wp∈B(σp)
∫
Np\Gp
WpWf1pf2p
∫
Ap
Wp, (1.9)
h˜p(ωp) :=
∫
Ap
Wf1pω
∫
Ap
Wf2pω
−1. (1.10)
1.3. The basic spectral identity. While the argument just recorded was highly
non-rigorous, we prove that the conclusion is nevertheless valid (see Corollary 11.5
for the precise statement):
Theorem 1.4. The identity (1.8) holds with (· · · ) the limit of a sum of fifteen
“degenerate functionals” I(0)⊗ I(0)→ C defined in §11.
The proof begins by deforming the Eisenstein series generically and ends by
taking a limit. Following Zagier [64] and Michel–Venkatesh [39, §4.3], the product of
deformed Eisenstein series differs by a finite linear combination of Eisenstein series
from an L2-function, which in turn admits a spectral expansion. On the other hand,
the diagonal integral (1.5) of that product admits a canonical regularization and
enjoys a modified form of Parseval’s identity (1.7). Interchanging the regularized
diagonal integral with the spectral expansion introduces additional terms. Some of
these arguments were sketched or suggested by Michel–Venkatesh [39, §4.5] in the
special case that F = Q and the fi are spherical.
1.4. Achieving arbitrarily weighted cubic moments. We turn to the main
problem addressed by this paper, which was raised in [39, §4.5.4].
In seeking to apply Theorem 1.4, several fundamental questions arise. Which
weights h (or h˜) arise from the above scheme applied to some choice of f1, f2 ∈
I(0), or more generally of some tensor f ∈ I(0) ⊗ I(0)? Let us call such weights
admissible. It is not a priori obvious that the collection of admissible weights
is sufficiently rich for the sake of applications. Can one find a nonnegative-valued
admissible h (or h˜) that localizes to a given subset of its domain? Can one explicitly
relate h to h˜? Can one efficiently estimate the degenerate terms (· · · )? The main
point of this paper is to initiate the systematic study of such questions.
We focus here on studying the cubic moment via (1.8). To do so effectively,
we need to know that the characteristic functions of interesting spectral families
of automorphic representations σ may be approximated by nonnegative admissi-
ble weights h(σ). This possibility is confirmed by one of our main local results
(Theorem 2.10), summarized here informally:
Theorem 1.5. Let h(σ) be a weight function that shows up on the spectral side
of the pre-Kuznetsov formula (i.e., the relative trace formula for twisted unipotent
periods with a compactly-supported test function). Then h is admissible. The cor-
responding dual weight h˜(ω) may be evaluated via explicit integral transforms.
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We show by example in §3 that the “pre-Kuznetsov weights” h(σ) alluded to
in Theorem 1.5 are adequate for applications. We show also that the degenerate
terms may be either discarded altogether (§14) or evaluated explicitly (§15).
The idea behind the proof of Theorem 1.5 is to consider f belonging to a specific
class of generalized vectors (“Whittaker vectors”) for which the weights h(σ) on
the cubic moment side resemble those appearing in the pre-Kuznetsov formula. We
hope that this technique will be useful more broadly in period-based approaches to
proving spectral identities between families of L-functions.
Theorems 1.4 and 1.5 combine to yield spectral identities for the cubic moment
with nonnegative weights that localize to any given subset of the spectrum. One
can likely adapt the basic proof technique of Theorem 1.5 to produce a rich class
of admissible h˜ and study the inverse transform from h˜ to h, but we leave such
pursuits and their applications to future work.
1.5. Applications to subconvexity. The L-values L(σ, 1/2) are known to be
nonnegative, so taking h nonnegative and estimating the RHS of (1.8) yields an
upper bound for such L-values. This feature has been exploited over F = Q in the
work of Conrey–Iwaniec [18], Ivic [23] and Petrow and Young [48, 63, 46, 45, 47].
We hope the methods of this paper may be useful in generalizing such results to
the setting of number fields.
We have already recorded in §1.1 a generalization of the theorem of Conrey–
Iwaniec [18]. As a further application, we present a partial generalization of a
recent result of Petrow–Young [45]:
Theorem 1.6. Let F be a number field. Let χ be a unitary character of A×/F×
whose infinite component χ∞ is trivial and whose finite conductor is cubefree. Then
the Weyl-type subconvex bound (1.2) holds.
The point of departure for our proof of Theorems 1.1 and 1.6 is similar to that
of earlier work over Q in that we seek to bound a cubic moment. The conclusion of
our proof is likewise similar: we eventually reduce to essentially the same character
sum estimates (relying in turn upon Deligne’s results) and fourth moment bounds
for GL1 L-functions as in those works. The remaining parts of our arguments dif-
fer somewhat. For instance, a major difficulty encountered in [46] (see especially
[46, §1.3]) is that the relevant cubic moment involves newforms of different con-
ductors, so the approximate functional equations for their L-values have different
lengths, which causes problems when one seeks to estimate an odd power moment
of nonnegative L-values via the Petersson formula. The authors of [46] overcome
this difficulty by developing general Petersson formulas for newforms, which are of
independent interest. Such difficulties are avoided in the approach pursued here.
We do not use approximate functional equations. The cubic moment formula im-
plied by Theorems 1.4 and 1.5 reduces our task to the local problem of producing
weights h(σ) majorizing the family of interest and estimating the integral trans-
forms defining the dual weights h˜(ω) and degenerate terms (· · · ). The same formula
can likely be supplemented with additional local analysis to prove many variations
on Theorems 1.1 and 1.6. We note also that the delicate archimedean stationary
phase calculations required already in [18] are not needed in our approach.
The restriction in Theorem 1.6 to cubefree conductor arises here due to local
phenomena as in [45]. Recently Petrow–Young [47] have removed this restriction
from their earlier result (over F = Q) and established the bound (1.2) over F = Q
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for all unitary χ, i.e., without the quadraticity assumption. We establish many
of the local estimates relevant for adapting their strategy to our setting (compare
Proposition 3.3 with [47, §3]). To complete this adaptation requires verifying the
following generalization of [47, Thm 1.4]:
Conjecture 1.7. Let F be a number field. Let χ be a unitary character of A×.
Let B = (Bp)p be a collection of real numbers Bp > 1, indexed by the places of F ,
with Bp belonging to the value group of Fp for all p and satisfying Bp = 1 for all
but finitely many p. Let F(χ,B) denote the set of all characters ω of A×/F× such
that for each place p of F , we have
C(ωp/χp) 6 Bp.
Assume that for each p, we have
Bp > C(χp)
2/3.
Then ∫
ω∈F(χ,B)
|L(ω, 1/2)|4 ≪ (
∏
p
Bp)
1+ε. (1.11)
Conjecture 1.7 is also relevant for removing the restriction on χ∞ in Theorem
1.6: the local phenomena responsible for the restriction to cubefree conductors show
up over any local field in which −1 is a square, and thus arise whenever the number
field F has a complex embedding. One can study the LHS of (1.11) by applying
the basic formula (1.8) in the direction opposite to the primary one considered in
this paper (i.e., as in the original work of Motohashi), but we leave this for future
work.
1.6. Further remarks. It might be interesting to compare the formulas obtained
here with those in [40] and [23], or to replace the degenerate Eisenstein series oc-
curring in (1.5) with other Eisenstein or with cusp forms; the case treated here is
in some sense the most degenerate and (apparently) the most relevant for applica-
tions. In another direction, with some refined local analysis it should be possible
to improve the estimate (1.1) to be simultaneously subconvex in σ and χ (compare
with [63]).
We mention the works [9, 41, 8], which offer other perspectives on Motohashi’s
formula and its generalizations.
1.7. Organization of this paper. In Part 1, we aim to introduce the main ideas
of this paper with minimal technical overhead. In §2, we give the precise statement
and proof of Theorem 1.5, which allows us to study arbitrarily weighted cubic
moments in terms of periods of Eisenstein series. In §3, we define and study a class
of weights concentrating on the “short families” of primary interest in applications
of the cubic moment to subconvexity. We explain in particular how the two-variable
exponential sums that featured in the work of Conrey–Iwaniec and Petrow–Young
arise naturally from local representation-theoretic considerations. In §4, we take
for granted the basic spectral identity, Theorem 1.4, and give the proofs of our
main applications, Theorems 1.1 and 1.6, modulo some technicalities concerning
the degenerate terms (· · · ) and the required polynomial dependence of (1.1) upon
σ. The remainder of the paper is then devoted to addressing those technicalities
and proving Theorem 1.4.
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Part 2 contains preliminaries of a general nature, concerning regularized integra-
tion (§5), Sobolev norms on representations of reductive groups (§6), the local (§7)
and global (§8) theory of integral representations of L-functions, and (regularized)
spectral decompositions of the space of automorphic forms (§8). Our Sobolev norm
discussion is similar to that of [39, §2], but applies also to non-unitary representa-
tions, as is convenient when studying degenerate integrals like (1.5) via deformation.
Part 3 gives the precise statement and proof of Theorem 1.4. We begin by
studying in detail the functionals (1.9) and (1.10), in local (§9) and global (§10)
settings. In §11, we relate these two families of functionals by decomposing in two
ways a deformation of the integral (11).
Part 4 contains several results needed for the proofs of our main applications. In
particular, we estimate the degenerate terms in cases relevant to our applications.
1.8. General notation and conventions.
1.8.1. Asymptotic notation and terminology. Let us recall and elaborate upon the
conventions introdued earlier. The notation A = O(B) or A ≪ B signifies that
|A| 6 C|B| for some fixed quantity C, while A ≍ B is shorthand for A≪ B ≪ A.
Here and henceforth, we consider a quantity to be fixed if we explicitly label it
as such, or if it depends only upon some previously defined fixed quantities. The
small positive parameter ε > 0 is always regarded as fixed. For instance, we have
xn ≪ exp(εx) for any fixed natural number n and all positive reals x.
When considering a number field F and a nontrivial unitary character ψ of its
adele class group A/F , we regard the pair (F, ψ) as fixed. When working over a
local field F equipped with a nontrivial unitary character ψ, we consider the pair
(F, ψ) as fixed except when F is non-archimedean and ψ is unramified, in which
case we only regard the absolute degree of F as fixed. This convention ensures that
implied constants remain uniform as the pair (F, ψ) traverses the local components
of corresponding global data.
1.8.2. Local fields. Let F be a local field, thus F is either R, Qp,Fp(t) or a finite
extension of one of these fields. When F is non-archimedean, we denote by o
the ring of integers and by p the maximal ideal, and set q := #o/p. When F is
archimedean, it will be convenient to set q := 1.
We will often consider local fields F equipped with nontrivial unitary characters
ψ : F → U(1). Recall that if F is non-archimedean, then ψ is unramified if it
is trivial on o but not on p−1. We say that the pair (F, ψ) is unramified if F is
non-archimedean and ψ is unramified.
1.8.3. Characters. A character of a topological group G is a continuous homo-
morphism χ : G → C×; a unitary character is one with image in the unit circle
U(1).
When G is the multiplicative group F× of a local field F or the idele class group
A×/F× of a number field F , the normalized absolute value |.| defines a character
of G, and every positive-valued character is of the form |.|c for some real number
χ. The real part Re(χ) of any character χ : G → C× is then characterized by the
identity |χ| = |.|Re(χ).
1.8.4. Local zeta functions. For a local field F , we write ζF (s) for the local zeta
function, given respectively by π−s/2Γ(s/2) or 2(2π)−sΓ(s) or (1−q−s)−1 according
as F is real or complex or non-archimedean.
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1.8.5. Matrix notation. When working with PGL2 over a ring, we use the notation
n(x) :=
(
1 x
0 1
)
, a(y) :=
(
y 0
0 1
)
, n′(z) :=
(
1 0
z 1
)
w :=
( −1
1
)
.
We will use that wn(x) = n(−1/x)a(1/x2)n′(1/x) for invertible x.
1.8.6. Representations. Let F be a local field, and let G be a reductive group
over F . By a “representation” σ of G, we always mean a smooth representation in
the non-archimedean case (see [10, §4.2]) and a smooth moderate growth Fre´chet
representation in the archimedean case (see [13], [60, §11], [4]). In particular, any
vector v ∈ σ is assumed smooth.
Given natural numbers r1, . . . , rk with sum r :=
∑
j rj , we may form the stan-
dard parabolic subgroup P =MU of GLr(F ), with M ∼= GLr1(F )×· · ·×GLrk(F ).
Given representations χj of GLrj (F ) (j = 1..k), we write
Ind(χ1 ⊠ · · ·⊠ χk) (1.12)
for the normalized induction from P to G of the corresponding representation of
M . Given a character χ of F× = GL1(F ), we abbreviate
I(χ) := Ind(χ⊠ χ−1); (1.13)
it defines a representation of GL2(F ) with trivial central character, hence a repre-
sentation of PGL2(F ) consisting of smooth functions f : PGL2(F )→ C satisfying
f(n(x)a(y)g) = |y|1/2χ(y)f(g). (1.14)
We write simply I(s) for I(|.|s). We will never use the potentially ambiguous
notation I(1).
Following [17, §1.5], by a Whittaker type representation σ of GLr(F ) we mean
one of the form (1.12) with the χj essentially square-integrable, and in particular
generic. Thus χj = χ
0
j ⊗ |.|cj with χ0j square-integrable and c ∈ R, and
σ = Ind(χ01 ⊗ |.|c1 ⊠ · · ·⊠ χ0k ⊗ |.|ck). (1.15)
(In [24, §2.1], “Whittaker type” has a more general meaning.)
We distinguish between a Whittaker type representation and its isomorphism
class. Every generic irreducible representation is isomorphic to at least one repre-
sentation of Whittaker type. Writing GLr(F )
∧
gen for the set of isomorphism classes
of generic irreducible representations of GLr(F ), we have a surjective map with
finite fibers
{Whittaker type representations of GLr(F )} → GLr(F )∧gen (1.16)
given by taking the unique generic subquotient.
A Whittaker type representation of PGL2(F ) is either square-integrable or of
the form I(χ) for some character χ of A.
1.8.7. Bounds toward Ramanujan. Let F be a local field. We say that a Whittaker
type representation σ of GLr(F ) is ϑ-tempered if in (1.15), each cj is bounded in
magnitude by ϑ. Then σ is 0-tempered iff it is tempered in the customary sense.
A Whittaker type representation σ of GL2(F ) is ϑ-tempered precisely when
• σ = σ0 ⊗ |.|c with σ0 square-integrable and |c| 6 ϑ, or
• σ = Ind(µ1 ⊠ µ2) of some characters µ1, µ2 of F× with |Re(µi)| 6 ϑ.
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It is known [6] that for GL2 over a number field, the local component of any cuspidal
automorphic representation with unitary central character is 7/64-tempered.
1.8.8. L-factors. The local L-factors considered in this paper are defined and stud-
ied in work of Jacquet–Piatetski-Shapiro–Shalika [24] and Jacquet [28]. Over any
local field F , those works attach to any pair of Whittaker type representations
σ1, σ2 of GLr1(F ),GLr2(F ) an L-factor L(σ1 ⊗ σ2, s), ε-factor ε(ψ, σ1 ⊗ σ2, s) and
γ-factor
γ(ψ, σ1 ⊗ σ2, s) = ε(ψ, σ1 ⊗ σ2, s)L(σ˜1 ⊗ σ˜2, 1− s)
L(σ1 ⊗ σ2, s) . (1.17)
When r2 = 1 and σ2 is trivial one writes simply L(σ1, s) for L(σ1 ⊗ σ2, s), and
similarly for the ε- and γ-factors.
The local L-factors L(σ1 ⊗ σ2, s) may be written
n∏
j=1
ζF (s− uj), (1.18)
where {uj}nj=1 is a collection of complex numbers with n 6 r1r2. If σi is ϑi-
tempered, then Re(uj) 6 ϑ1 + ϑ2. If is a character of F
×, then L(χ, s) has the
form (1.18) with n 6 1 and Re(uj) 6 Re(χ). The L-factors are multiplicative with
respect to induction in the sense that
L(Ind(χ1 ⊠ · · ·⊠ χk)⊗ Ind(ω1 ⊠ · · ·⊠ ωℓ), s) =
∏
i,j
L(χi ⊗ ωj , s), (1.19)
and similarly for the ε- and γ-factors.
The local γ-factors may be characterized by the local functional equation of loc.
cit., which we recall below in special cases as needed. The local ε-factors will not
play an important role for us.
We define the analytic conductor C(σ1 ⊗ σ2, s) = C(σ1 ⊗ σ2 ⊗ |.|s) ∈ R>1 as
in [39, §3.1.8]: in the non-archimedean case it is defined by the relation ε(ψ0, σ1 ⊗
σ2, s) = C(σ1 ⊗ σ2, s)1/2−sε(ψ0, σ1 ⊗ σ2, 1/2) for an unramified character ψ0 of F ,
while in the archimedean case it is defined as C(σ1 ⊗ σ2, s) :=
∏
j(2 + |µj + s|) if
L(σ1 ⊗ σ2, s) =
∏
j ζR(s + µj). We abbreviate C(σ1 ⊗ σ2) := C(σ1 ⊗ σ2, 0). For
our purposes, the key property of the analytic conductor is that if σ1 and σ2 are
unitary, then
γ(ψ, σ1 ⊗ σ2, 1/2 + s) ≍ C(σ1 ⊗ σ2, s)−Re(s)qO(1) (1.20)
provided that s is at least some fixed positive distance away from any poles or
zeros of the LHS of (1.20). In the archimedean case, the estimate (1.20) is a
consequence of Stirling’s formula. In the non-archimedean case, it follows from
the definition of the analytic conductor in terms of the ε-factor and the fact that
|ε(ψ0, σ1 ⊗ σ2, 1/2)| = 1 in the unitary case; the factor qO(1) crudely bounds the
ratio of L-factors in (1.17) and may be omitted when those L-factors are identically
1 or when s is chosen so that their ratio is ≍ 1. The estimate (1.20) may be usefully
applied in conjunction with the multiplicativity property of γ-factors with respect
to induction.
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1.8.9. L-functions. When F is a number field, we denote completed L-functions
(including archimedean factors) by Λ(· · · ) and their finite parts by L(· · · ). For a
finite set of places S that contains every archimedean place, we write L(S)(· · · ) for
the Euler product taken over p /∈ S.
We write ξF (s) =
∏
p
ζFp(s) for the Dedekind zeta function and ζ
(S)
F (s) for the
corresponding product over p /∈ S. We use a superscripted asterisk, as in ξ∗F (1) or
ζ
(S)∗
F (1) or Λ
∗(σ × σ, 1) (for a generic automorphic representation σ of PGL2), to
denote the first nonvanishing Laurent coefficient (typically the residue).
1.8.10. Groups and measures. When working over a local field F , we generally use
the notation
G := PGL2(F ),
N := {n(x) : x ∈ F}, A := {a(y) : y ∈ F×}, N ′ := {n′(z) : z ∈ F}, and B := NA.
(The exception to this convention is §6, in which we work more generally). We
let K 6 G denote the standard maximal compact subgroup. We identify N ∼= F ,
A ∼= F×, and N ′ ∼= F in the evident way; in particular, we identify their character
groups.
We denote by A∧ the group of characters χ : A→ C×, or equivalently, χ : F× →
C×. It has the natural structure of a Riemann surface with at most countably
connected components, with charts given by χ|.|s 7→ s.
We denote by G∧gen the set of isomorphism classes of generic irreducible rep-
resentations σ of G. Via the map (1.16), we may regard G∧gen as a quotient of
the set of Whittaker type representations of G. The latter set is naturally a com-
plex manifold. We equip G∧gen with the quotient topology, and say that a function
h : G∧gen → C is holomorphic if it pulls back to a holomorphic function on the set
of Whittaker type representations.
Given a nontrivial unitary character ψ of F , we equip the additive group
F with the ψ-self-dual Haar measure dx, so that the Fourier inversion formula∫
x∈F
(
∫
y∈F
f(y)ψ(xy) dy) dx = f(0) holds for f ∈ C∞c (F ). We equip the multi-
plicative group F× with the measure dy|y| . We note that if (F, ψ) is unramified,
then
vol(o×, dy|y|) = 1/ζF (1). (1.21)
By our identifications, we obtain Haar measures on N,A,N ′. We equip G with
the Haar given by the pushforward of dx dy|y| dz under the map F × F× × F → G,
(x, y, z) 7→ n(x)a(y)wn(z), or equivalently, under (x, y, z) 7→ n(x)a(y)n′(z). If
(F, ψ) is unramified, then the chosen Haar measure on G assigns volume 1/ζF (2)
to K (see [39, §3.1.6] and (1.21)). It will be convenient for us to equip K with the
Haar measure dk for which the Haar measure on G is given by the pushforward of
dx dy|y| dk under (x, y, k) 7→ n(x)a(y)k; the volume of dk is then ≍ 1.
We will use freely that any irreducible representation of G is self-dual, i.e., iso-
morphic to its own contragredient (see [10, Exercise 2.5.8, Thm 4.2.2]).
Part 1. Main ideas
In this part, we precisely formulate and prove Theorem 1.5. We then record
most of the arguments required to deduce our main applications (Theorems 1.1
and 1.6). Along the way, we explain how the character sums appearing in the
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works of Conrey–Iwaniec and Petrow–Young arise naturally from the perspective
of representation theory.
The reader who is not familiar with integral representations of L-functions and
the related local representation theory might wish to peruse §7 and §8 before pro-
ceeding.
2. Basic study of local weights
Let F be a local field, and let ψ be a nontrivial unitary character of F .
2.1. Some induced representations of G. Recall that for a character χ of
F× ∼= A, we write I(χ) for the corresponding normalized induced representation of
G, consisting of smooth functions f : G → C satisfying (1.14). We are interested
primarily in the representation I(0) = I(|.|0) induced by the trivial character,
consisting of smooth functions f : G→ C satisfying
f(n(x)a(y)g) = |y|1/2f(g). (2.1)
It is a generic irreducible unitary representation. It arises naturally as a local
component of the Eisenstein series central to this paper.
For f ∈ I(0), we write Wf for the Whittaker function, given for g ∈ G by
Wf (g) :=
∫
x∈F
f(wn(x)g)ψ(−x) dx. (2.2)
This and similar integrals must be understood in general via meromorphic contin-
uation or regularization. For instance, in the non-archimedean case, a standard
regularization [22, §1.9] is given by summing the integrals over cosets of the unit
group. One may similarly regularize in the archimedean case via a smooth dyadic
partition of unity or convolution (see (7.2) for details).
We also write Wf : F
× → C for the corresponding Kirillov model element, given
for t ∈ F× by
Wf (t) :=Wf (a(t)) = |t|1/2
∫
x∈F
f(wn(x))ψ(−tx) dx, (2.3)
which satisfies the (convergent) Fourier inversion formula∫
t∈F
|t|−1/2Wf (t)ψ(tx) dt = f(wn(x)) (2.4)
(see around (7.4) for details).
2.2. A representation π of G×G. We denote by I(0)⊗I(0) the space of smooth
functions f : G×G→ C satisfying
f(n(x1)a(y1)g1, n(x2)a(y2)g2) = |y1y2|1/2f(g1, g2).
It defines a representation of G×G. We will refer often to this representation, so
we abbreviate
π := I(0)⊗ I(0) (2.5)
A pair of elements f1, f2 ∈ I(0) defines an element f1 ⊗ f2 ∈ π by the rule (f1 ⊗
f2)(g1, g2) = f1(g1)f2(g2). In the non-archimedean case, π identifies with the usual
tensor product; in the archimedean case, it may be interpreted as the completed
tensor product, regarding I(0) as a nuclear Fre´chet space. In all cases, π satisfies
the universal property: any continuous bilinear form on I(0) extends uniquely to a
continuous linear functional on π, as follows (for instance) from §6.10 below. In our
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global analysis, an element of π gives local data describing a linear combination of
products of pairs of Eisenstein series, as in (1.5).
2.3. Some A-invariant functionals on π. We consider two families of A-
invariant functionals π → C, the motivation for which should be clear from §1.2.
(Here we identify G with a subgroup of G × G via the diagonal embedding; in
particular, we regard A as a subgroup of G×G.)
2.3.1. G × G > G > A. One family is indexed by generic irreducible representa-
tions σ of G: for each such representation, we define
ℓσ(f1 ⊗ f2) :=
∑
W∈B(σ)
(
∫
N\G
W˜Wf1f2)
∫
A
W (2.6)
Here and henceforth W traverses a basis for the Whittaker model W(σ, ψ) and W˜
the corresponding element of a dual basis for the dual Whittaker model W(σ, ψ¯),
with the duality given by regularized integration over A (§7.2). We note in passing
that σ, like any irreducible representation of G, is self-dual, so it is unnecessary to
pass to the contragredient.
The integral over N\G is to be understood as a local Rankin–Selberg integral
(see §7.7 for details); it converges if σ is unitary, and may be meromorphically
continued to all σ for which L(σ, 1/2) is finite. The integral over A is a local Hecke
integral to which similar remarks apply (see §7.6 for details).
The precise choice of basis B(σ) is described in §7.1. In particular, we takeW, W˜
to be K-isotypic. The sum (2.6) then converges as written; see §9.1.1 for details.
The definition may be understood without reference to a basis: f1 ⊗ f2 7→∑
W∈B(σ)(
∫
N\G W˜Wf1f2)W is the linear map π →W(σ, ψ) adjoint to the Rankin–
Selberg functional π⊗W(σ, ψ)→ C. The existence of the required adjoint is closely
related to the convergence of the indicated sum over suitable bases.
We will be primarily (although not exclusively) concerned with the case that σ
is unitary, in which case one may take for W˜ the complex conjugate of W and for
B(σ) an orthonormal basis of W(σ, ψ), with the norm defined by the absolutely-
convergent integral over A.
2.3.2. G×G > A×A > A. The other family of functionals is indexed by characters
ω of F×: for each such character, we define
ℓω(f1 ⊗ f2) := (
∫
A
Wf1ω)(
∫
A
Wf2ω
−1).
The integrals are understood as local Hecke integrals (§7.6); they converge for
unitary ω, and extend meromorphically to all ω for which L(ω, 1/2) is finite.
2.3.3. Further remarks. These definitions extend continuously from pure tensors to
general elements of π (see §9.1.1 for proof of continuity). They may be understood
as compositions
ℓσ : π → σ → C, (2.7)
ℓω : π → ω−1 ⊗ ω → C. (2.8)
The first arrow in (2.7) is G-invariant, and described by the Rankin–Selberg in-
tegral; the second is A-invariant, and described by the Hecke integral. The first
arrow in (2.8) is A×A-invariant, and given by a pair of Hecke integrals; the second
is the A-invariant canonical pairing.
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2.4. Variation with respect to the additive character. The definitions of
the functionals ℓσ and ℓσ depend upon the choice of additive character ψ. The
dependence is mild: changing ψ to ψb(x) := ψ(bx) has the effect of multiplying
these functionals by an explicit power of |b|. For the purpose of proving estimates,
there is thus no harm in assuming ψ to be of a convenient form, e.g., unramified
when F is non-archimedean. We record explicit formulas describing this variation,
in a more general setting, in §9.3.
2.5. Definition of admissible weights. Recall the general notation of §1.8.10.
We say that a function
h : G∧gen → C,
respectively,
h˜ : A∧ → C,
is admissible if for some f ∈ π we have
h(σ) = ℓσ(f) for all σ,
respectively,
h˜(ω) = ℓω(f) for all ω.
We say that h and h˜ are dual if they may be defined using the same f .
2.6. Crude estimates.
Lemma 2.1. Any admissible weight h or h˜ as above is meromorphic on its domain,
with poles controlled by local L-factors in the sense described in §9. There are no
poles on the unitary subsets of A∧, G∧gen.
Any admissible weight is bounded and rapidly-decreasing on the unitary subset
{unitary σ ∈ G∧gen}. More precisely:
• If F is non-archimedean, then h and h˜ are uniformly bounded on the unitary
subsets, and vanish on arguments of sufficiently large conductor.
• If F is archimedean, then the restrictions of h and h˜ to the unitary subset
are bounded by constant multiples of C(·)−d for each d > 0.
The conclusion follows from the smoothness of f and “integration by parts” (see
around (9.11) and (9.17) for details).
2.7. Models. Here we consider a pair of models of the representation π that arise
naturally when studying the functionals ℓσ and ℓω.
2.7.1. We write C∞(N\G,ψ) for the space of smooth functions V on G satisfying
V (n(x)g) = ψ(x)V (g).
For f = f1 ⊗ f2 ∈ π, we define
Vf ∈ C∞(N\G,ψ), Wf ∈ C∞(F× × F×)
by the formulas
Vf (g) :=Wf1(g)f2(g), (2.9)
Wf (t1, t2) :=Wf1(t1)Wf2(t2). (2.10)
The map f 7→ Vf arose also in [39, §3.2.7].
These definitions extend continuously to all f ∈ π, and may be defined directly
by the formulas
Vf (g) =
∫
x∈F
f(wn(x)g, g)ψ(−x) dx, (2.11)
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Wf (t1, t2) = |t1t2|1/2
∫
x1,x2∈F
f(wn(x1), wn(x2))ψ(−t1x1 − t2x2) dx1 dx2. (2.12)
The functionals defined previously are then given by
ℓσ(f) =
∫
A
(Vf )σ with (Vf )σ :=
∑
W∈B(σ)
(
∫
N\G
W˜Vf )W, (2.13)
ℓω(f) =
∫
A×A
Wf · (ω ⊗ ω−1). (2.14)
The maps f 7→ Vf and f 7→Wf define models of π. Our aim in this section is to
verify that these models contain the compactly-supported elements and to establish
integral transforms relating them. We will see later that such transforms are at the
heart of the spectral identities discussed in §1.
2.7.2. We define for any V ∈ C∞c (N\G,ψ) the integral transform V ∧ : F 2 → C
by
V ∧(ξ, z) :=
∫
y∈F×
|y|−1V (a(y)n′(z))ψ(ξy) dy. (2.15)
For f ∈ π, we may define V ∧f : F 2 → C by the same formula. We note that if V
is supported on the dense open neighborhood NAN ′ of the identity in G, then the
map F× × F ∋ (y, z) 7→ V (a(y)n′(z)) is compactly-supported, and so V ∧ belongs
to the Schwartz space S(F 2).
Lemma 2.2. For f ∈ π and almost all (ξ, z) ∈ F 2, we have
V ∧f (ξ, z) = f(wn(ξ)n
′(z), n′(z)) (2.16)
= |x2 − x1|f(wn(x1), wn(x2)) (2.17)
where
x1 =
ξ
1 + ξz
, x2 =
1
z
, (2.18)
so that
ξ =
x2x1
x2 − x1 , z =
1
x2
. (2.19)
Proof. The first identity follows (for f = f1 ⊗ f2, hence in general) from (2.4), the
second from the readily verified identities
wn(ξ)n′(z) = n(· · · )a( 1
(1 + ξz)2
)wn(x1),
n′(z) = n(1/z)a(1/z2)wn(x2),
x2 − x1 = 1
z(1 + ξz)
and the transformation law (2.1). 
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2.7.3. We verify here that our models contain the compactly-supported elements.
Lemma 2.3. The set {Wf : f ∈ π} contains C∞c (F× × F×).
Proof. This may be deduced from the corresponding property of the Kirillov model
of I(0), or proved in the same way. 
We have recorded lemma 2.3 for motivational purposes; we do not use it directly
in the present work. More relevant for our purposes is the following analogue:
Lemma 2.4. The set {Vf : f ∈ π} contains C∞c (N\G,ψ).
Before giving the proof, we sketch informally why this should be true. Take
f = f1 ⊗ f2, where y 7→ Wf1(a(y)) and z 7→ f2(n′(z)) approximate δ-masses at
y = 1 and z = 0, respectively. Then Vf (a(y)n
′(z)) approximates a δ-mass at
y = 1, z = 0. By taking linear combinations of translates of f , we can approximate
any element of C∞c (N\G,ψ), giving something like the required conclusion.
Proof. Both sets in question are invariant under right translation byG, so we reduce
to verifying that {Vf : f ∈ π} contains every element V of C∞c (N\G,ψ) whose
support is contained in some small neighborhood of the identity. In particular, we
may assume that V is supported on NAN ′, so that V ∧ is Schwartz.
We aim to construct f ∈ π with Vf = V . It is enough to check that V ∧f = V ∧.
It seems simplest to us to use the following Schwartz space parametrization: for
each Φ ∈ S(F 3), there is a unique f ∈ π for which
f(g, n′(z)) = | det g|1/2
∫
r∈F
Φ((0, r)g, z) dr.
Let us compute V ∧f for such an f . First, we specialize (2.11) to see that
Vf (a(y)n
′(z)) = |y|
∫
ξ∈F
f(wn(ξ)n′(z), n′(z))ψ(−ξy) dξ.
Since (0, r)wn(ξ)n′(z) = (r(1 + ξz), rξ), the definition of f then gives
Vf (a(y)n
′(z)) = |y|
∫
ξ,r∈F
Φ(r(1 + ξz), rξ, z)ψ(−ξy) dξ dr,
hence
V ∧f (ξ, z) =
∫
r∈F
Φ(r(1 + ξz), rξ, z) dr.
This formula suggests the choice
Φ(x, y, z) := φ0(x− yz)V ∧( y
x − yz , z) (2.20)
for some φ0 ∈ C∞c (F×) with
∫
r∈F φ0(r) dr = 1. Then V
∧
f = V
∧. 
2.7.4. For V ∈ C∞c (N\G,ψ), we define the integral transform V ♯ : F 2 → C by
the convergent integral
V ♯(x, y) :=
∫
ξ∈F
V ∧(ξ,−x/ξ)ψ(−ξy) dξ. (2.21)
Lemma 2.5. For f ∈ π, we have
Wf (t1, t2) = |t1t2|1/2
∫
x∈F
V ♯f (x,
(t1 + t2)x − t2
x(1 − x) )
dx
|x(1 − x)| . (2.22)
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The RHS of (2.22) does not in general converge absolutely, but may be regular-
ized as in the definition (2.2) of the Whittaker intertwiner, either by analytic contin-
uation with respect to the parameters of the induced representations I(s1)⊗I(s2)
deforming π = I(0) ⊗ I(0), or using smooth dyadic partitions of unity near the
singular points x = 0 and x = 1. Indeed, the proof below will show that the x
and ξ integrals in (2.21) and (2.22) arise via a change of variables from a pair of
Whittaker intertwiners (2.2).
Proof. By the formulas (2.12) and (2.17) relating Wf and V
∧
f to f , we have
Wf (t1, t2) = |t1t2|1/2
∫
x1,x2∈F
ψ(−t1x1 − t2x2)V ∧f (ξ, z)
dx1 dx2
|x2 − x1| , (2.23)
where ξ, z are given by (2.19). We set x := −ξ/x2, so that x1 = ξ/(1−x), x2 = −ξ/x
and
t1x1 + t2x2 = ξ
(t1 + t2)x − t2
x(1 − x) .
The Jacobian calculation |∂(x1, x2)/∂(ξ, z)| = |x2−x1|/|x(1−x)| then yields (2.22).

Remark 2.6. Lemmas 2.4 and 2.5 should hold (in modified form) for any represen-
tation π of G×G of the form π1⊗π2, with π1 generic irreducible and π2 belonging
to the principal series. The proof technique indicated above applies when π1 also
belongs to the principal series (see §12.1); in general, one can argue using the local
functional equation for π1. The case indicated above is the most relevant one for
our applications.
2.8. Pre-Kuznetsov weights.
Definition 2.7. By a pre-Kuznetsov weight h : G∧gen → C, we mean a function for
which there exists φ ∈ C∞c (G) so that
h(σ) =
∑
W∈B(σ)
(
∫
G
W˜φ)W (1) (2.24)
for all σ. In that case, we refer to φ as a kernel for h.
We give several examples of such weights in §3.2. We note the sum (2.24)
converges absolutely and that any such h is holomorphic (§9.1.5). Moreover, if
φ = φ1 ∗ φ2 is the convolution of φ1, φ2 ∈ C∞c (G), then
h(σ) =
∑
W∈B(σ)
(
∫
G
W˜φ1)(
∫
G
Wφι2), φ
ι
2(g) := φ2(g
−1). (2.25)
Remark 2.8. In the archimedean case, one could generalize the above definition to
allow rapidly decaying φ in the sense of [13, p392], but doing so is not necessary
for our purposes.
We record here a cheap construction that is often useful at “bad primes.”
Lemma 2.9. For each compact subset Σ ⊆ G∧gen consisting of unitary representa-
tions, there is a pre-Kuznetsov weight h : G∧gen → C for which
• h(σ) > 0 for all unitary σ ∈ G∧gen, and
• h(σ) > 1 for all σ ∈ Σ.
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Proof. By continuity and compactness, we may assume that Σ = {σ0} is a singleton.
Let W0 ∈ σ0 with W0(1) = 1. By continuity, we may find a small neighborhood U
of the identity in G so that Re(W0(u)) > 1/2 for all u ∈ U . Choose a nonnegative-
valued φ0 ∈ C∞c (U) with
∫
φ0 = 1. Take for φ the convolution φ
∗
0 ∗ φ0, where
φ∗0(g) := φ0(g
−1). Take for h the pre-Kuznetsov weight with kernel φ. Then
h(σ) =
∑
W∈B(σ)
|φ0 ∗W |2(1) > 0.
Moreover, Re(φ0 ∗W0) > 1/2, so likewise h(σ0) > (1/4)‖W0‖−2 > 0. We conclude
by replacing h with a suitable positive multiple. 
Lemma 2.9 has the disadvantage of being ineffective. For instance, invoking it in
the proof of Theorem 1.1 would lead to a weaker form of the estimate (1.1) in which
the implied constant depends in an unspecified manner (rather than polynomially)
upon σ. A more complicated but effective variant will be given below in §13.
2.9. Whittaker vectors.
2.9.1. Let σ be a smooth representation of G (smooth moderate growth Fre´chet
in the archimedean case). The main example here is when σ is the restriction to
G →֒ G×G of π.
By a generalized vector in σ, we mean an element of the algebraic dual of the
contragredient. Any closely related definition (e.g., via negative index Sobolev
spaces as in [39, §2] or [42, §3.2] or §6) would also work for us. We identify σ with
a subspace of the space of generalized vectors. The G-action extends naturally to
this larger space.
By a ψ-Whittaker vector (or simply Whittaker vector when ψ is understood) we
mean a generalized vector v for which n(x)v = ψ(x)v for all x ∈ F .
2.9.2. Given any (smooth) vector v, the formula
Nψv :=
∫
x∈F
ψ(−x)n(x)v dx (2.26)
defines a Whittaker vector in σ. We note that Nψ commutes with G-equivariant
homomorphisms.
2.9.3. Given any φ0 ∈ C∞c (A), the convolution
φ0 ∗Nψv :=
∫
a∈A
φ0(a)aNψv (2.27)
defines an actual vector, i.e., an element of σ. We may give a direct definition of
this vector via the formula
φ0 ∗Nψv =
∫
x∈F
(
∫
u∈F×
φ0(1/u)ψ(−xu)n(x)a(1/u)v du|u| ) dx (2.28)
obtained from (2.27) by writing a = a(1/u) substituting x 7→ xu. The iterated
integral (2.28) converges in the indicated order. (To see this, integrate by parts in
the u-integral with respect to the phase ψ(−xu) in the archimedean case, and use
that v is invariant by an open subgroup of the unit group in the non-archimedean
case.)
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It follows that for any functional ℓ on π that transforms under A with respect
to a character ν, we may canonically define ℓ(Nψv) to be ℓ(φ0 ∗ NψV ) for any φ0
whose Mellin transform takes the value 1 at ν.
2.9.4. We record how Nψ acts on the ψ-Kirillov model of a generic irreducible
representation σ of G. Let W ∈ σ, realized as W : F× → C with the actions
n(x)W (t) = ψ(xt)W (t), a(y)W (t) = W (ty). Then NψW = W (1)δ1, where δ1
denotes the δ-mass at 1 ∈ F×. It follows that
φ0 ∗NψW (t) = φ0(1/t)W (1). (2.29)
2.9.5. For the sake of concreteness, we will work throughout the paper primarily
with the smooth vectors defined by (2.27) rather than the generalized vectors Nψv.
2.10. Admissibility of pre-Kuznetsov weights. We are now prepared to state
the precise form of Theorem 1.5.
Theorem 2.10. Let h : G∧gen → C be a pre-Kuznetsov weight with kernel φ ∈
C∞c (G). Then h is admissible (§2.5). An admissible dual h˜ : A∧ → C is given by
the convergent formulas
h˜(ω) =
∫
t∈F
h♯(t)ω(
1− t
t
)
dt
|t(1− t)|1/2 (2.30)
where
h♯(t) =
∫
x∈F
V ♯(x,
x− t
x(1− x) )
dx
|x(1 − x)| (2.31)
where V ♯ is defined as above in terms of the element V ∈ C∞c (N\G,ψ) defined by
V (g) :=
∫
x∈F
φ(n(x)g)ψ(−x) dx. (2.32)
Proof. Note that
∫
G W˜φ =
∫
N\G W˜V . By lemma 2.4, we may find f0 ∈ π so that
Vf0 = V . Define
Vσ(g) :=
∑
W∈B(σ)
(
∫
N\G
V W˜ )W (g). (2.33)
(See §9.1.5 for details regarding convergence.) Then Vσ(1) = h(σ).
Choose φ0 ∈ C∞c (F×) ∼= C∞c (A) with
∫
A
φ0 = 1, set φ
ι
0(y) := φ0(1/y), and
define (with notation as in §2.9)
f := φι0 ∗Nψf0 ∈ π. (2.34)
In the Kirillov model, we may expand
Wf (t1, t2) =
∫
x∈F
∫
u∈F×
φ0(u)ψ(((t1 + t2)/u− 1)x)Wf0 (t1/u, t2/u) dx
du
|u|
and apply Fourier inversion to see that
Wf (t1, t2) = φ0(t1 + t2)Wf0(
t1
t1 + t2
,
t2
t1 + t2
). (2.35)
For each σ, the projection (Vf )σ defined by analogy to (2.33) is given by
(Vf )σ(a(y)) = φ0(y)(Vf0 )σ(1), (2.36)
by (2.29). Thus
ℓσ(f) = (Vf0 )σ(1) = h(σ). (2.37)
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It remains only to verify the required formula for ℓω(f). By definition,
ℓω(f) =
∫
t1,t2
ω(t1/t2)Wf (t1, t2)
dt1 dt2
|t1t2| =
∫
s,t
ω(s)Wf (st, t)
ds dt
|st| .
Inserting (2.35) gives
ℓω(f) =
∫
s,t
ω(s)φ0((s+ 1)t)Wf0(
s
1 + s
,
1
s+ 1
)
ds dt
|st| . (2.38)
Invoking the normalization of φ0, the above integral simplifies to∫
s
ω(s)Wf0 (
s
s+ 1
,
1
s+ 1
)
ds
|s| .
The substitution s := 1/(1− t) then yields∫
t
ω(
1− t
t
)Wf0 (1− t, t)
dt
|t(1− t)| .
We evaluate Wf0 using (2.22) to arrive at (2.30). The convergence in each step
above follows from that of the Hecke integrals ℓω(f). 
Remark 2.11. One can verify, using the Whittaker–Plancherel theorem for G, that∫
unitary σ∈G∧gen
|h(σ)|2 =
∫
unitary ω∈A∧
|h˜(ω)|2, (2.39)
where the integrals are taken with respect to the Plancherel measures dual to the
measures defined on G and A, respectively.
Remark 2.12. A pre-Kuznetsov weight h typically admits many kernels φ, so the
reader may find it unnatural that h˜ is expressed in terms of φ rather than h. One
can express h˜ directly in terms of the Bessel transform Jh(g) :=
∫
σ
h(σ)Jσ(g), where
Jσ(g) denotes the Bessel distribution
∑
W∈B(σ) W˜ (1)W (g), but our experience sug-
gests that it is more efficient to pass first through φ.
3. Local estimates for short families
3.1. Families. Here we record some notation for referring in a unified manner to
families of representations corresponding to “short” families of automorphic forms,
such as
• for a large positive real T , the set of Maass forms of eigenvalue 1/4 + t2
for some t ∈ [T − 1, T + 1] (corresponding below to the family ΣR(ω) with
ω = |.|iT ), or
• for a large prime p, the set of twists by the quadratic character (·|p) of a
newform on SL2(Z) or Γ0(p) (corresponding below to the family ΣQp(ω),
with ω a ramified quadratic character of Q×p ).
Let F be a local field. We call a character χ of F× analytically unramified if
• F is non-archimedean and χ is unramified in the usual sense (trivial re-
striction to the unit group), or
• F is archimedean and χ = |.|s for some s ∈ C with |Im(s)| 6 1.
For a character χ of F×, let ΩF (χ) denote the set of characters ω of F
× for which
the ratio ω/χ is analytically unramified, and let ΣF (χ) denote the set of irreducible
representations σ of PGL2(F ) for which there exists ω ∈ ΩF (χ) so that either
• σ is the principal series representation I(ω) induced by ω (§1.8.6), or
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• F is non-archimedean, ω is quadratic and σ is the twist by ω of the Steinberg
representation of G (thus σ is the unique irreducible subrepresentation of
I(ω|.|1/2)).
3.2. Construction of suitable weights. Let F be a local field, let ψ be a non-
trivial unitary character of F , and let χ be a unitary character of F×. We denote by
Q := C(χ) its analytic conductor. We aim to construct a pre-Kuznetsov weight h
that is nonnegative on unitary representations and uniformly bounded from below
on the family ΣF (χ).
We give the construction of h separately in the non-archimedean and archimedean
cases, but the reader will notice very close parallels.
3.2.1. Non-archimedean case. Suppose that F is non-archimedean. We assume in
this case that χ is ramified, so that Q ∈ {q, q2, q3, . . . }. We assume also that ψ
is unramified; this last assumption simplifies slightly the construction, but has no
effect on the subsequent estimates, as explained in §2.4.
Let J 6 G denote the compact open subgroup consisting of elements of the form
g = n(x)a(y)n′(z) with |x| 6 1, |y| = 1, |z| 6 1/Q.
We note that vol(J) = ζF (1)/Q.
Let χJ denote the character of J given by n(x)a(y)n
′(z) 7→ χ(y).
Define φ ∈ C∞c (G) to be supported on J and given there by χ−1J .
Let h : G∧gen → C denote the pre-Kuznetsov weight with kernel φ.
3.2.2. Archimedean case. Suppose now that F is archimedean, thus F = R or
F = C.
We take α0 ∈ (0, 1) sufficiently small but fixed, and then take α1 ∈ (0, 1) fixed
but small enough in terms of α0. We set
J := {n(x)a(y)n′(z) : |x|, |y − 1|, Q|z| 6 α1} , (3.1)
and note that vol(J) ≍ 1/Q.
We take for φ0 ∈ C∞c (G) a “smoothened characteristic function of J ,” by which
we mean more precisely an element with the following properties:
• φ0 is supported in J , and nonnegative.
• ∫G φ0 ≍ vol(J).
• For any fixed multi-indices α, β, γ ∈ Z[F :R]>0 ,
∂αx ∂
β
y ∂
γ
z φ0(n(x)a(y)n
′(z))≪ Q|γ|.
Here the partial derivatives are the usual ones when F = R and are given
by differentiating with respect to the real and imaginary coordinates when
F = C. Here |γ| =∑16j6[F :R] |γj |, as usual.
Such an element exists (e.g., take a product of suitably rescaled bump functions of
the coordinates x, y, z).
Let χJ denote the function on J given by n(x)a(y)n
′(z) 7→ χ(y).
We may define the multiple φ1 := χ
−1
J φ0 ∈ C∞c (G) of φ0. Let φ∗1(g) := φ1(g−1)
denote its adjoint, and define the convolution product φ := vol(J)−1φ∗1 ∗ φ1 ∈
C∞c (G).
Let h denote the pre-Kuznetsov weight with kernel φ.
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3.3. Lower bounds for weights.
Theorem 3.1. Fix ϑ ∈ [0, 1/2). Let h be as in §3.2.1 (F non-archimedean, χ
ramified) or §3.2.2 (F archimedean, χ general). Let σ ∈ G∧gen be unitary.
(i) We have h(σ) > 0.
(ii) If σ is ϑ-tempered (§1.8.7) and belongs to ΣF (χ), then h(σ)≫ϑ 1/Q.
(iii) If F is non-archimedean and σ is unramified, then h(σ) = 0.
Proof in the non-archimedean case. Since χJ is a character of J , the normalized
element vol(J)−1φ defines an idempotent in the convolution algebra C∞c (G). Thus
h(σ) > 0. More precisely, by (2.24), we see that h(σ) is the sum of vol(J)|W (1)|2
taken over W in an orthonormal basis for the space
σχJ := {W ∈ σ : gW = χJ(g)W for all g ∈ J}.
We now determine a criterion for when σχJ is nontrivial (see [44, Lem 22] for a
related argument). We verify readily that the image of σχJ under the twisting map
σ → σ ⊗ χ−1 consists of all vectors transforming under the group
K0(Q) := {
(
a b
c d
)
: |a| = |d| = 1, |b| 6 1, |d| 6 1/Q} 6 GL2(F )
via the character (
a b
c d
)
7→ χ−2(d).
By newvector theory, it follows that
σχJ 6= {0} ⇐⇒ C(σ ⊗ χ−1) 6 Q = C(χ). (3.2)
Assertion (iii) follows: under its hypotheses, we have C(σ ⊗ χ−1) = C(χ−1)2 =
Q2 > Q, so σχJ = {0} and thus h(σ) = 0.
Since vol(J) ≍ 1/Q, the proof of the remaining assertions will be complete once
we show that for each ϑ-tempered σ ∈ ΣF (χ) that there is a nonzero W ∈ σχJ
with |W (1)| ≫ϑ ‖W‖. If σ belongs to the principal series, then σ = I(χη) with η
unramified, so C(σ ⊗ χ−1) = C(η)C(χ−2η−1) = C(χ−2) 6 C(χ) (see [55, p8]). If
σ is a twist of Steinberg, then σ is an irreducible subrepresentation of I(|.|1/2χη)
with η unramified, so C(σ ⊗ χ−1) = q 6 C(χ) (see loc. cit.). In either case, the
inequality in (3.2) holds, and so σχJ 6= 0.
The proof of the criterion (3.2) shows moreover that if σ ∈ ΣF (χ), then σχJ
contains the inverse image of a newvector W under the map σ → σ′ for some
unitary twist σ′ of σ. As recalled in §7.2, we have ‖W‖2 = |W (1)|2L(adσ′, 1)/ζF (2)
for any suchW . Since σ and hence also σ′ is ϑ-tempered, we have L(adσ′, 1) ≍ϑ 1,
thusW (1)≫ϑ ‖W‖. (The parameter ϑ is relevant only when σ is a quadratic twist
of a non-tempered unramified representation, since otherwise both representations
are tempered.) The twisting map σ → σ′ is unitary, so the inverse image of W has
the same norm as W , and the required lower bound W (1)≫ϑ ‖W‖ follows. 
Proof in the archimedean case. (We note that the results proved here are not used
in the present paper, but should be of direct use in future work.) We have
h(σ) = vol(J)−1
∑
W∈B(σ)
|φ1 ∗W (1)|2, (3.3)
so h(σ) > 0. Suppose now that σ ∈ ΣF (χ). Since vol(J) ≍ 1/Q, it suffices to show
that there is a unit vector W ∈ σ with |φ∗1 ∗W (1)| ≫ 1/Q. The proof will be very
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similar to that given above in the non-archimedean case, but making use of the
“analytic newvector theory” given in §B rather than the “usual” newvector theory.
The reader might wish to skim §B before proceeding.
Set σ′ := σ ⊗ χ−1. We may assume α0 taken small enough that Theorem B.1
holds with δ = 1/2 and ε = α0. Let W
′ ∈ σ′ denote the unit vector produced by
that result, and let W ∈ σ denote the inverse image of W ′. With notation as in
§B, set
J ′ := K1(C(σ
′), C(ωσ′ω
−1), α0) ⊆ GL2(F ).
The conclusion of Theorem B.1 then reads
|W ′(g)− ηχ−2 (g)| 6 1/2 for all g ∈ J ′. (3.4)
The central character ωσ′ is χ
−2, so with ω := χ−2 we have C(ωσ′ω
−1) ≪ 1
(perhaps equal to 1, depending upon one’s convention). We may write σ as the
normalized induction of some character η of F×, with η/χ analytically unramified.
From this it follows that C(σ′) = C(η/χ)C(η−1/χ) ≍ C(χ−2) ≍ Q. Since α1 is
small in terms of α0, we see that J is contained in the image of J
′ under the quotient
map GL2(F )։ G. In other words, each g ∈ J admits a lift g˜ ∈ J ′.
We note also that the product χ(det g)ηχ−2(g), defined initially for g ∈ J ′,
descends to a well-defined function of g ∈ J . More precisely, by lifting g =
n(x)a(y)n′(z) to the matrix
g˜ =
(
1 x
1
)(
y
1
)(
1
z 1
)
=
(
y + xz x
z 1
)
∈ GL2(F )
we see that
χ(det g)ηχ−2 (g) = χJ (g) (3.5)
Since W (g) = χ(det g)W ′(g), we deduce that
|W (g)− χJ(g)| 6 1/2 for all g ∈ J. (3.6)
Expanding out
φ1 ∗W (1) =
∫
g∈G
φ0(g)χ
−1
J (g)W (g), (3.7)
it follows that
|φ1 ∗W (1)−
∫
G
φ0| 6 (1/2)
∫
G
φ0, (3.8)
hence that |φ1 ∗W (1)| > (1/2)
∫
G φ0 ≫ 1/Q, as required. 
3.4. Upper bounds for dual weights. Let h˜ denote the dual admissible weight
furnished by Theorem 2.10, and let ω be a unitary character of F× ∼= A. We aim
to estimate h˜(ω).
We do this in the case that F is non-archimedean and, as before, χ is ramified
and ψ is unramified. This case is the relevant one for our immediate applications.
It should be possible to carry out analogous archimedean calculations, but we leave
those for future work.
We assume moreover that F is of characteristic zero, since it will be convenient
in some proofs to refer to the exponential map without fuss. This case is anyway
the relevant one in applications to the subconvexity problem.
Definition 3.2. We say that the pair (χ, ω) is atypical if
• q is odd and sufficiently large in terms of the degree of F ,
• −1 is a square in o/p,
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• C(χ) > q3, say C(χ) = qα+α′ with 1 6 α 6 α′ 6 α+ 1,
• C(ω) = C(χ), and
• the class ξ ∈ o×/(1 + pα′) characterized by ω(exp(a)) = χ(exp(ξa)) for
a ∈ pα satisfies 1 + 4ξ2 ∈ p.
We note that (χ, ω) is atypical if and only if (χ, ω−1) is atypical.
Proposition 3.3. Let ω be a unitary character of F× ∼= A.
(i) If C(ω) = 1, then h˜(ω)≪ 1.
(ii) If C(ω) > Q, then h˜(ω) = 0.
(iii) If 1 < C(ω) 6 Q, then h˜(ω)≪ 1/Q unless (χ, ω) is atypical.
(iv) Suppose that (χ, ω) is atypical. Let α and ξ be as above. Then
h˜(ω)≪ Nα(ξ)
Q
·
{
q1/2 if C(χ) = q2α+1,
1 if C(χ) = q2α,
(3.9)
where Nα(ξ) := #{τ ∈ o/pα : ξ2τ2 − τ − 1 ≡ 0}.
Note the similarity between these estimates and those of [47, §3].
Proof. Define V in terms of φ as in §2.10. Then
V (a(y)n′(z)) = 1|y|=11|z|61/Qχ(y), (3.10)
and so
V ∧(ξ, z) = 1|z|61/Q
∫
y
1|y|=1χ(y)ψ(ξy) dy. (3.11)
Standard properties of Gauss sums imply that this last integral vanishes unless
|ξ| = Q. Thus
V ∧(ξ,−x/ξ) = 1|x|61
∫
y
1|y|=1χ(y)ψ(ξy) dy (3.12)
and so by Fourier inversion,
V ♯(x, y) = 1|x|611|y|=1χ(y). (3.13)
Theorem 2.10 now gives
h˜(ω) =
∫
x,t∈F :
|x|61,
|t−x|=|x(1−x)|
ω
(
1− t
t
)
χ
(
x− t
x(1 − x)
)
dt dx
|t(1− t)|1/2|x(1 − x)| . (3.14)
Observe that the support conditions imply that at least one of the following pair
of conditions holds:
• |x| = |t| = 1
• |1− x| = |1− t| = 1
(For instance, if |x| < 1 and |1 − t| < 1, then |t| = 1 = |1 − x|, thus 1 = |t− x| =
|x| < 1, contradiction.) The two pairs of conditions are swapped by the substitution
x 7→ 1− x, t 7→ 1− t, which also swaps ω with ω−1. Thus
|h˜(ω)| 6 |ρ(ω)|+ |ρ(ω−1)|+ |ρ′(ω)|
where
ρ(ω) :=
∫
x,t∈F :
|x|61,
|t−x|=|x(1−x)|,
|1−x|=|1−t|=1
ω
(
1− t
t
)
χ
(
x− t
x(1 − x)
)
dt dx
|t(1− t)|1/2|x(1 − x)| . (3.15)
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and ρ′ is defined similarly but with the additional conditions |x| = |t| = 1. We
thereby reduce to bounding ρ(ω) and ρ′(ω).
We introduce the new variables u := x/t, v := 1/x, so that x = 1/v, t = 1/uv.
We compute that |∂(x, t)/∂(u, v)| = 1/|u2v3| = |t2x|, from which it follows that
dt dx
|t(1− t)|1/2|x(1 − x)| =
∣∣∣∣ uvuv − 1
∣∣∣∣1/2 ∣∣∣∣ vv − 1
∣∣∣∣ du dv|uv|3/2 , (3.16)
thus
ρ(ω) =
∫
u,v∈F :
|u−1|=|u|,
|v−1|=|v|,
|uv−1|=|uv|
ω (uv − 1)χ
(
1− 1/u
1− 1/v
)
du dv
|uv|3/2 . (3.17)
(Compare with the exponential sums occurring in [18, 45, 47].) The integration
conditions force |u|, |v| > 1, so we may split the integral dyadically as
ρ(ω) =
∑
U,V ∈{1,q,q2,... }
(UV )−1/2ρU,V ,
where
ρU,V :=
∫
u,v∈F :
|u−1|=|u|=U,
|v−1|=|v|=V,
|uv−1|=UV
ω (uv − 1)χ
(
1− 1/u
1− 1/v
)
du dv
|uv| . (3.18)
We note that ρ′(ω) = ρ1,1. Our task thereby reduces to estimating the dyadic
integrals ρU,V suitably. We record proofs of adequate estimates in Appendix A. 
4. Reduction of the proofs of the main applications
Here we record the essential parts of the proofs of our main applications, Theo-
rems 1.1 and 1.6.
More precisely, – that is to say, assuming that the basic identity (1.8) holds and
ignoring the degenerate terms (· · · ), whose definition and treatment we postpone.
4.1. The case of Theorem 1.1. Let F be a number field and ψ a nontrivial
unitary character of A/F . Let σ0 be either a cuspidal automorphic representation
of PGL2(A) or a unitary Eisenstein series. Let χ be a quadratic character of A
×/F×,
with analytic conductor Q := C(χ). We regard σ0 as fixed. We explain first how
to prove the estimate
L(σ0 ⊗ χ, 1/2)≪ Q1/3+ε, (4.1)
with polynomial dependence of the implied constant upon C(σ0). We will do so
using (1.8), the lower bounds established for various hp, and the upper bounds
established for various h˜p.
It suffices to consider the following cases:
• σ0 is cuspidal.
• σ0 = Eis∗(I(0)), i.e., σ0 is the unitary Eisenstein series with degenerate
parameter for which L(σ0, s) = ζF (s)
2. In that case, we use the standard
estimate
L(χ, 1/2)6 ≪ Qε
∫
t∈R:|t|61
t2|L(χ, 1/2 + it)|6 dt, (4.2)
which may be deduced (in sharper forms) via the convexity bound for the
derivatives of t 7→ L(χ, 1/2 + it). (The exponents 2 and 6 are not special.)
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Let S0 denote the set consisting of all infinite places of F together with all finite
places at which σ0 ramifies. Let S1 denote the set of finite places not in S0 at which
χ ramifies. Set S := S0∪S1. The consequence exp(#S)≪ Qε of the divisor bound
may be used to control products of implied constants indexed by S. We note also
that, thanks to any fixed bound ϑ < 1/2 towards Ramanujan, any local L-factor
appearing on either side of (1.8) is exp(O(1)). These observations imply that any
product of such factors taken over p ∈ S is of size Qo(1) as Q→∞.
To each p ∈ S we attach an admissible weight hp, as follows:
• Let p ∈ S0. By lemma 2.9, we may find hp nonnegative on unitary rep-
resentations and bounded from below by 1 on the local component σ0,p
together with each of its quadratic twists. If σ = Eis∗(I(0)), we may as-
sume moreover that hp is > 1 on {Ip(it) : |t| 6 1}, where Ip(it) denotes
the corresponding induced representation of PGL2(Fp). We then bound
the dual h˜p crudely via lemma 2.1.
The arguments just recorded do not quite suffice for our purposes: they
lead to estimates (4.1) with an unspecified dependence upon σ0. The re-
quired polynomial dependence follows from the slightly finer arguments
given below in §13.
• For p ∈ S1, our assumptions imply that χp is ramified. We construct hp as
in §3.2 to majorize the family ΣFp(χp), and estimate the dual h˜p via §3.4.
By (4.2), the lower bounds for hp proved in §3.3, and standard upper bounds for
L(S),∗(σ × σ, 1), we have
L(σ0 ⊗ χ, 1/2)3 ≪σ0 Q1+ε
∫
σ:generic,
unram. outside S
L(S)(σ, 1/2)3
L(S),∗(σ × σ, 1)
∏
p∈S
hp(σp). (4.3)
By the precise form of Theorem 2.10 stated below in §11.3, the integral on the RHS
of (4.3) is equal to a degenerate term (· · · ) plus∫
ω:unitary,
unram. outside S
|L(S)(ω, 1/2)|4
ζ
(S),∗
F (1)
2
∏
p∈S
h˜p(ωp), (4.4)
at least if ψp is unramified for all p ∈ S; in general, the indicated relation holds up
to a scalar ≍ 1, by the remarks of §2.4.
By the upper bounds for h˜p noted above, we may majorize (4.4) by
Q−1+ε
∫
ω:unitary,
unram. outside S,
C(ωp)≪1 for finite p∈S0,
C(ωp)6C(χp) for p∈S1
|L(ω, 1/2)|4
∏
infinite p
C(ωp)
−d (4.5)
for any fixed d, which we take sufficiently large.
We claim that (4.5) is ≪ Q2ε. To see this, it suffices to show for any collection
(Xp)p of parameters Xp > 1, with Xp = 1 for almost all p and Xp belonging to the
value group of Fp for all p, that∫
ω:unitary,
C(ωp)6Xp for all p
|L(ω, 1/2)|4 ≪ (
∏
p
Xp)
1+ε. (4.6)
Such an estimate is implicit in work of Han Wu [62] on the subconvexity problem for
the L-functions L(ω, 1/2). Wu gives a geometric proof, using unipotent translates
of Eisenstein series as in Sarnak [54] and Michel–Venkatesh [39], of bounds for
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amplified fourth moments of L(ω, 1/2) over families as in (4.6). Omitting the
amplifier, his arguments give the required estimate. In fact, such arguments may
be understood as special cases of (1.8) in which the cubic moment side is particularly
simple, so it should be instructive in future work to revisit those cases from this
perspective.
We verify below in §14, §15 that the degenerate term (· · · ) in (1.8) satisfies the
estimate (· · · ) ≪ Qε. (Morally, this corresponds “up to logarithms” to the fact
that the kernels φp used to define hp for p ∈ S1 satisfy φp(1)≪ 1.) Assuming this,
the required bound for L(σ0 ⊗ ω, 1/2) follows.
4.2. The case of Theorem 1.6. Recall that χ is a character of A×/F× with χ∞
trivial and finite conductor cubefree. We define S = S0 ∪ S1, with S0 the set of
archimedean places and S1 the set of finite places at which χ ramifies. For p ∈ S0,
we choose hp to be nonnegative on unitary representations and bounded from below
by 1 on {Ip(it) : |t| 6 1}. For p ∈ S1, we choose hp as in §3.2 to majorize ΣFp(χp).
We then argue exactly as in §4.1. The cubefree hypothesis ensures that we avoid
the atypical case of Proposition 3.3 when we estimate h˜p for p ∈ S1.
Part 2. Preliminaries
We recall here the basic local and global theory relevant for studying L-functions
on PGL2 via their (regularized) integral representations, together with some ba-
sics concerning automorphic forms and their (regularized) spectral expansions. As
general references, we mention [16, 39, 19, 10, 28, 26, 20].
5. Regularized integration
We record a notion of regularized integration, adapted from [39, §4.3] (see also
[65, 64]), that is adequate for our purposes.
5.1. Regularizable functions. Let A be a locally compact abelian group, but
not a finite group. Let X be an A-space, equipped with an invariant measure µ. We
say that a measurable function f : X → C is regularizable (with respect to µ and
A) if there is a bounded variation complex Borel measure r on A, with
∫
A
r 6= 0, so
that the convolution r ∗ f lies in L1(X,µ); the regularized integral is then defined
to be the ratio ∫ reg
X
f dµ :=
∫
X
r ∗ f∫
A r
.
The definition is independent of the choice of r, and defines an A-invariant func-
tional on the space of regularizable functions on X . This notion of regularized
integration generalizes those cited above, but applies a bit more generally, e.g., to
the integrals used to define Whittaker functions of principal series representations.
The definition extends with the evident modifications to the case that µ is quasi-
invariant, i.e., transforms under A with respect to a character.
5.2. Finite functions. A finite function φ : X → C is one whose A-translates
span a finite-dimensional space 〈Aφ〉; if that space does not contain the trivial
representation of A, then φ is called admissible. An exponent χ of a finite function
φ is a character of A that arises as a generalized eigenvalue for the action of A on
〈Aφ〉.
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We say that f is strongly regularizable if there is a finite cover X = ∪Ui and
admissible finite functions ϕi on X so that f − ϕi is µ-integrable on Ui; in that
case, f is regularizable.
5.3. Holomorphy criteria. Given a family of integrable functions fs depending
pointwise holomorphically upon a complex parameter s, a standard criterion for
their integrals
∫
fs to vary holomorphically is that |fs| 6 h for some integrable
function h. This criterion may be applied locally in s.
We have a similar criterion for regularized integrals, which may also be applied
locally:
Lemma 5.1. Suppose given a complex manifold M and a family of measurable func-
tions fs : X → C indexed by s ∈ M that vary pointwise holomorphically (i.e., for
each x ∈ X, the map s 7→ fs(x) is holomorphic). Suppose that we may find
• a finite cover X = ∪ni=1Ui,
• admissible finite functions ϕi,s on X that vary pointwise holomorphically,
and
• integrable functions hi on Ui so that |fs − ϕi,s| 6 hi.
Assume that there exists r > 0 so that for each i and each s, the dimension of
the span of the A-translates of ϕi,s is bounded by r. Then each fs is strongly
regularizable and the map M ∋ s 7→ ∫ regX fs dµ is holomorphic.
Proof. Since A is infinite, we may find distinct elements a1, . . . , ar+2 ∈ A. For
each i ∈ {1..n} and s ∈M , consider the system of linear equations in the variables
ci1(s), . . . , c
i
r+2(s) ∈ C given by ∑
j
cij(s) = 1,
∑
j
cij(s)ϕi,s(ajx) = 0 for all x ∈ X.
The assumption on the dimension of the span of the translates of the ϕi,s implies
that there are more variables than independent equations. The assumption that ϕi,s
is admissible implies then that the system is solvable for each s. By passing to an
open subset of M , we may find a specific invertible minor in the matrix describing
this system and hence a family of solutions cij(s) that vary holomorphically with
s. Having chosen one such family, let κis denote the measure on A given by the
linear combination of point masses
∑
j c
i
j(s)δaj . Take for κs := κ
1
s ∗ · · · ∗ κns their
convolution product. Then
∫
κs = 1, while each convolution κs ∗ ϕi,s vanishes.
Thus κs ∗ fs is integrable and∫ reg
X
fs dµ =
∫
X
(κs ∗ fs) dµ. (5.1)
Moreover, |κs ∗fs| is bounded on Ui, locally uniformly in s, by a linear combination
of hi and its translates. Thus the standard criterion implies that the RHS of (5.1)
is holomorphic in s. 
5.4. Main examples. We will apply these notions primarily when either
• A is the multiplicative group of a local field F and X = A, or
• A is the multiplicative group A× of the adele ring A of a global field F and
X = A×/F×,
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equipped with suitable Haar measures. In either case, a convenient cover is given by
X = U∞∪U0 with U∞ := {x ∈ X : |x| > 1} and U0 := {x ∈ X : |x| < 1}. The finite
functions are the linear combinations of functions of the form y 7→ χ(y) logm−1 |y|
for some character χ of X and some positive integerm. If f is strongly regularizable
(with respect to this cover), then its regularized integral may be defined as above
using convolution, or (as noted in [39, §4.3]) in other equivalent ways:
• By truncation: We may write ∫x∈X:1/T6|x|6T f(x) dµ(x) as the sum g(T )+
h(T ), where g is an admissible finite function on the value group {|x| : x ∈
X} and h(T ) has a limit as T →∞; then ∫ reg
X
f = limT→∞ h(T ).
• By meromorphic continuation: The integrals ∫x∈U∞ f(x)|x|s dµ(x) and∫
x∈U0
f(x)|x|s dµ(x) converge absolutely for Re(s) sufficiently negative and
positive, respectively. They extend meromorphically to functions F∞, F0
on the complex plane for which
∫ reg
X
f = F∞(0) + F0(0).
Alternatively, we may find an admissible finite function φ∞ so that the
integral F (s) :=
∫
x∈X
(f − φ∞)(x)|x|s dµ(x) converges absolutely for Re(s)
sufficiently large. Then F continues meromorphically to the complex plane,
and ∫ reg
X
f = F (0). (5.2)
6. Norms on representations
Let F be a local field. Let G be a reductive group over F . (The groups GL1(F ),
PGL2(F ) and products thereof are the relevant ones for this paper.) Our aim in
this section is to define a system of Sobolev norms Sd (d ∈ R) on certain represen-
tations σ of G. Michel–Venkatesh [39, §2] constructed a suitable system when the
representation σ is unitary. It will be important for us to work with non-unitary
representations (possibly far from the “tempered axis”), so we give a more general
construction sufficient for our aims.
We will often use these norms to estimate linear functionals ℓ : σ → C by as-
serting that ℓ(v)≪ Sd(v) for some fixed d. In the archimedean case, the existence
of such an estimate is equivalent to the continuity of ℓ. In the non-archimedean
case (where our conventions imply that any linear functional is continuous), such
estimates should be understood informally as asserting that ℓ(v) is bounded poly-
nomially with respect to the ramification of v. The purpose of these norms is to
give a convenient way to formulate such estimates uniformly as the representation σ
and the underlying local field F vary. We use them in this paper primarily to verify
that certain estimates (e.g., (1.1)) depend polynomially upon auxiliary parameters.
6.1. Setting. We assume that G comes equipped with a faithful linear represen-
tation G →֒ SLr(F ) and a maximal compact subgroup K. In the non-archimedean
case, we assume that K is special and contains G ∩ GLr(o). We assume given a
Haar measure dk on K of volume ≍ 1 (e.g., the probability Haar).
Let P =MU be a parabolic subgroup of G, with Levi M and unipotent radical
U . Let χ0 be an irreducible unitary representation ofM , with inner product 〈, 〉 and
norm ‖.‖. We may then define the normalized induction σ0 := IndGP (χ0), consisting
of smooth f : G → χ0 satisfying f(nmg) = δ1/2P (m)χ0(m)f(g). It is a unitary
representation with respect to the inner product 〈f1, f2〉 :=
∫
k∈K〈f1(k), f2(k)〉 dk.
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By the decomposition G = PK, we see that restriction to K identifies the restricted
representation σ0|K with IndKM∩K(χ0|M∩K).
Let θ : M → R×+ be a positive-valued character of M . We may then form the
twisted representation χ := χ0 ⊗ θ of M and its induction σ := IndGP (χ). We
regard χ as the same underlying space as χ0, but with a modified action. Since θ is
positive-valued and M ∩K is compact, the representations χ and χ0 have the same
restrictions to M ∩K, hence their inductions σ and σ0 have the same restrictions
to K. We equip σ with the inner product 〈, 〉 and norm ‖.‖ transferred from σ0.
The inner product on σ is thus K-invariant, but not in general G-invariant.
We note that if G is a quasi-split classical group (e.g., if G = GLr(F )), then each
generic irreducible representation σ is known to arise (essentially uniquely) from
the above construction with χ0 tempered and θ strictly dominant (see the second
paragraph of [35], or [33, 58]).
6.2. Construction of the Sobolev norms. We now define Sobolev norms Sd
on σ. In summary, we first apply (a slight modification of) the construction of
[39, §2] to obtain such norms on σ0. We then transfer those norms to σ via the
K-equivariant identification σ ∼= σ0.
We formulate the construction in terms of K-types. Let K∧ denote the set of
isomorphism classes of irreducible representations of K. For ν ∈ K∧, we denote by
σν the ν-isotypic component of σ. The notation applies also to σ0, and we have
σν0 = σ
ν as representations of K.
For each ν ∈ K∧ such that σν 6= {0}, we define a scalar Nσν > 1 as follows. In
the non-archimedean case, we define for n > 0 the principal congruence subgroup
K[n] := G ∩ {g ∈ GLr(o) : g ≡ 1(pn)}
of K. We set
Nσν := q
n
if n > 0 is the smallest nonnegative integer such that K[n] acts trivially on ν. In
the archimedean case, we fix an orthonormal basis {xi}∪{yj} for g := Lie(G) with
respect to the trace pairing derived from the given linear embedding, where the
xi ∈ k and yj ∈ p belong to summands of the Cartan decomposition g = k⊕ p. The
corresponding Casimir elements for G and K are then given by CG = −
∑
i x
2
i +∑
j y
2
j and CK = −
∑
i x
2
i . The subspaces σ
ν and σν0 are eigenspaces for the actions
of these Casimir elements. We write cσ, cσ0 for the corresponding eigenvalues of CG
and cν for that of CK . Set
∆G := −
∑
i
x2i −
∑
j
y2j = −CG + 2CK . (6.1)
Since σ0 is unitary, the element ∆G acts on σ0 by a positive-definite operator, as
do its summands −∑i x2i and −∑j y2j . It follows that the quantities cν , cν − cσ0
and −cσ0 + 2cν are nonnegative. We set
Nσν := (1− cσ0 + 2cν)1/2 ∈ R>1. (6.2)
In other words, Nσν is the eigenvalue for (1 + ∆G)
1/2 on σν0 . In either case, we
define for d ∈ R the Sobolev norm Sd on σ by the rule
Sd(v)2 :=
∑
ν
N2dσν‖vν‖2, (6.3)
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where v =
∑
ν vν is the decomposition of the (smooth) vector v ∈ σ into K-isotypic
components. In the non-archimedean case, this is really a finite sum, while in the
archimedean case the sum converges in the natural Fre´chet topology on σ.
Remark 6.1. The norms Sd coincide with those defined in [39, §2] when σ = σ0,
except for a slight difference in normalization (our Sd is the “Sd/2” of [39, §2]
when F is archimedean). In the non-archimedean case, the construction of [39,
§2] refers only to the restriction of σ to K, hence applies directly even when σ is
non-unitary. The subtlety in the archimedean case responsible for the roundabout
definition given above is that the operator σ(∆G) need not be positive-definite, or
even self-adjoint. For that definition to be useful in practice, we still need to control
the operator σ(∆G) and the norms Sd in terms of one another, or in other words,
to compare the eigenvalues of σ(∆G) and σ0(∆G) on their common eigenspaces
σν0
∼= σν0 . The required comparison is given below in lemma 6.4.
Remark 6.2. When σ is a non-tempered unitary representation, the norms defined
here typically differ from those defined in [39, §2].
Remark 6.3. We note that in the archimedean case, the seminorms Sd define the
natural Fre´chet topology on σ. Thus the continuous functionals ℓ : σ → C are
precisely those for which |ℓ(v)| 6 CSd for some C and d.
6.3. Norms on Schwartz spaces. Here we define Sobolev norms Sd (d ∈ R) on
the Schwartz spaces S(F r) (r > 1). These may be obtained by adapting the above
construction to standard representations of Heisenberg groups, but it seems simpler
for our purposes to give the definition more directly.
We assume given a nontrivial unitary character ψ of F , hence a Haar measure
on F and on F r.
In the archimedean case, we choose a basis for F over R to identify F r with
R[F :R]r. We write x ∈ F r in coordinates as x = (x1, . . . , x[F :Q]) For multi-indices
α, β ∈ Z[F :R]>0 , we denote by Mα the function S(F r) ∋ x 7→
∏[F :R]
j=1 x
αj
j and by ∂
β
the differential operator
∏[F :R]
j=1
∂
∂xj
. For φ ∈ S(F r), we then define Sd(φ) to be the
sum, over all multi-indices α, β ∈ Z[F :R]>0 with
∑
αi+
∑
βj 6 d, of ‖Mα∂βφ‖L2(F r).
We turn to the non-archimedean case. Choose an unramified character ψ0 of F .
For x, y ∈ or and φ ∈ S(F r), define (x, y) · φ ∈ S(F r) by the formula (x, y) · f(z) =
φ(z+x)ψ0(yz). This defines an action of the compact group o
2r on S(F r). Each φ ∈
S(F r) may be decomposed accordingly as a finite sum φ =∑φν , where ν runs over
the characters of o2r. We defineNν := q
n if n > 0 is the smallest nonnegative integer
for which ν has trivial restriction to (pn)⊕2r, and set Sd(φ)2 :=
∑
ν N
2d
ν ‖φν‖2L2(F r).
Explicitly, we may write each φ ∈ S(F r) uniquely as a linear combination φ =∑
x,ξ c(x, ξ)φx,ξ of the functions φx,ξ ∈ S(F r) defined for x, ξ ∈ F r/or by φx,ξ(y) :=
1x+o(y)ψ0(ξy), and we have Sd(φ)2 =
∑
x,ξmax(1, |x1|, . . . , |ξr|)2|c(x, ξ)|2.
Many of the results stated below for the norms Sd attached above to represen-
tations of reductive groups hold with minor modifications for the norms Sd defined
here on Schwartz spaces.
6.4. Uniformity. For the estimates stated below, we assume given a fixed number
field F, a fixed reductive group G over F with a fixed linear embedding G →֒ GLr
from which the local field F , the group G and its linear embedding G →֒ GLr(F )
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arise as local components at some place p of F. Implied constants are thus allowed
to depend upon F and G, but not upon F or G.
In the case that F is archimedean, we assume that θ belongs to a fixed bounded
collection Θ of positive-valued characters of M . For instance, if G = PGL2(F ) and
M = A ∼= F×, then θ = |.|c for some c ∈ R, and we may define Θ by requiring that
|c| 6 ϑ for some fixed ϑ > 0.
As in [39, §2], we adopt the “implied index” convention that S(v) denotes a
Sobolev norm of the form Sd(v) for some fixed index d.
6.5. Comparison between Laplace eigenvalues.
Lemma 6.4. Suppose that F is archimedean. Let ν ∈ K∧ be such that the isotypic
component σν (equivalently, σν0 ) is nontrivial. Let δ = −cσ + 2cν and δ0 = −cσ0 +
2cν denote the respective eigenvalues for ∆G. Then
δ = δ0 +O(δ
1/2
0 + 1). (6.4)
In particular, if C > 1 is fixed but large enough (in terms of Θ), then
C + δ ≍ C + δ0. (6.5)
Proof. We denote by 〈, 〉 the norm on IndKM∩K(χ0) = σ0|K ∼= σ|K defined as in
§6.1 by 〈f1, f2〉 =
∫
k∈K〈f1(k), f2(k)〉 dk. Let f be a unit vector in σν0 , so that
δ0 = 〈∆f, f〉 with ∆ := ∆G. We may extend θ from M to P via pullback and then
to G via the decomposition G = PK. Since θ|K ≡ 1, the product θf is a unit vector
in σν , and so δ = 〈∆(θf), θf〉. On the other hand, we have ∆(θf) = θ(∆f)+u1+u0,
where
u1 := −2
∑
x∈B(g)
(xθ)(xf), u0 := (∆θ)f. (6.6)
Since 〈θ(∆f), f〉 = 〈∆f, f〉 = δ0, it follows that δ = δ0 + 〈u1 + u0, f〉, hence by
Cauchy–Schwarz that |δ − δ0| 6 ‖u1‖ + ‖u0‖. Since θ lies in the fixed bounded
collection Θ, the L∞(K)-norms of θ and xθ are O(1). Thus ‖u0‖ ≪ 1. It follows
from (e.g.) [42, §3.5] that
‖xf‖ ≪ 1 + δ1/20 , (6.7)
thus ‖u1‖ ≪ 1 + δ1/20 . The required estimate follows. 
In the non-archimedean case, we define the operators ∆d := ∆dG (d ∈ R) by
∆d
∑
vν =
∑
Nd/2σν vν , (6.8)
so that Sd(v)2 = 〈∆dv, v〉. In either case, we see that if C is large enough but fixed,
then
Sd(v)2 ≍ 〈(C +∆)dv, v〉. (6.9)
6.6. Uniform trace class property.
Lemma 6.5. There is a fixed d0 > 0 so that for all all irreducible representations σ
of G, ∑
ν
dim(σν)N−d0σν ≪ 1. (6.10)
Proof. This estimate is the same for σ as for σ0, so the arguments of [39, §2.6.3]
apply directly. 
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6.7. Sobolev conductor. We define, as in [39, §2.6.5], the “Sobolev conductor”
C′(σ) := min{Nσν : ν ∈ K∧ with σν 6= {0}} (6.11)
The following result is (the local analogue of) [39, Lem 2.6.6].
Lemma 6.6. Suppose that G = GLr(F ) and that σ is irreducible and generic. Then
log(1 + C(σ)) ≍ log(1 + C′(σ)). (6.12)
Note that the assumptions of §6.4 imply that σ is ϑ-tempered for some fixed
ϑ > 0.
The proof of lemma 6.6 is attributed in loc. cit., to a personal communication
from W.T. Gan, but no proof is recorded. The case r = 1 is straightforward (see
Lemma B.2 and [29, §1.1] for related discussion). We explain the case r = 2 relevant
to this paper (and also to [39]). The archimedean case can be verified by comparing
the Casimir eigenvalue and analytic conductor of each irreducible representation.
In the non-archimedean case, the main input is the following:
Lemma 6.7. Assume F non-archimedean. Let σ be an irreducible representation of
GL2(F ) and ω a character of F
×. Then
C(σ ⊗ ω) 6 max(C(σ)C(ω), C(ω)2) (6.13)
Proof. This is a special case of [11, Thm 1]; see also [57, Prop 3.4] and [12] for
sharper bounds in the supercuspidal case. 
We now deduce (6.12) from (6.13). Set K := GL2(o) and
K1[n] :=
{(
a b
c d
)
∈ K : c, d− 1 ∈ pn
}
, K[n] := {k ∈ K : k ≡ 1(pn)} .
If σ contains a nonzero vector invariant by K1[n], then the same vector is invariant
by K[n], and so C′(σ) 6 C(σ). Conversely, write C′(σ) = qn, so that σ contains
a nonzero vector invariant by K[n]. The translate of that vector by a suitable
diagonal element of G is then invariant by the following conjugate of K[n]:
K ∩ (1 +
(
pn o
p2n pn
)
).
Let ωσ denote the central character of σ. By Fourier decomposition with respect
to the diagonal subgroup of K, we may find a character χ of F× with C(χ) 6 qn
and a nonzero vector in σ transforming under J1[2n] by the character
(
a b
c d
) 7→
ωσ(d)χ(a/d). Then the twisted representation σ ⊗ χ−1 contains a nonzero vector
invariant by J1[2n]. By newvector theory [14], it follows that C(σ ⊗ χ−1) 6 q2n.
By (6.13) we deduce the sufficient estimate
C(σ) = C((σ ⊗ χ−1)⊗ χ) 6 max(q2nC(χ), C(χ)2) 6 q3n = C′(σ)3. (6.14)
6.8. Reduction to isotypic vectors. Let σ♭ denote the subspace of K-finite
vectors in σ.
Lemma 6.8. Let ℓ be a linear functional on σ♭ such that the estimate ℓ(v)≪ Sd(v)
holds for some fixed d and all K-isotypic vectors v ∈ σ. Then ℓ extends to a
continuous linear functional on σ for which the estimate ℓ(v) ≪ Sd′(v) holds for
some fixed d′ and all v ∈ σ.
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Proof. For K-finite v, our hypothesis gives
|ℓ(v)| 6
∑
ν
|ℓ(vν)| ≪
∑
ν
Sd(vν).
On the other hand, for any d0 > 0, we have
Sd(vν) = Sd+d0(vν)N−d0σν 6 Sd+d0(v)N−d0σν .
Choosing d0 as in lemma 6.5, the required estimate follows (with d
′ := d+d0) from
(6.10). 
6.9. Integration by parts. Suppose given a pair of groups G and H as above,
with H contained in G.
Let π and σ be representations of G and H , respectively, of the sort considered
in §6.1. We assume that the conditions of §6.4 are satisfied for both (G, π) and
(H,σ), with H an algebraic subgroup of G.
We will refer subsequently to the following lemma as integration by parts with
respect to σ.
Lemma 6.9. Suppose given a linear functional ℓ : π ⊗ σ → C that is invariant by
the diagonal action of H and satisfies
ℓ(u⊗ v)≪ Sd0(u)Sd0(v) (6.15)
for some fixed d0. Then for fixed d, d
′ with d′ large in terms of d,
ℓ(u⊗ v)≪ Sd′(u)S−d(v)C′(σ)−d. (6.16)
Proof. By the definition of C′(σ), we have S−2d(v)≪ S−d(v)C′(σ)−d, so by replac-
ing d with 2d it will suffice to show that
ℓ(u⊗ v)≪ Sd′(u)S−d(v). (6.17)
We choose C > 1 fixed but large enough. For any b ∈ Z>0, the H-invariance of ℓ
and the initial estimate (6.15) give
ℓ(u⊗ v) = ℓ((C +∆H)bu⊗ (C +∆H)−bv)
≪ Sd0((C +∆H)bu)Sd0((C +∆H)−bv).
By (6.9), we have
Sd0((C +∆H)−bv) ≍ Sd0−2b(v). (6.18)
On the other hand, we claim that
Sd0((C +∆H)bu)≪ Sd0+2b(v). (6.19)
In the archimedean case, this last estimate follows from (6.7). In the non-
archimedean case, denote by KG and KH the corresponding maximal compact
subgroups. Then KH [m + O(1)] ⊆ KG[m] in general, and KH [m] ⊆ KG[m] if q
is sufficiently large. Thus the eigenvalues of ∆H on the KG-isotypic subspaces π
ν
of π are O(N2πν). The claim (6.19) follows. We conclude that (6.17) holds with
d′ := d0 + 2b for any b > (d+ d0)/2. 
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6.10. Reduction to pure tensors. Let σ1 and σ2 be representations of a pair of
groups G1 and G2 as above. Let σ
♭
i ⊆ σi denote the subspace of Ki-finite vectors.
Lemma 6.10. Suppose given a bilinear form ℓ on σ♭1 × σ♭2 satisfying the estimate
ℓ(v1, v2)≪ Sd(v1)Sd(v2) (6.20)
for some d. Then ℓ extends to a continuous linear functional on the completed
tensor product σ1 ⊗ σ2 satisfying the estimate
ℓ(v)≪ Sd′(v). (6.21)
Proof. By §6.8, we may assume that v is K1×K2-isotypic, say transforming under
ν1 ⊗ ν2 for some νj ∈ Kj. We may decompose v with respect to an orthonormal
basis of its isotypic component as v =
∑
i vi, where the number of summands is
dim(σν11 ) dim(σ
ν2
2 ) and Sd(v)2 =
∑
i Sd(vi)2. By (6.20) and Cauchy–Schwarz, we
obtain
ℓ(v)≪
∑
i
Sd(vi) 6
√
dim(σν11 ) dim(σ
ν2
2 )Sd(v).
Choosing d0 large enough that dim(σ
νj
j ) 6 N
2d0
σjνj and taking d
′ := d+d0 then gives
(6.21). 
In particular, a functional ℓ on σ1 ⊗ σ2 satisfies ℓ(v1 ⊗ v2)≪ S(v1)S(v2) if and
only if it satisfies ℓ(v)≪ S(v).
6.11. Adelic setting. Let F be a number field and G →֒ GLr a linear reductive
F -group, as in §6.4. Take now for G the set of points of G over the adele ring A of
F. Let σ be a representation of G arising as a restricted tensor product σ = ⊗pσp,
where each σp arises as in §6.1. Let K =
∏
p
Kp be a maximal compact subgroup
of G, with Kp satisfying the assumptions of §6.1. Each irreducible representation
ν of K is a tensor product ⊗νp of irreducible representations νp of Kp. We define
Nσν to be the product of the local quantities Nσpνp defined in §6.2, and then define
Sobolev norms Sd on σ by the same formula (6.3) as in the local case. We define
the operator ∆G on σ to be the tensor product ⊗∆Gp of the operators ∆Gp on σp
defined in (6.1) and (6.8).
We may similarly adapt the definitions of §6.3 to adelic Schwartz spaces.
As in [39, §2], many of the local results given above extend readily to the adelic
setting. Assume that for each archimedean place p, σp satisfies the uniformity
conditions specified in §6.4. Then the estimate (6.9) and the results of §6.6, §6.7,
§6.8, §6.9 and §6.10 hold. The reduction to the local setting is explained in [39,
§2.6.3, Proof of (S1d)], and follows ultimately from the divisor bound.
7. Local preliminaries
Let F be a local field, and let ψ be a nontrivial unitary character of F .
7.1. Norms. Let σ be a Whittaker type representation of G. Let σ be a Whittaker
type representation of G. We obtain from §6 a system of Sobolev norms Sd (d ∈ R),
and in particular a norm ‖.‖ = S0 and inner product 〈, 〉. More precisely:
• If σ is square-integrable, then we regard it as coming equipped with an
invariant inner product and apply the construction of §6 with M = G.
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• If σ = I(χ), then we write χ = |.|cχ0 with χ0 unitary and apply the
construction of §6 with M = A. Thus for f ∈ I(χ) we have ‖f‖2 = ∫K |f |2.
This norm is invariant if χ is unitary.
We choose an orthonormal basis B(σ) for σ consisting of K-isotypic elements.
7.2. Whittaker intertwiners and duality. Let σ be a Whittaker type repre-
sentation of G. We denote by W(σ, ψ) the ψ-Whittaker model, which consists of
smooth functions W : G → C satisfying W (n(x)g) = ψ(x)W (g). We similarly
define W(σ, ψ¯). We normalize intertwiners
σ →W(σ, ψ), σ →W(σ, ψ¯)
f 7→Wf , f 7→ W˜f
as follows. If σ is square-integrable, then we require that
‖f‖2 =
∫
A
|Wf |2 =
∫
A
|W˜f |2
(see [5, §6.4] and [2, §10.2]). The remainder of this section treats the case σ = I(χ).
We define
Wf (g) :=
∫ reg
x∈F
f(wn(x)g)ψ(−x) dx, W˜f (g) :=
∫ reg
x∈F
f(wn(x)g)ψ(x) dx. (7.1)
The integrals (7.1) converge absolutely for Re(χ) sufficiently large and may be
defined in general by analytic continuation [60, Thm 15.4.1], or equivalently, by
regularization with respect to the action of F×. For instance, for any κ ∈ C∞c (F×)
with
∫
u κ(u)
du
|u| = 1, we have
Wf (g) =
∫
x∈F
(∫
u
κ(u)f(wn(xu)g)ψ(−xu) du
)
dx, (7.2)
first for Re(χ) sufficiently large, then in general by analytic continuation with re-
spect to a holomorphic family of vectors. The point is that the integral (7.2), taken
in the indicated order, converges absolutely for all χ.
We note the formula
Wf (y) :=Wf (a(y)) = |y|1/2χ−1(y)
∫ reg
x∈F
f(wn(x))ψ(−yx) dx, (7.3)
which follows by a simple rearrangement of (7.1). If Re(χ) > −1/2, then we have
moreover the absolutely convergent inversion formula
f(wn(x)) =
∫
y∈F×
Wf (y)|y|−1/2χ(y)ψ(yx) dy, (7.4)
as follows from Fourier inversion on C∞c (F ) together with the absolute convergence
of the double integral
∫
y∈F×
∫
x∈F
| ∫
u
κ(u)f(wn(xu))ψ(−xyu) du| dx dy.
We note that if χ is unitary (i.e., c = 0), then by (7.6) and Parseval,
‖f‖2 =
∫
K
|f |2 =
∫
B\G
|f |2 =
∫
A
|Wf |2 =
∫
A
|W˜f |2. (7.5)
On the other hand, the unitary structures on complementary series representations
play no role in this paper.
For general χ, there is a natural duality between I(χ) and I(χ−1), given by
(f, f˜) 7→ ∫B\G f f˜ . Here we equip B\G with the quotient measure corresponding
to the left Haar on B described by the map A × N → B, (a, n) 7→ an. In view of
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our choice (§1.8.10) of Haar measures on G and on K, we may write ∫
B\G
f f˜ as∫
n∈N f(wn)f˜ (wn) or as
∫
K f f˜ . We then have∫
K
f˜ f =
∫
B\G
f˜ f =
∫ reg
A
W˜f˜Wf , (7.6)
first when −1/2 < Re(χ) < 1/2 (so that the latter integral converges absolutely,
see [22, §1.9, §1.10]), then in general by analytic continuation along a flat family.
7.3. Holomorphic families of vectors. By a holomorphic family of vectors
f [χ] ∈ I(χ) defined for χ in some open subset X of A∧, we mean a continuous
map
X ×G→ C
(χ, g) 7→ f [χ](g)
with the following properties.
• f [χ] ∈ I(χ) for each χ ∈ X .
• The map X ∋ χ 7→ f [χ](g) ∈ C is holomorphic for each g ∈ G.
• If F is non-archimedean, then for each χ0 ∈ X there is a compact open
subgroup U of G so that the vector f [χ] is U -invariant for all χ in some
neighborhood of χ0.
• If F is archimedean, then for every continuous seminorm N on C∞(K),
the composition X ∋ χ 7→ N (f [χ]) is locally bounded; equivalently, χ 7→
Sd(f [χ]) is locally bounded for each d ∈ R (§6).
By a flat family of vectors f [χ] ∈ I(χ) we mean one for which f [χ](g) is locally
constant in χ for each g ∈ K. We note that any holomorphic family f [χ] may be
written as a sum
∑
v cv(χ)v[χ] of flat families v[χ] consisting of K-isotypic vectors
with holomorphic coefficients cv(χ). For F non-archimedean, the sum over v is
finite. For F archimedean, it converges rapidly in the sense that if v[χ] has K-type
ν, then ‖v[χ]‖ ≪d,χ N−dI(χ),ν for any fixed d (see §6.2), locally uniformly in χ.
7.4. Standard intertwining operator. The standard intertwining operator is
the G-equivariant map M : I(χ) → I(χ−1) is given for χ of large real part by
Mf(g) :=
∫
n∈N
f(wng) and in general by meromorphic continuation. One may
check (see e.g. [10, Prop 4.5.9]) that
WMf = γ(ψ, χ
−2, 1)Wf . (7.7)
7.5. Normalized elements and unramified calculations. Suppose that F is
non-archimedean and χ is unramified. The normalized spherical element f ∈ I(χ)
is defined to be the unique K-invariant vector with f(1) = 1, thus f(n(x)a(y)k) =
|y|1/2χ(y) for x ∈ F, y ∈ F×, k ∈ K.
Suppose (F, ψ) is unramified. Let σ be an unramified generic irreducible repre-
sentation. Then the nonzero K-invariant vectors W ∈ W(σ, ψ) satisfy W (1) 6= 0
[10, Thm 4.6.5]. The normalized spherical Whittaker function W ∈ W(σ, ψ) is de-
fined to be the unique K-invariant vector with W (1) = 1. Such an element exists
(see loc. cit.). If W ∈ W(σ, ψ) and W˜ ∈ W(σ, ψ¯) are normalized spherical, then∫ reg
A W˜W = L(adσ, 1)/ζF (2) (see [10, Proof of Prop 3.8.1]).
For any local field F and character χ of F× for which L(χ2, 1) is finite, we attach
to each f ∈ I(χ) its multiple
f∗ := L(χ2, 1)f. (7.8)
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Suppose now that F is non-archimedean and χ is unramified, so that I(χ) is un-
ramified. Let f ∈ I(χ) and f˜ ∈ I(χ−1) denote the normalized spherical elements.
Then:
• For unramified ψ, the Whittaker function Wf∗ and W˜f˜∗ are normalized
spherical (i.e., f(1) = 1 =⇒ Wf∗(1) = 1). (When I(χ) is reducible, we
define Wf∗ and W˜f˜∗ by analytic continuation.)
• M(f∗) = (f˜)∗;
• ∫
B\G
f˜ f = ζF (1)/ζF (2).
For proofs of these facts we refer respectively to [10, Thm 4.6.5], [10, Prop 4.6.7]
and [39, §3.1.6].
7.6. Hecke integrals. We recall some special cases of the results of [24, 28]. Let
σ be a Whittaker type representation of G, and let W ∈ W(σ, ψ). For almost all
ω ∈ A∧, the local Hecke integral ∫ reg
A
Wω is defined, and meromorphic in χ. The
integral converges for Re(ω) large enough, and the ratio∫ reg
A Wω
L(σ ⊗ ω, 1/2)/ζF (1) (7.9)
extends to a holomorphic function of ω.
For a character ω of A, we denote by C(ω) the corresponding one-dimensional
representation. For any representation V of A, we use the map v⊗1 7→ v to identify
V ⊗C(ω) with V , but equipped with the twisted A-action. When ω = |.|s, we write
simply C(s). (We will never use potentially ambiguous notation such as C(1).)
Thus after choosing an identification σ ∼=W(σ, ψ), the (normalized) Hecke integral
defines an A-invariant functional
σ ⊗ C(ω)→ C.
If (F, ψ) and σ are unramified and W ∈ W(σ, ψ) is the normalized spherical
vector, then the ratio (7.9) vanishes unless ω is unramified, in which case it evaluates
to 1 (see [10, Prop 3.5.3] and (1.21)).
7.7. Rankin–Selberg integrals. Let σ1, σ2 be Whittaker type representations
of G. Let χ be a character of A. Let W1 ∈ W(σ1, ψ),W2 ∈ W(σ2, ψ¯) and f ∈
I(χ). If Re(χ) is large enough, then the local Rankin–Selberg integral ∫
N\G
W1W2f
converges absolutely. It extends meromorphically. We denote that extension by∫ reg
N\G
W1W2f . The notation reflects that the extension may be defined equivalently
by regularized integration on the quotient N\G, regarded as a left A-space, as
follows from lemma 7.2 and (5.2). Letting f ∈ I(χ) vary over a holomorphic
family, the ratio ∫ reg
N\GW1W2f
∗
L(σ1 ⊗ σ2 ⊗ χ, 1/2)/ζF (2) (7.10)
extends to a holomorphic function of χ. To deduce this last assertion from the cited
references, we use (see the proof of [25, Lemma, p6]) that any holomorphic family
f [χ] ∈ I(χ) is locally of the form f [χ] = fχ,Φ for some Φ ∈ S(F 2), where fχ,Φ is
defined by the local Tate integral
fχ,Φ(g) :=
| det g|1/2χ(det g)
L(χ2, 1)
∫ reg
r∈F×
Φ(re2g)|r|χ2(r) dr|r| . (7.11)
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For each χ, we may find f so that the ratio (7.10) (defined in general by analytic
continuation) is nonzero. Thus when σ1, σ2 and I(χ) are irreducible, (7.10) defines
a basis element for the one-dimensional space of G-invariant trilinear functionals
on σ1 ⊗ σ2 ⊗ I(χ) (see [50, 36]).
If (F, ψ), σ1, σ2 and χ are unramified and W1,W2, f are normalized spherical,
then the ratio (7.10) evaluates to 1 (see [10, Prop 3.8.1], [39, §3.1.6] and (1.21)).
7.8. Uniform polynomial-type estimates. We record here some crude polyno-
mial estimates for local Tate, Hecke and Rankin–Selberg integrals, as well as some
related estimates for Whittaker functions, that will be used later to verify some
technical assertions (concerning convergence, continuity, etc.) in the archimedean
case and to verify the polynomial dependence of our estimates upon auxiliary pa-
rameters (e.g., upon σ in Theorem 1.1).
Recall (§6.3) that we have equipped the Schwartz space S(F ) with Sobolev norms
Sd indexed by real numbers d, and that S denotes a Sobolev norm of some fixed
index.
Lemma 7.1. Let χ be a character of F×. Suppose that the real part of χ is O(1)
and that χ is at least some fixed positive distance away from any pole of L(χ, 0).
Then for each fixed real number d and any φ ∈ S(F ), we have the local Tate integral
estimate ∫ reg
x∈F×
φ(x)χ(x)
dx
|x| ≪ S(φ)C(χ)
−d. (7.12)
Proof. Suppose first that Re(χ) > 2. Then the indicated integral converges abso-
lutely, and the required estimate follows readily: In the archimedean case, we appeal
to the Sobolev lemma and partial integration. In the non-archimedean case, we may
assume as in §6.8 that φ(y) = 1x+o(y)ψ0(ξy) for some unramified character ψ0 of
F and x, ξ ∈ F . Then Sd′(φ) ≍ max(1, |x|, |ξ|)d′ . The integral
∫
x∈F×
φ(x)χ(x) dx|x|
vanishes unless one of the following conditions holds, in which case its magnitude
is O(1):
• x ∈ o, ξ ∈ o, C(χ) = 1.
• x ∈ o, ξ /∈ o, C(χ) = 1, |ξ| 6 q.
• x ∈ o, ξ /∈ o, C(χ) > 1, |ξ| = C(χ).
• x /∈ o, |x|max(1, |ξ|) > C(χ).
In each case the required estimate follows.
The required estimate follows then for Re(s) 6 −1 by the Tate local functional
equation∫ reg
x∈F×
φ(x)χ(x)|x|s dx|x| =
∫ reg
x∈F×
(
∫
y∈F
φ(y)ψ(−yx) dy)χ−1(x)|x|1−s dx|x|
γ(ψ, χ, s)
(7.13)
and the Stirling consequence (1.20), and finally for general s by Phragmen–Lindelo¨f.

Lemma 7.2. Let σ be a Whittaker type representation of G. Assume σ is ϑ-tempered
for some ϑ = O(1). For each f ∈ σ, we have the following estimates:
(i) Let ω ∈ A∧ be such that Re(ω) = O(1) and the distance between ω and each
pole of L(σ ⊗ ω, 1/2) is ≫ 1. Then for each fixed d,∫ reg
A
Wfω ≪ S(f)C(ω)−dqO(1). (7.14)
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(ii) For |y| > 1 and fixed d,
Wf (y)≪ S(f)|y|−dqO(1). (7.15)
(iii) For |y| 6 1,
Wf (y)≪ S(f)|y|1/2−ϑ−εqO(1). (7.16)
(iv) There is a finite function φ on F× so that for |y| 6 1 and fixed d,
Wf (y)− φ(y)≪ S(Wf )|y|dqO(1). (7.17)
Moreover, we may choose φ so that:
(a) The dimension of the span of the A-translates of φ is O(1).
(b) We may write φ(y) =
∑
ciχi(y)(log |y|)mi , corresponding to the princi-
pal part of
∫ reg
A Wfω for Re(ω) > −d. Thus the χi ∈ A∧ are poles of
L(σ ⊗ χ−1i , 1/2), the mi are nonnegative integers with mi + 1 bounded by
the multiplicity of the corresponding pole, and the coefficients ci depend
linearly upon W .
(c) If σ = I(χ) and we take f = f [χ] for some holomorphic family f [χ] ∈
I(χ) defined for χ in a small open subset of A∧, then φ = φf [χ] varies
pointwise holomorphically with χ.
Proof. We loosely follow an argument of Jacquet (see [27, Thm 2.3, §12.2] and
also [39, §3.2.3]). The estimates (7.15), (7.16) and (7.17), together with the noted
refinement of (7.14) and the noted properties of φ, follow readily from (7.14), Mellin
expansion and Cauchy’s theorem. By Phragmen–Lindelo¨f, it suffices to establish
(7.14) when Re(ω) is sufficiently positive or negative in terms of ϑ. Recall the local
functional equation (see §B.2):
γ(ψ, σ ⊗ ω, 1/2)
∫ reg
A
Wω =
∫ reg
A
wW |.|ω−1.
For Re(ω) sufficiently positive in terms of ϑ, the the Stirling asymptotics (1.20)
imply that γ(ψ, σ ⊗ ω, 1/2) ≪ qO(1). We thereby reduce to establishing (7.14)
(both for W and its Weyl translate wW ) when Re(ω) is sufficiently positive. In
that case,
∫
A
Wω converges absolutely (as follows either from standard estimates
for individual W or from the uniform estimates verified below). Using the A-
equivariance of the Hecke integral and integration by parts with respect to ω (§6.9),
we may reduce further to establishing that∫
A
Wω ≪ S(W )C(ω)O(1)qO(1). (7.18)
Since Re(ω) is large enough in terms of ϑ but of size O(1), we reduce further to
verifying for each fixed d that
W (y)≪ S(W )|y|−dqO(1). (7.19)
If σ is square-integrable, the required estimate (7.19) follows (in stronger form)
from [39, §3.2.3]. We may thus suppose that σ = I(χ), so that W = Wf for some
f ∈ I(χ).
Define κ ∈ C∞c (F×) in the non-archimedean case as the normalized characteristic
function of o× and in the archimedean case as a fixed bump function, with the
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normalization in either case so that
∫
κ(u) du|u| = 1. We may then express Wf as
the absolutely-convergent integral
Wf (y) = |y|1/2χ−1(y)
∫
x∈F
If (x, y) dx, (7.20)
where
If (x, y) :=
∫
u∈F×
κ(u)f(wn(xu))ψ(−yxu) du|u| . (7.21)
We thereby reduce to verifying that∫
x:|x|61
If (x, y) dx≪ |y|−dS(f)qO(1), (7.22)
and that
If (x, y)≪ |xy|−dS(f)qO(1) for |x| > 1. (7.23)
To that end, we first verify some pointwise estimates for f . We may assume that
f is a unit vector in σν for some ν ∈ K∧. Let us say that a quantity is bounded
polynomially if it is of the form N
O(1)
σν qO(1). By the Sobolev lemma on K, we see
that the L∞-norms on K of f and any archimedean derivatives of fixed degree are
bounded polynomially. (In the non-archimedean case, we use that f is invariant
by K[n] with Nσν = q
n to pass from an L2 bound to an L∞ bound.) By lemma
6.6, C(χ) is bounded polynomially. By the definition of I(χ), it follows that the
L∞-norms on {x : |x| 6 10} of the functions x 7→ f(wn(x)), x 7→ f(n′(x)) and any
archimedean derivatives of fixed degree are bounded polynomially.
The estimate (7.22) follows by partial integration. (In the archimedean case, this
carries the usual meaning. In the non-archimedean case, we use that x 7→ f(wn(x))
is invariant under translation by pn with Nσν = q
n to see that
∫
x:|x|61
If (x, y) dx
vanishes unless |y| ≪ Nσν , in which case it is bounded polynomially.)
The estimate (7.23) follows similarly, by partial integration and the identity
f(wn(x)) = |x|−1χ−2(x)f(n′(x)). (7.24)

Lemma 7.3. Let σ1, σ2 be Whittaker type representations of G. Let χ be a character
of A. Assume that σ1, σ2 are ϑ-tempered for some ϑ = O(1). Assume that χ has
real part O(1) and is some fixed positive distance away from the poles of L(σ1 ⊗
σ2 ⊗ χ, 1/2). Then for f1 ∈ σ1, f2 ∈ σ2, f3 ∈ I(χ),∫ reg
N\G
Wf1W˜f2f3 ≪ S(f1)S(f2)S(f3)qO(1). (7.25)
Proof. Suppose first that Re(χ) is sufficiently large in terms of ϑ. Then the integral
converges absolutely, and the Whittaker function estimates (7.15), (7.16) and the
Sobolev lemma consequence ‖f‖L∞(K) ≪ S(f) (see the paragraph after (7.23))
imply the required estimate (7.25). Integrating by parts with respect to I(χ) (§6.9)
yields for any fixed d > 0 the refined estimate∫
N\G
W1W2f ≪ S(W1)S(W2)‖f‖C(χ)−dqO(1) (7.26)
(We have used here that C(I(χ)) ≍ C(χ)2.)
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The following local functional equation may be derived from [24, Thm 2.7] and
[27, Thm 2.1], using (7.11):∫ reg
N\G
W1 ·W2 · f = γ(ψ, χ
2, 0)
γ(ψ, σ1 ⊗ σ2 ⊗ χ, 1/2)
∫ reg
N\G
W1 ·W2 ·Mf. (7.27)
(We have used also that σ1, σ2 are representations of G = PGL2(F ), hence have
trivial central character when regarded as representations of GL2(F ).) If Re(χ)
is sufficiently negative in terms of ϑ (but chosen, as indicated, to avoid the poles
of L(σ1 ⊗ σ2 ⊗ χ, 1/2)), then we have by (1.20) the crude Stirling-type estimates
1/γ(ψ, σ1 ⊗ σ2 ⊗ χ, 1/2)≪ qO(1) and γ(ψ, χ2, 0)≪ (qC(χ))O(1).
We claim that ‖Mf‖ ≪ S(f). To see this, it suffices (by the K-invariance of
the Sobolev norms) to verify that Mf(1) =
∫
x∈F
f(wn(x)) dx ≪ S(f). To that
end, we smoothly decompose the x-integral according as |x| 6 2 and |x| > 1. The
contribution from the former range is estimated as in the proof of lemma 7.2. After
the change of variables x 7→ 1/x and the identity (7.24), the contribution from the
latter range is a Tate integral for which adequate bounds follow from lemma 7.1.
We now embed f in a flat family f [χ]. Note that ‖f [χ]‖ is locally constant in
such a family. By the local functional equation (7.27) and the noted estimates
for the γ-factors and Mf [χ], we see that the estimate (7.26) holds also when χ
has sufficiently negative real part. By Phragmen–Lindelo¨f, we deduce (7.26) for all
indicated χ, and in particular its consequence (7.25). 
Remark 7.4. The stated estimates that require separation from some pole may be
generalized via Cauchy’s theorem. For illustration, we record the general form of
(7.14). For any ω ∈ A∧, let P (s) be the smallest monic polynomial such that
P (s)L(σ ⊗ ω, 1/2 + s) is holomorphic for |s| < 2. Then P (s) ∫ regA Wfω|.|s is holo-
morphic for |s| < 2 and satisfies the analogue of (7.14) for |s| 6 1.
8. Global preliminaries
8.1. Groups, measures, etc. Let F be a number field with adele ring A. We
fix a nontrivial unitary character ψ of A/F . We write p for a place of F , finite
or infinite. We write G for the F -algebraic groups given by PGL2. We define
subgroups B,N,A of G by analogy to the local case. We set G := G(F ), GA :=
G(A), Gp := G(Fp) and [G] := G\GA. We similarly define A, AA, Ap and [A], and
likewise for N and B. Note that [A] ∼= A×/F× is an abelian group. We define
K =
∏
p
Kp with Kp 6 Gp as in the local case. We identify N and A with F and
F× as in the local case, and similarly for NA, AA, etc.
We equip NA with the product of the local measures and [N ] with the quotient
measure (of volume 1). The product of the local measures on Ap does not literally
converge to a measure on AA ∼= A×, but may be regularized as follows: for f ∈
C∞c (AA) of the form f(a) =
∏
p
fp(ap), with fp the characteristic function of the
unit group for almost all finite p, we set
∫
AA
f := ξ∗F (1)
−1
∏
p
ζFp(1)
∫
Ap
fp. We
equip [A] ∼= A×/F× with the quotient measure. The pushforward of this measure
under the idelic norm A×/F×
|.|−→ R×+ is then dtt , with dt Lebesgue measure.
As in the local case, the character group [A]∧ of [A] is a complex manifold with
charts χ|.|s 7→ s. We equip the group of unitary characters of [A], hence also its
cosets consisting of characters of given real part, with the measure dual to the
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chosen measure on [A]. Then for a real number c and f : [A]∧ → C,∫
χ:Re(χ)=c
f(χ) =
∑
χ0
∫
s:Re(s)=c
f(χ0|.|s) ds
2πi
, (8.1)
where χ0 runs over a set of representatives for the group of unitary characters of
[A] modulo the subgroup {|.|it : t ∈ R}. The normalization (8.1) is well-suited for
the applications of Cauchy’s theorem and contour shift arguments given in §11.
We define the measure on GA using the measures on NA and AA as in the local
case, and equip [G] with the quotient measure, which is then the Tamagawa measure
of volume 2.
8.2. Induced representations and Eisenstein series. For a character χ of [A],
we denote by I(χ) the corresponding smooth induction, defined by analogy to the
local case and denoted I(s) when χ = |.|s. The factorizable vectors f ∈ I(χ) have
the form f = ⊗pfp : g 7→
∏
p
fp(gp), where fp belongs to I(χp) for all p and is the
normalized spherical element for almost all finite p. As in the local case, we may
speak of holomorphic families of vectors.
For χ2 6= |.|±1, the standard intertwining operatorM : I(χ)→ I(χ−1) is defined
on factorizable vectors by
Mf(g) =
∫
x∈A
f(wn(x)g) dx :=
Λ(χ2, 0)
Λ(χ2, 1)
∏
p
L(χ2p, 1)
L(χ2p, 0)
Mfp(gp),
with the product really a finite product. The duality between I(χ) and I(χ−1) is
given on factorizable vectors by the (finite) product
(f, f˜) 7→
∫
BA\GA
f˜f :=
ξ∗F (1)
ξF (2)
∏
p
ζFp(2)
ζFp(1)
∫
Bp\Gp
f˜pfp.
Suppose now that Re(χ) > −1/2 and χ2 6= |.|. We denote by Eis : I(χ) →
C∞([G]) the Eisenstein intertwiner, defined for Re(χ) sufficiently large by the con-
vergent sum Eis(f)(g) :=
∑
γ∈B\G f(γg) and in general by meromorphic contin-
uation. As f varies in a holomorphic family, Eis(f) vanishes as χ tends to any
quadratic character (i.e., for χ2 trivial). For χ non-quadratic and f ∈ I(χ), we set
f∗ := Λ(χ2, 1)f and Eis∗(f) := Eis(f∗). Although f∗ itself is not defined when χ is
quadratic, we may interpret Eis∗(f) by analytic continuation. For f ∈ I(χ) vary-
ing holomorphically, Eis∗(f) extends holomorphically to all χ except for possible
simple poles at χ2 = |.|±1.
8.3. Generic representations and Fourier expansions. By a generic auto-
morphic representation σ (always of G), we mean either an (irreducible) cuspidal
automorphic subrepresentation of L2([G]) or an Eisenstein representation of the
form Eis∗(I(χ)) for some character χ of [A] with χ2 6= |.|±1. The local components
σp of any such representation are of Whittaker type. We say that σ is standard if
it is either cuspidal or of the form Eis∗(I(χ)) with χ unitary.
Let σ be a generic automorphic representation. Each ϕ ∈ σ admits a Fourier
expansion ϕ(g) = ϕN (g)+
∑
α∈F× Wϕ(a(α)g), where ϕN = 0 unless σ is Eisenstein
and Wϕ(g) :=
∫
x∈A/F
ϕ(n(x)ψ(−x)g) dx. If ϕ is factorizable, then we may write
Wϕ = ⊗pWϕ,p : g 7→
∏
p
Wϕ,p(gp), where Wϕ,p belongs to W(σp, ψp) for all p and
is the normalized spherical Whittaker function for almost all finite p. We denote by
W˜ϕ the Whittaker function defined analogously, but using the opposite character
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ψ¯ in place of ψ. If σ is irreducible, then it is isomorphic to its own contragredient;
the duality may be given by the pairing defined for factorizable vectors by
(ϕ, ϕ˜) 7→
∫ reg
AA
W˜ϕ˜Wϕ :=
Λ∗(adσ, 1)
ξ(2)
∏
p
ζFp(2)
L(adσp, 1)
∫ reg
Ap
W˜ϕ˜Wϕ,
so that the product is really a finite product.
We specialize now to the case that σ is the Eisenstein representation I(χ) at-
tached to some character χ of [A] with χ2 6= |.|±. Let f ∈ I(χ) be factorizable,
and write f = ⊗pfp as above. Let S be a finite set of places of F large enough that
for p /∈ S, (Fp, ψp) is unramified and fp is the normalized spherical element. Then
Wf∗
p
is normalized spherical for p /∈ S (see §7.5). Thus for each g ∈ GA, we have
Wf∗
p
(gp) = 1 for almost all p. Thus
WEis∗(f)(g) =
∏
p
Wf∗
p
(gp),
with all but finitely many factors in the product equal to 1. (This identity follows
first for χ non-quadratic, then in general by continuity.) The full Fourier expansion
of the corresponding Eisenstein series reads
Eis∗(f)(g) = f∗(g) +Mf∗(g) +
∑
α∈F×
WEis∗(f)(a(α)g). (8.2)
(When χ is quadratic, the sum of the terms f∗(g) + Mf∗(g) is interpreted via
continuity from the non-quadratic case.) By standard estimates for local Whittaker
functions (lemma 7.2), it follows that for g = n(x)a(y)k (x ∈ A, y ∈ A×, k ∈ K)
and fixed B > 0, we have
Eis∗(f)(g) = |y|1/2χ(y)f∗(k) + |y|1/2χ−1(y)Mf∗(k) + Of,d(|y|−d), (8.3)
and similarly for archimedean derivatives. Since w ∈ G, we have Eis∗(f)(a(y)) =
Eis∗(f)(wa(y)) = Eis∗(f)(a(1/y)w), so the estimate (8.3) is useful both as |y| → ∞
and as |y| → 0.
We note finally that if −1/2 < Re(χ) < 1/2 and χ2 6= 1, then for f ∈ I(χ) and
f˜ ∈ I(χ−1), we have by (7.6) that∫
BA\GA
f˜∗f∗ =
∫ reg
AA
W˜Eis∗(f˜)WEis∗(f). (8.4)
8.4. Hecke integrals. Let ω be a character of [A]. We denote by C(ω) the cor-
responding one-dimensional representation, and adopt the same conventions as in
the local case.
Let σ be a generic automorphic representation of G, ω a character of [A], and
ϕ ∈ σ. The global Hecke integral ∫ reg[A] ϕω is defined initially for Re(ω) large enough
and extends meromorphically. It unfolds to a product of local Hecke integrals: if
ϕ ∈ σ is factorizable, then∫ reg
[A]
ϕω =
∫ reg
AA
Wϕω :=
Λ(σ ⊗ ω, 1/2)
ξ∗F (1)
∏
p
ζFp(1)
L(σp ⊗ ωp, 1/2)
∫ reg
Ap
Wϕ,pωp, (8.5)
with almost all local factors equal to 1. The ratio∫ reg
[A] ϕω
Λ(σ ⊗ ω, 1/2) (8.6)
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extends to a holomorphic function of ω. If σ is cuspidal, then the regularization
is not needed. If σ = Eis∗(I(χ)) is Eisenstein, then we can define ∫ reg[A] ϕω as the
meromorphic continuation from ω with large real part of the convergent integral∫
[A]
(ϕ − ϕN )ω. If ϕ = Eis∗(f) where f = fχ ∈ I(χ) varies holomorphically with
respect to χ, then the ratio (8.6) is jointly holomorphic in ω and χ.
8.5. Height function. Recall the height function ht : [G] → R>0 defined by
ht(g) := sup |y|, the supremum taken over all ways to write g = γna(y)k with
γ ∈ G,n ∈ NA, y ∈ A×, k ∈ K. The map ht is proper, its image is bounded below
by a positive quantity (see [21, §8]), and we have ∫[G] htα < ∞ precisely when
α < 1. For instance, the estimate (8.3) implies that if χ is a unitary character of
[A] and f ∈ I(χ), then Eis∗(f) is bounded by a multiple of htα for each α > 1/2.
8.6. Spectral decomposition. Let Ψ1,Ψ2,Ψ ∈ C∞c ([G]). The Parseval relation
for L2([G]) may be written∫
[G]
Ψ1Ψ2 =
∑
ω2=1
∫
[G]Ψ1ω
−1(det)
∫
[G] ω(det)Ψ2
vol([G])
+
∑
σ:cuspidal
∑
ϕ∈B(σ)
∫
[G]
Ψ1ϕ˜
∫
[G]
ϕΨ2∫
[G] ϕ˜ϕ
+
1
2
∫
χ:unitary
∑
f∈B(I(χ))
∫
[G]
Ψ1Eis(f˜)
∫
[G]
Eis(f)Ψ2∫
BA\GA
f˜f
,
where
• ω runs over the quadratic characters of [A], with ω(det)(g) := ω(det(g)),
• σ runs over the cuspidal automorphic representations,
• χ runs over the unitary dual of [A] ∼= A×/F× with respect to the measure
dual to the chosen measure on [A], and
• ϕ (resp. f) runs over an orthonormal basis consisting of K-isotypic vectors
for σ (resp. I(χ)), with inner product defined using L2([G]) if σ is cuspidal
and using L2(K) if σ = I(χ). We write ϕ˜ (resp. f˜) for the correspond-
ing element of the dual basis for σ˜ = σ (resp. I(χ−1)), with the duality
normalized via the pairing given in the respective denominators.
In other words, the Fourier inversion formula
Ψ(g) =
∑
ω2=1
∫
[G]Ψω
−1(det)
vol([G])
ω(det(g)) (8.7)
+
∑
σ:cuspidal
∑
ϕ∈B(σ)
∫
[G]
Ψϕ˜∫
[G] ϕ˜ϕ
ϕ(g)
+
1
2
∫
χ:unitary
∑
f∈B(I(χ))
∫
[G]
ΨEis(f˜)∫
BA\GA
f˜ f
Eis(f)(g)
holds in an L2-sense; the sums in (8.7) need not converge pointwise.
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An obvious necessary condition for the inversion formula (8.7) to hold pointwise
in the traditional sense is that for each unitary χ and each f ∈ I(χ), the inte-
gral
∫
[G]
ΨEis(f˜) converges absolutely. In our applications, the slightly stronger
condition that Ψ is smooth and every archimedean derivative of Ψ is bounded by
a multiple of htα for some α < 1/2 holds; in particular, Ψ ∈ L2([G]). Arguing
as in [39, §2.6.5] using the trace class property on L2([G]) of some inverse power
of the product of local Laplacians, one can show then that the RHS of (8.7) con-
verges uniformly on compacta to a continuous function. On the other hand, the
L2 theory implies that the difference between the two sides of (8.7) is orthogonal
to every element of C∞c ([G]), hence vanishes. Thus (8.7) gives a pointwise defined
and convergent expansion of such Ψ.
8.7. Regularized adelic integrals. We recall, following [64], [39, §4.3] and [62]
with some minor modifications, how to define a regularized integral of certain func-
tions on [G]. By a finite function φ : NAA\GA → C we mean a smooth function on
GA that is finite in the sense of §5 with respect to the left translation action of [A];
equivalently, φ may be written in the form
φ(na(y)k) =
n∑
i=1
χi(y) log
mi−1 |y|Ki(k) (8.8)
for some characters χi on A
×/F×, positive integersmi, and smooth functions Ki on
K. We may and shall assume that the Ki are not identically zero and that each pair
(χi,mi) shows up at most once, so that the decomposition (8.8) of φ is unique up to
rearrangement. We say that a smooth function Ψ : [G]→ C is of controlled increase
if we can find a finite function φ onNAA\GA so that for d > 0 and all n ∈ NA, k ∈ K
and y ∈ A× with |y| > 1, the estimate Ψ(na(y)k) = φ(na(y)k) + O(|y|−d) holds,
together with the analogous estimates involving all archimedean derivatives. The
function φ is then uniquely determined; we refer to it as the asymptotic part of Ψ.
The characters χi that arise in the decomposition (8.8) are the exponents of φ. We
will refer to these simply as the exponents of Ψ. For example, if χ is a character of
[A] with χ2 6= |.|± and f is a nonzero element of I(χ), then the Eisenstein series
Eis∗(f) is of controlled increase with exponents |.|1/2χ and |.|1/2χ−1.
Suppose Ψ has controlled increase and that the exponent |.| does not occur.
Following [64] and [39, §4.3], we may then define the regularized integral ∫ reg
[G]
Ψ. It
may be characterized as the unique G-invariant functional on the space of such Ψ
that extends integration on the subspace of integrable functions. It may be defined
using convolution or truncation as in §5, or Eisenstein series as in [64] and [39,
§4.3.5]. We briefly recall the last of these definitions. Split the asymptotic part
φ of Ψ as the sum φ>1/2 + φ61/2 of two terms corresponding to the exponents
with real part indicated by the subscript. Using φ>1/2, we may construct a linear
combination of (derivatives of) Eisenstein series E for which the difference Ψ − E
has controlled increase with exponents of real part 6 1/2. That difference is then
integrable, and we take
∫ reg
[G]
Ψ :=
∫
[G]
(Ψ − E).
8.8. Regularized spectral decomposition. If Ψ is a smooth function on [G]
of controlled increase with exponents of real part strictly less than 1/2, then Ψ
and its archimedean derivatives are bounded by constant multiples of htα for some
α < 1/2, so the expansion (8.7) is pointwise defined and convergent, uniformly on
compacta.
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Suppose now that Ψ has controlled increase and that each exponent χ satisfies
Re(χ) 6= 1/2, hence in particular χ2 6= |.|. We may then split the asymptotic
part φ as a sum φ>1/2 + φ<1/2 and define E using φ>1/2 as before. The difference
Ψ−E then has controlled increase with exponents of real part < 1/2, hence admits a
pointwise spectral expansion, uniformly on compacta, with coefficients given by the
convergent integrals
∫
[G](Ψ−E)ω−1(det) and
∫
[G](Ψ−E) Eis(f˜) and the analogous
integrals involving cusp forms. In fact, it follows from representation-theoretic con-
siderations that
∫ reg
[G] Eω−1(det) =
∫ reg
[G] E Eis(f˜) = 0, so that the spectral expansion
of Φ may be written
Ψ(g) = E(g) +
∑
ω2=1
∫ reg
[G]
Ψω−1(det)
vol([G])
ω(det(g)) (8.9)
+
∑
σ:cuspidal
∑
ϕ∈B(σ)
∫
[G]
Ψϕ˜∫
[G]
ϕϕ˜
ϕ(g)
+
1
2
∫
χ:unitary
∑
f∈B(I(χ))
∫ reg
[G] ΨEis(f˜)∫
BA\GA
f˜ f
Eis(f)(g).
Suppose now moreover that Ψ is orthogonal to the one-dimensional subrepresenta-
tions of L2([G]), so that the sum over ω may be omitted. The resulting expansion
then involves only the standard generic automorphic representations. It will be
convenient to rewrite that expansion in terms of Whittaker norms. Using (8.4)
and the formula
∫
[G]
ϕ˜ϕ = 2
∫ reg
AA
W˜ϕ˜Wϕ for cuspidal σ (see [43, §3.2.2] or [39, Lem
2.2.3]) gives the required identity, which we restate in full for convenience:
Theorem 8.1. Let Ψ ∈ C∞([G]) be of controlled increase, with each exponent
χ satisfying Re(χ) 6= 1/2 and χ2 6= |.|, and orthogonal to the one-dimensional
subrepresentations Cω(det) of L2([G]). Let E denote the linear combination of
(derivatives) of Eisenstein series attached to the summand φ>1/2 of the asymptotic
part φ of Ψ obtained by collecting terms involving characters of real part > 1/2.
We then have a pointwise defined and normally convergent expansion
Ψ(g)− E(g) = 1
2
∑
σ:cuspidal
∑
ϕ∈B(σ)
∫
[G]
Ψϕ˜∫ reg
AA
W˜ϕ˜Wϕ
ϕ(g)
+
1
2
∫
χ:unitary
∑
f∈B(I(χ))
∫ reg
[G] ΨEis
∗(f˜)∫ reg
AA
W˜Eis∗(f˜)WEis∗(f)
Eis∗(f)(g).
We will often abbreviate the RHS of the above decomposition to∫
σ:generic
∑
ϕ∈B(σ)
∫ reg
[G]
Ψϕ˜∫ reg
AA
W˜ϕ˜Wϕ
ϕ(g) (8.10)
or further to simply ∫
σ:generic
Ψσ. (8.11)
Note that the measures implicit in the integrals over σ in (8.9) and (8.10) differ on
the cuspidal spectrum by the factor 1/2.
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It is useful to describe the rate of convergence a bit more precisely. First of all,
for Ψ as in Theorem 8.1, the constant term ΨN(g) :=
∫
x∈A/F Ψ(n(x)g) dx enjoys
the normally convergent expansion
ΨN = EN +
∫
σ:generic
Ψσ,N , (8.12)
and thus likewise
Ψ = ΨN + E − EN +
∫
σ:generic
(Ψσ −Ψσ,N). (8.13)
This last integral converges uniformly near the cusp; more precisely, for g = a(y)k
with y ∈ A×, k ∈ K, we have
Ψσ(g)−Ψσ,N(g)≪Ψ,d min(|y|
−1/2−ε, |y|−d)
C(σ)d
(8.14)
for fixed d > 0. The bound (8.14) may be established first forB sufficiently negative,
then using [39, §2.6.6] and arguing as in §6.9 or [39, Lem 3.5.2] to save with respect
to C(σ). For Eisenstein σ, we estimate each term of the Fourier expansion using
lemma 7.2 or [39, (3.2.3)] and [39, §2, (S1d)]. For cuspidal σ, we apply the same
argument for large |y|, while for small |y| we invoke the crude L∞-norm bound for
Ψσ following from [39, §2, (S2a), (S3b)].
8.9. Rankin–Selberg integrals. For generic automorphic representations σ1, σ2
and characters χ of [A] of large enough real part, we define for ϕ1 ∈ σ1, ϕ2 ∈ σ2
and f ∈ I(χ) the global Rankin–Selberg integral ∫ reg
[G]
ϕ1ϕ2 Eis
∗(f). If either σ1 or
σ2 is cuspidal, then the integral converges absolutely. The Eisenstein case requires
regularization, for the details of which we refer to §[39, §4.4]. The important feature
for our purposes is that in either case, the integral unfolds as the Eulerian integral∫ reg
NA\GA
Wϕ1W˜ϕ2f
∗ (interpreted, using the local unramified calculation of (7.10), by
analogy to (8.5)). It follows then from the corresponding local results of §7.7 that
as f varies in a holomorphic family, the ratio∫ reg
[G] ϕ1ϕ2 Eis
∗(f)
Λ(σ1 ⊗ σ2 ⊗ χ, 1/2)
extends holomorphically to all χ.
Part 3. The basic identity
Here we formulate Theorem 1.4 precisely (see §11.3) and give the proof.
9. Local invariant functionals
Let F be a local field, with notation as in §7. Let s = (s1, s2, s3) ∈ C3. We will
eventually take the limit as s approaches the origin.
For each such s, we obtain a representation
I(s1)⊗ I(s2)⊗ C(s3) (9.1)
of G × G × A. (The notation I(sj) is defined in §1.8.6, C(s3) in §7.6.) In the
archimedean case, we take the completed tensor product, as in §2.2; in either case,
this representation identifies with the space I(s1)⊗I(s2) via the map f1⊗f2⊗1 7→
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f1⊗f2, which may in turn be defined as the space of smooth functions f : G×G→ C
satisfying f(n(x1)a(y1)g1, n(x2)a(y2)g2) = |y1|1/2+s1 |y2|1/2+s2 .
We may speak, as in §7.3, of holomorphic families of vectors f [s] ∈ I(s1) ⊗
I(s2)⊗ C(s3) indexed by s in an open subset on C3.
We will define two families of A-invariant functionals on the representation (9.1),
corresponding to the “strong Gelfand triple” [52] formed by the two sequences
G×G > G > A and G×G > A×A > A of strong Gelfand pairs. The special case
s = 0 was sketched in §2.3.
9.1. G×G > G > A.
9.1.1. Definition and estimates. Let σ be a generic irreducible representation of
G, realized in its Whittaker model W(σ, ψ). For almost all s, we aim to define a
continuous A-invariant map
ℓσ,s : I(s1)⊗ I(s2)⊗ C(s3)→ C
by the formula
f1 ⊗ f2 7→
∑
W∈B(σ)
∫ reg
N\G
W˜Wf1f2
∫ reg
A
W |.|s3∫ reg
A
W˜W
, (9.2)
with the integrals interpreted as in §7.6, §7.7 and the sum as in §2.3. More precisely,
we write
∑
W∈B(σ) as shorthand for
∑
f∈B(σ),W :=Wf W˜ :=W˜f˜
, where the orthonormal
basis B(σ) is as defined in §7.1, and f˜ runs over the corresponding dual basis for σ
(resp. I(χ−1)) for σ square-integrable (resp. σ = I(χ)), with the duality prescribed
by the denominator of (9.2) (or in the induced case, equivalently by integration over
B\G or K – see (7.6)).
We pause to make sense of this definition. By the local theory of Hecke and
Rankin–Selberg integrals recalled in §7.6 and §7.7, together with the formula (1.19)
for L-factors of induced representations, we see that the integrals in the numerator
of (9.2) are defined away from the poles of the numerator of
L(σ, s) := L(σ, 1/2 + s1 + s2)L(σ, 1/2− s1 + s2)L(σ, 1/2 + s3)
L(σ × σ, 1) .
In the archimedean case, these integrals moreover define continuous functionals.
It remains to make sense of the sum in (9.2) overW . We suppose henceforth that
σ ∈ G∧gen is ϑ-tempered for some fixed ϑ > 0, that s lies in a fixed compact subset
of C3 and that s is some fixed positive distance away from any pole of L(σ, s).
Lemma 9.1. Let f1 ∈ I(s1), f2 ∈ I(s2). Then for each fixed d,∑
W∈B(σ)
∣∣∣∣∣
∫ reg
N\G W˜Wf1f2∫ reg
A W˜W
∣∣∣∣∣Sd(W )≪ C(σ)−dS(f1)S(f2)qO(1). (9.3)
Proof. Let W, W˜ be as in the sum. Let f3 ∈ B(σ) be such that W = Wf3 , and
let f˜3 denote the corresponding dual basis element, belonging to σ in the square-
integrable case and to I(χ−1) if σ = I(χ), so that W˜ = W˜f˜3 . We recall from (7.14)
that ∫ reg
N\G
W˜Wf1f2 ≪ Sd(f1)Sd(f2)Sd(f˜3)qO(1). (9.4)
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We may strengthen this estimate by integrating by parts with respect to σ (§6.9),
giving for fixed d, d′ with d′ large in terms of d that∫ reg
N\G
W˜Wf1f2 ≪ C(σ)−dSd′(f1)Sd′(f2)S−2d(f˜3)qO(1). (9.5)
By the construction of B(σ), we have ∫ reg
A
W˜W =
∫
B\G
f˜3f3, S−2d(f˜3) = N−2dσν and
Sd(f3) = Ndσν . Thus the LHS of (9.3) is majorized by
C(σ)−dSd′(f1)Sd′(f2)qO(1)
∑
ν∈K∧
dim(σν)N−dσν .
By the uniform trace class property (6.10), we may assume that d is large enough
that this last sum over ν is O(1). This completes the proof. 
We may thus define a linear map
ρσ,s : I(s1)⊗ I(s2)→W(σ, ψ) (9.6)
f1 ⊗ f2 7→
∑
W∈B(σ)
∫ reg
N\G
W˜Wf1f2∫ reg
A
W˜W
W (9.7)
satisfying Sd(ρσ,s(f))≪ S(f) for each fixed d. This map may be characterized by
the property: for any W˜ ∈ W(σ, ψ¯),∫ reg
A
W˜ρσ,s(f1 ⊗ f2) =
∫ reg
N\G
W˜Wf1f2. (9.8)
From this property and the diagonal G-invariance of the Rankin–Selberg integral,
we see that ρσ,s is G-equivariant. We now compose ρσ,s with the Hecke integral
W(σ, ψ)⊗ C(s3)→ C (9.9)
W 7→
∫ reg
A
W |.|s3 (9.10)
to obtain the required continuous A-invariant map ℓσ,s. We may use (9.3) to es-
timate ρσ,s; by combining with the estimate (7.14) for local Hecke integrals, we
deduce that ℓσ,s satisfies for each fixed d the estimate
ℓσ,s(f)≪ C(σ)−dS(f)qO(1). (9.11)
9.1.2. It follows from the above discussion that if σ is ϑ-tempered (§1.8.7), then
ℓσ,s is defined whenever the real parts of s1 + s2,−s1 + s2 and s3 are at least
−1/2+ϑ. In particular, if σ is 1/6-tempered, then ℓσ,s is defined for all s satisfying
|Re(s1)| < 1/6, |Re(s2)| < 1/6, Re(s3) > −1/6. (9.12)
Since 7/64 < 1/6 (see §1.8.7), the poles of L(σ, s) will not play a significant role in
our analysis.
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9.1.3. Recall from (7.8) the notation f∗i := ζF (1+2si)fi. We define a normalized
variant of ℓσ,s by the formula
ℓ∗σ,s(f1 ⊗ f2) := ℓσ,s(f∗1 ⊗ f∗2 ). (9.13)
By the corresponding property of local Hecke and Rankin–Selberg integrals, the
ratio ℓσ,s(f)/L(σ, s) extends to a holomorphic function of s, hence the ratio
ℓ∗σ,s(f)/L(σ, s) to a meromorphic function of s.
Lemma 9.2. If (F, ψ) is unramified and f = f1⊗f2 with f1, f2 normalized spherical
(§7.5), then the ratio ℓ∗σ,s(f)/L(σ, s) vanishes unless σ is unramified, in which case
it evaluates to 1.
Proof. The vanishing is clear when σ is ramified: the image of f in σ is then K-
invariant, but σ contains no K-invariant vectors. Suppose that σ is unramified. We
may assume that B(σ) contains a K-invariant vector W , with W˜ also K-invariant.
The remaining basis elements then do not contribute to the sum defining ℓσ,s(f1 ⊗
f2). Since the quantities W (1) and W˜ (1) are nonzero (see §7.5) and the ratio in
question is invariant under scaling W and W˜ , we may assume for computational
convenience that W (1) = W˜ (1) = 1. Then by the unramified calculations recorded
in §7.5, §7.6 and §7.7, we have ∫ regA W˜W = L(adσ, 1)/ζF (2) and ∫ regA W |.|s3 =
L(σ, 1/2 + s3)/ζF (1) and W
∗
f2
(1) = 1 and
∫ reg
N\G W˜Wf∗1 f
∗
2 = L(σ ⊗ I(s1), 1/2 +
s2)/ζF (2). The conclusion follows upon noting that L(σ⊗I(s1), 1/2+s2)L(σ, 1/2+
s3)/ζF (1)L(adσ, 1) = L(σ, s). 
9.1.4. Holomorphy of ℓσ,s(f). In this section we verify that ℓσ,s(f) varies holo-
morphically with respect to both σ and s away from the poles of L(σ, s). We first
record a technical lemma related to the holomorphy of local Bessel functions with
respect to their index.
Lemma 9.3. Fix ν ∈ K∧. For χ ∈ A∧, write σ(χ) for the generic irreducible
subquotient of I(χ) and B(σ(χ)ν) for the set of all W ∈ B(σ(χ)) having K-type ν.
Then for g1, g2 ∈ G, the sum ∑
W∈B(σ(χ)ν )
W˜ (g1)W (g2)∫ reg
A W˜W
(9.14)
varies holomorphically with respect to χ.
Proof. Fix a component X of A∧, i.e., a coset of the subgroup {|.|s : s ∈ C}
of unramified characters. Let χK denote the common restriction to A ∩ K of
elements χ of X . Let {φi} be an orthonormal basis for the ν-isotypic subspace of
IndKA∩K(χK) ⊆ L2(K). For each χ ∈ X , let fi[χ] (resp. f˜i[χ]) denote the element
of I(χ) (resp. I(χ−1)) whose restriction to K is φi (resp. the complex conjugate
of φi). For g1, g2 ∈ G, the sum∑
i
W˜f˜i[χ](g1)Wfi[χ](g2) (9.15)
is independent of the choice of basis, and varies holomorphically with χ. We claim
that (9.15) and (9.14) are equal. The claim implies the required conclusion.
The claim clearly holds when I(χ) is irreducible, so suppose otherwise. Then
for some choice of sign ±, σ(χ) is isomorphic to (see [22])
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• the quotient I(χ∓)/L, where L denotes the finite-dimensional kernel of
f˜ 7→ W˜f˜ , and also to
• the subspace L⊥ ⊆ I(χ±).
Suppose for instance that χ± = χ. We may assume the basis {φi} chosen so
that f˜1[χ], . . . , f˜dim(L)[χ] ∈ L and fdim(L)+1[χ], fdim(L)+2[χ], . . . ∈ L⊥. Then the
i = 1.. dim(L) summands in (9.15) vanish, while the remaining summands give
(9.14). The claim follows. A similar argument applies if χ± = χ−1. 
Lemma 9.4. Let U be an open subset of C3. Let f [s] ∈ I(s1)⊗I(s2) be a holomor-
phic family of vectors defined for s ∈ U . Let D ⊆ G∧gen×U denote the complement of
the closure of the set of all pairs (σ, s) for which L(σ, s) is infinite. Then ℓσ,s(f [s])
defines a holomorphic function on D.
Here the holomorphy means as in §1.8.10 that on the indicated domain D,
• ℓσ,s(f [s]) is holomorphic in s for each σ, and
• ℓσ(χ),s(f [s]) is holomorphic in (χ, s).
Proof. We may assume that U = C3 and that f [s] is a flat family. The Sobolev
norms Sd(f [s]) are locally bounded in s, so the proof of the estimate (9.11) shows
that the sum defining ℓσ,s(f [s]) converges locally uniformly. Since each term varies
holomorphically in s, we obtain the required holomorphy of ℓσ,s(f [s]) with respect
to s.
It remains to verify that ℓσ(χ),s(f [s]) is holomorphic in (χ, s). Let us fix χ0 ∈ A∧
and write χ = χ0|.|w with respect to the local coordinate w ∈ C, and fix ν ∈ K∧.
For s ∈ C3 and w ∈ C, we define Φ0(s, w) like ℓσ(χ0|.|w),s(f1 ⊗ f2), but restricting
the sum to those W having K-type ν. In view of the locally uniform convergence
of the sum defining ℓσ,s, it is enough to verify that Φ0(s, w) is holomorphic away
from the poles of L(σ(χ0|.|w), s).
To that end, we choose a sufficiently large real number c, denote by Ω the set
of all pairs (s, w) for which the real parts of s1, s2, s3, w have magnitude less than
c, choose a polynomial P (s, w) so that P (s, w)L(I(χ0|.|w), s) is holomorphic on
Ω, and set Φ(s, w) := P (s, w)Φ0(s, w). It is enough then to verify that Φ(s, w) is
holomorphic on Ω.
We know by §7.6 and §7.7 that on Ω, the map s 7→ Φ(s, w) is holomorphic for each
w. Moreover, if Re(s2) and Re(s3) are large enough in terms of |Re(s1)| and |Re(w)|,
then the integral defining Φ0(s, w) converges absolutely, and so lemma 9.3 implies
that Φ(s, w) is holomorphic in both variables. Using the local functional equations
as in the proofs of lemmas 7.2 and 7.3, we deduce that Φ(s, w) is holomorphic
whenever |Re(s2)| and |Re(s3)| are large enough in terms of |Re(s1)| and |Re(w)|.
In the archimedean case, we see moreover by integrating by parts with respect to
I(s2) and I(s3) (§6.9) that Φ(s, w) decays rapidly in vertical strips with respect to
s2 and s3. We may thus use Cauchy’s theorem to express Φ(s, w) for general s2, s3
as an alternating sum of four contour integrals in which each of Re(s2) and Re(s3)
is sufficiently positive or negative. We thereby deduce the holomorphy of Φ(s, w)
for general arguments s2, s3 from the case in which those arguments have large real
parts. 
9.1.5. Holomorphy of pre-Kuznetsov weights. Let h : G∧gen → C be a pre-
Kuznetsov weight (§2.8) with kernel φ ∈ C∞c (G). We verify here that the formula
defining h converges absolutely and that h is holomorphic (in the sense of 1.8.10).
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Write Jσ,ν(g1, g2) for the sum (9.14). By regrouping the definition, we have
h(σ) =
∑
ν∈K∧ h
ν(σ), where hν(σ) :=
∫
g∈G Jσ,ν(g, 1)φ(g). By lemma 9.14, we see
that each hν is holomorphic, so it suffices to verify for every compact subset Σ
of G∧gen that supσ∈Σ
∑
ν∈K∧ |hν(σ)| < ∞. We have hν(σ) =
∫
g∈G
Jσ,ν(g, 1)φν(g),
where φν denotes the ν-isotypic component of φ under right translation. In the
non-archimedean case, we have φν = 0 for all but finitely many ν, so the required
absolute convergence follows from the continuity of Jσ,ν . In the archimedean case,
the smoothness of φ implies that ‖φν‖L∞(G) ≪d (1 + cν)−d for each fixed d > 0,
where cν > 0 denotes the Casimir eigenvalue. By expanding g = n(x)a(y)k in
Iwasawa coordinates, we reduce to showing that Jσ,ν(a(y)k, 1) ≪ (1 + cν)O(1) for
all k ∈ K and all y belonging to a fixed compact subset of F×. This last estimate
follows (in stronger form) from lemma 7.2.
An identical argument gives the locally uniform convergence of the sums (2.33).
9.2. G × G > A × A > A. Let ω be a character of A. For almost all s, we may
define an A-invariant map
ℓω,s : I(s1)⊗ I(s2)⊗ C(s3)→ C
f1 ⊗ f2 7→
∫ reg
A
Wf1ω
∫ reg
A
Wf2ω
−1|.|s3 . (9.16)
The definition makes sense: for given f1, f2, the RHS of §9.16 is defined away from
the poles of the numerator of
L(ω, s) := L(I(s1)⊗ ω, 1/2)L(I(s2)⊗ ω
−1, 1/2 + s3)
ζF (1)2
=
∏
± L(ω, 1/2± s1)L(ω−1, 1/2± s2 + s3)
ζF (1)2
(see §7.6). Moreover, in the archimedean case, the integrals appearing on the RHS
of (9.16) define continuous functionals on I(s1) and I(s2), hence their product
extends to a continuous functional on the (completed) tensor product. In general,
the Hecke integral estimate (7.14) and the reduction to pure tensors of §6.10 implies
that if σ is O(1)-tempered, s lies in a fixed compact subset of C3 and s is some
fixed positive distance away from any pole of L(ω, s), then for each fixed d,
ℓω,s(f)≪ C(ω)−dS(f). (9.17)
As we did for ℓσ,s, we define the normalized variant
ℓ∗ω,s(f1 ⊗ f2) := ℓω,s(f∗1 ⊗ f∗2 ). (9.18)
The ratio ℓω,s(f)/L(ω, s) extends to a holomorphic function of s, the ratio
ℓ∗ω,s(f)/L(ω, s) to a meromorphic one, and we have the expected unramified calcu-
lation, which follows immediately from the corresponding calculation of §7.6:
Lemma 9.5. If (F, ψ) is unramified and f = f1⊗f2 with f1, f2 normalized spherical,
then the ratio ℓ∗ω,s(f)/L(ω, s) vanishes unless ω is unramified, in which case it
evaluates to 1.
We note finally that if ω is unitary, then ℓω,s is defined whenever each of ±s1
and ±s2 + s3 have real parts at least −1/2, as follows from (9.12).
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9.3. Variation with respect to the additive character. It is often conve-
nient to assume that ψ has a particular form (e.g., unramified when F is non-
archimedean), so we record here how the above definitions vary with ψ. For b ∈ F×,
set ψb(x) := ψ(bx) and let ℓbσ,s, ℓ
b
ω,s be defined as above, but using ψ
b. We verify
readily that
ℓbσ,s = |b|3/2−s1+s2−s3ℓσ,s, ℓbω,s = |b|1+s1+s2−s3ℓω,s. (9.19)
10. Global invariant functionals
Let F be a number field, with accompanying notation as in §8. Let s ∈ C3. Then
I(s1)⊗I(s2)⊗C(s3) is an irreducible automorphic representation of GA×GA×AA,
given by the restricted tensor product of the analogous local representations. We
will define two families of AA-invariant functionals, the global analogues of those of
§9, and record their factorizations into local functionals.
10.1. G×G > G > A. Let σ be a generic automorphic representation. For almost
all s, we define a functional
ℓσ,s : I(s1)⊗ I(s2)⊗ C(s3)→ C
f1 ⊗ f2 7→
∑
ϕ∈B(σ)
∫ reg
[G] Eis(f
∗
1 ) Eis(f
∗
2 )ϕ˜
∫ reg
[A] ϕ|.|s3∫ reg
AA
W˜ϕ˜Wϕ
,
with the integrals interpreted as above. Here B(σ) is obtained by tensoring the local
bases defined in §7.1, and as ϕ traverses B(σ) we let ϕ˜ traverse the corresponding
dual basis, with the duality normalized by the pairing given in the denominator.
If σ = Eis∗(I(η)) with η quadratic, set L(σ, s) := 0; otherwise, set
L(σ, s) := Λ(σ, 1/2 + s1 + s2)Λ(σ, 1/2− s1 + s2)Λ(σ, 1/2 + s3)
Λ∗(σ × σ, 1) .
Remark 10.1. If σ is Eisenstein, say σ = Eis∗(I(χ)), then the quantity
Λ∗(σ × σ, 1) =
{
ξ∗F (1)
4 if χ is quadratic,
ξ∗F (1)
2Λ(χ2, 1) otherwise
(10.1)
does not vary continuously with respect to χ ∈ [A]∧. (Compare with [39, §2.2.2].)
The set of discontinuities consists of the quadratic χ, hence has measure zero. If
χ = η|.|it with η quadratic and t is a small nonzero real number, then
Λ∗(σ × σ, 1) ≍ t−2. (10.2)
These considerations motivate the definition of L(σ, s), which varies meromorphi-
cally with χ for σ = Eis∗(I(χ)).
We define L(S)(σ, s) like L(σ, s), but with the Euler products over places not in
S.
By the unfolding of global Hecke and Rankin–Selberg integrals noted in §8.4 and
§8.9, we see that for factorizable factors,
ℓσ,s(f1 ⊗ f2) = L(σ, s)
∏
p
L(σp, s)−1ℓ∗σp,s(f1p ⊗ f2p), (10.3)
with the product really a finite product. As f varies holomorphically, the ratio
ℓσ,s(f)/L(σ, s) thus extends holomorphically to all s.
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10.2. G×G > A×A > A. Let ω be a character of [A]. For almost all s, we may
define a functional
ℓω,s : I(s1)⊗ I(s2)⊗ C(s3)→ C
f1 ⊗ f2 7→
∫ reg
[A]
Eis∗(f1)ω
∫ reg
[A]
Eis∗(f2)ω
−1|.|s3 ,
which unfolds and then factors on factorizable vectors as the (finite) product
ℓω,s(f1 ⊗ f2) = L(ω, s)
∏
p
L(ωp, s)−1ℓ∗ωp,s(f1p ⊗ f2p),
where
L(ω, s) :=
∏
± Λ(ω, 1/2± s1)Λ(ω−1, 1/2± s2 + s3)
(ξF (1)∗)2
.
As f varies holomorphically, the ratio ℓω,s(f)/L(ω, s) thus extends holomorphically
to all ω ∈ [A]∧ and s.
11. Decompositions of global periods
We consider here s ∈ C3 satisfying the condition
ε1s1 + ε2s2 + ε3s3 /∈ {0,±1/2,±1} for all 0 6= ε ∈ {−1, 0, 1}3. (11.1)
We deduce from the estimate (8.3) for the Eisenstein series that the expression
Eis∗(f1)(a(y)) Eis
∗(f2)(a(y))|y|s3 (y ∈ A×/F×) (11.2)
may be approximated as |y| → ∞ (resp. |y| → 0) by a linear combination of the
characters |y|1±s1±s2+s3 (resp. |y|−1±s1±s2+s3). Since ±s1± s2± s3 6= 1, the trivial
character never occurs, so (11.2) defines a strongly regularizable function on [A]
(§5). We obtain an AA-invariant functional
ℓs : I(s1)⊗ I(s2)⊗ C(s3)→ C
f1 ⊗ f2 7→
∫ reg
[A]
Eis∗(f1) Eis
∗(f2)|.|s3 ,
which we proceed to decompose in two ways.
Remark 11.1. The regularized integral over [A] considered above may be defined
concretely as the absolutely convergent integral∫
y∈[A]
(∫
u∈A×
Eis∗(f1) Eis
∗(f2)(a(yu)) dν(u)
)
|y|s3 dy|y| (11.3)
for any finite measure ν on A× whose Mellin transform vanishes at the characters
|.|±1±s1±s2 (with all 23 possible sign combinations).
11.1. G × G > G > A. We phrase some estimates below in terms of “generic
complex lines in C3 containing the origin.” In each case, one could take the line
{(10−6s0, 10−12s0, 10−18s0) ∈ C3 : s0 ∈ C}, for instance. Those estimates may
be formulated alternatively as bounds for the total polar multiplicity at 0 ∈ C3 of
certain meromorphic functions.
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Theorem 11.2. Let s ∈ C3 satisfy |Re(si)| < 1/6 for i = 1, 2, 3 and (11.1). Then
ℓs =
∫
σ:generic
ℓσ,s +
7∑
i=1
ℓdegi,s ,
where the integral is taken over standard generic automorphic representations σ as
in (8.10) and the “degenerate maps” ℓdegi,s are meromorphic families of functionals
with the following properties:
• For 1 6 i 6 4, ℓdegi,s factors ∆G×A-equivariantly through I(1/2±s1±s2)⊗
C(s3).
• ℓdeg5,s is NA-invariant.
• For i = 6, 7, ℓdegi,s factors ∆G × A-equivariantly through I(±(s3 − 1/2)) ⊗
C(s3).
Moreover, for any holomorphic family f [s] ∈ I(s1) ⊗ I(s2) ⊗ C(s3) defined for s
near zero, we have
ℓdegi,s (f [s]) =
{
O(|s|−4) for i = 1, 2, 3, 4,
O(|s|−5) for i = 6, 7 (11.4)
for small s ∈ C3 in a generic complex line containing the origin.
Proof. Let f = f1⊗f2 ∈ I(s1)⊗I(s2). Set Ψ := Eis∗(f1) Eis∗(f2). The regularizing
Eisenstein series as in §8.7 is given by
E := Eis(f∗1 · f∗2 ) + Eis(Mf∗1 · f∗2 ) + Eis(f∗1 ·Mf∗2 ) + Eis(Mf∗1 ·Mf∗2 ). (11.5)
By Theorem 8.1, we have the normally convergent pointwise expansion
Ψ− E =
∫
σ:generic
Ψσ,
say. We obtain
ℓs(f) =
4∑
i=1
ℓdegi,s (f) +
∫ reg
[A]
∫
σ:generic
Ψσ|.|s3 ,
where the ℓdegi,s (f) are given by the regularized integral over [A] of the terms in the
definition of E . The functionals ℓdegi,s have the required factorization property. The
estimate (11.4) for i = 1..4 follows by writing, e.g.,
Eis(f∗1 · f∗2 ) =
ξF (1 + 2s1)ξF (1 + 2s2)
ξF (2 + 2s1 + 2s2)
Eis∗(f1 · f2),
and recalling from §8.4 that∫ reg
[A]
Eis∗(f1 · f2)|.|s3/
∏
±
ξF (1/2± (1/2 + s1 + s2) + s3)
is holomorphic.
Continuing to assume that |Re(s1)|, |Re(s2)| < 1/6, we now change our assump-
tions temporarily by supposing that Re(s3) > 1/2. Then for any standard generic
automorphic representation σ, we have
ℓσ,s(f) =
∫
[A]
(Ψσ −Ψσ,N)|.|s3 . (11.6)
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By (8.14), the integrand in (11.6) is bounded for each fixed d > 0 by C(σ)−d times
a fixed convergent integrand. Taking d sufficiently large that
∫
σ C(σ)
−d < ∞ (see
[39, §2.6.5]), we deduce by interchanging summation with integration that
ℓs(f) =
5∑
i=1
ℓdegi,s (f) + Φ(s) (11.7)
where, for Re(s3) > 1/2,
Φ(s) :=
∫
σ:generic
ℓσ,s(f) (11.8)
and
ℓdeg5,s (f) :=
∫ reg
[A]
∫
σ:generic
Ψσ,N |.|s3 . (11.9)
We may evaluate the functional ℓdeg5,s explicitly using truncation and that Ψσ,N = 0
unless σ is Eisenstein, but it suffices for our purposes to note as claimed that this
functional is NA-invariant.
We now freeze the variables s1, s2 and view the above identity as one of meromor-
phic functions of s3 defined initially for Re(s3) > 1/2. We aim to meromorphically
continue Φ to the range −1/6 < Re(s3) < 1/2 and to verify that a modified form
of the identity (11.8) holds there.
We expand
Φ(s) =
1
2
∑
σ:cuspidal
ℓσ,s(f) +
1
2
∫
χ:unitary
ℓI(χ),s(f). (11.10)
For cuspidal σ, the L-function L(σ, s) is entire; by the convexity bound and the
estimate (9.11), we see that ℓσ,s(f) decays faster than any power of C(σ), locally
uniformly in s, and extends to an entire function of s. Analogous assertions hold
for the individual Eisenstein contributions ℓI(χ),s(f) except when χ is of the form
|.|t, in which case we may encounter poles in the indicated range. Indeed, we may
write ℓI(t),s(f) = Ξ(t, s)h(t, s), where
Ξ(t, s) :=
∏
±
ξF (
1
2 + s1 + s2 ± t)ξF (12 − s1 + s2 ± t)ξF (12 + s3 ± t)
ξF (1± 2t)
and h is an entire function defined by a finite product of normalized local integrals.
The poles of Ξ(t, s) with s1, s2 as usual, Re(s3) > −1/6 and Re(t) = 0 are at
t = ±(s3 − 1/2).
We are led to the problem of determining the meromorphic continuation of the
integral
I(s) :=
∫
t∈iR
ℓI(t),s(f)
dt
2πi
,
defined initially for Re(s3) > 1/2. Let us first do this under the assumption of
GRH (to avoid possible poles of ξF (1 ± 2t)−1) and working formally. We fix ε > 0
sufficiently small, and consider s3 of real part in the interval (1/2, 1/2+ε). We shift
the contour to Re(t) = 2ε, passing a pole at t = s3 − 1/2. The resulting integral
has no poles for s3 of real part in (1/2 − ε, 1/2 + ε). We obtain in this way the
analytic continuation of I(s) to 1/2− ε < Re(s) < 1/2 + ε. We suppose next that
1/2 − ε < Re(s) < 1/2 and shift the contour back to Re(t) = 0, passing a pole
at t = 1/2 − s3. We obtain in this way the analytic continuation of I(s) to s3 of
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real part greater than −1/2, and for s3 of real part in the interval (−1/2, 1/2) the
formula
I(s) =
∑
±
± rest→±(1/2−s3) ℓI(t),s(f) +
∫
t∈iR
ℓI(t),s(f)
dt
2πi
. (11.11)
The argument of the previous paragraph was not quite rigorous, because we
assumed GRH and did not justify the contour shifts. To give a rigorous argument,
we fix T > 1 sufficiently large and restrict to s3 with |Im(s3)| < T/2, say. By the
prime number theorem, we may choose ε small enough that shifting t from iR to
the piecewise-linear contour C with endpoints −i∞,−iT,−iT + 2ε, iT + 2ε, iT, i∞
does not encounter any zeroes of ξF (1 − 2t). We then argue as before but with
{t : Re(t) = 2ε} replaced by C.
Combining the formula (11.11) with our earlier remarks gives the required mero-
morphic continuation of Φ and the identity, for s3 of real part in (−1/6, 1/2),
Φ(s) =
∫
σ:generic
ℓσ,s(f) +
∑
i=6,7
ℓdegi,s (f), (11.12)
where the ℓdegi,s have the required factorization properties. Since the estimate
rest=±(s3−1/2) Ξ(t, s)≪ |s|−5 (11.13)
holds for small s ∈ C3 in a generic complex line containing the origin, the estimate
(11.4) follows for i = 6, 7.
We obtain the required identity by combining (11.7) and (11.12). 
11.2. G×G > A×A > A.
Theorem 11.3. Let s ∈ C3 satisfy |Re(si)| < 1/6 for i = 1, 2, 3 and (11.1). Then
ℓs =
∫
ω:unitary
ℓω,s +
15∑
i=8
ℓdegi,s ,
where the integral is taken over unitary characters ω of [A] as in (8.1) and the
degenerate functionals are given on f = f1 ⊗ f2 by
f∗1 (1)
∫ reg
AA
WEis∗(f2)|.|1/2+s1+s3 , (11.14)
Mf∗1 (1)
∫ reg
AA
WEis∗(f2)|.|1/2−s1+s3 , (11.15)
f∗1 (w)
∫ reg
AA
WEis∗(f2)|.|−1/2−s1+s3 , (11.16)
Mf∗1 (w)
∫ reg
AA
WEis∗(f2)|.|−1/2+s1+s3 , (11.17)
together with the analogous quantities obtained by swapping (f1, s1) with (f2, s2).
Proof. Set ϕi(y) := Eis
∗(fi)(a(y)). By estimate (8.3) for the Eisenstein series, we
see that ϕi admits the finite expansions
ϕi(y) ∼
{
φ∞i (y) as |y| → ∞,
φ0i (y) as |y| → 0
(11.18)
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where
φ∞i (y) := |y|1/2+sif∗i (1) + |y|1/2−siMf∗i (1),
φ0i (y) := |y|−1/2−sif∗i (w) + |y|−1/2+siMf∗i (w).
Since regularizable finite functions have vanishing regularized integral, we have∫ reg
A×/F×
ϕ1ϕ2|.|s3 =
∫ reg
A×/F×
(ϕ1 − φ∞1 )(ϕ2 − φ∞2 )|.|s3 (11.19)
+
∫ reg
A×/F×
φ∞1 ϕ2|.|s3 +
∫ reg
[A]
φ∞2 ϕ1|.|s3 .
The second and third terms on the RHS of (11.19) contribute the degenerate terms
(11.14), (11.15) listed above plus their analogues with (f1, s1) and (f2, s2) swapped.
The first term may be defined for (say) Re(s3) > 20 as an absolutely convergent
integral, then in general by meromorphic continuation. Similarly, the Mellin trans-
form (cf. §8.4)
ϕˆi(ω) :=
∫ reg
y∈A×/F×
ϕi(ω)ω(y) =
∫ reg
AA
WEis∗(fi)ω (11.20)
may be defined for (say) Re(ω) > 10 via the absolutely convergent integral of
(ϕi − φ∞i )ω. By Mellin inversion, we have
ϕ1(y)− φ∞1 (y) =
∫
ω:Re(ω)=10
ϕˆ1(ω)ω
−1(y).
(The crude estimate (9.17) and the convexity bound for the L-values give adequate
decay at infinity for ϕˆi to justify this expansion and subsequent contour shifts.)
Thus for Re(s3) = 20,∫ reg
A×/F×
(ϕ1 − φ∞1 )(ϕ2 − φ∞2 )|.|s3 =
∫
ω:Re(ω)=10
ϕˆ1(ω)ϕˆ2(ω
−1|.|s3). (11.21)
We shift the ω-contour to Re(ω) = 0, passing poles at ω = |.|1/2±s1 whose residues
contribute the degenerate terms (11.16), (11.17). We then take Re(s3) nearly as
small as we can without passing a pole of the integrand and shift to Re(ω) = ε,
passing two more poles that contribute the remaining degenerate terms. We then
take Re(s3) close to 0 and shift back to Re(ω) = 0, giving the required identity.

11.3. Summary.
Theorem 11.4. Suppose s ∈ C3 satisfies the hypotheses of Theorem 11.3. Let
f = ⊗fp ∈ I(s1)⊗ I(s2) be a factorizable vector. Let S be a finite set of places of
F such that for each p /∈ S, we have that (Fp, ψp) is unramified and fp = f1p ⊗ f2p
with f1p, f2p normalized spherical. Then∫
σ:generic,
unram. outside S
L(S)(σ, s)
∏
p∈S
ℓ∗σp,s(fp) +
7∑
i=1
ℓdegi,s (fp) (11.22)
∫
ω:unitary,
unram. outside S
L(S)(ω, s)
∏
p∈S
ℓ∗ωp,s(f) +
15∑
i=8
ℓdegi,s (f),
where L(S)(σ, s) and L(S)(ω, s) denote the corresponding partial Euler products.
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Proof. We decompose ℓs(f) via Theorems 11.2 and 11.3 and unfold as in §10. 
Corollary 11.5. Let f = ⊗fp ∈ I(0)⊗ I(0) be a factorizable vector, and let S be
as in Theorem 11.4. Then the difference∫
σ:generic,
unram. outside S
L(S)(σ, 0)
∏
p∈S
ℓ∗σp,0(fp)−
∫
ω:unitary,
unram. outside S
L(S)(ω, 0)
∏
p∈S
ℓ∗ωp,0(fp)
(11.23)
is equal to the limit
lim
s→0
(
15∑
i=8
−
7∑
i=1
)ℓdegi,s (f [s]) (11.24)
for any holomorphic family f [s] ∈ I(s1)⊗I(s2), defined for s ∈ C3 near the origin,
with f [0] = f .
By combining the remarks of §9.3 with the unramified calculations of §9.1 and
§9.2, we see that the above results extend with minor modification to the case that
ψp is ramified for some finite p /∈ S.
Remark 11.6. One could likely evaluate the limit (11.24) more explicitly as in Moto-
hashi’s work, but it is more convenient in our experience to work with directly with
the individual degenerate functionals ℓdegi,s , each of which has clear representation-
theoretic significance.
11.4. Holomorphy. We record, for future reference, some holomorphy properties
implicit in the above arguments.
As in the local setting (§7.3), we may speak of holomorphic families f [s] ∈
I(s1)⊗I(s2)⊗C(s3) indexed by s in an open subset U of C3; this means that f [s]
varies pointwise holomorphically, the seminorms Sd(f [s]) defined in §6.11 are locally
bounded in s, and, locally in s, f [s] is invariant by a compact open subgroup of the
finite adelic points of PGL2×PGL2. We say that a family of (continuous) func-
tionals ρs indexed by s in U varies holomorphically if s 7→ ρs(f [s]) is holomorphic
for all holomorphic families f [s] defined on an open subset of U , or equivalently, if
ρs(f [s]) varies holomorphically for each flat family f [s] defined on U .
Lemma 11.7. Each of the following functionals varies holomorphically on {s ∈ C3 :
|Re(sj)| < 1/6 for j = 1, 2, 3}:
ℓs,
∫
σ:generic
ℓσ,s,
∫
ω:unitary
ℓω,s,
7∑
i=1
ℓdegi,s ,
15∑
i=8
ℓdegi,s . (11.25)
Proof. The holomorphy of ℓs on the indicated domain follows from (11.1), lemma
5.1, and the holomorphic variation of the asymptotic expansions near 0 and ∞ of
(11.2) as f1, f2 vary holomorphically. The holomorphy of the next two functionals
in (11.25) was implicit in the proofs of Theorems 11.2 and 11.3. The holomorphy
of the last two then follows from the identities proved in those theorems. 
Part 4. Analysis of local weights and degenerate terms
12. Holomorphic families of weights and vectors
12.1. Local. Let F be a local field, with nontrivial unitary character ψ. We fix
a small neighborhood Ω of the origin in C2. We let s = (s1, s2) ∈ Ω and set
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π := I(s1)⊗I(s2). For f ∈ I(s1)⊗ I(s2) we define Wf and Vf as in §2.7. We aim
to generalize the results of §2 from s = 0 to all s ∈ Ω. No new ideas are required
here, but the formulas obtained are slightly more complicated.
We first generalize the results of §2.7:
Lemma 12.1.
(i) The set {Wf : f ∈ π} contains C∞c (F× × F×).
(ii) The set {Vf : f ∈ π} contains C∞c (N\G,ψ).
(iii) For f ∈ π, we have
Wf (t1, t2) (12.1)
= |t1|1/2−s1 |t2|1/2−s2
∫
x∈F
|1− x|2s1 |x|2s2V ♯[s](x, (t1 + t2)x− t2
x(1 − x) )
dx
|x(1− x)| ,
where
V ♯[s](x, y) :=
∫
ξ∈F
|ξ|−2s2V ∧[s](ξ,−x/ξ)ψ(−ξy) dξ (12.2)
with
V ∧[s](ξ, z) :=
∫
y∈F×
|y|s1−s2V (a(y)n′(z))ψ(ξy) dy|y| . (12.3)
The integration in (12.1) is understood as in lemma 2.5.
Proof. The first assertion is again a consequence of standard properties of the
Kirillov model. For the remaining assertions, we fix a nonzero test function
φ0 ∈ C∞c (F×) supported close enough to the identity that
∫
F φ0|.|2s1 6= 0 for
all s ∈ Ω and define Φ[s] ∈ S(F 3) by
Φ[s](x, y, z) :=
φ0(x− yz)∫
F φ0|.|2s1
V ∧[s](
y
x− yz , z). (12.4)
and then f [s] ∈ I(s1)⊗ I(s2) by
f [s](g, n′(z)) := | det g|1/2+s1
∫
r∈F
Φ[s]((0, r)g, z)|r|2s1 dr. (12.5)
The same calculations as in the proof of lemma 2.4 confirm that Vf [s] = V , whence
the second assertion. The same calculations as in the proof of lemma 2.5 lead to
the required formula for Wf in terms of Vf . 
We next generalize and slightly refine the results of §2.10:
Theorem 12.2. Let φ, h be as in Theorem 2.10. Fix a small neighborhood Ω of
the origin in C3. Then we may find a holomorphic family f [s] ∈ I(s1) ⊗ I(s2),
defined for s = (s1, s2, s3) ∈ Ω, with the following properties:
(i) ℓσ,s(f [s]) = h(σ) for all s.
(ii) ℓω,0(f [0]) = h˜(ω) is as described in Theorem 2.10.
(iii) for each s and every N -invariant functional ℓ : π → C, we have ℓ(f [s]) = 0.
(iv) Suppose that φ has the form φ(n(x)a(y)n′(z)) = φ˜(x, y, z) for some φ˜ ∈ S(F 3).
Then for each fixed d there is a fixed d′ so that for all s ∈ Ω,
Sd(f [s])≪ Sd′(φ˜)qO(1), (12.6)
where q := 1 if F is archimedean and the Sobolev norms Sd are as defined in
§6.2 and §6.3.
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Proof. As in the proof of Theorem 2.10, we define V ∈ C∞c (N\G,ψ) by (2.32)
and then f0[s] ∈ I(s1) ⊗ I(s2) using lemma 12.1, so that V = Vf0[s]. We choose
φ1 ∈ C∞c (A) ∼= C∞c (F×) supported close enough to the identity that
∫
A
φ1|.|s3 6= 0
for all s ∈ Ω, and set
f [s] :=
1∫
A
φ1|.|s3 φ
ι
1 ∗Nψf0[s] ∈ I(s1)⊗ I(s2), (12.7)
with notation as in (2.34). Assertion (i) holds because V = Vf0[s]. The proof of
assertion (ii) is the same calculation as in the proof of Theorem 2.10, noting that
the present definitions specialize to the earlier ones upon taking s = 0. Assertion
(iii) follows from the definition (12.7) and the fact that φ1 is supported away from
0.
For the proof of assertion (iv), it is convenient to use the construction of f [s]
given by (12.4) and (12.5). We may assume in the non-archimedean case that φ0
is the normalized characteristic function of o×. Since Φ[s] is essentially a partial
Fourier transform of φ˜, we see that
Sd(Φ[s])≪ Sd′(φ˜). (12.8)
with d, d′ as above. Similarly, it follows readily from (12.5) that
Sd(f [s])≪ Sd′(Φ[s])qO(1). (12.9)
The required estimate (12.6) follows. 
12.2. Global. Returning to the global setting, let F be a number field, let S be a
finite set of places of F containing all archimedean places, and for each p ∈ S, let hp
be a pre-Kuznetsov weight defined on the set of generic irreducible representations
σp of PGL2(Fp).
Let Ω ⊆ C3 be a small neighborhood of the origin. For s ∈ Ω, let f [s] = ⊗f [s]p ∈
I(s1)⊗ I(s2)⊗ C(s3) denote the factorizable vector such that
• for p /∈ S, the local component f [s]p is normalized spherical (i.e., the unique
PGL2(op)
2-invariant vector with f [s]p(1) = 1), while
• for p ∈ S, the local component f [s]p is as constructed in Theorem 12.2.
We refer subsequently to (f [s])s∈Ω as the holomorphic family attached to the
local weights (hp)p∈S .
13. Local estimates for long families
The results of this section may be used in place of lemma 2.9 to ensure that
our main estimates depend polynomially upon auxiliary parameters. We note that
many of the estimates recorded this section may be strengthened significantly via
explicit calculation.
Let F be a local field and ψ a nontrivial unitary character of F . If F is non-
archimedean, then we assume that ψ is unramified. Let Q > 1 be an element of
the value group of F . In the non-archimedean case, we assume that Q > q.
We define φ ∈ C∞c (G) by applying the recipe of §3.2 with χ the trivial character.
For example, for F non-archimedean, we let J 6 G denote the set consisting of
g = n(x)a(y)n′(z) with |x| 6 1, |y| = 1, |z| 6 1/Q and take for φ ∈ C∞c (G)
the characteristic function of J . In either case, we have φ(g) = φ˜(x, y, z) where
φ˜ ∈ S(F 3) satisfies
Sd(φ˜)≪ QO(1) (13.1)
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for fixed d. Indeed, one can check that Sd(φ˜) ≍ qO(1)Qd−1/2 for fixed d > 0.
Let h denote the pre-Kuznetsov weight with kernel φ (§2.8). Let h˜ denote its
dual, as given by Theorem 2.10.
Lemma 13.1. Fix ϑ ∈ [0, 1/2), and let σ ∈ G∧gen be unitary.
(i) We have h(σ) > 0.
(ii) If σ is ϑ-tempered and C(σ) 6 Q, then h(σ)≫ϑ 1/Q.
Proof. The proof is similar to but simpler than that of Theorem 3.1. We discuss
only the non-archimedean case in detail, since the modifications required for the
archimedean case are exactly as in §3.3.
We note first that h(σ) is the sum of vol(J)|W (1)|2 taken over W in an or-
thonormal basis for the space σJ of J-fixed vectors in σ; in particular, h(σ) > 0.
Suppose now that σ is ϑ-tempered and C(σ) 6 Q. By newvector theory [14], σ then
contains a J-invariant element W with W (1) = 1. Moreover, as before, we have
W (1)≫ϑ ‖W‖. Since vol(J) ≍ 1/Q, the required lower bound for h(σ) follows. 
Lemma 13.2. Let f [s] ∈ I(s1) ⊗ I(s2) denote the holomorphic family, defined for
small s ∈ C3, attached to φ and h by Theorem 12.2. Then for each fixed d,
Sd(f [s])≪ QO(1). (13.2)
Moreover, for unitary ω ∈ A∧,
h˜(ω)≪ QO(1)C(ω)−d (13.3)
Proof. The first estimate is a consequence of (13.1) and (12.6). The second then
follows from (9.17). 
14. The first seven degenerate terms
We give conditions on the local weights hp under which the first seven degenerate
terms may be neglected. The informal content of these conditions is that the weights
“vanish adequately near the trivial representation.”
Theorem 14.1. Let F be a number field. Let S be a finite set of places of F ,
containing all archimedean places. For each p ∈ S, let hp be a pre-Kuznetsov
weight for PGL2(Fp). Assume that there exists either
(i) a finite place p ∈ S such that hp vanishes on the subset of unramified repre-
sentations, or
(ii) an infinite place p ∈ S for which hp is divisible by the sixth power of the
Casimir operator Cp on PGL2(Fp), i.e., there exists a pre-Kuznetsov weight
h0p so that hp(σ) = λ
6
σph
0
p(σp) for all σp, where λσp denotes the Cp-eigenvalue.
Let Ω ⊆ C3 be a small neighborhood of the origin, and let (f [s])s∈Ω be the holomor-
phic family attached to (hp)p∈S. Then for i = 1..7, we have
lim
s→0
ℓdegi,s (f [s]) = 0, (14.1)
with the limit taken along s in a generic complex line in C3 containing the origin.
Note that, by assertion (iii) of Theorem 3.1, the condition (i) of Theorem 14.1 is
satisfied (at some finite place) for the weights relevant to our applications (see §4).
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Proof. We observe first, by the stated properties of f [s] and the NA-invariance of
ℓdeg5,s , that ℓ
deg
5,s (f [s]) = 0. It thus suffices to verify (14.1) for i ∈ {1, 2, 3, 4, 6, 7}. We
will make use of the factorization properties stated in Theorem 11.2, namely, that
ℓdegi,s factors ∆G× A-equivariantly through I(t) ⊗ C(s3) for some complex number
t = ±1/2 + O(|s|).
For a complex number t and a place p, we denote by Ip(t) the corresponding
induced representation of PGL2(Fp), so that I(t) = ⊗pIp(t).
Consider first the case that the condition (i) is satisfied for some finite place
p. The space of PGL2(Fp)-invariant functionals Ip(s1) ⊗ Ip(s2) → Ip(t) is
one-dimensional, and described explicitly using the local Rankin–Selberg integral
Ip(s1) ⊗ Ip(s2) ⊗ Ip(−t) → C or some Laurent coefficient thereof (see §7.7).
The assumption on hp implies that any such Rankin–Selberg integral vanishes
at f [s]p. It follows that f [s]p lies in the kernel of any invariant functional
Ip(s1)⊗ Ip(s2)→ Ip(t), hence that ℓdegi,s (f) = 0.
Consider next the case that the condition (ii) is satisfied for some infinite place
p. Let f0[s] be attached to h0 in the same way that f [s] was to h. Then for the
same reasons as in the previous case, we have ℓdegi,s (f [s]) = λ
6
t ℓ
deg
i,s (f
0[s]), where λt
denotes the eigenvalue for Cp on I(t). If t = ±1/2+O(|s|), then λt = O(|s|). Since
ℓdegi,s (f
0[s]) = O(|s|−5) (see (11.4)), it follows that ℓdegi,s (f [s]) = O(|s|), whence the
required conclusion. 
15. The remaining eight degenerate terms
Theorem 15.1. Let F be a number field, equipped with a nontrivial unitary char-
acter ψ of A/F . Let S = S0 ∪ S1, (hp)p∈S and Q be as in §4.1 or §4.2. Let
f [s] ∈ I(s1) ⊗ I(s2) ⊗ C(s3) be the holomorphic family, defined for small s, at-
tached to (hp)p∈S in §12.2. Then
lim
s→0
15∑
i=8
ℓdegi,s (f [s])≪ Qε. (15.1)
In the setting of §4.1, the implied constant depends polynomially upon σ0.
The proof is given in §15.5 after several preliminaries.
Remark 15.2. It should be possible to refine this estimate to an asymptotic formula
for the LHS of (15.1); compare with [48].
15.1. Factorization. Take s ∈ C3 small and satisfying (11.1). We introduce the
temporary notation
Z(u1, u2, u3) :=
ζ
(S)
F (u1)ζ
(S)
F (u2)ζ
(S)
F (u3)
ζ
(S),∗
F (1)
.
Take f = f1 ⊗ f2 with fi = ⊗fip ∈ I(si) unramified outside S. Then by §8.4, the
ℓdegi,s (f) (i = 8..15) factor as
Z(1 + 2s1, 1+ s1 + s2 + s3, 1+ s1 − s2 − s3)
∏
p∈S
f∗1p(1)
∫
Ap
Wf∗2p |.|1/2+s1+s3 (15.2)
Z(1−2s1, 1−s1+s2+s3, 1−s1−s2+s3)
∏
p∈S
Mf∗1p(1)
∫
Ap
Wf∗
2p
|.|1/2−s1+s3 (15.3)
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Z(1 + 2s1,−s1 + s2 + s3,−s1 − s2 + s3)
∏
p∈S
f∗1p(w)
∫ reg
Ap
Wf∗2p |.|−1/2−s1+s3 (15.4)
Z(1− 2s1, s1 + s2 + s3, s1 − s2 + s3)
∏
p∈S
Mf∗1p(w)
∫ reg
Ap
Wf∗2p |.|−1/2−s1+s3 , (15.5)
together with four similar terms obtained by swapping (f1, s1) with (f2, s2).
15.2. Evaluation of local functionals. Let (F, ψ) be a local field. Take s ∈
C3 small and satisfying (11.1). We consider the eight A-invariant functionals on
I(s1)⊗I(s2)⊗C(s3) defined by sending f = f1 ⊗ f2 to the local integrals implicit
above, namely,
f1(1)
∫
A
Wf2 |.|1/2+s1+s3 , Mf1(1)
∫
A
Wf2 |.|1/2−s1+s3 , (15.6)
f1(w)
∫ reg
A
Wf2 |.|−1/2−s1+s3 , Mf1(w)
∫ reg
A
Wf2 |.|−1/2+s1+s3 , (15.7)
together with the analogous quantities obtained by swapping the indices 1 and 2.
For notational simplicity, we have replaced f∗i with fi (see (7.8)); this has no effect
on the estimation to be carried out because ζF (1+2si) ≍ 1 for small si. We aim to
evaluate the quantities (15.6), (15.7) in a manner more convenient for estimation.
For s ∈ C3 near the origin, f = I(s1)⊗ I(s2) and ν ∈ C2, we define the double
Hecke integral
Df (ν) :=
∫ reg
A×A
Wf |.|ν1 ⊗ |.|ν2 (15.8)
and its normalized variant (cf. §7.6)
D∗f (ν) :=
Df (ν)
L(I(s1), 1/2 + ν1)L(I(s2), 1/2 + ν2) , (15.9)
Lemma 15.3. For f = f1⊗ f2, the quantities listed in (15.6) and (15.7) are respec-
tively equal to
β1(s)D
∗
f (−1/2− s1, 1/2 + s1 + s3), (15.10)
β2(s)D
∗
f (−1/2 + s1, 1/2− s1 + s3), (15.11)
β3(s)D
∗
f (1/2 + s1,−1/2− s1 + s3), (15.12)
β4(s)D
∗
f (1/2− s1,−1/2 + s1 + s3), (15.13)
with
β1(s) :=
L(I(s1), 1 + s1)L(I(s2), 1 + s1 + s3)
ε(I(s1), ψ, 1 + s1), ,
β2(s) := γ(ψ, 1− 2s1)L(I(s1), 1− s1)L(I(s2), 1− s1 + s3)
ε(I(s1), ψ, 1− s1),
β3(s) := L(I(s1), 1 + s1)L(I(s2),−s1 + s3),
β4(s) := γ(ψ, 1− 2s1)L(I(s1), 1− s1)L(I(s2), s1 + s3),
Proof. By the formulas (7.3) and (7.7) and Fourier inversion (see (7.4)), we have
f1(w) =
∫
A
Wf1 |.|1/2+s1 , (15.14)
Mf1(w) = γ(ψ, 1− 2s1)
∫
A
Wf1 |.|1/2−s1 . (15.15)
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Thus
f1(1) =
∫
A
Wwf1 |.|1/2+s1 , (15.16)
Mf1(1) = γ(ψ, 1− 2s1)
∫
A
Wwf1 |.|1/2−s1 . (15.17)
To express these last two Hecke integrals in terms of Wf1 , we invoke the local
functional equation (see (B.1))∫
A
Wwf1 |.|1/2±s1 = lim
u→0
1
γ(ψ, I(s1), 1 + u± s1)
∫ reg
A
Wf1 |.|−1/2−u∓s1 . (15.18)
Here we need to take a limit because the latter Hecke integral may have a pole at
u = 0, compensated for by the pole of the γ-factor
γ(ψ, I(s1), 1 + u± s1) = γ(ψ, 1 + u)γ(ψ, 1 + u± 2s1).
The required identities follow readily. 
15.3. Reduction to local estimates.
Definition 15.4. Let F be a local field. For a holomorphic family f [s] ∈ I(s1) ⊗
I(s2)⊗C(s3) defined for s ∈ C3 near the origin and α > 0 sufficiently small, define
Nα(f) := sup |D∗f [s](ν)|,
with the supremum taken over all s and ν such that for some choice of sign ±, each
of the quantities
s1, s2, s3, ν1 ± 1/2, ν2 ∓ 1/2
is bounded in magnitude by α.
We note, by §7.6, that Nα(f) is finite.
Proposition 15.5. Let F be a number field. Fix a nontrivial unitary character ψ
of A/F . Let S, (hp)p∈S and f [s] be as in §12.2. Then for any small α > 0,
lim
s→0
15∑
i=8
ℓdegi,s (f [s])≪α exp(Oα(#S))
∏
p∈S
Nα(fp). (15.19)
Proof. Write Φ(s) for the LHS of (15.19). Recall from §11.4 that Φ is holomorphic
near s = 0. By Cauchy’s theorem, it will suffice to estimate Φ(s) for s belonging to a
fixed small circle C in a generic complex line containing the origin. For concreteness,
take
C = {(10−6s0, 10−12s0, 10−18s0) ∈ C3 : s0 ∈ C, |s0| = α}. (15.20)
The products of zeta functions Z(· · · ) appearing in (15.2)–(15.5), as well as the
quantities βi(s) of lemma 15.3, are ≪α 1 for s ∈ C. By another application of
Cauchy’s theorem, our task reduces to bounding the normalized Hecke integrals
D∗f [s](ν) in a small neighborhood of the relevant points. We conclude by the defi-
nition of Nα(fp). 
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15.4. Local estimates. We next obtain local estimates for the weights relevant
to our applications. Let α > 0 be small.
Lemma 15.6. Let F be a non-archimedean local field equipped with an unramified
additive character ψ. Let χ be a ramified character of F×, with conductor Q :=
C(χ). Let h be the pre-Kuznetsov weight attached to ΣF (χ) in §3.2. Let f [s] ∈
I(s1) ⊗ I(s2) ⊗ C(s3) be the holomorphic family, defined for s near zero, that is
attached to h by Theorem 12.2. Then
Nα(f)≪ QO(α). (15.21)
Proof. Expanding the construction (12.7) of f [s] and calculating as in the proof of
Theorem 2.10 (specifically, (2.30)), we see that
Df [s](ν) =
∫
A
φ1|.|ν1+ν2∫
A
φ1|.|s3 D0, (15.22)
where
D0 :=
∫
t∈F×
Wf0[s](1− t, t)|1 − t|ν1 |t|ν2
dt
|t(1 − t)| . (15.23)
By (12.1), we have
Wf0[s](1− t, t) (15.24)
= |1− t|1/2−s1 |t|1/2−s2
∫
x∈F
|1− x|2s1 |x|2s2V ♯[s](x, x− t
x(1 − x) )
dx
|x(1 − x)| .
The calculation thus far has been general. Recall now that F is non-archimedean,
χ is ramified and ψ is unramified. Arguing as in the calculation of (3.13), we
have V ∧[s](ξ, z) = V ∧[0](ξ, z) (because V (a(y)n′(z)) is supported on |y| = 1) and
V ♯[x](x, y) = Q−2s2V ♯[0](x, y) (because V ∧[s](ξ,−x/ξ) is supported on |ξ| = Q),
hence by Fourier inversion,
V ♯[s](x, y) = Q−2s21|x|611|y|=1χ(y). (15.25)
Substituting (15.25) above yields an explicit formula for D0 as a double integral
over x and t. The substitution (x, t) 7→ (1− x, 1− t) swaps the roles of (ν1, s1) and
(ν2, s2), so as in the proof of lemma 3.3, we may decompose
D0 = D1 +D2 −D3,
where
• D2 denotes the contribution from when |1− x| = |1− t| = 1,
• D3 that from when |1− x| = |1− t| = |x| = |t| = 1, and
• D1 denotes the contribution from |x| = |t| = 1, or equivalently, that from
|1 − x| = |1 − t| = 1 but with (s1, ν1) and (s2, ν2) swapped, and with
everything multiplied by χ(−1).
We change coordinates to (u, v) as before, with x = 1/v, t = 1/uv, and dyadically
decompose according to the values U, V ∈ {1, q, q2, . . . } for |u|, |v|. We obtain in
this way for i = 1, 2 that
Di = χ(±1)Q−2s2
∑
U,V ∈{1,q,q2,... }
U−1/2+si−νiV −1/2−si−νiDU,V (15.26)
and that
D3 = Q
−2s2D1,1, (15.27)
EISENSTEIN SERIES AND THE CUBIC MOMENT FOR PGL2 67
where
DU,V =
∫
u,v∈F :
|u−1|=|u|=U,
|v−1|=|v|=V,
|uv−1|=UV
χ
(
1− 1/u
1− 1/v
)
du dv
|uv| . (15.28)
The sum (15.26) converges absolutely for small ν1, ν2, and is understood in general
by meromorphic continuation.
The integrals DU,V are evaluated below in lemma A.2. Substituting that eval-
uation and summing some geometric series gives an evaluation of the Di. The
essential feature of this evaluation is that DU,V vanishes unless
• (U, V ) = (Q/q,Q/q),
• U = Q/q and V > Q or V = Q/q and U > Q, or
• U, V > Q.
Moreover, the value of DU,V does not vary within each of these three cases, and
has size ≪ UV/Q2. If we write DQ/q,Q/q = c0/q2 and, for U, V > q, DQ/q,V =
DU,Q/q = c1/q and DU,V = c2, then c0, c1, c2 ≪ 1 and we have for i = 1, 2 that
Di = χ(±1)Q−1−2νi−2s2

c0
q2
q1+2νi +
c1
q
(
q1/2+si+νi
1− q−1/2+si−νi +
q1/2−si+νi
1− q−1/2−si−νi
)
+c2
1
(1− q−1/2+si−νi)(1− q−1/2−si−νi)

(15.29)
and that
D3 = Q
−2s2
{
c2 if Q = q,
0 if Q > q.
(15.30)
Dividing by L(I(s1), 1/2+ν1)L(I(s2), 1/2+ν2) has the effect of clearing all denom-
inators. The required estimate follows readily; note that Q−1−2νi , Q−2s2 ≪ QO(α)
for the indicated ranges. 
Lemma 15.7. Let F, ψ,Q, φ and h be as in §13. Let f [s] ∈ I(s1)⊗I(s2)⊗C(s3) be
the holomorphic family, defined for s near zero, that is attached to h by Theorem
12.2. Then
Nα(f)≪ QO(1). (15.31)
Proof. The required estimate follows from (7.14), §6.10 and Cauchy’s theorem. 
15.5. Proof of Theorem 15.1. By Proposition 15.5 and the consequence
exp(#S) ≪ Qε of the divisor bound, we reduce to estimating Nα(fp) for p ∈ S.
For p ∈ S1, we apply lemma 15.6 with α sufficiently small. For p ∈ S0:
• in the setting of §4.1, we apply lemma 15.7, taking there for “Q” the analytic
conductor of the local component of σ0 at p;
• in the setting of §4.2, it suffices to note that Nα(fp) is finite.
Appendix A. Oscillatory integral estimates
Let F be a non-archimedean local field, with ring of integers o, maximal ideal
p, and q := #o/p. Let χ, ω be unitary characters of F× with χ ramified. Set Q :=
C(χ) ∈ {q, q2, q3, . . . }. The following evaluations and estimates were postponed
from §3.4. The estimates may be understood as generalizations of the character
sum bounds established in [47, §3].
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Lemma A.1. For U ∈ {1, q, q2, . . . }, we have
∫
u∈F×:
|u|=|1−u|=U
χ(1 − 1/u) du|u| =

0 if U 6 Q/q2,
−1/q if U = Q/q,
1− 1/q if U > Q.
(A.1)
Proof. For A ∈ {1, q, q2, . . . }, let U(1/A) denote the subgroup of o× consisting of
all elements x satisfying |x− 1| 6 1/A. By the change of variables x = 1− 1/u,
1
U
∫
u∈F×:
|u|=|1−u|=U
χ(1− 1/u) du|u| =
∫
x∈U(1/U)
χ(x) dx −
∫
x∈U(1/qU)
χ(x) dx
= 1U>Q
1
U
− 1qU>Q 1
qU
.
The required formula follows case-by-case. 
Lemma A.2. Assume that F is of characteristic zero. For U, V ∈ {1, q, q2, . . . }, the
integral
ρ :=
∫
u,v∈F×:
|u|=|1−u|=U,
|v|=|1−v|=V,
|uv−1|=UV
ω(uv − 1)χ(1− 1/u
1− 1/v )
du dv
|uv|
satisfies the following estimates:
• If C(ω) = 1, then
ρ =

0 if min(U, V ) 6 Q/q2,
2/q2 if U = V = 1, Q = q,
1/q2 if U = V = Q/q > 1,
(−1/q)(1− 1/q) if U = Q/q, V > Q,
(−1/q)(1− 1/q) if V = Q/q, U > Q,
(1− 1/q)2 if U, V > Q.
(A.2)
In particular, ρ = 0 unless U, V > Q/q, in which case
ρ≪ min(1, U/Q)min(1, V/Q). (A.3)
• Suppose that C(ω) > 1. Then ρ = 0 unless U = V = Q/C(ω).
• Suppose that C(ω) > 1 and U = V = Q/C(ω). Then
ρ≪
√
UV
Q
=
1
C(ω)
unless U = V = 1 and (χ, ω) is atypical (see §3.4).
• Suppose that U = V = 1 and (χ, ω) is atypical. Let α and ξ be as above.
Then
ρ≪ Nα(ξ)
Q
·
{
q1/2 if Q = q2α+1,
1 if Q = q2α,
(A.4)
with Nα(ξ) as in Proposition 3.3.
Proof. Consider first the case that C(ω) = 1. Then ω is constant on the domain
of integration. If (U, V ) 6= (1, 1), then the integration constraint |uv − 1| = UV
may be omitted, so ρ factors as a product of integrals to which lemma A.1 applies,
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giving the required assertions. The case U = V = 1 may be treated similarly using
the formula ∫
u,v∈F×:
|u|=|1−u|=1,
|v|=|1−v|=1,
|uv−1|<1
χ(
1− 1/u
1 − 1/v )
du dv
|uv| =
{
0 if Q > q2
−1/q2 if Q = q , (A.5)
whose proof is similar to that of lemma A.1.
We suppose henceforth that C(ω) > 1.
If U > Q, then χ(1/u−1) is constant on the domain of integration. Since U > q,
the conditions |1−u| = U and |uv−1| = UV are redundant, so we may factor off the
integral
∫
|u|=U ω(uv − 1) du|u| =
∫
|u|=UV ω(u)
du
|u| = 0. Thus ρ = 0 when U > Q, and
likewise when V > Q. We thus suppose henceforth that U, V < Q. By replacing χ
with its inverse if necessary, we may reduce further to the case that U 6 V .
Suppose now that C(ω) > Q/V , hence in particular that C(ω) > q2. We then
apply the change of variables v 7→ v′ := (1 + b)v, where |b| = C(ω)/q 6 V/Q.
Then χ(1 − 1/v′) = χ(1 − 1/v), while a simple calculation gives ω(uv′ − 1) =
ω(uv − 1)ω(1 + tb) with t := uv/(uv − 1). On the domain of integration, we have
|t| = 1, hence ∫
b:|b|=C(ω)/q
ω(1 + tb) db = 0. It follows that ρ = 0.
We have reduced to the case that q 6 C(ω) 6 Q/V and U 6 V < Q. We
suppose next that Q/U = q, hence also that Q/V = q = C(ω). If Q = q, then
U = V = 1, and the estimate ρ ≪ 1/q follows from [45, §9]. (Their estimates are
stated over the finite fields of prime cardinality, but the same arguments apply over
any finite field.) If Q > q, then UV > q2 > C(ω), so ω(uv − 1) = ω(uv) while
χ(1−1/u1−1/v ) = χ(1−1/u+1/v) factors as a product of additive characters of frequency
Q evaluated at 1/u and 1/v. Thus ρ factors as a product of Gauss sums of size
ρ≪ 1/q.
It remains to treat the case that
q 6 C(ω) 6 Q/V and U 6 V < Q and Q/U > q2. (A.6)
For this we assume first that F is non-dyadic; the dyadic case will be treated at the
end. We may uniquely decompose Q/U = AB, where A,B ∈ {1, q, q2, . . . } with
A 6 B 6 qB. Then q 6 A. For X ∈ {1, q−1, q−2, . . . }, we introduce the notation
O(X) := {x ∈ o : |x| 6 X} and U(X) := {x ∈ o× : |x − 1| 6 X}; these define
subgroups of F and of F×, respectively. We may assume that exp : O(1/A) →
U(1/A) is an isomorphism with inverse log : U(1/A) → O(1/A); otherwise, A ≪
1, and so the required estimate follows from the trivial bound. We may assume
similarly that A is large enough that for each a ∈ O(1/A), we have the following
congruences:
exp(a) ≡ 1 + a, − log(1− a) ≡ a (mod O(1/A)), (A.7)
exp(a) ≡ 1 + a+ a2/2, − log(1− a) ≡ a+ a2/2 (mod O(1/B)). (A.8)
Let ψχ : O(1/A)→ U(1) denote the character defined by ψχ(a) := χ(exp(a)); it
is trivial on O(1/Q) but not on O(q/Q). Since C(ω) 6 Q/V 6 Q, we then have
ω(exp(a)) = χψ(ξa) for some ξ ∈ O(1/V ).
For u, v in the domain of integration and a, b ∈ O(1/A), set u′ := u exp(a),
v′ := v exp(b). The change of variables (u, v) 7→ (u′, v′) preserves the domain of
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integration and the measure. We compute that
log
1− 1/u′
1− 1/u ≡
a− a2/2
u− 1 −
a2/2
(u− 1)2 (mod O(1/Q)),
and also that the terms involving a2 may be omitted when a ∈ O(1/B). By this and
the analogous identities obtained by replacing u with v or with 1/uv, and recalling
that U 6 V and c(ω) 6 χ(χ) = n, we obtain
ω(u′v′ − 1)χ(1− 1/u
′
1− 1/v′ ) = ω(uv − 1)χ(
1− 1/u
1− 1/v )ψχ(φ1(a, b)− φ2(a, b)/2), (A.9)
where
φ1(a, b) :=
1
u− 1a−
1
v − 1b + ξ
uv
1− uv (a+ b) (A.10)
and
φ2(a, b) :=
u
(1− u)2 a
2 − v
(1− v)2 b
2 + ξ
uv
(uv − 1)2 (a+ b)
2. (A.11)
We now consider the average
ρ(u, v) := Ea,b∈O(1/A)ψχ(φ1(a, b)− φ2(a, b)/2). (A.12)
where E denotes the integral with respect to a probability Haar measure. Then
ρ =
∫
u,v∈F×:
|u|=|1−u|=U,
|v|=|1−v|=V,
|uv−1|=UV
ω(uv − 1)χ(1− 1/u
1− 1/v )ρ(u, v)
du dv
|uv| , (A.13)
where the integrand now factors through F×/U(1/A).
We compute first the analogous averages over cosets of O(1/B), i.e., we write
ρ(u, v) = Ea,b∈O(1/A)/O(1/B)ψχ(−φ2(a, b)/2)Er,s∈O(1/B)ψχ(φ1(a+ r, b+ s)).
Set τ := uv1−uv . The inner integral vanishes identically unless the condition
− 1
u− 1 ≡ ξτ ≡
1
v − 1 (mod O(B/Q))
is satisfied, in which case it evaluates to φ1(a, b). Since 1/U > B/Q and |τ | = 1,
the above condition implies that U = V and |ξ| = 1/V , hence that C(ω) = Q/V .
In view of the support conditions on u, v, we may rewrite the above as
u ≡ 1− 1/ξτ, v ≡ 1 + 1/ξτ (mod U(1/A)). (A.14)
From this we deduce that
τ ≡ ξ2τ2 − 1 (mod O(1/A)). (A.15)
Note that the number of solutions modulo O(1/A) to this congruence is O(1) unless
1 + 4ξ2 ∈ p, in which case |ξ| = 1.
If B = A, then we may conclude already that (A.4) holds if U = V = 1 and
(χ, ω) is atypical, and otherwise that
ρ≪ 1/A2 =
√
UV /Q.
In fact, we’ve seen that ρ = 0 unless U = V = Q/C(ω).
We turn to the case B = qA. For this we have reduced to bounding the integral
Ea,b∈O(1/A)/O(1/B)ψχ(φ1(a, b)− φ2(a, b)/2) (A.16)
for u, v satisfying (A.14). This integral is a normalized two-variable quadratic
Gauss sum on (o/p)2, and is thus O(1/q) unless the quadratic term degenerates. To
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investigate the latter possibility, we set η := τξ (thus |η| = 1/V = 1/U = AB/Q =
qA2/Q) and invoke the assumed congruences on u, v to obtain, for a, b ∈ O(1/A),
φ2(a, b) ≡ η(η − 1)a2 − η(η + 1)b2 + η3(a+ b)2 (mod O(q/Q)).
If U > 1, so that |η| < 1, then we obtain the further simplification
φ2(a, b) ≡ −ηa2 − ηb2 (mod O(q/Q)),
and so φ2 is manifestly nondegenerate. It remains to consider the case U = 1, so
that Q = qA2 and |η| = 1. In general, the discriminant of a polynomial (a, b) 7→
c1a
2 + c2b
2 + c3(a+ b)
2 is given by −4(c1c2 + c2c3 + c3c1). In the case of φ2, this
specializes to −4η2(η2 + 1). The degeneracy condition is thus that η2 + 1 ≡ 0
(mod p), which is possible only if −1 is a square modulo p. Let us fix once such
η ∈ o×, thus η2 ≡ −1 (mod p). Then |ξ| = 1. We compute that
φ2(a, b) ≡ −(a+ ηb)2 (mod O(q/Q)).
Thus in all cases the quadratic term has rank > 1, and so (A.16) is O(q−1/2).
We turn finally to the dyadic case, retaining the assumptions (A.6). We may
assume that Q/U is sufficiently large, since otherwise the required bound is trivial.
We may then choose A ∈ {q, q2, q3, . . . } so that Q/U ≪ A2 6 |2|FQ/U . Then
(A.13) holds with ρ(u, v) defined by (A.12), with φ1 defined by (A.10), and with
φ2 := 0. The same analysis as before then gives ρ≪
√
UV /Q. 
Remark A.3. With slightly more care it should be possible to improve the estimate
(A.4) in the case Q = q2α+1; compare with [47, Thm 3.4].
Appendix B. Analytic newvectors for GL2
Over a non-archimedean local field, classical newvector theory [14] provides a
convenient way to (among other things) construct pre-Kuznetsov weights that lo-
calize on a fairly small subset of generic dual (see §3.2.1, §3.3). Here we record an
analytic variant of that theory for GL2 that is valid also over an archimedean local
field.
We note that a further extension to GLn(R) of the analytic newvector theory
recorded here has been developed with S. Jana [29], while an algebraic newvector
theory for GLn over an archimedean local field has been given by Popa [49] when
n = 2 and is being developed by P. Humphries for general n (see [29, Rmk 4] for
further discussion).
B.1. Notation. Throughout this section F denotes a local field, ψ a nontrivial
unitary character of F . We use the the following notation for elements of GL2(F ):
n(x) :=
(
1 x
0 1
)
, a(y) :=
(
y 0
0 1
)
, w :=
( −1
1
)
.
We identify each generic irreducible representation π of GL2(F ) with its Whittaker
model W(π, ψ), consisting of W : GL2(F ) → C satisfying W (n(x)g) = ψ(x)W (g).
We will often abbreviateW (y) :=W (a(y)) for y ∈ F×. We equip F× with any Haar
measure and write simply
∫
y∈F× f(y) for the corresponding integral of a function.
When π is unitary, we normalize the inner product to be given in the Kirillov model
by ‖W‖2 = ∫y∈F× |W (y)|2.
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B.2. Local γ-factors and analytic conductors. Let π be a generic irreducible
representation of GL2(F ), and let χ be a character of F
× = GL1(F ). Recall from
§1.8.8 the corresponding local L-, ε- and γ-factors, which are related by the identity
γ(ψ, π ⊗ χ, s) = ε(ψ, π ⊗ χ, s)L(π˜ ⊗ χ
−1, 1− s)
L(π ⊗ χ, s) .
For each W ∈ π the Mellin transform ∫y∈F× W (a(y))χ(y) converges absolutely at
least for Re(χ) sufficiently large, and the ratio∫
y∈F×
W (a(y))χ(y)
L(π ⊗ χ, 1/2)
extends to a holomorphic function on the character group of F×. We have the local
functional equation∫
y∈F×
W (a(y))χ(y) =
∫
y∈F×W (a(y)w)ω
−1
π χ
−1|.|(y)
γ(ψ, π ⊗ χ, 1/2) , (B.1)
with ωπ the central character and each integral interpreted via meromorphic con-
tinuation in χ. Recall also the Stirling-type estimate (1.20).
B.3. Analytic congruence subsets. For C,D ∈ R>1 and ε ∈ (0, 1] set
U1(C, ε) :=
{
y ∈ F× : C|y − 1|, |y−1 − 1| 6 ε}
and
K1(C,D, ε) :=
{
g =
(
a b
c d
) ∈ GL2(F ) : |a− 1|, |b|, C|c|,
D|d− 1|, | det(g)−1 − 1| 6 ε
}
.
Set also
K0(C, ε) := K1(C, 1, ε).
Note that K1(C
′, D′, ε′) ⊂ K1(C,D, ε) whenever C′ > C,D′ > D and ε′ 6 ε, and
in particular that K1(C,D, ε) ⊂ K0(C, ε).
For example, suppose F is non-archimedean and m,n are nonnegative integers.
Then U1(1, 1) = o
× is the unit group and U1(q
n, 1) = F× ∩ (1 + pn) belongs
to its standard filtration. Similarly K0(1, 1) = GL2(o) is a maximal compact
subgroup with congruence subgroups K0(q
n, 1) = GL2(F ) ∩
(
o o
p
n
o
)
. The subset
K1(q
n, qm, 1) = GL2(F ) ∩
(
o o
p
n 1+pm
)
is a subgroup if and only if m 6 n.
B.4. For each unitary character ω of F×, define a map of sets ηω : K0(C, ε) →
U(1) by the formula
ηω
((
a b
c d
))
:=
{
ω(d) if d/a ∈ U1(1, 1),
1 otherwise.
(B.2)
We note that for any character χ, the map g 7→ χ(det g)ηχ−2 defined initially on the
set K0(C, ε) descends to a well-defined map on the image of that set in PGL2(F ).
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B.5. The main result of this section is the following analytic variant of some of
the main results of local newvector theory:
Theorem B.1.
(i) For each δ > 0 there exists ε > 0 so that for each generic irreducible unitary
representation π of GL2(F ) there exists a unit vector W ∈ π so that for each
unitary character ω of F×,
|W (g)− ηω(g)| 6 δ for all g ∈ K1(C(π), C(ωπω−1), ε). (B.3)
(ii) Suppose (F, ψ) is unramified. For each generic irreducible representation π of
GL2(F ) there exists a nonzero vectorW ∈ π so that for each unitary character
ω of F×, (B.3) holds with δ = 0 and ε = 1.
Thanks to the identity W (g)− ηω(g) = (W (g)− ηωpi(g)) + ηω(g)(ηωpi−ω(g)− 1)
and the triangle inequality, the proof of Theorem B.1 reduces to that of Lemmas
B.2 and B.3 below:
Lemma B.2.
(i) For each δ > 0 there exists ε > 0 so that for each unitary character ω of F×,
one has
|ω(y)− 1| 6 δ for all y ∈ U1(C(ω), ε). (B.4)
(ii) Suppose (F, ψ) is unramified. For each unitary character ω of F×, one has
(B.4) with δ = 0 and ε = 1.
Proof. Assertion (ii) amounts to the definition of the conductor. Assertion (i) is
readily verified by a case-by-case analysis; for instance, in the case F = R it follows
from the estimate |yit − 1| = O(t|y − 1|) for y ∈ [1/2, 2]. 
Lemma B.3.
(i) For each δ > 0 there exists ε > 0 so that for each generic irreducible unitary
representation π of GL2(F ) there exists a unit vector W ∈ π so that
|W (g)− ηωpi(g)| 6 δ for all g ∈ K0(C(π), ε). (B.5)
(ii) Suppose (F, ψ) is unramified. For each generic irreducible representation π of
GL2(F ) there exists a nonzero vector W ∈ π so that (B.5) holds with δ = 0
and ε = 1.
Proof. Assertion (ii) is a well-known consequence of the theory of local newvectors
[14]. By (ii), we may assume in the proof of (i) that q = O(1).
As we shall shortly explain in more detail, assertion (i) is a consequence of the
local functional equation after choosing y 7→ W (y) to be a fixed bump function
on F× taking the value 1 at y = 1; the basic idea is that then wW (y) is mostly
supported on |y| ≪ C(π), hence W is roughly invariant by wn(x)w for |x| a bit
smaller than 1/C(π). The method of proof employed here may be understood as
a soft analytic variant of the that used to establish the theory of local newvectors
itself, as in [14].
To implement this idea, suppose for the sake contradiction that assertion (i)
fails. Then there exists a fixed δ > 0 and a sequence of tuples (ε, π) as above with
ε→ 0 so that there does not exist a unit vector W ∈ π satisfying (B.5). Here and
in what follows asymptotic notation refers to the ε → 0 limit, so that for instance
o(1) := oε→0(1), and “fixed” means “independent of ε.” We aim to produce a
contradiction by showing that such a vector indeed exists.
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Abbreviate C := C(π). Let c be an element of F× with |c| = C. Introduce the
shorthand z1 ≃ z2 for z1 = z2 + o(1). Each g ∈ K0(C, ε) can be expressed as
g = z(u)n(x1)a(y1)wn(x2/c)w with x1, x2 ≃ 0 and u, y1 ≃ 1. (B.6)
Choose a bump function f ∈ C∞c (F×) with f(1) = 1 and
∫
F×
|f |2 = 1. Then the
Mellin transform F4(χ) :=
∫
y∈F× f(y)χ
−1(y) satisfies
F4(χ)≪ C(χ)−4A for each fixed A (B.7)
and for all χ with Re(χ) in a fixed compact set. Using the theory of the Kirillov
model, we may choose W ∈ π so that W (y) = f(y); then W (1) = 1 and ‖W‖ =
1. For g as in (B.6) the formula W (g) = ωπ(u)ψ(x1)wn(x2/c)wW (y1) and the
estimates ψ(x1) ≃ 1, W (y1) = f(y1) ≃ f(1) = W (1) and ωπ(u) ≃ ηωpi (g) reduce
our task to showing that
wn(x/c)wW (y) ≃W (y) for all y ≃ 1, x ≃ 0.
Let τ ∈ (0, 1/4) be fixed. By Mellin inversion, the local functional equation, and
the identity n(x/c)wW (t) = ψ(xt/c)wW (t), we have
wn(x/C)wW (y) −W (y) =
∫
χ:Re(χ)=τ
χ−1(y)F1(χ)F2(χ) dχ
with
F1(χ) := χ
−1(c)/γ(ψ, π ⊗ χ, 1/2),
F2(χ) :=
∫
t∈F×
F3(t)χ(t),
F3(t) := (ψ(tx) − 1)Wwϕ(ct).
(Here we equip the group of unitary characters χ of F×, hence also its cosets
consisting of characters of given real part, with the measure dual to the chosen
Haar on F×.) By the Stirling-type estimate (1.20) for local γ-factors, we have
F1(χ)≪ C(χ)2Re(χ) for τ 6 Re(χ)≪ 1. (B.8)
Our task thereby reduces to showing that (for instance) the estimate F2(χ) ≪
|x|C(χ)−2 holds for each character χ of F× of real part τ . By partial integration
we reduce to showing that ∫
t∈F×
|ΘF3(t)| ≪ |x| (B.9)
when Θ := ∆d with d > 0 fixed and ∆ = ∆GL1(F ) as defined in §6.5. We claim that
ΘwW (ct)≪ (1 + |t|)−A (B.10)
for each fixed Θ and each fixed A > 10. From (B.10), the product rule, and the
easy estimate Θ[t 7→ (ψ(tx)− 1)](t)≪ |xt|(1 + |xt|)O(1) it then follows that∫
t∈F×
|ΘF3(t)| ≪ |x|
∫
t∈F×
|t|(1 + |xt|)O(1)
(1 + |t|)A ≪ |x|,
giving the desired estimate (B.9). We turn now to the remaining task of establishing
the claim (B.10). We appeal once again to Mellin inversion and the local functional
equation, giving for σ > 0 that
ΘwW (ct) =
∫
χ:Re(χ)=σ
χ−1(t)Θ∧(−χ)F1(χ)F4(χ) dχ
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with the complex scalar Θ∧(−χ)≪ C(χ)O(1) defined via the relation Θ∧(−χ)(χ−1) =
Θ(χ−1) and with F1(χ), F4(χ) as defined above. By (B.7) and (B.8), we deduce
that ΘWwϕ(ct) ≪ |t|−σ for each σ > 0 belonging to a fixed compact set; taking
σ = 0 and σ = A, we finally obtain (B.10). 
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