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Abstract
We consider Dunkl theory associated to a general Coxeter group G. A new characterization of the reg-
ularity of the weight k is given and a new construction, devoid of Kozul complex theory, of the Dunkl
intertwining operator Vk is established. We apply our results to derive sharp estimates of the Dunkl kernel.
We give explicit formula in the case of orthogonal positive root systems.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction and preliminaries
In this paper we give final solutions to several open problems in Dunkl theory associated to
general Coxeter groups.
We consider Dunkl operators associated to an arbitrary finite reflexion group G and a general
weight k. See Dunkl and Xu [1] or Roesler [4] for a complete history of the subject. The main
goal of this work is first to give a new characterization of the regularity of the weight k, which
in turn was proved to be the necessary and sufficient condition for the existence of Vk , see Op-
dam [3] and Dunkl, de Jeu and Opdam [2]. Second, we establish a new and concrete construction
of Vk , devoid of Kozul complex theory, which allows us to prove that f → (Vkf )(x) is extend-
able to the Dunkl algebra and then obtain sharp estimates on the Dunkl kernel. We finally give
explicit formula in the case of orthogonal positive root systems.
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α ∈ R and
σα(x) = x − 2 〈x,α〉‖α‖2 α, x ∈ R
d .
Here 〈,〉 denotes the canonical inner product in the space Rd and ‖ ‖ its Euclidean norm. We
extend the form 〈,〉 to a bilinear form on Cd ×Cd and assign the same notation to this extension.
The action of G on functions is defined by
(g · f )(x) := f (g · x), x ∈ Rd .
Set R+ := {α ∈ R: 〈α,β〉 > 0} for some β ∈ Rd such that 〈α,β〉 	= 0 for all α ∈ R.
Let k be a parameter function on R, that is, k :R → C and G-invariant. For ξ ∈ Rn, the Dunkl
operator Tξ on Rd associated to the group G and the parameter function k is given by
Tξ (k)f (x) = ∂ξf (x) +
∑
α∈R+
k(α)〈α, ξ 〉f (x)− f (σαx)〈α,x〉 , x ∈ R
d,
where f ∈ C1(Rd). Note that the definition of Tξ (k) does not depend on the choice of β . In the
sequel we will write Tξ in place of Tξ (k).
Consider the vector space M of all parameter functions and let
M reg :=
{
k ∈ M:
⋂
ξ∈Rd
ker
(
Tξ (k)
)= C · 1}
be the set of regular parameter functions.
Let Πd := C[Rd ] denote the C-algebra of polynomial functions on Rd and Pn, n ∈ N, its
subspace consisting of all homogeneous polynomials of degree n.
An important result in Dunkl theory, established in [2], states that k ∈ M reg if and only if there
exists a unique isomorphism Vk of Πd satisfying
Vk(Pn) ⊂ Pn, Vk(1) = 1 and TξVk = Vk∂ξ , ∀ξ ∈ Rd . (1.1)
The operator Vk is called the intertwining operator. It follows from (1.1) that Vk satisfies
g · Vk(p) = Vk(g · p), ∀g ∈ G. (1.2)
Next, consider the operator A defined on functions f : Rd → C by
A(f ) :=
∑
α∈R+
k(α)σα · f. (1.3)
It is clear that for all non-negative integer n, the space Pn is invariant under the action of A. We
let An denote the restriction of A to Pn and set
γ = γ (k) :=
∑
k(α). (1.4)
α∈R+
M. Maslouhi, E.H. Youssfi / Journal of Functional Analysis 256 (2009) 2697–2709 2699A straightforward computing shows that
Tx(p)(x) =
((
(n+ γ )I −An
)
P
)
(x)
for all P ∈ Pn. If the operator (n + γ )I − An is invertible on Pn. we denote by Hn its inverse.
Our first result is the following
Theorem A. If k ∈ M, then k ∈ M reg if and only if (n + γ )I − An is invertible for all positive
integers n. In addition, the intertwining operator Vk is given by
Vk(p)(x) = (∂xH)n(p), for all x ∈ Rd and p ∈ Pn,
where H is the operator defined on Πd whose restriction to each Pn is the operator Hn = ((n+
γ )I −An)−1, and (∂xH)m is defined by induction by setting (∂xH)0 := Id, (∂xH)1(p) = ∂xH(p)
and for all positive integers m,
(∂xH)
m(p) = ∂x
[
H
(
(∂xH)
m−1p
)]
, x ∈ Rd , p ∈ Πd. (1.5)
We equip each subspace Pn with the norm
‖f ‖S := sup
‖x‖=1
∣∣f (x)∣∣, f ∈ Pn.
In Lemma 3.1 below we estimate on the norm of each operator Hn on Pn endowed with the norm
above. These estimates are key ingredients to extend Vk to the Dunkl algebra defined in Section 3
and prove our second main result.
Theorem B. There is a positive constant δ = δ(k) such that∣∣(Vkp)(x)∣∣ δn‖x‖n‖p‖S
for all homogeneous polynomials p of degree n and all x ∈ Rd .
2. New construction for Vk
Define the matrix B by
B = 2
∑
α∈R+
2
k(α)
‖α‖2 α ⊗ α (2.1)
where α ⊗ α is the rank one symmetric matrix given by
(α ⊗ α)(x) := 〈α,x〉α, x ∈ Rd .
We observe that σα = Id − 2‖α‖2 α ⊗ α for all α ∈ R and by a direct calculation we see that
Tξ (p) = p
(
(I +B)ξ), for all p ∈ P1. (2.2)
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Vk(p)(x) = p
(
(I +B)−1x)
for all polynomial p ∈ P1 and all x ∈ Rd .
Proof. Let p ∈ P1 and ξ ∈ Rd . Since Vk(p) ∈ P1 it follows from (2.2) that
Tξ
(
Vk(p)
)= Vk(p)((I +B)ξ).
On the other hand, by the intertwining property of Vk we have that
TξVk(p) = Vk(∂ξp) = ∂ξp = p(ξ).
Hence
Vk(p)
(
(I +B)ξ)= p(ξ) (2.3)
for all p ∈ P1 and ξ ∈ Rd . Suppose that ξ ∈ Rd satisfies (I +B)ξ = 0. Then from (2.3) we have
0 = Vk(p)(0) = p(ξ)
for all p ∈ P1 and hence ξ = 0. 
The next lemma is useful for the sequel.
Lemma 2.2. Suppose that n 2 and let p ∈ Pn satisfy Tx(k)p(x) = 0 for all x ∈ Rd . Then for
all non-negative integers m 1 and all x, ξ ∈ Rd we have
m
(
∂m−1ξ Tξp
)
(x) = −(∂mξ Txp)(x).
Proof. For simplicity notations, we will neglect the parameter function k and write Tξ in place
of Tξ (k) where ξ ∈ Rd .
Since (Txp)(x) = 0 for all x ∈ Rd , by differentiation with respect to x in the direction ξ ∈ Rd
we have
Tξ (p)(x) = −
(
∂ξ (Txp)
)
(x)
for all x, ξ and thus the lemma follows for m = 1.
The general case follows by an easy induction on m 1 using the same argument consisting
of a differentiation with respect to x in the direction ξ ∈ Rd . 
Theorem 2.3. Suppose k ∈ M reg and let p ∈ Pn, n 1, such that
Tx(k)p(x) = 0 (2.4)
for all x ∈ Rd . Then p = 0.
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the action of the Weyl group G it follows that if p satisfies (2.4) then Vk(p) satisfies the same
equation. Taking m = n− 1 in Lemma 2.2 we get
(n− 1)(∂n−2ξ Tξp)(x) = −(∂n−1ξ Txp)(x) = −(∂n−2ξ Txp)(ξ)
for all ξ, x ∈ Rd . Applying Vk with respect to the variable x to both sides, and using Theorem 2.1
and the intertwining property of Vk , yields
(n− 1)(T n−2ξ VkTξp)(x) = −(∂n−2ξ T(1+B)−1xp)(ξ)
for all ξ, x ∈ Rd . Now if we choose x ∈ Rd such that (1 + B)−1x = ξ , then the latter equality
gives
(n− 1)(T n−2ξ VkTξp)((1 +B)ξ)= −(∂n−2ξ Tξp)(ξ) = −n!2 (Tξp)(ξ) = 0 (2.5)
for all ξ ∈ Rd . But from (2.2) we have that(
T n−2ξ VkTξp
)(
(1 +B)ξ)= Tξ (T n−2ξ VkTξp)= T n−1ξ VkTξp.
This fact, combined with (2.5) and the intertwining property of Vk , applied to Vk(p) instead of
p shows that
(n− 1)(T n−1ξ VkTξVkp)= V 2k (∂nξ p)= 0
for all ξ ∈ Rd . The theorem now follows since Vk(1) = 1 and ∂nξ p = n!p(ξ). 
Now we give a new construction of the intertwining operator Vk . The remaining part of this
section is devoted to the proof of Theorem A. So, whenever the operator (n + γ )I − An is
invertible on Pn for all positive integer n we define V˜ = V˜ (k) by its restrictions V˜n to Pn as(
V˜n(p)
)
(x) := (∂xH)n(p), x ∈ Rd, p ∈ Pn,
where (∂xH)n(p) is as in the statement of Theorem A, with the understanding that V˜0(λ) := λ
for all constant polynomials λ ∈ C.
Lemma 2.4. Suppose that (n + γ )I − An is invertible for all positive integers n. Then for all
w ∈ R and n ∈ N0 we have
V˜n ◦ σw = σw ◦ V˜n.
Proof. First it is easy to check that An commutes with the action of the σα , α ∈ R and conse-
quently with the action of Hn for all non-negative integers n.
We need to show that
V˜n(σw · p)(x) = V˜n(p)(σwx)
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some non-negative integer n and let p ∈ Pn+1. By definition we have
V˜n+1(σωp)(x) = V˜n
(
∂x
(
Hn+1(σωp)
))
(x)
= V˜n
(
∂x
(
σωHn+1(p)
))
(x)
= V˜n
(
σω∂σωx
(
Hn+1(p)
))
(x)
so that from the induction hypothesis we get
V˜n+1(σωp)(x) = V˜n
(
∂σωx
(
Hn+1(p)
))
(σωx) = V˜n+1(p)(σωx)
and thus the proof of the lemma is complete. 
Lemma 2.5. Suppose that (n+ γ )I −An is invertible for all positive integers n. Then
Tξ V˜ (p) = V˜ (∂ξp)
for all ξ ∈ Rd and all polynomials p ∈ Πd .
Proof. It suffices to show the result for homogeneous polynomials p ∈ Pn. We will proceed by
induction on n ∈ N0. The cases n = 0,1 are obvious. Let n  1 and suppose that the lemma
holds for n − 1. Again for simplicity, we will assume that ‖α‖2 = 2 for all α ∈ R. Let p ∈ Pn
and ξ, x ∈ Rd . Then we have
∂ξ (Anp)(x) =
∑
α∈R+
k(α)∂σαξp(σαx)
=
∑
α∈R+
k(α)(∂ξp)(σαx)−
∑
α∈R+
k(α)〈ξ,α〉(∂αp)(σαx)
= An−1(∂ξp)(x)−
∑
α∈R+
k(α)〈ξ,α〉(∂αp)(σαx)
= An−1(∂ξp)(x)−Bn,ξ (p)(x)
where
Bn,ξ (p)(ξ, x) :=
∑
α∈R+
k(α)〈ξ,α〉(∂αp)(σαx).
On the other hand, since H−1n+1 = (n+ 1 + γ )Id −An+1, we see that
∂ξ ◦H−1n+1 = (n+ 1 + γ )∂ξ − ∂ξ ◦An+1
= (n+ 1 + γ )∂ξ −An ◦ ∂ξ +Bn+1,ξ
= H−1n ◦ ∂ξ + ∂ξ +Bn+1,ξ .
Therefore,
Hn ◦ ∂ξ = ∂ξ ◦Hn+1 +Ln+1 (2.6)
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Ln+1 := Hn ◦ (∂ξ +Bn+1,ξ ) ◦Hn+1.
Since by definition we have
V˜n+1(p)(z) = V˜n
(
∂z(Hn+1p)
)
(z), for all z ∈ Rd ,
it follows that
∂ξ
(
V˜n+1(p)
)
(x) = V˜n
(
∂ξ (Hn+1p)
)
(x)+ ∂ξ
[
V˜n
(
∂x(Hn+1p)
)]
(x).
Using (2.6) this can be written in the form
∂ξ
(
V˜n+1(p)
)
(x) = V˜n
(
Hn
(
∂ξ (p)
))
(x)− V˜n(Ln+1p)(x)+ ∂ξ
[
V˜n
(
∂x(Hn+1p)
)]
(x).
A similar argument shows that for all α ∈ R+ and t ∈ [0,1]
∂α
(
V˜n+1(p)
)(
x − t〈x,α〉α)
= (V˜n(∂α(Hn+1p))+ ∂α[V˜n(∂x−t〈x,α〉α(Hn+1p))])(x − t〈x,α〉α)
= (V˜n(∂α(Hn+1p))+ ∂α[V˜n(∂x(Hn+1p))])(x − t〈x,α〉α)
− t〈x,α〉∂α
[
V˜n
(
∂α(Hn+1p)
)](
x − t〈x,α〉α)
= (V˜n(∂α(Hn+1p))+ ∂α[V˜n(∂x(Hn+1p))])(x − t〈x,α〉α)
+ t d
dt
(
V˜n
(
∂α(Hn+1p)
)(
x − t〈x,α〉α)).
Therefore
1∫
0
∂α
(
V˜n+1(p)
)(
x − t〈x,α〉α)dt
=
1∫
0
V˜n
(
∂α(Hn+1p)
)(
x − t〈x,α〉α)dt
+
1∫
0
∂α
[
V˜n
(
∂x(Hn+1p)
)](
x − t〈x,α〉α)dt
+
1∫
0
t
([
V˜n
(
∂α(Hn+1p)
)](
x − t〈x,α〉α))′ dt
= V˜n
(
∂α(Hn+1p)
)
(σαx)+
1∫
∂α
[
V˜n
(
∂x(Hn+1p)
)](
x − t〈x,α〉α)dt.0
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Tξ
(
V˜n+1(p)
)
(x) = ∂ξ
(
V˜n+1(p)
)
(x)+
∑
α∈R+
k(α)〈ξ,α〉
1∫
0
∂α(V˜n+1p)
(
x − t〈α,x〉α)dt
= V˜n
(
Hn(∂ξp)
)
(x)− V˜n
(
Ln+1(p)
)+ ∂ξ [V˜n(∂x(Hn+1p))](x)
+
∑
α∈R+
k(α)〈ξ,α〉V˜n
(
∂α(Hn+1p)
)
(σαx)
+
∑
α∈R+
k(α)〈ξ,α〉
1∫
0
∂α
[
V˜n
(
∂x(Hn+1p)
)](
x − t〈x,α〉α)dt
= V˜n
(
Hn
(
∂ξ (p)
))
(x)− V˜n
(
Ln+1(p)
)+ Tξ (V˜n(∂x(Hn+1p)))(x)
+
∑
α∈R+
k(α)〈ξ,α〉V˜n
(
∂α(Hn+1p)
)
(σαx).
By the induction hypothesis we have
Tξ
(
V˜n
(
∂x(Hn+1p)
))
(x) = V˜n−1
(
∂x
(
∂ξ (Hn+1p)
))
(x).
In view of Lemma 2.4 we know that V˜n commutes with the σα . Thus
∑
α∈R+
k(α)〈ξ,α〉V˜n
(
∂α(Hn+1p)
)
(σαx) = V˜n
(
Bn+1,ξ (Hn+1p)
)
(x).
Therefore,
Tξ
(
V˜n+1(p)
)
(x) = V˜n−1
(
∂x
(
∂ξ (Hn+1p)
))
(x)+ V˜n
(
Hn(∂ξp)(x)− V˜n
(
Ln+1(p)
)
(x)
+
∑
α∈R+
k(α)〈ξ,α〉V˜n
(
∂α(Hn+1p)
)
(σαx)
= V˜n−1
(
∂x
(
∂ξ (Hn+1p)
))
(x)+ V˜n
(
Hn
(
∂ξ (p)
))
(x)− V˜n
(
Ln+1(p)
)
(x)
+ V˜n
(
Bn+1,ξ (Hn+1p)
)
(x).
Applying again (2.6) we get
V˜n−1
(
∂x
(
∂ξ (Hn+1p)
))
(x) = V˜n−1
(
∂x
(
Hn(∂ξp)
))
(x)− V˜n−1
(
∂x(Ln+1p)
)
(x)
= V˜n(∂ξp)(x)− V˜n−1
(
∂x(Ln+1p)
)
(x)
and hence
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(
V˜n+1(p)
)
(x) = V˜n(∂ξp)(x)− V˜n−1
(
∂x(Ln+1p)
)
(x)+ V˜n
(
Hn(∂ξp)
)
(x)
− V˜n(Ln+1p)(x)+ V˜n
(
Bn+1,ξ (Hn+1p)
)
(x)
= V˜n(∂ξp)(x)− V˜n
(
(∂ξ +Bn+1,ξ )(Hn+1p)
)
(x)+ V˜n
(
Hn(∂ξp)
)
(x)
− V˜n
(
Ln+1(p)
)
(x)+ V˜n
(
Bn+1,ξ (Hn+1p)
)
(x)
= V˜n
[
∂ξp − ∂ξ (Hn+1p)+Hn
(
∂ξp −Ln+1(p)
]
(x)
= V˜n(∂ξp)(x)
where the latter equality holds in view of (2.6). This completes the proof of the lemma. 
Theorem 2.6. Suppose that (n+ γ )I −An is invertible for all positive integers n. Then we have
Vk = V˜ .
Proof. The result follows from [2, Corollary 3.5] and Lemma 2.5. 
Corollary 2.7. A parameter function k is in M reg if and only if (n + γ (k))I − An is invertible
for all positive integers n.
Proof. By Theorem 2.6 and Corollary 3.5 [2] we see that if k a parameter function k such that
(n + γ (k))I − An is invertible for all positive integers n, then k ∈ M reg. Conversely, suppose
that k ∈ M reg and for there exists n ∈ N such that (n + γ )Id − An is not invertible. Then for
some p ∈ Pn, p 	= 0 we have Tx(k)(p)(x) = 0 for all x ∈ Rd . This is impossible by virtue of
Theorem 2.3. 
Proof of Theorem A. By the previous corollary we know that parameter function k is in M reg
if and only if (n+ γ (k))I −An is invertible for all positive integers n. The theorem now follows
from Lemma 2.5 and the uniqueness of Vk. 
3. Extension of Vk to the Dunkl algebra
Let Br be the closed ball centered at 0 with radius r > 0 in Rd . We consider the Dunkl
algebra Ar consisting of homogeneous series f :Br → C given by f =∑+∞n=0 fn, where each
fn is a homogeneous polynomial of degree n, and
‖f ‖ =
+∞∑
n=0
rn‖fn‖S < +∞.
Furnished with the pointwise multiplication and the complex conjugation as an involution, this
normed algebra is a commutative Banach ∗-algebra. See [4].
Lemma 3.1. There is a positive constant δ = δ(k) such that
‖Hn‖S  δ
n
for all n 1.
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|n+ γ | >
∑
α∈R+
∣∣k(α)∣∣ and 1|1 + γ
n
| −∑α∈R+ |k(α)|n  2
for all n n0. Since for these integers we also have ‖An‖∑α∈R+ |k(α)|, it follows that
Hn =
∞∑
j=0
A
j
n
(n+ γ )j+1
and
‖Hn‖
∞∑
j=0
‖An‖j
|n+ γ |j+1

∞∑
j=0
(
∑
α∈R+ |k(α)|)j
|n+ γ |j+1
= 1|n+ γ | −∑α∈R+ |k(α)|
 2
n
for all n  n0. It suffices now to choose a constant δ  2 that satisfies ‖Hj‖  δj for all j =
1, . . . , n0 − 1. 
Proof of Theorem B. Fix an integer n  1 and p ∈ Pn. In virtue of Theorem A we have
Vk(p)(x) = (∂xH)n(p) for all x ∈ Rd . Appealing to [1, Theorem 2.5.3] and Lemma 3.1, an
induction process shows that for all x ∈ Rd we have∣∣Vk(p)(x)∣∣ δn‖x‖n‖p‖S. (3.1)
Note that the above equality holds also for n = 0 since Vk(1) = 1. 
This allows us to extend Vk to the algebra Ar by setting
Vk(f )(x) =
+∞∑
n=0
Vk(fn)(x), f =
+∞∑
n=0
fn,
and as a direct consequence of the above result we have the following:
Theorem 3.2. Suppose that f =∑+∞n=0 fn is a member of the Dunkl algebra Ar . Then
∣∣(Vkf )(x)∣∣ +∞∑
n=0
δn‖x‖n‖fn‖S
for all x ∈ Rd satisfying ‖x‖ r .
δ
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then obtained by
Ek(x, y) = Vk
(
e〈·,y〉
)
(x), x ∈ Rd, y ∈ Cd .
For ν = (ν1, . . . , νd) ∈ Nd0 set
∂ν = ∂ν1e1 . . . ∂νded and |ν| = ν1 + · · · + νd .
A direct consequence of Theorem A and [1, Theorem 2.5.3] is the following estimates for the
Dunkl kernel.
Corollary 3.3. For all ν ∈ Nd0 we have
∣∣∂νEk(x, y)∣∣ (δ‖y‖)|ν|eδ‖x‖‖y‖
for all x, y ∈ Rd , where the differentiation is with respect to x ∈ Rd .
4. The case of orthogonal positive roots system
First we point out that an explicit expression of Vk was given in [5] in the case where the posi-
tive roots system R+ is the canonical basis of Rd . In this section we shall establish an expression
of Vk when R+ is any orthogonal family in Rd which will generalize [5].
Let R+ = {α1, . . . , αm} and consider the function h :Rm × Rd → Rd defined by
h(t, x) := x +
m∑
j=1
(tj − 1) 〈x,αj 〉‖αj‖2 αj (4.1)
where t = (t1, . . . , tm) ∈ Rm and x ∈ Rd .
Theorem 4.1. If R+ is orthogonal, then
Vk(p)(x) =
∫
[−1,1]m
p
(
h(t, x)
) m∏
j=1
cj (1 + tj )
(
1 − t2j
)kj−1 dt, x ∈ Rd,
for all polynomials p, where
cj := (kj )
(kj + 1/2)(1/2) , j = 1, . . . ,m.
Proof. For simplicity, we will assume that ‖α‖ = 1 for all α ∈ R+, the proof in the general case
is the same, R+ is then orthonormal. Set
θj (t) := (t1, . . . , tj−1,−tj , tj+1, . . . , tm), t = (t1, . . . , tm) ∈ Rm,
2708 M. Maslouhi, E.H. Youssfi / Journal of Functional Analysis 256 (2009) 2697–2709j = 1, . . . ,m. Then θj is just the reflection in Rm with respect to hyperplane (Rej )⊥ orthogonal
to the vector ej of the canonical basis (e1, . . . , em) of Rm.
Since {α1, . . . , αm} is orthonormal a little computing shows that for all x ∈ Rd and t ∈ Rm,
h(t, σαj x) = h
(
θj (t), x
)
, j = 1, . . . ,m. (4.2)
Set (t) :=∏mj=1 cj (1 + tj )(1 − t2j )kj−1 and j (t) := (t)1+tj . Then the operator
V (p)(x) :=
∫
[−1,1]m
p
(
h(t, x)
)
(t) dt, (4.3)
satisfies V (1) = 1 and V (Pn) ⊂ Pn. In order to show that V = Vk, we only need to prove that
TξV (p) = V (∂ξp) for all ξ ∈ Rd . A little computing shows that
∂ξV (p)(x) =
∫
[−1,1]m
∂ξ
(
p
(
h(t, x)
)
h(t, ξ)
)
(t) dt
=
∫
[−1,1]m
∂ξp
(
h(t, x)
)
(t) dt
+
m∑
j=1
∫
[−1,1]m
∂αj p
(
h(t, x)
)
(tj − 1)〈ξ,αj 〉(t) dt.
Since ∂
∂tj
(p(h(t, x))) = ∂αj p(h(t, x))(tj − 1)〈ξ,αj 〉, integration by parts yields
∫
[−1,1]m
∂αj p
(
h(t, x)
)
(tj − 1)〈ξ,αj 〉(t) dt
= 〈ξ,αj 〉〈x,αj 〉
∫
[−1,1]m
∂
∂tj
(
p
(
h(t, x)
))
(tj − 1)(t) dt
= −2kj cj 〈ξ,αj 〉〈x,αj 〉
∫
[−1,1]m
p
(
h(t, x)
)
tj j (t) dt.
Therefore,
∂ξV (p)(x) =
∫
[−1,1]m
∂ξp
(
h(t, x)
)
(t) dt
− 2
m∑
j=1
kj cj
〈ξ,αj 〉
〈x,αj 〉
∫
m
p
(
h(t, x)
)
tj j (t) dt.[−1,1]
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[−1,1]m
p
(
h
(
θj (t), x
))
(t) dt =
∫
[−1,1]m
p
(
h(t, x)
)1 − tj
1 + tj (t) dt
so that by (4.2)
m∑
j=1
kj 〈ξ,αj 〉
V (p)(x)− V (p)(σαj x)
〈x,αj 〉
=
m∑
j=1
kj
〈ξ,αj 〉
〈x,αj 〉
∫
[−1,1]m
(
p
(
h(t, x)
)− p(h(t, σαj x)))(t) dt
=
m∑
j=1
kj
〈ξ,αj 〉
〈x,αj 〉
∫
[−1,1]m
(
p
(
h(t, x)
)− p(h(θj (t), x)))(t) dt
=
m∑
j=1
kj
〈ξ,αj 〉
〈x,αj 〉
∫
[−1,1]m
(
1 − 1 − tj
1 + tj
)
p
(
h(t, x)
)
(t) dt
= 2
m∑
j=1
kj
〈ξ,αj 〉
〈x,αj 〉
∫
[−1,1]m
p
(
h(t, x)
)
tj j (t) dt.
This, combined with the last expression of ∂ξV (p)(x), yields
Tξ
(
V (p)
)= ∫
[−1,1]m
∂ξp
(
h(t, x)
)
(t) dt = V (∂ξp)
and hence completes the proof. 
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