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Abstract
Shannon’s seminal theory of information has been of paramount importance in the
development of modern machine learning techniques. However, standard informa-
tion measures deal with probability distributions over an alphabet considered as
a mere set of symbols and disregard further geometric structure, which might be
available in the form of a metric or similarity function. We advocate the use of a no-
tion of entropy that reflects not only the relative abundances of symbols but also the
similarities between them, which was originally introduced in theoretical ecology
to study the diversity of biological communities. Echoing this idea, we propose
a criterion for comparing two probability distributions (possibly degenerate and
with non-overlapping supports) that takes into account the geometry of the space in
which the distributions are defined. Our proposal exhibits performance on par with
state-of-the-art methods based on entropy-regularized optimal transport, but enjoys
a closed-form expression and thus a lower computational cost. We demonstrate the
versatility of our proposal via experiments on a broad range of domains: computing
image barycenters, approximating densities with a collection of (super-) samples;
summarizing texts; assessing mode coverage; as well as training generative models.
1 Introduction
We present GEometry-Aware Rényi (GEAR) information measures, a perspective on information
theory which naturally incorporates the structure of the space in which the observations are embedded,
be this a metric or a similarity space. These geometry-aware information measures were originally
proposed by [1] for use in theoretical ecology where inter-species similarities play a crucial role in
assessing of the diversity of an ecosystem, and are generalizations of the Rényi entropy [2]. This
stands in contrast to Shannon’s theory of information [3], which is independent of the alphabet at
hand, and depends only on the relative abundance of each symbol. Thus, information theory concepts
derived from the Shannon entropy (such as cross entropy and the Kullback-Leibler divergence) are
blind to the geometric structure in the domains over which the distributions are defined.
In this paper, we advocate the use of these geometry-aware measures in machine learning. We present
the geometrically-aware entropy of [1] along with several important properties that connect it to
fundamental notions in geometry. We also propose a training objective inspired by this notion of
entropy, which compares two probability distributions by taking into account the similarities among
the objects on which they are defined. Our proposal shares the empirical performance properties of
distances based on optimal transport theory, such as the Wasserstein distance [4], but has the advantage
of enjoying a closed-form expression. This helps reduce computation significantly, by obviating the
need to solve a linear program or use matrix scaling algorithms [5]. We hope that these methods can
prove fruitful in extending frameworks such as the information bottleneck for representation learning
[6], similarity-sensitive cross entropy objectives for training classifiers in the spirit of loss-calibrated
decision theory, or the use of entropic regularization of policies in reinforcement learning [7].
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Contributions. The main contributions of this work are twofold. First, we introduce a geometry-
aware notion of entropy to machine learning. Second, we propose a discrepancy inspired by this
entropy, which allows the incorporation of geometric information when comparing probability
distributions much as in optimal transport, but which has a closed-form expression.
Paper structure. We introduce the theory behind GEAR information measures, and provide motivat-
ing examples justifying their use. We then introduce and characterize a divergence-like loss derived
from GEAR information. Finally, we demonstrate applications of our methods, including training
generative models, approximating measures, finding barycenters, and supersampling distributions.
We also show that our entropy definition can be used to evaluate the diversity of samples produced by
generative models.
Notation. Calligraphic letters denote Sets, bold letters represent Matrices and vectors, and double-
barred letters denote Probability distributions and information-theoretic functionals. To emphasize
certain computational aspects, we alternatively denote a distribution P over a finite space X as a vector
of probabilities p. I, 1 and J denote the identity matrix, a vector of ones and matrix of ones, with
context-dependent dimensions. For vectors v, u and α ∈ R, vu and vα denote element-wise division
and exponentiation. 〈·, ·〉 denotes the Frobenius inner-product between two vectors or matrices. δx
denotes a Dirac distribution at point x ∈ X. ∆n , {x ∈ Rn+1| 〈1,x〉 = 1 and xi ≥ 0} denotes the
probability simplex over n elements. For a continuous map f : X→ Y and a measure P on X, f#P,
denotes the push-forward measure of P induced by f over Y, with samples obtained by applying f on
x ∼ P. We adopt the conventions 0 · log(0) = 0 and x log(0) = −∞ for x > 0.
Reproducibility. The code required to reproduce our experiments can be found here: https:
//www.dropbox.com/sh/l9vfhg0nuqg823e/AADxhGwB0h7vjuqovwOLSPxZa
2 Geometry-Aware Information Measures
Suppose that we are given a finite space X with n elements along with a symmetric function that
measures the similarity between elements, κ : X× X→ [0, 1]. Let K be the Gram matrix induced
by κ on X; i.e, Kx,y , κxy , κ(x, y) = κ(y, x). Kx,y = 1 indicates that the elements x and y are
identical, while Kx,y = 0 indicates full dissimilarity. We call (X, κ) a (finite) similarity space. For
brevity we denote (X, κ) by X whenever κ is clear from the context.
Of particular importance are the similarity spaces arising from metric spaces. Let (X, d) be a metric
space and define κ(x, y) , e−d(x,y). Here, the symmetry and range conditions imposed on κ are
trivially satisfied. The triangle inequality in (X, d) induces a multiplicative transitivity on (X, κ):
for all x, y, z ∈ X, κ(x, y) ≥ κ(x, z)κ(z, y). Moreover, for any (non-degenerate) metric space, the
Gram matrix of its associated similarity space is positive definite [8, Lemma 2.5].
Note that there is an implicit choice of scale in the basis of the exponent in the definition of the
similarity function. In fact, for each metric space we have a family of similarity spaces indexed
by a scale parameter σ: define κσ(x, y) , e−
d(x,y)
σ . This is a central concept in the theory of the
magnitude (a refined notion of size) of a metric space developed in [9].
In this section, we develop a theoretical framework which allows us to quantify the “diversity” or
“entropy” of a probability distribution defined on a similarity space, as well as a criterion for comparing
distributions on such spaces. Because of the connection between metric spaces (the canonical notion
of geometry) and similarity spaces (our operational tool), we qualify the information-theoretic
concepts presented below as geometry-aware.
2.1 Entropy and diversity
Let P be a probability distribution on X. P induces a similarity profile KP : X → [0, 1], given by
KP(x) , Ey∼P [κ(x, y)] = (Kp)x.3 KP(x) represents the expected similarity between element x
and a random element of the space sampled according to P. Intuitively, it assesses how “satisfied”
we would be by selecting x as a one-point summary of the space. In other words, it measures the
ordinariness of x, and thus 1KP(x) is the rarity or distinctiveness of x [1]. Note that the distinctiveness
depends crucially on both the similarity structure of the space and the probability distribution at hand.
3This is the x-th entry of the result of the matrix-vector multiplication Kp.
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Figure 1: HK1 interpolates
towards Shannon’s entropy.
A
B
C
1
0.7
0.1
1
1
0.1
Figure 2: A 3-point space with
two highly similar elements.
Figure 3: Entropy heatmap of
the space in Figure 2.
Much like the interpretation of Shannon’s entropy as the expected surprise of observing a random
element of the space, we can define a notion of diversity as expected distinctiveness: ∑x∈X P(x) 1KP(x) .
This arithmetic weighted average is a particular instance of the family of aggregation functions called
power (or Hölder) means: given w ∈ ∆n and x ∈ Rn≥0, the weighted power mean of order β is
defined as Mw,β(x) ,
〈
w,xβ
〉 1
β . This averaging scheme motivated the following definition by [1]:
Definition 1. [1] (GEAR Entropy) The geometry-aware Rényi entropy of order α ≥ 0 of a distri-
bution P on a finite similarity space (X, κ) is given by:
HKα [P] , logMp,1−α
(
1
Kp
)
=
1
1− α log
n∑
i=1
pi
1
(Kp)1−αi
=
1
1− α log
〈
p, (Kp)α−1
〉
. (1)
It is evident that whenever K = I, this definition reduces to the Rényi entropy [2]. Moreover, a
continuous extension of Eq. (1) to α = 1 reveals a similarity-sensitive version of Shannon’s entropy.4
Let us dissect this definition via two simple examples. First, consider a distribution pθ = [θ, 1− θ]T
on a metric space consisting of two points {x, y} at a distance r from each other, and define the
similarity κxy , e−r. As the points get further apart, the Gram matrix Kr transitions from J to I.
Fig. 1 displays the behavior of HKr1 [pθ]. We observe that when r is large, we recover the familiar
shape of Shannon’s entropy for a Bernoulli distribution. On the other hand, for low values of r the
curve is close to a constant zero function. In this case, we regard both elements of the space as
almost identical; thus, no matter how we distribute the probability mass among them, we have low
uncertainty on the qualities of random observations. Moreover, the exponential of the maximum
entropy, supθ expHKr1 [pθ]=1+tanh(r)∈[1,2], measures the effective number of points in X at scale r [10].
Now, consider the space presented in Fig. 2, with edge weights denoting the similarity between
elements. The maximum entropy distribution in this space following Shannon’s theory is the uniform
distribution u = [ 13 ,
1
3 ,
1
3 ]
T . This is counter-intuitive when we take into account the fact that points A
and B are very similar. We argue that a reasonable expectation for a maximum entropy distribution is
one which allocates roughly probability 12 to point C and the remaining mass in equal proportions
to points A and B. Fig. 3 displays the value of HK1 for all distributions on the 3-simplex. The
green dot represents u, while the black star corresponds to the maximum GEAR entropy with [A,
B, C]-coordinates p∗ , [0.273, 0.273, 0.454]T . The induced similarity profile is Kp∗ = [12 ,
1
2 ,
1
2 ]
T .
Note how Shannon’s mass-uniformity gets translated into uniformity on the similarity profile.
Properties. We now list several important properties satisfied by the GEAR entropy, whose proofs
and formal statements are contained in [1] and [10]:
• Range: For any distribution P ∈∆n, we have 0 ≤ HKα [P] ≤ log(n)
• K-monotonic: Increasing the similarity between the elements reduces the entropy. Formally,
if κxy ≥ κ′xy for all x, y ∈ X, then for all P ∈∆|X|, HKα [P] ≤ HK
′
α [P] ≤ HIα[P].
• Modularity: If the space is partitioned into fully dissimilar groups, (X, κ) = ⊗Cc=1(Xc, κc),
so that the resulting K is a block matrix (x ∈ Xc, y ∈ Xc′ , c 6= c′ ⇒ κxy = 0), then the
entropy of a distribution on X is a weighted average of the block-wise entropies.
• Symmetry: Entropy is invariant under relabeling of the elements, provided that the rows of
K are permuted accordingly.
4A standard L’Hôpital argument yields HK1 [P] = −〈p, log(Kp)〉.
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• Absence: The entropy of a distribution P over (X, κ) remains unchanged when we restrict
the similarity space to the support of P.
• Identical elements: If two elements are identical (two equal rows in K), then combining
them into one and adding their probabilities leaves the entropy unchanged.
• Continuity: HKα [P] is continuous in α ∈ [0,∞] for fixed P, and continuous in P (w.r.t.
standard topology on ∆) for fixed α ∈ (0,∞).
• α-Monotonicity: HKα [·] is a non-increasing function of α.
The role of α. Definition 1 establishes a family of entropies indexed by a non-negative parameter
α, which determines the relative importance of rare elements versus common ones (where rarity
is quantified by 1KP ). In particular, H
K
0 [P] = log
〈
p, 1Kp
〉
. When K = I, HK0 [P] = log |supp(P)|,
which values rare and common species equally, while HK∞[P] = − log maxi∈supp(p)(Kp)i only
considers the most common element(s). Thus, in principle, the problem of finding a maximum
entropy distribution depends on the choice of α.
Theorem 1. [10] Let (X, κ) be a similarity space. There exists a probability distribution P∗X that
maximizes HKα [·] for all α ∈ R≥0, simultaneously. Moreover, H∗X , sup
P∈∆|X|
HKα [P] is independent of α.
Remarkably, Theorem 1 shows that the maximum entropy distribution is independent of α. Thus,
the maximum value of the GEAR entropy is an intrinsic property of the space. In other words, this
quantity is a geometric invariant. Indeed, if κ(x, y) , e−d(x,y) for a metric d on X, there exist deep
connections between H∗X and the magnitude of the metric space (X, d) [9].
Theorem 2. [10] Let P be a distribution on a similarity space (X, κ). HKα [P] is independent of α if
and only if KP(x) = KP(y) for all x, y ∈ supp(P).
Recall the behavior of the similarity profile observed for p∗ in Fig. 2. Theorem 2 shows that this is
not a coincidence: inducing a similarity profile with equal values in all of the entries that are part of
the support of a distribution P is a necessary condition for being a maximum entropy distribution. In
the setting α = 1 and K = I, the condition Kp = p = λ1 for some λ ∈ R≥0, is equivalent to the
well known fact that the uniform distribution maximizes Shannon entropy.
To the best of our knowledge, there is no characterization of the concavity of the landscape in
the maximum entropy optimization problem discussed above. [10] present an algorithm with an
exponential run-time to find exact maximizers. We exploit the fact that the objective is amenable
to gradient-based optimization techniques and conduct experiments in spaces with thousands of
elements. We observe reliable optimization results indicated by low variance in the objective value at
convergence across random initializations (and random values of α by virtue of Theorem 1), thus
providing an efficient alternative for finding approximate maximum-entropy distributions. Details are
presented in Appendix B.
2.2 Comparing probability distributions
Inspired by the framework discussed in the previous section, we propose the following criterion for
comparing two probability distributions:
Definition 2. (GEAR Discrepancy) The geometry-aware Rényi discrepancy of order α ≥ 0 between
distributions P and Q on a finite similarity space (X, κ) is given by:
DKα [P,Q] =
1
2
1
α− 1
[
log
(
pT
(
Kp
Kq
)α−1)
+ log
(
qT
(
Kq
Kp
)α−1)]
(2)
In a similar fashion as the entropy, the criterion defined in Eq. (2) is a similarity-sensitive extension
of the symmetrized Rényi divergence between P and Q, realized in the case K = I. If, in addition
to this, α = 1, we recover the symmetrized Kullback-Leibler divergence. Compared to the family
of f -divergences [11], this definition computes point-wise ratios between the similarity profiles KP
and KQ rather than the probability masses (or more generally, Radon-Nikodym w.r.t. a reference
measure). Note how KP(x) involves a global view of the space via the Gram matrix from the
perspective of x ∈ X. We note that the symmetrized definition of the discrepancy is necessary, as the
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unidirectional version can attain negative values in cases where q exploits K more efficiently than
p. Appendix C provides empirical evidence in the case of a standard RBF and a polynomial kernel
supporting the conjecture that the symmetrized discrepancy is non-negative.
Empirical distributions. Although we have developed our discrepancy in the setting of distributions
over a finite similarity space, we can effectively compare two empirical distributions over a continuous
space. Note that if an arbitrary x ∈ X (or more generally a measurable set E for a given choice of
σ-algebra) has measure zero under both µ and ν, then such x (E) is irrelevant in the computation of
DKα [P,Q]. Thus, when comparing empirical measures, the possibly continuous expectations involved
in the extension of Eq. (2) to general measures reduce to finite sums over the corresponding supports.
Concretely, let (X, κ) be a (possibly continuous) similarity space and consider the empirical distribu-
tions P =
∑m
j=1 pjδyj and Q =
∑n
i=1 qiδxi with p ∈ ∆m and q ∈ ∆n. The Gram matrix of the
restriction of (X, κ) to S , supp(P)∪ supp(Q) has the block structure KS ,
(
Kxx Kxy
Kyx Kyy
)
, where
Kxx is m×m, Kyy is n× n and Kxy = KTyx. Straightfoward linear algebra yields:
DKα [P,Q] =
1
2
1
α− 1
[
log
(
pT
(
Kxxp
Kxyq
)α−1)
+ log
(
qT
(
Kyyq
Kyxp
)α−1)]
(3)
Complexity. The computation of Eq. (3) requires O(|κ|(m+ n)2) operations, where |κ| represents
the cost of a kernel evaluation. While this exhibits a quadratic behavior in the size of the union of the
supports, the result of this expression is already a quantitative assessment of the dissimilarity between
P and Q. Note that the computation of our expression does not resort to the execution of several
iterations of matrix scaling algorithms. The proposals of [12, 13] require at least Ω((|κ|+ L)mn)
computations, where L denotes the number of Sinkhorn iterations, which is an increasing function of
the desired optimization tolerance.
Weak topology. A desirable property of such a discrepancy for training neural generative models is
the induction of a weak topology on the space of measures that results in useful gradients for learning.
In Appendix A, we show that the GEAR discrepancy can provide a smooth training signal despite the
disjointness in the supports of the model and target distributions.
3 Related work
Theories of Information. Information theory is ubiquitous in modern machine learning: from
variable selection via information gain in decision trees [14], to using entropy as a regularizer in
reinforcement learning [7], to rate-distortion theory for training generative models [15]. To the best
of our knowledge, the work of Leinster [1, 10] is the first formal treatment of information-theoretic
concepts in spaces with non-trivial geometry, albeit in the context of ecology.
Comparing distributions. The ability to compare probability distributions is at the core of statistics
and machine learning. Although traditionally dominated by maximum likelihood estimation, a
significant portion of the research on parameter estimation has shifted towards methods based on
optimal transport, such as the Wasserstein distance [4]. Two main reasons for this transition are (i)
the need to deal with degenerate distributions (which might have density only over a low dimensional
manifold) as is the case in the training of generative models [16–18]; and (ii) the development of
alternative formulations and relaxations of the original optimal transport objective which make it
feasible to approximately compute in practice [12, 19].
Relation to kernel theory. The theory we have presented in this paper revolves around a notion of
similarity on X. The operator KP corresponds to the embedding of the space of distributions on X
into a reproducing kernel Hilbert space used for comparing distributions without the need for density
estimation [20]. In particular, a key concept in this work is that of a characteristic kernel, i.e., a kernel
for which the embedding is injective. Note that this condition is equivalent to the positive definiteness
of the Gram matrix K imposed above. Under these circumstances, the metric structure present
in the Hilbert space can be imported to define the Maximum Mean Discrepancy distance between
distributions [21]. Our definition of discrepancy also makes use of the object KP but has motivations
rooted in information theory rather than functional analysis. We believe that the framework proposed
in this paper has the potential to foster connections between both fields.
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4 Experiments
Figure 4: Approximating a
discrete measure with a uni-
form empirical measure.
Figure 5: Approximating con-
tinuous measure with a finite
set of approximate samples.
Figure 6: Barycenters for
each class of MNIST and
Fashion-MNIST.
4.1 Approximating measures and computing image barycenters
Our method allows us to approximate both discrete and continuous measures with finite samples by
minimizing DKα with respect to the locations of the approximating atoms. In Fig. 4, we show the
results of such an approximation on data for the population of France in 2010 consisting of 36,318
datapoints [22], similar to the setting of [12]. The weight of each location in the blue measure is
proportional to the population it represents. Our approximating measure consists of 50 points with
uniform weights. We compare with K-means [23] using identical initialization. Note that when using
K-means, the resulting allocation of mass from points in the target measure to the nearest “centroid"
can result in a highly unbalanced distribution, shown in the lateral bar plot. In contrast, our objective
allows a uniformity constraint on the centroids, inducing a more homogeneous allocation.
Fig. 5 shows the approximation of a mixture of Gaussians by a uniform distribution over 20 atoms
similar to the approximate super-samples [24] obtained by [25] using the Wasserstein distance. In
the case of a continuous measure, we estimate the expectation by repeatedly sampling discrete
minibatches to construct an empirical measure, and use gradient-based optimization to minimize DKα
with respect to the location of the atoms of the approximating measure. Note how the result avoids
oversampling dense regions observed in real samples and better approximates the density.
Fig. 6 shows the result of gradient-based optimization to find barycenters for each of the classes in
MNIST [26] and Fashion-MNIST [27]. Given a collection of measures P = {Pi}ni=1 on a similarity
space, we define the barycenter of P with respect to the GEAR discrepancy as the minimizer of
1
n
∑n
i=1DKα [Pi, ·]. This is inspired by the work of [12]. Here, an image is considered as an empirical
measure over a grid representing the intensity at each pixel in the image. We use a Gaussian kernel,
and compute KPi by convolving the image Pi with an adequate filter, as proposed by [28]. The
computation of the barycenter for each class requires less than 5 seconds on a single CPU, as
compared to 90 seconds for the method proposed by [12, 13] implemented using a convolutional
kernel [28]. Experimental details and comparison to [12, 13] can be found in Appendix D.
Finally, one can approximate a measure when the locations of the atoms are fixed. As an example, we
take an article from the News Commentary Parallel Corpus [29], using as a measure p the normalized
TF-IDF weights of each non-stopword in the article. Here, K is given by the normalized cosine
similarity calculated over the 300-dimensional GLoVe [30] embeddings of each word. We optimize
q with gradient-based methods, applying a penalty to encourage sparsity. We show the result of this
summarization in word-cloud format in Fig. 7. Experimental details are presented in Appendix D.3.
Figure 7: Left: The original word cloud. Word size is proportional to TF-IDF. Center: Our sparse
approximation places mass only on 31 words. Right: Top 31 TF-IDF words in the original measure.
6
4.2 Measuring diversity
The GEAR entropy was originally proposed to quantify diversity in ecosystems [1], and similarly can
be utilized to measure diversity in other data. The exponential of the entropy exp(HKα [p]) measures
the effective number of points in the metric space under similarity κσ [9]. We empirically observe
that varying σ allows us to identify the number of modes in simple examples such as mixtures of C
Gaussians, shown in Fig. 8 where we observe that the entropy has a marked plateau atHKα [P] = logC.
For comparison, we adapt the birthday paradox-based approach of [31]. Strictly speaking, the method
proposed by [31] requires human evaluation of possible duplicates, and is thus not comparable to our
approach. As such, we propose an automated version using the same assumptions. We define x and y
as colliding when d(x,y) < , and note that the expected number of collisions for a distribution with
support n in a sample of size m is c = m(m−1)n . We can thus estimate nˆ =
m(m−1)
c . When varying
, we observe behavior very similar to that of our entropy measure, with a plateau at nˆ = C in our
example of a mixture of C Gaussians. The results of this comparison are presented in Fig. 8.
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Figure 8: Left: 1000 sampled from a mixture of six Gaussians. Center: Modes detected by varying
σ in our method. Right: The birthday paradox-based method. Note that the left axis is logarithmic.
To test this on a more challenging dataset, we use a 2-dimensional representation for MNIST [26]
obtained using UMAP [32], shown in Fig. 9. Although our method no longer shows a clear plateau
at HKα [P] ≈ log 10 ≈ 2.3, it does transition from exponential to linear decay at approximately this
point, which coincides with the point of minimum curvature with respect to σ, HKα [P] ≈ log 10.
Similar behavior is observed in the case with birthday-inspired estimate; here the point of minimum
curvature has nˆ ≈ 8. See further details in Appendix E.
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Figure 9: Left: A 2000-image subset of MNIST reduced to 2 dimensions by UMAP. Center: Our
mode estimation. Right: The birthday paradox method estimate. Note that the left axis is logarithmic.
Finally, we also apply this method to evaluating the diversity of GAN samples. We train a simple
WGAN [17] on MNIST, and find that the assessed entropy increases steadily as training progresses
and the generator masters more modes (see Fig. 10). Note that the entropy estimate stabilizes once
the generator begins to produce all 10 digits, but long before sample quality ceases improving.
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Figure 10: Left: The estimated numbers of modes in the output of a WGAN trained on MNIST.
Right: Samples from the same WGAN after 5, 15 and 25 epochs.
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4.3 Generative models
Generative models are trained to minimize a measure of disagreement between a distribution parame-
terized by the model and a target distribution [33, 16, 17]. In this section, we use DKα as an objective
to train generative models on a toy Swiss roll data problem, as well as on the MNIST dataset. Fig. 11
(left, center) illustrate samples from the trained generative models. In particular, the learned manifold
for MNIST digits exhibits a quality comparable to that reported in [33, Figure 4].
True Fake
136
(1 epoch)
816
(6 epochs)
6256
(46 epochs)
22440
(165 epochs)
00:16
01:42
13:16
47:50
Training
Step
Time elapsed
(mm:ss)
Figure 11: Left: Generated Swiss roll data. Center: Generated MNIST samples. Right: Intermediate
MNIST samples during the generative model’s training.
Fig. 11 (right) shows samples generated during training of the model, along with time elapsed when
the model is trained on a Nvidia TITAN Xp GPU with a batch size of 512. We observe that our
model can generate reasonable and diverse images very early in training, within only a few hundred
steps. This observation suggests that our objective provides a useful learning signal for the generator
from the very beginning of optimization, which can be explained by the fact that we have a fixed
kernel (without an adversarial component) and our loss is computed in closed form (without Sinkhorn
iterations as in [18, 19]).
Historically, GANs have suffered from mode collapse, and a number of approaches have been pro-
posed to counteract this behavior [34, 17]. Other generative models such as variational autoencoders
[33] instead tend to have a mode covering behavior leading to blurry samples. Empirically, we
observe that the hyperparameter α in DKα allows us to control the trade-off between these behaviors.
For small α, our models tend to collapse to modes of the real distribution, whereas higher α tend to
produce higher diversity and more blurry images. We provide samples demonstrating this effect on
the Swiss roll data in Appendix F.
5 Conclusions
We introduced the geometry-aware entropy originally proposed by [1] to the machine learning
community and proposed the GEAR discrepancy: a similarity-sensitive loss inspired by this entropy.
The GEAR discrepancy between two distributions can be computed efficiently in closed form, and
generalizes the symmetric Rényi divergence. We performed a broad range of experiments with this
loss, demonstrating its versatility.
The empirical results presented in this paper motivate further study of this new perspective on
information theory. For instance, more exploration of the theoretical properties satisfied by the
GEAR discrepancy is necessary, including investigating whether it is a divergence and what type of
convergence of distributions it induces. Additionally, analysis of its sample complexity and bias for
minibatch estimation would be desirable.
Finally, we note that the GEAR entropy is a non-increasing function of the similarities between the
elements of the space, decreasing from the Rényi entropy when the kernel is identity to zero when
the kernel is a matrix of ones. However, there might be multiple definitions of similarity-sensitive
entropies satisfying the same conditions. Further study of an axiomatic characterization of this type
of entropy could provide valuable insights into the theory of information on similarity spaces.
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A Revisiting parallel lines
Let Z ∼ U([0, 1]) , φ ∈ R, and let Pφ be the distribution of (φ,Z) ∈ R2, i.e., a (degenerate) uniform
distribution on the segment {φ} × [0, 1] ⊂ R2, illustrated in Fig. 12.
P1P0 P2
R2
Figure 12: Degenerate distribution Pφ over the
segment {φ} × [0, 1] for different values of φ.
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Figure 13: Values of the divergences as functions
of φ. KL divergence values are∞ except at φ = 0.
Our goal is to find the right value of φ for a model distribution Pφ using the dissimilarity with respect
to a target distribution P0 as a learning signal. The behavior of common divergences on this type of
problem was presented by [17] as a motivating example for the introduction of OT distances in the
context of GANs.
δ(P0,Pφ) =
{
0 if φ = 0
1 else
KL(P0,Pφ) = KL(Pφ,P0) =
{
0 if φ = 0
∞ else
W1(P0,Pφ) = |φ| JS(P0,Pφ) = log(2) δ(P0,Pφ)
(4)
Note that among all these divergences, only the Wasserstein distance provides a continuous (even a.e.
differentiable) objective on φ. See Fig. 13.
Study the behavior of our loss:
DKα (P0,Pφ) =
1
2
1
α− 1
[
log
(
E(x,y)∼P0
[
KP0(x, y)
KPφ(x, y)
]α−1)
+ log
(
E(x,y)∼Pφ
[
KPφ(x, y)
KP0(x, y)
]α−1)]
Recall that the action of the kernel on a given probability measure corresponds to the mean map
Kµ : X→ R, defined by Kµ(x) , Ex′∼µ [κ(x, x′)] =
∫
κ(x, x′) dµ(x′). In particular, for Pφ:
KPφ(x, y) =
∫
R2
κ((x, y), (x′, y′)) dPφ(x′, y′) =
∫ 1
0
κ((x, y), (φ, y′)) dy′.
Let us endow R2 with the Euclidean norm ‖·‖, and define the kernel κ((x, y), (x′, y′)) ,
exp(−‖(x, y)− (x′, y′)‖2). For this choice of kernel, the mean map reduces to:
KPφ(x, y) =
∫ 1
0
exp
[− ((x− φ)2 + (y − y′)2)] dy′ = exp [−(x− φ)2] ∫ 1
0
exp
[−(y − y′)2] dy′.︸ ︷︷ ︸
, Iy , independent of φ.
Thus, we obtain the following expression for the expectations in the definition of the loss:
E(x,y)∼Pη
[
KPη(x, y)
KPθ(x, y)
]α−1
= E(x,y)∼Pη
[
exp
[−(x− η)2]SIy
exp [−(x− θ)2]SIy
]α−1
= exp
[
(α− 1)(η − θ)2] .
Putting all the pieces together:
DKα (P0,Pφ) =
1
2
1
α− 1
[
log
(
E(x,y)∼P0
[
KP0(x, y)
KPφ(x, y)
]α−1)
+ log
(
E(x,y)∼Pφ
[
KPφ(x, y)
KP0(x, y)
]α−1)]
=
1
2
1
α− 1
[
(α− 1)(0− φ)2 + (α− 1)(φ− 0)2]
= φ2.
Remarkably, this result is independent of α and is a smooth function of the parameter φ.
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B Finding maximum entropy distributions with gradient descent
Figure 14: Optimization curves for measures with support 1000 in dimension 5 (left) and 100 (right).
In this section, we test our ability to find maximum GEAR entropy distributions via gradient descent.
We sample 1000 points in dimensions 5 and 10, and construct a similarity space using a RBF kernel
with σ = 1. We perform 100 trials by setting the logits of the initialization using a Gaussian with
variance 10 for each of the 1000 weights that describe our distribution. In every trial we sample a
new α uniformly between 0 and 5, to confirm that the value of the maximum entropy is independent
of α. We use Adam [35] with learning rate 0.05. The optimization results are shown in Fig. 14. We
observe that initializing the distributions close to uniform (smaller variance for sampling the initial
logits) yields even smaller variance in the optimization across trials.
C Non-negativity of GEAR discrepancy
Figure 15: Optimization curves for the standard RBF kernel. Top row: Locations in R5. Bottom
row: Locations inR100. Left column: Optimization with p fixed. Right column: Joint optimization
over p and q.
We hypothesize that DKα (p,q) is a non-negative discrepancy between distributions. To investigate
this empirically, we consider two empirical distributions p and q over points in both R5 and R100.
We also consider two kernels defining the geometry of the space: a RBF kernel and a polynomial
kernel κ(x,y) , 1
1+‖x−y‖2 . We minimize the discrepancy by changing the locations of the atoms
13
Figure 16: Optimization curves for the polynomial kernel. Top row: Locations in R5. Bottom row:
Locations in R100. Left column: Optimization with p fixed. Right column: Joint optimization over
p and q.
of each measure as well as their weights (both jointly over p and q and fixing the weights of p and
modifying only those of q). The weights of p and q are parametrized with a softmax function applied
to vectors of logits. Since this parametrization induces full support in the distributions we additionally
designed experiments in which p is restricted to have support over only n/2 elements, denoted as
H.S. in Fig. 15 and 16. This allows us to consider distributions on the boundary of the simplex in our
search.
We vary values of α in {0.5, 1, 2} and n in {10, 1000} and perform this optimization using the Adam
optimizer [35]. Each setting is run 10 times, and we report the minimum (solid lines) and maximum
values (shaded regions indicate the range) at every step of optimization across runs in Fig. 15 for the
RBF kernel and in Fig. 16 for the polynomial kernel. H.S. and F.S. indicate experiments with half
support and full support for p, respectively. We see that all experiments converge around zero.
D Interpolation and Approximation
In all experiments for Figs. 4-6, we minimize the GEAR discrepancy using the Adam optimizer [35]
in PyTorch [36]. We parameterize the weights of empirical distributions using a softmax function on
a vector of temperature-scaled logits. All experiments in the section are run on a single CPU.
D.1 Approximating measures with finite samples
In Fig. 4, we approximate a discrete measure using a finite number of samples using a discrepancy of
order α = 0.5. We train using Adam for 3000 steps with a learning rate of 10−3 and minibatches
constructed by sampling 50 examples at each step. We use a Gaussian kernel with σ = 0.02.
In Fig. 5, we approximate a continuous measure with a finite number of atoms. We set α = 0.5 and
execute Adam for 500 steps using a learning rate of 0.05 and minibatches of 100 samples from the
continuous measure to estimate the discrepancy. The similarity function is given by a polynomial
kernel with exponent 1.5: κ(x,y) , 1
1+‖x−y‖1.5 .
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D.2 Image barycenters
We compute barycenters for each class of MNIST and Fashion-MNIST. We perform gradient descent
with Adam using a learning rate of 0.01 with minibatches of size 32 for 500 optimization steps. The
order of the discrepancy is α = 1.5. We use a Gaussian kernel with σ = 0.04. The geometry of the
grid on which images are defined is given by the Euclidean distance between the coordinates of the
pixels. In Fig. 17, we provide barycenters for the classes of MNIST computed via a combination of
the methods of [13] and [12]. We note that the quality of these barycenters is comparable to ours,
although ours are slightly sharper.
Figure 17: Barycenters for MNIST computed using the method of [12].
D.3 Text summarization
For our text example, we use the article from the STAT-MT parallel news corpus titled “Why
Wait for the Euro?”, by Leszek Balcerowicz. The full text of the article can be found at https:
//pastebin.com/CnBgbpsJ. We use the 300-dimensional GLoVe vectors found at http://nlp.
stanford.edu/data/glove.6B.zip as word embeddings. TF-IDF is calculated over the entire
English portion of the parallel news corpus using the implementation in Scikit-Learn [23]. We filter
stopwords based on the list provided by the Natural Language Toolkit [37]. To encourage sparsity in
the approximating measure q, we add the 0.75-norm of q to the divergence loss, weighted by a factor
of 0.01. We optimize the loss with gradient descent using the Adam optimizer [35] in PyTorch [36],
with hyperparameters β1 = 0, β2 = 0.9, α = 0.001, for 25,000 iterations. Since a truly sparse q is
not reachable using the softmax function and gradient descent, we set all entries qi < 0.01 to be 0
and renormalize after training completes. q is represented by the softmax function, and is initialized
to match p. We use a value of α = 1 in DKα .
E GAN evaluation and mode counting
In all of the experiments corresponding to mode counting, we use α = 1 and the standard RBF
kernel κσ(x,y) = exp
(
−‖x−y‖2
2σ2
)
. Note that this differs from the kernel given in Section 2 by using
squared Euclidean distance rather than Euclidean distance. To estimate the point with minimum
curvature, we find the value of log nˆ or HKα p at 100 values of σ or  evenly spaced between 0.1 and
25, and empirically estimate the second derivative with respect to σ or . In the case of the birthday
estimate, which is not continuous on finite sample sizes, we use a Savitzky-Golay filter [38] of degree
3 and window size 11 to smooth the derivatives. We estimate the point of minimum curvature to be
the first point when the absolute value of the second derivative passes below 0.01.
To evaluate GANs, we train a simple WGAN-GP [39] with a 3-hidden-layer fully-connected generator,
using the ReLU nonlinearity and 256 units in each hidden layer, on a TITAN Xp GPU. Our latent
space has 32 dimensions sampled i.i.d. fromN(0, 1) and the discriminator is trained for four iterations
for each generator update. We use the Adam optimizer [35] with learning rate 10−4 and β1 = 0,
β2 = 0.9. The weight of the gradient penalty in the WGAN-GP objective is set to λ = 10.
To count the number of modes in the output of the generator, we use an instance of UMAP fitted to
the entire training set of MNIST to embed all input in R2. We use 1,000 samples of true MNIST data
to estimate values of σ (for our entropy method) and  for the birthday paradox-based method that
minimize curvature and yield estimates of expHKα p ≈ 10 and nˆ ≈ 10. We then apply these methods
to the output of the generator after each of the first 30 epochs, and report the resulting nˆ or expHKα p.
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F Generative models
We employ a multilayer perceptron with two hidden layers with 256 dimensions as the pushforward
on N(0, I) in R16 to R2 to match the Swiss roll data by minimizing DK1 using a RBF kernel with
σ = 0.2. For MNIST, we use a multilayer perceptron with two hidden layers with 384 dimensions
each as the pushforward on [0, 1]2 to the MNIST image space [0, 1]28×28, minimizing DK2 using
a RBF kernel with σ = 4.6. Both models are trained using the Adam optimizer and use batch
normalization [40]. Furthermore, for the MNIST experiment, we take gradients with respect to
2DKα (Pˆ, Qˆ)−DKα (Pˆ, Pˆ′)−DKα (Qˆ, Qˆ′), where Pˆ, Pˆ′ are two i.i.d. samples from the data distribution,
and Qˆ, Qˆ′ are i.i.d. samples from the pushforward on the latent code distribution, in the spirit of a
generalized energy distance as proposed in [18, 19], accounting for biased gradients due to taking the
logarithm of an expectation over minibatches in Equation 2. Note that although we report results
using a fixed RBF kernel, our generative models can also be trained along with learned kernels by
using an adversarial setup similar to [18].
Controlling mode collapse. We observe that changing values of α in DKα lets us control the trade-off
between mass covering and mode collapsing behavior of our generators. To illustrate this effect, we
train generative models by minimizing DKα with α ∈ {10−4, 1, 5} between the Swiss roll data and a
generator distribution, and report the results in Fig. 18. The configuration of the generator network
and the optimization hyperparameters are identical to those above. These results suggest that setting
schedules on α (potentially a damped oscillatory behavior alternating between larger and smaller
values) can help improve the mode covering behavior of generative models.
True Fake True Fake True Fake
Figure 18: Samples from generative models trained on Swiss roll data with different values of α.
Left: α = 10−4. Center: α = 1. Right: α = 5.
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