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In this paper we develop and study local and global estimates for the solutions of
convection–diffusion problems, respectively, with Dirichlet–Neumann and Dirichlet
boundary conditions. This study is based on a combination of Aleksandrov, Bakel-
man, and Pucci theory, with more standard traces estimates. © 1999 Academic Press
1. INTRODUCTION
In this paper we shall develop local and global estimates for the solution
of convection–diffusion problems, respectively, with Dirichlet–Neumann
and Dirichlet boundary conditions. The derivation of such estimates is
based on the use of the most recent methods for elliptic equations initiated
by Aleksandrov, Bakelman, and Pucci together with more standard traces
estimates. These estimates are independent on the low-order, “relaxation,”
term. They can be applied, for example, to the analysis of an explicit time
marching algorithm. This time marching algorithm was introduced and
studied by Bourgat, Le Tallec, and Tidriri [4] Le Tallec and Tidriri [5, 6],
and Tidriri [7–9], in order to couple different models and/or approxima-
tions, which results in an efficient strategy for solving problems in applied
sciences and engineering. For the applications of these estimates to the
analysis of this algorithm we refer to [6] and [7].
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In the next section we develop a maximum principle for a general second-
order elliptic problem based on the Aleksandrov, Bakelman, and Pucci the-
ory. This local estimate is independent on the low-order, relaxation, term.
In Section 3, we develop local and global estimates for the solutions of
convection–diffusion problems with Dirichlet–Neumann boundary condi-
tions. Finally, in Section 4 we develop local and global estimates for the
Dirichlet boundary conditions case.
2. A MAXIMUM PRINCIPLE
In this section we shall establish a maximum principle for an arbitrary
elliptic operator of second order. This result is central to the development
of the estimates studied in the next sections.
Let L be an operator of the form,
Lu D aijxDijuC bixDiuC cxu;
for any u in W 2; n, with  a bounded domain of n. The coefficients aij ,
bi, and c; i; j D 1; : : : ; n are defined on . As usual, the repeated indices
indicate a summation from 1 to n.
We suppose that the operator L is strictly elliptic in  in the sense that
the matrix A of coefficients aij is strictly positive everywhere in . Let 
and 3 denote, respectively, the smallest and the largest eigenvalue of A.
Let D denote the determinant of the matrix A and D D D1=n. We have
0 <   D  3:
We suppose in addition that the coefficients aij , bi, and c are bounded in
, and that there exist two positive real numbers γ and  such that
3

 γ; (L is uniformly elliptic); (1)
 b

2
 : (2)
Now, we are in a position to state the principal result of this section,
proved in the Appendix.
Theorem 2.1. Let u 2 W 2; n and suppose that Lu  f with f 2
Ln and c  0. Then for all spheres B D B2Ry of center y and radius
2R included in  and for all p > 0, we have
sup
BRy
u  CR

1
B
Z
B
uCp
1=p
C R

fn;B

; (3)
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where the constant CR depends on n; γ; R2; p, but is independent of c, and
uC D maxu; 0.
Remark 2.1. The statement of the same theorem can be found in [3],
under the additional assumption,
c

 : (4)
However, there the constant CR depends indirectly on c through .
That is exactly what we want to avoid, because we would like this constant
to be independent of c (see next sections).
3. DIRICHLET–NEUMANN CASE
Let loc be a connected domain of n with loc   (Fig. 1). The bound-
aries of the two subdomains are defined as follows,
0b D @ \ @loc (internal boundary);
0i D @loc \ (interface),
01 D @n0b (farfield boundary):
We denote by n the external unit normal vector to @ or @loc.
Let V be a given velocity field of an inviscid incompressible flow such
that 
div V D 0; in ;
V  n D 0; on 0b:
(5)
FIG. 1. Description of the domain  and its splitting.
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We shall derive an estimate for the solution of the following Dirichlet–
Neumann problem,
Lv D − 1v C V  rv C 1

v D 0; in ; (6)
v D 0; on 01; (7)
@v
@n
D g; on 0b; (8)
where the function g is given in H−1=20b, the coefficient  is strictly pos-
itive, and  is the diffusion coefficient. Let W be the subspace of H1
defined by
W D w 2 H1w D 0 on 01}: (9)
We then define the following bilinear form on W ,
av;w D
Z

rvrw C
Z

divVvw; (10)
v;w D
Z

vw: (11)
The first basic problem associated to (6)–(8), can be written as follows:
Find v 2 W satisfying
av;w C 1

v;w D
Z
0b
gw d0; 8w 2 W: (12)
Moreover, we assume that the coefficients  and  satisfy the following
relation,
  1: (13)
This hypothesis is not necessary but simplifies the proofs to come. More-
over, it is not restrictive (see [6]).
Let d denote the distance as described in Fig. 2. Let  be a real number
such that
0 <  <
3
p

d
;
and set
k D 

p

:
The first basic result states a global H1 estimate of the solution of the first
basic problem (12) in terms of the boundary data g.
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FIG. 2. Description of the domain loc and the splitting used in the majorization of the
local solution.
Lemma 3.1. There exists a constant c0 such that
v1;  c0g−1=2; 0b: (14)
Proof of Lemma 3.1. Using (5) we obtain the following equality,Z

v divVv D 1
2
Z

divVv2
D 1
2
Z
0
V  nv2
D 0; 8 v 2 W:
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Choosing w D v in (12), we then obtainZ


rv2 C 1

v2

D
Z
0b
gv: (15)
From this equality we deduce the following estimate,
v21;  g−1=2; 0bv1=2; 0b :
The application of the trace theorem yields the estimate (14).
Let i be the subdomain of width d=3 with external boundary 0i as
described in Fig. 2. Let Ky D Bd=3y be the sphere of center y and radius
d=3. There exist y1; : : : ; yl belonging to i such that
2i D
[
y2i
Bd=6y 
l[
jD1
Kyj :
We then define K by setting
K D
l[
jD1
Kyj :
The next lemma states a local estimate of the solution v of the first basic
problem (12).
Lemma 3.2. There exists a constant c1 such that
v1;K  c1v0;; (16)
where c1 is a constant depending only on ; γ; d2 and 3=2dn=2.
Proof of Lemma 3.2. The operator,
L D −L
satisfies the assumptions of Theorem 2.1, with c D −1= and f D 0. Apply-
ing this theorem with p D 2, y 2 i we obtain
v1;Ky  c1v0; B2d=3y:
Therefore,
v1;Ky  c1v0;; (17)
where c1 is a constant depending only on , γ, d2, and 3=2dn=2.
Applying (17) to each Kyj we obtain
v1;K  sup
jD1;:::;l
c1jv0;:
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Setting c1 D supjD1;:::;l c1j , we finally have
v1;K  c1v0;: (18)
This concludes the proof of the lemma.
We shall now establish other local estimates for the solution v of the first
basic problem. For any Mi in i; we introduce (see Fig. 2):
• Bi D the ball centered on Mi of radius d=6,
• vi D expkr2 − d2=36v1; @Bi :
We then have:
Lemma 3.3. The solution v of the first basic problem satisfies
vMi  exp

−kd
2
36

v1; @Bi ; 8Mi 2 i: (19)
Proof of Lemma 3.3. The operator L applied to vi can be written in
polar coordinates (with r DMiM),
Lvi D 4

−k2r2 − k C k
2
V  err C
1
4

vi:
Therefore,
Lvi  4

−k2r2 − k
2
V  er r C

1
4
− k

vi: (20)
We then set
’r; k D akr2 C bkr C ck; (21)
with
ak D −k2;
bk D −k
2
V  er ;
ck D 1
4
− k:
We seek to satisfy the following relation,
0  inf ’r; k; for 0  r  d
6
:
As ’r; k decreases on C, this will be satisfied if and only if
’

d
6

 0;
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i.e., if and only if
−k
2d2
36
− kdV 
12
C 1
4
− k  0:
We then replace k by its value. Therefore, we have to satisfy
− 
2d2
36 −
dV 
12
p

C 1
4
− 

p

 0:
Multiplying by
p
 , it follows that
1
4
p


1− 
2d2
9

 

1C dV 
12

:
The constraint  < 3
p
=d, finally yields after division,
’r; k  0 if and only if 1
4
p

 

1C dV 
12

1− 
2d2
9
−1
: (22)
From the relation (20) and the previous calculation, we deduce that for
 < 3
p
=d and  satisfying the previous inequality, we have
Lvi  0 D Lv:
In addition, by construction,
vi  v; on @Bi:
Consequently, using the maximum principle we obtain
v  vi; in Bi:
In particular,
vMi  exp

−kd
2
36

v1; @Bi :
Repeating the same process for −v, we finally obtain
vMi  exp

−kd
2
36

v1; @Bi ; 8Mi 2 i: (23)
Let 1 be defined by 1 D  nloc. The next result establishes an H1
estimate of the solution v of the first basic problem on the domain 1.
Lemma 3.4. There exists a constant c2 such that
v1;1  v1;i
p
c2=d

1C V 

p
d=c2
1=2
: (24)
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Proof of Lemma 3.4. Let  2 H1 be such that
 D 1; in 1;
supp   i [1:
We have using (12), Z


− 1v C divVv C v


2v D 0: (25)
Using Green’s formula we deduceZ

− 1v2v D
Z

rv2 −
Z

r2v2: (26)
On the other hand, we haveZ

divVv2v D
Z

div

V2v2
2

−
Z

V  rv2: (27)
Using the relations (26) and (27), (25) becomes
0 D
Z


rv2 C div

V2v2
2

C 
2v2


−
Z

v2r2 C v2V  r
D
Z

rv2 C v2 C
Z


1

− 

2v2 −
Z

v2r2 C v2V  r
D
Z
1
rv2 C v2 C
Z
i
rv2 C v2 C
Z


1

− 

2v2
−
Z
i
v2r2 C v2V  r:
Hence, we obtain
v21;1 C
Z
i
rv2 C v2 C
Z


1

− 

2v2
D
Z
i
v2r2 C v2V  r:
The relation (13) then yields
v21;1[i 
Z
i
v2r2 C v2V  r (28)
 v21;i
Z
i
r2 C V  r (29)
 v21;i21;i C 0;iV 1;i
 v21;i 21;i

 C 0;iV 1;i

: (30)
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If we take  such that
0;i  1;
21;i D
c2
d
;
where c2 is a constant, (30) then becomes
v1;1  v1;i
p
c2=d

1C V 

p
d=c2
1=2
; (31)
and this concludes the proof.
Now we are in a position to state the main result of this section.
Theorem 3.1. Let v be the solution of the first basic problem (12). If  is
sufficiently small, we have
v1=2; 0i  C1
p
C2=d

1C 1

V 1
p
d=C2
1=2
exp

−kd
2
36

g−1=2; 0b;
where C1 and C2 are constants, with C1 depending only on d, , γ, and , but
not on .
Proof of Theorem 3.1. The proof of this theorem is based on the pre-
ceding lemmas. Because @Bi  K, we have
v1; @Bi  v1;K; (32)
Lemma 3.2 then implies
v1; @Bi  c1v0;: (33)
Using Lemma 3.3 and the foregoing estimate we obtain
vMi  exp

−kd
2
36

c1v0;; 8Mi 2 i:
Consequently we have
v1;i  exp

−kd
2
36

c1v0;: (34)
Applying Lemma 3.1 we obtain
v1;i  c1c0 exp

−kd
2
36

g−1=2; 0b : (35)
An application of Lemma 3.4 then yields
v1;1  c0c1
p
c2=d

1C V 

p
d=c2
1=2
exp

−kd
2
36

g−1=2; 0b: (36)
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To conclude we use the trace theorem which yields
v1=2; 0i  c3v1;1 :
Consequently, we have the final estimate,
v1=2; 0i  c0c1c3
p
c2=d

1C V 

p
d=c2
1=2
exp

−kd
2
36

g−1=2; 0b;
which corresponds to our theorem with C1 D c0c1c3 and C2 D c2.
4. DIRICHLET–DIRICHLET CASE
In this section we shall derive an estimate of the solution of the following
Dirichlet problem,
Lv D − 1v C V  rv C 1

v D 0; in loc; (37)
v D h; on 0i; (38)
v D 0; on 0b; (39)
where the function h is given in H1=20i, the coefficient  is strictly positive,
and  is the diffusion coefficient. The velocity field V is given by (5). Let
W be the subspace of H1loc defined by
W D w 2 H1loc w D 0 on 0b}:
We then define the following bilinear form in W ;
av;w D 
Z
loc
rv:rw C
Z
loc
divVvw; (40)
v;w D
Z
loc
vw; (41)
with v and w in W . The second basic problem associated to (37)–(39)
corresponds to the following problem: Find v 2 W such that
av;w C 1

v;w D
Z
0i

@v
@n
w; 8w 2 W; (42)
v0i D h; (43)
where h is given in H1=20i. We first have the following lemma:
Lemma 4.1. For  sufficiently small, we have
aw;w C 1

w;w  
2
w21;loc ; 8w 2 W:
148 moulay d. tidriri
Proof of Lemma 4.1. Under the hypothesis 1=  =2 C 1=2V 21,
and using the Cauchy–Schwarz inequality, we obtain
av; v C 1

v; v D
Z
loc
rv:rv C
Z
loc
V  rvv C 1

Z
loc
v2
 rv20; 2 C
1

v20; 2 − V 1rv0; 2v0; 2
 rv20; 2 C
1

v20; 2 −

2
rv20; 2 −
1
2
V 21v20; 2
 
2
rv20; 2 C v20; 2:
We will make the simplifying assumption (13). We first establish a global
estimate for the solution of the second basic problem.
Lemma 4.2. The solution v of the second basic problem (42) and (43)
satisfies
v1;loc  21C −21=2

1C 1C V 
2
1
2
1=2
h1=2; 0i : (44)
Proof of Lemma 4.2. Choosing w D v in (42) we obtain

Z
loc
rv2 C
Z
loc

divVvv C 1

v2

D
Z
0i

@v
@n
h: (45)
Lemma 4.1 then yields
v21;loc  2
∥∥∥∥@v@n
∥∥∥∥
−1=2; 0i
h1=2; 0i : (46)
We shall now establish an estimate of @v=@n−1=2; 0i . Combining (42) and
(5) we obtain Z
0i
@v
@n
w D
Z
loc

rvrw C 1

V  rvw C 1

vw

:
Therefore, for any w in W , we haveZ
0i
@v
@n
w
  rv0;locrw0;loc C 1 V 1rv0;locw0;loc
C 1

v0;locw0;loc


rv20;loc C
1
2
V 21rv20;loc C
1
2
v20;loc
1=2


rw20;loc C w20;loc C
1
2
w20;loc
1=2


1C 1C V 
2
1
2
1=2
v1;loc1C −21=2w1;loc :
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The trace theorem then yields∥∥∥∥@v@n
∥∥∥∥
−1=2; 0i
 1C −21=2

1C 1C V 
2
1
2
1=2
v1;loc : (47)
Combining now the relations (46) and (47) we have
v1;loc  21C −21=2

1C 1C V 
2
1
2
1=2
h1=2; 0i ; (48)
and hence in particular,
v0;loc  21C −21=2

1C 1C V 
2
1
2
1=2
h1=2; 0i : (49)
Let Ky D Bd=4y be the sphere centered on y and of radius d=4, with y
belonging to 0V (see Fig. 3). By construction, 0V is the center surface of
loc and i is the subdomain of width d=6 centered on 0V . We have the
following lemma:
Lemma 4.3. There exists a constant c1 such that
v1;K  c1v0;loc : (50)
Proof of Lemma 4.3. Following the same argument as in the proof of
Lemma 3.2 we obtain
v1;Ky  c1v0;loc ; (51)
where c1 is a constant depending only on d, , γ, and . On the other hand
there exist y1; : : : ; yl in i such that
2i D
[
y2i
Bd=6y 
l[
jD1
Kyj D K:
By applying (51) to each Kyj , we obtain
v1;K  sup
jD1;:::;l
c1jv0;loc D c1v0;loc : (52)
Next we shall establish another local estimate for the solution of the
second basic problems (42) and (43). For any Mi 2 i, we introduce (see
Fig. 3).
• a ball Bi centered on Mi and of radius d=6,
• the function vi D exp kr2 − d2=36v1; @Bi .
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FIG. 3. Description of the local domain loc and the splitting used in the majorization of
the global solution.
We then have:
Lemma 4.4. The solution v of the second basic problem (42) and (43)
satisfies
vMi  exp
−kd2
36

v1; @Bi : (53)
Proof of Lemma 4.4. By definition of k (see the previous section),
’r; k is positive for all r 2 0; d=6. Then by following the same argument
as in the proof of Lemma 3.3 we obtain the inequality (53).
Let b be the subdomain of loc described in Fig. 3. We establish next
an H1 global estimate of the solution of the second basic problem.
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Lemma 4.5. The solution v of the second basic problems (42) and (43)
satisfies
v1;b[i  v1;i
p
c2=d

1C V 1

p
d=c2
1=2
: (54)
Proof of Lemma 4.5. Consider  2 H1loc, such that
 D 1; in b;
supp   b [i:
(55)
Choosing w D 2v in (42) we obtainZ
loc

−1v C divVv C v


2v D 0: (56)
Similarly to the proof of Lemma 3.4 we obtain
v1;b[i 
Z
i
v2r2 C v2V  r:
Choosing  such that
0;i  1;
and
21;i D
c2
d
;
we finally obtain as in the proof of Lemma 3.4 the inequality (54).
Finally, the main result of this section is presented in the following the-
orem:
Theorem 4.1. For  sufficiently small, the solution v of Problem (42) and
(43) satisfies∥∥∥∥@v@n
∥∥∥∥
−1=2; 0b
 C1
p
C2=d

1C 1C V 
2
1
2

1C V 1

p
d=C2
1=2


1C 1
2

exp

−kd
2
36

h1=2; 0i ; (57)
where C1 and C2 are constants with C1 depending only on d, v, , and .
Proof of Theorem 4.1. Because @Bi  K by construction, Lemmas 4.3
and 4.4 imply
v1;i  exp

−kd
2
36

c1v0;loc : (58)
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Furthermore, using Lemma 4.2 then yields
v1;i  2

1C 1CV 
2
1
2
1=2
c1

1C 1
2
1=2
exp

−kd
2
36

h1=2; 0i : (59)
By using Lemma 4.5 we then obtain
v1;b[i  2

1C 1C V 
2
1
2
1=2
c1
p
c2=d

1C V 1

p
d=c2
1=2


1C 1
2
1=2
exp

−kd
2
36

h1=2; 0i : (60)
Before concluding we shall establish an estimate of the term,∥∥∥∥@v@n
∥∥∥∥
−1=2; 0b
:
Choosing w such that
w 2 H1loc; with w D 0 on @b \ @i;
and using (42) we obtainZ
b

−1v C divVv C v


w D 0:
Applying Green’s formula and using (5), we obtainZ
0b
@v
@n
w D
Z
b

rvrw C 1

V  rvw C 1

vw

:
Similarly to the proof of Lemma 4.2 we obtain the following inequality,∥∥∥∥@v@n
∥∥∥∥
−1=2; 0b


1C 1
2
1=2
1C 1C V 
2
1
2
1=2
v1;b : (61)
The completion of the proof of the theorem results from the combination
of the relation (60) with (61).
APPENDIX
In this appendix we shall give the proof of Theorem 2.1 of Section 2. This
proof relies on the notion of a contact set. If u is a continuous arbitrary
function on , the upper contact set, denoted 0C or 0Cu , is the subset of ,
defined by
0C D y 2; 9py 2n such that uxuyCp  x− y 8x2}:
(62)
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We see that u is a concave function on  if and only if 0C D . When
u 2 C1 we must have p D Duy in the relation (62). In addition, when
u 2 C2, the Hessian matrix D2u D Diju is negative on 0C. In general,
0C is closed in .
If u is a continuous arbitrary function on , we define the “normal map-
ping” y D uy at point y 2  by
y D p 2 n; ux  uy C p  x− y 8x 2 }: (63)
We can see that y is nonempty if and only if y 2 0C. In addition when
u 2 C1, we have y D Duy on 0C; in other words  is the gradient
field of u on 0C.
As a particular case of the Bakelman–Alexandrov ([1] and [2]) maximum
principle, we have:
Lemma 1. For u 2 C2 \ C0 N, we have
sup

u  sup
@
uC d
nw
1=n
n
∥∥∥∥aijDijuD
∥∥∥∥
n; 0C
;
with d the diameter of  and wn the volume of a unit sphere in n.
For more details see [3].
We now proceed to the proof of Theorem 2.1. We take OB D B10 and
the general case is deduced by considering the coordinate transform, x!
Ox D x− y=2R.
We will begin, in a first step, by showing this result for u 2 C2 \
W 2;n and then in a second step we will deduce the result for u 2
W 2; n.
Step 1: We suppose that u 2 C2 \W 2; n. For   1, we consider
the cutoff function  defined by
 Ox D 1−  Ox2:
By differentiation, we obtain
ODi D −2 Oxi1−  Ox2−1;
ODij D −2ij1−  Ox2−1 C 4− 1 Oxi Oxj1−  Ox2−2:
By setting
v D u;
we then obtain
Oaij ODijv D  Oaij ODijuC 2 Oaij ODi ODjuC u Oaij ODij
  Of − Obi ODiu− Ocu C 2 Oaij ODi ODjuC u Oaij ODij:
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Let 0C D 0Cv be the upper contact set v, in the sphere OB; we have
u > 0; on 0C:
If x 2 @ OB such that p  x− y < 0 we indeed have vx D 0. Consequently,
vy C p  x− y  vx D 0:
Moreover, using the concavity of v on 0C, we can estimate the following
quantity
 ODu D 1

 ODv − u OD:
Indeed,  ODu  1

( ODvC u  OD
 1


v
1−  Ox C u
OD

 21C −1=u:
In that way, we have on 0C the following inequality,
− Oaij ODijv 
162 C 2 O3−2= C 2 Ob−1= C Oc}v C  Of :
Because Oc  0, we deduce the inequality,
− Oaij ODijv 
162 C 2 O3−2= C 2 Ob−1=}v C  Of 
 c1 O−2=v C  Of ; (64)
with c1 D cn;; γ; O independent of Oc.
Consequently, applying Lemma 1 on OB, we obtain, for   2,
sup
OB
v 
 Od
nw
1=n
n

1
OD

c1 O−2=v C  Of n; OB:
Using relation (2), this becomes
sup
OB
v 
 Od
nw
1=n
n

c1−2=vn; OB C
 Od
nw
1=n
n

1
O

 Ofn; OB
 c1 Od

−2=vn; OB C
1
O
Ofn; OB

 c1 Od

−2=vCn; OB C
1
O
Ofn; OB

 c1 Od

sup vC1−2=uC2=n; OB C
1
O
Ofn; OB

;
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where c1 is a constant depending only on n, , γ, and O. Here, Od is the
diameter of OB Od D 2.
Using Young’s inequality in the form,
ab  "aq C "−r=qbr;
for q D 1− 2=−1 and r D =2, we obtain
sup vC1−2=uC2=n; OB  " sup vC C "1−=2uC2==2n; OB; 8" > 0:
By taking " D 1=2c1 Od and plugging in our inequality for v, we obtain
sup
OB
v  1
2
sup vC C 1
2
1−=2
c1 Od=2uC2==2n; OB C
c1 Od
O 
Ofn; OB: (65)
We want to prove the theorem for all p > 0. We will treat separately the
cases p  n and p > n.
If p  n, we set  D 2n=p. In this case we have
uC2==2
n; OB D uCp; OB:
Plugging this in our inequality for v, we obtain
1
2
sup
OB
v  1
2
1−=2
c1 Od=2uCp; OB C
c1 Od
O 
Ofn; OB:
Consequently, we obtain the following inequality;
sup
OB
v  c2
Z
OB
uCp
1=p
C
Od
2 O
Ofn; OB

:
On the sphere B1=20, the cutoff function satisfies
1



1
2

:
It follows, then
sup
B1=20
u  sup
B1=20
v

 2 sup
OB
v:
Finally we obtain the desired estimate,
sup
B1=20
u  c3
Z
OB
uCp
1=p
C
Od
2 O
Ofn; OB

:
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for u in W 2;n \C2 N. The constant c3 in the previous formula depends
only on n, , γ, and O, but is independent of Oc.
On the other hand if p > n, we have
2n

< p; 8  2:
Then, it follows (by assuming   2),
 OB−1=2n=uC2n=; OB   OB−1=puCp; OB:
But
uC2n= D uC2==2n; OB;
and therefore, by proceeding as before, we obtain the desired estimate,
sup
B1=20
u  c4
Z
OB
uCp
1=p
C
Od
2 O
Ofn; OB

;
for u in W 2; n \C2 N. The constant c4 in the previous formula depends
only on n, , γ, and O, but is independent of Oc.
Transformation Ox! x.
By construction, ODij D R−2Dij , thus O D R−2 and O D R2. In addition,
we have B D wn2Rn and gp; OB D R−n=pgp;B.
Written in term of x, the last inequality becomes
sup
BRy
u  c4

2nwn
B
Z
B
uCp dx
1=p
C

2w1=nn R


fn;B

;
with c4 a function of n; γ; O D R2 and p. This is the desired estimate for
u 2 W 2; n \ C0 N.
Step 2: Now, let u 2 W 2; n. By a density argument, let um be a se-
quence of functions of C2 NB, converging toward u in W 2; nB. The injec-
tion of W 2; nB in C0B is continuous, consequently um converges uni-
formly toward u in B. We have
Lum D Lum − u C Lu
 f C Lum − u:
By setting, fm D Lum−u, we observe by construction that fm converges
toward 0 in Ln. Because um 2 W 2; n \ C2 and Qfm D f C fm is in
Ln, the estimate (3) is valid also for um, and then we have
sup
BRy
um  C

1
B
Z
B
uCmp
1=p
C R

 Qfn;B

: (66)
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Using previous results and taking the limit, we obtain
sup
BRy
u  C

1
B
Z
B
uCp
1=p
C R

fn;B

:
Observe also that by replacing u by −u, the theorem can be extended
easily to the case of supersolutions and solutions of the equation,
Lu D f:
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