Neuromorphic computation using Spiking Neural Networks (SNN) is pro-1 posed as an alternative solution for future of computation to conquer the memory 2 bottelneck issue in recent computer architecture. Different spike codings have been AQ1 3 discussed to improve data transferring and data processing in neuro-inspired compu-4 tation paradigms. Choosing the appropriate neural network topology could result in 5 better performance of computation, recognition and classification. The model of the 6 neuron is another important factor to design and implement SNN systems. The speed 7 of simulation and implementation, ability of integration to the other elements of the 8 network, and suitability for scalable networks are the factors to select a neuron model. 9
Recurrent Neural Networks (RNN)
The RNN is distinguished from FFNN in that it has at least one feedback loop con- 
It is obvious in Fig. 4b 
where u j is the induced local field of the neuron; which is, 
Solving the Eq. 6 leads to an exponential answer (Eq. 7) that can model the behavior 348 of membrane potential. voltage due to integrated inputs, the action potential occurs, in other words, the 367 neuron fires. The model is described by the neuron membrane potential:
where, v(t) represents the membrane potential at time t, τ n = RC is the membrane 
where V (t) and u(t) are variables without any dimension, and a, b, c, and d are param- 
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Synapse Model
where R m is the variable resistance of memristor, w(t) is the width of the doped of NOMFET as a memristor:
where g is the conductance of the device, v ds (t) is the applied voltage and q np is 
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Learning and Plasticity 504
To be able to model a proper synapse to contribute in learning process in an efficient 505 way in neural system, we need to analyze how learning happens in synapse. Neurons 506 and synapses are the two basic computational units in the brain. The human brain 507 consists of 10 11 neurons and an extremely large number of synapses, 10 15 , which act 508 as a highly complex interconnection network among the neurons.
509
Subsequently, each neuron is connected to 1000-10000 synapses [56] . Neuron by memorizing events, underling the ability of the brain to memorize. In the bio-568 logical brain, short-term plasticity refers to a number of phenomena that affect the 569 probability that a presynaptic action potential opens postsynaptic channels and that 570 takes from milliseconds to tens of seconds. Short-term plasticity is achieved through 571 the temporal enhancement of a synaptic connection, which then quickly decays to 572 its initial state. Short-term plasticity depends on the sequence of presynaptic spikes 573 Fig. 9 .
574
In local learning process, iteration of stimulation leads to a more stable change 575 in the connection to achieve long-term plasticity. Long-term plasticity is sensitive 
where the parameters A + and A − depend on the current value of the synaptic weight is shown in Fig. 11 . Let us suppose that each spike from presynaptic neuron j 635 contributes to a trace x j (t) at the synapse weight then we can write:
where t pre j represents the history of the firing times of the presynaptic neuron. In 638 particular, the variable is increased by an amount of one at the arrival time of a 639 presynaptic spike and reduces exponentially with time constant τ pre afterwards.
640
Similarly, each spike from postsynaptic neuron i contributes to a trace x i (t): Similarly to pair-based rules, each spike from presynaptic neuron j contributes to 673 a trace x j (t) at the synapse:
where t pre j presents the firing times of the presynaptic neuron. In contrast with 676 pair-based STDP, each spike from postsynaptic neuron i contributes to a fast trace 677 x i (t) and a slow trace x i (t) at the synapse: 
where t pre is the interval between the presynaptic spike in the pair and its pre- among the k largest inputs. In soft-WTA the i th output is an analog variable r i whose 939 value reflects the rank of x i among the input variables. We use WTA in our research 940 that will be presented in the next sections. 
