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Abstract
A hybrid system is a dynamical system that exhibits both continuous and discrete dynamic
behavior. Hybrid systems arise in a wide variety of important applications in diverse
areas, ranging from biology to computer science to air traffic dynamics. The interaction
of continuous- and discrete-time dynamics in a hybrid system often leads to very rich
dynamical behavior and phenomena that are not encountered in purely continuous- or
discrete-time systems. Investigating the dynamical behavior of hybrid systems is of great
theoretical and practical importance.
The objectives of this thesis are to develop the qualitative theory of nonlinear hybrid
systems with impulses, time-delay, switching modes, and stochastic disturbances, to develop
algorithms and perform analysis for hybrid systems with an emphasis on stability and
control, and to apply the theory and methods to real-world application problems.
Switched nonlinear systems are formulated as a family of nonlinear differential equations,
called subsystems, together with a switching signal that selects the continuous dynamics
among the subsystems. Uniform stability is studied emphasizing the situation where both
stable and unstable subsystems are present. Uniformity of stability refers to both the
initial time and a family of switching signals. Stabilization of nonlinear systems via state-
dependent switching signal is investigated. Based on assumptions on a convex linear
combination of the nonlinear vector fields, a generalized minimal rule is proposed to
generate stabilizing switching signals that are well-defined and do not exhibit chattering or
Zeno behavior.
Impulsive switched systems are hybrid systems exhibiting both impulse and switching
effects, and are mathematically formulated as a switched nonlinear system coupled with a
sequence of nonlinear difference equations that act on the switched system at discrete times.
Impulsive switching signals integrate both impulsive and switching laws that specify when
and how impulses and switching occur. Invariance principles can be used to investigate
asymptotic stability in the absence of a strict Lyapunov function. An invariance principle is
established for impulsive switched systems under weak dwell-time signals. Applications of
this invariance principle provide several asymptotic stability criteria. Input-to-state stability
notions are formulated in terms of two different measures, which not only unify various
stability notions under the stability theory in two measures, but also bridge this theory with
the existent input/output theories for nonlinear systems. Input-to-state stability results
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are obtained for impulsive switched systems under generalized dwell-time signals. Hybrid
time-delay systems are hybrid systems with dependence on the past states of the systems.
Switched delay systems and impulsive switched systems are special classes of hybrid time-
delay systems. Both invariance property and input-to-state stability are extended to cover
hybrid time-delay systems.
Stochastic hybrid systems are hybrid systems subject to random disturbances, and are
formulated using stochastic differential equations. Focused on stochastic hybrid systems
with time-delay, a fundamental theory regarding existence and uniqueness of solutions
is established. Stabilization schemes for stochastic delay systems using state-dependent
switching and stabilizing impulses are proposed, both emphasizing the situation where all
the subsystems are unstable. Concerning general stochastic hybrid systems with time-delay,
the Razumikhin technique and multiple Lyapunov functions are combined to obtain several
Razumikhin-type theorems on both moment and almost sure stability of stochastic hybrid
systems with time-delay.
Consensus problems in networked multi-agent systems and global convergence of ar-
tificial neural networks are related to qualitative studies of hybrid systems in the sense
that dynamic switching, impulsive effects, communication time-delays, and random distur-
bances are ubiquitous in networked systems. Consensus protocols are proposed for reaching
consensus among networked agents despite switching network topologies, communication
time-delays, and measurement noises. Focused on neural networks with discontinuous
neuron activation functions and mixed time-delays, sufficient conditions for existence and
uniqueness of equilibrium and global convergence and stability are derived using both
linear matrix inequalities and M-matrix type conditions.
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List of Notations
This following list aims to provide a quick reference for some mathematical notations used
in this thesis. Other notations will be defined at their first appearance.
Rn the n-dimensional Euclidean space.
R+ the set of all nonnegative real numbers.
Z the set of all integers.
Z+ the set of all nonnegative integers.
Rn×m the space of n × m real matrices.
C(A; B) the set of all continuous functions from A to B, where A ⊂ Rn and
B ⊂ Rm.
C1(A; B) the set of all continuously differentiable functions from A to B.
C brevity for C([−r, 0];Rn), if r > 0 is known and fixed.
C1,2 brevity for C1,2(R+ × Rn;Rn), the set of all functions from R × Rn
to R that are continuously differentiable in the first variable and twice
continuously differentiable in the second variable.
PC([a, b];Rn) the class of piecewise continuous functions from [a, b] to Rn.
PC([a, ∞);Rn) all functionsψ : [a, ∞) → Rn withψ |[a,b] (ψ restricted on [a, b]) in
PC([a, b];Rn) for all b > a.
PC brevity for PC([−r, 0];Rn), if r > 0 is known and fixed.
PC[2] a subspace of PC, which contains functions that are continuous on
[−r, 0]\2 and may have jump discontinuities at the set2 ⊂ (−r, 0].
|·| |x| =
√


















λmax(AT A) for a matrix A ∈ Rn×m; ‖φ‖ = sup−r 6 s 6 0 |φ(s)|
for φ ∈ C or PC.
I,J two index sets. Particularly, I is used for switching, and J for im-
pulses.




, where ik ∈ I , jk ∈ J , tk < tk+1 for all k ∈ Z+ and
tk → ∞ as k → ∞.
S a certain class of (impulsive) switching signals.
Ŵ the class of functions
{
h ∈ C(R+ × Rn;R+) : inf(t,x) h(t, x) = 0
}
.
(h0, h) a pair of two functions in Ŵ used as stability measures.
S iinf(τ ) the set of (impulsive switching) signals with dwell-time τ in the ith
mode.
S isup(τ ) the set of signals with reverse dwell-time τ in the ith mode.
Susup(τ ) the set of signals with reverse dwell-time τ in the modes indexed by
Iu ⊂ I .
S ia(τ , N0) the set of signals with average dwell-time τ in the ith mode.
S ira(τ , N0) the set of signals with reverse average dwell-time τ in the ith mode.
S iweak(τ , N0) the set of signals with weak dwell-time τ in the ith mode.
D+Vi(t, x) the upper right-hand derivative of Vi with respect to the ith mode of
a system with switching modes.
V̇i(t, x) the derivative of Vi with respect to the ith mode of a system with
switching modes if Vi is differentiable.
D+Vi(t,φ) the upper right-hand derivative of a functional Vi with respect to the
ith mode of a delay system with switching modes.
D+Vi(t,φ(0)) the upper right-hand derivative of a function Vi with respect to the
ith mode of a delay system with switching modes.
xiii
(,F , P) a given complete probability space with {Ft}t > 0 as a filtration satis-
fying the usual conditions.
W(t) an m-dimensional standard Wiener process defined on (,F , P) and
adapted to {Ft}t > 0.












the family of PC-valued random variables that are bounded and Ft -
measurable.







∣ dt < ∞ almost surely (a.s.).









dt < ∞ a.s.
LVi(t,φ) a differential operator from R×PC to R of a function Vi in C1,2, cor-
responding to the ith mode of a stochastic delay system with switching
modes.
a ∨ b the maximum of two real numbers a and b.
a ∧ b the minimum of two real numbers a and b.
f ◦ g the composite function defined by (f ◦ g)(x) = f (g(x)).
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1C H A P T E R
Introduction
1.1 Hybrid Systems
Due to their many important applications, hybrid systems are currently becoming a large
and growing interdisciplinary area of research (see, e.g., [55], [142], [158] and references
therein). A hybrid system is a dynamical system that exhibits both continuous and discrete
dynamic behavior. Typical examples that involve hybrid characteristics of both continuous
and discrete dynamics include
❧ switched electrical circuits, in which voltages and currents change continuously ac-
cording to classical laws of electrical networks and also undergo abrupt changes due
to switching on and off.
❧ classical mechanics, in which velocities of a multibody system change continuously
according to Newton’s second law but undergo instantaneous changes in velocity and
momentum due to collisions.
❧ biological systems, in which continuous changes are maintained during normal oper-
ations and sudden changes occur due to impulsive stimuli. Further examples include
seasonal harvesting in population dynamics [21], periodic treatment and/or vaccina-
tion in epidemic models ([114], [166]), and seasonality in ecosystems ([159], [166]),
which all lead to interactions of discrete and continuous dynamics.
❧ embedded systems, in which digital software interacts with an analog environment.
Particular examples include automotive electronics, ranging from simple software-
1
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based automatic gear shifting to complex products such as autonomous cruise control
systems [165].
❧ communication systems, in which each individual system changes continuously ex-
cept that, at discrete times, state variables are sampled and sent from transmitter to
the receiver to update the receiver’s states ([87], [88], [89], [145], [191]). Therefore,
communications here are achieved by sudden impulses.
❧ complex networks, in which each coupled dynamical system often evolves continu-
ously, while the network topology can change abruptly due to reasons such as node and
link failures/creations, packet-loss, and formation reconfiguration. Collective prop-
erties, such as consensus and synchronization, are largely affected by the changing
network structures ([147], [148], [167]). In addition, many biological systems over
a network communicate by sudden impulses, e.g., neuron firing, firefly flashing, or
cricket chirping [167]. As the study of networks pervades all areas of science [167], it is
no surprise that hybrid systems can find applications in a wide variety of disciplines.
❧ control systems, in which stabilizing hybrid controllers (continuous, switching, im-
pulse, or a combination of these) can be designed to control a plant described by a
nonlinear system. This type of control appears in a wide class of industrial applica-
tions, where logic controllers and microprocessors are programmed for automation.
In these applications, discrete states are used to implement control logic to incorporate
decision-making capabilities into the control system [55]. A typical digital control
system is shown in Figure 1.1.
The interaction of continuous- and discrete-time dynamics in a hybrid system often
leads to very rich dynamical behavior and phenomena that are not encountered in purely
continuous- or discrete-time systems [55]. In the following, we further introduce two
subclasses of hybrid systems, i.e., switched systems and impulsive systems, that are most
commonly encountered in applications.
1.1.1 Switched Systems
A switched system is a hybrid dynamical system consisting of a family of continuous
subsystems and a logic-based rule that actively selects the continuous dynamics. Switched
systems are appropriate models for many systems encountered in practice that exhibit
switching among several subsystems in a dynamically changing environment. Switched
systems have found applications in control of mechanical systems, automotive industry,







Figure 1.1 A typical digital control system.
aircraft and air traffic control, switching power converters, and many other fields (see, e.g.,
[106], [107], [142], [158], [161] and references therein).
Example 1.1.1 (Mass-Spring System) As a motivating example for switched systems, con-
sider the vibration of a mass with an elastic support as shown in Figure 1.1.1. The mass is
connected to a spring of stiffness K to the left and subjected to an external force F(t). On
the right, there is an elastic wall consisting of a spring of stiffness k and a dashpot damper
with damping coefficient c. The equilibrium position of the system is denoted by the dashed
line. Denote by x1 the displacement of the mass with respect to the equilibrium position.
According to the sign of x1, this mechanic system consists of two modes:


















Figure 1.2 Vibration of a mass with an elastic support.





[F(t)− (K + k)x1 − cx2]. ❑
Example 1.1.2 (Temperature Control) As another motivating example of switched sys-
tems, consider the heating and cooling in a house controlled by a furnace and an air
conditioner. A simple thermostat controls the temperature with set values of Tmin (lowest
desired temperature) and Tmax (highest desired temperature) as follows. Let T denote the
current temperature.
(i) If Tmin < T < Tmax, both the furnace and air conditioner are kept off. The evolution
of T is govern by Ṫ = f1(T).
(ii) If T > Tmax, the air conditioner is turned on and the furnace is off. The evolution of
T is govern by Ṫ = f2(T).
(iii) If T < Tmin, the the furnace is turned on and the air conditioner is off. The evolution
of T is govern by Ṫ = f3(T).


















Figure 1.3 Switching control.
Therefore, the dynamics is described by a simple switched system with three different
modes. ❑
The above example can be generalized to a more general and practical setting.
Example 1.1.3 (Switching Control) Consider a nonlinear control system given by
ẋ = f (x)+ g(x)ui(x), (1.1.1)
where ui(x) is the feedback control chosen from a family of functions {ui : i ∈ I}, where
I is an index set, and f and g are both nonlinear functions of x. The switching among
the controllers can be autonomously driven by time or state or both, or be controlled by a
“higher process” called a supervisor, as shown in Figure 1.3. Here we have assumed that the
measurements are sent to the supervisor instantly and decision is made in a prompt sense so
that there is no delay in the switching control process (r = 0 in Figure 1.3). System (1.1.1)
describes a typical situation where switched systems arise from applications. ❑
1.1.2 Impulsive Systems
Systems of impulsive differential equations or impulsive systems model real world processes
that undergo abrupt changes (impulses) in the state at discrete times [97]. Particularly,
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impulse control and stabilization as a powerful tool to achieve stability for dynamical
systems that can be highly unstable, in the absence of impulses, has gained increasing
popularity ([13], [119], [130], [160], [178], [193]) and found successful applications in a
wide variety of areas, such as control systems ([10], [120]), control and synchronization
of chaotic systems ([87], [88], [89], [122], [124], [123], [128], [191]), complex dynamical
networks ([108], [200]), large-scale dynamical systems [192], secure communication ([87],
[88], [191]), spacecraft maneuvers [31], population growth and biological systems ([112],
[121]), neural networks ([116], [123]), ecosystems management [146], and pharmacokinetics
[12].
Impulsive dynamical systems can be naturally viewed as a class of hybrid systems that
consist of three elements: a continuous differential equation, which governs the continuous
evolution of the system between impulses; a difference equation, which governs the way the
system states are changed at impulse times; and an impulsive signal for determining the
impulse times.
Example 1.1.4 (Impulsive Synchronization) Consider a cryptosystem based on impulsive
synchronization between a drive system and a receiver system. Only samples of the drive
system state at discrete times tk, k = 1, 2, · · · , are transmitted to the receiver system through
a public channel. We use x(t) to denote the drive system state and u(t) the receiver system
state. The objective is to use the sequence of states {x(tk) : k = 1, 2, · · · } sampled from the
drive system to update the receiver system according to




, k = 1, 2, · · · ,
where each Bk is a constant matrix and u(t
−
k )denotes the left limit of u at tk, so that in the long
term the receiver system and drive system are synchronized, i.e., the error e(t) = x(t)−u(t)
goes to 0 as t → ∞. This procedure is illustrated in Figure 1.4. We have assumed that the
sampled data are sent to the receiver instantly and there are no communication time-delays
(rk = 0 in Figure 1.4). Now suppose that the drive system is given by
ẋ = Ax +(x).
Then the receiver system subject to the same nonlinear dynamic and the impulsive synchro-
nization scheme is given by
{
u̇ = Au +(u),
1u = −Bke(t−k ).
(1.1.2a)
(1.1.2b)
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Transmitter Receiver
x u
x(tk+1) x(tk) x(tk-1) Delay rk
Public Channel
Figure 1.4 Impulsive synchronization.
Therefore, the error dynamics is given by
{
ė = Ae + [(x)−(u)] ,
1e = Bke(t−k ).
(1.1.3a)
(1.1.3b)
Both system (1.1.2) and system (1.1.3) are examples of impulsive systems. ❑
Both as hybrid systems, impulsive systems and switched systems can be naturally com-
bined to form a more comprehensive model, i.e., impulsive switched systems. As early as
in 1984, switching and impulses were combined to provide control for a reflected diffusion
[105]. Stability analysis of impulsive switched systems has received increasing attention in
the past decade (see, e.g., [129], [185], [188], [189], [190]).
The following example shows a simple situation where both impulses and switching can
be integrated in the same framework.
Example 1.1.5 (Water Level Control) Figure 1.5 shows a simple on/off water level monitor
system. A sensor is used to measure the current level of the water tank, denoted by y(t).
Based on the current water level y(t), a digital control device sends a signal S(t) to control
the pump:
(i) if y(t)>10, S(t) = 0 is sent to turn the pump off; and
(ii) if y(t)62, S(t) = 1 is sent to turn the pump on.
Suppose that there are 2 seconds delay for the signal to reach the pump. We use x(t) to
denote the time elapsed since last signal. The dynamics of the system is shown in Figure 1.6,
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Sensor for Measuring y(t)
y(t)
Sensor  ⇒ Pump 
2 Seconds Delay
S(t) ∈{0, 1}
Figure 1.5 An on/off water level control system.




z′ = fα(t, z), α ∈ {1, 2, 3, 4},
1z = gα(τk, z), k = 1, 2, · · · ,






























 , α = 2, 4,
where τk are the impulsive switching times and z(τ
−
k ) denotes the left limit of z at τk. ❑
1.2 Hybrid Systems with Time-Delay
Most of the hybrid models currently considered in the literature use ordinary differential
equations (ODEs). These ODE-based models assume that the system under consideration
is governed by a principle of causality, i.e., the future state of the system is independent of
the past states and depends only on the present state. It is well-known that the principle of
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Figure 1.6 Four modes of the water level control system.
causality is usually only a first approximation to the real situation. In many applications,
a more realistic model has to include some of the past states of the system, which leads to
time-delay models using delay (retarded or functional) differential equations in the classical
setting (see, e.g., [44], [45], [61], [62], [93], [94]) or its stochastic counterpart, stochastic delay
(retarded or functional) differential equations (see, e.g., [93], [140], [143]).
Incorporating time delay in the hybrid models gives rise to hybrid (time-)delay systems.
Two important classes of hybrid delay systems are impulsive delay systems and switched
delay systems, both of which received increasing attention in recent years. The following
are two examples of hybrid delay systems.
Example 1.2.1 (Delayed Feedback Control) If time-delay r is not 0 in Example 1.1.3, the
dynamics of the switching control system is governed by
ẋ = f (x)+ g(x)ui(x(t − r)), (1.2.1)
which is a switched system with a constant time-delay of size r. ❑
Example 1.2.2 (Impulsive Synchronization with Delay) If time-delays rk are not 0 in Ex-
ample 1.1.4, then the dynamics of receiver system and the error dynamics is given by
{
u̇ = Au +(u),
1u = −Bke((tk − rk)−),
(1.2.2a)
(1.2.2b)
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and
{
ė = Ae + [(x)−(u)] ,
1e = Bke((tk − rk)−).
(1.2.3a)
(1.2.3b)
which are both impulsive systems with various constant time-delays given by rk, k =
1, 2, · · · . ❑
Communication delays usually play a key role in the performance of a control system.
Including time delay also makes a hybrid system infinite dimensional and hence its stability
analysis more involved and challenging, which is in accordance with what has been observed
in stability analysis of delay differential equations. Moreover, the combination of impulse
and delay effects in impulsive delay systems gives rise to a myriad of problems when studying
some basic properties of impulsive delay differential equations ([8], [9], [111]).
1.3 Stochastic Hybrid Systems
The theory of stochastic differential equations was originally developed by mathematicians
as a tool for explicitly constructing the trajectories of diffusion processes with given drift and
diffusion coefficients [80]. In the physical and engineering sciences, stochastic differential
equations arise in a quite natural manner in systems with the so-called “white noise” effects
[2]. For example, the investigation of various engineering systems subjected to parametric
and external random excitation leads to stochastic differential equations [187]. Typical
examples include buildings under earthquake and wind loads, ocean platforms subjected
to wave-induced loads, vehicle running on a rough road, aircrafts in a turbulent stream.
Stability of these systems are of practical importance.
Even though deterministic hybrid models can capture a wide range of behaviors encoun-
tered in practice, stochastic features are also very important, because of the uncertainties
inherent in most applications and environmental noise ubiquitous in the real world. There
has been increasing interest in stochastic hybrid systems due to their many applications
in areas such as insurance pricing, power industry, flexible manufacturing, fault tolerant
control, maneuvering aircraft, and communication networks (see, e.g., [16], [32], [137] and
references therein). The theory of stochastic differential equations and stochastic processes
provides necessary tools to formulate and study stochastic hybrid systems.
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Example 1.3.1 (Stochastic Impulsive Control) Impulsive control has long been used in the
control of stochastic systems [95] (see also [96]). Let (,F , P) be a complete probability
space equipped with a filtrationFt . In [95], an impulsive control is given by sequence of pair
{(ξk, τk) : k = 1, 2, · · · }, where τk is a sequence of {Ft}-stopping times with τk 6τk+1 → ∞
as k → ∞, and ξk is a sequence of random variables that are Fτk -measurable. Consider an
Itô process given by
dx(t) = b(x(t))dt + σ(x(t))dW(t), (1.3.1)
where W(t) is a standard Wiener process on (,F , P). Applying the impulsive control
{(ξk, τk) : k = 1, 2, · · · } to (1.3.1) gives
{
dx(t) = b(x(t))dt + σ(x(t))dW(t), t 6= τk,
1x(t) = Dξk, t = τk,
(1.3.2a)
(1.3.2b)










0 6 τk 6 t
Dξk.
As pointed out in [96], compared with a continuous control, there is usually a positive cost
for setting up an impulse control, and a cost associated with the magnitude of the control.
Once a cost function (or functional) is specified and one is asked to minimize the cost of an
impulse control, an optimal impulse control problem is proposed. ❑
Example 1.3.2 (Stochastic Switched Systems) Consider the Lotka-Volterra equations for
the population dynamics of two species in a random environment
{
ẋ(t) = x(αi − βiy)+ λidW1(t),
ẏ(t) = −y(γi − δix)+ µidW2(t),
(1.3.3a)
(1.3.3b)
where αi, βi, γi, and δi are parameters representing the interaction of the two species, and
λi and µi are the noise intensities. Here the environmental noises are modeled with two
independent scalar Wiener processes W1 and W2. The changes in parameters are modeled
by allowing them to switch among a family {(αi,βi, γi, δi, λi,µi) : i ∈ I}, driven by a time-
dependent process i(t) or by the state (x(t), y(t)) in the sense that i = i(x(t), y(t)) is a
function of (x(t), y(t)).
This model is motivated by the fact that the growth rates and the carrying capacities
of the species in an ecosystem, determined by the parameters αi, βi, γi, and δi, are often
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not only subject to environmental noises, but also to seasonal, regional, or other changes.
These changes usually cannot be described by the traditional (deterministic or stochastic)
Lotka-Volterra models. For instance, the growth rates of certain species can be higher in
the rainy season than in the dry season; the carrying capacities can vary due to changes in
nutrition and food resources. System (1.3.3) is understood in the Itô sense. ❑
Stochastic hybrid systems can be formulated either by adding noise effects to a deter-
ministic hybrid system or by adding hybrid effects, such as parameter switching and/or
state jumps, to a continuous stochastic differential equation. The dynamical behavior of a
stochastic hybrid system can be very different from its deterministic counterpart. Different
notions of stability, such as almost sure (sample) stability and moment stability, arise in the
stochastic setting.
As in the deterministic case, one of the major difficulties encountered in studying stochas-
tic hybrid systems with time-delay is caused by a fundamental difference that impulse
effects bring to the studies of delay differential equation, which is that, due to the impulse ef-
fects, solutions of impulsive delay differential equations are no longer continuous functions
of the time and hence they have to be considered to be evolving in the space of piecewise
continuous functions. This key difference causes a myriad of problems when studying
some basic properties of impulsive delay differential equations as shown in [8], [9], and
[111]. These problems naturally carry over to the stochastic setting and are part of the main
issues to be addressed later in this thesis.
1.4 Scope of The Thesis
This thesis focuses on the qualitative studies of hybrid dynamical systems, emphasizing
systems with nonlinear structures, time-delays, and stochastic disturbances. The thesis is
divided into three parts, i.e., Part I: Deterministic Hybrid Systems, Part II: Stochastic Hybrid
Systems, and Part III: Applications.
We begin by a systematic study of switched nonlinear systems in Chapter 2. Mathematical
formulation is given for switched nonlinear systems, followed by a detailed discussions on
stability. The main stability problems are then formulated and studied. Particularly, two
important problems, i.e., uniform stability for switched nonlinear systems with both stable
and unstable subsystems, and switching stabilization of a family of unstable nonlinear
systems, are investigated.
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Chapter 3 presents qualitative studies of impulsive switched systems. Impulsive switched
systems are formulated and several classes of impulsive switching signals are presented.
Under this formulation, an invariance principle is first established under weak dwell-time
signals, and input-to-state stability properties are investigated, taking both impulsive and
switching effects into account.
Chapter 4 studies hybrid systems with time-delay. Both switched delay systems and gen-
eral hybrid systems with time-delay are investigated. An invariance principle is obtained for
switched delay systems under weak dwell-time signals and input-to-state stability proper-
ties are investigated for general hybrid systems with time-delay. The results in this chapter
partially extend the results in Chapter 3 to hybrid systems with time-delay.
Chapter 5 is the only chapter in Part II, which focuses on stochastic hybrid systems with
time-delay. We begin by presenting a general mathematical formulation and establishing
the fundamental theory regarding existence and uniqueness of solutions. Before presenting
general stability theorems of stochastic hybrid systems with time-delay, we investigate two
particular situations, in which impulses and switching are applied, respectively, to stabilize
otherwise unstable switched delay systems. Then in a very general setting, we apply the
Razumikhin method and multiple Lyapunov functions to obtain several Razumikhin-type
theorems on both moment and almost sure stability of stochastic hybrid systems with
time-delay.
Part III presents two application problems that are related to qualitative studies of hybrid
dynamical systems. In Chapter 6, we investigate the consensus problem in networks of
dynamical systems, in which stochastic noise, switching network topology, and communi-
cation time-delays are studied in the same framework and sufficient conditions for reaching
consensus among networked agents are obtained. Chapter 7 presents a study of the dynam-
ical behavior of delayed neural networks, in which we follow a recently developed model
and focus on neural networks with discontinuous neuron activation functions and mixed
time-delays. Sufficient conditions for existence and uniqueness of equilibrium and global
convergence and stability are derived using both linear matrix inequalities and M-matrix
type conditions.
Numerical examples and simulations are presented throughout this thesis to illustrate the
theoretical results. Finally, Chapter 8 presents some conclusions and discusses some future
research along the lines of this thesis.




2C H A P T E R
Switched Nonlinear Systems
As introduced in Chapter 1, a switched system is a hybrid system consisting of a family of
continuous subsystems and a logic-based rule that actively selects the continuous dynamics.
Switched systems are appropriate models for many systems encountered in practice that
exhibit switching between several subsystems, and have numerous applications in a variety
of areas. In this chapter, we will focus on switched nonlinear systems and investigate some
relevant stability issues.
2.1 Mathematical Formulation
Switched systems can be mathematically understood as differential equations with discon-
tinuous righthand sides, which are well studied in the monograph [48]. However, one has
to get familiar with concepts such as Carathéodory differential equations and differential
inclusions to understand the results in [48], which would complicate the study and applica-
tions. Here we prefer a more straightforward approach, which regards a switched system as
a family of continuous-time systems, together with a switching rule that chooses an active
subsystem from the family at every instant of time [107].
In this sense, a general nonautonomous switched nonlinear system can be described by
ẋ(t) = fσ (t, x(t)), t > t0, (2.1.1)
where σ , called a switching signal, is a function defined on R+ × Rn and valued in an
index set I . The role of a switching signal is to select the right-hand side of (2.1.1) from a
parameterized family of nonlinear vector fields
{
fi : i ∈ I
}
, where fi : R+ × Rn → Rn,
16
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depending on evolution of time t and state x. The time instants at which σ changes its
value are called switching times of this particular switching signal. If explicitly considered,
the switching times (together with the initial time t0) are always denoted by
{
tk : k ∈ Z+
}
,
where tk < tk+1 for all k ∈ Z+ and Z+ denotes the set of all nonnegative integers.
The arbitrary nature of the switching signal σ causes difficulties in the study of (2.1.1).
We formulate two particular types of switching signals that have been most studied in the
literature.
❧ Time-dependent switching: σ is a function of the time t alone, i.e., σ is a function
from R+ to I . A typical example is that σ is a piecewise constant function from R+
to I .
❧ State-dependent switching: σ is a function of the state x alone, i.e., σ is a function
(possibly multi-valued) from Rn to I . A typical example is when the space is parti-
tioned into a finite or infinite number of regions by means of a family of switching
surfaces. In each of these regions, a single subsystem is activated and the system
changes mode when crossing a switching surface.
However, even if we know thatσ is solely time-dependent or state-dependent, there are some
extreme cases which may complicate the study of (2.1.1). In the case of time-dependent
switching, a common problem is caused by the so-called Zeno behavior when the switching
instants have a finite accumulation point [107]. In the case of state-dependent switching, a
sliding mode occurs when the vector fields on both sides of a switching surface are pointing
toward this surface [107]. This difficulty can be overcome by introducing the concept of
differential inclusions [48]. However, we are not going to pursue this approach for reasons
explained earlier. In what follows, we will propose reasonable assumptions to rule out
these singularities and focus our attention on the stability analysis of switched systems.
Moreover, note that it is actually difficult to make a formal distinction between state-
dependent and time-dependent switching, since every possible trajectory of the system with
state-dependent switching is also a solution of the system with time-dependent switching
for a suitably defined switching signal.
System (2.1.1) is more general than the autonomous switched system
ẋ = fσ (x), t >0.
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Moreover, under time-dependent switching, a key distinction between system (2.1.1) and
the nonautonomous (time-varying) system
ẋ = g(t, x), t > t0, (2.1.2)
where g(t, x) = fσ(t)(t, x), t > t0, is that one typically associates a family of admissible
switching signals S to (2.1.1) and studies the properties of solutions to (2.1.1) as σ ranges
over S . Of particular interest are the properties that remain uniform with respect to all σ
over S , which have been well-studied in [69] for switched linear systems. This distinction
is based on the fact that solutions to a switched system such as (2.1.1) are parameterized
by a set of initial conditions as well as a set of admissible switching signals S in which σ
is assumed to lie, which is in contrast with a time-varying system such as (2.1.2), whose
solutions are parameterized solely by a set of initial conditions. This observation poses
important questions related to the uniformity of properties, such as stability, boundedness,
and convergence, as σ ranges over S . Even if system (2.1.1) is linear, it has been shown in
[69] that uniformity of these properties is not easily obtained; under certain conditions, a
smaller set of admissible switching signals S has to be specified to guarantee the uniformity
of asymptotic properties [69]. Clearly, when a single time-dependent switching signal
σ is specified, (2.1.1) and (2.1.2) represent exactly the same object. Another important
distinction between a switched system and a time-varying system is that the switching
signal in a switched system can be chosen by some “higher process” such as a controller,
computer, or human operator, which results in switching control for a family of systems
[20].
2.1.1 Remarks on the Existence and Uniqueness of Solutions
The existence and uniqueness of solutions of system (2.1.1) with initial condition x(t0) =
x0 ∈ Rn is almost trivial in the time-dependent switching case, since it follows from the
fundamental theory of ordinary differential equations (ODEs) plus a method of steps, i.e.,
we can solve the initial value problem for the current switching interval [tk, tk+1] and use
the value of x(tk+1) as an initial value to formulate and solve the initial value problem on
the next switching interval [tk+1, tk+2], and so on. Conditions on the vector fields, such as
continuity in t and Lipschitz continuity in x that guarantee existence and uniqueness for
ODEs, can be carried over to this case. A general assumption is that each fi in (2.1.1) is
locally Lipschitz in its second variable and continuous in the first. However, uniqueness of
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Figure 2.1 Individual phase portraits for systems (2.2.1) and (2.2.2).
solutions is not essential while developing the stability theory for systems such as (2.1.1),
which is in accordance with similar remarks for nonlinear systems without switching [60].
Even without this uniqueness assumption, we may still show that all possible solutions will
converge to a unique equilibrium point (trivial solution) if stability is concerned, and the
uniqueness of the trivial solution is usually implied by stability (i.e., x(t0) = 0 implies
x(t) ≡ 0 for all t > t0).
In contrast to the fundamental theory, the stability analysis of switched systems is not a
trivial one, as we shall show in what follows.
2.2 Discussions of Stability and Problem Formulation
The challenge to analyze the stability of switched systems lies partly in the fact that even
if the individual systems are stable, the switched system might be unstable, which is well
illustrated in the following example.
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Figure 2.2 Phase portrait for the switched system given by (2.2.1) and (2.2.2).
Specify a state-dependent switching signal σ : R2 → {1, 2} by letting σ((x1, x2)) = 1 if
x1x2 60 and σ((x1, x2)) = 2 if x1x2 > 0, i.e., when x1x2 60, system (2.2.1) is activated, and,
when x1x2 > 0, system (2.2.2) is activated. While the individual subsystems (2.2.1) and
(2.2.2) are both stable, the switched system given by them is unstable, as shown in Figures
2.1 and 2.2. ❑
The idea behind Example 2.2.1 is well illustrated in Figure 2.3, where a system switching
between two stable subsystems is shown to be unstable. Similarly, a system switching
between two unstable subsystems could be stable, as shown in Figure 2.4. Based on these
observations, the following can be concluded:
❧ Unconstrained switching can destabilize a switched system even if all the individual
subsystems are stable.
❧ It is possible to stabilize a switched system by means of suitably constrained switching
or designed switching even if all individual subsystems are unstable.
As one can imagine, when all the subsystems are stable, if we can make the switched
systems stay in each of its stable subsystems for as long as possible, the possibility becomes
large that the resulted switched system will be stable. This is the basic idea of stability of
switched systems under slow switching and motivates the definitions of dwell-time and
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Figure 2.4 Switching between unstable systems.
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average dwell-time [107]. However, this requires stability of all subsystems. When this is
not the case, we are faced with the problem of finding a switching signal to stabilize the
switched systems. Note that when there exists at least one stable subsystem, this problem is
trivial since we can let the system dwell in the subsystem forever. However, this also assumes
that we can arbitrarily choose our switching signal. If this can not be done, e.g., although
some of the unstable subsystems are undesirable, they have to be activated for a certain
amount of time to make the model practical. In this case, we still face a nontrivial problem.
The last case is when all the subsystems are unstable, we have to design a switching rule to
stabilize the switched systems. This also turns out to be a nontrivial matter. Thus one can
approach the stability analysis of system (2.1.1) in the following three directions.
I. Find conditions that guarantee stability of system (2.1.1) under arbitrary switching.
II. Specify classes of switching signals under which system (2.1.1), with the presence of
both stable and unstable subsystems, is uniformly stable.
III. Design a particular switching signal to stabilize system (2.1.1) if none of its subsystems
are stable.
We shall elaborate these three approaches in the following.
I. Stability under Arbitrary Switching
Lyapunov’s second method has a direct extension which provides a basic tool for studying
stability of the switched system (2.1.1). This extension requires the existence of a single
Lyapunov function whose derivative along solutions of all subsystems of (2.1.1) satisfies
suitable differential inequalities. This is known as the common Lyapunov function ap-
proach [107]. Following this approach, all the classical Lyapunov stability theorems can
be extended to provide stability criteria for switched systems and the stability holds under
arbitrary switching. We are not going to elaborate on this approach since it is essentially the
same as the stability theory of ordinary differential equations.
II. Stability under Slow or Constrained Switching
Since different subsystems of a switched system may have very different structures, the
differential inequalities imposed by a common Lyapunov function for all subsystems can
become very restrictive. In such cases, a common Lyapunov function is usually hard to find
or simply does not exist. A remedy for this is to introduce a useful tool called the multiple
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Lyapunov functions method. Stability analysis of deterministic switched systems using
multiple Lyapunov functions first appeared in [150] and has evolved over a series of articles
(see, e.g., [20], [34], [74], [150]; see also [161] for a recent survey and references therein).
It is well known that a switched system is stable if all individual subsystems are stable and
the switching is sufficiently slow, so as to allow the transient effects to dissipate after each
switch. To characterize slow switching, notions of dwell-time and average dwell-time have
been proposed [107].
Dwell-Time Switching. Given τ > 0, a switching signal is said to have dwell-time τ if
inf
{
tk+1 − tk : k ∈ Z+
}
>τ. (2.2.3)
The set of switching signals with dwell-time τ is denoted by Sinf (τ). ❑
Stability can be proved if all subsystems are stable and the switching signals have suf-
ficiently large dwell-time. It turns out that specifying a dwell-time condition may be too
restrictive since the (exponential) stability is an asymptotic property. We may allow the pos-
sibility of switching fast at some time and then compensating for it by switching sufficiently
slowly later. The concept of average dwell-time from [68] serves this purpose.
Average Dwell-Time Switching. Given τ > 0 and N0 > 0, let Sa(τ , N0) denote the set of
switching signals satisfying
Nσ (T , t)6N0 +
T − t
τ
, ∀T > t > t0, (2.2.4)
where Nσ (T , t) is the number of switching times of σ between t and T . This set of switching
signals are said to have average dwell-time τ and chatter bound N0. ❑
Clearly,Sinf(τ ) ⊂ Sa(τ , 1). Moreover, both dwell-time and average dwell-time switching
signals have the properties of finite switches in finite time, i.e., have only a finite number of
switching times within any bounded time interval. All switching signals with finite switches
in finite time are denoted by S0. It is shown in [68] that, if all the subsystems are stable, an
autonomous switched system is stable under switching signals in Sa(τ , N0) for sufficiently
large τ .
We shall pursue this approach later in Section 2.4 of this chapter in a broader sense that
not all the subsystems have to be stable.
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III. Stability under Designed Switching
There is another trend in the stability analysis of switched systems, i.e., one can choose
a specified state-dependent switching signal to stabilize a family of systems with certain
properties. In [182], Wick et al. considered a switched system consisting of two individual
systems
ẋ(t) = A1x(t) and ẋ(t) = A2x(t),
where A1 and A2 are assumed to have a Hurwitz linear convex combinationαA1 +(1−α)A2
with 0 < α < 1. Under this assumption, they proved that a state-dependent switching rule
can be constructed to stabilize the system.
We will elaborate this approach and extend it to the stability analysis of fully nonlinear
switched systems in Section 2.5 of this chapter.
2.3 Comparison Functions, Multiple Lyapunov Functions,
and Derivatives
Comparison functions, commonly know as class K and class KL functions, have been
proved very useful in deriving unform stability as well as input-to-state stability for non-
linear systems [90]. We introduce these two classes for the use in this and subsequent
chapters.
Definition 2.3.1 A function α : R+ → R+ is said to be of class K and we write α ∈ K,
if α is continuous, strictly increasing, and α(0) = 0. If α ∈ K also satisfies α(t) → ∞ as
t → ∞, we say that α is of class K∞ and write α ∈ K∞. A function β : R+ × R+ → R+
is said to be of class KL and we write β ∈ KL, if β(·, t) is of class K for each t ∈ R+ and
β(r, t) decreases to 0 as t → ∞ for each fixed r ∈ R+. ❑
As mentioned in Section 2.2, the method of multiple Lyapunov functions provides a
powerful tool for stability analysis of switched systems. By a family of multiple Lyapunov
functions candidates, we mean a family of functions {Vi : i ∈ I}. The classical Lyapunov
stability analysis requires computing the derivative of a Lyapunov function candidate along
the trajectories of the system under investigation. As for a switched system, we have to
compute this derivative along the trajectories of each subsystems. We consider two cases.
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(t, x)fid(t, x), (2.3.1)
where · means dot product in Rn and fid(t, x) denotes the dth component of fi(t, x). ❑
Locally Lipschitzian Lyapunov functions. If fi ∈ C(R+ × Rn;R+) and fi is locally Lip-
schitz continuous in the second variable, we define





Vi(t + h, x + hfi(t, x))− Vi(t, x)
]
. (2.3.2)
Lipschitz continuity of fi in x is needed to prove relation (2.3.3) below. ❑
Remark 2.3.1 If there happens to be a common Lyapunov function V , equations (2.3.1)
and (2.3.2) are understood as Vi = V for all i ∈ I on the right-hand sides. ❑
It is clear that, in either case, V̇i(t, x) and D
+Vi(t, x) are dependent on the equation of
the ith subsystem. Hence, V̇i(t, x) and D
+Vi(t, x) will be different for different subsystems.
The intuitive idea behind the Lyapunov stability analysis is that if V̇i(t, x) or D
+Vi(t, x) is
negative, then Vi(t, x(t)) will decrease along the solutions of the ith subsystem of (2.1.1),
since both (2.3.1) and (2.3.2) yield the following relation





Vi(t + h, x(t + h))− Vi(t, x)
]
, (2.3.3)
where x(t) is a solution of the ith subsystem of (2.1.1) on a small interval [t, t + h] with
x(t) = x. A proof for relation (2.3.3) is standard in the Lyapunov stability theory for ODEs
(see, e.g., [197]).
2.4 Uniform Stability of Switched Nonlinear Systems
This section will be devoted to study the uniform stability, uniform asymptotic stability,
and uniform exponential stability for nonautonomous switched nonlinear systems, where
uniformity refers not only to the multiple solutions that one obtains as the switching signal
ranges over a given admissible set, but also to the stability and convergence in the usual
sense.
As mentioned in Section 2.2, several Lyapunov-like theorems are available for switched
systems by employing multiple Lyapunov functions (see, e.g., [20], [41], [150], [152], [196]).
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Particularly, the recent work of [104] investigated uniform asymptotic stability for general
nonlinear and time-varying switched systems. The results are particularly useful in the
sense that a generalized version of the celebrated Krasovskii-LaSalle theorem for general
nonlinear and time-varying switched systems has been proposed. However, all of these
results deal with only the case when all the subsystems of (2.1.1) are stable, which is often
not the case in many practical hybrid control systems. For example, if one wants to control
a hybrid system, it might be difficult and expensive to stabilize each of the subsystems.
Therefore some control strategy can be taken to ensure stability of the switching control
system by achieving a balance between the activation of the stable subsystems and unstable
subsystems. This kind of balance condition will be the main issues to be addressed in this
section for a general class of nonautonomous switched nonlinear subsystems.
The results in this section are partially inspired by the work of [199] on linear switched
systems with both stable and unstable systems, as well as by the work of [69] on uniform
stability of switched linear systems.
The remainder of this section is organized as follows. In Section 2.4.1, necessary nota-
tions and preliminaries are given so as to formulate the main problem. Uniform stability
is discussed in Section 2.4.2, uniform asymptotic stability in Section 2.4.3, uniform expo-
nential stability in Section 2.4.4, and stability of linear switched systems in Section 2.4.5.
Several numerical examples are presented in Section 2.4.6.
2.4.1 Definitions of Uniform Stability
In this section, we focus exclusively on time-dependent switching signals1. Let S0 denote
the set of all (time-dependent) switching signals that are piecewise constant, continuous
from the right, and have only a finite number of discontinuities over any finite time interval.
To emphasize a set S ⊂ S0 of switching signals, system (2.1.1) can be written as
ẋ = fσ (t, x), σ ∈ S , t > t0. (2.4.1)
A solution to the switched system (2.4.1) can then be interpreted as a pair (x, σ) such that
σ ∈ S and x : [t0, ∞) → Rn solves the following time-varying system
ẋ = fσ(t)(t, x), t > t0. (2.4.2)
1State-dependent switching signals can also be covered if the signals can be interpreted as time-dependent signals of the classes defined
in this Section.
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We will consider the case when system (2.4.1) has both stable and unstable subsystems.
For this purpose, the index set I is divided into two subsets Is and Iu, where Is is used to
index the stable subsystems and Iu the unstable ones. With this partition of the index set,
we can now introduce different sets of admissible switching signals which will be considered
in this section. For any δ > 0, let Susup(δ) denote the following
Susup(δ) =
{





The idea behind defining Susup(δ) is that the switched system is not supposed to dwell on
its unstable subsystems for overly long. To achieve a balance between the activation of
unstable subsystems and stable subsystems, denote by πs(t) the total activation time of
the stable subsystems and πu(t) the total activation time of the unstable subsystems on
the time interval [t0, t]. Clearly, to guarantee the switched system to be stable, the unstable
subsystems are not supposed to be activated for very long compared to the stable subsystems.
For this purpose, for some r >0 and T > t0, the set S(r, T) is defined as
S(r, T) =
{
σ ∈ S0 :
πu(t)
πs(t)
6 r, ∀t >T
}
.
Moreover, for τ > 0 and N0 > 0, let Sa(τ , N0) denote the switching signals with average
dwell-time τ and chatter bound N0 as defined by (2.2.4).
Assume that fi(t, 0) ≡ 0, for all t > t0 and i ∈ I , so that (2.4.1) has a trivial solution for
all σ . Given a set of admissible switching signals S , uniform stability for (2.4.1) over S is
defined as follows.
Definition 2.4.1 The switched system (2.4.1) is said to be uniformly stable (US) over S if,
given any ε > 0, there exists some ρ = ρ(ε) > 0, independent of t0 and σ ∈ S , such that
‖x(t0)‖ < ρ implies ‖x(t)‖ < ε, for (x, σ) with σ ∈ S that solves (2.4.1). ❑
Definition 2.4.2 The switched system (2.4.1) is said to be globally uniformly asymptoti-
cally stable (GUAS) over S if it is uniformly stable over S and, for each pair of ε > 0 and
η > 0, there exists some T = T(ε, η), independent of t0 and σ ∈ S , such that ‖x(t0)‖ < η
implies ‖x(t)‖ < ε, ∀t > t0 + T , for (x, σ) with σ ∈ S that solves (2.4.1). ❑
Definition 2.4.3 The switched system (2.4.1) is said to be globally uniformly exponentially
stable (GUES) overS if, given any ε > 0, there exist positive constants C and ε, independent
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of t0 and σ ∈ S , such that
‖x(t)‖ 6C ‖x(t0)‖ e−ε(t−t0), t > t0,
for (x, σ) with σ ∈ S that solves (2.4.1). ❑
The main problems studied in this section are to seek sufficient conditions such that
system (2.4.1) is uniformly stable, uniformly asymptotically stable, and uniformly expo-
nentially stable over a certain set of admissible switching signals. Note that we will only
consider global stability to make the results easier to present. The global results can be easily
adapted to obtain local ones.
We will assume in this chapter that the Lyapunov functions are continuously differen-
tiable. Similar results can be easily proved by employing locally Lipschitzian Lyapunov
functions and Dini derivatives [98] as defined by (2.3.2).
2.4.2 Uniform Stability
Consider {Vi : i ∈ I} as a candidate family of multiple Lyapunov functions. We stipulate
the following assumption on the evolution of Vi over switching times, which is the same as
that adopted in [20]. This assumption involves a set S of admissible switching signals.
Assumption 2.4.1 Let (x, σ) be a pair with σ ∈ S that solves (2.4.1). For each i ∈ I and
every pair of switching times tk < tl such that σ(tk) = σ(tl) = i, we have
Vi(tl, x(tl))6Vi(tk, x(tk)). ❑
Theorem 2.4.1 Suppose I is a finite index set and there exist a family of continuous differen-
tiable functions {Vi : i ∈ I} and functions u, v ∈ K such that
u(‖x‖)6Vi(t, x)6v(‖x‖), ∀i ∈ I ,
holds for all t > t0 and x ∈ Rn. Moreover,
V̇i(t, x)6µVi(t, x), ∀i ∈ Iu,
and
V̇i(t, x)60, ∀i ∈ Is,
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hold for some µ>0, all t > t0 and x ∈ Rn. If, in addition, Assumption 2.4.1 holds over S and
S ⊂ Susup(δ) for some δ > 0, then system (2.4.1) is uniformly stable over S .
Proof. Let N denote the cardinality of I . Given any ε > 0, we can define positive numbers
ρ1, ρ2, · · · , ρN in the following manner. Denote ρ0 = ε. Recursively, ρj < ρj−1 is found
such that
v(ρj)e
µδ < u(ρj−1) (2.4.3)
for j = 1, 2, · · · , N . We claim that choosing ρ = ρN shows uniform stability of (2.4.1).
Clearly, this ρ is independent of t0 and any particular choice of σ . It suffices to show that
‖x(t0)‖ < ρ implies ‖x(t)‖ < ε, where x together with some σ ∈ S solves (2.4.1).
Assume ‖x(t0)‖ 6ρ. We claim that
‖x(t)‖ < ρN−n, t > t0, (2.4.4)
where n = n(t) is the number of subsystems that have been activated up to time t (not
counting multiplicity). This claim would imply stability, since ρi 6ε for 06 i 6N and,
clearly, n only takes values from 1 to N .
Proof of the Claim. The claim can be shown by induction. Bear in mind that n(t) is
a nondecreasing right-continuous function, which takes integer value from 1 to N . We
complete the proof in three steps.
(i) We first show it holds for all t such that n(t) = 1, that is for t ∈ [t0, t1), where t1 is the first
switching time for σ (if such a switching time does not exist, i.e., the switched system dwells
on one subsystem forever, then let t1 = ∞). Depending on whether the first subsystem
activated is in Is or Iu, two cases are discussed. If σ(t0) ∈ Is, then conditions on Vi, i ∈ Is,
imply that Vσ(t0)(t, x(t)) is nonincreasing on [t0, t1). It follows that
u(‖x(t)‖)6Vσ(t0)(t, x(t))6Vσ(t0)(t0, x(t0))6v(‖x(t0)‖)
6v(ρ) < u(ρN−1), ∀t ∈ [t0, t1), (2.4.5)
where the last inequality is given by (2.4.3). If σ(t0) ∈ Iu, then conditions on Vi, i ∈ Iu,
imply that
V̇σ(t0)(t, x(t))6µVσ(t0)(t, x(t)), ∀t ∈ [t0, t1).
It follows that
Vσ(t0)(t, x(t))6Vσ(t0)(t0, x(t0))e
µ(t−t0), ∀t ∈ [t0, t1).
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Since σ ∈ S ⊂ Susup(δ), we have t1 − t0 6δ and the previous inequality implies
Vσ(t0)(t, x(t))6Vσ(t0)(t0, x(t0))e
µδ, ∀t ∈ [t0, t1).
Conditions on Vi, i ∈ I , further imply that, ∀t ∈ [t0, t1),
u(‖x(t)‖)6Vσ(t0)(t, x(t))6Vσ(t0)(t0, x(t0))eµδ
6v(‖x(t0)‖)eµδ6v(ρ)eµδ < u(ρN−1), (2.4.6)
where the last inequality is still given by (2.4.3). Now either (2.4.5) or (2.4.6) implies
‖x(t)‖ < ρN−1 for t ∈ [t0, t1). The claim is shown for all t such that n(t) = 1.
(ii) Now assume that the claim is proved for all t such that n(t)6k, where k 6N . If k = N ,
then the claim is already proved since n(t)6N for all t > t0. If k 6N − 1 and n(t)6k for
all t > t0, then the claim is also proved. Thus we can assume k 6N − 1 and there exists a
switching time tm of σ such that n(tm) = k + 1, i.e., some subsystem that is not activated
before is now activated at t = tm for the first time.
(iii) We proceed to show that ‖x(t)‖ < ρN−k−1 for all t such that n(t) = k + 1. Assume
the next switching time beyond tm is tm+1; if tm+1 does not exist, take tm+1 = ∞. Then
n(t) ≡ k + 1 on [tm, tm+1). We want to show ‖x(t)‖ < ρN−k−1 for t ∈ [tm, tm+1). Since for
t < tm, we have ‖x(t)‖ < ρN−k by the inductive assumption, it follows that ‖x(tm)‖ 6ρN−k








< u(ρN−k−1), ∀t ∈ [tm, tm+1), (2.4.8)
both of which imply ‖x(t)‖ < ρN−k−1 for t ∈ [tm, tm+1). If n(tm+2) = k + 2, then we have
already shown ‖x(t)‖ < ρN−k−1 for all t such that n(t) = k + 1; if n(t) remains k + 1 on
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[tm+1, tm+2), where tm+2 is the next switching time beyond tm+1, then some subsystem, say
the ith one, activated once before is activated again at t = tm+1. Let tm′ < tm+1 be the first
switching time such that σ(tm′) = σ(tm+1) = i. Then since, n(t)6k for t < tm′ , it follows
that
‖x(tm′)‖ 6ρN−k, (2.4.9)
by the inductive assumption and continuity of x(t). Now by Assumption 2.4.1, we have
Vσ(tm+1)(tm+1, x(tm+1))6Vσ(tm′)(tm′ , x(tm′)). (2.4.10)
Applying the same argument on [tm+1, tm+2) as we did on [t0, t1) and by virtue of (2.4.9)
and (2.4.10), we have, analogous to (2.4.5) and (2.4.6), either
u(‖x(t)‖)6Vσ(tm+1)(t, x(t))6Vσ(tm+1)(tm+1, x(tm+1))
6Vσ(tm′)(tm′ , x(tm′))6v(‖x(tm′)‖)6v(ρN−k)







< u(ρN−k−1), ∀t ∈ [tm+1, tm+2). (2.4.12)
In either case, it follows that ‖x(t)‖ < ρN−k−1 for t ∈ [tm+1, tm+2). This argument can be
repeated until some switching time tm′′ is found such that n(tm′′) = k + 2. If no such tm′′
exists, then n(t)6k+1 for all t > t0, and (2.4.11) and (2.4.12) can show ‖x(t)‖ < ρN−k−1 for
all t such that n(t) = k + 1. By induction, ‖x(t)‖ < ρN−k for all t such that n(t) = k, where
16k 6N . The claim of (2.4.4) is now proved and uniform stability of (2.4.1) follows. ❑
Remark 2.4.1 Based on the proof of Theorem 2.4.1, it can be seen that Assumption 2.4.1
can actually be replaced by the following weaker one: for each i ∈ I and every pair of
switching times ti < tj such that σ(ti) = σ(tj) = i and ti is the first time the ith subsystem
is activated, we have
Vi(tj, x(tj))6Vi(ti, x(ti)). (2.4.13)
❑
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Remark 2.4.2 As a special case when Iu = ∅, i.e., there exist no unstable subsystems, and
system (2.4.1) is autonomous, Theorem 2.4.1 reduces to Theorem 2.3 in [20]. Even in this
special case, if one considers the built-in “uniformity” notion and the weaker assumption
(2.4.13), Theorem 2.4.1 is a slight improvement over the results in [20]. ❑
Remark 2.4.3 However, it should definitely be noted that Assumption 2.4.1, even in its
weaker form (2.4.13), remains quite strong an assumption in the case when unstable sub-
systems are present. In applications, for the assumption to hold, we usually need a certain
decay rate of the stable subsystems and require that the stable subsystems are activated for
a sufficient amount of time while the unstable systems are only activated for an allowable
amount of time. This will be addressed in further details shortly when we discuss the
asymptotic stability of of system (2.4.1) in Section (2.4.3), where Assumption 2.4.1 is absent
and only a certain balance of the total activation time of stable subsystems and unstable
subsystems is required. ❑
Remark 2.4.4 As mentioned in [20] and [69], in hybrid control systems, the switching
signal σ is often generated by a supervisory logic (“higher process”) that guarantees, by
construction, that assumptions such as Assumption 2.4.1 or (2.4.13) hold. ❑
2.4.3 Uniform Asymptotic Stability
The following lemma is useful to prove asymptotic stability. To present the lemma, some
more notations are in order. Let U(t) be a piecewise continuous function on [t0, T] with
t1, t2, · · · , tN as discontinuities. Assume U(t) is right-continuous over these discontinu-
ities. Let Iµ(T) and Iλ(T) be two collections of intervals such that Iµ(T) ∩ Iλ(T) = ∅
and
Iµ(T) ∪ Iλ(T) = I(T) =
{
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where |I| denotes the length of interval I . It is easy to see that πµ(T) and πλ(T) are both
continuous in T . Moreover, the trivial identity πµ(T) + πλ(T) = T − t0 holds. By U(t−)
we mean lims→t− U(s).
Lemma 2.4.1 If U(t) satisfies
U̇(t)6µU(t), ∀t ∈ I ∈ Iµ(T),
U̇(t)6 − λU(t), ∀t ∈ I ∈ Iλ(T),
for someµ, λ>0, and
U(ti)6ρU(t
−
i ), 16 i 6N , (2.4.14)
for some ρ>0, then
U(T)6U(t0)ρ
N eµπµ(T)−λπλ(T). (2.4.15)
Proof. We show (2.4.15) by induction. If N = 0, then clearly either Iµ(T) = ∅ or
Iλ(T) = ∅.Assuming Iλ(T) = ∅, we have




In light of the fact that πµ(T) = T − t0 and πλ(T) = 0, (2.4.16) proves (2.4.15) for N = 0.
The proof for the case Iµ(T) = ∅ is exactly the same.
Now we assume (2.4.15) is true for N = k. We proceed to show that (2.4.16) holds for
N = k + 1. For any t ∈ [tk, tk+1), the inductive assumption actually implies
U(t)6U(t0)ρ
keµπµ(t)−λπλ(t). (2.4.17)
Letting t → t−k+1, (2.4.17) gives
U(t−k+1)6U(t0)ρ
keµπµ(tk+1)−λπλ(tk+1). (2.4.18)
By (2.4.14) and (2.4.18), we have
U(tk+1)6U(t0)ρ
k+1eµπµ(tk+1)−λπλ(tk+1). (2.4.19)
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Now consider the interval [tk+1, T]. Assume [tk+1, T] ∈ Iµ(T) first. Then we have




In light of the fact, implied by [tk+1, T] ∈ Iµ(T), that πµ(T) = πµ(tk+1)+ (T − tk+1) and
πλ(T) = πλ(tk+1), (2.4.15) for N = k + 1 follows from (2.4.19) and (2.4.20). By induction,
(2.4.15) holds for all N and the proof is complete. ❑
Theorem 2.4.2 Suppose there exist a family of continuous differentiable functions {Vi : i ∈
I} and functions u, v ∈ K∞ such that
u(‖x‖)6Vi(t, x)6v(‖x‖), ∀i ∈ I , (2.4.21)
holds for all t > t0 and x ∈ Rn. Moreover, for someµ>0 and λ > 0,
V̇i(t, x)6µVi(t, x), ∀i ∈ Iu,
V̇i(t, x)6 − λVi(t, x), ∀i ∈ Is,
for all t > t0 and x ∈ Rn, and
Vi(t, x)6ρVj(t, x), ∀i, j ∈ I , (2.4.22)
for some ρ>1, all t > t0 and x ∈ Rn. Then system (2.4.1) is globally uniformly asymptotically
stable over S , provided that S ⊂ S(r, T) ∩ Sa(τ , N0) for some T > t0 with
ln ρ
τ
+ µr − λ
1 + r < 0. (2.4.23)
Proof. Given σ ∈ S , consider Vσ(t)(t, x) as a candidate for multiple Lyapunov functions.
Let
U(t) = Vσ(t)(t, x(t)),
where (x, σ) is a solution to (2.4.1). Then U(t) is a piecewise continuous function on
[t0, ∞). We proceed to give an estimate for U(t) on [t0, ∞).
First, we consider U(t) on [t0, T]. Let t1, t2, · · · , tn0 be the switching times on [t0, t] with
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Although this upper bound c of n0 depends on τ , T , and N0, it is independent of a particular

















πu(t) = πµ(t), πs(t) = πλ(t).









ceµT , ∀t ∈ [t0, T], (2.4.24)
where we have used the fact thatµ>0>λ and πs(t)+ πu(t) = t − t0.
Second, we consider U(t) on [T , ∞). Let t1, t2, · · · , tN be the switching times on [t0, t]





Moreover,σ ∈ S(r, T) gives
πu(t)6 rπs(t),
which together with the identity πs(t)+ πu(t) = t − t0 yields
πs(t)>
t − t0
1 + r .


















, ∀t ∈ [T , ∞). (2.4.25)
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Based on (2.4.24) and (2.4.25), we can now show uniform asymptotic stability of (2.4.1) by
definition. We first show uniform stability. Given any ε > 0, choose δ > 0 such that
v(δ)ρceµT < u(ε). (2.4.26)
Then inequality (2.4.21), together with (2.4.24) and (2.4.25), gives
u(‖x(t)‖)6v(‖x(t0)‖)ρceµT , ∀t ∈ [t0, ∞), (2.4.27)
where N0 6 c,µT >0, and (2.4.23) has been used. Now if ‖x(t0)‖ < δ, then, by (2.4.26) and
(2.4.27), we have
u(‖x(t)‖) < v(‖δ‖)ρceµT < u(ε), ∀t ∈ [t0, ∞),
which shows ‖x(t)‖ < ε for all t > t0. Since δ is independent of σ and t0, this proves uniform
stability.
We can now show uniform convergence. Given any pair of ε > 0 and η > 0, and
assuming ‖x(t0)‖ 6η, the estimate (2.4.27) and the fact that u(r) → ∞ as r → ∞ show
that x(t) is bounded for all t > t0. This guarantees the global existence of solutions with a
given σ . Now from (2.4.21) and (2.4.25), we have







, ∀t ∈ [T , ∞). (2.4.28)
Clearly, by (2.4.23), inequality (2.4.28) implies that there exists some T0, depending on ε
and η, but independent of t0 and σ , such that







< u(ε), ∀t > t0 + T0,
which implies
‖x(t)‖ < ε, ∀t > t0 + T0,
as required. The proof is complete. ❑
Remark 2.4.5 As a special case when there are no unstable subsystems present, we have
Is = I and therefore Sa(τ , N0) ⊂ S(r, T) for r = 0. Then (2.4.23) becomes τ > ln ρλ and
Theorem 2.4.2 gives the same results as [34, Theorem 2.12]. ❑
Remark 2.4.6 When one employs a single common Lyapunov function, then (2.4.22) is
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Therefore, (2.4.23) reduces to
µr − λ < 0. (2.4.29)
Moreover, since no average dwell-time conditions are imposed, system (2.4.1) is GUAS over
S ⊂ S(r, T), provided that (2.4.29) holds. ❑
2.4.4 Uniform Exponential Stability
Theorem 2.4.3 Suppose there exist a family of continuous differentiable functions {Vi : i ∈
I} and positive constants c1, c2 such that
c1 ‖x‖2 6Vi(t, x)6 c2 ‖x‖2 , ∀i ∈ I , (2.4.30)
holds for all t > t0 and x ∈ Rn. Moreover, for someµ>0 and λ > 0,
V̇i(t, x)6µVi(t, x), ∀i ∈ Iu, (2.4.31)
V̇i(t, x)6 − λVi(t, x), ∀i ∈ Is, (2.4.32)
for all t > t0 and x ∈ Rn, and
Vi(t, x)6ρVj(t, x), ∀i, j ∈ I , (2.4.33)
for some ρ>1, all t > t0 and x ∈ Rn. Then system (2.4.1) is globally uniformly exponentially
stable over S , provided that S ⊂ S(r, T) ∩ Sa(τ , N0) for some T > t0 with
ln ρ
τ
+ µr − λ
1 + r < 0. (2.4.34)
Proof. In the proof for Theorem 2.4.2, two estimates are obtained as
U(t)6U(t0)ρ










, ∀t ∈ [T , ∞), (2.4.36)
where N0 6 c and c is independent of t0 and σ , and
U(t) = Vσ(t)(t, x(t)).




+ µr − λ
1 + r = −ε,
then ε is positive and independent of t0 and σ . We claim that
U(t)6C0U(t0)e
−ε(t−t0), ∀t > t0, (2.4.37)
with
C0 = ρce(µ+ε)T .


















= C ‖x(t0)‖ e−
1





C0 is independent of t0 and σ . It follows from (2.4.39) that (2.4.1) is GUES
over S ⊂ S(r, T) ∩ Sa(τ , N0). ❑
Remark 2.4.7 According to (2.4.39), when the assumptions of Theorem 2.4.3 are satisfied,










2.4.5 Uniform Stability of Switched Linear Systems
Now let us consider the case when (2.4.1) is linear, i.e., the switched system
ẋ = Aσx, σ ∈ S , t >0, (2.4.40)
where σ : [0, ∞) → I is the switching signal. The family {Ai : i ∈ I} of n × n matrices
consists of a subfamily of Hurwitz stable subsystems {Ai : i ∈ Is} and a subfamily of
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Hurwitz unstable subsystems {Ai : i ∈ Iu}. Assume that there exist a family of positive
definite symmetric matrices {Qi : i ∈ I} such that
ATi Qi + QiAi 6 − λQi, ∀i ∈ Is, (2.4.41)
and
ATi Qi + QiAi 6µQi, ∀i ∈ Iu, (2.4.42)
for some λ > 0 andµ>0. Moreover, there exists some constant ρ>1 such that
Qi 6ρQj, ∀i, j ∈ I. (2.4.43)
The following theorem can be seen as a corollary of Theorem 2.4.3.
Theorem 2.4.4 System (2.4.40) is globally uniformly exponentially stable over S , provided
that S ⊂ S(r, T) ∩ Sa(τ , N0) for some T > t0 with
ln ρ
τ
+ µr − λ
1 + r < 0. (2.4.44)
Proof. Define Vi(x) = xT Qix. It is easy to see that the family {Vi : i ∈ I} satisfies all
the assumptions of Theorem 2.4.3. Actually, (2.4.41), (2.4.42), and (2.4.43) imply (2.4.31),
(2.4.32), and (2.4.33), respectively. GUES of (2.4.40) is guaranteed by Theorem 2.4.3. ❑
Remark 2.4.8 Theorem 2.4.4 can be easily applied by an LMIs (linear matrix inequalities)
based approach. Suppose we have in mind a desired average dwell-time τ and a minimal
ratio of activation time of the unstable subsystems r, we can start from (2.4.44) and let
µ, λ, ρ be any numbers such that (2.4.44) is satisfied. Then we can seek solutions of the
LMIs (2.4.41), (2.4.42), and (2.4.43). If such solutions exist, then we can claim exponential
stability of the switched system under the desired switching signals. ❑
2.4.6 Examples
Example 2.4.1 Consider the switched system (2.4.1) with I = {1, 2} and
f1(t, x) = x sin2t, f2(t, x) = −xt.
Stability Analysis. Construct a common Lyapunov function V = 12 x2. Then
V̇1(x) = x2 sin2t 62V(x),
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and
V̇2(x) = −x2t 60.
By Theorem 2.4.1, the system will be uniformly stable on any S such that S ⊂ Susup(δ) for
some δ > 0 and Assumption 2.4.1 or (2.4.13) holds. ❑




















Stability Analysis. Choose V(x) = x21 + x22 as a common Lyapunov function candidate.
Then
V̇1(x) = 2x1ẋ1 + 2x2ẋ2 = 2x1(−x1 + x32)+ 2x2(−x2 − x1x22)
= −2V(x),
and
V̇2(x) = 2x1ẋ1 + 2x2ẋ2 = 2x1(2x1 + x1x2)+ 2x2(2x2 − x21)
= 4V(x),
One can choose µ = 4 and λ = 2 and apply Theorem 2.4.2. According to Theorem 2.4.3
and Remark 2.4.6, system (2.4.1) is uniformly exponentially stable over S ⊂ S(r, T) for any
T > t0 provided that r <
1
2 .
Simulation. (i) In order that system (2.4.1) is stable, we can activate subsystem 1 and






1, t ∈ [3k, 3k + 2.1), k ∈ Z+,
2, t ∈ [3k + 2.1, 3k + 3), k ∈ Z+.
(2.4.45)
Figure 2.5 shows the simulation results for this particular switching signal.





1, t ∈ [3k, 3k + 2), k ∈ Z+,
2, t ∈ [3k + 2, 3k + 3), k ∈ Z+.
(2.4.46)
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Figure 2.5 Simulation for Example 2.4.2 with switching signal (2.4.45) and initial condition
x(0)=[5 5].
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Figure 2.6 Simulation for Example 2.4.2 with switching signal (2.4.46) and initial condition
x(0)=[5 5].
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Figure 2.7 Simulation for Example 2.4.3 with switching signal (2.4.47) and initial condition
x(0)=[−5 5].
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Simulation results given in Figure 2.6 indicate that the switched system is no longer asymp-
totically stable under the switching law σ2, which is nevertheless in S(
1
2 , T) for all T . ❑














where A1 is unstable while A2 is stable.
An LMI Approach. According to Remark 2.4.8, we may solve the LMIs (2.4.41), (2.4.42),
and (2.4.43) directly when ρ,µ, and λ are preset. Now with τ = 2 and r = 18 , we can set
ρ = 2, µ = 8, λ = 2,
such that (2.4.44) is satisfied as
ln ρ
τ
+ µr − λ
1 + r = −0.5423 < 0.
















Therefore, by Theorem 2.4.4, the switching system is uniformly exponentially stable over
S ⊂ Sa(2, N0) ∩ S(18 , T) for any N0 > 0 and T0 >0. Moreover, according to Remark 2.4.7,
the exponential decay rate of the system is guaranteed to be no less than 0.54232 = 0.2712. In
[199], it has been shown that, when choosing τ = 2.5, r = 19 , the decay rate is 0.25. Therefore
even with a smaller average dwell-time and a longer total activation time of the unstable
subsystem, the decay rate of the switched system guaranteed by our results is still greater
than that in [199]. This shows that, even as a very special case, there is a slight improvement
of our results over the ones in [199], at least in this particular numerical example.
Simulation. In order that system (2.4.40) is stable, we can activate subsystem 1 and
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1, t ∈ [4k, 4k + 0.57), k ∈ Z+,
2, t ∈ [4k + 0.57, 4k + 4), k ∈ Z+,
(2.4.47)
such that σ3 ∈ Sa(2, N0)∩S(18 , T)when N0 and T are sufficiently large. Figure 2.7 shows the
simulation results for this particular switching signal, which verify the predicted exponential
stability. ❑
2.5 Switching Stabilization of Nonlinear Systems
In [106] and [161], some basic problems related to the stability issues of switched systems
are surveyed, among which we note, in particular, the problem of constructing stabilizing
switching rules for a family of unstable systems. In [182] (see also [183]), the following
problem is addressed:
Given two linear system x′ = A1x and x′ = A2x, where A1 and A2 are not Hurwitz in that they
both have some eigenvalues in the right half plane, determine if there exists a switching rule such
that the resulting switched system is stable.
It is established in [182] that, if there exists a Hurwitz convex linear combination of A1
and A2, i.e., there exists some α ∈ [0, 1) such that αA1 + (1 − α)A2 is Hurwitz, then a
stabilizing switching rule does exist. This result can be easily generalized to the case of a
switched system with finitely many subsystems. Namely, consider a family of linear systems
with coefficient matrices A1, A2, · · · , AN and assume there exists a Hurwitz convex linear
combination of these matrices, i.e., there exist real numbers αi ∈ (0, 1) with
∑N
i=1 αi = 1
such that
∑N
i=1 αiAi is Hurwitz. Then a stabilizing switching rule can also be constructed.
The idea of proof involves constructing a common quadratic Lyapunov function and the
stability obtained is actually quadratic stability. In [168], time-dependent fast periodic
switching rules are constructed for families of linear systems, based on a more direct
approach analyzing the state transition matrix.
Later, the work of [182] is extended in [181], by using piecewise quadratic Lyapunov
functions as opposed to quadratic Lyapunov functions. It is also extended in [6] to the
cases when there exists a convex combination of A1 and A2 with the property that all of
its eigenvalues have nonpositive real parts and any eigenvalues on the imaginary axis are
simple.
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All the results above, however, rely on the existence of a quadratic Lyapunov function
and only apply to switched linear systems. It is natural to ask if similar results can be
obtained for switched nonlinear systems. We aim to address this problem this section. The
main results will deal with general switched nonlinear systems. Under a suitably modified
assumption on the property of a convex linear combination of the nonlinear vector fields,
it is shown that a state-dependent switching rule can be constructed so that the resulting
switched system is asymptotically stable. It is formally proved that the stabilizing switching
signal, which is generated to stabilize the family of individually unstable subsystems, does
not exhibit chattering. Moreover, we can further prove that Zeno behavior can be prevented
by introducing a generalized rule to generate stabilizing switching signals. It should be
mentioned that, in the recent paper [5], the authors also investigate the stabilization of
nonlinear systems using discontinuous feedback, corresponding to switching stabilization
to be considered in the section. Their results can be applied to general families of nonlinear
systems. A key difference between the results in [5] and the results to be presented in this
section is that their results deal with solutions in the Krasowski sense and a switching signal
is only required to be measurable, whereas we focus on classical solutions and require that
the stabilizing switching signals are piecewise constant and well-defined in the classical
sense.
Since the concept of stability in terms of two measures provides a unified notion for
Lyapunov stability, partial stability, orbital stability, and stability of an invariant set of
nonlinear systems ([100], [118]), it would be desirable that we can formulate the stability
results in terms of two measures. It is worth noting that this notion has been adopted in the
framework of switched systems in [34].
The rest of this chapter is organized as follows. In Section 2.5.1, necessary notations and
definitions are given, including the (h0, h)-stability notion for switched systems. The main
results are presented in Sections 2.5.2 and 2.5.3. Both the minimal rule and generalized
rule are introduced, and two types of stabilizing switchings are proposed, both based on
a partition of the time-state space. A sequence of propositions are presented to establish
some important properties of both the minimal rule and the generalized rule. Particularly,
it is shown that the switching signals constructed do not exhibit chattering, and, under
the general rule, Zeno behavior is also excluded. The main theorems then show that
the resulting switched system is indeed (h0, h)-globally uniformly asymptotically stable
and (h0, h)-globally uniformly exponentially stable, respectively. Applications of the main
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theorems are shown by several examples in Section 2.5.4, where the simulation results are
also presented to both illustrate and verify the stability analysis. Particularly, following
Example 2.5.1, an in-depth discussion on the comparison between a minimal switching
solution and a generalized rule switching is presented. Finally, this chapter is summarized
by Section 2.6.
2.5.1 Notions of (h0, h)-Stability
We introduce the following special class of functions
Ŵ =
{
h ∈ C(R+ × Rn;R+) : inf
(t,x)
h(t, x) = 0
}
.
Let h0, h ∈ Ŵ and x(t) = x(t; t0, x0) denote a solution of system (2.1.1) under a particularly
designed switching signal σ and with initial condition x(t0) = x0. We define uniform
stability, global uniform asymptotic stability and global exponential stability in terms of
two measures for the switched system (2.1.1) under this particular switching signal. Other
stability notions in terms of two measures can be defined similarly based on those given in
[100].
Definition 2.5.1 The switched system (2.1.1) is said to be
(S1) (h0, h)-uniformly stable if, for each ε > 0, there exists a δ(ε) > 0 such that h0(t0, x0) <
δ implies that h(t, x(t)) < ε for all t > t0;
(S2) (h0, h)-globally uniformly asymptotically stable if (S1) is satisfied and, for eachρ > 0
and each ε > 0, there exists T = T(ρ, ε) > 0 such that h0(t0, x0) < ρ implies that
h(t, x(t)) < ε for all t > t0 + T ;
(S3) (h0, h)-globally uniformly exponentially stable if there exist positive constants K and
λ, independent of t0 and x0, such that
h(t, x(t))6Kh0(t0, x0)e
−λ(t−t0),
for all t > t0. ❑
2.5.2 (h0, h)-Global Uniform Asymptotic Stabilization
The following assumption plays an important role in the construction of a stabilizing
switching rule.
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Assumption 2.5.1 Suppose that the index set I is finite and given by {1, 2, · · · , N}. There






with αi ∈ [0, 1) and
∑N
i=1 αi = 1, a function V ∈ C1[R+ × Rn;R+], and functions
h0, h ∈ Ŵ, a, b ∈ K∞, c ∈ K such that





(t, x) · fα(t, x)6 − c(h0(t, x)), ∀(t, x) ∈ R+ × Rn. (2.5.1b)
In addition, V satisfies the following:
(i) a solution that satisfies any of the subsystems of (2.1.1) with (t0, x(t0)) ∈ Ŵ0 =
{
(t, x) ∈ R+ × Rn : V(t, x) = 0
}
will stay in Ŵ0 for all t > t0; and
(ii) the set
U(ε, ρ, [t0, T]) =
{
(t, x) ∈ [t0, T] × Rn : ε6V(t, x)6ρ
}
,
where 0 < ε6ρ < ∞ and 06 t0 < T < ∞, is bounded. ❑
Remark 2.5.1 Inequality (2.5.1a) states that the function V is h-positive definite, h-radially
unbounded, and h0-decrescent. Inequality (2.5.1b), inspired by the well-known results
in [182], [181], [183] for linear systems, essentially proposes an assumption on the nonlin-
ear vector fields
{
fi : i ∈ I
}
in terms of a smooth Lyapunov function for a linear convex
combination of the nonlinear vector fields. Part (i) of the additional conditions says that
the set Ŵ0 is positively invariant with respect to each of the subsystems. In particular, if
h0 = h = |x|, this corresponds to that the trivial solution x = 0 is the unique solution for
each of the subsystems in (2.1.1) on [t0, ∞)with x(t0) = 0. In part (ii), boundedness of the
set U(ε, ρ, [t0, T]) is very easy to check and usually follows from radially unboundedness
of the function V . Moreover, continuity of V and boundedness of the set U(ε, ρ, [t0, T])
implies that it is compact, a key property to be used later. ❑
Based on this assumption, we proceed to construct a switching signal. Define
i =
{
(t, x) ∈ R+ × Rn : V̇i(t, x)6 − c(h0(t, x))
}
,
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where the function V̇i(t, x) is defined by (2.3.1) (see Remark 2.3.1). A switching signal will
be constructed based on this partition of the time-state space. The idea of hysteresis-based
switching [107] is important here to prevent chattering and maintain the property that the
switching signal function σ(t) has only a finite number of discontinuities on every bounded
time interval. To define the hysteresis switching, the regionsi are enlarged so that they can
have some overlaps near the boundaries. Define′i as
′i =
{






where ζ > 1 can be arbitrarily chosen. A switching signal σ can be constructed by the
following minimal rule.
(R1) Starting from some t = t0, if V(t0, x0) = 0, let σ(t) ≡ i0 for all t > t0, where i0 ∈ I can
be arbitrarily chosen. If V(t0, x0) 6= 0, let
σ(t0) = arg min
i
V̇i(t0, x(t0)),
where arg denotes the value of the argument i such that the minimal is attained;
(R2) Maintain σ = i as long as (t, x(t)) ∈ ′i and σ(t−) = i;




i for some t1, let t0 = t1 and start over
according to (R1).
To guarantee that the switching is well-defined, we first show that {i} forms a covering
of the time-state space.
Proposition 2.5.1 If Assumption 2.5.1 holds, then ∪Ni=1i = R+ × Rn.
Proof. Suppose ∪Ni=1i 6= R+ × Rn, i.e., there exists a pair (t, x) ∈ R+ × Rn such that






(t, x) · fi(t, x) > −c(h0(t, x)).





































= −c(h0(t, x)), (2.5.2)
where the coefficients αi are from Assumption 2.5.1. Since (2.5.2) contradicts inequality
(2.5.1b) in Assumption 2.5.1, one must have ∪Ni=1i = R+ ×Rn if Assumption 2.5.1 holds.
This completes the proof. ❑
The following proposition, as an immediate consequence of Assumption 2.5.1, plays an
important role in the sequel. Denote
Ŵi =
{
(t, x) ∈ R+ × Rn : arg min
i
V̇i(t, x) = i
}
, i ∈ I.
Clearly, each Ŵi is a closed set and ∪i∈IŴi = R+ × Rn.
Proposition 2.5.2 Under Assumptions 2.5.1, the set ∂′i ∩Ŵj ∩∂′j ∩U(ε, ρ, [t0, T]) is empty
for all i, j ∈ I, 0 < ε6ρ < ∞, and 06 t0 < T < ∞.
Proof. It suffices to show that ∂′i ∩ U(ε, ρ, [t0, T]) andŴi ∩ U(ε, ρ, [t0, T]) are disjoint for
all i ∈ I . Suppose this is not true and let (t∗, x∗) be an element in both ∂′i ∩ U(ε, ρ, [t0, T])
and Ŵi ∩ U(ε, ρ, [t0, T]). It is clear that V(t∗, x∗) > 0 and hence c(h0(t∗, x∗)) > 0. Note
that (t∗, x∗) ∈ ∂′i implies
V̇i(t




and (t∗, x∗) ∈ Ŵi implies
V̇i(t
∗, x∗)> V̇i(t
∗, x∗), ∀j ∈ I.
It follows that
V̇i(t
∗, x∗)> − 1
ζ
c(h0(t
∗, x∗)), ∀j ∈ I ,
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∗, x∗)) > −c(h0(t∗, x∗)),
where c(h0(t
∗, x∗)) > 0, which contradicts Assumption 2.5.1. ❑
The following proposition formally confirms that no chattering occurs in a switching
signal σ constructed according to the minimal rule (R1)–(R3).
Proposition 2.5.3 Under Assumption 2.5.1, a switching signal σ constructed according to the
minimal rule (R1)–(R3) obeys the following:
(i) Let t∗ be a switching time of σ . There exists a positive constant ε, which may depend on
(t∗, x(t∗)), such that no switching occurs within [t∗, t∗ + ε);
(ii) The switching signal σ has a positive dwell-time as long as
(t, x(t)) ∈ U(ε, ρ, [t0, T]),
where U(ε, ρ, [t0, T]) is from Assumption 2.5.1, i.e., there exists a constant δ > 0, which
may depend on the set U(ε, ρ, [t0, T]), such that any two switching times of σ on [t0, T]
is separated by at least δ unit of time;
(iii) Given t ′ > t > t0, we have V(t ′, x(t ′))6V(t, x(t))6V(t0, x(t0)).
Proof. (i) Note that t∗ being a switching time of σ implies (t∗, x(t∗)) ∈ ∂′i for some i ∈ I .
If V(t∗, x(t∗)) = 0, the conclusion is true, since it is defined by the minimal rule that σ(t) ≡
i0 for some fixed i0 ∈ I and all t > t∗. Now suppose V(t∗, x(t∗)) 6= 0 and (t∗, x(t∗)) ∈ ∂′i.
It is clear that we can choose a set U(ε, ρ, [t0, T]) such that (t∗, x(t∗) ∈ U(ε, ρ, [t0, T]).
Moreover, the minimal rule chooses the next mode to be j by letting σ(t∗) = j, where




i.e., (t∗, x(t∗)) ∈ Ŵj. Proposition 2.5.2 says that (t∗, x(t∗)) /∈ ∂′j. Therefore, it takes a
positive amount of time for (t, x(t)) to reach′j and for the next switching to take place.
(ii) Let t∗ be a switching time of σ , which implies that (t∗, x(t∗)) ∈ ∂′i for some i ∈ I .
As shown in part (i), the next mode j, j 6= i, is determined by the minimal rule such that
(t∗, x(t∗)) ∈ Ŵj, and the next switching time is when (t, x(t)) ∈ ∂′j occurs. According to
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Proposition 2.5.2, ∂′i ∩ Ŵj and ∂′j are disjoint within U(ε, ρ, [t0, T]), and U(ε, ρ, [t0, T])
is compact by Assumption 2.5.1. Therefore, as long as (t, x(t)) remains in U(ε, ρ, [t0, T]), it
takes a minimal time for (t, x(t)) to travel from ∂′i∩Ŵj to ∂′j, considering that ∂′i∩Ŵj and
∂′j are both closed sets and disjoint in U(ε, ρ, [t0, T]), and that each element of the vector
fields
{
fi : i ∈ I
}
is continuous and hence bounded on the compact set U(ε, ρ, [t0, T]).
Note that each ∂′i can be finitely partitioned as ∂
′
i = ∪i∈I(∂′i ∩ Ŵj) and the index set I
is finite. It follows that a positive dwell-time exists if (t, x(t)) remains in U(ε, ρ, [t0, T]).
(iii) Differentiating V(t, x(t)) with respect to t gives
dV
dt




(t, x(t)) · fσ(t)(t, x(t)).
According to the construction of σ , one has
dV
dt
(t, x(t))6 − 1
ζ
c(h0(t, x(t)))60, (2.5.3)
which implies that V(t, x(t)) is nonincreasing for t > t0. The proof is complete. ❑
Although Proposition 2.5.3 shows that a switching signal generated by the minimal rule
(R1)–(R3) has no chattering, the minimal rule alone cannot exclude the possibility of Zeno
behavior, i.e., the switched system undergoes an infinite number of switchings within a
finite interval of time. To guarantee that no Zeno behavior occurs, based on the minimal
rule (R1)–(R3), we further propose a generalized rule. Define
Dk =
{
(t, x) ∈ R+ × Rn : 2k < V(t, x)62k+1
}
, k ∈ Z ,
where V is from Assumption 2.5.1 and Z denotes the set of all integers. A switching signal
can be constructed by the following generalized rule. Let τ > 0 be an arbitrary positive real
number.
(GR1) Starting from some t = t0, if V(t0, x0) = 0, let σ(t) ≡ i0 for all t > t0, where i0 ∈ I
can be arbitrarily chosen. If V(t0, x0) 6= 0 and (t0, x0) ∈ Dk0 for some k0 ∈ Z ,
maintain the minimal rule (R1)–(R3) until (t1, x(t1)) ∈ Dk0−2 for some t1 and
proceed to (GR2);
(GR2) If t1 − t0 >τ , let t1 = t0 and start over according to (GR1). If t1 − t0 < τ , maintain
σ unchanged until t2 − t0 >τ or (t2, x(t2)) ∈ Dk0 for some t2, whichever occurs
first. If t2 − t0 >τ occurs first, let t0 = t2 and start over according to (GR1). If
(t2, x(t2)) ∈ Dk0 occurs first, proceed to (GR3);
2.5 switching stabilization of nonlinear systems 53
(GR3) Maintain the minimal rule (R1)–(R3) until (t3, x(t3)) ∈ Dk0−2 for some t3. Let
t1 = t3 and proceed according to (GR2).
We call it a cycle of the generalized rule (GR1)–(GR3) and, unambiguously, a cycle of a
switching signal generated by (GR1)–(GR3), once we start over according to (GR1). Each
cycle consists of two portions of time: a portion spent while the minimal rule (R1)–(R3) is
engaged, which we call the minimal rule time, and the other spent without the minimal rule
engaged, which we call the wandering time. The positive constant τ is called the (minimal)
cycle time. We observe the following crucial properties of the generalized rule.
Proposition 2.5.4 Under Assumption 2.5.1, a switching signal constructed according to the
generalized rule (GR1)–(GR3) obeys the following:
(i) The switching signal is well-defined;
(ii) Let t0 be the starting time of any cycle. We have V(t, x(t))6V(t0, x(t0)) for all t > t0;




0 be the starting times of any three consecutive cycles. We have






(iv) Each cycle lasts for at least τ unit of time. If a cycle contains an interval of the form
[t ′ − τ , t ′ + T] with some T > 0 (i.e., the duration of this cycle is strictly greater than
τ ), then the minimal is maintained on the interval [t ′, t ′ + T]. Moreover, picking any
t∗ ∈ [t ′, t ′ + T], we have V(t, x(t))6V(t∗, x(t∗)) for all t > t∗.
Proof. (i) Note that each cycle lasts for at least τ unit of time. Fix any finite interval of
the form [T1, T2] ⊂ R+. We have to show that at most finitely many switchings can occur
during this interval. Since there are only a finite number of cycles contained in [T1, T2], it
suffices to show that each cycle in [T1, T2] contains at most finitely many switching times.
Let [τ1, τ2] denote such a cycle, where τ2 is either the end of this cycle or T2 (the end of
the finite interval considered). Without loss of generality, suppose V(τ1, x(τ1)) 6= 0 and
(τ1, x(τ1)) ∈ Dk0 for some k0 ∈ Z (the trivial case V(τ1, x(τ1)) = 0 would imply that [τ1, τ2]
is continuously spent as minimal rule time and there is no switching). Note that, during
[τ1, τ2], the minimal rule is engaged only when (t, x(t)) ∈ Dk0−1 ∪ Dk0 , where k0 ∈ Z is
fixed for each cycle, which implies that the minimal rule time of this cycle is spent (not
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necessarily continuously) in U(2k0−1, 2k0+1, [τ1, τ2]). According to Proposition 2.5.3 (ii),
only a finite number of switchings can occur during the minimal rule time in [τ1, τ2]. In
addition, note that there is no switching during wandering time. The only possibility to have
infinitely many switchings during [τ1, τ2] is switching back and forth between the wandering
time and minimal rule time infinitely many times. However, note that the wandering time
starts from (t, x(t)) ∈ Dk0−2 and ends when either the minimal cycle time τ is achieved or
(t, x(t)) ∈ Dk0 . In the former case, the cycle also ends. In the latter case, since k0 is fixed,
it can be shown that it takes a minimal amount of time for (t, x(t)) to travel from Dk0−2
to Dk0 . Therefore, the end point τ2 is reached through a finite number of switching out
from the wandering time. It has been shown that it is impossible to have infinitely many
switchings during [τ1, τ2], and so is it during [T1, T2], an arbitrarily fixed finite subinterval
of R+. The proof of part (i) is complete.
(ii)–(iv) The proof follows from the construction of a switching signal according to the
generalized rule (GR1)–(GR3) and the monotonicity property of the minimal rule shown
in Proposition 2.5.3 (iii). The proof is complete. ❑
The above proposition first confirms that a switching signal generated by the generalized
rule (GR1)–(GR3) is actually well-defined, and then establishes some important mono-
tonicity properties of generalized rule for later use.
Remark 2.5.2 The intuitive idea behind the generalized rule (GR1)–(GR3) is to prevent
V(t, x(t)) from converging to 0 through an infinite number of switching within a finite
interval of time. The minimal rule is maintained if V(t, x(t)) is converging to 0 “not too
fast”, which in this case means not faster than a certain exponential decay. If V(t, x(t))
is decreasing too fast, the minimal rule time is succeeded by a portion of “wandering
time” in which the switching signal is maintained constant without engaging the minimal
rule. During the wandering time, it is expected that V(t, x(t)) would rise, since each of
the subsystem is assumed to be unstable. Therefore, the simple monotonicity property
of the minimal rule, as shown in Proposition 2.5.3, can be violated. Nevertheless, we can
establish certain monotonicity properties of the generalized rule, as shown in the above
proposition. ❑
Remark 2.5.3 The problem whether a state-dependent switching rule based on a parti-
tion of the state space is actually well-defined and can be converted to a piecewise time-
dependent signal is difficult. Very few results are available on this topic. In [33], the author
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investigates systems with finite valued discontinuous feedbacks and gives some necessary
conditions to cause Zeno phenomenon in the finite valued feedback laws. Our general-
ized rule (GR1)–(GR3) not only considers the partition of the time-state space, but also
takes advantage of the properties of the Lyapunov function V . As shown in Propositions
2.5.3 and 2.5.4, both chattering and Zeno phenomenon are prevented under the generalized
rule. Therefore, the switching signals constructed and the resulting switched systems are
well-defined in the classical sense. It should also be pointed out that the generalized rule
(GR1)–(GR3) introduces a dependence on the time (due to the minimal cycle time), while
the minimal rule (R1)–(R3) is purely state-dependent (although with memory due to the
hysteresis switching). ❑
Before stating the main theorem, we make the following remark regarding the existence
of solution by the boundedness of h(t, x(t)) in future time.
Remark 2.5.4 In the classical Lyapunov stability theorems, the existence of every solution
in the future time is guaranteed by the fact that the theorem conditions imply solutions
are bounded in the future and hence exist globally. A similar thing can be said for (h0, h)-
stability analysis, i.e., the boundedness of h(t, x(t)) implies future existence of the solution




∣, where xT = (q, q̇); and h(t, x) = d(x(t), A), where A is a
compact invariant set and d(·) is the distance function. Thus we assume that, if h(t, x(t)) is
bounded for all t > t0, then the solution x(t) exists for all t > t0. ❑
Theorem 2.5.1 If Assumption 2.5.1 holds, then the switched system (2.1.1) is (h0, h)-globally
uniformly asymptotically stable
(i) under the switching signal σ constructed according to (R1)–(R3), with the possibility that
σ has a finite accumulation point t∗ for its switching times, and x(t) = 0 for all t > t∗;
(ii) under the switching signal σ constructed according to (GR1)–(GR3), and σ is well-
defined.
Proof. (i) Since V in Assumption 2.5.1 is h-positive definite, h-radially unbounded, and
h0-decrescent, there exist functions u, v ∈ K∞ such that
u(h(t, x))6V(t, x)6v(h0(t, x)), ∀(t, x) ∈ R+ × Rn. (2.5.4)
Given ε > 0 and t0 >0, choose δ = δ(ε) independent of t0 and sufficiently small such that
v(δ) < u(ε). We proceed to show that every solution x(t; t0, x0)of (2.1.1) with h0(t0, x0) < δ
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verifies
h(t, x(t)) < ε, t > t0. (2.5.5)
According to Proposition 2.5.3 (iii) and (2.5.4), one has
u(h(t, x(t)))6V(t, x(t))6V(t0, x0)6v(h0(t0, x0)) < v(δ) < u(ε), (2.5.6)
for all t > t0. Since u ∈ K∞, (2.5.5) is verified and (h0, h)-uniform stability follows. We
proceed to show (h0, h)-global attraction. Still let ε > 0 and t0 be arbitrarily fixed. Choose
δ = δ(ε) independent of t0 >0 and sufficiently small such that v(δ) < u(ε). For an
arbitrarily fixed ρ > 0, let T(ρ, ε) = ζv(ρ)/c(δ) + 1 and x(t; t0, x0) be an arbitrary
solution with h0(t0, x0) < ρ. Since u ∈ K∞, one can choose η large such that u(η) > v(ρ).
Then, by (2.5.4), one has
u(h(t, x(t)))6V(t, x(t))6V(t0, x0)6v(h0(t0, x0)) < v(ρ) < u(η),
for all t > t0, which implies h(t, x(t)) is bounded in the future and hence, by the assumption
in Remark 2.5.4, x(t) exists for all t > t0.
Claim. There exists t∗ ∈ [t0, t0 + T] such that h0(t∗, x(t∗)) < δ.
Proof of the Claim. Suppose the claim is not true. Then h0(t, x(t))>δ for all t ∈ [t0, t0+T].
It follows, from (2.5.4) and (2.5.3), that









which is a contradiction and the claim is proved.
Since δ > 0 is the same (h0, h)-stability constant as above, it follows from (2.5.6) that
h(t, x(t)) < ε for all t > t∗ and hence for t > t0 + T . This completes the proof for part (i).
(ii) The proof of part (ii) is based on that of part (i). The proof for (h0, h)-uniform
stability remains the same, since the estimate (2.5.6) remains valid in view of Proposition
2.5.4 (iii). To show (h0, h)-global attraction, let ε > 0, t0, δ,ρ, T , and x(t; t0, x0) be the same
as in the proof of part (i).
We aim to show that there exists some T ′ > 0, independent of t0, such that h(t, x(t)) < ε
for all t > t0 + T ′. It is clear that there exists a positive integer k0 such that 2−k0 v(ρ) < u(ε).
We choose T ′ = (2k0 + 1)(T + τ) and show that h(t, x(t)) < ε for all t > t0 + T ′. Suppose
there are more than 2k0 + 1 cycles of the generalized rule between t0 and t0 + T ′. Then (iii)
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of Proposition 2.5.4 implies that
V(t, x(t))6V(t∗, x(t∗)62−k0 V(t0, x0)62
−k0 v(ρ) < u(ε),
for all t > t0 + T ′ > t∗, where t∗ is the starting time of the (2k0 + 1)-th cycle, which in turn
implies that h(t, x(t)) < ε for all t > t0 + T ′. Suppose there are at most 2k0 cycles of the
generalized rule between t0 and t0 + T ′. Then there must exist at least one cycle lasting
at least time T + τ . By Proposition 2.5.4 (ii), during this cycle, at least time T is spent
continuously on the minimal rule (R1)–(R3), say on some interval [t ′, t ′ +T] ⊂ [t0, t0 +T ′].
Following how we proved the claim in part (i), we can show that there exists t∗ ∈ [t ′, t ′ + T]
such that h0(t
∗, x(t∗)) < δ. It follows from Proposition 2.5.4 (ii) that
V(t, x(t))6V(t∗, x(t∗))6v(h0(t
∗, x(t∗)))6v(δ) < u(ε),
for all t > t0 + T ′ > t∗, which implies that h(t, x(t)) < ε for all t > t0 + T ′. The proof is
complete. ❑
2.5.3 (h0, h)-Global Exponential Stabilization
In this subsection, we propose a stronger version of Assumption 2.5.1, and show that, under
this stronger assumption, we can construct an exponentially stabilizing switching signal for
system (2.1.1), based on the minimal rule (R1)–(R3) and generalized rule (GR1)–(GR3).
Assumption 2.5.2 Assumption 2.5.1 is satisfied with K∞-functions a(s) = c1sp, b(s) =
c2s
p, and c(s) = c3sp, where c1, c2, c3, and p are positive constants. ❑
The corresponding partitions of the time-state space are replaced by
1i =
{














where ζ > 1 can be arbitrarily chosen. The minimal rule (R1)–(R3) and the generalized
rule (GR1)–(GR3) can now be employed to construct a switching signal.
The following theorem is the similar to Theorem 2.5.1, except that now we have (h0, h)-
globally uniformly exponentially stability, which is a more desirable stability property in
many applications.
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Theorem 2.5.2 If Assumption 2.5.2 holds, the switched system (2.1.1) is (h0, h)-globally uni-
formly exponentially stable
(i) under the switching signal σ constructed according to (R1)–(R3), with the possibility that
σ has a finite accumulation point t∗ for its switching times, and x(t) = 0 for all t > t∗;
(ii) under the switching signal σ constructed according to (GR1)–(GR3), and σ is well-
defined.
Proof. (i) Assumption 2.5.2 says that
c1h
p(t, x)6V(t, x)6 c2h
p








(t, x) · fα(t, x), ∀(t, x) ∈ R+ × Rn,
which, according to the construction of σ , implies that
dV
dt


























(t−t0), ∀t > t0,
i.e., system (2.1.1) is (h0, h)-globally uniformly exponentially stable.
(ii) Note that (2.5.8) gives an estimate of V(t, x(t)) in terms of an exponential decay. We
show that under the assumption of the theorem, each nontrivial cycle (by which we mean a
cycle starting with V(t0, x(t0)) 6= 0) of the generalized rule has an upper bound. Suppose
there exists a nontrivial cycle with its duration strictly greater than τ and this cycle contains
an interval of the form [t ′ − τ , t + T], where T > 0. According to Proposition 2.5.4 (iv), on
[t ′, t ′ + T], the minimal rule is engaged. Similar to the argument in part (i), we can show





Moreover, during the minimal rule time, we have (t, x(t)) ∈ Dk0−1 ∪ Dk0 , and the cycle
would end once (t, x(t)) hits the boundary of Dk0−2 (since the minimal cycle time is already
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achieved). Therefore, we must have in the same time
V(t ′, x(t ′))62k0+1, V(t ′ + T , x(t ′ + T))>2k0−1,
which, according to (2.5.9), implies that
T 6
ζ c2 ln 2
c3
,
which further implies that a cycle lasts for at most τ̂ = τ + ζ c2 ln 2c3 unit of time. Recall
that Proposition 2.5.4 (iii) shows the value of V(t, x(t)) decreases at least by half every two
cycles. We claim that
V(t, x(t))6MV(t0, x0)e
−µ(t−t0), ∀t > t0,
where µ = ln 2
2τ̂
and M = e2µτ̂ are positive constants independent of t0 and x0. We denote
the consecutive nontrivial cycles by I1, I2, · · · , and τ1 = t0, τ2, · · · are the corresponding
starting times. On I1 and I2, we clearly have, from Proposition 2.5.4 (ii),
V(t, x(t))6V(t0, x0)6MV(t0, x0)e
−µ(t−t0).











−µ(t−t0) = MV(t0, x0)e−µ(t−t0).
This procedure can be carried on for all subsequent nontrivial cycles. The proof can be
completed by induction. Note that, if there exists a subsequent trivial cycle, i.e., V(t, x(t))
becomes 0 in a finite time, it follows from the minimal rule and Assumption 2.5.2 that
V(t, x(t)) stays 0 for all future time, and therefore the claim still holds. ❑
2.5.4 Examples
We shall discuss a few examples in this subsection to illustrate our results obtained previ-
ously in this section.
The purpose of the following example is to show that the minimal rule can exhibit Zeno
behavior, while the generalized rule can avoid it.
Example 2.5.1 Consider two subsystems given by
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and
















Both subsystems are decoupled and admit explicit solutions. However, since both subsys-
tems have non-Lipschitz vector fields for x1 = 0 and x2 = 0, solutions are not unique for
both subsystems. Particularly, the solution for subsystem (2.5.10) with initial condition














































20 + 23(t − t0), t > t0, x20 6= 0,















































Therefore, subsystem (2.5.10) admits multiple solutions when x20 = 0 and subsystem
(2.5.11) admits multiple solutions when x10 = 0.
It is clear that, for both subsystems, one of the components of a nontrivial solution goes
to infinity and the other goes to 0 in finite time. Therefore, both subsystems are unstable.
To apply the switching stabilization method, one can let
f (t, x) = 12 f1(t, x)+
1

















and V(t, x) = x21 + x22 . Then
∂V
∂x







6 − V 23 (t, x),
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for all (t, x) ∈ R+ × Rn, and the set Ŵ0 in Assumption 2.5.1 is given by Ŵ0 = R+ × {0}.
Following the explicit solutions, solutions for (2.5.10) and (2.5.11), starting from (t0, 0),
may leave the origin through the x2-axis (x1 = 0) and the x1-axis (x2 = 0) , respectively.
Therefore, item (i) of Assumption 2.5.1 does not hold. Nevertheless, in the following, we can
still apply the switching stabilization scheme to show that a switching solution will converge
to the origin, by following the minimal rule and the generalized rule. Moreover, we will
discuss the differences between the minimal rule and the generalized rule.
We choose h0 = h = |x|, a(s) = b(s) = s2, and c(s) = s
4
3 , where s > 0. With ζ = 2, one
can define
′1 = {(t, x) ∈ R+ × Rn :
∂V
∂x
(t, x) · f1(t, x)6 − 12 |x|
4
3 }









= {(t, x) ∈ R+ × Rn : |x2| 6 c |x1|},
and
′2 = {(t, x) ∈ R+ × Rn :
∂V
∂x
(t, x) · f2(t, x)6 − 12 |x|
4
3 }









= {(t, x) ∈ R+ × Rn : |x1| 6 c |x2|},
where c = 1.3548 . . . > 1 is a root of the equation 4c4/3 + (1 + c2)2/3 − 8 = 0. A switching
signal can now be constructed by the minimal rule (R1)–(R3) and the generalized rule
(GR1)–(GR3).
Discussion. In the following, we discuss in more detail how the minimal rule and the
generalized rule make a switching solution converge to the origin in this particular example.
First, we show that a switching signal constructed using the minimal rule actually exhibits




6 − 12 V
2
3 (t, x(t)). (2.5.12)
We suppose that V(t0, x0) 6= 0 (i.e., we consider a solution starting away from the origin).





3 (t0, x0)− 16 (t − t0), t > t0, (2.5.13)
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as long as V(t, x(t)) 6= 0, which shows that V(t, x(t)) becomes 0 in finite time (so does |x|).
Moreover, based on the explicit solutions, we know that a solution of subsystem (2.5.10)
approaches the x2-axis and a solution of subsystem (2.5.11) approaches the x1-axis, both
in finite time. In neither case can the solution converge to the origin, provided that the
solution does not start from a point not on the axes. Note that ′1 does not contain the
x2-axis except the origin and 
′
2 does not contain the x1-axis except the origin. Following
the minimal rule, a nontrivial solution eventually enters the common region ′1 ∩ ′2 and
remains in the region for all future time. Therefore, in order that a solution converges to the
origin in finite time, as implied by (2.5.13), a switching solution has to switch between the
two subsystems infinitely many times in a finite time (i.e., exhibits Zeno behavior).
Second, we can show that, in this example, a switching solution generated by the gener-
alized rule may still enjoy the property of converging to the origin in finite time, while we
know from Proposition 2.5.4 that the generalized rule can avoid Zeno behavior.
During the minimal rule time, inequality (2.5.13) shows that, if V(t0, x(t0) is sufficiently
small, where t0 is the starting time of any cycle with (t0, x(t0)) ∈ Dk0 for some k0 ∈ Z ,
V(t, x(t)) would decrease faster than any given exponential rate and therefore it takes less
than τ unit of time for V(t, x(t)) to reach the boundary of Dk0−2. Therefore, by the
generalized rule, following a portion of minimal rule time, there must be a portion of
wandering time, the starting time of which is denoted by t1. Without loss of generality,
suppose that x1(t1, x(t1)) 6= 0, x2(t1, x(t1)) 6= 0, and σ(t1) = 1, i.e., the first mode is
maintained during this portion of wandering time. The wandering time ends only if
τ − (t1 − t0) unit of time has elapsed or V(t, x(t)), starting from V(t1, x(t1)) = 2k0−1,
reaches Dk0 , i.e., V(t2, x(t2)) = 2k0 for some t2 > t1, whichever occurs first. If |x1(t1, x(t1))|
is sufficiently small, we claim that
Claim. (t, x(t)) will hit the x2-axis first before V(t, x(t)) increases to 2
k0 .
Proof of the Claim. For sufficiently small |x1(t1, x(t1))|, the explicit solution of (2.5.10)
implies that it will not take τ − (t1 − t0) unit of time for x1(t, x(t)) to become 0. Moreover,















V(t1, x(t1)) = x22(t1, x(t1))+ x21(t1, x(t1)) = 2k0−1. (2.5.15)
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1 (t, x(t))+ 2x
4
3
2 (t, x(t)), t ∈ (t1, t̄),
which shows that the dynamic of V(t, x(t)) during the interval [t1, t̄] is characterized by a
possible initial decrease and a subsequent increase in the value of V(t, x(t)). Particularly, we
know that the maximum of V(t, x(t)) during the interval [t1, t̄] is attained either at t = t1
or t = t̄. Therefore, if we can check
V(t̄, x(t̄)) < 2V(t1, x(t1)) = 2k0 , (2.5.16)
then the claim must be true. In view of (2.5.14) and (2.5.15), inequality (2.5.16) would
follow from
(a + 12 b)
3 < 2a3 + 2b3, a > 0, b > 0, (2.5.17)
which can be easily proved using Young’s inequality about products2. Therefore, (2.5.17)
implies that (2.5.16) is true and the claim is proved.
The following dynamics of the switched system by the generalized rule follows two
possibilities. While V(t, x(t)) continues to rise until it hits 2k0 , the minimal rule will be
activated and the solution will continue in the second mode. Since the solution is now on
the x2-axis (x1 = 0), the explicit solutions of the second subsystem (2.5.11) can either stay
on the x2-axis and follow the second mode for all future time (as simulated in Figure 2.8),






2 , where t∗ is the time of exit. In
the former case, we can see from the explicit solutions that x2 converges to 0 in finite time
(hence x(t) converges to the origin in finite time). In the latter case, eventually the solution
will hit the boundary of′2 and the first mode will be activated either immediately or after a
portion of wandering time. The solution will go on according to the generalized rule. While
the trajectories may behave differently depending on whether or not they would exit the
axes, the proof of Theorem 2.5.2 still guarantees that the solutions converge to the origin.
Simulation. In Figure 2.8, typical switching solutions with the same initial condition are
shown. Both the minimal rule switching and generalized rule switchings with different
cycle times are plotted. It can be observed that, in this particular example, generalized rule
switchings can lead to convergence of the solution to the origin in finite time, by exiting the
2Applying Young’s inequality, xy 6 xp/p + yq/q, where x > 0, y > 0, 1/p + 1/q = 1 with p > 0 and q > 0, to the products (a2)(3b/2)
and (a)(3b2/4), one can prove (2.5.17).
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(a) minimal rule switching











(b) generalized rule switching
with cycle time τ =10











(c) generalized rule switching
with cycle time τ =4











(d) generalized rule switching
with cycle time τ =3. 5











(e) generalized rule switching
with cycle time τ =3











(f) generalized rule switching
with cycle time τ =1
Figure 2.8 Stabilized switching solutions with initial data [5.5 4.5] at t0 = 0 for the switched
system given by (2.5.10) and (2.5.11).
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minimal rule switching and converging to one of the axes first, after only a finite number of
switchings. As discussed above, the simulations only show the trajectories that stay on the
axes once they enter them. ❑
Remark 2.5.5 As pointed out in Remark 2.5.1, under the special case of h0 = h = |x|, the
positive invariance of the set Ŵ0 imposed by Assumption 2.5.1 translates to that the trivial
solution x = 0 is the unique solution for each of the subsystems on [t0, ∞) with x(t0) = 0.
This is certainly not the case for this particular example. Nevertheless, by focusing on only
convergence of solutions to the origin, we present this example to show that the minimal
rule can exhibit Zeno behavior in some cases, and the generalized rule can be used to avoid
this. ❑
Remark 2.5.6 As shown in Figure 2.8, if we choose the minimal cycle time τ sufficiently
small, switching solutions generated by the minimal rule (R1)–(R3) and the generalized
rule (GR1)–(GR3) are indistinguishable from a finite precision simulation. Therefore, in
the following examples, simulations are performed for the minimal rule switchings only. ❑
Example 2.5.2 (Lyapunov Stability) Consider two subsystems given by





















By linearization near the origin, it can be shown that both subsystems are locally unstable.
To apply the switching stabilization method, one can let
f (t, x) = 12 f1(t, x)+
1











and V(t, x) = x21 + x22 . Then
∂V
∂x
(t, x) · f (t, x) = −x21 − x22 = −V(t, x),
for all (t, x) ∈ R+ × Rn, and the set Ŵ0 in Assumption 2.5.1 is given by Ŵ0 = R+ × {0}. A
solution for either (2.5.18) or (2.5.19), starting from (t0, 0), certainly stays 0 for all t > t0. It
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Figure 2.9 Stabilized switching solutions with initial data [2 2], [−2 −2], [−2 1.5], and [2 −1.5]
at t0 = 0 for the switched system given by (2.5.18) and (2.5.19).
is easy to see that Assumption 2.5.2 is satisfied with h0 = h = |x|, c1 = c2 = c3 = 1, and
p = 2. By choosing ζ = 2, one can define
1′1 = {(t, x) ∈ R+ × Rn :
∂V
∂x
(t, x) · f1(t, x)6 − 12 |x|
2}
= {(t, x) ∈ R+ × Rn : 9x21 − 7x22 + 12x1x32 60},
and
1′2 = {(t, x) ∈ R+ × Rn :
∂V
∂x
(t, x) · f2(t, x)6 − 12 |x|
2}
= {(t, x) ∈ R+ × Rn : −11x21 + 5x22 − 12x1x32 60}.
A switching signal can now be constructed by the minimal rule (R1)–(R3) and the gener-
alized rule (GR1)–(GR3). Theorem 2.5.2 then guarantees the resulting switched system is
(h0, h)-globally uniformly exponentially stable. Since h0 and h are both chosen to be |x|, the
(h0, h)-stability concluded here is actually equivalent to Lyapunov stability.
Simulation. Typical switching solutions with various initial conditions are shown in Figure
2.9. It is observed that the switching solutions converge to the origin as expected. ❑
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Example 2.5.3 (Partial Stability) Consider two subsystems given by





















By linearization near the origin, it can be shown that both subsystems are locally unstable.
To apply the switching stabilization method, one can let
f (t, x) = 12 f1(t, x)+
1
















(t, x) · f (t, x) = −x21 − x22 ,
for all (t, x) ∈ R+ × Rn, and the set Ŵ0 in Assumption 2.5.1 is given by Ŵ0 = R+ × {0}. A
solution for either of the two subsystems (2.5.20) and (2.5.21), starting from (t0, 0), certainly
stays 0 for all t > t0. It is easy to see that Assumption 2.5.2 is satisfied with h0 = |x|, h = |x1|,
p = 2, and c1 = c2 = c3 = 1. By choosing ζ = 2, one can define
1′1 =
{
























(t, x) ∈ R+ × Rn : 9x21 − 3x22 − 2x22e−t − 4x1x2 60
}
.
A switching signal can now be constructed by the minimal rule (R1)–(R3) and the gener-
alized rule (GR1)–(GR3). Theorem 2.5.2 then guarantees the resulting switched system is
(h0, h)-globally uniformly exponentially stable. Since h0 = |x| and h = |x1|, the (h0, h)-
stability concluded here is equivalent to partial stability of the first component. ❑
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Example 2.5.4 (Orbital Stability) Consider two subsystems given by




−x2 + 3(1 − x21 − x22)x1










−x2 − (1 − x21 − x22)x1





It is easy to see that x = 0 is a trivial solution for both subsystems. Moreover, x =
( cost, sint) is a periodic solution for both subsystems. By linearization near the origin, it
can be shown that both subsystems are locally unstable. To apply the stabilization method
to study the periodic solution, one can let
f (t, x) = 12 f1(t, x)+
1




−x2 + (1 − x21 − x22)x1




and V(t, x) = (1 − x21 − x22)2. Then
∂V
∂x
(t, x) · f (t, x) = −4(1 − x21 − x22)2(x21 + x22), (2.5.24)
for all (t, x) ∈ R+ × Rn, and the set Ŵ0 in Assumption 2.5.1 is given by Ŵ0 = R+ ×
{
(x1, x2) : x21 + x22 = 1
}
. A solution for either of the two subsystems (2.5.22) and (2.5.23),
starting from (t0, x0) with x
2
10 + x220 = 1, will stay in Ŵ0 for all t > t0. To see this, we observe
that x = ( cost, sint) is a periodic solution for both subsystems and it is unique with respect
any initial condition on Ŵ0 (the argument is that both vector fields are locally Lipschitz in
x). If one chooses h0 = h =
∣
∣1 − x21 − x22
∣
∣, then (h0, h)-stability is equivalent to stability
of the periodic solution ( cost, sint). Since x = 0 is a trivial solution of both subsystems,
one cannot expect global attraction of the periodic solution. However, it can be shown that




(t, x) · f (t, x)6 − 4ε(1 − x21 − x22)2, (2.5.25)
for all (t, x) ∈ R+ × Rn\B(ε), where ε > 0 can be arbitrarily chosen. Moreover, by
virtue of (2.5.24), any solution starting from Rn\B(ε) remains in Rn\B(ε) for all t > t0.
Similar argument as in the proof of Theorem 2.5.2 can show any solution starting from
Rn\B(ε) is attracted to the periodic solution ( cost, sint). It is easy to see that Assumption
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2.5.2 is satisfied with h0 = h =
∣
∣1 − x21 − x22
∣
∣, p = 2, c1 = c2, and c3 = 4ε, for all
(t, x) ∈ R+ × Rn\B(ε). To construct a stabilizing switching signal, one can define, by
choosing ζ = 2,
1′1 =
{
(t, x) ∈ R+ × Rn : ∂V
∂x














(t, x) ∈ R+ × Rn : ∂V
∂x








|x1| or x21 + x22 = 1
}
.
A switching signal can now be constructed by the minimal rule (R1)–(R3) and the gener-
alized rule (GR1)–(GR3). Theorem 2.5.2 then guarantees the resulting switched system is
(h0, h)-globally uniformly exponentially stable. Since h0 = h =
∣
∣1 − x21 − x22
∣
∣, the (h0, h)-
stability concluded here is equivalent to stability of the periodic solution ( cost, sint).
Simulation. The phase portraits for both subsystems are shown in Figure 2.10. It can be
observed that the periodic solution is unstable for both subsystems. The switching domains
1′1 and 1
′
2 are shown in Figure 2.11. Typical switching solutions with various initial con-
ditions are shown in Figure 2.12. It is observed that the switching solutions converge to the
periodic solution as expected. ❑
Example 2.5.5 (Stability of Conditionally Invariant Set) Consider two subsystems given
by


















































































Figure 2.10 Phase portraits for subsystems (2.5.22) (left) and (2.5.23) (right).























Figure 2.11 Stabilizing switching domains for the switched system given by (2.5.22) and
(2.5.23).
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Figure 2.12 Stabilized switching solutions with initial data [5 5], [5 − 5], [−5 5], and [−5 − 5]
at t0 = 0.
Let
f (t, x) = 12 f1(t, x)+
1










−x1(1 + sin2x3)− 2x2e−t
2x1 − x2et








V(t, x) = x21 + x22e−t , h(t, x) = d(x, B), and h0(t, x) = d(x, A), where A = {x ∈ R3 : x1 =
x2 = 0} and B = {x ∈ R3 : x1 = 0}. Therefore, h0(t, x) = x21 + x22 and h(t, x) = x21 . It is
easy to see that A ⊂ B,






(t, x) · f (t, x)6 − h20(t, x),
for all (t, x) ∈ R+ × R3, and the set Ŵ0 in Assumption 2.5.1 is given by Ŵ0 = R+ ×
{(x1, x2, x3) : x1 = x2 = 0}. A solution for either of the two subsystems (2.5.26) and
(2.5.27), starting from (t0, x0) with x10 = x20 = 0, will stay in Ŵ0 for all t > t0. Actu-
ally, for (2.5.26), the equations for the first two components and the third one are decou-
pled. It is easy to see that x1 = 0 and x2 = 0 is the unique solution with respect to
x10 = x20 = 0. Therefore, a solution will stay in Ŵ0 for all t > t0. For (2.5.26), one can
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observe a unique solution (0, 0, x30) for x10 = x20 = 0. Therefore, Assumption 2.5.2 is
satisfied with c1 = c2 = c3 = 1 and p = 2. By choosing ζ = 2, one can define
1′1 =
{






















(t, x) ∈ R+ × Rn : x21 − 4x21 sin2x3 − 3x22 − 2x22e−t 60
}
.
A switching signal can be constructed by the minimal rule (R1)–(R3) and the generalized
rule (GR1)–(GR3). Theorem 2.5.2 guarantees that the resulting switched system is (h0, h)-
globally uniformly exponentially stable. Since h(t, x) = d(x, B) and h0(t, x) = d(x, A), the
(h0, h)-stability concluded here is equivalent to stability of conditionally invariant set B with
respect to A (see [100]). ❑
2.6 Summary
In this chapter, we have presented a general formulation of switched nonlinear systems and
studied two types of stability problems, i.e., uniform stability under constrained switching
and switching stabilization via designed state-dependent switching.
The results in Section 2.4 extend the work of [69] and [199] on stability analysis of
switched linear systems to the general nonlinear setting. For a general class of nonau-
tonomous switched nonlinear systems with both stable and unstable subsystems, sufficient
conditions for uniform stability, uniform asymptotic stability, uniform exponential stability
are derived via multiple Lyapunov functions. The results have also been verified through
numerical simulations. It should be pointed out that the main results of Section 2.4 assume
that the Lyapunov functions evolve in a single time-scale and there exists a global compar-
ison (the ρ factor) among the multiple Lyapunov functions. Although this is a common
assumption in the literature, it can be restrictive in some cases. Future work can be done to
consider different time-scales of Lyapunov functions instead of a single time-scale and the
situation when a global comparison among Lyapunov functions fails to exist. Difficulties
in this direction can be expected in formulating the average dwell-time conditions and the
balancing conditions on the activation time of stable and unstable modes.
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In Section 2.5, we have investigated the problem of switching stabilization for a family of
nonlinear systems. We propose two general rules to construct stabilizing switching signals,
i.e., the minimal rule and the generalized rule. Not only have we shown that the result-
ing switched systems are globally uniformly asymptotically stable and globally uniformly
exponentially stable, we have also rigorously proved that the switching signals generated
by the generalized rule are well-defined in that the signals do not exhibit chattering and
Zeno behavior. The stability analysis has been performed in terms of two measures so
that the results can unify many different stability criteria, such as Lyapunov stability, partial
stability, orbital stability, and stability of an invariant set. We have presented both numerical
examples and simulations to illustrate the applications of the main results.
3C H A P T E R
Impulsive Switched Systems
As introduced in Chapter 1, systems of impulsive differential equations or impulsive dy-
namical systems model real world processes that undergo abrupt changes (impulses) in the
state at discrete times. Particularly, impulse control and stabilization as a powerful tool to
achieve stability for dynamical systems that can be highly unstable, in the absence of im-
pulses, has gained increasing popularity and found successful applications in a wide variety
of areas. Impulsive dynamical systems can be naturally viewed as a class of hybrid systems.
Moreover, impulsive systems and switched systems can be naturally combined to form a
more comprehensive model, i.e., impulsive switched systems.
In this chapter, we will present a general formulation for impulsive switched nonlin-
ear systems and study two stability problems related to this hybrid system model. The
general mathematical formulation for impulsive switched systems is given in Section 3.1.
Particularly, Section 3.1.1 summarizes some important types of impulsive switching signals
to be used in this thesis. In Section 3.2, we will extend the classical LaSalle’s invariance
principle to hybrid systems with impulses and switching. In Section 3.3, we will study the
input-to-state stability of such systems.
3.1 Mathematical Formulation
To consider both impulse and switching in the same framework, we first introduce the
notion of impulsive switching signals. Let I and J be two index sets. By an (time-
dependent) impulsive switching signal associated with (I ,J ), we mean a sequence of
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triples
{
(tk, ik, jk) : k ∈ Z+
}
, where ik ∈ I , jk ∈ J , tk < tk+1 for all k ∈ Z+, and tk → ∞
as k → ∞. The instants tk are called the impulsive switching times.
An autonomous impulsive switched system is defined by a family of vector fields { fi : i ∈
I}, a family of impulse functions {Ij : j ∈ J }, both fi and Ij are defined from Rn to Rn, and








x′(t) = fik(x(t)), t ∈ (tk, tk+1),









∈ S ,1x(t) = x(t)− x(t−), and x(t−) is the left limit of x at t. Roughly
speaking, we can say that the impulsive switched system consists of a switched system given
by (3.1.1a) and a family of difference equations given by (3.1.1b). More specifically, in





❧ A sequence of indices ik to switch the right-hand side of (3.1.1a) among the family
{ fi : i ∈ I};
❧ A sequence of indices jk to select the impulse functions Ijk from the family {Ij : j ∈ J }
to reset the system state according to the difference equation (3.1.1b); and
❧ A sequence of discrete times tk, called the impulsive switching times (except the initial
time t0
1), to determine when the switching and impulse occur.
We point out that this general formulation allows switching in the discrete dynamics as well.
Therefore, both discrete- and continuous-time switched systems are covered by (3.1.1) in a
certain sense.
It can be expected that, besides the family of functions
{




Ij : j ∈ J
}
,
which govern the continuous dynamics and the discrete dynamics of system (3.1.1), re-
spectively, it is expected that properties of solutions to system (3.1.1) (e.g., asymptotic
stability and input-to-state stability properties to be investigated in this chapter) can also
be significantly affected by the set S of impulsive switching signal. Hence, it is of interest
to characterize properties of solutions that are uniform over a certain class of impulsive
switching signals. Also for this reason, one usually has to specify a certain class of signals
in order to perform stability analysis for system (3.1.1). We will introduce different types
1While a switching mode is assigned by i0 at t = t0, we do not consider a solution to instantly undergo an impulse at the initial time t0.
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of impulsive switching signals in the next subsection. Particularly, weak dwell-time signals
and generalized dwell-time signals will be used to investigate invariance and input-to-state
properties, respectively, in Sections 3.2 and 3.3 of this chapter.
3.1.1 Classes of Generalized Impulsive Switching Signals
In Chapter 2, we have introduced the classes of dwell-time and average dwell-time switching
signals, denoted byS(τ ) andSa(τ , N0), respectively, as well as a particular class of switching
signals (S(r, T)) that balance stable and unstable modes of a given switched nonlinear
system.
Now we formulate certain classes of impulsive switching signals. The convenience of
doing this will become more evident as we progress in this thesis.
Generalized Dwell-Time Signals
We first introduce two classes of impulsive switching signals that generalize the well-known
dwell-time conditions to dwell-time conditions with respect to specific switching modes.





belongs to S i
inf
(τ) or it has dwell-time τ in the ith mode, if it satisfies
inf
{
tk+1 − tk : k ∈ Z+, ik = i
}
>τ.
It is said to belong to S isup(τ) or have reverse dwell-time δ in the ith mode if
sup
{
tk+1 − tk : k ∈ Z+, ik = i
}
6τ.
In other words, an impulsive switching signal σ belongs toS iinf(δ) orS
i
sup(δ), if it assumes
a dwell-time lower bound or dwell-time upper bound δ, respectively, with respect to the ith
mode. For a fixed δ > 0, the original dwell-time and reverse dwell-time signals (see, e.g.,








Generalized Average Dwell-Time Signals
If dwell-time is considered in the average sense, we have the following class of generalized
average dwell-time signals.
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is said to belong to S ia(τ , N0) or have average dwell-time τ (and chatter
bound N0) in the ith mode, if






, ∀T > t > t0,
where N iσ (T , t) is the number of times the ith mode is activated by σ between t and T ,
and [t, T]iσ is the union of all subintervals of [t, T] on which the ith mode is activated and




∣ is the total activation time of the ith mode
under the signal σ from t to T . Reversely, it is said to belong to S ira(τ , N0) or have reverse
average dwell-time τ in the ith mode if






− N0, ∀T > t > t0.
Weak Dwell-Time Signals
The following notion of weak dwell-time generalizes the original dwell-time condition in
the sense that a dwell-time condition is satisfied only in an asymptotic sense and only for
a specific mode. We will use this notion to investigate invariance properties of impulsive
switched systems in Section 3.2.




is said to belong to S i
weak
(τ) or have weak dwell-time τ in the ith mode, if one
of the following equivalent statements holds:
(i) for each T >0, we can find a positive integer k such that tk+1 − tk >τ with tk >T and
ik = i (the ith mode is called a τ -persistent mode of the signal); or
(ii) the union of all the intervals of the form [tk, tk+1)with length greater than τ and ik = i,
denoted by Di, has an infinite Lebesgue measure (we call Di a τ -persistent domain of
the signal with respect to the ith mode). ❑
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Remark 3.1.1 Clearly, the above definitions only involves the sequence of pair {(tk, ik)}.




, we can define
σ(t) = ik, t ∈ [tk, tk+1), k ∈ Z+,
which defines a switching signal σ . Reversely, any switching signal σ has an equivalent
sequence representation {(tk, ik)} by letting ik = σ(tk). Therefore, all the above definitions
apply to switching signals as well. With this observation, we will again useσ to denote a given




itself is not explicitly considered. In









as a whole and a switching signal σ constructed in the above sense.
We find it convenient to make this overloading of notion, and make this remark to avoid
possible confusion. ❑
The roles of different classes of signals will become evident as they are applied to formulate
different stability criteria and to establish invariance principles for hybrid systems later in
this and subsequent chapters.
The rest of this chapter is organized as follows. In Section 3.2, we will establish a weak
invariance principle for system (3.1.1) and apply this invariance principle to obtain two
asymptotic stability criteria for system (3.1.1). An nonautonomous version of system (3.1.1)
with external inputs will be formulated in Section 3.3, where the input-to-state properties
of impulsive switched systems will be studied.
3.2 Invariance Principles
The classical LaSalle’s invariance principle ([101], [102]) has been extended to hybrid and
switched systems by various authors (see, e.g., [4], [35], [54], [69], [66], [136], [176]). In
[69], under rather general switchings (including weak dwell-time switchings), an extension
of LaSalle’s principle is obtained for switched linear systems. In [4], a more traditional
approach is taken and the results there cover general switched nonlinear systems, while a
positive dwell-time condition is assumed. In [136], the results in [4] and [69] are extended
and improved such that the results can deal with switched nonlinear systems with average
dwell-time switching. Moreover, the weak invariance notion, which is essential to develop
invariance principles for switched systems, is different from that of [4], and a more compre-
hensive property of the limit sets of a switched system is proved (Proposition 4.1 in [136]).
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The work of [176] investigates asymptotic stability of switched linear systems with dwell-
time switchings using invariance-like ideas, under additional ergodicity assumption on the
switching signals. The work of [54] investigates invariance principles for switched systems,
following a hybrid invariance principle derived for general hybrid systems on hybrid time
domains [157]. Invariance-like principles for switched systems are also obtained in [66] by
exploiting the norm-observability notions, under only a weak dwell-time condition on the
switching signals. Moreover, the recent work of [104] proposed a generalized version of
the celebrated Krasovskii-LaSalle theorem for general nonlinear and time-varying switched
systems, with important implications in uniform asymptotic stability.
Despite the fact that there are various versions of invariance principles established in the
literature for ordinary differential systems, similar invariance-like principles have not yet
been well addressed for differential systems with impulse effects, which is in contrast with the
fact that Lyapunov stability results on dynamical systems with impulse effects are extensively
studied in the literature (e.g., [7], [99], [97], [117], [120], [156] and references therein). The
only exception has been [35], in which the authors establish an invariance principle for
dynamical systems with left-continuous flows, which applies to state-dependent impulsive
systems as a special case. The authors of [35] point out, in the introduction, that there
appear to be (at least) two difficulties to establish invariance-like principles for impulsive
systems. Namely, solutions of impulsive dynamical systems are not continuous in time and
are not continuous functions of the system’s initial conditions, whereas these two continuity
properties are essential to establish invariance principles for ordinary differential equations.
Inspired by the weak invariance principles established in [4] and [136] for switched sys-
tems using multiple Lyapunov functions, we note that, under the notion of weak invariance,
those continuity properties may not be essential and, therefore, it becomes possible to estab-
lish weak invariance principles for impulsive switched systems, using a approach different
from that of [35].
The main objective of this section is to present an extension of the classical LaSalle’s
invariance principle to impulsive switched hybrid systems like system (3.1.1) and derive
asymptotic stability criteria of impulsive switched systems as important applications of
this invariance principle. It is shown that the invariance principle developed here, by
using a different approach from those of [35] and [54], improves various known results
on switched systems in [4] and [136], while assuming only rather mild restriction on the
switching signals. The results also cover impulsive differential systems as a special case.
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In contrast with the work in [104], which studied time-varying switched systems, we focus
on autonomous impulsive switched systems and explore invariance properties under this
setting. The results also have important implications in asymptotic stability analysis.
The rest of this section is organized as follows. Section 3.2.1 gives the preliminary defi-
nitions and lemmas which are necessary to prove weak invariance principles for impulsive
switched systems under weak dwell-time conditions. Section 3.2.2 is devoted to prove a
weak invariance principle and Section 3.2.3 is on applying the weak invariance principles to
asymptotic stability analysis. The main results are illustrated by several examples in Section
3.2.4. Comparisons with the previous results in the literature show that our results are less
conservative and are applicable to a larger class of switched systems and impulsive systems.
As an interesting application of the main results, we investigate a switched SEIR model with
pulse treatment and establish global asymptotic stability of the disease-free solution under
weak-dwell time signals in Section 3.2.5.
3.2.1 Preliminaries Results
We now formulate some preliminaries for developing invariance principles for impulsive
switched systems.
Definition 3.2.1 A family of functions {Vi : i ∈ I} from Rn to R are called multiple
Lyapunov functions for system (3.1.1) on a set G ⊂ Rn if
(i) Vi is continuously differentiable at each point in G and is continuous on G, the closure
of G;
(ii) the derivative of each Vi along the ith mode of (3.1.1a) satisfies
V̇i(x) = ∇Vi(x) · fi(x)60,
for all x ∈ G, where ∇ is the gradient. ❑
Although the idea of multiple Lyapunov functions has been introduced in Section 2.2,
here we give a precise definition for use in this Section. Note that we do not require the
Lyapunov functions to be positive definite to establish invariance principles. However, we
do need positive definiteness to prove stability.
Definition 3.2.2 A family of functions {Vi : i ∈ I} from Rn to R is called positive definite
on G ⊂ Rn if
3.2 invariance principles 81
(i) for each i ∈ I , Vi(x)>0 for all x ∈ G;
(ii) Vi(x) = 0 if and only if x = 0. ❑
Definition 3.2.3 A family of functions {Vi : i ∈ I} from Rn to R is called radially
unbounded if Vi(x) → ∞ as |x| → ∞. ❑
The following assumption imposes a condition on the evolution of the functions Vi along
a solution at the impulse and switching instants. This type of conditions are typically
encountered in results involving multiple Lyapunov functions (see, e.g., [4], [20], [69], [66],
[107], [136]).




such that ij = ik = i ∈ I , we have
Vi(x(tk))6Vi(x(tj+1)). ❑
Remark 3.2.1 In other words, Assumption 3.2.1 says that the value of Vi(x(t)) at the be-
ginning of each interval [tk, tk+1) with ik = i does not exceed the value of Vi at the end
of previous such interval (if one exists). Therefore, Assumption 3.2.1, together with the
fact that {Vi} is a family of multiple Lyapunov functions for (3.1.1), ensures that Vi(x(t)) is
nonincreasing on the union of all the intervals where the ith mode of (3.1.1a) is activated.
Therefore, a comparison of Assumption 3.2.1 with Assumption 2.4.1 in Section 2.4 shows
that Assumption 3.2.1 implies Assumption 2.4.1 if {Vi} is a family of multiple Lyapunov
functions for (3.1.1) according to Definition 3.2.1. Therefore, following the argument in the
proof for Theorem 2.4.1, we can prove Lyapunov stability of (3.1.1). ❑
Remark 3.2.2 Assumption 3.2.1 is trivially satisfied in the case when all the Vi are equal
(common Lyapunov function) and there are no impulse effects. However, with the presence
of impulse effects, Assumption 3.2.1 is not trivially satisfied for a common Lyapunov func-
tion V . Additional conditions have to be imposed, e.g., V(x(tk))6V(x(t
−
k )) at all switching
instants tk as in [35]. This kind of condition can be easily satisfied by impulse control, which,
in the case of multiple Lyapunov functions, can also contribute to relax the conditions on Vi
imposed by Assumption 3.2.1. ❑
We shall let Sweak(τ ) denote the set of impulsive switching signals with weak dwell-time




be a fixed signal in Sweak(τ )
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. Let i ∈ I be a persistent
mode of the signal. Without confusion, we may also say that i is a persistent mode of x.
Definition 3.2.4 Given i ∈ I , a point η ∈ Rn is said to be a persistent limit point of x in the
ith mode, if i is a persistent mode and there exists a sequence of sn ∈ Di, with sn → ∞ as
n → ∞, such that x(sn) → η as n → ∞. The set of all such points is called the persistent
limit set of x in the ith mode and is denoted by ωi(x). ❑
Definition 3.2.5 A set M ⊂ Rn is called a weakly invariant set with respect to the ith
mode of (3.1.1a), if, for any ξ ∈ M, there exist a positive number r and a continuously
differentiable function φ defined on some interval [α,β], with α606β and β−α> r, such
that
(i) φ′(t) = fi(φ(t)), ∀t ∈ [α,β],
(ii) φ(0) = ξ ,
(iii) φ(t) ∈ M, ∀t ∈ [α,β]. ❑
Definition 3.2.6 The solution x is said to weakly approach a set M ⊂ Rn in the ith mode




dist(x(t), M) = 0,
where dist(y, M) for y ∈ Rn is defined by






Remark 3.2.3 The convergence in Definition 3.2.6 is called “weak approaching” because
the limit is only taken for t ∈ Di, not the entire real line. ❑
Lemma 3.2.1 If x is bounded and i ∈ I denotes a persistent mode of x, then the persistent
limit set ωi(x) is a nonempty, compact, and weakly invariant set with respect to the ith mode
of (3.1.1a). Moreover, x(t) weakly approaches ωi(x) in the ith mode as t → ∞.
Proof. Since the persistent domain Di has an infinite Lebesgue measure, one can pick up
a sequence {sn} in Di such that sn → ∞ as n → ∞. Since x(t) is bounded on [0, ∞), it
follows that {x(sn)} is a bounded sequence and therefore has a subsequence which converges
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to some limit point i. By definition, i is a persistent limit point in the ith mode, which shows
ωi(x) is nonempty.
Since x(t) is bounded, it follows that ωi(x) is bounded. To show closedness of ωi(x),
suppose ξn ∈ ωi(x) approaches ξ as n → ∞. Since ξn ∈ ωi(x) for each n, by Definition
3.2.4, one can choose sn ∈ Di, for each n, large enough such that |x(sn)− ξn| < 1/n. Now
given any ε > 0, choose n large enough so that |ξn − ξ | < ε/2 and |x(sn)− ξn| < ε/2.
Then |x(sn)− ξ | < ε for n large enough, which shows ξ ∈ ωi(x) and therefore ωi(x) is
closed. It follows that ωi(x) is compact.
The last assertion of the lemma can be shown by contradiction. Suppose that there
exists an increasing sequence of sn in Di, with sn → ∞ as n → ∞, and a δ > 0 such
that |x(sn)− ξ | >δ for all ξ ∈ ωi(x). Now since x(sn) is a bounded sequence, there exists
a subsequence of x(sn) which converges to some ξ ∈ ωi(x). This contradicts with the
inequality above and shows that the last assertion of the lemma holds.
Finally, we show that ωi(x) is weakly invariant with respect to the ith mode of (3.1.1),
i.e., for any ξ in ωi(x), there exist a positive number r and a continuously differentiable
function φ defined on some interval [α,β], with α606β and β − α> r, such that (i)
φ′(t) = fi(φ(t)), ∀t ∈ [α,β], (ii) φ(0) = ξ , and (iii) φ(t) ∈ ωi(x), ∀t ∈ [α,β].
Since ξ ∈ ωi(x), there exists an increasing sequence of sn ∈ Di such that sn → ∞ and
x(sn) → ξ as n → ∞. Moreover, we can pick sn so that there exists a sequence of intervals
[τ2n−1, τ2n] which satisfies that, for all n,
(i) τ2n − τ2n−1 >τ ,
(ii) sn ∈ [τ2n−1, τ2n],
(iii) the ith mode is activated on [τ2n−1, τ2n].
By this choice, x(t) satisfies the ith subsystem on [τ2n−1, τ2n] for all n, i.e., x′(t) = fi(x(t)),
∀t ∈ [τ2n−1, τ2n]. Moreover, we have that x(t) is continuously differentiable on (τ2n−1, τ2n).
Putting
αn = τ2n−1 − sn and βn = τ2n − sn, (3.2.1)
then βn − αn >τ and αn 606βn. Define
φn(t) := x(t + sn), t ∈ [αn,βn]. (3.2.2)
It follows that φn satisfies
φ′n(t) = fi(φn(t)), t ∈ [αn,βn], (3.2.3)
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φn(0) = x(sn) → ξ as n → ∞, and φn is continuously differentiable on (αn,βn).
We claim that the sequence of intervals [αn,βn] has a subsequence, still designated by
[αn,βn], which has a common subinterval [α,β], i.e., [α,β] ⊂ [αn,βn] for all n, with
β − α>τ/2 and α606β. Actually, it is clear that either {αn} has a subsequence, for
which we can keep the same designation, that lies in (−∞, −τ/2] or it has a subsequence
in [−τ/2, 0]. In the latter case, since βn − αn >τ , one must have βn >τ/2 and therefore
letting α = 0, β = τ/2 will give the required common subinterval; in the former case, since
βn >0, letting α = −τ/2, β = 0 gives the required common subinterval. Now according
to (3.2.2) and (3.2.3), what we have obtained is a sequence of functions φn defined on a
common interval [α,β], with β − α>τ/2 and α606β, such that
φ′n(t) = fi(φn(t)), t ∈ [α,β]. (3.2.4)
We proceed to show that φn has a subsequence that converges uniformly to a function φ
on [α,β]. Since x(t) is bounded, it follows that φn is uniformly bounded on [α,β]. Since
fi is continuous, it follows that φ
′
n(t) = fi(φn(t)) is uniformly bounded on [α,β]. By the
mean-value theorem, this implies that the sequence φn is equicontinuous on [α,β]. By
the Arzela-Ascoli Theorem, there exists a subsequence of φn, still designated by φn, which
uniformly converges to some function φ on [α,β] and φ is continuously differentiable on
(α,β). Passing the limit in (3.2.4) (or its equivalent integral form), one is able to see that
φ satisfies φ′(t) = fi(φ(t)), t ∈ [α,β]. Moreover, φ(0) = limn→∞ φn(0) = ξ . Finally,
we have φ(t) = limn→∞ φn(t) = limn→∞ x(t + sn) for any fixed t ∈ [α,β]. For a fixed
t ∈ [α,β], put s′n = t + sn. According to (3.2.1), s′n ∈ [τ2n−1, τ2n] for each n. Since the
ith mode is activated on [τ2n−1, τ2n] and τ2n − τ2n−1 >τ , by Definition 3.2.4, it follows that
φ(t) ∈ ωi(x) for all t ∈ [α,β] as required. Therefore ωi(x) is shown to be weakly invariant
with respect to the ith mode of (3.1.1) and the proof is complete. ❑
3.2.2 A Weak Invariance Principle




x ∈ G : V̇i(x) = 0
}
.
Let Mi denote the largest weakly invariant set with respect to the ith mode of (3.1.1) in Ei.
Theorem 3.2.1 Let {Vi : i ∈ I} be a family of multiple Lyapunov functions for (3.1.1) on G, x
be a bounded solution of (3.1.1) such that x(t) remains in G for t >0, and i ∈ I be a persistent
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mode of x. Suppose, in addition, Assumption 3.2.1 is satisfied. Then x weakly approaches
Mi ∩ V−1i (c), for some c, in the ith mode as t → ∞.
Proof. By Lemma 3.2.1, x has a nonempty persistent limit set in the ith mode ωi(x). We
proceed to show that ωi(x) ⊂ Ei. Let Di denote the union of all the intervals of length
greater than τ such that the ith mode is active. Since the ith mode persists,Di must have an
infinite Lebesgue measure. The conditions on Vi imply that Vi(x(t)) is nonincreasing on
Di. Moreover, Vi(x(t)) is bounded below since x(t) is bounded. Therefore, as t → ∞ in





For any ξ ∈ ωi(x), there exists a sequence sn ∈ Di such that sn → ∞ and x(sn) → ξ as







Hence, Vi(ξ) = c for all ξ ∈ ωi(x) and ωi(x) ⊂ V−1i (c). According to Lemma 3.2.1,ωi(x)
is weakly invariant with respect to the ith mode, that is, for each ξ ∈ ωi(x), there exist
a positive number r and a continuous differentiable function φ defined on some interval
[α,β], with α606β and β − α> r, such that (i) φ′(t) = fi(φ(t)), ∀t ∈ [α,β], (ii) φ0 = ξ ,
(iii) φ(t) ∈ ωi(x), ∀t ∈ [α,β]. Hence, Vi(φ(t)) = c for all t ∈ [α,β]. Differentiating
Vi(φ(t)) at t = 0 gives
V̇i(ξ) = ∇Vi(ξ) · fi(ξ) = 0.
It follows that ωi(x) ⊂ Ei. By the definition of Mi and because ωi(x) is weakly invariant
with respect to the ith mode of (3.1.1a), we have ωi(x) ⊂ Mi ⊂ Ei. From Lemma 3.2.1, x
weakly approaches ωi(x) in the ith mode and therefore it weakly approaches Mi ∩ V−1i (c)
in the ith mode. This completes the proof. ❑
3.2.3 Stability Criteria
We now apply the invariance principle established in Section 3.2.2 to derive some results
on asymptotic stability for impulsive switched systems under weak dwell-time conditions.
Let S iweak(τ ) denote the set of impulsive and switching signals with weak dwell-time τ and
i ∈ I as a persistent mode. We use Br to denote the ball {x ∈ Rn : |x| 6 r} for any r > 0.
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If we assume fi(0) = 0 for all i ∈ I and Ij(0) = 0 for all j ∈ J , then (3.1.1) have a trivial
solution. Let S be a certain set of impulsive and switching signals.
Definition 3.2.7 The trivial solution of (3.1.1) is said to be
(S1) stable with respect to S if, for each ε > 0, there exists a δ > 0 such that, for each




∈ S , |x0| < δ implies that |x(t)| < ε
for all t >0;
(S2) asymptotically stable with respect to S if (S1) is satisfied and there exists some ρ > 0
such that |x0| < ρ implies that limt→∞ x(t) = 0;
(S3) globally asymptotically stable with respect to S if (S2) is satisfied with arbitrary
ρ > 0;
(S4) unstable with respect to S if (S1) fails. ❑
Theorem 3.2.2 Suppose that I is a finite set and there exist a family of positive definite
multiple Lyapunov functions {Vi : i ∈ I} for (3.1.1) on Bρ for some ρ > 0. Suppose, in
addition, Assumption 3.2.1 is satisfied. Then the trivial solution of (3.1.1) is asymptotically
stable w.r.t S iweak(τ ), provided that Mi = {0}. If
⋃
i∈I Mi = {0}, then the trivial solution of
(3.1.1) is asymptotically stable w.r.t Sweak(τ ).
Proof. Lyapunov stability follows from Assumption 3.2.1 and Remark 3.2.1. Given any ε0 ∈
(0, ρ), let δ(ε0) be the local stability constant such that x0 ∈ Bδ(ε0) implies x(t) ∈ Bε0 ⊂ Bρ
for all t >0. We claim that Bδ(ε0) is a domain of attraction for (3.1.1). Actually, x(t) ∈ Bε0 for
all t >0, x is clearly a bounded solution. According to Theorem 3.2.1, any solution staring
from Bδ(ε0) weakly approaches Mi = {0} in the ith mode as t → ∞. Now for any ε ∈ (0, ε0),
let δ(ε) > 0 be the local stability constant such that x0 ∈ Bδ(ε) implies x(t) ∈ Bε for all t >0.
Let x be an arbitrary solution starting from Bδ(ε0). Since x weakly approaches Mi = {0}
in the ith mode as t → ∞, we can find T large enough in Di so that |x(T)| 6δ, for any
δ = δ(ε) > 0. By how we have chosen δ(ε), it follows that |x(t)| < ε for all t >T . Because ε
can be arbitrarily chosen, this shows x(t) → 0 as t → ∞ and asymptotic stability follows.❑
Theorem 3.2.3 Suppose that I is a finite set. Let {Vi : i ∈ I} be a family of positive definite
and radially unbounded multiple Lyapunov functions for (3.1.1) on Rn. Suppose, in addition,
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Assumption 3.2.1 is satisfied. Then the trivial solution of (3.1.1) is globally asymptotically
stable with respect to S iweak(τ ), provided that Mi = {0}. If
⋃
i∈I Mi = {0}, then the trivial
solution of (3.1.1) is globally asymptotically stable with respect to Sweak(τ ).
Proof. Lyapunov stability remains the same. To show global attraction, we only have to
show that the constant δ(ε0) in the proof for Theorem 3.2.2 can be chosen to be arbitrarily
large, provided that ε0 is given sufficiently large. Now given any ε0 > 0, we let δ0 = ε0
and define δ1, δ2, · · · , δN recursively such that v(δj+1) = u(δj/2) for j = 0, 1, 2, · · · , N − 1,
where N is the cardinality of I . Since u(δj/2) < u(δj), it is clear that this choice of δ1, δ2,
· · · , δN is in accordance with that in the proof of local stability in Theorem 3.2.2. Moreover,
as ε0 → ∞, so does δ1, δ2, · · · , and δN . Therefore δ(ε0) = δN (ε0) can be arbitrarily large if
ε0 is given sufficiently large. This completes the proof. ❑
Remark 3.2.4 Specialized to the switched system framework, two main features that make
our results improve those in [4] and [136] are as follows. First, the notion of persistent
limit set is introduced here, and it is therefore not required that the solution converges to its
limit set (only weakly approaching is required). This weakly approaching notion together
with local stability (guaranteed by the existence of multiple Lyapunov functions) actually
suffices to guarantee asymptotic stability as shown in Theorem 3.2.2. Second, the largest
invariant set Mi in each Ei is explicitly defined with respect to the ith mode, which makes the
set
⋃
i∈I Mi smaller (and in many cases remarkably smaller, as shown by several examples
in Section 3.2.4) than the set M in [4], which is defined as the largest weakly invariant
set (with respect to whatever mode) in the set
⋃
i∈I Ei (according to our notation). This
difference makes our results less conservative. Particularly, Theorem 3.2.2, specialized to
switched systems without impulses, improves both Theorem 1 (in the case where a common
Lyapunov function exists) and Theorem 2 of [4], the main results presented there, not only
in that the dwell-time conditions are now replaced by weak dwell-time conditions, but also,
more importantly, in that the set M is now remarkably smaller and, therefore, more precise
convergence results can be obtained. ❑
Remark 3.2.5 Even though
⋃
i∈I Mi obtained in Theorem 3.2.2 and Theorem 3.2.3 can be
remarkably smaller than the set M defined in [4], we may not yet, in some cases, be able
to conclude that
⋃
i∈I Mi = {0}. However, if we know that the ith mode of a switching
signal persists and Mi = {0}, for some i ∈ I , then we are still able to show that the solution
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converges to zero from Theorem 3.2.2 and Theorem 3.2.3, while none of the results in [4],
[69], [66], and [136] can give any useful information. ❑
Theorem 2.3 of [136] gives an interesting stability criterion for switched systems, based on
a zero-state small-time observability hypothesis, which partially generalizes Theorem 7 of
[66] in that the zero-state small-time observability hypothesis is weaker than the small-time
norm-observability assumption in [66]. However, Theorem 2.3 of [136] requires an average
dwell-time condition, while Theorem 7 of [66] applies to weak dwell-time switchings.
Now we apply our Theorem 3.2.2 to show the following stability criterion for impulsive
switched systems, which is also based on a zero-state small-time observability hypothesis
and generalizes both results from [66] and [136].
Corollary 3.2.1 Suppose that I is a finite set. Let {Vi : i ∈ I} be a family of positive definite
and radially unbounded functions and {Wi : i ∈ I} a family of nonnegative functions on Rn.
Suppose that
(i) V ′i (x)6 − Wi(x), for all x ∈ Xi; and
(ii) there exists some i ∈ I such that the system
x′ = fi(x), y = Wi(x), (3.2.5)
is zero-state small-time observable2.
Suppose, in addition, Assumption 3.2.1 is satisfied. Then the trivial solution of (3.1.1) is
globally asymptotically stable with respect to S iweak(τ ). If system (3.2.5) is zero-state small-
time observable for all i ∈ I , then the trivial solution of (3.1.1) is globally asymptotically stable
with respect to Sweak(τ ).
Proof. It is easy to see that {Vi : i ∈ I} is a family of positive definite and radially
unbounded functions for (3.1.1) on Rn. According to Theorem 3.2.2, we only have to
show Mi = {0}. Choose any ξ ∈ Mi. By definition, there exist a positive number r and
a continuously differentiable function φ defined on some interval [α,β], with α606β
and β − α> r, such that: (i) φ′(t) = fi(φ(t)), ∀t ∈ [α,β], (ii) φ(0) = ξ , (iii) φ(t) ∈ Mi,
2According to the definition in [136], a system such as (3.2.5) is said to be zero-state small-time observable, if for every δ > 0, we have
x(0) = 0 whenever Wi(x(t)) = 0 for all t ∈ [0, δ).
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∀t ∈ [α,β]. By condition (i), we have Mi ⊂ Ei ⊂ {x ∈ Rn : Wi(x) = 0}. Hence
Wi(φ(t)) = 0 for all t ∈ [α,β]. If β > 0, then the zero-state small-time observability
condition on ( fi, Wi) implies that φ(0) = ξ = 0. If β = 0, we claim that φ(t) = 0 for
all t ∈ [α, 0). Therefore, we still have φ(0) = ξ = 0 by continuity of φ. To show the
claim, choose any s0 ∈ [α, 0). Define ψ(s) = φ(s + s0) for s ∈ [0, −s0). Then ψ(s) satisfies
ψ ′(s) = fi(ψ(s)) and Wi(ψ(s)) = 0 on [0, −s0). By the zero-state small-time observability
condition, we haveψ(0) = φ(s0) = 0. Since s0 is arbitrarily chosen from [α, 0), we have the
claim proved and it follows that φ(0) = ξ = 0. We have shown Mi = {0}. The conclusions
of the corollary follow from Theorem 3.2.2. ❑
Remark 3.2.6 Corollary 3.2.1, specialized to switched systems, is more general than The-
orem 2.3 in [136], since it only requires a weak dwell-time condition and applies to the
situation where only one of the pairs ( fi, Wi) satisfies a zero-state small-time observability
condition. It is also more general than Theorem 7 from [66] in that the zero-state small-time
observability condition is weaker than the small-time norm-observability assumption in
[66], as shown by an example in [136]. ❑
3.2.4 Examples
In this section, we apply the main results to several examples. Unless otherwise specified, the
set G in the definition of Ei in Section 3.2.2 is taken to be R
n. We first present comparisons
of our main results obtained in this section and those in [4], [69], [66], and [136].
Example 3.2.1 [4, Example 4] Consider two subsystems given by





















Let V1 = V2 = 12 |x|
2. Then E1 ⊂ {x1 = 0} and E2 = {0}. It is easy to see that
M1 = M2 = {0}. By Theorem 3.2.2, the trivial solution of the switched system is globally
asymptotically stable with respect to Sweak(τ ) for any τ > 0, whereas in [4] it can only
be concluded, by Theorem 1 there, that all the solutions tend to the x2 axis, even under
dwell-time switching. ❑
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Example 3.2.2 [136, Example 2] Consider two subsystems given by























The example is essentially similar to Example 3.2.1. By considering the common Lyapunov
function V1 = V2 = |x|2 and applying the same argument as in Example 3.2.1, it can be
shown that the trivial solution of the resulting switched system is globally asymptotically
stable with respect to Sweak(τ ) for any τ > 0, while in [136] the asymptotic stability can only
be concluded under average dwell-time switchings. ❑
Example 3.2.3 Consider two subsystems given by





















where k >1 is any odd integer. For k = 1, f1 and f2 are linear vector fields. It is shown in [69,
Example 2] that the resulting switched system is asymptotically stable under weak dwell-
time switchings. On the other hand, it is also shown that there exists a switching signal,
which is not of weak dwell-time, such that the trajectory does not converge to zero. Now as
a general case when k >1, we can construct a common Lyapunov function V1 = V2 = |x|2.
Then E1 = E2 = {x2 = 0}. It is easy to see that M1 = M2 = {0}. By Theorem 3.2.2, the
trivial solution of the resulting switched system is globally asymptotically stable with respect
to Sweak(τ ) for any τ > 0. This example can be seen as a complement to the results in [69],
as for now nonlinear vector fields are allowed and the same conclusion holds, i.e., global
asymptotic stability of the resulting switched system under weak dwell-time switchings. ❑
Example 3.2.4 [4, Example 2] Consider two subsystems given by
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and










where k >1 is any odd integer. This example is essentially similar to the previous one.
By defining a common Lyapunov function V1 = V2 = |x|2, Theorem 3.2.2 shows that the
trivial solution of the resulting switched system is globally asymptotically stable with respect
to Sweak(τ ) for any τ > 0, while in [4] similar results were obtained only for dwell-time
switchings. ❑
Remark 3.2.7 It can be shown that, for Examples 3.2.3 and 3.2.4, there exists no common
strict Lyapunov functions. Otherwise, the sum of the two right-hand sides would define an
asymptotically stable system, which is not the case for both examples. ❑
Example 3.2.5 [4, Example 5] Consider two subsystems given by

















































where the second system appears to be with discontinuous right-hand side but indeed
defines a continuous differential system. In [4], it is pointed out that if one uses the common
Lyapunov function V1 = V2 = |x|2, no useful information can be obtained by their results,
since Z = {x1 >0} itself becomes a weakly invariant set (by their notation). However,
according to our results, we have E1 ⊂ {x1 = 0} and E2 ⊂ {x1 >0}. It follows that M1 = {0}
and M2 = {x1 >0}. Although M1
⋃
M2 6= {0}, we do have M1 = {0}. We may still apply our
Theorem 3.2.2. Since f1(x) = f2(x)when x1 < 0, an arbitrary switching can be equivalently
modified so that the first mode is activated on {x1 < 0}. If the first mode is activated on
{x1 < 0}, it follows that the first mode is a persistent mode of the signal (it actually takes at
least a constant time for the system to travel out {x1 < 0}). Now according to Theorem 3.2.2,
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the trivial solution of the resulting switched system is globally asymptotically stable with
respect to S1weak(τ ) for any τ > 0. By the fact that an arbitrary switching has an equivalent
modification in S1weak(τ ), we actually obtain that the origin is globally asymptotically stable
under arbitrary switching, which agrees with the results shown in [18] by the method of
“worst case” argument (see also [40]). ❑
Remark 3.2.8 Example 3.2.1 and Example 3.2.5 are originally presented in [4] to show the
limitations of their results. As we can see from these examples, our invariance principles and
stability theorems presented in this section can effectively overcome these limitations and
are applicable to an even larger class of switched systems. Example 3.2.5 also shows that our
stability criteria can also be applied to switched systems with state-dependent switchings.❑
Example 3.2.6 Consider a family of Liénard’s equations
y′′ + hi(y)y′ + gi(y) = 0, i ∈ I.
Let x1 = y, x2 = y′. Then an equivalent family of systems is









, i ∈ I.
Let Ki, i ∈ I , be a covering of R2 that defines the state-dependent switchings for a switched
system given by the above family of Liénard’s equations, i.e., the ith mode can be activated
only if x(t) ∈ Ki. Let K1i denote the projection of Ki into its first component. Assume that,
for all i ∈ I ,
(i) Gi(x) =
∫ x
0 gi(ξ)dξ > 0 for all x ∈ K1i such that x 6= 0,
(ii) Gi(x) → ∞, as x ∈ K1i such that |x| → ∞,
(iii) gi(x) 6= 0, for all x ∈ K1i such that x 6= 0,
(iv) hi(x) > 0, for all x ∈ K1i such that x 6= 0.






V ′i (x) = −hi(x1)x22 60. (3.2.7)
3.2 invariance principles 93
Hence, by the assumptions above, we can see that Vi defines a family of positive definite and
radially unbounded multiple Lyapunov functions for the switched system. According to
(3.2.7), we have Ei ⊂ {x1 = 0}∪ {x2 = 0}. Now it is easy to check that Mi = {0} for all i ∈ I
by the assumptions above. Therefore, we can conclude, by Theorem 3.2.2, that the trivial
solution of the resulting switched system is globally asymptotically stable with respect to
Sweak(τ ) for any τ > 0, provided that Assumption 3.2.1 is satisfied. The assumptions (iii)
and (iv) on gi and hi can be replaced by the following weaker ones, for some particular
i ∈ I ,
(iii’) gi(x) 6= 0, for all x ∈ K1i such that x 6= 0,
(iv’) hi(x) > 0, for all x ∈ K1i such that x 6= 0,
and
(iv”) hi(x)>0, for all x ∈ K1i such that x 6= 0, for all i ∈ I .
Now, by the same argument, we are only able to conclude that Mi = {0} for this particular
i. Nevertheless, Theorem 3.2.2 guarantees that the trivial solution of the resulting switched
system is globally asymptotically stable with respect to S iweak(τ ) for any τ > 0, provided
that Assumption 3.2.1 is satisfied. It is worth noting that none of the results in [4], [69], [66],
and [136] can give any useful information in this case. ❑








where r ∈ (0, 1) is a constant. Apply this impulse function at each impulse and switching
instants. Consider the case that all gi are equal. Then according to Example 3.2.6, the





It is easy to check that Assumption 3.2.1 is satisfied. Therefore, if gi and hi satisfy the
assumptions (i)–(iv) in Example 3.2.6, then, according to Theorem 3.2.2, all the trivial
solution of the resulting impulsive switched system is globally asymptotically stable with
respect to Sweak(τ ) for any τ > 0. Moreover, if gi and hi satisfy the assumptions (i)–(ii)
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and (iii’)–(iv”) in Example 3.2.6, then, according to Theorem 3.2.2, all the trivial solution
of the resulting impulsive switched system is globally asymptotically stable with respect to
S iweak(τ ) for any τ > 0. ❑
3.2.5 An Application to Hybrid Epidemic Dynamics
In this section, we present an application of the main results to investigate a switched SEIR














Ṡ = µik − βik SI − µik S,
Ė = βik SI − aik E − µik E,
İ = βak E − gik I − µik I ,
Ṙ = gik I − µik R,














S(tk) = S(t−k ),
E(tk) = (1 − jk)E(t−k ),
I(tk) = (1 − jk)I(t−k ),





t 6= tk, (3.2.8b)
where S represents the susceptibles, E those exposed but not yet infectious, I the infectives,
and R the removed. System (3.2.8) is a variant of the standard SEIR model by considering
seasonality in the model parameters (e.g., the contact rates in the winter is higher than in
other seasons) and pulse treatment as a control mechanism. Both seasonality and pulse
treatment have been considered in the recent work in [114] (see also [166]). The total
population is kept constant and assumed to be normalized to S + E + I + R = 1. The
variables S, E, I , and R are all positive and always take values in the meaningful domain
SEIR :=
{
(S, E, I , R) ∈ R+ × R+ × R+ × R+ : S + E + I + R = 1
}
.
Each ik ∈ I and I is a finite index set. Each jk is a real number in [0, 1], representing a
fraction of the population which is treated and removed at time t = tk. The coefficients µi
represent the birth and death rates, βi the contact rates, gi the removal rates, and 1/ai the
latent periods; these constants are all positive and allowed to fluctuate seasonally. Choose
a family of multiple Lyapunov functions {Vi : i ∈ I} as Vi(E, I) = aiE + (ai + µi)I .
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Differentiating Vi along the ith mode of (3.2.8) gives
V ′i (E, I) = ai(βiSI − aiE − µiE)+ (ai + µi)(βaE − giI − µiI)




(µi + gi)(µi + ai)
is the ith reproduction number. It is easy to see that (3.2.8) has a disease-free equilibrium
(1, 0, 0, 0). We have the following conclusion.
Theorem 3.2.4 Suppose Ri 61 for all i ∈ I and Assumption 3.2.1 is satisfied. Then
(i) the disease-free solution of (3.2.8) is globally asymptotically stable (in the meaningful
domain) with respect to S i0weak(τ ), if Ri0 < 1 for some i0 ∈ I ;
(ii) the disease-free solution of (3.2.8) is globally asymptotically stable with respect to
Sweak(τ ), if Ri < 1 for all i ∈ I .
Proof. By (3.2.9), we have Ei0 = {(S, E, I , R) : I = 0} in case (i). It then can be shown that
Mi0 = {(1, 0, 0, 0)}. The conclusions follow from Theorem 3.2.2. ❑
Remark 3.2.9 The main role of the pulse treatment is to control the exposed and infectious
population by applying treatment at discrete times so that a non-increasing condition on
this population, i.e., Assumption 3.2.1, is satisfied. If ai ≡ a and µi ≡ µ, i.e., the latent
period and birth/death rate are both constant, then the multiple Lyapunov functions Vi
reduce to a common (weak) Lyapunov function. Therefore, Assumption 3.2.1 is trivially
satisfied if we do not introduce pulse treatment, and Theorem 3.2.4 remains true in the
absence of pulse treatment, which agrees with the results reported in [166], where the author
considers a single switching parameter βi in the SEIR model without pulse treatment and
the stability condition is given by Ri < 1 for all i ∈ I . ❑
Simulations. For simulation purpose, we choose two different modes of (3.2.8), motivated
by different seasons, e.g., winter and non-winter seasons, and represented by two sets of
parameters
{




µ2 = 0.1,β2 = 1, g2 = 1, a2 = 20
}
.
The reproduction numbers for the two modes can be calculated as R1 = 1 and R2 = 0.9046.
Therefore, without switching and impulses, the disease-free solution of each individual
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: switching signal (periodic)
q
k
: impulse signal (constantly zero)




































: switching signal (periodic)
q
k
: impulse signal (between 0 and 1)
Figure 3.1 Numerical simulations for a switched SEIR model with and without pulse treatment.
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mode is globally asymptotically stable [126]. However, if we introduce a periodic switching
signal, dwelling equally on the two modes, the simulation results (Figure 3.1) show that
the disease persists, if no pulse treatment is given. This is due to a possible violation
of Assumption 3.2.1 required by Theorem 3.2.4. If we introduce pulse treatment so that
Assumption 3.2.1 is satisfied, then Theorem 3.2.4 can guarantee that the disease-free solution
is globally asymptotically stable, i.e., the disease is eradicated by the pulse treatment, which
is verified by the simulation results shown in Figure 3.1.
3.3 Input-to-State Stability
The notions of input-to-state stability (ISS) and integral input-to-state stability (iISS),
originally introduced in [162] and [163], have proved very useful in characterizing the effects
of external inputs to a control system. The ISS/iISS notions are subsequently extended to
discrete-time systems in [83] and to switched systems in [135] and [174]. ISS notions for
hybrid systems are investigated in [23] and [24], where the hybrid systems are defined on
hybrid time domains. More recently, the work of [67] studies Lyapunov conditions for
input-to-state stability of impulsive nonlinear systems.
In this section, we will investigate input-to-state stability of impulsive switched systems.
In Section 3.3.1, we formulate a nonautonomous impulsive switched system with external
inputs and introduce the definitions of (h0, h)-input-to-state stability ((h0, h)-ISS) and
(h0, h)-integral-input-to-state stability ((h0, h)-iISS). Section 3.3.2 provides two lemmas on
class-KL estimates for impulsive switched systems, which are used in Section 3.3.3 to derive
the (h0, h)-ISS results. Section 3.3.4 presents two examples to illustrate the results.
3.3.1 Definitions of (h0, h)-Input-to-State Stability








x′(t) = fik(t, x(t), u(t)), t ∈ (tk, tk+1),





where u : R+ → Rm is the system input function, which is assumed to be measurable
and locally essentially bounded. For each i ∈ I , the function fi ∈ C(R+ × Rn × Rm;Rn)
and is locally Lipschitzian in (x, u). For each j ∈ J , Ij : R+ × Rn × Rm → Rn. Each
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solution x is continuous at each t 6= tk for t > t0. We assume that, for each i ∈ I and j ∈ J ,
fi(t, 0, 0) ≡ Ij(t, 0, 0) ≡ 0 so that system (3.3.1), without input, admits a trivial solution.
Recall the class K functions and class KL functions defined in Section 2.2 (page 23) and
class Ŵ functions defined in Section 2.5.1 (page 47). Let h0, h ∈ Ŵ. We define input-to-state
stability in terms of two measures (h0 and h) as follows.
Definition 3.3.1 System (3.3.1) is said to be uniformly (h0, h)-input-to-state stable (ISS)
over a certain class of signals S , if there exist functions β ∈ KL and γ ∈ K∞, independent




inS , such that, for each x0 ∈ Rn
and input function u, the solution x of (3.3.1) exists globally and satisfies
h(t, x(t))6β(h0(t0, x0), t − t0)+ γ ( sup
t0 6 s 6 t
|u(s)|).
Definition 3.3.2 System (3.3.1) is said to be uniformly (h0, h)-integral-input-to-state sta-
ble ((h0, h)-ISS) over a certain class of signals S , if there exist functions β ∈ KL and





such that, for each x0 ∈ Rn and input function u, the solution x of (3.3.1) exists globally
and satisfies







The above definitions generalize the classical notions of ISS and iISS for the ordinary
system given in [162] and [163], and those for impulsive systems given in [67]. The (h0, h)-
stability notions are considered here in the spirit of the work in [100] to unify different
notions of stability. It is worth noting that this notion has been adopted in the framework
of switched systems in [34], but not yet exploited for ISS/iISS stability.
To investigate the ISS/iISS properties of system (3.3.1), which has different modes of
the continuous dynamics given by
{
fi : i ∈ I
}
, we shall choose accordingly a family of
multiple Lyapunov functions {Vi : i ∈ I}, where each Vi ∈ C(R+ ×Rn;R+) and is locally
Lipschitzian in its second variable. We will employ the upper right-hand derivative of Vi
with respect to the ith mode of system (3.3.1), for each i ∈ I , at (t, x) ∈ R+ × Rn by





Vi(t + h, x + h fi(t, x, u))− Vi(t, x)
]
, (3.3.2)
where u ∈ Rm. Moreover, for a function m : R → R, D+m(t), the upper right-hand
derivative of m(t), is defined by D+m(t) = lim suph→0+ 1h [m(t + h)− m(t)].





be an impulsive switching signal and x be a solution to system (3.3.1) on
[tk, tk+1). Define m(t) = Vik(t, x(t)), for t ∈ [tk, tk+1). The above definitions for upper
right-hand derivatives are connected by the relation
D+m(t) = D+Vik(t, x(t)), t ∈ (tk, tk+1),
because {Vi : i ∈ I} are locally Lipschitzian in x. Note that similar definitions have already
been introduced in Section 2.2 for switched nonlinear systems without input.
3.3.2 Class-KL Estimates
In this subsection, we establish two general class-KL estimates for solutions of scalar
impulsive switched systems.














y′(t) = pik(t)αik(y(t)), t ∈ (tk, tk+1), ik ∈ I , k ∈ Z+,






where y0 >0, g ∈ K∞, pi : R+ → R+ is locally integrable, and αi ∈ K is locally Lipschitz
for each i ∈ I . If
(i) τi := sup
{
tk − tk−1 : k ∈ Z+, ik = i
}
< ∞; and











then the system has a unique solution y(t) defined for all t > t0 and there exists a class-KL
function β such that
y(t)6β(y0, t − t0).
Proof. Note that y(t)>0 for all t > t0. We first show that
(i) Given any ε > 0, there is δ = δ(ε) such that y0 6δ implies y(t)6ε for all t > t0.
(ii) Given any r > 0 and η > 0, there exists T = T(η, r)>0 (dependent on η and r, but
independent of t0) such that y(t) < η for all t > t0 + T .
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To show part (i), pick δ = δ(ε) = g(ε) for any given ε > 0. The conditions on Ni shows
that 0 < g(q) < q for all q > 0. We claim that if y0 6δ, then y(t) is defined for all t > t0
and y(t)6ε. Suppose y(t; t0, y0) is continued to its maximal interval of existence [t0,β). If
β < ∞, there must exist some t ∈ (t0,β) such that y(t) > ε. We shall show that y(t)6ε
for all t ∈ [t0,β), which in turn will imply that β = ∞ and therefore part (i) is proved.
Suppose for the sake of contradiction that y(t) > ε for some t ∈ [t0,β). Let t∗ =
inf
{
t ∈ [t0,β) : y(t) > ε
}
. It is clear that y(t)6ε for all t ∈ [t0, t∗). Moreover, either
y(t∗) = ε or y(t∗) > ε and t∗ = tk for some k. In either case, y(t) is defined for all
t ∈ [t0, t∗]. Since y0 6δ = g(ε) < ε and y(t∗)>ε, then t∗ > t0. Moreover, y(t) < ε for
t ∈ [t0, t∗). We claim that t∗ 6= tk for any k >1 and hence y(t∗) = ε. Actually if t∗ 6= tk for
some k >1, then 0 < ε6y(t∗) = g(y(t∗−)) < y(t∗−)6ε, which is impossible.
Now suppose that t∗ ∈ (tk, tk+1) for some k. Since y(t) < ε for t ∈ [t0, t∗), we have


















which clearly contradicts with condition (iv). This completes the proof for part (i).
We proceed to show part (ii). Let r > 0 and η > 0 be arbitrarily given. Following the
proof of part (i), we can show that there exists some ρ = ρ(r) such that y(t)6ρ for all
t > t0 if y0 6 r. Actually we can choose ρ = g−1(r), which is always possible since g ∈ K∞.
Then repeating the proof of uniform stability shows y(t)6ρ for all t > t0.
Let δ = δ(η) = g(η). From part (i), y0 6δ implies that y(t)6η for all t > t0, where t0 can
be arbitrary. Without loss of generality, we can assume η < ρ. Define




: g(δ)6 s 6ρ
}
.







from which we can obtain g(q)6q − Ni/Li < q − d, where d = d(η, r) > 0 is chosen so
that d < inf i∈I(Ni − Mi)/Li. Let τ = supi∈I τi. Choose T = τ(N + 1), where N is the first
integer such that N > ρ/d. Then T depends on τ , r, and η, but is independent of t0.
Claim. There exists some t ∈ [t0, t0 + T] such that |x(t)| 6δ.
Note that the conclusion of part (ii) would follow from this claim and part (i).
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Proof of the Claim. Suppose it is not true. Then y(t) > δ for all t ∈ [t0, t0 + T]. We prove
by induction that, for [tk, tk+1) ⊂ [t0, t0 + T], where k ∈ Z+, we have y(t)6Ak := ρ − kd.
By the choice of T , there are at least N + 1 such intervals, where N > ρ/d, which would
eventually lead to y(t)6ρ − Nd < 0 on [tN , tN+1), a clear contradiction.
On [t0, t1), we have m(t)6A0 = ρ. Suppose that 0 < δ < y(t)6Ak 6ρ on [tk, tk+1),
k < N . Assume for the sake of contradiction that there exists some t ∈ [tk+1, tk+2)
such that y(t) > Ak − d = Ak+1. Let t∗ = inf
{
t ∈ [tk+1, tk+2) : y(t) > Ak − d
}
. Since
y(tk+1) = g(y(t−k+1)6g(Ak) < Ak − d, we have t∗ ∈ (tk+1, tk+2) and y(t∗) = Ak − d.
































>Nik+1 − dLik+1 > Mik+1 .
Again, we reach a contradiction. Therefore, the claim is proved and so are both parts (i) and
(ii). Following a standard argument, a class-KL function β can be constructed based on
parts (i) and (ii). ❑














y′(t) = −pik(t)αik(y(t)), t ∈ (tk, tk+1), ik ∈ I , k ∈ Z+,






where y0 >0, g ∈ K∞ with g(s) > s for all s > 0, pi : R+ → R+ is locally integrable, and
αi ∈ K is locally Lipschitz for each i ∈ I . If
(i) τi := inf
{
tk − tk−1 : k ∈ Z+, ik = i
}
;
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then the system has a unique solution y(t) defined for all t > t0 and there exists a class-KL
function β such that
y(t)6β(y0, t − t0).
Proof. We prove the same statements as parts (i) and (ii) in the proof of Lemma 3.3.1. Note
that 0 < Mi < Ni < ∞ for all i ∈ I . For part (i), we choose δ = δ(ε) = g−1(ε) < ε.
We show that if y0 6δ, then y(t) is defined for all t > t0 and y(t)6ε. Suppose y(t; t0, y0)
is continued to its maximal interval of existence [t0,β). If β < ∞, there must exist some
t ∈ (t0,β) such that y(t) > ε. We shall show that y(t)6ε for all t ∈ [t0,β), which in turn
will imply that β = ∞ and therefore part (i) is proved.
Suppose for the sake of contradiction that y(t) > ε for some t ∈ [t0,β). Let t∗ =
inf
{
t ∈ [t0,β) : y(t) > ε
}
. It is clear that y(t)6ε for all t ∈ [t0, t∗). Moreover, either
y(t∗) = ε or y(t∗) > ε and t∗ = tk for some k. In either case, y(t) is defined for all
t ∈ [t0, t∗]. Since y0 6δ = g−1(ε) < ε and y(t∗)>ε, then t∗ > t0. Moreover, y(t) < ε for
t ∈ [t0, t∗). Suppose that t∗ ∈ [tk, tk+1). Equation (3.3.4a) implies that y(t) is decreasing
on [tk, t∗]. Therefore t∗ = tk. We then show that y(t∗−)6g−1(ε). Suppose this is not true.






















6Mik−1 < Nik−1 ,
which gives a contradiction in view of condition (ii). Therefore, y(t∗−) = y(t−k )6g−1(ε)
and y(t∗) = g(y(t∗−))6ε. But y(t∗)>ε. We must have y∗ = ε. However, y(t) is
decreasing on [t∗, tk+1) and therefore y(t)6ε on [t∗, tk+1), which contradicts the definition
of t∗. This completes the proof for part (i).
We proceed to show part (ii). Let r > 0 and η > 0 be arbitrarily given. Following the
proof of part (i), we can show that there exists some ρ = ρ(r) such that y(t)6ρ for all
t > t0 if y0 6 r. Actually we can choose ρ = g(r), which is always possible since g ∈ K∞.
Then repeating the proof of uniform stability shows y(t)6ρ for all t > t0.
Let δ = δ(η) = g−1(η). From part (i), y0 6δ implies that y(t)6η for all t > t0, where t0
can be arbitrary. Without loss of generality, we can assume η < ρ. Define




: δ6 s 6ρ
}
.
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It is clear that 0 < Li < ∞. Let d = inf i∈I(Ni − Mi)/Li, τ = supi∈I τi, and N be an integer
such that N > ρ/d. Choose T = (N + 1)2τ .
Claim. There exists some t ∈ [t0, t0 + T] such that |x(t)| 6δ.
Note that the conclusion of part (ii) would follow from this claim and part (i).
Proof of the Claim. Suppose it is not true. Then δ < y(t)6ρ for all t ∈ [t0, t0 + T]. By the
choice of T , there are two possible cases: (I) there are at least N impulse times tk, k >1, in
[t0, t0 + T]; (II) there are at least one subinterval of [t0, t0 + T] with length greater than Nτ
which does not contain any impulse time. In either case, we will derive a contradiction.
Consider case (I) first. We show that by induction that y(t−k )6g
−1(ρ) − kd, where
16k 6N , Eventually this would lead to y(t−N )6g
−1(ρ)− Nd < 0, which is not impossible.
We first show that y(t−1 )6g



















































6 [g−1(ρ)− y(t−1 )]Li0 .
Combining this and equation (3.3.5) gives
[g−1(ρ)− y(t−1 )]Li0 + Mi0 >Ni0 ,
which eventually gives
y(t−1 )6g
−1(ρ)− Ni0 − Mi0
Li0
6g−1(ρ)− d.
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Now we have y(t−1 )6g
−1(ρ) − d and y(t1) = g(y(t−1 ))6g(g−1(ρ) − d). Repeating
the same argument on [t1, t2), we can show y(t−2 )6g−1(y(t1)) − d 6g−1(ρ) − 2d. By
induction, this shows y(t−k )6g
−1(ρ)−kd, where 16k 6N , and y(t−N )6g−1(ρ)−Nd < 0,
a contradiction.
Now consider case (II). Suppose [tk, t∗) is an interval in [t0, t0 + T] without any impulse,
where t∗ can be t0 + T . Since t∗ − tk >Nτ , we can break this interval into N intervals,
each with a length greater than τ . Label these intervals as [s0, s1], [s1, s2], . . ., [sN−1, sN ],
where s0 = tk and sN = t∗. Repeating the same argument as in case (I), we can show
y(s−1 )6g
−1(y(s0))−d. Since y(t) is continuous at s1, we have y(s1) = y(s−1 )6g−1(y(s0))−
d < y(s0) − d. By induction, we can show y(s−N )6y(s0) − Nd 6ρ − Nd < 0, again a
contradiction. Therefore, the claim is proved and so are both parts (i) and (ii). Following a
standard argument as in the proof of Lemma 3.3.1, a class-KL functionβ can be constructed
based on parts (i) and (ii). The proof is complete. ❑
3.3.3 Input-to-State Stability
In this subsection, we establish some sufficient conditions for input-to-state stability of
impulsive switched systems, as applications of the class-KL estimates we have obtained
in the previous section. To unify different notions of stability, the stability analysis is
performed in terms of two measures (h0 and h).
Theorem 3.3.1 Suppose that there exist a family of functions {Vi : i ∈ I} in C(R+×Rn,R+)
that are locally Lipschitzian in the second variable, functions a, b, g, and χ of class K∞,
pi : R+ → R+ locally integrable and αi ∈ K locally Lipschitz for each i ∈ I , and positive
constants τi (i ∈ I) such that, for all i, ı̂ ∈ I , j ∈ J , and (t, x, u) ∈ R+ × Rn × Rm,
(i) a(h(t, x))6Vi(t, x)6b(h0(t, x));
(ii) D+Vi(t, x)6pi(t)ci(Vi(t, x)) if Vi(t, x)>χ(|u|);
(iii) Vi(t, x + Ij(t, x, u))6g(Vı̂(t−, x)) if Vı̂(t−, x)>χ(|u|), and Vi(t, x + Ij(t, x, u)) <
ρ(|u|) if Vı̂(t−, x) < χ(|u|); and















sup(τi). In particular, system (3.3.1) is
uniformly (h0, h)-ISS on Ssup(τ ), where τ = inf i∈I τi.
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Proof. Let
{
(tk, ik, jk) : k ∈ Z+
}
be a given impulsive and switching signal. Define
m(t) := Vik(t, x(t)), t ∈ [tk, tk+1), k ∈ Z+.
Let ‖u‖∞ denote the sup norm of the input on R+. Let µ = max(g−1 ◦ χ , ρ) and
C = µ(‖u‖∞).
Claim. If m(T)6g(C) for some T > t0, then m(t)6C for all t >T .
Proof of the Claim. Suppose this is not true. Note that g(C) < C. Let
t∗ := inf {t >T : m(t) > C} .
Then t∗ ∈ [tk, tk+1) for some k. Define
t∗ := sup
{
t ∈ [tk, t∗] : m(t)6g(C)
}
.
Then t∗ > t∗ > tk. We show that t∗ > t∗. If t∗ = t∗, then we must have t∗ = t∗ =
tk by continuity of m(t) on (t∗, t∗). If m(t
−
k )>χ(‖u‖∞), condition (iii) implies that
m(tk)6g(m(t
−
k ))6g(C) < C, which contradicts the definition of t
∗. If m(t−k ) < χ(‖u‖∞),
condition (iv) implies that m(tk) < ρ(‖u‖∞), which also contradicts the definition of t∗.
Therefore, t∗ > t∗. By continuity, we have m(t∗) = C and m(t∗) = g(c). Moreover, we have
g(C)6m(t)6C on [t∗, t∗] ⊂ [tk, tk+1), which implies that m(t)>χ(‖u‖∞). Condition (ii)
implies that
D+m(t)6pik(t)m(t), t ∈ [t∗, t∗].


















which contradicts condition (iv). The claim is proved.
Let t̄ = inf
{
t > t0 : m(t)6g(C)
}
. It follows from the above claim that m(t)6C for all
t > t̄, which implies
|h(t, x(t))| 6a−1 ◦ µ(‖u‖∞), t > t̄. (3.3.6)
For t < t̄, we have m(t) > g(C), which implies m(t)>χ(‖u‖∞) for all t 6 t̄. Consequently,
conditions (ii) and (iii) imply that
D+m(t)6pik(t)m(t), t ∈ (tk, tk+1), t 6 t̄,
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and
m(t)6g(m(t−)), t = tk, t 6 t̄.
Using Lemma 3.3.1 and a comparison principle for impulsive differential equation (see, e.g.,
Theorem 2.6.1 of [97]), there exists a function β̂ ∈ KL such that
m(t)6 β̂(m(t0), t − t0), t0 6 t 6 t̄,
which implies
h(t, x(t))6a−1 ◦ β̂(b(h0(t, x(t))), t − t0), t0 6 t 6 t̄, (3.3.7)
Let γ (r) = a−1(max(g−1(χ(r)), ρ(r)) and β(r, s) = a−1(β̂(b(r), s)) for (r, s) ∈ R+ ×R+.
Then γ ∈ K∞ and β ∈ KL. Combining (3.3.6) and (3.3.7) gives
h(t, x(t))6β(h0(t, x(t)), t − t0)+ γ (‖u‖∞), t > t0.
This guarantees that x(t) is defined for all t > t0. Since both β and γ are independent of a




in S isup(τ ), we have established (h0, h)-uniform ISS
of (3.3.1) on S isup(τ ). The proof is complete. ❑
Theorem 3.3.2 Suppose that there exist a family of functions {Vi : i ∈ I} in C(R+ ×
Rn;R+) that are locally Lipschitzian in the second variable, functions a, b, g, and χ of
class K∞, pi : R+ → R+ locally integrable and αi ∈ K locally Lipschitz for each i ∈ I , and
positive constants τi (i ∈ I) such that, for all i, ı̂ ∈ I , j ∈ J , and (t, x, u) ∈ R+ ×Rn ×Rm,
(i) a(h(t, x))6Vi(t, x)6b(h0(t, x));
(ii) D+Vi(t, x)6 − pi(t)ci(Vi(t, x)) if Vi(t, x)>χ(|u|);
(iii) Vi(t, x + Ij(t, x, u))6g(Vı̂(t−, x)) if Vı̂(t−, x)>χ(|u|), and Vi(t, x + Ij(t, x, u)) <
ρ(|u|) if Vı̂(t−, x) < χ(|u|); and















sup(τi). In particular, system (3.3.1) is
uniformly (h0, h)-ISS on Ssup(τ ), where τ = inf i∈I τi.
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Proof. Let
{
(tk, ik, jk) : k ∈ Z+
}
be a given impulsive and switching signal. Let m(t)
and ‖u‖∞ be the same as in the proof of Theorem 3.3.1. Let µ = max(g ◦ χ , ρ) and
C = µ(‖u‖∞).
Claim. If m(T)6g−1(C) for some T > t0, then m(t)6C for all t >T .
Proof of the Claim. Suppose this is not true. Note that g−1(C) < C. Let
t∗ := inf {t >T : m(t) > C} .
Then t∗ ∈ [tk, tk+1) for some k. We show that t∗ = tk. Suppose this is not the case. Then
m(t∗) = C > g−1(C)>χ(‖u‖∞). Moreover, by continuity of m(t) on (tk, tk+1), we have
m(t) > χ(‖u‖∞) for t ∈ [t∗, t∗ + h], provided that h is sufficiently small. By condition
(ii), D+m(t)60 and m(t) is decreasing on [t∗, t∗ + h], which is a contradiction with the
definition of t∗. Therefore, we must have t∗ = tk and m(t∗) > C. Moreover, t∗ cannot be t0.
Otherwise, we must have t∗ = T = t0, which is impossible.
Now consider the interval [tk−1, tk). It follows from the definition of t∗ that m(t)6C on
[tk−1, tk). If m(t) > g−1(C)>χ(‖u‖∞) for all t ∈ [tk−1, tk), then condition (ii) implies that
D+m(t)6pik−1(t)cik−1(m(t)), t ∈ [tk−1, tk).






















6Mik−1 < Nik−1 .




t ∈ [tk−1, tk) : m(t)6g−1(C)
}
.
We show that t∗ = tk. Suppose this is not the case, then m(t∗) = g−1(C) and
m(t)>g−1(C)>χ(‖u‖∞), t ∈ [t∗, tk).
Condition (ii) then implies that m(t) is decreasing on [t∗, tk), which violates the definition
of t∗. Therefore, t∗ = t∗ = tk and m(t∗−) = m(t−∗ )6g−1(C). Now if m(t∗−)>χ(‖u‖∞),
condition (iii) implies that m(t∗)6g(m(t∗−))6g(g−1(C))6C, which contradicts that
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m(t∗) > C. If m(t∗−) < χ(‖u‖∞), condition (iii) implies that m(t∗) < ρ(‖u‖∞)6C,
which also contradicts that m(t∗) > C. In either case, we have a contradiction. Therefore,
the claim must be true. The rest of the proof is similar to that of Theorem 3.3.1. ❑
3.3.4 Examples




x′(t) = −(1 − aik)sat(x(t))+ bik sat(u(t)), t ∈ (tk, tk+1), k ∈ Z+,
1x(t) = cjk sat(u(t)), t = tk, k ∈ Z+\{0},
(3.3.8a)
(3.3.8b)
where aik , bik ∈ {−0.2, −0.1, 0.1, 0.2}, cjk ∈ [−12 ,
1
2 ], and sat(x) is a saturation function
defined by sat(x) = 12(|x + 1| − |x − 1|) for x ∈ R.
As an illustrative example, let h0 = h = |x|. To investigate the (h0, h)-ISS properties3 of
(3.3.8), let I , {1, 2, 3, 4} and J , [−12 ,
1
2 ]. For i ∈ I and j ∈ J , let [a1 a2 a3 a4] =
[b1 b2 b3 b4] = [−0.2 − 0.1 0.1 0.2] and cj = j. Choose a (common) Lyapunov function





e2(|x|−1), |x| > 1,
for all i ∈ I . We check that the conditions of Theorem 3.3.2 are satisfied.
(i) Condition (i) of Theorem 3.3.2 is clearly satisfied, i.e., there exist α and β in K∞ such
that
α(h0(t, x)) = α(|x|) = V(t, x)6β(|x|) = β(h(t, x)), (t, x) ∈ R+ × Rn.
(ii) Next we verify condition (iii) of Theorem 3.3.2. Choose χ(s) = 3s2/2. Then
V(t−, x)>χ(|u|) implies that 3u2/46V(t, x)/2. Therefore, if
∣
∣x + Ij(t, x, u)
∣
∣ 61
and V(t, x)>χ(|u|), we have











∣x + Ij(t, x, u)
∣
∣ > 1, it implies that |x| > 12 . We have




ee2(|x|−1) = eV(t, x), |x| > 1,
2e |x|2 = 2eV(t, x), |x| ∈ (12 , 1],
3Since h0 = h = |x|, here (h0, h)-ISS are ISS in the usual sense.
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for all u ∈ Rm, where the inequality 2x2 > e2(x−1), for x ∈ (12 , 1], has been used.
Moreover, if V(t−, x) < χ(|u|) = 3u2/2, then |x| < √3/2 |u|. It follows that







if V(t−, x) < χ(|u|) = 3u2/2. Therefore, condition (iii) is verified with g(s) = 2s.
(iii) Now we check condition (ii). With χ(s) = 3s2/2, if |x| 61 and V(t−, x)>χ(|u|), we
have
D+Vi(t, x) = 2x
[
−(1 − ai)sat(x)+ bisat(u)
]






6 − 2(1 − |ai| − |bi|)V(t, x).
If |x| > 1, we have
D+Vi(t, x) = 2e2(|x|−1)sgn(x)
[
−(1 − ai)sat(x)+ bisat(u)
]
6 − 2(1 − |ai| − |bi|)V(t, x),
for all u ∈ R. Therefore, condition (iii) of Theorem 3.3.1 is satisfied with pi(t) ≡
2(1 − |ai| − |bi|) and ci(s) = χ(s) = s.
(iv) Condition (iv) of Theorem 3.3.2 reads






ds = ln 2. (3.3.9)





τi satisfy inequality (3.3.9). ❑
























x′(t) = Aik x(t)+ fik(x(t))+ Bik w(t), t ∈ (tk, tk+1), k ∈ Z+,
y(t) = x(t)+ v(t), t > t0,







−), l = jk,
x̂l(t
−), l 6= jk,
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where x(t) ∈ Rn is the system state, w(t) ∈ Rm is the disturbance input, y(t) ∈ Rn
is the state measurement, v(t) ∈ Rn is the measurement noise, x̂(t) ∈ Rn is the remote
estimate of x(t), fi(x(t)) and f̂ i(x̂(t)) are the nonlinear delayed perturbations of the state
and their estimations, respectively. Moreover, ik ∈ I and I is a finite index set; {tk}
is a monotonically increasing transmission time sequence satisfying tk → ∞ as k →
∞; at each transmission time t = tk, a try-once-discard (TOD)-like protocol [175] to
















∣, where j ∈ {1, 2, · · · , n}. When t ∈ (tk, tk+1), we
can estimate x(t) by letting x̂(t) evolve according to (3.3.10c); at t = tk, a measurement
yjk (based on a TOD-like protocol) is sent to the remote estimator and provides feedback
impulse control to the estimate x̂jk . The objective is to achieve ISS/iISS properties of the
estimation error E(t), which is defined by E(t) = x̂(t) − x(t) and can be shown to satisfy
















−), l = jk,
Êl(t
−), l 6= jk,
l ∈ {1, 2, · · · , n} .
(3.3.11a)
(3.3.11b)












∣ , ∀x, x̂ ∈ Rn, i ∈ I. (3.3.12)
Let h0 = h = |x|. To investigate the (h0, h)-ISS properties of (3.3.11), choose a (common)
Lyapunov function Vi(t, E) = V(t, E) = x2 for (t, E) ∈ R+ × Rn. Similar to [67], for each
ρ in ((n − 1)/n, 1), one can show that there exits a function χ ∈ K∞ such that
V(t, E(t))6ρV(t−, E(t−)), (3.3.13)
provided that V(t−, E(t−))>χ(v(t−)). Therefore, condition (iii) of Theorem 3.3.1 is
satisfied with g(s) = ρs. Computing the upper right-hand derivative of V(t, E) along the










i + Ai)+ L2i + ε
]
V(t, E), (3.3.14)
provided that V(t, E)>χε(|w(t)|), where ε > 0 is an arbitrary positive constant and χε is a
function in K∞ which depends on ε. We claim that











i + Ai)+ L2i
]
τi < 0, (3.3.15)




sup(δi). In particular, for
δ = mini∈I δi > 0, system (3.3.11) is uniformly (h0, h)-ISS over Ssup(δ).
Actually, if (3.3.15) holds, one can chooseρ ∈ ((n−1)/n, 1) andµi > λmax(ATi +Ai)+L2i >
0 such that ln ρ < −µiδi. In view of (3.3.14), we can choose ε > 0 sufficiently small such
that condition (ii) of Theorem 3.3.1 is satisfied with pi(s) ≡ µi and ci(s) = s. Condition
(iv) of Theorem 3.3.1 now reads






ds = − ln ρ.
Our claim follows from the conclusion of Theorem 3.3.1.
As a numerical example, we take Bi = [1 0.1 0],















where i ∈ I = {1, 2}, and α1 = 9, β1 = 100/7, α2 = 10, β2 = 16, a = 8/7, b = 5/7.
Therefore, the state system can be regarded as a hybrid system switching between two
delayed Chua’s circuits with slightly different parameters, both of which exhibit chaotic
behaviors under the given parameters. It is easy to verify that (3.3.12) is satisfied with
L1 = 27/7 and L2 = 30/7. Moreover,
λmax(A
T
1 + A1) = 14.8685, λmax(AT2 + A2) = 16.7839.
With n = 3, (3.3.15) reduces to
δ1 < 0.01363, δ2 < 0.01153.
Therefore, with δ1 = 0.014 and δ = 0.012, Theorem 3.3.2 guarantees that the error system




sup(δi). In particular, for δ = 0.012, system
(3.3.11) is uniformly ISS over Ssup(δ). ❑
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3.4 Summary
In this chapter, we have considered hybrid systems with both impulse and switching char-
acteristics. The hybrid system is formulated as an impulsive switched system.
In Section 3.2, an invariance principle is established for impulsive switched systems,
which generalizes the classical LaSalle’s principle to the general hybrid setting of impulsive
switched systems under weak dwell-time signals. Asymptotic stability results for impulsive
switched systems under weak dwell-time impulsive and switching signals are derived as
important applications of the invariance principle. Several examples have been presented
to illustrate the main results, which showed that the invariance principle established here,
specialized to the switched system framework, still considerably improves those in the
literature. The stability criteria are then applied to study a switched SEIR model with pulse
treatment as an application.
In Section 3.3, we have established sufficient conditions for the input-to-state stability and
of hybrid systems with both switching and impulse effects. The main results are established
through two class-KL estimates for impulsive systems. The results given by Theorem 3.3.1
and Theorem 3.3.2 are quite general in view of the stability analysis perform in terms of
two measures as well as the fact that the differential inequalities satisfied by the Lyapunov
functions can be highly nonlinear.
4C H A P T E R
Hybrid Systems with Time-Delay
As introduced in Chapter 1, time-delay is inevitable in many applications, that is, the
future state of the system depends not only on the present state but also on the past states.
The ubiquitous nature of time-delay makes time-delay systems (or functional differential
equations) more appropriate models to describe practical processes. In this chapter, we will
present a mathematical formulation of hybrid systems with time-delay and partially extend
the qualitative results obtained in Chapters 2 and 3 for ordinary hybrid systems to hybrid
time-delay systems.
4.1 Mathematical Formulation
4.1.1 Switched Delay Systems
Given r >0, let C := C([−r, 0];Rn) denote the space of continuous functions with domain
[−r, 0] and range in Rn. The norm in this space is defined by ‖φ‖ = max−r 6 θ6 0 |φ(θ)|
for φ in C. Suppose x is a function from R to Rn. For any t ∈ R, let xt be an element of C
defined by xt(θ) = x(t + θ), −r 6θ60.
A switched delay system can be written as
ẋ = fσ (xt), t >0, σ ∈ S , (4.1.1)
where σ is a switching signal from R+ to I , { fi : i ∈ I} is a family of functionals from C
to Rn, and S denotes a certain admissible set of switching signals. As in Chapter 2, if the
switching times are explicitly considered, they are denoted by
{
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Definition 4.1.1 For a switching signal σ ∈ S and a function φ ∈ C, we say that a function
x(t) from [−r, ∞) to Rn is a solution of (4.1.1) with initial condition φ ∈ C and switching
signal σ ∈ S , if x(t) is continuous and satisfies
ẋ(t) = fσ(t)(xt), t >0, x0 = φ, (4.1.2)
where ẋ denotes the right-hand derivative of x. ❑
To emphasize the initial functionφ and the switching signal σ , the solution can be written as
x(φ, σ). To guarantee that (4.1.1) has a local solution for any φ ∈ C and σ ∈ S , it is assumed
that the functionals {fp : p ∈ P} are continuous and map bounded sets into bounded sets.
We may also, without ambiguity, write the solution as x(φ) or x, if the switching signal σ
and the initial condition are not emphasized.
Remark 4.1.1 It is easy to see that the functional differential equation (4.1.2) is equivalent





Since fσ(t)(xt) remains continuous on R
+\
{
tk : k ∈ Z+
}
, we can see that the solution x(t)
is continuously differentiable on R+\
{
tk : k ∈ Z+
}
, although only right-hand derivative
is involved in the original equation (4.1.1). ❑
In Section 4.2, we will establish an invariance principle for system (4.1.1) and apply
the invariance principle to obtain several stability and instability tests for switched delay
systems.
4.1.2 General Hybrid Systems with Time-Delay
We can build a more sophisticated hybrid system model based on system (4.1.1) by consid-
ering time-varying (non-autonomous) structures, impulses effects, and external inputs.
To formulate a delay systems with impulse effects, we need a few more notation. For
−∞ < a < b < ∞, we use the notation PC([a, b];Rn) to denote the class of piecewise
continuous functions from [a, b] to Rn satisfying the following: (i) it has at most a finite
number of jump discontinuities on (a, b], i.e., points at which the function has finite-
valued but different left-hand and right-hand limits; (ii) it is continuous from the right
at all points in [a, b). We say that a function ψ : [a, ∞) → Rn belongs to the class
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PC([a, ∞);Rn), if ψ |[a,b] (ψ restricted on [a, b]) is in PC([a, b];Rn) for all b > a. Given
r > 0, a norm on PC([−r, 0];Rn) is defined as ‖φ‖ := sup−r 6 s 6 0 |φ(s)| for φ ∈
PC([−r, 0];Rn). For simplicity, PC is used for PC([−r, 0];Rn) if r is known and fixed.
Given x ∈ PC([−r, ∞);Rn) and for each t ∈ R+, let xt be an element of PC defined by





be a given impulsive switching signal associated with two index sets I










x′(t) = fik(t, xt , w(t)), t ∈ (tk, tk+1),
1x(t) = Ijk(t, xt− , w(t−)), t = tk,




where ξ ∈ PC is the initial data, w(t) : R+ → Rm is an input function assumed to be in
PC(R+;Rn), and xt− is defined by xt−(s) = x(t + s), for s ∈ [−r, 0), and xt−(0) = x(t−),
where x(t−) = lims→t− x(s) (similarly, w(t−) = lims→t− w(s)). For each i ∈ I and
j ∈ J , fi : R+ × PC × Rm → Rn and Ij : R+ × PC × Rm → Rn. The input
function w is assumed to be in PC(R+;Rn). Given w ∈ PC(R+;Rn) and i ∈ I , define
gi(t,φ) = fi(t,φ, w(t)) and suppose that gi : R+×PC → Rn is composite-PC (i.e., for any
function x ∈ PC([−r, ∞);Rn), the composite function t → gi(t, xt) is in PC(R+;Rn)),
quasi-bounded, and continuous in its second variable so that system (4.1.3) has at least one
solution (see [9]1). Moreover, each solution x belongs to the space PC([t0 − r, ∞);Rn) and
is continuous at each t 6= tk for t > t0.
In Section 4.3, we will focus on the input-to-state stability analysis of system (4.1.3) by
using the method of multiple Lyapunov functionals.
4.2 Invariance Principles for Switched Delay Systems
Since the classical LaSalle’s invariance principle (see, e.g., [101], [102]) has been proved to
be a powerful tool for the stability analysis of autonomous ordinary differential equations,
extensions of the original invariance principle have been derived for delay differential
equations. In the 1960’s, [63] established invariance principle for functional differential
equations, in which Lyapunov functionals were employed to discuss the extensions of
1In [9], the existence and uniqueness results are established for impulsive delay systems without switching. The case for system (4.1.3)
with switching is essentially the same, by an argument using the method of steps over all the switching/impulse intervals.
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LaSalle’s invariance principles. In the 1980’s, [60] extended the work of [63] and established
an invariance principle using Lyapunov-Razumikhin functions. Later, results in [63] and
[59] have been extended to neutral-type delay equations in [39] and [60], respectively. On
the other hand, as introduced in Section 3.2 of Chapter 3, several invariance principles for
switched systems are derived by various authors in recent years. Particulary, in Section 3.2,
we have established an invariance principle for impulsive switched systems and showed that
the invariance principle obtained can be useful in providing stability criteria for general
impulsive switched systems as well as in investigating practical systems.
Stability analysis of switched delay systems has attracted many researchers from various
fields, and stability criteria or stabilizing controllers have been obtained using techniques
combining the classical Lyapunov functional method for functional differential equations
and the new average dwell-time (or dwell-time) scheme for switched ordinary systems (see,
e.g., [1], [91], [92], [109], [179], [186], [194], [200]). In contrast, the idea of invariance-
like principles for switched delay systems has not yet been addressed and explored in the
literature.
In this section, we will extend LaSalle’s invariance principles to the switched delay system
described by (4.1.1). By introducing the notions of weak τ -invariance, τ -persistent mode,
and τ -persistent limit function, where τ > 0 is a weak dwell-time for the class of switching
signals considered in this section, both results of [60] and [63] are generalized to switched
delay systems with weak dwell-time switchings. Invariance principles under weak dwell-
time conditions for switched delay systems are established using both multiple Lyapunov
functionals and multiple Lyapunov-Razumikhin functions. Several stability and instability
criteria under weak dwell-time conditions for switched delay systems are then derived, as
important applications of the invariance principles obtained.
The rest of this section is organized as follows. Section 4.2.1 presents the preliminary
definitions and lemmas that are essential to prove weak invariance principles for switched
delay systems under weak dwell-time conditions. Section 4.2.2 is devoted to prove a weak
invariance principle using multiple Lyapunov functionals. Section 4.2.3 applies the weak
invariance principle to derive asymptotic stability criteria for switched delay systems, and
Section 4.2.4 shows an instability test for switched delay systems based on the invariance
principle obtained. Section 4.2.5 shows results parallel to those of Sections 4.2.2–4.2.4, now
using multiple Lyapunov-Razumikhin functions. Section 4.2.6 presents applications of the
main results by several examples.
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4.2.1 Preliminary Results
In this section, we formulate some preliminaries which are necessary to establish weak
invariance principles along the lines of [63] and [101], as well as [4] and [136]. Especially,
the notions of τ -persistent mode, τ -persistent limit, and weak τ -invariance are introduced
for switched delay systems and some preliminary results are established.
Definition 4.2.1 Assume that fi(0) = 0 for all i ∈ I such that x = 0 is a trivial solution of
system (4.1.1) for any σ ∈ S . The trivial solution of (4.1.1) is said to be
(S1) stable (with respect to S) if, for each ε > 0, there exists a δ = δ(ε) > 0 such that
‖φ‖ < δ implies that, for all σ ∈ S , x(φ, σ)(t) exists and |x(φ, σ)(t)| < ε for all t >0;
(S2) asymptotically stable (with respect to S) if (S1) is satisfied and there exists a ρ > 0
such that ‖φ‖ < ρ implies x(φ, σ)(t) → 0 as t → ∞;
(S3) globally asymptotically stable (with respect to S) if (S2) is satisfied with an arbitrary
ρ > 0;
(S4) unstable (with respect to S) if (S1) fails. ❑
Definition 4.2.2 A function χ is said to be a solution of the ith subsystem of (4.1.1) (or
(4.1.1.i)), for some i ∈ I , on an interval [α,β], if χ is defined on [α − r,β] and satisfies
(i) χ is continuous on [α − r,β];
(ii) χ is differentiable on [α,β] (for the end points α and β, only one-side derivatives are
required to exist); and
(iii) χ satisfies χ̇(t) = fi(χt) for all t ∈ [α,β]. ❑
Definition 4.2.3 Let V be a continuous functional from C to R, φ a function in C, and χ a
solution piece of (4.1.1.i) on [α,β], with α606β and β − α > 0, and χ0 = φ. If β > 0,
define the upper right-hand derivative of V with respect to the ith mode of (4.1.1) to be




[V(χh(φ))− V(φ)] . (4.2.1)
If α < 0, define the upper left-hand derivative of V with respect to the ith mode of (4.1.1)
to be




[V(χh(φ))− V(φ)] . (4.2.2)
❑
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The following proposition gives an alternative way to evaluate D+Vi and D−Vi without
explicit reference to solutions, provided that the functional V is locally Lipschitz, i.e., V is
Lipschitz continuous on each compact set of C.
Proposition 4.2.1 If V is a locally Lipschitz continuous functional from C to R, then
















where φi[h] is defined as follows:









φ(s + h), s ∈ [−r, −h],
φ(0)+ (s + h)fi(φ), s ∈ (−h, 0].
(4.2.5)









φ(s + h), s ∈ [−r − h, 0],
φ(−r)+ (s + r + h)fi(φ), s ∈ [−r, −r − h).
(4.2.6)
Proof. See [8, p. 53] for the proof for (4.2.3). The proof for (4.2.4) is similar. ❑
Definition 4.2.4 A family of functionals {Vi : i ∈ I} are called multiple Lyapunov func-
tionals (MLFs) for system (4.1.1) on a set G ⊂ C, if Vi is continuous on G, the closure of G,
and D+Vi(φ)60 for all φ ∈ G and i ∈ I . ❑
The following assumption imposes a condition on the evolution of the functionals along
a solution at switching instants, which serves the same purpose as Assumption 3.2.1 in
proving invariance principle for impulsive switched systems in Section 3.2 of Chapter 3. A
weaker version is stated here, which only stipulates conditions on a single functional Vi.
Assumption 4.2.1 For some i ∈ I and every pair of switching instants tj < tk such that
σ(tj) = σ(tk) = i, we have
Vi(xtk(φ, σ))6Vi(xtj+1(φ, σ)). ❑
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Remark 4.2.1 In other words, if Assumption 4.2.1 is satisfied for some i ∈ I , then the value
of Vi at the beginning of each interval on which σ = i does not exceed the value of Vi at
the end of previous such intervals (if one exists). This condition, together with the fact that
{Vi : i ∈ I} is a family of MLFs for system (4.1.1), ensures that Vi(xt(φ)) is nonincreasing
on the union of all the intervals where the ith subsystem is activated. ❑
Remark 4.2.2 It should be remarked that Assumption 4.2.1 imposes conditions on the
switching signal σ (hence S), the initial condition φ, and the solution x as a whole. As
mentioned in [69], in hybrid control systems, the switching signal is often generated by a
supervisory logic that guarantees, by construction, that assumptions such as Assumption
4.2.1 hold. ❑
Remark 4.2.3 Assumption 4.2.1 is trivially satisfied in the case of a common Lyapunov
functional (CLF), i.e., the family {Vi : i ∈ I} are identical for all i ∈ I . ❑
Following the treatment in Section 3.2 for impulsive switched systems, we propose only a
rather mild condition, i.e., the weak dwell-time condition as formulated in Definition 3.1.3,
on the switching signals. Let Sweak(τ ) denote the set of all switching signals with weak
dwell-time τ , and let S iweak(τ ) denote the set of switching signals with weak dwell-time τ




weak(τ ). For σ ∈ S iweak(τ ), we
call i a τ -persistent mode of σ to emphasize the weak dwell-time τ , which is of particular
interest for delay systems as will be demonstrated later in this Section.
For φ ∈ C and σ ∈ Sweak(τ ), let x(φ, σ) be a solution of system (4.1.1) with initial
condition φ and switching signal σ . The following definitions and lemmas are related to
this specific solution x(φ, σ).
Definition 4.2.5 Given some i ∈ I , an elementψ of C is called a τ -persistent limit function
of x(φ, σ) in the ith mode, if i is a τ -persistent mode of σ , with Di as the corresponding
τ -persistent domain, and there exists a sequence of sn ∈ Di, with sn → ∞ as n → ∞, such
that xsn(φ, σ) → ψ as n → ∞. The set of all such functions in C is called the τ -persistent
limit set of x(φ, σ) in the ith mode and is denoted by ωi(x(φ, σ)). ❑
Definition 4.2.6 For some τ > 0, a set M ⊂ C is called a weakly τ -invariant set with
respect to the ith mode of (4.1.1), if, for any ψ in M, there exists a solution piece χ of
(4.1.1.i) on [α,β], with α606β and β − α>τ , such that χ0 = ψ and χt ∈ M for all
t ∈ [α,β]. ❑
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Definition 4.2.7 The solution x(φ, σ) is said to weakly approach a set M ⊂ C in the ith




dist(xt(φ, σ), M) = 0,
where dist(ψ , M) forψ ∈ C is defined by dist(ψ , M) = infχ∈M ‖ψ − χ‖. ❑
Clearly, the above definitions extend Definitions 3.2.4–3.2.6 from Rn to C.
Lemma 4.2.1 If i ∈ I is a τ -persistent mode of σ ,Di is the corresponding τ -persistent domain,
and the solution x(φ, σ) is bounded in the ith, i.e., there exists a positive real number b such
that ‖xt(φ, σ)‖ 6b for all t ∈ Di, then the family of functions {xt(φ, σ) : t ∈ Di, t > r}
belongs to a compact subset of C.
Proof. Define
B := {ψ ∈ C : ‖ψ‖ 6b, ˙‖ψ‖6b′},
where b is the bound specified in the Lemma condition and b′ is a positive real number such
that fi maps the bounded set {ψ ∈ C : ‖ψ‖ 6b} into the bounded set {x ∈ Rn : |x| 6b′}
for all i ∈ I . It is clear that the family {xt(φ, σ) : t ∈ Di, t > r} is contained in B. Moreover,
by Arzela-Ascoli’s compactness criterion,B is a compact subset of C. ❑
Lemma 4.2.2 If i ∈ I is a τ -persistent mode of σ and the solution x(φ, σ) is bounded in the
ith mode, thenωi(x(φ, σ)) is a nonempty, compact, and weakly τ -invariant set with respect to
the ith mode of (4.1.1). Moreover, x(φ, σ) weakly approaches ωi(x(φ, σ)) in the ith mode as
t → ∞.
Proof. From Lemma 4.2.1, the family of functions {xt(φ, σ) : t ∈ Di, t > r} belongs to a
compact subset B of C and B could be defined as in the proof of Lemma 4.2.1. Since i is
a persistent mode, there must be a sequence {sn} in Di such that xsn(φ, σ) has a limit in B.
This shows that ωi(x(φ, σ)) is not empty. Clearly,ωi(x(φ, σ)) is a subset of the compact set
B. Thus to show that ωi(x(φ, σ)) is compact, it suffices to show that ωi(x(φ, σ)) is closed.
To show that ωi(x(φ, σ)) is closed, suppose ψn ∈ ωi(x(φ, σ)) approaches ψ as n → ∞.





∥ < 1/n, for each n. Now given any ε > 0, choose n sufficiently
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for n large enough, which shows ψ ∈ ωi(x(φ, σ)) and therefore ωi(x(φ, σ)) is closed. It
follows that ωi(x(φ, σ)) is compact.
The last assertion of the lemma can be shown by contradiction. Suppose that there





∥ >δ for all ψ ∈ ωi(x(φ, σ)). Now since xsn(φ, σ) belongs to B,
which is compact, there must exist a subsequence of xsn(φ, σ) which converges to some
ψ ∈ ωi(x(φ, σ)). This contradicts with the inequality above and hence the last assertion of
the lemma holds.
Finally, we show that ωi(x(φ, σ)) is weakly τ -invariant with respect to the ith mode of
(4.1.1), i.e., for anyψ inωi(x(φ, σ)), there exists a solution piece χ of (4.1.1.i) on [α− r,β],
with α606β and β − α>τ , such that χ0 = ψ and χt ∈ ωi(x(φ, σ)), ∀t ∈ [α,β].
Since ψ ∈ ωi(x(φ, σ)), there exists an increasing sequence of sn ∈ Di such that sn → ∞
and xsn(φ, σ) → ψ as n → ∞. Moreover, we can pick sn so that there exists a sequence
of intervals [τ2n−1, τ2n] which verifies that, for all n, sn ∈ [τ2n−1, τ2n] ⊂ Di. By this choice,
x(φ, σ) satisfies the ith subsystem on [τ2n−1, τ2n], i.e.,
ẋ(φ, σ)(t) = fi(xt(φ, σ)), ∀t ∈ [τ2n−1, τ2n].
Moreover,x(φ, σ)(t) is continuously differentiable on [τ2n−1, τ2n] and continuous on [τ2n−1−
r, τ2n], according to Remark 4.1.1. Putting
αn = τ2n−1 − sn and βn = τ2n − sn, (4.2.7)
then βn − αn >τ and αn 606βn. Define a sequence of functions χn as
χn(t) := x(φ, σ)(t + sn), t ∈ [αn − r,βn].
It follows that χn satisfies
χ̇n(t) = fi(χnt ), χnt = xt+sn(φ), ∀t ∈ [αn,βn]. (4.2.8)
It is clear that χn is continuously differentiable on [αn,βn] and continuous on [αn − r,βn].
To show convergence of (some subsequence of) χn, we need to consider χn as a sequence
of functions defined on a common interval [α−r,β]. Moreover, to show weak τ -invariance,
we require β − α>τ and α606β. Consider two cases.
Case (i) If either lim supn→∞ βn = ∞ or lim infn→∞ αn = −∞, we can choose [α,β] =
[0, τ ] or [α,β] = [−τ , 0], respectively, and an appropriate subsequence of χn, which we can
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keep the same designation, such that (4.2.8) is satisfied on [α,β], while χn is defined and
continuous on [α− r,β], and continuously differentiable on [α,β]. It is clear that β−α>τ
and α606β.
Case (ii) If both αn and βn are bounded sequences. Choose subsequences of αn and βn, with
the same designation, such that αn → α and βn → β, as n → ∞. It is clear that β − α>τ
and α606β. However, [α − r,β] might not be a common subinterval of [αn − r,βn]. We
need to extend χn to [α,β], if [α − r,β] 6⊂ [αn − r,βn] for some n. If α < αn, define
χn(t) := χn(αn − r), t ∈ [α − r,αn − r).
If β > βn, define
χn(t) := χn(βn), t ∈ (βn,β].
Note that (4.2.8) is only guaranteed for t ∈ [αn,βn], even if χn is now defined on [α − r,β]
for all n. However, we do have αn → α and βn → β, as n → ∞.
In both cases, what we have obtained is a sequence of functions χn defined on a common
interval [α − r,β], with β − α>τ and α606β.
We proceed to show that χn, as a sequence of functions defined on [α − r,β], has a
subsequence that uniformly converges to a function χ on [α − r,β]. Since xt(φ, σ) is
bounded by some b > 0 for all t >0, it follows that χn is uniformly bounded by b on
[α − r,β]. Moreover, still let b′ be the positive real number such that fi maps the bounded
set {ψ ∈ C : ‖ψ‖ 6b} into the bounded set {x ∈ Rn : |x| 6b′} for each i ∈ I . Define
B′ := {ψ ∈ C([α − r,β];Rn) : ‖ψ‖ 6b, ˙‖ψ‖6b′},
where C([α − r,β];Rn) denotes the space of continuous functions with domain [α − r,β]
and range in Rn. By Arzela-Ascoli’s compactness criterion, B′ is a compact set. It is clear
that, for both cases, the sequence of χn belongs to B′ and therefore χn has a subsequence,
still designated by χn, converges to some function, sayχ , on [α− r,β] in the uniform norm.
Hence χ is continuous on [α − r,β]. Moreover, for each t ∈ (α,β), we have χ̇(t) = fi(χt)
(note that, in the second case, t ∈ (α,β) implies that t ∈ (αn,βn) for n sufficiently large).
Since χ̇(t) = fi(χt) is uniformly continuous on (α,β), we have that limt→α+ χ̇(t) and
limt→β− χ̇(t) exist and equal χ̇(α+) and χ̇(β−) (the right-hand derivative at t = α and
left-hand derivative at t = β), respectively. Hence, by continuity, χ̇(t) = fi(χt) for all
t ∈ [α,β], and χ is a solution piece of (4.1.1.i) on [α,β]. Moreover, χ0 = limn→∞ χn0 =
4.2 invariance principles for switched delay systems 123
limn→∞ xsn(φ, σ) = ψ . Finally, we have χt = limn→∞ χnt = limn→∞ xt+sn(φ), for any
fixed t in (α,β). For a fixed t ∈ (α,β), put s′n = t + sn. According to (4.2.7) and the
fact that αn → α and βn → β, as n → ∞, s′n ∈ [τ2n−1, τ2n] for n sufficiently large. Since
σ = i on [τ2n−1, τ2n] and τ2n − τ2n−1 >τ , it follows that χt ∈ ωi(x(φ, σ)) for all t ∈ (α,β).
Since ωi(x(φ, σ)) is closed and χt is continuous on [α,β],χα and χβ belong to ωi(x(φ, σ)).
Therefore, ωi(x(φ, σ)) is shown to be weakly τ -invariant with respect to the ith mode of
(4.1.1) and the proof is complete. ❑
4.2.2 A Weak Invariance Principle
In this section, we apply MLFs to establish a weak invariance principle for switched delay
systems.
Let {Vi : i ∈ I} be a family of MLFs for (4.1.1) on G ⊂ C. For some τ > 0, define Ei to
be the set of all φ ∈ G such that there exists a solution piece χ of (4.1.1.i) on some interval
[α,β], with β − α > 0 and α606β, satisfying χ0 = φ and Vi(χt) ≡ c, some constant, on
[α,β]. Let Mi(τ ) be the largest set in Ei that is weakly τ -invariant with respect to the ith
mode of (4.1.1).
Theorem 4.2.1 Let {Vi : i ∈ I} be a family of MLFs for (4.1.1) on G, x(φ, σ) be a solution
of (4.1.1) such that xt(φ, σ) remains in G for t >0, i ∈ I be a τ -persistent mode of σ , and
x(φ, σ) is bounded in the ith mode. Suppose, in addition, Assumption 4.2.1 is satisfied for this
i. Then x(φ, σ) weakly approaches Mi(τ ) ∩ V−1i (c), for some c, in the ith mode as t → ∞.
Proof. By Lemma 4.2.2, xt(φ, σ) has a nonempty ω-limit set ωi(x(φ, σ)). We proceed to
show that ωi(x(φ, σ)) ⊂ Ei. Let Di be the τ -persistent domain of the ith mode of σ . The
conditions on Vi imply that Vi(xt(φ, σ)) is nonincreasing on Di. Moreover, Vi(xt(φ, σ))
is bounded from below on Di, since {xt(φ, σ) : t ∈ Di} belongs to a compact set of C




Vi(xt(φ, σ)) = c.
For anyψ ∈ ωi(x(φ, σ)), there exists a sequence sn ∈ Di such that sn → ∞ and xt(φ, σ) →
ψ as n → ∞. It follows by continuity of Vi that
Vi(ψ) = lim
n→∞
Vi(xsn(φ, σ)) = limt→∞
t∈Di
Vi(xt(φ, σ)) = c.
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Hence, Vi(ψ) = c for all ψ ∈ ωi(x(φ, σ)) and ωi(x(φ, σ)) ⊂ V−1i (c). By Lemma 4.2.2,
ωi(x(φ, σ)) is weakly τ -invariant with respect to the ith mode of (4.1.1), i.e., for each
ψ ∈ ωi(x(φ, σ)), there exists a solution piece χ of (4.1.1.i) on some interval [α,β] with
α606β andβ−α>τ such thatχ0 = ψ andχt ∈ ωi(x(φ, σ)) for all t ∈ [α,β]. Therefore,
Vi(χt) = c for all t ∈ [α,β]. It follows that ωi(x(φ, σ)) ⊂ Ei. By the definition of Mi(τ )
and because ωi(x(φ, σ)) is weakly τ -invariant with respect to the ith mode of (4.1.1), we
haveωi(x(φ, σ)) ⊂ Mi(τ ) ⊂ Ei. From lemma 4.2.2, x(φ, σ)weakly approachesωi(x(φ, σ))
in the ith mode and therefore it weakly approaches Mi(τ ) ∩ V−1i (c) in the ith mode. This
completes the proof. ❑
The definition we choose for Ei gives a more precise characterization of the set Mi. The
following proposition sometimes gives a more convenient way for locating Ei (hence Mi).








Before we apply the invariance principle obtained in Theorem 4.2.1 to derive some stability
results, we need to introduce a local stability result for switched delay systems by MLFs. In
this section and later on, we use the notation Br to denote the set {φ ∈ C : ‖φ‖ < r} for any
r > 0 and C0 the set {φ ∈ C : φ(0) = 0}.
Proposition 4.2.3 Suppose that
(i) {Vi : i ∈ I} is a family of MLFs for (4.1.1) on Bρ for some ρ > 0 satisfying
u(|φ(0)|)6Vi(φ)6v(‖φ‖), ∀φ ∈ Bρ , i ∈ I ,
where u and v are of class K; and
(ii) Assumption 4.2.1 is satisfied for all i ∈ I .
Then the trivial solution x = 0 of system (4.1.1) is stable.
Proof. Given any ε ∈ (0, ρ), we let δ0 = ε and define δ1, δ2, · · · , δN recursively such that
δj+1 < δj and v(δj+1) < u(δj) for j = 0, 1, 2, · · · , N − 1, where N is the cardinality of I .
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Stability follows from the following claim.
Claim. ‖φ‖ < δN implies |x(φ, σ)(t)| < ε for all t >0.
Proof of the Claim. Assume t1 is the first switching instant and the ith subsystem is
activated on [t0, t1]. Then conditions on Vi imply that
u(|x(φ, σ)(t)|)6Vi(xt(φ, σ))6Vi(φ)
6v(‖φ‖)6v(δN ) < u(δN−1)6u(ε), ∀t ∈ [0, t1].
This gives |x(φ, σ)(t)| < δN−1 6ε, t ∈ [0, t1]. Since ‖φ‖ < δN < δN−1 6ε, it follows that





∥ < δN−1. Now assume t2 is the second switching instant and jth subsystem
is activated on [t1, t2]. Assume without loss of generality that N >2 and j 6= i. Then
conditions on Vi imply that
u(|x(φ, σ)(t)|)6Vj(xt(φ, σ))6Vj(xt1(φ, σ))
6v(‖φ‖)6v(δN−1) < u(δN−2)6u(ε), ∀t ∈ [t1, t2].
This gives |x(φ, σ)(t)| < δN−2 6ε, t ∈ [t1, t2]. Since ‖φ‖ < δN−1 < δN−2 6ε, it follows





∥ < δN−2. The remaining of this proof is to repeat the above
procedure over all switching instants. At each switching time, we may encounter either the
case where a subsystem among the family is activated for the first time or the case where a
subsystem activated once before is active again. In the former case, we can use the previous
argument and show |x(φ, σ)(t)| < δN−m 6ε on the current dwell interval, where m6N is
such that |x(φ, σ)(t)| < δN−m+1 6ε holds on the previous dwell interval. In the latter case,
Assumption 4.2.1 ensures that |x(φ, σ)(t)| < δN−n 6ε is conserved for the current dwell
interval, where n is the number of subsystems that have been activated up to (and includ-
ing) the current instant (not counting multiplicity). Since there exist only N subsystems
in the family, the latter case can occur at most N times. Therefore |x(φ, σ)(t)| < δ0 6ε is
guaranteed for all t >0. This proves the claim and completes the proof. ❑
Remark 4.2.4 It is clear from the proof of Proposition 4.2.3 that, as far as only local stability
is concerned, we can actually replace Assumption 4.2.1 by the following weaker one: for
some i ∈ I and every pair of switching instants tj < tk such that σ(tj) = σ(tk) = i and tj is
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the first time the ith mode is activated, we have
Vi(xtk(φ, σ))6Vi(xtj(φ, σ)). (4.2.9)
Inequality (4.2.9) is weaker than the one in Assumption 4.2.1, since it only requires that the
value of Vi at the beginning of each interval on which σ = i doest not exceed the value of
Vi at the very first time the ith mode is activated. This observation is in accordance with the
case of general switched nonlinear systems not involving time-delays (see Theorem 2.4.1
and Remark 2.4.1 in Chapter 2). ❑
Theorem 4.2.2 Suppose that the conditions of Proposition 4.2.3 hold. Then the trivial solution
x = 0 of system (4.1.1) is asymptotically stable with respect to S iweak(τ ), provided that τ > r
and Mi(τ ) ⊂ C0. If τ > r and
⋃
i∈I Mi(τ ) ⊂ C0, then the trivial solution x = 0 of system
(4.1.1) is asymptotically stable with respect to Sweak(τ ).
Proof. Lyapunov stability of x = 0 follows from Proposition 4.2.3. Given some ε0 > 0, let
δ(ε0) be the local stability constant found in the proof for Proposition 4.2.3 (δN (ε0) there).
Then any solution enters Bδ(ε0) will remain in Bδ(ε0) for all future time. We claim that Bδ(ε0)
is a domain of attraction for (4.1.1), i.e., any solution starting from Bδ(ε0) converges to 0.
Actually, since ‖xt(φ, σ)‖ < ε0, x(φ, σ) is a bounded solution. According to Theorem 4.2.1,




dist(xt(φ, σ), Mi(τ )) = 0. (4.2.10)
To show that xt(φ, σ) → 0 as t → ∞, choose an arbitrary ε ∈ (0, ε0) and let δ(ε) be
the local stability constant found in the proof for Proposition 4.2.3 (δN there). Then any
solution enters Bδ(ε) will remain in Bε for all future time. Now (4.2.10) implies that there
exists some T1 >0 such that
dist(xt(φ, σ), Mi(τ )) <
δ(ε)
2
, ∀t >T1, t ∈ Di.
Particularly, there exists an interval [T2, T3] ⊂ Di with T2 >T1 and T3 − T2 >τ > r such
that
dist(xt(φ, σ), Mi(τ )) <
δ(ε)
2
, ∀t ∈ [T2, T3],
which implies that, for each t ∈ [T2, T3], there exists someψt ∈ Mi(τ ) such that
‖xt − ψt‖ < δ(ε). (4.2.11)
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Since Mi(τ ) ⊂ C0, it follows from (4.2.11) that
|x(t)| < δ(ε), ∀t ∈ [T2, T3].




∥ < δ(ε) and hence |x(φ, σ)(t)| < ε for all t >T3,
i.e., we have shown x(φ, σ)(t) → 0 as t → ∞. Hence the trivial solution is asymptotically






Theorem 4.2.3 Suppose that
(i) {Vi : i ∈ I} is a family of MLFs for (4.1.1) on C satisfying
u(|φ(0)|)6Vi(φ)6v(‖φ‖), ∀φ ∈ C, i ∈ I ,
where u and v are of class KL; and
(ii) Assumption 4.2.1 is satisfied for all i ∈ I .
Then the trivial solution x = 0 of system (4.1.1) is globally asymptotically stable with respect to
S iweak(τ ), provided that τ > r and Mi(τ ) ⊂ C0. If τ > r and
⋃
i∈I Mi(τ ) ⊂ C0, then the trivial
solution x = 0 of system (4.1.1) is globally asymptotically stable with respect to Sweak(τ ).
Proof. Lyapunov stability remains the same. To show global attraction, we only have to
show that the constant δ(ε0) in the proof for Theorem 4.2.2 can be chosen to be arbitrarily
large, provided that ε0 is given sufficiently large. Now given any ε0 > 0, we let δ0 = ε0 and
define δ1,δ2, · · · ,δN recursively such that v(δj+1) = u(δj/2) for j = 0, 1, 2, · · · , N −1, where
N is the cardinality of I . Since u(δj/2) < u(δj), it is clear that this choice of δ1, δ2, · · · , δN
is in accordance with that in the proof of Proposition 4.2.3. Moreover, as ε0 → ∞, so is δ1,
δ2, · · · , and δN . Therefore δ(ε0) = δN (ε0) can be arbitrarily large if ε0 is given sufficiently
large. This completes the proof. ❑
Remark 4.2.5 It is clear from the proof of Theorem 4.2.2 that, if we have Mi(τ ) = {0}
or
⋃
i∈I Mi(τ ) = {0}, then the conclusions of Theorems 4.2.2 and 4.2.3 hold without the
restriction τ > r. However, as shown by examples later in Section 4.2.6, if we want to show
Mi(τ ) = {0} or
⋃
i∈I Mi(τ ) = {0}, it is often (if not always) required that τ > r. ❑
The following corollary follows immediately from Theorem 4.2.3.
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Corollary 4.2.1 Suppose that the conditions of Theorem 4.2.3 are satisfied. If for some i ∈ I ,
D+Vi(φ) < 0 and D−Vi(φ) < 0 for all φ ∈ C such that |φ(0)| 6= 0, then the trivial solution
x = 0 of system (4.1.1) is globally asymptotically stable with respect to S iweak(τ ) for any τ > r.
If D+Vi(φ) < 0 and D−Vi(φ) < 0 for all φ ∈ C such that |φ(0)| 6= 0 and all i ∈ I , then
the trivial solution x = 0 of system (4.1.1) is globally asymptotically stable with respect to
Sweak(τ ) for any τ > r.
4.2.4 Instability
The following theorem gives a test for instability of switched delay systems based on the
invariance principle given by Theorem 4.2.1.
Theorem 4.2.4 Let G be a subset of C such that 0 ∈ G. Assume that there exist a family of
MLFs {Vi : i ∈ I} for (4.1.1) on G such that, for some i ∈ I ,
(i) Mi(τ ) ∩ G is either empty or zero,
(ii) Vi(φ) < ε on G when φ 6= 0,
(iii) Vi(0) = ε and Vi(φ) = ε when φ = ∂G, where ∂G is the boundary of G.
Suppose, in addition, that Assumption 4.2.1 is satisfied for this i. Then given φ ∈ G ∩ Bρ ,
for any ρ > 0, and φ 6= 0, the solution xt(φ, σ) intersects ∂Bρ in finite time, provided that
σ ∈ S iweak(τ ) and 0 ∈ Di.
Proof. For any ρ > 0, let φ ∈ G ∩ Bρ and φ 6= 0. Conditions on Vi imply that Vi is
nonincreasing on Di. Moreover, 0 ∈ Di and hence
Vi(xt(φ, σ))6Vi(φ) < ε, (4.2.12)
as long as t ∈ Di and xt(φ, σ) remains in G ∩ Bρ . If xt(φ, σ) remains in the bounded set
G ∩ Bρ for all t ∈ Di, then, by Theorem 4.2.1, x(φ, σ) weakly approaches Mi(τ ) = {0} in
the ith mode. However, Vi(0) = ε. This contradicts (4.2.12). Therefore, there exists some
s > 0 (not necessarily s ∈ Di) such that xs(φ, σ) ∈ ∂(G ∩ Bρ). Since Vi(φ) = ε on ∂G, we
must have xs(φ, σ) ∈ ∂Bρ and the theorem is proved. ❑
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4.2.5 Extensions by Multiple Lyapunov-Razumikhin Functions
As pointed out in the introduction, [60] extended the work of [63] by using Lyapunov-
Razumikhin function. One of the major advantages of the results in [60] is that a Lyapunov-
Razumikhin function can be easier to find than a Lyapunov functional from a practical point
of view. In this section, we incorporate the idea of [60] and establish an invariance principle
for switched delay systems using multiple Lyapunov-Razumikhin functions. The results in
this section are based on the results established in the previous sections using MLFs and,
therefore, can be seen as a unification of the results of [60] and [63], now in the hybrid
switching setting.
Some notations for using Lyapunov-Razumikhin functions are introduced in the follow-
ing, which are parallel to those for MLFs.
Definition 4.2.8 Let V be a continuous function from Rn to R, φ a function in C, and χ a
solution piece of (4.1.1.i) on [α,β], with α606β and β − α > 0, and χ0 = φ. If β > 0,
define the upper right-hand derivative of V with respect to the ith mode of (4.1.1) to be




[V(χh(φ)(0))− V(φ(0))] . (4.2.13)
If α < 0, define the upper left-hand derivative of V with respect to the ith mode of (4.1.1)
to be




[V(χh(φ)(0))− V(φ(0))] . (4.2.14)
❑
Remark 4.2.6 If V(x) is continuously differentiable, then (4.2.13) and (4.2.14) reduce to
D+Vi(φ(0)) = D−Vi(φ(0)) = ∇V(φ(0)) · fi(φ),
where ∇ is the gradient. ❑
Definition 4.2.9 A family of continuous functions {Vi : i ∈ I} from Rn to R are called
multiple Lyapunov-Razumikhin functions (MLRFs) for system (4.1.1) on a set G ⊂ C
if, for each i ∈ I , Vi is continuous on Rn and, for all φ ∈ G such that Vi(φ(0)) =
max−r 6 s 6 0 Vi(φ(s)), we have D+Vi(φ(0))60 . ❑
The following proposition bridges the notions of MLFs and MLRFs.
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Proposition 4.2.4 Let {Vi : i ∈ I} be a family of MLRFs for (4.1.1) on G. Then the family of
functionals {V i : i ∈ I}, defined by
V i(φ) := max
−r 6 s 6 0
Vi(φ(s)), (4.2.15)
are a family of MLFs for (4.1.1) on G.
Proof. It can be shown that
D+V i(φ)60,
for each φ ∈ G and i ∈ I (see, e.g., [62, p. 152]). Therefore, {V i : i ∈ I} form a family of
MLFs for (4.1.1) on G. ❑
Let {Vi : i ∈ I} be a family of MLRFs for (4.1.1) on G ⊂ C. The notation V i refers
exclusively to the one defined in (4.2.15). For some τ > 0, define Ei to be the set of all φ ∈ G
such that there exists a solution piece χ of (4.1.1.i) on some interval [α,β], with β − α > 0
and α606β, satisfying χ0 = φ and V i(χt) ≡ c, some constant, on [α,β]. Let Mi(τ ) be
the largest set in Ei that is weakly τ -invariant with respect to the ith mode of (4.1.1).
The following results follow immediately from those in the previous section.
Theorem 4.2.5 (Weak Invariance) Let {Vi : i ∈ I} be a family of MLRFs for (4.1.1) on G,
x(φ, σ) be a solution of (4.1.1) such that xt(φ, σ) remains in G for t >0, i ∈ I be a τ -persistent
mode of σ , and x(φ, σ) is bounded in the ith mode. Suppose, in addition, that Assumption
4.2.1 is satisfied for V i with this i. Then x(φ, σ) weakly approaches Mi in the ith mode as
t → ∞.
Proposition 4.2.5 (Local Stability) Suppose that
(i) {Vi : i ∈ I} is a family of MLRFs for (4.1.1) on Bρ for some ρ > 0 satisfying
u(|x|)6Vi(x)6v(|x|), ∀ |x| < ρ, i ∈ I ,
where u and v of class K; and
(ii) Assumption 4.2.1 is satisfied for V i with all i ∈ I .
Then the trivial solution x = 0 of system (4.1.1) is stable.
4.2 invariance principles for switched delay systems 131
Proof. It is easy to see that
u(|φ(0)|)6V i(φ)6v(‖φ‖), ∀φ ∈ Bρ , i ∈ I.
The conclusion follows from Proposition 4.2.3. ❑
Theorem 4.2.6 (Asymptotic Stability) Suppose that the conditions of Proposition 4.2.5 hold.
Then the trivial solution x = 0 of system (4.1.1) is asymptotically stable with respect to
S iweak(τ ), provided that τ > r and Mi(τ ) ⊂ C0. If τ > r and
⋃
i∈I Mi(τ ) ⊂ C0, then the trivial
solution x = 0 of system (4.1.1) is asymptotically stable with respect to Sweak(τ ).
Theorem 4.2.7 (Global Asymptotic Stability) Suppose that
(i) {Vi : i ∈ I} is a family of MLRFs for (4.1.1) on C satisfying
u(|x|)6Vi(x)6v(|x|), ∀x ∈ Rn, i ∈ I ,
where u and v are of class KL; and
(ii) Assumption 4.2.1 is satisfied for V i with all i ∈ I .
Then the trivial solution x = 0 of system (4.1.1) is globally asymptotically stable with respect
to S iweak(τ ), provided that τ > r and Mi(τ ) ⊂ C0. If
⋃
i∈I Mi(τ ) ⊂ C0, the trivial solution
x = 0 of system (4.1.1) is globally asymptotically stable with respect to Sweak(τ ).
Corollary 4.2.2 (Global Asymptotic Stability) Suppose that the conditions of Theorem 4.2.7
are satisfied. If for some i ∈ I , D−Vi(φ(0)) < 0 for all φ ∈ C such that |φ(0)| 6= 0 and
Vi(φ(0)) = max−r 6 s 6 0 Vi(φ(s)), then the trivial solution x = 0 of system (4.1.1) is glob-
ally asymptotically stable with respect to S iweak(τ ) for any τ > r. If D
−Vi(φ(0)) < 0 for
all i ∈ I and all φ ∈ C such that |φ(0)| 6= 0 and Vi(φ(0)) = max−r 6 s 6 0 Vi(φ(s)), then
the trivial solution x = 0 of system (4.1.1) is globally asymptotically stable with respect to
Sweak(τ ) for any τ > r.
Remark 4.2.7 It is pointed out that, compared to Corollary 4.2.1, Corollary 4.2.2 requires a
slightly stronger weak dwell-time condition τ > r and a Razumikhin-type condition only on
the upper left-hand derivative of Vi. ❑
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Proof. To show that Mi(τ ) = {0}, we pick any ψ ∈ Mi and assume that ψ 6= 0. There
exists a solution piece χ of (4.1.1.i) on [α,β] with β − α>τ > r such that χ0 = ψ and
χt ∈ Mi(τ ) for all t ∈ [α,β]. By the definition of Mi(τ ), V i(χt) is constant on [α,β].
Then there must exist some θ ∈ (α,β] such that Vi(χθ (0)) = max−r 6 s 6 0 Vi(χθ (s)). By
the conditions on Vi, this would imply D
−Vi(χθ (0)) < 0. However, as Vi(χt(0)) attains a
local maximum at t = θ , we have D−Vi(χθ (0))>0, which is a contradiction. Therefore,
Mi = {0} and the conclusions of the corollary follow from Theorem 4.2.7. ❑
Theorem 4.2.8 (Instability) Let G be a subset of C such that 0 ∈ G. Assume that there exist
a family of MLRFs {Vi : i ∈ I} for (4.1.1) on G such that, for some i ∈ I ,
(i) Mi(τ ) ∩ G is either empty or zero,
(ii) V i(φ) < ε on G when φ 6= 0,
(iii) Vi(0) = ε and V i(φ) = ε when φ = ∂G, where ∂G is the boundary of G.
Suppose, in addition, that Assumption 4.2.1 is satisfied for V i with this i. Then given φ ∈
G ∩ Bρ , for any ρ > 0, and φ 6= 0, the solution xt(φ, σ) intersets ∂Bρ in finite time, provided
that σ ∈ S iweak(τ ) and 0 ∈ S iweak(τ ).
4.2.6 Examples
Example 4.2.12 Consider
ẋ(t) = aσx3(t)+ bσx3(t − r), (4.2.16)
















χ6(s)ds, ∀t ∈ [α,β].
2The example is modified from Example (3.2) in Chapter 5 of [62], which was originally due to [103].
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Differentiating Vi(χt) at t = 0 (assume α < 0 and β > 0) gives







Hence {Vi : i ∈ I} forms a family of MLFs for (4.2.16) on C if |bi| 6 |ai| for all i ∈ I .
Moreover,
(I) if ai < 0 and |bi| 6 |ai| for all i ∈ I , then condition (i) of Theorem 4.2.3 is satisfied.
Assume that Assumption 4.2.1 is satisfied for all i ∈ I .
(i) If |bi| < |ai| for some i ∈ I , then, in view of Proposition 4.2.2 and (4.2.17),
Ei ⊂ {φ ∈ C : φ(0) = φ(−r) = 0} ⊂ C0. Theorem 4.2.3 implies that
the solution x = 0 of (4.2.16) is globally asymptotically stable with respect to
S iweak(τ ) for τ > r.
3
(ii) If bi = ai for some i ∈ I , then, in view of Proposition 4.2.2 and (4.2.17),
Ei ⊂ {φ ∈ C : φ(0) = −φ(−r)}. Choose any ψ ∈ Mi(τ ). Since Mi(τ ) is
weakly τ -invariant with respect to the ith mode of (4.2.16) and Mi(τ ) ⊂ Ei,
there exists a solution pieceχ of (4.1.1.i)on [α,β],with 0 ∈ [α,β] andβ−α>τ ,
such that χ0 = ψ and χt ∈ Mi(τ ) ⊂ Ei ⊂ {φ ∈ C : φ(0) = −φ(−r)} for all
t ∈ [α,β], i.e., χ(t) = −χ(t − r) for all t ∈ [α,β], which implies ẋ(t) ≡ 0 on
[α,β] and hence χ(t) ≡ c, some constant, on [α,β]. If τ > r,χ(t) = −χ(t − r)
implies c = 0 and henceψ = 0. Therefore Mi(τ ) = {0}. Theorem 4.2.3 implies
that x = 0 is globally asymptotically stable with respect to S iweak(τ ) for τ > r.
(iii) If, for each i ∈ I , either |bi| < |ai| or bi = ai, then, summarizing (i) and
(ii) above, the solution x = 0 of (4.2.16) is globally asymptotically stable with
respect to Sweak(τ ) for τ > r.
(II) If ai > 0 and |bi| < ai (or bi = ai) for some i ∈ I , then the set G = {φ ∈ C :
Vi(φ) < 0} is nonempty. As before, if τ > r, we can show that Mi(τ ) = {0}. Choosing
ε = 0 in Theorem 4.2.4 shows that x = 0 is unstable with respect to S iweak(τ ) for









3With τ > r, we can also directly show that Mi(τ ) = {0} as in case (ii) below.
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Then










If |bi| 6 |a| and ai >a for all i ∈ I , then V is a CLF for (4.2.16) on C. Assumption 4.2.1 is
trivially satisfied if we choose Vi = V for each i ∈ I . Using the same argument as in the
case of MLFs, we can show that, if ai < 0 for all i ∈ I and, for each i ∈ I , either |bi| < |a|
or bi = a, where a = max{ai : i ∈ I}, then the trivial solution x = 0 of (4.2.16) is globally
asymptotically stable with respect to Sweak(τ ) for τ > r.
Remark 4.2.8 As we can see, getting rid of Assumption 4.2.1 by a CLF approach, more
severe conditions on the coefficients ai and bi are required. ❑
CLRF Approach:
(I) If ai < 0 and |bi| 6 |ai| for all i ∈ I , define




for all i ∈ I . Then
D+Vi(φ(0)) = D−Vi(φ(0)) = aiφ4(0)+ biφ(0)φ3(−r),
and, clearly, V is a CLRF for (4.2.16) on C. Assumption 4.2.1 is trivially satisfied for
all i ∈ I . If |bi| < |ai| for some i ∈ I , then by Corollary 4.2.2, the trivial solution
x = 0 of (4.2.16) is globally asymptotically stable with respect to S iweak(τ ) for any
τ > r. If |bi| < |ai| for all i ∈ I , then the trivial solution x = 0 of (4.2.16) is globally
asymptotically stable with respect to Sweak(τ ) for any τ > r.





and Vp′(x) ≡ 0 for all p′ ∈ I such that p′ 6= p. Then
D+Vi(φ(0)) = D−Vi(φ(0)) = −aiφ4(0)− biφ(0)φ3(−r),
and, clearly, {Vi : i ∈ I} is a family of MLRFs for (4.2.16) on C. the set G = {φ ∈ C :
V i(φ) < 0} is nonempty. If τ > r, as in the proof for Corollary 4.2.2, we can show
that Mi(τ ) = {0}. Choosing ε = 0 in Theorem 4.2.8 shows that x = 0 is unstable
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with respect to S iweak(τ ) for τ > r, provided that Assumption 4.2.1 is satisfied for V i
with this i. ❑
Remark 4.2.9 By using a CLRF, not only do we get rid of Assumption 4.2.1, we also get
less conservative stability conditions on the coefficients ai and bi, compared to the CLF
approach. ❑
Example 4.2.24 Consider the system
Aσ ẍ(t)+ Bσx(t) =
∫ r
0
Fσ (θ)x(t − θ)dθ , (4.2.19)
where σ : R+ → I is a switching signal. For each i ∈ I , ai, bi, and Fi are symmetric n × n
matrices and Fi is continuously differentiable. Let
Hi = bi −
∫ r
0
Fi(θ)dθ , i ∈ I ,





Aσ ẏ(t) = −Hσx(t)+
∫ r
0
Fσ (θ)[x(t − θ)− x(t)]dθ.
(4.2.20)
The stability analysis of (4.2.20) is summarized in the following theorem, which general-
izes Theorem 3.5 in Chapter 5 of [62] to the hybrid setting.
Theorem 4.2.9 (i) If ai > 0, Hi > 0, Fi(θ)>0 on [0, r], Ḟi(θ)60 on [0, r], for all i ∈ I ,
and there exists a θ0 in [0, r] and some i0 ∈ I such that Ḟi0(θ0) < 0, then the trivial
solution (0, 0) of (4.2.20) is globally asymptotically stable with respect to S i0weak(τ ) with
τ > r. If, for each i ∈ I , there exists a θ0 in [0, r] such that Ḟi(θ0) < 0, then the trivial
solution (0, 0) of (4.2.20) is globally asymptotically stable with respect to Sweak(τ ) with
τ > r.
(ii) If ai > 0, Hi > 0, Ḟi ≡ 0, and Fi > 0 for all i ∈ I , then all solutions of (4.2.20) are
bounded and the τ -persistent limit set of any solution in the i0-th mode must be generated
by r-periodic solution pieces of the ordinary system
ẋ = y, Ai0 ẏ = −Bi0 x. (4.2.21)
4This example is modified from Example (3.11) in Chapter 5 of [62].
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(iii) If ai > 0, Hi < 0, Fi(r)>0, Ḟi 60 on [0, r], for all i ∈ I , and there exists a θ0 and some
i0 ∈ I such that Ḟi0(θ0) < 0, then the trivial solution (0, 0) of (4.2.20) is unstable with
respect to σ ∈ S i0weak(r).
Proof. Let φ, ψ be the initial values for x, y in (4.2.20) and define, for each i ∈ I ,






[φ(−θ)− φ(0)]T Fi(θ)[φ(−θ)− φ(0)]dθ.
It is easy to show that





[φ(−θ)− φ(0)]T Ḟi(θ)[φ(−θ)− φ(0)]dθ
60, ∀i ∈ I , (4.2.22)
if the conditions in (i), (ii), or (iii) are satisfied. If either (i) or (iii) is satisfied, then
there exists some subinterval of [0, r], say Iθ0 , such that Ḟi0(θ) < 0 for θ ∈ Iθ0 . From
(4.2.22), either D+Vi0(φ,ψ) = 0 or D−Vi0(φ,ψ) = 0 implies that φ(θ) − φ(0) = 0 for
θ ∈ Iθ0 . From Proposition 4.2.2, Ei0 ⊂ {(φ,ψ) : φ(θ) = φ(0), ∀θ ∈ Iθ0}. Now choose any
(φ,ψ) ∈ Mi0(τ ). Let (x, y) be a solution piece of (4.2.20.i0) on [α,β], with 0 ∈ [α,β] and
β − α>τ , such that (x0, y0) = (φ,ψ) and (xt , yt) ∈ Mi0(τ ) for all t ∈ [α,β]. It follows
that x(t − θ) = x(t) for all t ∈ [α,β] and θ ∈ Iθ0 . Therefore x(t) ≡ c, a constant, on [α,β].
From (4.2.20), this implies that y(t) = 0 on [α,β] and hence Hi0 c = 0. Either Hi0 < 0 or
Hi0 < 0 in (i), (ii), or (iii). We must have c = 0. Therefore Mi0(τ ) ⊂ C0.
(1) If conditions in (i) are satisfied, Theorem 4.2.3 implies that the trivial solution (0, 0) of
(4.2.20) is globally asymptotically stable with respect to S(τ , i0) with τ > r. If, for each
i ∈ I , there exists a θ0 such that Ḟi(θ0) < 0, then the trivial solution (0, 0) of (4.2.20) is
globally asymptotically stable with respect to Sweak(τ ) with τ > r.
(2) If conditions in (iii) are satisfied, then, by defining G = {Vi0(φ,ψ) < 0}, Theorem 4.2.4
implies that (0, 0) is unstable.
(3) If conditions in (ii) are satisfied, then Ḟi0 ≡ 0 and either D+Vi0(φ,ψ) = 0 or
D−Vi0(φ,ψ) = 0 would imply that φ(−r) = φ(0). From Proposition 4.2.2, Ei0 ⊂
{(φ,ψ) : φ(−r) = φ(0)}. Now choose any (φ,ψ) ∈ Mi0(τ ) and let (x, y) be a solution
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piece of (4.2.20.i0) on [α,β], with 0 ∈ [α,β] and β − α>τ , such that (x0, y0) = (φ,ψ)
and (xt , yt) ∈ Mi0(τ ) for all t ∈ [α,β]. It follows that x(t) satisfies x(t − r) = x(t) for
all t ∈ [α,β], and so does y(t). The fact that x(t − r) = x(t) for all t ∈ [α,β] implies
that
∫ t
t−r x(s)ds ≡ c, a constant, on [α,β]. Integrating the second equation of (4.2.20),
with σ = i0, from t − r to t, where t ∈ [α,β], gives









Fi0[x(s − θ)− x(s)]dθds
= −Hi0 c.
Then Hi0 > 0 implies that c = 0. Therefore, with σ = i0, (4.2.20) reduces to (4.2.21)
and (x, y) satisfies (4.2.21) on [α,β] and (x, y) is periodic with period r.
The proof is complete. ❑
4.3 Input-to-State and Integral Input-to-State Stability
In Section 3.3 of Chapter 3, we introduced and studied input-to-state stability for impulsive
switched systems. In this section, we will study input-to-state stability (ISS) and inte-
gral input-to-state stability (iISS) properties of general hybrid systems with time-delay as
described by system (4.1.3).
We mention that the notions of ISS/iISS have been generalized to nonlinear time-delay
systems by various authors. In the seminal paper [169], the notion of ISS is extended to time-
delay systems and sufficient conditions for ISS are investigated using Lyapunov-Razumkhin
theorems. In [151], the method of Lyapunov functionals is proposed for studying ISS/iISS
of time-delay systems and several sufficient conditions for ISS/iISS of time-delay systems
are presented. In [195], a link is established between exponential stability of an unforced
system and the ISS of time-delay systems using the method of Lyapunov functionals. It
is also pointed out in [195] that the characterization of ISS/iISS for nonlinear time-delay
systems remains a difficult task despite the recent progress. More recently, the work of [36]
investigates both ISS and iISS for nonlinear impulsive systems with time delays. Sufficient
conditions for ISS/iISS are established using the Lyapunov-Razumikhin method.
As we study input-to-state properties of system (4.1.3), the method of multiple Lyapunov
functionals (sometimes called Lyapunov functionals by some authors) will be used. In
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contrast with the Lyapunov-Razumkhin method presented in [36], it is well-known that
the method of Lyapunov functionals are sometimes more general than the Lyapunov-
Razumkhin method in the sense that the latter can be considered as a particular case of
the method of Lyapunov functionals [94, Section 4.8, p. 254] (see also [151]), which is also
demonstrated earlier in the Section 4.2 where we derived an invariance principle using
MLRFs as an corollary of the result obtained using MLFs. The advantages in using the
Lyapunov-Razumkhin method mostly lies in the fact that Lyapunov functions are general
easier to find than Lyapunov functionals. For a more detailed discussion on the advantages
and disadvantages of both methods in different situations, see [62, Section 5.5, pp. 164–165].
Therefore, it is worthwhile to study ISS properties of time-delay systems using the method of
Lyapunov functionals, as shown in [151] and [195]. However, as far as impulsive stabilization
of time-delay systems are concerned, the Lyapunov functional method is usually more
difficult than the Lyapunov-Razumkhin method. The reason is that, in general, we cannot
expect an impulse that occurs at a discrete time to bring the value of a functional down
instantaneously, whereas, in the Lyapunov-Razumkhin method, the value of a function can
subside simultaneously as the impulse occurs. For impulsive stabilization of time-delay
systems using the Lyapunov functional methods, see [115] and [160]. Moreover, there
have been no studies in the literature on the input-to-state properties of hybrid time-delay
systems with both switching and impulse effects. The main objective of this section is to
establish some results in this direction. It is also shown that the results to be presented in this
section can be applied to systems with arbitrarily large delays and, therefore, improve those
results in [36], [115], and [160]. Moreover, due to existence of different switching modes in
system (4.1.3), we employ multiple Lyapunov functionals, in the spirit of work in [20] on
multiple Lyapunov functions for switched systems.
The rest of this chapter is organized as follows. In Section 4.3.1, the concepts of input-
to-state stability and integral input-to-state stability for general hybrid systems with time-
delay as described by system (4.1.3) are presented. The main results on ISS/iISS, presented
in Section 4.3.2, give sufficient conditions for input-to-state stability and integral input-
to-state stability of impulsive switching hybrid time-delay systems in terms of Lyapunov
functionals. Several examples are presented in Section 4.3.4 to illustrate the main results.
This chapter is summarized by Section 4.4.
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4.3.1 Preliminaries
We assume that, for each i ∈ I and j ∈ J , fi(t, 0, 0) ≡ Ij(t, 0, 0) ≡ 0 so that system (4.1.3),
without input, admits a trivial solution.
Definition 4.3.1 System (4.1.3) is said to be uniformly input-to-state stable (ISS) over a
certain class of signals S , if there exist functions β ∈ KL and γ ∈ K∞, independent of




in S , such that, for each initial data
ξ ∈ PC and input function w ∈ PC(R+;Rn), the solution x of (4.1.3) exists globally and
satisfies
|x(t)| 6β(‖ξ‖ , t − t0)+ γ ( sup
t0 6 s 6 t
|w(s)|).
Definition 4.3.2 System (4.1.3) is said to be uniformly integral input-to-state stable (ISS)
over a certain class of signals S , if there exist functions β ∈ KL and α, γ ∈ K∞, indepen-




in S , such that, for each initial
data ξ ∈ PC and input function w ∈ PC(R+;Rn), the solution x of (4.1.3) exists globally
and satisfies











The above definitions extend Definitions 3.3.1 and 3.3.2 to hybrid systems with time-
delay, and are parallel to the ones given in [36], [67], and [151]. A minor distinction from the
definitions in [36] is that we consider the inputs to the continuous dynamics and the discrete
dynamics of system (4.1.3), namely w(t) in both (4.1.3a) and (4.1.3b), to be the same. This
simpler formulation is, nevertheless, without loss of generality. If given wc(t) ∈ Rm1 as the
input for the continuous dynamics and wd(t) ∈ Rm2 as the input for the discrete dynamics
(as in [36]), we can let w(t) = [wc(t) wd(t)] ∈ Rm1+m2 and redefine fi and Ij accordingly to
achieve the formulation in (4.1.3).
A function v : R+ × Rn → R+ is said to belong to class ν1 and we write v ∈ ν1,
if, for each function x ∈ PC(R+;Rn), the composite function t → v(t, x(t)) is also in
PC(R+;Rn) and can be discontinuous at some t ′ ∈ R+ only if t ′ is a discontinuity point
of x. A functional v : R+ × PC → R+ is said to belong to class ν2 and we write v ∈ ν2, if,
for each function x ∈ PC([−r, ∞);Rn), the composite function t → v(t, xt) is continuous
in t for t >0.
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To investigate the ISS/iISS properties of system (4.1.3), which has different modes of the
continuous dynamics given by
{
fi : i ∈ I
}
, we shall choose accordingly a family of multiple
Lyapunov functionals {Vi : i ∈ I}, where each Vi : R+ × PC → R+ is given by
Vi(t,φ) = V i1(t,φ(0))+ V i2(t,φ).
We shall assume that the family
{
V i1 : i ∈ I
}
are of class ν1 and the family
{
V i2 : i ∈ I
}
are of class ν2. The intuitive idea is to break the Lyapunov functionals Vi into a function
part V i1, which can effectively reflect the impulse effects, and a functional part V
i
2, which
is indifferent to impulses, so that the difficulties in analyzing the impulse effects using
Lyapunov functionals can be overcome.
To effectively analyze a family of multiple Lyapunov functionals {Vi : i ∈ I} for system
(4.1.3), we introduce the upper right-hand derivative of Vi with respect to the ith mode of
system (4.1.3), for each i ∈ I , at (t,φ) ∈ R+ × PC is defined by





Vi(t + h, xt+h(t,φ))− Vi(t,φ)
]
, (4.3.1)
where x(t,φ) is a solution to the ith mode of system (4.1.3a) satisfying xt = φ, i.e.,
x(t) = x(t,φ) satisfies xt0 = φ and x′(t) = fi(t, xt , w(t)) for t ∈ (t0, t0 + h), where h > 0
is some positive number. Clearly, the definition in (4.3.1) for the functional D+Vi(t,φ) is
parallel to the definition in (4.2.1) for the switched delay system (4.1.1), now with domain
R+ × PC instead of R+ × C.
Moreover, for a function v : R → R, D+v(t) is the upper right-hand derivative of v(t)
defined by









be an impulsive switching signal and x be a solution to system (4.1.3) on
[tk, tk+1). Define
v(t) = Vik(t, xt) = V i1(t, x(t))+ V i2(t, xt), t ∈ [tk, tk+1)
The above definitions for the upper right-hand derivative of a function v(t) and a functional
Vi, with respect to the ith mode of system (4.1.3a), are connected by D
+v(t) = D+Vik(t, xt)
for t ∈ (tk, tk+1). With this in mind, the functional D+Vi(t,φ) can be very useful in
characterizing the evolution of the Lyapunov functional Vi(t,φ) along the solutions of the
ith subsystem of (4.1.3a), which also attests the effectiveness of the Lyapunov functional
method.
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4.3.2 Input-to-State Stability
Given δ > 0, letS iinf(δ),S
i
sup(δ),Sinf(δ), andSsup(δ), be the classes of generalized dwell-time
impulsive switching signals defined in Section 3.1.1.
Our first result is concerned with ISS properties of system (4.1.3), in the case when all the
subsystems governing the continuous dynamics of (4.1.3) are stable and the impulses, on
the other hand, are destabilizing. Intuitively, the conditions in the following theorem consist
of four aspects (corresponding to each of the conditions): (i) the Lyapunov functionals
satisfy certain positive definite and decrescent conditions; (ii) the jumps induced by the
destabilizing impulses satisfy certain growth conditions; (iii) there exist some negative
estimates of the upper right-hand derivatives of the functionals with respect to each stable
mode of (4.1.3); and (iv) the estimates on the derivatives and the growth by jumps satisfy
certain balancing conditions in terms of the dwell-time lower bounds.
Theorem 4.3.1 Suppose that there exist a family of functions
{
V i1 : i ∈ I
}
of class ν1 and a
family of functionals
{
V i2 : i ∈ I
}
of class ν2, functions α1,α2,α3, and χ of class K∞, positive
constants λ > 0, ρi >1, δi, and µi > λ (i ∈ I) such that, for all i, ĩ ∈ I , j ∈ J , t ∈ R+,
x ∈ Rn, y ∈ Rm, and φ ∈ PC,
(i) α1(|x|)6V i1(t, x)6α2(|x|) and 06V i2(t,φ)6α3(‖φ‖);




∣) and V ĩ2(t,φ)6ρiV
i
2(t,φ);
(iii) D+Vi(t,φ)6 − µiVi(t,φ)+ χ(|w(t)|), where Vi(t,φ) = V i1(t,φ(0))+ V i2(t,φ);
(iv) ln ρi < (µi − λ)δi.
Moreover, suppose that supi∈I ρi < ∞, inf i∈I δi > 0, and inf i∈I µi > λ. Then system (4.1.3)




inf(δi). In particular, if δ = supi∈I δi < ∞, system (4.1.3) is
uniformly ISS over Sinf(δ).
Proof. In view of condition (iv) and that supi∈I ρi < ∞, inf i∈I δi > 0, and inf i∈I µi > λ,
we can choose a positive constant c such that
ρie
−(µi−λ)δi < 1, −µi + 1/c + λ < 0, cρie−µiδi + ρi/µi < c,
for all i ∈ I . Let x be a solution to (4.1.3), (tk, ik, jk) be the corresponding impulsive
and switching signal, and w(t) a given input function. Set v1(t) = V ik1 (t, x(t)), v2(t) =
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V
ik
2 (t, xt), and v(t) = v1(t)+ v2(t), for t ∈ [tk, tk+1) and k ∈ Z+. It is clear that v(t) defines
a right-continuous function on [t0, ∞). We shall show that
v(t)eλ(t−t0)6α(‖ξ‖)+ ceλ(t−t0)χ( sup









∣), t > t0, (4.3.2)
where α = α2 + α3. For convenience, write the RHS of (4.3.2) as u(t) and χ̄(t) =
χ(supt0 6 s 6 t |w(s)|). It is clear that (4.3.2) holds for t = t0. Define
t∗ := inf
{
t ∈ [t0, t1) : v(t)eλ(t−t0) > u(t)+ ε
}
,
where ε > 0 is an arbitrarily fixed number. It is clear that t∗(ε) = t1 implies
v(t)eλ(t−t0)6u(t)+ ε,
for all t ∈ [t0, t1). Therefore, if t∗(ε) = t1 for all ε > 0, we must have that (4.3.2) holds on
[t0, t1). Suppose this is not the case, i.e., t∗(ε∗) < t1 for some ε∗ > 0. It follows that
v(t∗)eλ(t
∗−t0) = u(t∗)+ ε∗ > 0,
which, by (4.3.2), implies that v(t∗) > cχ̄(t∗). Hence condition (iii) of the theorem shows
that
D+[v(t∗)eλ(t∗−t0)] < (−µi0 +
1
c
+ λ)v(t∗)eλ(t∗−t0) < 0,
which clearly contradicts how t∗ is chosen. Therefore, (4.3.2) holds on [t0, t1). Now suppose
that (4.3.2) is true on [t0, tm), where m>1. We will show that (4.3.2) holds on [tm, tm+1) as
well. First, based on the inductive assumption, we estimate v(t−m )e
λ(tm−t0). Since
D+v(t)6 − µim−1 v(t)+ χ(|w(t)|), t ∈ [tm−1, tm),
we can obtain, by integration, that
eµim−1 tm v(t−m )− eµim−1 tm−1 v(tm−1)6
1
µim−1
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On the other hand, from (4.3.2) on [t0, tm), we have
v(tm−1)e
λ(tm−1−t0)6u(tm−1). (4.3.4)














































i.e., (4.3.2) holds for t = tm. Applying the argument used to show (4.3.2) on [t0, t1), we can
prove that (4.3.2) is true on [tm, tm+1). By induction, (4.3.2) is true for all t > t0. Rewrite
(4.3.2) as
v(t)6α(‖ξ‖)e−λ(t−t0) + cχ( sup

































t0 6 s 6 t
|w(s)|).
Since this estimate is independent of a particular impulsive and switching signal, it follows
from a standard argument that there exist functionsβ andγ , still independent of a particular
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impulsive and switching signal, such that the estimate in Definition 4.3.1 for x(t) holds,
which implies uniform ISS of (4.1.3). The above estimate also establishes boundedness
of the state, which further implies global existence of solutions (see [9]). The proof is
complete. ❑
Remark 4.3.1 Theorem 4.3.1 is sufficiently general to cover the situation that the index sets
I and J are infinite sets. If I is a finite index set, then supi∈I ρi < ∞, inf i∈I δi > 0,
and inf i∈I µi > λ are trivially satisfied in view of the theorem conditions. Moreover,
condition (iv) can be replaced by a simpler one ln ρi < µiδi, since λ > 0 can be chosen to
be sufficiently small such that condition (iv) holds. ❑
Remark 4.3.2 Condition (iii) in Theorem 4.3.1 implies that each of the continuous dynam-
ics is ISS (see [151]). Nevertheless, condition (ii) does not rule out that each of the discrete
dynamics can be destabilizing (ρi >1). Theorem 4.3.1 shows that system (4.1.3) is ISS, if
it satisfies a dwell-time lower bound condition given by condition (iv). In other words, if
the impulses and switching occur not too frequently, the ISS properties of a hybrid time-
delay system with stable continuous dynamics can be retained despite the destabilizing
impulses. ❑
Remark 4.3.3 Condition (ii) not only imposes a condition on the impulse functions Ij, it
also characterizes possible jumps in the values of the multiple Lyapunov functionals Vi at the
impulsive and switching times. Actually, even if there are no impulses, a comparison factor
among the multiple Lyapunov functions is necessary for the average dwell-time approach
to the stability analysis of switched systems (see, e.g., [107] and [174], and the factorµ>1 in
their results). ❑
Remark 4.3.4 The positive constant λ plays a role in characterizing the ISS/iISS properties
with a “stability margin” (similar to stability margin of linear systems). This is similar to
the generalized concept of eλt -weighted ISS/iISS properties, introduced in [174]. ❑
The second result is concerned with ISS properties of system (4.1.3), in the case when
all the subsystems governing the continuous dynamics of (4.1.3) can be unstable and the
impulses, on the other hand, are stabilizing. Intuitively, the conditions in the following
theorem consist of four aspects (corresponding to each of the conditions): (i) the Lyapunov
functionals satisfy certain positive definite and decrescent conditions; (ii) the jumps induced
by the stabilizing impulses satisfy certain diminishing conditions; (iii) there exist some
4.3 input-to-state and integral input-to-state stability 145
positive estimates of the upper right-hand derivatives of the functionals with respect to
each unstable mode of (4.1.3); and (iv) the estimates on the derivatives and the growth by
jumps satisfy certain balancing conditions in terms of the dwell-time upper bounds.
Theorem 4.3.2 Suppose that there exist a family of functions
{
V i1 : i ∈ I
}
of class ν1 and a
family of functionals
{
V i2 : i ∈ I
}
of class ν2, functions α1, α2, α3, χ of class K∞, positive
constants ρi < 1, λ, δi, κi, and µi (i ∈ I) such that, for all i, ĩ ∈ I , j ∈ J , t ∈ R+, x ∈ Rn,
y ∈ Rm, and φ ∈ PC,
(i) α1(|x|)6V i1(t, x)6α2(|x|) and 06V i2(t,φ)6α3(‖φ‖);








(iii) D+Vi(t,φ)6µiVi(t,φ)+ χ(|w(t)|), where Vi(t,φ) = V i1(t,φ(0))+ V i2(t,φ);
(iv) ln ρ̄i < −(µi + λ)δi, where ρ̄i = ρi + κieλr .
Moreover, suppose that supi∈I δi < ∞, δ = inf i∈I δi > 0, and supi∈I µi < ∞. Then system




sup(δi). In particular, system (4.1.3) is uniformly ISS over
Ssup(δ).
Proof. Let v(t) and χ̄(t) be the same as in the proof for Theorem 4.3.1. In view of condition
(iv) and that supi∈I ρi < ∞ and supi∈I µi < ∞, we can choose positive constants M, c1,
and c2 such that
M > eµiδi , ρ̄ie
µiδi c1 + µieµiδi < c1, c2 > e(µi+λ)δi , ρ̄ie(µi+λ)δi < 1.









for t > t0, where α = α2 + α3. For convenience, let u(t) denote the RHS of (4.3.5). For
k ∈ Z+, condition (iii) on [tk, tk+1) implies that
e−µik t v(t)− e−µik tk v(tk)6
∫ t
tk
e−µik sχ(|w(s)|)ds, t ∈ [tk, tk+1),
which gives
v(t)6v(tk)e
µik (t−tk) + µik e
µik δik χ̄(t), (4.3.6)
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for t ∈ [tk, tk+1) and k ∈ Z+. Note that (4.3.6) implies (4.3.5) on [t0, t1). Now suppose that
(4.3.5) is true on [t0, tm). We will show that (4.3.5) holds on [tm, tm+1) as well. By condition











−λ(tm−t0) + κim sup
−r 6 s<0


















µimδim c1 + µim eµimδim
]
eλ(t−t0)χ̄(t)














i.e., (4.3.5) holds on [tm, tm+1). Hence, by induction, (4.3.5) is true for all t > t0. The rest of
the proof is the same as that of Theorem 4.3.1. The proof is complete. ❑
The following corollary is an immediate consequence of Theorem 4.3.2 and gives alter-
native sufficient conditions for ISS of system (4.1.3).
Corollary 4.3.1 Suppose that there exist positive constants α1, α2, α3, and p such that condi-
tions (i), (ii), and (iv) in Theorem 4.3.2 are replaced by the following
(i’) α1 |x|p 6V i1(t, x)6α2 |x|p and 06V i2(t,φ)6α3 ‖φ‖p;





(iv’) ln ρ̄i < −(µi + λ)δi, where ρ̄i = ρi + α3α1 e
λr ,
and condition (iii) and all other assumptions remain the same. Then the same conclusions
hold as in Theorem 4.3.2.
Proof. It suffices to verify that condition (ii) in Theorem 4.3.2 is satisfied with κi = α3α1 . ❑
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Remark 4.3.5 If I is a finite index set, then supi∈I δi < ∞, inf i∈I δi > 0, and supi∈I µi <
∞ are trivially satisfied in view of the theorem conditions, and, moreover, condition (iv)
can be replaced by a simpler one ln (ρi + κi) < −µiδi, since λ > 0 can be chosen to be
sufficiently small such that condition (iv) holds. ❑
Remark 4.3.6 Condition (iii) in Theorem 4.3.2 implies that each of the continuous dynam-
ics can be unstable (µi > 0). Nevertheless, condition (ii) implies that each of the discrete
dynamics is stabilizing (ρi<1). Theorem 4.3.2 shows that system (4.1.3) is ISS, if it satisfies
a dwell-time upper bound condition given by condition (iv). In other words, if the impulses
are applied sufficiently frequently, a hybrid time-delay system with unstable continuous
dynamics can be impulsively stabilized in the ISS/iISS sense. ❑
Remark 4.3.7 Condition (ii) characterizes the key distinction of the idea of impulsive
stabilization of time-delay systems using the method of Lyapunov functionals. According
to condition (ii), it is only required that the function part of Vi (i.e., V
i
1) is stabilized by the
impulses, which is reasonable, since we cannot expect an impulse that occurs at a discrete
time to bring the value of a purely functional part of Vi (e.g., an integral of φ) down. The
factor κi plays a role in estimating the functional part of Vi in terms of Vĩ with memory
(Corollary 4.3.1 gives such an example), which eventually leads to condition (iv), where the
dwell-time conditions are given depending on the delay size r and the factor κi. It appears
that the delay size r and the factor κi have to be sufficiently small such that ρi + κieλr < 1
(implied by condition (iv)). However, as we can see from the examples in the next section,
we can always add a tuning parameter as the coefficient of V i2 and hence make κi sufficiently
small (of course, by doing so, more burden is going to be placed on V i1 and the estimates
µi in condition (iii) can become larger, which eventually leads to more restrictions on δi).
The restriction on the delay size r can also be resolved using this technique. It is therefore
remarked that Theorem 4.3.2 can be applied to system (4.1.3) with arbitrarily large delays,
whereas the results in [36] and [115] both have restrictions on the delay size. ❑
Remark 4.3.8 Theorems 4.3.1 and 4.3.2 each provide a set of sufficient Lyapunov condi-
tions to check for ISS properties of an impulsive and switching hybrid time-delay system.
Therefore, the construction of Lyapunov functionals are crucial in applying these results.
Although no universal rules exist on how to construct these functionals, there are some
guidelines on how to choose them. As for Lyapunov functionals for linear time-delay
systems, there are some commonly used candidates to perform stability analysis of such
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systems, as summarized in the survey paper [155]. It can be seen that these functionals
usually consist of two parts, a function part, which can be a quadratic function, and a
functional part, which is usually an integral whose form varies depending on the right-hand
sides of the systems being studied. These guidelines are well demonstrated by the examples
to be presented in Section 4.3.4. Under these guidelines, and with the help of linear or
non-linear feedback controllers, hopefully one can find suitable Lyapunov functionals that
can satisfy all the conditions for ISS/iISS in Theorems 4.3.1 and 4.3.2. Moreover, condi-
tions in Theorems 4.3.1 and 4.3.2 are only sufficient conditions for ISS/iISS of the impulsive
and switching hybrid time-delay systems being investigated. Whether these conditions are
necessary or what are the necessary conditions for ISS/iISS of such systems remains an
interesting problem to be investigated. ❑
4.3.3 Integral Input-to-State Stability
As shown in [163], iISS is a weaker notion than that of ISS and can be characterized by
a weaker Lyapunov condition. In a similar spirit, the following two theorems on iISS of
system (4.1.3) are formulated with a weaker condition on continuous dynamics.
Theorem 4.3.3 If all the conditions in Theorem 4.3.1 hold, except that condition (iii) is
replaced by
(iii’) D+Vi(t,φ)6 (χ(|w(t)|)− µi)Vi(t,φ)+ χ(|w(t)|),




inf(δi). In particular, (4.1.3) is uniformly
iISS over Sinf(δ).
Proof. Choose a positive constant c such that
ρe(−µi+λ)δi < 1, 1 < cρe−µiδi + ρi < c, ∀i ∈ I.















∣), t > t0, (4.3.8)
where α = α2 + α3 and E(t, s), for t > s > t0, is defined by
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for t ∈ [tk−1, tk) and k >1. Note that (4.3.9) implies (4.3.8) on [t0, t1). Now suppose that
(4.3.8) is true on [t0, tm), where m>1. We will show that (4.3.8) holds on [tm, tm+1) as well.
First, based on the inductive assumption, we estimate v(t−m )e





























































∣) = u(tm). (4.3.11)
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6u(t), t ∈ [tm, tm+1).
i.e., (4.3.2) is true on [tm, tm+1). By induction, (4.3.2) is true for all t > t0. To show uniform
iISS of (4.1.3), note that
E(t, t0)α(‖ξ‖) = α(‖ξ‖)+ (E(t, t0)− 1)α(‖ξ‖)
6α(‖ξ‖)+ 12 α
2(‖ξ‖)+ 12 [E(t, t0)− 1]
2 . (4.3.12)
Define ϑ1(r) = r + r
2
2 and ϑ2(r) =
1
2(e
r − 1)2 + rer , r >0. It is clear that ϑ1 and ϑ2 are both















Uniform iISS of (4.1.3) follows from the previous inequality by a standard argument, and
global existence of solutions follows from the boundedness of the state (see [9]). The proof
is complete. ❑
Since condition (iii’) in Theorem 4.3.3 is weaker than condition (iii) in Theorem 4.3.1,
the following is an immediate consequence of Theorem 4.3.3.






Theorem 4.3.4 If all the conditions in Theorem 4.3.2 hold, except that condition (iii) is
replaced by
(iii”) D+Vi(t,φ)6 (χ(|w(t)|)+ µ)Vi(t,φ)+ χ(|w(t)|),




sup(δi). In particular, system (4.1.3) is
uniformly iISS over Ssup(δ).
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Proof. Instead of showing (4.3.5), we can show that
v(t)eλ(t−t0)6E(t, t0)
[












∣), t > t0,
where E(t, t0) is defined as in the proof of Theorem 4.3.3 and the constants are chosen as in
the proof of Theorem 4.3.2. The proof can be completed by induction and the argument is
similar to that in the proof of Theorem 4.3.2. The details are omitted. ❑
Since condition (iii”) in Theorem 4.3.4 is weaker than condition (iii) in Theorem 4.3.2,
the following is an immediate consequence of Theorem 4.3.4.







In this section, we present several examples to illustrate our main results.
Example 4.3.1 Consider the following nonlinear impulsive switched delay system
{
x′(t) = −sat(x(t))+ aik sat(x(t − τ))+ bik sat(w(t)), t ∈ (tk, tk+1),
1x(t) = cjk sat(w(t−)), t = tk,
(4.3.13a)
(4.3.13b)
where aik , bik ∈ {−0.2, −0.1, 0.1, 0.2}, cjk ∈ [−12 ,
1
2 ], and sat(x) is a saturation function
defined by sat(x) = 12(|x + 1| − |x − 1|).
To investigate the ISS properties of (4.3.13), let I , {1, 2, 3, 4} and J , [−12 ,
1
2 ]. For
i ∈ I and j ∈ J , let [a1 a2 a3 a4] = [b1 b2 b3 b4] = [−0.2 − 0.1 0.1 0.2] and cj = j.
Choose Lyapunov functionals Vi(t,φ) = V i1(t,φ(0))+ V i2(t,φ), with





e2(|x|−1), |x| > 1,
and
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where κ > 0. Condition (i) of Theorem 4.3.1 is clearly satisfied. Next we verify condition


















∣ > 1, it is implied that |φ(0)| > 12 . We have





ee2(|φ(0)|−1) = eV i1(t,φ(0)), |φ(0)| > 1,
2e |φ(0)|2 = 2eV i1(t,φ(0)), |φ(0)| ∈ (12 , 1],
where the fact that 2x2 > e2(x−1), for x ∈ (12 , 1], is used. Moreover, V ĩ2(t,φ)62V i2(t,φ).
In either case, condition (ii) is verified with ρi ≡ 2e. Now we check condition (iv). If












6 − (2 − |ai| (κ + 2)− 2 |bi|)V i1(t,φ(0))−
κ




























6 − 2e2(|φ(0)|−1)(1 − |bi|)Vi(t,φ)+ |ai|
[
2e2(|φ(0)|−1) |sat(φ(−r))|
− sat2(φ(−r))+ (κ + 1)
]
6 − (2 − |ai| (κ + 2)− 2 |bi|)V i1(t,φ(0))−
κ










where, to derive the second inequality above, we have used the fact that −x2 + 2bx + (κ +
1)62b + κ6b(κ + 2), for x ∈ [0, 1], b >1, and κ > 0. Therefore, taking
µi = − min
{
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condition (iii) of Theorem 4.3.1 is satisfied, provided that 2 − |ai| (κ + 2) − 2 |bi| > 0 for
all i ∈ I . According to Theorem 4.3.1 (and Remark 4.3.1), if δi > 1+ln 2µi for all i ∈ I , then




inf(δi). For illustration, choosing κ = 0.2 and
r = 0.1, we can compute from (4.3.14) that µ1 = µ4 = 1.16 and µ2 = µ3 = 1.58, which
gives dwell-time conditions δ1 = δ4 > 1.4596 and δ2 = δ3 > 1.0716. Simulation results for
system (4.3.13) with these parameters are shown in Figure 4.1. ❑
Next, we apply Theorems 4.3.3 and 4.3.4 to study integral input-to-state stability of a
bilinear impulsive switched delay system.






















p x(t)+ Bikp x(t − r))
+ Cik w(t), t ∈ (tk, tk+1),
1x(t) = Djk x(t−)+ Ejk w(t−), t = tk,
(4.3.15a)
(4.3.15b)
where ik ∈ I , jk ∈ J , and both I and J are finite index sets. For each i ∈ I and j ∈ J ,
p = 1, 2, · · · , m, Ai, Aip, Bip, and Dj are in Rn×n, and Ci and Ej are in Rn×m. The input
function w is in Rm and its components are wp, p = 1, 2, · · · , m.
The ISS properties of (4.3.15) obtained by Theorems 4.3.3 and 4.3.4 are summarized in
the following proposition.
Proposition 4.3.1 If
(i) all Ai are Hurwitz and Pi are positive definite matrices such that A
T
i Pi + PiAi = −I and
there exist triples of positive numbers (µi, ρi, δi), i ∈ I , such that δi > ln ρiµi >0 and













P−1i (In + Dj)
T Pĩ(In + Dj)
)
, (4.3.16)





inf(δi). In particular, for δ = maxi∈I δi, system (4.3.15) is uniformly
iISS over Sinf(δ).
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(a) An impulsive and switching signal
 
 
 ik ∈{1, 2, 3, 4} (switching)
jk ∈[-0.5, 0.5] (impulse)







(b) System response with exponentially decaying input













(c) System response with bounded input 
and random valued impulses
Figure 4.1 Simulation results for Example 4.3.1.
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λmax(In + Dj)T(In + Dj), (4.3.17)




sup(δi). In particular, for
δ = mini∈I δi, system (4.3.15) is uniformly iISS over Ssup(δ).
Proof. (i) Choose Vi(t,φ) = V i1(t,φ(0))+ V i2(t,φ), with V i1(t, x) = x2 and



































V i2(t,φ)+ χ1ε (|w(t)|), (4.3.18)
where χ1ε is a function in K∞ which depends on ε. On the other hand, with Ij(t,φ, y) =
Djφ(0)+ Ejy, we can show
V ĩ1(t,φ(0)+ Ij(t,φ, y)) =
[




(In + Dj)φ(0)+ Ejy
]




P−1i (In + Dj)
T Pĩ(In + Dj)
)





where χ2ε is also a function in K∞ which depends on ε. In view of (4.3.16), (4.3.18), and
(4.3.19), we can choose ε > 0 sufficiently small such that condition (ii) in Theorem 4.3.1




the conclusion follows from Theorem 4.3.3.
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where ε > 0. Similar to (4.3.18) and (4.3.19), we can compute
D+Vi(t,φ)6
(
χ1ε (|w(t)|)+ λmax(ATi + Ai)+ 2ε
)
Vi(t,φ(0))+ χ1ε (|w(t)|), (4.3.20)
and
V ĩ1(t,φ(0)+ Ij(t,φ, y))6 (1 + ε)max
j∈J
λmax(In + Dj)T(In + Dj)





Moreover, checking condition (ii) of Theorem 4.3.2, we have
V i2(t,φ)6εr ‖φ(s)‖2 6εrV ĩ1(t + s,φ(s)). (4.3.22)
In view of (4.3.17), (4.3.20), (4.3.21), and (4.3.22), we can choose ε > 0 and λ > 0
sufficiently small such that conditions (ii) and (iv) in Theorem 4.3.2 and condition (iv) in
Theorem 4.3.4 hold with constants µi,ρi, δi, and κi = εr. The conclusion follows from that
of Theorem 4.3.4. ❑
Remark 4.3.9 Proposition 4.3.1 partially extends Theorem 3.10 in [151], where necessary
and sufficient conditions for the iISS of a bilinear delay system are studied, to impulsive
hybrid systems with time-delay. Proposition 4.3.1 also shows that, if each of the bilinear
delay systems is unstable (i.e., Ai is not Hurwitz), we can still apply impulse control to
achieve iISS for the hybrid time-delay system. ❑
The following example presents a network based impulse control strategy to achieve
ISS/iISS properties of estimation errors over a hybrid delayed system.






















x′(t) = Aik x(t)+ fik(x(t − r))+ Bik w(t), t ∈ [tk, tk+1),
y(t) = x(t)+ v(t), t > t0,






−), l = jk,
x̂l(t
−), l 6= jk,





where x(t) ∈ Rn is the system state, w(t) ∈ Rm is the disturbance input, y(t) ∈ Rn is the
state measurement, v(t) ∈ Rn is the measurement noise, x̂(t) ∈ Rn is the remote estimate
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of x(t), fi(x(t − r)) and f̂i(x̂(t − r)) are the nonlinear delayed perturbations of the state and
their estimations, respectively, with r > 0 as a constant time-delay. Moreover, ik ∈ I and I
is a finite index set; {tk} is a monotonically increasing transmission time sequence satisfying
tk → ∞ as k → ∞; at each transmission time t = tk, a try-once-discard (TOD)-like


















where j ∈ {1, 2, · · · , n}. When t ∈ (tk, tk+1), we can estimate x(t) by letting x̂(t) evolve
according to (4.3.23c); at t = tk, a measurement yjk (based on a TOD-like protocol) is sent
to the remote estimator and provides feedback impulse control to the estimate x̂jk . The
objective is to achieve ISS/iISS properties of the estimation error E(t), which is defined by

















−), l = jk,
Êl(t
−), l 6= jk,
l ∈ {1, 2, · · · , n} .
(4.3.24a)
(4.3.24b)








∣ , ∀x, x̂ ∈ Rn, i ∈ I. (4.3.25)
To investigate the ISS properties of (4.3.24), choose Lyapunov functionals Vi(t,φ) =
V i1(t,φ(0)) + V i2(t,φ), with V i1(t, E) = E2 and V i2(t,φ) = κi
∫ 0
−r |φ(s)|
2 ds, where κi > 0.
According to [67], for each ρ ∈ ((n − 1)/n, 1), one can find a function χ ∈ K∞ such that,














|φ(s)|2 ds 6κir sup
−r 6 s 6 0
V ĩ1(t + s,φ(s)), (4.3.27)
where t > t0, i, ĩ ∈ I , and φ ∈ PC. Therefore, condition (ii) of Theorem 4.3.2 is satisfied
with the constants ρ and κirL
2
i in place of ρi and κi, respectively. Computing the upper
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right-hand derivative of Vi(t,φ) along the ith mode of (4.3.24) gives
D+i Vi(t,φ) = 2φ
T(0)
(













+ κi + ε
)
V i1(t,φ(0))+ χε(|w(t)|), (4.3.28)
where ε > 0 is an arbitrary positive constant and χε is a function in K∞ which depends on















δi < 0, (4.3.29)




sup(δi). In particular, for δ = mini∈I δi, system (4.3.15) is uniformly ISS over
Ssup(δ). Actually, if (4.3.29) holds, one can choose
ρ ∈ ((n − 1)/n, 1), µi > λmax(ATi + Ai)+ L2i /κi + κi > 0,
and λ > 0 sufficiently small such that
ln(ρ + κireλr) < −(µi + λ)δi,
i.e., condition (iv) of Theorem 4.3.2 is satisfied. In view of (4.3.28), we can choose ε > 0
sufficiently small such that D+i Vi(t,φ)6µiVi(t,φ), i.e., condition (iii) of Theorem 4.3.2 is
satisfied. Our claim follows from the conclusion of Theorem 4.3.2. As a numerical example,














where i ∈ I = {1, 2}, and α1 = 9, β1 = 100/7, α2 = 10, β2 = 16, a = 8/7, b = 5/7.
Therefore, the state system can be regarded as a hybrid system switching between two
delayed Chua’s circuits with slightly different parameters, both of which exhibit chaotic
behaviors under the given parameters. It is easy to verify that (4.3.25) is satisfied with L1 =
27/7 and L2 = 30/7. Moreover,λmax(AT1 + A1) = 14.8685 and λmax(AT2 + A2) = 16.7839.
Now (4.3.29) specifies a condition on the dwell-time upper bound δi for the ith mode with
κi > 0 as a tuning parameter. With r = 0.02 and n = 3 and choosing κ1 = 2.2 and
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κ2 = 2.4, (4.3.29) boils down to δ1 < 0.0143 and δ2 < 0.0125. Therefore, with δ1 = 0.014





sup(δi). In particular, for δ = 0.012, system (4.3.15) is uniformly ISS over
Ssup(δ). Simulation results for both the state system (4.3.23) and the error system (4.3.24),
under the above parameters, are shown in Figure 4.2. ❑
Remark 4.3.10 As discussed in Remark 4.3.7 after Theorem 4.3.2, the parameters κi here
play important roles in allowing our results to be applied to systems with arbitrarily large
delays. Especially, in this example, the impulse amplitude, characterized by the factor ρ, is
not arbitrarily chosen, since we have ρ ∈ ((n − 1)/n, 1). The result in [36] (if adapted to
hybrid systems with switching modes and applied to deal with this example) would have a
restriction on the delay size as (according to their analysis, but using our notation)
r < − ln(ρ)
λmax(A
T





i + Ai)+ 2Li
,
which, in our numerical example, gives r < 0.0160. Therefore, the result in [36] cannot be
applied to deal with r = 0.02 in the above example. Using our results, the parameters κi
can be chosen sufficiently small so that, even the delay size r is arbitrarily large, one can still
verify inequality (4.3.29) for δi > 0 sufficiently small, i.e., the transmission sequence that
gives the feedback impulse control is sufficiently frequent. Therefore, we remark that one of
the contributions of our results is making the impulse control strategy applicable to systems
with arbitrarily large delays. ❑
Finally, we present an example of applying impulse control to achieve ISS for a chaotic
system generated by delay differential equations.
Example 4.3.4 Consider the following nonlinear scalar delay differential equation with
input disturbance
x′(t) = ax(t − r)+ b sin(cx(t − r))+ w(t), t >0, (4.3.30)
where a, b, c, r > 0 are real numbers and w(t) is the input disturbance. It is reported in [113]
that the unforced scalar equation (4.3.30) can exhibit chaotic behavior for certain values of
a, b, c, and r. One set of such values are a = −0.16, b = 0.4, c = 1.8, and r = 4.8. The
behavior of x(t) in (4.3.30) with this set of parameters is plotted in Figure 4.4. We consider
impulsive ISS stabilization of (4.3.30). Introduce impulses by letting
1x(t) = θx(t−)+ w(t−), t = tk, (4.3.31)

































































Figure 4.2 Simulation results for Example 4.3.3.
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(a) Impulsive input−to−state stabilization 
with exponentially decaying input












(b) Impulsive input−to−state stabilization with periodic input













(c) Impulsive input−to−state stabilization 
with [−5 5] uniformly disbtributed input
Figure 4.3 Simulation results for Example 4.3.4.
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Chaotic behavior of  x(t)
Figure 4.4 Chaotic behavior of x(t) in equation (4.3.30), with a = −0.16, b = 0.4, c = 1.8,
r = 4.8, and w(t) ≡ 0.
where θ ∈ (−2, 0). Choose V(t,φ) = V1(t,φ(0))+ V2(t,φ), with
V1(t, x) = x2, V2(t,φ) = κ
∫ 0
−r
φ2(s)ds 6κr ‖φ‖2 ,
where κ > 0. It can be computed that, for anyµ > 1
κ
(|a|+ |bc|)2 +κ , there exists a function
χ1 ∈ K∞ such that
D+V(t,φ)6µV(t,φ)+ χ(|w(s)|), t > t0. (4.3.32)
Moreover, by (4.3.31) and letting I(t, x, y) = θx + y, we can verify that, for any ρ ∈
((1 + θ)2, 1), there exists a function χ2 ∈ K∞ such that





for all t > t0, x ∈ R, and y ∈ R. Therefore, with χ = max(χ1,χ2), conditions (ii) and (iii)
of Theorem 4.3.2 are satisfied. If, for some δ > 0,
ln((1 + θ)2 + κr) < −
[ 1
κ
(|a| + |bc|)2 + κ
]
δ, (4.3.34)
we can choose λ > 0, µ, and ρ with ln(ρ + κreλr) < −µδ such that both (4.3.32) and
(4.3.33) hold, i.e., conditions (ii), (iii), and (iv) of Theorem 4.3.2 are satisfied. Therefore,
system (4.3.30) subjected to impulses defined by (4.3.31) are uniformly ISS and iISS over
Ssup(δ). With a = −0.16, b = 0.4, c = 1.8, r = 4.8, κ = 0.1, θ = −0.7, and δ = 0.07, the
relation (4.3.34) is verified and simulation results for (4.3.30) are shown in Figure 4.3. ❑
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4.4 Summary
We have formulated in this chapter two types of hybrid systems with time-delay. Namely,
switched delay systems and general hybrid time-delay systems with all characteristics of
switching, impulse, and external inputs or disturbances. The results in Chapter 3 have been
partially extended to cover hybrid time-delay systems.
In Section 4.2, the classical LaSalle’s principle is extended to switched delay systems
with weak dwell-time switchings. This work generalizes the earlier work of [63] on func-
tional differential equations to the hybrid switching setting, by using the notions of weak
τ -invariance, where τ > 0 is a weak dwell-time for the class of switching signals considered
in this chapter. In proving the weak invariance principle, the notions of persistent mode and
persistent limit play important roles. Stability and instability criteria are established, using
MLFs, for switched delay systems, as important applications of the invariance principle ob-
tained. Moreover, the idea of [60] is also incorporated here. Based on results obtained using
MLFs, an invariance principle and several stability and instability criteria by MLRFs are
obtained, which reveals a connection between the MLRF approach and the MLF approach.
The results developed in Section 4.2 can be applied to stability analysis of various practical
models involving both switching and time-delays. Applications of these results can provide
interesting topics for future research. One particularly interesting example would be using
the generalized invariance principles developed in this chapter for switched delay systems
to study the stability of both the disease-free solutions and the endemic solutions of delayed
infectious disease models with switching parameters.
In Section 4.3, we have applied the method of multiple Lyapunov functionals to inves-
tigate input-to-state stability properties of impulsive switching hybrid time-delay systems.
Sufficient conditions for input-to-state stability and integral input-to-state stability have
been established. The formulation of hybrid systems are quite general in that it allows both
the continuous dynamics and the discrete dynamics to be chosen from a certain family, ac-
cording to a general impulsive and switching signal. The idea of impulsive stabilization for
time-delay systems using the method of Lyapunov functionals is exploited, whereas, even
for the classical notion of stability (Lyapunov stability), there are very few results concerning
the impulsive stabilization of time-delay systems using the Lyapunov functional method. It
is also shown that the results can be applied to systems with arbitrarily large delays.




5C H A P T E R
Stochastic Hybrid Systems with Time-
Delay
We have introduced in Chapter 1 that, even though deterministic hybrid models can cap-
ture a wide range of behaviors encountered in practice, stochastic features are also very
important, because of the uncertainty inherent in most applications and environmental
noise ubiquitous in the real world. There has been increasing interest in stochastic hybrid
systems due to their many applications and the theory of stochastic differential equations
and stochastic processes provides necessary tools to formulate and study stochastic hybrid
systems.
The aim of this chapter (which also comprises Part II of this thesis) is to formulate a
general mathematical framework for studying practical systems that may exhibit all the
hybrid characteristics of impulse effects, switching, stochastic dynamics, and time-delays,
establish the fundamental theory regarding existence and uniqueness of solutions, and
perform stability analysis and propose stabilization strategies for such systems.
The chapter is organized as follows. In Section 5.1, we present a general formulation for
impulsive switched stochastic hybrid time-delay systems and prove existence and unique-
ness of solutions. In Section 5.3, we study impulsive stochastic functional equations and
show how impulses can destabilize and stabilize a stochastic systems with time-delay. In
Section 5.4, we focus on switched stochastic delay systems and extend the ideas of switching
stabilization to the stochastic delay setting. In Section 5.5, using ideas from Section 2.4 on
switched systems with both stable and unstable modes, and ideas from Section 5.3 on im-
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pulsive stabilizing and destabilizing, we establish some general Razumikhin-type theorems
on the stability of stochastic hybrid time-delay systems.
We shall start by the general mathematical formulation and fundamental theory.
5.1 Fundamental Theory
5.1.1 Mathematical Formulation
Let PC([a, b];Rn) denote the class of piecewise continuous functions from [a, b] to Rn as
defined in Section 4.1. Given some r > 0, we use PC for PC([−r, 0];Rn) in this chapter.
As usual, a norm on PC is defined as ‖φ‖ = sup−r 6 s 6 0 |φ(s)| for φ ∈ PC. It is easy
to see that, although equipped with the norm ‖·‖, the space PC is not a Banach space
due to the fact that different functions may have different discotinuities. Let 2 be a finite
subset of (−r, 0], and, by PC[2], we denote a subspace of PC, which contains functions
that are continuous on [−r, 0]\2 and may have jump discontinuities at the set 2. Clearly,
PC[2] is a Banach space with respect to the norm ‖·‖. Suppose that x is a piecewise
continuous function in PC([−r, ∞);Rn). For any t >0, let xt be an element of PC defined
by xt(θ) := x(t + θ), −r 6θ60.
Let (,F , P) be a given complete probability space with {Ft}t > 0 as a filtration satisfying
the usual conditions, and W(t) be an m-dimensional standard Wiener process defined on
(,F , P) and adapted to {Ft}t > 0.
Definition 5.1.1 By a PC-valued random variable, we mean a mapping ξ :  → PC[2]
that is F/B[2]-measurable (or simply F-measurable), where2 is a finite subset of (−r, 0]
and B[2] is the Borel σ -algebra of PC[2]. A PC-valued stochastic process is a collection
of PC-valued random variables indexed by a set T , i.e., a collection {φt}t∈T , where each φt
is a PC-valued random variable. ❑
For p > 0 and t >0, let L
p
Ft
denote the family of all Ft -measurable PC-valued random




< ∞, where E{·} denotes the mathematical expectation. Let
LbFt0
be the family of PC-valued random variables that are bounded and Ft -measurable.







∣ dt < ∞ almost surely (a.s.) and L2([t0, T];Rn×m) the space of all








dt < ∞ a.s.
Consider the impulsive switched stochastic delay system:








dx(t) = fik(t, xt)dt + gik(t, xt)dW(t), t ∈ [tk, tk+1),
1x(t) = Ijk(t, xt−), t = tk,








is an impulsive switching signal associated with the index sets I and
J . The intial data ξ is a PC-valued random variable. The PC-valued stochastic process
xt− is defined by xt−(s) = x(t + s), for s ∈ [−r, 0), and xt−(0) = x(t−), where x(t−) =
lims→t− x(s). For each i ∈ I and j ∈ J ,
fi : R+ × PC → Rn, gi : R+ × PC → Rn×m, Ij : R+ × PC → Rn.




, we can define
σ(t) = ik, t ∈ [tk, tk+1), k ∈ Z+, (5.1.2)
where σ recovers a switching signal for system (5.1.1a). While the formulation in system




as a whole, defining σ by




dx(t) = fσ (t, xt)dt + gσ (t, xt)dW(t), t > t0,
xt0 = ξ ,
(5.1.3)
which will serve as a general formulation of the switched stochastic system to be investigated
in Section 5.4, and also simplify some notation in the following definition for solutions to
system (5.1.1).





an Rn-valued process {x(t)}t0−r 6 t 6 T is called a solution to system (5.1.1) on [t0, T], if it
satisfies the following:
(i) x(t) is continuous at t ∈ [t0, T]\
{
tk : k ∈ Z+
}
and right-continuous at t ∈ [t0, T] ∩
{
tk : k ∈ Z+
}
;
(ii) {xt}t0 6 t 6 T as a PC-valued process is Ft -adapted;
(iii) { fσ(t)(t, xt)}t0 6 t 6 T ∈ L1([t0, T];Rn) and {gσ(t)(t, xt)}t0 6 t 6 T ∈ L2([t0, T];Rn×m),
where σ is defined by (5.1.2);
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t0 6 tk 6 T
Ijk(tk, xt−k
).
A solution {x(t)}t0 6 t 6 T to (5.1.1) on [t0, T] is said to be unique, if any other solution, say
{y(t)}t0 6 t 6 T , to (5.1.1) on [t0, T] is indistinguishable to {x(t)}t0 6 t 6 T , i.e.,
P
{
x(t) = y(t), ∀t ∈ [t0, T]
}
= 1.
An Rn-valued process {x(t)}t0 6 t<∞ is called a solution to system (5.1.1) on [t0, ∞), if, for
any T > 0, the restricted process {x(t)}t0 6 t 6 T is a solution to system (5.1.1) on [t0, T]. ❑
5.1.2 Existence and Uniqueness
In this section, existence and uniqueness of solutions of system (5.1.1) are investigated.
Before stating the main result, we introduce an assumption on the functionals fi and gi
in system (5.1.1), which is a typical assumption proposed for considering existence and
uniqueness of impulsive delay differential equations ([9], [111]).
Definition 5.1.3 A functional f : R+ × PC → Rn (or g : R+ × PC → Rn×m) is
said to be composite-PC on [t0, T], where 06 t0 < T < ∞, if, for each function x that is
piecewise continuous on [t0 − r, T], the composite function f (t, xt) (or g(t, xt)) is piecewise
continuous on [t0, T]. ❑
Lemma 5.1.1 Let {x(t)}t0−r 6 t 6 T be a process satisfying
(i) x(t) is piecewise continuous on [t0, T] and {x(t)}t0 6 t 6 T is Ft -adapted; and
(ii) xt0 is a PC-valued Ft0 -measurable random value.
Then {xt}t0 6 t 6 T as a PC-valued process is Ft -adapted.
Proof. Let t ∈ [t0, T] be arbitrarily chosen and fixed. We shall show that xt as a PC-valued
random value is Ft -measurable. By Definition 5.1.1, we have to show that there exists a
finite set 2 in (−r, 0] such that the mapping xt :  → PC[2] is Ft/B[2]-measurable.
Since ξ is a PC-valued Ft0 -measurable random value, there exists a finite set 2
′ in (−r, 0]
such that ξ is an Ft0/B[2′]-measurable mapping from  to PC[2′]. Moreover, let 2′′ be
the set of points of discontinuity of x(t) on [t0, T]. Define
2 =
{
s ∈ [−r, 0] : t + s ∈ 2′′ or t + s − t0 ∈ 2′
}
.
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We claim that xt defines a mapping from  to PC[2] and it is Ft/B[2]-measurable. The
first part of the claim is obvious, since xt(s) can be discontinuous at s only if t + s is a
point of discontinuity of x(t) or t + s − t0 is a discontinuity point of ξ . To show that xt is
Ft/B[2]-measurable, notice that PC[2] is a separable Banach space. Hence any open set
in PC[2] can be written as a countable union of closed balls of the form
B(φ, ε) = {ψ ∈ PC[2] : ‖φ − ψ‖ 6ε} ,
where ε > 0 and φ ∈ PC[2]. It suffices to show that the inverse image of each B(φ, ε)
under the mapping xt , denoted by x
−1
t (B(φ, ε)), is contained in Ft . By right-continuity of





{ψ ∈ PC[2] : |ψ(sm)− φ(sm)| 6ε} ,
where {sm}∞m=1 is a sequential representation of all the rational numbers in [−r, 0]. There-
fore,









Since {x(t)}t0 6 t 6 T is Ft -adapted, we have Am ∈ Ft+sm ⊂ Ft , if t + sm > t0. To show that
Am ∈ Ft still holds for t + sm < t0, define, for each s ∈ [−r, 0], a mapping es : PC[2′] →
Rn by es(φ) = φ(s), i.e., evaluating φ at s. It is easy to see that, for each s ∈ [−r, 0], the
mapping es is continuous. Since ξ(s)(·) = es ◦ ξ , it follows that ξ(s)(·) :  → Rn is Ft0 -
measurable for each s ∈ [−r, 0]. Hence, if t + sm < t0, we still have Am ∈ Ft0 ⊂ Ft , since
x(t + sm) = ξ(t + sm − t0) and ξ(s)(·) :  → Rn is Ft0 -measurable for each s ∈ [−r, 0].
The proof is complete. ❑
Theorem 5.1.1 If
(i) for each i ∈ I and j ∈ J , fi(t,φ), gi(t,φ), and Ij(t,φ) are Borel measurable on [t0, T]×
PC[2], for each finite subset2 of (−r, 0], and fi(t,φ) and gi(t,φ) are composite-PC on
[t0, T];








∣ 6K ‖φ − ψ‖ , (5.1.4)












6K2(1 + ‖φ‖2); (5.1.5)
(iii) ξ is a PC-valued Ft0 -measurable random value,
then there exists a unique solution to system (5.1.1) on [t0, T].




be a given impulsive switching signal. The
proof is completed in the following procedure (a)-(d).
(a) Uniqueness. Suppose t0 < t1 < t2 < · · · < tm = T , where tk, for k = 1, 2, · · · , m − 1,
are the impulse and switching times between t0 and T . We let tm = T to simplify the
notation; if there are no impulses between t0 and T , we can still take t1 = T and the
following argument holds with the same notation. Let x(t) and y(t) be two solutions to









= 0, ∀t ∈ [t0, t1).





1, if ‖xs‖ ∨ ‖ys‖6N , ∀s ∈ [t0, t],
0, otherwise.
It is clear that χN (t) = χN (t)χN (s) for s 6 t. Therefore, for t ∈ [t0, t1),
χN (t)[x(t)− y(t)] = χN (t)
{ ∫ t
t0




χN (s)[gi0(s, xs)− gi0(s, ys)]dW(s)
}
, (5.1.6)


















Using (5.1.7), Schwarz’s inequality, and Doob’s martingale inequality on (5.1.6), we can
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= 0, t ∈ [t0, t1).









= 0, t ∈ [t0, t1).
Therefore, x(t) = y(t) a.s. for t ∈ [t0, t1). Since x(t) and y(t) both have continuous samples
on [t0, t1), we have
P
{
x(t) = y(t), ∀t ∈ [t0, t1)
}
= 1.
At t = t1,we consider two cases. If t1 is not an impulse and switching time,then x(t1) = y(t1)
a.s. by continuity of solutions at t = t1. If t1 is an impulse and switching time, then
x(t1) = x(t−1 )+ Ij1(t1, xt−1 ) = y(t
−




x(t) = y(t), ∀t ∈ [t0, t1]
}
= 1.
Note that now we have xt1 = yt1 a.s. and the previous argument can be repeated on [t1, t2]
and, by induction, on [tk, tk+1) for k = 1, 2, · · · , m − 1. Hence
P
{
x(t) = y(t), ∀t ∈ [t0, T]
}
= 1.





















with x(0)(t) ≡ ξ(t0) on [t0, t1], and x(n)t0 = ξ . It is easy to see that the following conditions
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Assume, by induction, that {x(n)(t)}t0−r 6 t<t1 satisfies conditions (I)–(III) for some n>0.





































Therefore, the integrals in (5.1.8) are well-defined. It follows that {x(n+1)(t)}t0 6 t<t1 is Ft -
adapted and continuous on [t0, t1]. By Lemma 5.1.1, {x(n+1)t }t0 6 t<t1 as aPC-valued process
is Ft -adapted. Moveover, by virtue of the inequality |a + b + c|2 63(a2 + b2 + c2), the


















































+ 3(t1 − t0)K2
[



















































































Therefore, by induction, we have a sequence of processes {x(n)(t)}t0−r 6 t<t1 satisfying











, for n>0 and
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>0, t ∈ [t0, t1], (5.1.11)
where C = 2K2(t1 − t0 + 4). It is shown in (5.1.10) that the claim holds for n = 0. Suppose










































































(n + 1)! . (5.1.12)
Therefore, by induction, the claim is true for all n>0. From (5.1.12), it follows that, for any
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n! < ∞. Hence by the Borel-Cantelli lemma, for any














where i.o. stands for infinitely often. The above equation implies that the partial sum
ξ(t0)+
∑n−1
i=0 [x(n+1)(s)−x(n)(s)] = x(n)(s) converges uniformly on [t−r, t],with probability
1, for any fixed t ∈ [t0, t1]. Since the interval [t0, t1] is of finite length and r > 0, it actually
follows that x(n)(s) converges uniformly on [t0 − r, t1], with probability 1. Let the limit
process be {x(t)}t0−r 6 t 6 t1 , i.e.,
x(t) = lim
n→∞
x(n)(t), uniformly for t ∈ [t0 − r, t1].
It is easy to see that the process {x(t)}t0−r 6 t 6 t1 is piecewise continuous on [t0 − r, t0] (with
xt0 = ξ ), continuous on [t0, t1], and adapted toFt for t > t0. It follows from Lemma 5.1.1 that
{xt}t0 6 t 6 t1 as a PC-valued process is also Ft -adapted for t > t0. Hence {x(t)}t0−r 6 t 6 t1









































t0 6 t 6 t1
∈ L2([t0, t1];Rn×m),







gσ(s)(s, xs)dW(s), t ∈ [t0, t1], (5.1.13)
is meaningful. The validity of equation (5.1.13) can be shown by passing the limit as
n → ∞ in (5.1.8) and the facts that
(i) x(n)(s) converges uniformly to x(s) with probability 1 for s ∈ [t0 − r, t1];
(ii) fσ(s)(s, x
n
s ) converges uniformly to fσ(s)(s, xs) with probability 1 for s ∈ [t0, t1]; and
(iii) gσ(s)(s, x
n
s ) converges uniformly to gσ(s)(s, xs) with probability 1 for s ∈ [t0, t1] and











P→ 0, t ∈ [t0, t1],










gσ(s)(s, xs)dW(s), t ∈ [t0, t1],
as n → ∞.
In summary, there exists a process {x(t)}t0−r 6 t 6 t1 satisfying (i)-(iii) of Definition, xt0 = ξ ,
and (5.1.13) on [t0, t1].
(c) Existence on [t0, t1] (general). For general initial data ξ that is a Ft0 -measurable PC-





ξ , ‖ξ‖ 6N ,
0, otherwise.
According to the previous argument, there exists a process {xN (t)}t0−r 6 t 6 t1 satisfying














dW(s), t ∈ [t0, t1], (5.1.14)
and xNt0 = ξ
N . Suppose that M > N . Define an Ft0 -measurable random variable χN as






= 0 and we can show









































= 0, t ∈ [t0, t1],





















6P {‖ξ‖ > N} .
Since P {‖ξ‖ > N} → 0 as N → ∞, it follows from the previous inequality that, for fixed




N=1 is a Cauchy sequence with respect to the supremum norm
‖·‖ with probability 1, i.e., xN (s) converges uniformly on [t − r, t], with probability 1, for
any fixed t ∈ [t0, t1]. Since the interval [t0, t1] is of finite length and r > 0, it actually follows
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that xN (s) converges uniformly on [t0 − r, t1], with probability 1. Let the limit process be
{x(t)}t0−r 6 t 6 t1 , i.e.,
x(t) = lim
N→∞
xN (t), uniformly for t ∈ [t0 − r, t1].
Passing the limit as N → ∞ in (5.1.14) (for details, see the argument in the previous case
for passing the limit of {x(n)(t)} in (5.1.8) to obtain (5.1.13)) shows that {x(t)}t0−r 6 t 6 t1
satisfies (i)-(iii) of Definition 5.1.2 and (5.1.13) with xt0 = ξ .
(d) Existence on [t0, T]. If t1 = T , this part is not necessary and the proof is already
complete. If t1 < T , we proceed to show that we can modify the process {x(t)}t0−r 6 t 6 t1
at t = t1 and, by induction, obtain a process {x(t)}t0−r 6 t 6 T that is a solution of (5.1.1) on
[t0, T], i.e., a process {x(t)}t0−r 6 t 6 T satisfying (i)-(iv) in Definition 5.1.2. Redefine
x(t1) = x(t−1 )+ Ij1(t1, xt−1 ).
It follows from measurability of I that x(t1) is Ft1 -measurable and hence, by Lemma 5.1.1,
{xt}t0 6 t 6 t1 is Ft -adapted. Particularly, xt1 is a PC-valued Ft1 -measurable random vari-
able. Repeat the argument for existence on [t0, t1], we can obtain a process {x(t)}t1 6 t 6 t2







gσ(s)(s, xs)dW(s), t ∈ [t1, t2].
Redefining x(t2) to satisfy the impulse relation, repeating this procedure and by induc-
tion on the impulse times tk, k = 1, 2, · · · , m, between [t0, T], we can find processes







gσ(s)(s, xs)dW(s), t ∈ [tk, tk+1),
and
x(tk) = x(t−k )+ Ijk(tk, xt−k ),
both of which hold for k = 1, 2, · · · , m − 1. If tm = T is also an impulse and switching time,
then x(T) has to be redefined to satisfy the impulse relation as well, i.e.,
x(T) = x(T−)+ Ijm(T , xT−).
Piecing together these processes, we obtain {x(t)}t0−r 6 t 6 T , which can be verified to satisfy
(i)-(iv) of Definition 5.1.2 on [t0, T], i.e., {x(t)}t0−r 6 t 6 T is a solution to system (5.1.1) on
[t0, T]. The proof is complete. ❑
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Theorem 5.1.2 Suppose that conditions (i)-(iii) of Theorem 5.1.1 hold. In addition, assume


















< ∞, ∀t ∈ [t0, T].
Proof. Keep the same notation as in the proof of Theorem 5.1.1. We shall prove the





< ∞, t ∈ [t0, t1].
For each integer n>1, define a stopping time
τn = t1 ∧ inf {t ∈ [t0, t1] : ‖xt‖ >n} .
It is easy to see that τn is increasing and τn → t1 a.s. as n → ∞. Set x(n)(t) = x(t ∧ τn) for
















where χ[t0,τn](s) = 1 for s ∈ [t0, τn], and χ[t0,τn](s) = 0 otherwise. By virtue of Hölder’s
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+ Kp(t1 − t0)p + Cp2
p

























κ2(t−t0), t ∈ [t0, t1),








































∣x(t−1 )+ Ij1(t1, xt−1 )
∣
∣
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< ∞ for all t ∈ [t0, T]. The proof is complete. ❑
Corollary 5.1.1 Suppose that conditions (i)-(iii) in Theorem 5.1.1 hold for each T > 0. Then
there exists a unique solution to system (5.1.1) on [t0, ∞). If, in addition, (5.1.15) is satisfied




< ∞ for all t > t0.





















< ∞ for all p > 0, which implies
that the solution to system (5.1.1) has finite moments of any order. ❑
Remark 5.1.2 The Lipschitz condition (5.1.4) in Theorem 5.1.4 can be replaced by the








∣ 6Kn ‖φ − ψ‖ , (5.1.19)
holds for all (t,φ,ψ) ∈ [t0, T]×PC×PC, i ∈ I , and ‖φ‖∨‖ψ‖ 6n, where Kn is a constant
depending on n. The proof for uniqueness remains the same, while the existence can be
proved by the standard truncation procedure (see, e.g., [53] or [140]). ❑
Remark 5.1.3 Following the idea of [79], it is possible to establish some existence results for





this type of results are not desirable due to the impulse effects - even if the initial data ξ
satisfies this moment condition, it cannot be guaranteed that the fourth moment of the
solution is still finite after a certain impulse. For existence and uniqueness results on
continuous stochastic functional or delay differential equations without impulses, see, e.g.,
[140] and [143]. ❑
Remark 5.1.4 The condition that fi and gi are composite-PC is to guarantee that the in-






gi(s, xs)ds, are well-defined. This extra
composite-PC condition is needed for impulsive delay differential equations, since xt as
a PC-valued function of t is generally not even piecewise continuous [9], whereas, for a
continuous function x, xt as a C([−r, 0];Rn)-valued function is continuous (and hence
measurable) with respect to t. Here, however, the composite-PC condition can be replaced
by a weaker one, i.e., that the composite functions fi(s, xs) and gi(s, xs) are integrable with
respect to t (one could call this condition a composite-integrable condition). ❑
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Remark 5.1.5 As a special case of system (5.1.1) without switching, Theorem 5.1.1, Theo-
rem 5.1.2, and Corollary 5.1.1 clearly can be applied to the following impulsive stochastic
functional (delay) differential system described by (5.3.1) in Section 5.3. Moreover, if we
only consider the switched stochastic delay system (5.1.3), Remark 5.1.4 above shows that
the composite-PC conditions on fi and gi can be dropped, since the solution of a system
(5.1.3) is a C-valued process instead of a PC-valued process. Therefore, the composite
functions fi(t, xt) and gi(t, xt) are both measurable with respect to t. ❑
5.2 Multiple Lyapunov Functions and Itô’s Formula
Before we move on to the stability analysis of stochastic hybrid systems, we give a brief
account on the method of multiple Lyapunov functions and Itô’s formula1, which are the
key tools to be used later in this chapter.
The following definition generalizes the definition given by (2.3.1) on the derivatives
of multiple Lyapunov functions along solutions of subsystems of deterministic switched
ordinary systems to stochastic switched systems with time-delay.
Definition 5.2.1 Let C1,2 = C1,2(R × Rn;Rn) denote the set of all functions from R ×
Rn to R that are continuously differentiable in the first variable and twice continuously
differentiable in the second variable. Suppose that {Vi; i ∈ I} is a family of functions in
C1,2. For each i ∈ I , define an operator from R × PC to R, corresponding to the ith mode
of (5.1.1a), by













xx are functions from R
+ × Rn defined by
V it (t, x) =
∂Vi(t, x)
∂t















The definition of the operators LVi is stimulated by the well-known formula due to Itô
(see, e.g., [140, p.36, Chapter 1]). Instead of presenting the general Itô’s formula, we apply
1Itô’s Lemma is currently also referred to as the Itô-Doeblin Theorem in recognition of the recently discovered work of Wolfgang Doeblin
(1915–1940) [22].
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Itô’s formula to our system (5.1.1) together with a family of multiple Lyapunov functions
candidates {Vi : i ∈ I} in C1,2 and obtain the following lemma in view of the operators Li
defined by Definition 5.2.1.
Lemma 5.2.1 (Itô’s Formula) Let x(t) be an n-dimensional stochastic process defined on




as a particular impulsive switching signal.
Let {Vi : i ∈ I} be a family of functions in C1,2. Then we have
Vik(t, x(t)) = Vik(s, x(s))+
∫ t
s
LVik(τ , x(τ ))dτ +
∫ t
s
V ikx (τ , x(τ ))gik(τ , x(τ ))dW(τ ),
for all s, t ∈ [tk, tk+1).
Taking expectation from both sides of the equation in Lemma 5.2.1 and using properties














LVik(τ , x(τ ))
}
dτ , (5.2.1)
for all s, t ∈ [tk, tk+1). This relation shall play a key role in applying multiple Lyapunov
functions to study stability properties of system (5.1.1). It is also evident from equation
(5.2.1) that the operators LVi for stochastic hybrid systems are the counterpart of V̇i or
D+Vi for deterministic hybrid systems,and will play an equally important role in subsequent
analysis.
5.3 Impulsive Stabilization of Stochastic Delay Systems
5.3.1 Mathematical Formulation








dx(t) = f (t, xt)dt + g(t, xt)dW(t), t 6= tk, t > t0,
1x(t) = I(t, xt−), t = tk,




where {tk : k ∈ Z+} is a strictly increasing sequence such that tk → ∞ as k → ∞, called
the impulse times. Other notations are the same as described in Section 5.1. It is assumed
that f , g , and I satisfy assumptions in Theorems 5.1.1 and 5.1.2 so that, for any initial data
ξ ∈ LbFt0 , system (5.3.1) has a unique global solution, denoted by x(t; ξ), and, moreover,
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x(t; ξ) ∈ LpFt for all t > t0 and p > 0. In addition, it is assumed that f (t, 0) ≡ 0, g(t, 0) ≡ 0,
and I(t, 0) ≡ 0, for all t ∈ [0, ∞), so that system (5.3.1) admits a trivial solution.
The main objective of this section is to find conditions such that, even if the continuous
dynamics given by (5.3.1a) is highly unstable, the impulse control, introduced by (5.3.1b),
can successfully stabilize system (5.3.1). Both moment stability and almost sure stability
will be considered, which are formulated in the following definition.
Definition 5.3.1 For p > 0, the trivial solution of system (5.3.1) is said to be pth moment
globally uniformly exponentially stable (GUES), if, for any initial data ξ ∈ LbFt0 , the









e−ε(t−t0), t > t0, (5.3.2)









6 − ε. (5.3.3)






log |x(t; ξ)| (5.3.4)
to be the Lyapunov exponent of the solution. The trivial solution of system (5.3.1) is said
to be almost surely exponentially stable if the Lyapunov exponent is almost surely negative
for any ξ ∈ LbFt0 . ❑
Since there is no switching in (5.3.1), we shall use a single Lyapunov function V in C1,2,
and the operator LV reduces to





5.3.2 Moment Exponential Stability
We first investigate the pth moment exponential stability of system (5.3.1). It is shown that,
even if the pth moment of a stochastic delay system are unstable, the impulsive control can
effectively stabilize the system and achieve pth moment global exponential stability.
Theorem 5.3.1 Let3, p, c1, c2, ρ < 1, δ, and µ̄ be positive constants. Suppose that
(i) there exists a function V ∈ C1,2 such that c1 |x|p 6V(t, x)6 c2 |x|p, for (t, x) ∈ [t0 −
r, ∞)× Rn,
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(ii) there exists a nonnegative and piecewise continuous function µ : [t0, ∞) → R+,
satisfying
∫ t+δ



















s ∈ [−r, 0], where q is a constant such that q > exp(3r +3δ + µ̄δ),
(iii) there exist positive constants dk, with
∏∞










for k ∈ Z+ and φ ∈ LpFt , and
(iv) supk∈Z+{tk − tk−1} = δ < − ln(ρ)3+µ̄ .
Then the trivial solution of system (5.3.1) is pth moment globally uniformly exponentially
stable and its pth moment Lyapunov exponent is not greater than −3.
Proof. Given any initial data ξ ∈ LbFt0 , the global solution x(t; ξ) of (5.3.1) is written as x(t)
in this proof. Without loss of generality, assume that the initial data ξ is nontrivial so that
x(t) is not a trivial solution. Let v(t) = E{V(t, x(t))} , for t > t0 − r, and 3̃ = 3− η, where
η > 0 being an arbitrary number such that 3̃ > 0. It is clear that v(t) is right-continuous
for t > t0. Choose M ∈ (e(3+µ̄)δ, qe3δ) so that
‖vt0‖ < M‖vt0‖e−(3+µ̄)δ < M‖vt0‖e−3δ < q‖vt0‖, (5.3.7)
where ‖vt0‖ = max−r 6 s 6 0 v(t0 + s). We will show that
v(t)6M‖vt0‖e−3̃(t1−t0), ∀t ∈ [t0, t1), (5.3.8)
by proving a stronger claim:
v(t)6M‖vt0‖e−3δ, ∀t ∈ [t0, t1). (5.3.9)
Suppose (5.3.9) is not true and observe that
v(t)6‖vt0‖ < M‖vt0‖e−3δ, (5.3.10)
holds on [t0 − r, t0]. Define t∗ = inf
{
t ∈ [t0, t1) : v(t) > M‖vt0‖e−3δ
}
. Then t∗ ∈ (t0, t1)
and, by continuity of v(t),
v(t)6v(t∗) = M‖vt0‖e−3δ, ∀t ∈ [t0, t∗]. (5.3.11)
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In view of (5.3.10), define t∗ = sup
{
t ∈ [t0, t∗) : v(t)6‖vt0‖
}
. Then t∗ ∈ [t0, t∗) and, by
continuity of v(t),
v(t)>v(t∗) = ‖vt0‖, ∀t ∈ [t∗, t∗]. (5.3.12)
Now in view of (5.3.7), (5.3.11), and (5.3.12), one has, for t ∈ [t∗, t∗] and s ∈ [−r, 0],
v(t + s)6v(t∗) = M‖vt0‖e−3δ < q‖vt0‖6qv(t).









, ∀t ∈ [t∗, t∗]. (5.3.13)































Since (5.3.14) contradicts what is implied by (5.3.7), (5.3.11), and (5.3.12), claim (5.3.9)
must be true and so is (5.3.8).
Now, assume that
v(t)6Mk‖vt0‖e−3̃(tk−t0), ∀t ∈ [tk−1, tk), (5.3.15)
for all k 6m, where k, m ∈ Z+ and Mk is defined as M1 = M and Mk = M
∏
1 6 l 6 k−1 dl,
for k >2.We proceed to show that
v(t)6Mm+1‖vt0‖e−3̃(tm+1−t0), ∀t ∈ [tm, tm+1), (5.3.16)
by proving a stronger claim:
v(t)6Mm+1‖vt0‖e−3̃[(tm−t0)+δ], ∀t ∈ [tm, tm+1). (5.3.17)
From (5.3.15) and (5.3.6), one has
v(tm)6ρdmv(t
−
m )6ρdmMm‖vt0‖e−3̃(tm−t0) = ρMm+1‖vt0‖e−3̃(tm−t0),




Choose ε > 0 sufficiently small such that
v(tm) < e
−µ̄δ−εMm+1‖vt0‖e−3̃[(tm−t0)+δ] < e−µ̄δMm+1‖vt0‖e−3̃[(tm−t0)+δ]. (5.3.19)
Suppose claim (5.3.17) is not true. Define
t̄ = inf
{
t ∈ [tm, tm+1) : v(t) > Mm+1‖vt0‖e−3̃[(tm−t0)+δ]
}
.
In view of (5.3.18), one has t̄ ∈ (tm, tm+1) and, by continuity of v(t),
v(t)6v(t̄) = Mm+1‖vt0‖e−3̃[(tm−t0)+δ], ∀t ∈ [tm, t̄]. (5.3.20)
In view of (5.3.19), define
t = sup
{
t ∈ [tm, t̄) : v(t)6 e−µ̄δ−εMm+1‖vt0‖e−3̃[(tm−t0)+δ]
}
.
Then t ∈ (tm, t̄) and, by continuity of v(t),
v(t)>v(t) = e−µ̄δ−εMm+1‖vt0‖e−3̃[(tm−t0)+δ] = e−µ̄δ−εv(t̄), (5.3.21)
for all t ∈ [t, t̄]. Now for t ∈ [t, t̄] and s ∈ [−r, 0], from (5.3.15), (5.3.21), and the fact that
q> exp(3r +3δ + µ̄δ) and t + s ∈ [tm−1, t̄], one has
v(t + s)6Mm+1‖vt0‖e−3̃(t+s−t0)6 e3̃r+3̃δ+µ̄δ+εv(t)6qv(t),
provided that ε defined in (5.3.19) is chosen sufficiently small. Similar to the argument
on [t∗, t∗], an application of Itô’s formula on [t, t̄] will lead to v(t̄)6v(t)eµ̄δ, which would
contradict (5.3.21). Therefore, claim (5.3.17) must be true and so is (5.3.16). By induction
on m and the definition of Mm, one can conclude that
v(t)6M
∏
{k: t0<tk 6 t}
dk‖vt0‖e−3̃(t−t0), ∀t > t0.
By condition (i) and the facts that d̂ =
∏∞
k=1 dk < ∞ and η > 0 is arbitrary and indepen-












e−3(t−t0), ∀t > t0,
which shows that the trivial solution of (5.3.1) is pth moment GUES, with its pth moment
Lyapunov exponent not greater than −3. ❑
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Remark 5.3.1 It is clear that Theorem 5.3.2 allows the continuous dynamics of system
(5.3.1) to be unstable, since the function µ(t) in (5.3.5), which characterizes the changing
rate of V(t, x(t)) at t, is assumed to be nonnegative. Theorem 5.3.1 shows that an unstable
stochastic delay system can be successfully stabilized by impulses. ❑
Remark 5.3.2 The only condition in Theorem 5.3.1 that involves the delay size r is condition
(ii), where q is required to satisfy
q> exp(3r +3δ + µ̄δ), (5.3.22)
with µ̄ usually being a quantity depending on q due to the Razumikhin-type condition. To
apply the theorem, it is required that (5.3.22) as an inequality of q has at least one solution.
When r becomes larger (while 3 can still be arbitrarily chosen but fixed), δ has to become
sufficiently small to guarantee that (5.3.22) has a solution, i.e., the impulse frequency has
to reach a certain level to cope with the increase in time-delay, which is reasonable. Based
on this observation, Theorem 5.3.1 can be easily applied to system with arbitrarily large
delays. ❑
Remark 5.3.3 In the condition (5.3.6), the constants dk make it possible to tolerate certain
perturbations in the overall impulsive stabilization process, i.e., it is not strictly required by
Theorem 5.3.1 that each impulse contributes to stabilize the system, as long as the overall
contribution of the impulses are stabilizing. Without these dk (i.e., dk ≡ 1), it is required
that each impulse is a stabilizing factor (ρ < 1), which is more restrictive. ❑
5.3.3 Almost Sure Exponential Stability
The following theorem shows that the trivial solution of system (5.3.1) is also almost surely
exponentially stable, under some additional conditions.
Theorem 5.3.2 Suppose that p>1 and the same conditions as in Theorems 5.3.1 hold. More-
over, there exists a constant K > 0 such that
E
{
| f (t,φ)|p ∨ |g(t,φ)|p ∨ |I(t,φ)|p
}
6K sup






and there exists a positive integer N such that there are at most N impulse times within
any interval of length r. Then the trivial solution of system (5.3.1) is also almost surely
exponentially stable, with its Lyapunov exponent not greater than −3/p.
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This theorem can be proved as a special case of a more general result given by Theorem
5.5.4.
5.3.4 Linear Systems










Cx(t)+ Dx(t − r̂)
]
dW(t), t 6= tk,
1x(t) = Ekx(t−), t = tk,
(5.3.24)
where A, B, C, D, and Ek are all n × n matrices and W is a one-dimensional standard
Wiener process. A single time-varying delay is given by r̂ = r(t), which is continuous on
R+ and satisfies 06 r̂ 6 r, for some constant r > 0. The initial data is omitted, but it is
assumed to be in LbFt0
.
Theorem 5.3.3 If there exist constants p>2,3 > 0, and q > 1 such that q > exp(3r +3δ+




T + A)+ p
2
‖B‖ + p(I − 1)
2
‖C‖2 + (I − 1)2 ‖C‖ ‖D‖
+ (I − 1)(I − 2)
2
‖D‖2 ,
κ̃ = ‖B‖ + (I − 1) ‖C‖ ‖D‖ + (I − 1) ‖D‖2 ,
and
log (‖I + Ek‖) < − 12 (3+ µ)δ + ln dk, ∀k ∈ Z
+,
where δ = supk∈Z+{tk − tk−1}, dk > 0, and
∏∞
k=1 dk < ∞, then the trivial solution of (5.1.5)
is pth moment GUES, with its pth moment Lyapunov exponent not greater than −3. If, in
addition, there are at most N impulse times within any interval of length r, for some fixed
integer N, then the trivial solution of system (5.3.24) is also almost surely exponentially stable,
with its Lyapunov exponent not greater than −3/p.
Proof. The conclusions follow from Theorems 5.3.1 and 5.3.2 by considering V(x) = |x|p.❑
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5.3.5 An Example










Cx(t)+ Dx(t − 1)
]
dW(t), t 6= tk,
1x(t) = Ekx(t−), t = tk,
(5.3.25)
































































Choosing p = 2, then κ and κ̃ in Theorem 5.3.3 can be computed to be κ = 2.1255 and
κ̃ = 1.1196. If we further choose 3 = 0.5 and δ = 0.1, then there exists q = 2.9992
such that q = exp(3r + 3δ + µδ), where µ = κ + κ̃q = 5.4834. It is easy to verify that
log(‖I + Ek‖) = −0.3567 < −0.2992 = −(3 + µ)δ/2. Theorem 5.3.3 guarantees that
the trivial solution of system (5.3.25) is second moment GUES, with its second moment
Lyapunov exponent not greater than −3 = −0.5, and also almost surely exponentially
stable, with its Lyapunov exponent not greater than −3/2 = −0.25. Numerical simulations
for this example are shown in Figure 5.1. It is clearly demonstrated that impulses can
successfully stabilize an otherwise unstable stochastic delay system. ❑
5.4 Switching Stabilization of Stochastic Delay Systems
As shown in Section 2.5, a state-dependent switching signal can be constructed to stabilize a
family of unstable systems under suitable assumptions on the vector fields of the subsystems.
Namely, a linear convex combination of the vector fields has to assume a Lyapunov function.
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(a) impulse stabilization (multiple samples)















(b) impulse stabilization (single sample)













(c) impulse free (multiple samples)













(d) impulse free (single sample)
Figure 5.1 Simulation results for Example 5.3.1: (a) impulsive stabilization of system (5.3.1)
(multiple samples); (b) impulsive stabilization of system (5.3.1) (single sample); (c) system response
without impulses (multiple samples); (d) system response without impulses (single sample).
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In the case of switched nonlinear systems, we have further shown that this Lyapunov
function does not have to be quadratic, and a generalized rule, which extends the minimal
rule as proposed in [182], can be used to avoid chattering and Zeno behavior.
In this section, we will explore the idea of switching stabilization in the stochastic setting.
We shall also consider time-delay as studied in [91] and [92] for deterministic switched
linear systems. In contrast with Section 2.5, here we focus on systems whose vector fields
assume a quadratic Lyapunov function. Nevertheless, the results will cover both linear and
nonlinear systems.
5.4.1 Mathematical Formulation








dx(t) = [(Aσ +1Aσ (t))x(t)+ (Bσ +1Bσ (t))x(t − r)] dt
+gσ (t, x(t), x(t − r))dW(t), t > t0,
xt0 = ξ ,
(5.4.1)
where σ : R+ → I = {1, 2, . . . , N} is a switching rule to be constructed and interpreted
as a time-dependent function, x ∈ Rn is the state, h is a constant time-delay, W(t) is
an m-dimensional standard Wiener process, ξ ∈ LbFt0 is the initial data, Ai, Bi ∈ R
n×n
are constant real matrices, and 1Ai(t), 1Bi(t) are bounded but unknown disturbances
(uncertainties). We assume gi : R+ × Rn × Rn → Rn×m satisfies the conditions in
Theorems 5.1.1 and 5.1.2 so that, for each ξ ∈ LbFt0 , system (5.4.1) has a unique global
solution, denoted by x(t; ξ), and x(t; ξ) ∈ LpFt for all t > t0 and p > 0. We further assume
that gi(t, 0, 0) ≡ 0 so that system (5.4.1) yields a trivial solution. We propose the following
assumption.
Assumption 5.4.1 For system (5.4.1) defined above, there exists a Hurwitz linear convex





αi(Ai + Bi), (5.4.2)
where 0 < αi < 1 and
∑N
i=1 αi = 1. ❑
Under Assumption 5.4.1, there exist positive definite symmetric matrices P and Q which
satisfy
HT P + PH = −Q. (5.4.3)
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Equation (2.4.3) leads immediately to the following lemma.
Lemma 5.4.1 ([91]) Let P and Q be given by (5.4.3) and define
i =
{
x ∈ Rn : xT
[
(Ai + Bi)T P + P(Ai + Bi)
]
x 6 − xT Qx
}
.
Then Rn = ∪Ni=1i.
The proof is similar to that of Proposition 2.5.1.
From Lemma 5.4.1, we can see that if x ∈ i, then the quadratic function V(x) = xT Px
decreases along the trajectory of the system
ẋ(t) = (Ai + Bi)x(t),
which is reduced from system (5.4.1) by neglecting uncertainties, stochastic perturbations,
and time-delays. This actually gives the intuitive idea behind the stabilizing rule constructed
in [182], which was later extended to switch linear delay systems in [91] and [92]. In addition,
as already shown in Section 2.5, the idea of hysteresis switching (see, e.g., [107]) is important
here to prevent chattering. The hysteresis switching is defined by first enlarging the region
i a little bit to obtain
′i =
{
x ∈ Rn : xT
[
(Ai + Bi)T P + P(Ai + Bi)
]





where ζ > 1 can be arbitrarily chosen, then defining a minimal rule as follows.
(R1) Starting from some t = t0, let




(Ai + Bi)T P + P(Ai + Bi)
]
x,
where arg denotes the value of the argument i such that the minimal is attained;
(R2) Maintain σ(t) = i as long as x(t) ∈ ′i and σ(t−) = i;
(R3) Once x(t1) hits the boundary of 
′
i for some t1, let t0 = t1 and start over according to
(R1).
Remark 5.4.1 The designed overlapping regions of i serve as “buffering regions” and
produce hysteresis switching to avoid chattering. It would work well in this case since we
have assumed that the nonlinearities gi satisfy a linear growth condition, which happens
to a standard requirement for the global existence of stochastic systems. As for switched
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nonlinear systems studied in Section 2.5, this simple procedure of producing hysteresis
switching does not necessarily avoid Zeno behavior because of the full nonlinearity as well
as non-quadratic Lyapunov function considered there. ❑
5.4.2 Stabilization of Systems with Linear Drifts
Theorem 5.4.1 Let Assumption 5.4.1 hold and P, Q be defined by (5.4.3). Assume that there
exist positive constants βj, 16 j 64, such that
‖1Ai(t)‖ 6β1, ‖1Bi(t)‖ 6β2, (5.4.4)
and
|gi(t, x, y)|2 6β3|x|2 + β4|y|2, (5.4.5)














λmin(Q)− ‖P‖ (2β1 + 2β2 + β3 + β4) > 0,
c = 2 max




1 6 i 6 N
‖Ai‖ + max
1 6 i 6 N




1 6 i 6 N
‖PBi‖2 (β3 + β4),
then system (5.4.1) is exponentially stable in mean square.
Proof. Given any initial data ξ , we write x(t; ξ) as x(t) for simplicity. Let v(t) = xT(t)Px(t)
for all t > t0 − r. By Itô’s formula, we have
dv(t) = 2xT(t)P
[





gTi (t, x(t), x(t − r))Pgi(t, x(t), x(t − r))
]
dt
+ 2xT(t)Pgi(t, x(t), x(t − r))dW(t), (5.4.6)
where x(t) ∈ ′i by how we have constructed σ(t). By the definition of ′i,
xT
[
(Ai + Bi)T P + P(Ai + Bi)
]
x 6 − 1
ζ
xT Qx, x ∈ ′i,
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Using this and the assumptions, we can obtain the estimates
2xT(t)P [Aix(t)+ Bix(t − r)] = 2xT(t)P [Ai + Bi] x(t)− 2xT(t)PBi [x(t)− x(t − r)]
6 − 1
ζ
xT(t)Qx(t)− 2xT(t)PBi[x(t)− x(t − r)]
6 − 1
ζ
λmin(Q) |x(t)|2 − 2xT(t)PBi[x(t)− x(t − r)],




gTi (t, x(t), x(t − r))Pgi(t, x(t), x(t − r))
]
6 ‖P‖ (β3 |x(t)|2 + β4 |x(t − r)|2).




λmin(Q)− ‖P‖ (2β1 + β2 + β3)
]
|x(t)|2 dt
+ ‖P‖ (β2 + β4) |x(t − r)|2 dt − 2xT(t)PBi[x(t)− x(t − r)]dt
+ 2xT(t)Pgi(t, x(t), x(t − r))dW(t). (5.4.7)
Moreover, by the definition of stochastic integral, we have, for t >h,










gσ(s)(s, x(s), x(s − r))dW(s).
Note that regarding the switching signal as a function of time gives the simple expression
above. Using this and the assumptions, we obtain, for t > t0 + r,
− 2xT(t)PBi[x(t)− x(t − r)]
6 [h(γ1 + γ2 + γ3 + γ4)+ γ5] |x(t)|2
+ max
1 6 i 6 N
‖PBi‖2 (γ−11 max
1 6 i 6 N





1 6 i 6 N
‖PBi‖2 (γ−12 max
1 6 i 6 N
‖Bi‖2 + γ−14 β22)
∫ t
t−r
|x(s − r)|2 ds
+ γ−15 max
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where γi (16 i 65) can be chosen later to optimize the estimation. Substituting this into
(5.4.7), we have two cases.
(i) For t > t0 + r, we have
dv(t)6
[
κ1 |x(t)|2 + κ2 |x(t − r)|2 + κ3
∫ t
t−r
|x(s)|2 ds + κ4
∫ t
t−r






















λmin(Q)+ ‖P‖ (2β1 + β2 + β3)+ r(γ1 + γ2 + γ3 + γ4)+ γ5,
κ2 = ‖P‖ (β2 + β4),
κ3 = max
1 6 i 6 N
‖PBi‖2 (γ−11 max
1 6 i 6 N
‖Ai‖2 + γ−13 β21),
κ4 = max
1 6 i 6 N
‖PBi‖2 (γ−12 max
1 6 i 6 N
‖Bi‖2 + γ−14 β22),
κ5 = γ−15 max
1 6 i 6 N
‖PBi‖2 .




λmin(Q)− ‖P‖ (2β1 + β2 + β3)+ 1
]
|x(t)|2 dt
+ ‖P‖ (β2 + β4) |x(t − r)|2 dt + max
1 6 i 6 N
‖PBi‖2 |x(t)− x(t − r)|2 dt
+ 2xT(t)Pgi(t, x(t), x(t − r))dW(t). (5.4.9)





= εeεt xT(t)Px(t)dt + eεt dv(t). (5.4.10)

























Substituting the previous estimates (5.4.8) and (5.4.9) for dv(t) into (5.4.10), integrating
from t0 to t, taking expectation from both sides, and by virtue of (5.4.11), we can obtain
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eεs |x(s − r)|2 ds
}






































eεs |x(s − r)|2 ds
}
+ max










λmin(Q)− ‖P‖ (2β1 + β2 + β3 + ε)+ 1 + κ2 + 2 max
1 6 i 6 N
‖PBi‖2
]
× heεh E{‖ξ‖} + 2 max






To get a simpler estimation of the right hand side, we compute the integrals in the previous
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where c3 = c1(h + reεh) < ∞. Substituting all these into (5.4.12) and reorganizing the













ρ1 = E{ξ(0)Pξ(0)} + κ2c1 + (κ3 + κ5β3)c2 + (κ4 + κ5β4)c3 + c0 < ∞,
and
ρ2 = κ1 + ‖P‖ ε + κ2eεh + (κ3 + κ5β3)heεh + (κ4 + κ5β4)he2εh.
Our aim is to find some positive ε such that ρ2 = 0. Since ρ2 is increasing with respect to ε,
it is clear that if
κ1 + κ2 + (κ3 + κ5β3)h + (κ4 + κ5β4)r < 0,
then there exists some positive ε such that ρ2 becomes 0. Recall what we denote by








D = (γ1 + γ2 + γ3 + γ4)+ max




1 6 i 6 N
‖Ai‖2 + γ−12 max
1 6 i 6 N
‖Bi‖2 + γ−13 β21 + γ−14 β22 + γ−15 β3 + γ−15 β4
)
.
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Moreover, to relax the restriction on h, γi (16 i 65) can be chosen to minimize the denom-
inator D, that is
γ1 = max
1 6 i 6 N
‖PBi‖ max
1 6 i 6 N
‖Ai‖ ,
γ2 = max
1 6 i 6 N
‖PBi‖ max
1 6 i 6 N
‖Bi‖ ,
γ3 = max
1 6 i 6 N
‖PBi‖β1,
γ4 = max
1 6 i 6 N
‖PBi‖β2,
which immediately gives that
D = 2 max
1 6 i 6 N
‖PBi‖ ( max
1 6 i 6 N
‖Ai‖ + max
1 6 i 6 N
‖Bi‖ + β1 + β2)
+ γ−15 max
1 6 i 6 N
‖PBi‖2 (β3 + β4).
Now, γ5 is still not determined. To finish this, we observe that the function f (x) on (0, ∞)
defined as
f (x) = a − x
c + x−1d
for positive a, c, and d is increasing on (0, ad
d+
√





Hence if we use the notations
a = 1
ζ
λmin(Q)− ‖P‖ (2β1 + 2β2 + β3 + β4),
c = 2 max
1 6 i 6 N
‖PBi‖ ( max
1 6 i 6 N
‖Ai‖ + max
1 6 i 6 N
‖Bi‖ + β1 + β2),
d = max
1 6 i 6 N
‖PBi‖2 (β3 + β4),
then γ5 = ad
d+
√




















which is our final restriction on h to guarantee that there exists some ε such that ρ2 becomes
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which means system (5.4.1) is exponentially stable in mean square. ❑
On the almost sure stability of system (5.4.1), we have the following theorem.
Theorem 5.4.2 Under the same assumptions as in Theorem 5.4.1, system (5.4.1) is also almost
surely exponentially stable.
Proof. The proof is based on Doob’s martingale inequality and the Borel-Cantelli lemma.
For a complete proof one can refer to the proof of Theorem 5.5.4, where both impulses and
switching are considered. ❑
We consider two special cases of Theorems 5.4.1 and 5.4.2.
The case gi(t , x, y) ≡ 0. If there is no stochastic perturbation in system (5.4.1), as corollar-
ies of Theorems 5.4.1 and 5.4.2, we can have some results on deterministic switched systems.
In this case, system (5.4.1) reduces to
ẋ(t) = (Ai +1Ai(t))x(t)+ (Bi +1Bi(t))x(t − r), σ(t) = i, t > t0. (5.4.15)
For this system, we have the following corollary.
Corollary 5.4.1 Let Assumption 5.4.1 hold and P, Q be defined as thereafter. Assume also
there exist positive constants βj, 16 j 62, such that
‖1Ai(t)‖ 6β1, ‖1Bi(t)‖ 6β2, (5.4.16)
for all t > t0 and i ∈ {1, 2, . . . , N}. If for some ζ > 1,
r <
λmin(Q)− 2 ‖P‖ (β1 + β2)ζ
2ζ max
1 6 i 6 N
‖PBi‖ ( max
1 6 i 6 N
‖Ai‖ + max
1 6 i 6 N
‖Bi‖ + β1 + β2)
,
then system (5.4.15) is exponentially stable in mean square and also almost surely exponen-
tially stable.
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The case gi(t , x, y) ≡ 0 and 1Ai(t) ≡ 1Bi(t) ≡ 0. Now system (5.4.1) further reduces to
ẋ(t) = Aσx(t)+ Bσx(t − r), t > t0. (5.4.17)
which is actually the same system considered in [91]. For this system, we have the following
corollary.









1 6 i 6 N
‖Ai‖ + max
1 6 i 6 N
‖Bi‖
) , (5.4.18)
then system (5.4.17) is exponentially stable in mean square and also almost surely exponen-
tially stable.
5.4.3 Stabilization of Nonlinear Systems
Generally, we can consider the following nonlinear stochastic switched system
dx(t) = [ fσ (t, x(t), x(t − r))+1fσ (t, x(t), x(t − r))]dt
+ gσ (t, x(t), x(t − r))dW(t), t > t0, (5.4.19)
xt0 = φ,
where σ : [t0, ∞) → {1, 2, . . . , N} is the switching rule. We assume that fi and 1fi are
locally Lipschitz continuous functions from R+ × Rn × Rn → Rn satisfying the linear
growth condition so that system (5.4.19) has a global unique solution. Moreover, suppose
that fi(t, 0, 0) ≡ 1fi(t, 0, 0) ≡ 0 such that the system admits a trivia solution x(t; 0) ≡ 0.
The following assumption and lemma are the counterparts of Assumption 5.4.1 and
Lemma 5.4.1.
Assumption 5.4.2 For system (5.4.19) defined above, there exist a symmetric positive defi-
nite matrix P and positive constants λ and αi, 16 i 6N , such that
∑N






T Pfi(t, x, x)6 − λ |x|2 ,
for all t > t0 and x ∈ Rn. ❑




x ∈ Rn : xT Pfi(t, x, x)+ f Ti (t, x, x)Px 6 − λ |x|2
}
.
Then Rn = ∪Ni=1i.
This lemma essentially guarantees that we can construct a state-dependent switching rule
for system (5.4.19) as we do in Section 5.4.2. Similar argument will lead to the following
result.
Theorem 5.4.3 Let Assumption 5.4.2 hold and P be the symmetric positive definite matrix.
Assume also there exist positive constants δj, 16 j 63, and βk, 16k 64, such that
| fi(t, x, x)− fi(t, x, y)|6δ1|x − y|,
| fi(t, x, y)|6δ2|x| + δ3|y|,
|1fi(t, x, y)|6β1|x| + β2|y|,
|gi(t, x, y)|2 6β3|x|2 + β4|y|2,














λ− ‖P‖ (2β1 + 2β2 + β3 + β4) > 0,
c = 2δ1 ‖P‖ (δ2 + δ3 + β1 + β2),
d = δ1 ‖P‖2 (β3 + β4),
then system (5.4.19) is exponentially stable in mean square and also almost surely exponen-
tially stable.
Proof. The proof is essentially similar to the proof for Theorem 5.4.1 and is omitted. ❑
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If gi(t, x, y) ≡ 0, then system (5.4.19) reduces to a deterministic switched system, i.e.,
ẋ(t) = fσ (t, x(t), x(t − r))+1fσ (t, x(t), x(t − r)), t > t0. (5.4.20)
The following is a corollary of Theorem 5.4.2.
Corollary 5.4.3 Let Assumption 5.4.2 hold and P be the symmetric positive definite matrix.
Assume also there exist positive constants δj, 16 j 63, and βk, 16k 62, such that
| fi(t, x, x)− fi(t, x, y)|6δ1|x − y|,
| fi(t, x, y)|6δ2|x| + δ3|y|,
|1fi(t, x, y)|6β1|x| + β2|y|,
for all t > t0, x ∈ Rn, y ∈ Rn, and i ∈ {1, 2, . . . , N}. If for some ζ > 1,
r <
λ− 2 ‖P‖ (β1 + β2)ζ
2δ1ζ ‖P‖ (δ2 + δ3 + β1 + β2)
,
then system (5.4.20) is exponentially stable in mean square and also almost surely exponen-
tially stable.
Furthermore, if 1fi(t, x, y) ≡ 0, system (5.4.20) further reduces to
ẋ(t) = fσ (t, x(t), x(t − r)), t > t0, (5.4.21)
For this system, we have the following result.
Corollary 5.4.4 Let Assumption 5.4.2 hold and P be the symmetric positive definite matrix.
Assume also there exist positive constants δj, 16 j 63, such that
| fi(t, x, x)− fi(t, x, y)|6δ1|x − y|,
| fi(t, x, y)|6δ2|x| + δ3|y|,
for all t > t0, x ∈ Rn, y ∈ Rn, and i ∈ {1, 2, . . . , N}. If for some ζ > 1,
r <
λ
2δ1ζ ‖P‖ (δ2 + δ3)
,
then system (5.4.21) is exponentially stable in mean square and also almost surely exponen-
tially stable.
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5.4.4 Examples
Example 5.4.1 Consider a switched system with two subsystems given by
dx(t) =
[
(A1 +1A1(t))x(t)+ (B1 +1B1(t))x(t − r)
]
dt
+ g1(t, x(t), x(t − r))dW(t), (5.4.22)
dx(t) =
[
(A2 +1A2(t))x(t)+ (B2 +1B2(t))x(t − r)
]
dt




























‖1Ai(t)‖ 60.1, ‖1Bi(t)‖ 60.1, i = 1, 2,
and
|gi(t, x, y)|2 60.1|x|2 + 0.1|y|2, i = 1, 2,
for all t >0 and x = [x1 x2]T and y = [y1 y2]T ∈ R2. Let
H = 0.52(A1 + B1)+ 0.48(A2 + B2)








such that PH + HT P = −Q. It is easy to compute that
‖P‖ = 0.8276, max
1 6 i 6 2
‖PBi‖ = 7.0148,
max
1 6 i 6 2
‖Ai‖ = 20.1803, max
1 6 i 6 2
‖Bi‖ = 23.9390.
Applying Theorem 5.4.1 with β1 = β2 = β3 = β4 = 0.1, we can conclude that the
system switching between (5.4.22) and (5.4.23) via the switching rule σ is exponentially
stable for r < 5.6895 × 10−4. If there are no stochastic perturbations and uncertainties,
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i.e., gi(t, x, y) ≡ 0 and 1Ai(t) ≡ 1Bi(t) ≡ 0, then the system reduces to Example 1 in
[91]. Corollary 5.4.2 shows that the system is exponentially stable for r < 0.001615, which
improves the delay upper bound of 0.001573 in [91]. Typical paths of the evolution and
the switching rule σ for the above system are shown in Figures 5.2 and 5.3 for r = 0.0005,
ζ = 1.1,
1A1(t) = 1B1(t) = 0.1 sin(10t)I2,
1A2(t) = 1B2(t) = 0.1 cos(10t)I2,
and






x1 sin(x1y1)+ x2 sin(x2y2) 0
0 y1 cos(x1y1)+ y2 cos(x2y2)

 .
Also, Figures 5.4 and 5.5 show that each subsystem is unstable even without uncertainties
and stochastic perturbations. ❑
Next we consider a switched system consisting of nonlinear subsystems.
Example 5.4.2 Consider a switched system with two subsystems given by
dx(t) =
[
f1(t, x(t), x(t − r))+1f1(t, x(t), x(t − r))
]
dt




f2(t, x(t), x(t − r))+1f2(t, x(t), x(t − r))
]
dt
+ g2(t, x(t), x(t − r))dW(t), (5.4.25)
where




0.5x1 + 0.5y1 − x2 sin(t)









−x1 − y1 − x2 cos(t)
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Figure 5.2 The solution of the system switching between (5.4.22) and (5.4.23) according to
the switching signal σ(t). The time-delay is set to be h = 0.0016 and the initial data given by
x = [1 − 1]T .










Figure 5.3 The Euclidian norm |x| and quadratic norm
√
xT Px versus the constructed switching
signal σ(t).
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Figure 5.4 The solution of subsystem (5.4.22) without uncertainty and stochastic perturbation.
The time-delay is set to be r = 0.0005 and the initial data given by x = [0.01 0.01]T .














Figure 5.5 The solution of subsystem (5.4.23) without uncertainty and stochastic perturbation.
The time-delay is set to be r = 0.0005 and the initial data given by x = [0.01 0.01]T .
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for all t >0 and x, y ∈ R2, and the uncertainties 1fi and stochastic perturbations gi are
assumed to satisfy
|1fi(t, x, y)|60.1|x| + 0.1|y|,
|gi(t, x, y)|2 60.1|x|2 + 0.1|y|2,




T f1(t, x, x)+
1
2
xT f2(t, x, x)
]
6 − |x|2,
| fi(t, x, x)− fi(t, x, y)|6 |x − y|,
| fi(t, x, y)|62|x| + |y|,
for i = 1, 2, t >0, and x, y ∈ R2. To apply Theorem 5.4.2 with ζ = 1.1, δ1 = 1, δ2 = 2.24,
δ3 = 1.74,β1 = β2 = β3 = β4 = 0.1, P = I2, and λ = 1, we can compute that
a = 1
ζ
λ− ‖P‖ (2β1 + 2β2 + β3 + β4) = 0.3091,
c = 2δ1 ‖P‖ (δ2 + δ3 + β1 + β2) = 6.4,
d = δ1 ‖P‖2 (β3 + β4) = 0.2.











(25) is exponentially stable. Typical paths of the evolution and the switching rule σ for the
above system are shown in Figures 5.6 and 5.7 for h = 0.02, ζ = 1.1,




0.1x1 sin(y1y2)+ 0.1y1 cos(x1x2)












x1 sin(x1y1)+ x2 sin(x2y2) 0
0 y1 cos(x1y1)+ y2 cos(x2y2)

 .
Also, Figures 5.8 and 5.9 show that each subsystem is unstable even without uncertainties
and stochastic perturbations. ❑
5.4 switching stabilization of stochastic delay systems 208







   x
1
 
   x
2
 
Figure 5.6 The solution of the system switching between (5.4.24) and (5.4.25) according to the
switching signal σ(t). The time-delay is set to be h = 0.02 and the initial data given by x = [1 −1]T .







  ||x|| 
  
Figure 5.7 The Euclidian norm of x versus the constructed switching signal σ(t). Note that in
this case P = I2 and the quadratic norm
√
xT Px coincides with the Euclidian norm.
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Figure 5.8 The solution of subsystem (5.4.24) without uncertainty and stochastic perturbation.
The time-delay is set to be r = 0.02 and the initial data given by x = [0.01 0.01]T .















Figure 5.9 The solution of subsystem (5.4.25) without uncertainty and stochastic perturbation.
The time-delay is set to be r = 0.02 and the initial data given by x = [0.01 0.01]T .
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5.5 Razumikhin-Type Theorems for Stochastic Hybrid
Delay Systems
In this section, we will apply multiple Lyapunov functions to obtain several Razumikhin-
type results on the stability and stabilization of general stochastic hybrid systems with
time-delay.
5.5.1 Preliminaries
We will focus on system (5.1.1) formulated in Section 5.1. Here it is assumed that
{








Ij : j ∈ J
}
satisfy assumptions of Theorems 5.1.1 and 5.1.2





system (5.1.1) has a unique global solution, denoted by x(t) = x(t; ξ), and, moreover,
xt(ξ) ∈ LpFt for all t > t0 and p > 0. In addition, it is assumed that fi(t, 0) ≡ 0, gi(t, 0) ≡ 0,
and Ij(t, 0) = 0, for all i ∈ I , j ∈ J and t ∈ R+, so that system (5.1.1) admits a trivial
solution.
Definitions of the two types of stability to be investigated, pth moment stability and
almost sure stability, can be given in a similar way as Definition 5.3.1 in Section 5.3.
Definition 5.5.1 For p > 0, the trivial solution of system (5.1.1) is said to be pth moment
globally uniformly exponentially stable (GUES) over a setS of impulsive switching signals,













e−ε(t−t0), t > t0, (5.5.1)














6 − ε. (5.5.2)






log |x(t; ξ)| (5.5.3)
to be the Lyapunov exponent of the solution. The trivial solution of system (5.1.1) is
said to be almost surely globally uniformly exponentially stable if the Lyapunov exponent




∈ S . ❑
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Remark 5.5.1 From Definition 5.5.1, one can see that the stability considered here is not
only “uniform” with respect to the initial time, but also “uniform” with respect to an
admissible set of impulsive switching signals S , which in accordance with the uniform
stability we have investigated in Section 2.4 for switched nonlinear systems and in [69] for
switched linear systems. ❑
The following definition formulates some particular classes of impulsive switching signals
to be used in this section. The classification is based solely on the frequency of impulsive
switching times.
5.5.2 Moment Exponential Stability: Average Dwell-Time
Approach
In this subsection, the impulses are only considered as perturbations. Sufficient conditions
for exponential stability are derived in terms of average dwell-time and Razumikhin-type
conditions.
Theorem 5.5.1 Let p, c1, c2, d̂, λi, and ρi >1 (i ∈ I) be positive constants. Suppose that
(i) there exists a family of functions {Vi : i ∈ I} ⊂ C1,2 such that
c1 |x|p 6Vi(t, x)6 c2 |x|p , (5.5.4)
for (i, t, x) ∈ I × R+ × Rn; and
(ii) there exists a family of continuous functions {µi : i ∈ I} from R+ to R such that
E{LVi(t,φ)} 6µi(t)E{Vi(t,φ(0))} , (5.5.5)
whenever i ∈ I , t > t0, and φ ∈ LpFt satisfies
min
i∈I
E{Vi(t + s,φ(s))} 6q E{Vi(t,φ(0))} , ∀s ∈ [−r, 0], (5.5.6)





µ−i (t) < ∞, (5.5.7)
whereµ−i = max(0, −µi) is the negative part of the functionµi.
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Then the trivial solution of system (5.1.1) is pth moment globally uniformly exponentially





(a) σ ∈ S ia(τi, N0) for each i ∈ I ,





















k=1 d(tk)6 d̂, and
(e) τi > ln(ρi)/λi for each i ∈ I ,
and its pth moment Lyapunov exponent is guaranteed to be not greater than −3, where





be a given signal S , σ be as defined in condition (c), and ξ ∈ LbFt0
be the initial data, the global solution of (5.1.1) is simply denoted by x(t). Without loss of





, for t > t0 − r, and













, t > t0,
where ‖vt0‖ = max−r 6 s 6 0 v(t0 + s) and µ̃i(t) = µi(t)+ η, with η > 0 to be chosen later.




∥ for t ∈ [t0 − r, t0).
It is easy to see that u(t) is continuous on [t0, t1) and u(t)60 for t ∈ [t0 − r, t0]. We
proceed to show that u(t)60 for t ∈ [t0, t1). Assume this is not true. Then u(t)>α for
some t ∈ [t0, t1) and α > 0. Let t∗ = inf{t ∈ [t0, t1) : u(t) > α}. Since u(t0)60, one
must have t∗ ∈ (t0, t1) and u(t∗) = α. Moreover, u(t)6α for t ∈ [t0 − r, t∗]. Now for any




by defining σ(t) = ik on [tk , tk+1). This was remarked
in Remark 3.1.1 and should cause no confusion even we also use σ to denote the signal
{
(tk , ik , jk)
}
itself.
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s ∈ [−r, 0], one has






































































which, by continuity, implies that
E
{






60, θ ∈ [t∗, t∗ + h],
provided that h is sufficiently small. Applying Itô’s formula on [t∗, t∗+h′], where h′ ∈ [0, h],
one has















for all h′ ∈ [0, h], which contradicts the definition of t∗. Therefore, one must have u(t)60
for t ∈ [t0, t1).
Now assume that u(t)60, ∀t ∈ [t0 − r, tm), where m>1 is a positive integer. We
proceed to show that u(t)60 on [tm, tm+1). To derive a contradiction, assume that u(t)60
does not hold on [tm, tm+1). Then u(t)>α for some t ∈ [tm, tm+1) and some α > 0. Let
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t∗ = inf{t ∈ [tm, tm+1) : u(t) > α}. Since, by (5.5.8),

































one must have t∗ ∈ (tm, tm+1) and u(t∗) = α. Moreover, u(t)6α for t ∈ [t0 − r, t∗]. For
s ∈ [−r, 0], one now has,

























Repeating the same argument as on [t0, t1), one can derive a contradiction and hence show
that u(t)60 for t ∈ [tm, tm+1). By induction on m, one can conclude that u(t)60 for all












ds, ∀t > t0. (5.5.9)
















, ∀t > t0. (5.5.10)















































i c2/c1, which shows that the pth moment of system (5.1.1) is GUES
with its pth moment Lyapunov exponent not greater than −3. ❑
5.5 razumikhin-type theorems for stochastic hybrid delay systems 215
Remark 5.5.2 The formulation of the set S of impulsive switching signals in Theorem 5.5.1
essentially proposes an average dwell-time condition τi > ln(ρi)/λi for each individual
mode, which generalizes the well-known average dwell-time notion from [68]. Moreover, it
allows the existence of unstable mode since µi(t) can be positive on certain subintervals of
R+. The condition to guarantee stability is then given by the integral relation in condition
(c) of the theorem, which essentially says that the switching between the stable modes and







This relation bears the same idea which we have used to investigate uniform stability of
switched nonlinear systems with both stable and unstable modes in Chapter 2 (see also,
[199] for switched linear systems; [1] and [200] for switched delay systems with linear
structures), but now in a more general way. ❑
Remark 5.5.3 According to Theorem 5.5.1, the average dwell-time condition for the ith
mode is given by τi > ln(ρi)/λi. If ρi = 1, this condition reduces to τi > 0, which would
read as the ith mode has a positive average dwell-time condition. A closer scrutiny of
the proof (see the estimate (5.5.10)) reveals that there is essentially no average dwell-time
restriction on the ith mode, if (5.5.8) is satisfied with ρi = 1. ❑
5.5.3 Moment Exponential Stability: Impulsive Stabilization
In this subsection, assuming that all the subsystems are unstable, impulses are added as a
stabilizing mechanism to exponentially stabilize system (5.1.1).
Theorem 5.5.2 Let 3, p, c1, c2, ρi < 1, δi (i ∈ I), d̂ be positive constants and ν̄i (i ∈ I) be
nonnegative numbers. Suppose that
(i) condition (i) of Theorem 5.5.1 holds; and







E{LVi(t,φ)} 6νi(t)E{Vi(t,φ(0))} , (5.5.12)
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whenever i ∈ I , t > t0, and φ ∈ LpFt satisfies
min
i∈I
E{Vi(t + s,φ(s))} 6qi E{Vi(t,φ(0))} , ∀s ∈ [−r, 0], (5.5.13)
where qi >1 is a constant such that
qi > exp(3r +3δi + ν̄iδi). (5.5.14)
Then the trivial solution of system (5.1.1) is pth moment globally uniformly exponentially





(a) σ ∈ S isup(δi) for all i ∈ I ,




(d) δi < − ln(ρi)/(3+ ν̄i), for all i ∈ I ,
and its pth moment Lyapunov exponent is not greater than −3.
Proof. Keep the same notation as in the proof for Theorem 5.5.1. Let 3̃ = 3 − η, where
η > 0 being an arbitrary number such that 3̃ > 0. Choose M ∈
(





‖vt0‖ < M‖vt0‖e−(3+ν̄i0)δi0 < M‖vt0‖e−3δi0 < qi0‖vt0‖, (5.5.15)
where i0 = σ(t0) and ‖vt0‖ = max−r 6 s 6 0 v(t0 + s). We will show that
v(t)6M E{‖ξ‖p}e−3̃(t1−t0), ∀t ∈ [t0, t1), (5.5.16)
by proving a stronger claim:
v(t)6M‖vt0‖e−3δi0 , ∀t ∈ [t0, t1). (5.5.17)
Suppose (5.5.17) is not true and observe that
v(t)6‖vt0‖ < M‖vt0‖e−3δi0 , (5.5.18)




∥ e−3δi0 }.Then t∗ ∈ (t0, t1)
and, by continuity of v(t),
v(t)6v(t∗) = M‖vt0‖e−3δi0 , ∀t ∈ [t0, t∗]. (5.5.19)
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In view of (5.5.18), define t∗ = sup{t ∈ [t0, t∗) : v(t)6‖vt0‖}. Then t∗ ∈ [t0, t∗) and, by
continuity of v(t),
v(t)>v(t∗) = ‖vt0‖, ∀t ∈ [t∗, t∗]. (5.5.20)
Now in view of (5.5.15), (5.5.19), and (5.5.20), one has, for t ∈ [t∗, t∗] and s ∈ [−r, 0],
v(t + s)6v(t∗) = M‖vt0‖e−3δi0 < qi0‖vt0‖6qi0 v(t).









, ∀t ∈ [t∗, t∗]. (5.5.21)































Since (5.5.22) contradicts what is implied by (5.5.15), (5.5.19), and (5.5.20), claim (5.5.17)
must be true and so is (5.5.16). Although the choice of M in (5.5.15) depends on i0, one can
choose some M independent of i0 such that (5.5.16) holds, due to the fact that I is a finite
set.
Now, assume that
v(t)6Mk‖vt0‖e−3̃(tk−t0), ∀t ∈ [tk−1, tk), (5.5.23)
for all k 6m, where k, m ∈ Z+ and Mk is defined by M1 = M and Mk = Mk−1d(tk−1), for
k >2.We proceed to show that
v(t)6Mm+1‖vt0‖e−3̃(tm+1−t0), ∀t ∈ [tm, tm+1), (5.5.24)
by proving a stronger claim:
v(t)6Mm+1‖vt0‖e−3̃[(tm−t0)+δim ], ∀t ∈ [tm, tm+1), (5.5.25)
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where im = σ(tm). From (5.5.23) and (5.5.8), one has
v(tm)6ρim d(tm)v(t
−
m )6ρim d(tm)Mm‖vt0‖e−3̃(tm−t0) = ρim Mm+1‖vt0‖e−3̃(tm−t0),
which implies, by the fact that σ ∈ S ,
v(tm) < e
−ν̄imδim Mm+1‖vt0‖e−3̃[(tm−t0)+δim ]. (5.5.26)
Choose ε > 0 sufficiently small such that
v(tm) < e
−ν̄imδim−εMm+1‖vt0‖e−3̃[(tm−t0)+δim ]
< e−ν̄imδim Mm+1‖vt0‖e−3̃[(tm−t0)+δim ]. (5.5.27)
Suppose claim (5.5.25) is not true. Define
t̄ = inf
{
t ∈ [tm, tm+1) : v(t) > Mm+1‖vt0‖e−3̃[(tm−t0)+δim ]
}
.
In view of (5.5.26), one has t̄ ∈ (tm, tm+1) and, by continuity of v(t).
v(t)6v(t̄) = Mm+1‖vt0‖e−3̃[(tm−t0)+δim ], ∀t ∈ [tm, t̄]. (5.5.28)
In view of (5.5.27), define
t = sup
{
t ∈ [tm, t̄) : v(t)6 e−ν̄imδim−εMm+1‖vt0‖e−3̃[(tm−t0)+δim ]
}
.
Then t ∈ (tm, t̄) and, by continuity of v(t),
v(t)>v(t) = e−ν̄imδim−εMm+1‖vt0‖e−3̃[(tm−t0)+δim ] = e−ν̄imδim−εv(t̄), (5.5.29)
for all t ∈ [t, t̄]. Now for t ∈ [t, t̄] and s ∈ [−r, 0], from (5.5.14), (5.5.23), (5.5.29), and the
fact that t + s ∈ [tm−1, t̄], one has




provided that ε defined in (5.5.27) is chosen sufficiently small. Similar to the argument on
[t∗, t∗], an application of Itô’s formula on [t, t̄] will lead to v(t̄)6v(t)eν̄imδim , which would
contradict (5.5.29). Therefore, claim (5.5.25) must be true and so is (5.5.24). By induction




d(tk)‖vt0‖e−3̃(t−t0), ∀t > t0.
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e−3̃(t−t0), ∀t > t0.












e−3(t−t0), ∀t > t0,
which shows that the pth moment of system (5.1.1) is GUES with its pth moment Lyapunov
exponent not greater than −3. ❑
5.5.4 Moment Exponential Stability: Combined Hybrid Strategy
Theorems 5.5.1 and 5.5.2 address the average dwell-time approach and impulsive stabi-
lization, respectively. While Theorem 5.5.1 applies to the situation when both stable and
unstable modes are present in the switched system and stability is achieved by restricting the
switching signal so that a certain balance between the activation time of the stable mode and
the unstable mode, Theorem 5.5.2 assumes all the modes are unstable and addresses how
one can seek an impulsive stabilization rule for a certain class of switching signals. In this
section, these two approaches are combined to achieve a stabilization result for impulsive
switched stochastic delay systems.
The motivation for proposing this strategy is the fact that impulse stabilization should be
kept to a minimal in many applications due to its cost. We consider applying impulses only
when the system is about to switch to an unstable mode. Otherwise, the requirement for
stability is guaranteed by imposing an average dwell-time condition. For this purpose, we
propose a partition of the subsystems by I = Is ∪ Iu and Is ∩ Iu = ∅. Recall the notion








i.e., [t, T]sσ and [t, T]uσ denote the union of all subintervals of [t, T] on which a mode in Is
and Iu, respectively, is activated.
The combined hybrid strategy can be described as follows:
(i) on [t, T]sσ , stabilization is achieved by an average dwell-time approach and impulsive
stabilization is not performed; and
(ii) on [t, T]uσ , a stabilizing impulse is added at each impulsive switching time.
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Theorem 5.5.3 Let λ,3, p, c1, c2, d̂, ρi >1 (i ∈ Is), τi, δi, ρi < 1 be positive constants and ν̄i
(i ∈ Iu) be nonnegative constants. Suppose that
(i) condition (i) of Theorem 5.5.1 holds;
(ii) there exists a family of continuous functions {µi : i ∈ Is} from [t0, ∞) to R such that






(iii) there exists a family of continuous functions {νi : i ∈ Iu} from [t0, ∞) to R+ satisfying
(5.5.11) such that condition (ii) of Theorem 5.5.2 is satisfied, for all i ∈ Iu, with
qi > exp(µr +3δi + ν̄iδi). (5.5.31)
Then the trivial solution of system (7.1.1) is pth moment globally uniformly exponentially





(a) σ ∈ S ia(τi, N0) for all i ∈ Is and σ ∈ S isup(δi) for all i ∈ Iu,










ds 60, for all t > t0,
(e) τi > ln(ρi)/λi, for all i ∈ Is,
(f) δi < − ln(ρi)/(3+ ν̄i), for all i ∈ Iu,
where 3 = mini∈Is {λi − ln(ρi)/τi}, and its pth moment Lyapunov exponent is not greater
than −3.
Proof. Keep the same notation as in the proof for Theorem 5.5.1. The proof is essentially
a combination of the proofs for Theorems 5.5.1 and 5.5.2. Let η ∈ (0,3) be an arbitrary
number and define
3̃ = 3− η, µ̃i(t) = µi(t)+ η, t > t0, i ∈ Is.
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∥ = max−r 6 s 6 0 v(t0+s), M > 1 is as chosen in the proof of Theorem 5.5.2, and
tσ is the next switching instant of σ beyond t. For simplicity, let u(t) denote the right-hand
side of the claimed inequality. We shall prove the claim by induction on [tk−1, tk), k ∈ Z+.
Starting on [t0, t1), consider two cases: (i) i0 = σ(t0) ∈ Is, (ii) i0 ∈ Iu. We have




µ̃σ(s)(s)ds, t ∈ [t0, t1),
which implies the claim on [t0, t1),
(ii) following the argument in the proof for Theorem 5.5.2,
v(t)6M‖vt0‖e−3̃δi0 , ∀t ∈ [t0, t1),
which also implies the claim on [t0, t1).
Now suppose that the claim is true on [t0, tm), where m ∈ Z+. We shall show that it is also
true on [tm, tm+1). Consider the following three cases:
(a) σ(tm) ∈ Is. Suppose that the claim is not true on [tm, tm+1). Then there exists some
α > 0 such that v(t)6u(t)+α, for some t ∈ [tm, tm+1). Let t∗ = inf{t ∈ [tm, tm+1) : v(t) >
u(t)+ α}. Since v(tm)6u(tm), one must have t∗ ∈ (tm, tm+1). Moreover, by continuity of v
and u on [tm, tm + 1), v(t∗) = u(t∗) + α and v(t)6u(t) + α for t ∈ [t0 − r, t∗]. Now for
any s ∈ [−r, 0], one has
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where in the last inequality the fact that36µ (implied by the theorem conditions) is used.
Following the same argument as in the proof of Theorem 5.5.1, one can draw a contradiction
by applying Itô’s formula and the Razumikhin-type argument. Therefore, we have shown
that the claim holds on [tm, tm+1).


























where im = σ(tm) and ε > 0 is a sufficiently small number.
We shall show that
v(t)6Cme
−3̃δim , ∀t ∈ [tm, tm+1). (5.5.33)
Assume (5.5.33) is not true. Define
t̄ = inf
{










v(t) = Cme−ν̄imδim−3̃δim−ε = e−ν̄imδim−εv(t̄), (5.5.34)
and
v(t)6v(t̄), ∀t ∈ [tm, t̄], (5.5.35)
v(t)>v(t), ∀t ∈ [t, t̄]. (5.5.36)
Therefore, for t ∈ [t, t̄] and s ∈ [−r, 0], from (5.5.32), (5.5.35), and (5.5.36), one can obtain
v(t + s)6Cmeµr 6 eµr+ν̄imδim+3̃δim+εv(t)6qim v(t),
provided that ε > 0 has been chosen sufficiently small.
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By the Razumikhin-type conditions (iii) and applying Itô’s formula on [t, t̄], one can
show that
v(t̄)6v(t)eν̄imδim ,
which would contradict (5.5.34). Therefore (5.5.33) must be true. It follows immediately
that the claim holds on [tm, tm+1).























































e−3(t−t0), ∀t > t0,




i c2/c1, which shows the pth moment of system (7.1.1) is GUES with
its pth moment Lyapunov exponent not greater than −3. ❑
5.5.5 Almost Sure Exponential Stability
In this section, with some additional conditions, we show that the trivial solution of system
(7.1.1) is also almost surely exponential stable, provided that the conditions in Theorems
5.5.1, 5.5.2, or 5.5.3 are satisfied.
Theorem 5.5.4 Let p>1, C > 0 and3 > 0. Suppose there exists a constant K > 0 such that
E
{
| fi(t,φ)|p ∨ |gi(t,φ)|p ∨ |Ij(t,φ)|p
}
6K sup















e−3(t−t0), t > t0, (5.5.38)






log |x(t; ξ)| 6 − 3
p
, a.s. (5.5.39)
where x(t; ξ) is a given solution to system (7.1.1).
Proof. Write x(t) = x(t; ξ) in the following. Let sm = t0 + mr, where m>1 is a positive
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where Cp is a constant that depends only on p. Note that (5.5.37) actually implies












































































where κ > 0 is to be chosen later. Since σ ∈ Sa(τ , N0), there are at most N = ⌊r/τ + N0⌋





















































, a quantity independent of k. Now choose

































mLe−3(m−1)r , ∀m>2. (5.5.47)




ω : ‖xsm‖p > e−(3−ε)(m−1)r
}
,















The Borel-Cantelli lemma implies that P(lim supm→∞ Am) = 0, i.e., for almost all ω ∈ ,
there exists an M(ω) such that
‖xsm‖p 6 e−(3−ε)(m−1)r , ∀m>M(ω), (5.5.48)
which implies that, for t ∈ [sm−1, sm],
1
t
log |x(t)|p 6 − (3− ε)(m − 1)r
t0 + mr
, ∀m>M(ω).












Since ε ∈ (0,3) is arbitrary, (5.5.39) follows from (5.5.49). The proof is complete. ❑
Corollary 5.5.1 If p>1, then the same conditions as in Theorems 5.5.1 and 5.5.2 together
with the conditions in Theorem 5.5.4 imply (5.5.39), i.e., the trivial solution of system (7.1.1)
is also almost surely exponentially stable with its Lyapunov exponent not greater than −3/p.
If 0 < p < 1, a slightly stronger assumption on the coefficients fi and gi is needed while
the assumption on I remains the same.
Theorem 5.5.5 Let 0 < p < 1 and suppose there exists a constant K > 0 such that the




−r 6 s 6 0
[
∣





























for all i ∈ I , j ∈ J , and (t,φ) ∈ LpFt . Suppose, in addition, σ ∈ Sa(τ , N0). Then (5.5.38)
implies (5.5.39).
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i , for nonnegative reals ai and 0 < p < 1, is used.

























































































































, a quantity independent of k. The rest of
the proof is the same as the proof of Theorem 5.5.4. ❑
Remark 5.5.4 Deriving almost sure exponential stability from exponential stability in mo-
ment under certain conditions on the growth of coefficients for stochastic functional dif-
ferential equation is first done in [138] (see also [140, p.175–178]). The proofs here for
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Theorem 5.5.4 and Theorem 5.5.5 are based on the proofs in [140], now taking switching
and impulses into account. It can be seen that additional conditions on switching signal and
the impulse function are necessary for the implication. ❑
Corollary 5.5.2 If 0 < p < 1, then the same conditions as in Theorems 5.5.1– 5.5.3 together
with the conditions in Theorem 5.5.5 imply (5.5.39), i.e., the trivial solution system (7.1.1) is
also almost surely exponentially stable with its sample Lyapunov exponent not greater than
−3/p.
5.5.6 Examples
In this subsection, we will present two examples to illustrate the results obtained in this
section. We shall omit mentioning the initial data, which are always assumed to be in LbFt0
.
For simplicity, only second moment stability (p = 2) is considered. Almost sure stability
would follow from Theorem 5.5.4 under suitable assumptions.
Example 5.5.1 Consider the switched stochastic delay system
dx(t) =
[
Aik x(t)+ fik(t, x(t), x(t − r(t)))
]
dt
+ gik(t, x(t), x(t − r(t)))dW(t), t 6= tk, (5.5.57)





⊂ R+ × I ×J is an impulsive switching signal. Suppose that there
exist positive constants αi, α̃i,βi, and β̃i such that
| fi(t, x, y))|6αi|x| + α̃i|y|, (5.5.58)
and
|gi(t, x, y)|2 6βi|x|2 + β̃i|y|2, (5.5.59)
for i ∈ I and (t, x, y) ∈ R+ ×Rn ×Rn. A single time-varying delay is given by r(t), which
is continues on R+ and satisfies 06 r(t)6 r for some constant r > 0.
Stability Analysis. Assume that there exist real symmetric matrices Pi and Qi such that Pi
is positive definite and ATi Pi + PiAi = Qi, for all i ∈ I. Let Vi(t, x) = xT Pix, i ∈ I . Then
min
i∈I
λmin(Pi) |x|2 6Vi(t, x)6 max
i∈I
λmax(Pi) |x|2 ,
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6λmax(Qi) |φ(0)|2 + 2αiλmax(Pi) |φ(0)|2
+ 2α̃iλmax(Pi) |φ(0)φ(−r(t))|
+ βiλmax(Pi) |φ(0)|2 + β̃iλmax(Pi) |φ(−r(t))|2 . (5.5.60)
















































If κi + κ̃i < 0 for all i ∈ I , it is clear that each of the equations
−(κi + qκ̃i) =
log(q)
r
, i ∈ I , (5.5.64)
has a unique solution qi in (1, −κi/κ̃i). Let q = maxi∈I qi, and µ = maxi∈I(−µi).
Then q = eµr and condition (ii) of Theorem 5.5.1 is satisfied. Assume, in this case, the






Vj(t, x), for all
(t, x) ∈ [t0, ∞) × Rn and i, j ∈ I , which implies that condition (b) of Theorem 5.5.1 is






. By Theorem 5.5.1, the trivial solution of system
5.5 razumikhin-type theorems for stochastic hybrid delay systems 230





where τi > ln(ρi)/(−µi), for all i ∈ I , and its second moment Lyapunov exponent is not
greater than −3 = − mini∈I{(−µi)− ln(ρi)/τi}.
Impulsive Stabilization
If κi + κ̃i >0 for all i ∈ I , we can consider the situation where all subsystems of (5.5.57)
without impulses are unstable and seek impulsive stabilization for (5.5.57) by Theorem
5.5.2. For given3 and r, we can find qi > 1 such that
qi = exp(3r +3δi + µiδi), (5.5.65)
whereµi = κi +qiκ̃i, provided that δi is sufficiently small. Now according to Theorem 5.5.2,
if we choose the impulses accordingly such that δi < − ln(ρi)/(3 + µi), then the trivial




sup(δi) with a second moment Lyapunov exponent not greater than −3.
Combined Hybrid Strategy
SupposeI = Is∪Iu with κi+κ̃i < 0, for all i ∈ Is, and κi+κ̃i >0, for all i ∈ Iu. Following
case I, it is clear that, for each i ∈ Is, (5.5.64) has a unique solution qi in (1, −κi/κ̃i). Let
q = maxi∈Is qi andµ = maxi∈Is(−µi).Then q = eµr and condition (ii) of Theorem 5.5.3 is
satisfied. Choose the average dwell-time τi > ln(ρi)/(−µi) for i ∈ Is. We seek appropriate
impulsive stabilization for the subsystems in Iu. Let3 = mini∈Is{(−µi) > ln(ρi)/τi}. For
each i ∈ Iu and a sufficiently small δi, we can find qi > 1 such that
qi = exp(µr +3δi + µiδi), (5.5.66)
and µi = κi + qiκ̃i. According to Theorem 5.5.3, if we choose the impulses such that
δi < − ln(ρi)/(3 + µi) for i ∈ Iu, then the trivial solution of system (5.5.57) is second










S ia(τ , N0)
}
,
with its second moment Lyapunov exponent not greater than −3. ❑
The stability analysis for Example 5.5.1 can be summarized in the following proposition,
while the notations are explained in the above argument.
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, if κi + κ̃i < 0 and τi > ln(ρi)/(−µi), for all
i ∈ Is, and κi + κ̃i >0 and δi < − ln(ρi)/(3+ µi), for all i ∈ Iu.
In all three cases, the second moment Lyapunov exponent is guaranteed to be not greater than
−3. If, in addition, assumptions of Theorem 5.5.4 are satisfied, then the Lyapunov exponent
is guaranteed to be not greater than −3/2.


























Consider a special case of (5.5.57),
dx(t) =
[
Aik x(t)+ Bik x(t − r)
]
dt + Cik x(t − r)dW(t), t > t0, (5.5.67)
with
Ijk(tk,φ) = D(ik−1, ik)φ(0),
where r > 0 is a constant, Bi = Ci = E3 (E3 is the 3 × 3 identity matrix), and D(·, ·) are
3 × 3 constant matrices.
Combined Hybrid Stabilization. We shall follow the same notations and argument as in
Example 5.5.1. Choose V1(t, x) = V2(t, x) = x2 (i.e., P1 = P2 = I3). Taking fi(t, x, y) :=
Biy, gi(t, x, y) := Ciy, it is clear that (5.5.58) and (5.5.59) are satisfied with α̃i = ‖Bi‖ , β̃i =
‖Ci‖2 , and αi = βi = 0. We can compute, from (5.5.62) and (5.5.63),
κ1 = λmax(AT1 + A1)+ ‖B1‖ = −3.0139, κ̃1 = ‖B1‖ + ‖C1‖2 = 2,
and
κ2 = λmax(AT2 + A2)+ ‖B2‖ = 2.4545, κ̃2 = ‖B2‖ + ‖C2‖2 = 2.
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Therefore, κ1 + κ̃1 < 0 and κ2 + κ̃2 > 0. Following case (iii) of Proposition 5.5.1, we can
choose a combined hybrid strategy to stabilize system (5.5.67). The key steps are to find
the average dwell-time condition τ1 for the first mode, and the constants δ2 and ρ2, which
characterize, respectively, the impulse frequency and impulse strength for the second mode.
Since P1 = P2 = E3 and there are no impulses applied when the first mode is to be activated,
we have that (5.5.8) (in condition (b) of Theorem 5.5.1), for j = 1, is satisfied with ρ1 = 1
and d(t) ≡ 1, which, according to Remark 5.5.3, implies that there is essentially no average
dwell-time restriction for the first mode. Solving (5.5.64) for i = 1 gives q1 = 1.3550 and
µ1 = −0.3038.Hence3 = µ = 0.3038. Choose δ2 = 0.1. Solving (5.5.66) for i = 2 gives
q2 = 3.8765.Henceµ2 = 10.2075. To introduce impulses for the second mode only, let
D(i, 1) = 0, D(i, 2) = −0.5I3, i = 1, 2. (5.5.68)
Therefore, (5.5.8) is satisfied with ρ2 = 0.25 and d(t) ≡ 1. It is verified that




According to Theorem 5.5.2, the trivial solution of (5.5.67) is second moment globally
uniformly exponentially stable and its second moment Lyapunov exponent is not greater




satisfies an overall average dwell-time
condition, Theorem 5.5.4 also guarantees that trivial solution of (5.5.67) is almost surely
exponentially stable and its Lyapunov exponent is not greater than −0.1519.
Numerical Simulation. With σ ∈ S2sup(0.1), typical samples of (5.5.67) are simulated
and shown in Figure 5.10. It is demonstrated that the combined strategy can successfully
stabilize system (5.5.67), which, in the absence of impulses, can be unstable, as shown in
Figure 5.12.
Average Dwell-Time Approach. Now we illustrate, still by Example 5.5.2, that Theorem 5.5.1
can well cover switched systems with both stable and unstable modes and an average dwell-
time switching would exponentially stabilize system (5.5.67). Solving (5.5.64) for i = 1 gives
q1 = 1.3550 and µ1 = −0.3038. Choose q = q1 = 1.3550 and µ2 = κ2 + qκ̃2 = 5.1645.
It is easy to verify that condition (ii) of Theorem 5.5.1 is satisfied. Suppose that there are
no impulses, i.e., D(i, i′) = 0 for all i, i′ ∈ I . Therefore, (5.5.8) is satisfied with ρi = 1 for
i = 1, 2. According to Remark 5.5.3, there are no average dwell-time restrictions for both
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combined hybrid switching and impulse stabilization (multiple samples)














combined hybrid switching and impulse stabilization (single sample)









a typical switching signal
Figure 5.10 Simulation results for Example 5.5.1.
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average dwell−time switching stabilization (multiple samples)
















average dwell−time switching stabilization (single sample)









a stabilizing switching signal
Figure 5.11 Simulation results for Example 5.5.1.
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system response without impulses (multiple samples)















system response without impulses (single sample)









a switching signal that fails to stabilize the system
Figure 5.12 Simulation results for Example 5.5.1.
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modes. The only condition in 5.5.1 remains to be verified is condition (c), which reads
∫ t
t0
µσ(s)ds 6 − λ(t − t0), t > t0, (5.5.69)
for some constant λ > 0. To check (5.5.69), define, for i = 1, 2, πi(t) to be the total







6ϑ , t > t0, (5.5.70)
for some constant ϑ > 0, then, by the identity π1(t)+ π2(t) = t − t0, we have
π1(t)>
t − t0




µσ(s)ds = π1(t)µ1 + π2(t)µ2 6
(µ1 + ϑµ2)(t − t0)
1 + ϑ , t > t0.
Therefore, if we choose ϑ = 0.05 > 0 such that µ1 + ϑµ2 = −0.0456 < 0, then (5.5.69) is
verified and Theorem 5.5.1 guarantees that the trivial solution of (5.5.67) is second moment
globally uniformly exponentially stable and its second moment Lyapunov exponent is not




satisfies an overall average dwell-time
condition, Theorem 5.5.4 also guarantees that trivial solution of (5.5.67) is almost surely
exponentially stable and its Lyapunov exponent is not greater than −0.0228.
Numerical Simulation. With (σ , I) satisfying (5.5.70) with ϑ = 0.05, typical samples
of (5.5.67) are simulated and shown in Figure 5.11. It is demonstrated that the average
dwell-time switching under the balance condition (5.5.70) can successfully stabilize system
(5.5.67), which has both stable and unstable subsystems. Moreover, it is shown in Figure
5.12 that, a switching signal that fails to satisfy the balance condition (5.5.70) may also fail
to stabilize the system. ❑
5.6 Summary
In this chapter, we have presented a general mathematical framework for studying prac-
tical systems that may exhibit all the hybrid characteristics of impulse effects, switching,
stochastic dynamics, and time delays.
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Stability analysis and stabilization strategies have been proposed for such systems, which
achieve both moment stability and almost sure stability under various circumstances. Given
switched delay systems, Section 5.3 gives an impulsive stabilization scheme for such systems.
In Section 5.4, a different stabilization approach is given, where a state-dependent switching
signal is constructed to stabilize a family of unstable systems with time-delay. The results
are extended to nonlinear systems and delay upper bounds have been quantified, which give
various delay-dependent stability criteria.
Section 5.5 deals with general hybrid systems with time-delay and several Razumikhin-
type theorems on stability have been established, each emphasizing a different situation.
We first consider the situation that average dwell-time switching plays a dominant role
in achieving stability. Here a balance between stable and unstable systems is formulated
using an integral inequality that essentially proposes a class of generalized average dwell-
time impulsive switching signals. We then consider the situation where average dwell-time
switching fails and introduce impulse control scheme in this very general setting. Stability
is guaranteed under a class of of impulsive switching signals with reverse average dwell-
time. Finally, we consider the situation where both switching and impulse are used in the
stabilization. Stabilizing impulses are only used when average dwell-time switching fails to
stabilize certain subsystems.
While increasing attention has been paid to stability analysis and impulse control of
stochastic delay systems, little has been paid to the existence and uniqueness of impulsive
stochastic hybrid time-delay systems. It has been realized that there exist some key differ-
ences between continuous time-delay systems and impulsive time-delay systems. The same
observation is true in the stochastic setting. By formulating the solutions in the space of
piecewise continuous functions on the delay interval, we have established in Section 5.1
some existence and uniqueness results for general impulsive and switched hybrid stochas-
tic time-delay systems. It should be pointed out that, in this thesis, the impulsive and
switching signals are considered to be purely time-dependent and deterministic. The cases
of state-dependent and random impulsive and switching signals can be topics of future
research.




6C H A P T E R
Consensus in Dynamical Networks
While consensus problems have a long history in both computer science [134] and statistics
[42], there has been a recent surge of interests among various disciplines of engineering and
science in problems related to networked systems of multi-agents that emphasize consensus
or agreement (see, e.g., [11], [15], [28], [29], [30], [46], [64], [77], [78], [76], [81], [127],
[144], [148], [154], [153], [184]; see also [147] for a recent survey and extensive references
therein). Consensus problems naturally arise when a group of agents, often distributed
over a network, are seeking agreement upon a certain quantity of interest, such as attitude,
position, velocity, voltage, direction, or temperature, depending on different applications.
Networked systems are often subject to environmental uncertainties and communication
delays, which make it difficult or impossible for a networked agent to obtain timely and
accurate information of its neighbors. Moreover, link gains/failures and formation recon-
figuration make it necessary to address consensus problems for networks with switching
network topology. The recent work of [77], [78], [76] studies stochastic consensus prob-
lems of networked agents, with or without switching topology, in the discrete-time setting
using algorithms from stochastic approximation. In [127], the work of [77] is extended
to the continuous-time setting, and both necessary and sufficient conditions for stochas-
tic consensus have been obtained for networks that are balanced and contain a spanning
tree (equivalent to strongly connected and balanced). Other work on consensus problems
that explicitly takes into account measurement and environmental noises in different con-
texts includes [11], [17], [30], [43], [64], [153], [172], [173], and [184], in some of which the
noises are modeled as deterministic but unknown disturbances (e.g., [11] and [43]). None
240
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of the above mentioned work, however, has investigated stochastic consensus problems of
networks with communication delays, either in discrete- or continuous-time setting, while
delays are ubiquitous in communication networks.
The purpose and main contribution of this chapter are to investigate stochastic consensus
problems with communication time-delays. Following the time-varying consensus protocol
introduced in [77] for discrete-time systems and in [127] for continuous-time systems, both
without communication delays, we propose a time-varying consensus protocol that takes
into account both the measurement noises and general time-varying communication time-
delays. We take a continuous-time approach using differential equations and stochastic
calculus, and aim to provide conditions under which the proposed consensus protocol
actually leads to consensus for networks with strongly connected and balanced topology.
Moreover, the consensus results are extended to networks with arbitrary deterministic
switching topology and with Markovian random switching topology. Explicit delay upper
bounds for guaranteeing consensus are obtained in each case.
The rest of this chapter is organized as follows. In Section 6.1, we formulate the consensus
problem, propose the consensus protocol, and introduce two notions of stochastic consen-
sus. A Gronwall-Bellman-Halanay type inequality is established in Section 6.2, which plays
an essential role in proving the consensus results. The main consensus results are presented
in Section 6.3, followed by demonstrations through numerical simulations in Section 6.4.
This chapter is concluded by Section 6.5, with a discussion on some possible future research
along the line of this chapter.
6.1 Problem Formulation and Consensus Protocols
6.1.1 Network Topology
The interaction topology of a network of n-agents is modeled by a weighted digraph (or
directed graph) G = (V , E ,A) of order n with set of nodes V = {v1, · · · , vn}, set of edges
E ⊂ V × V , and a weighted adjacent matrix A = [aij]n×n with nonnegative elements aij.
An edge of G is denoted by eij = (vi, vj). An edge eij exists if and only if aij > 0. It is
assumed that aii = 0 for i = 1, · · · , n. The set of neighbors of a node vi is denoted by
Ni =
{
vj ∈ V : (vj, vi) ∈ E
}
. Let xi ∈ R denote the value of node vi, which is a scalar
quantity of interest. Denote the set {1, · · · , n} by I . The graph Laplacian L of the network
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is defined by
L = D − A, (6.1.1)
where D = diag {d1, · · · , dn} is the degree matrix of G with diagonal elements di =
∑
j 6=i aij
and A is the weighted adjacent matrix. A digraph (and the corresponding network) is
strongly connected if there is a directed path connecting any two arbitrary nodes in the
graph. A digraph (and the corresponding network) is said to be balanced if
∑
j 6=i aij =
∑
j 6=i aji for all i ∈ I .
6.1.2 Consensus Protocols
Consider each node of the graph to be a dynamic agent with dynamics
ẋi = ui, i ∈ I , (6.1.2)
where the state feedback ui = ui(xi1 , · · · , xik) is called a protocol with topology G if the set
of nodes
{
xi1 , · · · , xik
}
are all taken from the set {vi} ∪ Ni, i.e., only the information of vi
itself and its neighbors are available in forming the state feedback for the node vi.




aij(xj − xi), i ∈ I. (6.1.3)
The above protocol requires that agent i can obtain information from its neighbors in
Ni timely and accurately, i.e., it assumes zero communication time-delay and accurate
information exchange among agents. Let yji be a measurement of xj by xi given by
yji = xj + σjiẇji(t), i ∈ I , (6.1.4)
where
{
ẇji(t) : i, j = 1, · · · , n
}
are independent standard white noises and σji >0 represent





aij(yji − xi), i ∈ I. (6.1.5)
If, in addition, time-varying communication delays are considered, we propose the following




aij[yji − xi(t − τij(t))], i ∈ I , (6.1.6)
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where
yji = xj(t − τij(t))+ σjiẇji(t), i ∈ I ,
and the time-varying delays τij(t) lie in [0, τ ] for some τ > 0 and are assumed to be




c(s)ds = ∞ and
∫ ∞
0
c2(s)ds < ∞. (6.1.7)
The role of the function c(t) is to attenuate the noise effects as t → ∞. Condition (6.1.7),
on the one hand, implies that c(t) is vanishing as t → ∞, but, on the other hand, not too
fast due to
∫ ∞
0 c(s)ds = ∞. Without loss of generality, we can assume that supt > 0 c(t)61.
If Ni is fixed, (6.1.6) gives a fixed topology protocol. If Ni is time-varying, we have a
switching topology protocol. The communication delays and noisy measurements in the








Figure 6.1 Delayed measurements with additive noises.
6.1.3 Network Dynamics
If the time-delays are uniform, i.e., τij(t) = τ(t) for all i, j ∈ I , the collective dynamics of
system (6.1.2) under the consensus protocol (6.1.6) can be written in a compact form of a
stochastic delay differential equation (SDDE) as
dx(t) = c(t)[−Lx(t − τ(t))dt +2dW(t)], (6.1.8)
where W(t) is an n2-dimensional standard Wiener process,L is the graph Laplacian of the
network, and2 ∈ Rn×n2 is a constant matrix defined by2 = diag(21, · · · ,2n), where2i
is an n-dimensional row vector given by2i = [ai1σ1i ai2σ2i · · · ainσni].
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6.1.4 Consensus Notions
We introduce the following notions of consensus for the multi-agent systems (6.1.2) under
the consensus protocol (6.1.6) in an uncertain environment.
Definition 6.1.1 Given p > 0, the agents in (6.1.2) are said to reach average-consensus in




< ∞ for all t >0 and i ∈ I and there exists a random variable
x∗ such that E{x∗} = avg(x(0)) =
∑n




= 0 for all
i ∈ I . Particularly, if p = 2, the agents are said to reach mean square average-consensus.❑
Definition 6.1.2 The agents in (6.1.2) are said to reach almost sure average-consensus
if there exists a random variable x∗ such that E{x∗} = avg(x(0)) =
∑n
i=1 xi(0)/n and
limt→∞ xi(t) = x∗ almost surely for all i ∈ I . ❑
In [77], the authors defined and investigated both mean square consensus and almost
sure consensus (called strong consensus) in the discrete-time setting, without emphasizing
average-consensus and considering communication delays. Continuous-time mean square
average-consensus has been defined and studied in [127], without considering communica-
tion delays.
6.2 A Gronwall-Bellman-Halanay Type Inequality
In this section, we present a generalized Gronwall-Bellman-Halanay type inequality for
estimating a function based on a delay differential inequality, which is essential to prove the
main theorem and might be of independent interest as well, since it generalizes the classical
Halanay inequality in the sense that it can be applied to non-autonomous systems.
Lemma 6.2.1 Let t0 and r be nonnegative contants. Let m : [t0 −r, ∞) → R+ be continuous
and satisfy
D+m(t)6γ (t)− µc(t)m(t)+ λc(t) sup
−r 6 s 6 0
m(t + s), (6.2.1)
on [t0, ∞), where γ and c are piecewise continuous functions with γ (t)>0 and c(t) ∈ (0, 1]



















holds on [t0, ∞), whereρ > 0 is the root of −ρ = −µ+λeρr and m0 = sup−r 6 s 6 0 m(t0+s).






RHS of (6.2.2), t ∈ [t0, ∞),
m0, t ∈ [t0 − r, t0),
and
t∗ = t∗(ε) = inf {t ∈ [t0, ∞) : m(t) > u(t)+ ε} ,
where ε > 0 is an arbitrary positive constant. Note that, if t∗ = ∞ for all ε, then the lemma
is proved. Suppose t∗ ∈ [t0, ∞) for some ε > 0. By the definition of t∗ and the continuity
of m(t), we have m(t∗) = u(t∗)+ ε and
sup
−r 6 s 6 0
m(t∗ + s)6 sup
−r 6 s 6 0
u(t∗ + s)+ ε6 eρru(t∗)+ ε < eρrm(t∗). (6.2.3)
Therefore, by (6.2.1) and (6.2.3),
D+[m − u](t∗) < (−µ+ λeρr + ρ)c(t∗)m(t∗)− ρc(t∗)ε = −ρc(t∗)ε < 0, (6.2.4)
which contradicts how t∗ is defined. Therefore, we must have t∗ = ∞ for all ε > 0 and the
lemma is proved. ❑
6.3 Consensus Results
In this section, we analyze the consensus properties of the dynamics of system (6.1.2).
6.3.1 Networks with Fixed Topology
We start by analyzing networks with fixed topology, i.e., the weighted graph G = (V , E ,A)
is time-invariant.
Theorem 6.3.1 Suppose that G is a strongly connected and balanced digraph with L as its




where ‖·‖ denotes the spectral norm, then the consensus protocol (6.1.6) leads to mean square
average-consensus for the agents in (6.1.2).
To prove this theorem, we introduce a so-called displacement vector as in [148] and [127]
δ(t) = x(t)− 1α(t) = (I − J)x(t), (6.3.2)
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xi(t)− nα(t) = 0, t >0. (6.3.3)
The dynamics of δ(t) is given by
dδ(t) = c(t)[−Lδ(t − τ(t))dt + (I − J)2dW(t)], (6.3.4)
where we have used the fact that 1TL = L1 = 0. The consensus analysis relies on the
Lyapunov function candidate
V(t) = δT(t)δ(t) = |δ(t)|2 , t >0.
The quantity λ2(L), called the algebraic connectivity of the graph G, was originally
introduced in [47] for undirected graphs and later extended to digraphs in [148]. The
following property of the graph Laplacian L for strongly connected and balanced digraphs
(see Theorem 7 of [148]),
δTLδ>λ2(L) |δ|2 , ∀1Tδ = 0, (6.3.5)
plays an important role in ensuring that the protocol (6.1.6) leads to consensus of the agents
in (6.1.2).
Proof (Theorem 6.3.1). Applying Itô’s formula to V(t) in view of (6.3.2), we have
dV(t) = −2c(t)δT(t)Lδ(t)dt + 2c(t)δT(t)L[δ(t)− δ(t − τ(t))]dt







Equation (6.3.6) implies that
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δT(t)L[δ(t)− δ(t − τ(t))]
}




L[δ(t)− δ(t − τ(t))]
}2
,




L[δ(t)− δ(t − τ(t))]
}2





































6 (1 + β)τ 2‖L2‖2 sup
−2r 6 s 6 0






where β > 0 is a constant to be chosen later. Putting the above three estimates together into
(6.3.9) and setting ε = τ‖L2‖, we obtain
D+m(t)6 − 2λ2(L)c(t)m(t)+ 2(1 + β)τ‖L2‖c(t) sup
−2r 6 s 6 0
m(t + s)





c2(r)dr + C0c2(t), t >τ.
Inequality (6.3.1) implies that we can choose β > 0 sufficiently small such that 2λ2(L) >
(2+β)τ‖L2‖. Therefore, there exists ρ > 0 such that −2λ2(L)+ (2+β)τ‖L2‖e2ρτ = −ρ.
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on [τ , ∞) with
m0 = sup
−τ6 s 6 τ


























































































































c2(s)ds → 0, (6.3.16)










γ (s)ds → 0, (6.3.17)
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as t → ∞. Combining (6.3.11) and (6.3.17) into (6.3.10), we finally get E{V(t)} = m(t) →





























where C0 is defined by (6.3.7), it follows thatα is an L
2-bounded martingale. Doob’s martin-















Moreover, E{x∗} = E{α(t)} = E{α(0)} =
∑n
i=1 xi(0)/n. On the other hand, for all i ∈ I ,
|xi(t)− x∗|2 62|xi(t)− α(t)|2 + 2|α(t)− x∗|2
= 2|δi(t)|2 + 2|α(t)− x∗|2
62V(t)+ 2|α(t)− x∗|2.



















< ∞, t >0.
Therefore, mean square consensus is reached and the proof is complete. ❑
6.3.2 Networks with Arbitrarily Switching Topology
In general, the network topology specified by the weighted digraph G = (V , E ,A) can be
time-varying due to node and link failures/creations, packet-loss, asynchronous consensus,
formation reconfiguration, evolution, and flocking as pointed out in [147]. To effectively
model the dynamic changing of the network structures, we consider a collection of digraphs
and introduce a general time-dependent switching signal, either deterministic or stochastic,
to switch the network structures among the collection of digraphs.
6.3 consensus results 250
We consider deterministic time-dependent switching in this subsection. Let I denote a
finite index set and
{
Gp : p ∈ I
}
a family of digraphs. Let σ : R+ → I be a piecewise
constant and right-continuous function called a switching signal. The collective dynamics
(6.1.8) can be written as a switched system
dx(t) = c(t)
[
− Lσx(t − τ(t))dt +2dW(t)
]
, (6.3.18)
where Lp (p ∈ I) is the corresponding graph Laplacian of Gp.
Theorem 6.3.2 Suppose that each Gp in
{
Gp : p ∈ I
}
is a strongly connected and balanced
digraph with Lp as its Laplacian. Let λ2(Lp) denote the second smallest eigenvalue of L
p
s =









then the consensus protocol (6.1.6) leads to mean square average-consensus for the agents in
(6.1.2) under any arbitrary deterministic switching signals.
Proof. Let σ(t), t >0, be a given switching signal. Then V(t) can serve as a common
Lyapunov function for the displacement dynamics
dδ(t) = c(t)
[
− Lσ(t)δ(t − τ(t))dt + (I − J)2dW(t)
]
, (6.3.20)
which follows from (6.3.18). Repeating the same argument as in the proof of Theorem 6.3.1,
we can obtain
D+m(t)6 − 2 min
p∈I
λ2(Lp)c(t)m(t)
+ (2 + β)τ max
p∈I
‖L2p‖c(t) sup
−2r 6 s 6 0
m(t + s)





c2(r)dr + C0c2(t), t >τ.
Since we can choose β > 0 such that 2 minp∈I λ2(Lp) > (2 + β)τ maxp∈I ‖L2‖, there
exists ρ > 0 such that −2λ2(L)+ (2 + β)τ‖L2‖e2ρτ = −ρ. Lemma 6.2.1 implies that the
same estimate (6.3.10) holds and the rest of the proof is essentially the same as the proof of
Theorem 6.3.1. ❑
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6.3.3 Networks with Markovian Switching Topology
Hybrid systems driven by continuous-time Markov chains have long been used to model
many practical systems where abrupt changes in their structures and parameters caused
by phenomena such as component failures and repairs as pointed out in [137]. In this
subsection, we consider the case where the switching signal is modeled by a continuous-
time Markov chain. More specifically, let σ : R+ → I be a right-continuous Markov chain
with generator Ŵ = (γij)N×N given by




γij1+ o(1), i 6= j,
1 + γii1+ o(1), i = j,
where1 > 0, N is the cardinality of I ,γij >0 for i 6= j, and γii = −
∑
i 6=j γij. Such switching
signals are called Markovian switching signals.
Theorem 6.3.3 If all the conditions in Theorem 6.3.2 are satisfied, then the consensus protocol
(6.1.6) leads to mean square average-consensus for the agents in (6.1.2) under any Markovian
switching signals.
Proof. The proof is essentially the same as that of Theorem 6.3.2, except that we should
apply the generalized Itô’s formula [137, Theorem 1.45] due to the Markovian switching.
Since a common Lyapunov function V = |δ|2 is used, we obtain the same integral equation










Figure 6.2 Three different network topologies of 3-agents.
Consider dynamical networks of three agents. Figure 6.2 shows three different topologies
denoted by the family {G1, G2, G3}. While all digraphs in the figure have 0-1 weights,
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Figure 6.3 Simulation results for fixed topology G1: the left figure shows results for c(t) =
1/(t + 1) and τ = 0.499; the right figure shows results for c(t) = 1 and τ = 0.499.





























Figure 6.4 Simulation results for a Markovian switching topology among {G1,G2,G3} driven by
the generator Ŵ = [−0.5 0.2 0.3; 0.4 − 0.7 0.3; 0.2 0.55 − 0.75]: the left figure shows results for
c(t) = 1/(t + 1) and τ = 0.111; the right figure shows results for c(t) = 1/(t + 1)2 and τ = 0.111.
they are also all strongly connected and balanced. The intensity of the measurement
noises satisfies σij = 1 for all aji = 1 (i, j ∈ I). It can be calculated that λ2(L1) = 1.5,
λ2(L2) = λ2(L3) = 1, and ‖L21‖ = 3, ‖L22‖ = ‖L23‖ = 9. We simulate two different
situations. First, we consider a fixed network topology given by G1. According to Theorem
6.3.1, if the communication delays are less than λ2(L1)/‖L21‖ = 0.5, then the stochastic
consensus protocol (6.1.6) will lead to mean square average-consensus for the network G1.
The initial states are chosen so that avg(x(0)) = 0. Average-consensus is confirmed by
simulation as shown in Figure 6.3, where we choose c(t) = 1/(t + 1). It is also shown in
this figure that if we choose c(t) ≡ 1, the noises cannot be attenuated, the states tend to
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diverge from each other, and average-consensus is not reached. Second, we consider the
situation where the network topologies are randomly switching among the three different
configurations in {G1, G2, G3} according to a continuous-time Markov chain. It follows
from Theorem 6.3.3 that if the delays are less than
min1 6 i 6 3 λ2(Li)
max1 6 i 6 3 ‖L2i ‖
= 19 = 0.1111,
then mean square average-consensus is reached. This is confirmed by simulation as shown
in Figure 6.4, where we choose c(t) = 1/(t + 1). It is also shown in this figure that if we
choose c(t) = 1/(t + 1)2, while the noises seem to be over attenuated, the states are settled
at different values, and again consensus is not reached. Therefore, condition (6.1.7) on the
function c(t) plays a critical role in both attenuating the noise and achieving consensus.
6.5 Summary
We have investigated the average-consensus problem of networked multi-agents systems
subject to measurement noises. A time-varying consensus protocol that takes into account
both the measurement noises and general time-varying communication delays has been
proposed. We have considered general networks with fixed topology, with arbitrary de-
terministic switching topology, and with Markovian switching topology. For each of these
three cases, we have obtained sufficient conditions under which the proposed consensus
protocol leads to mean square average-consensus. The sufficient conditions provide explicit
delay upper bounds guaranteeing mean square average-consensus in terms of the graph
Laplacians. We conclude this chapter by pointing some possible future research.
First, although both moment and almost sure average-consensus are formulated, this
chapter focuses only on the mean square average-consensus. For future research, it would
be interesting to propose consensus protocols to reach both general pth moment consensus
and almost sure consensus.
Moreover, while characterizing exact delay bounds for stability of general linear time-
delay systems remain challenging issues, obtaining optimal delay upper bounds for consen-
sus are of practical importance. In [148], the exact delay bound for average-consensus is
obtained for a fixed digraph network with a single constant delay, and in [15], exact delay
bounds for average consensus are obtained for a fixed undirected network with a single
time-varying delay or multiple constant delays. It would be interesting to know if these
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bounds are still optimal under the measurement noises considered in this chapter. If so,
one might be able to obtain necessary and sufficient conditions for mean square consensus
despite both measurement noises and communication delays following the treatment in
[127] for networked systems without communication time-delays.
Finally, when considering switching topology network, it is possible that some modes
of the network fail to have a strongly connected and/or balanced network. These modes
may be characterized as unstable modes and it would be interesting to investigate if the
ideas from stability analysis of switched nonlinear systems with both stable and unstable
subsystems in Section 2.4 can be applied here to investigate consensus problems under such
situations.
7C H A P T E R
Dynamics of Neural Networks
A neural network (or artificial neural network) is a mathematical or computational model
inspired by the structural and functional aspects of the vast network of neurons in the
human brain. A neural network processes information and performs computing tasks by
connecting a large number of simple computing units, called (artificial) neurons.
As pointed out in [65], a neural network model can be regarded as a class of nonlinear
signal-flow graphs. Each neuron takes weighted inputs from other connected neurons
and produces an output through an activation function (often nonlinear). Therefore,
neural networks are in fact a class of nonlinear dynamical systems due to the nonlinearity
of activations. On the other hand, the computation developed using neural networks is
essentially a self-adaptive distributed method based on a certain learning algorithm. The
key point for the success of such an algorithm depends on whether or not the states of
neurons converge to a given equilibrium. In this sense, the study of dynamics of neural
networks is important for the desired applications. Most of the previous results on dynamics
of neural networks have been focused on neural networks with Lipschitz continuous neuron
activations.
The original work in [51] (see also [131]) has stimulated some interesting recent work
(e.g., [51], [50], [49], [131], [132], [133], [149], [180], [177], [202]) on global stability of
the equilibrium for neural networks with discontinuous neuron activations, which is an
ideal model for the case in which the gain of the neuron amplifiers is very high [51], and
frequently encountered in many applications (see, e.g., [72], [71], [125]). In practice, time-
delays are inevitable in the applications of neural networks due to the finite switching
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speed of amplifiers and communication time ([37], [141]). Interesting results have been
published on delayed neural networks with discontinuous neuron activations ([50], [132],
[133], [180], [177], [202]). In the seminal work [50], the authors investigated a class of
delayed neuron networks with an arbitrary constant delay and discontinuous activations.
Sufficient conditions for global exponential stability and global convergence in finite time of
the delayed neural networks are given in terms of M-matrix conditions. In [132], dynamical
behavior of delayed neural networks with discontinuous neuron activations are investigated.
Under an easy-to-check assumption in terms of linear matrix inequalities, the authors
derived global existence of solutions (viability), existence of equilibrium point, and global
asymptotic stability of the delayed neural networks. In [180], the authors investigated
dynamical behavior of the delayed Hopfield neural networks, where the neuron activation
functions are assumed to be discontinuous and non-monotonic. In [177] and [202], taking
the uncertainties into account, the authors investigated the robust stability of delayed neural
networks with discontinuous neuron activations.
However, almost all of the above mentioned results deal with only a single constant
time-delay. As pointed out in [50], it would be interesting to investigate discontinuous
neural networks with more general delays, such as time-varying or distributed ones usually
considered in neural networks with Lipschitz continuous neuron activations (see, e.g.,
[25], [26], [27], [82], [201]). One of the particular difficulties brought by time-varying
and distributed delays, in the case where the activation functions are discontinuous, is
that the step-by-step construction of local solutions to the discontinuous equations with
delays as shown in [50] is no longer valid. In recent work [133], the authors not only
investigated almost periodic dynamics of a general class of neural networks described by
delayed integro-differential equations, they also showed that, by constructing a sequence
of solutions to delayed dynamical systems with high-slope activations, one can obtain a
solution in the sense of Filippov to discontinuous equations with general distributed delays.
Inspired by the approach in [133], we find that the difficulty of the existence of solutions
for neural networks with discontinuous activations and general mixed time-delays can be
overcome, which enables us to further investigate global stability of delayed neural networks
with discontinuous neuron activations and mixed time-varying delays and distributed
delays. We then investigate global stability and convergence of this general discontinuous
delayed neural network model. Two sets of sufficient conditions are established, one in terms
of linear matrix inequalities (LMIs) and the other in terms of M-matrix type conditions.
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These results extend previous work on global stability of delayed neural networks with
Lipschitz continuous neuron activations, and neural networks with discontinuous neuron
activations and only constant delays. The study of this applied neural network model can
also be regarded as applications of hybrid systems, since hybrid systems are often modeled
with a combination of differential inclusions and difference inclusions as proposed in [55].
The structure of this chapter is outlined as follows. Section 7.1 discusses the neural net-
work model studied in this chapter and presents some preliminaries. Section 7.2 present the
main results on global stability and convergence, in which Section 7.2.1 provides sufficient
conditions in terms of linear matrix inequalities and Section 7.2.2 gives M-matrix type
conditions. Section 7.4 gives two examples to demonstrate the main results. Section 7.5
provides concluding remarks and possible topics for future work.
7.1 Neural Network Model and Preliminaries



















gj(xj(t − s))pij(s)ds + Ii, i = 1, · · · , n, t >0, (7.1.1)
where xi is the state variable of the ith neuron; di > 0 are the self-inhibition of the ith
neuron; aij are the connection strength of the jth neuron on the ith neuron; bij and cij are
the delayed feedback of the jth neuron on the ith neuron, through time-varying delay and
distributed delay, respectively; τij(t) are the time-varying delays; pij(s) are the probability
kernels of the distributed delays; gi : R → R represents the neuron input-output activation
of the ith neuron; and Ii denotes the external input to the ith neuron.
Throughout this chapter, we suppose that the activation functions gi belong to the class G,
whereG denotes the class of functions fromR toRwhich are monotonically nondecreasing
and have at most a finite number of jump discontinuities in every bounded interval.
Moreover, we assume, throughout this chapter, that the time-varying delays and the dis-
tributed delays satisfy that, for i, j = 1, · · · , n, τij(t) are continuous functions from [0, ∞)
to [0, ∞) such that 06τij(t)6 rij < ∞, where rij are some non-negative constants, and each
kernel function pij(·) is a measurable function from [0, ∞) to [0, ∞) with
∫ ∞
0 pij(s)ds = 1.
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Before we introduce the concept of Filippov solution for system (7.1.1), we present some
preliminary definitions for later use. Given a set E ⊂ Rn. Then x → F(x) is called a set
valued map from E → Rn, if for each point x ∈ E, there exists a nonempty set F(x) ⊂ Rn. A
set-valued map F with nonempty values is said to be upper semicontinuous at x0 ∈ E, if for
any open set N containing F(x0), there exists a neighborhood M of x0 such that F(M) ⊂ N .
The map F(x) is said to have a closed (convex, compact) image if for each x ∈ E, F(x)
is closed (convex, compact). We define Graph(F(E)) =
{
(x, y) | x ∈ E, y ∈ F(x)
}
. Let
x ∈ Rn be a vector and A ∈ Rn×n be a matrix. We use ‖x‖ to denote the Euclidean norm of
x and ‖A‖ to denote the matrix norm induced by the Euclidean norm.
Now, for x ∈ Rn and gi ∈ G, i = 1, · · · , n, we denote by g(x) = (g1(x1), · · · , gn(xn)), a
diagonal mapping, and denote
K[g(x)] = (K[g1(x1)], · · · , K[gn(xn)]),




i ) = limx→x−i gi(x) and gi(x
+
i ) = limx→x+i gi(x).
Definition 7.1.1 (Filippov Solutions) Suppose that φ = (φ1, · · · ,φn)T is a continuous
function from (−∞, 0] to Rn and ψ is a measurable function ψ = (ψ1, · · · ,ψn)T from
(−∞, 0] to Rn such that ψ(s) ∈ K[g(φ(s))] almost everywhere (a.e.) on (−∞, 0]. We say
that x(t) = (x1(t), · · · , xn(t))T , a function from (−∞, T] to Rn, is a solution to the initial
value problem for (7.1.1) on [0, T], with initial data (φ,ψ), if
(i) x is continuous on (−∞, T] and absolutely continuous on [0, T];
(ii) there exists a measurable function γ = (γ1, · · · , γn)T from (−∞, T] to Rn such that



















γj(t − s)pij(s)ds + Ii, (7.1.2)
holds a.e. on [0, T], for all i = 1, · · · , n;
(iii) x(s) = φ(s) and γ (s) = ψ(s) hold for all s ∈ (−∞, 0].
Any function as in (7.1.2) is called an output associated with the solution x. ❑
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Throughout this chapter, the initial functions φ and ψ (as described in Definition 7.1.1)
satisfy the following: φ is a bounded continuous function from (−∞, 0] to Rn and ψ is an
essentially bounded measurable function from (−∞, 0] to Rn such thatψ(s) ∈ K[g(φ(s))]
a.e. on (−∞, 0]. The norms of φ andψ are given by the supremum and essential supremum
norm, respectively.
7.1.1 A Lemma on Existence of Equilibrium Point
Definition 7.1.2 (Equilibrium Point) We say that a vector ξ ∈ Rn is an equilibrium point
of (7.1.1) if there exists η ∈ K[(g(ξ))] such that
0 = −Dξ + (A + B + C)η + I ,
where D = diag {d1, · · · , dn}, A = (aij)ni,j=1, B = (bij)ni,j=1, C = (cij)ni,j=1, and I =
(I1, · · · , In)T . The vector η is called an output equilibrium point corresponding to the
equilibrium point ξ . ❑
Remark 7.1.1 If there exists an equilibrium point of (7.1.1), without loss of generality,
we can assume that 0 is an equilibrium point of system (7.1.1) with I = 0, and 0 is a
corresponding output equilibrium point, i.e., 0 ∈ K[g(0)]. Actually, if ξ is an equilibrium
point of (7.1.1) and η is the corresponding output equilibrium point, we can always define
y(t) = x(t)− ξ andµ(t) = γ (t)− η, and investigate the resulting system about y(t). ❑
The following lemma, taken from [131], provides a useful sufficient condition to check for
the existence of an equilibrium point for system (7.1.1).
Lemma 7.1.1 (Existence of Equilibrium, Theorem 2 in [131]) If −S is a Lyapunov diago-
nally stable matrix, i.e., there exists a positive definite diagonal matrix P such that −PS − ST P
is positive definite, then there exist ξ ∈ Rn and η ∈ K[g(ξ)] such that
0 = −Dξ + Sη + I ,
where g, D, and I are the same as in system (7.1.1).
This important lemma is proved in [131] using an equilibrium theorem from [3]. For
the sake of completeness, we present here a different and somewhat more direct proof of
Lemma 7.1.1 based on a nonlinear alternative for set-valued maps, taken from [56].
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Lemma 7.1.2 (Nonlinear Alternative, Theorem 8.5 in [56]) Let C be a convex set in a normed
linear space, and let U ⊂ C be open with 0 ∈ U. Let K(U , 2C) denote the set of nonempty
compact convex upper semicontinuous set-valued maps from the closure of U to C. Then each
F ∈ K(U , 2C) has at least one of the following properties:
(a) F has a fixed point in U , i.e., there exists some x0 ∈ U such that x0 ∈ F(x0);
(b) there exists x ∈ ∂U (the boundary of U) and λ ∈ (0, 1) such that x ∈ λF(x).
Now we are ready to prove Lemma 7.1.1.
Proof (Lemma 7.1.1). It is easy to see that the conclusion of Lemma 7.1.1 is equivalent to










for x ∈ Rn, has a
fixed point. Consider two cases:
(i) Suppose that G, as a set-valued map fromRn toRn, is bounded. Therefore, there exists
an open ball B(0, r), centered at 0 and with radius r > 0, such that G(x) ⊂ B(0, r) for
all x ∈ Rn. We let U = B(0, r). It is clear that the second alternative in Lemma 7.1.2
does not hold for G and U , and, therefore, G(x) has a fixed point by Lemma 7.1.2.
(ii) Suppose that G is unbounded. It follows that g must be unbounded. Since gi are class
G functions, there must exist i ∈ {1, · · · , n} such that
either lim
s→∞
gi(s) = ∞ or lim
s→∞
gi(s) = −∞.
Without loss of generality, we shall assume that lims→∞ gi(s) = ∞. Let




where λmin(·) represents the minimum real eigenvalue of a matrix. Without loss of
generality, we can assume 0 ∈ K[g(0)]. Actually, if this is not the case, we can define
g̃ = g − η̃, where η̃ ∈ g(0), and Ĩ = I + Sη̃. Then, we have 0 ∈ K[g̃(0)], and g̃ still




. Now, since 0 ∈ K[g(0)]
and gi is in class G, it follows that
ηT PDx >0, ∀x ∈ Rn, η ∈ K[g(x)]. (7.1.4)
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a . Let U = {x ∈ Rn : xi < c} .We proceed to show that, with this choice
of U , the second alternative of Lemma 7.1.2 does not hold for G. We show this by
contradiction. Suppose there exists x ∈ ∂U , i.e., xi = c, and λ ∈ (0, 1) such that
x ∈ λG(x), i.e., there exists η ∈ K[g(x)] such that
0 = −Dx + λ(Sη + I). (7.1.5)
It follows from (7.1.4) and (7.1.5) that
0 = 2ηP[−Dx + λ(Sη + I)]
6 − ληT(−PS − ST P)η + 2ληT PI
6 − aλ ‖η‖2 + a
2










where ηi ∈ [gi(x−i ), gi(x
+
i )]. By the choice of c, it follows that −
a
2
|ηi|2 + b < 0, which
contradicts (7.1.6). Therefore, G(x) has a fixed point by Lemma 7.1.2.
The proof is now complete. ❑
As an immediate consequence of Lemma 7.1.1, it is seen that, if −(A+B+C) is Lyapunov
diagonally stable, then there exists an equilibrium point for system (7.1.1).
7.2 Global Stability and Convergence
In this section, we present the main results of this chapter, which include two sets of sufficient
conditions for the global stability and convergence of both the state and the output of system
(7.1.1), in terms of linear matrix inequalities in Section 7.2.1, and M-matrix type conditions
in Section 7.2.2.
7.2.1 Sufficient Conditions by LMIs
We propose the following linear matrix inequality based on the coefficient matrices A, B,






−PA − AT P − Q − R −PB −PC
−BT P (1 − ρ)Q 0
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where ρ is a non-negative constant, P is a positive diagonal matrix, and Q and R are positive
definite symmetric matrices.
The main results of this subsection state that, if the linear matrix inequality (7.2.1) holds,
then there exists an equilibrium point of (7.1.1) and the equilibrium point is exponentially
stable.
Theorem 7.2.1 If (7.2.1) is satisfied, then system (7.1.1) has an equilibrium point.





−PA − AT P − Q − R −PB −PC
−BT P Q 0






which, by Schur’s complement (see, e.g., [19]), is equivalent to












 + Q + R,
= PBQ−1BT P + Q + PCR−1CT P + R.
Since
[Q− 12 BT P − Q 12 ]T [Q− 12 BT P − Q 12 ]>0,
and
[R− 12 BT P − R 12 ]T [R− 12 BT P − R 12 ]>0,
we have
PBQ−1BT P + Q >PB + BT P,
and
PCR−1CT P + R>PC + CT P.
Therefore,
−P(A + B + C)− (A + B + C)T P > 0,
i.e., −(A + B + C) is Lyapunov diagonally stable. It follows from Lemma 7.1.1 that there
exists an equilibrium point for system (7.1.1). Theorem 7.2.1 is proved. ❑
Note that, in view of Theorem 7.2.1 and Remark 7.1.1, we may suppose that I = 0 and
0 ∈ K[g(0)], by using a translation y(t) = x(t) − ξ and µ(t) = γ (t) − η, if necessary.
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Moreover, in order to write system (7.1.1) in matrix form and derive stability conditions in
terms of linear matrix inequalities, we further assume that τij(t) ≡ τ(t) and pij(t) ≡ p(t),
for i, j = 1, · · · , n, where 06τ(t)6 r < ∞, τ ′(t)6ρ < 1, and
∫ ∞
0 p(s)ds = 1, with both
r and ρ as non-negative constants with ρ as given by (7.2.1). Therefore, a solution x(t) to
system (7.1.1) in the sense of Definition 7.1.1 satisfies
x′(t) = −Dx(t)+ Aγ (t)+ Bγ (t − τ(t))+ C
∫ ∞
0
γ (t − s)p(s)ds, (7.2.2)
where γ (t) is an output associated with x as in Definition 7.1.1.
We have the following result on the global stability of system (7.1.1).
Theorem 7.2.2 If (7.2.1) is satisfied, then the following statements are true.
(i) There exists a solution to system (7.1.1) on [0, ∞) for any initial data.
(ii) There exist a unique equilibrium point ξ and a unique corresponding output equilibrium
point η of (7.1.1).
(iii) Let x(t) be a solution to system (7.1.1) on [0, ∞) and γ (t) be an associated output. There
exist positive constants M > 0 and c > 0 such that
‖x(t)− ξ‖ 6Me−ct , t >0,
i.e., the equilibrium point ξ is globally exponentially stable, and γ (t) converge to the
output equilibrium point η in measure, i.e., λ − limt→∞ γ (t) = η, where λ is the
Lebesgue measure.
The following lemma on linear matrix inequalities is used in the proof of Theorem 7.2.2.
Lemma 7.2.1 If the matrix inequality (7.2.1) holds, then there exist a positive constant ε <















−2D + εEn A B C
AT 4 P̂B P̂C
BT BT P̂ −(1 − ρ)Q̂ 0
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where4 = P̂A + AT P̂ + eεrQ̂ + eεrR̂ + εEn and En is the n-dimensional identity matrix.
Proof. Choose x, y, z, w ∈ Rn and P̂ = θP, Q̂ = θQ, R̂ = θR, where P, Q, and R are from
the matrix inequality (7.2.1) and θ > 0, together with ε > 0 in (7.2.3), is to be determined
later in the proof. We have
[




xT yT zT wT
]T
= −2xT Dx + εxT x + 2xT A y + 2xT Bz + 2xT Cw
+ θ yT(PA + AT P)y + θeεr yT Q y + θeεr yT R y









− 2xT Dx + εxT x + 2xT A y + 2xT Bz + 2xT Cw
+ θ(eεr − 1)yT Q y + θ(eεr − 1)yT R y + ε yT y,
where Z is from (7.2.1). Let λ = λmin(Z) and d = mini∈{1,2,··· ,n} di, the above equation gives
[




xT yT zT wT
]T
6 − θλ(yT y + zT z + wT w)− (2d − 4ε)xT x
+
{
θ(eεr − 1) ‖Q‖ + θ(eεr − 1) ‖R‖ + ε + ε−1 ‖A‖2
}
yT y
+ ε−1 ‖B‖2 zT z + ε−1 ‖C‖2 wT w. (7.2.4)
Now choose the positive constant ε < d (as required by Lemma 7.2.1) sufficiently small
such that
2d − 4ε > 0, (eεr − 1) ‖Q‖ < λ, (eεr − 1) ‖R‖ < λ.
Fix this choice of ε > 0 and let θ > 0 be sufficiently large such that
θλ > θ(eεr − 1) ‖Q‖ + θ(eεr − 1) ‖R‖ + ε + ε−1 ‖A‖2 ,
and
θλ > ε−1 ‖B‖2 , θλ > ε−1 ‖C‖2 .
Then inequality (7.2.4) shows that H is negative definite. Lemma 7.2.1 is proved. ❑
The following lemma generalizes a useful integral inequality from [57].
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Lemma 7.2.2 Let u be a measurable function defined on [0, ∞) and R be a positive definite
symmetric matrix. Suppose that p : [0, ∞) → [0, ∞) is measurable and
∫ ∞






























































Lemma 7.2.2 is proved. ❑
Now we are ready to present the proof of Theorem 7.2.2.
Proof (Theorem 7.2.2). The proof of part (i) is illustrated in Section 7.3. The existence
of equilibrium point and output equilibrium point follows from Theorem 7.2.1 and the
uniqueness follows from part (iii). It remains to show part (iii). Let x(t) be a solution
to (7.1.1) on [0, ∞) and γ (t) is an associated output. According to Remark 7.1.1 and the
remark after Theorem 7.2.1, we can assume both ξ = 0, η = 0, and x(t) obeys (7.2.2).
Consider
















γ T(θ)R̂γ (θ)p(s)dθds, t >0,
where ε, P̂, Q̂, and R̂ are given by Lemma 7.2.1. Differentiating V(t) according to (7.2.2)
and the generalized chain rule (see [38]; see also [51] or [131] for details), we obtain
dV(t)
dt
= εeεt xT(t)x(t)+ 2eεt xT(t)
[
− Dx(t)+ Aγ (t)
+ Bγ (t − τ(t))+ C
∫ ∞
0




− Dx(t)+ Aγ (t)
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+ Bγ (t − τ(t))+ C
∫ ∞
0









gi(s)ds + eε(t+r)γ T(t)Q̂γ (t)




γ T(t)R̂γ (t)p(s)ds − eεt
∫ ∞
0
γ T(t − s)R̂γ (t − s)p(s)ds.





Using τ ′(t)6ρ < 1 and Lemma 7.2.2, we have
dV(t)
dt
6 eεt zT Hz − εγ T(t)γ (t)6 − εγ T(t)γ (t)60, (7.2.5)
where H is given by Lemma 7.2.1 and
z =
[
xT(t) γ T(t) γ T(t − τ(t))
∫ ∞
0
γ T(t − s)p(s)ds
]T
.









2 t , t >0.
We proceed to show the convergence of output. From (7.2.5), we have




Since V(t)>0 for all t >0, we have
∫ ∞
0
‖γ (s)‖2 ds 6 1
ε
V(0).










where λ(·) is the Lebesgue measure. It follows that λ(Eε0) < ∞. By Proposition 2 in [51], we
have γ (t) converges to 0 in measure, i.e.,λ− limt→∞ γ (t) = 0. The proof is complete. ❑
Remark 7.2.1 If there are no distributed delays (i.e., C = 0) and the time-varying delay
reduces to a constant delay (i.e., τ(t) = τ and ρ = 0), then it can be seen that Theorems
7.2.1 and 7.2.2 include some of the main results in [132] (i.e., Theorems 1, 4, and 5 there) as
corollaries. ❑
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7.2.2 Sufficient Conditions by M-Matrix
The M-matrix type conditions allow us to deal with more general types of mixed delays, i.e.,
τij and pij can be non-identical. We assume that there exist a positive constant α > 0 and
constants ρij ∈ [0, 1) such that
∫ ∞
0
eαspij(s)ds < ∞, τ ′ij(t)6ρij < 1, (7.2.6)
for all i, j = 1, · · · , n and t >0.
In order to propose some M-matrix type conditions on the coefficient matrices A, B, and
C of (7.1.1), we first introduce the following notations. We define M(A) = (âij)ni,j=1, where
âij = |aii| for i = j and âij = −|aij| for i 6= j, i.e., A is the comparison matrix of A (see
[73]). Let |C| denote the matrix obtained by taking entrywise absolute values of the entries
in C. Define B̂ = (b̂ij)ni,j=1, where b̂ij =
|bij|
1−ρij .
Assumption 7.2.1 (M-Matrix Condition) The matrix 2 = M(A) − B̂ − |C| is an M-
matrix, i.e., all successive principal minors of2 are positive, and aii < 0 for i = 1, · · · , n.❑
The main results of this subsection state that, if the above condition holds, then there
exists an equilibrium point of (7.1.1) and the equilibrium point is exponentially stable.
According to the theory of M-matrices (see [73]), Assumption 7.2.1 is equivalent to that
















βj|cji| < 0. (7.2.7)
In view of (7.2.6) and (7.2.7), if Assumption 7.2.1 holds, we can find a constant δ ∈
(0, mini∈{1,2,··· ,n} di) sufficiently small such that, for i = 1, · · · , n, we have



















eδspji(s)ds < 0. (7.2.8)
This inequality plays an important role in the proof of the following results.
Theorem 7.2.3 If Assumption 7.2.1 is satisfied, then system (7.1.1) has an equilibrium point.
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βj(|bji| + |cji|) < 0, i = 1, · · · , n,
which, by aii < 0, implies that












βj|aji + bji + cji|, i = 1, · · · , n.
This shows that −(A + B + C) is an H-matrix, i.e., the comparison matrix of −(A + B + C)
is an M-matrix. Since the diagonal entries of −(A + B + C), given by −aii − bii − cii, are
positive, we can conclude that −(A + B + C) is Lyapunov diagonally stable [73]. It follows
from Lemma 7.1.1 that there exists an equilibrium point for system (7.1.1). Theorem 7.2.3
is proved. ❑
Theorem 7.2.4 If Assumptions 7.2.1 is satisfied, then the same statements as in Theorem 7.2.2
hold.
Proof. Proof of part (i) is illustrated in Section 7.3. The existence of equilibrium point and
output equilibrium point follows from Theorem 7.2.3 and the uniqueness follows from part
(iii). It remains to show part (iii). Let x(t) be a solution to (7.1.1) on [0, ∞) and γ (t) is an
associated output. Same as before, we can assume both ξ = 0,η = 0, and x(t) obeys (7.1.1)
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βi|xi(t)|6V(0)e−δt , t >0.
Since β > 0 and all norms in Rn are equivalent, there exists a positive constant c1 > 0 such
that
‖x(t)‖ 6 c1V(0)e−δt , t >0.
We proceed to show the convergence of output. From (7.2.9) and that all norms in Rn are
equivalent, we can find a constant c2 such that




The rest of the proof is similar to that of Theorem 7.2.2. ❑
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Remark 7.2.2 If there are no distributed delays (i.e., C = 0) and the time-varying delays
reduce to a constant delay (i.e., τij(t) = τ and ρij = 0), then Assumption 7.2.1 becomes
that 2 = M(A) − |B| is an M-matrix and aii < 0, i = 1, · · · , n, which is exactly the
same assumption as proposed in [50] for global convergence of (constantly) delayed neural
networks with discontinuous neuron activations. Therefore, the convergence results in [50]
can be regarded as corollaries of Theorems 7.2.3 and 7.2.4. ❑
7.3 Local Existence of Solutions
In this section, we provide a sketch of proof for part (i) of Theorem 7.2.2 and Theorem 7.2.4.
Following the idea of [58], it is shown in both [132] and [133] that, by constructing a sequence
of delay differential equations with high-slope right-hand sides, one can obtain a Filippov
solution of delayed neural networks with discontinuous activations. The same approach
enables us to obtain a solution to system (7.1.1) in the sense of Definition 7.1.1, i.e., one can
first construct a sequence of delay differential equations with high-slope right-hand sides
and then prove that the solutions approach a solution of (7.1.1) in the sense of Definition
7.1.1. The approach is similar to that of [132] and [133], except that we consider both time-
varying delays and distributed delays here. We shall only sketch the main steps and more
details can be found in [132] and [133]. Throughout the section, let gi, i = 1, 2, · · · , n,
be fixed class G functions and φ and ψ be initial functions satisfying the assumptions in
Definition 7.1.1.




be the set of discontinuous




with limm→∞ δk,i,m = 0, and let Jk,i,m =
[̺k,i − δk,i,m, ̺k,i + δk,i,m] be intervals such that Jk1,i,m ∩ Jk2,i,m = ∅ for k1 6= k2. Define gmi (·)






(s − ̺k,i − δk,i,m)+ g+i ,
where
g+i = gi(̺k,i + δk,i,m) and g
−
i = gi(̺k,i − δk,i,m).





(i) each function gm : Rn → Rn is a diagonal mapping, i.e.,
gm(x) =
[
gm1 (x1), · · · , gmn (xn)
]T
,
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and gmi is nondecreasing and continuous, for i = 1, · · · , n;
(ii) for each compact set W ⊂ Rn, there exists a constat C = C(W) > 0, independent
of the choice of gm in the sequence, such that |gmi (x)|6C holds for all x ∈ W and





m(S)), K[g(S)]) = 0,
for all S ⊂ Rn, where dH(·, ·) denotes the Hausdorff metric of Rn.
Step 2 (Local Solutions to DDEs with High-Slope RHS). For each gm, consider the























gmj (yj(t − s))pij(s)ds + Ii, i = 1, · · · , n, t >0, (7.3.1)
with yi(s) = φi(s) for all s ∈ (−∞, 0]. Following the classical theory of functional





, there exists an α > 0 such that, for any gm in the sequence, there is a






Step 3 (Boundedness of Solutions to (7.3.1) and Continuation). Using a similar Lya-
punov functional approach as in the proof of Theorems 7.2.2 and 7.2.4, under the ma-




are uniformly bounded and hence, by [62], they can be extended to the interval




to (7.3.1) on [0, ∞)which are
uniformly bounded (the bound is independent of m).
Step 4 (Convergence to a Filippov Solution). This part is essentially Lemma 2 in [133],
only now we take the time-varying delays into account. Using Mazur’s convexity theorem




(see step 1), one can obtain a sequence of




, converges to a
solution of (7.1.1) in the sense of Definition 7.1.1 (for details, e.g., how the output γ (t) is
constructed, see [133]).
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Figure 7.1 Simulation results for Example 7.4.1.
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Suppose C = 0 (i.e., no distributed delays). Let τ11(t) = τ12(t) = 5 − sin(t/4), τ21(t) =
τ22(t) = 5 − cos(t/4), I = [6 10]T , and g1(s) = g2(s) = s + sign(s). Hence τ ′ij(t)6ρ =
1/4. It can be easily verified that Assumption 7.2.1 is satisfied. Consider the IVP of
(7.1.1) with initial conditions φ(t) = [5 cos(10t), −5 cos(10t)] for t ∈ [−6, 0], andψ(t) =
[g1(5 cos(10t)), g2(−5 cos(10t))] for t ∈ [−6, 0]. Figure 7.1 shows that both the simulated
state x(t) and output γ (t) converge to the unique equilibrium point, which is in accordance
with the conclusions of Theorem 7.2.4. ❑
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Figure 7.2 Simulation results for Example 7.4.2.












6 , s ∈ [0, 6],
0, s ∈ (6, ∞).
Let τij(t) = τ(t) = 5 − sin(t/2) and g1(s) = g2(s) = s + sign(s). Hence τ ′ij(t)6ρ = 1/2.
It can be seen that Assumption 7.2.1 (M-matrix condition) no longer holds. However,
using the MATLAB LMI control toolbox [52], we can check that the matrix inequal-
ity (7.2.1) is satisfied. We present simulation results for two different inputs. With
input I = [6 10]T and under the same initial conditions as in Example 7.4.1, Fig-
ure 7.2 shows that both the simulated state x(t) and the output γ (t) converge to the
unique equilibrium point ξ = [6.8512 6.6327]T and the unique output equilibrium point
η = g(ξ) = [7.8512 7.6327], respectively, which is in accordance with the conclusions
of Theorem 7.2.2. Here the convergence of the output is in the usual sense since g(x) is
continuous at ξ = [6.8512 6.6327]T . With input I = [0.65 − 1.2]T , it can be shown that
the unique equilibrium is ξ = [0 0]T and the unique output equilibrium η = [1 − 1]T . In
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Figure 7.3 Simulation results for Example 7.4.2.
this case g(x) is discontinuous at ξ = [0 0]T and the convergence of output to η is in the
measure sense. Figure 7.3 shows the corresponding simulations. ❑
7.5 Summary
In this chapter, we investigated the dynamical behavior of a class of neural networks with
mixed time-delays and discontinuous neuron activations. Both time-varying delays and
distributed delays were considered, while almost all of the recent work on neural networks
with discontinuous neuron activations considered only constant delays. We established
two sets of sufficient conditions for both the global exponential stability of the neuron
state and global convergence of the neuron output. These results extend previous work on
global stability of delayed neural networks with Lipschitz continuous neuron activations,
and neural networks with discontinuous neuron activations and only constant delays.
We conclude by pointing out a few questions not answered in this chapter. In [51] and [50],
the important notions of convergence in finite time for both the neuron state and neuron
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output are investigated. One of the key point is that, after the neuron state converges to the
equilibrium point in finite time, the output can be shown to obey an algebraic memoryless
equation [50]. As for neuron networks with time-varying delays and distributed delays,
the relation can get significantly more involved. Also, as shown in [50], the uniqueness of
solution (both the neuron state and output) is closely related to the convergence in finite
time. In this chapter, the uniqueness of solution is not discussed. However, we have shown
that, under the theorem conditions, all solutions will converge to the unique equilibrium
point. Furthermore, it remains an interesting topic whether the model of discontinuous
neural networks can be extended to a stochastic one, so that the stochastic model can cover
the situation with random noises.
8C H A P T E R
Conclusions and Future Research
The objective of this thesis has been to to present a coherent study of various aspects of
hybrid dynamical systems related to the fundamental theory, invariance principles, stability
and stabilization issues, and related application problems. Particular emphasis has been
given to systems with nonlinearity and time-delays and subject to random disturbances.
In this chapter, we summarize the main results presented in this thesis and relate them to
possible future research.
Fundamental Theory
Impulse and delay together make it necessary to formulate solutions of an impulsive delay
system in the space of piecewise continuous functions as shown in [9]. When there are
random disturbances, we are forced to study stochastic differential equations in the space of
piecewise continuous functions. In Chapter 5, we have developed the fundamental theory
regarding the existence and uniqueness of solutions for general hybrid systems with time-
delay. In this theory, the impulsive switching signals are assumed to be time-dependent and
deterministic.
While this theory can be generalized to stochastic time-dependent signals with stopping
times as impulsive switching times in a straightforward manner, future research can be
focused on a particularly challenging case in which the hybrid signals are state-dependent.
Other aspects of the fundamental theory such as continuous dependence and differen-
tiability of solutions with respect to the initial data can also be investigated. A theory of
hybrid systems with neutral-type delays, in addition to the theory developed in this thesis,
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might be of both theoretical and practical interest. While the theory in this thesis focus on
stochastic systems subject to deterministic hybrid signals, a more general theory of stochas-
tic hybrid systems can be formulated using more advanced theory of hybrid switching and
jump diffusions.
Invariance Principles
Invariance principles characterize asymptotic stability of nonlinear systems in the absence
of strict Lyapunov functions. In this thesis, invariance principles have been established for
both switched delay systems and impulsive switched systems.
Future research can be directed to establish invariance principles for general hybrid
systems with time-delay and stochastic hybrid systems. Similar to the fundamental theory, if
both impulses and time-delay are present, the challenge in establishing invariance principles
for such hybrid systems lies not only in that the solutions of such systems are discontinuous,
but also in that the state space becomes a non-complete infinite-dimensional space. In
such a situation, a new topology such as the Skorohod topology on the space of piecewise
continuous functions [14] might be used to overcome the difficulty encountered by the
usual supremum topology . For stochastic hybrid systems, one may not expect the same
invariance-like properties as in the deterministic case. LaSalle-type theorems for locating
the limit set of stochastic hybrid systems could be very useful as shown in [139].
Stability in Two Measures and Input/Output Stability Notions
Input-to-state stability analysis extends the Lyapunov stability theory by considering ro-
bustness with respect to external inputs and disturbances [164]. In this thesis, input-to-state
stability properties have been studied for impulsive switched systems with and without
time-delays. Stability in terms of two measures unifies various stability notions [100]. In
Chapter 3, we have formulated and investigated input-to-state stability in terms of two
measures, which bridges the existent theories of stability analysis in two measures and
input/output theories for nonlinear systems.
General outputs are not considered in this thesis. Future research can be directed to
establish general input/output stability theories for hybrid systems and, particularly, hybrid
time-delay systems, following the recent results in [84], [85], and [86]. It is interesting to
note that input-to-output stability analysis has a somewhat similar formulation as that of
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stability in two measures, where input is understood as one measure and output the other.
It would be interesting to know if this formal similarity can help to provide a unified theory.
Input-to-state stability for stochastic systems received increasing attention in recent years
([75], [110], [170], [171]). Stochastic hybrid systems have not been investigated with few
exceptions [75]. Future research can be conducted along this line.
Applications
Two application problems relevant to the qualitative studies of hybrid systems have been
studied in this thesis. Namely, the consensus problem in networked multi-agent systems
and global convergence of artificial neural networks with discontinuous neuron activation
functions and mixed time-delays.
As introduced in Chapter 1, hybrid systems have diverse applications. One important
perspective is that networked systems often are subjected to communication time-delays and
operated in an uncertain environment. Hybrid time-delay systems and stochastic hybrid
systems are most suited for the studying of these practical applications. Future research can
be done to explore more real-world applications along this line either by applying existent
theories or developing new theories.
Numerical Methods and Stability
For many practical systems, it is very difficult, if not impossible, to obtain analytical solu-
tions. Therefore, numerical approaches have to be applied. Although numerical simulations
have been conducted throughout the thesis, a general theory concerning the numerical
methods for hybrid systems is not developed. In contrast with those well-developed nu-
merical methods for ordinary differential equations and stochastic differential equations,
general theories concerning numerical schemes for hybrid time-delay systems and stochas-
tic hybrid systems are largely not available. Future research can be done to develop accurate
and efficient numerical schemes to solve these hybrid systems and apply them to the numer-
ical determination of both Lyapunov exponents and moment Lyapunov exponents, which
are of great importance in characterizing the qualitative behavior of hybrid time-delay
systems and stochastic hybrid systems.
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