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 
Abstract-- This paper presents the design of an L1 adaptive 
controller for maximum power point tracking (MPPT) of a small 
variable speed Wind Energy Conversion System (WECS). The 
proposed controller generates the optimal torque command for 
the vector controlled generator side converter (GSC) based on 
the wind speed estimation. The proposed MPPT control 
algorithm has a generic structure and can be used for different 
generator types. In order to verify the efficacy of the proposed 
L1 adaptive controller for the MPPT of the WECS, a full 
converter wind turbine with a squirrel cage induction generator 
(SCIG) is used to carry out case studies using Matlab/Simulink. 
The case study results show that the designed L1 adaptive 
controller has good tracking performance even with unmodeled 
dynamics and in the presence of parameter uncertainties and 
unknown disturbances.  
 
Index Terms-Full-converter wind turbine, L1 adaptive control, 
maximum power point tracking (MPPT), wind energy conversion 
system (WECS). 
I.  INTRODUCTION 
IND power, as an alternative to fossil fuels, is 
plentiful, renewable, widely distributed, and produces 
no greenhouse gas (GHG) emission during operation [1]. By 
the end of 2010, wind energy covered more than 2.5% of the 
total worldwide electricity consumption, growing more than 
25% per year. In 2011, 83 countries around the world were 
using wind power on a commercial basis [2].  
According to the speed control criterion, Wind Energy 
Conversion Systems (WECSs) can be classified into two 
types: fixed speed and variable speed. Due to the regulation of 
rotor speed within a larger range for better aerodynamic 
efficiency, the variable speed wind turbines are more widely 
used. Different wind conditions and control purposes change 
the control objectives of the variable speed wind turbine. 
Assuming speed and power capture constraints are respected, 
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the controller aims to limit the wind power captured when the 
wind speed is larger than the nominal speed and maximize the 
wind power harvested in the partial load regime.  
This paper focuses on the control of wind turbines in the 
partial load regime which generally aims at maximum power 
point tracking (MPPT) by adjusting the electrical generator 
speed [3]. Various MPPT control methods for WECSs have 
been proposed in the literature. These methods can be 
classified into three control concepts [4], [5]: hill-climbing 
search (HCS) control, power signal feedback (PSF) control 
and tip speed ratio (TSR) control. The HCS control normally 
requires the rotor speed and the turbine power variation as 
inputs for the MPPT. Recently, other variables, like the dc-
link voltage and the duty cycle, are used as the inputs as well 
[6], [7]. It has the advantage of using very few parameters and 
little feedback information as well as being simple and robust 
[8], [9]. However, it is more feasible to use the HCS control in 
the slow varying system such as PV systems, and not for 
WECS with fast wind speed changes [10]. The PSF control 
based on the maximum power curve of the wind turbine needs 
the rotor speed for calculating the power reference [11] and 
the tracking speed is dependent on the rotor inertia of the wind 
turbine [12]. Larger rotor inertia leads to the slow tracking 
speed which further affects the efficiency, especially in the 
low wind speed condition. The TSR control directly regulates 
the rotational speed to keep the optimal TSR. Compared with 
the other two control methods, additional wind speed 
information should be provided for the TSR control. One 
solution is to use anemometers; however, due to the location 
constraints, the measurement accuracy is limited [11], [13]. 
Alternatively, the effective wind speed could be estimated in 
order to avoid the complexity and the cost of external 
anemometers [14]. Several wind speed estimation methods 
have been presented in [15]-[18]. The TSR control concept 
with wind speed estimation is utilized in this paper for the 
MPPT of wind turbines. 
A number of advanced control techniques have been 
designed based on the TSR control concept for the MPPT of 
wind turbines. The Proportional Integration (PI) controller is 
simple and robust, and has been widely used [19]. It is 
designed based on a linearized WECS model at a steady-state 
operating point. However, its dynamic performance is 
expected to vary with the change of the operating point. The 
sliding mode controller (SMC) is effective and intrinsically 
robust, requiring little information and is insensitive to 
parameter variation [20], [21]. The main drawback of the 
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SMC controller is the chattering. It might result in unmodeled 
dynamics and produce destructive oscillations [19]. The 
feedback linearization is appropriate and effective for 
nonlinear WECSs [22]. However, its formulation is based on 
specific system modeling which may not be available. Fuzzy 
logic controllers proposed in [23], [24] do not require accurate 
and linear system model. However, the stability of the fuzzy 
system is difficult to guarantee due to the lack of mathematical 
descriptions. 
Recently, the L1 adaptive control was developed by 
Hovakimyan and Cao [25]. Compared with the 
aforementioned control techniques, it demonstrates several 
advantages. Firstly, the L1 adaptive control design does not 
require the accurate system model. Secondly, it guarantees 
system stability and robust transient performance with fast 
adaptation to uncertainties [25]-[27] with design tradeoffs [28] 
and the comparison with other adaptive techniques is 
presented in [29]. Considering the non-linearity and 
uncertainty of WECSs, it is suitable to apply the L1 adaptive 
control to design the MPPT controller for WECSs. In this 
paper, an L1 adaptive controller has been developed for the 
MPPT of WECSs.  
The paper is organized as follows: Section II describes 
different parts of the generator control system of WECSs. The 
design of the TSR L1 controller is presented in Section III. 
Case studies with the developed TSR L1 controller are 
presented and discussed in Section IV. In the end, the 
conclusion is drawn. 
II.  GENERATOR CONTROL SYSTEM OF WECSS 
The TSR control structure based on wind speed estimation 
is shown in Fig. 1. A full converter wind turbine with a SCIG 
is used to illustrate the generator control system of variable 
speed WECSs. With the measurement of the generator speed 
and power, the optimal reference generator speed can be 
derived and fed to the speed control block. Compared with the 
measured generator speed, the speed controller generates the 
torque reference as the input to the torque controller. A vector 
control is employed for the torque controller to generate the 
control signals for the grid side converter (GSC). The control 
blocks are described in detail in the subsections A-C. 
 
 
Fig. 1 Generator control of WECSs based on TSR. 
A.  Optimal Generator Speed Reference Calculation  
Block one calculates the optimal generator speed reference 
ref
g . The power balance estimator, widely applied in the wind 
turbine industry [18], is adopted in this paper . 
The power coefficient pC  represents the power extraction 
efficiency of a wind turbine. It is a function of the tip speed 
ratio   and the pitch angle   in a pitch-controlled wind 
turbine. During the partial load operation, the pitch control 
system is typically inactive: 0   [30]. The pC  is simplified 
and represented as a polynomial in   and the power 
extraction by the wind turbine can be expressed as, 
p2 3 5 3 r
w p r3
( )1 1= ( ) = , =
2 2t
C RP R v C R
v
           (1) 
where   is the air density, R  is the blade length, v  is the 
wind speed, r  is the rotor speed. There is an optimal tip 
speed ratio opt  with the maximum mp axC . In order to have the 
system operating at opt , refg  can be obtained as, 
 
                                   optrefg ,
v
i
R
                                      (2) 
 
where i  is the gear ratio. It is noted that opt  and mp axC  are 
derived by the simplified expression of pC and assumed to be 
fixed. However, the polynomial coefficients are time-varying 
during the actual operation. This will affect the calculated 
reference refg  and the dynamic performance of the controller.  
Instead of using anemometers, the effective wind speed 
over the rotor is estimated in this study. An estimator is 
employed to estimate a smoothed version of aerodynamic 
torque aˆT  and the rotor speed rˆ . If the drive train was 
infinitely stiff, aˆT  can be calcualted by, 
 
a eq r g loss
1ˆ ˆ( ) = ( s (s) ( ) ( ) ) 
1
T s J T s T s
s
          (3) 
 
where eqJ  is the equivalent inertia of the drive train: 
2
eq wt gen=J J i J , wtJ  and genJ  are wind turbine’s rotor and 
generator inertia, respectively, rˆ  is assumed equivalent to g  
with a notch filter to remove any drive train eigenfrequency 
component,   is the time constant of the low pass filter in (3) 
used to smooth  the aerodynamic torque and the filtered output 
is aˆT . The loss term lossT  represents viscous friction, 
loss r r=T b  , where rb  is the viscocity coefficient. The 
estimator implementation is shown in Fig. 2.  
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Fig. 2 Block diagram of the estimator implementation with differentiation and 
low-pass filter. 
 
(1) can be transformed into, 
3a
p5 2
r
2
= ( ) .
T
C
R
  
                                 (4) 
Based on the estimations of r  and aT ,   is derived by 
solving (4). Since the real-time calculation of the roots 
(polynomial equation with high order) is quite time-
consuming, the practical implementation might involve a 
look-up table. The estimated wind speed is decided by 
rˆˆ = Rv  .  
By eliminating the speed error between the reference 
generator speed refg  and the actual generator speed g , the 
operating point moves to the maximum power point follwing 
the Optimal Regimes Characteristic (ORC), illustrated in Fig. 
3. 
 
Fig.  3 The ORC curve of the 6kW WECS. 
B.  Torque Control 
As shown in Fig. 1, the wind turbine is coupled to the 
electrical generator via a gearbox. Thus the rotor speed can be 
regulated by the generator torque gT  by suitably controlling 
the AC/DC converter [19].  
The widely used vector control structure for the SCIG, 
based on the rotor fluxorientation, is illustrated in Fig. 4. It is 
comprised of two decoupled loops. The first is the rotor flux 
control loop ensuring the field orientation of the induction 
machine in order to control sdi ; the second is a torque control 
loop which imposes electromagnetic torque to control sqi . The 
controller will deliver the dq voltage references ( refsdu ,
ref
squ )  
and stator flux angle s , which are used to calculate stator 
voltages ( refsau ,
ref
sbu ,
ref
scu ). 
 
 
Fig. 4 The Vector Control of a SCIG. 
 
The mathematical derivation of the vector control is well 
known [31], [32]. The vector control ensures a fast and 
accurate response. The torque controlled SCIG can be 
represented by a first-order element with fast dynamics shown 
in (5). Its time constant G  is normally in the milliseconds 
range.  
ref
g
G
1
1g
T T
s                                      (5) 
 
C.  Speed Control 
The objective of the speed controller is generating the 
torque reference refgT  in order to regulate g  by tracking the 
reference rg
ef . The wind turbine is described as the following 
fourth order state space model shown in (6) covering both the 
flexible drive train and the generator dynamics. The state 
variables are defined as: r g in g= [ , , , ]x T T   . The input u  is 
ref
gT , ݑௗ is friction torque,  is the aerodynamic torque aT , and 
the output y  is g ,   
d (t)( ) ( ) ( ( ) ) ( )
( ) ( )
x t Ax t B u t u E t
y t Cx t
    

                                (6) 
with 
 
r
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g
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2
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wt gen gen
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1 10
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J J
b
J J J
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J J J

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0
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J
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where sk  and sb  are the stiffness and the damping coefficients 
of the drive train, rb  and gb  are the viscous friction 
coefficients of the wind turbine rotor and the generator, 
respectively. They are uncertain but have known upper and 
lower bounds. The transfer function in the Laplace domain is, 
 
1 1
d( ) = ( ) ( ( ) ( ) ( ))y s C sI A B u s u s B E s    .         (7) 
 
Consider du  and   as disturbances, the transfer function 
takes the following form,  
 
1( ) = ( ) ( ( ) ( ))y s C sI A B u s d s                       (8) 
with 1d( ) = ( ) ( )d s u s B E s . 
This model is a strictly proper real (SPR) system with 
unmodeled disturbances and parameter uncertainties. 
Normally, a PI controller is designed with closed-loop 
stability and the dynamic performance around the operating 
point as satbility and performance requirements. However, 
with the nonlinear uncertainty due to the movement of the 
operating points and disturbances, adequate transient 
performance cannot be guaranteed using a PI controller. 
Therefore, an L1 adaptive controller is employed  to handle 
these problems. 
III.  DESIGN OF THE L1 ADAPTIVE CONTROLLER 
A.  Problem Formulation 
For the WECS represented by the Single Input and Single 
Output (SISO) system (Section II-C), the L1 adaptive output 
feedback controller can be designed to ensure uniformly 
bounded transient response for both input and output. These 
are inherent features of this control architecture [26]-[28]. The 
control objective here is to enable the system output g  to 
follow the reference refg . Since the first-order reference 
system has good dynamic performance, the reference transfer 
function model ( )M s  with time constant m  is,  
m
m
1 1( ) = = ,   = ,   > 0.
1
mM s m
s s m m
                 (9) 
Consider the following system, 
( ) = ( )( ( ) ( )),y s A s u s d s                            (10) 
where ( )u s  is the Laplace transform of the system input 
ref
g ( )T s , ( )y s  is g ( )s , ( )A s  represents the strictly proper 
unknown transfer function of the the WECS, ( )d s  represents 
nonlinear uncertainties and disturbance, denoted by 
( ) = ( , ( ))d t f t y t .  
 
For the ( , ( ))f t y t , two assumptions are made. 
Assumption 1: (Lipschitz condition) There exist constants 
> 0L  (Lipschitz gain) and 0 > 0L , possibly arbitrarily large, 
such that the following inequalities hold uniformly: 
1 2 1 2
0 0
( , ) ( , )
( , ) , 0, 0.
f t y f t y L y y
f t y L y L L L
  
   

              (11) 
Assumption 2: The variation rate of uncertainties is uniformly 
bounded: there exist three constants 1 2 3, , 0L L L  , such that, 
for 0t  , 
 1 2 1 2 3( ) ( ) ( )d t L y y L y t L y t L               (12) 
Based on (9) and (10), the system can be rewritten in terms 
of the reference model as, 
( ) ( )( ( ) ( ))y s M s u s s                       (13) 
where, 
( ( ) ( )) ( ) ( ) ( )( )
( )
A s M s u s A s d ss
M s
   .            (14) 
B.  Structure of the L1 Adaptive Controller 
A typical closed loop L1 adaptive controller is illustrated in 
Fig. 5. It consists of a state predictor, the adaptation law and 
the control law. 
 
Fig. 5 A typical closed loop L1 adaptive controller [25]. 
 
1) State (Output) predictor: 
ˆ ˆ ˆ ˆ( ) ( ) ( ( ) ( )), (0) 0y t my t m u t t y          (15) 
where ˆ ( )t is the adaptive estimate. 
2) Adaptation law: The adaptation of ˆ ( )t is defined as, 
ˆ ˆ ˆ( ) Proj( ( ), ( )) (0) 0t t y t                     (16) 
where ˆ( ) ( ) ( )y t y t y t  is the error signal between the output 
and the predictor, and   is the adaptation gain. Projection 
methods are introduced to ensure the boundary of the 
parameter estimation. The projection is bounded by, 
ˆ ( ) ,t                                              (17) 
where   is the boundary. 
The adaptive system tracks the state predictor, while the 
state predictor matches the expected closed loop reference 
system output very closely. The tracking errors of these 
signals go to zero as the adaptation gain   . 
 
3) Control law with low-pass filter: This block is used to 
compensate the uncertainties only within a desired bandwidth, 
ˆ( ) ( )( ( ) ( ))u s C s r s s                         (18) 
where ( )r s  is the reference signal which ( )y s should follow 
and ( )C s is the low pass filter with cutoff angular frequency 
w  and  0 1C  . The DC gain of one ensures reference 
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tracking. Because of the approximation of ˆ , the low pass 
filter C(s) is used to prevent high frequency chatter from 
passing into the system. 
( ) wC s
s w
  .                               (19) 
C.  Closed Loop Reference System 
Following [25], suppose the adaptive variable ˆ  was 
exactly estimated, ˆ  , the closed loop reference system 
would be given by, 
ref ref ref( ) ( )( ( ) ( ))y s M s u s s  ,             (20) 
ref ref( ) ( )( ( ) ( ))u s C s r s s  , and                 (21) 
ref ref
ref
( ( ) ( )) ( ) ( ) ( )
( )
( )
A s M s u s A s d ss
M s
   .     (22) 
Substituting (19) and (20) into (18): 
ref ref( ) ( ( ) ( ) (1 ( )) ( )).y s C s r s C s d s          (23) 
 
The closed loop reference to output transfer function is,  
( ) ( )( ) .
( ) ( ) (1 ( )) ( )
A s M sH s
C s A s C s M s
             (24) 
Thus ( )M s  and ( )C s  should be chosen to ensure that 
( )H s is stable. The following lemma from [25] is used in the 
design. 
Lemma: (Cao and Hovakimyan) Let ( )C s  and ( )M s
verify the L1-norm condition (25), then the closed loop 
reference function ((20) to (22)) is Bounded Input and 
Bounded Output (BIBO) stable. 
 
1
( ) 1
L
G s L                                  (25) 
 
where ( ) ( )(1 ( ))G s H s C s  . 
Similarly, substituting refu from (21) into (22), the 
following closed loop function can be derived, 
 
ref ref
ref
( )( ( ) ( )) ( ) ( ) ( )
( ) ,
( ) ( ) (1 ( )) ( )
C s A s M s r s A s d ss
C s A s C s M s
      (26) 
 
which has the same denominator ( )H s . Hence ref is stable if 
( )H s  is stable. 
D.  Determination of the controller parameters 
The approximation of the system ( )A s  is used in the 
analysis and it is expected that small variations of ( )A s  will 
not change the properties of the control method. As described 
in Section C, ( )A s  can be defined as the following transfer 
function of the 6 kW variable speed WECS [21] in this study 
according to (7). The parameters of the 6 kW variable speed 
WECS are listed in the Appendix.  
 
1n
d
( )( ) = = ( )
( )
A sA s C sI A B
A s
                    (27) 
Accordingly, the closed loop reference transfer function is,  
 
 n
n d
 ( ) ( )
( ) =
( ) ( )   ( )
m s w A sH s
w s m A s m s A s

  .                  (28) 
 
In order to get faster response, let the closed loop reference 
time constant m = 0.1s , therefore = 10 [rad/s]m . To ensure 
( )H s  is stable, its poles must be in the left half of the 
complex plane which restricts the choices of ( )M s  and ( )C s . 
Instead of solving a polynomial equation, one possible method 
of checking the stability of ( )H s  is by using the root locus 
method, shown in Fig. 6 (a). The poles are always located in 
the left half complex plane if > 0w . 
From (24), it is obvious that if the cutoff frequency of the 
lowpass filter ( )C s  is very high, ( )C s  is like an all-pass filter 
and ( ) 1C s  . It draws ( ) ( )H s M s , which means the system 
responses are same as the reference model. Therefore, 
increasing the cutoff frequency of the low-pass filter can lead 
to a better match. However, a low-pass filter with high cutoff 
frequency may result in high gain feedback and thus lead to a 
closed-loop system with a small robustness margin and too 
high amplification of measurement noises. As a balance, 
= 30w  is used here. 
 Fig. 6  Root locus, (a) for the choise of w ; (b) for the choise of  . 
 
Assuming that the estimator ˆ ( )s  in (20) does not reach 
the boundary, 
 
ˆ ˆ( ) = ( ( ) ( ))t y t y t                               (29) 
leading to the following closed-loop system,  
 
( )( ( ) ( )) ( ) ( ) ( )ˆ ( ) = .
1 ( ) ( ) (1 ( )) ( )
C s A s M s r s A s d ss
s C s A s C s M s
  
  
          (30) 
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Obviously, the stability of the estimator ˆ ( )s  depends on 
  and its value range can be obtained by performing a root 
locus of the transfer function ( ) ( )J s S s , where 
 
( ) = ( ) ( ) (1 ( )) ( )J s C s A s C s M s                (31) 
1( ) =S s
s
                                       (32) 
According to the root locus of the adaptation gain  , 
shown in Fig. 6 (b),   should fulfill < 160  or 
4> 1.64 10  . To obtain an adequate stability margin, 
= 115  is chosen. 
IV.  SIMULATION AND RESULTS 
In order to verify the developed L1 adaptive controller for 
the MPPT of WECSs, several case studies were carried out, 
which includes step responses, validation of the wind speed 
estimation and the tracking performance under wind speed 
variations. The optimal values of the tip speed ratio and the 
power coefficient are o = 7pt  and mp = 0.4763axC . 
A.  Step response 
The L1 adaptive controller is tested under different step 
changes of wind speed. This simulation shows the effects of a 
sudden change of aerodynamic torque aT , similar to wind 
shear and  tower shadow effects in real operation. The step 
responses of   and pC  are shown in Fig. 7. Due to the step 
change of the wind speed, there is a sudden change of  , and 
pC  drops accordingly. Then the   is regulated to return to its 
optimal value opt  quite fast (less than 0.5 s) even for large 
step changes (from 7 m/s to 10 m/s). The wind turbine 
recovers to track the maximum power point. 
 
Fig. 7 Step responses of   and pC . 
B.  Validation of wind speed estimation  
The accuracy of the wind speed estimation is tested as 
well.  
 
 
Fig. 8 Comparison of actual wind and wind estimation. 
 
In this case study, the wind profile applied has been 
derived by using the Von Karman spectrum in the IEC 
standard, with an average wind speed of 7 m/s and a median 
turbulence intensity of 0.15. The variation covers most of the 
range of normal wind speed-between 5 m/s and 11 m/s. The 
simulation time is 300 s. The wind speed is estimated by 
means of the method described in Section II-A. The 
comparison between the actual and the estimated wind speed 
is shown in Fig. 8. It can be observed that the two curves are 
in good agreement. The standard deviation is 0.0657 m/s. 
 
C.  Tracking performance with wind speed variation  
 
Since the accuracy of the wind speed estimation is 
satisfactory, the tracking performance of the speed reference 
ref
g is the key factor to determine the power efficiency and 
production. This case study is divided into two scenarios 
based on the different turbulence intensities of wind profiles: 
Scenario 1 and Scenario 2, shown in Fig. 9 (a). The time-
varying viscous coefficients ( rb , gb ) and the other 
disturbances except the viscous friction are randomly 
generated within bounds, as shown in Fig. 9 (b) and (c). The 
simulation time is 300 s. 
As mentioned in Section II-C, a PI controller is normally 
used based on the same SISO WECS considering the closed-
loop stability and transient performances. The PI controller 
can stabilize the system in the presence of the unmodeled 
dynamics and disturbances ( )d t . However, the transient 
performance of tracking the reference signal is sacrificed. 
The tracking performances of the L1 adaptive controller 
and the PI controller are illustrated in Fig. 10-13. 
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Fig.  9. Friction disturbances. 
 
 
Fig. 10 Comparison of   variation during the operation in Scenario 1: (a) in 
time series format; (b)   in density format. 
 
For Scenario 1, since the turbulence intensity is small, the 
wind speed is limited between 7 m/s and 8.5 m/s. Both 
controllers show good capability in keeping the wind turbine 
operating around opt  during simulation, between 6.85  and 
7.15 . From the density point of view (Fig. 10), it is much 
clearer that both controllers have similar tracking 
performances in the presence of disturbances and parameter 
uncertainties. Accordingly, the energy efficiency is maintained 
at a high level ( 0.4755 0.4763 ) shown in Fig. 11. The 
power production, which is almost the same for both 
controllers, is shown in Table I. The energy captured with the 
L1 controller is 0.02% higher. 
 
Fig. 11 Efficiency comparison during the operation in Scenario 1. (a) Full 
time frame; (b) Zoomed in time frame ( 100s 150s ). 
 
 
Fig. 12. Comparison of   variation during the operation in Scenario 2: (a) in 
time series format; (b)   in density format. 
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Fig. 13 Efficiency comparison during the operation in Scenario 2. (a) Full 
time frame; (b) Zoomed in time frame ( 100s 150s ). 
 
For Scenario 2, the turbulence intensity is larger and the 
wind speed variation is expanded between 5.5 m/s and 10.5 
m/s, thereby covering all partial load regimes. The tracking 
performances of both controllers are influenced and become 
worse compared with Scenario 1. As illustrated in Fig. 12, the 
L1 adaptive controller shows better capability of keeping the 
wind turbine operating at its optimal tip speed ratio opt  than 
the PI controller. The tip speed ratios with the L1 controller 
are distributed between 6.8  and 7.2  while those with the PI 
controller are distributed between 6.6  and 7.4 . Without 
precise tracking, the energy efficiency of the wind turbine by 
using the PI control is lower, as shown in Fig. 13. The power 
production for both controllers are listed in Table I. The 
energy captured with the L1 controller is 0.59% higher in 
Scenario 2 than that of the PI controller. 
 
 
V.  CONCLUSION 
With WECSs being nonlinear systems with significant 
parameter uncertainties, in particular friction coefficients, and 
subject to disturbances, in the form of nonlinear and 
unmodeled aerodynamics, the L1 adaptive speed control 
proposed this paper avoided the accurate WECS modeling. 
Instead, the WECS was modeled as a transfer function with 
the generator torque as the input and the generation speed as 
the output . Based on this simplified model, an L1 adaptive 
speed controller was designed in order to achieve a tradeoff 
between the transient performance and the stability of the 
MPPT under disturbances. The L1 adaptive speed controller 
showed good trackingperformance towards the optimum tip 
speed ratio and robustness with fast adaptation to uncertainties 
and disturbances as shown in detailed simulation cases that 
included wind shear, shadow effects and wind speed 
variations. Compared with the converntional optimized PI 
controller, the proposed L1 adaptive speed control for MPPT 
captures more energy during operation, especially in highly 
turbulent wind conditions. Therefore, The proposed L1 
adaptive control is a reasonable alternative to the PI control 
and may present some advantages for MPPT in highly 
turbulent wind conditions. 
 
APPENDIX 
The 6 kW variable-speed-fixed pitch WECS, introduced in 
[19], is used in the test case. The parameters of the WECS are 
listed in Table II. 
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