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1. Введение. Постановка задачи
Рассмотрим управляемую систему:
х еЩ 1 ,х ) ,  ( 1. 1)
где /е [0 ,Г ]  обозначает время, х е Яп, а /7(7, х) -  выпуклый компакт
в . Пусть
Я (Г ,х ,5 )=  шах < У ^ >  -  (1.2)
уе(.1 (1,х)
его опорная функция. (Символ < , > означает скалярное произведение двух 
векторов.) Будем считать, что функция [0,Г]х Я" х Я" — » Я : 
—> //(/,х,.у) непрерывна и удовлетворяет следующим условиям:
|я(г,х„*)-я(г,х,,5) |<С%|| + 1)-||х,-х2| | , (1.3)
|Я (г ,д : ,^ ) -Я ( / ,х ,^ 2)<С(]|х|| + 1)- ||^ ,-52|| , (1.4)
с некоторой положительной постоянной С •
Множество абсолютно непрерывных функций *(•) : [О, Т] -> Яп , удов­
летворяющих почти всюду дифференциальному включению (1.1) и усло­
вию д:(т) = со, обозначим символом Х(т,со) .
Пусть 0 < т < Г < Г и -  некоторое компактное множество в Яп . 
Напомним, что множество
£>(Г,г;Г2г) = (х(Г) е Яп : х(-) е Х(т, со), со е  О г}
называется множеством достижимости системы (1.1) с начальным множе­
ством О г в момент г .




Вместо областей достижимости будем изучать так называемые облас­
ти супердостижимости рассматриваемой системы. Это понятие опреде­
ляется с помощью эволюционных (полугрупповых) неравенств (включе­
ний) следующим образом1.
Определение 1.1. Семейство О , ,  ^€ [О, Г] подмножеств фазового про­
странства Я" называется семейством областей супердостижимости уп­
равляемой системы, если имеют место следующие включения:
с  для любых 0 < г  < t < Т  . (1-5)
Пусть задано непустое выпуклое компактное множество О0 .
Рассмотрим семейство минимальных выпуклых областей супердости­
жимости О , , ? е [О, Г ] , удовлетворяющих начальному условию Г2,=0 = О0.
Если О “ , (/ е  [О, Г] -  семейства выпуклых областей супердостижимо­
сти с указанным начальным условием, то О.* = Г) , / е [О, Г] будет по-
аеА
прежнему семейством выпуклых областей супердостижимости.
Этот факт справедлив для любого множества индексов А. Поэтому се­
мейство минимальных выпуклых областей супердостижимости с задан­
ным начальным условием существует и единственно.
Пусть О , , (/ е  [О, Г]) -  семейство минимальных выпуклых областей 
супердостижимости. Определим опорные функции
иО,х) = шах < а>со > при со е О , ; (1.6)
СО
= шах < 5,со> при ® е О 0. (1.7)
СО
Основным результатом является следующая теорема.
Теорема 1.1. Предположим, что для управляемой системы (1.1) вы­
полнены условия (1.3), (1.4). Тогда функция [0?Г]х Яп —» Я : (7, .у) —» 1/(7, .у), 
определенная равенством (1.6) для семейства минимальных выпуклых об­
ластей супердостижимости /е [0 ,Г ]  с заданным начальным услови­
ем, является обобщенным (в вязкостном и минимаксном смысле) решени­
ем задачи Коши
= 0 , ( , , , ) . № 7 1 * Л \  (1-*)
от от
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И(0,5) = М0(5), (1.9)
С другой стороны, пусть функция и : [0,Г]х Я" -у  К -  вязкостное и/ 
или минимаксное решение задачи Коши (1.8), (1.9), где и0(•) -  опорная 
функция некоторого выпуклого компакта О0. Тогда ■) являются опор­
ными функциями выпуклых компактов О0, / е [0,7’], образующих семей­
ство минимальных выпуклых областей супердостижимости с начальным 
условием О 0.
Определения вязкостных и минимаксных решений приведены в разде­
ле 2.
Уравнение (1.8) можно назвать двойственным уравнением Беллмана. 
Смысл этого названия можно пояснить следующими эвристическими со­
ображениями.
Пусть 8(1, х) -  максимальное значение линейного терминального 
функционала ср(х(в)) = (х ( в ), 5) , взятого по всем допустимым траекто­
риям системы (1.1), начинающимся в момент Г из точки х. (Здесь 51 е Я” -  
фиксированный вектор.) Тогда, как хорошо известно, все существенные 
аспекты этой оптимизационной задачи связаны с уравнением Беллмана:
Щ 1 , х )  „ (  Щ ^ х )■ + Н 1,х,-
дх
= 0 ; Б( в , х )  =< > .
Функция 5, однако, зависит также от параметров в  и г; 5  = 8(1, х; в, .у).
Можно попытаться найти уравнение для функции 5, рассматриваемой как 
функция этих двойственных параметров. Разумным кандидатом на эту роль 
представляется следующее уравнение:
д в
в дБ' Л= 0 ( 5  ( /,5) =< > .
Это соотношение можно назвать двойственным уравнением Беллмана. 
Имеются важные работы А. И. Панасюка2, показывающие, что двойствен­
ное уравнение Беллмана тесно связано с функцией Беллмана. Например, 
это так, если управляемая система линейна3. Однако в общем случае 
несложные геометрические рассуждения приводят к следующему заклю­
чению: не существует уравнений, описывающих эволюцию функции Бел-
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лмана как функции параметров 9 ,б. Действительно, представ­
ляет собой, по определению, значение /3(5) опорной функции множества 
достижимости /)(# ; I, х ) на векторе 5 . Это множество П(9; х ) , опять же
по определению, есть совокупность концов х(в)  допустимых траекторий
системы (1.1), начинающихся в момент I из точки х. Опорная функция лю­
бого множества зависит, однако, лишь от замыкания выпуклой оболочки 
этого множества и задает эту оболочку однозначно. С другой стороны, 
нетрудно построить нелинейную управляемую систему типа (1.1), для ко­
торой невозможно восстановить оболочку области достижимости
£>(#;?, х ), зная лишь оболочку области /)(г ,/;х )  в некоторый предше­
ствующий момент времени т < 9  (хотя такое восстановление возможно, 
если всюду опустить слово «оболочка»).
Возвращаясь к теореме 1.1, отметим еще раз, что она устанавливает 
взаимно-однозначное соответствие между решением задачи Коши для 
двойственного уравнения Веллмана и семейством минимальных выпук­
лых областей супердостижимости (очевидно, в общем случае это семей­
ство не совпадает с семейством выпуклых оболочек областей достижимо­
сти).
В заключение этого раздела приведем следующую лемму, которая бу­
дет нужна для доказательства теоремы 1.1.
Пусть
Х 0(г,5) = { х е й г :<  >= т ах < >= п(г,5)}.
шеС1т
Отметим, что Х 0(г,.у) -  субдифференциал выпуклой функции и(т,-), 
т. е. для любых 1 € 1 0(г,5) и / е Я" справедливо неравенство:
п (г ,/)> м (г ,5 ')+ < х ,/ -5 > . (1-Ю)
Лемма 1.1. Пусть и(1,з) -  опорная функция области супердостижи­
мости О, - Для того, чтобы выполнялось (1.5), необходимо, чтобы
м(/, ^ ) -  и(т, 5) > ( ( -  г) • Н(т, х, $) + о(/ -  г), е Я”, V* е Х 0(г, л). (1.11)
Положим
Д (С ,х ,5) = { /  е  Щ £ , х )  :< / , з  >= Н (^ ,х ,з ) ) .
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Заметим, что многозначное отображение
[г ,г ] х Г  з ( С , ^ ^ , у ) с Г
выпуклозначно, компактнозначно и полунепрерывно сверху относитель­
но включения. Пусть х  е Х 0(г ,5) . Определим траекторию х(£), С, е  [г, 5] 
как решение дифференциального включения
^ Р - е . р ( С , х ( М )
«С
с начальным условием х(т) = х . Такая траектория существует.
Пусть выполнено (1.5). Тогда из определения траектории х(£ )  имеем
ц(/, >< х(0 , >= и[х, 5) + |<  х(£), з > (1£,
Г
и последний интеграл больше, чем ( / - г) / / ( г, лг,.у) - 0 ( / - г ) , поскольку
подынтегральное выражение имеет вид / / ( г , л;,.у) + о(1). Что и требова­
лось доказать.
2. Вязкостные и минимаксные решения.
Основные сведения
Рассмотрим задачу Коши
-  Я (/, Д и,з) = О, / € [О,Г], 5 е Я”, (2.1)
о/
ц(0,5) = м0(5'). (2.2)
Предполагается, что
А1. Вещественные функции Н (( ,р ,з ) и м0(^) определены и непре­
рывны на [0,Г]хЛ " х Л п и Л" соответственно.
18
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А2. Выполняется условие Липшица по переменной р  :
H ( t ,p m ,s) -  H ( t ,p (2\ s ) |< Л ( ф (|) -  р т \ (2.3)
и ограничение
(2.4)
при всех (г,/?(,),5) € [0,Г]х Rn х Я", где /((■?) = С(1 + || |^|), С -  некоторое 
положительное число.
АЗ. Для любого ограниченного множества В а  Я" существует посто­
янная с(В) такая, что
A4. Функция s —> u0(s) : R” —» R -  непрерывна.
Отметим, что основные факты теории вязкостных и минимаксных ре­
шений установлены при более слабых предположениях. В данной работе 
можно ограничиться этим набором условий, поскольку они выполнены 
в интересующей нас задаче. С другой стороны, здесь отсутствуют свой­
ства выпуклости и положительной однородности функций H (t,p ,  ) и «о(-).
Они потребуются в разделе 3, но здесь были бы лишними.
Напомним некоторые понятия негладкого анализа (они даны в виде, 
удобном для определения вязкостных и минимаксных решений).
Введем обозначения: G = [О, Г] х Rn, int G = (О, T ) x R n .
Пусть u(t,s) -  некоторая полунепрерывная снизу функция, опреде­
ленная на G ■
Нижняя производная Дини функции и в точке (t ,s ) е intG  в направле­
нии (а ,  / )  е R x R n определяется как предел
| H ( t ,p , s m ) -  H ( t ,p ,s (2)) |< c(5)||s(,) -  s(2)||(l + И ) ,  (2.5)
V ( t ,p ,sO)) e [ 0 ,T ] x R n x R n.
u(t + Sa , s + S f ) - u ( t , s )
( a ,  / ,  S) -+(a,  / .4 0 ) 8
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Вектор (а,1) е /?х R" называется субградиентом Дини функции и 
в точке (t , s ) е  in tG , если
d ~ { t , s ,a , f ) >< / , /  > +аа, V (or,/) е R х R".
Множество всех субградиентов Дини функции и в точке (t, s) обозна­
чим D~u(t,s). Аналогично для полунепрерывной сверху функции u(t, s) 
определяется ее верхняя производная Дини:
Um inf K t  + S a ,  s + S f ) - u ( t , s )  d  (t , s ; a , f ) =  lim inf -------------------- -----------------
( a ,  f \  0) О
и супердифференциал:
В +и((,э) = { (а ,1 )е Я х Я п : 
d +( t , s ; a , f )  < < / , / >  + ш , У ( а , / ) е Я х Г } .
Элементы множества £)+ц(/,.у) называются суперградиентами Дини
функции и в точке (/, я).
Определение 2.1. Верхним минимаксным решением уравнения (2.1)
называется полунепрерывная снизу функция О —» Я : (/,5) —> п(?,5'), над- 
график которой удовлетворяет следующему условию слабой инвариант­
ности: для любых ( / ,5) е О , г  > м(/,5) и любых р е  Л" существует абсо­
лютно непрерывная функция ($(•),г(-)) : [ 0 , —» 7? х Л” такая, что
( * ( 0 , * ( 0 )  =  М  *  ^ | К С ) | | , с е  [ О , / ]  И
т
z + J[< jo ,i(£ ) > +Н(С, р , s(£))]d£ > и(т, s(t)). (2.6)
Если в дополнение к этому и(0,£) > и0(я) при всех 5 е Я" , то функция 
и называется верхним минимаксным решением задачи Коши (2.1), (2.2).
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Люди науки
Заметим, что указанное свойство слабой инвариантности эквивалент­
но следующему неравенству: для любых (t9s ) e m t G  и p s R n существу­
ет вектор f  е  Вя^  такой, что
d~u{t,s\ - \ , - / )  < -  < p j  > - H ( t , p , s ) . (2.7)
Здесь X -  величина из условия А2, Вх = {у е  R" : |> | < Л}.
В дальнейшем потребуется следующая модификация определения 2.1. 
Определение 2.2. Верхним минимаксным решением уравнения (2.1) на­
зывается полунепрерывная снизу функция G —> R : ( t , s ) —> удов­
летворяющая следующему условию: для любых (t , s ) е  G, z > u(t,s) и лю­
бых p e R "  существует такая липш ицевая функция 
(jQ ,z (0 ) : [0,t] -> R n x R ,  что (s(t),z(t)) = (s ,z)  и
Г
z + J[< Р ,Н О  > + H (G ,P ,s ( .0 )¥ £  ^  u(t ,s (t )), V r е[ОД].
t
Если в дополнение к этому w(0,5) > u0(s) при всех s е  R” , то функция
и называется верхним минимаксным решением задачи Коши (2.1), (2.2). В 
отличие от определения 2.1, здесь отсутствует ограничение
||5(^)|| < A (j(^)), £  е  [0,/]. Известно, однако, что определения 2.1 и 2.2 
эквивалентны4.
Приведем определение верхнего вязкостного решения, предложенное 
М. Дж. Крэндаллом и П. JI. Лионсом5.
Определение 2.3. Верхним вязкостным решением уравнения (2.1) на­
зывается полунепрерывная снизу функция G —» R :( t ,s )  —> u(t,s) такая, 
что
a - H ( t , p , s ) > 0 , \ / ( t , s ) e i n t G ,  (а ,р)  е D~u(t,s). (2.8)
Если в дополнение к этому »(О,^) > u0(s) при всех s е R", то функция
и называется верхним вязкостным решением задачи Коши (2.1), (2.2).
Известно, что понятия верхних минимаксных и верхних вязкостных 
решений эквивалентны6.
Нижние минимаксные и вязкостные решения определяются аналогич­
но с заменами свойства полунепрерывности снизу на полунепрерывность
сверху, нижние производные d ~ u ( r , x , - \ , - f )  и субдифференциалы 
D и (г ,х )  заменяются верхними производными d +u { x , x ~ ^ - f )  и супер­
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дифференциалами Э +и{т,х)^ неравенства 7 >£/(/,$)> (2.6), (2.8),
1/(0,»у) > и0(з) заменяются на противоположные. Отметим также, что по­
нятия нижних минимаксных и нижних вязкостных решений эквивалентны. 
Определение 2.4. Минимаксным (вязкостным) решением задачи Коши
(2.1), (2.2) называется функция —> 72: (/,^) —> и(^,£), которая одновре­
менно является верхним и нижним минимаксным (вязкостным) решением 
этой задачи.
Теорема 2.1. При выполнении условий А. 1 -  А. 4 минимаксное и/или вяз­
костное решение задачи Коши (2.1), (2.2) существует и единственно.
Непосредственно из определений следует, что вязкостное и/или мини­
максное решение задачи (2.1), (2.2) непрерывно на б  и удовлетворяет ра­
венству (2.2).
Известно, что и > у для любого верхнего решения и любого нижнего 
решения у . Вязкостное и/или минимаксное решение задачи (2.1), (2.2) 
является наименьшим (наибольшим) верхним (нижним) решением этой за­
дачи.
3. Выпуклые и положительно однородные решения задачи Коши 
для уравнения Гамильтона -  Якоби
В данном разделе доказана следующая
Лемма 3.1. Пусть функции //(/,х,,у) и и0(з) удовлетворяют услови­
ям А1 -А 4 .  Предположим дополнительно, что функции //(/,х ,-) и и0(-)
выпуклы и положительно однородны. Тогда минимаксное решение
задачи (2.1), (2.2) тоже выпукло и положительно однородно по перемен­
ной Б.
Заметим сначала, что, учитывая положительную однородность по я 
гамильтониана //(£, х , я), условие А2 можно заменить следующим усло­
вием:
А2'. Выполняется условие Липшица
|Я ( / ,р <,),* ) - Я ( ( ,р й> ,5)|£Л М -|р(,>- р <2>| (3.1)
и ограничение
|Я (/,0 ,5 ) |< 4 ? || (3.2)
при всех (/, р (/), 5) е [О, Т] х Яп х Я",
где А, и от -  некоторые положительные числа.
Доказательство выпуклости функции «(*,•)• Пусть ц(/,.у) -  верхнее 




М( з)  = - ^ > 0 ,  5, е  Г ,  £ « ,  = *> = ^}. (3.3)
/=1 1+1
Рассмотрим функцию
и. (/,5) = «,«(/,5,.): ( а д ) ? * 1 е ^ ) | -  (3.4)
Эта функция полунепрерывна снизу и выпукла по л. Чтобы упростить
доказательство, предположим сначала, что при всех ( е [0 ,Г ], 5 е Р ” ин- 
фимум достигается.
Согласно предположению, существуют (а * ,^ )”+| е М (^ ) такие, что
л+1
ы(/,у) = 2 Х м(М )-
/=1
Согласно определению 2.1, для любого р е  Я" существуют липшице- 
вые функции [0,Т]-> Я" х Я : £  ( 5 , ( 0 ’2ЛС))’ ( / е 1,п + 1) такие, что
*,(.0 = *, ^ ^ < 2 | К ( 0 | |  и
Г





2 »  = м(/,1)+ {[< > +Я(<Г„Р,*-(<Г))]*Г. (з .5)
I
л+1
Поскольку 2*(*) = ^ # * 2 /(0  и функция #(/,/?,-) выпукла, то
/=1
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/=1
Учитывая, что интегрирование в (3.5) проводится от / до т < из (3.4) 
следует
Таким образом, показано, что при дополнительном предположении 
существуют липшицевые функции $*(•), г ’(-) такие, что $*(/) = 5,
удовлетворяет уравнению (3.5) и неравенству (3.6). Поэтому, согласно оп­
ределению 2.2, функция является верхним решением уравнения (2.1). Фун­
кция и удовлетворяет начальному условию м(0,5) = м0(5), следователь­
но, она является верхним решением задачи (2.1), (2.2). Согласно (3.4), 
имеем и < и. Напомним, что минимаксное решение и задачи (2.1), (2.2) 
и верхнее решение и этой задачи связаны неравенством и >и  (см. разд.
2). Поэтому получаем и = и . Следовательно, минимаксное решение и вы­
пукло по 5.
В общем случае (без дополнительного предположения о том, что ин- 
фимум достигается) можно предложить следующее доказательство. Пусть
величина у(£ , г) определена равенством
где X -  величина из оценки (3.1), г -  положительное число. Рассмотрим 
функцию мДЛ,5), которую определим следующим образом. Если
и+1
2*(0 > 2 Х * (-(г) -  'Еа*и(т’Ъ(т)) ^  м (г ,/(г )) . (3.6)
/=1 /=1
у (£ ,г )  = гел(т
И < У Д , 5 ) ,  ТО
иг(Г,$) = М  ]а,м(г,5,(г)): («„$,) е М (5 , у(Г,г)) к
Здесь
Если |у |>г(*,г), ТО мД^,5) =  мД,5).
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Отметим следующее положение: если |у(0|| -  у(Лг)> то Для любой 
функции [О,Г] —> Л" : С, —» ^(^), удовлетворяющей ограничению 
|-у(0|| -  будет справедлива оценка: |^(С)|| -  У((Г>г)- Учитывая это
замечание и повторяя приведенные выше рассуждения, получаем, что иг -  
верхнее минимаксное решение уравнения (2.1).
Заметим, что lim ur(t,s) = u(t,s). Поскольку при любом г>  0 функ-
Г—>со
ция иг является верхним минимаксным решением уравнения (2.1), то и 
тоже является верхним минимаксным решением уравнения (2.1). В пре­
дыдущем случае показано, что из этого факта следует выпуклость по s 
минимаксного решения задачи (2.1), (2.2).
Д оказательство положительной однородности функции u(t,').
Покажем, что минимаксное решение u(t,s) задачи Коши (2.1), (2.2) поло­
жительно однородно по 5 . Пусть р  е (0,1). Рассмотрим функцию






выбрано так, что up(t,s) = f3u
s '
' . '1 .
. Поскольку и -
верхнее решение уравнения (2.1), то при любом выборе вектора р е  К 1 
существует такая абсолютно непрерывная функция, что
z(t ) = и 
V r € [о,/].
<>4) + $[< P , s ( 0 > + H ( C ,P , s ( 0 № z « ( r , s < .  v ) \  (3.8)
Положим 5,(4") =/&(£), г .(£ )  = /5Ь(<0- Поскольку гамильтониан по­
ложительно однороден по .у, то
< р Л О  >  + н ( С , Р Л О )  =<  р М С )  > + Н ( С ,Р М С ) ) -
Отметим также, что, согласно выбору /?, имеем
25
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Поэтому из (3.7), (3.8) следует





Нетрудно проверить, что из полунепрерывности снизу функции и сле­
дует, что ир тоже полунепрерывна снизу. Получаем, что функция ир яв­
ляется верхним решением уравнения (2.1). Более того, согласно (3.7) и (2.2), 
где м0(.у) положительно однородна, функция ир удовлетворяет началь­
ному условию мДО,.?) = м0(^). Следовательно, функция ир является вер­
хним решением задачи Коши (2.1), (2.2).
Определим функцию
м,(М ) = И гаи (М ) = т £  оси
ОС; (3.9)р —>0 у  а>  О
Непосредственно проверяется, что она положительно однородна по 5 . 
Можно показать, что надграфик функции и, слабо инвариантен в сле­
дующем смысле. Для любых (/,.у) е (О,Г]х Д”, р е  Л", г > и,(/,5) суще­
ствует траектория (.?(0> г(£))  е  Я" х Я, £  е  [о,/] такая, что
( * ( 0 ,4 0 ) = («.г), ► « )!<  2 |к<-)|,
г(т) = и 1+  ( [ < р , а д > + Я ( ( , Р , « ) ) К > » ( у ( О ) ,  У г е [ 0 , 4
Этот факт следует из того, что функция ир является верхним решени­
ем уравнения (2.1) и зависит от параметра р ,  т. е. (?,$)> .у) при
р х> р 2. Однако не утверждается, что функция и, полунепрерывна снизу. 
Поэтому рассмотрим ее нижнее замыкание:
м..(^,5) = К т М  м.(г,£). (зл о)
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Как известно, и., -  функция полунепрерывная снизу. Покажем, что 
и„ ([, з) положительно однородна по 5 .
Выберем произвольно число /? > 0. Выберем так последовательность 
(**>£*)> чтобы = 11ри,(тк, ^ к) = и „ ^ , ^ ) .
к  к
Функция н,(7,.у) положительно однородна по 5 , поэтому
и.(тк,Р%к) = ри.(тк^ к).
Без ограничения общности можно принять, что существует предел 
1нпи,(г4,£а) По определению функции и„ имеем Нти,(тк,<^к)> и Ф,^ ,з ) .
к
Итак, получаем /?и„(7,.у) > м.,(/,/&).
Аналогично можно показать, что Д«„(^,.у) < м,.(С/&). Положительная 
однородность функции «..(/,•) доказана.
Поскольку надграфик функции м. обладает указанным выше свойством 
слабой инвариантности, то, как нетрудно проверить, функция и„ являет­
ся верхним решением уравнения (2.1). Напомним, что мр(0,5) = м0(5). 
Поэтому и,(0,5) = п0($) и, согласно (3.1), п„(0,5) < м0(.у). С другой сто­
роны, из свойства слабой инвариантности надграфика функции и* выте­
кает неравенство м,*(0,^) > м0(5). Получаем, что м„(0,5) = и0(я). Следо­
вательно, функция и„(/, 5) является положительно однородным верхним 
решением задачи Коши (2.1), (2.2).
Согласно построениям, и„(^,.у) < где и -  минимаксное и/или
вязкостное решение задачи (2.1), (2.2). Поэтому заключаем, что решение 
задачи (2.-1), (2.2) совпадает с функцией и., и является положительно од­
нородным по 5 .
4. Доказательство теоремы 1.1
Доказательство теоремы 1.1 состоит из доказательства леммы 4.1 
и леммы 4.2.
Пусть &(/, 5) -  минимаксное и/или вязкостное решение задачи Коши
(2.1), (2.2). Согласно лемме 3.1, функция ц(/,.у) выпукла и положительно
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2005 Известия УрГУ № 34
однородна по 5 . Поэтому -  опорная функция некоторого выпукло­
го компакта £2,, т. е.
= {хеЯ"  :<х,5><ц(^,5)}, (4Л)
Лемма 4.1. Семейство выпуклых компактов С11, ( е [о, Т ], определен­
ных равенствами (4.1), где н(/,.у) -минимаксное и/или вязкостное реше­
ние задачи Коши (2.1), (2.2), является семейством областей супердости­
жимости, т. е. удовлетворяет соотношениям (1.5).
Доказательство. Выберем произвольно % е  £>(/,г;£2г). По определе­
нию области достижимости, существует траектория х*(-) : [г ,/]—» Я" сис­
темы (1.1) такая, что х*(г)е£2г и х*(^) = £. Требуется показать, что 
О,.
Рассмотрим функцию:
[т, / ] х Л " - > Л : ( С ^ ) - > у(С ^),
=< х \ £ ) , з > ,
где х*(£ ) -  траектория системы (1.1) с условием х*(г)е£2г. Покажем,





Ç,— > Л  = О, С е [r >4 s € R". 
ds JV
(4.2)
(chс* ( \ , s ) <  H (Ç ,x  Поэтому верхняяdS /
производная Дини функции v удовлетворяет оценке:
d +v ( Ç , r - l - f )  *  -  < »(О. /  > -H{Çtx \Ç ) ts).
Пусть р  -  некоторый вектор в R " . Положим
f  = »X} Ç)~ Pe \ P U ‘P>s'> -  ж с * ч а » ) ]
М о - р
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Получаем неравенство (см. аналогичное неравенство (2.7) для верхне­
го решения):
d + v (Ç ,s , - \ , - f )  > - < p , f  > ~H (Ç ,p ,s) .
Следовательно, v -  нижнее решение уравнения (4.2). Кроме этого, 
v(t , s ) =< x(r),5  >< max <œ,s>= u(j,s).coeQT
Согласно результатам, приведенным в разд. 2, рассматриваемые ниж­
нее решение v и верхнее решение и связаны неравенством
v(Ç,s) =< x \ t ) , s  >< u(Ç,s),
V(<;,s)e[T,t]xR".
Получаем
< x \ t ) , s  >< u(t,s), \/s e R".
Следовательно, Ç = х*(т) e Q ,,  что и требовалось показать.
Лемма 4.2. Пусть -  опорная функция области супердостижи­
мости Q , . Тогда u(s,t) -  верхнее минимаксное решение уравнения (2.1).
Доказательство. Достаточно показать, что функция u(t,s) удовлет­
воряет неравенству (2.7).
Согласно лемме 1.1, должно выполняться неравенство (1.11), т. е.
u(t, s) > u(r, s) + ( t -  т)Н* (г, s) -  o(t -  г), 
г д е //*  (г, 5) =  шах Н(т, x ,s)  (см. лемму 1.1).
xeA"0(r,.v)
Пусть /  -  некоторый вектор в R" , х -  субградиент выпуклой функ­
ции в точке s - ( t  - r ) f , т. е. r e I 0( r , i - ( / - r ) / ) .
Тогда, согласно (1.10), имеем
и(т, s) > и(т, s - ( t -  г ) / )  + (t -  т) < х, /  > .
Поэтому
«(/, s) > и{т, s - ( t - r ) f )  + ( t - r ) < x , f  > + ( t - r ) H * (г, s) -  o(t -  г). (4.3)
Выберем произвольно и зафиксируем вектор р е  Rn. Пусть е  е  (0 ,0 , 
и Q -  выпуклый компакт в R ” такой, что Q с  Q r для любых г e \ t  -  s , t \  
Заметим, что Q с  Х 0(т,1) для любого I е Rn. Положим
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( , - , М  b - p b [H(, ^ s ) . m ^ s) \
\\я-р\\
где р(г)  -  непрерывная функция, такая, что //(0) = 0, р(г) = 1 при 
r > ( t - r ) 2. Отметим, что Q —> Rn :q —> f  -  непрерывная функция.
Рассмотрим многозначное отображение Q в себя, которое определим 
следующим образом:
Q - + Q : q - > X 0( T , s - ( t - T ) f 4).
Согласно теореме Какутани, существует неподвижная точка этого ото­
бражения, т. е. существует q. е X q(t ,s - ( t  -  Пусть тк <t, тк —>0
при к -> оо. Пусть qk e X 0(Tk, s - ( t - тк) / ft ).
С л у ч а й  1 . Существует подпоследовательность qk такая, что
qk. -  р  > ( t - T k )2, i = 1, 2, ... Чтобы упростить обозначения, полагаем,
что исходная последовательность qk удовлетворяет указанному усло­
вию. Более того, без ограничения общности полагаем, что существу­
ют пределы
lim <7* = q», l i m /  = / . .
к —>оо к —>оо ™
Согласно (4.3), (4.4), имеем 
[и(тк, 5 -  (f -  тк ) f 4k ) -  u(t, 5)] ■ (/ -  тк )"' < -  < qk, f qi > -Я * (тк, s) + 0 ( t  — тк ) <
^ ~ < P J 4k> - H  (t, p,  s) + H(t ,  qk,s) -  H* (тк, s) + 0 ( t  -  тк ).
Отметим, что функция H(-,s) полунепрерывна сверху. Отметим так­
же, что q* g X 0(t,s). Поэтому H(t,q>,s) -  H \ t , s )  < 0. Переходя к преде­
лу при ]ç —  ^оо j получаем требуемое неравенство (2.7).
С л у ч а й  2 . Существует подпоследовательность qk такая, что
qkj — р \>  (t — Tkj)2, i  = 1 , 2 ,  ... Можно принять, что исходная последова­
тельность qk удовлетворяет указанному условию. В этом случае 
l im ^  = р, и существует предел lim /  = /*. Согласно (4.3), имеем
к->  оо к-+оо
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[u(Tk, s - ( t - T k) f 4t) - u ( t , s ) \ ( t - T ky l < - ( p . f t ) - H \ r k,s)  + 0 ( t - r k).
Отметим, что в рассматриваемом случае р  е  X 0(t,s). Поэтому
H( t , p , s ) < H*(t,s). Переходя к пределу при к оо, получаем требуе­
мое неравенство (2.7).
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ИЗ ВОСПОМИНАНИЙ 
ОБ АНДРЕЕ ИЗМАЙЛОВИЧЕ СУББОТИНЕ*
Ю. С. Осипов, президент Российской академии наук
С Андреем Субботиным связано, может быть, лучшее время моей жиз­
ни. Я очень тесно соприкасался с ним, начиная с его студенческих лет, нас 
объединяла работа, дружба. Я называл его по имени, он меня -  по имени 
и отчеству.
Не стану повторять слова о большом таланте, исключительной мате­
матической одаренности Андрея Измайловича -  это хорошо известно. Хочу 
сказать о его великом мужестве. Я ведь помню его танцующим на своей 
свадьбе, веселым, полным сил. Он явно не собирался болеть. Только чело­
век выдающихся достоинств и ума мог так преодолевать жизненные не­
взгоды -  в полноценной, повседневной, трудной, но, конечно, интересной 
работе. В доме Субботиных происходило множество разнообразных со­
бытий. Регулярно проводились интереснейшие семинары, бывали прак­
тически все выдающиеся математики, приезжавшие в Екатеринбург. 
Об этом, наверняка, заботился Н. Н. Красовский, внимательно следивший 
за настроением Андрея, за тем, чтобы тот не чувствовал себя в стороне 
от важных дел. Именно он порой инициировал появление у Субботиных 
новых интересных людей, затевал часто ненаучные разговоры, зная, что
* Наука Урала. 2000. № 3.
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