The predictability of particle trajectories in oceanic flows is investigated in the context of a primitive equation, idealized, double-gyre ocean model. This study is motivated not only by the fact that this is an important conceptual problem but also by practical applications, such as searching for objects lost at sea, and ecological problems, such as the spreading of pollutants or fish larvae. The original aspect of this study is the use of Lagrangian drifter data to improve the accuracy of predicted trajectories. The prediction is performed by assimilating velocity data from the surrounding drifters into a Gauss-Markov model for particle motion. The assimilation is carried out using a simplified Kalman filter.
Introduction
The Lagrangian description of a flow field is a useful tool with which to explore oceanic circulation and transport. Logistic difficulties have delayed the application of Lagrangian methods to oceanographic field research programs. Stommel (1949) used aerial photography of floating paper sheets serving as Lagrangian drifters to observe oceanic turbulence. Lagrangian instruments such as drifting buoys were later designed to move with the currents so that their trajectories satisfactorily approximate the motion of fluid parcels. Satellite positioning revolutionized drifter technology, making possible cost-effective long-term global tracking. Lagrangian data have become increasingly more common in the last three decades, providing good coverage of extensive regions in the ocean (Davis 1991a) .
Lagrangian observations can be analyzed in a variety of ways. In his seminal work, Taylor (1921) demonstrated that Lagrangian statistics can be used to estimate the dispersion of particles in homogeneous turbulent flow by relating the autocorrelation function of the Lagrangian velocity field to a diffusivity coefficient. This relationship has been verified within observation error for subsurface ocean flow using data from sound fixing and ranging (SOFAR) floats (Rossby et al. 1983) . This relationship has been used extensively to provide a measure of diffusivity properties from oceanographic drifter data, with the purpose of studying the evolution of pas-
sive tracer fields using the advection-diffusion equation (e.g., Colin de Verdiere 1983; Davis 1985; Figueroa and Olson 1989; Davis 1991b) . This type of analysis has been extended also to eddy-resolving numerical ocean models (e.g., Böning and Cox 1988; Figueroa and Olson 1994) . A conceptually equivalent approach is the use of stochastic models to describe the motion of particles (Griffa 1996) . These models can be employed for ''direct'' applications, in which the dispersion of tracers is studied considering the behavior of a large number of tracer particles (e.g., Dutkiewicz et al. 1993) . Alternatively, such models can be used for ''indirect'' applications to extract information about turbulence parameters from Lagrangian data (e.g., Griffa et al. 1995) . Finally, Lagrangian data have also been assimilated into numerical models to improve the accuracy of simulated Eulerian flow fields (Carter 1989; Ishikawa et al. 1996) .
In this paper, we focus on the use of Lagrangian data for predicting oceanic particle motion. The investigation of particle motion and transport is an important area of study, with a number of potential practical applications at very different scales, including searching for persons or valuable objects lost at sea, tracking floating mines, studying ecological problems such as the spreading of pollutants or fish larvae, and estimating mass transport for climate studies. As has been pointed out by a number of authors (e.g., Aref 1984; Samelson 1996) , transport prediction is an intrinsically difficult problem because Lagrangian motion often exhibits chaotic behavior, even in regular and simple Eulerian flows. In the ocean, the combined effects of complex time dependence (Samelson 1992; Meyers 1994 ) and three-dimensional structure (Yang and Liu 1997) are likely to induce chaotic transport, especially in the more complex and turbulent regions such as the Gulf Stream Jet and extension. Chaos implies strong dependence on initial conditions, which are usually not known with great accuracy, so that the task of predicting particle motion is often extremely difficult. Some previous studies on particle motion in oceanic flows have focused on the characterization of trajectories using dynamical system tools, with special interest on exchanges between different flow regimes (e.g., Duan and Wiggins 1996; Samelson 1996) .
The problem and approach considered here are conceptually different. We consider tracking and prediction of specified particles, given Lagrangian information of the surrounding flow field. Lagrangian data are the natural choice for predicting particle dispersion because they move with the flow. Therefore, from such data, information can be assimilated advantageously into the equations governing particle motion. This has been shown in a specific example by the preliminary study of Okamoto et al. (1994) , in which the trajectories of three drifters in the Pacific Ocean have been simulated by assimilating position information from nearby drifters.
In the following, we assume that two types of information are available: 1) concurrent Lagrangian data and 2) some a priori knowledge of the large-scale mean flow, obtained for example, from historical data. In this setting, the knowledge of the mesoscale turbulent motion relies completely on the Lagrangian data. This allows us to isolate and to quantify the potential of Lagrangian data in improving the predictability of particle trajectories. The Lagrangian prediction experiments are designed to test the use of a simple stochastic model, Lagrangian data, and a simple Kalman filter for practical applications.
A comprehensive study of the methodology and its effectiveness is presented. The investigation is conducted in the context of an idealized primitive equation double-gyre ocean model. Numerical drifters are released in the flow field and are used to reconstruct the trajectories of the specified unknown particles. We investigate in detail the accuracy of the predictions as a function of a number of important factors: 1) the type of dynamically different flow regimes-the gyre interior, western boundary current, and midlatitude jet regions; 2) the density of drifter data used in the assimilation; and 3) uncertainties in the initial conditions and in the knowledge of the mean flow field. The results are discussed in terms of practical applications and conceptual implications for predictability properties.
The paper is organized as follows. The mathematical background and the Lagrangian prediction model are introduced in section 2. The methodology for the generation and assimilation of the Lagrangian data is discussed in section 3. The prediction results are presented and discussed in section 4, and section 5 contains a summary of this work and some remarks regarding future studies.
The prediction problem a. Definitions and assumptions
We consider an Eulerian velocity field, u(t, r), in two dimensions r ϭ (x, y), representing the flow at the ocean surface or along an isopycnal surface. Let u(t, r) ϭ U(t, r) ϩ uЈ(t, r)
be a decomposition of u(t, r) into a mean circulation and a fluctuating component; that is, U is a deterministic field representing the large-scale, slowly varying component of the velocity field and uЈ(t, r) is a random (eddy) velocity field with zero mean ͗uЈ(t, r)͘ ϭ 0 and known covariance function B u (t 1 , t 2 ; r 1 , r 2 ) ϭ ͗uЈ(t 1 , r 1 )uЈ(t 2 , r 2 ) T ͘.
The angle brackets denote ensemble averaging over all realizations of the velocity field, the superscript T stands for transposition, and the vectors are considered column vectors. Let r(t) denote the position of a particle released at the position r 0 and driven by (1). The temporal evolution of r(t) is described by the equation
Similarly, the Lagrangian velocity is dr 0 v(t) ϭ v(t, r ) ϭ ϭ u(t, r(t)), dt and let
where U[t, r(t)] is the Eulerian mean velocity at r(t), and vЈ(t) is the Lagrangian eddy velocity. In the following, we assume that vЈ(t) satisfies the following Langevin equation (Thomson 1987) :
where T is the relaxation time matrix and w(t) is a 2D Brownian motion with covariance matrix 2 . For simplicity, it is assumed that
where T 1 , T 2 are the zonal and meridional relaxation times, respectively. Equation (5) implies that the Lagrangian eddy velocity is modeled as a linear Markov process characterized by an exponential autocovariance function. This type of model is supported by experimental and numerical results in fully developed turbulent flows (e.g., Yeung and Pope 1989) , and it appears appropriate also for oceanic flows (Griffa 1996) , especially at the sea surface, where exponential Lagrangian autocovariance functions are observed commonly from surface drifter data (e.g., Davis 1985; Swenson and Niiler 1996; Bauer et al. 1998 ). Even in situations in which the autocovariance function has a more complex structure-for example, in the presence of strong wave signaturesEq. (5) can still be considered a first-order approximation valid for timescales of order T, which typically are between 3 and 10 days for ocean surface flows.
There are M equations of type (5) for M particles that can be discretized in time, yielding autoregressive equations of the first order (Box and Jenkins 1976) :
where ␣ ϭ exp{ϪT Ϫ1 ⌬t}; ⌬t is the time step; n is the number of time steps and will be used to denote time n⌬t: for example, (n) ϭ (n⌬t); and w j (n) are white vЈ vЈ j j noises discrete in time. These noise terms, generally speaking, are correlated, and their mutual covariances are determined by the mean flow, statistics of the Eulerian velocity field, and initial positions. In general, this relation is very complicated and cannot be expressed in an explicit form. However, Lagrangian statistics can be related to the corresponding Eulerian statistics for a given set of particle positions. To formulate such a relation, let us introduce the conditional averaging operator E n { }. Namely, E n {} is defined for any random variable as the average (or expectation) of under the condition that all particle positions are known at all times 0, 1, 2, . . . , n. Then for each particle,
where v i (n) is the Lagrangian velocity of the ith particle at time n, and for any pair,
Rigorously speaking, Eqs. (6) and (7) hold true only under strong limitations, such as an independence of positions and velocities, or homogeneity, stationarity, and white-noise assumption for velocity. In the general case Eqs. (6) and (7) should be viewed as a plausible hypothesis that is in good agreement with one's intuition and experience.
b. Prediction problem statement
We assume that M Ն 1 particles start at the same time (n ϭ 0) from different positions , j ϭ 1, . . . , M. At 0 r j each time n Ͼ 0, we observe the exact (or with a small error) positions of the first p Ͻ M particles, called predictors. The general problem is to find a best prediction of the positions of the last M Ϫ p unobserved particles (predictands) at each time, provided that the mean velocity field U(t, r) is known, as well as the Eulerian covariances and Lagrangian relaxation times. In this paper, we concentrate on the most simple situation of a single predictand, p ϭ M Ϫ 1.
The discretized equations used to describe the system are vЈ(n) ϭ ␣vЈ(n Ϫ 1) ϩ w (n),
and the objective is to find a best prediction, (n), of a r M the position r M (n) of the unobservable particle j ϭ M at any prescribed time n ϭ 1, 2, 3, . . . , given its initial position at time n ϭ 0.
An accurate method to find the optimal prediction is to use the extended Kalman filtering (EKF) (e.g., Ghil and Malanotte-Rizzoli 1991; Bril 1995; Ide and Ghil 1998) applied to the nonlinear system [Eqs. (8)- (9) 
tions in this approach are the fluctuation velocities observed by the p ϭ M Ϫ 1 particles, computed as ϭ (r j (n) Ϫ r j (n Ϫ 1))⌬t Ϫ1 Ϫ U(n, r j (n)), j ϭ 1, vЈ(n) j . . . , p. An implementation of the full EKF for the complete system is planned for the future. Note that in the case of constant mean velocity, the two approaches are equivalent.
c. Kalman filter for Lagrangian fluctuation velocities
Let us introduce the state and noise vectors as follows:
Then, the dynamics of (8) can be written as
where A is the 2M ϫ 2M diagonal matrix with 2 ϫ 2 blocks of ␣ along the diagonal. Denote the conditional covariance matrix of the noise by Q(n); that is,
Notice that, as shown in the appendix (section a), Q(n) is related in a very simple way to the Eulerian space covariance (2):
where I 2M is the 2M ϫ 2M unit matrix. Now we introduce the observation vector Y via
where
is the 2p ϫ 2M observation matrix, 0 is the 2p ϫ 2 zero matrix, is the observation error level, and b is a white-noise process with zero mean and unit covariance matrix. Simply, Y consists of the velocities of the first M particles disturbed by a small noise. Then, the prediction with minimum mean square error is given by (e.g., Miller 1989; Jazwinskii 1970)
The forecast error matrix
is computed by
and the analysis error covariance
Because of the very simple structure of the deterministic part of the dynamics and the observation matrix [see the appendix (section b)], the foregoing equations can be simplified drastically to obtain the following optimal prediction for the Mth particle:
where K j is the 2 ϫ 2 matrix such that the weight ''vector''
is the solution to
The mean square error
can be computed via
The matrices Q 11 , Q 12 , Q 21 , and Q 22 are specific blocks of matrix Q defined in the appendix (section b) and Eq. (20). In turn, Q is expressed explicitly in terms of the Eulerian covariances and Lagrangian relaxation times [Eq. (12)]. Thus, the prediction formulas are based on quantities estimated well from observations and/or synthetic data, such as numerical model output.
d. Prediction algorithm
A prediction algorithm is implemented by making some simplifying assumptions regarding the Eulerian statistics. This is done for computational simplicity, and as will be shown, these assumptions are justified by the numerical results. More accurate algorithms using more realistic statistics can be implemented for specific applications.
We assume that the velocity components are uncorrelated and that the Eulerian covariance can be parameterized using a Gaussian function for each component:
where the parameter R is the Eulerian correlation velocity scale defined as R ϭ ϪB(0)/BЉ(0). ͙ The prediction is then carried out using the following two-step algorithm:
11 21 where
is defined by Eq. (12) and B(r) is calculated from Eq. (17). 2) Calculate the predictand position at time n ϩ 1 from
e. Error estimates The error analysis for the prediction Eqs. (18)- (21) is presented in the appendix (section c). Here, we summarize the results of most practical interest. In particular, an estimate of the error for the predicted positions is obtained under some assumptions and in some limiting cases.
The fluctuating velocity field is assumed to be statistically homogeneous [i.e., (r 1 , r 2 ) ϭ (r 1 Ϫ r 2 )], 
in the x direction, where t O is the observation time, grows first linearly in time,
and then as the square root of time,
u R and B(r) ϭ exp{Ϫr 2 /2R 2 }, where
These results show that the Lagrangian prediction errors are proportional to single-particle dispersion with a constant of proportionality that decreases with N R . These error estimates can be considered general guidelines to be checked in the following with the numerical simulation results.
Generation and assimilation of the Lagrangian data
In this section, the numerical ocean model that is used to generate the Lagrangian drifter data is described and the experimental setup for trajectory predictions is discussed.
a. The numerical ocean model
The numerical model used in this study is the Miami Isopycnic Coordinate Ocean Model (Bleck and Boudra 1986) . It is a primitive equation, isopycnic vertical coordinate model that can be viewed as a stack of shallowwater models, each consisting of a momentum and a continuity equation:
‫ץ‬t where u is the Eulerian velocity field, ϭ x Ϫ u y the vorticity, f the Coriolis frequency, M ϭ gz ϩ p the Montgomery potential, ϭ Ϫ1 the specific volume, the wind stress vector, h the thickness of a layer of constant density, the lateral viscosity coefficient, and the bottom drag coefficient that acts only on the bottom layer. The subscript indicates derivatives on surfaces of constant density. The layers communicate vertically through pressure forces. Horizontal velocities and vorticity are defined as mean layer properties. Pressure and geopotential are defined at the interfaces between layers. For more detail on the numerical model, the reader is referred to Bleck and Boudra (1986) and Bleck and Chassignet (1994) .
For the purposes of this study, the ocean model is set up in an idealized configuration-the so-called box domain with a flat bottom and straight sidewalls. No-flow and free-slip conditions are applied along all lateral boundaries. The vertical density stratification is represented by three isopycnal layers. The parameters of the ocean model are listed in Table 1 . The model is purely wind driven by a steady zonal wind stress of the form x ϭ Ϫ 0 sin(y/L y ), where L y is the meridional extent of the basin and y is the distance from the center of the domain. Hence, the wind forcing drives a classic doublegyre circulation representative of an anticylonic sub- tropical gyre in the south and a cyclonic subpolar gyre in the north, separated by a midlatitude jet. The model equations are integrated for 15 years, starting from rest, until the layer kinetic and available potential energy levels reach a statistically steady state. Figure 1 shows the Eulerian mean field for the upper-layer circulation, averaged over 2 years (i.e., over years 15-17). Results from wind-driven models in a double-gyre configuration with idealized geometry are discussed extensively in the literature (e.g., Holland 1978; Chassignet and Gent 1991) . Figure 2 exhibits the instantaneous fields of the upperlayer thickness for the 3-month period during which the prediction experiments for the drifter trajectories are conducted. This figure indicates clearly the turbulent character of the model simulation. Not only does the midlatitude jet meander, generate mesoscale eddies, and interact with them, but the interior gyre circulation also shows high variability, implying that the drifter trajectories will exhibit a complex behavior in the entire domain.
b. Drifter trajectories
Particle trajectories are calculated according to a discretized version of Eq. (3), in which u is the velocity field computed by the numerical model (27). Equation (3) is integrated in time using a second-order RungeKutta method, and a bilinear interpolation scheme is employed for subgrid-scale positioning. The accuracy of these numerical methods is verified using various tests, and a time interval of 18 000 s is selected to advance Eq. (3) in time.
The particles are released in the top layer of the subtropical portion of the domain in a regular array, representing the motion of near-surface ocean drifters. Examples of drifter trajectories, released with a density of 1 particle/[1Њ ϫ 1Њ], approximately 3 months after release, are depicted in Fig. 3 . Dynamically different regions are apparent from this graph: 1) the western boundary current region, in which particles traverse to the north along the coast; 2) the midlatitude jet region, in which the western boundary current separates from the coast, meanders as a free jet, and induces high variability and eddy activity; and 3) the interior region, in which the trajectories still exhibit a complex behavior, even though velocities are much smaller than those in the western boundary current and the meandering jet region.
c. Assimilation of drifter velocity
The prediction of particle trajectories presented in the following is implemented within quasi-homogeneous regions, in which the Eulerian and Lagrangian statistics can be described using simple functions characterized by a few parameters: the Lagrangian time scale T, the Eulerian space scale R, and the velocity variance .
2 u The partition of the subtropical velocity field into seven quasi-homogeneous regions is based on the eddy kinetic energy distribution of the Eulerian velocity field (Fig.  4) . Regions 1 and 2 capture the midlatitude jet meander and ring region. Regions 4-6 specify the interior gyre regions. Region 3 is a transition zone between the midlatitude jet and interior regions. Region 7 represents the western boundary current.
The calculations have been conducted for all seven regions, and both the statistical and predictive behaviors indicate significant similarities between some of the regions. Regions 1 and 2 and regions 3-6 behave qualitatively similarly. For the purpose of a concise presentation of results, region 1 is selected to discuss the characteristics of the high-energy midlatitude jet area, and region 4 is chosen to represent the low-energy interior regions. In the rest of the paper, the discussion of the results therefore will be confined to regions 1, 4, and 7, which represent the three distinct regimes of the ocean VOLUME 17 Fig. 1 . The covariances exhibit a quasi-exponential decay at short timescales, in agreement with the simple first-order model (8) used for vЈ. The only substantial departure from temporal exponential decay is shown in the meridional component of the western boundary region at lags longer than approximately 6 days. This lack of decay likely is due to strong advection in this region that is not represented by the mean flow. The process of forming climatological Eulerian averages weakens the strength of strong currents (see Mariano 1990) .
The assimilation of the Lagrangian data is performed using Eqs. (18)- (21), with the parameters T and R set to the values shown in Table 2 . These values are in the range suggested by the Lagrangian and Eulerian statistics in the regions. Preliminary tests performed by varying these values by Ϯ20% have shown that the results of the prediction algorithm are not sensitive to the specific value used in that range. In the practical implementation of the assimilation scheme, only particles inside an influential data region (or a shadow zone) with a radius greater than R around the prediction particle are considered at each time step. The radius of the shadow zone is 100 km in the western boundary current region, and 200 km elsewhere. Predictions are carried out for 100 days in the low-energy interior regions and for about one week in the high-energy western boundary current and midlatitude jet regions. These timescales correspond to the approximate average periods that the particles spend in these regions.
For each prediction experiment, a set of M particles is launched homogeneously. One of the trajectories is considered unknown (predictand), and the other p ϭ M Ϫ 1 trajectories are considered as known Lagrangian data (predictors). For the purpose of clarification, the true trajectory of the predictand drifter is not used in the assimilation; it is used only for evaluation purposes. The root-mean-square error, s, is computed as the distance between the predicted and the true position of the predictand, and ensemble averages are computed by considering different realizations of the predictand par- Typically, 50 realizations are considered in each region except in the western boundary current, in which only 15 realizations are averaged because of its smaller area. The performance of the prediction scheme is evaluated as function of a number of factors. First, the impact of data density is considered. Six different values for the density are chosen: zero, meaning that no Lagrangian data are available for assimilation, and the prediction is performed via advection by only the mean flow; 1 particle/[5Њ ϫ 5Њ], which is a World Ocean Circulation Experiment (WOCE) sampling goal (D. B. Olson 1998, personal communication); and then increasingly higher data densities-1 particle/[2Њ ϫ 2Њ], 1 particle/[1Њ ϫ 1Њ], 1 particle/[0.5Њ ϫ 0.5Њ], and finally 1 particle/[0.25Њ ϫ 0.25Њ]. These densities correspond to a total number of approximately 18, 100, 500, 2000, and 8000 buoy releases, respectively, in the subtropical gyre. A more physically relevant measure of data density is N R , which indicates the number of particles within a distance equal to the Eulerian space scale R from the prediction particle-that is, the number of data per degrees of freedom. The data densities and the corresponding N R as a function of R are listed in Table 3 as reference for the following discussion of results.
Second, the effects of reducing the knowledge of the mean flow U and of the initial conditions are considered. These are important considerations for practical applications since such values are usually known only approximately. Two extreme situations are considered for the mean flow 1) The mean flow U is assumed to be the 2-year average shown in Fig. 1 ; that is, an accurate a priori knowledge of the large-scale climatological flow is assumed 2) The mean flow U is assumed to be zero; that is, no a priori knowledge of the large-scale flow is assumed. The impact of initial conditions is studied in a series of cases subject to gradually increasing levels of uncertainty. The first one is the ''ideal'' case, in which choice 1 is used for U, and accurate initial turbulent velocities and particle positions are employed. The second one is the case in which choice 2 is used for the mean flow, and no knowledge of the initial turbulent velocity of the predictand is considered. In this case, the initial velocity is evaluated directly from the surrounding particles. Finally, a case is considered in which errors are introduced in the initial position of the predictand.
Results
The performance of the prediction scheme is evaluated in the interior, western boundary, and meandering jet regions, testing the impact of varying data density and introducing errors in the knowledge of the mean velocity field and initial conditions. Theoretical error estimates are compared with the numerical results.
a. The interior region
Some examples demonstrating the effectiveness of Lagrangian data assimilation in improving the prediction of particle trajectories are shown in Fig. 6 . The solid lines mark the true trajectories of selected particles released in the interior of the subtropical gyre during the 100 days following release. If only the mean flow is used to try to capture the particle motion, the predictions are quite poor (lines with triangles). If, on the other hand, the Lagrangian data assimilation scheme is employed to estimate the turbulent velocity component, the predicted trajectories improve considerably and gradually approach the true trajectories with increasing data density (lines with plus signs and circles).
Region 4, representative of interior regions, is characterized by a Lagrangian timescale T ϭ 10 days, an Eulerian space scale R ϭ 70 km, and a velocity variance ϭ 8 cm 2 s Ϫ2 (Table 2 ). Predictions are conducted for 2 u 100 days. Ensemble averages of prediction errors are shown in Fig. 7 . Here the root-mean-square prediction errors are plotted as a function of time for different data densities and for different cases of uncertainty about the mean flow and initial conditions. Figure 7a illustrates the ideal case for which it is assumed that both mean flow and initial conditions are known accurately. The open circles mark the average distance traveled by the 50 particle realizations after release. Hence, no prediction is made for this case, and it is an upper bound for root-mean-square prediction error. Using the knowledge of a climatological mean flow only (no drifters-solid line), the error is somewhat reduced with respect to the total particle dispersion (i.e., no prediction), but far more substantial reductions in error are possible by employing the surrounding drifter data. The prediction error decreases consistently with increasing data density (an- notated lines). Quite accurate predictions are obtained especially for the higher data densities, in which cases the data resolution is of the order of R or higher [implying cases with data densities of 1 particle/[0.5Њ ϫ 0.5Њ] (N R ϭ 6.16) and 1 particle/[0.25Њ ϫ 0.25Њ] (N R ϭ 24.64); see Table 3 ].
For instance, the particles cover a distance of about 34 km (134 km) after 1 week (1 month) of integration, and the prediction made using only the mean flow reduces the error to approximately 23 km (90 km), while the error is about 1.5 km (11 km) with the use of the highest density data assimilation employed here (1 particle/[0.25Њ ϫ 0.25Њ], N R ϭ 24.64) after the same amount of time.
The qualitative behavior of the prediction error for the ideal case is described well by the theoretical estimates [Eq. (22)]. In Table 4 three cases are shown, for data densities of zero (N R ϭ 0), 1 particle/[1Њ ϫ 1Њ] (N R ϭ 1.54), and 1 particle/[0.25Њ ϫ 0.25Њ] (N R ϭ 24.64), in which the theoretical rate of error growth is estimated from Eqs. (24), (25), and (26), respectively. Theoretical and numerical estimates of the prediction error are compared at 3, 7, and 30 days. The theoretical estimates show an excellent match to the numerical results for N R ϭ 0, and they compare quite favorably for the higherdensity cases as well. Considering the large reduction in error with increasing data density, the theoretical formulas derived in section 2 appear to deliver very reasonable a priori estimates of prediction error as a function of the number of surrounding drifters based on only the main statistical parameters of the flow. Figure 7b depicts the case in which no knowledge of the mean flow is assumed-that is, U ϭ 0 in Eqs. (4) and (21)-while the initial conditions are assumed to be known accurately. In this case, the error curve of the prediction made using only the mean flow coincides with the line that indicates the total dispersion of particles. The lack of mean-flow knowledge affects primarily those cases with low-density assimilation. As the data density increases, the prediction error decreases consistently, and the prediction capabilities of the cases employing data densities higher than or equal to 1 particle/[1Њ ϫ 1Њ] (or for N R Ͼ 1) remain nearly unchanged. Therefore, this graph indicates that the impact of the lack of knowledge of the mean flow can be compensated for by assimilating information from the surrounding drifters.
Next, a case is considered in which in addition to U ϭ 0 the initial turbulent velocity of the predictand is assumed also to be unknown and is estimated from the surrounding drifters. The results are shown in Fig. 7c . The greatest impact on prediction error is observed for low-data-density cases for the first few weeks. The cases with data density equal to or higher than 1 particle/[0.5Њ FIG. 7. Prediction (rms) error vs time as a function of data density in the gyre interior (region 4) for (a) the ideal case, with accurate mean flow and accurate initial conditions for the particlethat is, known initial position and turbulent velocity; (b) the case with zero mean flow and accurate initial conditions for the particle; (c) the case with zero mean flow and unknown initial turbulent velocities (estimated from the surrounding data); and (d) the case with zero mean flow, unknown initial turbulent velocities, and an initial position error of 20 km. ϫ 0.5Њ] (N R ϭ 6.16) remain nearly unchanged since these cases allow a good estimation of the initial turbulent velocity for the prediction particle. This result indicates that uncertainties regarding both the mean flow and initial turbulent velocities can be overcome with the use of the surrounding drifter data. Finally, a further source of uncertainty is incorporated by considering that the initial position of the predictand
FIG. 8. Prediction (rms) error vs time as a function of data density in the western boundary current region (region 7) for (a) the ideal case with accurate mean flow and accurate initial conditions for the particle, (b) the case with zero mean flow and accurate initial conditions for the particle, and (c) the case with zero mean flow and unknown initial turbulent velocities (estimated from the surrounding data).
is known with an error ⌬r. Figure 7d shows the error curves for the average of four cases, with ⌬r ϭ 20 km in the eastward, westward, northward, and southward directions. Comparing Figs. 7d and 7b , it appears that the effect of the initial error ⌬r for densities lower than 1 particle/[1Њ ϫ 1Њ] (N R ϭ 1.54) is primarily on short timescales (first few days). From Fig. 7b it can be seen that an error of 20 km is reached after only a few days for low-density cases, but is reached on much longer timescales for the high-density cases. Since the initial position error cannot be recovered, its impact on higherdensity predictions is more persistent and substantial. Considering also that the error curves of the two highest density cases almost coincide (Fig. 7d) , this experiment indicates that there is a diminishing gain from using higher data densities in the case of an initial position error.
Finally, it should be noted from Fig. 7 that there is no significant improvement in predictive capability when a data density according to the WOCE requirement is employed with respect to the prediction when there is only the knowledge of the mean flow.
b. The western boundary current region
The western boundary current region (region 7) is characterized by a Lagrangian timescale T ϭ 10 days, an Eulerian space scale R ϭ 70 km, and a velocity variance ϭ 150 cm 2 s Ϫ2 ( Table 2 ). The prediction 2 u errors are calculated for about 1 week, which corresponds approximately to T. The results are depicted in Fig. 8 . In the ideal case (Fig. 8a) even the prediction using only the mean flow leads to significant improvement, indicating the importance of knowledge of the mean flow in this region. Predictions with data densities higher than or equal to 1 particle/[1Њ ϫ 1Њ] (N R ϭ 1.54) yield very accurate results and exhibit almost no error for the first 2-3 days. For instance, the particles cover a distance of about 82 km (250 km) after 3 days (7 days) of integration, and the prediction made using only the VOLUME 17 mean flow reduces the error to approximately 27 km (72 km), while the error is about 3 km (11 km) with the use of the highest density data assimilation employed here (1 particle/[0.25Њ ϫ 0.25Њ], N R ϭ 24.64) after the same amount of time.
When the mean flow field is not known (Fig. 8b) , there is no significant improvement in prediction capability for a data density less than 1 particle/[1Њ ϫ 1Њ], showing the importance of the knowledge of the mean flow in this region. The predictions conducted with higher data densities remain approximately the same. High-data-density cases do quite well even when the initial turbulent velocities are not known accurately (Fig. 8c) . This result appears to support the ability of the Lagrangian data assimilation algorithm to compensate for lack of knowledge of the mean flow and initial velocities from the drifter data alone, not only in the low-energy interior regions but also in the western boundary current region characterized by a strong mean flow and fluctuations, provided that a sufficiently high number of surrounding drifters are available. A priori estimates regarding the number of drifters can be obtained using the theoretical formulas (24)-(26). Such estimates compare favorably with the numerical results in the western boundary region as well (Table 5) .
c. The midlatitude jet region
The midlatitude jet region (region 1) is characterized by a Lagrangian timescale T ϭ 3 days, an Eulerian space scale R ϭ 35 km, and a velocity variance ϭ 800 2 u cm 2 s Ϫ2 (Table 2 ). This region is representative of the Gulf Stream ring and meander region. The midlatitude jet region is the most difficult one to tackle because of the high degree of variability and the existence of different flow regimes such as the jet, mesoscale eddies, and wind-driven circulation, all of which interact with each other. Consequently, the behavior of the particles is highly complicated, and frequently the particles are entrained from one flow regime into another. As a result, the variability in the predictions is higher. It can be observed that the real and predicted trajectories bifurcate while passing through high-gradient regions and end up in drastically different positions in a matter of a few days.
Prediction results for region 1 computed during 7 days are shown in Fig. 9 . In the ideal case (Fig. 9a ) the error plots indicate that good predictive capability is limited to the high-data-density cases (1 particle/[0.5Њ ϫ 0.5Њ], N R ϭ 1.54, and 1 particle/[0.25Њ ϫ 0.25Њ], N R ϭ 6.16) and is confined to the initial prediction times (t Ͻ 4 days ഠ T). For instance, the prediction error can be reduced to about 15 km (67 km) using the highest data density of 1 particle/[0.25Њ ϫ 0.25Њ] (N R ϭ 6.16) from a potential maximum of about 119 km (212 km) after 3 days (7 days), whereas using only the mean flow knowledge, it reduces to only approximately 92 km (178 km). The error increases approximately linearly in time with a slope that decreases with N R . The theoretical estimates are found to be appropriate, as shown in Table  6 . As can be seen from Tables 4-6, the error is larger in this region than are the errors in the interior and western boundary regions, primarily because the turbulent velocity variance is larger and R is smaller, 2 u so that the same geographical data distribution results in a smaller N R : for example, 6.16 versus 24.64 as in other cases for the highest data density of 1 particle/ [0.25Њ ϫ 0.25Њ]. For longer times, t Ͼ T, the error is found to increase further, with a greater slope than that predicted by . This is likely because the region is characterized by a strong front dividing two different regimes, so that the dependence of the prediction error on the positions of the predictand particles and the surrounding ones is more fragile. In other words, the region is highly chaotic, and the present simple prediction scheme, which assumes statistical homogeneity, does not hold for prediction times longer than the Lagrangian integral timescale T.
When the mean flow and/or the initial turbulent velocities are not known accurately, the results obtained in the context of the other regions remain valid in the meandering region as well. The low-density cases deteriorate, whereas the high-density cases-1 particle/ [0.5Њ ϫ 0.5Њ] and 1 particle/[0.25Њ ϫ 0.25Њ]-are not affected significantly (not shown).
A final experiment has been conducted considering that the climatological 2-year-averaged mean velocity field (Fig. 1) may not be a good estimate with which to advect a particle for approximately 1 week in a region characterized by a very strong eddy field. The 2-year climatological mean field is very smooth and almost completely lacks the signatures of the jet and the eddies. As a result, particle trajectories calculated using lowdata-density assimilations (i.e., subject to stronger steering by the mean field) can cross the high-gradient zones of the jet and eddies, leading to high errors. In this
FIG. 9. Prediction (rms) error vs time as a function of data density in the midlatitude jet region (region 1) for (a) the case with a 2-yr mean flow and accurate initial conditions for the particle, and (b) the case with a 7-day mean flow and accurate initial conditions for the particle. experiment, we assume that additional short-term information about the large-scale flow field is available from (e.g., satellite) observations, so that the ''mean'' field U used in Eqs. (18)- (21) is an average over a shorter time period. We have considered an average during 7 days, coinciding with the duration of prediction. In this case, U resembles the instantaneous field shown in Fig. 2a . The results are displayed in Fig. 9b , which indicates major improvement in the performance of lowdensity cases and little change for the high-density cases. Schneider (1998) investigated the use of different mean flows and the same stochastic model as ours for predicting surface drifters in the Gulf Stream region. The average prediction error for the best mean field case is found to be 37 km after 2 days. This case is somewhere between the cases plotted in Figs. 9a and 9b.
There appears to be a reasonable agreement between our error estimates, approximately 20-50 km, from a model and the error estimate of 37 km for real data. These cases can be improved upon in the future by using a more complex algorithm that selects dynamically consistent information based on the knowledge of U or by using better estimates of U employing contour-based techniques (Mariano 1990 ). For example, knowledge of the jet position can be used to select drifters in the same frontal region as the predictand. This may lead to improvements in the midlatitude jet region characterized by strong gradients of the flow field.
Summary and concluding remarks
Predictability of particle trajectories in oceanic flows is explored for timescales on the order of a week to a VOLUME 17
few months. This is a well-recognized, outstanding conceptual problem because errors accumulate in trajectory predictions and Lagrangian motion tends to be chaotic even when the Eulerian flow is smooth and regular. It is also relevant for practical applications, such as searching for objects lost at sea and ecological problems, such as the spreading of pollutants or fish larvae. The original aspect of this study is the use of surrounding velocity data provided by Lagrangian instruments to improve the accuracy of the predicted particle trajectories. The investigation is conducted in the context of a primitive equation isopycnic-coordinate numerical ocean model. Although the ocean model is idealized using a doublegyre, three-layer box configuration, it reproduces dynamically distinct regions representative of those in the real midlatitude ocean.
It is assumed that some information is known a priori about the large-scale slowly varying mean flow, while information about the mesoscale eddies is provided entirely by the Lagrangian data. The prediction is performed by assimilating the surrounding velocity data into a simplified equation that describes the particle motion. In this equation, the velocity field is decomposed into two components: the mean field U and the eddy field. The eddy velocity following particles is assumed to be a linear Markov process. That is, described by a first-order autoregressive process, AR(1), with an exponential covariance with a timescale T. This assumption appears to be acceptable for oceanic surface flows for timescales T on the order of 3-10 days. The assimilation is performed using Kalman filtering on the AR(1) process. The error covariance matrix is related in a very simple way to the Eulerian statistics, which are assumed to be known.
Theoretical estimates of the prediction error s of particle position are derived under some simplifying assumptions. These derivations demonstrate that s grows in time as in single particle dispersion multiplied by a factor that depends on the number of data per degrees of freedom N R [Eq. (22) , (24)- (26)].
Ensemble averages of prediction errors are calculated using numerical experiments in three fundamental regions-the subtropical gyre interior, the western boundary current, and the midlatitude jet regions-as a function of varying data density and degrees of uncertainty about the mean flow and initial conditions of the predictant particle. The results show that the prediction error increases in time but decreases consistently with increasing data density. The simulations indicate that the actual WOCE sampling (1 particle/ [5Њ ϫ 5Њ] or N R K 1) does not improve particle prediction, but predictions improve significantly when N R k 1. For instance, a coverage of 1 particle/ [1Њ ϫ 1Њ] or N R ϳ O(1) is already able to reduce the errors of about one-third or one-half. If the sampling resolution is increased to 1 particle/[0.5Њ ϫ 0.5Њ] or 1 particle/ [0.25Њ ϫ 0.25Њ] or N R k 1, reasonably accurate predictions (rms errors of less than 50 km, can be obtained for periods ranging from 1 week (western boundary current and midlatitude jet regions) to 3 months (interior gyre region). Even if the mean flow field and initial turbulent velocities are not known accurately, the information derived from the surrounding drifter data can compensate, provided that N R Ͼ 1. The theoretical estimates for prediction error are generally in good agreement with the numerical results, especially considering the drastic reduction in error with increasing data density, in all regions for initial times. Since these a priori estimates are based on only a few parameters that are generally known, they can be used as guidance in practical situations to assess error as a function of resources to be deployed. To summarize, this study improves oceanographer's ability to perform Lagrangian prediction, and at the same time, improves our understanding of the predictability limits in the real ocean.
The assimilation algorithm appears to be quite effective, in spite of its simplicity. For practical applications, improvements are foreseen, potentially involving relaxation of assumptions such as Gaussian Eulerian statistics, independence of velocity components, and isotropy. For complex regions exhibiting strong fronts such as a meandering jet, the Kalman filter technique can be generalized for the complete trajectory equation in order to obtain more accurate estimates. Also, since the large-scale field varies rapidly in these regions, the addition of other simultaneous datasets, such as satellite information about the instantaneous large-scale field, may help to improve the predictions.
As a last remark, we point out that a homogeneous sampling of drifters has been considered in this paper. This choice of sampling allows us to explore the role of data density and assimilation techniques while taking into account the Lagrangian nature of the data both in the formulation and in the error computation that assumes a homogeneous data distribution in space. For practical problems, however, such as tracking and predicting pollutants or biological organisms, as well as searching for objects lost at sea, different types of sampling can be envisioned to best exploit the specific properties of Lagrangian data, such as their tendency to move with the current. For example, an initial drifter cluster can be released around the initial position of the predictand particle, and additional drifters can then be released at later times to maintain the desired density around the prediction. This may allow minimization of the number of drifters necessary to obtain a preset prediction error. Sampling strategies will be studied in a future work, using the results presented herein as guidelines. Then from Eq. (7) it follows that u T Q(n) ϭ (I Ϫ A)(B (r (n), r (n)))(I Ϫ A) ,
where (r 1 , r 2 ) is the Eulerian space covariance at time u B n n defined in Eq. (2). Therefore, we have a very simple relation between the matrix Q playing a key role in the Kalman filtering and the Eulerian covariance matrices. This relation is based on the assumptions given in Eqs. (6) and (7).
b. Simplification of the prediction formulas
Let us represent the basic matrices in the block form:
f f a a P P P P where the upper-left, upper-right, lower-left, and lowerright matrices have dimensions 2p ϫ 2p, 2p ϫ 2, 2 ϫ 2p, and 2 ϫ 2, respectively. Assuming that ϭ 0, after simple computations we get 
c. Error analysis
For the theoretical error analysis, we assume that the velocity components are uncorrelated and the fluctuation velocity field is statistically homogeneous: that is, (r 1 , u B n r 2 ) ϭ (r 1 Ϫ r 2 ). We then immediately obtain from Eqs. u B n (16) and (18) that the mean-square error for an individual component-zonal, for instance-is given by 
B is the covariance function for the individual component, and B Ϫ1 (r i Ϫ r j ) is the (i, j) entry of the matrix inverse to (B(r i Ϫ r j )). By averaging Eq. (A1) through the ensemble, we obtain ͗s(n)͘ ϭ (1 Ϫ ␣ 2 )(͗q(n)͘ ϩ ␣ 2 ͗q(n Ϫ 1)͘ ϩ · · · ϩ ␣ 2(nϪ1) ͗q (1)
͘).
Under the stationarity assumption, ͗q(k)͘ is independent of k, and hence, ͗s(n)͘ ϭ ͗q͘(1 Ϫ ␣ 2n ).
Now we estimate ͗q͘ assuming a high density of control particles. Let us introduce the correlation velocity scale R ϭ ϪB(0)/BЉ(0) and assume that the set of all ͙ particles form a Poisson process with intensity . We assume that R 2 k 1 or, equivalently,
where N R is the mean number of particles in a disk of radius R. Let us take an arbitrary ␦ such that
but
that is, ␦ is small. However, the number of particles N ␦ in a disk O ␦ of radius r ϭ ␦R is still large. Now we take into account only particles that are inside the disk O ␦ centered at the predictand. Obviously, q ϭ B(0) if there are no predictors in O ␦ . Otherwise, we can take a Taylor expansion in Eq. (A2):
