We present a compact upwind second order scheme for computing the viscosity solution of the Eikonal equation. This new scheme is based on:
Introduction
The Eikonal equation:
|∇φ(x)| = n(x), x ∈ Ω/Γ φ(x) = φ 0 (x), x ∈ Γ (1.1)
is a special class of the Hamilton-Jacobi equations. It has wide applications in geometric optics, computer vision, optimal control and etc. This boundary value problem (1.1) is a first order hyperbolic partial differential equation (PDE). The classical method of characteristics can be applied to solve the problem. Solutions remain smooth until the characteristics cross and the fronts (level sets of the solution) intersect. Crandall and Lions [3] introduced the concept of the viscosity solutions for the Hamilton-Jacobi equations and a unique global weak solution can be defined in that sense. A weak solution remains smooth locally with the singularity in the gradient along some sub-manifold of codimension 1, 2 or 3 (in 3D).
It therefore makes sense to design high order schemes which have to remain high order away from the singularities called kinks. High order schemes are of particular importance in the high frequency wave propagation where the Eikonal equation is coupled to a transport equation through its gradient [26, 17] . Different first order numerical schemes have been developed to compute the viscosity solutions. There are two types of approaches to compute the viscosity solution of the Eikonal equation. One approach is to transform it to a time-dependent problem. For example, Osher [15] provided a natural link between the time-dependent and the static problems by using level-set ideas. Semi-Lagrangian schemes [7, 8] are obtained with the dynamical programming principle under the optimal control framework. Another approach is to treat the problem as a stationary problem and directly solve it with efficient numerical algorithms such as Dijkstral type of fast marching method (FMM) [6, 29, 9, 21, 22, 23] and iterative fast sweeping method [5, 20, 2, 31, 18, 19, 32, 28, 11, 12, 27] .
However both approaches rely, in theory and in practice, on the idea of "upwind" or "causality". An efficient ordering of the application of the stencil on the grid must follow the traveltime or the level set propagation. First order upwind schemes can do it monotonically (the iterations converge monotonically to the solution) and the convergence is proven using the viscosity theory [1, 25, 4] . Even though the gradient may be singular, the method remains stable because the characteristics defining the upwind directions enter the kinks (exactly as in the case of the shocks for the hyperbolic conservation laws).
On the other hand, second order schemes cannot be monotone [14] and in that case the viscosity theory to prove the convergence is inoperative. The popular high order ENO and WENO methods [16, 24, 10] use adaptive stencils (actually different stencils) to capture the smoothest possible approximation of the second derivatives and therefore avoid, in theory, the possible singularity of the solution. These ENO and WENO type of discretizations have been incorporated into fast sweeping method in [30] . Recently second order discontinuous Galerkin method has been developed for fast sweeping method for the Eikonal equation [13] . Also a second order fast marching method was proposed in [22] . In this approach both the solution and its gradient at accepted points, which are computed and stored during previous updates, are used to provide high order approximation of directional derivatives at a considered point during the marching process. The discretization is based on direction by direction approximation and accurate ∇u are needed near the boundary to start with the fast marching method.
Our approach is different and is based on the following two observations. The first observation is a superconvergence phenomena for first order monotone upwind methods. More precisely, the upwind numerical gradient of the solution obtained by these methods seems to remain first order accurate up to singularity, i.e., away from kinks. Apparently this phenomena has not been observed and studied in the literature. We substantiate this observation by a detailed numerical study and we are currently working on a proof. The second observation is that one only needs second derivative approximation tangential to the front, i.e., the curvature estimation, to achieve second order local truncation error by using the PDE and a decomposition of the Taylor expansion. This results in a compact and upwind second order stencil. For example, the stencil is 4 points in 2D (3 points is needed for the first order upwind scheme), which is more compact than direction by direction second order approximation. Moreover, if the second order accurate stencil can be placed upwind then we can avoid the singularity in the gradient and remain second order accurate. Our method can be regarded as an efficient one pass deferred correction to any first order monotone upwind method. It works in this way: after the first order solution is computed, the second order correction is applied to all grid points in one pass in the ascending order of the first order solution. The upwind gradient of the first order solution is used to determine the upwind stencil and compute the second order correction. In this paper we use the fast sweeping method to produce the first order solution.
Here is the outline of the paper. In Section 2 a brief summary of the fast sweeping method is presented. Numerical evidence for superconvergence of the numerical gradient for monotone upwind schemes is presented. In Section 3, the compact second order scheme is derived. Some stability issues for choosing the upwind stencil and discretization are discussed in Section 4. The full algorithm as a one pass deferred correction is prescribed in Section 5. Finally numerical results in homogeneous (constant n(x)) and heterogeneous cases are presented in Section 6.
Fast sweeping method and first order gradient
In this section, we first recall the fast sweeping method (FSM) on a rectangular mesh but with 9-point stencil (Figure 2 .1) which is more accurate than the classical stencil [20, 31] . Then we show a numerical study of the superconvergence for the gradient. At each center point (0, 0), we do a piecewise linear approximation on each of the eight triangles in Figure 2 .1. Let us focus on triangle T 1 . We denote ∇φ(x) = (a 1 , b 1 ), and do a first order Taylor expansion
then truncate the O(h 2 ) terms to solve for (a 1 , b 1 ):
We obtain a first order approximation of the Eikonal equation:
Set on all points, this is a large non-linear system. It is generally solved by an iterative method based on relaxation: fix the values at surrounding grid points and compute at the center point φ 0,0 and iterate. To ensure the convergence of the iterative process and the convergence to the viscosity solution one must pick the triangle (or stencil) which satisfies a causality condition.
We now define the causality condition. The discriminant of (2.
. The nonnegativity of requires
Two real roots are:
We choose
according to the upwind property: φ 0,0 ≥ φ 0,−h . And we require ∇φ, the characteristic passing through C, intersects the base (AB) of the triangle (e.g., Figure 2 .1) and is oriented from the
. Therefore, the Causality condition is: 6) which also implies
The causality condition is equivalent to the monotonicity of the fast sweeping method [18] . Therefore we can prove the convergence of the numerical solution to the viscosity solution [18, 1] .
For this triangle we get a candidate solution φ 1 .
• if the causality condition (2.6) is satisfied, φ 1 is given by (2.5).
• else φ 1 = min(φ A + n(C)|AC|, φ B + n(C)|BC|).
Here |AC| (or |BC|) is the length of edge AC (or BC). The full 9-point stencil method consists in applying the same triangle solver to all 8 triangles and selecting the minimum value, i.e., φ 0,0 = min(φ 1 , φ 2 , . . . , φ 8 ).
Fast sweeping method
The fast sweeping method consists in the Gauss-Seidel iterations of the 9-point solver over the grid in the following way, Fast Sweeping Method:
• Initialization: To enforce the boundary condition, φ(x i,j ) = φ 0 for x i,j ∈ Γ, assign exact values or interpolated values at those grid points on or near Γ. Assign large positive values elsewhere (start with a viscosity subsolution).
• Gauss-Seidel iteration with alternating orderings:
At each grid replace its old value with the newly computed value only if the old value is larger during the iterations.
First order gradient
The fast sweeping method is a monotone upwind scheme, so it is at most first order accurate [14] . We therefore expect the gradient to be O(1). However, we observe here numerically that its gradient remains first order accurate away from singularities, e.g., kinks, in the maximum norm. This striking result has apparently not been reported or analyzed in the literature. We currently have partial theoretical results.
As can be seen from the following numerical results, both the solution and its numerical upwind gradient (at grid points) are first order in the maximum norm.
Uniform rectangular grid
In the following examples, we test both homogeneous and heterogeneous cases on a uniform rectangular mesh. The computational domain is [ 
Example 1: Homogeneous case: distance function to one source point outside a disk with fixed radius around the source. Boundary condition is assigned to the disk. where (x 0 , y 0 ) is the source point.
Example 3: Heterogeneous case 2: Table 2 .3 shows the results for φ(x, y) = sin[π(1 + x)]sin(πy), where the source point is at (0.5, 0.5).
Non-uniform rectangular grid
In the following examples, we test both homogeneous and heterogeneous cases on a non-uniform rectangular mesh. The non-uniform rectangular mesh is generated by perturbating a uniform rectangular mesh in the following way: given a uniform rectangular mesh of size h, then each grid point (x i , y i ) is perturbed as x i = x i + 0.3h * rand(−1, 1), y i = y i + 0.3h * rand(−1, 1) where rand(−1, 1) is a uniformly distributed random number. The computational domain is
Example 1: Homogeneous case: distance function to one source point outside a disk with fixed radius around the source. Boundary condition is assigned to the disk. Table 2 .6 shows the results for φ(x, y) = sin[π(1 + x)]sin(πy), where the source point is at (0.5, 0.5).
Triangular mesh
We test two cases on a triangular mesh to show the first order numerical gradient (computed from the upwind triangle) on triangular meshes. The sweeping strategies were designed in [18] . Example 4: Homogeneous case: distance function to one source point outside a disk with fixed radius around the source. Boundary condition is assigned to the disk. Table 2.7 shows the results (N=nodes, T=triangles).
Example 5: Heterogeneous case: 
3. The compact upwind second order scheme
Adding the curvature of the wavefront in the discretization
The most popular high order schemes for hyperbolic type of PDEs are based on the ENO or WENO technique [16, 24, 10] which moves a second order stencil around a grid point to fetch the smoothest (kink free) approximation direction by direction. The approach followed here is different. Using the Lagrangian structure of the Eikonal equation we propose a pure upwind geometric second order correction to the first order scheme. The correction is based on a decomposition of the Hessian into normal and tangential components of the wavefront. By exploring the PDE, it turns out that only the tangential component, i.e. curvature of the wavefront, is needed for the correction. We will assume the first order solution φ 1 and numerical gradient (a 1 , b 1 ) have been computed.
The second order Taylor expansion is:
We differentiate the Eikonal equation
and will use it to decompose the variation δX in a local coordinate system made of the Lagrangian direction and its orthogonal
Plugging this decomposition into the second order term of (3.1) yields
We first restrict to the simpler homogeneous case n ≡ 1. Derivatives of n vanish and (3.1) becomes
As < ∇φ ⊥ , D 2 φ · ∇φ ⊥ > is the curvature of the level sets of the phase (also called wavefronts), we will denote it as C. Neglecting the third order term, our new approximation of the phase (3.3) is of the form (denote ∇φ = (a, b))
This is a parabolic "local curvature" correction to the piecewise linear approximation. In the above second order approximation, there are three coefficients (a, b, C) to be determined. Suppose a > 0, b > 0, we choose the upwind quadrant and use the four grid points ({0, 0}, {−h, 0}, {0, −h}, {−h, −h}) for the expansion (we will come back on choice of stencils later).
Truncating the third order terms we can get a grid value approximation of the curvature C and eliminate the last equation for instance,
The next natural steps should be This turns out to be a difficult nonlinear problem, involving the roots of a 6 th order polynomial. Before explaining how to simplify this into a more tractable problem. We derive a natural and elegant interpretation of our scheme.
A non linear ray direction weighted approximation
Remembering that the Eikonal equation can be recast locally as (a, b) = (n cos θ, n sin θ), we can use (3.5) (3.6) to write a local weighted centered finite difference (FD) formula in the upwind quadrant
This is not a practical solution formula as θ depends on (a, b) but it shows that we average the local first order FD according to the Lagrangian direction. For instance if the ray makes a π 4
angle with the x axis, i.e. exactly cuts in half the quadrant, then we use an arithmetic average of the FD derivatives of the four grid points of this quadrant. If the ray approaches an axis, then the weight is non-linearly adjusted by the tan θ functions. If the ray direction is on a grid line (either the x or y axis) then the cotangent or tangent coefficient is infinite. In this case C is not guaranteed to be determined uniquely by system (3.1) (after truncation) as can be seen by replacing (a, b) by (0, 1) or (1, 0). If rays approach the grid lines the method is unstable. A natural way to avoid this instability is to use a different stencil according to the upwind direction. This is explained in section 4. We now focus on this particular stencil and assume the ray direction stays away from the grid lines (θ = 0, π 2 ).
Simplification of the second order terms
In order to simplify our local solver and obtain a tractable scheme we remember that the first order scheme 1. determines the upwind direction.
2. does so with first order accuracy.
Assume (a 1 , b 1 ) is in the positive x and y directions, we can therefore work with the upwind quadrant ({0, 0}, {−h, 0}, {0, −h}, {−h, −h}). Using remark that (a 1 , b 1 ) = (a, b) + O(h), we notice that replacing (a, b) in the quadratic terms of the Taylor expansions (3.5) with (a 1 , b 1 ) preserves second order accuracy
We can again eliminate C with formula (3.6) where (a, b) is replaced by (a 1 , b 1 ). Then, (3.7) simplifies to
where θ 1 is the first order angle given by the first order scheme and therefore tan θ 1 = b1 a1 . We can now write our second order numerical Hamiltonian (restricted to the upwind quadrant)
where (a, b) is given by (3.9).
This numerical scheme has the following properties:
1. Consistency of second order local truncation error.
2. Stability as long as θ 1 stays away from grid lines.
3. Monotonicity, as a second order scheme it is of course non-monotone (it is easily checked that g cannot be simultaneously a decreasing function of φ 0,−h and φ −h,0 at the same time).
We need to address the solution of the discrete system. As for the first order monotone scheme we use relaxation. We need to be able to solve for φ k+1 0,0
This boils down to finding the roots of a second order polynomial. For simplicity we omit the k superscripts, the equation is
where (a, b) are given in (3.9). This can be rewritten (carefully) as Let us study more precisely this quadratic equation:
The discriminant can be reduced to
So we get real roots when
The roots are
However we find that the part
is a weighted average of the upwind values (remark
. So as we march in the upwind direction, we must pick the larger root
, noting that
} is under the line y = − a1 b1 x which is orthogonal to {a 1 , b 1 }, the wavefront reaches this point before reaching {0,0}.
General case and choice of stencils
Here we discuss about more general cases and explain how to select different stencils when (1) either a 1 or b 1 vanishes (ray direction on a grid line), (2) there are shocks/kinks.
The heterogeneous case: variable index of refraction
We proceed as in the previous section with equation (5) and (6) to get
We note again C =< ∇φ ⊥ , D 2 φ · ∇φ ⊥ > is the curvature of the level set of the wavefront. This will be replaced in the formula above. The other terms involving the Hessian matrix of φ can be eliminated using the index of refraction n and its gradient ∇n = (n x , n y ) by taking the gradient of the Eikonal equation
These terms were vanishing in the previous section where we assumed the constant index of refraction.
Denoting ∇φ = (a, b), we proceed as in section 3 and remark that (4.1) has three unknowns: (a, b, C) which determine a parabolic second order approximation of the phase. Depending on the the upwind direction given by the first order gradient (a 1 , b 1 ) we will use different stencils to compute (a, b, C).
Let us again assume that a 1 > 0 and b 1 > 0. In the upwind quadrant, e.g. Figure 4 .1(b) Region 1, with stencil ({−h, 0}, {0, −h}, {−h, −h}), we do second order Taylor expansion:
An upwind scheme should use the neighboring values, e.g. at grid points ({−h, 0}, {0, −h}, {−h, −h}) to update the value at the center point {0, 0}. So assuming these values are given and already second order accurate we can solve system (4.2) with the Eikonal equation a 2 + b 2 = n 2 to get (a, b, C, φ 0,0 ). In other words with the algebraic trick above, we only need one additional point to the first order stencil to get second order accuracy.
Similarly as in the case for the constant index of refraction (section 3) this system is difficult to solve and boils down to a 6 th order polynomial in φ 0,0 . So we replace (a, b) in high order terms of (4. 
Now, we can easily solve the new system (4.3) for (a, b, C),
and
Then, the numerical Hamiltonian a 2 + b 2 = n 2 is only a quadratic polynomial for φ 0,0 :
Rewrite (4.6) as c 1 φ 2 0,0 + c 2 φ 0,0 + c 3 = 0 where
The discriminant of (4.6) is:
The nonnegativity of implies
≤ nh, which is
We choose the larger root: −c 2 + √ 2c 1 .
Rays on grid lines
In (4.4), b1 a1 or a1 b1 may blow up if the ray falls close to the grid lines, which results in instability.
In order to resolve this problem, we separate the neighborhood (local mesh) into eight regions (e.g. b 1 ) falls to approximate (a, b, C) .
In region 1, e.g. Figure 4 .1(b), we use stencil ({−h, 0}, {0, −h}, {−h, −h}), and the formulas are as above.
In region 2, e.g. Figure 4 .1(c), we use stencil ({0, −h}, {−h, −h}, {h, −h}) instead.
Solve for (a, b, C),
and g 1 g 2 + g 3 g 4 ) ;
The discriminant of (4.12) is:
The nonnegativity of implies g 2 ≤ nh, that is
We choose the larger root:
In region 3, e.g. Figure 4 .1(d), we use stencil ({−h, 0}, {−h, −h}, {−h, h}) instead.
g 1 = 1;
The discriminant of (4.18) is:
The nonnegativity of implies g 4 ≤ nh, that is
In (4.4), (4.10) and (4.16), we avoid the instability near the grid lines, that is, neither b 1 ) is a good choice when the center point is in the smooth region. However, when on a shock/kink, it may not be a good choice.
Stencil near singularity
The above choice of stencils is valid away from singularities, e.g., shocks/kinks. Near a shock, one should avoid using stencils across the shock to approximate the second derivatives. Also when tracing back along the characteristic the current grid point value should be interpolated from neighboring stencils, i.e., the CFL (Courant-Friedrichs-Lewy) condition, for stability. In summary we need to choose an upwind stencil which (1) provides smoother approximations of second derivatives, and (2) satisfies the CFL condition. In particular we use numerical approximation of |φ xx |, |φ yy | or |φ xx | + |φ yy | from the upwind direction to measure the smoothness. Again assuming we have first order approximation of the gradient a 1 > 0, b 1 > 0, here is our general Stencil-choosing criterion: (see Figure 4. 2), 1. when the ray direction is in region 1,
else, choose ({−h, 0}, {−h, −h}, {−h, h}).
• if b1 a1 > 1.
-If ({−h, 0}, {0, −h}, {−h, −h}) has been updated, Dc = |φ
else, choose ({0, −h}, {−h, −h}, {h, −h}).
• if b1 a1 = 1.
-If ({−h, 0}, {0, −h}, {−h, −h}) has been updated, Dc = |φ 
when the ray is in region 2,
• If ({0, −h}, {−h, −h}, {h, −h}) has been updated,
else, choose ({0, −h}, {−h, −h}, {−2h, −h}).
3. when the ray is in region 3,
• If ({−h, 0}, {−h, −h}, {−h, h}) has been updated,
• If ({−h, 0}, {−h, −h}, {−h, −2h}) has been updated, The explanation of our strategy is the following: when the ray is in region 1 and b1 a1 < 1, we choose between two stencils: ({−h, 0}, {0, −h}, {−h, −h}) and ({−h, 0}, {−h, −h}, {−h, h}) to update the value at {0, 0} since characteristic in (a 1 , b 1 ) direction intersects both stencils. We approximate the second derivative |φ xx | + |φ yy | at points {−h, −h}, {−h, 0} and choose the smaller one. The strategy for other cases is similar.
For the chosen stencil, we need to calculate (a, b, C) from system of equations as (4.5), (4.11) and (4.17) , and the numerical Hamiltonian (4.6), (4.12) and (4.18). We skip the computation and discussion here since they are the same.
In the following section 5, we will present our scheme, with a detailed procedure incorporating the stencil-choosing criterion.
A one pass deferred correction scheme
Now we present our complete algorithm as a one pass deferred correction to the numerical solution, which we refer to as first order solution, to any upwind monotone scheme. The value of the first order solution is used for the ordering of all grid points. The upwind numerical gradient of the first order solution is used to determine upwind quadrant/stencils as well as the second order correction. The scheme goes through all grid points in the ascendent order of the first order solution and second order correction is propagated from sources or boundary conditions in an efficient one pass fashion. Note that only accurate values are needed at the boundary.
During the one pass correction process, the key issue is how to choose an upwind stencil that satisfies the Stencil-choosing criterion: (1) the stencil is composed of neighboring grid points that have been updated to second order accurate, (2) the stencil provides a smooth approximations of second derivatives and a stable interpolation. Once the stencil is chosen, second order correction can be implemented. When we make the second order correction sequentially according to the ordering of the first order solution, we are following the propagation of the wavefront (the level set of φ). Since each possible compact upwind stencil extends a angle at most 90
• , there is no problem in finding a stencil that satisfies the above criterion during the one pass correction if the wavefront can be resolved by the underlying grid. Since characteristics go into shocks, our Stencil-choosing criterion will be able to pick a smooth updated stencil near shocks. In the case not all the values of the upwind stencil we choose have been updated to second order accurate or the nonnegativity of the discriminant is not satisfied, special treatment is needed. (see detailed description of the scheme below). This may happen, for instance, near a point source (a rarefaction wave) due to high-curvature wavefront.
A One Pass Second Order Correction Scheme:
Step 1. Use monotone upwind scheme (e.g., FSM, 9-point stencil) to compute a first order solution φ 1 and the corresponding upwind gradient (a 1 , b 1 ). Order all grid points in the ascendent order of φ 1 .
Step 2. Initialize boundary conditions. Put mark = 1 on points where the boundary values are prescribed.
Step 3. Go over each point according to ordering and make the second order correction.
Here is the detailed procedure for choosing the appropriate upwind stencil and making the second order correction. Denote the current grid as {0, 0}. We give the algorithm for the case a • Choose the stencil according to the "Stencil-choosing criterion".
• If the stencil has been updated.
-If the numerical Hamiltonian has a real root, update φ(0, 0) and update mark(0, 0) = 1. • If the stencil hasn't been updated.
Example 1: Homogeneous case: we show some test results for the distance function to one source point and multiple source points in Table 6 .1 and 6.2. A disk with fixed radius is wrapped up around each source, then the boundary condition is assigned to the disk(s). Figure  6 .1 shows the plots of a multiple-source case on a 160 × 160 mesh. Example 3: Heterogeneous case 2: this example shows a test for φ(x, y) = sin[π(1 + x)]sin(πy). Table 6 .5 shows the results. Figure 6 .3 shows the plots on a 160 × 160 mesh.
The above examples show that the maximum error for the solution in a smooth region that is outside an O(h) neighborhood of the shock/kink (away from shock/kink) is second order accurate. When inside this O(h) neighborhood of the shock/kink, it reduces to at most first order accurate. However the L 1 norm error is still second order accurate on the whole domain.
Conclusion
A compact upwind second order scheme is presented. The scheme is used as a one pass second order correction to first order monotone upwind schemes. The method uses the observed gradient superconvergence phenomena of first order monotone upwind schemes and the Lagrangian structure of the equation itself.
The method is simpler than the usual ENO methods but less general. It is doubtful that the same ideas can be used to construct schemes of order higher than 2.
The scheme also depends on the "Lagrangian structure" of the Eikonal equation and can be Mesh 80x80 160x160 320x320 640x640 1280x1280 E L ∞ 10272.185787 2568.194937 642.510826 160.633922 40.158919 Order -2.000 2.000 2.000 2.000 Table 6 .5: Phase function: φ(x, y) = sin[π(1 + x)]sin(πy), source=(0.5, 0.5). Error magnitude 10 −7 . extended to more general convex (or concave) Hamilton-Jacobi equations: H(X, ∇φ(X)) = 0. The Lagrangian structure then becomes:
and the decomposition of the Hessian in the Taylor expansion is still done along the ray (of direction H p (X, ∇φ) ) and its orthogonal direction.
The same kind of idea can be applied to a transport equation coupled to the Eikonal equation. Amplitude equation can be simplified down to ∇Y 0 · ∇φ = 0 and taking the gradient we can use in a similar fashion the following "Lagrangian structure":
to simplify the second order terms in the Taylor Expansion of Y 0 .
Future projects include extension to 3D and to unstructured mesh. We believe a similar approach can be used to construct the stencils, therefore the second order scheme.
