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Abstract
A Langmuir film is a molecularly thin fluid layer on the surface of a sub-
fluid. When dipole–dipole forces are negligible, bounded films relax to
energy-minimizing circular domains. We investigate numerically the case
where dipole–dipole interactions are strong enough to deform the domain
into highly distorted labyrinth-type patterns. Our numerical method is de-
signed to achieve higher accuracy and better stability than previous work
and exploits an analytic formulation that removes a singularity in the dipole–
dipole forces without resorting to a small cut-off parameter. We calculate
the relaxation rates for a linearly perturbed circular domain, and we verify
them numerically. We are also able to numerically reproduce experimen-
tally observed circle to dog-bone transitions with minimal area loss.
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Chapter 1
Introduction
1.1 Introduction
A Langmuir film is a molecularly thin fluid layer on the surface of a sub-
fluid. Such layers are model systems for the classic example of a molecu-
larly thin film, the lipid bi-layer that forms the external membrane of a bio-
logical cell. Langmuir layers can have multiple phases, which can evolve a
variety of morphologies. If the molecules in a phase have a strong vertical
dipole moment (often a result of hydrophilic/hydrophobic chains orienting
themselves on the subfluid), exotic morphologies such as dog-bone shapes
and labyrinth patterns manifest themselves [4, 5]. Similar morphologies are
observed in numerous other physical systems, including type-1 supercon-
ductors, chemical reaction-diffusion systems, and films of ferrofluids. The
current hypothesis, which has been confirmed qualitatively, is that these
patterns are caused by the competition between line tension forces and
dipolar repulsion. The goal of my thesis project was to develop an accurate
qualitative and quantitative understanding of the dipolar repulsion forces
in Langmuir films. This entails extending a model for Langmuir films [1] to
incorporate dipolar repulsion and observing changes in equilibrium states
as dipole forces increase.
This report details the model and numerical methods that we used in
developing the numerical simulation. In the first section, we describe the
previous work conducted by Wintersmith on developing a manageable
model for Langmuir films with line tension and the extended model with
electrostatic forces. Then we describe how we formulate the equations of
motions into a numerical method. To do this we exploit an analytic for-
mulation that removes a singularity in the dipole–dipole forces. In the fol-
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Figure 1.1: A top-down view of a Langmuir layer, defining the domain Ω,
the boundary ∂Ω, the outer monolayer Ωc and the normal nˆ.
lowing section, I describe several important implementation details. And
finally, I describe the verification process and results from the numerical
model.
1.2 Langmuir Films
In this section, we summarize the experimental framework that we work
in. In our setup, we have a molecularly thin film on the surface of a quies-
cent subfluid. Typically, the subfluid is water and the gas above the film is
air. The film phases can separate into surface liquids with two thicknesses.
These phases form different domains within the Langmuir film. It is the
formation and evolution of these domains as they are exposed to external
forcing that we study. An illustration of the setup is shown in Fig. 1.2.
1.3 Line Tension
The dominant forces in the dynamics of the evolution are determined by
the chemical properties of the Langmuir film. We assume that one phase
is a localized domain Ω, that its complement Ωc is a second phase that
extends infinitely in the horizontal plane. The domain boundary ∂Ω is de-
scribed by a position vector~Γ(s, t) parameterized by arc length s and time
t. We model these domains as incompressible inviscid two-dimensional
Newtonian fluids. We also assume that the line tension λ is constant over
∂Ω. Using dimensional analysis on the experimental data, Alexander et al.
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[1] show at leading order, the subfluid is Stokesian and the Langmuir layer
is inviscid. With these assumptions, Alexander et al. develop the invis-
cid Langmuir layer Stokesian subfluid (ILLSS) model. For their experiments,
Alexander et al. [1] and Wintersmith [8] used cyano-biphenyl liquid-crystal
(8CB), which has negligible dipolar forces. Basically, the evolution is gov-
erned by the line tension force, which is damped by the viscosity of the
subfluid. Their dimensional analysis also suggests that at leading order the
surface of the subfluid is flat and that the film has negligible thickness.
In the special case where the Langmuir domains have the same surface
viscosity, a solution can be found with constant pressure and where the
movement is in horizontal planes [7]. Alexander et al. developed their
model develop a model with this property assuming the surface viscosity
is negligible in both phases.
This model leads to the equation of motion for the interface
~Γt = (Ψs + Uext) nˆ, (1.1)
where~Γ is the curve arc-length parameterized by s. Here
Ψ(s) =
−1
2pi
∮
~Γ
κ(s′)tˆ(s′) · rˆ(s, s′) ds′,
~r(s, s′) = ~Γ(s′)−~Γ(s),
(1.2)
where ~Γ is the boundary curve parameterized by s, tˆ is the unit tangent, nˆ
is the unit outward point normal, and~r is a vector pointing from ~Γ(s) to
~Γ(s′). The full derivation can be found in [1].
Furthermore, using energy analysis, Alexander et al. [1] show the that
system dissipates energy by reducing the interface length. This suggests
that any domain relaxes to a circular shape or possibly several disjoint cir-
cular shapes.
1.4 Dipolar Repulsion
In [5], Heinig et al. ran simulations with dipole–dipole forces, but they used
an explicit integration method, which experienced significant area loss. We
combine the model developed by Alexander et al. [1] with the formulation
in Heinig [5] to achieve an order of magnitude increase in accuracy.
From the model in [1], we have
U =
(
∂Ψ
∂s
)
nˆ, (1.3)
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where Ψ(s) is the stream function restricted to the boundary of the domain.
The velocity stream function is computed as a boundary integral:
Ψ(s) = − 1
2piη′
∮
F (s′) [tˆ(s′) · rˆ(s, s′)] ds′, (1.4)
where η′ is the subfluid viscosity andF is the amplitude of the normal force
per unit length at the boundary, tˆ is the unit tangent vector, and rˆ(s, s′) is a
unit vector pointing from~Γ(s) to~Γ(s′). Because the subfluid viscosity only
appears as a constant multiplicative constant of velocity which is indepen-
dent of time, we can scale it out.
From Heinig et al. [5], the normal force per unit length at the boundary,
F , induced by a line tension and intermolecular forces can be computed as
F (s) = λκ(s) + µ2
∮
nˆ(s′) · ∇Φ(r(s, s′)) ds′, (1.5)
where the first term is associated with the line tension, λ, and is propor-
tional to the boundary’s curvature, κ; this was the sole term present in the
numerical simulations done by Alexander et al. and Wintersmith [1, 8]. The
new second term is induced by the dipole–dipole electrostatic interaction;
here µ is the dipole momentum and the potential Φ is a radial function
satisfying Laplace’s equation, −∇2Φ = V(r) where µ2V(r) is the inter-
molecular potential. Classically, we can show for distances large compared
to the size of the dipolar molecule that
V(r) ∝
1
r3
. (1.6)
However, the force is singular as r → 0. From [4], one way to regularize
the force is to let
V(r) =
1
(r2 + ∆2)3/2
, (1.7)
where heuristically∆ is the minimum separation of two adjacent molecules.
Then, the force equation becomes
F (s) = λκ(s)− µ2
∮ nˆ(s′) · rˆ(s, s′)
r(s, s′)
(
1√
r(s, s′)2 + ∆2
)
ds′. (1.8)
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Figure 1.2: A transition from a circular state to a dog-bone. Pictures cour-
tesy of Professor Elizabeth Mann at Kent State.

Chapter 2
Numerical Simulation
The evolution of the boundary curve in Langmuir layer is governed by the
equation
~Γt = U nˆ = (Ψs + Uext) nˆ, (2.1)
where ~Γ is the curve arc-length parameterized by s. In this section, we
present a numerical scheme that is second-order in time, essentially spec-
trally accurate in space, and semi-implicit which guarantees stability.
2.1 Formulation
The force term includes a regularization parameter ∆ that keeps the integral
from diverging. Its physical meaning is that of the thickness of the phase
boundaries in the case of Langmuir monolayers. Numerical calculation of
the force term is complicated by ∆. A particular numerical value of ∆ must
be chosen so that the integral can be evaluated. Different values of ∆ give
different numerical results. Moreover, typically |∆|  1 making numerical
evaluation of the integrals challenging. Yet, the precise value of ∆ should
only affect the short-range interactions (i.e. line tension) [4]. To this end,
consider the long range force term:
Fl(α) = µ2
∫ 2pi
0
nˆ(α′) · rˆ(α, α′)
r
(
1√
r2 + ∆2
)
sα(α′) d(α′ − α). (2.2)
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If ∆ = 0, then the integrand becomes singular when α′ = α. However, near
α, we can expand the terms in the integrand as
~r(α, α′) = ~Γ(α′)−~Γ(α) = ~Γ′(α)[α′ − α] + Γ
′′(α)[α′ − α]2
2
+O([α′ − α]3)
= tˆ(α)sα(α)[α′ − α]
+
1
2
(
κ(α)nˆ(α)sα(α)2 + sαα(α)tˆ(α)
)
[α′ − α]2 +O([α′ − α]3)
(2.3)
using Frenet–Serret identities. So that
r2(α, α′) = sα(α)2[α′ − α]2 +O([α′ − α]3),
nˆ(α′) = nˆ(α) + nˆ′(α)[α′ − α] +O([α′ − α]2)
= nˆ(α)− κ(α)tˆ(α)[α′ − α] +O([α′ − α]2),
nˆ(α′) ·~r(α, α′) = κ(α)sα(α)
2
2
[α′ − α]2 +O([α′ − α]3).
(2.4)
Thus near α′ = α, the integrand looks like
nˆ(α′) · rˆ(α, α′)
r
(
1√
r2 + ∆2
)
sα(α′) ≈ κ(α)2
(
1√
(sα(α)[α′ − α])2 + ∆2
)
sα(α′),
(2.5)
which can be integrated analytically.
So we can reformulate the integral to remove the troublesome piece as
Fl = µ2
∫ 2pi
0
nˆ(α′) · rˆ(α, α′)
r
(
1√
r2 + ∆2
)
sα(α′) d(α′ − α)
= µ2
∫ 2pi−β
β
nˆ(α) · rˆ(α, α′)
r2
sα(α′) d(α′ − α)
+ µ2
∫ β
−β
nˆ(α′) · rˆ(α, α′)
r
(
1√
r2 + ∆2
)
sα(α′) d(α′ − α) +O(∆2)
= µ2
∫ 2pi−β
β
nˆ(α′) · rˆ(α, α′)
r2
sα(α′) d(α′ − α)
+ µ2
∫ β
−β
nˆ(α′) · rˆ(α, α′)
r
(
1√
r2 + ∆2
)
sα(α′) d(α′ − α) +O(∆2)
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= µ2
∫ 2pi−β
β
nˆ(α′) · rˆ(α, α′)
r2
sα(α′) d(α′ − α)
+ µ2
∫ β
−β
[
nˆ(α′) · rˆ(α, α′)
r
(
1√
r2 + ∆2
)
− κ(α)
2
1√
(sα(α)[α′ − α])2 + ∆2
]
sα(α′)
+
κ(α)
2
1√
(sα(α)[α′ − α])2 + ∆2
sα(α′) d(α′ − α) +O(∆2)
= µ2
∫ 2pi−β
β
nˆ(α′) · rˆ(α, α′)
r2
sα(α′) d(α′ − α) + µ2 Iβ(∆) + Jβ(∆) +O(∆2),
(2.6)
where
Iβ(∆) =
∫ β
−β
[
nˆ(α′) · rˆ(α, α′)
r
(
1√
r2 + ∆2
)
−κ(α)
2
1√
(sα(α)[α′ − α])2 + ∆2
]
sα(α′) d(α′ − α)
(2.7)
and
Jβ(∆) =
∫ β
−β
κ(α)
2
1√
(sα(α)[α′ − α])2 + ∆2
sα(α′) d(α′ − α). (2.8)
Now, the first piece of Fl can be integrated numerically without problems.
Further, the integrand of Iβ remains finite as ∆→ 0, in fact the limit at ∆ = 0
is 0. We get that Iβ depends weakly on ∆, in that Iβ(∆) = Iβ(0) +O(∆2).
Finally,
Jβ(∆) =
∫ β
−β
κ(α)
2
1√
(sα(α)[α′ − α])2 + ∆2
sα(α′) d(α′ − α)
=
κ(α)
2
∫ β
−β
1√
[α′ − α]2 + (∆/sα)2
d(α′ − α)
=
κ(α)
2
(
2 ln(2sα(α)β)− 2 ln(∆) +O(∆2)
)
= κ(α)
(
ln(2sα(α)β)− ln(∆) +O(∆2)
)
,
(2.9)
because sα is not a function of α in our parameterization.
Thus,
Fl = µ2 I − κ(α)µ2 ln(∆) +O(∆2), (2.10)
where
I =
∫ 2pi−β
β
nˆ(α′) · rˆ(α, α′)
r2
sα(α′) d(α′ − α) + Iβ(0) + κ(α) ln(2sα(sα)β).
(2.11)
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The ∆ dependence has been separated out of the integral, and as we
initially expected, it contributes to the short range line tension force (i.e. it
is proportional to curvature). It should also be noted that I is independent
of β, and can be easily integrated by a Newton Cotes method or similar
techniques. Combining the long range force term with the short range force
term yields
F (α) = λκ(α)−Fl(α)
=
(
λ− µ2 ln 1
∆
)
κ(α)− µ2 I +O(∆2)
= λ˜κ(α)− µ2 I +O(∆2),
(2.12)
where λ˜ = λ − µ2 ln(1/∆) is the effective line tension. In our numerical
simulations, we use Eq. 2.12 for the force term.
2.2 Stability
Numerically we find that explicit integration methods are susceptible to
high-wavenumber instability. If an explicit time integration method is used,
these systems impose strong stability constraints on the time step. The
presence of such constraints are referred to as stiffness [3]. For this system,
our problems arise due to the high-wavenumber terms. It can be shown
that asymptotically, the high-wavenumber terms are governed by a sim-
pler evolution law. Thus, if we can split the equations of motion into two
pieces, we can solve one piece explicitly without stability constraints, and
the high-wavenumber term implicitly. In this section, we find the growth
rate for high-wavenumber terms.
Suppose, we have an e single mode perturbation with Fourier mode k.
From the form of the integral in the force term, we know that the force will
die off quickly away from the basepoint, so we can perform the calculation
on an infinite flat interface. In this case, our curve can be parameterized as
~Γ(α) = 〈x(α), y(α)〉 = 〈α, eeikα〉. (2.13)
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Then, without loss of generality, setting the basepoint at 0 yields
~r(0, α) = ~Γ(α)−~Γ(0) = 〈α, e
(
eikα − 1
)
〉,
r(0, α) = α+O(e2),
~Γα = 〈1, ikeeikα〉,
sα = 1+O(e2),
tˆ = 〈1, ikeeikα〉,
nˆ = 〈−ikeeikα, 1〉,
κ =
yαxαα − xαyαα
s3α
= ek2eikα.
(2.14)
Alexander et al. [1] calculate the growth rate, σk, for the case when µ = 0.
To modify their calculation for µ 6= 0, we calculate the force term with the
long range interaction term. We have:
F (0) = λκ(0)− µ2
∫ ∞
−∞
nˆ(α) · rˆ(0, α)
r
(
1√
r2 + ∆2
)
sα(α) dα
= λk2e− µ2
∫ ∞
−∞
−αikeeikα + e(eikα − 1)
α2
√
α2 + ∆2
dα
= λk2e− µ2e
∫ ∞
−∞
−αik(cos(kα) + i sin(kα)) + cos(kα) + i sin(kα)− 1
α2
√
α2 + ∆2
dα
= λk2e− µ2e
∫ ∞
−∞
αk sin(kα) + cos(kα)− 1
α2
√
α2 + ∆2
dα
= λk2e− µ2ek2
∫ ∞
−∞
u sin(u) + cos(u)− 1
u2
√
u2 + (k∆)2
du
= λk2e− 2µ2ek2 I(c),
(2.15)
where c = k∆ and
I(c) =
∫ ∞
0
u sin(u) + cos(u)− 1
u2
√
u2 + c2
du. (2.16)
In our case, c 1 because ∆ 2pik , a typical wavelength, so we can expand
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I in c:
I(c) =
∫ √c
0
u sin(u) + cos(u)− 1
u2
√
u2 + c2
du
+
∫ ∞
√
c
u sin(u) + cos(u)− 1
u2
√
u2 + c2
du
=
1
2
(
− ln c
2
+
1
2
− γ
)
+O(c2),
(2.17)
where γ is Euler’s constant and we have series expanded and subsequently
evaluated the numerator and denominator of the two integral terms respec-
tively. So,
F (0) = λk2e− eµ2k2
(
− ln c
2
+
1
2
− γ
)
+O(c2)
= ek2
(
λ− µ2 ln(1/∆) + µ2
(
ln
k
2
+ γ− 1
2
))
+O(c2)
= ek2
(
λ˜+ µ2
(
ln
k
2
+ γ− 1
2
))
+O(c2).
(2.18)
From [1], for large k and a general interface, the growth rate is approxi-
mately
λk = − k
2σk
pis2α
,
σk = λ˜+ µ2
(
ln
k
2
+ γ− 1
2
)
.
(2.19)
The additional term is short-wave stabilizing, but with large growth rates.
In splitting the high-wavenumber term, we do not have to exactly sub-
tract it off, rather we need to subtract enough off so that it is stable for
modest time steps. We can estimate the maximum wavenumber - suppose
L is the length of the curve, and we have N points, then the maximum
wavenumber is 2piN/L. So the maximum decay rate is approximately
σ∗ = − k
2 (λ˜+ µ2 (ln(piN/L) + γ− 12))
pis2α
.
Thus, closely following Hou et al. [6], we can split~Γt into two pieces:
~Γt = (U − σ∗κ)nˆ + σ∗κnˆ. (2.20)
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In the high-wavenumber limit, the low-wavenumber part vanishes and the
interface curve is governed by normal motion proportional to its local cur-
vature. To combine the two steps, we use a Strang splitting technique (ac-
curate to second-order). In the following sections, we describe how our
numerical scheme solves each piece, and the Strang splitting technique.
2.3 Tangential Velocity
In our calculations, we parameterize~Γ by α from 0 to 2pi. We choose α such
that sα is constant initially, but we would also like to ensure that as the
boundary evolves that sα is constant. This constraint makes the application
of an implicit method for the curvature step trivial. The equation of motion
is fully determined by the shape of the boundary, so we are free to add an
arbitrary tangential velocity, W, so that the equation of motion is
~Γt = U nˆ +Wtˆ. (2.21)
We choose W such that sα is constant with respect to α, so that
L =
∫ 2pi
0
sα dα = sα
∫ 2pi
0
dα = 2pisα, (2.22)
where L is the length of the curve. Then,
sαt =
2xαxαt + 2yαyαt
2sα
= tˆ · ∂
∂α
~Γt
= tˆ · ∂
∂α
(U nˆ +Wtˆ)
= tˆ · (Uαnˆ + U nˆα +Wα tˆ +Wtˆα)
= tˆ · (Uαnˆ−Uκsα tˆ +Wα tˆ +Wκsαnˆ)
= Wα −Uκsα,
(2.23)
where we have used the Frenet–Serret identities:
nˆα = nˆssα = −κ tˆsα,
tˆα = tˆssα = κnˆsα.
(2.24)
Then we have
Lt =
∫ 2pi
0
sαt dα =
∫ 2pi
0
Wα − κU sα dα = −sα
∫ 2pi
0
κU dα (2.25)
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because W is 2pi-periodic. But also differentiating Eq. 2.22 with respect to t
and using Eq. 2.23 yields
Lt = 2pisαt = 2pi
(
Wα
sα
− κU
)
sα =
(
Wα
sα
− κU
)
L. (2.26)
So that
Wα = κU sα − s
2
α
L
∫ 2pi
0
κU dα = κU sα − 12pi
∫ 2pi
0
κU sα dα (2.27)
and by integrating
W(α) = W(0) +
∫ α
0
κU sα dα− α2pi
∫ 2pi
0
κU sα dα (2.28)
as the tangential velocity. We can choose W(0) arbitrarily because our con-
dition is on Wα, so we choose W(0) = 0. Note that subtracting 12pi
∫ 2pi
0 κU sα dα
in the equation for Wα effectively zeros out the constant Fourier mode. This
is numerically convenient because the constant mode is problematic for
pseudo-spectral differentiation because it involves a division by zero. So
instead of subtracting the term, we can zero out the constant mode and
pseudo-spectrally integrate κU sα to get W.
2.4 Motion by Curvature
In the high-wavenumber limit, the motion is governed by normal motion
proportional to its local curvature:
~Γt = σ∗κnˆ. (2.29)
To solve the equation implicitly, we first reformulate the equation using
the Frenet–Serret identities:
~Γt = σ∗κnˆ = σ∗
∂tˆ
∂s
= σ∗
∂
∂s
(
~Γα
sα
)
=
σ∗
sα
∂
∂α
(
~Γα
sα
)
=
σ∗
sα
(
~Γααsα −~Γαsαα
s2α
)
=
σ∗
s2α
~Γαα
(2.30)
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because we have chosen α such that sα is constant with respect to α (al-
though it varies in time). The system is linear in α, so we can take the
Fourier transform with respect to α to get an ODE in t:
~ˆΓt(k, t) =
∫ ∞
−∞
~Γt(α, t)e−ikα dα
= F{~Γt(α, t)}
= F
{
σ∗
s2α
~Γαα(α, t)
}
= −σ
∗k2
s2α
~ˆΓ(k, t),
(2.31)
which admits an exact solution
~ˆΓ(t + ∆t) = ~ˆΓ(t) exp
(
−σ∗k2
∫ t+∆t
t
1
sα(t′)2
dt′
)
. (2.32)
We can Taylor expand the integrand to find a second-order in time approx-
imation as
1
[sα(t + ∆t)]2
=
1
[sα(t)]2
− 2
[sα(t)]3
sαt∆t +O[(∆t)2]
=
1
[sα(t)]2
+
2
2pi
sα(t)
[sα(t)]3
∫ 2pi
0
κU dα∆t +O[(∆t)2]
=
1
[sα(t)]2
+
1
pi[sα(t)]2
∫ 2pi
0
κU dα∆t +O[(∆t)2]
(2.33)
using Eqs. 2.25 and 2.26 where U = σ∗κ in this case. So for the Fourier
coefficients, we get
~ˆΓ(t+∆t) = ~ˆΓ(t) exp
(
−σ∗k2
[
1
s2α
∆t +
[
1
2pis2α
∫ 2pi
0
κU dα
]
(∆t)2
]
+O[(∆t)3]
)
(2.34)
as the update equation. Then, we apply the inverse Fourier transform to
find~Γ at the next time step.
2.5 Numerical Scheme
To summarize, we can write our equation of motion as
~Γt =
[
(U − σ∗κ) nˆ +Wtˆ]+ [σ∗κnˆ] . (2.35)
16 Numerical Simulation
Let Aτ and Bτ be solutions to the differential equations~Γt = (U − σ∗κ) nˆ+
Wtˆ and~Γt = σ∗κnˆ for a time τ, respectively. As we have shown in the pre-
vious section, Bτ can be solved by Fourier series; numerically it is solved by
a pseudo-spectral method, where the Fourier series is replaced by the dis-
crete Fourier transform. Numerically, we can approximate Aτ by a Modi-
fied Euler method. Closely following Bernoff [2], a Strang split-step scheme
is used where to evolve in time ∆t, we apply B(∆t)/2A∆tB(∆t)/2. This scheme
has an error O(T(∆t)2) when integrated for time T (hence why we use a
second-order in time approximation for Aτ and Bτ).
So in summary our numerical scheme to advance ∆t is:
1. Compute a half step of curvature motion implicitly.
2. Compute a full step according to the equation~Γt = (U − σ∗κ) nˆ+Wtˆ
explicitly using Modified Euler.
3. Compute a half step of curvature motion implicitly.
Chapter 3
Implementation
Our first step is to discretize the continuous curve ~Γ. We choose an equal
arc length discretization because it allows us to use spectral differentiation
and integration techniques. So, we only know the boundary curve at n
equally spaced points along the curve αj, j = 0, . . . , n− 1. In this section,
we address some of the implementation issues that arose.
3.1 Differentiation and Integration
To compute the derivative of a function that we know only at n equally
spaced points, we turn to spectral differentiation. Closely following Tre-
fethen [9], we can express a 2pi-periodic function f in Fourier space using
the Discrete Fourier Transform(DFT). Then it is simple to integrate or dif-
ferentiate by either dividing or multiplying each Fourier coefficient by ik to
integrate or differentiate respectively.
3.2 Filtering the Spectrum
As suggested by [6], we filter out the high-wavenumbers in the spectrum.
At specific points in the time step, we apply the filter
a˜k 7→ a˜k exp
[
−
(
k
(1− f )n/2
)16]
, (3.1)
where f is the fraction of the wavenumbers that we wish to filter out. For
our application, we chose f = 0.4. The exact shape of the filtering function
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is unimportant, but it is important that it is smooth. Using a smooth fil-
ter function ensures that we do not introduce unnecessary distortions (ie.
Gibb’s phenomenon) in the physical space.
High-wavenumbers grow more rapidly then low-wavenumbers, so by
filtering the spectrum, we ensure that small errors do not accumulate and
grow unbounded.
3.3 Calculating Ψs
Recall that the velocity term requires us to calculate
Ψs(α) = − 12piη′sα(α)
∂
∂α
∫ 2pi
0
F (α′) [tˆ(α′) · rˆ(α, α′)] d(α′ − α),
F (α) = λ˜κ(α)− µ2 I,
I =
∫ 2pi−β
β
nˆ(α′) · rˆ(α, α′)
r2
sα(α′) d(α′ − α)
+ Iβ(0) + κ(α) ln(2sα(sα)β),
Iβ(0) =
∫ β
−β
[
nˆ(α′) · rˆ(α, α′)
r2
− κ(α)
2sα(α)|α|
]
sα(α′) d(α′ − α).
(3.2)
To compute Ψs numerically, we first compute Ψ(αj) for j = 0, . . . , n − 1,
then differentiate spectrally to find Ψs. We approximate the integrals with
a composite 9-point closed Newton-Cotes integration rule [3]. Newton-
Cotes methods provide a high degree of accuracy given that the function
is sufficiently smooth. The Iβ integral has a removable singularity at α′ =
α and the limit at the point is 0. We ensure that the singularity point is
the endpoint of a panel, so β is a panel width. The Ψ integral also has a
discontinuity at α′ = α; the left hand limit is opposite the right hand limit.
We ensure that it is an endpoint in our composite rule, and we can safely
ignore the value at the discontinuity because right and left sides cancel.
3.4 Equal Arc-length Redistribution
Both the spectral differentiation and integration and the Newton-Cotes method
require that our discretization be equally spaced in the α parameter. Addi-
tionally, we have stipulated that our parameterization is such that sα is con-
stant. This implies that an equally spaced discretization of α is also equally
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spaced in arc length. Previously, we described how we choose the tangen-
tial velocity to ensure that the points stayed equally spaced. However, we
also redistribute the points at the end of every time step to improve accu-
racy and correct any drift. So at the end of a time step, we reparameterize
the curve at points α′j, j = 0, . . . , n− 1, where α′0 = α0 and the α′j are equally
spaced in arc length. That is ∫ α′j
α′0
sαdα = j
L
n
, (3.3)
where L is the length of the curve. To find each α′j, we solve for the root of
the function
F(x) =
∫ x
α′0
sαdα− j Ln . (3.4)
This can be done using any number of root finders, but we find that New-
ton’s method converges quickly and accurately (we compute the derivative
pseudo-spectrally). Once we have the α′j, we use Fourier interpolation to
evaluate~Γ at those points.
3.5 Maximum Curvature
Using a finite number of points means that we cannot resolve curves with
high curvature without using many points. We can estimate the number
of points necessary to resolve a curve by looking at the point with highest
curvature. Suppose we require Nc points to resolve a circle and the curve
has maximum curvature κ∗. Consider a circle tangent to the curve at the
point of maximum curvature and agreeing in curvature. The curvature of
a circle is−1/R where R is the radius of the circle. Let l be the length of the
arc that the circle and curve agree at. Then
l
L
=
Nc
N~Γ
l
2piR
=
Nc
N~Γ
κ∗
2pi
, (3.5)
where N~Γ is the number of points needed to resolve the curve. Then
N~Γ =
κ∗L
2pi
Nc. (3.6)
This gives a rough estimate of the number of points needed based on the
maximum curvature of the curve.
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3.6 Variable Time Step
To control amount of area lost or gained during the evolution of the curve,
we use a variable time step. At the end of each time step, we calculate the
area by
Area =
1
2
∫ 2pi
0
xyα − yxα dα (3.7)
using pseudo-spectral derivatives and the trapezoid rule. We compare this
value to the previously computed area, and if the difference is above a
threshold (typically 0.1 percent), we recompute the step using a smaller
time step. If the difference is lower than a threshold (typically 0.001 per-
cent), then we increase the time step for the next step. This allows us to
constrain the area loss or gain at every step, and to take larger steps when
we can compute the area accurately. When µ = 0, this is effective, but when
µ 6= 0, the small area losses can still lead to instability, so area loss is not an
effective measure of stability.
Chapter 4
Results
4.1 Stability and Relaxation for a Perturbed Circular
Domain
In this section, we consider the relaxation of a linear perturbation to the
boundary of a circular domain with radius R. Following Alexander et al.,
we modify their calculations for the case where µ 6= 0. The rates of relax-
ation of the various modes are characteristic and give one way to verify that
our numerical code is correct. We describe the boundary of the domain in
polar coordinates as
~Γ(θ, t) = R + eβ(θ, t), (4.1)
where β(θ, 0) is an initial perturbation. Rotational symmetry guarantees
that angular Fourier modes will decouple in the linear stability problem.
Consequently, we expand β as
β(θ, t) =
∞
∑
n=1
[an cos(nθ) + bn sin(nθ)]eλnt (4.2)
and compute to first order in e. We essentially replace the force term in
Alexander et al.’s calculation with our force term and carry through the
changes. Unlike in the µ = 0 case, we were not able to obtain a closed
form for the general decay rate, but we developed a Maple worksheet able
to calculate the decay rates for specific modes. In particular, for the n = 2
mode, the decay rate is
λ2 =
4
(−3λ+ (−7+ 9 ln(2) + 3 ln(R))µ2)
(4− 1/4)piR2 , (4.3)
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µ Expected Observed Relative error
0 −0.254635 −0.254598 0.000147
0.25 −0.247644 −0.247607 0.000151
0.5 −0.226671 −0.226635 0.000161
1.0 −0.142779 −0.142751 0.000193
2.0 0.192790 0.192468 0.001669
Figure 4.1: Relaxation rates for a mode 2 perturbation. The parameters for
the simulation were: R = 2,λ = 1, e = 0.02, N = 64,∆t = 0.01, T = 1.
which reduces to the relaxation rate in [1] when µ = 0. Additionally, we
can solve for the stability critical radius, which for the n = 2 mode gives
R2 =
1
8
e
λ
µ2
+ 73 . (4.4)
The stability critical radius agrees with the literature [4, 5]. For R > R2, the
domain is unstable and for R < R2 the domain is stable.
To confirm our numerical code, we choose an initial condition of a circle
plus a single mode perturbation,~Γ(θ, 0) = R+ e cos(nθ), for n positive. We
allow the curve to relax back to a circle, and at each time step we record the
log of the coefficient corresponding to the nth mode. We expect that the
values should decay linearly with slope λn and that it is accurate up to
second-order in time. The results of such a study are shown in Fig. 4.1. The
error is relatively small and less than the order of the perturbation, but as
we increase µ, the error appears to increase. This may be indicative of an
error in the code.
We can also determine the critical radius numerically within 0.2 percent
of the actual critical radius, which is another confirmation of our numerical
code’s correctness.
4.2 Error Order
We expect that the numerics are accurate to second-order. We test this by
measuring area loss in refinement studies, where we run the simulations
to the same time, but increase the number of time steps in the time period.
In the case of an unperturbed circle and for small amplitude perturbations
(i.e. e = R/10), the numerics exhibit second-order error for various values
of µ and λ, that is an increase in the number of time steps by two, results in
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a decrease in error by four. This is further evidence that the numerics are
correct.
4.3 Transitions
Transitions from a perturbed circle to a dog-bone are observed experimen-
tally and have been reproduced in [5]. We are able to produce qualitatively
similar transitions from a perturbed circle to a dog-bone. We can also in-
troduce higher wavenumber perturbations, and qualitatively, our results
agree with the literature.
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Figure 4.2: A transition from a mode 2 perturbation to a dog-bone. The
radius is greater than critical radius, so we observe the ellipse evolving
towards a dog-bone morphology. From the lower plot, we observe that the
area loss is minimal and we see that the domain is approaching stability
as a dog-bone. The parameters used for the simulation were: R = 2, e =
0.2,λ = 1, µ = 2, N = 128,∆t = 0.01, T = 300.
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Figure 4.3: In the top figure, a transition from a mode 4 perturbation to
a clover morphology. The radius is greater than critical radius, so as we
expect, the perturbed circle is not stable. In the bottom figure, the radius
is less than critical radius so the perturbed circle is stable and relaxes back
to a circle. The parameters used for the simulation were: R = {8, 5}, e =
1,λ = 1, µ = 1, N = 128,∆t = 0.01, T = 200.
26 Results
−30 −20 −10 0 10 20 30 40
−30
−20
−10
0
10
20
30
Figure 4.4: An evolution of unstable perturbed circle. We added in a mode
7 perturbation with amplitude 2 and a mode 3 perturbation with ampli-
tude 1. We experience an 0.8 percent loss in area over the simulation. The
behavior qualitatively mimics results from experiments and literature. Un-
fortunately, running the simulation longer results in a pinching off, which
our code is not able to handle. The parameters used for the simulation
were: R = 20,λ = 1, µ = 1, N = 128,∆t = 0.01, T = 280.
Chapter 5
Conclusion
We set out to develop a numerical model that would combine the high
accuracy methods developed in [1, 6, 7] with a model of Langmuir films
that included dipolar forces [5, 4]. Previous simulations done by Heinig et
al. [5] had qualitatively reproduced experimental results, but they suffered
from numerical inaccuracy due to using explicit methods and resorting to a
small cut-off parameter. We aimed to use an implicit method to get around
some of the instabilities, and we also reformulated the equations of motion
to remove a singularity without resorting to a small cut-off parameter. As
the project comes to an end, I believe we have achieved our goals. We were
able to reproduce many of the results in the literature to a much higher
accuracy than previously obtained. However, we have been unable to re-
produce labyrinth patterns yet and we are just observing some interesting
dynamics, such as pinch-off.
5.1 Future Work
Future work would involve further exploring dynamics through simula-
tions that cannot be calculated analytically. This might involve producing
phase plots, indicating regions of stability and instability for different pa-
rameter values. We would also like to improve the numerics so that we
can generate labyrinth patterns. Recent simulations have shown pinch-off.
Future work might involve investigating whether pinch-off is energetically
favorable as well for what parameters it occurs. New methods would need
to be investigated to simulate pinch-off because our current method is un-
able to deal with separating domains.
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