Variability in the tropical Atlantic Ocean is dominated by the seasonal cycle. A defining feature is the migration of the inter-tropical convergence zone into the northern hemisphere and the formation of a so-called cold tongue in sea surface temperatures (SSTs) in late boreal spring. Between April and August, cooling leads to a drop in SSTs of approximately 5°. The pronounced seasonal cycle in the equatorial Atlantic affects surrounding continents, and even minor deviations from it can have striking consequences for local agricultures.
The Equatorial Atlantic: A Climate Hot Spot
The tropical oceans are a crucial element of the global climate system. Defined here as the ocean area between 15°N and 15°S, they occupy only about 13% of the earth's surface, but receive approximately 30% of the global net surface insolation.
1 Processes both in the ocean and the atmosphere redistribute surplus heat from low to higher latitudes. Without these mechanisms, the tropics would get steadily warmer, while the polar regions would radiate away more heat than they receive and hence continue to cool. The oceans help to establish the overall radiative equilibrium that is responsible for our relatively stable climate (Trenberth and Caron 2001) .
Apart from the energy surplus, another defining feature of an equatorial ocean is that the effect of the earth's rotation vanishes at the equator, giving rise to a physical framework that is subtly different from its higher-latitude counterpart. The effect of the earth's rotation manifests in a pseudo-force that is called the Coriolis force. It deflects large-scale motion towards the right of the movement on the northern hemisphere and towards the left on the southern hemisphere. It provides rotation to large weather systems and explains why large-scale movement curves or even becomes circular. An exception is the equator, where the Coriolis force vanishes and movement can be straightforward. Additionally, the nonexistent Coriolis force at the equator acts as a barrier for the transmission of information within the ocean, for example via equatorial Kelvin waves. Communicating information from the southern to the northern hemisphere and vice versa is hence a non-trivial enterprise in the ocean.
While the basic set-up of the marine tropical climate system is identical in all three tropical oceans, details differ between basins. The Pacific Ocean has the largest extent and is characterized by a relatively simple land-ocean geometry; it behaves much like a perfect theoretical ocean. The tropical Atlantic, in contrast, is much narrower and the surrounding continents interact with the ocean in complex ways. For example, the tropical Atlantic appears to be more susceptible to extra-equatorial influences (e.g., Foltz and McPhaden 2010; Richter et al. 2013; Lübbecke et al. 2014; Nnamchi et al. 2016) , and variability is due to a number of interacting mechanisms on overlapping time scales (Sutton et al. 2000; Xie and Carton 2004) . Therefore, the tropical Atlantic is less readily understood than the tropical Pacific, and still poses substantial challenges to the scientific community.
The mean state of the tropical Atlantic is characterized by a complex interplay of atmospheric and oceanic features. These are i) the trade wind systems of both the northern and southern hemispheres, ii) a system of alternating shallow zonal 2 currents in the ocean, and iii) a zonal gradient in upper-ocean heat content that is also reflected in a pronounced zonal gradient in sea surface temperatures (SSTs), with warm temperatures in the west and cooler surface waters in the east. Figure 1 illustrates the mean state of SST and precipitation.
The trade winds are part of the climate system's hemispheric response to the strong temperature gradient between the polar and the equatorial regions. Intense (solar) surface heating at the equator produces warm and humid, ascending air masses. During the ascend, part of the air moisture condensates and releases latent heat, which further accelerates the rising motion. The upward flow moves mass from the surface layer towards the top of the troposphere, effectively decreasing surface pressure and forming a low-pressure trough. At the surface, a compensation flow towards the lowpressure trough is established. Due to the rotation of the earth, however, the flow veers to the west and creates the surface trade winds. The northeasterly and southeasterly trade winds of the northern and southern hemispheres, respectively, converge in the inter-tropical convergence zone (ITCZ), a zonal band of intense precipitation and almost vanishing horizontal winds (Fig. 1) . Because the ITCZ is located to the north of the equator in the Atlantic, the equatorial Atlantic is not dominated by the ITCZ itself, but by the trade wind system of the southern hemisphere that provides relatively steady easterly winds on the equator. (See below for why the ITCZ is, on average, not residing on the equator in the tropical Atlantic.)
A consequence of the easterly wind forcing at the ocean surface and the vanishing Coriolis force at the equator is that the wind pushes the warm surface waters westward. Water piles up to the east of Brazil in the Atlantic warm pool, providing water temperatures of approximately 28 °C at the surface. Conversely, the surface layer of warm water in the eastern tropical Atlantic is thinned out considerably -the eastern part of the basin stores much less heat in the upper ocean than the western part. A pronounced zonal gradient in upper-ocean heat content is established. Figure 8a illustrates this mean state.
The pressure below the ocean surface is not uniform across the basin either. At the equator, the bulk of warm water in the western ocean basin adds pressure to the water Fig. 1 The observed tropical Atlantic mean state sea surface temperature (SST) and precipitation: Annual mean sea surface temperatures are shown as shading, precipitation in contours. White boxes indicate the Atl3 and WAtl region in the eastern and western tropical Atlantic, respectively. The used datasets are the NOAA Optimum Interpolated SST dataset (OISST, Reynolds et al. 2007; Banzon et al. 2016) , and the NOAA Climate Prediction Center (CPC) Merged Analysis of Precipitation dataset. (CMAP, Xie and Arkin 1997) column, while eastern ocean pressure is reduced. The resulting east-west pressure gradient is balanced by a strong eastward current right below the surface -the equatorial undercurrent (EUC) (Cromwell 1953; Cromwell et al. 1954) . At the surface, on the other hand, the direct wind forcing and meridional pressure gradients produce a complex system of alternating zonal current bands (e.g., Schott et al. 2003; Brandt et al. 2006 Brandt et al. , 2008 .
The three-dimensional flow of the upper equatorial oceans directly below the well-mixed surface layer is characterized by a slow but steady upward motion of, at best, a few meters per day (Rhein et al. 2010 ). This so-called "upwelling" is maintained by two processes. First, the Coriolis force deflects the off-equatorial components of the wind-induced westward displacement of surface water masses into opposite directions. On the northern hemisphere, westward flow veers north, while the Coriolis force directs it south on the southern hemisphere. Zonal wind-driven upper ocean mass transports diverge; they effectively transport mass away from the equator. However, because mass is conserved, sea level sags imperceptibly, and upwelling transports colder, subsurface water closer to the surface by creating a "dome" in the interface between the warm surface water and cooler subsurface water. The ratio between the surface and subsurface layer thicknesses changes in response to the surface divergence. Figure 2 illustrates how divergent flow in the surface layer creates upwelling and changes the geometry of the involved interfaces between both the atmosphere and the ocean, and the ocean surface and subsurface layers.
Second, a small meridional contribution to the equatorial wind field contributes to maintaining equatorial upwelling. These meridional contributions are illustrated in Fig. 7b by the equatorial wind vectors that do not point straight to the west but rather to the northwest, as they are part of the southern hemisphere trade wind regime crossing the equator into the northern hemisphere for most of the year. In the ocean, they induce meridional surface mass transports slightly off the equator (Philander and Pacanowski 1981) . Again, the Coriolis force redirects these meridional motions into zonal mass transports of opposite signs, which contribute to the upper ocean horizontal divergence.
Over the course of the year, the set-up of this basic state varies. Due to the tilted rotational axis of the earth, the latitude of maximum insolation shifts into the northern hemisphere in boreal -i.e. northern hemispheric -summer, and into the southern hemisphere in boreal winter. The ITCZ, accompanied by the trade wind systems of both hemispheres, migrates in a similar fashion. However, the ITCZ does not oscillate around the equator but stays north of it for most of the year (Hastenrath 1991; Mitchell and Wallace 1992) . Xie (2004) reviewed the "riddle" of the asymmetric ITCZ and concluded that it is, contrary to intuition, not so much the overall distribution of landmasses and oceans that anchors the Atlantic ITCZ to the northern hemisphere, but a combination of air-sea coupling and the shape of the WestAfrican shoreline. More recently, Frierson et al. (2013) also demonstrated how the meridional temperature gradient between the warm northern hemisphere and the relatively colder southern hemisphere impacts the ITCZ behavior. All factors combine to pull the trade wind system of the southern hemisphere across the equator and establish the highest SSTs to the north of the equator.
Driven by the changing trade wind systems, the zonal surface current systems vary in strength and location. The intensity of the Equatorial Undercurrent, while firmly pinned to the equator, varies as well (Johns et al. 2014) . Variations in the wind forcing lead to seasonally recurring intensifications of the zonal heat content gradient.
One of the most striking elements of the tropical Atlantic seasonal cycle is the formation of the Atlantic cold tongue in the eastern equatorial Atlantic during boreal summer. The cold tongue is characterized by an intense cooling of the upper ocean. Figure 3a shows that SSTs in the Atl3 region (3°S-3°N, 20°W-0°E) drop from 28 °C to about 23 °C between April and August, forming a distinct, tongueshaped pattern of relatively cool surface water that stretches from the West African coast into the central equatorial Atlantic (Figs. 3b, c) . The observed temperature difference between April and August in the upper 50 m of the Atl3 region alone corresponds to a change in thermal energy of Fig. 2 Upwelling driven by horizontal divergence. Consider an ocean in a state of rest. In a simple model, a layer of warm water is sitting on top of a layer of colder water. Both the interfaces between the warm surface layer and the atmosphere, and between the colder subsurface water and surface layer are approximately even (horizontal dashed blue lines). When a divergence is created in the upper layer, mass is transported away from the divergence (light blue arrows in the surface layer). Because water is approximately incompressible, mass must be conserved. A vertical flow from the subsurface layer compensates the horizontal divergence (dark blue, upward arrow). In reality, this domes the interface between the surface and the subsurface layers. The sea surface adapts to the doming interface by decreasing in a similar fashion, albeit with a much smaller amplitude 1351.16 EJ.
3 That is 13 times the US-American energy consumption of 2014, or 2.6 times the total global energy consumption of 2011.
The formation of the cold tongue co-occurs with seasonal changes in the atmospheric circulation. An important and well-known aspect of this is the strong co-variability between the onset of the cold tongue and the onset of the West African monsoon (e.g., Okumura and Xie 2004; Brandt et al. 2011a; Caniaux et al. 2011 ), a key element of large-scale precipitation in western Africa and hence a crucial factor of agriculture. Understanding the complex processes that shape the coupled atmosphere-ocean-land climate system of the equatorial Atlantic is a task of high societal relevance.
In concert with accurate and long-term observations, climate models are an essential tool to investigate the equatorial Atlantic. Here we address the question of how well state-ofthe-art climate models are able to reproduce the observed seasonal cycle of the equatorial Atlantic. The section "Climate models: A crash course" gives an overview on coupled climate models and introduces the concept of model biases. The section "Can climate models reproduce the observed seasonality of the equatorial atlantic climate system?" reports common biases in the tropical Atlantic and how they relate to the formation of the modeled cold tongue.
An outlook in the last section addresses the usefulness of climate models for studies of cold tongue variability, a crucial source of tropical Atlantic climate variability that strongly affects the surrounding continents.
Climate Models: A Crash Course
Climate models numerically solve the Navier-Stokes equations for a set of specified assumptions. The Navier-Stokes equations are a system of non-linear partial differential equations that describe the behavior of fluids, from a drop of water that hits the surface of a puddle, to global circulation systems such as the trade wind systems. They are highly complex and can only be solved numerically when they are approximated to focus on a specific class of fluid processes. For climate models, these processes are mostly related to the large-scale global circulation, synoptic phenomena, and possibly mesoscale phenomena 4 such as ocean eddies. The approximated Navier-Stokes equations that are used in current climate models are called the primitive equations.
Climate models consist of a number of "building blocks". The two core building blocks are an atmosphere and an ocean general circulation model (GCM). Given appropriate surface and boundary forcing, both GCM types can be run 4 Size on the order of 10-50 km. independently. Phillips (1956) demonstrated this by designing the first successful atmospheric GCM. To allow the oceanic and atmospheric blocks to interact with each other, a coupling module exchanges information at the air-sea interface. A coupler and the atmospheric and oceanic GCMs together form the simplest coupled GCM (CGCM). Such a basic CGCM lacks a number of relevant processes, relating for example to the land and sea ice components of the climate system or the impact of vegetation. To introduce these important aspects into the model, CGCMs are "upgraded" with additional building blocks to form earth system models. If a basic CGCM is a simple brick house of only one room, a full-fledged earth system model is a mansion with specialized rooms for different tasks. Important additional building blocks for an earth system model are modules that simulate the behavior of sea ice, ice sheets and snow cover on land, vegetation and other surface processes such as river runoff into the ocean, atmospheric chemistry, biogeochemistry in the ocean or even geological processes of varying complexity.
In order to solve the model equations numerically, CGCMs need to discretize the real world into finite spatial and temporal units. The basis for such a discretization is a three-dimensional grid of grid boxes that each contain a single value of a given variable. The CGCM applies the model equations to the grid boxes and integrates them forward in time. Essentially, each grid box is a mini-model that is, however, exchanging information with neighboring grid boxes.
An important characteristic of a model grid is its resolution, i.e. the size of its grid boxes.
5 It defines, among other things, which processes can be resolved. As an example, consider the development of cumulus clouds. While cumulus clouds have a horizontal scale of less than 10 km, state-ofthe-art models use a resolution of about 100 km. On such a grid CGCMs cannot simulate cumulus clouds directly. Consequently, the climatic impacts of such clouds have to be parameterized, i.e. their effect must be captured by the model in a simpler way that is supported by observations. For convective 6 and mixing processes alone -important aspects of cumulus clouds -, a number of parameterization schemes exist that subtly alter the behavior of large-scale processes in the models.
In addition to horizontal processes, models must be able to capture vertical motions in the climate system. Cumulus clouds, for example, extent vertically throughout varying portions of the troposphere, and vertical movement within clouds is a key factor of precipitation. On a larger scale, ascending air masses within the ITCZ define an important aspect of the tropical climate system (cf. Section "The equatorial atlantic: A climate hot spot"). Models need to be able to reproduce these vertical movements. They require vertical layering, giving rise to the three-dimensional structure of a model grid. A common feature of all models is that their vertical levels are unevenly distributed. Because properties usually change drastically close to the air-sea interface, resolving these strong gradients requires a high vertical resolution. Conversely, the thickest levels are farthest away from the air-sea interface. In the ocean, the last model level usually ends at the sea floor; the atmosphere, however, is not bounded that clearly. Some models only resolve the troposphere, our "weather" sphere that reaches up to approximately 15 km, while a number of recent atmosphere models incorporate the stratosphere as well (up to 80 km). Figure 4 illustrates schematically how the different "building blocks" of a CGCM work together and how the real world must be discretized into grid boxes to allow a numerical solution of the primitive equations.
CGCMs are initialized either from a state of rest -i.e. the ocean and atmosphere are without motion and only establish their general circulation patterns during the first stage of the simulation, the so-called "spin-up" -or from a more specific state that is generally derived from observations. In both cases, the model needs time to smooth out initial imbalances and establish an equilibrium. Additionally, climatically relevant forcing parameters must be prescribed to the model in the form of boundary conditions. A prominent example of such a boundary condition is the strength and variability of the solar forcing, our energy source on earth, or the atmospheric CO 2 concentration.
Climate models are used to address a host of research questions. They aid scientists in interpreting observations, infer mechanisms, or provide information on how the climate system might evolve in the future. All of these tasks, however, require that CGCMs are able to produce a realistic climate. Due to various limitations, this is not always the case. A common manifestation of the shortcomings of a climate model is the formation of biases.
A bias is a systematic difference between the modeled and the observed climate. This difference can occur in any statistical property of any model variable. While standard biases are routinely monitored during the development and application of climate models, non-obvious biases may be present in simulations that look fine otherwise. Consider, for example, SST in a given location. While routine bias controls may have found a realistic mean SST, closer inspection could reveal that SST anomalies tend to be too high. Because positive and negative anomalies cancel each other out on average, this biased variance would not be obvious. In a similar manner, positive and negative SST anomalies might not be distributed realistically, with the model perhaps producing a few very strong positive anomalies and many weak negative anomalies that still form the expected average. In this case, the modeled SST distribution is skewed with respect to observations. An additional limitation on the hunt for biases is that a bias can only be diagnosed in comparison to a reliable observational benchmark. Many parameters of the real climate system, however, are hard to observe or have only been observed for a short time. In general, large-scale patterns on the earth's surface and throughout the atmosphere can be observed relatively easily with satellite-borne remote sensing instruments. SST, for example, has been carefully monitored by a number of satellite missions since the 1980s. Processes below the ocean surface, however, can usually not be monitored from space. Instead, observational data have to be obtained by measurements from ships, moored instruments and autonomous vehicles such as gliders and floats.
For the tropical oceans, the TAO/TRITON mooring array in the Pacific (McPhaden 1995) , the PIRATA array in the Atlantic , and the RAMA array in the Indian Ocean (McPhaden et al. 2009 ) provide, among others, information on temperature, salinity, current velocities and air-sea fluxes. Additionally, an increasing number of hydrographic observations have become available over the last decade due to the Argo program (Roemmich et al. 2009 ). While all of these measurements provide invaluable information about the state of the tropical oceans, they are not spatially continuous and have only been operational for the last few decades. Obtaining information about the evolution of the climate system in the past remains a core challenge of climate research.
Although no climate model is exactly like the other, some biases are shared by a wide range of state-of-the-art CGCMs. Figure 5 shows the global pattern of the annual mean SST bias for the average of 33 CGCMs and an experiment with the Kiel Climate Model (KCM, Park et al. 2009) . Positive values indicate that modeled SST is warmer than in observations and vice versa. We validated the performance of these CGCMs and the KCM in terms of SST against the satellite derived Optimum Interpolated SST dataset (OISST, Reynolds et al. 2007; Banzon et al. 2016 ). Figure 5 shows that while the KCM is a unique model that has individual flaws and strengths, the characteristics of its equatorial Atlantic SST bias are well comparable to other current CGCMs (examples of other models are shown, among others, in Wahl et al. 2011; Xu et al. 2014; Ding et al. 2015; Harlaß et al. 2017) .
The KCM is a state-of-the-art CGCM that was integrated with radiative forcing for the period 1981-2012 in rather coarse resolution. The ocean-sea ice model NEMO (Madec 2008) was run with 31 vertical levels and a horizontal resolution of 2° that is refined to 0.5° in the equatorial region. The atmospheric model ECHAM5 (Roeckner et al. 2003 ) is run with 19 vertical levels and a global horizontal resolution of approximately 3.75°. Results from KCM simulations are selected here for consistency reasons. We stress again that while the KCM differs wildly from other CGCMs in some aspects, its simulation of the tropical Atlantic is representative for most current-generation CGCMs.
Can Climate Models Reproduce the Observed Seasonality of the Equatorial Atlantic Climate System? The Equatorial Atlantic Warm Bias: Symptoms
The annual mean SST bias varies considerably between different regions of the ocean (Fig. 5) . Striking features of the global SST bias pattern are the pronounced warm biases On the most basic level, the earth is a closed system that receives energy from the sun and radiates away thermal energy (yellow arrows at the "top of the atmosphere"). A CGCM tries to simulate the processes within this system. It consists of a number of modules that interact with each other. Important modules in state-of-the-art CGCMs are the oceanand-sea-ice module, the atmospheric module, and additional modules that simulate, for example, land surface processes or vegetation. These "building blocks" of the CGCM exchange information with each other via an additional "coupling module". Coupling is a computationally expensive operation that can account for up to a third of the total required computational resources of a CGCM. A CGCM solves an approximation to the Navier-Stokes equations numerically. These are a set of non-linear partial differential equations that describe the motion of fluids. To solve them, the model must discretize the real world into finite spatial and temporal units. In the three-dimensional space domain, this discretization results in a layered grid. Each grid box contains a single value for each model variable. Processes acting on spatial scales that are smaller than the extent of the grid box must be parameterized. Prominent examples of these "sub-grid" processes are, for example, the formation of clouds and precipitation Taylor et al. 2012 ) and (b) one integration of the Kiel Climate Model (KCM). For CMIP5, the chosen experiments were "historical" experiments that were forced by the observed changes in atmospheric composition. The KCM was run with an atmospheric horizontal resolution of approximately 3.75° and with 19 vertical levels. The ocean model had a horizontal resolution of 2° that was refined to 0.5° towards the equator, and 31 vertical levels. The annual mean SST bias was diagnosed with respect to the NOAA Optimum Interpolated SST dataset (OISST) for the period 1982-2009. Using an ensemble mean of three ensembles instead of a single integration to diagnose the KCM SST bias changed the results only negligibly. This demonstrates how robust a feature the annual mean SST bias pattern is in the KCM along the subtropical western shorelines of all continents. These biases appear, for example, along the western US-American as well as the Peruvian and Chilean coasts in the Pacific, or off Angola and Namibia in the Atlantic. They are anchored to the eastern boundary upwelling systems, where cold subsurface waters are brought close to the ocean surface. Here, SST biases can reach annual mean amplitudes of up to 7 °C in current climate models (Xu et al. 2014) .
In this section, we focus on the pronounced warm bias that covers the equatorial Atlantic cold tongue region. The annual mean SST bias in the Atl3 region has a magnitude of approximately 2 °C. 7 In the upper 50 m of Atl3 in the KCM, this corresponds to a heat surplus of approximately 380 EJ, an amount of energy that could melt 47 times the ice volume of the Antarctic ice sheet. 8 An important aspect of the equatorial Atlantic SST bias is that it varies over the course of the year. Figure 6 shows that the SST bias of the KCM is smallest in boreal winter, with a value of less than 1 °C in February. During the cold tongue formation, it rapidly increases to almost 4 °C until July. For the rest of the year, it slowly decreases again. This implies 7 Note, however, that by no means all climate models develop such a strong equatorial Atlantic warm bias. Some models are capable of simulating a more realistic tropical Atlantic, but these models represent but a tiny minority of all current CGCMs. 8 We used the thermal data from WOA2013v2 to compare our model results with. The Antarctic ice volume is based on the Bedmap2 dataset (Fretwell et al. 2013). that the KCM struggles to simulate the observed strong cooling that is associated with the development of the cold tongue in boreal summer. Indeed, Fig. 6 shows that the KCM -similar to most state-of-the-art CGCMs (e.g., Richter and Xie 2008; Richter et al. 2014b ) -does not produce a coherent cold tongue that is comparable in strength to observations. A key process of the equatorial Atlantic climate system is missing from the simulations.
Because the ocean and the atmosphere are strongly coupled in the tropics, the missing cold tongue is only one symptom of a fundamentally biased equatorial Atlantic in current climate models. Figure 7 illustrates the bias of the zonal wind component in the KCM. During spring, the KCM strongly underestimates the magnitude of zonal wind in the western tropical Atlantic (Fig. 7a) . While the absolute value of zonal wind is higher in the KCM than in observations, especially during spring, the magnitude is much smaller. Instead of the generally easterly winds (negative values), associated with the trade winds, the KCM simulates very weak westerly winds (positive values). This "westerly wind bias" -so-called because the simulated zonal winds are much too westerly compared to the observed trade winds -is another typical bias pattern in state-of-the-art GCMs. It agrees with an ITCZ that is displaced too far to the south, a feature that is common to both coupled and atmosphere-only GCMs (e.g., Doi et al. 2012; Richter et al. 2012; Siongco et al. 2015) .
An important question is: How do the different bias symptoms relate to each other dynamically, and how do these 
Which Processes Produce the Equatorial Atlantic Warm Bias?
A good first assumption about the seasonal cycle is that it is driven by the seasonal movement of the sun. Such a seasonal cycle should be symmetric. In the tropical Atlantic, however, it is clearly asymmetric. Figure 6 shows that the cooling period between April and August is much shorter -or, equivalently, more intense -than the subsequent period of gradual warming that lasts until the following April. Processes other than the seasonal forcing of solar insolation must contribute to the fast growth of the summer cold tongue.
Recent studies of the tropical Atlantic suggest that the rapid formation of the cold tongue involves a coupled, positive feedback (Keenlyside and Latif 2007; Burls et al. 2011; Richter et al. 2016) . A feedback establishes a relationship between two or more variables. In a negative feedback small perturbations in one variable are compensated by changes in the other such that the system returns to its original, stable state. The opposite is true for a positive feedback. Here, a perturbation -even a small one -in one variable provokes changes in the other variables that reinforce the original perturbation. The system continues to diverge from its initial state. The perturbation grows until the feedback is disrupted.
The dominant positive feedback in the equatorial oceans is the Bjerknes feedback (Bjerknes 1969) . It relates three key properties of an equatorial ocean basin to each other: SST in the eastern ocean basin; zonal wind variability in the western (2008)). Arrows combine the zonal and meridional components of the climatological 10 m wind, while shading only refers to the zonal component of the wind ocean basin; and the zonal distribution of upper ocean heat content along the equator, with large heat reservoirs and thick surface layers in the western warm pool, and thin surface layers in the cold tongue region in the east.
Figures 8a and b illustrate, respectively, the mean state of an equatorial ocean and how the Bjerknes feedback alters it. Consider a weakening of the easterly trade winds in the western ocean basin (or equivalently a decrease in easterly zonal wind stress at the ocean surface). The balance between the wind stress and the piled-up warm water in the western ocean basin temporarily fades, and the piled-up warm pool "sloshes back" into the eastern ocean basin, redistributing the upper ocean heat content more evenly across the equatorial basin. 9 The zonal gradient in heat content is leveled out, and the additional heat in the eastern ocean basin helps to establish a positive SST anomaly. This process can last several months in the equatorial Pacific and approximately 9 In the framework of this explanation, an interesting observation is that the Bjerknes feedback can only operate as long as the reservoir of warm water in the western warm pool is not empty. Once this is the case, the feedback breaks down, the SST anomaly stops to grow and the warm pool fills up again. A negative feedback has replaced the positive feedback. For the tropical Pacific, this sequence of alternating feedbacks has been described by Jin (1997) in the framework of the recharge oscillator. The name relates to the idea that the equatorial ocean is "charged" with warm water in the warm pool region -or, equivalently, heat -that is then discharged to the atmosphere during a warm event.
one month in the equatorial Atlantic. (These different time scales are mainly due to the different east-west extents of the basins and hence signal propagation speeds.)
In the tropics, the atmosphere is closely coupled to the ocean. It reacts strongly to underlying SST variability by developing an anomalous wind field that converges over a warmer-than-usual patch of water (Gill 1980) . The local changes in the wind field co-occur with changes in the zonal pressure gradient along the equator. The altered zonal pressure gradient in turn induces further weakening of the easterly trade winds in the western ocean basin, closing the feedback loop. An equivalent process with opposite signs takes place when the trade winds intensify in the western ocean basin.
The Bjerknes feedback is restricted to the equatorial ocean basins. While the ingredients of the feedback -wind, upper ocean heat content and SST variability -are present in every region of the ocean and usually interact with each other in one way or the other, the fully coupled Bjerknes feedback requires that information is zonally transmitted across almost the entire zonal extent of the basin, both in the atmosphere and the ocean. This is only possible when the Coriolis force vanishes or is negligibly small, since it would otherwise deflect the involved physical motions into curved movements. A direct, zonal exchange between the eastern and western ocean basins would not be possible in the presence of the Coriolis force. Fig. 8 The Bjerknes feedback. (a) Mean state. Along the equator, the surface wind field is dominated by the trade winds of the southern hemisphere. Both the zonal and meridional components of the trade winds contribute to surface divergences close to the equator, producing equatorial upwelling (thick blue arrow). Steady equatorial easterly wind forcing (blue arrows) pushes warm surface waters (light blue layer) towards the western ocean basin and builds up the warm pool. Warm and moist air rises above the warm pool (orange arrow). In contrast, the surface mixed layer is thin in the eastern basin, upwelling is more efficient there, and SSTs are, on average, cooler than in the warm pool (approximately 25.5 °C and 28.5 °C, respectively; the equatorial SST distribution is sketched in the bar below the figure) . (b) The positive Bjerknes feedback alters the state of the tropical ocean. The trade winds weaken, and zonal surface winds in the western ocean basin decrease. The balance between the subsurface pressure gradient and wind stress forcing is disrupted, and part of the warm pool "sloshes back" into the central ocean basin, redistributing warm surface water more evenly across the ocean basin. The tilt in the interface between the surface and subsurface waters decreases, and upwelling is less efficient in providing cold subsurface water to the surface layer in the eastern ocean basin. The cold tongue region warms (orange ovals). Sea level pressure (SLP) over the warm anomalies decreases, and convection shifts towards the central ocean basin. The surface wind response to this shift in surface convection and the zonal SLP distribution further weakens the trade wind regimes and closes the feedback In the tropical Atlantic, a number of seasonal processes in the coupled atmosphere-ocean system produce a climate state that allows the Bjerknes feedback to operate during early boreal summer. Although we explain the processes in a sequential manner below, note that clear causalities are hard to establish in a coupled system. Different aspects of the phenomenon -here: the northward movement of the ITCZ and the development of the Atlantic cold tongue -cannot be disentangled from each other. Neither does the ITCZ move north because of the cold tongue development, nor does the cold tongue develop because the ITCZ moves north. Rather, both phenomena co-occur as manifestations of the same coupled phenomenon.
One key ingredient of the equatorial Atlantic seasonal cycle is the northward migration of the marine ITCZ (Xie and Philander 1994) . In boreal spring, the ITCZ is in its southernmost position. The trade wind regimes of both hemispheres converge close to the equator and produce weak equatorial surface winds. When the ITCZ moves north in late boreal spring, the southern hemisphere trade winds cross the equator. Starting in March-April, surface winds intensify (illustrated by an increase in magnitude in Fig. 7a ) and contribute to enhanced equatorial upwelling.
The spring strengthening of western equatorial zonal surface winds enhances the zonal gradient in upper ocean heat content. Strong easterly winds push the surface waters more efficiently towards the western warm pool, thinning out the warm surface layer in the eastern ocean basin and transporting the cooling signal westward. As a result, cold subsurface water lodges closer to the ocean surface. This background state requires very little subsurface water to be mixed into the surface layer to produce a substantial cooling. The western equatorial zonal spring winds "precondition" the eastern equatorial Atlantic for the formation of the cold tongue (e.g., Merle 1980; Okumura and Xie 2006; Grodsky et al. 2008; Hormann and Brandt 2009; Marin et al. 2009 ).
In concert with the development of the first seasonal cooling signals in May and June, the West African monsoon sets in (e.g., Okumura and Xie 2004; Brandt et al. 2011b; Caniaux et al. 2011; Giannini et al. 2003) . From an atmospheric perspective, the monsoon onset is characterized by accelerating southeasterly surface winds in the Gulf of Guinea in late boreal spring. The strengthening meridional component of these winds enhances upwelling slightly to the south of the equator, and downwelling slightly to the north. The intensified upwelling provides additional initial cooling to the eastern equatorial region by mixing colder subsurface water into the warm surface layer. From the ocean perspective, on the other hand, cooling SSTs in the eastern equatorial Atlantic intensify the southerly winds in the Gulf of Guinea, which in turn contributes to the northward migration of convection and rainfall associated with the West African monsoon (Okumura and Xie 2004) .
Lastly, oceanic processes contribute to the formation of the cold tongue. A number of studies found that vertical mixing at the base of the surface layer -where temperature gradients are strongest -seasonally varies in strength (e.g., Hazeleger and Haarsma 2005; Jouanno et al. 2011; Hummels et al. 2013 Hummels et al. , 2014 . A likely explanation for this is that the intensities of the westward surface current and the eastward equatorial undercurrent vary over the course of the year. When the relative velocities of the two currents are strong, the vertical velocity shear at their boundary increases, 10 and frictional processes mix colder subsurface water into the warm surface layer. Figure 9 illustrates both the spring state of the tropical Atlantic and the basic processes that produce the first cooling signals in early boreal summer.
The net effect of these interacting processes -the northward migration of the ITCZ and the associated strengthening of the southern hemisphere trade winds on the equator, the thinning of the of eastern equatorial surface layer, the enhanced upwelling along the equator and especially in the cold tongue region, and the increased mixing at the base of the surface mixed layer -is that the first cold anomalies develop in the eastern equatorial Atlantic in late April. The atmosphere in turn reacts to the cold anomalies, and the Bjerknes feedback sets in. Starting in May, it lends additional growth to the cold tongue (Burls et al. 2011) . In August, the seasonally active Bjerknes feedback loop breaks down (Dippe et al. 2017 ) and a more moderate warming sets in. In the absence of the Bjerknes feedback the cold tongue can no longer be maintained and dissolves, due to mixing processes in the ocean and surface heat exchange with the atmosphere.
Many models struggle to simulate a seasonally active Bjerknes feedback that is comparable to observations in both strength and seasonality. Richter and Xie (2008) pointed out that model performance with respect to the Atlantic Bjerknes feedback is quite diverse between models that participated in the Coupled Model Intercomparison Project, Phase 3 (CMIP3, Meehl et al. 2007 ). Likewise, Deppenmeier et al. (2016) found systematic weaknesses in the CMIP5 models. For example, many models displace the Atlantic warm pool towards the central equatorial Atlantic (Chang et al. 2007; Richter and Xie 2008; Liu et al. 2013 ). This displacement is a consequence of the westerly wind bias in the western equatorial Atlantic (Wahl et al. 2011; Richter et al. 2012 Richter et al. , 2014b . Figure 7 illustrates for the KCM that the spring winds are much weaker in the model than in observations. Consequently, the surface wind stress is not sufficient to pile up warm sur-face waters in the western ocean basin in a manner comparable to observations. Heat content is distributed more evenly across the equatorial ocean basin and supplies additional heat to the eastern surface layer. Even if the model produced wind variability that could serve as a valid initial perturbation to trigger the Bjerknes feedback, 11 the biased background state of the ocean could not support the feedback. The cold tongue fails to establish.
An interesting equivalent of this mechanism has been observed in the real ocean by Marin et al. (2009) . The study compares the Atlantic cold tongue in two years with grossly different wind variability and finds that in the year with relatively weak spring winds in the western equatorial Atlanticthis compares well to the climatological, biased state in many CGCMs -, the zonal heat content gradient in the upper ocean does not develop. The winds fail to precondition the tropical Atlantic for the growth of the cold tongue.
Studies with current atmospheric GCMs have found the westerly wind bias in boreal spring to be an intrinsic feature of (uncoupled) atmospheric GCMs (Richter et al. 2012, 11 This is by no means a given. As shown below and hinted at above, the equatorial Atlantic bias also manifests in the atmosphere and may well prevent the model from establishing the link between eastern ocean SST and western ocean wind variability that is necessary to close the Bjerknes feedback loop. 2014b; Harlaß et al. 2017) . Coupling an already biased atmospheric GCM to an ocean GCM induces positive feedbacks that amplify the wind and SST biases in the equatorial Atlantic. Additionally, Grodsky et al. (2012) showed that an ocean GCM, too, is intrinsically biased in the tropical Atlantic, although the magnitude of this bias is much smaller than the warm bias in a coupled model.
The atmospheric westerly wind bias has been linked to a seesaw pattern in rainfall biases over South America and Africa (Chang et al. 2007; Richter et al. 2012 Richter et al. , 2014b Patricola et al. 2012) . The proposed physical mechanism that links precipitation to the wind is the following: Tropical rainfall is tied to strong convection. Ascending moist and warm air masses create a local negative pressure anomaly at the surface that alters the zonal gradient in surface pressure along the equator. Surface winds, in turn, are dynamically related to surface pressure gradients.
12
A current hypothesis of what prevents climate models from developing a cold tongue comparable to observations in 12 Wind compensates pressure gradients. That is why large-scale storm systems are organized around low core pressures: The storm winds try to flow into the low pressure at the "heart" of the storm and eliminate the strong pressure gradient between the storm center and the storm environment. The Coriolis force provides rotation to storm systems by deflecting the pressure compensation flow. In early boreal summer, the ITCZ migrates away from the equator into the northern hemisphere. The trade winds of the southern hemisphere follow the low pressure trough and cross the equator. In the western ocean basin, zonal surface winds increase and push the warm surface water more efficiently towards the west. The warm pool deepens in the west, while the surface layer thins in the east. Additionally, both the meridional and zonal components of the wind field in the eastern ocean basin strengthen and contribute to a local surface divergence that is compensated by enhanced upwelling (thick, dark-blue arrow). Lastly, both the SEC and EUC increase in strength. Enhanced vertical velocity gradients in the vicinity of the interface between the surface and the subsurface water layers produce shear instabilities (black squiggly lines) that mix the cold subsurface water efficiently into the surface layer boreal summer thus is: Opposing rainfall biases in South America and Africa produce a zonal surface pressure gradient along the equator that is weaker than in observations. The resulting winds in the equatorial western Atlantic are too weak in magnitude and cannot reproduce the observed distribution of upper ocean heat content. Consequently, the seasonally induced equatorial upwelling in early boreal summer is not sufficient to produce the observed cooling that finally triggers the Bjerknes feedback.
In agreement with these mechanisms, a number of studies have found that a physically sound way to reduce the equatorial Atlantic warm bias is to improve the atmospheric models. Tozuka et al. (2011) showed that tweaking the convection scheme can project strongly on the ability of the models to simulate the correct distribution of climatological SSTs in the equatorial Atlantic. Harlaß et al. (2015) conducted a number of experiments with the KCM that varied both the horizontal and vertical resolution of the atmospheric GCM, while keeping a constant coarse resolution for the ocean GCM. For sufficiently high atmospheric resolutions, the western equatorial wind bias strongly decreased and the equatorial Atlantic warm bias nearly vanished. The seasonal cycle as a whole greatly improved. In a follow-up study, Harlaß et al. (2017) found that sea level pressure and precipitation gradients along the equator are not sensitive to the atmospheric resolution. Nevertheless, the wind bias in their study decreased significantly. To explain this, they propose that the position of maximum precipitation and zonal momentum transport play an important role in giving rise to the zonal wind bias. Zonal momentum can be either transported by mixing it from the free troposphere into the boundary layer or by meridional advection into the western equatorial Atlantic (Zermeño-Diaz and Zhang 2013; Richter et al. 2014b Richter et al. , 2017 . These findings agree with the study of Richter et al. (2014a) , who found that zonal wind variability in the western equatorial Atlantic is strongly related to vertical momentum transports in the overlying atmosphere. Further studies by Voldoire et al. (2014) , Wahl et al. (2011), and DeWitt (2005) confirm the importance of the atmospheric component of a CGCM to properly simulate the complex tropical Atlantic climate system.
Outlook: Implications for the Usability of CGCMs in the Equatorial Atlantic
Using the KCM, a CGCM that simulates the tropical Atlantic in a manner very similar to a wide range of state-of-the-art CGCMs, we have shown exemplary that coupled global climate models currently struggle to simulate a realistic equatorial Atlantic climate system. The dominant feature of this problem is that CGCMs struggle to simulate the defining feature of the seasonal cycle -the formation of the Atlantic cold tongue in early boreal summer. An important cause of this bias is a strong and seasonally varying westerly wind bias in equatorial zonal wind in atmospheric models that is present even in the absence of atmosphere-ocean coupling. While much progress has been made in understanding and reducing the equatorial Atlantic warm bias, many models still produce a profoundly unrealistic seasonal cycle in the equatorial Atlantic. How does this shortcoming affect the usefulness of coupled models in the equatorial Atlantic?
A key task of climate models is to forecast deviations from the expected climate state. For seasonal predictions, the expected climate state is the climatological seasonal cycle. Some of these deviations are generated randomly and are, by definition, unpredictable. Others are the product of -sometimes potentially predictable -climate variability.
In the tropical Atlantic, the dominant mode of year-toyear SST variability is the Atlantic Niño 13 (Zebiak 1993) . The Atlantic Niño is essentially a modulation of the seasonal formation of the cold tongue (Burls et al. 2012 ). This modulation can manifest in a range of different cold tongue measures. For example, cold tongue growth might set in earlier (or later), the cold tongue might cool more strongly, or it might, in its mature phase, occupy a larger area in the tropical Atlantic than usual. Caniaux et al. (2011) argued that all of these measures reveal an aspect of cold tongue variability, but that they do not vary consistently with each other.
Still, the Atlantic Niño is generally described in terms of Atl3 summer SSTs. While the seasonal cycle of Atl3 SSTs spans a range of roughly 5 °C, interannual variations of Atl3 SST between May and July rarely exceed amplitudes of 1 °C (Fig. 10a) . The seasonal cycle of the tropical Atlantic is by far the dominant signal in Atl3 SSTs (Fig. 10b) . It is the background against which the interannual variability of the Atlantic Niño plays out.
Even though the Atlantic Niño constitutes only a relatively small deviation from the seasonal cycle, its effects on adjacent rainfall patterns can be substantial (e.g., Giannini et al. 2003; García-Serrano et al. 2008; Polo et al. 2008; Rodríguez-Fonseca et al. 2011) . A key demand of African countries, where food security heavily relies on agriculture, is hence to be able to reliably predict the amplitude of the Atlantic Niño a few months, ideally even more than a season, ahead. Only such relatively long-ranged forecasts would allow African farmers to adapt their farming strategy 13 The name "Atlantic Niño" refers to the Pacific El Niño, because the pattern of Atlantic Niño SST anomalies is similar to the Pacific El Niño. Apart from this, a number of differences exist between the two phenomena (discussed for example in Keenlyside and Latif (2007) , Burls et al. (2011) , Lübbecke and McPhaden (2012) , Richter et al. (2013) , and Lübbecke and McPhaden (2017) ). Nnamchi et al. (2015 Nnamchi et al. ( , 2016 argued that the Atlantic Niño might not be dynamical in nature, but a product of atmospheric noise forcing. Alternative names for the Atlantic Niño are Atlantic Zonal Mode or Atlantic Cold Tongue Mode.
for the upcoming season. Unfortunately, most models perform very poorly with respect to the Atlantic Niño and can provide hardly any predictive skill (Stockdale et al. 2006; Richter et al. 2017) .
One reason for these shortcomings is that a prerequisite to simulate the variability of Atlantic cold tongue growth is a model that produces a realistic cold tongue. Indeed, Ding et al. (2015) showed that even a symptomatic -as opposed to a dynamically motivated and hence more process-orientedreduction of the equatorial Atlantic SST bias in the KCM greatly improves the ability of the model to track the observed Atlantic Niño variability. This serves as an example of how the mean state interacts with climate variability. How the bias influences the predictive skill of the KCM for tropical Atlantic SST and whether the real climate system actually provides the potential to produce reliable forecasts of Atlantic Niño variability a few months in advance are the subjects of current research.
In general, the equatorial Atlantic warm bias has been an important issue since the earliest attempts of coupled global climate modeling (Davey et al. 2002) and continues to challenge the scientific community. It serves as an important reminder that model output should not always be taken at face value. Rather, models can struggle to represent observed physical processes, even though their physical basis in the form of the approximated Navier-Stokes equations is sound. In the equatorial Atlantic, the entire coupled system is offkey in coupled global climate models due to the misrepresentation of crucial physical processes. However, alternative ways exist to study the tropical Atlantic with the help of models. Akin to early modeling studies of the El Niño-Southern Oscillation, statistical models can provide some insight into the equatorial Atlantic (e.g., Wang and Chang 2008; Chang et al. 2004) . Simulations with ocean-only GCMs help to understand the oceanic response to atmospheric processes (e.g., Lübbecke et al. 2010) . Additionally, regional climate models of the equatorial Atlantic have been employed successfully to study different aspects of the region (e.g., Seo et al. 2006; Burls et al. 2011 Burls et al. , 2012 . Lastly, computational power continues to increase and allows for higher spatial resolution. If the equatorial Atlantic contains predictive potential, future generations of improved CGCMs are likely to unlock it at some point.
The research into various biases, their origins, their dynamics, and, most importantly, possible ways to reduce them, remains a core challenge of the global climate modeling community.
