Abstract. The syntactic complexity of a regular language is the cardinality of its syntactic semigroup. The syntactic complexity of a subclass of regular languages is the maximal syntactic complexity of languages in that subclass, taken as a function of the state complexity n of these languages. We study the syntactic complexity of three subclasses of star-free languages. We find tight upper bounds for languages accepted by monotonic, partially monotonic and "nearly monotonic" automata; all three of these classes are star-free. We conjecture that the bound for nearly monotonic languages is also a tight upper bound for star-free languages.
Introduction
Star-free languages are the smallest class containing the finite languages and closed under boolean operations and concatenation. In 1965, Schützenberger proved [19] that a language is star-free if and only if its syntactic monoid is group-free, that is, has only trivial subgroups. An equivalent condition is that the minimal deterministic automaton of a star-free language is permutation-free, that is, has only trivial permutations (cycles of length 1). Such automata are called aperiodic, and this is the term we use. Star-free languages were studied in detail in 1971 by McNaughton and Papert [15] .
The state complexity of a regular language is the number of states in the minimal deterministic finite automaton (DFA) recognizing that language. State complexity of operations on languages has been studied quite extensively; for a survey of this topic and a list of references see [21] . An equivalent notion is that of quotient complexity [2] , which is the number of left quotients of the language.
Quotient complexity is closely related to the Nerode equivalence [17] . Another well-known equivalence relation, the Myhill equivalence [16] , defines the syntactic semigroup of a language and its syntactic complexity, which is the cardinality of the syntactic semigroup. It was pointed out in [5] that syntactic complexity can be very different for languages with the same quotient complexity. In contrast to state complexity, syntactic complexity has not received much attention. Suppose L is a regular language and has quotient complexity n. In 1970 Maslov [14] noted that n n is a tight upper bound on the syntactic complexity of L. In 2003-2004 Holzer and König [9] , and Krawetz, Lawrence and Shallit [12] studied the syntactic complexity of unary and binary languages. In 2010 Brzozowski and Ye [5] showed that, if L is any right ideal, then n n−1 is a tight upper bound on its syntactic complexity. They also proved that n n−1 + (n − 1) (respectively, n n−2 + (n − 2)2 n−2 + 1) is a lower bound if L a left (respectively, two-sided) ideal. In 2012 Brzozowski, Li and Ye [3] showed that n n−2 is a tight upper bound for prefix-free languages and that (n − 1) n−2 + (n − 2) (respectively, (n − 1) n−3 + (n − 2) n−3 + (n − 3)2 n−3 or (n − 1) n−3 + (n − 3)2 n−3 + 1) is a lower bound for suffix-free (respectively, bifix-free or factor-free) languages.
Here we deal with star-free languages. It has been shown in 2011 by Brzozowski and Liu [4] that boolean operations, concatenation, star, and reversal in the class of star-free languages meet all the quotient complexity bounds of regular languages, with very few exceptions. Also, Kutrib, Holzer, and Meckel [10] proved in 2012 that in most cases exactly the same tight state complexity bounds are reached by operations on aperiodic nondeterministic finite automata (NFA's) as on general NFA's. In sharp contrast to this, the syntactic complexity of starfree languages appears to be much smaller than the n n bound for regular languages. We derive tight upper bounds for three subclasses of star-free languages, the monotonic, partially monotonic, and nearly monotonic languages. We conjecture that the bound for star-free languages is the same as that for nearly monotonic languages.
The remainder of the paper is structured as follows. Our terminology and some basic facts are stated in Section 2. Aperiodic transformations are examined in Section 3. In Section 4, we study monotonic, partially monotonic, and nearly monotonic automata and languages. Section 5 concludes the paper.
Preliminaries
We assume the reader is familiar with basic theory of formal languages as in [18] , for example. Let Σ be a non-empty finite alphabet and Σ * , the free monoid generated by Σ. A word is any element of Σ * , and the empty word is ε. The length of a word w ∈ Σ * is |w|. A language over Σ is any subset of Σ * . For any languages K and L over Σ, we use the boolean operations: complement (L) and
We call languages ∅, {ε}, and {a} for any a ∈ Σ the basic languages. Regular languages are the smallest class of languages constructed from the basic languages using boolean operations, product, and star. Star-free languages are the smallest class of languages constructed from the basic languages using only boolean operations and product. A deterministic finite automaton (DFA) is a quintuple A = (Q, Σ, δ, q 1 , F ), where Q is a finite, non-empty set of states, Σ is a finite non-empty alphabet,
