Abstract-The instabHity behavior of a nonlinear autonomous system in the vicinity of a coincident critical point, which leads to interactions between static and dynamic bifurcations, is studied. The critical point considered is characterized by a simple zero and a pair of pure imaginary eillenvalues of the Jacobian, and the system coutains two independent parameters. The static and dynamic bifurcations as well as quasi-periodic motions, resulting from the interaction of the bifurcation modes, and the associated invariant tori are analyzed via a new unification technique which is based on an intrinsic perturbation procedure. Divergence boundary, dynamic bifurcation boundary, secondary bifurcations, and invariant tori are determined in explicit terms. Two illustrative examples concerninll control systems are presented.
I. INTRODUCTION
C ERTAIN mode interactions may arise when a simple zero and a pair of pure imaginary eigenvalues of the Jacobian of a nonlinear autonomous system occur simultaneously at a certain critical combination of the parameters. The bifurcating equilib rium solutions and limit cycles can interact nonlinearly to generate interesting phenomena, like secondary bifurcations on an invari ant torus from the original periodic family. Langford [I] has applied the Lyapunov-Schmidt procedure and a generalization of the method of averaging [2] to analyze this problem. In these studies, the behavior of the system in the vicinity of the coincident critical point is studied by considering a parameter path in the two-dimensional parameter space. The asymptotic solutions ob tained are in an implicit form which do not readily lend themselves to the analysis of specific problems. Sprig [3] repeated the analysis of this problem by using the invariant manifold theory and averaging method. Scheidl, Troger, and Zeman [4] presented the analysis of a particular example exhibiting interactions of modes. Holmes [5] and Guckenheimer and Holmes [6] used the method of scaling to reveal periodic and homoclinic orbits in embryo from the coincident critical state, but also pointed out that the computations are analytically intractable.
In this paper, a conceptually simple general perturbation analysis of the problem is presented. The methodology introduced earlier [7] - [13] is based on a certain unification procedure coupled with the intrinsic harmonic balancing technique, and enables one to formulate and analyze the system as a two parameter problem, both parameters being treated as fully independent of each other at the outset. The details of the intrinsic harmonic balancing technique are now available in a monograph [10] , and much valuable background information can be obtained from two earlier publications [14] , [15 ] . The results embrace all possible bifurcations in the vicinity of the coincident critical point, including the secondary bifurcations. Furthermore, the asymp totic solutions are derived in explicit analytical forms in terms of The authors are with the Department of Systems Design Engineering University of Waterloo, Waterloo, Ont., Canada N2L 3G I. '
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the convenient system coefficients (derivatives of the vector field). In particular, the criteria under which the system exhibits static bifurcations, Hopf bifurcations, and invariant tori are established in detail (for such basic definitions, see riO]). Finally, the analyses in this paper are based on ordinary differential equations. However, as demonstrated by Mees [16] , any ordinary equation may be represented as a feedback sys tem. Although discussions concerning feedback are naturally facilitated through the use of input-output system models, the state-space description (via differential equations) of a system has its own advantages which justify modeling systems from this viewpoint. Indeed, the underlying rich theory of ordinary differ ential equations enables one to carry out a phenomenological analysis aimed at exploring various possibilities and behavior patterns that may be exhibited as well as developing a critical view of what is worth looking for. It is clear, therefore, that the analyses and the results presented in this paper have fundamental implications with regard to control theory and its applications.
In Section II, the formulation of the problem and the underlying assumptions are presented. Section III involves the application of the intrinsic harmonic balancing and unification techniques which leads to various static and dynamic solutions. The stability of these solutions is examined in Section IV. The analysis in this section is based on a set of simplified rate equations which have readily been constructed on the basis of the results obtained in Section III . An independent proof that these simplified equations are capable of describing the local dynamics-in the vicinity of the critical point-is given in Appendix B. Section V deals with the interesting phenomena of bifurcations into two-dimensional invar iant tori associated with quasi-periodic motions. The asymptotic expressions and the stability properties for the family of the tori are derived in an explicit form. Certain special cases are discussed in Section VI, and the results are summarized in Tables II and III. Finally, two examples drawn from control theory are presented in Section VII, illustrating the practical significance of the analytical results.
II. FORMULATION
Consider an autonomous system described by dzi .
where the z' are the components of the state vector z, and the '1� are certain independent parameters. It is assumed that the functions Zi are analytic, at least in the region of interest. Note that in the context of control theory, 1J� may be treated as input variables. Attention in this paper is focused on the behavior of the system in the vicinity of a coincident critical point characterized by a Jacobian which has a zero and a pair of pure imaginary eigenValues, and all the remaining eigenvalues have negative real parts. For simplicity, therefore, a three-dimensional system, involving the critical state variables only, is considered. It is also assumed that the system involves two independent parameters. Suppose that the system has a single-valued fundamental equilibrium surface Zi = fi(fjP), such that Zi(jj(1J�); fj�) '" 0, in where T'l is chosen appropriately so that the Jacobian matrix at the critical point c-on the fundamental surface-takes the form which is associated with the transformed system dwi -= W (w}· nil) dt
(i. j = 1, 2, 3 and i3 = 1, 2).
As a consequence of (2), one has
where the subscripts on W indicate differentiations with respect to the corresponding variables and/or parameters.
A first-order approximation for the Jacobian in the vicinity of c may be expressed as (6) 29 c, are in the parametric form W'=Wi(T, aU), ,,"=,,"(a"), w=w(aa) (9) where T = wt, w is the frequency, and UO (a = 1, 2) are certain unidentified parameters [10] .
Substituting the assumed solution (9) into (4) yields the identity
One may further assume that the Fourier series
provides an appropriate approximation for the steady-state solu tions in more explicit terms. Here, Pim(U") and rim(a") are the amplitude vectors corresponding to the mth harmonic, and they are functions of two variables. It is observed that
since Wi(T, 0) = 0, and a solution given by P!O(u") * 0 (with P , m (uO) = "m(u") = 0 for m > 0) represents a postcritical equilibrium (stationary) solution-that is, a static bifurcation.
A sequence of perturbation equations is then generated by differentiating (10) with respect to the independent variables (JQ (a I, 2) successively. Thus,
where JLil = tjil -,,� = 0, JLil = 0 giving the critical point c.
Note that the usual summation convention applies here and will be used throughout the paper. and If the eigenvalues of (6) consist of a real eigenvalue and a complex pair, namely, aD(JL") and a(/-I") ± iW(/-I"), then
It is further assumed here that (14) etc., where i,j, k = 1,2,3; {3, 'Y = 1,2; a, b = 1,2, subscripts on the functions W, denote differentiations with respect to the corrcsponding variables, and summation convention applies. For (7) clarity, differentiations of variables with respect to the u" are indicated by supcrscripts after a comma.
which represents a generalization of Hopf's transversality condi tion. It can readily be verified [7] that
It is well known that a simple zero eigenvalue of the Jacobian matrix leads to static bifurcations, and a pair of complex eigenvalues crossing the imaginary axis-while the rest of the eigenvalues remain on the left-hand side of the complex plane results in a Hopf bifurcation. So, if the system has a coincident critical point. combining both of these properties, it is reasonable to expect that the system is liable to exhibit both static and dynamic instabilities in the vicinity of such a critical point. Furthermore. interactions between static and dynamic modes may occur, leading to more complex phenomena like invariant tori. It is, therefore, clear that, for a comprehensive study of these phenomena, the formulation must be capable of dealing with both static and dynamic bifurcations-preferably in a unified approach. Remarkably, the intrinsic harmonic balancing technique [8] , [9] satisfies these requirements rather neatly, embracing both equilib rium and periodic solutions which may emerge under various combinations of the parameters.
Thus, suppose the steady-state solutions of (4) in the vicinity of
Ill. BIFURCATION ANALYSIS
Evaluating the first-order perturbation equation (13) at the critical point with the aid of (5) Comparing the coefficients of cos mT and sin mT for each m, and recognizing that one may assume r21 (aO) '" 0 (17) without loss of generality-since the system is autonomous- It is noted that (19), (20), and (21) represent a total of 45 equations. Since the polar formulation here involves three key variables P 10, P2 1 , and W (in terms of the original system, the key variables are W I , w 2 , and w 3 ), and two parameters (codimension 2) '1 1 and '1 2 , it can be shown that one needs 9 perturbation equations out of the 45 equations for constructing the governing bifurcation equations. These equations consist of (19) (for i = 1) and (20) (for i = 2, 3). For clarity, they are written in a more explicit form below
Here the superscripts" I" and "2" denote differentiations with respect to (7 1 and (7 2 , respectively, and Instead of trying to solve the above equations for the unknown derivatives, a unification technique [11] - [13] will now be used to derive a set of governing relationships. Thus, multiplying the first equation of (22) by «(7 1 ) 2 /2, the second equation by (7 1 (7 2 , and the third one by «(7 2 ) 2 /2, and adding them together yields
upon considering appropriate Taylor expansions of the functions in (9) . Multiplying the first equation of (23) by «(7 1 ) 2 /2, the second equation by (7 1 (7 2 , and the third one by «(7 2 ) 2 /2, and adding results in (29)
Similarly, (24) yields
where
Equations (28), (29), and (30) govern the bifurcation phenom ena in the vicinity of the critical point c. Thus, one first observes
is a solution of these equations; indeed, (31) represents the fundamental equilibrium solution. Static bifurcations from the fundamental equilibrium surface occur for P 2 1 = 0 and can readily be determined from (28) as
assuming that Wil l * O. The case in which WlII discussed in Section VI.
(32)
o will be
On the other hand, PZI '* 0 signifies the emergence of limit cycles, and the behavior surface associated with this family (Hopf bifurcations) is given by
Each point on this surface corresponds to a limit cycle. The frequencies of these limit cycles follow from (30) and are expressed as 0= (w�-2 a�) p.�.
(34)
The limit cycles themselves may be constructed up to first-or second-{)rder terms. Indeed, setting (J' I = P I O and (J'z = Pz!> and using the derivatives (18) in (11), one obtains the first-order approximation
(35)
A second-order approximation takes the form 
Secondary Hopf bifurcation (fram the incipient Hopf bifurcation tolution)
and
where the amplitudes PI!> r11, P IZ , etc., can be determined in terms of PIO and PZ1. by applying the unification technique to the remaining equations in (19), (20), and (21) which involve the rest of the derivatives. The results-expressed up to second-order terms-are given in Appendix A. In particular, note that and r 3 1 = -P21 to first-{)rder, as indicated by (35).
It is also noted here that the perturbation procedure leading to (28), (29), and (30) could have been simplified considerably had one set (1 1 = PIO and (J' 2 = P21 in the beginning of the analysis. The reader can readily recover these equations by adopting such an approach. Nevertheless, the suitability of PIO and P21 for the role of the (J'Q was not a priori evident, and a false choice may have led to wrong conclusions [1OJ.
The solutions are summarized in Table I together with the results obtained in the following two sections.
IV. STABILITY ANALYSIS
For simplicity in notation, let PIO and P21 be denoted by y and p, respectively.
It can be shown that (see the outline of the proof in Appendix B)
that the rate equations
characterize the dynamics in the vicinity of the critical point c.
The equation (37b) can also be inferred from (30) for PZl '* 0 and dOldt = w. On the other hand, (28) and (29) describe the steady states of (37a).
It is noted that setting p.P = 0 in (37) results in a familiar "normal form" up to second-order terms. Langford [1] obtained similar equations via the Lyapunov-Schmidt reduction procedure in an implicit form. Here, the constants are expressed in terms of the system coefficients of the original system, and may facilitate applications to specific problems.
The stability of the solutions may be studied on the basis of the Jacobian of (37a), given by l ey , P; p. P
Evaluating (38) on the fundamental equilibrium surface (31) yields
Thus, the fundamental solution Y = p = 0 is stable if
WllPp. P <O and aiJ p .iJ<O. The critical line (42) describes a dynamic bifurcation boundary where Hopf bifurca tions take place. Clearly, the critical point c lies at the intersection of the static and dynamic bifurcation boundaries (Fig. 1) .
Next. consider the stability of the postcritical equilibrium surface (32). Evaluating (38) on this surface yields (4 3 ) which results in the stability conditions 
WlLl
Comparing the first inequality in (44) with (40), one observes that an exchange oj stabilities occurs between the fundamental and postcritical equilibrium surfaces along the critical line L,. This is in complete analogy with Poincare's "exchange of stabilities" associated with potential systems (see [10] , [17] ). As a consequence of this, if the fundamental surface is stable (unstable) the postcritical equilibrium surface is unstable (stable).
A third critical line may now be identified on the postcritical surface (32) which is defined by (45) Indeed, it is observed that a family of limit cycles may bifurcate from the postcritical equilibrium surface along the critical line L3 (Fig. I) . This secondary Hopj bifurcation phenomenon could have been detected earlier in the bifurcation analysis. As a matter of fact, topological considerations would suggest that any inter section of the postcritical surface (32) and the behavior surface (33) should define a critical line. As a matter of fact, it can readily be verified that such a critical line is identical to L3• In order to visualize the physical phenomena taking place around c, consider an equilibrium path on the fundamental equilibrium surface which is assumed to be stable. Suppose this path intersects L, at a certain point in the vicinity of c; it then follows that the path loses its stability as it crosses L, and the system shifts to a stable equilibrium path on (32). If we keep changing the control parameters, this stable postcritical path may lose its stability upon crossing L), at which point a family of limit cycles emerges (Fig.   1 ). On the other hand, if the fundamental equilibrium path first crosses the critical line L2, then the limit cycles develop at this primary Hopf bifurcation point.
An even more interesting phenomenon arises when the behav ior surface (33) becomes unstable along a fourth critical line L4• In order to explore this phenomenon, evaluate the Jacobian (38) on the behavior surface (33) to obtain which yields the conditions ( WI IP-:' , 11 ail ) /LJ3<O and I,(X, <0
for the orbital stability of the limit cycles.
The critical line
represents the points at which a pair of complex eigenvalues crosses the imaginary axis, resulting in bifurcations into another family of periodic solutions which may lie on certain invariant tori. The frequencies along L4 are given by (4 9 ) where c represents a point on L4• Bifurcating solutions lie on invariant tori if the ratio of the frequencies We and We is irrational. The critical bifurcation lines are sketched in Fig. 1 .
The first-and second-order perturbation equations have pro vided sufficient information for the order of approximations required in the analysis so far. For a detailed analysis of the bifurcating tori, however, a third perturbation is needed, so that the governing bifurcations may be supplemented by higher order terms. Thus, differentiating (10) with respect to aC for a third time and evaluating at the critical point c yields Substituting for w i from (11), comparing the coefficients of the same order harmonics-cos mT and sin mT-and following the procedure which has led to (28), (29), and (30), one finally obtains the governing equations where We = p, .J -IICXI and 11"" < 0. 
where the constant coefficients of the original system (57) are retained for convenience in applications. The Jacobian of (64) is obviously in the fortn of (62) if evaluated on the critical line L4• By assuming a Fourier series representation for the secondary Hopf bifurcation solutions, given by
where f = wt, and applying an intrinsic perturbation technique [8] , one may obtain the asymptotic results concerning the periodic solutions bifurcating from the first family of limit cycles, which leads to a two-dimensional torus. The postcritical behavior surface (the amplitude-parameter relationship) and the amplitude parameter-frequency relationship are given by [8] 1
and 1 -12 (i12 + i21)(fi1l) 2 + 0;
respectively, where ill -i22 and il2 + i21 are identical t0 1'1 1 -1' 22 and 1'1 2 + 1' 21 , respectively, given in [8] and may be expressed here as
. ",>OIP+OI>",r ( 2 W11� -: 1 1
OI � ) ]
I/>�=",P-",� , O =w-w e.
Applying (68), one obtains
and The first-order approximation for the secondary Hopf bifurca tions can now be expressed as Vi =PII cos wt, v 2 = -P1I sin wt (72) where W = We + n, and the P I I and n are determined from (66) and (67), respectively. A more accurate representation, involving higher order terms, can be found in the references mentioned above.
Now, substituting (72) into (59) by using (49) and (63) In addition, </J P and P 11 satisfy (66), p.� satisfies (48), and ({3= 1,2).
Then, replacing the PI . O and PZI in (36) by y and p which are expressed by (73), one finally obtains the asymptotic solutions for the bifurcating torus in terms of the original system's coefficients. The bifurcating two-dimensional torus is sketched in Fig. 2 .
The next objective is to investigate the stability of the bifurcating torus. Unlike limit cycles in which the stability is concerned with transient motions being attracted to or repelled from an orbit, it is necessary to draw attention to the fact that in the present case the bifurcating object is not a unique trajectory, but is a two-parameter family of trajectories lying on a torus in the state space. Our understanding of stability here is the attracting or repelling property of the torus itself, instead of the stability of a single trajector on it. This stability condition can be derived from (64). We have tacitly assumed that the initial bifurcating limit cycles are orbitally stable (otherwise, it does not lead to a torus since the system is already unstable) and a necessary condition for the limit cycles to be stable is /10/ 1 < 0 [see (47)]. When the parameters ."p continue to vary the perturbed system (60) loses its stability and bifurcates into a new set of limit cycles which move around the first bifurcating limit cycles assumed stable initially. Thus, whether or not the bifurcation solution (65) of system (64) is stable determines the stability of the torus with respect to the original system (4). However, the stability of the bifurcating solution (65) is determined by the significant coefficient 111 -122 given by (70). Thus, if Iial < 0 and 111 -122 < 0, the bifurcating torus is asymptotically stable. When 111 -122 = 0, the stability cannot be determined without introducing higher order terms into (57).
The results obtained so far are summarized in Table 1 .
It is important to note that the analytical results obtained above and the information concerning the equilibrium states, oscillatory states (periodic), quasi-periodic states (tori), and the regions of the paranJeter space in which these states may exist-including the critical lines where transitions and jumps from one state to another occur-enable the analyst to design for a certain mode of system operation by assigning appropriate values to control parameters.
VI. SOME SPECIAL CASES
In the above analysis, it is assumed that fla l Will 1= 0 [see (32) and (33)]. If, however, certain coefficients vanish-as may be the case in some applications-the results obtained above may still be valid.
In this section, we consider all the special cases satisfying the condition
In order to analyze these special cases, it is necessary to use (57). Since the analysis is similar to those of Sections IV and V the details will not be repeated. The initial solution is characterized by y=p=o for all special cases and the critical lines along which bifurcations from the initial solution occur are: L I : WII � JLn = 0 along which static bifurcations occur, and L2 : an JL n = 0 along which first Hopf bifurcations occur. Table III summarizes the behavior characteristics of the system under the condition which leads to a symmetric static bifurcation (pitch fork). Under these conditions (57) reduces to a simpler form which is given at the top of Table III .
The sequence of bifurcations in this special case is depicted in Also, Ys and p" appearing in Table III , are in the form of
and the full expression for the stability coefficient til given in [10] .
VII. ApPLICATIONS
In this section, two examples are analyzed to demonstrate the direct applicability of the results and the formulas obtained in the ,'= __ I_ , _ii. '
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SECONDARY HOPF BIFURCATION r CYCLES) Fig. 3 . The bifurcation diagram for the symmetric case.
preceding sections. These two examples are concerned with control systems and are very common in electrical network theory and control theory. These systems can easily be constructed in a quite simple electrical or mechanical laboratory. In both cases, when the control parameters vary, the systems exhibit various bifurcation phenomena as described in the theory. Example 1: An Electrical Network with Two Nonlinear Elements: An electrical network with two nonlinear elements shown in Fig. 4 is considered. The network consists of an inductor L, two capacitors CI and C 2 , two resistors R2 and R 2 , a tunnel diode, and a conductance. Suppose L, C I , C 2, RI, and R2 are linear components, in addition, RI may be varied, while the tunnel-diode and the conductance are nonlinear elements, and they both are voltage-controlled. The current iL in the inductor and the voltages v C I and v C2 across the capacitors CI and C2, respectively, are chosen as the state variables, and the state equations of the Fig. 4 . A nonlinear electrical network.
network are described by
where the functions II and 12 describe the characteristics of the tunnel-diode and the conductance, respectively, which are given by Denoting the state variables iL, vC I ' and vC 2 by Zl, Z 2 , and Z3, respectively, and assuming that L, C" C2, and R 2 have the values, I, I, I, and 4.45735 in corresponding units, respectively, one obtains the following equations:
where we have truncated the function/2 to the third-order terms. R I is treated as another control parameter, which is therefore replaced by 7J2.
The initial equilibrium solution is described by Zi = 0 (since Zi It can be demonstrated that at the critical point c, defined by 7J � = 1.26646, 7J� = 0.8, the Jacobian has a zero and a pair of pure iG equilibrium surface y = p = 0 along the critical line Since 110!1 < 0, bifurcations into a torus may occur if, in addition, the following condition:
is satisfied. Along this critical line, the family of limit cycles loses stability and bifurcates into a torus. The second frequency of the torus is given by 
Since 'ill -'i 22 = 58.60123 > 0, the bifurcating torus is unstable.
Example 2: A Non linear Control System: Next, we consider a nonlinear control system shown in Fig. 6 , where N.C.
represents the control part approximated by a nonlinear function (102) with e as the error function, and 1/ I as a certain control parameter. Equation (102) may also be represented by Fig. 5 if the variables io and Vo are replaced by m and e, respectively (for 1/ I > 0). pes)
is the transfer function of the system described by P(s) = s2-s + 1 s(s+ 1)(s+712)+ 3 /4 (10 3 )
where '1/2 is another independent control parameter. rand c are the input and output of the system, respectively. In tenns of the error signal e, the feedback system is described by the following differential equation: 
The characteristic polynomial of the Jacobian matrix (106) is given by with the Jacobian matrix in the canonical form (3) and We = 11)2. Next, applying the formulas (53)-(56) to (111) results in (112) and
which is the symmetric case considered in Table III . Thus, applying the formulas listed in that table, one can easily obtain the stability conditions for the initial equilibrium solution y = p = 0 (Wi = 0) as
which in turn results in two critical lines. One of these is given by (115) along which static bifurcations from the fundamental equilibrium surface occur, and the postcritical surface is expressed by
On the other hand, the critical line (117) defines the points at which a family of limit cycles emerges from the fundamental surface, which are described by y=o.
The secondary Hopf bifurcations may occur from the static bifurcating solution (116) along the critical line It is noted from the theory (see Table Ill bifurcates from the fundamental equilibrium surface y = p = 0 along the critical line Lj, then, as the parameters cross the critical line L3, the static bifurcating solution loses its stability and bifurcates into a family of limit cycles described by (120). The critical lines associated with various bifurcation phenom ena are illustrated in Fig. 7 . It is noted that applying the Hurwitz criterion [18] to the original system (106), one may confirm the stable region for the fundamental equilibrium surface (y = p = 0) as indicated in Fig. 7 , in the vicinity of the critical point c. In this Appendix, a brief outline of an approach leading to the demonstration of the local equivalence of (37) to the original system (4) is described. Thus, in order to demonstrate that the local dynamics and bifurcation behavior of the original system are embraced by the differential equations (37), consider the original system
whose Jacobian (evaluated at the critical point c) is in the canonical form where T is also replaced by 6.
(BS)
Now, substituting (B5) into (84) and solving for dy/dt, dp/dt, and pdO/dt, one obtains after a lengthy but straightforward algebra . Truncating the high order terms and using (25)-(27) results in (37).
