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Introduction
We construct three classes of examples of purely infinite, simple, unital C∗–algebras,
which may be of special interest. Some of these constructions use Voiculescu’s theory freeness
and his construction of reduced free products of operator algebras, (see [14], see also [1]).
The first class of examples consists of separable, purely infinite, simple, unital C∗–algebras
which are not approximately divisible in the sense of [2]. These are the first such examples,
and they are constructed by applying a theorem of L. Barnett [4] concerning free products of
von Neumann algebras, and using an enveloping result proved in this paper. The existence
of C∗–algebras with these properties was claimed in [2, Example 4.8], but the proposed proof
was later seen to be slightly deficient. With Kirchberg’s result, which entails that all nuclear,
simple, purely infinite C∗–algebras are approximately divisible, (see §1), these examples have
become more important and deserving of a complete and correct description.
Skipping ahead, the third class of examples consists of reduced free products of C∗–
algebras. Relatively little is understood about the order structure of the K0 group of reduced
free product C∗–algebras, and the knowledge of whether projections in these C∗–algebras are
finite or infinite is sporadic. Thus, they are worthy objects of interest, particularly in light of
the open question of whether a simple C∗–algebra can be infinite but not purely infinite. We
investigate a certain class of reduced free products involving non–faithful states, namely
(A, ϕ) = (A,ϕA) ∗ (Mn(C)⊗B,ϕn ⊗ ϕB),
where A 6= C and B are C∗–algebras with states ϕA and ϕB , and where ϕn is the state on
Mn(C) whose support is a minimal projection. We show that A can be realized as the n× n
matrices over the crossed product of a C∗–algebra by an endomorphism. We go on to show
that, under fairly mild hypotheses, A is purely infinite and simple.
Both the second and (as mentioned above) the third class of examples involve crossed
products of unital C∗–algebras by non-unital endomorphisms. These are thus in the spirit of
Cuntz’s presentation of the algebras On [6]. We give sufficient conditions for such a crossed
product to be purely infinite and simple. The second class of examples is the case of the
crossed product, A ⋊σ N, of A =
⊗∞
1 B, for B simple and unital, by the endomorphism
σ(a1⊗ a2⊗ · · · ) = p⊗ a1⊗ a2⊗ · · · , for p ∈ B a proper projection. Indeed, the Cuntz algebra
On is obtained when B =Mn(C) and p is a minimal projection. We show that all such A⋊σN
are purely infinite and simple.
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§1. Non–approximately divisible C∗–algebras
We show in this section that a theorem of L. Barnett implies that there exist purely infi-
nite, simple, separable, unital C∗–algebras that are not approximately divisible. In particular,
if A is such a C∗–algebra, then A is not isomorphic to A⊗O∞.
E. Kirchberg has recently proved that if A is a purely infinite, simple, separable, nuclear,
unital C∗–algebra, then there exists a sequence of unital ∗–homomorphisms µn : O∞ → A such
that µn(b)a− aµn(b)→ 0 as n→∞ for all a ∈ A and b ∈ O∞. He concludes from this that A
is isomorphic to A⊗O∞ (see [9]). Since O∞ itself is purely infinite, simple, separable, nuclear
and unital, it follows that O∞ is isomorphic to O∞⊗O∞. Hence A is isomorphic to A⊗O∞ if
and only if A is (isomorphic to) B⊗O∞ for some C∗–algebra B. In [2] a unital C∗–algebra A
is called approximately divisible if there exists a sequence (or a net, if A is non–separable) of
unital ∗–homomorphisms µn :M2(C)⊕M3(C)→ A such that µn(b)a− aµn(b)→ 0 as n→∞
for all a ∈ A and b ∈ M2(C) ⊕M3(C). Since there is a unital embedding of M2(C) ⊕M3(C)
into O∞, we conclude from the remarks above that each C∗–algebra, which is isomorphic to
A⊗O∞ for some unital C∗–algebra A, is approximately divisible.
Theorem 1.1. (L. Barnett [4]). There is a type III–factor M with a faithful normal state ϕ
and with elements a, b, c ∈M such that
‖x− ϕ(x) · 1‖ϕ ≤ 14max{‖[x, a]‖ϕ, ‖[x, b]‖ϕ, ‖[x, c]‖ϕ}
for every x ∈M.
Corollary 1.2. Let M and a, b, c ∈ M be as above. Suppose A is a unital C∗–subalgebra of
M which contains a, b and c. Then A is not approximately divisible.
Proof. Suppose, to reach a contradiction, that A is approximately divisible. Then there is a
unital ∗–homomorphism µ :M2(C)⊕M3(C)→ A, such that
max{‖[a, µ(x)]‖, ‖[b, µ(x)]‖, ‖[c, µ(x)]‖} ≤ 1
30
‖x‖
for all x ∈ M2(C) ⊕ M3(C). There is a projection e ∈ M2(C) ⊕ M3(C) such that 1/3 ≤
ϕ(µ(e)) ≤ 1/2, where ϕ is the faithful normal state from Theorem 1.1. Indeed, the set Γ of
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projections (p, q) ∈ M2(C) ⊕M3(C), where dim(p) = dim(q) = 1 is connected. Moreover,
there exist e1, e2, e3 ∈ Γ such that 1 = e1 + e2 + e′3 and 0 ≤ e′3 ≤ e3, whence 1/3 ≤ ϕ(µ(e))
and ϕ(µ(f)) ≤ 1/2 for some e, f ∈ Γ.
Put p = µ(e). From Theorem 1.1 we get ‖p − ϕ(p)1‖ϕ ≤ 14/30 since ‖ · ‖ϕ ≤ ‖ · ‖. On
the other hand, since p is a projection, we have
‖p− ϕ(p)1‖2ϕ = ϕ(p)− ϕ(p)2 ≥ 2/9,
a contradiction. 
Here is the enveloping result mentioned in the introduction.
Proposition 1.3. Let B be a unital (non–separable) C∗–algebra, and let X be a countable
subset of B.
(i) If B is simple and purely infinite, then there exists a separable, unital, simple and
purely infinite C∗–algebra A such that X ⊆ A ⊆ B.
(ii) If B is nuclear, then there exists a separable, unital, nuclear C∗–algebra A such that
X ⊆ A ⊆ B.
(iii) If B is simple, purely infinite and nuclear, then there exists a separable, unital, simple,
purely infinite and nuclear C∗–algebra A such that X ⊆ A ⊆ B.
Proof. The proofs of (i) and (ii) are easily obtained from the proof given below of (iii).
Suppose B is simple, purely infinite and nuclear. We may assume that 1B ∈ X so that
X ⊆ A will imply that A is unital. Recall that a unital C∗–algebra D is simple and purely
infinite if and only if for each positive, non–zero a ∈ D there exists x ∈ D with xax∗ = 1.
Moreover, x above can be chosen to have norm less than 2‖a‖−1/2.
We will show how to construct a sequence X = X0 ⊆ X1 ⊆ X2 ⊆ · · · of countable subsets
of B, a sequence A1 ⊆ A2 ⊆ A3 ⊆ · · · of separable C∗–subalgebras of B, and a sequence
Φ0 ⊆ Φ1 ⊆ Φ2 ⊆ · · · of countable families of completely positive, finite rank contractions from
B into B such that the following four conditions hold for every n ≥ 0.
(a) For all ε ≥ 0 and for each finite subset F of Xn there exists ϕ ∈ Φn such that
‖ϕ(x)− x‖ < ε for all x ∈ F .
(b) ϕ(Xn) ⊆ An+1 for all ϕ ∈ Φn.
(c) Xn+1 is a dense subset of An+1, and Xn+1 ∩A+n+1 is a dense subset of A+n+1.
(d) For each positive, non–zero a ∈ Xn there exists an x ∈ An+1 such that ‖x‖ ≤ 2‖a‖−1/2
and xax∗ = 1.
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Indeed, given Xn, since there are only countably many finite subsets of Xn, by the Choi–
Effros characterization of nuclearity, we can find a countable family Φn of completely positive
finite rank contractions satisfying (a). Moreover, if n ≥ 1, then we may insist that Φn ⊇ Φn−1.
For each positive, non–zero element a in B choose x(a) ∈ B such that ‖x(a)‖ ≤ 2‖a‖−1/2 and
x(a)ax(a)∗ = 1. Suppose Xn, Φn and An are given (where A0 = {0}). Let An+1 be the
C∗–algebra generated by An and the countable set
{ϕ(x) | x ∈ Xn , ϕ ∈ Φn} ∪ {x(a) | a ∈ Xn , a ≥ 0, a 6= 0}.
Then An+1 is a separable C
∗–subalgebra of B, An ⊂ An+1, and (b) and (d) hold. Now choose
a countable subset Xn+1 of B such that Xn ⊆ Xn+1 and such that (c) holds.
Set
A =
∞⋃
n=1
An , Y =
∞⋃
n=0
Xn , Φ =
∞⋃
n=0
Φn.
Then Y is a countable dense subset of A and ϕ(A) ⊆ A for all ϕ ∈ Φ. Hence, by (a), A is a
separable, nuclear C∗–subalgebra of B which contains X : (= X0). We must also show that
A is simple and purely infinite. Assume a ∈ A is positive and non–zero. By (c) we can find a
(non–zero) positive a′ ∈ Xn for some n ∈ N such that ‖a − a′‖ ≤ 15‖a‖. By (d) there exists
y ∈ A such that ya′y∗ = 1 and ‖y‖ ≤ 2‖a′‖−1/2. This implies that
‖yay∗ − 1‖ ≤ ‖y‖2 · ‖a− a′‖ < 1.
Hence yay∗ is invertible. Set x = (yay∗)−1/2y ∈ A. Then xax∗ = 1 as desired. 
Theorem 1.4. There exist C∗–algebras which are separable, unital, simple and purely infinite,
but not approximately divisible.
Proof. Combine Corollary 1.2 and Proposition 1.3 (i) with B =M and X = {a, b, c}. Recall
from [7] that every countably decomposable type III–factor is simple and purely infinite. 
Proposition 1.3 also allows us to sharpen Kirchberg’s result, which was discussed at the
beginning of this section, on the approximate divisibility of nuclear, simple, purely infinite,
unital C∗–algebras. Recall for this that a (non–unital) C∗–algebraA is approximately divisible
if A has an approximate unit consisting of projections and if pAp is approximately divisible
(in the sense of [2]) for all projections p in A.
Theorem 1.5. (cf. Kirchberg [9]). Every nuclear, simple, purely infinite C∗–algebra is ap-
proximately divisible.
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Proof. Suppose A is a nuclear, simple, purely infinite C∗–algebra. Then A has real rank
zero by [15] and so, by [5], A has an approximate unit consisting of projections. For each
(non–zero) projection p in A, pAp is nuclear, simple and purely infinite.
Let F be a finite subset of pAp. By Proposition 1.3 (iii) there exists a unital, separable,
nuclear, simple, purely infinite C∗–subalgebra A0 of pAp such that F ⊂ A0. From Kirchberg’s
theorem [9], A0 is isomorphic to A0 ⊗ O∞ and (so) A0 is approximately divisible. It follows
that there, for each ε > 0, exists a unital ∗–homomorphism µ :M2(C)⊕M3(C)→ A0 satisfying
‖µ(b)a − aµ(b)‖ ≤ ε‖b‖ for all a ∈ F and b ∈ M2(C) ⊕M3(C). Hence pAp is approximately
divisible. 
§2. Crossed products
Associate to each pair consisting of a unital C∗–algebra A and an injective endomorphism
σ on A the crossed product A⋊σ N, which is the universal C
∗–algebra generated by a copy of
A and an isometry s such that sas∗ = σ(a) for all a ∈ A. The isometry s is non–unitary if σ
is not unital.
Let A¯ be the inductive limit of the sequence
A
σ→ A σ→ A σ→ · · · ,
and let µn : A→ A¯ be the corresponding ∗–homomorphisms, which satisfy µn+1 ◦ σ = µn and
A¯ =
∞⋃
n=1
µn(A).
Observe that µn : A → µn(1)A¯µn(1) is an isomorphism if and only if σ is a corner endomor-
phism, i.e. if σ : A→ σ(1)Aσ(1) is an isomorphism. If σ is not a corner endomorphism, then
A and A¯ need not be stably isomorphic.
There is an automorphism α on A¯ given by α(µn(a)) = µn(σ(a)) (= µn−1(a)) for a ∈ A.
The map µn : A → A¯ extends to an isomorphism µˆn : A ⋊σ N → µn(1)(A¯⋊α Z)µn(1) which
satisfies α ◦ µˆn = µn ◦ σ.
Summarizing results from [10] and [13] we get the following sufficient conditions to ensure
that crossed products by Z and by N are purely infinite and simple.
Theorem 2.1.
(i) Let A be a C∗–algebra, A 6= C, and let α be an automorphism on A. Suppose that αm
is outer for all m ∈ N and that A has an approximate unit of projections (pn)∞1 with
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the property that for each n ∈ N and for each non–zero hereditary C∗–subalgebra B
of A there is a projection in B which is equivalent to αm(pn) for some m ∈ Z. Then
A⋊α Z is purely infinite and simple.
(ii) Let A be a unital C∗–algebra, A 6= C, and let σ be an injective endomorphism on A.
Let α be the automorphism on A¯ associated with σ as described above. Suppose that αm
is outer for all m ∈ N, and suppose that for each non–zero hereditary C∗–subalgebra
B of A there is a projection in B which is equivalent to σm(1) for some m ∈ N. Then
A⋊σ N is purely infinite and simple.
Proof. (i) By [13, Theorem 2.1] and its proof, the claim follows if the conclusions of Lemmas
2.4 and 2.5 in [13] hold. Now, [13], Lemma 2.4, holds whenever αm is outer for all m ∈ N.
Secondly, the conclusion of [13], Lemma 2.5, is equivalent to the assertion that every non–zero
hereditary C∗–subalgebra of A contains a projection, which is infinite relative to the crossed
product A ⋊α Z. To prove this from the assumptions in (i), it suffices to show that at least
one of the projections in the approximate unit (pn)
∞
1 is infinite in A⋊α Z.
Since A 6= C there is an n ∈ N such that pnApn 6= Cpn. Let B be a non–trivial hereditary
C∗–subalgebra of pnApn and let q be a projection in B which is equivalent to α
m(pn) for
an appropriate m ∈ Z. Because αm(pn) is equivalent to pn in A ⋊α Z and q is a proper
subprojection of pn, we conclude that pn is infinite.
(ii) Since A⋊σ N is isomorphic to µ1(1)(A¯⋊α Z)µ1(1), it suffices to show that A¯⋊α Z is
simple and purely infinite. Set pn−m = µn(σ
m(1)). Then (pn)n∈Z is an increasing approximate
unit of projections for A¯, and α(pn) = pn−1. It suffices, by (i), to show that each non–zero
hereditary C∗–subalgebra B of A¯ contains a projection equivalent to pn for some n ∈ Z.
Equivalently, we must show that for each non–zero positive a in A¯, we have pn = xax
∗ for
some n ∈ Z and some x ∈ A¯. Find m ∈ N and b in A+ such that ‖µm(b) − a‖ ≤ 12‖a‖. It
follows from [12], 2.2 and 2.4, that yay∗ = µm(c) for some non–zero positive c in A and some
y in A¯. By assumption, σk(1) = zcz∗ for some k ∈ N and some z ∈ A. Hence pn = xax∗ when
n = m− k and x = µm(z)y. 
We shall consider the following more specific example. Let B be a simple, unital C∗–
algebra which contains a non–trivial and proper projection p. Set
A =
∞⊗
j=1
B, (1)
and let σ be the injective endomorphism on A given by σ(a) = p⊗ a. In (1), one must take
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tensor product norms making A into a C∗–algebra such that σ exists and is injective. This is
possible, for example, by using always ⊗min or always ⊗max.
Theorem 2.2. With A and σ as above, the crossed product A ⋊σ N is simple and purely
infinite.
The theorem is proved in a number of lemmas that verify that the conditions in Theorem
3.1 (ii) hold.
Lemma 2.3. If α is the automorphism on A¯ associated to σ, then αm is outer for every
m ∈ N.
Proof. If αm were inner, then αm(a) = a for some non–zero a ∈ A¯. As before, set pn−m =
µn(σ
m(1)) and let
en = 1⊗ 1⊗ · · · ⊗ 1⊗ p⊗ 1⊗ · · · ∈ A,
with p in the n’th tensor factor. Then ‖pnapn − a‖ tends to 0 and ‖µn(1 − e2n)a‖ tends to
‖a‖ as n tends to infinity, and p−n is orthogonal to µn(1− e2n) for all n. Because
‖pn+mapn+m − a‖ = ‖αm(pn+mapn+m − a)‖ = ‖pnapn − a‖,
it follows that a = pnapn for all n ∈ Z. Hence µn(1 − e2n)a = 0 for all n ∈ N, which entails
that a = 0, in contradiction with our assumptions. 
For the remaining part of the proof of Theorem 2.2 we need to consider comparison theory
for positive elements as described in [7], [3] and [12]. We remind the reader of the basic theory.
Let A be a C∗–algebra and set M∞(A) =
⋃∞
n=1Mn(A). For a, b ∈ M∞(A)+ write a - b
if there is a sequence (xn) in M∞(A) such that xnbx
∗
n → a. This order relation extends the
usual Murray–von Neumann ordering of the projections in M∞(A). If a ∈ A+ and if p is a
projection in A, then p - a if and only if p is equivalent to a projection in the hereditary
C∗–subalgebra aAa, which again is the case if and only if p = xax∗ for some x ∈ A.
Let a, b ∈ M∞(A)+. Write a ∼ b if a - b and b - a, and let a ⊕ b be the element of
M∞(A)
+ obtained by taking direct sum. Put
S(A) =M∞(A)
+/ ∼ ,
let 〈a〉 ∈ S(A) denote the equivalence class containing a ∈M∞(A)+, set 〈a〉+〈b〉 = 〈a⊕b〉 and
write 〈a〉 ≤ 〈b〉 if a - b. Then (S(A),+,≤) is an abelian preordered semigroup. Let DF (A)
be the set of states on S(A), i.e. the set of additive, order preserving functions d : S(A)→ R
such that sup{d(〈a〉) | a ∈ A} = 1.
PURELY INFINITE SIMPLE C∗–ALGEBRAS 9
Lemma 2.4. (cf. [8, Lemma 4.1]). If A is a unital simple C∗–algebra, and if t, t′ ∈ S(A) are
such that d(t) < d(t′) for all d ∈ DF (A), then nt ≤ nt′ for some n ∈ N.
Proof. The set of dimension functions DF (A) is weakly compact, which entails that
(c =) sup{d(t)/d(t′) | d ∈ DF (A)} < 1.
Find m,m′ ∈ N such that c < m′/m < 1. Then d(mt) < d(m′t′) for all d ∈ DF (A). By [12],
3.1, this implies that kmt+ u ≤ km′t′ + u for some k ∈ N and some u ∈ S(A). Because A is
algebraically simple being a simple unital C∗–algebra, every non–zero element of S(A) is an
order unit for S(A). It follows that lk(m −m′)t′ ≥ u for some l ∈ N. Repeated use of the
inequality kmt+ u ≤ km′t′ + u yields lkmt+ u ≤ lkm′t′ + u. Hence, if n = lkm, then
nt ≤ lkmt+ u ≤ lkm′t′ + u ≤ lkm′t′ + lk(m−m′)t′ = nt′,
as desired. 
Lemma 2.5. Let A be a unital, simple, infinite dimensional C∗–algebra. For each non–zero
a in A+ and for each m ∈ N there is a non–zero b in A+ such that m〈b〉 ≤ 〈a〉 in S(A).
Proof. It suffices to show this in the case where m = 2. Since A is infinite dimensional
there exist two non–zero mutually orthogonal positive elements a1 and a2 in the hereditary
subalgebra aAa. Observe that 〈a1〉 + 〈a2〉 = 〈a1 + a2〉 ≤ 〈a〉. By [11], 3.4, there is a unitary
u in A such that
ua1Aa1 u
∗ ∩ a2Aa2 6= {0}.
Let b be a non–zero positive element in this intersection. Then b ∈ a2Aa2 and u∗bu ∈ a1Aa1,
whence 〈b〉 ≤ 〈a1〉 and 〈b〉 ≤ 〈a2〉. This implies 2〈b〉 ≤ 〈a〉. 
Lemma 2.6. Let A be a C∗–algebra, let A0 be a C
∗–subalgebra of A and suppose that a, b ∈ A+0
are such that n〈a〉 ≤ n〈b〉 in S(A0) for some n ∈ N. Suppose further that for some m ∈ N there
is a set of matrix units (eij)1≤i,j≤n in Mm(A ∩A′0) and that there is a projection e ∈ A ∩ A′0
such that
eˆ =


e 0
0
. . .
0 0

 ∈Mm(A ∩A′0)
is equivalent to e11 in Mm(A ∩ A′0). Then n〈ae〉 ≤ m〈b〉 in S(A).
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Proof. Put
a¯ =


a 0
a
. . .
0 a

 , b¯ =


b 0
b
. . .
0 b

 ∈Mn(A0).
Then 〈a¯〉 = n〈a〉 and 〈b¯〉 = n〈b〉, and so 〈a¯〉 ≤ 〈b¯〉 in S(A0). It follows that xk b¯x∗k → a¯ for
some sequence (xk) in Mn(A0). Let xk(i, j) ∈ A0 be the (i, j)’th entry of xk, set
a˜ =


a 0
a
. . .
0 a

 , b˜ =


b 0
b
. . .
0 b

 , x˜k(i, j) =


xk(i, j) 0
xk(i, j)
. . .
0 xk(i, j)


in Mm(A0), and set
yk =
n∑
i,j=1
x˜k(i, j)eij ∈Mm(A).
Then
yk b˜ y
∗
k =
∑
i,j,α
x˜k(i, α) b˜ x˜k(j, α)
∗eij → a˜
n∑
i=1
eii.
Since a˜ commutes with Mm(A ∩A′0) and eˆ is equivalent to eii in Mm(A ∩A′0) we get
n〈ae〉 = n〈a˜eˆ〉 =
n∑
i=1
〈a˜eii〉 = 〈a˜
n∑
i=1
eii〉 ≤ 〈b˜〉 = m〈b〉.

Lemma 2.7. Let A be a C∗–algebra, and let (An)
∞
1 be an increasing sequence of C
∗–subalgebras
of A whose union is dense in A.
(i) For every non–zero positive element a in A there is an n ∈ N and a non–zero positive
element b in An such that 〈b〉 ≤ 〈a〉 in S(A).
(ii) If p is a projection in An and b is a positive element in An such that 〈p〉 ≤ 〈b〉 in S(A),
then 〈p〉 ≤ 〈b〉 in S(Am) for some m ≥ n.
Proof. (i) This follows easily from [12], 2.2 and 2.4.
(ii) If 〈p〉 ≤ 〈b〉 in S(A), then p = xbx∗ for some x in A (by [12], 2.4). Find m ≥ n and
y ∈ Am such that ‖yby∗ − p‖ < 1/2. Then p - yby∗ (relative to Am) by [12], 2.2, whence
〈p〉 ≤ 〈b〉 in S(Am). 
Let in the following A and σ be as in Theorem 2.2. Set
An =
( n⊗
j=1
B
)⊗ C1⊗ C1⊗ · · · ⊆ A.
Then (An)
∞
1 is an increasing sequence of subalgebras of A whose union is dense in A.
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Lemma 2.8. There exists m ∈ N such that for each n ∈ N there exists k ∈ N for which
n〈σk(1)〉 ≤ m〈1〉 in S(A).
Proof. Observe first that 1−σ(1) (= (1−p)⊗1⊗· · · ) is non–zero. Accordingly, 〈1−σ(1)〉 is an
order unit for S(A), and so 〈σ(1)〉 ≤ m〈1−σ(1)〉 for somem ∈ N. Hence (m+1)〈σ(1)〉 ≤ m〈1〉,
which again implies that (m+ 1)〈σk(1)〉 ≤ m〈σk−1(1)〉 for all k ∈ N. We therefore have
j〈σk−1(1)〉 ≥ (j + 1)〈σk(1)〉
for every k ∈ N and every j ≥ m. Thus
m〈1〉 ≥ (m+ 1)〈σ(1)〉 ≥ (m+ 2)〈σ2(1)〉 ≥ (m+ 3)〈σ3(1)〉 ≥ · · · ,
from which the claim easily follows. 
Lemma 2.9. For each non–zero a ∈ A+ there are integers k, n ≥ 1 such that n〈σk(1)〉 ≤ n〈a〉.
Proof. By Lemma 2.4 it suffices to show that there exists an integer k such that d(〈σk(1)〉) <
d(〈a〉) for all d ∈ DF (A). Put
c = inf{d(〈a〉) | d ∈ DF (A)} > 0,
let m ∈ N be as in Lemma 2.8 and find n ∈ N such that m/n < c. Then by Lemma 2.8 there
is k ∈ N such that n〈σk(1)〉 ≤ m〈1〉, and so d(〈σk(1)〉) < c ≤ d(〈a〉) for all d ∈ DF (A). 
Proof of Theorem 2.2. By Theorem 2.1 (ii) and Lemma 2.3 it suffices to show that for each
non–zero positive a in A there is a k ∈ N such that 〈σk(1)〉 ≤ 〈a〉.
Let m ∈ N be as in Lemma 2.8 and use Lemma 2.5 to find a non–zero positive b in A
with m〈b〉 ≤ 〈a〉. Use Lemma 2.7 (i) to find l ∈ N and a non–zero positive element b1 in Al
with 〈b1〉 ≤ 〈b〉. According to Lemma 2.9 and the choice of m there exist k1, k2, n ∈ N such
that n〈σk1(1)〉 ≤ n〈b1〉 and n〈σk2(1)〉 ≤ m〈1〉. Use Lemma 2.7 (ii) to find j ≥ max{l, k1}
such that the inequality n〈σk1(1)〉 ≤ n〈b1〉 holds in S(Aj). Let λ be the j′th power of the
one–sided Bernoulli–shift on A. Then λ is an endomorphism on A whose image is equal to
A∩A′j . Observe that n〈λ(σk2(1))〉 ≤ m〈1〉 in S(A∩A′j). It follows that there exists a system
of matrix units (eij)1≤i,j≤n in Mm(A ∩A′j) such that e11 is equivalent to
eˆ =


λ(σk2(1)) 0
0
. . .
0 0

 ∈Mm(A ∩A′j)
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relative to Mm(A ∩A′j). Set k = j + k2 (≥ k1 + k2). Then Lemma 2.6 yields
〈σk(1)〉 ≤ 〈λ(σk2(1))σk1(1)〉 ≤ n〈λ(σk2(1))σk1(1)〉 ≤ m〈b1〉 ≤ 〈a〉
as desired. 
§3. Purely infinite simple free product C∗–algebras
In this section, we use Theorem 2.1 to show that certain C∗–algebras arising as reduced
free products are purely infinite and simple.
For any C∗–algebra A with state ϕ, denote the defining mapping A→ L2(A,ϕ) by a 7→ aˆ.
For a Hilbert space, H, we denote by K(H) the C∗–algebra of compact operators on H.
Theorem 3.1. Let A 6= C and B be C∗–algebras with states ϕA and ϕB, respectively, whose
G.N.S. representations are faithful. Fix N ∈ {2, 3, 4, . . . }, let (eij)1≤i,j≤N be a system of
matrix units for MN (C) and let ϕN denote the state on MN(C) such that ϕN (e11) = 1.
Consider the reduced free product C∗–algebra,
(A, ϕ) = (A,ϕA) ∗ (MN(C)⊗B,ϕN ⊗ ϕB).
If the pair
(
(A,ϕA), (B,ϕB)
)
has property Q, defined below, then A is simple and purely
infinite.
Several of the intermediate results in the proof of this theorem are valid also without
assuming property Q; we will explicitly remark that we need property Q whenever this is the
case. Let us now define property Q. Write
HA = L
2(A,ϕA),
o
HA = HA ⊖ C1ˆ,
HB = L
2(B,ϕB),
o
HB = HB ⊖ C1ˆ,
and let λA and λB denote the left actions of A on HA, respectively B on HB . Denote by
A ∗r B the reduced C∗–algebra free product,
(A ∗r B,ϕA∗B) = (A,ϕA) ∗ (B,ϕB).
Let HA∗B = L
2(A ∗r B,ϕA∗B) and denote the usual left action (see [14, §1.5]) of A ∗r B on
HA∗B by λA∗B . We have
HA∗B = C1ˆ⊕
⊕
n≥1
Xj∈{A,B}
Xj 6=Xj+1
o
HX1 ⊗ · · · ⊗
o
HXn .
PURELY INFINITE SIMPLE C∗–ALGEBRAS 13
Define the following subsets of HA∗B :
F =
o
HA ⊕
⊕
n≥1
o
HA ⊗ (
o
HB ⊗
o
HA)
⊗n
Fl = F⊕ (
o
HB ⊗ F)
Fr = F⊕ (F⊗
o
HB).
Identify HB with the subspace, C1ˆ⊕
o
HB ⊆ HA∗B . Let V be the isometry from HA∗B ⊖HB
onto Fl ⊗ HB that sends
o
HX1 ⊗ · · · ⊗
o
HXn to (
o
HX1 ⊗ · · · ⊗
o
HXn) ⊗ 1ˆ if Xn = A and to
(
o
HX1 ⊗ · · · ⊗
o
HXn−1)⊗
o
HB if Xn = B.
Definition 3.2. Let pB be the orthogonal projection from HA∗B onto HB . We say that the
pair
(
(A,ϕA), (B,ϕB)
)
has property Q if
V (1− pB)λA∗B(A ∗r B)(1− pB)V ∗
⋂ (
K(Fl)⊗B(HB)
)
= {0}.
Proposition 3.3.
(
(A,ϕA), (B,ϕB)
)
has property Q if any of the following conditions are
satisfied:
(i) (A,ϕA) = (C
∗
r (G1), τG1) and (B,ϕB) = (C
∗
r (G2), τG2) where G1 and G2 are nontrivial
discrete groups and τGι is the canonical trace on C
∗
r (Gι);
(ii) there are unitaries uA ∈ B(HA)∩λA(A)′ and uB ∈ B(HB)∩λB(B)′ such that uA1ˆA ⊥
1ˆA and uB 1ˆB ⊥ 1ˆB;
(iii) B = C and λA(A) ∩K(HA) = {0};
(iv) B is finite dimensional and λA∗B(A ∗r B) ∩K(HA∗B) = {0}.
Proof. It is clear that (iii) =⇒ (iv) =⇒ property Q. Since the right translation operators on
l2(Gι) are unitaries commuting with the left translation operators, if (A,ϕA) and (B,ϕB) are
as in condition (i) then condition (ii) is satisfied. Hence we must only show that condition (ii)
implies property Q. Assume (ii) is satisfied and let 0 6= x ∈ A ∗r B, x ≥ 0. We will show that
V (1−pB)λA∗B(x)(1−pB)V ∗ 6∈ K(Fl)⊗B(HB). There is ζ ∈ HA∗B such that 〈λA∗B(x)ζ, ζ〉 6= 0
and we may assume without loss of generality that either
ζ = 1ˆ,
or ζ ∈
o
HB ,
or ζ ∈ (
o
HA ⊗
o
HB)
⊗n, some n ≥ 1,
or ζ ∈
o
HB ⊗ (
o
HA ⊗
o
HB)
⊗n, some n ≥ 1,


(2)
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or
ζ ∈
o
HA,
or ζ ∈ (
o
HB ⊗
o
HA)
⊗n, some n ≥ 1,
or ζ ∈
o
HA ⊗ (
o
HB ⊗
o
HA)
⊗n, some n ≥ 1.


(3)
Let
σA : B(HA)→ B(HA∗B),
σB : B(HB)→ B(HA∗B)
be the “right actions” as in [14, §1.6], so that, by Voiculescu’s characterization of the commu-
tant, σA(uA), σB(uB) ∈ λA∗B(A ∗r B)′ ∩B(HA∗B). If one of the four cases in (2) holds then
let wm = (σB(uB)σA(uA))
m so that, e.g.,
wm(
o
HA ⊗
o
HB)
⊗n ⊆ (
o
HA ⊗
o
HB)
⊗n+m.
On the other hand, if one of the three cases in (3) holds then let wm = (σA(uA)σB(uB))
m.
Then for every m ≥ 1, V wmζ ∈ (PkmFl) ⊗ HB, where Pk is the projection from Fl onto
(
o
HB ⊗
o
HA)
⊗k/2 if k is even and onto
o
HA⊗ (
o
HB ⊗
o
HA)
⊗(k−1)/2 if k is odd, and where kj+1 =
kj + 2 for all j ≥ 1. In particular, w1ζ, w2ζ, w3ζ, . . . is a sequence of mutually orthogonal
vectors, all having the same norm. But because wm is a unitary that commutes with λA∗B(x),
〈λA∗B(x)wmζ, wmζ〉 = 〈λA∗B(x)ζ, ζ〉 6= 0 for all m, hence V (1 − pB)λA∗B(x)(1 − pB)V ∗ 6∈
K(Fl)⊗B(HB). 
Now we prove Theorem 3.1 and we begin by examining L2(A, ϕ). Note that (eˆn1)1≤n≤N
is an orthonormal basis for L2(MN(C), ϕN ) and that eˆ11 = 1ˆ. Thus
HMN (C)⊗B
def
= L2(MN(C)⊗B,ϕN ⊗ ϕB) =
N⊕
n=1
eˆn1 ⊗HB .
Let
o
HMN (C)⊗B = HMN (C)⊗B ⊖ C(eˆ11 ⊗ 1ˆB). By Voiculescu’s construction,
H
def
= L2(A, ϕ) = C1ˆ⊕
⊕
n≥1
Xj∈{A,MN (C)⊗B}
Xj 6=Xj+1
o
HX1 ⊗ · · · ⊗
o
HXn ,
with A acting on H on the left in the usual way. We will examine how e11Ae11 acts on e11H.
Identify HB with eˆ11⊗HB ⊆ HMn(C)⊗B and
o
HB with eˆ11⊗
o
HB and thus identify HA∗B with
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the subspace of e11H ⊆ H spanned by all the tensors in
o
HA and eˆ11 ⊗
o
HB . Consider the
subspaces of e11H defined by
V0 = HA∗B ⊆ H
V[n] =
⊕
2≤k1,... ,kn≤N
Fl ⊗ (HB ⊗ eˆk11)⊗ F⊗ (HB ⊗ eˆk21)⊗ · · · ⊗ F⊗ (HB ⊗ eˆkn1)
V(n) =
⊕
2≤k1,... ,kn≤N
Fl ⊗ (HB ⊗ eˆk11)⊗ F⊗ (HB ⊗ eˆk21)⊗ · · · ⊗ F⊗ (HB ⊗ eˆkn1)⊗ Fr.
Then
e11H = V0
⊕
n≥1
(V[n] ⊕ V(n)).
Let Wn =
⊕
k≥n(V(k) ⊕ V[k]) so that
⋂
n≥1Wn = {0}.
We also regard A ∗r B as a subalgebra of A in the canonical way. Let A0 ⊆ kerϕA be
such that spanA0 is norm dense in kerϕA and {xˆ | x ∈ A0} is an orthonormal basis for
o
HA
and let B0 ⊆ kerϕB be such that spanB0 is norm dense in kerϕB and {xˆ | x ∈ B0} is an
orthonormal basis for
o
HB . Let
F =
⋃
n≥1
A0B0A0 · · ·B0A0︸ ︷︷ ︸
n−1 times B0A0
Fl = F ∪B0F,
so that {xˆ | x ∈ F} is an orthonormal basis for F, {xˆ | x ∈ Fl} is an orthonormal basis for Fl
and span({1} ∪B0 ∪ Fl ∪ FB0) is dense in A ∗r B. For x ∈ Fl and 2 ≤ n ≤ N let
T (x, n) = e11xen1 ∈ A.
Then T (x, n) is maps e11H onto(
xˆ⊗(HB ⊗ eˆn1)
)
⊕
(
xˆ⊗ (HB ⊗ eˆn1)⊗ Fr
)
⊕
⊕
⊕
m≥1
2≤k1,... ,km≤N
xˆ⊗ (HB ⊗ eˆn1)⊗ F⊗ (HB ⊗ eˆk21)⊗ · · · ⊗ F⊗ (HB ⊗ eˆkm1)
⊕
⊕
m≥1
2≤k1,... ,km≤N
xˆ⊗ (HB ⊗ eˆn1)⊗ F⊗ (HB ⊗ eˆk21)⊗ · · · ⊗ F⊗ (HB ⊗ eˆkm1)⊗ Fr.
(4)
More specifically, taking an orthonormal basis for e11H consisting of tensors, each of the form
yˆ or yˆ ⊗ · · · for some y ∈ Fl, we see that T (x, n) maps each such element to xˆ ⊗ eˆ1n ⊗
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yˆ(⊗ · · · ). Thus T (x, n) is a one–to–one mapping from an orthonormal basis for e11H onto and
orthonormal set spanning the space given in (4), thus is an isometry from e11H onto this space.
Hence (T (x, n))x∈Fl, 2≤n≤N is a family of isometries having orthogonal ranges. Moreover, the
strong–operator limit
PWn =
∑
x1,... ,xn∈Fl
2≤k1,... ,kn≤N
T (x1, k1) · · ·T (xn, kn)T (xn, kn)∗ · · · T (x1, k1)∗ (5)
is the projection from e11H onto Wn.
Lemma 3.4. For every x ∈ Fl and every 2 ≤ n,m ≤ N ,
ennxemm = 0.
Proof. We have
emmH = (HB ⊗ eˆm1) ⊕ (HB ⊗ eˆm1)⊗ Fr ⊕ · · · ,
where this formula continues as in (4), but without the xˆ, so xemmH = T (x,m)H ⊆ e11H.

Lemma 3.5. If z1, z2 ∈ A ∗r B then
e11z1e11z2e11 ∈ e11z1z2e11 + span
⋃
2≤n≤N
x,y∈Fl
T (x, n)BT (y, n)∗. (6)
Proof. It will be enough to show (6) for z1 and z2 in a set that densely spans A ∗r B, hence
we assume without loss of generality that zj ∈ B ∪ FlB. If either z1 ∈ B or z2 ∈ B then
e11z1e11z2e11 = e11z1z2e11. If zj = fjbj for fj ∈ Fl and bj ∈ B, (j = 1, 2), then
e11z1e11z
∗
2e11 = e11z1z
∗
2e11 −
N∑
n=2
e11z1en1e1nz
∗
2e11
= e11z1z
∗
2e11 −
N∑
n=2
e11f1en1b1b
∗
2e1nf
∗
2 e11
= e11z1z
∗
2e11 −
N∑
n=2
T (f1, n)b1b
∗
2T (f2, n)
∗.

PURELY INFINITE SIMPLE C∗–ALGEBRAS 17
Lemma 3.6. For every x0 ∈ Fl, and 2 ≤ n ≤ N ,
e11(A ∗r B)e11T (x0, n) ⊆ span
⋃
x∈Fl
T (x, n)B.
Proof. Let z ∈ A ∗r B. Then
e11ze11T (x0, n) = e11ze11x0en1 = e11zx0en1 −
N∑
k=2
e11zekkx0en1 = e11zx0en1,
where the last equality follows from Lemma 3.4. Thus
e11ze11T (x0, n) ∈ e11(A ∗r B)en1 ⊆ span
⋃
x∈Fl
T (x, n)B.

Lemma 3.7.
e11Ae11 = C
∗(e11Ae11 ∪ e11B ∪
⋃
2≤n≤N
e11 kerϕAen1)
= C∗(e11(A ∗r B)e11 ∪
⋃
2≤n≤N
e11Flen1)
= span
( ⋃
p,q≥0
xj ,yj∈Fl
2≤nj ,mj≤N
T (x1, n1) · · ·T (xp, np)e11(A ∗r B)e11T (yq,mq)∗ · · · T (y1,m1)∗
)
.
(7)
Proof. BecauseA is generated by A andB together with the system of matrix units (eij)1≤i,j≤N ,
we have that
e11Ae11 = C
∗(
⋃
1≤i,j≤N
e1iAej1 ∪
⋃
1≤i,j≤N
e1iBej1).
Using Lemma 3.4 and that B commutes with eij , the first equality of (7) clearly holds and
then the second equality is also clear. Now the third equality follows from Lemmas 3.5 and 3.6
and the fact that, for x, y ∈ Fl and 2 ≤ n,m ≤ N ,
T (y,m)∗T (x, n) =
{
e11 if x = y and n = m
0 otherwise.

For p ≥ 1 let
Bp = span
( ⋃
0≤k≤p−1
xj ,yj∈Fl
2≤nj ,mj≤N
T (x1, n1) · · ·T (xk, nk)e11(A ∗r B)e11T (yk,mk)∗ · · · T (y1,m1)∗
∪
⋃
xj ,yj∈Fl
2≤nj ,mj≤N
T (x1, n1) · · ·T (xp, np)BT (yp,mp)∗ · · ·T (y1,m1)∗
)
and let B =
⋃
p≥1 Bp. Hence Wn is an invariant subspace of B, for all n ≥ 1. Based on
Lemmas 3.5 and 3.6, we have
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Observation 3.8. Each Bp and also B is a C
∗–subalgebra of e11Ae11. For any fixed x0 ∈ Fl,
e11Ae11 = C
∗(B ∪ {T (x0, 2)}) and z 7→ T (x0, 2)zT (x0, 2)∗ is an endomorphism, call it σ, of
B. Hence e11Ae11 is a quotient of the universal crossed product, B ⋊σ N, of B by the
endomorphism σ. Therefore, once we have proved the following two propositions, Theorem 2.1
will imply that this universal crossed product is simple and purely infinite and Theorem 3.1
will be proved.
Proposition 3.9. If
(
(A,ϕA), (B,ϕB)
)
has property Q then for every z ∈ B such that z ≥ 0
and z 6= 0, there are n ∈ N and x ∈ B such that xzx∗ = σn(e11), i.e. σn(e11) . z.
Proposition 3.10. Let (B, α) be the C∗–dynamical system associated to (B, σ) as described
at the beginning of §2. For no m ≥ 1 is the automorphism αm of B inner.
In order to prove these propositions, let us define, for n ≥ 1,
In = span
( ⋃
k≥n
xj ,yj∈Fl
2≤nj ,mj≤N
T (x1, n1) · · · T (xk, nk)e11(A ∗r B)e11T (yk,mk)∗ · · ·T (y1,m1)∗
)
.
Clearly, In is an ideal of B, In ⊇ In+1,
⋂
n≥1 In = {0} and In vanishes on H ⊖Wn. The
following lemma may be of interest, although it is not used in the sequel.
Lemma 3.11. B/I1 ∼= A ∗r B and
In/In+1 ∼= (A ∗r B)⊗K for all n ≥ 1, (8)
where K appearing in (8) is the algebra of compact operators on the infinite dimensional Hilbert
space ((Fl ⊗ CN−1)⊗n).
Proof. Let us first consider the case of B/I1. Let ι : A ∗r B → A be the canonical (functorial)
inclusion. Consider the mapping π : A ∗r B → B/I1 given by π(z) = [e11ι(z)e11] ∈ B/I1.
By Lemma 3.5, π is a ∗–homomorphism. But since I1 vanishes on V0 = HA∗B , the map from
B/I1 to A ∗r B given by [y] 7→ y|V0 is well–defined and is the inverse of π. Hence π is an
isomorphism.
For n ≥ 1,
{T (x1, k1) · · ·T (xn, kn)T (yn, ln)∗ · · · T (y1, l1)∗ | xj , yj ∈ Fl, 2 ≤ kj , lj ≤ N}
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is a system of matrix units whose closed linear span is a copy of K((Fl ⊗CN−1)⊗n) and there
is an isomorphism In → B⊗K((Fl ⊗ CN−1)⊗n) given by, for z ∈ A ∗r B and p ≥ n,
T (x1, k1) · · · T (xp, kp)zT (yp, lp)∗ · · · T (y1, l1)∗ 7→
7→ (T (xn+1, kn+1) · · ·T (xp, kp)e11ze11T (yp, lp)∗ · · · T (yn+1, ln+1)∗⊗
⊗ T (x1, k1) · · · T (xn, kn)T (yn, ln)∗ · · · T (y1, l1)∗
)
.
This isomorphism sends In+1 onto I1 ⊗K((Fl ⊗ CN−1)⊗n), so
In/In+1 ∼= (B/I1)⊗K((Fl ⊗ CN−1)⊗n)
. 
Lemma 3.12. If
(
(A,ϕA), (B,ϕB)
)
has property Q, z ∈ B and z vanishes on Wn for some
n, then z = 0. Consequently ||PWnzPWn || = ||z|| for all z ∈ B and for all n ≥ 1.
Proof. First consider the case n = 1. We have e11H = V0 ⊕W1 and there is a unitary
U1 :W1 → Fl ⊗ CN−1 ⊗HB ⊗ Y
for an infinite dimensional Hilbert space, Y , such that for x, y ∈ Fl and 2 ≤ n,m ≤ N ,
T (x, n)T (y,m)∗ = 0V0 ⊕ U∗1 (fx,y ⊗ en,m ⊗ 1HB ⊗ 1Y)U1
where fx,y is the rank–one operator on Fl sending yˆ to xˆ and where en,m is the rank–one
operator on CN−1 sending the (m−1)st standard basis vector to the (n−1)st. Hence we have
that
I1 ⊆ 0V0 ⊕ U∗1
(
K(Fl)⊗B(CN−1)⊗B(HB)⊗B(Y)
)
U1. (9)
For d ∈ A∗rB we have e11de11|V0 = λA∗B(d) under the identification of V0 with HA∗B . Recall
(from just before Definition 3.2) the unitary
V : HA∗B ⊖HB → Fl ⊗HB .
Let
V˜ : (HA∗B ⊖HB)⊗ CN−1 → Fl ⊗ CN−1 ⊗HB
be such that V˜ ∗(ξ1 ⊗ ξ2 ⊗ ξ3) = V ∗(ξ1 ⊗ ξ3) ⊗ ξ2, i.e. V˜ just pushes CN−1 through and acts
like V on the rest. Then it is easily seen for d ∈ A ∗r B that
U1
(
e11de11|W1)U
∗
1 = V˜
(
(1− pB)λA∗B(d)(1− pB)⊗ 1CN−1
)
V˜ ∗ ⊗ 1Y . (10)
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From the proof of Lemma 3.11, there is a ∗–homomorphism ψ : B → A ∗r B, whose kernel
is I1, given by ψ(z) = z|V0 and the mapping A ∗r B ∋ d 7→ e11de11 is a right inverse for ψ.
Hence z = e11ψ(z)e11 + z1 where z1 ∈ I1 and so, using (9) and (10),
U1(z|W1)U
∗
1 ∈
(
V˜
(
(1−pB)λA∗B(ψ(z))(1−pB)⊗1CN−1
)
V˜ ∗+K(Fl)⊗B(CN−1)⊗B(HB)
)
⊗B(Y).
(11)
But assuming that property Q holds, using (11) the supposition that z|W1 = 0 implies that
ψ(z) = 0. But then z ∈ I1 and I1 has support equal to W1, so z = 0. Hence the first part of
the lemma is proved in the case n = 1.
Now we will show, for n ≥ 1, and z ∈ B that z|Wn+1 = 0 implies z|Wn = 0, which when
combined with the case proved above will show that z = 0. For every x1, . . . , xn, y1, . . . , yn ∈
Fl and 2 ≤ k1, . . . , kn, l1, . . . , ln ≤ N ,
T (xn, kn)
∗ · · ·T (k1, k1)∗zT (y1, l1) · · ·T (yn, ln) ∈ B
vanishes on W1, hence is equal to zero. Therefore by (5) PWnzPWn = 0 and, since Wn is
invariant under B, zPWn = 0, as required.
Now since PWn commutes with B, the mapping z 7→ PWnzPWn is a ∗–homomorphism
with zero kernel, proving that ||PWnzPWn || = ||z||. 
Proof of Proposition 3.9. First suppose 0 6= z ≥ 0, z ∈ Bp, some p ≥ 1. By Lemma 3.12,
z|Wp 6= 0. Looking at the definition of Wp, we see that there is a canonical unitary
Up :Wp → (Fl ⊗ CN−1)⊗p ⊗HB ⊗ Yp
for Yp the infinite dimensional Hilbert space, Cξ ⊕ Fr ⊕ · · · , such that
UpBpU
∗
p = K((Fl ⊗ CN−1)⊗p)⊗ λB(B)⊗ 1Yp
with
(UpT (x1, k1) · · · T (xn, kn)T (yn, ln)∗ · · · T (y1, l1)∗U∗p )xj ,yj∈Fl, 2≤kj ,lj≤N
being a system of matrix units for K((Fl⊗CN−1)⊗p)⊗ 1HB ⊗ 1Yp . Since PWp commutes with
z we have z ≥ z|Wp = PWpzPWp ≥ 0 and there is a vector, ζ ∈ (Fl ⊗ C
N−1)⊗p ⊗HB such
that if q is the projection onto ζ ⊗Yp then z ≥ cU∗p qUp for some c > 0. Let ζ ′ ∈ F⊗CN−1 be
nonzero, so that ζ⊗ζ ′ ∈ (Fl⊗CN−1)⊗p+1 and let q′ be the projection onto ζ⊗ζ ′⊗HB⊗Yp+1.
Then z ≥ cU∗p qU∗p ≥ cU∗p+1q′Up+1. Since both q′ and Up+1T (x0, 2)p+1(T (x0, 2)∗)p+1U∗p+1 are
PURELY INFINITE SIMPLE C∗–ALGEBRAS 21
minimal projections in K((Fl ⊗ CN−1)⊗p) ⊗ 1HB ⊗ 1Yp ⊆ Up+1Bp+1U∗p+1, it is clear that
U∗p+1q
′Up+1 is equivalent in Bp+1 to the projection T (x0, 2)
p+1(T (x0, 2)
∗)p+1 = σp+1(e11).
Hence z & σp+1(e11), as required, and there is y ∈ B such that σp+1(e11) = yzy∗. Since we
may assume that U∗p ζUp is in the range of the spectral projection for z corresponding to the
interval
[
1
2
||z||, ||z||], we may assume ||y|| ≤ √2||z||−1/2 .
For general z ∈ B, 0 6= z ≥ 0, there is p ≥ 1 and z˜ ∈ Bp, 0 6= z˜ ≥ 0 such that
||z − z˜|| < ||z||/3. Let y be such that ||y|| ≤ √2||z˜||−1/2 and σp+1(e11) = yz˜y∗ holds. Then
||yzy∗ − yz˜y∗|| ≤ 2||z − z˜||||z˜|| ≤
||z||
3||z˜|| < 1,
and by the continuous function calculus and the theory of projections there is y′ ∈ B such
that σp+1(e11) = y
′z(y′)∗, namely σp+1(e11) . z. 
Proof of Proposition 3.10. Recall that B is the inductive limit of
B
σ→ B σ→ · · ·
with corresponding embeddings µn : B → B (n ≥ 1) such that µn(z) = µn+1(σ(z)) and the
automorphism α is defined by α(µn(z)) = µn(σ(z)) for all n ≥ 1 and z ∈ B. For k ∈ Z
consider
Ik =
⋃
n≥max(1,−k)
µn(Ik+n) ⊆ B.
Then Ik is an ideal of B and
Ik ⊇ Ik+1,
⋃
k
Ik = B,
⋂
k
Ik = {0} and α(Ik) = Ik+1.
Let πk : B → B/Ik be the quotient map z 7→ z + Ik. Since the union of the ideals is B and
their intersection is {0}, we have for every z ∈ B that
lim
k→−∞
||πk(z)|| = 0 and lim
k→+∞
||πk(z)|| = ||z||.
Moreover,
||πk(z)|| = ||z + Ik|| = ||α(z + Ik)|| = ||α(z) + Ik+1|| = ||πk+1(α(z))||.
Supposing to obtain a contradiction that αm is inner for some m ≥ 1, there is 0 6= u ∈ B such
that αm(u) = u. There are ǫ > 0 and K1,K2 ∈ Z such that ||πk(u)|| < ǫ for all k ≤ K1 and
||πk(u)|| > 2ǫ for all k ≥ K2. But ||πk(u)|| = ||πk+m(αm(u))|| = ||πk+m(u)||, which implies
ǫ > 2ǫ. 
22 DYKEMA AND RØRDAM
References
1. D. Avitzour, Free products of C∗–algebras, Trans. Amer. Math. Soc. 271 (1982), 423-465.
2. B. Blackadar, A. Kumjian, M. Rørdam, Approximately central matrix units and the structure of non-
commutative tori, K-Theory 6 (1992), 267–284.
3. B. Blackadar and D. Handelman, Dimension functions and traces on C∗-algebras, J. Funct. Anal. 45
(1982), 297-340.
4. L. Barnett, Free product von Neumann algebras of type III, Proc. Amer. Math. Soc. 123 (1995), 543-553.
5. L. Brown and G.K. Pedersen, C∗-algebras of real rank zero, J. Funct. Anal. 99 (1991), 131–149.
6. J. Cuntz, Simple C∗–algebras generated by isometries, Comm. Math. Phys. 57 (1977), 173-185.
7. J. Cuntz, K-theory for certain C∗-algebras, Ann. Math. 113 (1981), 181–197.
8. K. Goodearl and D. Handelman, Rank functions and K0 of regular rings, J. Pure Appl. Algebra 7 (1976),
195-216.
9. E. Kirchberg, The classification of purely infinite C∗-algebras using Kasparov’s theory, 3rd draft, preprint.
10. A. Kishimoto,Outer automorphisms and reduced crossed products of simple C∗-algebras, Comm.Math. Phys.
81 (1981), 429-435.
11. M. Rørdam, On the structure of simple C∗-algebras tensored with a UHF-algebra, J. Funct. Anal. 100
(1991), 1–17.
12. , On the structure of simple C∗-algebras tensored with a UHF-algebra, II, J. Funct. Anal. 107
(1992), 255–269.
13. , Classification of certain infinite simple C∗-algebras, III, Fields Institute Communications volume
Operator Algebras and their Applications, to appear.
14. D. Voiculescu, K.J. Dykema, A. Nica, Free Random Variables, CRM Monograph Series vol. 1, American
Mathematical Society, 1992.
15. S. Zhang, A property of purely infinite C∗-algebras, Proc. Amer. Math. Soc. 109 (1990), 717–720.
Dept. of Mathematics and Computer Science, Odense University, DK-5230 Odense M, Den-
mark
