In this paper, we introduce an asymptotic test procedure to assess the stability of volatilities and cross-volatilites of linear and nonlinear multivariate time series models. The test is very flexible as it can be applied, for example, to many of the multivariate GARCH models established in the literature, and also works well in the case of high dimensionality of the underlying data. Since it is nonparametric, the procedure avoids the difficulties associated with parametric model selection, model fitting and parameter estimation. We provide the theoretical foundation for the test and demonstrate its applicability via a simulation study and an analysis of financial data. Extensions to multiple changes and the case of infinite fourth moments are also discussed.
1. Introduction. Univariate time series models, both linear and nonlinear, are as of today rather well understood. The literature furnishes a broad variety of contributions on the probabilistic structure of these models providing, for example, criteria for the existence of stationary solutions and the finiteness of moments. Manifold estimation procedures are well-developed and tests assessing the structural stability and the goodness of fit are widely available (see, among many others, [9, 16, 18, 39, 40, 48] and the references therein).
This, however, is no longer the case for multivariate time series models, in particular for multivariate financial time series. While many generalizations to higher-dimensional settings have been proposed since the inception of the univariate ARCH and GARCH models by Engle [23] and Bollerslev [11] (see, for example, the survey articles [7, 47] and Section 4 below), probabilistic and statistical tools are still in developing stages. The underlying nontrivial theory is often times only rudimentary developed. Establishing efficient estimation procedures proves to be a challenging problem, since it bears the difficulty of incorporating a potentially large number of parameters into the algorithms. Tests that assess the structural stability of volatilities or crossvolatilities for multivariate nonlinear time series have yet to be introduced. On the other hand, multivariate nonlinear time series modeling is of high importance in practice as it is essential for an understanding of the coherence of exchange rates or market indexes. How movements of the financial markets are interpreted will significantly determine, for example, the asset allocation in a portfolio or the decision making of a risk manager (see [7, 24, 46, 47] ). It is therefore crucial to understand the dynamic dependence structure in multivariate financial time series.
The main aim of this paper is to add to the research in this area by studying in detail the volatility and co-volatility structure of d-dimensional random vectors, which allow both linear and nonlinear specifications. We introduce an asymptotic test that is very flexible in that it only requires general but easily verifiable dependence assumptions to be satisfied by the underlying sequence. The procedure bypasses the difficulty of estimating a large number of model parameters and is very applicable also in high dimensions. As a byproduct, we provide stationarity conditions for several multivariate nonlinear time series models not previously established in the literature.
The results are based on an approximation of the underlying random vectors with a sequence of m-dependent random vectors which in turn yields a multivariate functional central limit theorem. This approximation generalizes similar univariate results provided in [10, 32] and is the main theoretical tool in the statistical analysis. In practice, this approach is generally more convenient to apply than competing methods such as the various notions of mixing (see, e.g., [17, 43] ) as it typically requires less restrictive and easier verifiable assumptions. Moreover, the specifications employed here can even be modified to detect structural breaks in the co-movements of the d coordinate processes under the assumptions of heavy tails (less than four finite moments) and even an infinite variance-covariance structure. This is especially important in applications related to financial time series.
An outline of the paper can be given as follows. In Section 2, we discuss the model assumptions and state the main results. These results are then extended to multiple change scenarios and to sequences with infinite variance-covariance structure in Section 3. Section 4 deals with a number of examples that are included in the provided framework. Section 5 is concerned with practical aspects and investigates the finite sample behavior through a simulation study and an application to stock index data. The multivariate functional central limit theorem is presented in Appendix A, while the mathematical proofs are given in Appendix B.
2. Main results. Let (y j : j ∈ Z) be a sequence of d-dimensional random vectors with E[y j ] = µ and E[|y j | 2 ] < ∞. Here | · | denotes the Euclidean norm in R d . The main aim of the present paper is to introduce a testing procedure that identifies structural breaks in the volatilities and crossvolatilities of the process (y j : j ∈ Z) based on observations of the random vectors y 1 , . . . , y n . To do so, we consider the null hypothesis H 0 : Cov(y 1 ) = · · · = Cov(y n ), (2.1) which indicates the constancy of the covariances in the observation period. It is usually under H 0 that a statistician can produce meaningful estimates and reliable forecasts. Whether or not H 0 holds should therefore precede any further statistical analysis. It should, however, be noted that a common approach to forecasting in the finance sector and elsewhere is to model volatilities via exponential smoothing with little regard to stationarity assumptions on the underlying processes. This works well as long as the volatilities can be assumed to evolve in a roughly smooth fashion, but leads to inaccurate forecasts in the nonsmooth break setting we consider in this paper.
As the alternative hypothesis we specify in particular the common scenario which allows for at most one change in the covariances. More precisely, it is assumed that there exists a-typically unknown-time lag k * , referred to as the change-point, such that H A : Cov(y 1 ) = · · · = Cov(y k * ) = Cov(y k * +1 ) = · · · = Cov(y n ). (2.2) Generalizations to more general alternatives allowing several change-points are discussed briefly in Section 3 below. Since we are interested only in the second-order behavior of the random vectors (y j : j ∈ Z), it is throughout this paper assumed that the expected values E[y j ] do not change over time. This may require an initial test of constancy of the means and, if necessary, a transformation of the data so that the expected values can be regarded as stable for the whole observation period. For further information on testing for changes in the mean, we refer to [18] .
Even in the univariate case, there are relatively few contributions addressing changes in the variance. Gombay, Horváth and Hušková [26] and Inclán and Tiao [33] discuss the detection of (multiple) changes in the variance of independent observations based on weighted test statistics and an iterated cumulative sum of squares algorithm, respectively. The special case of (independent) Gamma distributions has been treated in [31] . More recently, [37] have introduced tests for a single change in the volatility of an ARCH(∞) series, while [20] analyze parametric nonlinear time series models by means of minimum description length procedures. There are, however, no in-depth treatments of (nonparametric) break detection methods for changes in the volatilities and cross-volatilities for multivariate, potentially nonlinear time series.
To construct a test statistic for distinguishing between H 0 and H A , we let vech(·) be the operator that stacks the columns below the diagonal of a symmetric d × d matrix as a vector with d = d(d + 1)/2 components. Assume for the moment that E[y j ] = 0. Then, it holds under H 0 that the expected values E[vech(y j y T j )] are the same for j = 1, . . . , n. Consequently, a version of the traditional cumulative sum (CUSUM) statistic can be constructed using the quantities
which basically compare the estimators of E[vech(y j y T j )] based on k observation with the one computed from all observations. For j = 1, . . . , n, let y j = y j −ȳ n withȳ n = 1 n n j=1 y j . If E[y j ] = 0, then the S k can be replaced with the mean corrected modifications
Before we introduce the precise form of the test statistic, we detail the assumptions needed on the sequence (y j : j ∈ Z). We are interested in several competing parametric specifications which are described in detail in Section 4 below. It is, however, often times hard to distinguish between different parametric models in practice and therefore assumptions imposed on (y j : j ∈ Z) need to be general. Let α ≥ 1. For a random vector x ∈ R d , let |x| be its Euclidean norm in R d and
Assumption 2.1. Let (y j : j ∈ Z) be such that, under H 0 , it satisfies the relations
where f : R d ′ ×∞ → R d is a measurable function and (ε j : j ∈ Z) a sequence of independent, identically distributed random variables with values in R d ′ . It is further required that, under H 0 , there is a sequence of m-dependent random vectors (y
Condition (2.3) states in other words that (y j : j ∈ Z) admits a causal representation, possibly nonlinear, in terms of the d ′ -dimensional innovation sequence (ε j : j ∈ Z). A weak dependence structure is enabled through the introduction of the m-dependent random vectors (y (m) j : j ∈ Z) in (2.4) which are close to the original (y j : j ∈ Z) in the sense of the distance measure (2.5). Note, however, that (y j : j ∈ Z) itself need not be m-dependent. This type of condition has first been used in the context of univariate random variables in [32] and later also in [10, 29] . We will show in Section 4 that several popular multivariate time series models satisfy Assumption 2.1.
As shown in Appendix A, Assumption 2.1 induces a functional central limit theorem (FCLT) for the sequence (vech[y j y T j ] : j ∈ Z). FCLTs are frequently used in the asymptotic theory of weakly dependent processes. Various forms based, for example, on near epoch dependence and mixing conditions are discussed in [19, 43, 45] . The advantage of Assumption 2.1 over its mixing competitors is twofold. First, it is tailor-made for univariate and multivariate GARCH-type processes as the construction of (y (m) j : j ∈ Z) is virtually always straightforward (see [29] and Section 4 below), whereas mixing conditions are typically hard to verify and not applicable for several important time series models (see Section 4 below and [3, 29] ). Second, mixing conditions require usually additional smoothness or restrictive moment assumptions (see [17] ), while Assumption 2.1 gets by with finite fourth moments (which cannot be improved on when studying the covariance structure as in the present paper). These issues have led several authors such as [22, 50] to introduce more general dependence concepts which are more widely applicable. It is not immediately clear, however, whether the sharp almost sure invariance principles in [50] can be extended with reasonable effort to a multivariate setting. The methods in [22] are very general, but require more restrictive moment assumptions. In Section 3, we will address how to further generalize our methodology to multivariate sequences with infinite moments of less than fourth order.
Condition (2.5) yields in particular (see Theorem A.2 in Appendix A) that the long-run covariance
converges (coordinatewise) absolutely. Statistical inference requires the estimation of Σ. We assume hence that there is an estimatorΣ n satisfying
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where, for a d × d matrix M , |M | E = sup x =0 |M x|/|x| denotes the matrix norm induced by the Euclidean norm on R d . We shall discuss specific estimatorsΣ n obeying the rate in (2.6) in Section 5. We now suggest the following two sets of test statistics to test H 0 against H A . Define
as well asΛ
The limit distributions of all four test statistics are given in the next theorem.
Theorem 2.1 (Asymptotic under H 0 ). Suppose that (y j : j ∈ Z) are ddimensional random vectors satisfying Assumption 2.1 and letΣ n be such that (2.6) holds. Given that E[y j ] = 0, it holds under (2.1) that
and
Brownian bridges and D −→ indicates convergence in distribution. The limit results in (2.7) and (2.8) remain valid ifΛ n andΩ n are used in place of Λ n and Ω n , respectively.
The proof of Theorem 2.1 is relegated to Appendix B.1. The distribution of the random variables Λ(d) and Ω(d) were derived in [36] . It is shown there that, for x > 0 and d ≥ 2, the distribution function of Ω(d) has the series expansion
where Γ denotes the Gamma function and C (d−2)/2 the parabolic cylinder functions (see, e.g., page 246 in [25] ). Somewhat more involved formulas for the distribution of Λ(d) are also provided in [36] . Since d could potentially be large, it is interesting to consider the distributions of Λ(d) and Ω(d) as d → ∞. We therefore define the standardized variables
, where N (0, 1) denotes a standard normal random variable.
The proof of Remark 2.1 may be found in Appendix B.1. Next, we turn our attention to the behavior of the test statistics under the alternative hypothesis H A . To establish a consistency result, we need another set of assumptions which will be specified now.
Assumption 2.2. Let k * = ⌊θn⌋ with some θ ∈ (0, 1). Let (y j : j ∈ Z) be such that the pre-change sequence (y j : j ≤ k * ) is strictly stationary and ergodic with E[y 0 ] = 0 and E[|y 0 | 2 ] < ∞, and the post-change sequence (y j : j > k * ) satisfies the relations
where (y * j : j ∈ Z) denotes a strictly stationary, ergodic sequence with E[y * 0 ] = 0 and E[|y * 0 | 2 ] < ∞, and (z j,n : j ∈ Z) is such that max
As common in the literature, the time of change k * depends on the sample size n (see [18] ). This implies that we are actually dealing with an array under the alternative. For the sake of simplicity, this is suppressed in the notation. Roughly speaking, however, we are observing a stationary sequence until k * . After the change, a new sequence starts with y k * +1 as initial value. By assumption (2.11), this sequence is asymptotically stationary. The same condition (2.11) also ensures that the law of large numbers applies to the post-change sequence.
If the corresponding model parameter values change at time lag k * , the conditions imposed by Assumption 2.2 are, in particular, satisfied for all of the specific parametric time series models discussed in Section 4 below. The following theorem establishes the consistency of the test procedures. 
With suitable modifications of the limit process (S * (t) : t ∈ 
From Theorem 2.2, one can deduce intuitively that for large enough sample sizes n, the quadratic form S T ⌊nt⌋Σ −1 n S ⌊nt⌋ will reach its maximum in the same argument as the limiting quadratic form (S * (t)) T Σ −1 S * (t), thus yielding consistency. In fact, strong consistency ofθ n can be proved under quite general conditions. Although a detailed discussion of this is beyond the scope of this paper, we will devote several paragraphs in Appendix B.2 to show that the relation |θ n − θ| = O log log n n a.s. (2.13) holds in many practical situations.
We continue with extensions of our methodology in Section 3 and examples in Section 4, while Section 5 examines practical aspects of the testing procedures via a simulation study and an application.
3. Extensions. We discuss in this section two directions of possible extensions of the theory introduced in Section 2. First, we show how our results may be applied also in the case of multiple changes in the underlying data. Second, we extend the approach to sequences of random vectors with heavy tails.
3.1. Multiple break point detection. In the literature of break detection schemes for univariate processes, a number of multiple change-point testing and estimation procedures are well established. They are, however, mainly concerned with mean changes (such as [6] ), or require parametric model assumptions (such as [20] ). The references for the univariate change in the variance case listed in the previous section have similar drawbacks. There are two papers by Andreou and Ghysels [1, 2] which address testing for multiple changes in the co-movements of financial assets from an empirical point of view without pursuing the corresponding asymptotic theory. This paper is thus novel in this direction. To incorporate the case of multiple breaks in the covariances into our setting, we can exchange H A with the following counterpart. Assume that, for some r ≥ 1, there are time lags 1 < k * 1 < · · · < k * r < n such that, for s = 1, . . . , r,
where k * 0 = 0 and k * r+1 = n. If the change locations have the standard form used in the analysis of multivariate changes and if the change size is either constant or shrinking at an appropriate rate (see [6, 18] ), then, all four test statistics Λ n , Ω n ,Λ n andΩ n have asymptotic power one. To make this statement precise, we replace Assumption 2.2 with the following requirements.
Assumption 3.1. Let k * s = ⌊nθ s ⌋, s = 0, . . . , r + 1, with 0 = θ 0 < θ 1 < · · · < θ r < θ r+1 = 1. Let the sequence (y j : j = 1, . . . , n) be such that y j = y * j,0 , j = 1, . . . , k * 1 and
where, for s = 0, . . . , r, (y * j,s : j ∈ Z) denotes a strictly stationary, ergodic sequence with E[y * 0,s ] = 0 and E[|y 0,s | 2 ] < ∞, and, for s = 1, . . . , r, (z
With Assumption 3.1, we obtain the following counterpart of Theorem 2.2 under the more general alternative H * A . A simple computation shows that the one-change case is reproduced if r = 1 is chosen. 
where S * r (0) = 0 and
With suitable modifications of the limit process (S * r (t) : t ∈ [0, 1]), a corresponding statement holds true if the process (S ⌊nt⌋ :
One can now easily verify that sup t∈[0,1] |S * r (t)| > 0 under H * A , so that all four test statistics have asymptotic power one. In the empirical Section 5, we illustrate that the binary segmentation procedure based on Ω n produces very reasonable results in an application to financial data and is therefore capable to detect multiple breaks in the variance-covariance structure of multivariate financial time series. Moreover, applying the technique developed in [6] would also imply the weak consistency of the estimators of θ 1 , . . . , θ r , which are defined analogously as in (2.12) and are evaluated utilizing the binary segmentation procedure.
Transformations for sequences with less than four finite moments.
There is plenty of evidence in the literature that the assumption of four finite moments for financial time series is rather restrictive in applications. Theoretical results such as limit theorems for the sample autocorrelation function and the quasi-likelihood estimation of the unknown model parameters has for heavy-tailed univariate ARCH and GARCH processes been discussed in [21, 27, 41] , among others. Even in the univariate case, these results are generally difficult to apply in practice because the statistical inference procedures require, for example, precise knowledge of the observations' number of finite moments. We are unaware of any results concerned with the corresponding multivariate versions of heavy-tailed GARCH processes. The approach introduced in Section 2, on the other hand, is in principal not hampered by these limitations as the following argument shows. Let again (y j : j ∈ Z) denote the multivariate process to be observed. For δ ∈ (0, 1], let (x j : j ∈ Z) be the fractional process transformation given by
Instead of detecting breaks in the covariance structure of the original (y j : j ∈ Z), the transformed process (x j : j ∈ Z) can be utilized. This bears the further advantage of increased flexibility of the testing procedure as it is in the transformed version also possible to find, for example, breaks in the marginal distribution of the y j . To apply our theory to (3.1), condition (2.5) needs to be verified for the x j . Let therefore x (m) j = |y (m) j | δ be the sequence of m-dependent variables used for the approximation. Then
4δ and consequently
provides us with a sufficient criterion. Picking δ < 1/2 shows moreover that our method works theoretically even if the process (y j : j ∈ Z) does not possess a finite variance-covariance structure. In the case of GARCH sequences, for example, it appears convenient to pick δ = 1/2. In this case, (3.2) is even easier to verify than the original version in (2.5). We further discuss the choice δ < 1/2 for the constant conditional correlation GARCH model in Section 4.2 below. It would be worthwhile developing a data-driven procedure to determine an optimal value of δ. Heavy-tailed random vectors naturally display a greater amount of variability compared to light-tailed ones, so that it is generally much harder to discriminate between wild but stationary fluctuations and an actual break in the underlying process structure. On the other hand, choosing δ < 1 usually flattens the signal, so that breaks may be harder to detect. A selection procedure for δ needs to balance these two properties. We leave this issue to future research.
Examples.
In this section, we discuss the leading examples included in the testing framework developed in Section 2. As a special case, our theory applies to the most popular multivariate linear time series models such as vector-valued ARMA and linear processes (see Section 4.1). Our focus, however, is more on multivariate nonlinear financial time series. As examples, we introduce here Bollerslev's [12] constant conditional correlation GARCH model (Section 4.2), an extension of this model introduced by Jeantheau [34] (Section 4.3), factor GARCH models originally considered in Engle, Ng and Rothschild [24] (Section 4.4) and multivariate exponential GARCH models (Section 4.5).
4.1.
Multivariate ARMA and linear processes. The theory of linear multivariate time series is closely connected to investigating the properties of linear processes. Let (ε j : j ∈ Z) be a sequence of d-dimensional independent and identically distributed random variables with mean 0 and covariance matrix Ψ. A d-dimensional linear process (y j : j ∈ Z) can then be constructed by letting
where (C ℓ : ℓ ≥ 0) is a sequence of d × d matrices with absolutely summable components. It is clear that (y j : j ∈ Z) is a strictly stationary but dependent process that can be included in the setting of Section 2.
The proof of Theorem 4.1 is given in Appendix B. Arguably, the most useful class of multivariate linear processes is given by ARMA(p, q) models. These are defined in terms of the linear difference equations
where A 1 , . . . , A p and B 1 , . . . , B q are d × d matrices. The following corollary identifies those multivariate ARMA models that are special cases of the linear process in (4.1).
Proof. It follows from Theorem 11.3.1 in [16] that the condition det A(z) = 0 implies the existence of a unique strictly stationary solution to the difference equations (4.2) which is given in the form (4.1). Moreover, the (C ℓ : ℓ ≥ 0) in (4.1) are uniquely determined by the matrix-valued power series
and decay at a geometric rate, whence we have verified the summability condition in Theorem 4.1 and complete the proof.
4.2.
The constant conditional correlation GARCH model. In this subsection, we discuss one possible way of specifying multivariate models that exhibit heteroscedasticity. It is a nontrivial task to extend the univariate ARCH and GARCH settings as introduced by Engle [23] and Bollerslev [11] to the vector case. Bollerslev [12] suggested the following constant conditional correlation (CCC) model. Let (ε j : j ∈ Z) be a sequence of ddimensional independent and identically distributed random vectors with mean 0 and covariance matrix Ψ. Let the process (y j : j ∈ Z) be defined by
where ω is coordinatewise strictly positive, α 1 , . . . , α p and β 1 , . . . , β q are coordinatewise nonnegative d-dimensional vectors, and p and q are nonnegative integers. Moreover, • denotes the Hadamard product of two identically sized vectors (or, matrices), which is computed by elementwise multiplication. A process given by (4.3) and (4.4) formally resembles the structure of a univariate GARCH(p, q) time series. In fact, each coordinate is specified by a one-dimensional GARCH equation, whose orders are at most (p, q).
(Lower orders can easily be achieved through zero coefficients.) The proof of Theorem 4.2 is given in Appendix B. The main condition, γ C < 1, ensures that the process (y j : j ∈ Z) has finite fourth-order moments and is easy to verify based on a decomposition given in Appendix B. Nelson [42] showed that γ C < 1 is also necessary in the case of scalar GARCH(1, 1) models. Note, however, that even though necessary and sufficient conditions for the existence of fourth-order moments are established in the literature (see He and Teräsvirta [28] ), it is in general difficult to decide whether a given parameterization satisfies these requirements.
To further demonstrate the applicability of our method to the transformed process (x j : j ∈ Z) defined in (3.1), we show now that (3.2) can be verified for the multivariate CCC-GARCH model even if δ < 1/2. For simplicity of the presentation, we assume for the moment that p = q = 1 and that each coordinate process y j,i possesses 4δ moments (δ < 1/2). Then, Theorem 3 of [42] implies thatγ
is necessary and sufficient for E[|y 0,i | 4δ ] < ∞. Moreover, using the GARCH(1, 1) representation obtained in [8] (see also [42] and display (B.4) in Appendix B) and the truncated variables y (m) j in (B.5), one finds that, for all i = 1, . . . , d,
C ), using the independence of the (ε j,i : j ∈ Z) and the relation | √ a − √ b| 2 ≤ |a − b| for all a, b ≥ 0 to obtain the first equality sign, and 2δ < 1 for the first inequality sign. The preceding proves via (3.2) that (2.5) holds for the transformed variables x j = |y j | δ if δ < 1/2. To employ the break detection procedure of Section 2 consequently requires not even a finite variancecovariance structure if dealing with a multivariate CCC-GARCH process. A similar argument applies also in the finite second moment case δ ≥ 1/2.
We conclude this subsection with the remark that the traditional GARCH specification in (4.4) can easily be replaced with other specifications that take into account, for example, asymmetries, as long as necessary and sufficient conditions for the existence of strictly stationary solutions and moments are available. One such class of GARCH models has been studied in Aue, Berkes and Horváth [5] .
4.3. Jeantheau's constant conditional correlation GARCH model. An extension of the CCC-GARCH model was introduced by Jeantheau [34] by replacing the coefficients α 1 , . . . , α p and β 1 , . . . , β q in (4.4) with entrywise nonnegative d × d matrices A 1 , . . . , A p and B 1 , . . . , B q . This leads to the modified definition
for the conditional covariances. Therein, ω is coordinatewise strictly positive. Letting A ℓ = diag(α ℓ ) and B ℓ = diag(β ℓ ), obviously returns (4.4). In this case, the criteria for the existence of a unique, nonanticipative (i.e., future independent) strictly stationary solution can be obtained mimicking the univariate results provided by Brandt [15] and Bougerol and Picard [13, 14] .
The more general case (4.5) does not follow straightforwardly and requires a number of modifications.
We introduce more notation. For α ∈ (0, 1), we extend the L α -norm by letting here
be the composition of the matrix norm | · | E and the L α -norm · α . Now, we can give a sufficient condition for the existence of a strictly stationary solution in Jeantheau's model.
for some α > 0, then the (4.5) have the unique, nonanticipative strictly stationary and ergodic solution
where r = max{p, q} and E j = diag(ε j • ε j ). Additional matrices appearing in the definition of γ J,α are set to equal the zero matrix.
With this result at hand, it can further be established under which conditions the testing procedures of Section 2 are applicable for Jeantheau's model. The proofs of Theorems 4.3 and 4.4 are given in Appendix B. Observe, however, that γ J < 1 here and γ C < 1 in Bollerslev's [12] CCC-GARCH model are not even equivalent if A ℓ = diag(α ℓ ) and B ℓ = diag(β ℓ ) are diagonal matrices. Rather, the condition γ C < 1 is less restrictive. This can be seen from the inequality
Standard arguments imply that this inequality is strict if, for example, ε 0 is normally distributed (or, if it has a positive density on R d ).
4.4. Dynamic factor models. It is often believed in economic theory that the dynamics of a multivariate sequence (y j : j ∈ Z) can be adequately described by so-called (unobserved) common factors, say, (z j : j ∈ Z) with values in R d ′ , d ′ < d. This gives rise to the model
where L is a d × d ′ matrix of factor loadings and (ξ j : j ∈ Z) a sequence of d ′ -dimensional errors. The following theorem specifies conditions under which the sequence (y j : j ∈ Z) satisfies Assumption 2.1.
Theorem 4.5. Let (z j : j ∈ Z) and (ξ j : j ∈ Z) be such that they satisfy Assumption 2.1. Then, the process (y j : j ∈ Z) specified by (4.6) satisfies Assumption 2.1 as well.
The main argument for the use of factor models is their potential to reduce dimensionality and consequently the number of parameters to be estimated from data. Often, the components of the factors are assumed to be uncorrelated, indicating genuinely different driving forces that account for the overall volatility behavior. The first factor GARCH model was introduced by Engle, Ng and Rothschild [24] , more recent factor models were put forth in [38, 49] . For an in-depth overview we refer to [47] .
Multivariate exponential GARCH.
A further subclass of the multivariate GARCH family is provided by Kawakatsu's [35] matrix extension of Nelson's [42] exponential GARCH model. The model in [35] is given by first assuming that the random vectors (y j : j ∈ Z) follow the equations
with (ε j : j ∈ Z) being a sequence of independent, identically distributed ddimensional random vectors. The d × d matrices H j are now specified by letting Since log H j is clearly a symmetric matrix, we have that
is a positive definite matrix. The apparent advantage of this approach is that no (unnatural) restrictions on the parameters have to be imposed through the model specification so as to ensure positive definiteness. The dynamic correlation structure is enabled through the recursions in (4.8) which determine log H j , while H j in turn is obtained from the matrix exponential representation in (4.9). We shall work here with a slight modification given by
then the (4.10) have the unique, nonanticipative strictly stationary and ergodic solution
Condition (4.11) is in particular satisfied if |A| E < 1.
To prove that Assumption 2.1 is applicable here, we need to assume additionally that the random variable |F (ε −1 , . . . , ε −q )| has a finite moment generating function in a sufficiently large neighborhood of zero. Details are provided next. Theorem 4.7. A multivariate exponential GARCH process (y j : j ∈ Z) specified by (4.7) and (4.10) satisfies Assumption 2.1 if |A| E < 1 and
The proofs of Theorems 4.6 and 4.7 are postponed to Section B.4.
4.6. Summary. In this section, we have discussed the most popular multivariate GARCH models. Which of these models a practitioner will eventually pick will depend heavily on the application at hand. All specifications have their particular strengths and weaknesses. Research-applied and theoretic-is still to be conducted to reveal further insight. We refrain hence from giving recommendations here but refer to the survey papers [7, 47] additional reading. Independent of practical modeling considerations, the tests introduced in Section 2, however, are flexible enough to cover any of the particular multivariate specifications given in Sections 4.1-4.5. To investigate their finite sample behavior will be subject of Section 5.
Empirical results and applications.
The empirical part of the paper includes in its first part a discussion on the computation of the critical values and the validity of the normal approximation provided in Remark 2.1 in the case of finite sample sizes (Section 5.1). In a second part, we assess the finite sample properties of the test procedures for several multivariate time series models (Section 5.2). Finally, we address the applicability by investigating volatilities and cross-volatilities of stock data for 12 companies (Section 5.3).
Computation of critical values.
The asymptotic critical values of the test statistics Λ n and Ω n used in Theorem 2.1 can be computed either using the precise distribution of the limits Λ(d) and Ω(d), respectively, orprovided d is sufficiently large-the normal approximation given in Remark 2.1. Critical values for d = 1, . . . , 5 have already been tabulated in Kiefer [36] . Here, we provide critical values for larger values of d that seem to be more realistic in today's financial applications. The calculations are based on the limit distributions of Λ(d) and Ω(d) which have been derived in [36] .
Let q Ω 1−α (d) be the 1 − α quantile ofΩ(d), the standardized version of Ω(d), and let furthermore q Ω 1−α (∞) = z 1−α denote the 1 − α quantile of the standard normal distribution. In Table 1 Table 2 .
It can be seen from Table 1 that the normal approximation (d = ∞) works very reasonable in the case ofΩ(d). Even for those quantiles q Ω 1−α that are the farthest from the corresponding standard normal quantile z 1−α , it still holds that P (Ω(d) ≤ z 1−α ) ≈ 1 − α. This, however, does not hold true for the second statisticΛ(d). Here, the normal approximation (d = ∞) works considerably worse and it cannot even be recommended for d = 500. The exact values should consequently be used instead.
5.2.
A simulation study. In this subsection, we report the results of a small simulation study that includes multivariate AR(1), dynamic factor model and exponential GARCH specifications for the process (y j : j ∈ Z). In all cases, we use the statistics Ω n . Due to the weak dependence displayed by the data generating processes, we choose to work with the Bartlett estimator as a proxy for the asymptotic covariance matrix Σ with window length q = q(n) = log 10 n (see [4] ). It is shown in Chapter 11 of [16] that the Bartlett estimator satisfies condition (2.6).
If (y j : j ∈ Z) follows a parametric model, then Σ is a function of the model parameters. These, in turn, yield a natural plug-in estimatorΣ * n based on the relevant parameter estimators. This method, however, fails to work if the model is not correctly specified. Then, the plug-in estimator will converge to a limit Σ * = Σ, resulting in a potential power loss of the test statistics. Moreover, estimation procedures and goodness of fit tests for the nonlinear models discussed in Section 4 still often lack accuracy and a nonparametric approach seems-at this point-more advisable.
Autoregressive processes. We used as data generating process the four-dimensional AR(1) time series given by the equations y j = Ay j−1 + ε j , j = 1, . . . , n, where y 0 has been obtained after a burn-in phase of 500 iterations. The sample sizes under consideration are n = 200, 500, 800 and 1000. The innovations ε 1 , . . . , ε n have been specified as independent 4-variate normal variates with independent components. To assess the empirical level of the test, we have chosen A = (0.1)I, where I denotes the 4 × 4 identity matrix. Each component of the process is therefore a univariate AR(1) time series which is independent of the others.
To assess the power, we introduce several alternatives. These are specified by the form of the parameter matrix before and after the change-point k * = n/2. In particular, we work here with A = (0.1)I prior to k * and with A * = (0.1)I + δ1 after k * , where 1 denotes the 4 × 4 matrix for which all entries are equal to 1, thus introducing correlation between the coordinates after k * . The values of δ vary between 0.1 and 0.6. Using Theorem 2.1, the critical values have been computed using the exact distribution of the limit random variable Ω(d) given in (2.9) and discussed in the previous subsection. All results are based on N = 1000 repetitions.
The results are summarized in Table 3 for the three levels α = 0.10, 0.05 and 0.01. The row with δ = 0 corresponds to the empirical levels of the test. It can be seen that the procedure is conservative in finite samples as the empirical levels stay below the asymptotic critical values. Empirical and asymptotic level are close for the sample size n = 1000. On the other hand, small changes are found with greater difficulty if the sample size is small (n = 200). The power for bigger changes and/or larger sample sizes is, however, very reasonable.
Factor models. As second data generating process we used a factor model in which the four-dimensional y j are given by the equations Table 4 . The empirical levels appear to be more volatile than in the AR(1) case but quite satisfactory for the sample size n = 1000. The findings for the power of the test are similar to what has been observed for the AR(1) time series.
Exponential GARCH models. The final data generating process is a four-dimensional exponential GARCH model given by the (4.7) and (4.10) with specifications p = q = 1, A 1 = 0.1 diag(I (10) ), B T 1 = (0.1 diag(I (4) ), 0) and F = 0, where I (d) denotes the d-dimensional vector whose entries are all equal to 1 and 0 the 4 × 4 zero matrix. Under H 0 , we worked with C = 0.2 diag(I (4) ), while under H A we used C prior to k * and with C * = δC thereafter, where δ ranges from 1 to 3.5. The errors (ε j : j = 1, . . . , n) are Table 4 The rejection levels of the statistic Ωn for the factor model of Section 5. standard normal and the choices for n, k * and α are the same as before.
The results are summarized in Table 5 . They are close to the findings in the AR(1) and factor model cases.
Estimating the break location. To conclude the simulation study, we briefly investigated also how well the relative change location θ is approximated by the estimatorθ n of (2.12) for the AR(1) processes, the factor and exponential GARCH models. In Table 6 , we have reported mean, median and standard deviation for the various choices of δ and n specified in the foregoing paragraphs and for the break point k * = n/2, thus leading to θ = 0.5. The significance level was set to α = 0.1. The table shows that for all three processes there is a positive bias which diminishes as the sample size or the change magnitude δ increase. Generally, using the median leads to a superior approximation of the true θ than utilizing the mean, thereby indicating the existence of unusually large deviations (outliers) in several of the simulation runs. The estimatorθ n works satisfactory in the case n = 1000. This shows that the asymptotic result in display (2.13) applies reasonably well here, although future research should pursue a more detailed in-depth analysis of the performance ofθ n .
5.
3. An application to financial data. We study in our application the log returns of the adjusted closing stock prices between July 19, 1993, and March 19, 2009 , of the 12 companies listed in Table 7 , yielding the 12-dimensional observations y 1 , . . . , y 3941 . There are four companies in the airline sector, four in the automotive sector and four in the energy sector. More precisely, if p j,ℓ denotes the price of stock ℓ at time j, then we work with the centered log-returns To illustrate the time-varying nature of the volatilities, we have computed the rolling volatility and cross-volatility estimatorŝ
For each of the three sectors, the corresponding estimators are given in Figure 1 . They appear to be time-dependent. To further assess this conjecture, we computed the test statistic value Ω 3941 = 60.07. Since d = 12, we have d = 78. This leads to the critical value 12.00 at the 95% level. Therefore, the hypothesis of no change in the volatility and cross-volatility structure is rejected.
To illustrate the potential to detect multiple departures of the stability hypothesis, we have applied a binary segmentation procedure of the original test. Each time we reject H 0 , we re-apply it to the subsamples obtained from splitting the data into two pieces at the observation determined by (2.12) , that is,k * = ⌊θ n n⌋. The corresponding findings are reported in Table  8 . A number of the detected changes can be readily associated with major historical events. For example, the change found in the first round of the segmentation procedure along with the other estimated changes in 2001 are linked to the bursting of the dot-com bubble and the September 11 attacks, Table 7 . In this section, we derive a general multivariate functional central limit theorem (FCLT) and state moreover a derivative that is tailor-made for the examples discussed in Section 4. The results extend the corresponding univariate theory provided, for example, in Billingsley's monograph [10] .
Recall from Assumption 2.1 that (ε j : j ∈ Z) is a sequence of independent, identically distributed random variables with values in R d ′ and that we further suppose that the d-dimensional sequence (y j : j ∈ Z) is given by the relations (2.3). To prove a FCLT for this sequence, we shall utilize the sequence of m-dependent random vectors (y can be defined such that
Then the series Γ = j∈Z Cov(y 0 , y j ) converges (coordinatewise) absolutely and
where the convergence takes place in the
The proof of Theorem A.1 needs the following small auxiliary result.
Lemma A.1. Let (X n : n ≥ 1) and (Y n : n ≥ 1) be sequences of random vectors in R d such that X n D −→ X and Y n D −→ Y as n → ∞, where the limit random vectors X and Y are independent. Suppose further that there are sequences (X * n : n ≥ 1) and (Y * n : n ≥ 1) such that (a) X * n and Y * n are independent for all n ≥ 1, and (b)
Since the sequences (X * n : n ≥ 1) and (Y * n : n ≥ 1) are independent, we obtain
−→ 0 and consequently the assertion.
Proof of Theorem A.1.
Step
j=1 y j . It will be shown that the finite-dimensional distributions of the partial sum process (V n (t) : t ∈ [0, 1]) converge to the finite-dimensional distributions corresponding to the d-dimensional Brownian motion (W Σ (t) : t ∈ [0, 1]). Let K ≥ 1 and 0 ≤ t 0 < t 1 < · · · < t K ≤ 1. Because the limit process has independent increments, proving the latter convergence is equivalent to showing that
where
To do so, we focus in the first part of the proof on one element of the random vectors in (A.2). More precisely, we shall establish with the Cramér-Wold device that, for any 0 ≤ s < t ≤ 1,
For a = (a 1 , . . . , a d ) T ∈ R d , let the univariate sequences (z j : j ∈ Z) and (z 
by assumption (A.1). Theorem 21.1 in [10] consequently yields that
where σ 2 z = j∈Z E[z 0 z j ] = j∈Z a T Cov(y 0 , y j )a < ∞, which implies in particular that Γ converges coordinatewise absolutely. On the other hand, it holds that
does not yet imply (A.2). In the second part of the proof, we shall therefore construct independent random variables to replace them. For 0
where y (0) j = 0. Then V * n (s, t) and V n (0, s) are independent. Moreover, for any δ > 0, it holds that
as n → ∞. An application of Lemma A.1 shows that the vectors (V n (0, s), V n (s, t)) converge in distribution to (W Γ (s), W Γ (t) − W Γ (s)) as n → ∞. This proves (A.2) for K = 2. The same arguments apply also for arbitrary K.
Step 2. It remains to verify that the partial sum process (V n (t) : t ∈ [0, 1]) is tight. Since it suffices to show the tightness coordinatewise, a reference to Theorem 21.1 in [10] completes the proof of Theorem A.1.
The main results in Section 2 cover the case of detecting breaks in the covariance structure of multivariate financial time series. Therefore, at least in the context of the present paper, the following derivative of Theorem A.1 is of greater importance. 
In a similar fashion, we define the matrix Y ] by letting
Observe next that, applying Cauchy-Schwarz and Minkowski, with some constant c > 0, Proof of Theorem 2.1. Theorem A.2 yields that
Hence, Proof of Remark 2.1. We consider Λ(d) first and show in a first step that
−→ indicates weak convergence in the space of continuous functions defined on the interval [0, 1] and (Λ * (t) : t ∈ [0, 1]) denotes a continuous Gaussian process. Note that in the discourse of the proof, we shall not need the covariance structure of this process and we consequently do not compute it. We are going to apply the Cramér-Wold device. It follows from the independence of the Brownian bridge processes (B ℓ (t) :
where ξ denotes a centered normal random variable. Next, we verify the validity of the moment condition (12.51) in Billingsley [10] . Let µ(t, s) = t(1 − t) − s(1 − s) and denote in the following by c a universal constant which may vary from line to line. Observe that Rosenthal's inequality (see, e.g., page 59 of Petrov [44] ) implies that
since, by the Cauchy-Schwarz inequality and the fact that E[(B ℓ (t)−B ℓ (s)) 8 ] ≤ c(t − s) 4 , we have after routine computations that
Theorem 12.3 in [10] yields now the tightness and the continuity of the limit process (Λ * (t) :
. Since the function t → t(1 − t) reaches its largest value for t = 1/2, the weak convergence in (B.1) implies that
We show now that
Using (B.2), for any δ ∈ (0, 1), there are a constant c and a positive integer d 0 such that
which follows from the weak convergence in (B.1) and the continuity of the limit process applied to the first term on the right-hand side of the latter display and obvious reasoning in case of the second term. Relation (B.3) is established. To obtain the assertion of Remark 2.1 in the case of Λ(d), it suffices therefore to prove asymptotic normality for
. This is, however, immediately implied by the CLT. Proof of Theorem 2.2. It is an immediate consequence of the ergodic theorem that, as n → ∞,
By assumption (2.11), it follows that
Since similar arguments also imply that
the proof of Theorem 2.2 is complete.
B.2. Properties of the change-point estimator. The purpose of this subsection is to outline a proof that provides us with the relation in (2.13). In order to keep the arguments short, we simplify the setting and introduce the following technical assumptions. To begin with, we require the pre-change sequence (y j : j ≤ k * ) to be as in Assumption 2.2, while the post-change sequence (y j : j > k * ) is given by y j = y * j with (y * j : j ∈ Z) as in Assumption 2.2, thereby omitting the additional noise terms z j,n here.
Let
and assume that the thus defined sequences satisfy the strong law of large numbers with a rate a n , that is, 1 a n n j=1 (x j − µ) → 0 and 1 a n n j=1
where µ = E[x j ] and µ * = E[x * j ]. Since we are under H A , we have that
Theorem B.1. Let k * = [nθ] for some θ ∈ (0, 1). In the above described setting,θ n is strongly consistent for θ if a n n
provided thatΣ n → Σ with probability one and Σ is positive definite.
If the quantity ∆ n does not depend on the sample size n, then ∆ TΣ−1 n ∆ > 0 converges to a positive constant and the sufficient condition stated in Theorem B.1 reduces to a n /n → 0. The latter is essentially satisfied if strong laws of large numbers hold for the pre-change and post-change sequences. To establish Theorem B.1, we need the following lemma which is given without proof.
Lemma B.1. Let f (t) and g(t) be functions on [0, θ] of which f (t) is increasing. As long as
An analogous result can be stated if f (t) and g(t) are functions on [θ, 1] of which f (t) is decreasing.
Let therefore (y j : j ∈ Z) denote a generic coordinate of (y j : j ∈ Z). As in the statement of Theorem 4.2, we add-if necessary-zero coefficients and assume that (y j : j ∈ Z) follows the GARCH(r, r) model, r = max{p, q},
The assumption γ C < 1 ensures that (y j : j ∈ Z) has a unique strictly stationary solution (see [13, 14] ). Berkes, Hörmann and Horváth [8] have shown that this solution has the representation
From this representation and Minkowski's inequality, we obtain that
and consequently E[y 4 j ] < ∞ on behalf of γ C < 1. It remains to check condition (2.5) coordinatewise. In view of (B.4), a natural candidate for the approximating variables (y (m) j : j ∈ Z) is given by the truncated variables
Observe that y (m) j is measurable with respect to the σ-algebra generated by the random variables ε j , ε j−1 , . . . , ε j−m . Using the fact that |y j − y
it is now easy to see that (2.5) holds if γ C < 1. The assertion of Theorem 4.2 is consequently implied by Theorem A.2.
Proof of Theorem 4.3. At first, we identify the only candidate for the strictly stationary solution iterating the defining volatility equation (4.5) . Note that, by (4.3), y j • y j = σ j • σ j • ε j • ε j , and therefore where r = max{p, q}, E j = diag(ε j • ε j ), j ∈ Z. Utilizing the contraction condition γ J,α < 1, we will show that the expression on the right-hand side of (B.6) has a finite · E,α -norm. To this end, write
where the first inequality sign is obtained after an application of the matrix norm inequality |M N | E ≤ |M | E |N | E , Minkowski's inequality for the L α -norm and the fact that (E j : j ∈ Z) are independent, identically distributed random matrices. The proof is complete. where r = max{p, q}. Due to the stationarity result given in Theorem 4.3, it suffices to prove (2.5) for j = 0. This will be achieved in three steps. We first establish a result for the distance between σ 0 and the approximating volatility σ Proof of Theorem 4.6. The assertion is an immediate consequence of Brandt [15] and Bougerol and Picard [13] .
The proof of Theorem 4.7 requires three auxiliary lemmas and some basic results from linear algebra. The first lemma establishes connections between the various norms that are in use. The latter inequality sign follows from an application of Hölder's inequality with α, β > 1 such that 1/α + 1/β = 1. In the following, we investigate the norms in (B.9). By assumption, ε 0 4 < ∞. Lemma B.2, Minkowski's inequality and the existence of a moment generating function for F (ε −1 , . . . , ε −q ) imply that 
