



Knowledge-Based Design Guidance System for Cloud-Based Decision Support in the 
Design of Complex Engineered Systems 
Abstract 
The automation and intelligence highlighted in Industry 4.0 put forward higher requirements for 
reasonable trade-offs between humans and machines for decision-making governance. However, in 
the context of Industry 4.0, the vision of decision support for design engineering is still unclear. 
Additionally, the corresponding methods and system architectures are lacking to support the 
realization of value-chain centric complex engineered systems design lifecycles. Hence, we identify 
decision support demands for complex engineered systems designs in the Industry 4.0 era, 
representing the integrated design problems at various stages of the product value chain. As a 
response, in this paper, the architecture of a Knowledge-Based Design Guidance System (KBDGS) 
for cloud-based decision support is presented that highlights the integrated management of 
complexity, uncertainty, and knowledge in designing decision workflows, as well as systematic 
design guidance to find satisfying solutions with the iterative process “formulation-refinement-
exploration-improvement”. The KBDGS facilitates diverse multi-stakeholder collaborative 
decisions in end-to-end cloud services. Finally, two design case studies are conducted to illustrate 
the proposed work and the efficacy of the developed KBDGS. The contribution of this paper is to 
provide design guidance to facilitate knowledge discovery, capturing, and reuse in the context of 
decision-centric digital design, thus improving the efficiency and effectiveness of decision-making, 
as well as the evolution of decision support in the field of design engineering for the age of Industry 
4.0 innovation paradigm. 
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Glossary 
CPS Cyber-Physical Systems 
PSS Product-Service Systems 
CPPS Cyber-Physical Production Systems 
CPSS Cyber-Physical-Social Systems 
S+PSS Servitization and Product-Service Systems  
CPPSS Cyber-Physical Product-Service Systems 
KBDGS Knowledge-Based Design Guidance System 
CBDS Cloud-Based Decision Support 
PEI-X diagram Phase-Event-Information X diagram 
CDK closed-loop guidance Concept-Decision-Knowledge closed-loop guidance 
FREI Formulation-Refinement-Exploration-Improvement 
HRRS Hot Rod Rolling System 







A decade ago, the need for disruptive change in the manufacturing sector emerged, driven by the need to meet customers’ 
individual requirements quickly and cost-effectively [1]. This event triggered the Industry 4.0 initiative, first in Germany in 
2011 and then worldwide [2]. The Smart Manufacturing Initiative in the US, Made in China 2025 in China, Smart Industry 
in the Netherlands, Future of Manufacturing in the UK, and Manufacturing In-novation 3.0 in South Korea are some of many 
Industry 4.0 initiatives [3-5]. From an engineer’s perspective, Industry 4.0 refers to smart data processing for more competitive 
manufacturing, virtualization, and autonomous decisions for real-time intelligence and smart actions, servitization and new 
business models, smart design, and creation and use anywhere and at any time. As shown in Figure 1, Industry 4.0 has been 
happening in four overlapping cycles [6]. In the first cycle, Industry 4.0 building blocks were created defining generic 
architecture models for Cyber-Physical Systems (CPS), creating foundations for the architectures of cloud manufacturing and 
the associate processes to operate on. The second cycle with the more mature adoption of Industry 4.0 building blocks created 
the foundations for cloud manufacturing architectures to deliver product-service bundles through the Servitization and 
Product-Service Systems (S+PSS). These bundles were required for companies to grow into the Industry 4.0 technology 
landscape that was created. In the third cycle, new opportunities for value creation from digitization and data, new data-driven 
business models, and the integration of the supply chain into horizontal Cyber-Physical Production Systems (CPPS) will 
become a paramount challenge facing industry at large. Lastly, in the fourth cycle, the anticipated development over the next 
five years is a transition from digital silos into holistic decentralized, end-to-end ecosystems where value chain-centric 
complex engineered systems design guided by knowledge and decision support will lead to a new understanding compared 
with what we know today. 
 
 
Figure 1. Industry 4.0 Roadmap [6] 
 
It can be seen in the Industry 4.0 roadmap, as shown in Figure 1, that with the mutual development and integration of 
different enabling technologies, a holistic solution over the complex engineered systems design lifecycle value chain is 
gradually being recognized and accepted by more scholars and enterprises to address the trade-offs between theoretical 
concepts and policies in different countries [7, 8]. As shown in Table 1, we present some typical system concepts and features 
of complex engineered systems in the context of Industry 4.0. In realizing the value-chain centric complex engineered systems 
lifecycle, the proposed concepts promote the development of design engineering and its technical integration with different 
disciplines to strengthen the decision support scheme's integrity in different domains. However, in the Industry 4.0 era, the 
vision of decision support for design engineering is still unclear, and the corresponding method and system architecture lack 
the support to realize industrial applications [6, 9-11]. With this in mind, this paper proposes the architecture of a Knowledge-
Based Design Guidance System (KBDGS) for achieving cloud-based decision support in complex engineered systems design. 
In the KBDGS, three main functional modules give full play to the integrated management of complexity, uncertainty, and 
knowledge in value-chain centric complex engineered systems design, based on the concept-decision-knowledge closed-loop 
guidance method [12] and decision process modeling leveraging the PEI-X diagram [12, 13]. The potential application of the 
KBDGS goes beyond complex engineered system design, such as environment monitoring, urban intelligence, production 
intelligence, healthcare, education, and other dynamic social systems, see Figure 2. This paper implements the KBDGS 
architecture in a computational platform and provides a design guidance method, namely “Formulation-Refinement-
Exploration-Improvement” (FREI). The main contribution is to facilitate knowledge discovery, capture, and reuse in the 
context of decision-centric digital design, thus improving the efficiency and effectiveness of decision-making in value-chain 






Figure 2. Potential application of KBDGS to different complex systems [14-17] 
 
The remainder of this paper is organized as follows. In Section 2, a critical literature review is conducted to clarify this 
paper's research gaps and contributions. In Section 3, decision support demands in complex engineered systems design are 
identified. As a response, the architecture of the KBDGS is defined in Section 4, which refers to the relevant functional 
frameworks and associated methods for managing complexity, uncertainty, and knowledge. Additionally, the design guidance 
procedure for implementing the KBDGS is provided. In Section 5, two industrial applications are illustrated. The closing 
remarks and the future work of the proposed methods are given in Section 6. 
 
Table 1. Concept comparisons of typical complex engineered systems in the Industry 4.0 era 
Concept Major characteristic Supporting technology Major research Refs. 
Cyber-Physical 
Systems (CPS) 
 Fusion of physical and virtual 
systems in manufacturing 
 Cloud-based numerical control 
 AR-enabled real-time visibility 
 Multi-scale dynamic 
manufacturing processes 
 Radio frequency identification 
device technology 
 Control system as a service 
 AI/Knowledge-based design 
decision-making 
 IoT-enabled data collection 
 IoT-based CPS environment 
 CPS-enabled smart machine 
tools/smart factory 
 Cyber virtualization modeling 








 Intelligent and autonomous 
interactions of CPS objects 
 Integration of physical 
resources as adaptive, secure, 
and on-demand manufacturing 
services 
 Value-added services for design 
and manufacturing 
 Value-chain-oriented view of 
the product and production 
system lifecycle 
 Information and 
communication technologies 
 Service-oriented architecture 
 Knowledge-based design 
decision-making 
 Smart scheduling and control 
 Semantic Web Technologies 
 Model-driven systems 
engineering 
 Machine scheduling in smart 
factories 
 Energy consumption 
monitoring 
 Digital twin-based architectural 
framework 
 Information modeling and 
integration of multi-disciplinary 
engineering 







 Integration of humans, 
computers, and the physical 
environment 
 Extends CPS to the social 
domain and features human 
participation and interaction 
 Human-centric computation 
services 
 Seamless migration 
technologies of heterogeneous 
network 
 Cloud-based decision support 
 Context awareness and 
management 
 Human-computer interaction 
 Social computing 
 Recommendation based on the 
social network 
 CPSS design and modeling 
 Cloud environment support 
 Dynamic social relationships 
learning 
 Distributed decision-making 









 Value chain reconfiguration for 
manufacturing service 
 Unique combination of 
products and services 
 Integration and configuration of 
design and manufacturing 
resources 
 AI/Knowledge-based design 
decision-making 
 Service-oriented design 
 Internet of Things 
 Virtualization 
 Context awareness and 
management 
 Mass customization 
 Service-oriented business 
models 
 Value-driven development of 
product and service 







 Implementation of cyber-
physical and servitization 
technologies in the lifecycle 
 Value chain-added services for 
stakeholders 
 PSS and CPS technologies 
 AI/Knowledge-based design 
decision-making 
 Cloud services 
 Semantic Web Technologies 
 Lifecycle management of 
product and service 
 Design, evaluation, and 
operation methodologies 




2. Literature Review 
To clarify the research problems in this paper, this section focuses on reviewing and analyzing the current major research. 
Section 2.1 points out the design approaches of typical complex engineered systems represented by CPS, PSS, CPPS, and 
CPPSS in the Industry 4.0 era. Section 2.2 gives decision support characteristics for the new design paradigm. Finally, Section 
2.3 identifies the research gaps of existing studies and provides this paper's corresponding research contributions. 
 
2.1. Design Approaches of Typical Complex Engineered Systems in the Industry 4.0 Era 
Various design methodologies support the development of CPS, CPPS, PSS, and CPPSS as typical complex engineered 
system designs in the Industry 4.0 context. For instance, Vasantha and co-authors [26] provided a review of PSS design 
methodologies. This paper explains the relevant approaches based on the three aspects of knowledge, value, and integration 
through the comparative analysis of numerous existing studies. 
 Knowledge-based approach. In the knowledge-driven approaches, a variety of functions are realized in designing 
CPS/CPPS/PSS/CPPSS regarding obtaining and reusing knowledge in design, such as the predictions of disruptions and 
consequences [21] as well as stakeholders’ preferences [28] and the enhancement [29], customization [28], and evaluation 
[28, 30] of decision-making processes, combining multiple methods to give decision support [31], system evolution [32], and 
ontology-based service selection [33]. Despite the various functions realized in knowledge-based approaches, there has not 
been a clear functional vision of decision support for complex engineered systems design. Most authors connect a cyber 
system with a physical system or synthesize the production and service process. Still, limited decision support is given to 
managing the whole cyber-physical product-service system regarding complexity and uncertainty management. There is also 
a lack of knowledge management for different scenarios of complexities and uncertainties as well as exploring design options. 
Moreover, when leveraging new technologies, the design methods described in the literature incorporate emerging 
technologies such as cloud computing and the IoT to support the existing framework, rather than systematically innovating 
and speculating about design concepts to support future technologies. 
 Value-driven approach. In the value-driven approach, the key challenges and contributions are for designers to 
develop key performance indices (KPIs) to assess the value in multiple phases along with the PSS and quantify the qualitative 
and incomplete information to support decision making. Bertoni and co-authors [27] focused on the methodological guidance 
and tools for value-driven PSS designs, such as knowledge enablers for decision making in optimal PSS planning or early 
value-based design exploration with knowledge maturity to enhance trade-off analysis in service-oriented design 
configurations. Thomsen and co-authors [34] proposed a value-maximizing design method and optimized aero-engine 
component living decisions in a PSS by integrating manufacturing and maintenance alternatives. Mourtzis and co-authors [35] 
presented an approach for PSS evaluation using KPIs values, which could be extended to all lifecycle phases, taking into 
account the customers’ perception of value. Sakao and Lindahl [36] provided a value evaluation method for designing a PSS 
with the potential to replace a customer utility analysis. Rondini and co-authors [37] proposed an engineering value assessment 
method for PSS design that guided the identification of trade-offs in the decision-making through an importance-performance 
analysis. The value-driven approaches assume that some KPIs or utility functions can reflect the value variation in a PSS 
accurately. The stakeholders in all departments or phases of a PSS share common interests and accept certain tradeoff 
scenarios. The management of the complexity and uncertainty in a PSS is through quantifications and simplifications by 
assessing activity value changes. Cyber-physical systems are not discussed in the value-driven approaches. Design automation 
based on new technologies such as cloud computing and real-time data collection and processing (from terminal equipment) 
has not focused on research and discussions. 
 Integrated design approach. The integration here is a relatively broad concept, including the integration of multiple 
perspectives [38], stages [39], and stakeholders’ or participants’ interests [39] or methods [40, 41]. Costa and co-authors [38] 
discussed the models in service design, PSS, and the integrative PSS approach, and they proposed a design method built on 
Service-Dominant logic, integrating the human-oriented perspective with an organizational network-oriented perspective. 




integration among all participants in a lifecycle. Bertoni and co-authors [40] integrated cost engineering into the PSS design 
to estimate the lifecycle cost of PSS hardware at a conceptual design stage. Andriankaja and co-authors [41] proposed an 
integrated method to design the PSS life cycle and the configuration of the PSS value network based on the extended 
functional analysis approach. These integrated approaches help manage the PSS's complexity more flexibly by bringing 
insight and expertise from different domains and managing the process chain dynamically. However, these approaches lack 
guidelines to integrate, discover, and reuse knowledge in different fields in a systematic and organized way. 
 
2.2. The Characteristics of the Decision Support in the Context of Industry 4.0 
Decision support is an essential part of design engineering. Marcus and Juan [42] surveyed smart design engineering, 
summarizing and highlighting the value of decision-support in different design processes. Hoffmann and co-authors [8] also 
conducted a survey of decisions to consider complexities, uncertainties, ambiguities, and dynamic environments in the 
Industry 4.0 context. Based on our literature review and the concepts listed in Table 1, we summarize the major characteristics 
of decision support in the Industry 4.0 age as follows. 
 Knowledge-based decision support. Knowledge management and knowledge-based decision support are much 
more emphasized in Industry 4.0. The traditional domain knowledge and domain-independent calculation and analysis should 
be integrated dynamically to support decision-making in the new age. Burggräf and co-authors [43] introduced the role of 
knowledge-based systems (KBS) by reviewing knowledge-based problem-solving in physical product development. The 
authors hold that a decision support system (DSS), as a subdomain of KBS, focuses on calculation and analysis, whereas KBS 
focus on the knowledge and data adaptable to the production integration of complex products and processes in an uncertain 
environment. Umeda and co-authors [44] presented a lifecycle development framework for integrating knowledge of products 
and processes. The framework contributed to life cycle option selection. Xu and co-authors [45] focused on the knowledge 
evolution in product lifecycle design and manufacturing. Agostinho and co-authors [46] reviewed the knowledge and model-
driven technology used in sustainable networked enterprises’ information systems built on dynamic decision support enablers. 
Designers need to manage various complexities and uncertainties in a CPPSS based on evolving but still limited knowledge. 
Therefore, the designers face the challenge of designing a knowledge-based decision support system considering the tradeoffs 
among versatility, customizability, and robustness. 
 Artificial Intelligence (AI) and Big Data-driven decision support. AI and big data technologies provide a vast 
number of opportunities for designers to manage a larger scale and a wider range of complexities and uncertainties. Duan and 
co-authors [47] discussed AI techniques for decision-making in the big data era and offered 12 research propositions to 
advance knowledge about maximizing the benefit of new-generation AI systems. Kheybari and co-authors [48] provided an 
overview of applications of the analytic network process widely used in multicriteria design and manufacturing systems. Ding 
and co-authors [49] surveyed large-scale decision-making based on AI applications. Li and co-authors [50] reviewed big data 
technologies used for different stages of the product lifecycle. A subsequent challenge is determining how the systems based 
on AI and big data technologies provide decision support when data is incomplete, inaccurate, or has various qualities in 
different circumstances. Design guidance accommodating every situation is needed whether big data is accessible or missing, 
accurate or inaccurate, complete or sparse, etc. 
 Cloud service for decision support. Cloud service allows designers to realize real-time analysis and insight 
generation, which largely improves the scale and efficiency of knowledge management in decision-making. Terziyan and co-
authors [51] gave a service-oriented framework, patented intelligence (Pi-Mind), to augment the axioms of decision rationality. 
Ahmed and Majid [54] reported agent-based problem-solving techniques for cloud service composition as well as a survey 
on agent-based Petri Nets modeling. Bendul and Blunck [52] proposed a design decision classification framework for a 
combination of centralized and decentralized decision strategies, as well as guidance for production system design. Theorin 
and co-authors [53] proposed an event-driven line information system architecture for informed and timely cloud service 
decisions. Shahin and co-authors [54] proposed a cloud-based Kanban decision support system by integrating Lean practices 
and Industry 4.0 intellectual technologies. Babiceanu and co-authors [55] surveyed virtualization and cloud-based services 
for CPS, as well as the utilization of big data analytics for manufacturing operations that enable timely and accurate insights. 
The challenge of applying cloud service in decision support is designing an architecture that supports the easy implementation 
and customization of different design guidance systems. 
 Other characteristics, such as decentralization [52], interoperability [56, 57], virtualization [55], real-time response 
[3-5, 11, 15, 18], modularity [4, 42, 58], and inclusive and adaptive new-technology [2], endow the decision support in the 
new age with unlimited possibilities. 
However, for this relatively new domain, the decision support in the CPPSS along with the convenience and opportunities 
brought by new concepts and technologies, there are risks [59], confusion [6, 9-11], uncertainties, and wastage to be managed 
and overcome. Those challenges are not only brought by new demands but also come out with the utilization of new 
technologies. In addition to giving decision support to designers for each particular problem, the functionality of the decision 
support for complex engineered systems needs to be envisioned and clarified. In addition, in the era of Industry 4.0, when the 
division of disciplines is highly refined and domain knowledge is difficult to generalize, researchers can easily fall into the 
trap of focusing on a specific viewpoint while ignoring the possibility of understanding, planning, and managing one complex 




to enrich and guide future research about decision support for complex engineered systems. 
 
2.3. Research Gaps and Contributions 
By investigating the design approaches and decision support characteristics of typical complex engineered systems such 
as CPS, PSS, CPPS, and CPPSS in the context of Industry 4.0, it has been found that the perspective of design engineering 
decision support in the new industrial paradigm is not yet clear and well addressed, for the following reasons: 
 Gap 1: The lack of a clear functional vision of decision support for complex engineered systems design in the 
Industry 4.0 context. Although the complex engineered systems represented by CPS, PSS, CPPS, CPPSS, etc., have huge 
advantages and the inevitable trend of Industry 4.0, as presented in Table 1 and Section 2.1, there are few general flexibility 
methods to support complex engineered systems design. Most of them focus on the design paradigms of CPS, CPSS, and PSS 
individually. Research about decision support for the field of design engineering emphasizes the improvement of the decision 
model itself, neglecting many dilemmas in decision process management, such as synthesizing different levels of decision 
activities in system design, representing the relationship between products, decisions, and knowledge, as well as defining an 
extensible functional framework of decision support in the context of the Industry 4.0 era. Hence, more attention should be 
given to identifying decision support functional demands in complex engineered systems design. 
 Gap 2: The lack of methods and frameworks for decision support to integrate managing complexity, uncertainty, 
and knowledge in complex engineered systems design. Section 2.1 points out that different design methods exist in complex 
engineered systems design, such as CPS, PSS, CPPS, and CPPSS in terms of knowledge, value, and integration. The essence 
of these methods is derived from the impact of the new industry 4.0 design paradigm on system design complexity and 
uncertainty. Multi-dimensional complexity and multi-factor uncertainty involving the coupling and interaction between 
different system domains and decision problems for different disciplines can seriously affect the final product's performance 
and quality. Especially in Industry 4.0, the dynamic and variable demands increase the complexity and uncertainty of decision-
making by different stakeholders in the realization of engineered systems and put forward higher requirements for the 
adaptability and flexibility of the decision-making process. Looking back at the trends and characteristics of decision support 
identified in Section 2.2, it is not difficult to find that knowledge-based decision support has become or is becoming a 
significant way to solve the dilemmas of decision support at present and in the future. Unfortunately, no systematic methods 
and frameworks effectively integrate complexity, uncertainty, and knowledge to support decision-making with the new design 
paradigm. 
 Gap 3: The lack of system architecture and a relevant design guidance approach to implementing cloud-based 
decision support. As described in Section 2.2, it can be found that many studies have pointed out that cloud-based decision 
support is becoming an important foundation for the Industrial 4.0 design paradigm with connectivity as the main feature. 
Although numerous feature-rich decision support systems or tools already exist, there is still a lack of cloud-based decision 
support systems for the value-chain centric complex engineered systems design lifecycle. In fact, the relevant research 
described in Section 2.1 also points out the importance of being value-driven in the new design paradigm. Achieving this 
purpose requires the clarification of the salient features of decision demands for the complex engineered systems design and 
defining flexible system architecture, increasing designers' ability to understand and predict the process behaviors of the 
decision-making process, and improving the efficiency and effectiveness of decision-making for different stakeholders. 
We propose the architecture of a Knowledge-Based Design Guidance System (KBDGS) to address the aforementioned 
gaps for achieving cloud-based decision support in value-chain centric complex engineered systems design. The new 
contributions contained in this paper are summarized as follows: 
 Contribution 1: We define the decision support demands in the design of complex engineered systems based on the 
three aspects of complexity, uncertainty, and knowledge, which provide a foundation for addressing the decision support 
challenges of design engineering in the context of Industry 4.0, as described in Section 3. This is meant to address Gaps 1 and 
2. 
 Contribution 2: We present three frameworks of the main functional modules in the KBDGS for the integrated 
management of complexity, uncertainty, and knowledge in value-chain centric complex engineered systems design based on 
the approaches of concept-decision-knowledge closed-loop guidance and decision process modeling via leveraging the PEI-
X diagram, as described in Section 4.1-4.3. This is meant to address Gap 2. 
 Contribution 3: We implement the KBDGS architecture in a computational platform and provide a design guidance 
method, namely “Formulation-Refinement-Exploration-Improvement” (FREI), which enhances knowledge discovery, 
capture, and reuse in the context of decision-centric digital design, as described in Section 4.4. This is meant to fill in Gap 3. 
 
3. Decision Support Demands of Complex Engineered Systems Design in the Industry 4.0 context 
Through the above literature review and research gaps, it can be found that complexity, uncertainty, and knowledge 
represent the decision-making characteristics of the major design problems of complex engineered systems at various stages 
of the product value chain in the context of Industry 4.0. Thus, this section focuses on identifying decision support demands 






 System complexity: Driven by various emerging technologies, the design complexity of physical systems has 
become increasingly prominent. Some typical system complexity characteristics, including multifunctional system modules 
and the multi-scale integration of the mechatronic and cyber-physics system, put forward more flexible decision support 
requirements [20, 22, 60, 61]. For example, networked manufacturing systems involve sequential and concurrent design 
mechanical systems and control systems, which influence the evaluation criteria for different optimization goals of decision-
makers in the early design stage, such as accounting for being diagnosable, controllable, and cost-effective [57, 62]. Similarly, 
integrating multi-disciplinary design, such as materials, the manufacturing process, and system products, is also involved [56]. 
Due to the consistency of system design based on decision-making, the primary challenge of complexity management for 
decision support is a system’s flexible representation with significance for different stakeholders to identify the design space 
that affects decision results. 
 Design complexity: Design complexity stems from the inherent complexity of systems that request various design 
methodologies to meet dynamic and diverse requirements [14, 30, 63]. This is reflected in some specific design aspects, such 
as integration, sustainability, modularity, and being multi-scale [4, 42, 58]. This is consistent with the requirement-oriented 
design principles of traditional products [64]. For example, the definition of material property models at different scales is 
considered in networked manufacturing systems design [3, 56]. However, as products and manufacturing systems develop 
toward intelligence, some new design requirements follow one after another, including intelligent design driven by data, 
digitization, and value [3, 4]. Therefore, the challenge of design complexity for decision support is reflected in the adaptability 
and expansibility of the analysis and synthesis of data, information, models, and knowledge. For example, networked 
manufacturing systems design has to reuse and generate a large amount of information such as the parameters, models, data 
results, etc.[62]. The efficient organization and discovery of reusability knowledge can effectively improve the quality of 
decision-making [45]. 
 Process complexity: Process complexity affects the design cycle implementation and sustainable development of 
products and systems, as embodied in the coupling of process decision problems at different levels [12, 65]. For example, the 
decision space of different stages and modules in networked manufacturing systems design is different in that relevant data, 
information, and model knowledge integrate upstream and downstream problems into the design, and human experts decide 
to take the best action to dynamically adjust the design process and strategy considering the interrelated factors to further the 
clarity of goals [56, 57]. Different decision processes and strategies produce different design results [66]. The process 
complexity is at the mercy of integrating and utilizing information flow in different nodes to better support decision-making. 
The challenge of process complexity lies in the flexible and scalable representation model of the decision process and process 
design mechanism for the effective organization and management of a large amount of design-coupled information. 
 Organizational complexity: Even for complicated design or advanced technical support, human participation and 
decision-making are indispensable [23, 24, 51]. For example, as decision-makers, designers need to clarify the design concept, 
define the design space, identify the goal priorities, judge the satisfying solution, and determine a series of decision behaviors 
[14, 51, 60]. Although AI technology can enhance the abilities of computers to make certain decisions, so far, its capabilities 
have been limited [5, 42]. Furthermore, the organizational dimension also involves the trade-offs between different 
stakeholders and the embodiment of value. For example, policymakers, industrialists, consultants, researchers, and others 
may have opportunities to participate in decision-making activities at various levels with different system roles (i.e., system 
actors, system designers, and system influencers) [38, 67]. Hence, the challenge of decision support arising from 
organizational complexity focuses on reflecting the corresponding human roles at the decision level, that is, the function 
identification and division of human designers in decision-making. 
 
3.2. Uncertainty 
 Uncertainty in problem modeling: The model-based realization of complex engineered systems with notable 
Industry 4.0, especially in simulation-based design, involves the problem modeling’s internal and external uncertainty sources 
[43, 68]. The internal factors refer to the system model’s variabilities due to simplifying assumptions and idealizations, limited 
experimental data considering cost and computations, etc. [17]. The external factors include decision preferences and 
cognition influencing the demands and expectations of the design, such as user satisfaction diversity, individual preference 
differences, design constraints for sustainability, as well as rapid changes in product quality, production capacity, or inventory 
caused by specific emergencies in the manufacturing or supply chain network [42, 69]. For example, in multistage 
manufacturing systems design, there is a need to account for many sources of variation and uncertainties as well as some 
unpredictability of a mechanical system known as the model parameters due to incomplete knowledge of model parameters 
and the inputs and sensing parameters (sensors) in the process [62]. As a result, many challenges for decision support arise in 
identifying, quantifying, and evaluating uncertainty and primary uncertainty management tasks. 
 Uncertainty in decision process: Due to the coexistence of various uncertainties in design, the application of existing 
processes, methods, and tools to manage various uncertainties necessitates a computational environment that enables a system 
model to integrate the associated information [70]. The traditional design process models, such as the IDEF0, BPMN, and 




multistage manufacturing systems design involves propagated uncertainty as a combination of the unpredictability in the 
model parameters and the model structure unpredictability in the model chains. Therefore, the challenge is to provide a 
hierarchical process model with a stronger semantically graphical expression to explicitly depict the values of the parameters 
interlinked with individual subsystems and the propagation characteristics of the uncertainty in the model and the process 
chain. 
 Uncertainty in design exploration: The most desired vision of uncertainty management is to enable the system that 
is designed to be robust and resilient to emergencies that reflect the adaptive nature of decision-making. This is particularly 
significant in the design of complex engineered systems in the Industry 4.0 era [69]. For example, the dynamic management 
of a multistage manufacturing system involves implementing the system’s diagnosability and adaptability leveraging 
extensive design space exploration based on data acquisition from different sensors [62]. Considering uncertainties in design 
exploration (e.g., incompleteness and inaccuracy system models, decision preferences), designers have to systematically 
adjust the design space in due time to manage the risks of errors accumulating and propagating during the design of different 
stages of the process chain [59]. Therefore, the challenge is to explore the influence of uncertainty on system design results 
and its dynamic propagation characteristics in the decision-making process. 
 
3.3. Knowledge 
 Knowledge classification: Effective knowledge classification is the premise of knowledge-based decision support 
[45]. Existing knowledge engineering research usually divides design knowledge into two types: product-related and process-
related [71]. Our previous research built on this by supplementing a third type of knowledge, problem-related knowledge, 
emphasizing a decision-centric design perspective [13]. The reason for this is that the design of physical products and systems 
can often be regarded as a knowledge-based problem-solving process in which decision-making is an important 
transformation from information to knowledge [43]. The knowledge of decision-making processes covers human experience 
and strategies for problem solutions. It is not equivalent to product or process-related knowledge, but rather to knowledge of 
the specific problem-solving strategy of decisions. Therefore, knowledge classification in decision support is not limited to a 
single dimension. More knowledge classification perspectives facilitate more flexible and effective decision support, such as 
content-type (e.g., product-related, process-related, and problem-related) and formal-type (descriptive knowledge and 
procedural knowledge). 
 Knowledge representation: The formalization and representation of knowledge has received strong attention in the 
last few decades [12]. Formal knowledge involves engineering know-what and know-how embedded in documents, manuals, 
computer algorithms, 3D geometric models, simulation models, and problem-solving routines. [72]. Correspondingly, tacit 
knowledge that is tied to experiences, rationality, intuition, and implicit rules is considered engineering know-how and know-
why. Integrating various aspects of knowledge needs is the development trend of knowledge representation [72, 73], especially 
in the Industry 4.0 era. Formal knowledge representation is the foundation of realizing reusability and knowledge-driven 
intelligence [42]. Therefore, the challenge is not the knowledge representation technology itself, but rather the definition of 
the knowledge terms and the identification of reusable information that can be extensible and adaptable to more flexible 
decision support. 
 Knowledge capture and reuse: Identifying appropriate and accurate knowledge demands and reuse behaviors for 
different individuals, activities, and design objects is a long-term focus of knowledge communities, especially research fields 
in knowledge management and knowledge-based engineering [72, 74]. Knowledge capture and reuse is the basis for achieving 
collaborative and integrated decision-making in knowledge-intensive system engineering [71]. It is clarified that ontology-
based knowledge representation facilitates semantic retrieval, interoperability, and communication in knowledge sharing [13]. 
Additionally, the integration of knowledge and computer-aided tools is beneficial to computational decision support, thus 
enabling knowledge-driven design automation [72]. Therefore, the challenge lies in integrating traditional knowledge service 
modes and cloud-based decision support with the background of Industry 4.0. 
 
4. Building a Knowledge-Based Design Guidance System for Complex Engineered Systems Design 
Design engineering in the Industry 4.0 era presents new challenges for decision support. In response to the decision support 
demands for managing complexity, uncertainty, and knowledge in the design of the engineered systems identified in Section 
3, we propose the architecture of a Knowledge-Based Design Guidance System (KBDGS) for the realization of value-chain 
centric complex engineered systems design lifecycles, involving various stakeholders (e.g., customer, designer, manufacturer, 
supplier), as shown in Figure 3. A three-layer functional structure of the KBDGS is defined, including three main available 
modules: system concept management, decision workflow management, and design knowledge management. Different 
modules support decision collaboration and knowledge sharing among designers with different roles in the complex 
engineered systems design value chain via icon-based cloud services. Significantly, the Phase-Event-Information X (PEI-X) 
diagram proposed in previous work [12, 13] supports the design of decision workflows for complex engineered systems design 
with different requirements scenarios. The difference is that customizable cloud services with configurable and extensible 
features (e.g., process modeling, decision problem-solving, post-solution analysis) facilitate better modularity knowledge 






Figure 3. Architecture of knowledge-based design guidance system for cloud-based decision support 
 
4.1. Complexity Management 
In the realization of value-chain centric complex engineered systems design lifecycles, the complexity management of 
decision support involved in different stages corresponding to Section 3.1 is presented for the following solution, namely the 
“Concept-Decision-Knowledge” (CDK) closed-loop guidance driven by the “Formulation-Refinement-Exploration-
Improvement” (FREI) iterative processes, as shown in Figure 4. 
 
 





 Management of system complexity: As mentioned above in decision support demands, the challenge of system 
complexity lies in the flexible representation of design space. The key point is that one needs to consider generalized decision 
formulation that conforms to different stages of complex engineered system design. For this purpose, we adopt the domain-
independent Decision Support Problem Technique (DSPT) proposed by Mistree and co-authors at the University of Houston 
[75]. The CDK closed-loop guidance is derived based on CK theory [76], in which concept space is the unified representation 
of product system information in different stages. For example, system information can be denoted as 𝑆𝑖 = {∑ 𝐶𝑗 |𝑗 = 1 ⋯ 𝑛}, 
where the system information of different stages is abstracted as 𝐶𝑗, and the total amount of concept space 𝑛 depends on the 
design requirements of the specific system for different designers. For example, for a material designer who is concerned only 
with material properties and the corresponding mechanical performances, the 𝐶𝑗 can be identified as material concepts and 
mechanical concepts. Each concept space is composed of a set of concept attributes and a series of problem-solving models, 
which are denoted as 𝐶𝑗 = {∑ 𝐴𝑘 , ∑ 𝑀𝑔 |𝑗 = 1 ⋯ 𝑝, 𝑔 = 1 ⋯ 𝑞}. For example, Figure 4 shows that system 𝑆1 = {𝐶1, 𝐶2, 𝐶3}, 
where each concept is represented as 𝐶1 = {𝐴1, 𝐴2, 𝐴3} and 𝐶1 = {𝑀1, 𝑀2, 𝑀3} . In this way, the entirety of the design 
information consists of different systems, concepts, attributes, and models to form a complex hierarchical network structure, 
which facilitates the management of the system complexity. 
 Management of design complexity: The design complexity is reflected in solving the decision problem at different 
nodes in the above-constructed system network to improve the analysis and synthesis of the data, information, models, and 
knowledge in the entire network. As shown in Figure 4, each concept 𝐶𝑗 in the CDK closed-loop can be identified as a 
different level of the decision-making process. The solution for each decision node involves different types of knowledge. We 
develop a FREI solution iterative process for the CDK closed-loop, and its detailed implementation process is explained in 
Section 4.4. The processes of formulation and refinement in the FREI focuses on the operation of Concept Space - Decision 
Space (𝐶 → 𝐷 and 𝐷 → 𝐶), that is, creating and refining the decision process and its decision space corresponding to each 
concept (operation 𝐶 → 𝐷 ). For instance, the identified system concept is denoted as 𝐶𝑗 = ∑(𝑃, 𝐸, 𝐷, 𝑇) , for which the 
decision information is transmitted in the process nodes with different granularities (i.e., phase, event, decision, and task), and 
the coupling information is formulated and refined step by step. The results obtained from different decision-making processes 
can be fed back to help designers further evaluate concepts and refine the concept space (operation 𝐷 → 𝐶). The processes 
of exploration and improvement in the FREI focus on the operation of Decision Space – Knowledge Space (𝐷 → 𝐾 and 𝐾 →
𝐷), that is, creating and reusing domain knowledge in the decision process. For example, the event node is denoted as 𝐸 =
(∑ 𝐾𝐷𝐾 , ∑ 𝐾𝑃𝐾 , ∑ 𝐾𝑆𝐾), where 𝐾𝐷𝐾, 𝐾𝑃𝐾, 𝐾𝑆𝐾 represent the declarative knowledge, procedural knowledge, and strategic 
knowledge, respectively (the details are explained in the knowledge classification of Section 4.3). In terms of the exploration 
process, the solution process of the identified decision space (e.g., sensitivity analysis, goal clustering, visualization) generates 
a large amount of new knowledge beneficial to the designer's decision-making (operation 𝐷 → 𝐾). Simultaneously, the newly 
generated knowledge and the existing knowledge can be captured to realize the reuse of a new round of solution iterations for 
concept improvement (operation 𝐾 → 𝐷). More details about the CDK closed-loop and FREI solution iterative processes are 
given in [12]. 
 Management of process complexity: Obviously, the complexities of the system itself and of its design lead to a high 
degree of coupling and decision process information interaction. In contrast, the existing process modeling methods are mainly 
focused on the business process in design, and these methods cannot meet the decision support demands for complex 
engineered system design [12, 13]. The development of the PEI-X diagram is intended to solve this dilemma to improve the 
efficiency and effectiveness of decision-making by expanding the DSPT palette defined in Ref. [77] and adapting to the 
decision support demands of Industry 4.0 (as identified in Section 3.1). As a domain-independent decision process model, the 
PEI-X diagram supports the establishment of hierarchical decision processes. The functionality of each process level (i.e., 
phase, event, decision, and task) is defined in Figure 4. The interactive manners of the process nodes are defined as vertical 
interaction patterns (nodes at the same level, e.g., E1 and E2) and horizontal interaction patterns (nodes at the different levels, 
e.g., E1 and D11) [12]. This profits from the flexible and extensible meta-design (i.e., designing design process) of decision 
processes that incorporate business processes and scientific computing into the realization of complex systems. Within the 
CDK closed-loop guidance, the PEI-X diagram represents the implementation processes of specific system concepts required 
by different stages. 
 Management of organizational complexity: The management of organizational complexity is reflected in the 
complex engineered system design team’s role assignments, which involve different stakeholders in the value-chain lifecycle 
that influence product design decisions. In the PEI-X diagram, different roles undertake different decision-making 
responsibilities. For example, the design team is divided into <system manager, domain expert, engineered designer>. The 
system manager is accountable for analyzing the requirements of a system and clarifying its design concept. The domain 
expert is accountable for developing detailed decision processes and formulating appropriate DSP models for a specific design 
concept, ultimately leveraging domain knowledge to judge the design results’ acceptability to provide sufficient decision-
making recommendations to refine the concept. The engineered designer is accountable for designing and implementing tasks 
in a specific decision process and determining the design concept’s final attribute values via the identified design activities of 




for a particular role to improve its decision efficiency. 
 
4.2. Uncertainty Management 
In the realization of value-chain centric complex engineered systems design lifecycles, different uncertainty sources of 
concern for this paper are identified in Section 3.2. The corresponding uncertainty management for decision support is 
presented as the following solution, as shown in Figure 5. 
 
 
Figure 5. Uncertainty management of decision-making in the design guidance 
 
 Problem modeling: The purpose is to realize the identification and quantification of uncertainty. Considering the 
digital design context, the virtual modeling for physical space and digital space that reflects the characteristics of digital twins 
has the potential to be applied to the input data collection of problem modeling and the formulation of computational problems 
based on the surrogate model. The improvement of data quality and algorithmic power is conducive to uncertainty 
management [68]. However, so far, the intervention of domain experts is still needed to recognize and quantify uncertainty. 
In previous work [70, 78], three types of robust design methods in realizing complex engineered systems have been analyzed 
and discussed. In the KBDGS, the factors influencing the system response, including the system model noise, input parameters, 
model parameters, and model structure, are still recognized as the essential sources of uncertainty and they are defined as the 
input parameter uncertainty (IPU), model parameter uncertainty (MPU), model structure uncertainty (MSU), and propagation 
uncertainty (PU). There are four attribute types defined for the simulation model’s parameters, covering the control factors, 
noise factors, the response, and the fixed-parameter. Additionally, the numeric types of parameters need to be specifically 
described as intervals or discrete values, as shown in Figure 8. Accordingly, the design capability indices (DCI) [79] and the 
error margin index (EMI) [80] are used to quantify and calculate uncertainty for three relevant types of robust design. 
 Decision process: The purpose is to realize the management of the uncertainties identified in a complex decision 
network’s propagation process. The influence of the uncertainty on the system itself is considered, and the system model’s 
types need to be defined. Hence, a graphical expression for designing robust design hierarchies is defined, using strong 
semantics to represent each element’s features in the robust design model layer. See Ref. [70] for details. Figure 5 shows that 
the system model used to describe the relationship between the design requirements and the system parameters is classified 
into a certain model (pentagon box) and an uncertain model (hexagon box) in the PEI-X diagram. The model chain constructed 
with multiple system models represents the designer's cognitive process of problem-solving. For instance, a model chain for 
solving the system concept 𝐶0 is denoted as 𝑀𝐶0 = {𝑀𝐶0
1 , 𝑀𝐶0
2 , 𝑀𝐶0
3 }, which can be one of or some combination of IPU, MPU, 




the uncertainty involved in the model instance 𝑀𝐶0
1  is identified as noise factors and control factors, so the Type II robust 
design method with DCI is adopted to formulate a decision model and solve its design results. In the CDK closed-loop 
guidance, it is an operation of 𝐶 → 𝐷. In particular, the parameter attribute types and coupling information in the process 
nodes and information flow between two nodes need to be further clarified. 
 Robust design exploration: The purpose is to realize the tradeoff among multiple conflicting goals in the decision-
centric robust design and find a satisfying solution (not an optimum solution) that engages the adaptability to the variations 
and emergencies. Thus, exploring system concepts in the early design stage appears to be particularly essential. For example, 
the design scenarios of the system concept 𝐶0  involved cover the decision preference (i.e., priority level, weight), 
uncertainties of decision space (e.g., variability ranges, acceptability of target), and uncertainty types (i.e., IPU, MPU, MSU), 
etc. Different design scenarios often involve different exploration strategies. Figure 5 shows forward and reverse design 
exploration strategies according to the interaction between the information flow and decision workflow of problem models, 
representing the designer's decision process behaviors. The former emphasizes the propagation of parameter information in 
different model spaces to realize the mapping from a rough design space to a solution space like multi-attribute tradespace 
exploration [58]. The latter is derived from goal-oriented inverse design while implementing a top-down design process (e.g., 
mechanical properties are subject to structural properties, see Ref. [81]). The overall design exploration procedure is defined 
in [59], including robust decision models with DCI/EMI, sensitivity analyses for different design scenarios, and decision 
space adjustment. 
 
4.3. Knowledge Management 
In the realization of value-chain centric complex engineered systems design lifecycles, a significant amount of reusable 
knowledge needs to be supported appropriately to manage complexity and uncertainty. In the KBDGS, we provide 
knowledge-based design guidance support based on three aspects: knowledge classification, modeling, and capture and reuse 
services. 
 Knowledge classification: Responding to knowledge classification’s diversity for identified decision support 
demands, the knowledge space in the proposed CDK closed-loop guidance consists of declarative knowledge, procedural 
knowledge, and strategic knowledge [12], which correspond to different decision support scenarios involving instantiation 
reuse, automatic execution, specific problem-solving, respectively. (1) Declarative knowledge refers to static unstructured 
knowledge such as document resources, including standards, manuals, and criteria, as well as structured knowledge such as 
mathematical functions, alternatives, design parameters, and deviation responses. (2) Procedural knowledge refers to dynamic 
and computability knowledge that can be executed in a computer environment, such as algorithms, analytical procedures, and 
calculation routines. The procedural knowledge can be packaged into a “black box” by integrating application programs with 
interrelated drivable templates based on knowledge-based engineering technologies [72], including application and related 
model programs via instantiating inputs and outputs. (3) Strategic knowledge refers to a series of validated approaches capable 
of addressing specific design problems, such as the surrogate model development, post-solution analysis, and robust design. 
In the KBDGS, we emphasize the flexibility and extensibility of knowledge management, so the proposed knowledge 
classification can ensure the integrity of decision support and better adapt to the updating and evolution of knowledge in the 
Industry 4.0 context. 
 Knowledge modeling: Knowledge modeling is the basis for which intellectual capital plays a role in digital design 
[45]. Ontology is widely used in various application areas that benefit from flexibility, intelligent behavior, semantic 
interoperability, and expressiveness. In the KBDGS, a design guidance ontology (DGO) is constantly being developed to 
facilitate knowledge integration and sharing to guide the decision-making process, as shown in Figure 6. Consistent with 
decision-support demands for knowledge classification, the DGO comprises three dimensions (the upper classes of the 
ontology): process, product, and problem. The DGO is continually being improved and refined based on different aspects, 
such as an ontology for meta-design process hierarchies [13], an ontology for systematic design space exploration that 
integrates decision-centric design problem-solving process [59], and an ontology for uncertainty management in the robust 
design decision process [70]. In the context of Industry 4.0, the expansion and refinement of the product/system dimension is 
the focus of the DGO, including the social domain, cyber domain, physical domain, production domain, and service domain. 






Figure 6. Fragment of design guidance ontology (parts of classes and relationships) 
 
 Knowledge capture and reuse: The discovery and capture of new knowledge and reuse are indispensable 
components for improving the efficiency and effectiveness of decision-making. An icon-based modular cloud service in the 
KBDGS is adopted to implement executable and reusable knowledge templates to achieve these purposes. So far, we have 
defined the knowledge icon templates presented in Figure 7 that involve three types of knowledge repositories (corresponding 
to the knowledge classification identified). Examples include the icons of a mathematical function, model parameters, and 
alternative options used to capture system models information, the icons of design scenarios, goal priority, weight template, 
and level template used to capture the decision preferences, the icons of the correlation matrix, the deviation response, the 
clustering template, and the deviation function template used in the post-solution analysis. A template-based ontological 
method is presented to support knowledge capture and reuse (see Refs. [13, 59, 70]), which achieves the service application 
at different stages of the design life cycle with the decision workflow based on icons. Designers can use knowledge modules 
in the declarative knowledge repository to design and configure the problem model of a selection decision or compromise 
decision in the DSPT context, and then obtain the corresponding results by instantiating the executable template stored in the 
procedural knowledge repository. Furthermore, the established strategy knowledge guides the decision-related activities. In 
the computational environment, modular-based design methods can enhance design flexibility, improve design efficiency, and 
facilitate a life cycle value chain for different scenarios. More importantly, the knowledge icon is extensible, which is 





Figure 7. Icon-based knowledge management of decision-making in design guidance 
 
4.4. Implementation of the Knowledge-Based Design Guidance System 
Computationally, three vital functional frameworks involved in the KBDGS are defined in response to identified decision 
support demands in complex engineered systems design. Figure 8 shows the design guidance procedure for the decision-
making process, which supports different stakeholders in implementing specific-domain design requirements for satisfying 
solutions by leveraging the management of the complexity, uncertainty, and knowledge in the KBDGS. The procedure 
includes six steps following the solution iterative process mentioned in the CDK closed-loop guidance, namely “Formulation-
Refinement-Exploration-Improvement” (FREI) [12]. 
Step 1: Identification of system concept. As the starting point of complexity management, the designer's primary task is 
to determine the system concept for the specific domain design requirements, which may be an initial concept set composed 
of one or more concepts. Some declarative knowledge (hard information like documentation resources and soft information 
like empirical knowledge) covering multiple disciplines will provide references for designers to some extent. 
Step 2: Clarity design attributes and models of the system concept. Given an identified system concept, the design 
solution consists of design attributes such as the system goal, system variables, and parameters obtained for certain constraints 
and design scenarios. They are quantifiable representations of an abstract system concept. Different combinations of design 
attributes may generate different system concepts resulting in different product results. Therefore, a designer needs to clarify 
the identified system concept’s design attributes and the problem model's availability. For the details of problem modeling in 
CDK closed-loop guidance, see Ref. [12]. Design knowledge is instantiated by existing mathematical functions and reusing 
the strategic knowledge to develop surrogate models. 
Step 3: Construct the problem-solving model chain. As mentioned in Section 4.1 and 4.2, the designer's problem-solving 
strategy can largely influence the design outcome of the system concept. Thus, the base entities in the PEI-X diagram are used 
to construct the problem model chain, combining the solution strategy of the designer's understanding of the problem (i.e., a 
certain or uncertain model, and forward or inverse model chain). 
Step 4: Formulation and refinement of decision workflows. Based on the identified concepts and their model chains, the 
designer can establish hierarchical decision workflows. The process nodes correspond to different stages’ problem-solving of 
system concepts in complex engineered systems’ design lifecycle, detailed in Ref. [12]. The designing decision workflow 
based on the PEI-X diagram is flexible to capture decision-making process behaviors by continuously refining its hierarchy 
and interactive information. For more details of the design of decision workflows with uncertainty, see Ref. [70]. 
Step 5: Design space exploration. As an important part of the FREI solution iteration process, design space exploration 
mainly involves formulating and solving decision models (e.g., compromise DSP [75], selection DSP [77]), the generation 
and updating of design scenarios, post-solution analysis, and design space adjustment. The detailed guidance procedure for 
design space exploration is defined in Ref. [59]. The purpose of design space exploration is to extend a designer’s abilities to 




conflicting goals, and design preferences. For this purpose, it is essential to constantly adjust the design space, and even 
reconfigure and reformulate the topological structure of the decision process. 
Step 6: Solution Improvement. A satisfying solution's acceptability does not mean the design ends for a given system 
concept. In the design lifecycles of complex engineered systems, the design decision guidance involves improving the 
solutions of system concepts, which refers to further refining design attributes or extending the current concept. Iterative 
solution processes ensure the integrity of decision-making in the design. 
 
 
Figure 8. Procedure of design guidance for decision-making processes in the KBDGS 
 
The KBDGS prototype is implemented as a cloud service architecture that facilitates decision support with web browser-
based graphical user interfaces (GUI) over the internet, as shown in Figure 8. Different stakeholders in the design lifecycles 
of the value-chain centric complex engineered systems can remotely access the KBDGS application deployed in the cloud via 
a browser (e.g., Google Chrome, Internet Explorer), specifically, the knowledge service is defined in Section 3.4, and this 
knowledge service can be integrated and applied with the “Knowledge” icon embedded in the PEI-X diagram. The constructed 
decision workflows displayed in Figure 9 include the problem partitioning strategy and the model chain used to describe the 
system's concept; its corresponding decision workflows are used to solve and explore the identified design problems. The 
hierarchical, variable-granularity process model and visualization of decision-making problem-solving enable designers to 
improve the understanding and prediction of process behaviors for different demand scenarios in complex engineered systems 
design. Various design problems are being applied to the KBDGS, such as multistage manufacturing systems, closed-loop 






Figure 9. Main GUI of the knowledge-based design guidance system (KBDGS) 
 
5. Case Study 
In this section, the efficacy of the proposed architecture is verified, and we apply the developed KBDGS to solve two 
industry problems, viz., the Hot Rod Rolling System (HRRS) design [56] and the Networked Manufacturing Systems (NMSs) 
design [62, 82]. The rationale for selecting the former is that we highlight the effectiveness of the KBDGS in the complexity 
management of HRRS design, especially the CDK closed-loop guidance to support the problem-solving of a given system 
concept. The latter emphasizes the uncertainty management in the adaptive design of NMSs. We briefly discuss how the 
decision-related knowledge in these two problems is captured and visualized using an icon-based graphical PEI-X diagram 
for the information interaction of the decision workflows in the KBDGS. 
 
5.1. Complexity Management Case in the KBDGS: Hot Rod Rolling System Design 
The Hot Rod Rolling System (HRRS) is one of the critical segments in multi-stage steel manufacturing processes for 
which many unit operations are involved [56], as shown in Figure 10. Judging from the integrated co-design of materials, 
products, and manufacturing processes, the decision support of HRRS design has large amounts of complexity and uncertainty 
[12, 70]. The manufacturing process steps link the end performances of the steel product and the properties of the material 
composition at the final and intermediate stages. The decision-makers of steel manufacturing processes should be aware of 
the design set-points for each unit operation in the plant scale production of steel products in order to realize dynamic 
management based on cyber-physics. This requires exploring the design set-points and anticipating the results produced by 
systematic design space exploration [59]. Because of the digital design and manufacturing innovation paradigm and the new 
product development models/technologies (e.g., sensing technology and cloud-based instant communication as well as 
sharing technology), the HRRS design also presents many challenges for the co-design of materials, products, and 
manufacturing processes in the digital era. Some of the core functional requirements for CBDS are defined to address these 
challenges [56]. As a response, the decision support of the KBDGS for the HRRS design guidance based on the framework 





Figure 10. Co-design of materials, products, and manufacturing processes in the HRRS 
 
 Management of system complexity 
The manufacturing process information flows in the HRRS design involve individual processes happening at different 
levels for each unit operation and the information flows cover the design objectives and models of various fields, taking into 
account material behaviors at multiple scales. Based on the complexity management and design guidance procedure defined 
in Section 4, the top-level design users of the KBDGS for the HRRS design (e.g., the roles of system managers) can identify 
the multi-domain system concepts for the design scenarios of a specific stage, and preliminarily determine design attributes 
of the system concept to meet the overall system design requirements. Figure 11 displays one of these possible design 
scenarios, for which we assume that the designers are primarily concerned with the rolling module and the cooling module. 
Thus, system concepts 𝐶1 and 𝐶2 that correspond to the HRRS design are identified. For system concept 𝐶1, the designer 
focuses on the overall system performance of the HRRS, including the system load, throughput, and ovality of the rod. For 
system concept 𝐶2, the mechanical performances and material properties of the product are the design points. As mentioned 
in Section 4.1, the system concepts’ design attributes are clarified to enable designers to address system complexity by refining 
a given system concept. In addition to the system performance in the rolling module (𝐶1), the material designers pay more 
attention to material properties in the thermo-mechanical processing design problem (𝐶3). The system concept 𝐶2 highlights 
the problem model used to solve the decision with and without uncertainty. Thus, different stakeholders in the complex 
engineered systems design can gradually create and visualize design problems for various design scenarios by representing a 
system concept network, which provides a concise and effective way to manage system complexity. 
 
 





 Management of process complexity 
In addition to the visualization of design problems representing system concept networks, the more important function of the 
KBDGS is to manage the decision process complexity with the PEI-X diagram, which supports establishing decision-centric 
problem-solving processes for the node in the system concept networks. As shown in Figure 12, designers can carry out the 
solution of a specific concept by establishing a hierarchical decision workflow. A sequential four-pass rolling model is 
formulated corresponding to four rolling passes. The forward model chain is formed to solve the system concept 𝐶1 (as 
shown in ① in Figure 12) and to identify the set points of each rolling pass involved. To determine the identified design 
attributes, an inverse design information flow is generated in the decision workflow from the event node of Pass 4 to Pass 1. 
As for the system concept 𝐶2 defined in the cooling module, the design scenarios that are defined emphasize the system 
model with and without uncertainty (as shown ② in Figure 12). Different design scenarios correspond to different design 
phase processes, in which each phase node is further refined into a decision workflow composed of different design events, 
such as 𝑃𝐶2
1  being partitioned into 𝐸𝑃1
1  (design product mechanical performance) and 𝐸𝑃1
2 (design microstructure material 
properties). A specific event process node can be partitioned into different activities of tasks and decisions, including the 
identification of system goals, variables, bounds, and other elements in the decision space, as well as the instantiation of 
mathematical functions, decision-solving, and post-solution analysis. For example, 𝐸𝑃1





1  . The reusability information and knowledge involved in each task and decision can be further represented and 
established using more granular knowledge icons, as defined in Section 4.3 (as shown Figure 7). It can be found that the icon-
based process modeling method can be more flexible for representing decision-making processes with different design 
strategies. The process nodes with different granularities can effectively capture the reusable information in the decision-
making and manage the generation, utilization, and iteration of design information at different design levels in the way of the 
workflow. More importantly, the icons used to represent the relevant information for specific decisions in the framework 
proposed in this paper are extensible and scalable. For example, more specific icons can be developed to enrich the existing 
Task icon, Knowledge icon, and Information icon. 
 
 
Figure 12. Decision workflows involved in the HRRS design 
 
 Management of design complexity 
To facilitate designers making the utmost of decision workflows established with the PEI-X diagram to reasonably solve 
design problems, the decision guidance procedure (i.e., FREI) defined in Section 4.4 is implemented to manage the complexity 
of the decision-centric design. This is an interactive decision-making process. That is, designers need to explore and iterate 
until they find a satisfying solution according to the design results determined by an initial design space and then complete 
the refinement and improvement of the decision process for a given system concept. As shown in Figure 13, the event process 
node 𝐸𝑃1




workflow established in Figure 12, relevant activity information for Task and Decision is captured by the event node properties 
(see [12] for more detailed node properties). Here, we emphasize the design exploration tasks and the reusability of their 
process templates. In the task instance 𝑇𝐸1
3 , nineteen different scenarios with different weights for the goal in Pass 4 are 
exercised [56]. Different design scenarios focus on exploring different decision-making preferences [59], such as achieving 
one of the goals’ targets, having an equal preference for each goal, and giving greater preference to some of the goals. As a 
result, goal solution spaces for different design scenarios are obtained and presented visually to help the designer define each 
goal’s achievement and determine a common region that meets all design requirements. Template-based process reuse in the 
KBDGS can help designers improve this iterative process and thus enhance decision efficiency [59]. In the HRRS case, the 
designer can reuse the post-solution analysis task process established in Figure 12 to obtain the solution space for different 
concepts, viz., 𝐸𝑃1
1  for 𝐶1 and 𝐸𝑃1
1  for 𝐶4. The detailed solution space exploration of those two concepts is illustrated in 
[12], and we also define the systematic design space exploration in [59], including sensitivity analysis and design space 
adjustment. Thus, in terms of complex engineered systems design, the proposed method and tool based on the KBDGS can 
effectively facilitate design complexity management, especially design exploration. 
 
 
Figure 13. Event process node property interface and solution spaces for design exploration 
 
 Management of organizational complexity 
In the KBDGS, organizational complexity management is reflected in the definition of different decision-maker roles in 
the system setting, as detailed in Section 4,1. As shown in Figure 9, different role users enter their respective workspace and 
configure their functional responsibilities via role permission setting. Moreover, the web-based access mode adopted in the 
KBDGS can achieve distributed management and collaborative decision-making in complex engineered systems design. In 
particular, three role assumptions we have given, for roles with different domain backgrounds, are also involved in HRRS 
design, such as materials, the manufacturing process, and mechanical engineering. The role allocation of decision-making 
stakeholders helps increase the iteration in the design and execution of decision processes (the participant panel in each 
process node property, as seen in Figure 12), thus ensuring the integrated realization of the system, process, and design 
complexity. 
 
5.2. Uncertainty Management Case in the KBDGS: Networked Manufacturing Systems Design 
Networked manufacturing systems (NMSs) are complex processes consisting of one or more operations to assemble or 
manufacture a product. Usually, this requires one or more interconnected manufacturing stations. Typical examples of NMSs 
are automotive machining and assembly lines, electronic assembly and packaging processes, and semiconductor lithography 
processes [83]. NMSs are continuous processes for which different manufacturing operations are performed at each stage. In 
assembly lines, a major cause of dimensional variation in the product is the imprecise fixture of parts and/or the deterioration 
of tools and sensors over time. Such errors (dimensional variations in quality) being introduced at any station can propagate 
through the remainder of the process (as illustrated in ① of Figure 14) and affect the final product quality. The inability to 
accurately detect the position and orientation of parts and perform operations within specified tolerances can lead to an 
excessive variation in the final product’s dimensional quality. This resulting degradation of quality negatively impacts 




NMSs designer faces two main challenges: system complexity and managing uncertainty. In terms of complexity, frequent 
challenges include obtaining systematic solutions to highly complex design problems, managing multiple sources of 
variability that are impossible to remove, and managing variability in the process that increases cost and jeopardizes quality. 
In terms of uncertainty, frequent challenges include managing uncertainty in the simulation process parameters such as sensor 
noise and disturbances, managing uncertainty in the model parameters such as deviations in the position of tools and sensors, 
managing model structure uncertainty such as simplifications and assumptions that the designer makes due to a lack of domain 
knowledge or a lack of data, and managing uncertainty due to propagated uncertainty in the chain of models [82]. 
 
 
Figure 14. Error introduction and propagation in NMSs [83] 
 
 Management of problem modeling with uncertainty 
In terms of problem modeling, the challenge of detecting and correcting dimensional variations can be addressed by the 
selection of appropriate sensors at the design time. The selection and placement of the sensors will ensure that the overall 
Multi-stage Manufacturing Process (MMP) is diagnosable, i.e., that the variations in product dimensions can be detected and 
their cause can be isolated. However, several choices for the sensors and their placements are necessary to address these 
choices’ impact at the design time. For example, the design problem is exemplified through a two-dimensional (as shown in 
② in Figure 14) automotive panel stamping process in which four parts are assembled across three stations [84, 85]. The 
procedure of design guidance for decision support is shown in Figure 15. 
(1) Designing NMSs concurrently: The initial design parameters and assumptions are set, such as the number of 
operational stations, the number of parts to be assembled, the use of programmable tooling control actions, and 2-D rigid body 
parts, as shown in ① in Figure 15. The flexible design parameters are identified, such as attributes of a tool, e.g., type (here 
the 4-way or 2-way fixture locator in Figure 15), number (Pi in ② of Figure 15), and its location in the process, and the 
attributes of a sensor, e.g., type, number of sensors (Mi in ② of Figure 15), and the location of the sensor in the process. The 
connectivity of the design parameters is established, and the process is represented by a comprehensive state-space model 
(SoV), as shown in ② in Figure 15. 
(2) Managing problem structure: The comprehensive SoV model has high dimensionality, high complexity, and it is 
computationally expensive to solve. Hence, it is partitioned into sub models: process decision models (observability, 
diagnosability, controllability, and cost, as shown in ③ in Figure 15) and performance observation models (quality, as shown 
in ③ in Figure 15) formulated as compromise decision support problems (cDSPs). The cDSPs are interconnected, and the 






Figure 15. Adaptable design of Networked Manufacturing Systems [83] 
 
In the modeling of the problem, designers have to clarify the information flow relationship for different design scenarios 
before establishing the decision network for the NMSs design. Utilizing the PEI-X diagram provided in the KBDGS, the 
problem model structure used to describe the logical relationship between a large number of parameters in NMSs design is 
constructed, as shown in Figure 16. The combined model (CM) is used to integrate individual problem modes for 
diagnosability (D), controllability (C), and cost-effectiveness (E), and then the CM is interconnected with the performance 
measurement model (PM) used to observe product quality. Here, four types of uncertainty are integrated and managed to 
attain robust design. 
(1) Uncertainty Type I in Performance Measurement Model (𝑀𝑃𝑀_𝑈1) - unpredictability of a mechanical system in 
MMP (i.e., simulation process parameters that are uncontrollable system parameters), such as sensor noise due to random 
false measurements sent by sensors and process disturbances due to random changes in the process (temperature, pressure in 
the working environment, etc.). 
(2) Uncertainty Type II in Performance Measurement Model (𝑀𝑃𝑀_𝑈2) - unpredictability in model parameters due to 
incomplete knowledge of model parameters and inputs such as tooling parameters or fixture points in the multistage 
assembling process and sensing parameters (sensors) in the process. 
(3) Uncertainty Type III in Combined Model (𝑀𝐶𝑀_𝑈3) - model structure unpredictability in MMP due to uncertain 
model formulation and simplification in a model, such as model simplifications that are made in the controllability model 
where the sensors and sensing stations of a physical system in MMP are controllable system variables that control the process 
performance. 
(4) Uncertainty Type IV in Combined Model (𝑀𝐶𝑀_𝑈4) - propagated uncertainty as a combination of forward- mentioned 
uncertainty in the model chain of MMP, such as different combinations of D, C, and E in the CM. 
 
 





 Management of decision process with uncertainty 
According to the model chain identified in Figure 16, decision workflows are formulated to identify a possible solution 
for the design criteria and its effect on the overall cost, as shown in Figure 17. Here, different design scenarios for the same 
problem model are considered, including different model inputs, model structure, and models with uncertainty. For example, 
the design scenarios 𝐷𝑆𝐷 and 𝐷𝑆𝐶 are defined to minimize the total number of sensors and sensing stations related to 
diagnosability/controllability, then the changes of the process diagnosability and controllability with the change of the total 
number of sensors and sensing stations are found for all sensor distribution schemes. In terms of the performance model (PM), 
three decision models (decision process nodes) are established to analyze the solution spaces of the combined model while 
minimizing the expected variations in the process. To determine the minimal number of sensors and sensing stations in the 
process and the most adequate sensor distribution schemes with and without uncertainty, the decision problems of the 
combined model (state-space models) focus on the design space exploration of the comprehensive mathematical model 
involved in the problem-solving of the diagnosability model, controllability model, and cost-effectiveness model. It can be 




Figure 17. Design exploration tasks related to the decision network of NMSs design 
 
 Management of design exploration with uncertainty 
The NMSs are not inherently diagnosable and controllable, but rather they need to be designed to be so. Often, there is 
more than one way of accomplishing this, especially if the system’s model is unknown or inaccurate, in which case the 
solution space will change. Furthermore, if there is uncertainty in the process, it is difficult to identify the right solution. In 
the NMSs design, as shown in ② in Figure 14, the problem is to determine tooling and sensing arguments to design a system 
that is cost-effective, diagnosable, and controllable, and that has a solution that is robust even in the presence of uncertainty. 
As a result, the designer executes the decision workflows established in Figure 17 in KBDGS, specifically, the design 






3 ). Similarly, with the 
utilization of the KBDGS provided by the goal solution space visualization (as shown in Figure 18), the designer can identify 
the number of sensors and sensing stations that give a satisfactory dimensional quality, and the cost is determined. The red 
regions in Figure 18 give favorable results, while the blue and purple regions give less favorable results. More details of the 
uncertainty management of NMSs design are given in [62]. It can be seen that the KBDGS can effectively manage solution 
space exploration for different scenarios and identify whether the formulations of the decision models (D, C, E) or the 






Figure 18. Solution space exploration management of NMSs design with uncertainty 
 
5.3. Discussion and Limitations 
Industry 4.0 varies for the different domain decision problems addressed in complex engineered systems design. Our focus 
is to identify the functional demands of decision support in the digital design paradigm and provide design guidance with 
more flexibility and adaptability. To validate this purpose, the proposed KBDGS architecture is applied in the design of HRRS 
and NMSs, and special emphasis is placed on the effective management of complexity and uncertainty. As shown in Figure 
19, compared with the existing methods (reviewed in Section 2.1 and 2.2), the filling of research gaps (defined in Section 2.3) 
is embodied in the following aspects of contributions:  
(1) Illustrating the verification of the decision functional demands identified in Section 3 and the corresponding functional 
framework of the KBDGS identified in Section 4. As significant contributions of this paper, identifying the demands and 
functional characteristics is the premise and foundation for the KBDGS to realize the value of decision support in complex 
engineered systems design. The HRRS and NMSs design cases are illustrated based on the four aspects of system, process, 
design, and organization involved in complexity management, as well as the problem modeling, decision process, and robust 
design exploration involved in uncertainty management. Knowledge management focuses more on domain knowledge related 
to the two design cases, which is not the focus of this paper. The efficacy of the related work involved in knowledge 
management (i.e., categorization, modeling, capture, and reuse) has been verified in previous studies [12, 13, 59, 70].  
(2) Illustrating the KBDGS’s efficiency and effectiveness for the decision support. The two design cases are detailed in 
[56, 62] with respect to complexity, uncertainty, and knowledge. The point here is to implement integrated management via 
the CDK closed-loop framework and systematic design guidance (i.e., the FREI method) defined in Section 4. The icon-based 
knowledge templates and decision workflows (i.e., the PEI-X diagram) can increase the efficiency of information interaction 
and design iteration. The graphics and the visualization can also enhance the insight of decision-makers. However, the 
proposed architecture needs to be further improved to ensure the universality of complex engineered systems design problems, 
especially in the dynamic management of decision networks. Industrial applications closer to the digital scenarios need to be 











As the fourth industrial revolution, Industry 4.0 is bringing about digital transformations regarding all aspects of product 
realization and the challenges arising in the integration of cyber-systems and physical resources. The impact of these 
transformations exceeds the production systems themselves; rather, they affect the entire value chain, from the product design 
through the manufacturing to supply-chain management and product service, even social service. In this paper, design 
problems in different stages of product value chain realization are collectively referred to as the value-chain centric complex 
engineered systems design lifecycle, which involves the decision-making characteristics of five specific domains typical in 
the Industry 4.0 era: physics, production, cyber, society, and service. The automation and intelligence highlighted in Industry 
4.0, characterized by the convergence of different technologies, puts forward higher requirements for a reasonable trade-off 
between humans and machines for decision-making governance. However, in the context of Industry 4.0, the vision of 
decision support for design engineering is still unclear. In addition, the corresponding methods and system architecture are 
also lacking to support the realization of industrial applications. 
By investigating the design approaches of typical complex engineered systems represented by CPS, PSS, CPPS, and 
CPPSS, as well as decision support characteristics in the Industry 4.0 era, we present decision support demands based on the 
aspects of complexity, uncertainty, and knowledge. As a response, the architecture of a Knowledge-Based Design Guidance 
System (KBDGS) for cloud-based decision support is proposed. This architecture highlights the integrated management of 
complexity, uncertainty, and knowledge in designing decision workflows leveraging the PEI-X diagram, as well as systematic 
design guidance to find satisfying solutions with the iterative process of the concept-decision-knowledge (CDK) closed-loop, 
namely “Formulation-Refinement-Exploration-Improvement” (FREI). Finally, we apply the KBDGS developed in this paper 
to solve two design cases, namely Hot Rod Rolling System (HRRS) and Networked Manufacturing Systems (NMSs), and we 
demonstrate the KBDGS’s efficacy in the management of complexity and uncertainty. The contribution of this paper provides 
design guidance to facilitate knowledge discovery, capture, and reuse in the context of decision-centric digital design, thus 
improving the efficiency and effectiveness of decision-making in complex engineered systems design, as well as the evolution 
of decision support in the field of design engineering in the age of the Industry 4.0 innovation paradigm. 
The emphasis of future work will be placed on the adaptability and intelligence of the KBDGS. That is, enriching icons 
with more functions in the PEI-X diagram and strengthening the intellectualization of design guidance in managing 
complexity and uncertainty to improve decision-making efficiency. 
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