show that promising performance of the proposed method, and validates its superiority over the 12 state-of-the-arts. 
Introduction

16
Hyperspectral Image (HSI) provides hundreds of spectral bands for each pixel and conveys 17 numerous surface information. Hyperspectral image classification aims to distinguish the land-cover 18 types of each pixel, and the spectral bands are considered as features. However, the great number
Linear Discriminant Analysis Revisited
77
In this section, the Linear Discriminant Analysis is briefly reviewed as the preliminary. Given an input data matrix X = [x 1 , x 2 , · · · , x n ] ∈ R d×n (d is the data dimensionality and n is the number of samples), LDA defines the between-class scatter S b and within-class scatter S w as
where n k is the sample number in class k, c is the class number, µ k is the mean of samples in class k and µ is the mean of all the samples. With the above definitions, LDA aims to learn a linear transformation W ∈ R d×m (m d), which maximizes the between-class difference while minimizing the within-class separation:
where Tr() indicates the trace operator. With the optimal transformation W * , data sample x i can be 78 projected to a m-dimensional feature vector W * T x i .
79
As shown in Eq.
(1), LDA assumes that the data distribution is Gaussian and the between-class 80 divergence can be reflected by the subtraction of the mean. This assumption is unsuitable for HSI data,
81
and makes LDA insensitive to the local manifold. 
Discriminant Analysis with Graph Learning
83
In this section, the Discriminant Analysis with Graph Learning (DAGL) method is introduced,
84
and an optimization method is proposed to get the optimal solution. 
Graph learning
86
In real-world tasks, such as HSI classification, the local manifold may be inconsistent with the 87 global structure. So it is necessary to take the local data relationship into consideration.
88
In the past decades, numerous algorithms are proposed to explore the data structure. Some of them [25] [26] [27] [28] first construct an affinity graph with various kernels (Gaussian kernel, linear kernel, 0-1 weighting), and then perform clustering or classification according to the spectral of the predefined graph. However, the choice of kernel scales and categories is still an open issue. Therefore, the graph learning methods [32] [33] [34] [35] [36] [37] are developed to learn the data graph automatically. One of the most popular graph learning techniques is Sparse Representation [32, 33] , which aims to learn a sparse graph from the original data. Spare Representation assumes that a data sample can be roughly represented by the linear combination of the others. Defining a coefficient matrix S ∈ R n×n , the optimal S should minimize the reconstruction error as follows
If x i and x j are similar, S ij will be large. So S can be considered as the affinity graph.
Methodology
90
As shown in Eq. (3), Sparse Representation exploits the data relationship in the original data space, and the data noise may affect the graph quality adversely. To reduce this problem, we propose to adjust the data graph during the discriminant analysis, which yields to the following formula
where I ∈ R m×m is the identity matrix, and α is a parameter. When the linear transformation W is learned, the first term of problem (4) enforces S ij to be small/large for the within/between-class samples with large transformed distances. In this way, the data graph is optimized in the subspace. Similarly, when S is fixed, the transformed distance W T ||x i − x j || 2 2 will be small/large for the within/between-class samples with large S ij . Consequently, the within-/between-class similar samples are ensured to be close/far away in the transformed subspace. However, it is difficult to optimize problem (4) directly because S is involved in both the numerator and denominator of the first term. Supposing the minimum value of the first term is γ, the optimal W and S should make the value 
where γ can be set as a small value. Denoting a class indicator matrix Z ∈ R n×n as Z ij = 1, if x i and x j are from the same class, −γ, else .
problem (5) can be simplified into
In HSI data, the pixels within a small region may be highly correlated and belong to the same class. The spatial information is essential for an accurate classification. Given a test sample t ∈ R d×1 , we find its surroundings within a r × r region, and denote them as [t 1 , t 2 , · · · , t r 2 −1 ]. For these samples, we encourage them to be close to each other in the desired subspace, which yields to the following problem
Finally, by integrating problem (7) and (9) together, we have the objective function of the proposed DAGL method:
where α and β are parameters. Since DAGL does not need to calculate the inverse matrix of within-class 91 scatter, the ill-posed problem is avoided naturally. In addition, the projected dimensionality m can 92 be any value less than d, so the over-reducing problem does not occur. With the proposed objective 93 function, the local data relationship is investigated, and the spatial correlation between the pixels is 94 also captured. 
98
When S is fixed, problem (11) becomes
Denoting a scatter matrixS z asS
problem (12) is converted into min
According to the spectral clustering [38], the optimal W for problem (14) is formed by the m 99 eigenvectors of matrix (S z + βS t ) corresponding to the m smallest eigenvalues.
100
When W is fixed, by removing the irrelevant terms, problem (11) is transformed into
Fixing the diagonal elements in S as 0, the above problem is equivalent to
where s j ∈ R n×1 is the j-th column of S. Since the s j is independent between different j, we can solve the following problem for each j:
Defining a diagonal matrix U ∈ R n×n with U ii = ||W T (x i − x j )|| 2 2 Z ij , we further arrive:
where 1 ∈ R n×1 is a column vector with all the elements equal to 1. Because (U + X T X) is a positive 101 definite matrix, problem (18) can be readily solved by the Augmented Largrange Method (ALM) [39] .
102
In the above optimization procedure, the original problem (11) behaviour of the proposed algorithm will be shown in Section 4.3. The details of the whole framework 107 is described in Algorithm 1.
108
Algorithm 1 Discriminant Analysis with Graph Learning
Input: training set, testing set, parameter K, r, α and β. 1 For each test sample: 2 Construct the training sub-set X by choosing the K nearest neighbors from the training set. 3 Find the surroundings of the test sample within the r × r region, and obtainS t . 4 Initialize data graph S. 5 Repeat: 6 Update W by minimizing problem (14). 7
Update S by solving problem (18). 8 Until converge 9 End Output: optimal transformation matrix W * for each test sample.
Experiments
109
In this section, experiments are conducted on one toy and two hyperspectral image datasets. The 110 convergence behavior and parameter sensitivity of the proposed method are also discussed. 
Performance on Toy Dataset
112
A toy dataset is constructed to demonstrate that the proposed DAGL can captures the local data 113 structure.
114
Dataset: as visualized in Fig. 1 (a) , the toy dataset consists of two-dimensional samples from two spatial distance is equivalent to the feature distance. Fig. 1 (a) shows the learned projection directions.
120
It is manifest that DAGL finds the correct projection direction successfully, while LDA fails. On this 121 dataset, the local data structure is inconsistent with the global structure, and the mean values of the 122 samples cannot reflect their real relationship. So RLDA is unable to project the data correctly, as shown
123
in Fig. 1 (b) . On the other hand, the proposed DAGL does not rely on any assumption on the data 124 distribution, and learns the local data manifold adaptively, so it finds discriminative subspace, where 125 the samples are linearly separable, as shown in Fig. 1 (c) . overall accuracy (OA), average accuracy (OA) and kappa statics (κ) are adopted as evaluation criteria. investigates the local data relationship adaptively, and pushes the between-class similar samples apart.
177
Therefore, it achieves the best performance on all occasions. Furthermore, the classification maps of different methods on Indian Pines are also visualized 179 in Fig. 3 . SSLDA, LADA and DAGL, which enforce the spatial smoothness within a small region,
180
show better visualization quality than the others. Thus, the utilization of spatial information improves 181 the classification performance. It is worthwhile to mention that the methods with spatial constraints 182 are time-consuming, as shown in Table 3 and 4, since they need to find the surroundings and train The convergence behavior of the proposed optimization algorithm is studied experimentally. We 
Conclusion
206
In this paper, we propose a new supervised dimensionality reduction method, termed as 
