The problem of convergence of moments of a sequence of random variables to the moments of its asymptotic distribution is important in many applications. These include the determination of the optimal training sample size in the cross validation estimation of the generalization error of computer algorithms, and in the construction of graphical methods for studying dependence patterns between two biomarkers. In this paper we prove the uniform integrability of the ordinary least square estimators of a linear regression model, under suitable assumptions on the design matrix and the moments of the errors. Further, we prove the convergence of the moments of the estimators to the corresponding moments of their asymptotic distribution, and study the rate of the moment convergence. The canonical central limit theorem corresponds to the simplest linear regression model. We investigate the rate of the moment convergence in canonical central limit theorem proving a sharp improvement of von Bahr's (1965) theorem. Finally, a study of the second and third moments of the ordinary least square estimators elucidates the behavior of the rate of the moment convergence.
Introduction
Regression models play a central role in statistics, for prediction and statistical inference. The most famous and, because of its extensive use, important model is the linear regression model,
where Y = (Y 1 , . . . , Y n ) T is the vector of response variables, X = (x 1 , . . . , x n ) T ∈ R n×p is the design matrix, β = (β 0 , β 1 , . . . , β p−1 ) T ∈ R p is the parameter vector and ε = (ε 1 , . . . , ε n ) T is the vector of the errors. If rank(X) = p, the Ordinary Lest Square estimator of β is
In the sequel we assume that the condition rank(X) = p is satisfied (it requires that n > p). For the vector of the errors and the design matrix we assume that the errors are independent and identically distributed (iid) with E(ε i ) = 0, Var(ε i ) = σ 2 , (1.3) 4) where V −1 is finite and positive definite. Wu's Lemma (see Wu, 1981, p. 510) shows that if (1.4) is satisfied then the following generalized Noether condition holds; that is, max 1≤k≤n
x T k (X T X) −1 x k → 0, as n → ∞, where x T k is the k-th row of X. Under the assumptions (1.3) and (1.4), it is well known that
(1.5)
Regarding assumption (1.4) on the design matrix we have two options. First, the covariates x T k are a known sequence of constant vectors, and thus (1.4) can be checked. Second, the observation vectors of covariates come from a p-dimensional distribution F X which has mean vector µ X ∈ R p and finite variance-covariance matrix | Σ X ∈ R p×p ; that is, the vectors x 1 , . . . , x n form an iid collection from F X . Therefore, n −1 X T X = n −1 n k=1 x i x T i is the usual sample estimator of E(XX T ) = | Σ X + µ X µ T X , which is a p × p positive definite matrix, say V −1 . The Strong Law of Large Numbers implies that n −1 X T X converges almost surely to V −1 , as n tends to infinity. Therefore, (1.4) is a natural assumption, which is generally true under the simple condition that the covariates have finite second order moments.
Let {Y n } be an iid sequence from a distribution F with mean µ and variance 0 < σ 2 < ∞. The canonical Central Limit Theorem (CLT) says that, the sequence of the standardized averages,
Y j , converges in distribution to the standard normal random variable Z. This result can be represented as the simplest linear regression model Y = 1µ + ε, where 1 = (1, . . . , 1) T ∈ R n , under assumption (1.3) (one can easily see that assumption (1.4) is satisfied), since the ordinary least square (OLS) estimator of µ is µ = Y. The rate of convergence of the absolute moments of Z n to the absolute moments of Z (of order r, for specific positive real numbers of r) has been studied by various authors (see von Bahr and Esseen, 1965; Bhattacharya and Rao, 1976; Hall, 1978 , among others). von Bahr (1965 addressed the problem of the convergence of the moments of Z n to the corresponding moments of Z, and provided their rate of convergence. Specifically, he proved that, if E |Y i | r < ∞ for some positive integer r, then
(1.6) Afendras and Markatou (2015) study the problem of selecting the optimal value of the training sample size in the cross validation estimation of the generalization error of computer algorithms. When the decision rule is given by a linear regression model and the loss function is the squared error loss, their analysis requires to know the cases in which the moments of the OLS estimators converge to the corresponding moments of their asymptotic distribution, thereby giving rise to the work presented here. Other potential applications of the results presented here pertain to the construction of graphical methods for studying the patterns of dependence between two biomarkers. This paper is organized as follows. Section 2 proves the uniform integrability of the OLS estimators, under a natural condition on the moments of the errors. In Section 3 we improve von Bahr's Theorem, see (1.6), and, in general, we study the rate of convergence of the moments of the OLS estimators to the corresponding moments of their asymptotic distribution. Specifically, we study the rate of convergence of the second and third moments of the OLS estimators. We obtain that, the rate of convergence depends on the power of the moment (even or odd) as well as the design matrix X. Section 4 concludes with a short summary and discussion of the results.
Uniform Integrability of the OLS estimators
In view of (1.5), a natural question arises: When do the moments of √ n β − β converge, as n → ∞, to the corresponding moments of its asymptotic distribution? Proving the uniform integrability of the OLS estimators, answers this question.
Let α ∈ R p and let us consider the sequence of random variables (rv's) ξ n √ nα T β − β . From (1.5), using delta-method (see van der Vaart, 1998, p. 25) , we have that
We want E |ξ n | r → E |ξ| r , as n → ∞, for some r > 0. Obviously, if α = 0, the result is trivial; thus, we study the nontrivial cases in which α 0.
This relation shows that it is required E |ε i | r < ∞. On the other hand the relation E |ξ n | r < ∞ does not imply that E |ξ n | r → E |ξ| r , as n → ∞. The desired convergence of the moments of ξ n is true if {ξ n } is uniformly integrable (see, e.g., Billingsley, 1995, Theo. 25.12, p. 338) . The answer of the preceding moment convergence problem is given by the following theorem.
Theorem 2.1. Let the model be given by (1.1) for which (1.3) and (1.4) hold. If R ≥ 2 is such that E |ε| R < ∞, then for each 0 < r < R the sequence of rv's |ξ n | r in (2.1) is uniformly integrable; and thus,
Using Cauchy-Schwarz inequality,
where H = X(X T X) −1 X T is the hat matrix of the model (see, e.g., Chatterjee and Hadi, 1998) 
Hence, in view of (1.
from which it follows that sup n E (|ξ n | r ) 1+δ < ∞. Thus, the sequence of rv's |ξ n | r is uniformly integrable (see, e.g., Billingsley, 1995, p. 338) .
, where C R > 0 is a positive constant which depends only on R. From Minkowski inequality, since R/2 > 1,
Thus,
As above, we have that the sequence |ξ n | r is uniformly integrable. Finally, if r is a positive integer (r < R), the sequence ξ r n is well defined and the fact that |ξ r n | = |ξ n | r completes the proof.
Next, we generalize Theorem 2.1 to the k-dimensional case. Let α j ∈ R p {0}, j = 1, . . . , k, and let us consider the random vector ξ n with components
Using delta-method, (1.5) gives 
where ξ j are the components of ξ in (2.2); and if r 1 , . . . , r k are positive integers
, j = 1, . . . , k, and δ = R−r 2kr max > 0, where r max = max j=1,...,k {r j }. Observe that p j > 1 for all j = 1, . . . , k and p 1 + · · · + p k = 1. Thus, the generalized Hölder inequality, see Cheung (2001) , gives
and using the same arguments as in proof of Theorem 2.1, the proof is completed.
Remark 2.1. (a) Theorem 2.2 is important because it generalizes the classical problem of the convergence of moments in the canonical CLT; also, it provides an answer for the approximation of the moments of the OLS estimators in the linear regression analysis, when this is needed by the researchers (see, e.g., Afendras and Markatou, 2015) . Specifically, Afendras and Markatou (2015) study the problem of optimal selection of the training sample size in the context of random cross validation (or repeated learning-testing method). Their optimization rule suggests the minimization of variance of the test set error. In the case where the decision rule is based on a linear regression model and the loss function is squared error, the optimization problem has a closed form solution suggesting that the optimal training sample size equals ⌊n/2⌋, where n is the total sample size, independently of the error's distribution. This result is also generalizable in the case of sufficiently smooth loss functions that can be expressed as functions of the errors. To be able to obtain the aforementioned closed form solution we need the convergence of up to fourth moment to those moments of the asymptotic distribution. For further details see Afendras and Markatou (2015) .
(b) Consider the model (1.1) and assume that (1.3) holds. Let now the sequence of random vectors √ n β − β converge in distribution to F, as n → ∞, with mean µ F and variance-covariance matrix (positive definite) | Σ F , where β is given by (1.2). If the r-th moments of √ n β − β converge to the corresponding moments of F, as n → ∞, for some r ≥ 2 (assuming that F has finite moments of order r), then the second order moments of √ n β − β converge to the second moments of F. That is, nσ 2 (X T X) −1 → | Σ F , as n → ∞. Therefore, (1.4) is satisfied with
F . Consequently, for the convergence of moments of order r ≥ 2 of the OLS estimators to the corresponding moments of their asymptotic distribution (1.4) is a necessary and sufficient condition.
(c) In modern areas of statistics authors study high-dimensional regression models; that is, the cases in which the number of covariates is a function of sample size, p = p n , and p n >> n. This framework is totally different from the one studied in this paper; for example, (1.2) is not valid. Also, the limiting vector of the parameters is infinite-dimensional. Therefore, in this framework both, the problem statement and its analysis, must be modified.
(d) Finally, even in the case in which p = p n , and n >> p n , the moment convergence problem that is studied in this section requires the limiting distribution to have a finite dimension. Then, it is obvious that there exists n 0 such that p n = p n 0 for all n ≥ n 0 ; this case asymptotically is exactly the same with the case presented of this section.
On the rate of convergence
In this section we study the rate of convergence of the moment convergence that is presented in Theorem 2.1.
We note that von Bahr's (1965) results are obtained using the properties of the FourierStieltjes transform (see von Bahr, 1965, Lemmas 1-3) of a function. These results apply to both integer type powers k, even and odd (see von Bahr, 1965, Theorem 1), of the standardized average. This method of proof allows one to obtain only the weaker result, that is, the root n rate of convergence. We use a combinatorial method of proof to first obtain exact expressions of the moments of the standardized average. Then, based on these expressions, further combinatorial arguments allow one to study the rate of convergence of moments separately for even and odd powers k. This is done because it is unclear how the von Bahr's method can be modified to apply, even if exact expressions of the even and odd moments are know.
We start with the simplest case of the canonical CLT. Let Y n be an iid collection of rv's from a distribution F with mean µ and variance 0 < σ 2 < ∞. The sequence of the standardized averages Z n S n √ n , where S n n j=1 Y j −µ σ n j=1 W j , converges in law to the standard normal random variable Z. Assume that E |Y j | r is finite for some integer r ≥ 2. It is well known that S r n = j 1 ,..., j n ∈N, j 1 +···+ j n =r
i , if j i 0 = 0 for some index i 0 , then this index does not affect both the product and its multinomial coefficient, and thus, it can be omitted. Due to Y i being identically distributed, each
i for 1 ≤ m ≤ min{r, n} and 2 ≤ j 1 ≤ · · · ≤ j m ≤ r such that j 1 + · · · + j m = r (note that we are interested in the case n → ∞, so assume that n > r). Under the above observations, we define
where [·] denotes the integer part function. It is obvious that card(J(r)) < ∞. For each j m ∈ J(r) we denote
Therefore, the expected value E(S r n ) is of the form
The number m is called length of j m , and the coefficient c j m (r) which corresponds to the maximum length is called leading coefficient. For the computation of c j m (r) we define j * 1 < . . . < j * m * to be the distinct powers of j 1 ≤ · · · ≤ j m , where m * ∈ {1, . . . , m} is the number of the distinct powers, and
Note that m * , j * 1 < . . . < j * m * , d 1 < . . . < d m * are determined by j m . Using standard combinatoric arguments, for n > r,
Observe that lim
Now we are in a position to state and prove the following theorem, which improves von Bahr's Theorem, see (1.6).
Theorem 3.1. Let Y n be an iid sequence of rv's from a distribution F with mean µ and variance 0 < σ 2 < ∞. If E |Y| R < ∞ for some integer R ≥ 2, then for any positive integer r ≤ R, 
3)
is the double factorial function and µ ν denotes the ν-th central moment of Y's.
Proof.
Observe that E(Z r n ) = n −r/2 E(S r n ). If r is even, r = 2k, the leading coefficient corre-
The second leading coefficients, the coefficients with length m = k − 1, correspond to j
In view of (3.1) and (3.2), c j m (2k) = o(n k−1 ) for all m < k − 1 (if any). Therefore,
If r is odd, r = 2k + 1, the leading coefficient corresponds to
In view of (3.1) and (3.2), c j m (2k + 1) = o(n k ) for all m < k; and thus,
Finally, after some algebra (3.3) follows by (3.4), (3.5) completing the proof.
Remark 3.1. Relation (3.3) shows that the rate of convergence presented in Theorem 3.1 cannot be improved; except, under conditions on the moments of the distribution of Y's. For example, if the distribution of Y's is symmetric, E(Z r n ) = 0 for each odd integer r with E |Y i | r < ∞. Remark 3.2. Let Y n be iid rv's from F with mean µ, variance 0 < σ 2 < ∞ and E |Y| a < ∞ for all a > 0. Theorem 3.1 shows that E(Z r n ) → E(Z r ) for all r = 1, 2, . . . , where Z n is the sequence of the standardized averages and Z is a standard normal random variable. Since the distribution of Z is uniquely determined by its moments, it follows that Z n d − −→ Z (see, e.g., van der Vaart, 1998, Theo. 2.22, p. 18) . This is a weak edition of CLT. For results of this type in a more general format, one can see Ferger (2014) , Billingsley (1995, pp. 391-392) .
Next, we investigate the rate of convergence of the moment convergence of the OLS estimators presented in Theorems 2.1 and 2.2. In view of Theorem 3, we are led to seek a sequence α n (if it exists) such that α n → ∞, as n → ∞, for which E(ξ r n ) − E(ξ r ) = O(α −1 n ) when r is even or r is odd, where ξ n and ξ are defined as in Theorem 2.1. Since the canonical CLT is a special case of the linear regression model that satisfies the conditions (1.3) and (1.4), the sequence α n cannot be faster than n for even values of r and than n 1/2 for odd values of r, see Theorem 2.1. Therefore, for even values of r it is required that α n = O(n) and for odd values of r that α n = O(n 1/2 ). Note that the sequences n a for 0 < a ≤ 1 (or 0 < a ≤ 1/2), log n, n a log n for 0 < a ≤ 1 (or 0 < a ≤ 1/2), log log n ect, that are commonly used in the rate of convergence are as the above. And, since the rate of convergence investigates the limit behavior of the expected values, without loss of generality we assume that α n > 0 for all n. [The sequence α n goes to infinity. Thus, there exists n 0 such that α n > 0 for all n ≥ n 0 . If α n takes non positive values for some values of n, set α 1 , . . . , α n 0 −1 to be α n 0 .] Proposition 3.1 shows that there does not exist a sequence as above that determines the rate of the moment convergence of the OLS estimators of the linear models for even values of r. Proposition 3.2 shows that there does not exist a sequence of the type n a , a ∈ (0, 1/2), that determines the rate of the moment convergence of the OLS estimators of the linear models for odd values of r. Definition 3.1. For a fixed R ≥ 2, we define LM(R) to be the family of linear models containing models of the form (1.1) such that (1.3), (1.4) hold and E |ε i | R < ∞.
Proposition 3.1. Let R > 2 be fixed. Then, there does not exist a sequence α n with α n → ∞ and α n = O(n), as n → ∞, that determines the rate of the moment convergence for all even moments r = 2k < R and for all models in LM(R).
Proof. It is sufficient to prove the result for α n → ∞ and α n = o(n), as n → ∞. We will prove that such a sequence cannot determine the rate of convergence of the moment convergence not even in the case r = 2.
First we study the case 0 < α n ր ∞ and n −1 α n ց 0, as n → ∞. Consider the sequence β n = nα
n increases to infinity, since both sequences nα −1 n , α 1/2 n are positive and increase to infinity. Thus, β n is nonnegative [additionally, observe that 0 ≤ β n ≤ nα
. . , n, where the errors ε i satisfy (1.3). Then,
Proposition 3.2. Let R be fixed, R > 3. Then, there does not exist a ∈ (0, 1/2) such that the sequence n a determines the rate of the moment convergence for all odd moments r = 2k + 1 < R and for all models in LM(R).
Proof. Let a ∈ (0, 1/2) be fixed. Set b = (1 − 2a)/a > 0 and consider the model Y i = x i µ + ε i , i = 1, . . . , n, where the errors satisfy (1.3), µ 3 = E(ε 3 i ) 0 and the covariate is defined by
where t denotes the integer part of t. By construction, X T X = k∈N: k≤n 1/(b+1) k b ; and thus,
We calculate the limits lim n
= 1; and, similarly, lim n n 1/(b+1) +1 b+1 n = 1. Therefore, (1.4) holds; specifically,
where a n ≈ b n means that lim n a n b n
where µ is the OLS estimator of µ. The third moment of ξ n is E(ξ 3 n ) = n 3/2 n i=1 x 3 i (X T X) 3 µ 3 , see Example 3.1. Using the same arguments as above, we prove that 4(1−a) , as n → ∞.
Therefore, if µ 3 < 0, lim n n a E(ξ 3 n ) = −∞; and if µ 3 > 0, lim n n a E(ξ 3 n ) = ∞, completing the proof.
Discussion
In this paper we first prove the uniform integrability of the sequence |ξ n | r , where ξ n is defined by (2.1). The uniform integrability of this sequence of the OLS estimators guarantees the convergence of the moments of the rv's ξ n to the moments of the limiting rv ξ. Next, we generalize this result for a sequence of random vectors with components defined as linear combinations of the components of the OLS estimators of a linear model.
We also present a sharp improvement of von Bahr's theorem that pertains to the rate of convergence of the moments of Z n , the sequence of the standardized averages, to the corresponding moments of the limiting random variable Z. This case presents the simplest linear model where Y i = µ + ε i , i = 1, 2 . . . , n. A difficult and open problem is the determination of the impact of the design matrix X on the rate of the moment convergence of ξ n . In the aforementioned simplest case we showed that the rate of convergence of the moment sequences depends on whether the moment power r is even or odd. In view of Propositions 3.1 and 3.2 it is clear that we can find a sequence of design matrices satisfying (1.4) such that the rate of convergence of the second moment of ξ n of Theorem 2.1 is arbitrarily slow. Further, we can find a sequence of design matrices satisfying (1.4) such that the rate of convergence of the third moment of ξ n is slower than n a , for any given a ∈ (0, 1/2). These results have potential practical applications as, for example, discussed in Afendras and Markatou (2015) .
