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Abstract
Wireless communication always attracts extensive research interest, as it is a core part of
modern communication technology. During my PhD study, I have focused on two research
areas of wireless communication: IEEE 802.11 network performance analysis, and wireless
cooperative retransmission.
The first part of this thesis focuses on IEEE 802.11 network performance analysis. Since
IEEE 802.11 technology is the most popular wireless access technology, IEEE 802.11 net-
work performance analysis is always an important research area. In this area, my work
includes the development of three analytical models for various aspects of IEEE 802.11 net-
work performance analysis.
First, a two-dimensional Markov chain model is proposed for analysing the performance of
IEEE 802.11e EDCA (Enhanced Distributed Channel Access). With this analytical model,
the saturated throughput is obtained. Compared with the existing analytical models of
EDCA, the proposed model includes more correct details of EDCA, and accordingly its
results are more accurate. This better accuracy is also proved by the simulation study.
Second, another two-dimensional Markov chain model is proposed for analysing the coex-
istence performance of IEEE 802.11 DCF (Distributed Coordination Function) and IEEE
802.11e EDCA wireless devices. The saturated throughput is obtained with the proposed
analytical model. The simulation study verifies the proposed analytical model, and it shows
that the channel access priority of DCF is similar to that of the best effort access category in
EDCA in the coexistence environment.
The final work in this area is a hierarchical Markov chain model for investigating the impact
of data-rate switching on the performance of IEEE 802.11 DCF. With this analytical model,
ii
the saturated throughput can be obtained. The simulation study verifies the accuracy of the
model and shows the impact of the data-rate switching under different network conditions.
A series of threshold values for the channel condition as well as the number of stations are
obtained to decide whether the data-rate switching should be active or not.
The second part of this thesis focuses on wireless cooperative retransmission. In this thesis,
two uncoordinated distributed wireless cooperative retransmission strategies for single-hop
connection are presented. In the proposed strategies, each uncoordinated cooperative neigh-
bour randomly decide whether it should transmit to help the frame delivery depending on
some pre-calculated optimal transmission probabilities. In Strategy 1, the source only trans-
mits once in the first slot, and only the neighbours are involved in the retransmission attempts
in the subsequent slots. In Strategy 2, both the source and the neighbours participate in the
retransmission attempts. Both strategies are first analysed with a simple memoryless chan-
nel model, and the results show the superior performance of Strategy 2. With the elementary
results for the memoryless channel model, a more realistic two-state Markov fading channel
model is used to investigate the performance of Strategy 2. The simulation study verifies the
accuracy of our analysis and indicates the superior performance of Strategy 2 compared with
the simple retransmission strategy and the traditional two-hop strategy.
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Chapter 1
Introduction
In the last decade, the telecommunication industry has been experiencing a revolution sparked
by modern wireless communication technologies. More and more users are enjoying the
convenience of today’s wireless communication. In 2002, a milestone event occurred when
the number of mobile telephone users in the world first exceeded that of traditional wired
telephone users [1]. The great success of modern wireless communication also motivates
researchers to develop better wireless communication systems. During my PhD study, I
have been working on two research areas of wireless communication: IEEE 802.11 network
performance analysis, and wireless cooperative retransmission.
1.1 Background: IEEE 802.11 Network Performance Anal-
ysis
In recent years, a widespread deployment of wireless hot spots (Wi-Fi spots) has been wit-
nessed, and it is predicted that this trend will continue in the near future. In [2], the authors
state that “Market estimates indicate that approximately 4.5 million Wi-Fi APs were sold
during the 3rd quarter of 2004 alone and that the sales of Wi-Fi equipment will triple by
2009” based on two online market reports [3, 4].
Among various wireless access technologies that have been used for the Wi-Fi networks, the
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IEEE 802.11 access technology [5, 6] is widely considered as the most popular Wi-Fi access
technology. In fact, the terms “802.11” and “Wi-Fi” are often used interchangeably, due to
the dominant position of the IEEE 802.11 technology in the Wi-Fi equipment market.
In addition to its extensive application in the Wi-Fi networks for offering wireless Internet
service, the IEEE 802.11 technology has been widely used in other areas, such as wireless
sensor networks and wireless mesh networks. Also, the IEEE 802.11 network has been con-
sidered as an important part in the future 4G telecommunication network, where customers
may use voice or even video communication over the IEEE 802.11 network [7, 8]. The great
success of the IEEE 802.11 technology also motivates researchers to devote themselves to
improving the performance of the existing IEEE 802.11 technology [9–12].
Technically, the term “IEEE 802.11” should be referred to as a set of IEEE standards for
wireless local area network (WLAN), such as IEEE 802.11a [13], IEEE 802.11b [14], IEEE
802.11g [15], and IEEE 802.11e [16]. A core part of these IEEE 802.11 standards is the tech-
nical definition of its MAC (medium access control) layer access function. The fundamental
MAC layer access mechanism of the IEEE 802.11 technology is DCF (Distributed Coordi-
nation Function). DCF is based on CSMA/CA (carrier sense multiple access with collision
avoidance) backoff mechanism for channel access control, and each station implements its
own backoff procedure for channel access in DCF. With DCF, the IEEE 802.11 technology
offers a simple distributed approach for sharing radio channel.
However, DCF can only offer a best-effort channel access service, where all stations statis-
tically share the channel fairly. It cannot support QoS (quality of service) differentiation.
This shortcoming has attracted considerable research attention, and it finally resulted in the
publication of QoS supported IEEE 802.11e standard [16] in 2005. In IEEE 802.11e, EDCA
(Enhanced Distributed Channel Access) replaces DCF as the fundamental MAC layer access
function in the IEEE 802.11 technology. In EDCA, stations perform backoff mechanism
with different parameters based on the category of traffic they carry, and stations carrying
higher priority traffic can have a better chance for channel access.
The technical details of DCF and EDCA will be introduced as follows. First, the details
of CSMA/CA is introduced, as it is a fundamental access mechanism used in both DCF
and EDCA; Second, DCF and EDCA are briefly introduced; Third, some subtle differences
between DCF and EDCA are introduced, because they will be analysed in this thesis; Finally,
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the data-rate switching in IEEE 802.11 is introduced, because later it will be analysed in this
thesis.
1.1.1 An Introduction to CSMA/CA
The CSMA/CA mechanism is the fundamental access mechanism in the IEEE 802.11 tech-
nology. The detailed procedure of CSMA/CA can be described as follows:
When a station is ready for a transmission, it must sense the channel as being idle for a
complete IFS (inter frame space) before it can start the next step. In the case that the
channel becomes busy before the completion of an idle IFS, the station must wait through
another complete IFS after the channel returns to the idle state. As long as the station cannot
detect the channel as idle for a complete IFS, it cannot start the next step. Once the station
finishes a complete idle IFS interval, it needs to complete a backoff procedure before it
can start a transmission. During the backoff procedure, an initial backoff counter is drawn
randomly and uniformly from a contention window (CW)range of [0, CW ]. The station
decreases its backoff counter by one after every idle time slot. If the channel becomes busy
during the backoff procedure because of transmission activity from other stations transmits,
the station will suspend its backoff procedure and freeze the backoff counter decrement until
the channel returns to the idle state. After the channel returns idle, the station must wait
through a complete idle IFS before it may resume its routine backoff procedure. As long
as the channel does not remain idle for a complete IFS, the station keeps suspending its
backoff procedure. Once the backoff counter is decreased to zero, the station will start its
transmission.
If the transmission is successful, the receiving station will return an acknowledgment (ACK)
frame after waiting through another IFS. If the transmission fails, the station will retransmit
the failed frame following the aforementioned backoff procedure. The value of CW for each
transmission attempt may vary: for the first transmission attempt, the CW value is assigned
to be CWmin, and it will be doubled after every unsuccessful transmissions until it reaches
CWmax. Once the station reaches the maximum retransmission limit, it will drop the frame.
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1.1.2 An Introduction to IEEE 802.11 DCF and IEEE 802.11e EDCA
DCF and EDCA are the fundamental access mechanisms in the IEEE 802.11 standard and
IEEE 802.11e standard respectively, and both of them are based on the aforementioned
CSMA/CA. In DCF, all stations use an identical parameter setting (including IFS size and
CW size), and they compete for channel access fairly in a best effort manner. On the con-
trary, stations in EDCA uses different parameter settings according to the category of traffic
they carry. In EDCA, traffic is classified into four access categories (ACs), including voice,
video, best effort, and background. A distinct parameter setting is used by each AC, so that
AC based service differentiation can be implemented.
1.1.2.1 IFS Differences between DCF and EDCA
In IEEE 802.11 DCF, every time a station starts or resumes its backoff procedure for a trans-
mission, it must sense the channel being idle for an DIFS (DCF IFS) or EIFS (Extended
IFS) duration depending on the result of the previous transmission on the radio channel. If
the previous transmission is a successful transmission, DIFS is used, otherwise EIFS is
used.
The duration of DIFS is defined as
DIFS = SIFS + 2×timeslot, (1.1)
Here SIFS is the shortest IFS, and timeslot is the duration of a time slot, and their values
depend on the specific physical layer access mechanism used in the IEEE 802.11 network.
The duration of EIFS is defined as
EIFS = SIFS + ACK +DIFS, (1.2)
where ACK is the time for transmitting an ACK frame. Accidently, “SIFS+ACK” is equal
to ACKTimeOut. It is the duration starting from the end of the last busy channel, and
ending at the time point where an ACK frame should have been received. If no ACK frame
is received and the channel remains idle during this ACKTimeOut period, the transmission
is considered unsuccessful.
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Compared with the single DIFS used in DCF, four AC based AIFS (arbitration IFS)
values are used in IEEE 802.11e EDCA, given by
AIFS = SIFS + AIFSN×timeslot, (1.3)
whereAIFSN is the AC basedAIFS number. Accordingly, there are four AC basedEIFS
values, since EIFS are defined as
EIFS = ACKTimeOut+ AIFS. (1.4)
In this thesis, the term“IFS” is used as a generic term representing various IFS values used
in both DCF and EDCA. In the case that it is necessary to specify whether DCF or EDCA
is being used, two terms, IFSD and IFSE are used. IFSD represents the IFS used in
DCF, and it can be either DIFS or EIFS depending on whether the previous transmission
is successful or not. Also, the term IFSE represents the IFS used in EDCA, and it can be
either AIFS or EIFS depending on whether the previous transmission is successful or not.
Table 1.1 presents a summary of the differences between DCF and EDCA in IFS size [16,
Table 20df, p.49]. According to Table 1.1, when a station starts or resumes a backoff proce-
dure, DCF, AC video and AC voice in EDCA wait the shortest IFS duration, AC best effort
waits a longer IFS duration, and AC background waits the longest IFS duration.
Table 1.1: IFS values in DCF and EDCA
Traffic category IFS
DCF DIFS=SIFS+ 2 × timeslot
EDCA voice AIFS=SIFS+ 2 × timeslot,
EDCA video AIFS=SIFS+ 2 × timeslot
EDCA best effort AIFS=SIFS+ 3 × timeslot
EDCA background AIFS=SIFS+ 7 × timeslot
1.1.2.2 CW Size Differences between DCF and EDCA
The differences between DCF and EDCA inCW size are summarised in Table 1.2 [16, Table
20df, p.49]. As shown in Table 1.2, in the coexistence environment, DCF, EDCA AC best
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effort, and EDCA AC background use the same CW size, while EDCA AC voice and EDCA
AC video use a smaller CW size.
Table 1.2: CW sizes in DCF and EDCA
Traffic category CWmin CWmax
DCF CWmin CWmax
EDCA voice (CWmin+1)/4-1 (CWmin+1)/2-1
EDCA video (CWmin+1)/2-1 CWmin
EDCA best effort CWmin CWmax
EDCA background CWmin CWmax
According to Tables 1.1 and 1.2, EDCA AC voice and AC video should have higher priority
to channel access over DCF, because of smaller CW size used by these ACs, while DCF has
higher priority over EDCA AC best effort and AC background because IFSD is smaller than
their IFSE values.
1.1.3 Other Subtle Differences between DCF and EDCA
In addition to the differences in IFS value and CW size, there are some other subtle differ-
ences between DCF and EDCA.
1.1.3.1 Backoff Counter Decrement Rule
Although in both DCF or EDCA, a station shall decrease its backoff counter by one after
every idle time slot, some subtle differences exist between their backoff decrement rules,
which is shown in Fig 1.1. To assist the demonstration, two new terms are defined: QoS
station (QSTA) and non QoS station (non-QSTA). These refer to stations using DCF and
stations using EDCA, respectively.
In DCF, every time a non-QSTA waits through a complete idle IFSD and starts a new back-
off procedure or resumes a suspended backoff procedure, it must sense the channel as being
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idle for an extra time slot following the IFSD in order to decrease its backoff counter by one.
This means that a non-QSTA actually must sense the channel as being idle for a complete
(IFSD + timeslot) interval before it may decrease its backoff counter. In comparison, a
QSTA in EDCA can decrease its backoff counter by one immediately following a complete
idle IFSE interval, and the decrement is independent of the channel status in the immedi-
ately following time slot. Fig 1.1 illustrates this difference.
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(a) The backoff counter decrement rule in DCF
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(b) The backoff counter decrement rule in EDCA
Figure 1.1: The difference between the backoff counter decrement rules in DCF and EDCA
This difference in the backoff counter decrement rules may affect the performance when the
number of contending stations in a WLAN (wireless local area network) system is large,
because the large number of contending stations can cause a station’s backoff procedure be
frequently interrupted by any transmission activity from other stations. In that case, QSTAs
may obtain higher priority over non-QTSAs, because they do not need to wait through the
extra time slot required for non-QSTAs and can decrease their backoff counter more quickly
than non-QSTAs can.
In addition, a special case should be noted. That is, if a QSTA or a non-QSTA starts a new
backoff procedure with an initial backoff counter at zero, both of them can start a transmis-
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sion immediately after completing their respective IFSE or IFSD. It is the only scenario in
which a non-QSTA does not need to wait through one extra time slot after the IFSD.
1.1.3.2 The Time Instant for Starting a Transmission when the Backoff Counter Reaches
Zero
Subtle difference exists between non-QSTAs and QSTAs on the time instant to start a trans-
mission when the backoff counter reaches zero. This is illustrated in Fig 1.2.
Backoff counter
decrement
12 Transmission0
(a) The time instant for starting a transmission in DCF
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2 Transmission0
(b) The time instant for starting a transmission in EDCA, case 1
Backoff counter
decrement
12 Transmission
Busy Channel IFSE0
(c) The time instant for starting a transmission in EDCA, case 2
Figure 1.2: The difference between DCF and EDCA on the time instant for starting a trans-
mission when the backoff counter reaches zero.
As shown in Fig 1.2(a), a non-QSTA will start its transmission at the beginning of the time
slot in which its backoff counter is decreased to zero. In contrast, the transmission of a
QSTA will depend on the channel status in the time slot in which its backoff counter is
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decreased zero. If the channel is idle in that time slot, the QSTA will start a transmission
at the beginning of the immediately-following time slot, as illustrated in Fig 1.2(b). If the
channel is busy in that time slot, the QSTA will wait through a complete IFSE interval
after the channel returns idle and start its transmission at the beginning of the time slot
immediately following the completed IFSE interval, as shown in Fig 1.2(c).
This difference may give non-QSTAs a slightly higher priority over QSTAs because QSTAs
need to wait through an extra time slot in order to start a transmission. If channel becomes
busy in that time slot, the QSTAs must wait until the channel returns to the idle state and
remains idle for an IFSE before they can start the transmission.
1.1.4 Data-rate Switching
Supporting multiple data rates for transmitting data frame has been included in IEEE 802.11
standards. This is independent of whether DCF or EDCA is used on the MAC layer. For
example, four data rates are supported in IEEE 802.11b standard, including 1Mbps, 2Mbps,
5.5 Mbps, and 11 Mbps [14, p. 10].The general concept for supporting multiple data rates
is that a higher data rate is always preferred but a higher data rate requires a higher carrier
to noise ratio (CNR) on the radio channel so that the bit error rate (BER) can remain at a
relatively low level. Therefore, when the channel quality is good, a higher data rate is used
so that the bandwidth can be fully used. On the contrary, when the channel quality is poor, a
lower data rate is used so that the low BER, and accordingly, the low frame error rate (FER),
can be guaranteed. However, there is no definition about the detailed data-rate switching
mechanism in IEEE 802.11 standards. The mechanism through which a station switches its
data rate is left to the IEEE 802.11 product vendors.
1.2 Background: Wireless Cooperative Retransmission
Wireless multi-hop networks have been widely used in many areas, such as wireless sensor
networks, wireless mesh networks, and vehicular ad hoc networks [17]. Due to its great ap-
plication potential, the wireless multi-hop network has been a research focus for more than
a decade. The concept of the wireless multi-hop network is that traffic is transferred in a
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hop-by-hop manner: each relay hop receives the traffic frame or packet from the previous
hop and then forwards it to the next hop. With this approach, the signal strength can re-
main at a satisfactory level along the entire multi-hop path against the hostile character of
the radio channel (compared with the wired channel). However, this approach has its own
shortcomings:
• Its performance heavily depends on the selection of interim hops. An ideal interim hop
should have good radio channels with its preceding hop as well as its proceeding hop.
However, the availability of such perfect interim hops cannot be always guaranteed in
a practical wireless network.
• The network resource may not be fully used in the wireless multi-hop network because
only one pre-determined interim node is involved in the traffic transfer within a par-
ticular segment along the entire multi-hop path . For example, in a two-hop segment,
only the node acting as the interim hop can forward the traffic to the next hop. While
other nodes may also have good or even better radio channels, they cannot contribute
to the traffic delivery.
Recently, the research interest in the wireless cooperative communication approach [18, 19]
has increased as it may overcome the aforementioned problems of the traditional wireless
multi-hop network. With the wireless cooperative communication approach, multiple for-
warders within each segment along the entire multi-hop path may contribute to help the
traffic delivery to the next hop. The idea of wireless cooperative communication is simi-
lar to MIMO (multiple-input and multiple-output) technology [20, 21]. MIMO technology
uses multiple antennas at the transmitter and the receiver, and communication quality can be
significantly improved due to the spatial diversity of the multiple-antenna system by using
space time coding technology [22–25]. But different from the original MIMO ideas where
the multiple antennas are installed on a single transceiver, the term “wireless cooperative
communication” is referred to as a wireless communication system where users share and
coordinate their resources to enhance the transmission quality. That is, the forwarders at
different locations in a wireless cooperative network act as “antennas” in the MIMO system.
Therefore, wireless cooperative communication can achieve a similar spatial diversity gain
to that of MIMO system by using the multiple cooperative forwarders at different locations.
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Wireless cooperative retransmission is a key concept in wireless cooperative communication.
Its basic idea is that the retransmission, if the first transmission from the source fails, is
handled by cooperative neighbours rather than the original source.
1.3 Motivations and Research Problems
1.3.1 IEEE 802.11 network performance analysis
Extensive attention has been attracted to developing analytical models of DCF and EDCA,
because an accurate analytical model can be a fundamental base for analysing and improving
their performance. However, there is still some room left for us to develop better analytical
models:
• Most of the existing studies on EDCA performance analysis were finished before the
publication of the IEEE 802.11e standard, and accordingly they were based on some
draft proposals of EDCA, which are not fully consistent with the EDCA details in the
IEEE 802.11e standard. This inconsistency may result in inaccuracy in their analytical
models.
• With the publication of the IEEE 802.11e standard, a proliferation of IEEE 802.11e
capable products is expected. Meanwhile, the traditional IEEE 802.11 capable prod-
ucts will exist for a considerably long period. Thus, there is significance for practice to
investigate the network performance under the coexistence of IEEE 802.11 and IEEE
802.11e products. However, this problem has not attracted enough research attention,
as most of the existing studies focus on IEEE 802.11 and IEEE 802.11e separately.
• Multiple data rates are defined in the IEEE 802.11 standard. However, the specific
mechanism for data-rate switching is not defined in the standard and it is left for the
vendors. It also results in that the majority of the existing studies on the IEEE 802.11
network performance analysis ignore the data-rate switching in IEEE 802.11.
In this thesis, several models are presented for analysing the IEEE 802.11 network perfor-
mance, which address the aforementioned inadequacy in the existing studies.
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1.3.2 Wireless Cooperative Retransmission
The majority of existing works in the area of wireless cooperative retransmission tackle this
issue from physical layer perspective. That is, they focus on the use of some physical layer
technologies, such as space time coding technology, so that they can fully use the spatial
diversity gain of wireless cooperative retransmission without considering collision issue on
higher layers (such as MAC layer). That is, multiple simultaneous transmissions can improve
the transmission quality rather than mutually collide.
However, such a physical layer wireless cooperative retransmission approach requires ad-
ditional equipments, such as MIMO transceivers supporting space time coding. It is more
feasible to develop wireless cooperative retransmission strategies from the MAC layer per-
spective. Such MAC layer oriented wireless cooperative retransmission strategies can be
implemented with simple and cheap equipments, such as traditional IEEE 802.11 adaptors.
Plenty of existing studies consider wireless cooperative retransmission from the MAC layer
perspective, and majority of them use an opportunisticforwarding approach. Such an ap-
proach uses some local coordination mechanism to choose one sole forwarder from several
potential candidate nodes. Therefore, only one node is allowed to transmit and the collision
event can be avoided. Such an approach may work well for the multi-hop scenarios, but it
may not be suitable for the single-hop scenarios which are still common in the wireless coop-
erative networks. The local coordination mechanism may appear complex for the single-hop
scenarios and it may cause extra retransmission delay.
Compared with the opportunisticforwarding approach, the uncoordinated distributed wire-
less approach appears more suitable for the single-hop scenarios. In such an approach, all
cooperative nodes may transmit and they do not agree on that one of them should be cho-
sen as the sole forwarder. Such an approach does not need a local coordination system and
accordingly it may avoid the related retransmission delay.
Only limited existing studies consider the uncoordinated distributed cooperative retransmis-
sion strategies. However, they ignore the collision issue by assuming the use of some physi-
cal layer technology, such as space time coding technology. On this point, these studies are
still tackling wireless cooperative retransmission from the physical layer perspective. In this
thesis, some uncoordinated distributed cooperative retransmission strategic are presented, in
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which the collision issue on the MAC layer is carefully considered.
1.4 Organisation of The thesis
The rest of this thesis is organised as follows.
• Chapter 2 reviews literature on the performance analysis of DCF and EDCA.
• Chapter 3 presents an analytical model of EDCA. A two-dimensional Markov chain
model is used to analyse the performance of EDCA under the saturated traffic load.
Compared with the existing analytical models of EDCA, the proposed model incorpo-
rates more features of EDCA into the analysis. Based on the proposed model, saturated
throughput of EDCA is analysed. Simulation study is performed, which demonstrates
that the proposed model has better accuracy than those in the literature.
• Chapter 4 presents an analytical model for the coexistence of DCF and EDCA. A
three-dimensional Markov chain model is used to investigate the coexistence of 802.11
DCF and 802.11e EDCA stations. The performance impact of the differences between
802.11 DCF and 802.11e EDCA is carefully analysed. Based on the proposed model,
the saturated throughput is analysed. Simulation study is carried out to evaluate the
accuracy of the proposed model.
• Chapter 5 presents an analytical model of DCF using data-rate switching. A hierarchial
Markov chain model is used to analyse the performance of IEEE 802.11 DCF, consid-
ering a commonly used data rate switching mechanism. In this analysis, the switching
between multiple data rates may be triggered by either collisions or transmission er-
rors. Simulation results are presented which verify the accuracy of the proposed model
and demonstrate the effect of the data rate switching mechanism.
• Chapter 6 reviews literature on wireless cooperative retransmission.
• Chapter 7 presents two uncoordinated distributed wireless cooperative retransmission
strategies and analyses them in a memoryless channel model and a two-state Markov
fading channel model respectively. The numerical study and the simulation study are
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carried out to evaluate the superior performance of the proposed retransmission strate-
gies over the retransmission by the source or by one relay.
• Finally, Chapter 8 concludes this thesis.
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Chapter 2
Literature Review: IEEE 802.11
Network Performance Analysis
The previous chapter has shown that DCF and EDCA use a distributed network management
mode: each station performs its own backoff procedure independently for channel access.
This distributed mode can significantly reduce the system complexity, because there is no
need to set a powerful central controller in the system. However, this distributed mode
also results in difficulty regarding the performance analysis of DCF and EDCA, due to the
independence of each station. The introduction of AIFS difference in EDCA especially
complicates the analysis. In DCF, all stations use an identical DIFS and no station can
transmit within the IFSD (that is, DIFS or EIFS) duration, and any interruption (that
is, the transmissions from other stations) to their backoff procedure cannot occur within the
IFSD duration. On the contrary, in EDCA, stations use different AIFS values. Some stations
may finish their shorter IFSE (that is, AIFS or EIFS) duration and transmit while other
stations still wait through their longer IFSE duration. Therefore, the backoff procedure of
some stations in EDCA may be interrupted during their longer IFSE duration.
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2.1 Related Work about IEEE 802.11 Network Performance
Analysis
Extensive work has been undertaken to analyse DCF and EDCA separately [26–45]. The
majority of these existing studies use Markov chain models to analyse the IEEE 802.11 net-
work performance, including those in [26–41]. In [26], Bianchi proposes a two-dimensional
multiple-layer Markov chain model for modelling the backoff procedure in DCF. Each layer
in the Markov chain model represents a backoff procedure of a transmission attempt, and
each state in a layer represents a specific backoff counter value in the corresponding backoff
procedure. Based on the work in [26], many Markov chain based analytical models have
developed for EDCA [27–41]. The effect of using different AIFSs and CW sizes are anal-
ysed in those models for EDCA, but some limitations exist among them, which leaves room
for us to develop a better model to achieve more accurate analytical results.
In [27–33], some Markov chain models are developed based on that in [26]. Different contri-
butions are made to develop these Markov chain models so that they can be used for EDCA
performance analysis, such as the zone specific transmission probability analysis presented
in [27, 28], which considers the effect of using different AIFSs, the delay analysis in [30],
and the Z-transform approach in [31].The zone specific transmission probability analysis
presented in [27, 28] should empathized, as it is widely used in the models proposed in this
thesis. As aforementioned in Chapter 1, stations using different AIFS values will start or
resume their backoff procedure at different time slots after the busy channel. Therefore, the
time slots after the busy channel can be classified into different zones, where different set of
stations may transmit. A common problem exists among the work in [27–33]: the possibility
that a station’s backoff procedure may be interrupted by the transmissions from other stations
is ignored or not clearly analysed in their Markov chain models. As will be shown later in
our analysis in Chapter 4, this will have a significant impact on the accuracy of the Markov
chain model.
Compared with those in [27–33], the models presented in [34–36] consider the above back-
off interruption possibility. In [34, 35], the backoff interruption possibility is considered by
adding a transition for each backoff state, and this transition starts and ends in the same
state. This represents that the possible backoff interruption in the corresponding backoff
stage. In [36], the backoff interruption possibility is considered by using some extra states
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in addition to each backoff state to represent this possibility. However, some potential flaws
may exist, which results in the effect of using different AIFSs not being correctly analysed.
First, the self-transition in [34, 35] will cause inaccuracy, because this self-transition does
not consider the difference between the backoff decrement procedures in the backoff inter-
ruption scenario and in the normal backoff scenario. When a station’s backoff procedure is
interrupted by the transmissions from other stations, this station must wait through a com-
plete idle IFS before it can decrease its backoff counter. On the contrary, in the normal
backoff scenario, a station only needs to wait an idle time slot in order to decrease its backoff
counter. Such scenario specific difference will result in the different probabilities whether
the station can decrease its backoff counter or not. In the backoff interruption scenario, such
a probability is the probability that no other stations transmit during a complete IFS. In the
normal backoff scenario, it is the probability that no other stations transmit in one time slot
only. However, this difference is not considered in [34, 35] as they use the same probability
for both scenarios. Second, it is considered in [36] that all stations using different AIFSs
may transmit in any time slot after the busy channel, but in fact some stations using larger IFS
cannot transmit in some time slot because they are still waiting through their IFS duration.
Finally, some Markov chain models consider both the effect of backoff interruption possi-
bility and the effect of using different AIFSs [37–41]. In [37–40], a three-dimensional
Markov chain model is used for the lower priority traffic flow with a larger IFS, where the
third dimension is a stochastic process representing the possible backoff interruption. In [41],
an extra stochastic process is used in its three-dimensional Markov chain model to represent
the number of time slots that have been passed since the end of a transmission. The three-
dimensional Markov chain models used in [37–41] have some extra states representing the
possible backoff interruption, and the effect of using different AIFSs is considered when
analysing the transition probabilities among those states. However, some limitations exist
among them in addition to a complex Markov chain architecture being used. Firstly, it is
assumed in [37, 41] that a station will keep retransmitting until the frame has been success-
fully transmitted. The possibility that the frame may be dropped after reaching the maximum
retransmission limit is not considered. Secondly, the two-dimensional Markov models for
high-priority traffic flow in [37, 38] do not consider the possibility that the backoff procedure
of a station with high-priority traffic flow may also be interrupted by transmissions from
other stations. Thirdly, a problem exists for defining the transition probabilities between
different backoff stages in the Markov chain model in [41]. That is, a station will obtain a
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random initial value among the range [0, CW ] for its backoff counter when it starts a new
backoff procedure, and the probability that it obtains a specific value within this range should
be 1
CW+1
. However, this probability is considered to be 1 in [41]. Finally, an approximation
has been made in [39, 40] to simplify the analysis on the AIFS difference, and it will cause
inaccurate results as shown in later chapter. The Markov chain models in [39, 40] cannot
accurately trace the zone specific difference defined in [27, 28] for each idle time slot after
the busy channel. Therefore it has been approximated in [39, 40] that such idle time slots are
located at the same zone where all other stations may transmit.
The use of Markov chain model has the advantage that a well-designed Markov chain can
easily model and fully capture the complexity of the backoff procedure. However, using
Markov chain models results in a complex non-linear equation system. It is hard to obtain
the closed-form solution of the equation system, and the equations can be numerically solved
only.
Comparatively, some researchers try to analyse DCF or EDCA with a non-Markov approach
(that is, they do not use the Markov chain models to model the backoff procedure of sta-
tions), and its advantage is that a simpler equation system, or even a closed-form solution
may be obtained. In [42], Venkatesh et al. propose a so-called fixed-point approach for
analysing DCF and EDCA separately, and this approach can generate a much simpler non-
linear equation system. The results from this approach are very close to those from the
Markov chain approaches. In [43, 44], the authors obtain a closed-form solution for the
saturated throughput for EDCA, using elementary probability theory directly. The disad-
vantage of the non-Markov approach is that it is difficult to fully capture the complexity of
the backoff procedure. For example, the backoff interruption possibility is not considered
in [42–44]. Additionally, the work in [45] should be mentioned. A Markov chain model is
used in [45] to model the number of stations at different backoff stages, compared with all
the aforementioned Markov chain models that model the backoff procedure. Like the work
in [42–44], it can significantly simplify the analysis but it has to ignore some details of the
backoff procedure, such as the possibility of backoff interruption.
Furthermore, it should be noted that the coexistence of DCF and EDCA has not been well
considered among the existing studies in this area. In [46, 47], some detailed differences
between DCF and EDCA are discussed, and the simulation or experimental results about
the coexistence of DCF and EDCA are demonstrated, but an analytical model has not been
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presented. In [48], an analytical model is proposed to analyse the coexistence of DCF and
EDCA with elementary probability theory (that is, no Markov chain model is used). How-
ever, only two AIFS values of EDCA are considered in [48] for simplicity of analysis, that
is, AIFS = SIFS + 2 × timeslot and AIFS = SIFS + 3 × timeslot. However, as
mentioned in Table 1.1 in the previous chapter, the third AIFS value exists in EDCA, that
is, AIFS = SIFS + 7 × timeslot for background traffic. The analysis in [48] cannot be
easily modified to include this AIFS value.
Finally, it should be noted that most of the aforementioned existing studies do not use the
accurate EDCA parameter setting defined in the IEEE 802.11e standard. This could be
caused by the fact that most of them were finished before the final publication of IEEE
802.11e standard.
Additionally, there is a lack of analytical work to investigate the impact of data-rate switching
mechanism on the IEEE 802.11 network performance. The aforementioned studies consider
a single data rate only. Some studies investigate the impact of multiple data rates on the
performance of the IEEE 802.11 networks, such as those in [49–54]. However these existing
studies only consider the situation that each station uses a fixed data rate. The possibil-
ity that stations can switch their data rates dynamically by using some data-rate switching
mechanism is not considered in [49–54]. Most research attention about the data-rate switch-
ing mechanism in the IEEE 802.11 networks focus on proposing various data-rate switching
mechanisms, such as those in [55–62]. The performance of these proposed data-rate switch-
ing mechanisms is evaluated using simulations or experiments only, and an analytical model
is lacking. Such a lack of analytical work in this area may be attributable to the fact that no
data-rate switching mechanism is defined in the IEEE 802.11 standards. Since most existing
IEEE 802.11 products can support multiple data rates and implement some kind of data-rate
switching mechanism, it is practice of significance to investigate the impact of the data-rate
switching mechanism.
19
2.2 Most Recent Work on IEEE 802.11 Network Perfor-
mance Analysis
Since the completion of my analytical work on IEEE 802.11 network performance analysis
in early 2007, which has been published in [63–67], a considerable amount of studies have
been published in the same area, such as those in [68–80]. We have included these studies in
the literature review for completeness.
Compared with the previous studies that usually only consider simple analytical scenarios
with saturated traffic load and single-hop connection, the majority of these most recent stud-
ies focus on more complex analytical scenarios. In [68, 69], the performance of the IEEE
802.11 networks for video traffic transmission is analysed. In [70], the authors consider the
performance of the IEEE 802.11 networks under TCP (transmission control protocol) proto-
col. In [71], the impact of multiple data rates is analysed. In IEEE 802.11 DCF, all stations
contend for the channel access fairly, despite that stations using a lower data rate may occupy
the channel for a longer time once they obtain the channel access. Therefore, such channel
access fairness for stations using different data rates may result in a negative impact on the
system capacity. In [71], the authors propose that stations using a higher data rate should use
an optimal set of MAC layer parameters so that they have a higher priority for the channel
access to achieve a larger system capacity. In [72], a Markov chain model is proposed for
analysing the performance of IEEE 802.11 DCF under a Poisson traffic load. In [73–80], the
performance of the multi-hop IEEE 802.11 networks are analysed. Such an analysis appears
significantly interesting and challenging compared with that for the single-hop scenarios. In
the multi-hop scenarios, each hop along the multi-hop path receives the traffic passed by its
preceding hops, and it will relay the traffic to its proceeding hops. Therefore, the traffic load
on each hop is mutually related. Such relationships add extra complexity to the analysis.
In [73], the traffic patterns of a multi-hop path is investigated. The authors observes that
only the first few hops along the multi-hop path have large traffic queues, while the traffic
queues in the last few hops are very small. In [74, 75], the channel capacity of a multi-hop
path is analysed. In [76], the performance of EDCA on a multi-hop wireless vehicular ad
hoc network is investigated. In [77], the impact of the traffic sending rate at the source node
along a multi-hop path is analysed. The authors observes that the sending rate should be
adjusted appropriately to achieve the maximum end-to-end throughput. In [78, 79], the fair-
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ness issue among hops along a multi-hop path is studied. If each hop can fairly occupy the
channel, the performance of the multi-hop path can be maximised. However, to achieve such
a fairness is not easy if each hop uses a contention based channel access mechanism, such as
DCF or EDCA. In [80], the authors propose some optimal setting for the contention window
(CW) size in order to maximise the performance of a multi-hop path under TCP protocol.
It should be mentioned that usually some simplifications must be made for the analysis on
these more complex scenarios, otherwise the analysis work may appear significantly difficult.
For example, the analysis in [72] has been considerably simplified with a so-called system
approximation technique [81]. This system approximation technique may approximate the
system as a versatile queueing model which is easier to be analysed.
2.3 Summary
In this chapter, a literature review about IEEE 802.11 network performance analysis has
been performed. Some previous publications in this area have been discussed. It can be
summarised as follows:
1. The existing analytical models for IEEE 802.11 EDCA can still be improved.
2. There is a lack of analytical models for the coexistence of DCF and EDCA.
3. There is a lack of analytical models to investigate the performance of the IEEE 802.11
network with data-rate switching.
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Chapter 3
Saturated Throughput Analysis of EDCA
In this chapter, an analytical model is proposed for investigating the performance of EDCA.
Compared with the existing work mentioned in the previous chapter, the proposed analytical
model includes more details of EDCA. Consequently, its analytical results are more accurate
than those ignoring these details.
This chapter uses the following structure: in Section 3.1, details of EDCA are introduced, and
these details are considered in the proposed analytical model; in Section 3.2, the fundamental
two-dimensional Markov chain model is proposed; in Section 3.3, the saturated throughput
performance is analysed based on the proposed Markov chain model; in Section 3.4, the
simulation study is performed; finally, this chapter is summarised in Section 3.5.
3.1 Details of EDCA Considered in the Proposed Analyti-
cal Model
To investigate the performance of EDCA, an accurate analytical model is necessary. In
addition to the effect of using different CW sizes that has been well investigated in the
existing studies mentioned in the previous chapter, some other important factors should be
carefully considered for an accurate analysis of EDCA performance:
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Firstly, the effect of using different AIFSs should be carefully considered. Fig 3.1 indicates
that AC A stations with a smaller IFS[A] may begin their backoff procedure and transmit
after IFS[A], while AC B stations with a larger IFS[B] are still in the backoff suspension
procedure and can not transmit. When IFS[B] is completed, both sets of stations can begin
their backoff procedure and transmit. Therefore the time period from the end of the busy
channel can be classified into different intervals, referred to as contention zones in this chap-
ter, depending on the different transmission probabilities of different sets of stations in each
zone caused by the use of different AIFSs.
Secondly, the possibility of backoff suspension should be analysed. As mentioned earlier in
the previous chapter, before the start of a new backoff procedure, as well as every time the
channel becomes busy during the backoff procedure, the station may experience a backoff
suspension procedure. The occurrence of backoff suspension depends on the channel status,
which is affected by the activities of other stations. Moreover, while a station is in the
backoff suspension procedure, the transmission activity from other stations may occur before
the station waits through an idle IFS. In this case the station must wait through another
complete idle IFS after the channel returns to the idle state. Therefore the exact duration
of each backoff suspension procedure is uncertain since it is affected by the transmission
activity from other stations. It is obvious that the occurrence and the duration of the backoff
suspension procedure can affect the performance of EDCA.
Moreover, some other details of EDCA are also considered by the proposed analytical model:
• In the case that a collision happens, colliding stations (that is, stations involved in the
collision) will wait through an ACK timeout duration to detect the collision, and then
they will wait an AIFS before starting another backoff procedure. According to [82],
the sum of the ACK timeout duration and an AIFS is equal to an EIFS. Non-
colliding stations (that is, stations not involved in the collision) also wait an EIFS
after a collision [6, clause 9.2.5.2, pp.77-79]. Fig 3.1(a) depicts this situation. There-
fore, all stations wait an AIFS from the end of the busy channel after a successful
transmission, and wait an EIFS (or an equivalently AIFS + ACK timeout) from
the end of the busy channel after a collision. As mentioned previously (Chapter 1,
Section 1.1.2.1), we still use the term “IFS” to represent both AIFS and EIFS in
this chapter, when there is no need to specify their difference.
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Figure 3.1: The contention zone specific transmission probability.
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• As mentioned previously (Chapter 1, Section 1.1.3.1), a station decreases its backoff
counter by one at the beginning of a time slot during its backoff procedure. This
means whether the backoff counter is decreased or not depends on the channel status
in the previous time slot. This backoff counter decrement is independent of whether
the channel is busy or not in the current time slot. Furthermore, every time the station
leaves a backoff suspension procedure after completing an IFS, its non-zero backoff
counter will be decreased by one at the beginning of the immediately following time
slot, and this decrement is independent of the channel status in that time slot [16, clause
9.9.1.3, pp.81-83], [46].
• When the backoff counter is decreased to zero at the beginning of a time slot, the
station will start its transmission at the beginning of the next time slot, provided that
there is no transmission from other stations in the current time slot. Otherwise the
station will enter into a backoff suspension state to wait through a complete idle IFS
and start its transmission at the beginning of the immediately following time slot [16,
clause 9.9.1.3, pp.81-83], [46].
3.2 A Markov Chain Based Analytical Model
In this section, we present the proposed analytical model of EDCA using Markov chain.
Firstly, the basic Markov chain models are proposed. Secondly, the transition probabili-
ties for the proposed Markov chain models are analysed, where the contention zone specific
transmission probability caused by using different AIFSs is analysed following the method
in [27]. Finally, a solution for the Markov chain models is obtained. The following assump-
tions are made in our analysis.
• Traffic load is saturated. That is, traffic is always backlogged at each station.
• Only two ACs are considered: AC A and AC B. AC A has higher priority than AC B
and AIFS[A] < AIFS[B]. However, our analysis can be easily extended to include
more than two ACs.
• Each station carries traffic from one AC only. Thus a station may be referred to as an
AC A station or an AC B station, depending on the AC of the traffic it carries.
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• Only one frame is transmitted in each TXOP (Transmission opportunity).
• A WLAN system with a fixed number of stations is considered in our analysis. The
number of stations for AC A and AC B is denoted by nA and nB respectively. nA and
nB are known numbers.
• The transmission probability of a station in a generic time slot is a constant, which is
determined by its AC only. This is an assumption widely adopted in the area [27, 31–
36, 38]. The transmission probabilities of an AC A station and an AC B station in a
generic time slot are represented by τA and τB respectively. The values of τA and τB
are unknown and need to be solved. Here the term “generic time slot” refers to as the
time slot following an idle IFS because it is not possible that a transmission occurs
within IFS.
• The wireless channel is ideal. That is, there is no noise, no external interference and
hidden station problems. Moreover, the channel is perfectly synchronised, and the
propagation delay can be ignored. That is, all stations can immediately sense the
channel busy or idle, and they can perform their backoff procedure synchronously.
Unless otherwise specified, such ideal wireless channel assumption is applied to all
Markov chain models for IEEE 802.11 network performance analysis presented in this
thesis.
3.2.1 Two Discrete Time Two-dimensional Markov Chain Models
3.2.1.1 The Basic Markov Chain Models
Fig 3.2 and Fig 3.3 illustrates two discrete time two-dimensional Markov chain models for
an AC A station and an AC B station respectively. Each Markov chain model represents
the channel contention procedure for a station of a specific AC. For ease of illustration, we
use the symbol “C” to represent AIFS[B]− AIFS[A]. There are two stochastic processes
within the Markov chain model. The first process, denoted by w(t), is used to model the
decrement of the backoff counter during the backoff procedure of the station. Here a special
value of w(t) = −1 is used to represent the station’s own transmission, which includes the
idle IFS[A] immediately following the end of the busy channel as no frame transmission is
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Figure 3.2: The Markov chain model for AC A.
possible during this interval. The second process, denoted by v(t), is used to model the back-
off suspension procedure. v(t) = 0 indicates the station is in the normal backoff procedure
or is transmitting its own frame. When the station is in the backoff suspension procedure,
v(t) is non-zero and its value represents the number of idle time slots after the idle IFS[A]
following the end of the busy channel. Here we use a special value of v(t) = −1 to represent
a frame transmission from other stations, which also includes the idle IFS[A] immediately
following the end of the busy channel.
In both Markov chain models, states (r, 0), 0 ≤ r ≤ CWmax − 1 represent an idle time slot
in the normal backoff procedure, where r represents the value of the backoff counter. States
(r,−1), 0 ≤ r ≤ CWmax − 1 represent a transmission activity (that is, it may be either
a successful transmission from one station, or a collision caused by multiple transmissions
from multiple stations) from other stations, which includes the idle IFS[A] following the
end of the busy channel, and r represents the corresponding value of the backoff counter.
The special state (−1, 0) is used to represent the station’s own transmission, which includes
the idle IFS[A] following the end of the busy channel.
Another special state (−1,−1) is used to represent a transmission activity from other sta-
tions, which occurs before the completion of the IFS immediately following the end of the
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Figure 3.3: The Markov chain model for AC B.
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busy channel caused by the station’s own transmission. As usual, this state also include the
idle IFS[A] following the end of the busy channel. This special state only exists for AC B
stations, because the transmission activity from other AC A stations is possible before an AC
B station completes the idle IFS[B] immediately following its own transmission.
After leaving the state (−1,−1), an AC B station may traverse each state (−1, k), 1 ≤ k ≤ C
if the channel remains idle. The state (−1, k), 1 ≤ k ≤ C represents an idle time slot in
the backoff suspension procedure, where k indicates the number of idle time slots after the
idle IFS[A] following the end of the last busy channel. If the channel becomes busy due to
the transmission activity from other AC A stations before the state (−1, C) is reached, the
station will move back to the state (−1,−1). After reaching the state (−1, C), the station
will start a backoff procedure with a random initial backoff counter. Similarly, states (r,−1)
and (r, k), 0 ≤ r ≤ CWmaxB − 1, 1 ≤ k ≤ C are used to model the backoff suspension
procedure, which occurs when the normal backoff procedure has been started. An AC B
station in state (r, C), 1 ≤ r ≤ CWmaxB − 1 may transit to either (r − 1, 0) or (r − 1,−1),
depending on whether there is a transmission activity from other stations.
For an AC A station, since no transmission is possible during the IFS[A] following the end
of the busy channel, the states (-1, -1), (-1,k), (r,-1), and (r,k), 0 ≤ r ≤ CWmaxA − 1,
1 ≤ k ≤ C do not exist for AC A stations.
The embedding points of the Markov chain models can be readily determined from the earlier
definition of the states. Fig 3.4 depicts an example of the embedding points used in the
Markov chain models.
In this example, the channel turns busy because of a transmission activity at time point t.
After the busy status ends, the channel will remain idle until C + 1 time slots following the
idle IFS[A] have elapsed. The following time points, t+k, 1 ≤ k ≤ C + 2, are located
in the time slot boundary, as shown in Fig 3.4. We describe AC A and AC B stations that
transmit during the transmission activity starting at time point t as transmitting AC A and
AC B stations. Accordingly, we describe AC A and AC B stations that do not transmit during
this transmission activity as non-transmitting AC A and AC B stations. At time point A, all
transmitting AC A and AC B stations will enter the state (−1, 0), and all non-transmitting
AC A or AC B stations will suspend their backoff procedure and enter the state (r,−1),
where the value of r is station-specific. At time point t + 1, following the completion of
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Figure 3.4: An example of the embedding points used in the proposed model.
the idle IFS[A] from the end of the busy channel, all AC A stations start or resume their
backoff procedure. For AC A stations , they will start a new backoff procedure with a station-
specific random initial backoff counter r. As mentioned earlier in Section3.1 in this chapter,
a station will decrease its backoff counter by one at the end of the idle IFS. Therefore, all
AC A stations will enter the state (r − 1, 0) at time point t + 1, and their backoff counter
will be decreased by one following each idle time slot. For AC B stations, they will start
to traverse a series of states (−1, k), (for transmitting AC B stations), or (r, k) (for non-
transmitting AC B stations), 1 ≤ k ≤ C at time point t + 1, and they will leave the state
(r, C) at time point t + C + 1 and enter the state (r − 1, 0) to begin or resume a normal
backoff procedure. Here r − 1 also represents that their backoff counter is decreased by one
following the completion of the idle IFS[B] following the end of the busy channel. Then all
AC B stations can also decrease their backoff counter by one following each idle time slot
by entering the corresponding state.
It should be noted that some special scenarios are not included in the aforementioned ex-
ample for ease of illustration. For example, non-transmitting AC B stations may enter the
state (−1,−1) at time point t, or at least one station has decreased its backoff counter to zero
before the time point t+C + 1 is reached. They are explained more clearly in the following
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description for the one-step transition probabilities.
3.2.1.2 Transition probabilities for the Markov chain model of AC A
The one-step transition probabilities for the Markov chain model in Fig 3.2 are explained in
the following. It should be noted that some unknown parameters, including PidleA, PbA, and
Pr A(r), are used here. They will be analysed later in Section 3.2.2.
1. When a specific AC A station finishes a transmission and completes the following idle
IFS[A], the station will leave the corresponding state (−1, 0) and move into the next
state to start a new backoff procedure with an initial backoff counter r at the beginning
of the immediately following time slot. As previously described in Section 3.1, the
backoff counter will be decreased by one following the end of the IFS[A]. Therefore,
the backoff counter will be decreased to r − 1 as the station reaches the next state.
Moreover, the channel status at this moment decides the next state in the Markov chain
model: the state (r − 1,−1) (if the channel turns busy with a probability of PbA), or
the state (r − 1, 0) (if the channel remains idle with a probability of 1− PbA).{
P{(r − 1, 1)|(−1, 0)} = PbAPr A(r),
P{(r − 1, 0)|(−1, 0)} = (1− PbA)Pr A(r),
(3.1)
where Pr A(r) is the probability that the AC A station starts a new backoff procedure
with a random initial backoff counter r. For the special case that the initial backoff
counter is zero, the station may start a transmission at the beginning of the immediately
following time slot, independent of the channel status in this time slot:
P{(−1, 0)|(−1, 0)} = Pr A(0). (3.2)
2. If the station reaches the state (r, 0), it will reside in this state for an idle time slot.
Then the station will decrease its backoff counter by one and move into the next state
at the beginning of the immediately following time slot. The channel status at this
moment decides the next state: the state (r−1,−1) (if the channel becomes busy with
a probability of 1 − PidleA) or the state (r − 1, 0) (if the channel remains idle with a
probability of PidleA).{
P{(r − 1,−1)|(r, 0)} = 1− PidleA,
P{(r − 1, 0)|(r, 0)} = PidleA.
(3.3)
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For the special case that r equals zero, a station will remain in the state (0, 0) for an
idle time slot and start the frame transmission at the beginning of the immediately
following time slot with a probability of 1:
P{(−1, 0)|(0, 0)} = 1. (3.4)
3. If the station reaches the state (r,−1), it will remain in this state until the idle IFS[A]
following the end of the busy channel is completed. Then it will decrease its backoff
counter by one and move into the next state at the beginning of the immediately fol-
lowing time slot. The channel status at this moment decides the next state: the state
(r−1,−1)(if the channel becomes busy with a probability of PbA) or the state (r−1, 0)
(if the channel remains idle for a probability of 1− PbA).{
P{(r − 1,−1)|(r,−1)} = PbA,
P{(r − 1, 0)|(r,−1)} = 1− PbA.
(3.5)
For the special case that r equals to zero, a station shall stay in the state (0,−1) until
the idle IFS[A] following the end of the busy channel is completed, and the station
will start a transmission at the beginning of the immediately following time slot with
a probability 1:
P{(−1, 0)|(0,−1)} = 1. (3.6)
3.2.1.3 Transition probabilities for the Markov chain model of AC B
As for the Markov chain model in Fig 3.3, its one-step transition probabilities are slightly
different from those for the Markov chain model in Fig 3.2, because extra states (−1,−1),
(−1, k), (r,−1) and (r, k), 0 ≤ r ≤ CWmaxB − 1, 1 ≤ k ≤ C are used to represent the
C (that is, AIFS[B]− AIFS[A]) idle time slots remaining in the IFS[B] and the possible
transmission activity from AC A stations during this time interval. The details of its one-
step transition probabilities are explained in the following. Also, some unknown parameters,
including PidleB , PsB, PbB , and Pr B(r), are used here. They will be analysed later in
Section 3.2.2.
1. When a specific AC B station finishes its frame transmission including the idle IFS[A]
following the end of the busy channel, it will leave the corresponding state (−1, 0).
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The station still needs to complete theC idle time slots remaining in its IFS[B] before
it can start a new backoff procedure. The station will move into the next state at
the beginning of the immediately following time slot, and the channel status at this
moment decides the next state: the state (−1,−1) (if the channel becomes busy with
a probability of PsB), or the state (−1, 1) which represents that the first idle time slot
following the IFS[A] can be elapsed (if the channel remains idle with a probability of
1− PsB). {
P{(−1,−1)|(−1, 0)} = PsB,
P{(−1, 1)|(−1, 0)} = 1− PsB.
(3.7)
2. If the station enters the state (−1,−1), it will remain in this state until the idle IFS[A]
following the end of the busy channel is completed. At the beginning of the imme-
diately following time slot, the station will move into the next state. If the channel
remains idle with a probability of 1−PsB, the station will move into the state (−1, 1).
P{(−1, 1)|(−1,−1)} = 1− PsB. (3.8)
If the channel becomes busy with a probability of PsB, the station will remain in the
state (−1,−1) to wait through the transmission activity from AC A stations.
P{(−1,−1)|(−1,−1)} = PsB. (3.9)
3. When the station moves into the state (−1, k), 1 ≤ k ≤ C − 1 and completes an idle
time slot, it will move into the next state at the beginning of the immediately following
time slot. If the channel becomes busy with a probability of PsB , the station will move
back to the state (−1,−1) to wait through another transmission activity from AC A
stations.
P{(−1,−1)|(−1, k)} = PsB. (3.10)
If the channel remains idle with a probability of 1−PsB, the station will move into the
next state (−1, k + 1).
P{(−1, k + 1)|(−1, k)} = 1− PsB. (3.11)
4. When the AC B station moves into the state (−1, C), it will wait through the final idle
time slot remaining in the IFS[B] and start a new backoff procedure with an initial
backoff counter r at the beginning of the immediately following time slot. Similar to
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the Markov chain model in Fig 3.2, the station will decrease its backoff counter by one
following the end of the IFS[B] and move into the next state at the beginning of the
immediately following time slot. If the channel becomes busy with a probability of
PbB , the station will move into the state (r − 1,−1).
P{(r − 1,−1)|(−1, C)} = Pr B(r)PsB, (3.12)
where Pr B(r) is the probability that the AC B station gets an initial backoff counter
value r. If the channel remains idle with a probability of 1−PsB , the station will move
into the state (r − 1, 0).
P{(r − 1, 0)|(−1, C)} = Pr B(r)(1− PsB). (3.13)
For the special case that r equals zero, the station will start a transmission immediately,
independent of the channel status,
P{(0,−1)|(−1, C)} = Pr B(0). (3.14)
5. If the station enters the state (r, 0), it will remain in this state for an idle time slot,
decrease its backoff counter by one and move into the next state at the beginning of
the immediately following time slot. If the channel becomes busy with a probability
of 1− PidleB , it will move into the state (r − 1,−1).
P{(r − 1,−1)|(r, 0)} = 1− PidleB. (3.15)
If the channel remains idle with a probability of PidleB , it will move into the state
(r-1,0).
P{(r − 1, 0)|(r, 0)} = PidleB. (3.16)
For the special case that r equals zero, the station will remain in the state (0, 0) for an
idle time slot, and start a transmission at the beginning of the immediately following
time slot with a probability of 1.
P{(−1, 0)|(0, 0)} = 1. (3.17)
6. If the station enters the state (r,-1), 0 ≤ r ≤ CWmaxB−1, the one-step transition
probabilities between the state (r,−1) and the states (r, k), 1 ≤ k ≤ C − 1 are similar
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to those between the state (−1,−1) and the states (−1, k), 1 ≤ k ≤ C − 1:

P{(r, 1)|(r,−1)} = 1− PsB,
P{(r,−1)|(r,−1)} = PsB,
P{(r, k + 1)|(r, k)} = 1− PsB,
P{(r,−1)|(r, k)} = PsB.
(3.18)
7. When the station reaches the state (r, C), it will remain in this state for the final idle
time slot in the IFS[B], decrease its backoff counter by one, and move into the next
state at the beginning of the immediately following backoff slot. If the channel be-
comes busy at this moment with a probability of PbB, the station will move into the
state (r − 1,−1).
P{(r − 1,−1)|(r, C)} = PbB. (3.19)
If the channel remains idle with a probability of 1−PbB , the station will move into the
state (r − 1, 0).
P{(r − 1, 0)|(r, C)} = 1− PbB. (3.20)
For the special case that r equals zero, the station will wait through an idle time slot in
the state (0, C) and start a transmission at the beginning of the immediately following
backoff slot with a probability of 1.
P{(−1, 0)|(0, C)} = 1. (3.21)
3.2.1.4 System Equations
Let bA(r,k) be the steady probability of state (r, k) in the Markov chain model in Fig 3.2.
The following system equations for this Markov chain model can be obtained due to the
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regularity of the Markov chain:

bA(CWmaxA−1,0) = bA(−1,0)Pr A(CWmaxA)(1− PbA),
bA(CWmaxA−1,−1) = bA(−1,0)Pr A(CWmaxA)PbA,
bA(r,0) = bA(−1,0)Pr A(r + 1)(1− PbA)
+bA(r+1,0)PidleA + bA(r+1,−1)(1− PbA),
for 0 ≤ r ≤ CWmax − 1,
bA(r,−1) = bA(−1,0)Pr A(r + 1)PbA
+bA(r+1,0)(1− PidleA) + bA(r+1,−1)PbA,
for 1 ≤ r ≤ CWmax − 2,
(3.22)
and ∑
bA(r,k) = 1. (3.23)
Since the state (0,−1) represents the transmission procedure of the station, the correspond-
ing steady probability bA(−1,0) should be equal to its transmission probability τA:
bA(−1,0) = τA, (3.24)
where τA is the unknown probability to be solved.
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Similarly, the system equations for the Markov chain model in Fig. 3.3 can be obtained.

bB(−1,−1) =
bB(−1,0) [1−(1−PsB)C ]
PsB+(1−PsB)C ,
bB(−1,1) = (1− PsB)(bB(−1,−1) + bB(−1,0)),
bB(−1,k) = (1− PsB)bB(−1,k−1),
for 2 ≤ k ≤ C,
bB(CWmaxB−1,0) = bB(−1,C)Pr B(CWmaxB)(1− PbB),
bB(CWmaxB−1,−1) =
bB(−1,C)Pr B(CWmaxB)PbB
PsB+(1−PsB)C ,
bB(r,0) = bB(−1,C)Pr B(r + 1)(1− PbB)
+bB(r+1,C)(1− PbB) + bB(r+1,0)PidleB,
bB(r,−1) = [bB(−1,C)Pr B(r + 1)PbB + bB(r+1,C)PbB
+bB(r+1,0)(1− PidleB)]/[PsB + (1− PsB)
C ],
for 0 ≤ r ≤ CWmaxB − 2,
bB(r,1) = (1− PsB)bB(r,−1),
bB(r,k) = (1− PsB)bB(r,k−1),
for 0 ≤ r ≤ CWmaxB − 1 and 2 ≤ k ≤ C.
(3.25)
∑
bB(r,k) = 1. (3.26)
and
bB(−1,0) = τB, (3.27)
where τB is the unknown probability to be solved.
3.2.2 Derivation of Key System Parameters
In this section, we analyse the unknown parameters in the transition probability equations
shown in the last section, including PidleA, PidleB,PsB, PbA, PbB, Pr A(r), and Pr B(r).
This section is organised as follows. Firstly, a new Markov chain model is used for analysing
the contention zone specific transmission probabilities (Ptr:zone(1) and Ptr:zone(2)), which re-
sults from the effect of using different AIFSs. Secondly, using the new Markov chain
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Figure 3.5: Time slot distribution between two successive transmissions in the system.
model, the AC specific average collision probabilities pA and pB are obtained. Also, the AC
specific probabilities that the channel remains idle in a time slot during the normal backoff
procedure, PidleA and PidleB , are obtained. Thirdly, the transition probability that the channel
becomes busy in a time slot within the IFS[B], PsB, is obtained. Fourthly, the AC-specific
probabilities that the channel becomes busy after IFS, PbA and PbB , are obtained. Finally,
the AC specific transition probabilities Pr A(r) and Pr B(r) are analysed by using another
new Markov chain model.
3.2.2.1 A Markov Chain Model for analysing the Effect of the Contention Zone-specific
Transmission Probability
Fig 3.5 depicts the number of consecutive time slots between two successive transmissions
in the WLAN system. In Fig 3.5, no station can transmit during the first IFS[A] time
interval from the end of the busy channel. During the time slots in the range of [1, C]
after the IFS[A], referred to as zone 1, AC A stations that have completed their IFS[A]
may begin their backoff procedure and transmit, while AC B stations are still waiting for the
completion of their IFS[B] and cannot transmit. During the time slots in the range of [C+1,
r], referred to as zone 2, AC B stations also begin their backoff procedure and may transmit
by contending with AC A stations. Here r is bounded by M , which is the maximum number
of possible consecutive time slots between two successive transmissions in the WLAN:
M = min(CWmaxA, C + CWmaxB). (3.28)
From Fig 3.5, a new discrete time one-dimensional Markov chain model can be created,
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Figure 3.6: The Markov chain model for modeling the number of consecutive idle time slots
between two successive transmissions in the WLAN.
which is shown in Fig 3.6. The stochastic process in this Markov chain model represents the
number of consecutive idle time slots between two successive transmissions in the WLAN.
The state (r) in the Markov chain model represents the rth consecutive idle time slot starting
from the end of the last transmission in the WLAN, which includes the idle IFS[A] follow-
ing the end of the busy channel. The transition events following the states (r), 0 ≤ r ≤ C−1
represent the possible channel activity in zone 1, and the transition events following the states
(r), C ≤ r ≤ M represent the possible channel activity in zone 2.
The activity of this Markov chain is described by its one-step transition probabilities in the
following.
1. In zone 1, if the channel status becomes busy following the end of the rth idle time
slot, the system will move from state (r) to state (0):
P{(0)|(r)} = Ptr:zone(1), for 0 ≤ r ≤ C − 1, (3.29)
where Ptr:zone(1) is the probability that at least one priority A station starts the frame
transmission at the beginning of a time slot in zone 1, given by
Ptr:zone(1) = 1− (1− τA)
nA. (3.30)
2. If no transmission occurs, the system will move from state (r) to state (r + 1) with a
probability of 1− Ptr:zone(1):
P{(r + 1)|(r)} = 1− Ptr:zone(1), for 1 ≤ r ≤ C − 1. (3.31)
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3. In zone 2, both AC A stations and AC B stations begin their backoff procedure and
may transmit. A transmission from either AC A or AC B stations can cause the system
to return to the state (0):
P{(0)|(r)} = Ptr:zone(2), for C ≤ r ≤M − 1, (3.32)
where Ptr:zone(2) is the probability that at least one station starts the frame transmission
in a time slot in zone 2, given by
Ptr:zone(2) = 1− (1− τA)
nA(1− τB)
nB . (3.33)
4. If no transmission occurs, the system will move from state (r) to state (r+1) with a
probability of 1− Ptr:zone(2):
P{(r + 1)|(r)} = 1− Ptr:zone(2), for C ≤ r ≤ M − 1. (3.34)
5. When the system reaches the last state (M), a frame transmission will definitely occur
after the corresponding time slot. Thus the system will return to the state (0) with a
probability of 1:
P{(0)|(M)} = 1. (3.35)
Using the above transition probability equations and the regularity of the Markov chain, the
relations between the steady probability s(r) for the Markov chain model can be obtained by


s(r+1) = (1− Ptr:zone(1))s(r),
for 0 ≤ r ≤ C − 1,
s(r+1) = (1− Ptr:zone(2))s(r),
for C ≤ r ≤M − 1,
(3.36)
and
M∑
r=0
s(r) = 1. (3.37)
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Finally, the steady probability s(r) can be solved as

s(0) = [
1−(1−Ptr:zone(1))C+1
Ptr:zone(1)
+ (1− Ptr:zone(1))
C+1(1− Ptr:zone(2))
1−(1−Ptr:zone(2))M−C
Ptr:zone(2)
]−1,
s(r) = (1− Ptr:zone(1))
rs(0), for 1 ≤ r ≤ C,
s(r) = (1− Ptr:zone(2))
r−Cs(0)(1− Ptr:zone(1))C , for C + 1 ≤ r ≤M.
(3.38)
3.2.2.2 pA, pB , PidleA, and PidleB,
For a specific station transmitting its frame, collision may occur if one or more other sta-
tions start a transmission in the same time slot. The corresponding collision probability is
determined by the composition of contending stations. In zone 1, only AC A stations can
transmit and cause collisions. In zone 2, both AC A stations and AC B stations can transmit
and collide with each other. Thus the collision probability for an AC A station should be
contention zone specific, which can be obtained by{
pA:zone(1) = 1− (1− τA)
nA−1,
pA:zone(2) = 1− (1− τA)
nA−1(1− τB)nB ,
(3.39)
For an AC A station in the backoff counter count-down procedure, it sees an “idle” time slot
when no other stations start a transmission in the same time slot. Considering the contention
zone specific transmission probability, the contention zone specific probability that an AC A
station sees an idle time slot can be obtained by{
PidleA:zone(1) = (1− τA)
nA−1,
PidleA:zone(2) = (1− τA)
nA−1(1− τB)nB .
(3.40)
Thus, the average collision probability for a specific AC A station can be obtained as the sum
of the weighted contention zone specific collision probability:
pA =
M∑
r=1
s(r)pA:zoner, (3.41)
where pA:zoner is the contention zone specific collision probability in the rth time slot. De-
pending on whether the rth time slot belongs to zone 1 or zone 2, PidleA:zone(1) or PidleA:zone(2)
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should be used for pA:zoner . s(r) is the steady probability of the state (r), which is obtained
from equation (3.38).
Similarly, the average probability PidleA that a specific AC A station in the backoff procedure
sees an idle time slot can be obtained by
PidleA =
M∑
r=1
s(r)PidleA:zoner, (3.42)
where PidleA:zoner is the contention zone specific probability for an AC A station that the
channel is idle in the rth time slot. Depending on whether the rth slot belongs to zone 1 or
zone 2, PidleA:zone(1) or PidleA:zone(2) should be used for PidleA:zoner .
For a specific AC B station, all of its time slots are located in zone 2, where all stations may
transmit. Thus its average collision probability can be simply obtained by
pB = 1− (1− τA)
nA(1− τB)
nB−1, (3.43)
and the average probability that a specific AC B station has an idle time slot can be expressed
as:
PidleB = (1− τA)
nA(1− τB)
nB−1. (3.44)
3.2.2.3 PsB
As described earlier in Section 3.1 in this chapter, a station suspending its backoff procedure
may leave the backoff suspension procedure if the channel remains idle for an AC specific
IFS interval from the end of the last busy channel. Any transmission from other stations
during this time interval can stop the station from leaving the backoff suspension procedure.
An AC A station needs to wait through an idle IFS[A] from the end of the last busy channel
to leave the backoff suspension procedure. No transmission is possible during the IFS[A]
interval. Thus an AC A station can remain in the backoff suspension procedure for the dura-
tion of a single frame transmission only, and it will leave for the next state at the beginning
of the immediately following time slot.
An AC B station needs to wait through an idle IFS[B] from the end of the last busy channel
to leave the backoff suspension procedure. According to Fig 3.5, the C time slots in zone
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1 are part of the IFS[B], where transmission from AC A stations is possible. Thus, the
probability PsB that the channel turns busy in a time slot in zone 1 for a specific AC B
station can be obtained by
PsB = 1− (1− τA)
nA . (3.45)
3.2.2.4 PbA and PbB
According to Fig 3.5, the time slot immediately following the IFS[A] is located in zone 1,
where only priority A station may transmit. Thus, the probability that the channel becomes
busy at the beginning of this time slot for a specific AC A station can be obtained by
PbA = 1− (1− τA)
(nA−1). (3.46)
Also according to Fig 3.5, the time slot immediately following the IFS[B] is located in zone
2, where all other stations may transmit. Thus, the probability that the channel turns busy at
the beginning of this time slot for a specific AC B station can be obtained by
PbB = 1− (1− τA)
nA(1− τB)
(nB−1). (3.47)
3.2.2.5 Pr A(r) and Pr B(r)
As described previously (Chapter 1, Section 1.1), the backoff counter is drawn randomly
from the range [0, CW ] and the parameter CW is determined by the AC specific CWmin and
CWmax values, as well as the number of previous consecutive retransmissions. Therefore
the probability of obtaining a specific backoff counter value r is related to the number of
previous consecutive retransmissions. The Markov chain models in Fig 3.2 and Fig 3.3
do not explicitly consider the effect of consecutive retransmissions. Instead, their effect is
considered in the probability Pr A(r) or Pr B(r) of obtaining a specific backoff counter r
by weighting the probability of the number of consecutive retransmissions. To simplify the
presetation, we use the generic terms Pr(r), p, CWmin, and CWmax in this section instead
of the AC specific terms.
In order to obtain the probability that an AC specific station performs a specific number of
consecutive retransmissions, a discrete time one-dimensional Markov chain model is created,
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Figure 3.7: The Markov chain model for modeling the number of the consecutive retrans-
missions of a station.
as shown in Fig 4.5. The stochastic process in this Markov chain model represents the
number of consecutive retransmissions (including the first transmission of the frame) for a
station at time t. Thus state (k) represents that the station is performing the kth consecutive
retransmission. In this Markov chain, state (h) represents the hth consecutive retransmission
in which the CW value reaches CWmax for the first time, and state (m) represents the mth
consecutive retransmission, which is the maximum retransmission limit. Both h and m are
constants determined by the IEEE 802.11 standard.
The activity of the Markov chain in Fig 4.5 is governed by its one-step transition probabilities
as follows:
1. If the kth retransmission is unsuccessful, the system will move from state (k) to state
(k+1) with a probability of p:
P{(k + 1)|(k)} = p, for 1 ≤ k ≤ m− 1, (3.48)
where p is the AC specific average collision probability, which can be obtained from
(3.41) or (3.43).
2. If the kth consecutive retransmission is successful, the system will move from state
(k) to state (1) with a probability of 1− p and the station will start transmitting a new
frame:
P{(1)|(k)} = 1− p, for 1 ≤ k ≤ m. (3.49)
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3. when the maximum retransmission limit m is reached, the station will begin the first
transmission of a new frame regardless of whether the mth consecutive retransmission
is successful or not. Thus the system will return to state (1) with a probability of 1:
P{(1)|(m)} = 1. (3.50)
From (3.48), the relationship between two adjacent states can be obtained by
d(k+1) = d(k)p, (3.51)
where d(k) is the corresponding steady probability for state (k).
Also, due to the regularity of the Markov chain, the following relationship can be obtained:
m∑
k=1
d(k) = 1. (3.52)
Thus, the steady probability d(k) can be obtained:
d(k) = p
k−1(1− p)/(1− pm), for 1 ≤ k ≤ m. (3.53)
Since the backoff counter is a random integer uniformly distributed in the range [0, CW ], the
probability of obtaining a specific backoff counter value from this range should be 1
1+CW
.
Thus, the AC specific probability Pr(r) of obtaining a specific backoff counter r can be
obtained as the sum of the probability of obtaining a specific initial backoff counter r in the
kth consecutive retransmission, weighted with the probability of the occurrence of the kth
consecutive retransmission:
Pr(r) =
m∑
k=1
d(k)c(r)
CW (k) + 1
, (3.54)
where d(k) is the steady probability of performing the kth consecutive retransmission, which
is obtained from (3.53); CW (k) is the correspondingCW size in the kth consecutive retrans-
mission; and c(r) indicates whether the specific value r is included in the range [0, CW (k)]
or not (if yes, c(r) is 1, otherwise it is zero).
Based on the earlier analysis, an expression for the AC specific probability Pr(r) can be
obtained:
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Pr(r) =


∑h−1
k=1
d(k)
2k−1CWmin+1
+
∑m
k=h
d(k)
CWmax+1
,
for 0 ≤ r ≤ CWmin,
∑h−1
k=j
d(k)
2kCWmin+1
+
∑m
k=h
d(k)
CWmax+1
,
for 2j−1CWmin + 1 ≤ r ≤ 2jCWmin
and 1 ≤ j ≤ h− 1,
∑m
k=h
d(k)
CWmax+1
,
for 2h−1CWmin + 1 ≤ r ≤ CWmax,
(3.55)
where CWmin and CWmax are AC specific and known.
3.2.2.6 Summary of Analysis
Finally, this section presents a summary of the relationships between earlier analysis.
1. In Section 3.2.1, two novel Markov chain models have been illustrated for each AC in
the WLAN, that are shown in Fig 3.2 and Fig 3.3 respectively. The system equations
for each Markov chain model are also obtained, as shown in equations (3.22)-(3.27).
Those equations show the state probability b(r,k) in each Markov chain model can
be expressed in the form of the AC specific transition probabilities, including PidleA,
PidleB, PsB, PbA, PbB , Pr A(r), and Pr B(r).
2. The above AC specific transition probabilities for the Markov chain models in Fig 3.2
and Fig 3.3 have been analysed in Section 3.2.2 and they can be expressed in terms of
τA and τB .
3. By using the system equations in Section 3.2.1 and the transition probabilities ex-
pressed in terms of τA and τB in Section 3.2.2, the steady state probability b(r,k) for
both Markov chain models shown in Fig 3.2 and Fig 3.3 can be obtained in terms of
τA and τB .
4. Finally, two non-linear equations about τA and τB based on equations (3.23) and (3.26)
have been constructed for the AC specific Markov chain models presented in Fig 3.2
and Fig 3.3. The values of τA and τB can be numerically obtained from the equations.
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The numerical calculation tool to solve non-linear equation systems is fsolve func-
tion from the optimisation toolbox in MATLAB [83]. By using this function, some
medium-scale optimisation algorithms (such as those in [84–87]) or some large-scale
optimisation algorithms (such as those in [88, 89]) can be applied to solve non-linear
equation systems. Since these numerical techniques are not the focus of this work, we
will not go further to investigate them in details.
3.3 Saturated Throughput Analysis
In this section, we shall analyse the saturated throughput of EDCA. We consider that the
throughput is equal to the ratio of the effective payload to the time required for successfully
transmitting the effective payload. Here the effective payload is referred to as the size of
the data field within a data frame, excluding the physical layer and MAC layer headers.
The Markov chain model presented in Fig 3.6 is used to obtain the throughput, and its state
probabilities can be obtained after τA and τB are solved. This Markov chain model represents
the time slot distribution between two successive transmissions in the WLAN. Two possible
events may occur in a time slot:
1. At least one transmission occurs in the time slot. Depending on whether the time slot
is in zone 1 or zone 2 a transmission may occur with a zone specific probability of
Ptr:zone(1) or Ptr:zone(2). Ptr:zone(1) and Ptr:zone(2) have been defined in (3.30) and (3.33)
respectively. Furthermore, depending on whether the transmission is successful or not,
two possibilities may occur:
(a) A successful transmission. That is, only one transmission from either an AC A
station or an AC B station occurs in the time slot. The corresponding contention
zone probability for a successful transmission can be obtained by


PsucA:zone(1) = nAτA(1− τA)
nA−1,
PsucA:zone(2) = nAτA(1− τA)
nA−1(1− τB)nB ,
PsucB:zone(1) = 0,
PsucB:zone(2) = nBτB(1− τB)
nB−1(1− τA)nA.
(3.56)
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(b) A collision. That is, two or more stations start transmitting in the same time slot.
The corresponding contention zone specific collision probability can be obtained
by 

Pcol:zone(1) = Ptr:zone(1) − PsucA:zone(1)
−PsucB:zone(1),
Pcol:zone(2) = Ptr:zone(2) − PsucA:zone(2)
−PsucB:zone(2).
(3.57)
2. No transmission occurs in the time slot. The corresponding contention zone specific
probability for an idle time slot can be obtained by{
Pidle:zone(1) = 1− Ptr:zone(1),
Pidle:zone(2) = 1− Ptr:zone(2).
(3.58)
Therefore, the average effective payload for AC A stations can be obtained as:
E[A] =
M∑
r=1
PsucA:zone(r)s(r)E[P ], (3.59)
where E[P ] is the aforementioned effective payload (that is, the size of the data field within
a data frame), and s(r) can be obtained from (3.38). E[P ] is considered as a known constant.
The effective payload for AC A station measures the effective amount of AC A traffic that is
transmitted between two successive transmissions.
Similarly, the average effective payload for AC B stations can be obtained by
E[B] =
M∑
r=1
PsucB:zone(r)s(r)E[P ]. (3.60)
The average time duration between two successive transmissions can be obtained as:
EL =
M∑
r=1
s(r)[(PsucB:zone(r) + PsucA:zone(r))Ts
+ Pcol:zone(r)Tc+ Pidle:zone(r)aT imeSlot], (3.61)
where Ts and Tc are the time required for a successful transmission and a collision respec-
tively. They are illustrated in Fig 3.8 and can be obtained by
Ts = H + P + SIFS + ACK + AIFSmin, (3.62)
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(a) a collision
Header Payload ACK AIFSmin
SIFS
(b) a successful transmission
Figure 3.8: Transmission duration.
and
Tc = H + P + EIFSmin, (3.63)
where H is the time required for transmitting the physical layer header and the MAC layer
header of a frame, P is the time required for transmitting the data payload of a frame, ACK
is the duration for transmitting an ACK frame, AIFSmin is the minimum AIFS used in the
WLAN, and EIFSmin equals to SIFS + ACK + AIFSmin. Here a basic access data rate
determined by the WLAN physical layer is used for transmitting the physical layer header
and ACK frame, while the payload data rate of sending the MAC layer header and payload
can be higher [90, p. 11].
Finally, the throughput for each station of each AC can be obtained by{
ThroughputA = E[A]/EL/nA,
ThroughputB = E[B]/EL/nB.
(3.64)
3.4 Simulation Study
In this section, the theoretical analysis presented in the earlier sections is validated using
simulation. Simulation is conducted using OPNET [91]. The impact of using different
AIFSs and different CW sizes on network performance is analysed. Finally, a comparison
is performed between theoretical results obtained using the proposed model and those in [36–
38, 41], which demonstrates that the proposed model has better accuracy.
The parameters used in the simulation are shown in Table 3.1. Four ACs are used in the
simulation and their parameters are consistent with those defined in [16, Table 20df, p.49].
Two scenarios are simulated. In the first scenario, two ACs, i.e., voice and video, are used.
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This scenario is designed to investigate the effect of using different CW sizes since a com-
mon AIFS but different CW sizes are used by AC[voice] and AC[video] respectively. In
the second scenario, two ACs, i.e., best effort and background, are used. The purpose of
this scenario is to investigate the effect of using different AIFSs, since a common CW size
but different AIFSs are used by AC[best effort] and AC[background] respectively. In both
scenarios, there are equal number of stations in each AC.
Table 3.1: WLAN simulation parameter setting in EDCA performance analysis
PHY header 192 bits
MAC header 224 bits
Frame payload size 8000 bits
ACK frame size PHY header+112 bits
Physical layer IEEE 802.11b DSSS [14]
Basic access data rate 1Mbp/s
Payload data rate 1Mbp/s
Time slot 20 µs
SIFS 10 µs
Maximum retransmission limit 7
AIFSN AIFSN [voice] = 2
AIFSN [video] = 2
AIFSN [besteffort] = 3
AIFSN [background] = 7
CW [voice] CWmin = 7, CWmax = 15
CW [video] CWmin = 15, CWmax = 31
CW [best effort] CWmin = 31, CWmax = 1023
CW [background] CWmin = 31, CWmax = 1023
Fig 3.9 shows the simulation results as well as theoretical results obtained from the proposed
model for the first scenario. The throughput of a station in a specific AC under different
number of stations is shown. It is shown in the figure that theoretical results obtained from
the proposed model generally agree very well with simulation results. As shown in the figure,
by using different CWmin and CWmax, traffic is successfully classified into two different
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Figure 3.9: Simulation and analysis results for voice and video traffic.
classes. Traffic with a smaller CWmin and CWmax can have a better quality of service.
When the number of stations in each AC is small, the difference in throughput for each AC is
significant. When the number of stations in each AC increases, the difference in throughput
decreases. Also, the throughput of both ACs decreases significantly due to more stations
contending for bandwidth.
Fig 3.10 shows the simulation result as well as theoretical results obtained from the proposed
model for the second scenario. As presented in the figure, by using different AIFSs, traffic
is successfully classified into two different classes, and this difference is more significant
than that in the first scenario. Traffic with a smaller AIFS can have a better quality of
service. It should be noticed that when the number of stations in each AC increases, the
lower priority traffic belonging to AC[background] may be starved.
The effects of AIFS and CW size on traffic prioritisation observed in the simulation results
as well as theoretical results can be easily explained. Use of different AIFSs introduces the
contention zone specific transmission probability. Lower priority stations may be excluded
for being allowed to transmit in some contention zone, which results in the possibility that
some higher priority stations monopolize transmission opportunities and bandwidth. How-
ever, use of different CW sizes will only result in longer delay for lower priority stations
and lower priority stations can still get the opportunity to transmit. Moreover, as shown in
Fig 3.9, when the number of voice and video stations increases, the throughput of both ACs
drops severely. The reason is that both AC[voice] and AC[video] have small AIFS and
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Figure 3.10: Simulation and analysis results for best effort and background traffic.
CW values. This enables stations to have a high transmission probability in a time slot, and
accordingly their transmission will suffer a high collision probability when the number of
stations is large. Therefore the majority of the available bandwidth is wasted on collision
instead of successful transmission.
Finally, a larger discrepancy between theoretical and simulation results for a smaller number
of stations is observed. It results from the assumption used in the model, that is, the trans-
mission probability in a generic time slot is constant. As pointed out in [26], this assumption
is more accurate when the number of stations is larger.
3.4.1 Comparison
The results obtained in this chapter have been compared with those in [36–39, 41]. For the
sake of fair performance comparison, some existing analytical models are slightly modified
with realistic system parameters. Firstly, equation (17) in [37] has been revised as
p1 = 1− (1− τ1)
n1−1 [Phold + (1− Phold)(1− τ2)n2−1] , (3.65)
because an incorrect term Ptemp instead of Phold has been used in [37]. This typo error has
been confirmed by personal communication with the authors. Secondly, equation (2) in [41]
considers that the probability of allocating a random initial backoff counter within a range
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of [0, CW ] is 1, which is apparently incorrect and can lead to a solution not being obtained.
We revise the probability to 1
CW+1
, and the revised equation (2) is given by


P (l)(0, 0, k|i, j, 0) =
1−P (l)
b,i
CW
(l)
0 +1
k ∈ [0, CW
(l)
0 ]
P (l)(0, j + 1, k|i, j, 0) =
P
(l)
b,i
CW
(l)
j+1+1
k ∈ [0, CW
(l)
j+1]
P (l)(0, m, k|i,m, 0) =
P
(l)
b,i
CW
(l)
m +1
k ∈ [0, CW
(l)
m ]
(3.66)
The results of the comparison are displayed in Fig 3.12-3.15. As shown in the results, the
proposed model can achieve better accuracy than those in [36–39, 41]. These results are
expected, as the proposed model captures the complexity of EDCA and removes some po-
tential problems in [36–39, 41]. These potential problems have been explained in detail in
the previous chapter.
3.5 Summary
In this chapter, a novel Markov chain model for EDCA performance analysis under the sat-
urated traffic load has been presented. Compared with the existing analytical models of
EDCA, the proposed model incorporates more features of EDCA into the analysis and there-
fore more accurate. Both the effect of the contention zone specific transmission probability
differentiation caused by using different AIFSs and the effect of backoff suspension caused
by transmission from other stations have been considered. Based on the proposed model, the
saturated throughput of EDCA has been analysed. Simulation study using OPNET was per-
formed, demonstrating that the theoretical results obtained from the proposed model closely
match the simulation results, and the proposed model has better accuracy than those in the
literature.
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Figure 3.11: A comparison of the proposed model with the model in [36].
54
2 4 6 8 10 12 14 16
0
0.5
1
1.5
2
2.5
3
x 105
number of stations of each category
th
ro
ug
hp
ut
 (b
its
/se
c)
simulation
analysis−the proposed model
analysis−Li’s model
(a) voice
2 4 6 8 10 12 14 16
0
2
4
6
8
10
12
x 104
number of stations of each category
th
ro
ug
hp
ut
 (b
its
/se
c)
simulation
analysis−the proposed model
analysis−Li’s model
(b) video
2 4 6 8 10 12 14 16
0
0.5
1
1.5
2
2.5
3
3.5
x 105
number of stations of each category
th
ro
ug
hp
ut
 (b
its
/se
c)
simulation
analysis−the proposed model
analysis−Li’s model
(c) best effort
2 4 6 8 10 12 14 16
0
0.5
1
1.5
2
2.5
x 105
number of stations of each category
th
ro
ug
hp
ut
 (b
its
/se
c)
simulation
analysis−the proposed model
analysis−Li’s model
(d) background
Figure 3.12: A comparison of the proposed model with the model in [37].
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Figure 3.13: A comparison of the proposed model with the model in [38].
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Figure 3.14: A comparison of the proposed model with the model in [39].
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Figure 3.15: A comparison of the proposed model with the model in [41].
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Chapter 4
Saturated Throughput Analysis under
the Coexistence of DCF and EDCA
Different from the previous chapter in which the analysis considered IEEE 802.11e capable
stations only, the coexistence of traditional IEEE 802.11 stations (non-QSTAs) and QoS
supported IEEE 802.11e stations (QSTAs) is considered in the analytical work in this chapter.
Following the publication of IEEE 802.11e standard in 2005, a proliferation of IEEE 802.11e
capable products is expected. In the meantime, the traditional IEEE 802.11 products will
exist for a considerably long period. Therefore, this work has a significance for practice.
DCF and EDCA are the fundamental access mechanisms for IEEE 802.11 and IEEE 802.11e
respectively. Therefore, the focus of this work is the coexistence of DCF and EDCA. The
literature review in Chapter 2 has demonstrated a lack of analytical work in this area, and the
work discussed in this chapter fills this gap.
This chapter is structured as follow: in Section 4.1, the detailed difference between DCF and
EDCA is discussed; in Section 4.2, the Markov chain based analytical model is proposed; in
Section 4.3, throughput is analysed; in Section 4.4, simulation study is performed; finally,
the chapter is summarised in Section 4.5.
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4.1 The Detailed Differences between DCF and EDCA
DCF and EDCA are the fundamental access mechanisms for 802.11 and 802.11e respec-
tively. The major difference between DCF and EDCA is that DCF uses the same backoff
parameter set for all stations, while EDCA classifies traffic into four access categories (ACs),
that is, voice, video, best effort, and background, each AC uses a distinct set of parameter
sets, including CW , IFS, and TXOP limit.
As mentioned previously (Chapter 1, Section 1.1.2.1), the term “IFSE” is used to represent
both AIFS and EIFS for QSTAs (stations using DCF) when it is not necessary to specify
the difference between them. Similarly, the term “IFSD” is used to represent both DIFS
and EIFS for non-QSTAs (stations using EDCA) when there is no need to specify the
difference between them.
In addition, some other detailed differences between DCF and EDCA exist [46]:
1. Each time a station starts a new backoff procedure or resumes a suspended backoff
procedure, it must sense the channel as being idle for a complete IFS interval from
the end of the last busy channel. A QSTA will decrease its backoff counter by one
at the beginning of the time slot immediately following the IFSE, irrespective of the
channel status in that time slot. In comparison, a non-QSTA must sense the channel as
being idle in the time slot immediately following the IFSD too, in order to decrease
its backoff counter by one at the beginning of the next following time slot. That is,
a non-QSTA needs to wait through an extra idle time slot. A special case should be
noted, when a non-QSTA or a QSTA starts a backoff procedure with an initial backoff
counter of zero, both of them can start a transmission immediately after the respective
IFS. This is the only case in which a non-QSTA does not need to wait through the extra
time slot after the idle IFSD in its channel contention procedure.
2. When a non-QSTA decreases its backoff counter to zero at the beginning of a time slot,
it will start a transmission immediately, which is independent of the channel status in
this time slot. In contrast, a QSTA will not transmit immediately when its backoff
counter is decreased to zero at the beginning of a time slot. It can only start a transmis-
sion at the beginning of the next time slot, provided that the channel remains idle in the
current time slot. If the channel becomes busy in the current time slot, the QSTA must
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wait through a complete idle IFSE after the busy channel and start the transmission
after the IFSE.
4.2 A Markov Chain Model for Coexistence Analysis
In this section, we introduce the Markov model for analysing the network performance when
QSTAs and non-QSTAs coexist in the same base station set. The following assumptions are
used in the analysis
• Traffic at each station is saturated;
• Each QSTA carries traffic of one AC only;
• The transmission probability of a specific QSTA or non-QSTA in a generic time slot
is a constant, which is represented by “τE” or “τD”respectively. They are unknown
variables to be solved.
• The number of non-QSTAs (“ND”), and QSTAs (“NE”) are fixed and known;
• For simplicity, we consider the coexistence of non-QSTAs, and QSTAs carrying the
traffic of one AC only.
• Only one fixed-size data frame is transmitted in each TXOP.
• The radio channel is ideal.
This section is divided into two parts: Section 4.2.1 analyses the performance of the system
where non-QSTAs and QSTAs carrying best effort or background traffic coexist in the same
base station set; Section 4.2.2 analyses the performance of the system where non-QSTAs and
QSTAs carrying voice or video traffic coexist in the same base station set.
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4.2.1 Coexistence of non-QSTAs and QSTAs with Best Effort or Back-
ground Traffic
This section is organised as follow. Section 4.2.1.1 illustrates the basic Markov chain models;
Section 4.2.1.2 analyses the zone specific transmission probability, a concept that will be
explained shortly later; Section 4.2.1.3- 4.2.1.6 analyse the transition probabilities in the
basic Markov chain models; finally Section 4.2.1.7 summaries the analysis and obtains the
final solution.
4.2.1.1 Discrete time two-dimensional Markov chain models
Fig 4.1 and Fig 4.2 illustrate the proposed two-dimensional discrete time Markov chain mod-
els. The model in Fig 4.1 is used to model the channel contention procedure of a non-QSTA;
and the model in Fig 4.2 is for a QSTA carrying best effort or background traffic whose
IFSE is larger than IFSD.
There are two stochastic processes in each Markov chain model. The first process, u(t),
represents the value of the backoff counter. Here a special value of u(t) = −1 is used
to represent a transmission from the station, which includes the transmission and the idle
IFSD interval after the transmission. Here IFSD is included in the “transmission” state
because it is the smallest IFS in the system, and no transmission is possible in this interval.
This definition of the transmission state is used throughout this chapter. The second process,
v(t), indicates the station’s status. Here v(t) = 0 represents that the station is either in
a normal backoff procedure or in a data transmission state. v(t) = −1 represents that the
station’s backoff procedure is being interrupted by transmission from other stations. v(t) > 0
represents that the station is in the v(t)th idle time slot after the IFSD.
In Fig 4.1, the state (k, 0), 1 ≤ k ≤ CWmax D represents an idle time slot in which the
backoff counter of a non-QSTA is decreased to k. Here CWmax D is the CWmax value
for a non-QSTA. State (k,−1), 1 ≤ k ≤ CWmax D represents a transmission from other
stations which interrupts the non-QSTA’s backoff procedure. The state (k, 1), 1 ≤ k ≤
CWmax D represents an idle time slot immediately following a transmission activity (that is
, a successful transmission from one station, or a collision caused by multiple transmissions
from multiple stations) from other stations. The state (−1, 0) represents a transmission from
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Figure 4.1: The Markov chain model for a non-QSTA.
Figure 4.2: The Markov chain model for a QSTA carrying best effort or background traffic.
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the non-QSTA itself. The transition probability θD(k), 0 ≤ k ≤ CWmax D represents the
probability that a non-QSTA starts a new backoff procedure with an initial backoff counter
k. The probabilities γD(d) and 1 − γD(d), d = 1, 2 represent the transition probabilities of
the channel in the dth time slot after a transmission event. Here γD(d) is the probability that
the channel turns busy in the dth time slot after a transmission event. Accordingly, 1−γD(d)
is the probability that the channel remains idle in the dth time slot after a transmission event.
The transition probability ωD is the probability that the channel remains idle in a time slot
for a non-QSTA in its backoff procedure; and 1 − ωD is the probability that the channel
becomes busy. State (1, 0) or (1, 1) represents the idle time slot immediately before the
backoff counter of a non-QSTA is decreased to zero and the non-QSTA is ready to start
a transmission. After leaving the state (1, 0) or (1, 1), the non-QSTA will enter into state
(−1, 0) to start a transmission with a probability of 1.
Slight differences exist in the Markov chain shown in Fig 4.2, which are caused by the
differences between DCF and EDCA described in Section 4.1. The parameters θE(k),
γE(d), CWmax E, and ωE have similar meanings as the corresponding terms θD(k), γD(k),
CWmax D, and ωD in Fig 4.1. The symbol “C” represents the difference between IFSE and
IFSD, given by C = AIFS −DIFS. For ease of illustration, we assume that C > 2. The
differences between the model for DCF and that for EDCA are explained in the following.
First, following the end of IFSE, a QSTA will decrease its backoff counter by one, while a
non-QSTA must wait through an extra time slot after the IFSD. Therefore, no special state
is required in Fig 4.2 to represent the time slot after the IFSE. Moreover, after completing
the IFSE following the QSTA’s own transmission, the QSTA will reach the state (k − 1, 0)
or (k − 1,−1) if it starts a new backoff procedure with a non-zero initial backoff counter
k, while a non-QSTA will reach state (k, 0) or (k,−1) if it has a non-zero initial backoff
counter k.
Second, state (0, n), −1 ≤ n ≤ C is used to represent the channel contention procedure of
the QSTA when its backoff counter has been decreased to zero. These states do not exist
in the Markov chain model shown in Fig 4.1 because a non-QSTA will start a transmission
immediately after its backoff counter is decreased to zero.
Finally, because IFSE is larger than IFSD, the state (k, n), −1 ≤ k ≤ CWmax E , 1 ≤ n ≤
C in the chain is used to represent the nth idle time slot following a transmission, which is
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still within the IFSE interval. In the time interval corresponding to these states, a non-QSTA
can start a transmission or decrease its backoff counter but a QSTA (carrying best effort or
background traffic) cannot start a transmission or decrease its backoff counter.
As the state (−1, 0) in each Markov chain model represents the station’s own transmission,
its state probability is equal to τD (in Fig 4.1) or τE (in Fig 4.2) respectively. Both τD and τE
are unknown parameters which need to be solved.
It should be noted, within the two Markov chain models, several unknown parameters exist,
including θD(k), θE(k) γD(d), γE(d), ωD, and ωE. In our later analysis, we will analyse
these unknown parameters with unknown values τD and τE .
4.2.1.2 The zone specific transmission probability
Before we delve into detailed analysis of the earlier Markov chain models, here we first
analyse the so-called zone specific transmission probability [27]. The result obtained in this
section will be used to solve unknown parameters in the the earlier Markov chain models.
Fig 4.3 illustrates the time slots between two adjacent transmissions in the system. Here
the maximum number of the possible consecutive idle time slots between two successive
transmissions in the system is bounded by M , where M = min(CWmax D, C +CWmax E).
As shown in Fig 4.3, no transmission is possible in the IFSD interval immediately following
the busy channel. In the first time slot after the IFSD, referred to as zone 1, only non-
QSTAs involved in the previous transmission with an initial backoff counter zero and start
a transmission. In the time slots [2, C], referred to as zone 2, all non-QSTAs may start
a transmission. In the remaining time slots, referred to as zone 3, both non-QSTAs and
QSTAs may transmit. The above statement shows that the transmission probabilities of non-
QSTAs and QSTAs are different in each zone. The corresponding zone specific transmission
probability can be obtained by

β(1) =
∑ND
i=0 {[1− (1− τD)
i]φ(i)} ,
β(2) = 1− (1− τD)
ND ,
β(3) = 1− (1− τD)
ND(1− τE)
NE ,
(4.1)
where β(i) represents the probability that there is a transmission in a time slot in zone i,
and φ(i) represents the probability that i out of the ND non-QSTAs become involved in the
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previous transmission, given by
φ(i) =
(
ND
i
)
τ iD(1− τD)
ND−i. (4.2)
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Figure 4.3: Time slots between two successive transmissions in the system.
From Fig 4.3, a new discrete time one-dimensional Markov chain model can be created,
which is presented in Fig 4.4. The stochastic process in this Markov chain model represents
the number of consecutive idle time slots between two successive transmissions in the sys-
tem. The state (r), 0 ≤ r ≤ M in the Markov chain model represents the rth consecutive
idle time slot from the end of the last transmission in the system. The transition probabilities
β(i) and 1 − β(i), i = 1, 2, 3, represents the possible channel activity after the rth idle time
slot. Here β(i) has the same meaning as that in the last paragraph. State (M) represents the
M th idle time slot, and a transmission will definitely occur after it. Therefore the system will
move from state (M) to state (0) with a probability of 1.
The state probability s(r) for this Markov chain model can be readily obtained, given by

s(0) = 1
1+[1−β(1)] 1−[1−β(2)]C
β(2)
+[1−β(1)][1−β(2)]C−1[1−β(3)] 1−[1−β(3)]M−C
β(3)
,
s(r) = s(0) [1− β(1)] [1− β(2)]r−1 , for 1 ≤ r ≤ C,
s(r) = s(C) [1− β(3)]r−C , for C + 1 ≤ r ≤ M,
(4.3)
where we can observe that s(r) can be expressed in terms of β(k), k = 1, 2, 3. According
to (4.1), β(k), k = 1, 2, 3 can be expressed in terms of τD and τE , therefore we can say that
s(r) can also be expressed in terms of τD and τE .
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Figure 4.4: The Markov chain model for the number of consecutive idle time slots between
two successive transmissions.
With the solution of s(r), we may obtain the probabilities that the system reaches zone 1,
zone 2, and zone 3 respectively, given by

Z(1) = s(0),
Z(2) =
∑C−1
i=1 s(i),
Z(3) =
∑M
i=C s(i).
(4.4)
4.2.1.3 Average collision probabilities ρD and ρE
Here we begin to analyse the average collision probabilities ρD and ρE for non-QSTAs and
QSTAs carrying best effort or background traffic respectively. These average collision prob-
abilities are not used in the proposed Markov chain models directly and they are used to
obtain transition probabilities in the Markov chains. According to Fig 4.3, in zone 1, for a
transmission from a non-QSTA, only other non-QSTAs involved in the previous transmis-
sion may transmit and cause a collision. In zone 2, all other non-QSTAs may transmit and
cause a collision. In zone 3, all other non-QSTAs and QSTAs may transmit and cause a
collision. Thus the collision probability for a non-QSTA should be zone specific, which can
be obtained as 

ρD(1) =
∑ND−1
i=0 {[1− (1− τD)
i] ξ(i)} ,
ρD(2) = 1− (1− τD)
ND−1,
ρD(3) = 1− (1− τD)
ND−1(1− τE)NE ,
(4.5)
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where ξ(i) represents the probability that i out of the remaining ND − 1 non-QSTAs get
involved in the previous transmission, given by
ξ(i) =
(
ND − 1
i
)
τ iD(1− τD)
ND−1−i. (4.6)
The corresponding average collision probabilities can be obtained as the sum of the weighted
contention zone specific collision probabilities:
ρD =
3∑
i=1
Z(i)ρD(i). (4.7)
A QSTA can transmit in zone 3 only, where all other QSTAs and all non-QSTAs may transmit
and cause a collision. Therefore the average collision probability for a QSTA can be obtained
by
ρE = 1− (1− τD)
ND(1− τE)
NE−1. (4.8)
4.2.1.4 The average probabilities that a station decreasing its backoff counter detects
an idle time slot ωD and ωE
A non-QSTA in the backoff state detects an idle time slot when no other stations start a
transmission in the same time slot. The zone specific probability that a non-QSTA detects an
idle time slot is then given by

ωD(1) =
∑ND−1
i=0 [(1− τD)
iξ(i)] ,
ωD(2) = (1− τD)
ND−1,
ωD(3) = (1− τD)
ND−1(1− τE)NE ,
(4.9)
where ξ(i) has been given in (4.6).
We may obtain the corresponding average probability by
ωD =
3∑
i=1
Z(i)ωD(i).
A QSTA can only decrease its backoff counter in zone 3, where all other QSTAs and all non-
QSTAs may transmit. Therefore, we can simply obtain the corresponding average probability
as
ωE = (1− τD)
ND(1− τE)
NE−1. (4.10)
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4.2.1.5 The probabilities that the channel remains idle in the dth time slot after a trans-
mission γD(d) and γE(d)
In the Markov chain models depicted in Fig 4.1 and Fig 4.2 respectively, γD(d), d=1, 2 and
γE(k), 1 ≤ k ≤ C + 1 are used. In this section, we obtain an analytical expression for the
two parameters.
According to Fig 4.3, the first time slot after the IFSD is located in zone 1. For a non-QSTA,
the channel will remain idle in this time slot if other non-QSTAs which get involved in the
previous transmission do not transmit, and the corresponding probability γD(1) is given by
γD(1) =
ND−1∑
i=0
[
1− (1− τD)
i
]
ξ(i), (4.11)
where ξ(i) has been given in (4.6).
In the second time slot after the IFSD, which is located in zone 2 according to Fig 4.3, the
channel will remain idle for a non-QSTA if all other non-QSTAs do not transmit, and the
corresponding probability γD(2) is given by
γD(2) = 1− (1− τD)
ND−1. (4.12)
For a QSTA, the channel will remain idle in the first time slot after the IFSD in zone 1 if
non-QSTA which get involved in the previous transmission do not transmit, and the corre-
sponding probability γE(1) is given by
γE(1) =
ND∑
i=0
{[
1− (1− τD)
i
]
φ(i)
}
. (4.13)
The channel will remain idle for a QSTA in time slots [2 C] in zone 2 if all non-QSTAs do
not transmit, and the corresponding probabilities γE(k), 2 ≤ k ≤ C are given by
γE(k) = 1− (1− τD)
ND , 2 ≤ k ≤ C. (4.14)
In the C + 1th time slot after the IFSD, which is located in zone 3 according to Fig 4.3, the
channel will remain idle for a QSTA in this time slot if all non-QSTAs and other QSTAs do
not transmit, and the corresponding probability γE(C + 1) is given by
γE(C + 1) = 1− (1− τD)
ND(1− τE)
NE−1. (4.15)
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4.2.1.6 The probabilities that a station obtains an initial backoff counter of k, θD(k)
and θE(k)
Both non-QSTAs and QSTAs use the same procedure to choose a random initial backoff
counter and the only difference is in the respective CWmin and CWmax values. Therefore
we only present the analysis on θD(k) in this chapter. The analytical expression for θE(k)
can be obtained analogously.
A new Markov chain is created to model the number of transmission attempts by a non-QSTA
for sending the same data frame, which is shown in Fig 4.5.
Figure 4.5: The Markov chain for modelling the number of transmission attempts of a non-
QSTA for sending a data frame.
In this Markov chain model, h is the number of transmission attempts at which CWmax D is
first reached, m is the maximum number of transmission attempts for sending a data frame,
and ρD is the average collision probability for a non-QSTA, which was obtained in (4.7).
Each state (I) represents the I th transmission attempt of a non-QSTA. We can readily obtain
the state probability o(I) as:{
o(1) = 1−ρD
1−ρDm ,
o(I) = o(1)ρD
I−1, for 2 ≤ I ≤ m.
(4.16)
Therefore, the probability θD(k) that a non-QSTA station obtains an initial backoff counter
value k is given by
θD(k) =
m∑
I=1
o(I)c(k)
CW (I) + 1
, (4.17)
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where CW (I) is the CW size for the I th transmission attempt for sending a data frame. c(k)
is an indicator function. c(k) = 1 if k in [0 CW (I)]; otherwise c(k) = 0.
4.2.1.7 Summary of Analysis
Here the relations among earlier analysis are summarised.
1. In Section 4.2.1.1, two novel Markov chain models, presented in Fig 4.1 and Fig 4.2
respectively, have been created for each station category. In addition to τD and τE,
other unknown transition probabilities include θD(k), θE(k) γD(d), γE(d), ωD, and
ωE.
2. In Section 4.2.1.2, the zone specific transmission probability β(k) has been obtained
in terms of τD and τE . A new Markov chain model, shown in Fig 4.4, is created for
modelling the number of consecutive idle time slots between two successive transmis-
sions, and its state probability s(r) has been obtained in terms of β(k). Thus, s(r) can
also be obtained in terms of τD and τE .
3. In Section 4.2.1.3 - 4.2.1.6, based on the results obtained in Section 4.2.1.2, the un-
known transition probabilities θD(k), θE(k) γD(d), γE(d), ωD, and ωE , have also been
obtained in terms of τD and τE .
4. All unknown parameters have been expressed in terms of τD and τE . By considering
the relationships between the states in the Markov chains shown in Fig 4.1 and Fig 4.2,
each state probability can be expressed in terms of τD and τE . We may denote the sum
of the state probabilities in the Markov chain model in Fig 4.1 as
∑
sD.
∑
sD can
also be expressed as in terms of τD and τE . Similarly, we may denote the sum of
the state probabilities in the Markov chain model in Fig 4.2 as
∑
sE, which can also
be expressed in terms of τD and τE. If we considering that the sum of a Markov
chain’s state probability should be equal to 1, we may obtain two independent non-
linear equations, that is,
∑
sD = 1 and
∑
sE = 1. Both equations depends on τD and
τE . Therefore, a non-linear equation system is finally constructed. This can result in
the values of of τD or τE can be numerically solved. The numerical calculation tool
we used to solve non-linear equation systems is fsolve function from the optimisation
toolbox in MATLAB [83].
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4.2.2 Coexistence of Non-QSTAs and QSTAs with Voice or Video Traf-
fic
4.2.2.1 Basic Markov Chains
In this section, we analyse the performance when non-QSTAs and QSTAs carrying either
voice or video traffic coexist in the same base station set. Two Markov chain models are
required for modeling non-QSTAs and QSTAs respectively. The Markov chain model shown
in Fig 4.1 can be used for modelling the non-QSTA, and a new Markov chain model is created
for the QSTA, which is shown in Fig 4.6.
Figure 4.6: The Markov chain model for a QSTA carrying voice or video traffic.
Because IFSE = IFSD in this system, there is no transmission during the IFSE interval
after the busy channel. Therefore, states (k, l), 0 ≤ k ≤ CWmax, 1 ≤ l ≤ C are not required.
4.2.2.2 The zone specific transmission probability
The time slot distribution between two successive transmissions in the system is illustrated
in Fig 4.7. Here M = min(CWmax D, CWmax E).
According to Fig 4.7, two zones exist. In the first time slot after the IFSD, referred to as
zone 1, non-QSTAs involved in the previous transmission and QSTAs may transmit. In the
remaining time slots, referred to as zone 2, all non-QSTAs may start a transmission. The
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Figure 4.7: Time slots between two successive transmissions in the system.
corresponding zone specific transmission probabilities can be obtained by{
β(1) =
∑ND
i=0
{[
1− (1− τD)
i(1− τE)
NE
]
φ(i)
}
,
β(2) = 1− (1− τD)
ND(1− τE)
NE .
(4.18)
Also from Fig 4.7, a new discrete time one-dimensional Markov chain can be created to
model the number of the idle time slots between two successive transmissions in the system,
as shown in Fig 4.8.
Figure 4.8: The Markov chain model for modeling the number of consecutive idle time slots
between two successive transmissions in the system.
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The state probability s(r) for this Markov chain can be easily obtained as

s(0) = 1
1+[1−β(1)] 1−[1−β(2)]M
β(2)
,
s(r) = s(0) [1− β(1)] [1− β(2)]r−1 , for 1 ≤ r ≤M.
(4.19)
With the solution of s(r), we may simply obtain the probability that the system reaches a
specific zone, given by {
Z(1) = s(0),
Z(2) =
∑M
i=1 s(i).
(4.20)
4.2.2.3 Transition probabilities
Other transition probabilities can be obtained analogously as those in Section 4.2.1.

ρD(1) =
∑ND−1
i=0 {
[
1− (1− τD)
i(1− τE)
NE
]
ξ(i)},
ρD(2) = 1− (1− τD)
ND−1(1− τE)NE ,
ρE(1) =
∑ND
i=0
{[
1− (1− τD)
i(1− τE)
NE−1]φ(i)} ,
ρE(2) = 1− (1− τD)
ND(1− τE)
NE−1
ρD =
∑2
i=1 [Z(i)ρD(i)] ,
ρE ==
∑2
i=1 [Z(i)ρE(i)] ,
(4.21)


ωD(1) =
∑ND−1
i=0
[
(1− τD)
i(1− τE)
NEξ(i)
]
,
ωD(2) = (1− τD)
ND−1(1− τE)NE ,
ωE(1) =
∑ND
i=0
[
(1− τD)
i(1− τE)
NE−1φ(i)
]
,
ωE(2) = (1− τD)
ND(1− τE)
NE−1,
ωD =
∑2
i=1 [Z(i)ωD(i)] ,
ωE =
∑2
i=1 [Z(i)ωE(i)r] ,
(4.22)
and 

γD(1) =
∑ND−1
i=0
{[
1− (1− τD)
i(1− τE)
NE
]
ξ(i)
}
,
γD(2) = 1− (1− τD)
ND−1(1− τE)NE ,
γE(1) =
∑ND
i=0
{[
1− (1− τD)
i(1− τE)
NE−1] φ(i)} .
(4.23)
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Because all stations in the system use the identical procedure to choose a random initial
backoff counter, we may obtain the transition probabilities, θD(k) and θE(k), with the same
approach described in Section 4.2.1.6.
4.2.2.4 Summary of Analysis
As a brief summary, first, two basic Markov chain models have been presented in Sec-
tion 4.2.2.1. Second, the zone specific transmission probabilities is analysed in Section 4.2.2.2,
and transition probabilities have been analysed in Section 4.2.2.3. Now two independent non-
linear equations obtained from the two Markov chain models shown in Fig 4.1 and Fig 4.2
respectively may give the solutions of τD and τE .
4.3 Saturated Throughput Analysis
In this section, we analyse the saturated throughput for QSTAs and non-QSTAs. According
to Fig 4.3 and Fig 4.7, a maximum of M time slots may exist between two successive trans-
missions, and those time slots are located in different zones. Four events may occur in each
time slot: (i) a successful transmission from a non-QSTA; (ii) a successful transmission from
a QSTA; (iii) a collision; (iv) an idle time slot. The corresponding zone specific probabili-
ties for the system of non-QSTAs and QSTAs with best effort or background traffic can be
obtained by


ψD(1) =
∑ND
i=0 {[iτD(1− τD)
i−1]φ(i)} ,
ψD(2) = NDτD(1− τD)
ND−1,
ψD(3) = NDτD(1− τD)
ND−1(1− τE)NE ,
ψE(1) = 0,
ψE(2) = 0,
ψE(3) = NEτE(1− τD)
ND(1− τE)
NE−1,
ǫ(k) = β(k)− ψD(k)− ψE(k),
̺(k) = 1− β(k), k = 1, 2, 3,
(4.24)
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where ψD(k) and ψE(k) are the probabilities of a successful transmission from a non-QSTA
and a QSTA respectively, following a time slot located in zone k, ǫ(k) is the probability of
a collision following a time slot located in zone k, ̺(k) is the probability of no transmission
following a time slot in zone k, and β(k) is the zone specific transmission probability given
in Equation (4.1).
The corresponding zone specific probabilities for the system of non-QSTAs and QSTAs with
voice or video traffic can be obtained by

ψD(1) =
∑ND
i=0
[
iτD(1− τD)
i−1(1− τE)NEφ(i)
]
,
ψD(2) = NDτD(1− τD)
ND−1(1− τE)NE ,
ψE(1) =
∑ND
i=0
[
NEτE(1− τD)
i(1− τE)
NE−1φ(i)
]
,
ψE(2) = NEτB(1− τE)
NE−1(1− τD)ND ,
ǫ(k) = β(k)− ψD(k)− ψE(k),
̺(k) = 1− β(k), k = 1, 2,
(4.25)
where β(k) is given in Equation (4.18).
Therefore, the average effective payload for non-QSTAs or QSTAs can be obtained by

For the system of non-QSTAs and QSTAs with best effort or background traffic:
E[DCF ] =
∑3
i=1 [Z(i)ψD(i)P ] ,
E[EDCA] =
∑3
i=1 [Z(i)ψE(i)P ] ,
For the system of non-QSTAs and QSTAs with voice or video traffic:
E[DCF ] =
∑2
i=1 [Z(i)ψD(i)P ] ,
E[EDCA] =
∑2
i=1 [Z(i)ψE(i)P ] ,
(4.26)
where P is the payload size of a data frame, which is considered as a known constant,
and Z(i) is the probability that the system resides in zone i, given in Equation (4.4) and
Equation (4.20) respectively.
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The average time between two successive transmissions can be obtained as:

For the system of non-QSTAs and QSTAs with best effort or background traffic:
EL =
∑3
i=1 {Z(i)[(ψD(i) + ψE(i))Ts+ ǫ(i)Tc + ̺(i)T imeSlot]} ,
For the system of non-QSTAs and QSTAs with voice or video traffic:
EL =
∑2
i=1 {Z(i)[(ψD(i) + ψE(i))Ts+ ǫ(i)Tc + ̺(i)T imeSlot]} ,
(4.27)
where Ts and Tc are the time required for a successful transmission and a collision respec-
tively. They can be obtained by
Ts = H + P + SIFS + ACK +DIFS, (4.28)
and
Tc = H + P +DIFS + ACKtimeout, (4.29)
where H is the time required for transmitting the physical layer header and the MAC layer
header of a frame, P is the time required for transmitting the data payload of a frame, ACK
is the time required for transmitting an ACK frame, ACKtimeout is time required for a
sending station to detect an unsuccessful transmission.
Finally, the throughput for each station of each category can be obtained by{
ThroughputDCF = E[DCF ]/EL/ND,
ThroughputEDCA = E[EDCA]/EL/NE .
(4.30)
4.4 Simulation Study
The simulation study is carried out using OPNET [91]. The parameters of DCF and EDCA
are listed in Table-4.1, consistent with those defined in [16, Table 20df, p.49].
Four scenarios are simulated. Each of them contains an equal number of non-QSTAs and
QSTAs carrying traffic from one AC. The results are shown in Fig 4.9.
As illustrated in Fig 4.9, the analytical results from the proposed model generally agree well
the simulation results, especially when the number of stations is large. However, a larger
discrepancy between the analytical and the simulation results is observed when the number
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Table 4.1: WLAN simulation parameter setting in DCF and EDCA coexistence performance
analysis
Frame payload size 8000 bits
data rate 1Mbps
Maximum retransmission limit 7
DCF parameter set CWmin = 31, CWmax = 1023,
DIFS=SIFS+2×TimeSlot
EDCA voice parameter set CWmin = 7, CWmax = 15,
AIFS=DIFS
EDCA video parameter set CWmin = 15, CWmax = 31,
AIFS=DIFS
EDCA best effort parameter set CWmin = 31, CWmax = 1023,
AIFS=DIFS+TimeSlot
EDCA background parameter set CWmin = 31, CWmax = 1023,
AIFS=DIFS+5×TimeSlot
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Figure 4.9: Simulation and analytical results
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of stations is small. It is caused by an assumption used in the model, that is, the transmission
probability at a generic time slot is constant. This assumption is more accurate when the
number of stations is larger [26].
It is observed that EDCA ACs voice and video have higher priority over DCF, and DCF has
higher priority over EDCA AC background. This is caused by the large differences between
their CW sizes and IFSs. It is also observed tha DCF has a marginal priority over EDCA
AC best effort, which is caused by IFSD being only one time slot shorter than IFSE of AC
background. It is obvious that traffic prioritisation can still be implemented effectively in the
coexistence condition. However, the results also imply that non-QSTAs may suffer a serious
service starvation if they coexist with QSTAs carrying voice or video traffic.
4.5 Summary
In this chapter, we have proposed novel Markov chain models for analysing the coexis-
tence of DCF and EDCA. Some important factors were considered in our analysis, including
the CW size, the IFS, the backoff counter decrement rule, and the start of a transmission
when the backoff counter reaches zero. Saturated throughput for QSTAs and non-QSTAs has
been obtained using the proposed model. Simulation study has verified the accuracy of the
proposed model. The results we observed has indicated that traffic prioritisation can be ef-
fectively implemented in the coexistence environment, but non-QSTAs may suffer a serious
service starvation when they coexists with QSTAs carrying high-priority traffic.
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Chapter 5
Performance Analysis of DCF Using
Data-rate Switching
In contrast to Chapter 5 and Chapter 6 which have focused on DCF and EDCA, this chapter
focuses on the impact of data-rate switching on the IEEE 802.11 network performance. Due
to the fact that the detailed data-rate switching mechanism is not defined in IEEE 802.11
standard, the majority of the existing studies about IEEE 802.11 network performance anal-
ysis have simply ignored it. The literature review in Chapter 3 has shown a lack of analytical
work in this area. In this chapter, an analytical model is proposed to investigate the perfor-
mance of DCF using data-rate switching. The results will demonstrate the impact of data rate
switching on the network performance, and these results can be applied straightforwardly to
EDCA.
The rest of this chapter is organised as follow. In Section 5.1, a commonly used data-rate
mechanism mentioned in [92] is briefly introduced; In Section 5.2, the proposed model is
presented; In Section 5.3, the saturated throughput is analysed; Simulation study is carried
out in Section 5.4; Finally Section 5.5 concludes this chapter.
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5.1 Data-rate Switching in IEEE 802.11
Most IEEE 802.11 products support multiple data rates to cater for different channel and
traffic conditions. Support for multiple data rates has also been included in the IEEE 802.11
standard [6] although the details of the multiple data rate switching mechanism have been
left for the equipment manufacturers. In [92], Inoue et al. discovered that most commercial
IEEE 802.11 products use a simple mechanism to implement data-rate switching. That is, if
a station has a predetermined U (U ≥ 1) number of consecutive successful transmissions, it
will increase its data rate to a higher data rate until the highest data rate has been reached.
If the station suffers a predetermined D (D ≥ 1) number of consecutive unsuccessful trans-
missions, it will decrease its data rate to a lower data rate until the lowest data rate has been
reached.
5.2 The Markov Chain Model
In this section, we will present the Markov chain model considering the data rate switching
mechanism introduced in [92]. First the basic Markov chain model will be introduced. Sec-
ondly we will analyse each state of the basic Markov chain model in further detail, which
will relate the state probability in the basic model to the transmission probability of a station.
Finally we will summarise this section and obtain the final solution.
The following assumptions are used in the model.
• Traffic load is saturated.
• The number of stations, n, is fixed and known.
• The transmission probability of a station in a generic time slot is a constant, denoted
by τ . The value of τ is unknown and to be solved.
• Only two data rates, R2 and R1 (R2>R1), are considered for simplicity. The maximum
retransmission limit for sending a data frame, m, is set to be 7 [6, p. 361]. In this
chapter, we consider m > D. The proposed model can be easily revised for m ≤ D.
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• The transmission error is measured in frame error rate (FER). FERs at the data rates of
R2 and R1 are set to be known constants, denoted by FER2 and FER1 respectively.
The transmission error occurs on data frame only. FER2 and FER1 are the same for
all stations.
5.2.1 The Basic Markov Chain Model
The proposed Markov chain model is shown in Fig 5.1(a). There are three state variables in
the model, i.e., u(t), e(t), and q(t). The first state variable, u(t), models the data rate switch-
ing of a given station, and u(t) = 2 (representing R2) or u(t) = 1 (representing R1). The
second state variable, e(t), models the number of consecutive successful and unsuccessful
transmissions experienced by the station, which is explained in the following.
1. e(t) = −i, i ≥ 1 represents that the station has suffered i consecutive unsuccessful
transmissions before the current transmission.
2. e(t) = i, i ≥ 1 represents that the station has experienced i consecutive successful
transmissions before the current transmission.
3. e(t) will be reset to 0 or it will remain 0 in three occasions: i) The station experiences
a rate switching; ii) The station experiences an unsuccessful transmission at R1; iii)
The station experiences a successful transmission at R2. With such definition, we
may avoid unnecessary Markov states to record the number of consecutive successful
transmissions at R2 and the number of consecutive unsuccessful transmissions at R1,
and it will simplify the Markov chain.
Finally, the third state variable, q(t), models the number of the transmission attempts in-
volved in sending a single data frame. q(t) = j, j ≥ 1 means that the station is performing
the jth transmission attempt. When the maximum retransmission limit, m is reached, the
frame will be dropped and q(t) will be reset to 1, which means a new data frame will be
transmitted.
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Denote the state probability of the Markov chain by s(u(t), e(t), q(t)), the transition equa-
tions are given by:
s(2, 0, 1) = s(2,−j + 1, j)(1− p2), 1 ≤ j ≤ D (5.1)
s(2,−j, j + 1) = s(2,−j + 1, j)p2, 1 ≤ j ≤ D − 1 (5.2)
s(1, 0, D + 1) = s(2,−D + 1, D)p2, (5.3)
s(1, 0, j + 1) = s(1, 0, j)p1, 1 ≤ j ≤ m− 1, (5.4)
s(1, 0, 1) = s(1, 0, m)p1, (5.5)
s(1, 1, 1) = s(1, 0, j)(1− p1), 1 ≤ j ≤ m, (5.6)
s(1, j, 1) = s(1, j − 1, 1)(1− p1), 2 ≤ j ≤ U − 1, (5.7)
s(2, 0, 1) = s(1, U − 1, 1)(1− p1), (5.8)
where p2 and p1 are the probabilities that a transmission from the station is unsuccessful at
the data rates R2 and R1 respectively:
pi = pc + (1− pc)FERi, i = 1, 2. (5.9)
Here pc is the probability that a transmission from the station collides with transmissions
from other stations, given by pc = 1− (1− τ)n−1.
The transition equations are explained as follows: Equation (5.1) represents a successful
transmission at R2; Equation (5.2) represents an unsuccessful transmission at R2 and the
next transmission should be at R2 because the limit of D consecutive unsuccessful transmis-
sions at R2 is not reached yet; Equation (5.3) represents a decrement of the data rate from R2
to R1 when the station experiences D consecutive unsuccessful transmissions at R2; Equa-
tion (5.4) and Equation (5.5) represent unsuccessful transmissions at R1; Equation (5.6) and
Equation (5.7) represent successful transmissions at R1; finally Equation (5.8) represents an
increase of the data rate from R1 to R2 when the station experiences U consecutive success-
ful transmissions at R1.
5.2.2 The Transmission Probability, τ
The Markov chain model in Fig 5.1(a), however, does not allow us to relate the state proba-
bilities to the transmission probability of a given station, τ , which must be found in order to
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Figure 5.1: The Markov chain models used in this work.
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determine the collision probability, pc, in Eqaution (5.9). To solve the problem, the evolution
of the backoff counter in each state of the Markov model in Fig 5.1(a) is modeled and shown
in Fig 5.1(b). In Fig 5.1(b), the sub-state represents the value of the backoff counter of the
station [26]. It varies between 0 and CW (j), where CW (j) is the contention window size
corresponding to the jth transmission attempt from the station for sending a frame. The value
of j is determined by the state variable q(t) of the Markov model. Details about how CW (j)
varies with j can be found in [6] or the previous part in this thesis (Chapter 1,Section 1.1).
When the sub-state (0) is reached, a transmission will occur.
Let s(i, k, j) be the state probability of a given state in the Markov chain model presented in
Fig 5.1(a), and b(r) be the state probability of its sub-state (r), 0 ≤ r ≤ CW (j). Based on
Fig 5.1(b), it can be readily obtained that
b(0) = s(i, k, j)
2
CW (j) + 2
. (5.10)
When the backoff counter reaches zero, a transmission will occur. The sum of b(0)s for all
the states in the Markov chain model shown in Fig 5.1(a) should be equal to the transmission
probability τ :
τ =
∑
i,k,j
s(i, k, j)
2
CW (j) + 2
. (5.11)
5.2.3 Summary of Analysis
In this section, a basic Markov chain model has been created in Fig 5.1(a) which models
a station’s backoff stage, data rate, and the number of the consecutive successful or unsuc-
cessful transmissions. Each state in this basic Markov chain model represents a transmission
event (including the related backoff procedure). Based on this basic Markov chain model,
system equations (5.1)-(5.11) are created.
Each state in the basic Markov chain has been evolved into a fixed number of sub-states, as
shown in Fig 5.1(b). Similar to Bianchi’s work in [26], these sub-states represent the backoff
counter decrement procedure. Accordingly, the time scale in this hierarchical Markov chain
model is per slot scale, identical to that used in [26].
Finally, considering that the sum of the state probabilities of a Markov chain is 1, we may
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obtain ∑
i,k,j
s(i, k, j) = 1. (5.12)
With (5.12) and (5.1)-(5.11), a non-linear equation systems about τ can be obtained. This
will lead to the numerical solution of τ , pc, p1, p2, and eventually s(i, k, j). The numerical
calculation tool we used to solve non-linear equation systems is fsolve function from the
optimisation toolbox in MATLAB [83].
5.3 Saturated Throughput
Within a generic time slot, one of the following four events may occur: (i) the channel
remains idle; (ii) a successful transmission starts; (iii) an unsuccessful transmission occurs
due to transmission error; (iv) a collision occurs. The probability that the channel remains
idle is given by
Pidle = (1− τ)
n, (5.13)
where τ has been solved in the last section.
Because a transmission will occur at either R2 or R1 which takes different amount of time,
we calculate the conditional probabilities τ2 and τ1, representing that a transmission occurs
at R2 and R1 respectively:
τ2 =
[∑
s(2, i, j) 2
CW (j)+2
]
/τ, (5.14)
τ1 =
[∑
s(1, i, j) 2
CW (j)+2
]
/τ, (5.15)
where parameters s(2, i, j) and s(1, i, j) have been solved in the last section.
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Accordingly, we may obtain the following probabilities:
Psuc 2 = nτ(1− τ)
n−1τ2(1− FER2), (5.16)
Psuc 1 = nτ(1− τ)
n−1τ1(1− FER1), (5.17)
PFER 2 = nτ(1− τ)
n−1FER2τ2, (5.18)
PFER 1 = nτ(1− τ)
n−1FER1τ1, (5.19)
Pcol 2 =
∑n
i=2(
n
i
)τ i(1− τ)n−iτ i2, (5.20)
Pcol 1 =
∑n
i=2(
n
i
)τ i(1− τ)n−i(1− τ i2). (5.21)
Equation (5.16) and Equation (5.17) calculate the probabilities that a successful transmission
occurs at R2 and R1 respectively; Equation (5.18) and Equation (5.19) calculate the proba-
bilities that an unsuccessful transmission caused by transmission error occurs at R2 and R1
respectively; Equation (5.20) calculates the probability that a collision occurs and all stations
involved transmit at R2; finally Equation (5.21) calculates the probability that a collision oc-
curs and at least one station involved transmits at R1, which will result in a longer duration
for the collision than that in Equation (5.20).
Finally, the overall throughput can be obtained:
Throughput = [(Psuc 1 + Psuc 2)E[P ]] /EL, (5.22)
where E[P ] is payload size of the data frame, and EL is the average time duration required
for the four possible events, given by EL =
∑
PeventTevent. Here Pevent is the probability
for the four aforementioned events, given in Equations (5.13), (5.16)-(5.21), and Tevent is the
duration for each event. The related calculations for Tevent can be found in the previous part
of this thesis (Chapter 3,Section 3.3, and Chapter 4, Section 4.3).
5.4 Simulation Study
In our simulation using OPNET [91], IEEE 820.11b DSSS (direct sequence spread spec-
trum) physical layer is used. The payload size of the data frame is 4000 bits. Stations will
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transmit the payload at two data rates: 11 Mbps and 5.5 Mbps. In our simulation, DQPSK
(Differential Quadrature Phase Shift Keying) is used at both data rates [6, pp. 195-223],
and all stations use the identical transmission power under the same additive white Gaus-
sian noise (AWGN) channel condition at both data rates. Therefore the carrier to noise ratio
(CNR) is the same at both data rates. Accordingly, bit error rate (BER) at both data rates
can be obtained [93]:
BER = 0.5 exp(−10
CNR
10 ), (5.23)
where CNR is the value of carrier to noise ratio in dB.
With BER, FER for data frame can be obtained by FER = 1 − (1 − BER)PL. We set
U = 8, D = 3 following the setting in [92]. Frame header and ACK frame are always
transmitted at 1Mbps.
The results for different channel conditions are shown in Fig 5.2(a)- 5.2(c), where we ob-
serve that the analytical results generally agree very well with the simulation results. For
comparison, we also simulate the scenarios that the data rate is fixed at 11Mbps, shown in
Fig 5.2(a)- 5.2(c) as well1.
Because IEEE 802.11 standard does not differentiate whether an unsuccessful transmission
is caused by either transmission error or collision, the effect of using data-rate switching
is determined by both CNR and the number of competing stations. When CNR≤5dB, the
transmission error is large and has a dominant impact, consequently using data-rate switch-
ing always results in an improved throughput compared with the scenario not using data-rate
switching, as illustrated in Fig 5.2(a). When CNR≥7dB, the transmission error is small,
and most transmission failures are caused by collision. It is always beneficial for stations to
transmit at a higher data rate, and using data-rate switching will result in a reduced through-
put, as shown in Fig 5.2(c). When 5dB<CNR<7dB, the impacts of transmission error and
collision are close. When the number of stations is large, collision will have a dominant
impact and it is beneficial for stations to transmit at a higher data rate and the converse, as
shown in Fig 5.2(b). In Fig 5.2(d), two regions are marked according to CNR and the number
of stations: in region 2, using data-rate switching can increase the throughput, and in region
1, using data-rate switching will reduce the throughput.
1The analytical results for the scenarios without using data-rate switching are obtained based on the work
in [94].
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5.5 Summary
In this chapter, a Markov chain model for IEEE 802.11 DCF has been presented, consider-
ing a data-rate switching mechanism used by the most commercial IEEE 802.11 products.
Using the proposed model, the saturated throughput has been obtained. The accuracy of the
proposed model has been validated using simulation study. The results have shown different
impacts of the data-rate switching on the network performance under different network con-
ditions. When the channel condition is poor and the number of stations is small, using data-
rate switching can significantly improve the network performance, otherwise the improve-
ment is ignorable or it may even degrade the network performance. A series of threshold
values for the channel condition as well as the number of stations have been obtained. The
analytical model developed in this chapter will be helpful for designing guidelines assisting
the decision on whether or not to use data-rate switching in a specific wireless environment,
without resorting to lengthy simulations and experimentation.
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Chapter 6
Literature Review: Wireless Cooperative
Retransmission
Beginning with this chapter, the remaining part of this thesis focuses on wireless cooperative
network performance optimisation rather than IEEE 802.11 network performance analysis.
Two uncoordinated distributed wireless cooperative retransmission strategies will be pre-
sented in this part.
First, the related work on wireless cooperative retransmission is discussed in this chapter,
6.1 Related Work
The majority of existing studies on wireless cooperative retransmission have taken place in
the physical layer context, with a growing literature on cooperative diversity methods, such
as those in [95–103]. Essentially, this can be seen as an extension of the spatial diversity
concept of MIMO (multiple-input multiple-output), where the multiple antennas are located
at the cooperative nodes. Such cooperative-diversity methods require the support of complex
physical layer technologies so that the receivers must be able to combine the cooperative
signals and decode them jointly. The work in [95–103] focuses on developing such physical
layer technologies. They can be classified into two categories: coding based cooperation and
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non-coding based cooperation. The approach of coding based cooperation has attracted sig-
nificant research attention, and most of the existing studies use this approach [95–100]. This
approach integrates cooperation into channel coding by using space time coding technol-
ogy such that each cooperative neighbour encodes the data from the source with space-time
coding technology and transmits the encoded data to the destination. This allows the desti-
nation to combine the signals from multiple nodes, including both the cooperative neighbors
and the source, in the physical layer and decode the combined signal to retrieve the original
data from the source. In [95–97], various coding based cooperation strategies are presented.
In [98–100], some space time coding schemes are proposed to realize the aforementioned
coding based cooperation strategies. In contract, the approach of non-coding based coop-
eration uses technologies other than the space time coding technology, and the number of
the existing studies using non-coding based cooperation approach is limited, such as those
in [101–103]. In [101, 102], a simple code-division multiple access (CDMA) system is pre-
sented that implements the decode-and-forward cooperative communication procedure, in
which each cooperative neighbour uses a distinct spreading code. In [103], a cooperative
communication system using time-division channel is proposed, in which a separate time
slot is assigned to each cooperative neighbour.
The collision issue caused by multiple simultaneous transmissions, which presents a major
challenge in the MAC layer, becomes trivial for such physical layer cooperative retrans-
mission strategies, because these strategies can exploit the space diversity gain of multiple
simultaneous transmissions. However, such physical layer cooperative retransmission strate-
gies requires additional hardware equipments. For example, the transceivers may be required
to be equipped with multiple antennas and multiple decoders to implement space-time cod-
ing. In contrast, wireless cooperative retransmission methods on higher layers (for example,
MAC layer) can be used with simple physical layer technologies and can be implemented
with simple transceivers with a traditional single-antenna/single-user decoder, like popular
IEEE 802.11 adaptors. However, the MAC layer cooperative retransmission strategies need
to consider the collision caused by the mutual interference between multiple simultaneous
transmissions.
To solve the collision problem in the MAC layer cooperative retransmission strategies, some
researchers use the technique of opportunistic forwarding [104–113], where the forwarder
(or the next hop) of each frame is determined on-the-fly (rather than pre-selected by a routing
protocol), through local coordination among the neighbours that overhear the frame. This co-
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ordination is usually achieved using acknowledgment (ACK) or clear-to-send (CTS) frames
returned by neighbours.
In [104], the source first broadcast the data frame to the first and the second nearest neigh-
bours that are located between the source and the intended destination. Compared with the
first nearest neighbour, the second nearest neighbour has a longer distance to the source but
a shorter distance to the destination. If the second nearest neighbour receives the frame, it
will take over the first nearest neighbor and becomes the forwarder of the frame. In [105],
the source first transmits the data frame, and some neighbours may overhear this transmis-
sion and store the transmitted frame in their buffers. Once the source’s transmissions ends,
those neighbours with the data frame will return an ACK frame to the source to acknowledge
their reception of the data frame. The source will select one of them as the forwarder. The
details of how to coordinate the transmissions of the source and the multiple neighbours are
not explicitly specified in [104, 105]. But it is mentioned in [105] that such a coordination
mechanism can cause extra retransmission overhead. Such a coordination mechanism per-
forms two functions: first, it decides how multiple neighbours acknowledge the source about
their intention as the forwarder and/or their reception of the frame; second, it decides how
the source selects one of them as the forwarder while keeping other neighbours informed
about this selection so that these neighbors will abort their retransmission attempt.
Other cooperative retransmission strategies based on opportunistic forwarding propose some
detailed coordination mechanisms [106–113]. These coordination mechanisms can be clas-
sified into two categories. In the first category, a set of neighbours are pre-selected as the
potential forwarders, and each of them is assigned with a distinct priority. Such a priority can
be defined based on various factors, such as a neighbour’s distance to the intended destination
or its battery energy level. A neighbour with a shorter distance to the intended destination
or a higher battery energy level usually has a higher priority to be selected as the forwarder.
Each of these potential forwarders responds to the source with an ACK or CTS frame to
indicate whether it can act as the forwarder or not. The transmissions of these ACK or CTS
frames are staggered in time in the order of the pre-defined priorities so that they will not
collide. The source will select one of the neighbours that respond as the forwarder (usually
it is the neighbour that first makes the response). The work in [106, 107] belongs to such a
category. In [106], a handshake procedure is implemented before the data frame is transmit-
ted from the source to the neighbours. The source first broadcasts a request-to-send (RTS)
frame, several pre-selected neighbours will respond by broadcasting a CTS frame separately,
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if they hears the RTS frame from the source. These CTS transmissions are staggered in time
in the order of a pre-defined priorities. As mentioned in [106], such priorities may depend on
the neighbour’s channel quality or any other specific factors. The source node will start the
transmission of the data frame immediately after it gets a CTS response from the neighbour
with the highest priority. Other neighbours will abort their retransmission attempt, because
the neighbor with the highest priority transmits its CTS frame ahead of all other neighbors.
The neighbor with the highest priority will become the forwarder of the frame. In [107],
several potential forwarders are pre-chosen by the source, and each potential forwarder is as-
signed with a distinct priority depending on its distance to the intended destination. After the
source transmits the data frame, each potential forwarders is given a transmission time slot in
the order of their priorities. If a potential forwarder overhears the frame, it will transmit in its
time slot unless another potential forwarder with a higher priority already transmits. If this
potential forwarder does not overhear the frame, it will pass the chance to the next potential
forwarder with a lower priority. After finally hearing the transmission from one forwarder,
all other potential forwarders as well as the source will stop their retransmission attempt.
In the second category, a set of neighbours may be pre-selected as potential forwarders, or
all neighbours are considered as potential forwarders. Different from the first category in
which a pre-defined priority order is followed, these potential forwarders will contend with
each other to become the forwarder. Each of them waits a random time before it responds
to the source with an ACK or CTS frame. The neighbour that responds first will be selected
as the forwarder, and other neighbours will abort their retransmission attempt after they hear
the ACK or CTS frame from that neighbour. The random waiting time of each neighbour
may be drawn from a range specific to that neighbor. This range may depend on various
factors, such as a neighbour’s distance to the intended destination or its battery energy level.
For example, neighbour 1 has a shorter distance to the destination compared with neighbour
2. A range [0, a1] is applied to neighbour 1, and another range [0, a2] is applied to neighbour
2. Here 0 < a1 < a2 such that neighbour 1 has a higher probability to wait a shorter time.
Due to this randomness of waiting time, the transmissions of these ACK or CTS frames are
also random and the chance of collision is small. The source can decide the forwarder only
when it receives a response from one neighbour. The work in [108–113] belongs to such
a category. In [108, 109], each potential forwarder waits a random time before it responds
a CTS frame to the RTS frame from the source. The major difference between the work
in [108, 109] is that the set of cooperative neighbours is pre-selected in [108] according
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to the energy consumption estimation, whereas there is no such limitation for cooperative
neighbours in [109]. No explicit definition is given in [108, 109] about how to decide this
random waiting time. In [110, 111], an IEEE 802.11 based backoff mechanism and a busy
tone mechanism [114] are used to help the avoidance of collision between CTS frames from
multiple neighbours. In [112, 113], such a random waiting time is drawn from a pre-defined
range, and this range depends on various factors. In [112], this range depends the neighbour’s
residual battery energy level, its geographical position, and its channel quality. In [113], this
range simply depends on the neighbour’s channel quality.
Such opportunistic forwarding methods work well in multi-hop (and especially dense) net-
work settings, but the excessive overhead introduced by their coordination process for every
frame render them unsuitable for delay-critical applications in a single-hop setting, which is
still popular and practical in the wireless cooperative networks.
In comparison, the approach of uncoordinated distributed wireless cooperative retransmis-
sion appears promising for the sing-hop connection. With such an approach, multiple unco-
ordinated neighbours may participate in the retransmission attempt, and they do not attempt
to agree on that just one forwarder is allowed to transmit. Therefore, such an approach does
not need a coordination mechanism to pre-choose a sole forwarder. Accordingly, it may
avoid the extra coordination overhead. Most of the existing studies using this approach fo-
cus on the development of cooperative ARQ (Automatic Repeat-reQuest) methods, such as
those in [115–120]. In [115], a fixed TDMA scheme is used, so that any neighbour node
overhearing the source node’s unsuccessful frame may retransmit it in its own allocated slot.
In [116–118], the system is assumed to operate in a stop-and-wait regime with neighbours
continuously retransmitting overheard frames until the destination returns an ACK frame.
In [119], an error-tolerant cooperative ARQ system is proposed. In this system, each coop-
erative neighbour is able to encode the frame from the source even if the frame is erroneous,
and retransmit it to the destination. The destination is able to decode these “erroneous”
frames from multiple neighbours and recover the original frame from the source. In [120],
the retransmission successful probability is analysed for a simple cooperative ARQ system,
in which the source and a neighbour continuously retransmitting until the destination returns
an ACK frame.
However, the work in [115–120] sidesteps the possibility of collision among the cooper-
ative retransmissions. In [115], such collisions cannot occur by virtue of the fixed TDMA
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allocation. In [116, 119], it is implicitly assumed that the frame can be recovered from multi-
ple simultaneous retransmissions, thereby requiring a cooperative diversity-enabled receiver,
such as MIMO transceivers. In [117, 118], it is assumed that a separated “sub-channel” at
physical layer is assigned to each cooperative neighbour, so that multiple simultaneous re-
transmissions will not collide. In [120], the use of the space-time coding technology is
assumed. On this point, they still tackle wireless cooperative retransmission from the phys-
ical layer perspective rather than MAC layer perspective, and the collision issue form the
MAC layer perspective is not considered.
Additionally, the work in [121, 122] should be noted. In addition to using the aforemen-
tioned opportunistic forwarding approach, the authors of [121, 122] also suggest a contention
scheme using a transmission probability to avoid the collision among multiple transmitting
nodes. If a neighbour receives the frame from the source, and it may retransmit this frame
to the destination or remain silent according to the predefined transmission probability. The
value of the transmission probability should be optimally set such that the successful prob-
ability of the retransmission is maximised. Although this contention scheme is similar to
the retransmission strategies later presented in this thesis, it is based on the assumption that
the system is aware about the number of neighbours that receive the frame from the source.
Such awareness must be obtained with the coordination from the neighbours. For example,
neighbour must return an ACK frame to indicate their reception of the frame.
6.2 Summary
The literature review has demonstrated that the majority of the existing studies in this area
tackle wireless cooperative retransmission from the physical layer perspective, where the
collision issue can be ignored. Meanwhile some existing studies consider the collision is-
sue from the MAC layer perspective, but their opportunistic forwarding approach may cause
excessive coordination overhead. Only limited existing studies focus on the approach of un-
coordinated distributed wireless cooperative retransmission, but they still ignore the collision
issue by using some complex physical layer technologies. There is a lack of work on uncoor-
dinated distributed wireless cooperative retransmission that carefully considers the collision
issue from the MAC layer perspective. Such work can be of more practical significance, as
it can be easily implemented by simple transceivers with single antenna and single decoder,
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such as popular IEEE 802.11 adaptors.
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Chapter 7
Uncoordinated Wireless Cooperative
Retransmission Strategies
The literature review in the previous chapter has shown that only a limited number of existing
studies have attempted to consider uncoordinated distributed wireless cooperative retrans-
mission, and they still tackle it from a physical layer perspective rather than a MAC layer
perspective. However, the cooperative methods considering from the MAC layer perspective
can be easily implemented with simple transceivers of a traditional single-antenna/single-
user decoder (such as popular IEEE 802.11 adaptors). Therefore, it is of practical signifi-
cance to consider wireless cooperative retransmission from the MAC layer perspective. In
this chapter, two uncoordinated wireless cooperative retransmission strategies are proposed,
and the collision issue from the MAC layer perspective is considered.
First, both strategies are analysed with a simple memoryless channel model for the pur-
pose of elementary investigation. Second, based on the elementary investigation results,
the proposed strategies are analysed with a more realistic two-state Markov fading channel
model [123–130].
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Figure 7.1: The wireless co-operative network considered in this work.
7.1 System Model and Assumptions
The system being considered is a wireless network consisting of a source node, a destination
node, and a fixed number K of cooperative neighbour nodes in their vicinity (Fig 7.1). A
frame transmitted by the source may or may not arrive at the destination successfully over
the direct channel, and may also be overheard by some of the neighbour nodes via the interim
channels. Only the intended destination returns an acknowledgment (ACK) upon successful
reception; neither the source nor any neighbour can tell which other neighbours, if any, have
obtained a copy of the frame. A slot is defined to be the duration of a frame transmission
plus the time of waiting for an ACK; it is assumed that slots are of fixed duration and syn-
chronised among the nodes. In the subsequent slots after a frame’s first transmission, any
node possessing a copy of the frame may decide to make a cooperative retransmission. For
simplicity, it is assumed that the feedback (ACK) channels to the source and all neighbours
are error-free, and that only one frame is active at a time, that is, no other frames are han-
dled, since a frame is first transmitted by the source until it is eventually acknowledged by
the destination (or, possibly, dropped after reaching a maximum number of retransmission
attempts). For successful reception, the destination must receive exactly one collision-free
transmission in a slot. Thus, our system model is similar to the node-cooperative stop-and-
wait (NCSW) setting of [116], with the notable difference in our case being the possibility
of collision if multiple retransmissions occur at the same time.
To simplify later analysis, we assume that any channel can be in one of two states: either
“on” (no fade), in which the transmitted signal arrives with sufficient power to be decoded
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without error (barring a collision), or “off” (deep fade), in which a transmitted signal does
not arrive at all. A collision occurs if and only if a node receives two or more transmissions
simultaneously with the respective channels being “on” (in other words, a transmission over
an “off” channel does not cause any interference).
Based on the assumption of the on-off channel states, two channels models are used. The
first channel model is a simple memoryless channel model which is used for the elementary
performance investigation of the proposed retransmission strategies. In this channel model,
whether a channel is “on” or ”off” at any slot simply depends on a constant channel prob-
ability, denoted as Pxx. Here “Pxx” can be Psd, Psn, and Pnd. They are used to denote the
channel probability on direct channel, interim channel, and relay channel, respectively.
The second channel model is a two-state Markov channel fading model (also known as an
order-1 Markov model or Gilbert model), which has been shown by numerous studies to
provide an adequate description of the bursty frame loss process in practical wireless fading
channels [123–130]. In particular, a comprehensive experimental study for typical IEEE
802.11 channels [130] has confirmed that, while more complex models are required for an
accurate representation of the bit-level error process, a two-state model is quite sufficient at
time scales of frames. In this channel model, the transition between “on” and “off” states is
not memoryless, and the transition probability from the “off” (bad) state to the “on” (good)
state in every slot (and vice versa) is denoted by Pbg sd (respectively Pgb sd) for the direct
channel (between source and destination); Pbg sn, Pgb sn for any of the interim channels
(between source and neighbour); and Pbg nd, Pgb nd for any of the relay channels (between
neighbour and destination). It is assumed that initially (that is, before the first transmission),
the states of all channels are sampled according to their respective steady-state probabilities:
Pss xx ,
Pbg xx
Pbg xx + Pgb xx
, (7.1)
where “xx” ∈ {“sd”,“sn”,“nd”} is substituted for the corresponding channel type.
Furthermore, in both channel models, the channel states and transitions are assumed to be
mutually independent among different node pairs, which is realistic in most practical scenar-
ios where nodes are spaced sufficiently far apart. It should be pointed out that, for reasons
of tractability, our analysis assumes a symmetric system, where all neighbours are equiva-
lent a priori. This should not be interpreted as a requirement that the channel quality of all
neighbours, or their underlying physical characteristics (for example, their distances from
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the source and destination), must be identical; the symmetry only means that the neighbours
are indistinguishable a priori for the purpose of computing the cooperation strategy.
In reality, the transition between the two states does not occur instantly, and an intermedi-
ate state exists wherein the received signal power is insufficient for correct decoding, but
enough to cause interference with other transmissions. For simplicity, this intermediate state
is ignored in this work and it is assumed that the time any channel spends in it is negligible;
however, it should be pointed out that our analysis can be extended from a two-state to a
three-state model in a straightforward manner.
7.2 Analysis with Memoryless Channel Model
7.2.1 The First Retransmission
The analysis begins by considering the optimal cooperative retransmission strategy for a
single time slot with an uncoordinated manner. Thus, the strategy simply boils down to a
single number, namely the probability of retransmission for any node that had successfully
overheard the frame; this probability is denoted by τ . The optimal value of τ is that can
maximises the probability of successful delivery. In order to find it, we first consider the
probability distribution of the number of neighbours k that have successfully overheard the
frame from the source’s original transmission. Since the interim channels are symmetric,
this distribution is binomial:
P{k} =
(
K
k
)
P ksn (1− Psn)
K−k . (7.2)
For a successful delivery, out of these k nodes, there must be exactly one that both makes a
retransmission and has a good channel. Consequently,
P suc =
K∑
k=1
P{k} · kτPnd(1− τPnd)
k−1, (7.3)
which, after a straightforward simplification, becomes
P suc = KPsnτPnd(1− PsnτPnd)
K−1. (7.4)
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Alternatively, P suc can be obtained with another approach. The probability that k out of K
neighbours correctly receive and successfully retransmit the frame can be calculated as
P suc(k) =
(
K
k
)
(PsnτPnd)
k (1− PsnτPnd)
K−k . (7.5)
P suc is achieved when k = 1 for (7.5), and it means that only one among K neigbhbours
correctly receives the frame and successfully transmits it. The result is identical to that in
(7.4).
The optimal τ ∗ is now obtained by equating the first derivative of (7.4) to zero, which yields
τ ∗ =
1
KPsnPnd
. (7.6)
The above expression for τ ∗, of course, is only valid if 1
KPsnPnd
≤ 1. Otherwise, that is, if
PsnPnd <
1
K
, the probability of successful delivery (7.4) is monotonically increasing in τ ,
and its optimum is then achieved with τ ∗ = 1.
Now the optimal vaule τ ∗ is assigned back into (7.4), to evaluate the maximum success
probability that can be obtained after one cooperative retransmission slot. If K > 1
PsnPnd
,
then τ ∗ is given by (7.6), and
P suc
∗
=
(
1−
1
K
)K−1
. (7.7)
Curiously, it can be observed that this expression is decreasing in K (it tends to 1
e
for K →
∞); in other words, having too many neighbours in the cooperation group may, in fact,
degrade the performance of cooperative retranmission. It is easily verified that, in the range
1 ≤ K < 1
PsnPnd
(such that τ ∗ = 1), the probability of successful delivery is increasing in
K, as intuitively expected. Hence, it may be concluded that the best size of the cooperation
group is around 1
PsnPnd
; if the number of neighbour nodes is larger than that, it is better to
voluntarily choose a smaller cooperation group (and thereby keep τ ∗ close to 1), rather than
use all the available neighbours with a smaller retransmission probability.1
1Since 1
PsnPnd
is, in general, not a whole number, the optimal cooperation group size may be the integer to
either side of it.
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7.2.2 Subsequent Retransmissions
7.2.2.1 Strategy 1: neighbours repeat attempts with silent source
We now consider the cooperation strategies beyond the first retransmission slot. We first
focus on the strategy where, if the first retransmission attempt fails, the neighbours continue
to make additional retransmission attempts while the source remains silent. Since the source
does not transmit again, the number of neighbours with a copy of the frame k, and its distri-
bution, remains unchanged from the first slot; consequently, the optimal τ ∗ that maximises
the probability of exactly one neighbour transmitting with a good relay channel is the same as
for the first slot, derived in Section 7.2.1.2 Since it has been assumed that the channel states
are independent between slots, the retransmission attempts will form a Bernoulli process
with a success probability of
P suck,τ∗ , kτ
∗Pnd(1− τ ∗Pnd)k−1 (7.8)
in each slot.
However, due to the possibility of the case k = 0 (that is, all interim channels were “off” dur-
ing the original transmission and no neighbour overheard the frame, in which case P suck,τ∗ =
0), the above strategy is not guaranteed to succeed after a finite number of attempts. There-
fore, we define a maximum number of cooperative attempts before the retransmission pro-
cess restarts again with the original source node, and denote it by m − 1. Thus, we are
considering a periodic strategy with a period of m slots, where each period starts with a
transmission by the source, followed by m − 1 cooperative retransmissions by the neigh-
bours. The choice of m reflects a tradeoff between the time wasted on cooperative attempts
in the case of k = 0 and that wasted on a source retransmission otherwise. Generally, the bet-
ter the interim channels (Psn) and the worse the relay channels (Pnd), the higher the optimal
value of m.
To find the optimal m analytically, the following recursive expression is written for the ex-
2In the analysis of Strategy 1, the possibility of overhearing the frame from another neighbour’s transmission
is ignored; this possibility is considered later in the discussion of Strategy 2.
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pected number of slots until success, E:
E = Psd · 1 + (1− Psd)
K∑
k=0
P{k}·
[
m−1∑
i=1
P suck,τ∗
(
1− P suck,τ∗
)i−1
· (i+ 1) +
(
1− P suck,τ∗
)m−1
· (E +m)
]
. (7.9)
This expression accounts for the probability of success in the direct transmission over the
primary channel, or after i ∈ {1, . . . , m − 1} attempts of cooperative retransmission in the
first period, or, if all m−1 such attempts prove unsuccessful, the entire first period of m slots
is wasted and the expected number of additional slots until success is the same as originally.
Using the geometric-sum formula
∑N
i=1 ir
i−1 = 1−r
N+1
(1−r)2 −
(N+1)rN
1−r and grouping together
the coefficients of E, the following formula arrives:
E =
Psd + (1− Psd)
∑K
k=0 P{k}
[
1−(1−P suck,τ∗)
m−1
P suc
k,τ∗
+ 1
]
1− (1− Psd)
∑K
k=0 P{k}
(
1− P suck,τ∗
)m−1 , (7.10)
where P{k} is given by (7.2), and the expression in brackets in the numerator for k = 0
(that is, P suck,τ∗ = 0) should be taken as equal to m. In the subsequent performance evaluation
in Section 7.2.3, (7.10) can be used to manually find the optimal period m for this strategy,
for any instance of Psd, Psn, Pnd, and K.
7.2.2.2 Strategy 2: simultaneous source+neighbour transmissions
In the strategy described in the previous subsection, the parameter m reflected the tradeoff
between extending the chance to retransmissions by the cooperative neighbours (which nor-
mally have better channels to the receiver), and wasting the time in case no neighbours had
overheard the frame (which, as a direct consequence of the fact that the sender is silent, is
not rectified during the entire m− 1 slots). In order to overcome this disadvantage, we now
describe a heuristic strategy in which the transmission probabilities of both the sender (τs)
and the neighbours (τn) are allowed to be greater than zero simultaneously. As a result, the
number of neighbours with a copy of the frame continues to grow over time (up to K).
The heuristic is based on a greedy approach that attempts to maximise the probability of
successful reception in each slot in turn. To assist in the calculation, we maintain and update
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the distribution P{k}, that is, the number of neighbours with a copy of the frame so far.
Thus, in every slot i, the following calculation steps are made:
1. the optimal τs and τn are solved numerically to maximise the probability of success in
this slot, given by the expression
P suc =
K∑
k=0
Pi{k} · P
suc
k,τs,τn
, (7.11)
where Pi{k} denotes the distribution of k before the start of slot i, and
P suck,τs,τn , (1− τsPsd)kτnPnd(1− τnPnd)
k−1 + τsPsd(1− τnPnd)k (7.12)
2. assuming that the slot nevertheless results in a failure, the distribution Pi{k} is revised
a posteriori using Bayes’ formula, as follows:
P revi {k} =
Pi{k}(1− P
suc
k,τ∗s ,τ
∗
n
)∑K
k′=0 Pi{k
′}(1− P suck′,τ∗s ,τ∗n)
, (7.13)
where τ ∗s , τ ∗n are the optimal values obtained in step 1;
3. finally, Pi{k} is updated to account for the new neighbours that overhear the frame
from the source in this slot, yielding
Pi+1{k} =
(1− τ ∗s )P
rev
i {k}+ τ
∗
s
k∑
k′=0
P revi {k
′} ·
(
K − k′
k − k′
)
P k−k
′
sn (1− Psn)
K−k+k′. (7.14)
Note that expression (7.14) considers only the possibility of overhearing a transmission
from the source, not from another neighbour. One can also consider the case in which
a channel between two neighbours can be “on” with a probability Pnn > 0; then, a
new neighbour may overhear the frame from either the source or another neighbour,
provided there is no collision. The extension of (7.14) to this case is straightforward
and omitted here.
Example: Consider a network with only K = 1 cooperating neighbour, Psd = 0.5, Psn =
0.99, Pnd = 1. If the first transmission by the source fails, the neighbour has a probability of
P2{k = 1} = 0.99 to have the frame at the start of the second slot. Therefore, clearly, the
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optimal uncoordinated strategy in this slot is to allow it to transmit the frame uninterrupted
(τ ∗s = 0, τ ∗n = 1). Indeed, a simultaneous transmission by the source would interfere with the
neighbour’s one with a probability of 0.99 · 0.5, and would only be helpful with a probability
of 0.01 · 0.5. However, if this strategy is applied and still fails, then P rev2 {k = 1} = P3{k =
1} = 0 can be obtained, as failure can only occur if the neighbour does not have the frame
after all. Accordingly, the optimal strategy in the third slot is τ ∗s = 1 (the strategy of the
neighbour is immaterial).
However, in the same system but with Psd = 0, the optimal uncoordinated strategy trivially
becomes τ ∗s = 1, τ ∗n = 1 in every slot. The source does not have a channel to the receiver and
therefore cannot interfere with the neighbour; meanwhile, the simultaneous transmission by
the source saves time if the neighbour still has not heard the frame.
7.2.3 Evaluation of the Retransmission Strategies
In this section, the performance of the proposed strategies is investigated numerically, un-
der various combinations of channel quality for the direct, interim and relay channels. The
numerical calculation tool to obtain the optimal transmission probabilities is fmincon func-
tion from the optimisation toolbox in MATLAB [131]. In each scenario, the impact of the
number of cooperative neighbours is examined on the expected latency, and it is compared
with traditional one-hop and two-hop routing as well.
The evaluation begins with an arguably typical cooperative retransmission scenario: a poor
primary channel, with better interim and relay channels. Accordingly, the performance of our
strategies is demonstrated withPsd = 0.1, Psn = Pnd = 0.5. In this scenario, retransmissions
over the direct hop require on average 1
Psd
= 10 slots until success, while two-hop routing
over any of the neighbours (with retransmission in each hop) achieves an average latency of
1
Psn
+ 1
Pnd
= 4 slots.
The results are shown in Fig 7.2. The performance of Strategy 1 is obtained with the optimal
period m (manually found using expression (7.10) for each K). In addition, the perfor-
mance of Strategy 2 is tested under three values of Pnn, that is, the neighbour-to-neighbour
channel quality (see the comment following expression (7.14)). These range from Pnn = 0
(neighbours cannot overhear each other at all), to Pnn = 1 (neighbours always overhear
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Figure 7.2: Numerical results.108
transmissions from their peers). As Fig 7.2(a) clearly shows, even though the performance
of Strategy 1 improves as the number of cooperative nodes increases and it attains a lower
expected latency than two-hop routing for K ≥ 3, Strategy 2 outperforms it consistently. It
is also observed that the impact of the neighbour-to-neighbour channel quality on the over-
all performance is negligible; intuitively, the ability of a neighbour to overhear the frame
from other neighbours (and not just from the source) is counter-balanced by the additional
collisions that occur when the source and another neighbour transmit together.
Fig 7.2(b) presents the results for the case in which the quality of the direct channel is im-
proved to Psd = 0.3. Now, the direct channel is better than the two-hop route, requiring only
1
0.3
≈ 3.33 < 4 slots. Nevertheless, our cooperative retransmission strategies are still able to
significantly improve the expected latency, mainly because they take advantage of the better
relay channel when the original transmission over the direct channel fails. Of course, as the
direct channel becomes better, this effect diminishes; once Psd = 0.5 on par with the interim
and relay channels, the optimal uncoordinated strategy trivially reduces to retransmission
over the direct channel, ignoring the neighbours.
In Fig 7.2(c) and Fig 7.2(d), the effect of reducing the interim channel quality to Psn = 0.3
and Psn = 0.1 is examined, respectively; Fig 7.2(e) and Fig 7.2(f) do the same for the relay
channel. As expected, the performance of all strategies deteriorates monotonically with the
channel quality; nevertheless, there is merit in using cooperative retransmission as long as
either the interim or relay channel is better than the direct one. Interestingly, these figures
also demonstrate that the same effect that has been observed in the analysis of the first slot —
namely, that the optimal number of cooperating neighbours increases as the quality of the
channels deteriorates — holds for the overall performance of the greedy heuristic strategy as
well.
The observations on Fig 7.2 show that Strategy 1 improves with increasing neighbour popula-
tion, that Strategy 2 consistently outperforms it (and is never worse than one-hop or two-hop
routing), and that the neighbour-to-neighbour channel quality has a very minor impact on the
performance — occurring consistently throughout our evaluations.
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7.3 Analysis with a Two-state Markov Fading Channel Model
The aforementioned analysis with the memoryless channel model has demonstrated the su-
perior performance of Strategy 2. That is, the strategy in which both the source and the
neighbours participate in the retransmission attempts. In this section we will investigate its
performance under a more realistic two-state Markov Fading Channel Model.
7.3.1 Definitions and Preliminary Analysis
The analysis begins by defining the notion of system state. Clearly, the system state should
include all the quantities that impact its future dynamics, and ultimately the strategy per-
formance. In our case, these are: for each of the K neighbours, a binary value indicating
whether it has already got a copy of the frame; and for each of the 2K +1 channels, a binary
value indicating whether it is “on” or “off”. This implies that, in principle, the system state
consists of a vector of 3K + 1 binary elements.
Fortunately, the assumption of symmetry among the neighbours allows the relevant state
information to be considerably reduced. Accordingly, instead of tracking the system state to
the granularity of every individual neighbour and channel, our main idea is to focus on the
following probability distributions, henceforth referred to as the state distributions:
• P[i]{k} is the distribution of the number of neighbours, k, that have overheard a copy
of the frame before slot i;
• P
rel[i]
{r, d|k}, where d ∈ {0, 1}, is the conditional probability, given that k neighbours
have the frame, that exactly r out of them have relay channels in the “on” state and the
direct channel is “off” (d = 0) or “on” (d = 1), respectively, in slot i;
• P
int[i]
{c|k} is the conditional probability, given that k neighbours have the frame, that
c out of the remaining K − k neighbours have an interim channel in the “on” state in
slot i.
Indeed, we are not interested in the states of interim channels of neighbours that have already
received the frame, as they do not impact on the future system dynamics in any way. Simi-
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larly, the state of the relay channel of any neighbour not yet in possession of the frame does
not impact on anything else in the system; hence, at the moment the neighbour eventually
overhears the frame, its relay channel state is still governed by the steady-state probability.
Therefore, it may be argued that the state distributions defined above are sufficient to cap-
ture all the relevant information for the future system dynamics. Thus, the probability of the
system in slot i to have k neighbour nodes with the frame, r of them to have relay channels
that are “on”, c of the remaining K − k neighbours to have interim channels that are “on”,
and the direct channel to be in state d, is P[i]{k}P
rel[i]
{r, d|k}P
int[i]
{c|k}. Henceforth the tuple
(k, r, c, d) is referred to as the system state vector. As will become apparent below, the de-
coupling of the system state into the above separate distribution functions is undertaken to
facilitate the calculations involved.
Now the analysis proceeds to derive the target function of the strategy optimisation problem.
To that end, first the conditional success probability in a generic slot is computed, provided
that the system is in a particular state (k, r, c, d), and the strategy values (that is, retransmis-
sion probabilities of the source and neighbours) are τs, τn in that slot. To be successful, the
slot must have one and only one transmission by a node (source or neighbour) whose channel
to the destination is “on”; thus,
P suc(τs, τn|k, r, d) ,


rτn(1− τn)
r−1 d = 0
(1− τs)rτn(1− τn)
r−1+
τs(1− τn)
r d = 1
(7.15)
It is observed that the success probability in expression (7.15) is unaffected by the state of in-
terim channels, which is why it is denoted P suc(τs, τn|k, r, d) rather thanP suc(τs, τn|k, r, c, d).
Consequently, the total probability of success in slot i is
P suc[i] ,
K∑
k=0
∑
0≤r≤k
d∈{0,1}
P suc(τs[i], τn[i]|k, r, d) · P[i]{k}P
rel[i]
{r, d|k}, (7.16)
and, finally, the expected frame latency (that is, the optimisation target) is
∞∑
i=1
i · P suc[i] ·
i−1∏
j=1
(
1− P suc[j]
)
. (7.17)
The deceptively simple form of expression (7.17) may lead to the wrong conclusion that, in
order to minimise the expected frame latency, one must simply find the values of τs[i], τn[i]
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that maximise (7.16) for every slot i separately. Generally, this may not yield the optimal
uncoordinated strategy, since it ignores the impact of the strategy choice on the system state
distributions in future slots. For instance, the strategy of the source in any slot affects the
number of neighbours that overhear the frame for the first time in that slot, and, consequently,
the future distribution of k. Due to this dependency, a straightforward minimisation of (7.17)
is unfeasible. In the following, a heuristic solution approach is described and analysed, based
on an iterative greedy maximisation of (7.16) for each slot in turn, ignoring the impact of the
strategy choice on the future dynamics.
7.3.2 The Proposed Heuristic Solution Method
The proposed heuristic solution approach operates in each slot iteratively. First, the state
distributions are initialised before the first slot as follows:
P[1]{k = 0} = 1, P[1]{k > 0} = 0;
P
int[1]
{c|k = 0} =
(
K
c
)
(Pss sn)
c(1− Pss sn)
K−c;
P
rel[1]
{r = 0, d = 1|k = 0} = Pss sd,
P
rel[1]
{r = 0, d = 0|k = 0} = 1− Pss sd.
Indeed, before the first slot, the number of neighbours with the frame is obviously zero,
and the number of interim channels that are “on” during the first transmission is distributed
binomially, with a parameter that is the interim channels’ steady-state probability. Since
k = 0 with probability 1 during the first slot, it is not necessary to initialise the interim and
relay state distributions for other possible values of k.
After the initialisation, the solution method proceeds for each slot i (starting from i = 1)
iteratively. Thus, it is assumed that the system state distributions for slot i are given; the
calculations for that slot then yield the strategy elements τs[i], τn[i], as well as the state distri-
butions for slot i+1. More specifically, the following calculation steps are performed in slot
i:
1. the optimal τ ∗s[i] and τ ∗n[i] are solved numerically to maximise expression (7.16) (except
for slot i = 1, where τ ∗s[1] = 1 and τ ∗n[0] = 0 are required by definition);
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2. assuming that the slot nevertheless results in a failure, the system state distributions
for slot i are revised a posteriori (this is denoted by attaching a superscript of ‘ap’ to
the respective distributions);
3. finally, the state distributions for slot i + 1 are computed, accounting for the new
neighbours that overhear the frame in slot i and the transitions in the channel states.
The need for an a posteriori revision in calculation step 2, which may not be readily apparent,
is explained by the following example.
Example: Consider a network with only K = 1 cooperating neighbour, Pbg sd = Pgb sd =
0.5, Pbg sn = 0.99, Pgb sn = 0.01, Pbg nd = 1, Pgb nd = 0, i.e. a direct channel that is
“on” half the time, interim channel “on” 99% of the time, and relay channel that is always
perfect. Assuming the first transmission by the source fails, the neighbour has got the frame
at the start of the second slot with a probability of P[2]{k = 1} = 0.99. Therefore, clearly,
the optimal uncoordinated strategy in the second slot is to allow the neighbour to transmit
the frame uninterrupted (τ ∗s[2] = 0, τ ∗n[2] = 1); indeed, a simultaneous retransmission by the
source would far more likely cause a collision than result in a delivery. However, if this
strategy is applied and the slot still ends up in a failure, then the distribution must be revised
a posteriori to P ap[2] {k = 1} = 0, as failure can only occur if the neighbour did not overhear
the frame after all. This implies P[3] = 0 as well (as the source did not transmit in slot 2),
and, therefore, the optimal uncoordinated strategy in the third slot is τ ∗s[3] = 1 (the strategy of
the neighbour is immaterial). Clearly, ignoring the a posteriori revision step and attempting
to calculate the strategy in slot 3 independently of the outcome of slot 2 would result in a
wasted slot, for retransmission by a neighbour that cannot possibly have the frame if the slot
is reached at all.
Similarly, consider the case of K = 1, Pbg sd = Pgb sd = 0.5, Pbg sn = 1, Pgb sn = 0,
Pbg nd = 0.09, Pgb nd = 0.01. Here, the interim channel is perfect, while the relay chan-
nel’s steady-state distribution is to be “on” 90% of the time. Now, the probability of the
neighbour having the frame in the second slot is P[2]{k = 1} = 1; also, P
rel[2]
{r = 1, d = 0|
k = 1} = P
rel[2]
{r = 1, d = 1|k = 1} = 0.45 while P
rel[2]
{r = 0, d = 0|k = 1} = P
rel[2]
{r = 0,
d = 1|k = 1} = 0.05. Hence, again, the best strategy in this slot is a retransmission by the
neighbour only. In this case, however, a failure in slot 2 will not change the distribution of
P[2]{k} a posteriori, since it is known with certainty that the neighbour has the frame. Rather,
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a failure implies that the relay channel must have been “off” after all, leading to a revision
of the relay state distribution to P
rel
ap
[2]
{r = 1, d = 0|k = 1} = P
rel
ap
[2]
{r = 1, d = 1|k = 1} = 0,
P
rel
ap
[2]
{r = 0, d = 0|k = 1} = P
rel
ap
[2]
{r = 0, d = 1|k = 1} = 0.5. After accounting for a single
Markov transition step, the relay channel has a probability of only 0.09 to be “on” by slot 3,
and it can be verified that the optimal value setting in slot 3 is τ ∗s[3] = 1, τ ∗n[3] = 0.
Finally, it should be mentioned that if the direct channel parameters are set at Pbg sd = 0,
Pgb sd = 1, then the optimal strategy trivially becomes τ ∗s = 1, τ ∗n = 1 in every slot, for any
setting of the interim and relay channel parameters. Indeed, if the direct channel is always
“off”, that is, there is no channel between the source and destination, then a simultaneous
transmission by the source can never interfere with the neighbour, yet it may save time if
the neighbour has not yet heard the frame. This case shows that, in general, the optimal
value setting may specify τs and τn that are both greater than zero in the same slot. In fact,
the earlier work on memoryless channel model in the previous section has shown that, even
for the special case of memoryless channels, the best performance that can be achieved if
the source and the cooperative neighbours avoid retransmitting simultaneously is strongly
suboptimal.
Now the analysis proceeds to elaborate the details of the calculation steps in slot i, outlined
above. The implementation of step 1 is not considered any further; it is beyond the scope
of the current work to suggest a specific solution method for the respective maximisation
problem. It is merely pointed out that, since expression (7.16) is in general non-concave,
care must be taken to avoid choosing τ ∗s[i], τ ∗n[i], which only attain a local maximum.
In step 2, the revision of the state distribution a posteriori is achieved using Bayes’ formula,
that is, by scaling the probability of every possible state by the likelihood that the strategy
(τ ∗s , τ ∗n) would have failed in that state.3 For convenience, we define, in a similar fashion
to (7.15),
P suc(τs, τn|k) =
∑
0≤r≤k
d∈{0,1}
P suc(τs, τn|k, r, d) (7.18)
3Since there is no possible ambiguity, henceforth τ∗s and τ∗n are used to denote the strategy chosen in step 1
for slot i, without explicitly mentioning the index i.
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and obtain
P ap[i] {k} =
P[i]{k}(1− P
suc(τ ∗s , τ
∗
n|k))∑K
k′=0 P[i]{k
′}(1− P suc(τ ∗s , τ ∗n|k′))
(7.19)
P
rel
ap
[i]
{r, d|k} =
P
rel[i]
{r, d|k}(1− P suc(τ ∗s , τ
∗
n|k, r, d))∑
0≤r≤k
d∈{0,1}
(1− P suc(τ ∗s , τ ∗n|k, r, d))
(7.20)
Clearly, there is no a posteriori revision of the interim channel state distribution, as it has no
impact on the success probability in the slot.
Remark: The observant reader may notice that expressions (7.19)–(7.20) do not yield a per-
fectly precise a posteriori system state distribution, because, strictly speaking, the revision
should be performed on the entire history of the system, not just the distributions of the cur-
rent slot. Indeed, a failure in slot i impacts on the a posteriori probabilities of transmission
by the source and neighbours in previous slots as well, and through that, indirectly, the state
distribution in the current slot – a second-order effect that is ignored in (7.19)–(7.20). As
will be shown in Section 7.3.3 through comparison to simulation results for a wide vari-
ety of scenarios, the approximation introduced by ignoring the above effect is negligible in
practice.
Finally, the analysis proceeds to consider calculation step 3, namely, finding the system state
distributions that are in effect at the beginning of slot i+ 1. This is the least straightforward
step, due to the various interactions between the number of new neighbours overhearing the
frame in slot i and the channel state transitions, which require a detailed and careful consider-
ation. For simplicity, this analysis begins by assuming that neighbours are unable to overhear
their peers’ transmissions, and can only overhear the frame from the original source. Subse-
quently, the impact of this assumption is considered and it is partially alleviated. Throughout
this subsection, kˆ, rˆ, cˆ, and dˆ are used to denote the system state in slot i+ 1, reserving k, r,
c, and d to denote the state variables in slot i.
7.3.2.1 The distribution P[i+1]{kˆ}
A new neighbour will overhear the frame in slot i if and only if the source has transmitted
in that slot, and the corresponding interim channel is “on”. Therefore, the probability of the
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system to have kˆ frame copies in slot i+ 1 if it had k of them in slot i can be defined:
Π[i]{k, kˆ} =


τ ∗s · P
int[i]
{kˆ − k|k} k < kˆ
τ ∗s · P
int[i]
{0|k}+ (1− τ ∗s ) k = kˆ < K
(7.21)
and, consequently,
P[i+1]{kˆ} =
kˆ∑
k=0
P ap[i] {k} · Π[i]{k, kˆ}. (7.22)
7.3.2.2 The distribution P
rel[i+1]
{rˆ, dˆ|kˆ}
To calculate the relay channel state distribution in slot i + 1, we distinguish between the
k “old” channels corresponding to nodes that already had the frame in slot i (whose state
distribution is given by P
rel
ap
[i]
{r, d|k}), and the kˆ − k “new” channels of nodes that obtained
the frame copy in slot i for the first time. As the state of these “new” channels is independent
of the system’s history so far, they are still governed by their steady-state distribution; thus,
the number thereof that are “on” in slot i+1 will be distributed binomially with a parameter
of Pss nd.
To capture the state transitions in the “old” channels, an auxiliary function Π
old
{r, r′|k} is
defined, which is the probability to have r′ relay channels (out of the “old” k) in the “on”
state after that number was r in the previous slot. This requires some j out of the r channels
to remain “on”, plus r′− j additional channels to have a transition from “off” to “on”. Thus,
Π
old
{r, r′|k} =
min(r,r′)∑
j=max[0,r′−(k−r)]
(
r
j
)
(1− Pgb nd)
j(Pgb nd)
r−j ·
(
k − r
r′ − j
)
(Pbg nd)
r′−j(1− Pbg nd)k−r−(r
′−j) (7.23)
To combine this with the “new” channels, another auxiliary function Π
rel
{r, rˆ|k, kˆ} is defined,
which is the probability to have rˆ relay channels (out of kˆ) in the “on” state after that number
was r out of k in the previous slot:
Π
rel
{r, rˆ|k, kˆ} =
min(rˆ,k)∑
r′=max[0,rˆ−(kˆ−k)]
Π
old
{r, r′|k}
(
kˆ − k
rˆ − r′
)
· (Pss nd)
rˆ−r′(1− Pss nd)kˆ−k−(rˆ−r
′). (7.24)
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Expression (7.24) is a conditional probability, given that the number of frame copies in slot i
was k. Summing the total probability and taking into account the state transition of the direct
channel, we finally obtain
P
rel[i+1]
{rˆ, 0|kˆ} =
kˆ∑
k=0
(
Π[i]{k, kˆ}∑kˆ
k′=0 Π[i]{k
′, kˆ}
)
·
k∑
r=0
Π
rel
{r, rˆ|k, kˆ}·
[
(1− Pbg sd)P
rel
ap
[i]
{r, 0|k}+ Pgb sdP
rel
ap
[i]
{r, 1|k}
]
(7.25)
and
P
rel[i+1]
{rˆ, 1|kˆ} =
kˆ∑
k=0
(
Π[i]{k, kˆ}∑kˆ
k′=0 Π[i]{k
′, kˆ}
)
·
k∑
r=0
Π
rel
{r, rˆ|k, kˆ} ·
[
Pbg sdP
rel
ap
[i]
{r, 0|k}+ (1− Pgb sd)P
rel
ap
[i]
{r, 1|k}
]
. (7.26)
7.3.2.3 The distribution P
int[i+1]
{cˆ|kˆ}
From the assumption that neighbours do not overhear each other’s transmissions, it follows
that if the source transmitted in slot i, all interim channels of neighbours that do not have the
frame by the end of that slot must be “off”; consequently, in slot i+1 each such channel has
a probability of Pbg sn to be “on”, and their total number is distributed binomially. On the
other hand, if the source was silent, the number of neighbours without a frame copy does not
change, and the distribution of their interim channel states makes a single Markov transition.
Accordingly, an auxiliary function Π
int
{c, cˆ|kˆ} is defined, which is the probability of cˆ interim
channels (out of K − kˆ) to be “on” after that number was c in the previous slot (in a similar
manner to (7.23)):
Π
int
{c, cˆ|kˆ} =
min(c,cˆ)∑
j=max[0,cˆ−(K−kˆ−c)]
(
c
j
)
(1− Pgb sn)
j(Pgb sn)
c−j·
(
K − kˆ − c
cˆ− j
)
(Pbg sn)
cˆ−j(1− Pbg sn)K−kˆ−c−(cˆ−j) (7.27)
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With the help of this auxiliary function, we obtain
P
int[i+1]
{cˆ|kˆ} =

τ ∗s kˆ∑
k=0
P ap[i] {k}Pint[i]
{kˆ − k|k}Π
int
{0, cˆ|kˆ}+
(1− τ ∗s )P
ap
[i] {kˆ}
kˆ∑
c=0
P
int[i]
{c|kˆ}Π
int
{c, cˆ|kˆ}

 /P[i+1]{kˆ}, (7.28)
where P[i+1]{kˆ} has been calculated in (7.22). Expression (7.28) obtains the required con-
ditional probability of cˆ|kˆ by dividing the total probability of moving into state cˆ, kˆ in slot
i+ 1 (in brackets) by the probability of having kˆ copies in that slot. The total probability in
the brackets is a sum of two terms. The first term corresponds to the cases where the source
transmitted in slot i; thus, the interim channels of those neighbours that still do not possess
a copy must have been “off” in slot i. The second term corresponds to the case where the
source was silent and no additional neighbours received the frame (that is, kˆ = k), regardless
of the state of their interim channels. In each of these terms, the auxiliary function Π
int
(·) is
then used to capture a single Markov transition of the interim channel states.
7.3.2.4 Extension to overhearing neighbours
The analysis so far has assumed that no neighbour is able to overhear its peers’ retransmis-
sions, and can only obtain a copy of a frame directly from the original source. In principle,
our method could be extended to allow for inter-neighbour channels of arbitrary quality, by
introducing the parameters Pbg nn and Pgb nn for neighbour-to-neighbour channels and con-
sidering the state distribution of channels from neighbours with a frame copy to those still
without. Due to the complexity of this extension, we do not pursue it comprehensively in
this chapter. Rather, only the opposite extreme case is considered, namely, where all inter-
neighbour channels are perfect (that is, always “on”), the analysis of which is relatively
simple. Our reasoning is that if the difference between the strategy performance in the two
extreme cases is found to be small, then one may conjecture that the performance will remain
similar for all other non-extreme inter-neighbour channel parameters as well. Our motiva-
tion comes from our previous work on the simple memoryless channel model, where it was
shown (albeit for the simpler case of memoryless channels) that the inter-neighbour chan-
nel quality has only a minor impact on the overall performance of the cooperation strategy
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(intuitively, the ability of a neighbour to overhear the frame from a peer, and not just from
the source, is balanced by the additional collisions that occur when the source and another
neighbour transmit together). It can be seen in Section 7.3.3 that, indeed, the same holds for
the two-state Markov channel model as well, in all the evaluation scenarios considered.
Clearly, overhearing among neighbours only impacts on calculation step 3, as it has no ef-
fect on the probability of successful delivery in the slot. In the case of always-“on” inter-
neighbour channels, a neighbour will overhear the frame if either: (a) its interim channel is
“on” and the source transmits, or (b) another single neighbour transmits; however, both may
not occur simultaneously, as that results in a collision. Consequently, the following changes
from the previous analysis are used.
The probability of moving from k frame copies in slot i to kˆ copies in slot i + 1 (expres-
sion (7.21)) now becomes
Π[i]{k, kˆ} =


τ ∗s (1− τ
∗
n)
kP
int[i]
{kˆ − k|k}+
τ ∗s kτ
∗
n(1− τ
∗
n)
k−1P
int[i]
{K − kˆ|k} k < kˆ < K;
τ ∗s (1− τ
∗
n)
kP
int[i]
{kˆ − k|k}+
τ ∗s kτ
∗
n(1− τ
∗
n)
k−1P
int[i]
{K − kˆ|k}+
(1− τ ∗s )kτ
∗
n(1− τ
∗
n)
k−1 k < kˆ = K;[
τ ∗s P
int[i]
{0|k}+ (1− τs)
]
(1− τ ∗n)
k+
τ ∗s kτ
∗
n(1− τ
∗
n)
k−1P
int[i]
{K − kˆ|k}+[
1− (1− τ ∗n)
k − kτ ∗n(1− τ
∗
n)
k−1] k = kˆ < K;
1 k = kˆ = K.
(7.29)
This alternative expression forΠ[i]{k, kˆ} is then used inside expressions (7.22) and (7.25)–(7.26),
which by themselves remain otherwise unchanged.
The other change from the previous analysis relates to the interim channel state distribution.
Unlike expression (7.28), where all relevant channels must have been “off” in slot i unless
the source was silent, the case of perfect inter-neighbour channels allows a wider range
of possibilities, since a transmission by the source over an “on” interim channel can be
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destroyed by a simultaneous transmission by one or more neighbours. Accordingly, in this
case, expression (7.28) is replaced by
P
int[i+1]
{cˆ|kˆ} = 
 kˆ∑
k=0
τ ∗s (1− τ
∗
n)
kP ap[i] {k}Pint[i]
{kˆ − k|k}Π
int
{0, cˆ|kˆ}+
kˆ∑
k=0
τ ∗s kτ
∗
n(1− τ
∗
n)
k−1P ap[i] {k}Pint[i]
{K − kˆ|k}Π
int
{K − kˆ, cˆ|kˆ}+
[
(1− τ ∗s )(1− τ
∗
n)
kˆ + 1− (1− τ ∗n)
kˆ − kˆτ ∗n(1− τ
∗
n)
kˆ−1
]
·
P ap[i] {kˆ}
K−kˆ∑
c=0
P
int[i]
{c|kˆ}Π
int
{c, cˆ|kˆ}

 /P[i+1]{kˆ}. (7.30)
This expression is structured similarly to (7.28), except that the total probability in the brack-
ets now consists of three terms. The first term includes the cases in which the source trans-
mitted in slot i while all neighbours were silent (and therefore the interim channels of those
neighbours that still do not possess a copy were “off” in slot i). The second term corre-
sponds to a simultaneous transmission by the source and exactly one peer neighbour; thus,
the nodes that still do not have the frame are those whose channels were “on” in slot i. The
third term considers the remaining possibilities, where no additional neighbours obtain the
frame regardless of the state of their interim channels. In other words, either the source and
all neighbours were silent, or more than one neighbour transmitted simultaneously.
7.3.3 Evaluation of the Cooperation Strategies
As mentioned, it is generally accepted that the popular two-state Markov fading channel
model is adequate in most practical scenarios [116, 129], and in particular with typical 802.11
channels [130, 132]. For the purpose of evaluating the cooperation strategy performance, we
follow the study in [132], which explored the correspondence between a channel’s average
signal-to-noise ratio (SNR) and the Markov model parameters (average duration in “good”
and “bad” states, which is readily converted to Pbg, Pgb), for various combinations of frame
size and transmission rate. Accordingly, the parameter values are set based on the results
of [132] for IEEE 802.11 b/g channels with 1500-byte frames transmitted at 11 Mbps. The
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average SNR of a channel are set to be SNR[dB] = −20 logL, where L is the distance
between its endpoint nodes (this corresponds to free-space propagation).
Since a typical cooperative retransmission scenario arguably consists of a poor direct channel
with better interim and relay channels, Lsd is set such that the direct channel has SNRsd =
21.5dB, which corresponds to Pbg sd = 0.11 and Pgb sd = 0.99; thus, in this case, the direct
channel is “on” one-tenth of the time on average. For the neighbours, the channel parameters
corresponding to several possible locations are considered, as follows:
• Lsn = Lnd =
1
2
Lsd (mid-way between source and destination along the straight line);
• Lsn = Lnd =
√
3
3
Lsd (equidistant from source and destination, 30◦ from the straight
line);
• Lsn = Lnd =
√
2
2
Lsd (equidistant from source and destination, 45◦ from the straight
line);
• Lsn = Lnd = Lsd (equidistant from source and destination, 60◦ from the straight line);
• Lsn =
1
2
Lsd, Lnd =
√
3
2
Lsd (triangle of 30◦, 60◦, 90◦ with the right angle at the neigh-
bour, closer to the source);
• Lsn =
√
3
2
Lsd, Lnd =
1
2
Lsd (mirror image of above, closer to destination).
These scenarios, along with the corresponding channel model parameters, are summarised
in Table 7.1. The evaluation results are shown in Fig 7.3. Each graph shows the expected
latency as a function of the number of cooperative neighbours K. For each scenario, the
performance of our strategy is evaluated for both of the inter-neighbour channel quality ex-
tremes, that is, “always-off” and “always-on” (denoted in the figure as Pnn = 0 and Pnn = 1,
respectively), as well as that of simple retransmissions over a direct connection and over a
two-hop connection via one of the neighbours.4
4For simple retransmissions, the expected latency of successful delivery of a frame over a link with a two-
state Markov channel is
Pbg
Pbg + Pgb
· 1 +
Pgb
Pbg + Pgb
·
(
1
Pbg
+ 1
)
, (7.31)
since 1
Pbg
is the expected number of slots for the channel to turn “on” if it was “off” during the initial transmis-
sion.
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Table 7.1: Channel parameter settings for numerical evaluation on the proposed uncoordi-
nated retransmission strategies.
Scenario Lsn Lnd Interim channel Relay channel
1 1
2
Lsd
1
2
Lsd
SNR=27.5dB,
Pbg sn = 0.23,
Pgb sn = 0.02
SNR=27.5dB,
Pbg sn = 0.23,
Pgb sn = 0.02
2
√
3
3
Lsd
√
3
3
Lsd
SNR=26.3dB,
Pbg sn = 0.20,
Pgb sn = 0.04
SNR=26.3dB,
Pbg sn = 0.20,
Pgb sn = 0.04
3
√
2
2
Lsd
√
2
2
Lsd
SNR=24.5dB,
Pbg sn = 0.16,
Pgb sn = 0.13
SNR=24.5dB,
Pbg sn = 0.16,
Pgb sn = 0.13
4
√
3
3
Lsd
√
3
3
Lsd
SNR=21.5dB,
Pbg sn = 0.11,
Pgb sn = 0.99
SNR=21.5dB,
Pbg sn = 0.11,
Pgb sn = 0.99
5 1
2
Lsd
√
3
2
Lsd
SNR=27.5dB,
Pbg sn = 0.23,
Pgb sn = 0.02
SNR=22.7dB,
Pbg sn = 0.13,
Pgb sn = 0.44
6
√
3
2
Lsd
1
2
Lsd
SNR=22.7dB,
Pbg sn = 0.13,
Pgb sn = 0.44
SNR=27.5dB,
Pbg sn = 0.23,
Pgb sn = 0.02
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(a) Scenario 1
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(b) Scenario 2
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(e) Scenario 5
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Figure 7.3: Performance of uncoordinated cooperation strategy: expected latency as a func-
tion of the number of cooperating neighbours.
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These results lead us to observe several important insights. First, it should be noted that the
simulation results match the analytical results well, despite some approximations made in
the analysis (recall the remark following expressions (7.19)–(7.20) in Section 7.3.2). Fur-
thermore, the difference in performance between the two inter-neighbour channel quality
extremes is indeed negligible, leading us to conjecture that the performance will be similar
for any non-extreme setting as well.
Most importantly, in all scenarios, the cooperation strategy obtained via our heuristic method
(with a proper choice of K) achieves a substantially better latency performance than both the
direct connection and the two-hop routing alternatives. In scenarios 1 and 2, where the in-
terim and relay channels are of very good quality, two-hop routing already comes close to
the best possible latency, and one cooperative neighbour is best (more uncoordinated neigh-
bours merely increase the rate of collisions). As the interim and relay channels become
worse, the optimal neighbour retransmission probabilities increase, and, furthermore, it be-
comes better to involve a larger number of cooperative neighbours; this is similar to the effect
observed when the simple memoryless channel model was used. Thus, the potential benefits
of uncoordinated, simultaneous cooperation by multiple neighbours, which is the subject of
this chapter, are clearly demonstrated, especially for wireless environments with low-quality
channels.
7.4 Summary
In this chapter, the problem of optimization for two uncoordinated MAC layer wireless co-
operative retransmission strategies in single-hop setting has been studied. They employ un-
coordinated probabilistic retransmission by neighbours overhearing the original frame to
minimise the expected frame latency. Two strategies have been presented: (i) Strategy 1: the
cooperative neighbours retransmit exclusively while the original sender is silent; (ii) Strat-
egy 2: both may have a non-zero transmission probability simultaneously. Both strategies
have been analysed with a simple memoryless channel model. The best results for Strategy
1 have been analytically derived. For Strategy 2, a heuristic approach has been considered
that combines a greedy maximisation of successful probability in each slot with a Bayesian
re-estimation of the distribution of the number of neighbours with a copy the frame fol-
lowing each slot. It has been demonstrated that, in general, Strategy 2 achieves a superior
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performance and considerably reduces the frame latency.
From the results with the memoryless channel model, Strategy 2 has been further analysed
with a more realistic two-state Markov fading channel model. A similar but more com-
plex heuristic approach has been still used, which also combines a greedy maximisation of
successful probability in each attempt with a Bayesian re-estimation of the system state prob-
ability distribution after each failure. It has been demonstrated that the strategy computed by
the proposed method, though perhaps not perfectly optimal, still achieves a superior perfor-
mance and significantly reduces the expected frame delivery latency compared to traditional
methods, including simple retransmission and two-hop routing.
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Chapter 8
Conclusion of This Thesis
8.1 Contributions of This Thesis
8.1.1 Contributions to IEEE 802.11 Network Performance Analysis
First, the details of the IEEE 802.11 network MAC layer access functions have been in-
troduced in Chapter 2, including CSMA/CA mechanism, IEEE 802.11 DCF, IEEE 802.11e
EDCA, and data-rate switching. This introduction has demonstrated the complexity of the
IEEE 802.11 network access mechanism and implies that accurately predicting the perfor-
mance of IEEE 802.11 network is challenging.
Second, a literature review has been performed to study the existing works on IEEE 802.11
network performance analysis. The literature review has shown that the majority of the
existing analytical models on IEEE 802.11 EDCA use Markov chain models, and they have
some potential limitations. Also, the literature review has indicated a lack of analytical work
on investigating the coexistence of DCF and EDCA stations and the impact of data-rate
switching.
Third, three Markov chain based analytical models are proposed to investigate the perfor-
mance of IEEE 802.11 network in this thesis. In Chapter 3, an analytical model has been
proposed to analyse the saturated throughput of EDCA. The proposed model overcomes a
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number of potential limitations of some exiting analytical models, and it shows better ac-
curacy. In Chapter 4, an analytical model has been proposed to investigate the performance
when DCF and EDCA stations coexist in the same base station set, and the saturated through-
put has been obtained with the proposed model. The results have indicated that DCF may
have a priority similar to that of the best effort traffic in EDCA. In Chapter 5, an analytical
model has been proposed to investigate the impact of data-rate switching mechanism on the
performance of DCF. A commonly used data-rate switching mechanism has been considered
in this model, and the saturated throughput has been analysed. The results have indicated
that some threshold values exist for channel condition as well as the number of stations to
decide whether data-rate switching should be active or not.
8.1.2 Contributions to Wireless Cooperative Retransmission
First, a literature review has been performed in Chapter 7 to investigate the existing works
in this area. The result has shown a lack of uncoordinated distributed wireless cooperative
retransmission methods that considers the collision issue on the MAC layer.
Second, two wireless cooperative retransmission strategies have been proposed in Chapter 8
to consider the collision issue from the MAC layer perspective: Strategy 1 where the coop-
erative neighbours retransmit exclusively while the original sender is silent, and Strategy 2
where both may have a non-zero transmission probability simultaneously. Both strategies
have been analysed with a simple memoryless channel model. It has been demonstrated that,
in general, Strategy 2 achieves a superior performance by greatly reducing latency. Then
Strategy 2 has been analysed with a more realistic two-state Markov fading channel model,
where it has shown a superior performance compared to traditional methods, including sim-
ple retransmission and two-hop routing.
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8.2 Future Work
8.2.1 Future Work on IEEE 802.11 Network Performance Analysis
The analytical models for the IEEE 802.11 network performance analysis proposed in this
thesis all consider saturated traffic load and single-hop connection (that is, any pair of stations
can be directly connected). The following future work can be suggested to extend them to a
more practical network environment:
• The traffic load is non-saturated. In this case, some stations may have no queueing
traffic in some stages, and they will not join channel access competition. In this thesis,
only the saturated traffic load has been considered, because the network performance
under such a scenario can be considered as a lower bound. It is predicted that the
network performance can be improved with the non-saturated traffic load. The Markov
chain models presented in this thesis can be easily extended by adding extra states to
model the post-backoff stage1 used by a station without traffic, similar to that in [35].
• Multiple data frame payload sizes are used. In this thesis, only a fixed data frame
payload size is used. In reality, this size may be various. A larger payload size can
result in that the channel will be occupied for a longer period to transmit it. For the
individual station, using a larger payload size implies that it has some priority for
channel access over other stations using a smaller data frame size and the same backoff
parameters. For the overall network performance, a larger payload size may result in
the performance degrade, especially when the network is seriously congested. The
reason for such a degrade is that a larger payload size can result in a longer period for
the busy channel caused by a collision, and accordingly the channel bandwidth is less
efficiently utilised. The models in this thesis can be easily modified such that various
data frame sizes can be used.
• The impact of physical layers should be investigated. Various physical layer tech-
1After a station successfully transmits a frame or discards it, it will immediately start a new backoff stage
with the minimum contention window CWmin. Such a backoff stage is defined as a post-backoff stage. If this
station has no traffic after the backoff counter reaches zero in this post-backoff stage, the backoff counter will
remain zero and the station may immediately start a transmission once it has traffic.
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nologies have been developed for IEEE 802.11, such as IEEE 802.11a [13], IEEE
802.11b [14], and IEEE 802.11g [15]. Accordingly, they may result in some differ-
ences on the physical layer, such as different set of data rates being supported and
different transmission coverage. However, the same CSMA/CA based DCF or EDCA
are used on the MAC layer. Therefore, the Markov chain models for DCF and EDCA
presented in this thesis can be used independent of the physical layer technology being
used.
• Multi-hop scenario should be considered. In this case, traffic should travel in a hop-
by-hop manner. These hops can be mutually affected. For example, the traffic load at
an interim hop will depend on the performance of all other hops, because its incoming
traffic is from the previous hops, and its ongoing traffic is to the next hops. Also, the
channel access of the interim hop will be affected by the channel access activities of
its adjacent hops.
8.2.2 Future Work on Wireless Cooperative Retransmission
The wireless cooperative retransmission strategies proposed in this thesis have been well in-
vestigated with a symmetric channel system. However, such a a symmetric channel system
may appear unrealistic in a real wireless cooperative communication environment. In a typ-
ical mobile communication system, it is more realistic that the cooperative neighbours are
randomly distributed around the source and the destination, and the quality of their channels
is random accordingly. Therefore, such a random network environment will definitely be
included in our future work, and we are considering Poisson node distribution model, which
is popularly used to model this randomness in this area [133–137].
In addition to the above, the following future work can be suggested:
• A more realistic channel model should be used We have assumed that the chan-
nel is either “on” or “off” in our existing work. Moreover, we have assumed that a
deep fading channel condition is applied to the “off” state such that an unsuccessful
transmission has no impact on the receiver. Such assumptions greatly simplify our
analysis, but they are not consistent with the facts that unsuccessful transmissions may
129
still possibly cause interference to the receiver in a realistic radio channel environment.
Therefore, a more realistic channel model should be considered in the future work.
• The impact of wireless cooperative retransmission on the overall network per-
formance should be investigated. In wireless cooperative retransmission, the coop-
erative neighbours may help the delivery of traffic from the source to the destination.
However, the activities of these cooperative neighbours may cause negative impacts on
the overall network performance. For example, the cooperative neighbours’s own traf-
fic may be delayed, or its cooperative transmission may interfere with other traffic de-
livery activities. Therefore, a trade-off issue between the overall network performance
and the individual traffic delivery arises for wireless cooperative retransmission. Such
an issue has been raised by some recent studies, such as that in [138].
• Multi-hop scenario should be considered: When the source is far away from the
destination and the traffic delivery between them is quite impossible (even with the
help of wireless cooperative neighbours), a practicable solution is to use multi-hop
approach. However, different from traditional multi-hop scenario, wireless cooperative
neighbours will participate in the traffic delivery between adjacent hops. Thus, the
mutual impact of hops will be more complex because cooperative neighbours also
become involved.
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