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Datové sítě se v současné době rozvíjí rychlým tempem, protože poptávka po službách 
přenosu dat velmi rychle narůstá. Díky novým technologiím začínají datové sítě pomalu 
vytlačovat svoje konkurenty a to sítě určené pro přenos hlasu. Hlasové sítě fungují na 
principu přepínání okruhů (circuit switching), na začátku spojení se vyhradí cesta o 
určité přenosové kapacitě, i když po čas přenosu není celá vyžívána. Tím dochází k 
vysoké spotřebě dostupných prostředků, ale je garantována kvalita služeb. Datové sítě 
fungují na principu přepínání paketů (packet switching), kdy není potřeba vyhrazovat 
po dobu přenosu trvalé spojení a také není garantována kvalita přenášených služeb.   
Technologický pokrok umožňuje datovým sítím poskytovat stejné služby, které 
nabízejí sítě hlasové, přenášet hlas VOIP (Voice over IP). Vzniká tak splývání 
hlasových a datový sítí do jedné univerzální „konvergované“ sítě.   
Z tohoto důvodu vnikla laboratoř konvergovaných sítí, kde je potřeba vyřešit 
centralizovanou správu síťových zařízení. Tato centralizovaná správa má být 
unifikovaná, univerzální a efektivní. Usnadní se tím příprava a provádění různých 
experimentů.  
Tématem této diplomové práce je navrhnout a realizovat informační systém, 
který bude sloužit pro centralizovanou správu experimentální datové sítě. Diplomová 
práce je rozdělena do šesti kapitol. První popisuje teoretické aspekty správy sítě. Druhá 
kapitola se věnuje prostředí experimentálních sítí. Ve třetí kapitole je analyzována 
výuka a možnosti konfigurací zařízení v experimentální datové síti vybudované na 
ústavu telekomunikací v laboratoři konvergovaných sítí. Ve čtvrté kapitole je navrhnuta 
centralizovaná správa aktivních prvků experimentální datové sítě. V páté kapitole je 




1 TEORETICKÉ ASPEKTY SPRÁVY SÍTÍ 
Pojem správa sítí zahrnuje prvky řízení, kontroly, dohledu, koordinace a správy 
síťových zdrojů a slouží tak k bezproblémovému chodu sítě. Funkčnost správy sítě je 
nutná i v případech, kdy síť nefunguje zcela správně, je zahlcena, napadena apod. 
Jednotlivé prvky sítě, které se spravují nebo kontrolují, se označují jako řízené objekty. 
Podpora pro správu sítí musí být implementovaná na všech důležitých prvcích sítě, od 
terminálů po směrovače, od stanic po servery, tak aby byla správa skutečně účinná. 
Správa sítě svým charakterem a náplní plně odpovídá managementu podniku, přičemž 
síťová zařízení jsou řízené zdroje v celkovém síťovém prostředí.  
Do oblasti správy sítí patří řada činností, které se vykonávají od počátku 
implementace zařízení do sítí, ale ne automatizovaně. S rostoucí heterogenitou, 
rozsahem a složitostí sítí roste i potřeba automatizace a koordinace těchto činností. Je 
potřeba monitorovat a vyhodnocovat činnost celého systému a podávat o tom hlášení. 
Efektivní monitorování sítě spočívá také ve sledování trendů v síti, což umožňuje 
předcházet potenciálním problémům a zároveň nám poskytuje data, jak síť funguje za 
normálního provozu. Tyto informace slouží jako referenční data v situacích, kdy 
hledáme příčinu aktuálního problému.  
Dále je nezbytné operativně řešit problémy s poruchami v síti a snažit se jim 
předcházet. Problémy v síti nazýváme jakékoliv stavy (náhodné i postupně se 
zhoršující), které vedou k omezení výkonu a kvality služeb. Po provedení analýzy 
problémů, se tyto problémy řeší například rekonfigurací sítě. I když vykonání většiny 
činností spojených s řízením probíhá automatizovaně, vždy za celý komplex správy sítí 
nakonec zodpovídají lidé.  
Uživatelé požadují pro svoji práci bezchybně pracující síť, jež jim zaručuje 
poskytované služby v potřebné kvalitě, ale nezajímá je, jakými prostředky je toho 
dosaženo. Pokud není síť schopná pracovat správně, musí dojít k okamžité nápravě 
nebo alespoň k informování uživatelů o časovém plánu, kdy dojde k plnému obnovení 
provozu. Plánované odstavení sítě za účelem výměny zařízení či jeho software je 
doporučeno uskutečňovat v době nejnižší zátěže sítě.  
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1.1 Oblasti správy sítí 
Obecné zásady pro správu sítě upravuje mezinárodní organizace ISO (International 
Standards Organization [1], která sehrála důležitou roli při standardizaci síťového 
managementu. Tento ISO model síťového managementu se skládá z pěti částí, které 
zároveň odpovídají základním funkcím síťového managementu a je popsán v 
dokumentu označeném OSI Management Framework. Tento dokument je čtvrtou částí 
standardu OSI Basic Reference Model (ISO/IEC 7498-4), popisujícího síťový 
komunikační model.  
 Správa výkonu - performance management - je měření výkonnosti a 
zatížení jednotlivých systémů sítě. Při dobré znalosti těchto parametrů 
(např. zatížení operačního systému, využití šířky přenosového pásma, čas 
odezvy aplikace, atd.) je možné tyto data použít jako podklad pro 
diagnostické testy, jejich analýzu, simulaci provozu a následně pro zahájení 
změn v konfiguraci s cílem dosažení uspokojivé výkonosti celého systému. 
 Správa konfigurace - configuration management - znamená monitorování 
sítě a síťové konfigurace z důvodů poznání vlivu jednotlivých elementů sítě 
na síťové operace. Tyto elementy jsou jak fyzické - servery, pracovní 
stanice, veškeré komunikační prvky (rozbočovače, směrovače, modemy, 
atd.), kabeláž a fyzická topologie sítě, tak logické - síťové operační 
systémy, operační systémy klientů, používané protokoly a aplikace. 
Konfigurační subsystém ukládá veškeré konfigurační informace (ať už 
automaticky zjištěné nebo zadané správcem) do databáze pro snadný další 
přístup. 
 Účetní a evidenční správa - accounting management – zodpovídá za sběr a 
zpracování informací spojeným s využití sítových prostředků jednotlivými 
uživateli. Tyto informace ve formě přehledných reportů umožní správci sítě 
účtovat uživatelům poplatky za využití jednotlivých zdrojů, plánovat 
potřebné změny a růst sítě, případně regulovat přístup uživatelů k 




 Správa poruch a chyb - fault management - je detekce chyb a poruch sítě, 
jejich izolace a záznam do chybového souboru. Následuje buď pokus o 
jejich nápravu nebo alespoň upozornění (alert) uživatelům a správci sítě o 
vzniku problému. Tato oblast síťového managementu je nejrozšířenější, 
protože poruchy sítě jsou samozřejmě nejčastějším důvodem výpadků 
informačních systémů a způsobují významné finanční ztráty.  
 Správa bezpečnosti - security management - řídí přístup k síťovým 
zdrojům podle stanovených pravidel tak, aby nemohlo dojít k 
neoprávněnému přístupu do sítě (ať už úmyslnému nebo neúmyslnému) a 
zničení nebo zneužití dat. Mimo nastavení systému autorizace 
(oprávněnosti přístupu) uživatelů k jednotlivým síťovým zdrojům lze navíc 
samozřejmě i monitorovat např. pokusy o přístup do sítě (zadávání hesla) a 
detekovat tak pokusy o neoprávněný přístup (a po nastaveném počtu 
neúspěšných pokusů přístup uživatele zakázat).  
 
1.2 Architektura správy sítí 
Správa datové sítě může probíhat mnoha způsoby, jejichž použití závisí na rozsahu 
spravované sítě a také na tom, jak velkou kontrolu nad sítí její provozovatel požaduje.  
Nejjednodušší a nejčastěji používané, pro základní kontrolu funkčnosti sítě, jsou 
standardní utility ping, traceroute a jsou součástí každého operačního systému. Tyto 
utility využívají ke své činnosti protokol ICMP – Internet Control Message Protokol a 
slouží k základnímu ověření funkčnosti spojení. 
O něco mále lepší je využívání dohledového software dodávaného s příslušným 
zařízením. Nevýhodou je uzavřenost a možnost použití jen s daným zařízením. 
Používání takového software má opodstatnění jen v případě malých sítí s jedním 
centrálním prvkem, typicky domácí sítě.  
Nejlepší formou správy sítí je nasazení unifikovaných systémů, které používají 
standardizované protokoly pro centralizovaný dohled nad celou spravovanou oblastí, 
která se většinou skládá ze zařízení od různých výrobců. Implementace protokolů je 
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možná pouze v případě, že zařízení sítě tento způsob podporují ve formě agentů (server) 
a v síti se vyskytuje manažer (klient), který sbírá informace od agentů, zpracovává a 







Obr. 1.1:  Příklad umístění agentů a manažera 
Funkce a úkoly managementu jsou rozděleny na dva typy účastníků – agent 
(server) a manažer (klient). 
Manažer – software, který je umístěn na počítači nebo lépe serveru, označovaném 
jako stanice síťového managementu (NMS – Network management server) a který 
zodpovídá za činnosti managementu na objektech spadajících do jeho působnosti. 
Manažer s nimi manipuluje pomocí společného protokolu prostřednictvím agentů. 
Každý manažer má na starosti skupinu zařízení, nad nimiž provádí dohled. V síti může 
být manažerů více a mohou si mezi sebou získané informace vyměňovat.  
Agent – software, který běží na každém řízeném síťovém zařízení (směrovač, 
přepínač, server, diskové pole, záložní zdroj) a má přímí přístup k řízeným objektům 
uloženým v (MIB – Management Information Base). Vykonává operace na objektech, 
které je možné řídit, na základě oprávněných požadavků od manažera a podává zpětné 
hlášení o řízených objektech zpět manažerovi. 
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1.3 Struktura informací pro správu 
Aby bylo možné realizovat správu sítí, musí existovat standardizovaný tvar informací 
pro management a také způsob jejich přenosu mezi systémy. Formát těchto informací se 
skládá ze syntaxe a sémantiky. Syntaxe je soubor pravidel pro zápis symbolů a vyvíjí se 
v závislosti vývoji síťových technologií. Sémantika vyjadřuje význam syntaxe. Důležité 
je, aby tyto informace nebyly závislé na určité platformě. Pro dosažení vzájemné 
propojitelnosti mezi systémy je nezbytné, aby pojetí těchto informací bylo všude stejné, 
jinak je nemožné zajištění konzistence pohledů na informace. Specifikace informací se 
soustřeďuje na pouze na definování dat o síti pro účely managementu, nikoliv na způsob 
provádění managementu. 
Pro dosažení vzájemné propojitelnosti, jsou informace o řízených objektech 
odděleny od funkčních modelů a jsou uloženy v bázi informací pro management (MIB – 
Management Information Base). MIB je hierarchický model řízených objektů, které 
jsou přístupné pro agenty a prostřednictvím protokolu managementu i pro manažery. 
Informace uložené v MIB se definují pomocí: 
 Object Identifier – jednoznačné a jedinečné pojmenování proměnné. 
 Object Descriptor – jedinečné a jednoznačné definování proměnné pomocí 
posloupnosti přirozených čísel, platných v celé MIB. Toto pojmenování 
používá protokol SNMP.  
V souvislosti s MIB se vyskytuje další důležitý pojem struktura informací pro 
management SMI – Structure of Management Information. SMI specifikuje možné 
způsoby na definování a identifikaci typů objektů povolených v MIB, jejich 
pojmenování a syntaxe.   
MIB a SMI jsou nezávislé na používaném protokolu. K managementu síťových 
prvků je potřeba přistupovat takovým způsobem, aby jeho provozování zatěžovalo 
spravované zařízení jen minimálně. Báze informací musí být maximálně jednoduchá a 
obsahovat jen nejnutnější objekty. Proto jsou vyloučeny objekty, jež mají konkrétní 
vztah s jinými již řízenými objekty. Přidání vlastních sledovaných veličin je možné do 
privátní větve. Nestandardní objekty se přidávají do experimentální větve. 
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Hierarchie MIB je tvořena logickým stromem. V této hierarchii patří každý řízený 
objekt do větve Internet, vyobrazeném na obr. 1.2..  Zde se strom rozděluje na šest 
větví. Důležitá je druhá větev Management, je to větev standardních objektů pro 
nástroje na správu sítí. Třetí větev Experimental slouží k experimentálním účelům. 
Čtvrtá větev Private je důležitá pro výrobce zařízení, kteří si v této větvi mohou vytvořit 





















































Obr. 1.2: Struktura stromu MIB 
Ke konkrétní složce se přistupuje hierarchicky, například:  
.iso.org.dod.internet.mgmt.mib-2.system.sysuptime častěji se 
používá přístup pomocí čísel uvedených v závorkách, v tomto případě 
.1.3.6.1.2.1.1.2. Tato identifikace je platná globálně. Dále je uveden seznam 
povinných objektů z jednotlivých kategorií MIB-2 i s jejich zařazením do kategorie, 
typem operace (čtení, zápis) a stručným popisem.  
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Kategorie Systém – obsahuje informace o stavu a typu zařízení 
 sysDescr – čtení, textový popis hardware a software 
 sysUpTime – čtení, čas od startu systému v setinách sekundy 
Kategorie Interfaces (If) – informace o stavech rozhraní 
 IfNumber – čtení, počet rozhraní zařízení 
 IfTable – čtení a zápis, seznam počtu rozhraní (IfNumber) 
 IfIndex – čtení, číselná identifikace rozhraní 
 IfMtu – čtení, největší možná velikost rámce v bajtech 
 IfType – čtení, číslo označující typ rozhraní 
 IfSpeed – čtení, odhad aktuální rychlosti rozhraní v bit/s 
 IfPhysAddres – čtení, fyzická adresa rozhraní 
 IfInOctets - čtení, celkový počet přijatých bajtů 
 IfINErrors – čtení, počet jednotek obsahujících chybu 
Kategorie Address Translation (At) – informace o překladu adres 
 AtEntry – čtení i zápis, záznamu v tabulce překladu 
 AtIfIndex – specifikace rozhraní, kterého se záznam týká 
 AtPhysAddress – čtení i zápis, fyzická adresa 
 AtNetAddress -  čtení i zápis, relace fyzické a síťové adresy 
Kategorie Internet Protokol (IP) – informace o směrování a z IP vrstvy 
 IpDefaultTTL – čtení i zápis, výchozí hodnota TTL z IP záhlaví 
 IpInReceives – čtení, celkový počet přijatých datagramů 
 IpInHdrErrors – čtení, celkový počet vstupních datagramů s chybou v hlavičce 
 IpInDiscards – čtení, počet zahozených paketů z důvodu přetížení prvku 
 IpNoRoutes – čtení, počet zahozených datagramů z důvodu nenalezení cesty 
 IpFragOK – čtení, počet úspěšně fragmentovaných datagramů 
 IPFragFails – čtení, počet datagramů s příznaken nefragmentovat (do not 
fragment), které bylo potřeba fragmentovat 
 IpRoutingTable – čtení i zápis, směrovací tabulka 
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Kategorie ICMP (Internet Control Message Protokol) – informace o dostupnosti 
 IcmpInMsgs – čtení, celkový počet přijatých ICMP zpráv 
 IcmpDestUnreachs – čtení, počet zpráv cíl nedostupný (destination ureachable) 
 IcmpInEchos – čtení, počet zpráv výzvak odezvě (echo request) 
1.4 SNMP (Simple Network Management Protokol) 
Protokol SNMP se vyvíjí již několik let a prošel několika fázemi a verzemi. Vzhledem 
ke své jednoduchosti a funkčnosti je dnes nejpoužívanějším protokolem pro správu sítí. 
Pomocí SNMP lze jednoduše zjišťovat informace za zařízení na síti, aniž bychom 
k němu potřebovali fyzický přístup.  SNMP je asynchronní, transakčně orientovaný 
protokol založený na modelu klient – server. Strana klienta, snmp manažer, posílá 
periodicky požadavky na server, v jednodušším případě je to prohlížeč událostí (snmp 
browser) nebo NMS systém. Stranu serveru tvoří snmp agenti (snmp server), kteří 
reagují na požadavky klienta na základě výzev. Pouze malá část  zpráv přichází 
k manažerovy bez předchozí výzvy, jsou to tzv pasti (trap), zprávy o mimořádných 
událostech, na jejichž základě manažer iniciuje další činnosti. Množina pastí je v rámci 
protokolu SNMP značně omezena s cílem udržet jednoduchost a minimalizovat provoz 
v síti generovaný managementem.   
 Pro přenos dat se používá UDP protokol s transportní adresou 161 pro běžnou 
komunikaci a pro pasti (trap) je použita transportní adresa 162. Formát SNMP zpráv je 
na Obr. 1.3. Každá přenášená zpráva je reprezentována pouze jedním datagramen 
protokolu  (UDP) a složena ze dvou částí – hlavičky a vlastní datové části PDU (Prtokol 
Data Unit). První položkou hlavičky je číslo verze protokolu SNMP, další je jméno 
SMNP komunity –  Comunity Strings. Vlastní datová část obsahuje jeden ze 
specifikovaných SNMP příkazů a položku objektu, která je předmětem transakce. 
























Formát zprávy Get, GetNext
GetResponse a Set
 
Obr. 1.3: Formát SNMP zpráv 
Význam jednotlivých polí je následující: 
 RequestID – přiřazuje požadavky s odpověďmi 
 Error status – indikuje chybu a její typ 
 Error index – přiřazuje chybu proměnné z pole variable bindings 
 Variable Bindings – obsahuje vlastní datovou část, přiřazuje daným 
proměnným jejich aktuální hodnoty (vyjma Get a GetNext) 
Formát zprávy trap obsahuje tyto pole: 
 Enterprise – identifikuje typ objektu, který vygeneroval trap 
 Agent address – je adresa objektu, který vygeneroval trap 
 Generic trap type, Specific trap code – identifikují typ a kód trapu 
 Time stamp – čas mezi poslední reinicializací sítě a vygenerováním trapu 
 Variable bindings – seznam proměných, které obsahují relevantní 
informace k danému trapu 
Důležitou částí SNMP komunikace je zabezpečení přístupu jednotlivým objektům. 
Jedná se o definování přístupových práv k SNMP agentu z různých SNMP manažerů. 




V první specifikaci protokolu SNMP bylo ustanoveno několik jednoduchých 
příkazů, které jsou popsány v tabulce Tab. 1.1, jejichž provedení se nepotvrzuje. 
Ověření zápisu (set-request) je možné provést následným načtením (get-request) 
zapsané hodnoty. Komunikace je graficky znázorněna na obr. 1.4.  Je to však zbytečné, 
protože agent zápis potvrzuje zprávou get-response, kde se nachází nova hodnota 
proměnné, jež byla změněna příkazem set-request.  
Tab. 1.1: Operace protokolu SNMP 









žádost o získání hodnoty uřčité proměné, bez udání 
jejího přesného  jména (další hodnota v tabulce) 
 
 
get-response odpověď agenta  na žádost čtení nebo zápis 
 
 
set-request příkaz na zápis hodnoty do specifikované proměné 
 
 
trap asynchroní událost iniciovaná agentem 
 
      









































































Obr. 1.4:  Typy zpráv a spojení mezi agentem a manažerem SNMP 
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1.4.1 Verze protokolu SNMP 
V současné době existují tři verze protokolu SNMP: 
SNMP v1 – má již v základu integrované bezpečnostní funkce, které se zaměřují 
pouze na zabezpečení z hlediska přístupu. To znamená identifikace entit oprávněných 
vyžadovat operace managementu, identifikaci povoleného typu operace a identifikaci 
informací, které budou dostupné povoleným operacím. V SNMP datagramu je položka 
komunita. Komunita představuje jedinečné textové pole, ve kterém jsou sdruženy 
všechny tři uvedené identifikace (operace, entity, informace). Toto pole je po síti 
přenášeno v otevřené podobě, je ho možno snadno zjistit zachycením datagramu SNMP. 
SNMP v2 – opustil myšlenku komunit a řeší zabezpečení jiným způsobem. Metoda 
je to velmi složitá, obtížně konfigurovatelná a není zatím plně implementovaná ve všech 
zařízeních. Protokol je rozšířen o dvě nové operace – get-bulk-request a inform. 
Operace get-bulk-request umožnuje manažerovi si vyžádat k přečtení  celou množinu 
informací z MIB místo jediné. Pro komplexní management sítě slouží operace Inform, 
která poskytuje dvěma manažerů možnost komunikace mezi sebou navzájem a 
informovat se tak o určité události. 
SNMP v3 – doplňuje SNMP v1 a 2 novým formátem zpráv, bezpečnostním 
mechanizmem zpráv a řízením přístupu k novým zařízením. Bezpečnostní 
mechanizmus umožňuje ochranu SNMP zpráv při cestě sítí před změnou, zničením, 
odposlechem a také ověřuje (verifikuje) zdroj SNMP zprávy. Tím se uplatní služby 
zachování integrace a důvěrnosti dat, verifikace zdroje a zamezení zpoždění nebo 
opakování zpráv. Bezpečnost je zaručena na několika úrovních. Zprávy lze šifrovat 
pomocí DES (Data Encryption  Standard), kdy komunikující strany sdílejí stejný tajný 
klíč a jím šifrují celé zprávy. Pro autentizaci se používá technika MAC (Message 
Autentication Code), aby se zajistila identita a oprávněnost vysílací stanice a integrita a 
aktuálnost dané zprávy.  MAC je funkcí obsahu zprávy a také tajného klíče. Před 
odesláním se ke zprávě připojí hashovaný kód zprávy (HMAC).  Příjemce pomocí 
tajného klíče (sdílený tajný klíč je nastaven na obou zařízeních) zjistí MAC příchozí 
zprávy a výslednou hodnotu porovná s autentizačním kódem odesilatele, který je ke 
zprávě připojen[3].    
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1.5 Správa infrastruktury 
Propojovací zařízení můžeme spravovat několika způsoby. Vždy záleží protokolové 
podpoře implementované v prvku (síťový, konzolový) dále v jakém aktuálním stavu a 
na jaké síti vzhledem k lokalitě centra správy se zrovna nacházejí. Níže jsou uvedeny 
všechny možnosti:  
 Konzolový port - téměř každý aktivní prvek má konzolový port. Tento port 
nabízí možnost připojení terminálu, jehož prostřednictvím lze s prvkem 
pracovat. Pomocí konzolového portu se přihlašujeme přímo, tedy bez použití 
síťového spojení. Konzola představuje samozřejmě jedinou možnost instalace 
zařízení do datové sítě, protože v tomto okamžiku ještě žádná síť není 
nakonfigurována a tedy žádné síťové spojení neexistuje. 
 Pomocný port (AUX) - některá zařízení mají vyveden jeden pomocný port 
pro připojení k modemu. Rozdíl mezi konzolovým a pomocným portem je ten, 
že pomocný port obsahuje logiku na ovládání modemu, přes který je možné 
vzdáleně tento prvek spravovat. 
 Telnet - jakmile je aktivní prvek řádně nastaven pro fungování v datové síti, 
správa se provádí vždy pomocí terminálových relací program Telnet nebo SSH. 
 SSH - je to zabezpečená náhrada telnetu, po dobu celého spojení jsou data 
přenášena šifrovaně. 
 HTTP - znamená ovládání zařízení přes grafické menu, které zprostředkovává 
integrovaný webový server. HTTPS je tunelovaná varianta http přes protokol 
SSL. 
 SNMP - slouží pro vzdálený sběr dat, které jsou definovány mezinárodním 
standardem. Sběr dat může být autonomní, monitorované zařízení reaguje na 
předem nadefinovanou určitou událost, tím že automaticky zašle informace o 




1.6 Nástroje pro správu  
Logickým současným trendem síťové správy jsou integrovaná řešení, pokrývající 
všechny potřeby managementu sítí, serverů, klientských stanic, síťových zařízení a 
aplikací. Tato řešení umožňují správcům systému proaktivně detekovat aktuální nebo 
zatím jen potenciální problémy (bez ohledu na jejich původ), určit nejlepší řešení k 
vyřešení těchto problémů a konečně umožňují rekonfiguraci lokálních i vzdálených 
zařízení k odstranění problémů.  
Společnými rysy těchto integrovaných řešení jsou: 
 SNMP síťová konzola pro monitorování síťových zařízení.  
 Síťový a systémový agenti pro monitorování aplikací.  
 Nástroje pro konfigurování a monitorování síťových klientů.  
 Administrativní nástroje pro lokální i vzdálené servery.  
 Nástroje pro inventarizaci zdrojů a generování reportů.  
 
 
Integrovaná řešení tohoto typu dnes existují v podstatě ve dvou verzích. Zjednodušeně 
lze říci, že buď jsou to proprietární řešení jednotlivých dodavatelů, která sice obsahují 
většinou všechny výše uvedené funkce a nástroje, nejsou ale otevřená a nedovolují 
rozšiřování systému. Na druhé straně to jsou produkty, které tyto funkce a nástroje 
zdaleka neobsahují (mimo základních topologických a SNMP nástrojů), slouží ale jako 








2 PROSTŘEDÍ EXPERIMENTÁLNÍCH SÍTÍ 
Datové sítě jsou ucelený soubor koncových zařízení, přenosových, spojovacích, 
signalizačních, dohledových a řídících prostředků pro zajišťování kvality požadovaných 
datových služeb a jsou životně důležitá pro chod společnosti. Naproti tomu 
experimentální sítě slouží výhradně k různým testům, laboratorním úlohám, ověřování 
zabezpečení, vývoji nových služeb a aplikací na reálném hardwarovém vybavení. Takže 
ve srovnání s klasickou sítí, která slouží k provozu v dané organizaci.  Je to sít, která 
není životně důležitá pro chod společnosti, ale je oddělená od produkční sítě 
bezpečnostním prvkem Obr. 2.1. tak, aby bylo možné se připojit do vnější sítě a 











2.1 Specifika experimentální sítě 
Nejprve je potřeba si uvědomit, jaké cíle má experimentální síť splňovat 
v dlouhodobém měřítku. Stanovit si, jaké síťové protokoly se budou používat. Zvolit 
vhodné rozsahy adres. Vybrat správná zařízení. Pro vybudování experimentální sítě 
neexistuje přesný návod, který by neomylně vedl k optimálnímu řešení. Je to proto, že 
je třeba brát v úvahu množství kritérií souvisejících s možností nabídky technologií, 
propojovacích a koncových systémů.  
 
2.2 Problematika návrhu experimentů 
Vždy nastane situace, kdy je potřeba navrhnout nový experiment, popřípadě upravit 
nebo rozšířit již existující. Nejprve by měla proběhnout analýza konkrétních potřeb tak, 
aby byly promyšleny pokud možno všechny možné situace. Obecně by měl návrh 
probíhat v pevně daném sledu činností:  
 Definice experimentu – v tomto kroku jsou posbírány poznatky, 
zkušenosti, představy o technickém a programovém vybavení. Musí být 
vypracován rámec funkcí, které budou použity pro řešení daného 
experimentu. Doporučuje se takovýto seznam zpracovat pomocí některého 
problémově orientovaného popisného jazyka. Nepřesná nebo nejasná 
definice experimentu může vést k jeho špatnému pochopení a tím i ke 
špatné specifikaci. Při definování chování experimentu se musí vzít v úvahu 
technické možnosti řešení. Definice experimentu by měla obsahovat zadání 
vstupních a výstupních dat (jejich strukturu, formát, přípustné hodnoty a 
v případě výstupních dat také jejich závislost na vstupních datech) a také 
definici výjimečných situací (reakcí na chybná vstupní data). Forma 
definice experimentu závisí na jeho složitosti. U velmi rozsáhlých 
experimentálních sítí je obzvláště důležitá jednoznačná definice 
experimentu.  
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 Specifikace chování experimentu – zahrnuje úplné chování experimentu v 
čase. V tomto bodě se provede simulace chování experimentu a tím se 
verifikuje správnost návrhu. Tento postup umožní předem odhalit různé 
chyby a umožní ušetřit prostředky na vývoj špatně navržených 
experimentů. Dále se provádí rozklad celého experimentu na menší 
jednodušší experimenty a tyto dílčí experimenty se ještě dále cyklicky dělí 
podle potřeby. Výsledkem je návrh abstraktního experimentu, který určuje 
architekturu experimentu, jednotlivých zařízení experimentu a rozhraní 
mezi nimi, popisuje celkové chování experimentu a specifikuje datové 
struktury. 
 Implementace – převádí navržený abstraktní experiment do zápisu 
operačního programu použitých zařízení. Stanovuje se, jakým způsobem 
budou realizovány požadované funkce experimentu dle specifikace. Tento 
převod může být prováděn poloautomatizovaně - prostřednictvím výrobcem 
dodaného webového rozhraní nebo ručně – zápisem přímo do příkazové 
řádky operačního systému. Součástí implementace musí být ověření a 
ladění jednotlivých spolupracujících zařízení, což vede k celkové 
spolehlivosti budoucího experimentu. Výsledkem implementace je 
prototyp. Prototyp experimentu se následně zkušebně nasadí do provozu na 
experimentální síti. Pak se statisticky vyhodnotí výsledky zkušebního 
provozu a zkušenosti s údržbou experimentu. 
 Reálné nasazení – poskytnutí odladěného experimentu dalším 
experimentátorům pro potřeby ověření určitého problému nebo jako 
inspirace pro založení nového jiného experimentu. Nedílnou součástí 
nasazení je také údržba. Mohlo by se zdát, že když je experiment nasazen a 
využíván ke svému účelu, již není potřeba nic dělat. Experiment je potřeba 
po celou jeho dobu existence udržovat a spravovat. Správa zahrnuje opravu 





3 ANALÝZA AKTUÁLNÍ SITUACE  
3.1 Elerearning 
Na ústavu telekomunikací fakulty elektrotechniky a komunikačních technologií 
Vysokého učení technického (dále jen VUT) v Brně je většina studijních materiálů 
zpřístupněna studentům i akademickým pracovníkům přes elearnigový systém Moodle, 
který je přímo propojen s informačním systémem VUT. Moodle tak využívá data 
týkající se databáze uživatelů a předmětů v jednotlivých studijních programech. Na 
základě tohoto propojení se uživatelům zpřístupní dostupné kurzy.  
 
 
Obr. 3.1:  Okno eLearningu Moodle na VUT 
Po přihlášení do portálu univerzity se na záložce eLearning objeví okno Obr. 3.1, které 
je přizpůsobeno konkrétnímu uživateli. Obsah levého a pravého sloupce je dán 
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nastavením, které zvolil administrátor a obsahuje doplňkové moduly. V centrální části 
je umístěn přehled jednotlivých kurzů přihlášeného uživatele. 
Po kliknutí na zvolený předmět (BARS) se zobrazí jeho obsah Obr. 3.2. Dále již 
záleží na uživateli, jaké činnosti zde bude provádět, může si zobrazit studijní materiál 
k přednášce, nastudovat návod a připravit se tak na laboratorní cvičení nebo je-li 
zpřístupněn test, absolvovat elektronickou formu testu.  
 
 
Obr. 3.2: Zobrazení obsahu předmětu Architektura sítí (BARS) 
Hierarchie uživatelů je rozdělena na role (práva) administrátora, učitele a studenta. 
Učitelé mají na rozdíl od studentů právo editovat vlastní předměty. Obecně platí, že 
Moodle má jednu databázi uživatelů, ve které nejsou předem určeny role učitelů a 
studentů.  Primárně jsou tyto role ke každému předmětu nastaveny na základě údajů 
z informačního systému VUT  (IS). Kromě toho může garant předmětu přiřadit 
k předmětu další libovolné učitele a studenty, které vybere z databáze uživatelů IS 
VUT[4]. 
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3.2 Vybavení laboratoře konvergovaných sítí 
V současné době jsou v experimentální datové síti použity různá síťová zařízení od 
předních světových výrobců. Tím má být zajištěna bohatá rozmanitost výběru zařízení 
pro provádění experimentů. Počet těchto zařízení není konečný a bude se nadále 
rozšiřovat. Klíčovými prvky experimentální datové sítě jsou směrovače, přepínače, 
vícevrstvé přepínače, rozbočovače a přídavné prvky. 
3.2.1 Přepínače 
Přepínače pracují na druhé (linkové) vrstvě modelu OSI. Hlavní funkcí přepínačů je 
přepínání rámců na základě informací uložených v přepínací tabulce. Tato tabulka 
obsahuje vazbu mezi hardwarovou adresou (MAC) a odpovídajícím portem, kam je 
stanice připojena přímo. Budování tabulky probíhá zcela autonomně. Přepínač si 
z příchozích rámců čte cílovou fyzickou adresu určující, kam se bude rámec přepínat, 
ale také zdrojovou adresu, a tu si pak s číslem portu zaznamená do tabulky (nemá-li 
tento záznam v tabulce z předchozích rámců). Přijde-li pak rámec na tuto adresu, 
přepínač záznam vyhledá a přepojí rámec na příslušný port. Pro správnou funkci sítě 
s přepínači je požadována stromová struktura, aby nemohlo dojít ke zhroucení sítě 
vlivem rámcových bouří. Pro zvýšení dostupnosti se budují redundantní spoje, které je 
nutné za normálních okolností uvést do stavu blokovaný. O to se stará protokol 
označovaný jako SPT (Spanning Tree Protokol) řešící problematiku stromové struktury 
pomocí algoritmu STA (Spanning Tree Algorithm). Přepínače si pravidelně testují stavy 
linek a v případě výpadku aktívního spoje zajistí algoritmus STA obnovení konektivity 
stromu aktivováním náhradního spoje.  
Přepínače na druhé (linkové) vrstvě modelu OSI označované  L2 zastupují dva 
prvky Planet FSG 2620 PVS. Jedná se o standardní 24 x 100Mb/s portové L2 přepínací 
zařízení se dvěma kombinovanými (metalické / optické) porty 1Gb/s. 
 
Obr. 3.3: L2 přepínač Planet FGSW 2620 PVS 
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3.2.2 Směrovače 
Směrovače jsou síťové prvky pracující na třetí (síťové) vrstvě modelu OSI. Jejich 
hlavním úkolem je směrování paketů jednotlivými sítěmi ležícími na cestě mezi 
zdrojovou a cílovou sítí. Směrovače umožnují vytvářet složité síťové konfigurace 
polygonálního charakteru, které dovolují existenci více cest k danému cíli a tak zajišťují 
vysoký stupeň zabezpečení konektivity. Směrovače pracují podle určitého směrovacího 
mechanizmu, kdy si každý směrovač buduje na základě s ostatními směrovači podle 
určitého směrovacího protokolu vlastní směrovací tabulku. Směrovací tabulky mohou 
být: 
 Statické - směrovací informace jsou uloženy do tabulky ručně při konfiguraci 
směrovače. Změny musí být prováděny také ručně nebo pomocí řídícího 
protokolu síťové vrstvy. Je to vhodný způsob pouze pro jednoduché a málo 
měnící se sítě.  
 Dynamické – směrovací uzly si mezi sebou pravidelně vyměňují směrovací 
informace, čímž získávají informace o struktuře a stavu sítě, ze kterých si budují 
směrovací tabulky. To oproti statickému směrování částečně zatěžuje síť. 
Výměny jsou zajišťovány směrovacími protokoly. Tento způsob je vhodný pro 
rozsáhlé nebo často se měnící sítě. 
Nedílnou součástí experimentální sítě jsou směrovače modelové řady CISCO 1800.  
 
Obr. 3.4: Směrovač CISCO řada 1800 (přední panel) 
 
Obr. 3.5: Směrovač CISCO 1812W (zadní panel) 
Jeden je typu 1811, dva typu 1812 a tři typu 1812W. Jednotlivé typy se od sebe odlišují 
podporou fyzických rozhraní (ISCN S/T konektor, modemový konektor V.92, Wifi 
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anténní konektor). Ostatní rozhraní (osmi portový integrovaný přepínač 100Mb/s, dva 
WAN porty 100Mb/s, konzolový a pomocný port) jsou identická viz Obr. 3.5. 
3.2.3 Vícevrstvé přepínací prvky 
Tradiční přepínače pracují na druhé vrstvě modelu OSI. První vícevrstvé přepínače 
začaly používat označení L3 - přepínače na třetí vrstvě OSI (Layer 3 Switching), 
protože umožňovaly směrování mezi sítěmi VLAN. Jedná se o směrování prováděné 
hardwarově. Důvodem pro zavedení této technologie byl problém výkonných 
přepínačů, kterými byly nahrazovány hraniční směrovače, protože byly velmi drahé a 
málo výkonné. Jenomže slabinou přepínačů bylo a stále je, že přenášejí všesměrové 
pakety a tím pádem se sítě s vysokým počtem stanic začaly zahlcovat. Směrovače 
znovu našly uplatnění v propojování částí sítí oddělených VLAN postavených na 
přepínačích. Jako nejlepší řešení se ukázalo integrování směrování do přepínačů. 
V podstatě se jedná o obdobu přepínání na druhé vrstvě, ale přepínání na třetí vrstvě je 
řešeno rozšířením rozhodovacího algoritmu o tabulku IP adres.  
Mezi vícevrstvé přepínací prvky patří přepínače na třetí (síťové) vrstvě modelu OSI 
označované L3 a přepínače na čtvrté až sedmé (transportní až aplikační) vrstvé modelu 
OSI označované L4-7. L3 přepínače jsou prvky s hardwarovým směrováním (směrovač 
je integrován přímo do hardware přepínače).  L3 zastupují zařízení HP ProCurve 2626 
(Obr. 3.6) a  Linksys 2008P (Obr. 3.7)  
 
Obr. 3.6: L3 přepínač HP Procurve 2626 
 
Obr. 3.7: L3 přepínač Linksys SRW 2008P 
L4-7 přepínače přepínají podle informací ve čtvrté (transportní) a sedmé 
(aplikační) vrstvě, informace na páté a šesté vrstvé modelu OSI se nevyužívají. Tyto 
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přepínače se označují „Content switching“ a používají se pro rozložení zátěže (load 
balancing) na aplikační servery. Tento typ přepínače zastupuje Alied Telesys AT 8624T 
(Obr. 3.8) 
 
Obr. 3.8: L4-7 přepínač Alied Telesyn AT 8624T 
3.2.4 Přídavné prvky 
Na chod sítě nemají přídavné prvky zásadní vliv. Jejich prostřednictvím je možno 
ovlivňovat chování zařízení, které se dostanou ať už vlivem poruchy nebo jiným 
způsobem do stavu, jenž vylučuje řízení standardní cestou datové sítě. Mezi tyto 
specializované prvky patří: 
 Konzolové servery - sdružují více konzolových připojení do jednoho místa a 
dále je zprostředkovávají tunelováním přes datové sítě až do koncového bodu. 
 Více-portové spínače napájení – umožňují vzdáleně přes datovou síť ovládat 
napájení zařízení, které jsou přes tento typ přídavného prvku napájena.   
Konzolový server ALTUSEN SN 0116 (Obr. 3.9), zvládá tunelování až 16-ti 
současných konzolových připojení přes datovou síť. Je osazen 16-ti RJ-45 konektory se 
signály dle specifikace RS-232.  
 
Obr. 3.9: Konzolový sever ALTUSEN SN 0116 
 
Obr. 3.10: Více-portový ovladač napájení ALTUSEN PM 910 
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3.3 Správa propojovacích zařízení  
Propojovací zařízení můžeme spravovat několika způsoby. Všechny prvky jsou osazeny 
konzolovým portem. Pomocí konzolového portu se přímo naváže terminálové sezení, 
které je nezávislé na stavu datové sítě. V terminálovém sezení se objeví příkazově 
orientované rozhraní (CLI) (Obr.3.11) nebo dialogové menu (Obr.3.12). Hlavním 
důvodem pro používání CLI místo dialogového menu je rychlost zadávání příkazů. 
Příkazy se zadávají jeden za druhým namísto zanořování se do menu a pod-menu a 
opětovné vynořování. 
 
Obr. 3.11: Příkazově orientované menu (CLI) přepínače Alied Telesys 
 
Obr. 3.12: Dialogové menu přepínače Planet FSGW 2620PVS 
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3.3.1 Přehled možných připojení 
Spravovat zařízení můžeme přímo přes konzolový port, který není závislý na nastavení 
zařízení a stavu datové sítě. Nebo přes síťový port, který je závislý na správném 
nastavení zařízení a na funkční datové síti. Z toho vyplývá, že připojení přes konzolový 
port můžeme použít vždy, ale připojení přes síťový port se hodí jen pro sítě, kde se 
zásadně nemění jejich nastavení adresového prostoru. 
Tab. 3.1: Možné způsoby konfigurace aktivních síťových prvků 
       
 
 Zařízení 









menu   
 Alied Telesyn AT 8624T      
 Cisco 1800      
 HP ProCurve 2626      
 Linksys SRV 2008P      
 Planet FGSW 2026 PVS      
 
3.3.2 Úrovně správy 
Z bezpečnostních důvodů je správa propojovacích prvků rozdělena do několika úrovní. 
Každá úroveň se liší množstvím zobrazovaných informací, počtem povolených příkazů 
a je zabezpečena jiným přístupovým heslem. Základními úrovněmi jsou: 
neprivilegované, privilegované a konfigurační. Dále budou popsány úrovně správy pro 
nejvíce zastoupené směrovače CISCO (Obr. 3.13).  
Provoz směrovačů CISCO zajišťuje CISCO IOS (Internetwork Operating 
System). IOS je operační systém, který obsahuje pevně integrované speciální 
směrovací, přepínací, propojovací a telekomunikační služby. Nejvíce využívanou 
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možností, jak s operačním systémem IOS komunikovat, je prostřednictvím 
charakteristického příkazového řádku (CLI), jehož styl je možno nalézt i u jiných 
síťových produktů.  
Se systémem IOS CLI lze pracovat v několika módech (uživatelský, privilegovaný 
a neprivilegovaný). Nejzákladnějším módem je uživatelský mód. Je to výchozí mód 
potřebný pro vstup do privilegovaného módu (Obr. 3.13).  Aby uživatel věděl, ve 
kterém režimu se aktuálně nachází, je mu na začátku příkazového řádku zobrazena 
výzva pro vkládání příkazů, která odlišuje jednotlivé módy a změní se pokaždé, když 









Obr. 3.13: Přehled konfiguračních úrovní IOSu společnosti CISCO 
Neprivilegovaný režim je uvozen výzvou „>“ a je výchozím módem pro práci se 
zařízením. V tomto módu je možné provádět neprivilegované příkazy: telnet, ping, 
rlogin a zobrazovat informace, které nejsou považovány za důvěrné (nejsou považovány 
za bezpečnostní riziko), jako například zobrazení veze IOS, detailní informace o 
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rozhraních, ARP tabulky. Všechny dostupné příkazy v tomto režimu zobrazí pomocí 
příkazu „show ?“.  Tento mód je běžně chráněn heslem a je první bezpečnostní bariérou 
pro neautorizovaný přístup.  
Privilegovaný režim slouží k nastavování zařízení a je uvozen znakem „#“. Do 
tohoto režimu se uživatel přepne zadáním příkazu „enable“ a znovu se musí 
autentizovat. Je to druhá bezpečnostní zóna před neoprávněným vniknutím. Z tohoto 
režimu je možné vstupovat do dalších módu bez zadávání hesla. V privilegovaném 
módu je možnost práce mnohem větší než v neprivilegovaném módu. Jsou tu příkazy 
pro: monitorování stavů (debug, logging), práci s pamětí (copy, erase, format, replace), 
práci se zařízením (reload, reset) a zobrazování informací (show runnung-config,    
show startup-config, atd.). 
Konfigurační mód se liší od ostatních módů možností nastavování, které lze 
v tomto módu provádět a je uvozen výzvou „config“. Přes globální konfiguraci lze 
přejít ke konfiguraci ACL, rozhraní, názvu směrovače. 
Mód konfigurace směrování „config-router“ slouží pro nastavení směrovacích 
protokolů.  
3.3.3 Vlastní programování zařízení 
Nejlépe se zařízení konfigurují přes konzolový port. Průběh programování síťových 
zařízení se sestává z několika kroků: 
 Rozpoznání stavu, v jakém se komunikace se zařízením nachází. 
 Odhlášení a přihlášení s patřičnou úrovní pro přeprogramování. 
 Uvedení do stavu továrního nastavení (factory default). 
 Naprogramování dle požadovaného scénáře. 
 Verifikace správného naprogramování 
 Uložení programu do pevné paměti, programování probíhá vždy jen do 
paměti RAM. 
 Upozornění obsluhy v případě vzniku chyby v některém 
z předchozích  kroků. 
 Řádné odhlášení a ukončení spojení. 
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Pro centralizovanou správu je důležité tyto kroky automatizovat pomocí skriptu nebo 
knihovny vyšších programovacích jazyků.   
 
3.3.4 Vzdálená správa zařízení 
Vždy záleží protokolové podpoře implementované v prvku (síťový, konzolový), 












Obr. 3.14: Připojení síťových prvků experimentální sítě přes konzolový server 
Využitím konzolového serveru se sjednotí přístup k fyzickým zařízením a ustálí 
počet kroků pro vlastní naprogramování. Nebude již nutné neustále hledat správný typ 
propojovacího konzolového kabelu. V době vzniku prvních aktivních prvků vzniklo 
pravidlo nejen pro komunikaci na konzolových portech, které uvádí, že prvky stejného 
typu (DTE a DTE) musí být vždy propojeny kříženým kabelem a prvky různého typu 
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(DTE a DCE) se propojují kabelem nekříženým. Zařízením, které je vždy typu DTE je 
koncový prvek (terminálový počítač). V současné době neexistuje standard, který by 
výrobcům hardware nařizoval, jaký typ konzolového portu mají ve svých zařízeních 
použít. A tak se v zařízeních vyskytují oba typy portů. Ke konzolovému serveru byly 
vyrobeny redukce obojího typu. Od této chvíle budou konzolové porty jednotlivých 
síťových prvky zapojeny pouze do konzolového serveru (Obr. 3.14). Na konzolovém 
serveru budou také nastaveny správné přenosové rychlosti komunikace. Tím se stane 





















4 CENTRALIZOVANÁ SPRÁVA 
EXPERIMENTÁLNÍ DATOVÉ SÍTĚ 
Na navržený systém jsou kladeny následující požadavky (Obr. 4.1): 
 Webově orientovaný přístup. 
 Optimalizace pro zobrazování stejného obsahu ve všech prohlížečích. 
 Programovací jazyk PHP 
 Data uložena v databázi MySQL. 
 Snadná manipulace s experimenty. 
 Možnost integrace do elearningového systému MOODLE  

















4.1 Moduly systému návrh 
Systém bude modulární a bude postaven na PHP frameworku. Důvodem používání 
frameworku je usnadnění vývoje aplikací tak, aby se programátor mohl soustředit na 
své zadání a nemusel neustále řešit rutinní práce s HTML elementy. Framework se 
skládá ze základních a rozšiřujících částí. Základní části definují celkovou architekturu 
softwarové struktury, její komponenty a vztahy mezi nimi. Tyto části se nemění 
budoucím použití frameworku. Naproti tomu rozšiřující části jsou komponenty, které 
spolu s kódem programátora vytvářejí zcela specifickou funkcionalitu a jsou vždy jiné. 
Modulární architektura (Obr. 4.2) zase zaručí, snadné rozšiřování systému. 
S novými požadavky na funkcionalitu nebude nutné psát celý systém znovu, ale postačí 


















Obr. 4.2: Architektura modulů a datových toků 
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Jednotlivé moduly budou uživatelům přístupné na základě přístupových práv 
(ACL).  Vzhled systému bude tvořen uživatelsky přívětivým prostředím pro snadnou 
orientaci a správu obsahu.  
4.1.1   Modul uživatelů 
Velmi důležitý modul sloužící k vytvoření, editování, vymazání nebo případné 
zablokování uživatelských účtů. V tomto modulu budou důležité kontaktní údaje 
(jméno, příjmení, email) na každého uživatele. Počítá se také s tím, že na začátku 
výukového období bude seznam experimentátorů jednoduše importován z centrálního 
informačního systému univerzity.  
4.1.2 Modul uživatelských skupin 
V informačním systému bude možné definovat libovolný počet uživatelských skupin. 
Pomocí těchto skupin budou nastavována stejná oprávnění na příslušnou část 
informačního systému jako nastavení práv samotným uživatelů. Uživatelské skupiny 
zjednoduší správu systémových práv při větším počtu uživatelů. V systému budou 
předefinovány následující uživatelské skupiny: 
V informačním systému bude možné definovat libovolný počet uživatelských skupin. 
Pomocí těchto skupin budou nastavována stejná oprávnění na příslušnou část 
informačního systému jako nastavení práv samotným uživatelů. Uživatelské skupiny 
zjednoduší správu systémových práv při větším počtu uživatelů. V systému budou 
předefinovány následující uživatelské skupiny: 
 Administrátor systému - bude na podle požadavků správce laboratoře inovovat a 
upravovat IS, dále zabezpečovat správná chod celého systému a dbát na 
pravidelné zálohování všech dat. 
 Správce laboratoře - definuje obecná pravidla pro používání hardwarového a 
softwarového vybavení. Zajišťuje správné zavedení nebo naopak odstranění 
všech zařízení do informačního systému a jejich fyzickou montáž / demontáž. 
Spravuje uživatelské role. 
 Správce uživatelských dat - stará se o uživatele, kterým přiděluje role. 
 Experimentátor - vytváří a upravuje si vlastní scénáře experimentů obsahující 
konfigurace vybraných zařízení. 
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 Běžný uživatel - má možnost pouze vybrat z již přednastavených scénářů a tento 
scénář aplikovat do určených zařízení například pro změření laboratorní úlohy v 
rámci cvičení. 
 
4.1.3 Modul scénářů  
V modulu scénářů bude přehledná tabulka s nejdůležitějšími informacemi o scénáři, 
jako je: název, tvůrce a stavu scénáře a časová informace o začátku a konci nasazení 
scénáře do experimentální sítě. Další položky budou seznam referenčních prvků a jim 
odpovídající fyzická zařízení s příslušnými konfiguracemi. Název scénáře bude povinný 
údaj a měl by jednoznačně vystihovat účel experimentu. Položky tvůrce a stav scénáře 
jsou důležité pro ostatní experimentátory, když jim bude po nastavení práv scénář na-
sdílen, pro potřebu prohlížení nebo spouštění. Může nastat situace, kde jeden 
experimentátor bude potřebovat pomoc druhého, v tomto případě nastaví práva zápisu a 
všechny změny se budou ukládat vlastníkovy těchto práv. Časová informace by měla 
usnadnit a zpřehlednit rezervaci zařízení v experimentální síti. Přednost při rezervaci 
prostředků budou mít scénáře vytvořené uživatelem s vyššími právy pro potřebu výuky. 
Modul bude také kontrolovat, jestli dva experimentátoři, chtějí použít stejný fyzický 
hardware ve stejný čas. V případě, že ano, budou oba upozorněni, že takovou 
operaci  nelze provést a bude jim nabídnuta možnost přesunout začátek požívání 
scénáře na nejbližší volný termín. Referenční nebudou přímo závislé na fyzických 
zařízeních, aby se v případě výměny fyzického prvku nemusel měnit celý scénář. 
4.1.4 Modul zařízení 
Modul bude dostupný jen uživateli správy administrátora. Nastavovací modul bude 
obsahovat seznam všech fyzický zařízení, evidenční data, informaci o jejich stavu, 
konzolové přístupové údaje a nastavení pro ovládání prostřednictvím konzolového 




4.1.5 Modul testování správné topologie  
Modul na testování správného propojení fyzických zařízení by si měl na základě 
konfiguračních souboru vytvořit vlastní testovací scénář. Potom podle testovacího 
scénáře do jednotlivých zařízení zavést nastavené pro spolupráci s SNMP serverem. Ze 
SNMP serveru budou vyčteny a dekódovány důležité větve MIB stromu. Následně bude 
porovnán obsah těchto dat s testovacím scénářem a bude rozhodnuto, zda fyzické 




















5 PRAKTICKÁ REALIZACE 
Splnění požadavku možnosti integrace do elearningového systému MOODLE nakonec 
dospělo do stádia, že bude navržen a naprogramován modul na lokální kopii Moodle 
verze 1.9. Po úspěšném odladění bude tento modul integrován do celouniverzitního 
elearningového systému Moodle.   
Modul uživatelů a modul uživatelských rolí je již obsažen v základní instalaci 
Moodle, proto není potřeba je navrhovat a programovat. Navrženy a naprogramovány 
byly moduly zařízení a  scénářů.   
5.1 Modul uživatelů (users) 
Správu uživatelů provádí modul sloužící k vytvoření, editování, vymazání nebo 
případné zablokování uživatelských účtů.  
 
Obr. 5.1: Modul správy uživatelů 
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Modul obsahuje důležité kontaktní údaje (jméno, příjmení, email) a časové razítko 
posledního přístupu do systému pro každého uživatele (Obr.5.1).  
5.2 Modul uživatelských skupin (roles) 
Uživatelská práva se nastavují přiřazením uživatele do přednastavené role. Správa 
uživatelských rolí je velmi flexibilní v nastavení, co který uživatel může a nesmí 
v systému provádět. Základní role jsou zobrazené na (Obr. 5.2). Ve sloupci Edit se 
kliknutím na symbol ruka mění název, popis a zkrácené jméno role. Kliknutím na 
symbol křížek je role vymazána. Nová role se vytvoří kliknutí na tlačítko Add new role.  
 
Obr. 5.2: Administrace uživatelských skupin 
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5.3 Modul zařízení (equipments) 
Zásobník zařízení Equipment bank, je nejdůležitějším modulem a zahrnuje kompletní 
správu zařízení.  
 
Obr. 5.3:  Zásobník zařízení 
Na Obr. 5.3 je vidět blok Equipment bank obsahující tyto položky: 
 Category – roletkové menu zobrazující aktuální kategorii, ze které se níže 
v tabulce zobrazují zařízení.  
 Display equipments from subcategories too – zatržítko přidá do tabulky 
předdefinované zařízení i zařízení z privátních podkategorií aktuální kategorie. 
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 Show equipment text in the equipment – zatřžítko zobrazí do tabulky další 
doplňující informace pro každé zařízení. 
 Create new equipment - nejsou-li žádná zařízení definována nebo je-li potřeba 
přidat další, tak se z roletkového menu vybere výrobce zařízení, což je důležité 
pro automatickou konfiguraci a modul sám provede přesměrování do nového 
okna, kde se zařízení popíše a nastaví základní konfigurace, která pak bude do 
fyzického zařízení nahrána. 
 Tabulka - seznam zobrazující zařízení, která byla již vytvořena. Sloupec Action 
obsahuje ikony pro přesun do experimentu, editaci, posunutí zobrazení 
v tabulce, smazání a zatržení pro provedení hromadné operace. 
 Add to experiment – tlačítko hromadné operace, které přesune zvolená zařízení 
do levého bloku do experimentu. 
 Delete – smaže zatržená zařízení ze zásobníku zařízení. 
 Move to – přesune vybraná zařízení do kategorie zobrazené v roletkovém menu. 
 
Výběrem výrobce zařízení z roletkového menu Create new equipment (Obr. 5.3) je 
uživateli zobrazen blok pro definování nového zařízení (Obr. 5.4). V bloku General 
jsou:  
 Current category – aktuální kategorie, do které bude zařízení zařazeno, je- li 
také aktívní volba Use This Category. 
 Save in category – roletkové menu, uloží zařízení do zvolené kategorie. Aby 
tato možnost byla aktivní, nesmí být zatrženo Use This Category. 
 Equipment name – název zařízení. 
 Equipment text – pole pro doplňující informace o zařízení. 
 Image to dispaly - pro lepší srozumitelnost je vhodné také vybrat obrázek, na 
Obr. 5.7. je vidět schématické propojení experimentu  
 Connection - obsahující login a heslo do konkrétního zařízení, dále doménové 
jméno či IP adresu a port konzolového serveru nebo samotného zařízení. 
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Povinné údaje, název zařízení, připojovací řetězec jsou zobrazeny červeně a bez jejich 
vyplnění nelze zařízení vytvořit. 
 
 
Obr. 5.4: Definování nového zařízení – blok General 
Na blok General navazuje blok Configuration (Obr. 5.5) s položkami: 
 Main information – zkrácený popis konfigurace. 
 Active – nastavení pro automatické nakopírování do zařízení, 0 znamená, 
že nebude nahráno a 1 bude nahráno do zařízení. 
 Main configuration – vlastní konfigurace, vložený text není nijak 
upravován a je uložen do databáze v surovém stavu i s bílými znaky. 
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Obr. 5.5: Definování nového zařízení - blok Configuration 
Poslední blok Obr. 5.6 se skládá z:  
 Blanks for 1 More Configuration – tlačítko, které přidá další blok 
Configuration pro zadání další konfigurace. 
 Časové razítko – tabulka zobrazující časové údaje, kdy a kým bylo 
zařízení vytvořeno nebo upravováno. 
 Save changes – uloží provedené změny. 
 Save as new equipment – klonovací tlačítko pro kompletní naklonování 
zařízení.  
 Cancel – zrušení všech provedených změn. 
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Obr. 5.6: Definování nového zařízení - blok časového razítka 
Uložením zařízení zpět do zásobníku (Obr. 5.3) je možné klikem na symbol lupy 
v tabulce zařízení zobrazit okno náhledu (Obr 5.8).  V tomto okně jsou zobrazeny údaje 
v následujícím pořadí. Na první pozici je název experimentu následovaný výrobcem 
zařízení, stručným popisem konfigurací, které máme na výběr, obrázkem experimentu. 
V dolní části je přepínací tlačítko (radio-button) výběru konfigurace s výstižným 
popisem konfigurace. Vybranou konfiguraci (Obr. 5.7) je možné poslat do zařízení  
 
Obr. 5.7: Zobrazení konfigurace s odesláním do zařízení 
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dvěma způsoby. První možností je kliknout na tlačítko Deploy configuration to device. 
Druhy způsob je text v okně Configuration označit klávesovou zkratkou Ctrl + A 
(označí celý text) a provézt kopírování do schránky zkratkou Ctrl + C. Ze schránky se 
nakopírovaný obsah vloží do zařízení tak, že se do konzolového terminálového sezení 
vloží přímo zkratkou Ctrl+ V. 
 
 




5.4 Modul scénářů (experiments) 
 
Obr. 5.9: Dialog vytvoření scénáře    
Nastavení scénáře se provede v modulu experiments (Obr. 5.9) pomocí těchto položek: 
 Name – jméno experimentu. 
 Introduction – stručný popis experimentu 
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 Timming – nastavuje časové rozmezí, kdy je možno tento experiment 
uskutečnit. 
 Display – při větším počtu zařízení je pro lepší přehlednost možno zvolit 
jejich počet, který se na jedné stránce zobrazí. 
 Security – zabezpečení buď heslem nebo IP adresou, kombinace obou 
voleb je možná také. 
Tlačítkem Save and return nebo se experiment uloží a zobrazí souhrnné informace o 
experimentu (Obr. 5. 10).  
 
 




5.5 Ověření systému  
Každý experiment měl probíhat v pevně daném sledu činností podrobně popsaném 
v kapitole 2.2.  Po provedení kroku jedna (Definice experimentu) a dva (Specifikace 
chování experimentu) následuje krok tři (Implementace). 
Nový scénář se vytvoří výběrem z roletkového menu (Obr. 5.11) Add an Activity 
volbou Experiment. Systém automaticky provede přesměrování na obecné nastavení 
scénáře (Obr. 5. 12). 
 
Obr. 5.11: Vytvoření nového scénáře 
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Jednotlivé položky obecného nastavení scénáře jsou podrobně popsány v kapitole 5.4 
 
Obr. 5.12: Obecné nastavení scénáře 
 
Obr. 5.13: Přesunutí zařízení do scénáře 
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Po uložení obecného nastavení následuje definování všech zařízení a jejich 
konfigurací v bance zařízení, podrobně popsané v kapitole 5.3. Dále se zařízení 
přesunou z banky zařízení do okna experimentu (Obr. 5. 13) a tím je scénář připraven 
na otestování. Scénář (Obr. 5. 14) se otestuje tak, že se vybere konfigurace pro každý 
směrovač a nahraje do zařízení tlačítkem Deploy configuration to the device (Obr. 5 15) 
prostřednictvím konzolového serveru. Konzolový server musí být nastaven do 
transparentního módu. Transparentní mód znamená, že se sestaví telnetové spojení a 
jediným rozhodujícím prvkem, na které zařízení je spojení přepojeno, je transportní 
adresa (port).  
 
Obr. 5.14: Náhled scénáře Spanning tree protokol 
V ostatních módech je po uživateli vyžadována další autentizace a dodatečný výběr 
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připojených zařízení přes webové rozhraní, které znemožňuje automatizované nahrávání 
konfigurací do zařízení. 










Obr. 5.16: Fyzické propojení zařízení  
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6 ZÁVĚR 
Hlavním cílem této práce bylo navržení a realizování informačního systému pro 
centralizovanou správu síťových prvků v laboratoři konvergovaných sítí. Další 
požadavky byly: otevřený modulární systém s webovým přístupem, propojení s 
celouniverzitním systémem pro import uživatelů a správa síťových prvků různých 
výrobců. 
Prvním úkolem bylo analyzovat, jakým způsobem je možné síťová zařízení 
spravovat a navrhnout vhodné řešení této správy. Řešením jsou dva způsoby správy: 
přímo přes konzolový port, který není závislý na nastavení zařízení a stavu datové sítě 
nebo přes síťový port, který je závislý na správném nastavení zařízení a na funkční 
datové síti. Z toho vyplývá, že pro experimentální datovou síť, kde se zařízení mohou 
nacházet ve stavu továrního nastavení (není vůbec nastaveno síťové připojení), je 
konzolový port správné řešení. 
Druhým úkolem bylo navrhnout zautomatizování procesu programování síťových 
prvků. K tomu se výborně hodí knihovna EXPECT skriptovacího jazyka PERL. 
Algoritmus skriptů používající funkce knihovny EXPECT, je založen na analyzování 
zpětného kanálu na klíčová slova, na která reaguje předem definovaným způsobem 
(například na klíčové slovo „Password“ zareaguje posláním hesla). Jako nevhodné se 
ukázalo vytvoření jednoho univerzálního autokonfiguračního skriptu. Skript byl málo 
flexibilní a narůstala exponenciálně doba vlastního vykonání s každým dalším přidaným 
zařízením. Z tohoto důvodu byl autokonfigurační skript rozdělen na menší dílčí celky 
obsluhující vždy zařízení jednoho výrobce samostatně.  
Třetím a posledním úkolem bylo navrhnout a realizovat informační systém pro 
centralizovanou správu síťových prvků. Pro splnění podmínky připojení do 
informačního systému VUT z důvodu synchronizování uživatelů a zároveň integrace do  
elearnigového systém Moodle, bylo místo programování samostatné aplikace zvolena 
možnost vytvoření modulu do elearnigového systém Moodle, který se na VUT používá 
jako nástroj pro jednotnou komunikaci mezi studenty a akademickými pracovníky.   Pro 
tuto práci byly vytvořeny klíčové moduly: modul scénářů a modul zařízení. Modul 
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scénářů je komplexním modulem pro správu scénářů experimentů a automatizovanému 
programování pro experiment vybraných zařízení. Modul zařízení slouží k centrální 
evidenci a společnému výchozímu nastavení konfigurací pro programování fyzických 
síťových zařízení. Modul kontroly aktuální topologie experimentální sítě nebyl 
realizován jako samostatný modul, ale je realizován jako zvláštní konfigurace u 
každého zařízení, která obsahuje sadu testovacích rutin. 
Protože se jedná o experimentální síť, kde experimentátor provádí úkony jako 
fyzické zapojení všech prvků daného scénáře a jejich nastavení, není žádoucí, aby byly 
síťové prvky propojeny se zařízeními mimo experimentální síť. Z tohoto důvodu je 
možné používat automatickou konfiguraci zařízení jen z adresového prostoru 
experimentální sítě. Další podmínkou je nastavení transparentního módu na 
konzolovém serveru. Není-li splněna podmínka transparentního módu konzolového 
serveru, je možné jednotlivé konfigurace ze systému vykopírovat a vložit ručně do 
nastavovacího rozhraní každého zařízení. Odpovědnost za správné propojení a 
nakonfigurování použitých zařízení je vždy přenesena na bedra experimentátora. 
Díky modulárnímu a otevřenému systému je možné a snadné tento systém nadále 
rozšiřovat o další moduly. Do budoucna je plánováno přenesení modulů do 
celouniverzitního elearningového systému Moodle. Tímto by se v budoucnu 
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK 
 
ACL Access control list (seznam přistupových práv) 
ARP Address resolution protocol 
AUX Auxilary port (pomocný port) 
CLI Command line interface (řádkově orientovaný přístup) 
DCE Data Comunication Equipment (komunikační zařízení) 
DES  Data Encryption  Standard 
DMZ Demilitarizovaná zóna 
DTE Data Terminal Equipment (terminálové zařízení) 
EXPECT Knihovna funkcí pro interaktivní terminálové spojení 
ICMP Internet Control Message Protokol  
IOS Internetwork Operating System 
IP  Internet Protokol 
MAC  Message Autentication Code 
MOODLE Modular Object-Oriented Dynamic Learning Environment (Modulární 
objektově orientované dynamické prostředí pro výuku)  
MySQL Relační databáze společnosti MySQL AB 
OSI International Standards Organization 
PERL  Practical Extrakting and Reporting Language (jazyk PERL) 
PHP PHP Hypertext Preprocesor (rekurzivní akronym) 
ping program pro test sítě 
RAM  Random access memory 
SNMP   Simple Network Management Protokol 
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SSH Secure shell (zabezpečený šifrovaný přístup) 
TCP Transmision Control Protokol 
tracert program pro zobrazení počtu přeskoků 
TTL Time to Live – počet průchodů paketu směrovačem 
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A SCRIPT PRO AUTOMATICKOU 
KONFIGURACI CISCO ZAŘÍZENÍ 
#!/usr/bin/perl 
# use strict; 
use Expect; 
($ip) = $ARGV[0]; 
($port) = $ARGV[1]; 
($password1) = $ARGV[1]; 
($password2) = $ARGV[2]; 
@PASSWORD = ($password1, $password2); 
shift @ARGV; 
$command = join (' ', @ARGV); 
 if ( ! length ($ip) && ! length ($port) ) { 
 printf ("No enough info for connection"); 
 exit; 
} 
$COMMAND[$n_commands++] = "configure terminal\n"; 
 while (<>) { $COMMAND[$n_commands++] = $_; } 
$COMMAND[$n_commands++] = "end\n"; 
$COMMAND[$n_commands++] = "logout\n"; 
 my $do_tell = "telnet $ip $port"; 
 // print "Spawning to the $do_tell\n"; 
 my $exp = Expect->new; 
 $exp->spawn($do_tell) or die "Can't login to $do_tell !\n"; 
 $exp->log_file("go_log", "w"); 
 $ok =0; 
 $exp->expect(3, 
   [ -re, "Suspend Menu.", sub { $exp->send("\r"); exp_continue; } ], 
   [ -re, ">", sub { $exp->send("enable\r"); exp_continue; } ], 
   [ -re, "Password:", sub { my $pass = length ($password) ? $password : 
          $PASSWORD[$idx++]; $exp->send ("$pass\n"); exp_continue; } ], 
   [ -re, "#", sub { $exp->send($COMMAND[$i]); $i++; exp_continue; } ], 
   [ -re, "Press RETURN", sub { $ok = 1; $exp->soft_close(); } ], 
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