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The design of optical resonant systems for controlling light at the nanoscale is an exciting
field of research in nanophotonics. While describing the dynamics of systems with few res-
onances is a relatively well understood problem, controlling the behavior of systems with
many overlapping states is considerably more difficult. In this work we use the theory of
generalized operators to formulate an exact form of spatio-temporal coupled mode theory
that retains the simplicity of traditional coupled mode theory developed for optical waveg-
uides. We developed a fast computational method that extracts all the characteristics of
optical resonators, including the full density of states, the modes quality factors, the mode
resonances and linewidths, by employing a single first principle simulation. This approach
can facilitate the analytical and numerical study of complex dynamics arising from the inter-
actions of many overlapping resonances in ensembles of resonators of any geometrical shape
defined in materials with arbitrary responses.
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Introduction
Dielectric optical nanoresonators are becoming an important platform for controlling light in
nanoscale volumes of matter for many different applications 1–10. The description of light-matter
interactions in systems with two, or few, competing resonances is a relatively understood sub-
ject 11–23. Controlling systems with many overlapping resonances, conversely, is more challeng-
ing. A main difficulty lies in the fact that resonator modes are usually derived from the solution of
Maxwell equations with radiating boundary conditions and form a non orthogonal set, furnishing
expressions that rapidly become difficult to manage, both analytically and in some cases also nu-
merically, when the number of competing modes increases 24.
In the field of optical waveguides, the study of multi-modal systems is a mature and developed area
of research in both linear and nonlinear settings 25, 26. A significant contribution originates from
the development in early days of exact theoretical frameworks that reduce Maxwell equations to
simplified set of equations of motion, which furnish the building block to understanding complex
hierarchical systems based on many interacting units 27–31.
In the field of optical resonators, an approximate form of this approach is available in time depen-
dent coupled mode theory 32, 33, which is routinely used in many applications to design of efficient
broadband light energy trapping 34–36, the study of nonlinear dynamics 37, and the engineering of
photonic crystals and metamaterials 38, 39. This theory derives equations of motion obtained under
the condition of a total energy of the system E = ∑m |am|2 expressed as the sum of independent
terms |am|2, each representing the energy of one resonant mode. The approximation originates
from the lack of interacting contributions ama∗n, which are necessary to account for the presence
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of non-orthogonal modes in the electromagnetic field expansion.
In this article, we aim at unifying these two areas by studying an exact form of spatio-temporal
couple mode theory (STCMT), which retains the simplicity of time dependent equations developed
for photonic resonators, and the exact nature of coupled mode equations studied for multi-mode
optical waveguides. The approach is inspired by the Feshback operator splitting designed to study
the spectral statistics of open quantum systems 35, 40–44, and here generalized to multiple projections
“spaces” with the aid of different mathematics based on generalized functions 45.
This formulation furnishes an intuitive description of Maxwell dynamics by providing an exact
separation between propagating and resonant effects, within a simple set of exact equations that
are particularly convenient for both analytical descriptions and numerical studies. We here illus-
trate fast numerical methods for calculating all the quantities of interest, ranging from the modes
quality factors to the full density of states, from a single numerical simulation.
Results
Exact spatio-temporal coupled mode theory via generalized Maxwell projections
The main idea of this approach is to divide the space Ω into a set of adjoined regions (Fig. 1), and
formulate the dynamics of light evolution independently in each set through the use of orthogonal
eigenmodes.
In the space decomposition Ω =
∑
n Ωn, each region Ωn is composed of an interior spatial volume
Vn and a boundary surface Sn with a shape that is completely arbitrary. The union of all sets
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Ωn containing at least one optical resonator inside their volume defines the resonator space Ωr =∑
n Ωrn, while the remaining volume of matter builds up the external space Ωe = Ω− Ωr.
In each set Ωn, we can formulate Maxwell’s equations by resorting to the theory of generalized
functions 45 and in particular by using the expression of the generalized differential operator ∇,
defined as follows:
∇ = {∇}+ nSn · δSn , (1) {Eq.1}
{∇} being the ordinary nabla operator evaluated at all the points inside the interior volume Vn, nSn
the unit vector normal to the surface Sn, and δSn = δ(x − xSn) a three-dimensional Dirac delta
function centered on the surface x ∈ Sn. By substituting the expression of ∇ from Eq. (1) into
Maxwell equations, we obtain their generalized form:
{∇} × (En + Ee) + δSnnSn × (En − Ee) = −µ(x) ∂∂t (Hn +He),
{∇} × (Hn +He) + δSnnSn × (Hn −He) = (x) ∂∂t (En + Ee),
{∇} · (Dn +De) + δSnnSn · (Dn −De) = 0,
{∇} · (Bn +Be) + δSnnSn · (Bn −Be) = 0.
(2) {Eq.2}
In Eqs. (2), subscripts n and e indicate fields defined in the n-th resonator region Ωn and the ex-
ternal space Ωe, respectively, and δSnnSn =
∑
n nSn · δ (x− xSn) the singular contribution terms
arising on the surfaces Sn separating the resonator space Ωn from the environment.
We define each singular term δ (x− xSn) in Eqs. (2) as arising from the limiting condition ε→ 0
in which the surface Sn is progressively approached from either the positive (+) or negative (−)
side, indicated as δ (x− xSn ± ε). This condition leads to equations that are mathematically exact
in the limit of ε → 0, and well defined for every value of ε. The choice of which direction (±)
to use to approach the surface Sn is arbitrary and generates different boundary conditions for the
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equations defined in each region Ωn.
We here assume that the singular terms δSn+nSn × (En − Ee) and δSn+nSn · (Bn −Be) are ap-
proached from the external space, with δSn+ = δ (x− xS + ε), while the remaining singularities
δSn−nSn × (Hn −He) and δSn−nSn · (Dn −De) are approached from within the resonator space,
with δSn− = δ (x− xS − ε). This choice implies that, at every value of ε, the terms δSn+nSn ×
(En − Ee) and δSn+nSn ·(Bn −Be) are contained in the environment, while δSn−nSn×(Hn −He)
and δSn−nSn · (Dn −De) are in the resonator space.
The choice splits Eqs. (2) into the following set, written for the n-th resonator Ωn and the external
space Ωe, respectively:
Ωn :

{∇} × Er = −µ(x) ∂∂tHr,
{∇} ×Hr + δSn−nSn × (Hr −He) = (x) ∂∂tEr,
{∇} ·Dn + δSn−nSn · (Dn −De) = 0,
{∇} ·Bn = 0,
Ωe :

{∇} × Ee + δSn+nSn × (Er − Ee) = −µ(x) ∂∂tHe,
{∇} ×He = (x) ∂∂tEe,
{∇} ·De = 0,
{∇} ·Be + δSn+nSn · (Bn −Be) = 0.
(3) {Eq.4}
In Eqs. (3), singular terms δSn+nSn×En, δSn−nSn×Hn, δSn+nSn ·Be, and δSn−nSn ·Dn represent
the coupling of electromagnetic radiation at the surface of separation between the spaces Ωn and
Ωe. The remaining singular terms, conversely, define an appropriate set of boundary conditions.
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In the case of zero electromagnetic field inside each resonator, En = 0 and light dynamics in the
external space reduce to:
Ωe :

{∇} × Ee − δSn+nSn × Ee = −µ(x) ∂∂tHe,
{∇} ×He = (x) ∂∂tEe,
{∇} ·De = 0,
{∇} ·Be − δSn+nSn ·Be = 0.
(4) {Eq.5}
In order for this system to be mathematically well defined, we need to impose the absence of
any singular term. This implies setting δSn+nSn × Ee = δSn+nSn · Be = 0, which generates the
following set of boundary conditions on Sn in the limit ε→ 0:
nSn × Ee|Sn = 0,
nSn · He|Sn = 0.
(5) {Eq.6}
Equations (5) show that that the whole resonator space Ωr =
∑
n Ωn is seen as a Perfect Electric
Conductor (PEC) material from the external space. Analogously, by imposing the absence of any
singular terms in the dynamics of the resonator space when the external field is absent, we obtain
the set of boundary conditions for Ωe:
nSn × Hn|Sn = 0,
nSn · Dn|Sn = 0.
(6) {Eq.7}
Equations (6) imply that the external space is seen from within each resonator region Ωn as a
Perfect Magnetic Conductor (PMC) material. Boundary conditions (5)-(6) lead to the following
6
final set of Maxwell equations:
Ωn :

{∇} × En = −µ(x) ∂∂tHn,
{∇} ×Hn − δSn−nSn ×He = 0r(x) ∂∂tEn + J∆,
{∇} ·Dn − δSn−nSn ·De = 0,
{∇} ·Bn = 0
PMC :

nSn × Hn|Sn = 0,
nSn · Dn|Sn = 0,
Ωe :

{∇} × Ee + δSn+nSn × En = −µ(x) ∂∂tHe,
{∇} ×He = (x) ∂∂tEe,
{∇} ·De = 0,
{∇} ·Be + δSn+nSn ·Bn = 0
PEC :

nSn × Ee|Sn = 0,
nSn · He|Sn = 0.
(7) {Eq.8}
In Eqs. (7) we have expanded the electric displacement (x) ∂
∂t
En = 0n(x)
∂
∂t
En + J∆ into a
linear contribution n(x)En and a generic source term J∆(x, t) that keeps into account general
types of effects, including dispersive effects, amplification and nonlinear responses. If we choose
to approach the singular terms in Eqs. (3) in a different way, we obtain different combinations of
ideal PEC/PMC boundary conditions.
The advantage of the splitting described by Eqs. (7) is to decompose the dynamics of light into dif-
ferent spatial regions terminated by ideal PEC/PMC boundary conditions, which allow to describe
the evolution of the electromagnetic field with a complete eigenbasis of fully orthogonal modes.
In the resonator space, orthogonal modes are obtained from the eigenvalue problem of Maxwell
7
equations, written inside each space Ωn: 0 {∇}×
−{∇}× 0

Enm
Hnm
 = iωm
0r(x) 0
0 µ(x)

Enm
Hnm
 , (8) {Eq.9}
and terminated by PMC boundary conditions. The operator {∇}× is self-adjoint with PMC bound-
ary conditions 46. This implies that the resonator modes Enm, Hnm are orthogonal, form a com-
plete basis and possess a real frequency ωm. Mode orthogonality is calculated from the eigenvalue
problem (8) using standard techniques 47 and occurs through the following relationship:
1
2
∫
Vn
dVn [E
∗
nm′ ,H
∗
nm′ ]
 0r(x) 0
0 µ(x)

 Enm
Hnm
 = δmm′ . (9) {Eq.10}
When m = m′, the integral expression in (9) represents the electromagnetic energy stored inside
the resonator space Ωn by the m-th mode. Equation (9) is the counterpart of the orthogonality
relation of guided modes in waveguides obtained via Pointing theorem (see, e.g., Eq. (2.2.52) of
27) and offer the same formulation advantages: when the electromagnetic field inside the resonator
is expanded in terms of resonator modes (c.c. stands for complex conjugate):
En(x, t) =
M∑
m=1
am(t)
2
Enm(x) + c.c., Hn(x, t) =
M∑
m=1
am(t)
2
Hnm(x) + c.c. (10) {Eq.11}
The time averaged electromagnetic energy 〈E(t)〉 dissipated inside the resonator space for monochro-
matic excitation at frequency ω becomes simply expressed as the sum of the energy of each mode:
〈E(t)〉 =
∫
Vn
dVn
〈
0rE
2
n + µH
2
n
〉
=
∑
m
|a˜m(ω)|2 = a˜2, (11) {Eq.12}
with am(t) = a˜(ω)eiωt and a˜ = [a˜1(ω), . . . , a˜M(ω)])] defining the vector of amplitudes of the
internal modes in the frequency domain. Equation (11) is the counterpart of the expression of the
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power in multi-mode waveguides, furnished by the squared sum of non-interacting terms (see, e.g.,
Eq. (2.2.56) of 27). The expression (11) is only exact in the formulation of Eqs. (8) with PMC
boundary conditions.
Analytic and closed form expressions of resonator modes and resonant frequencies in basic ge-
ometries are available from classical electrodynamics results of ideal metallic resonators 46. As
an example, for a single resonator space Ωn characterized by a generic cuboid volume with sides
Lx, Ly, Lz along (x, y, z) axis and filled with a dielectric material with refractive index n(r), the
frequencies ωm of internal modes are:
ω = ωlpq =
c
n
|klpq|,
klpq =
(
l pi
Lx
, p pi
Ly
, q pi
Lz
)
,
(12) {Eq.13}
with l, p, q integers. The corresponding magnetic field distributions are then expressed as follows:
Hnx(x) = Ax cos (kxx) sin (kyy) sin (kzz)
Hny(x) = Ay sin (kxx) cos (kyy) sin (kzz)
Hnz(x) = Ay sin (kxx) sin (kyy) cos (kzz)
(13) {Eq.14}
with Aj being normalization constants.
External modes, existing in the outer region Ωe are then expanded as a series of ingoing and outgo-
ing scattered waves. As the radiation spectrum is typically continuous, it is convenient to carry out
the mode expansion in the frequency domain Ee(x, t) = E˜e(x, ω)eiωt,He(x, t) = H˜e(x, ω)eiωt:
E˜e =
∑H
h=1 s˜h+(ω)Eh+ + s˜h−(ω)Eh−
H˜e =
∑H
h=1 s˜h+(ω)Hh+ + s˜h−(ω)Hh−
, PEC :

nSn × E˜e
∣∣∣
Sn
= 0,
nSn · H˜e
∣∣∣
Sn
= 0,
(14) {Eq.15}
with time varying amplitude coefficients sm±(t) = s˜m±(ω)eiωt, which describe the time evolution
of incoming Em+,Hm+ and outgoing Em−,Hm− waves through m = 1, ...,M different scattering
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channels. Traveling waves Em±,Hm± depend in general on ω through their wavevector k as, e.g.,
in the case of plane waves e±ik·r, spherical waves e±ikr/r or other types of traveling waves in the
free-space.
Following the same idea developed for the internal modes expansion in Eqs. (11), we normalize
radiating modes E˜m± and H˜m± through an observable quantity of physical interest. We here use
the optical power P 48, defined from the following integral when h = h′:
1
4
∫
S
dS
(
E˜h± × H˜∗h′± + E˜∗h± × H˜h′±
)
· nS = δhh′ , (15) {Eq.16}
with S =
∑
n Sn representing the union of all the surfaces of the resonator space Ωr. With the
orthogonality condition (15), the effective power P flowing through S assumes the expression:
P =
1
2
Re
{∫
S
dS
(
E˜e × H˜∗e
)
· nS
}
=
∑
n
|s˜n+(ω)|2 −
∑
n
|s˜n−(ω)|2 = |s˜+|2 − |s˜−|2 (16) {Eq.17}
with s˜± = [s˜1±(ω), . . . , s˜M±(ω)]) defining the vector of incoming (+) or outgoing (−) waves.
The mode expansions carried out in Eqs. (11) and (14) reduce the time dynamics of Maxwell’s
equations to an exact set of spatio-temporal coupled mode equations, which relate the time evolu-
tion of the amplitudes of internal modes am(t), with outgoing scattered waves sh−(t) for a given
set of impinging sources sh+(t). The mode expansions in Eqs. (10) and Eqs. (14) express the
corresponding spatial distribution of the field, providing a complete solution to the problem.
Coupled mode equations for the time varying coefficients are found in two different approaches.
One technique is to expand the electromagnetic field with Eqs. (10) and (14), substituting into
Maxwell equations (7) and then projecting over each mode am or sh± by using the orthogonality
relations (9) and (15). A second method is to exploit the linearity of Maxwell equations. We here
employ a combination of both methods, starting from the latter.
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In the external space Ωe, due to the absence of any source J∆ = 0, Maxwell’s equations are linear
and the scattered modes sh−(t) follow a linear evolution as a function of modes am(t) and imping-
ing fields sh+(t). The time dynamics of the scattered field s−(ω) in the frequency domain is then
expressed as a linear superposition of a˜(ω) and s˜+(ω):
s˜−(ω) = D˜(ω) · a˜(ω) + C˜(ω) · s˜+(ω), (17) {Eq.19}
with D˜(ω), C˜(ω) being linear matrices. To write the equations describing the dynamics of a(t), we
first consider in the case of linear materials with J∆ = 0. In this limit, Maxwell equations inside
the resonator space Ωn are also linear, and the dynamics of a(t) follow from the most general form
of linear time evolution of modes am(t) with input sources corresponding to impinging waves s+ :
a˙(t) =
∫ t
t0
dt′ [H (t− t′) · a (t′) +K (t− t′) · s+ (t′)] . (18) {Eq.20}
In Eq. (18), a˙ = da/dt, and H(t), K(t) are linear matrices with Fourier pairs H˜(ω), K˜(ω) in the
frequency space. As any general matrix with no predefined symmetry, the matrixH is decomposed
as H = iW + Γ, with a Skew-Hermitian matrix iW and an Hermitian matrix Γ. Without loss of
generality, we can assume that the matrix W is diagonal. If not, due to the Hermitian nature of W ,
we can always diagonalise W by a unitary matrix and project am into a new orthogonal basis that
will preserve the energy relation (11).
Matrices H˜, K˜, C˜, D˜ are not independent, as the dynamics resulting from (17)-(18) has to satisfy
energy conservation: 〈
dE(t)
dt
〉
= |s˜+(ω)|2 − |s˜−(ω)|2 . (19) {Eq.21}
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By substituting the coupled mode equations (17)-(18) into Eq. (19), we obtain the following self-
consistency relations: 
C˜(ω)†C˜(ω) = 1
2Γ˜(ω) = K˜(ω)K˜†(ω)
D˜(ω) = −C˜(ω)K˜†(ω)
(20) {Eq.22}
where Γ˜(ω) is the Fourier transform of Γ. Equations (19) are a particular form of the fluctuation
dissipation theorem 49 applied for Maxwell equations. The conditions imposed by Eqs. (20) solve
Eqs. (17)-(18) in the frequency domain:
a˜(ω) = K˜
i(ω−W )+ K˜K˜†
2
s˜+,
s˜−(ω) = C˜
(
s˜+ − K˜† · a˜
)
,
(21) {Eq.23}
with 1/X˜ being shorthand notation for the inverse matrix X˜−1. Equations (21) are similar to the
time dependent coupled mode equations written in the frequency domain and originally introduced
in 32, 50. However, there are also differences. In the traditional set 32, 50, all the linear matrices C, K,
Γ are frequency independent and am(t) are the amplitudes of traditional electromagnetic modes
with radiating boundary conditions.
Figure 2 shows a block diagram representation of Eqs. (21). In the absence of any resonance,
a˜ = 0 and the system output is characterized by the open loop response s˜− = C˜(ω) · s˜+. This
is the contribution that arises from purely propagation effects and away from any resonant light-
matter interaction. When a˜ 6= 0, the system response is characterized by a second term represented
by the closed-loop feedback unit of Fig. 2, which forms the contribution of resonances.
Equations (21) and Fig. 2 show that the dynamics of Maxwell’s equations depend only on three
independent matrices: K˜, C˜, andW . The physical meaning of these matrices and their expressions
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is analyzed next. When K˜ = 0 in Eqs. (21), the n-th resonator Ωn and the external Ωe space are
uncoupled, and the dynamics of (21) reduce to:
i(ω −W ) · a˜(ω) = 0,
s˜−(ω) = C˜(ω) · s˜+(ω)
. (22) {Eq.25}
The first equation describes the undamped motion of the internal modes am(t) at frequencies ωm
arising from the diagonal elements of the (resonances) matrix Wmm′ = ωmδmm′ (Fig. 1b). This
dynamics represent free oscillations of non- interacting, orthogonal modes of the resonator space
solution of Eq. (17).
In the external space Ωe, as obtained from the second of Eqs. (22), light dynamics reduces to a
scattering process of input sources s+ impinging on the PMC material defined in each Ωn rep-
resenting a resonator. The matrix C˜(ω) is the unitary scattering matrix describing this process.
The off-diagonal terms C˜mn =
s˜m−
s˜n+
of the matrix C˜(ω) represent the scattering of energy from
incoming waves s˜m+ into outgoing radiation on different modes s˜m−, while the diagonal terms
C˜nn =
s˜n−
s˜n+
are the reflection coefficients of incoming waves s˜n+ into contributions propagating in
the same mode but in opposite directions s˜n−.
The scattering matrix can be expressed in exponential form C˜(ω) = eiφ(ω), with φ being M ×M
matrix. It is always possible to obtain an input output representation of the dynamics where the
equivalent scattering matrix is the identity matrix. This is accomplished by defining a new vector
of outgoing scattered waves as follows:
s˜′− = e
−iφ · s˜−, s˜′− = 1 ·
(
s˜+ − K˜† · a˜
)
. (23) {Eq.27}
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Equation (23) does not alter the space partitioning Ωn,Ωe, nor the mode an(t) evolution. The
transformation (23) defines a new set of scattering modes via (14) that diagonalise the scattering
matrix and, as such, provide only reflections for each input channel excited in the dynamics. An
example of this representation is furnished in the next section.
When the spaces Ωe and Ωn interact with nonzero couplings K˜, electromagnetic energy flows
from the cavity region to Ωe, and viceversa. The coupling matrix K˜ has in general a small, or
weak dependence on the frequency ω. This condition, known as Markov approximation of open
quantum systems 41, 51, is here discussed from the generalized Maxwell Eqs. (7).
By substituting the field expansion (14) in (7) and by projecting over each traveling mode, we
obtain the coupling coefficient elements:
K˜mn ∝
∫
S
dS (nSn × En) ·H∗m±, (24) {Eq.28}
with En being the field inside the resonator space and H∗m± the scattering modes in the m-th chan-
nel. The time average of the integral gives a nonzero contribution only when the fields H∗m± and
En are in phase .
We discuss this condition with an illustrative example, derived in the case of a continuous exter-
nal spectrum of plane waves e±ik·r interacting with cuboid resonator structures Ωn with resonant
wavevectors klpq represented Eqs. (12) For a general frequency value ω = ck that is not resonant
with any internal resonance k 6= klpq, the integral (24) is characterized by oscillatory terms of the
type ei(k−klpq)·r, which integrated through S do not furnish contribution. In all of these cases, the
coupling matrix K˜ becomes frequency independent.
In the situation where J∆ 6= 0, the contribution of J∆ to the dynamics is calculated by projecting
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Eqs. (7) over the internal eigenmodes of the resonator space, thus obtaining an additional source
term in the dynamics of the internal modes:
a˙(t) =
∫ t
t0
dt′ [H (t− t′) · a (t′) +K (t− t′) · s+ (t′)]− j∆(t), (25) {Eq.29}
with j∆ = [j∆1(t), . . . , j∆m(t)] being a vector of projected source terms with general contribution:
j∆m(t) =
0
4
∫
Vn
dVnr(x) · E∗m(x) · J∆(x, t), (26) {Eq.30}
Equations (25)-(26) model the exact dynamics of light matter interactions in multimodal material
structures with arbitrary defined linear and nonlinear responses.
Quantities that can be calculated with this approach
Density of States. One of the most important quantities of a resonant system is the density of
states (DOS), which is defined 52 as follows:
DOS(ω) =
∑
n
δ (ω − ωn) , (27) {Eq.31}
and providing the number of eigenstates ωn in the frequency interval [ω, ω+dω]. The most common
technique for calculating the DOS of an optical structure characterized by complex geometries
and dispersive effects is to extract it numerically via, e.g., finite difference time domain (FDTD)
simulations, by injecting an impulsive point-dipole source Sp in the electric E or magnetic H field
such as:
Sp(x, t) = eˆlδ (x− x0) p(t), (28) {pso0}
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with eˆl (l = x, y, z) being a unit vector along one coordinate axis, x0 the coordinates of a point
inside the material whose DOS is to be computed, and p(t) = δ(t − t0) a short time pulse with
broadband spectrum.
The local density of states (LDOS) measured at the point x0 and polarization l is obtained from
the power density spectrum of the electric or magnetic field measured at x0 via the following
relation 53:
LDOS`(x0, ω) =
∑
n
δ (ω − ωn) ε(x0) |E`n(x0)|2 , (29) {Eq.34}
Once the LDOS is calculated, the DOS is obtained by integrating over the volume of the material
V and by summing up the contributions arising from different polarizations:
DOS(ω) =
∑
l=x,y,z
∫
LDOSl(x, ω)dV. (30) {Eq.33}
Equation (30) is rarely employed in practice due to the requirement to perform a large number of
simulations, in principle one for each point x0 and polarization considered.
The theory developed in the previous section allows for a fast calculation, which can furnish the
complete DOS with just a single FDTD simulation.
By substituting the expression of the electromagnetic field inside each resonator region Ωn, given
by Eq. (10), into Eq. (30) and by integrating over the volume Vn defined by the resonator region,
we obtain the DOS corresponding to the resonator region Ωn from the sum of the power density
spectra of the internal modes:
DOS(ω) =0
∫
dVnr(x)
∣∣∣E˜n(x, ω)∣∣∣2 = 0
×
∑
mm′
a˜m(ω)a˜m′(ω)
∫
E∗nm′(x)r(x)Enm(x, ω)dVn =
∑
m
|a˜m(ω)|2, (31) {dos11}
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where the last step is obtained through the orthogonality relations (9). Equation (31) can be evalu-
ated with a single FDTD computation, by injecting a broadband, three dimensional dipole source
Sp(x, t) centered at any point outside Ωn, and then measuring the time evolution of the internal
modes am(t) of the resonator space Ωn by projecting the electromagnetic field En or Hn over the
corresponding eigenmode Enm or Hnm via the orthogonality relations (9):
am(t) =
0
2
∫
E∗nm(x)r(x)En(x, t)dVn. (32) {mode0}
Equation (32) can be evaluated during the FDTD simulation, as the electric field En(x, t) is avail-
able at each time t, and modal distributions Enm(x) are easily calculated for resonators terminated
by ideal PEC/PMC boundary conditions by eigenvalue solvers 54. Once the distribution of am(t)
is known, the DOS is directly computed with Eq. (31).
In the calculation of the DOS in the resonator space Ωn, it is also possible to use any orthogonal
set of internal modes that results from the eigensolution of Eq. (8) with PEC/PMC boundaries and
arbitrary material properties (x) and µ(x).
This result is demonstrated from the orthogonality and completeness of the modes. Let Eq. (10)
describe the electromagnetic field En, Hn inside a resonator structure Ωn, written in compact form
as follows: En(x, t)
Hn(x, t)
 = ∑
m
am(t)
2
Enm(x)
Hnm(x)
+ c.c, (33) {newm00}
We can then expand the same electromagnetic field by using a different set of eigenmodes pertain-
ing to a material in Ωn with permittivity (0)(x) and permeability µ(0)(x) calculated by using the
same set of PEC/PMC boundary condition.
By projecting Eq. (33) on the new set of modes E(0)nm(x), H
(0)
nm(x), we obtain a new set of time
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varying amplitudes bm(t) related to am(t) as follows:
am(t) =
∑
m′
Cmm′bm′(t),
Cmm′ =
1
2
∫
Vn
dVn [E
∗
nm,H
∗
nm]
 0r(x) 0
0 µ(x)

 E
(0)
nm
H
(0)
nm
 . (34) {newm0}
Correspondingly, the density of states becomes:
DOS =
∑
m
|a˜m|2 =
∑
m,m′,m′′
C∗mm′Cmm′′ b˜
∗
m′ b˜m′′ =
∑
m′m′′
δm′m′′ b˜
∗
m′ b˜m′′ =
∑
m′
|b˜m′ |2, (35) {newdos}
where the third equality stems from the completeness and orthogonality of the modes, as the reader
can verify from (34). Equation (34) implies that the calculation of the DOS does not rely on the
particular set of modes used, as long as they are computed with PEC/PMC boundary conditions.
A particularly convenient choice in the case of dielectric structures are modes of completely filled
cuboid resonator structures with constants (0)(x) = 0r and µ(0) = µ0, which are analytically
expressed by Eqs. (12)-(13) via simple trigonometric formulas. Other possible simple choices are
represented by spherical or cylindrical Ωn spaces characterized by analytic combination of Bessel
functions. When using these equivalent modes expansions, the resonance matrix W appearing in
Eqs. (22) is in general not diagonal, due to Eqs. (34) that project W into a matrix of full rank.
Figure 3 summarizes this procedure with an example of DOS calculation. We consider a resonator
schematically illustrated in Fig. 3a (orange area). We partition the space by using a cuboid res-
onator region Ω1 (Fig. 3a green area). We illuminate the structure by a single broadband pulse
source (Fig. 3 input pulse) and calculate the amplitudes am(t) of the internal modes by Eq. (32).
Figure 3b-c shows the time evolution of am(t) and |a˜(ω)|2 for the first modes m = 1, 2, 3. The re-
sulting DOS, calculated from Eq. (31), is reported in Fig. 3d. The energy density distribution from
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FDTD simulations at the time t · c
2pid
= 2 shown on Fig. 3e with red dotted rectangle representing
a cuboid resonator region Ω1.
Photonic resonance networks A particularly important quantity in the analysis of resonant sys-
tems is the mode quality factorQ = ω0τ
2
, defined as the product between the mode frequency ω and
the mode decay rate τ , and describing the ability of the mode to trap and release electromagnetic
energy 32. Traditionally, the evaluation of the Q factor requires to selectively excite each mode and
compute ω and τ from the mode decaying rates in time, or from the mode frequency linewidth ∆
in the LDOS. This approach assumes non-interacting resonances and cannot be directly applied in
the general case of overlapping resonant states in the spectrum.
The theory developed via the generalized Maxwell’s equations allows to precisely evaluate the Q
factor of all the resonances of the system from a single simulation in the general case of interacting
modes. To illustrate the calculation, we begin by solving Eq. (18) in the Markov limit where the
input frequency ω is away from a resonant frequency of the system:
a(t) = eHta0 +
∫ t
0
eH(t−t
′)Ks+(t
′)dt′, (36) {exp01}
with a0 = a(t = 0) being the initial (excited) state and eH(t) the matrix exponential. The matrix
exponential can be expressed in closed form by diagonalizingH = QΛQ−1, with Λmm′ = σmδmm′
the diagonal matrix of complex eigenvalues σm = iωm − γm:
eHt = QeΛtQ−1, (37) {exp00}
with
[
eΛt
]
mm′ = e
σmtδmm′ . If we launch an impulsive source sh+(t) = δ(t)δhh′ on a single
scattering channel h′, by substituting Eqs. (37) into (36) we obtain the mode solution am(t) at
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t > 0:
am(t) =
∑
m′
[
QeΛtQ−1
]
mm′ am′(0) =
∑
m′
αmm′e
(iωm′−γm′ )t, (38)
expressed as the sum of complex damped exponential with αmm′ constant coefficients arising from
the matrix product of
[
QeΛtQ−1
]
mm′ am′(0). The Fourier transform of the mode am(ω) is a com-
plex rational function:
a˜m(ω) =
1√
2pi
∑
m′
αmm′
i(ω − ωm′) + γm′ , (39)
with poles ωm′ + iγm′ . The corresponding DOS is also a rational function:
DOS =
∑
m
|a˜m(ω)|2 =
∑
m cmω
m∏
m (ω − sm)
, (40) {DOSfit}
with poles sm = ωm + i 1τm . To extract the Q factor, we proceed as follows. The time varying
amplitude am(t) of the electromagnetic field oscillating at frequency ωm and decaying constant
τm =
2Q
ωm
of an internal mode is am(t) = a0ei(ωmt−
t
τm
), and generates a contribution to the DOS
equal to:
|a˜m(ω)|2 = a01
τm
+ i(ω − ωm) ·
a∗0
1
τm
− i(ω − ωm) =
|a0|2τm
2i
(
1
ω − sm −
1
ω − s∗m
)
, (41) {q0}
with sm = ωm + i 1τm . By equating Eqs. (40)-(41) the quality factor Qm associated to the resonant
mode at ωm is:
Qm =
∣∣∣∣ R{sm}2 · I{sm}
∣∣∣∣ , (42) {q1}
with R and I the real and imaginary part of sm, respectively. The calculation of the network
of mode quantities Qm, ωm and τm can be accomplished via a single FDTD simulation, by first
calculating the DOS following the procedure outlined in the previous section and by then extracting
the poles via rational fitting through Eq. (40). For this task, we used the stable pole extraction
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algorithm recently developed and detailed in 55, which is mathematically exact for rational models
and can automatically detect the order of the rational polynomial in the DOS from its singular
matrix.
Figure 4 illustrates the accuracy of this technique in the example case of m = 1, .., 7 overlapping
resonances sm, with random frequencies and damping factors contained in a narrow band and
generating a single apparent resonance line in the DOS (Fig. 4a). The solid markers in Fig. 4b
show the position of the resonances and damping in a two dimensional (ω, γ) space, with the area
of each marker being proportional to the Q factor of each mode. Figure 4c presents the results of
the iterative algorithm for automatic detection of the polynomial order in (40). The efficiency of
the algorithm increases exponentially and after a few iterations the system can correctly detect all
the resonances (Fig. 4b, cross markers) composing the DOS (Fig. 4a, solid line), with differences
between 10−10 and 10−25 (Fig. 4d).
Complete representation of resonant modes Once the mode evolutions are obtained and stored
in the am(t) coefficients, it is possible to obtain the expression of each resonant mode from Eqs.
(10) in both space x, time t and frequency ω after transforming the mode amplitudes am(t) in the
spectral domain. The main advantage of this approach lies in the fact that the quantities am(t)
are computed from a single FDTD simulation with the same setting used for the calculation of the
DOS, and the complete spectrum of modes is directly available from the DOS via Eq. (31).
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Examples of applications
One dimensional structures. We begin by considering one dimensional structures, which illus-
trate the application of the theory via fully analytic calculations. Figure 5 shows the structure
setup. The resonator region Ω1 (Fig. 5a, blue region) is composed of a cuboid with thickness d
along the propagation axis z, and with infinite sides along x and y. The resonator space is filled
with a uniform dielectric material of refractive index n = 3.5. Despite its simplicity, this structure
is sufficiently general to allow a detailed discussion of many important properties of photonics
networks.
The system of Fig. 5a has two scattering channels: when only source s1+ is active, the reflection
R is measured in s1− and the transmission T in s2−. Conversely, when source s2+ is launched on
the structure, its reflection R is retrieved in s2− and the transmission T in s1−. As the dielectric
slab is symmetric along z, only one case (s1+ or s1− active) is sufficient to calculate the material
response.
Following Eqs. (13), the frequencies of the internal modes are ωm = cpimnd , and the spatial distribu-
tion of the magnetic modes reduce to Hrl = A0 sin
(
lpiz
d
)
polarized either along x or y. External
modes, conversely, are represented by incoming and outgoing plane waves e±ikz:
|z| < d/2 :

ωl =
cpil
nd
,
Hr =
∑
l
a(t)
2
Hrl + c.c.
, |z| > d/2 :

He = s˜1+e
ikz + s˜1−e−ikz, z < −d/2,
He = s˜2+e
−ikz + s˜2−eikz, z > d/2
.
(43) {appl.1}
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We then express the scattering matrix for the 2× 2 system of Fig. 5: s˜1−
s˜2−
 =
 C˜11 C˜12
C˜12 C˜22
 ·
 s˜1+
s˜2+
 , C˜ =
 −1 0
0 −1
 (44) {appl.2}
in which C˜12 = C˜21 = 0 and C˜11 = C˜22 = −1 arise from PEC boundary condition at the resonator
space Ωn, originating reflections for each incoming source when light is injected from the external
space Ωe. In the geometry of Fig. 5a, the scattering matrix is already in diagonal form.
By exploiting the self consistency relations (20), we can express the diagonal elements of the
damping matrix Γ from the coupling coefficients Kij = |Kij|eiθij :
Γii =
|Ki1|2
2
+
|Ki2|2
2
(45) {appl.3}
The symmetry of the resonator structure along z implies that damping factors along channels 1 and
2 are the same: |Ki1| = |Ki2| =
√
Γii. The remaining elements of the damping matrix are then:
Γij =
Ki1K
∗
j1
2
+
Ki2K
∗
j2
2
=
√
ΓiiΓjj
2
[
ei(θi1−θj1) + ei(θi2−θj2)
]
(46) {appl.4}
In Eq. (46) two cases are possible due to the z symmetry of the system, and each internal mode
can either decay symmetrically or anti-symmetrically in the scattering channels:
θi1 = θi2 + 2mpi, symmetric
θi1 = θi2 + (2m+ 1)pi, anti-symmetric
(47) {appl.5}
These relations imply that when internal modes i, j possess opposite symmetry along z, we have
θi1 − θj1 = − (θi2 − θj2) and Γij = 0. Conversely, when modes i, j have the same symmetry
θi1 − θj1 = (θi2 − θj2) and Γij = ±
√
ΓiiΓjj , with the plus sign if both modes are even and with
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minus sign if modes are odd. These cases are summarized as follows:
Γij =

0, modes i and j have opposite symmetry on z
±√ΓiiΓjj, i and j have same symmetry (48) {appl.6}
By substituting the expression of Γij in the coupled mode equations (36), we find the following
main result, which holds for all modes having the same parity:
a˜m (ωl) =

0, m 6= l
1√
Γll
, m = l
(49) {appl.7}
This equation states that the amplitude of each internal mode a˜m(ωm), evaluated at the resonant
frequency ωmof the mode, furnishes the amplitude of the damping factor Γll, and goes to zero at
all the resonance frequencies of the other modes. Equation (49) is sufficient to calculate all the
elements of the damping matrix via Eq. (45) and (48). Equation (49) is a direct consequence of the
phase matching condition discussed for the coupling matrix coefficients expressed by Eq. (24).
We verified these results, and in particular the validity of (49), by FDTD simulations. We begin by
calculating the coefficients an(t) by projecting over the magnetic field eigenmodes defined by (43).
Figure 5 (b-c) shows the spectral distribution |a˜m(ω)|2 of the first seven modes in the expansion.
The modes are grouped into even (Fig. 5b) and odd (Fig. 5c). In agreement with the analytic
results based on (49), the amplitude of each mode vanishes at the internal resonant frequency ωl 6=m
of the other modes with the same symmetry along z.
From the amplitude intensity at the mode internal frequency |a˜l(ω)|2, we apply (49) and calculate
all the elements of the coupling K and damping Γ matrix. Fig. 5d illustrates the transmissivity and
reflectivity of the structure calculated from analytic solution via multilayer theory (dashed line)
and from the network model based on Eqs. (21). The solutions are exactly the same, with relative
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differences below 10−16. In the analysis we did not use any fitting curve, background or parame-
ters, but calculated all coefficients from the analysis of internal modes by using Eq. (49).
Figure 6 shows the representation of the network mode parameters extracted from the poles of the
DOS (a, circle markers) of the resonator of Fig. 5a. The DOS is calculated from Eq. (35) by
summing up the spectral mode densities |a˜m(ω)| as illustrated in Fig. 5b-c. The rational model
representing the DOS via Eqs. (40) is reported as a solid line in Fig. 6a. The network represen-
tation illustrated in Fig. 6b correctly predicts a mode network composed by modes with identical
damping factors γm and resonant frequencies following the exact analytic formula ωmd2pic =
m
2
√
r
(red
dashed line) of a cuboid resonator terminated by PMC boundary conditions. The corresponding
quality factor of the modes (Fig. 6b, solid area of each marker) increases in ω due to the increasing
resonant frequency ωm of each mode.
Two and three dimensional structures We apply the STCMT approach to describe more compli-
cated geometries for both non-periodic (Fig. 7) and periodic (Fig. 8) boundary conditions. Figure
7a illustrates the schematic representation of a two dimensional resonator ring shaped geometry
with 0.15 µm and 0.5 µm sizes for the inner and outer diameters, respectively. We define a sin-
gle cuboid resonator space Ω1 (Fig. 7a green area) that includes the whole resonator, and use the
orthogonal mode set of the cuboid volume without the resonator space, as employed in Fig. 3.
The corresponding calculated DOS is fitted with the rational expression (40) on Fig. 7b. Figure 7c
provides a zoom of the results on a target frequency range covering most of a visible spectra. The
red dotted lines represent the boundaries of the target frequency range. The resonance network
with the various Qm factors of the resonator modes is presented in Fig. 7c.
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Figure 8a-d shows equivalent results obtained from a periodic two dimensional resonator character-
ized by a complex geometry consisting of the concentric superposition of a cross shaped geometry
and a disk. In this case, due to stronger mode coupling via periodic neighbor resonators, the peaks
in DOS spectra are wider and the overall DOS is smoother.
As discussed in the theory, the STCMT allows to obtain the full dynamics of the field, including
the spatial distribution of any resonant mode existing inside the resonator. We illustrate this ap-
proach with reference to the non periodic ring resonator of Fig. 7a. We consider two resonant
peaks in the DOS, labeled (c) and (d) in Fig. 9a, and extract the modes spatial profile by Eq. (10)
by using the orthogonal eigenfunctions Eqs. 12 (Fig. 9b) of the cuboid resonator space Ω1 used in
the projections of the time varying coefficients am(t).
The corresponding energy distributions of the resonant modes are portrayed in Fig. 9c-d. They
represent whispering-gallery modes of the ring-like geometry. Figure 10 shows the calculation
results for a three dimensional resonator structure, delimited by a cubical Ω1 resonator space. The
resonator here is a compound shape consisting of a concentric superposition of a sphere and a disk.
The mode network of this structure (Fig. 10d) is mainly represented by two close resonances with
quality factors Q1 = 52 and Q2 = 21.
Conclusion
In this work we formulate an exact spatio-temporal coupled mode theory for arbitrary resonator
structures, derived with orthogonal and complete eigenmodes obtained from Maxwell equations
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with generalized operators. Using this theory, it is possible to provide an exact representation of
the electromagnetic dynamics in both space, time and frequency via a simple set of exact equations
of motion, in which all relevant quantities such as the DOS, the modes quality factors, and the
modes spatial distribution can be calculated numerically from a single first principle simulation.
We provide examples of this approach in one, two and three dimensional optical structures. We
believe that this approach can help the design of photonics systems based on complex multi mode
interactions, providing an exact formulation of coupled mode equations in general conditions of
overlapping resonances and for arbitrarily defined materials and resonator geometries.
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Figure 1: Example of space Ω =
∑
Ωm partitioning with different sets Ωm characterized by
elementary geometric structures. Panel b shows the equivalent dynamics inside Ωm, which contain
a dielectric nanodisk resonator (orange area). Inside this space, Ωe is seen as an ideal PEC material
and the dynamics are decomposed as a series of electromagnetic modes of the nanodisk terminated
by PEC boundary conditions.
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Figure 2: Block diagram representation of Eqs. (21). The resulting electromagnetic dynamics are
decomposed into propagation effects (open-loop) and resonance effects (blocks inside red-dashed
area).
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Figure 3: Illustration of numerical technique to calculate DOS from a single FDTD simulation.
Panel a shows the setup geometry, with an optical resonant structure (orange area) defined inside
a cubic resonator space Ω1 illuminated by a broadband pulse. Panel b shows the time evolution of
the resonant modes am(t). Panel c shows their power density spectra. The corresponding density
of states obtained by summing up all the modes contributions is shown in panel d. Panel e shows
the electromagnetic energy density obtained from FDTD simulations at a certain time step. The
red dotted rectangle represents a boundary of the cubic resonator space Ω1.
37
1.0 0.5 0.0 0.5 1.0
0
20
40
60
80
DO
S
a
DOS
DOSP
0.15 0.20 0.25 0.30
(sn)
0.1
0.2
0.3
(s
n)
b
DOS
DOSP
1.0 0.5 0.0 0.5 1.0
10 25
10 21
10 17
10 13
|D
O
S
D
O
S P
|2
c
2 4 6
number of resonances, sm
10 4
10 2
100
102
M
SE
d
Figure 4: Stable rational function fitting algorithm. (a) Single resonant linewidth (circle markers)
generated by the sum of seven overlapping resonances sn characterized by random frequencies and
damping factors (b, circle marker). (c) Residual error between the original DOS and the predicted
DOS (DOSP) from the fitting algorithm. (d) Mean square error (MSE) of the fitting procedure
for increasing number of resonances. The numerically computed distribution of resonances sm is
reported in panel b (cross markers) and the corespondent DOSP in panel a (solid line).
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Figure 5: Example of application of STCMT to a transmission and reflection problem with a
dielectric cuboid slab. Panel a shows the geometry of the problem. Panels b-c illustrate the power
density spectra of the resonator modes |a˜l(ω)|2 calculated from FDTD simulations. The analytic
resonant frequencies ωl calculated from coupled mode equations are shown as dashed lines in the
plots. Panel d shows the reflection R and transmission T as calculated from analytic theory and
from the coupled mode approach with no fitting parameters.
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Figure 6: Network representation and mode quality factor for the slab geometry of Fig. 5. Panel
a shows the numerically computed DOS (circle markers) and the predicted DOS (DOSP) from
the stable rational fitting algorithm. Panel b illustrates the extracted poles positions. The sizes
of points are proportional to the quality factor Qm associated with the mode. Red dotted lines
represent theoretical position of resonant frequencies ωm = mpicd√r .
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Figure 7: Analysis of a two dimensional non periodic ring resonator. Panel a schematically
represents the resonator structure (red) with the cuboid volume region Ωn (green) denoting the
cavity space. (b) Corresponding DOS. (c) Zoomed DOS in the visible range. (d) Poles map, with
each pole represented as a circle with size proportional to the mode quality factors Qm.
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Figure 8: Periodic resonator configuration. (a) resonator array (red) and resonator space region
Ω1 (green). (b) Zoom of the DOS into the visible spectrum region (c). (d) Poles map. The sizes of
points are proportional to the quality factor Qm associated with the mode.
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Figure 9: Spatial modes representations for two different frequencies (b and c points in panel a)
of the DOS of the ring resonator of Fig. 7. (b) Visual illustration of the mode decomposition via
orthogonal modes of the resonator space. (c-d) Spatial distributions of the corresponding electro-
magnetic modes. The superimposed transparent image in (c-d) shows the ring resonator refractive
index distribution.
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Figure 10: Analysis of three dimensional structure. (a) Resonator consisting of a superposition
of a sphere and a disk (red) with a cubic resonator space Ω1 (green). (b) DOS and zoom into the
visible spectrum region (c). (d) Poles map. The sizes of points are proportional to the quality factor
Qm associated with the mode.
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