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Resumo: E´ cada vez mais frequente o nu´mero de pacientes que chegam para atendimento
nos servic¸os de emergeˆncia v´ıtimas de traumatismo na coluna vertebral. Neste artigo,
avaliou-se pacientes submetidos a tratamento ciru´rgico por fraturas da coluna na regia˜o
toracolombar. Foram analisados 32 pacientes, operados e acompanhados no Hospital do
Trabalhador da cidade de Curitiba-PR. O banco de dados e´ composto por treˆs varia´veis
respostas e duas covaria´veis. A primeira avaliac¸a˜o dos pacientes foi realizada apo´s um ano
da cirurgia, enquanto que a u´ltima avaliac¸a˜o apo´s dois anos da cirurgia inicial. A ana´lise dos
dados foi conduzida, separadamente para cada resposta, via modelos de regressa˜o marginal
copula gaussianos. Foram testados oito modelos compostos pela combinac¸a˜o entre duas dis-
tribuic¸o˜es marginais com quatro estruturas da matriz de correlac¸a˜o. A comparac¸a˜o entre os
modelos foi feita por meio do crite´rio de informac¸a˜o de Akaike. Os resultados mostraram
que a distribuic¸a˜o marginal gama com estrutura da matriz de correlac¸a˜o AR(1) foi mais
adequada para ana´lise dos dados. Ale´m disso, os resultados dos modelos assinalaram a de-
pendeˆncia presente nos dados e mostraram que a retirada do material de implante e a regia˜o
operada na˜o explicaram as variac¸o˜es nas respostas.
Palavras-chave: Dados longitudinais; modelos marginais; degenerac¸a˜o do disco interver-
tebral; aˆngulo de cobb; translac¸a˜o vertebral.
Abstract: It is increasingly often, the number of patients arriving for care in emergency
services victims of trauma to the spine. In this article, we evaluated patients submitted to
surgical treatment for spinal fractures in the thoracolumbar region. Thirty-two patients,
operated and monitored at the Hospital do Trabalhador in the city of Curitiba-PR, were
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analyzed. The database consists of three response variables and two covariates. The first
evaluation of the patients was performed after 1 year of surgery, while the last evaluation af-
ter 2 years of the initial surgery. Data analysis was conducted, separately for each response,
using gaussian copula marginal regression models. Eight models composed of the combina-
tion of two marginal distributions with four structures of the correlation matrix were tested.
The comparison between the models was made using Akaike’s information criterion. The
results showed that the marginal range distribution with AR(1) correlation matrix structure
was more adequate for data analysis. In addition, the results of the models pointed out the
dependence present in the data and showed that the removal of the implant material and
the operated region did not explain the variations in the responses.
Key words: Longitudinal data; marginal models; degeneration of the intervertebral disc;
Cobb angle; vertebral translation.
1 Introduc¸a˜o
A coluna vertebral e´ composta por ve´rtebras e tecido conjuntivo. Ela e´ responsa´vel por
40% do peso corporal total. Sa˜o 33 ve´rtebras divididas em 5 segmentos: cervical, tora´cico,
lombar, sacral e cocc´ıgeo [1].
O nu´mero de pacientes que chegam nos servic¸os de emergeˆncia, v´ıtimas de traumatismo
na coluna vertebral, tem aumentado cada vez mais [2]. As fraturas da coluna vertebral sa˜o
leso˜es devastadoras, aproximadamente 90% das leso˜es ocorrem na regia˜o toracolombar [3].
Ale´m da perda de func¸a˜o, muitas complicac¸o˜es croˆnicas se desenvolvem nesses pacientes,
destacando-se a deformidade po´s-trauma´tica e a degenerac¸a˜o do disco adjacente (DDA).
Dentre as deformidades, a cifose e´ a mais comum e pode causar alterac¸o˜es funcionais como
dor e de´ficits neurolo´gico. A DDA e´ definida como um processo incomum que se desenvolve
no n´ıvel acima e/ou abaixo do segmento onde foi realizada a fusa˜o vertebral (artrodese) [4].
Neste artigo, avaliou-se pacientes submetidos a tratamento ciru´rgico por fraturas da
coluna toracolombar. Os pacientes foram avaliados em dois momentos apo´s a cirurgia,
quanto a degenerac¸a˜o do n´ıvel adjacente e a deformidade po´s-trauma´tica. Devido a presenc¸a
de medidas repetidas nos indiv´ıduos, buscou-se um me´todo estat´ıstico adequado para ana´lise
dos dados.
A ana´lise de dados longitudinais caracteriza-se por medidas repetidas de uma mesma
varia´vel resposta coletadas na mesma unidade amostral, ao longo do tempo [5]. Unidades
amostrais geralmente se referem a indiv´ıduos, plantas ou animais [6]. Neste estudo, as
unidades amostrais sa˜o os pacientes que foram acompanhados e avaliados em dois momentos.
No contexto de dados longitudinais, Liang e Zeger [7] apresentaram as equac¸o˜es de estimac¸a˜o
generalizadas (generalized estimation equation - GEE) comumente usadas nos modelos de
regressa˜o marginais para respostas correlacionadas na˜o normais. Esse me´todo e´ semelhante
aos modelos lineares generalizados apresentados por Nelder e Wedderburn [8], pore´m ale´m
de estimar os paraˆmetros de regressa˜o o me´todo inclui uma estrutura de correlac¸a˜o nas
estimativas dos paraˆmetros do modelo [9]. Apesar de algumas vantagens teo´ricas e pra´ticas,
essa metodologia possui limitac¸o˜es como, por exemplo, a dificuldade na identificac¸a˜o de
distribuic¸o˜es multivariadas para varia´veis respostas discretas ou cont´ınuas [10, 11]. Diante
disso, para analisar os dados, optou-se pelos modelos de regressa˜o marginais copula gaussiano
(Gaussian copula marginal regression- GCMR), me´todo proposto por Masarotto e Varin [10].
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Co´pulas gaussianas combinam a versatilidade na descric¸a˜o da estrutura de dependeˆncia com
a facilidade de interpretac¸a˜o na modelagem marginal, ale´m de fornecer um panorama geral
e flex´ıvel para modelar respostas dependentes de qualquer tipo [12].
A modelagem via GCMR e´ ampla, abrangendo diversas situac¸o˜es e abordagens, como
na ana´lise de dados longitudinais [13, 14, 15, 16], estat´ıstica espacial [17, 18, 19, 20] e em
ana´lise de se´ries temporais [21].
O principal objetivo deste trabalho e´ avaliar mudanc¸as no aˆngulo de Cobb, translac¸a˜o
vertebral e espac¸o adjacente superior (EAS) de pacientes submetidos a tratamento ciru´rgico
por fraturas da coluna toracolombar. Ainda, acredita-se que a retirada do material de
implante diminui a degenerac¸a˜o do disco adjacente e na˜o causa cifose. Desta forma, sera´
poss´ıvel identificar poss´ıveis mudanc¸as nessas medidas ao longo do tempo. Tais informac¸o˜es
podera˜o auxiliar me´dicos e outros profissionais da sau´de a cuidarem melhor de seus pacientes,
fornecendo um acompanhamento mais eficiente, com menos dor e mais qualidade de vida.
2 Material e me´todos
2.1 Conjunto de dados
O banco de dados e´ composto por uma amostra com 32 pacientes, que foram operados
e acompanhados no Hospital do Trabalhador da cidade de Curitiba-PR. O presente estudo
avaliou treˆs varia´veis respostas cont´ınuas, descritas a seguir: Y1: espac¸o adjacente superior
(EAS), Y2: aˆngulo de Cobb e Y3: translac¸a˜o vertebral. Ja´ as covaria´veis sa˜o catego´ricas,
sendo: X1: a regia˜o onde foi realizada a cirurgia (lombar ou tora´cica) e X2: o grupo no
qual os pacientes pertencem, um que retirou o material de implante e outro que na˜o retirou.
A avaliac¸a˜o dos pacientes foi realizada em dois momentos. A primeira avaliac¸a˜o foi feita 1
ano apo´s a cirurgia, enquanto que a u´ltima avaliac¸a˜o apo´s 2 anos da cirurgia inicial. Dessa
forma, o banco de dados e´ composto por 64 linhas e 6 colunas.
2.2 Me´todos
Nesta Sec¸a˜o sa˜o apresentados os modelos de regressa˜o marginais copula gaussianos, de-
finic¸o˜es da matriz de correlac¸a˜o de trabalho, me´todos de estimac¸a˜o dos paraˆmetros e des-
cric¸a˜o da modelagem dos dados.
2.2.1 Modelos de regressa˜o marginais copula gaussianos
Sejam Y = (Y1,Y2, . . . ,Yn)
> um vetor de varia´veis aleato´rias dependentes (cont´ınuas,
discretas ou catego´ricas) e seja y = (y1, y2, . . . , yn)
> suas respectivas realizac¸o˜es. Considere
o seguinte modelo de regressa˜o:
Yi = g(xi, i;λ), i = 1, . . . , n,
em que g(·) e´ uma func¸a˜o usada para ligar cada varia´vel aleato´ria Yi ao vetor de covaria´veis
xi, erro aleato´rio i e vetor de paraˆmetros (desconhecidos) λ. Nesse contexto, considere
que pi(yi;λ) = p(yi|xi;λ) denota a func¸a˜o (densidade) de probabilidade de Yi dado xi, de
modo que as covaria´veis podem afetar na˜o apenas a me´dia de Yi, mas toda a distribuic¸a˜o
marginal. Entre diversas especificac¸o˜es poss´ıveis para func¸a˜o g(·) e para o erro i, o modelo
de regressa˜o copula gaussiano assume que a Equac¸a˜o 1 e o vetor de erros  = (1, 2, . . . , n)
>
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teˆm distribuic¸a˜o normal multivariada padra˜o com matriz de correlac¸a˜o denotada por Ω.
Assim, uma poss´ıvel especificac¸a˜o para g(·) e´ dada por:
Yi = F
−1
i {Φ(i);λ}, i = 1, . . . , n, (1)
em que Fi(·;λ) = F(·|xi;λ) denota a func¸a˜o de distribuic¸a˜o acumulada de Yi dado xi e
os termos i e Φ(·) sa˜o varia´veis com distribuic¸a˜o normal padra˜o. Devido ao teorema da
transformac¸a˜o da integral, a especificac¸a˜o (1) assegura a distribuic¸a˜o marginal desejada
para Yi e caracteriza o erro aleato´rio i em termos da normalidade [10]. Dessa forma, a
especificac¸a˜o (1) inclui todos os poss´ıveis modelos de regressa˜o parame´tricos para varia´veis
respostas cont´ınuas ou discretas. Um exemplo e´ o cla´ssico modelo de regressa˜o linear,
Yi = x
>
i β + σi, i = 1, . . . , n,
com sua correspondente func¸a˜o Fi(Yi;λ) = Φ{(Yi − x>i β)/σ} e vetor de paraˆmetros λ =
(β>, σ)>. De maneira semelhante, outros modelos de regressa˜o para respostas discretas ou
cont´ınuas podem ser obtidos. No software R [22] os modelos GCMR esta˜o implementados
no pacote gcmr [10] com as seguintes distribuic¸o˜es marginais dispon´ıveis: Beta, Binomial,
Gama, Gaussiana, Binomial negativa, Poisson e Weibull.
2.2.2 Matriz de correlac¸a˜o de trabalho
Nos modelos GCMR, a matriz de correlac¸a˜o de trabalho e´ usada, sob certas condic¸o˜es, na
modelagem de dados longitudinais, dados com depeˆndencia espacial e ate´ mesmo na ana´lise
de se´ries temporais [10].
Semelhantemente ao me´todo de equac¸o˜es de estimac¸a˜o generalizadas (EEG), os modelos
GCMR consideram a matriz de correlac¸a˜o de trabalho da seguinte forma:
Ω =

Ω1 0 · · · 0





0 0 · · · Ωm
 ,
onde Ωi e´ uma matriz de correlac¸a˜o de ordem ni×ni. Dependendo da estrutura de correlac¸a˜o
assumida na ana´lise de dados longitudinais, cada bloco Ωi pode ser especificado conforme a
Tabela 1.
Tabela 1. Estruturas, definic¸a˜o e exemplos da matriz de correlac¸a˜o de trabalho.
Estrutura Definic¸a˜o Exemplo
Independente corr(i, j) = 0 Ω =
1 0 00 1 0
0 0 1

Permuta´vel corr(i, j) = α Ω =
1 α αα 1 α
α α 1

AR(1) corr(i, j) = α
|i−j| Ω =
 1 α α2α 1 α
α2 α 1

Na˜o estruturada na˜o ha´ restric¸a˜o Ω =
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Alguns autores, orientam que a escolha da estrutura da matriz de correlac¸a˜o de trabalho
depende da natureza dos dados [23, 24, 25]. Eles fazem as seguintes recomendac¸o˜es: geral-
mente, quando o nu´mero de grupos e´ pequeno usa-se a estrutura de correlac¸a˜o independente.
A estrutura permuta´vel e´ indicada quando ha´ observac¸o˜es agrupadas. Ja´ para observac¸o˜es
coletadas ao longo do tempo, considera-se a estrutura AR(1). Por fim, a matriz na˜o estru-
turada e´ recomenda´vel quando ha´ grupos pequenos com o mesmo nu´mero de indiv´ıduos.
Segundo Menarin [26], a escolha de distintas estruturas da matriz de correlac¸a˜o de trabalho
na˜o prejudicam os coeficientes de regressa˜o, pore´m os respectivos erros padro˜es sa˜o os mais
afetados. Uma forma pra´tica para selecionar a estrutura da matriz de correlac¸a˜o e´ fazer
uso do crite´rio de informac¸a˜o de Akaike (AIC), ja´ que este baseia-se na teoria de ma´xima
verossimilhanc¸a.
2.2.3 Me´todos de estimac¸a˜o dos paraˆmetros
Nos modelos GCMR a estimac¸a˜o dos paraˆmetros e´ feita via me´todo de ma´xima verossi-
milhanc¸a [10]. O objetivo do me´todo e´ maximizar o vetor de paraˆmetros θ = (λ>,α>)>,
composto por dois conjuntos de paraˆmetros λ e α que mensuram os efeitos marginais e
modelam a estrutura de dependeˆncia da matriz de correlac¸a˜o de trabalho, respectivamente.
Para varia´veis respostas cont´ınuas a func¸a˜o de verossimilhanc¸a assume forma fechada.





em que pi(yi;λ) denota a densidade marginal que identifica o modelo de regressa˜o. Sob a
hipo´tese de independeˆncia,
q(;θ) =
p(1, . . . , n;θ)
p(1;λ)× · · · × p(n;λ)
denota a raza˜o de verossimilhanc¸a entre o modelo normal multivariado e as densidades
marginais p(i;λ).
Por outro lado, para varia´veis respostas discretas ou catego´ricas, a func¸a˜o de verossi-








p(1, . . . , n;θ)d1 . . . n,
em que o domı´nio da integral Di(yi;λ) e´ dado pelo produto cartesiano dos intervalos,
Di(yi;λ) = [Φ
−1{Fi(y−i ;λ},Φ−1{Fi(yi;λ)}], i = 1, . . . , n,
em que Fi(y
−
i ;λ) e´ o limite inferior de Fi(·;λ) em yi [10].
2.2.4 Descric¸a˜o da modelagem dos dados
A ana´lise dos dados foi conduzida separadamente para cada varia´vel resposta. Foram
combinadas duas distribuic¸o˜es marginais (gaussiana e gama) com quatro estruturas de de-
pendeˆncia para a matriz de correlac¸a˜o de trabalho, resultando num total de oito modelos.
Em todos os modelos foi considerada a func¸a˜o de ligac¸a˜o identidade:
ηi = g(µi) = µi,
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em que ηi e´ o preditor linear definido por:
Yi = X1 +X2 + tempo, i = 1, 2, 3;
que leva em conta o efeito da regia˜o operada (X1: lombar ou tora´cica), do grupo (X2: retirou
ou na˜o o material de implante) e do tempo (1 ano ou 2 anos apo´s a cirurgia).
Para ana´lise dos dados fez-se uso do software R [22] com aux´ılio do pacote gcmr [10]. O
n´ıvel de significaˆncia adotado foi de 5%. A selec¸a˜o dos modelos foi feita por meio do crite´rio
de informac¸a˜o de Akaike (AIC), no qual o modelo mais parcimonioso e´ aquele que apresenta
o menor valor de AIC [27].
3 Resultados
3.1 Ana´lise descritiva
A Tabela 2 apresenta a ana´lise descritiva expressa em me´dia±desvio padra˜o para cada
varia´vel resposta combinada com as covaria´veis presentes no estudo e suas respectivas catego-
rias. Quando o efeito do tempo e´ considerado, percebe-se pequenas mudanc¸as nas respostas
me´dias apo´s 2 anos da cirurgia. Desta tabela, observa-se que o espac¸o adjacente superior
(EAS) diminuiu, enquanto que o aˆngulo de Cobb e altura vertebral aumentaram, apresen-
tando pequenas diferenc¸as de variabilidade. Ressalta-se que poss´ıveis diferenc¸as somente
sera˜o confirmadas apo´s a modelagem via GCMR.
Tabela 2. EAS, aˆngulo de Cobb e translac¸a˜o vertebral, respectivamente.
Varia´vel resposta
Covaria´vel EAS Aˆngulo de Cobb Translac¸a˜o vertebral
Tempo-1ano 6, 84± 2, 39 19, 10± 11, 8 2, 05± 1, 13
Tempo-2anos 6, 40± 2, 38 20, 20± 12, 1 2, 20± 1, 21
Regia˜o lombar 8, 00± 2, 10 16, 50± 9, 63 2, 30± 1, 21
Regia˜o tora´cica 5, 55± 2, 02 22, 10± 12, 95 2, 00± 1, 12
Retirou o material 6, 33± 2, 26 19, 40± 9, 59 2, 26± 1, 30
Na˜o retirou o material 6, 91± 2, 49 19, 90± 13, 91 2, 00± 1, 00
A Figura 1 mostra a combinac¸a˜o entre as treˆs varia´veis respostas e as duas covaria´veis
presentes no estudo. No geral na˜o observa-se diferenc¸as substanciais, pore´m pelo gra´fico B
nota-se que o EAS do grupo que fez cirurgia na regia˜o lombar e´ superior a daqueles pacientes
operados na regia˜o do to´rax. Alguns gra´ficos (A, D, E e F) mostram pontos discrepantes
(outliers), com maior frequeˆncia observada no aˆngulo de Cobb.
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Figura 1. Gra´ficos box-plots para os grupos (A, D e G), regia˜o operada (B, E e H) e tempo
apo´s a cirurgia (C, F e I) para o espac¸o adjacente superior, aˆngulo de Cobb e translac¸a˜o
vertebral, respectivamente.
3.2 Resultados dos modelos GCMR
Primeiramente, ajustou-se um modelo GCMR, assumindo distribuic¸a˜o marginal gaussi-
ana com estrutura de correlac¸a˜o AR(1), para cada resposta. A partir disso, para o aˆngulo
de Cobb e translac¸a˜o vertebral, verificou-se que nenhuma covaria´vel se mostrou significativa,
sendo que somente o tempo foi importante. Na avaliac¸a˜o do EAS, o tempo e a regia˜o ope-
rada mostraram-se importantes. Dessa maneira, fez-se a selec¸a˜o do preditor linear para cada
resposta. Logo enta˜o, ajustou-se oito estruturas de modelos conforme descrito na subsec¸a˜o
2.2.4. Os resultados encontram-se na Tabela 3.
Tabela 3. Resultados do crite´rio de informac¸a˜o de Akaike para os modelos de regressa˜o
marginais copula gaussianos.
AIC
Distribuic¸a˜o assumida Estruturas de EAS Aˆngulo Translac¸a˜o
para a varia´vel resposta correlac¸a˜o de Cobb vertebral
Gaussiana Independente 278,7 503,0 205,5
Gaussiana AR1 232,7 368,7 104,4
Gaussiana Permuta´vel 232,7 368,7 104,4
Gaussiana Na˜o-estruturada 232,7 368,7 104,4
Gama Independente 277,7 494,2 207,0
Gama AR1 219,0 361,2 78,2
Gama Permuta´vel 219,0 361,2 78,2
Gama Na˜o-estruturada 219,0 361,2 78,2
AIC = crite´rio de informac¸a˜o de Akaike.
250
PETTERLE, R.R.; SEBBEN, A.L. e GRAELLS, J.S.
Nota-se a partir desta tabela que, tanto para a distribuic¸a˜o gaussiana como para a
distribuic¸a˜o gama, a estrutura de dependeˆncia foi importante na modelagem dos dados,
obtendo-se resultados semelhantes para as estruturas da matriz de correlac¸a˜o AR(1), per-
muta´vel e na˜o-estruturada. De acordo com as orientac¸o˜es apresentadas na subsec¸a˜o 2.2.2,
optou-se pela estrutura AR(1). Assim, os modelos selecionados teˆm distribuic¸a˜o marginal
gama com estrutura da matriz de correlac¸a˜o de trabalho AR(1) (autoregressiva de ordem
1).
Apo´s a selec¸a˜o do preditor linear, da distribuic¸a˜o marginal e da matriz de correlac¸a˜o
de trabalho de cada varia´vel resposta, foram estimados os paraˆmetros dos modelos GCMR.
Dessa forma, os resultados encontram-se na Tabela 4, que apresenta as estimativas dos
paraˆmetros, erros-padra˜o e p-valores referente ao espac¸o adjacente superior (EAS), aˆngulo
de Cobb e translac¸a˜o vertebral, respectivamente.
Logo, o modelo final para o EAS conta com o efeito do tempo e da regia˜o operada cujas
categorias de refereˆncia sa˜o: o tempo de 1 ano e a regia˜o lombar, respectivamente. Ja´ os
modelos finais para o aˆngulo de Cobb e para a translac¸a˜o vertebral contam apenas com o
efeito do tempo, cuja categoria de refereˆncia e´ o tempo de 1 ano.
Tabela 4. Estimativas dos paraˆmetros, erros-padra˜o e p-valores dos modelos de regressa˜o
marginais copula gaussianos ajustados para o EAS, aˆngulo de Cobb e translac¸a˜o vertebral,
respectivamente.
Covaria´vel Coeficiente Erro-Padra˜o p-valor
EAS
β0: constante 8,315 0,672 0,0000
β1: tempo-2anos -0,467 0,142 0,0009
β2: regia˜o-tora´cica, -2,570 0,764 0,0007
γ: paraˆmetro de forma 9,978 2,358 0,0000
AR(1) 0,922 0,026 0,0000
Aˆngulo de Cobb
β0: constante 18,701 2,127 0,0000
β1: tempo-2 anos 1,175 0,307 0,0001
γ: paraˆmetro de forma 2,358 0,532 0,0000
AR(1): 0,992 0,002 0,0000
Translac¸a˜o vertebral
β0: constante 2,066 0,232 0,0000
β1: tempo-2 anos 0,152 0,035 0,0000
γ: paraˆmetro de forma 2,490 0,584 0,0000
AR(1): 0,991 0,003 0,0000
A Figura 2 mostra o gra´fico probabil´ıstico normal referente aos ajustes finais para o
EAS, aˆngulo de Cobb e translac¸a˜o vertebral, respectivamente. Desta figura, observa-se que
os modelos selecionados ajustam-se bem aos dados, visto que os res´ıduos permanecem dentro
das bandas de confianc¸a, indicando que na˜o ha´ evideˆncias de afastamento da suposic¸a˜o de
que os modelos selecionados fornecem uma boa representac¸a˜o para os dados.
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Figura 2. Gra´fico probabil´ıstico normal (A ate´ C) para o EAS, aˆngulo de Cobb e translac¸a˜o
vertebral, respectivamente.
A partir da Tabela 4 e da Figura 3, verificou-se que apo´s 2 anos da cirurgia o EAS
diminuiu em me´dia 0,467. Ale´m do mais, o EAS dos pacientes se mostrou diferente em
relac¸a˜o a regia˜o operada. Assim, o EAS dos pacientes que operaram na regia˜o tora´cica e´ em
































Figura 3. Gra´fico de perfil me´dio estimado para o espac¸o adjacente superior conforme a
regia˜o operada e o tempo.
O aˆngulo de Cobb aumentou em me´dia 1,175 (Tabela 4). Essa mudanc¸a tambe´m pode
ser vista pela da Figura 4, onde e´ apresentado um gra´fico de perfil me´dio estimado pelo
modelo final.
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Figura 4. Gra´fico de perfil me´dio estimado para o aˆngulo de Cobb conforme o tempo.
Por fim, a translac¸a˜o vertebral apresentou um aumento me´dio de 0,152 (Tabela 4). Por
meio do gra´fico de perfil me´dio estimado (Figura 5) tambe´m observa-se esse aumento.
Figura 5. Gra´fico de perfil me´dio estimado para translac¸a˜o vertebral conforme o tempo.
De forma geral, os modelos GCMR ajustaram-se satisfatoriamente aos dados. Ale´m da
ana´lise descritiva, a modelagem via GCMR confirmou que a retirada do material de implante
na˜o teve influeˆncia nas respostas e mostrou que o tempo foi significativo na ana´lise.
4 Concluso˜es
O presente artigo avaliou, por meio dos modelos GCMR, mudanc¸as no aˆngulo de Cobb,
translac¸a˜o vertebral e espac¸o adjacente superior em pacientes submetidos a tratamento
ciru´rgico por fraturas na coluna toracolombar. Para cada varia´vel resposta, foram testa-
dos oito modelos de regressa˜o compostos pela combinac¸a˜o entre duas distribuic¸o˜es marginais
com quatro estruturas da matriz de correlac¸a˜o de trabalho. Segundo o crite´rio de informac¸a˜o
de Akaike, a distribuic¸a˜o marginal gama com estrutura da matriz de correlac¸a˜o AR(1) se
mostrou mais adequada para ana´lise dos dados.
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Desse modo, os resultados da ana´lise indicaram que na˜o faz diferenc¸a a retirada ou na˜o
do material de implante, de tal maneira que as treˆs medidas na˜o sofreram alterac¸o˜es. Por
outro lado, apo´s dois anos da cirurgia, as treˆs medidas apresentaram mudanc¸as de modo
que o EAS sofreu um decre´cimo enquanto que as outras duas medidas sofreram acre´scimos.
Com relac¸a˜o a regia˜o operada, somente o EAS apresentou mudanc¸as. Dessa forma, os
pacientes que realizaram cirurgia na regia˜o tora´cica apresentaram um decre´cimo no EAS
quando comparados aos pacientes que realizaram a cirurgia na regia˜o lombar.
Sugere-se que futuros trabalhos confirmem nossos resultados, uma vez que nossa amostra
e´ pequena, podendo levar a um vie´s de interpretac¸a˜o. Ale´m disso, investigar se outras
varia´veis, como o geˆnero e a idade, impactam nas medidas estudadas.
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