In this paper we investigate the solvability of the nonlinear Neumann problem (1) involving a critical Sobolev nonlinearity and two competing Hardy potentials in a bounded domain. We examine the common effect of the shape of the graph of the weight function, the mean curvature of the boundary and Hardy potentials on the existence of solutions of problem (1). We are mainly interested in the existence of positive solutions. We also obtain the existence of sign-changing solutions.
Introduction
In this paper we investigate the existence of solutions of the problem 
where Ω ⊂ R N is a bounded domain with a smooth boundary, λ > 0 and γ > 0 are parameters, N ≥ 3, 2 * = continuous function onΩ. ν denotes an outward normal vector to ∂Ω. We assume that 0 and a belong to ∂Ω and a = 0. A function u ∈ H 1 (Ω) is said to be a solution of (1) 1) it is easy to see that J λ,γ is a C 1 -functional on H 1 (Ω). We are primarily interested in the existence of positive solutions. We also establish in one case the existence of a sign -changing solution. If λ = 0 and γ > 0 then problem (1) does not have a positive solution. Indeed, if u > 0 is a solution of (1), then testing (2) with v = 1 we obtain −
which is impossible. On the other hand we will show that if γ = 0 and λ > 0, then problem (1) has a positive solution which in fact is a least energy solution. This will be proved under some assumptions on the graph of the coefficient Q. In this paper we discuss the existence of solutions in the presence of two competing Hardy potentials. The Dirichlet problem involving the Hardy potentials in recent years has attracted a considerable interest [6, 7, 12, 17, 18, 25, 30] . In these papers the existence of positive and possibly multiple solutions have been established. A large part of these results have been extended to a nonlinear critical problem involving the p-Laplacian [20, 23] . However much less is known for the Neumann problem involving the Hardy potential. Some existence results can be found in the papers [10, 19, 23] . The paper [10] considers the case where the singularity of the Hardy potential is in the interior of Ω. In papers [19, 23] the singular points of the Hardy potential belong to ∂Ω. As in the case of the Dirichlet problem, the Neumann problem (1) is more interesting when 0, a belong to ∂Ω [16] . The paper [23] deals mainly with the critical problem with the mixed boundary conditions. The authors of [19] prove the existence of positive solutions for the nonlinear Neumann problem with the Hardy-Sobolev potential. Let φ : X → R be a C 1 functional on a Banach space X. We recall that a sequence {x n } ⊂ X is a Palais-Smale sequence for φ at level c (a (PS) c sequence for short) if φ(x n ) → c and φ (x n ) → 0 in X * . Finally, we say that the functional φ satisfies the Palais-Smale condition at level c ((PS) c condition for short) if each (PS) c sequence is relatively compact in X.
Throughout this paper we denote a strong convergence by "→" and a weak convergence by " ". The norms in the Lebesgue spaces L p (R N ) are denoted by · p .
The paper is organized as follows. In section 1 we find the energy level for the functional J λ,γ below which the Palais-Smale condition holds. Our approach is based on the P. L. Lions concentration-compactness principle [26] . Lemma 1.1, which extends the Hardy inequality to functions in H 1 (Ω), is crucial in our approach. It allows us to show that the quadratic part of the functional J λ,γ is positive definite, despite the fact that the coefficient λ |x−a| 2 − γ |x| 2 is neither bounded above nor below. Section 2 contains the main results on the existence of positive solutions. These solutions are obtained by the mountain-pass principle. Section 3 is devoted to the regularity of solutions of problem (1) . We point out here that solutions have only a singularity at 0. The presence of the Hardy potential with a parameter λ > 0 does not create a singularity at a. In section 4 we establish the existence of sign-changing solutions of (1). The main results of this paper are Theorems 2.1, 2.2, 2.3 giving the existence of positive solutions of problem (1) and Theorem 4.4 establishing the existence of a sign-changing solution of problem (1) . Unlike in the case of positive solutions, we have only established the existence of sign-changing solutions in the case (I) (see section 3). The difficulty arises in estimating a min-max level in Lemma 4.3, which seems to be possible only in this case.
Preliminaries
It is well known that if 0 ∈ Ω then for every u ∈ H 1 • (Ω) the following Hardy inequality holds
is an optimal constant. In this paper we need an extension of (3) to functions in H 1 (Ω) assuming that 0 ∈ ∂Ω. For the case 0 ∈ Ω we refer to the paper [10] .
Proof. We partly follow the argument from [31, Lemma 2.1]. Through translations and rotations of the coordinate system we may assume that the inner normal to ∂Ω at 0 is pointing in the direction of the positive x N -axis. Then there exists a smooth function ψ(x ), x = (x 1 , . . . , x N −1 ), defined for |x | small with ψ and ∇ψ, vanishing at 0 such that
Since the values of u for x N < 0 are irrelevant, we may assume that u is an even function in x N . Thus
If ψ ≡ 0, we use the transformation (see [27] ) which straightens the boundary ∂Ω around 0: for |y| sufficiently small we define a mapping x = Φ(y) = Φ 1 (y), . . . , Φ N (y) by
Since ∇ψ(0) = 0, the differential mapping DΦ of Φ satisfies that DΦ(0) is the identity mapping. Hence Φ has an inverse mapping
where α = Δψ(0) and moreover we have from formulae [27, (A.6) ]
Using the mean value theorem we deduce from this that
where 1 (δ) → 0 as δ → 0. By the first part of the proof the function v(y) = u(Φ(y)), x ∈ A, satisfies the inequality
To change variables y = Ψ(x) in the above integrals we first observe that
where 2 (δ) → 0 as δ → 0. Thus
where
By (5) we see that M (δ) ≤ 1 + 3 (δ), with 3 (δ) → 0 as δ → 0. Given > 0 we can choose δ = δ( ) > 0 such that
Finally, let φ be a C where C 2 > 0 is a constant independent of m. We now choose > 0 so that
This combined together with (7) shows that {u m } is bounded in H 1 (Ω).
To proceed further, we put Q m = max x∈∂Ω Q(x) and Q M = max x∈Ω Q(x). To find the level c below which the (PS) condition holds, we use the following constant
It is known [30] that S −γ is attained by the function (see also [9, 24] )
The function V γ, is a solution of the problem
We also define S λ , with λ > 0, by
It is obvious that S λ ≥ S, where S is a usual Sobolev constant defined by In paper [30] it was shown that
Proof. Since {u m } is bounded in H 1 (Ω) we can assume that
By the concentration-compactness principle [26] there exist at most countable set J , a set of distinct points {x j }, j ∈ J ⊂Ω − ({a}, {0}) and numbers
From the Sobolev inequality we have
As in [6] we show that J is a finite set and
If ν j > 0 and x j ∈ Ω, then by (9) and (13) we obtain
If ν j > 0 and x j ∈ ∂Ω, then (10) and (13) yield
On the other hand we have
Hence, if ν a > 0 then using (11) we derive
Finally, if ν 0 > 0, then (12) yields
We now observe that
If there exists j ∈ J such that ν j > 0 (with x j ∈ Ω or x j ∈ ∂Ω) or ν a > 0 or ν 0 > 0, then by (14), (15), (17), and (18) we get
Since S λ ≥ S and Q(a) ≤ Q m we deduce from the above inequality that This is impossible. Therefore ν j = 0, j ∈ J , ν a = ν 0 = 0. Then (13) yields μ j = 0, j ∈ J . By the first inequality in (16) we get γ a = 0. The second inequality in (16) combined with Lemma 1.1 and the assumption γ <μ yields λ 0 = 0. This shows that {u m } is relatively compact in H 1 (Ω).
We now establish the mountain-pass geometry for the functional J λ,γ .
First we make the restriction γ μ < 1. We choose > 0 so that γ 1 μ + < 1. By Lemma 1.1 and the Sobolev inequality there exist constants C( ) > 0 and
We now choose γ • , smaller if necessary, to ensure that
where c 1 = min
. Taking ρ > 0 small enough, the result follows.
Existence of positive solutions
We will obtain solutions of problem (1) using the mountain-pass principle. We put
As v we can take a constant function v = t with t > 0 sufficiently large. We set
We commence with the case
, where d N > 0 is a constant. For a suitable choice of d N , the function U satisfies the equation
We now check that for y = 0
Let ρ > 0. We split the integration
It is clear that
Finally, in the case N = 3 we have
whereã is a positive constant independent of . We also need the estimate
for all > 0 and some constants k 1 , k 2 > 0. We denote by H(y) the mean curvature of ∂Ω at y ∈ ∂Ω. We put
Suppose that y = a, 0, then
where A N > 0 is a constant depending on N . This asymptotic estimate has been established in the papers [31] and [1] with singular terms replaced by u 2 . Combining the estimate from [31] (or [1] ) with (19) we easily derive (20) .
and S −γ < S we see that y = 0. We derive from (21) the following expansion
Indeed, for every η > 0 we can find δ(η) > 0 such that
where C andC are positive constants independent of η and . From this we derive that lim sup
Since η > 0 is arbitrary, this limit is equal to 0 and (22) follows. It then follows from (20) and (22) that
for > 0 sufficiently small.
We now consider the case
To show that the mountain-pass level satisfiesc < c * we use the function V γ, which satisfies the equation (8) . Since a = 0, we have the following asymptotic estimate
To show this we take 0 < ρ < |a| and write
Changing variables x = y √μ √μ −γ in the integral I we get
√μ dx.
On the other hand if γ =μ − 1, then
We now recall the following asymptotic relations from paper [23] :
where I 1 ( ), I 2 ( ) and I 3 ( ) satisfy, respectively,
|y | 
for N ≥ 5, γ < γ • (λ), γ <μ − 1, and > 0 sufficiently small, where H(0) > 0 and C 1 > 0 is a constant independent of . For the computational details we refer to paper [23] .
Theorem 2.2. Suppose that c
, and γ <μ − 1.
Moreover assume that
with H(0) > 0. Then problem (1) admits a positive solution.
Proof. This follows from (24) and the following formula
We now prove this expansion. Given η > 0 we choose δ(η) > 0 so that
Using the change of variables x = y √μ √μ −γ we get
where C and C 1 are positive constants independent of and η. For J 2 we have the estimate
Since η is arbitrary and √μ √μ −γ < N, provided γ <μ − 1, our expansion follows.
Finally, we consider the case
In this case it is convenient to seek a solution of problem (1) as a minimizer of the constrained minimization problem
We recall the existence theorem (see [11] ) for the critical problem 
It follows from the proof of Proposition 1.5 that S λ,γ > 0 for 0 < γ < γ • (λ). According to Proposition 1.4 there exists a minimizer for S λ,γ if
First with the aid of Theorem 2.3 we deduce the existence result for problem (1) with 
This follows from the estimate
We are now in a position to formulate the existence result for problem (1). Proof. Let λ < K 1 and let u λ be a minimizer for S λ,0 with Ω Q(x)|u λ | 2 * dx = 1. We then have
and the result follows.
Regularity of solutions
First we consider problem (1) with γ = 0.
This follows from the proof of Theorem 3.4 below.
We now consider solutions of problem (1) with γ > 0. We now prove a Brézis-Kato type result for solutions of problem (1) 
Proof. We apply the Moser iteration technique. As a test function we take
From this we deduce
On the other hand we have From (28) we deduce
This, in conjunction with (29) , gives
We now apply Lemma 1.1 with = 1 and choose γ > 0 so that
With the aid of the Sobolev inequality we obtain that
Letting L → ∞ and then iterating the resulting inequality, starting with p = 2 * , the assertion follows as long as γ(p + 2)
By the regularity theory for elliptic equations solutions of (1) are in C 1 (Ω−{a, 0}). We now examine the behavior of solutions around points a and 0. We need a version of the Caffarelli-Kohn-Nirenberg inequality [8, 9] . We recall that if 0 ∈ Ω, then for
and a constant C α,β > 0 depends on α and β. LetH 1 (Ω) := H 1 (Ω, |x| −2α dx) be the Sobolev space equipped with the norm u
We need the following version of the above inequality.
Lemma 3.3. Let 0 ∈ ∂Ω. Then for every > 0 there exists a constant C(
Proof. The proof is similar to that of Lemma 1.1. With notations from the proof of this lemma we first consider the case
Since the values of u for x N < 0 are irrelevant, we may assume that u is an even function in x N . Then
In the next step of the proof we use the mapping from the proof of Lemma 1.1 that straightens the boundary ∂Ω around 0 to obtain a local version of our inequality. Finally, let φ be a function in C 1 on B(0, δ) . By the first part of the proof we have
Using the Young inequality we derive from this (30) .
Inequality (30) can be reformulated, with the aid of Sobolev inequality, in the following way: there exists a constant C 1 > 0 such that
for every u ∈H 1 (Ω). This form of the CKN inequality will be used in the proof of Theorem 3.4 below.
Proof. We follow the ideas from the paper [6] which are modifications of the Moser iteration technique. We put v(x) = |x|
. By straightforward computations we verify that
We take as a test function φ = η 2 vv
, where η ∈ C 
By the Young inequality for every > 0 there exists C( ) > 0 such that
Applying this inequality with = 1 2 we derive from (32) that
We now rewrite this inequality in the form
for some constant C > 0 depending on Q M . By choosing γ • smaller, if necessary, by virtue of Proposition 3.2 we may assume that u ∈ L
This guarantees that N 2 < q. We now use this choice of q to estimate the integral involving the exponent 2 * . By the Hölder and Young inequalities for every > 0 we have
The above inequality combined with (33) and (31) with
we obtain
where α = 2q 2q−N . We now observe that
Hence we derive from (34) that
From this, we deduce by the choice of the function η that (27) in Proposition 3.2) which can be achieved by taking γ • smaller if necessary. Put
. (35) Let ρ • > 0 be small enough so that a ∈ B(0, ρ • ) and put r n = ρ • (1+ρ n • ), n = 0, 1, 2, . . . Inequality (35) with ρ = r n , r = r n+1 becomes
. (36) We now notice that
Thus iterating (36) we see that
for all n. For the computational details we refer to the paper [6, pp. 15, 16] . Letting n → ∞ in (37) we obtain
To complete the proof, it remains to show that u is bounded in Ω ∩ B(a, ρ) for small ρ > 0. We choose ρ so that 0 ∈ B(a, ρ). Again we use the Moser iteration technique. , ρ) ) and satisfy η = 1 on B(a, r), r < ρ, and |∇η| ≤ 4 ρ−r . We take as a test function φ = η 2 uu
For every > 0 we have
According to Proposition 3.2 we can choose q with (2 * − 2)q > 1 and 2
Inserting this into (39) and using the Sobolev inequality we obtain
The proof is completed using the Moser iteration technique.
Existence of sign-changing solutions
For δ > 0 small we we consider the following perturbed problem
The variational functional for problem (40) is given by
Since problem (40) is subcritical, the functional J λ,γ,δ satisfies the (PS) condition. In what follows, we will use some ideas from paper [29] , where problem (40) with λ = γ = 0 and Q constant was studied. Let Λ δ be a Nehari manifold for J λ,γ,δ
We set c 1,δ = inf
If δ = 0 then Λ 0 becomes the Nehari manifold for the functional J λ,γ and we set c 1,0 = inf u∈Λ0 J λ,γ (u). It is known that
where u 1 is a solution of (1) constructed in section 3. As in paper [29] , we can show that lim
Since the variational problem of finding a minimizer of J λ,γ,δ on Λ δ is subcritical it is easy to show that there exists a minimizer of J λ,γ,δ on Λ δ for γ ≤ γ • , where γ • is a constant from Proposition 1.5. To establish the existence of sign-changing solutions of (1), we use the Lusternik-Schnirelmann [3] theory of critical points of even functionals. We recall the definition of Krasnoselski genus. Let A ⊂ H 1 (Ω) be a closed, bounded set which is Z 2 -symmetric (i.e., u ∈ A ⇒ −u ∈ A). The Krasnoselski genus is defined by i(A) = inf{n, there exists an odd and continuous map h : A → R n − {0}}.
For a fixed ρ > 0 we put S ρ = {u ∈ H 1 (Ω); u = ρ} and define
h is an odd homeomorphism} and
it is easy to show that a minimizer for I λ,γ exists. Obviously μ 1 (u) is the first eigenvalue with the eigenfunction v(u) of the problem 
which satisfies
The main idea of the proof is to construct the (PS) c sequence for the lever c 2,δ = inf A∈F2 sup u∈A J λ,γ,δ (u). The proof of this fact is similar to that of in [14, Theorem 1'; 29, Proposition 1.2]. Since the problem is subcritical, the Palais-Smale condition holds and we also have
We need the following estimates for U ,y with y = 0, a
and
We only give the proof of (44). Let ρ > 0. It follows from Theorem 3.4 that
We may assume that |y| > ρ. Then It then follows from Lemma 1.1, (48), and (49) that for every > 0 small, we have
Since γ ≤ γ • , we deduce from this that w δ → 0 in H 1 (Ω), that is, u δ → u in H 1 (Ω).
