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ABSTRACT 
This paper presents hybrid rendering that combines the use of photorealistic and non-photorealistic rendering 
styles in the same image. This allows to extend the set of expression dimensions available in a visualization envi-
ronment. To provide general applicability, this use of hybrid rendering styles is controlled by an XML-based 
scene description. We discuss the according schema definition and present an architecture for implementing the 
presented methods as well as two exemplary applications. 
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1. INTRODUCTION 
In the past, the main direction in computer graphics 
used to be photorealistic rendering—meaning the 
quest to get as close to photography or video as 
possible. However, photorealism usually only means 
to render using the Phong illumination model and ei-
ther Gouraud or Phong shading, sometimes with addi-
tions or enhancements. A recent addition to computer 
graphics in approximately the last decade—non-pho-
torealistic rendering (NPR)—is not as well defined. 
Typically, it is conceived as everything except pho-
torealism. However, is not even clearly understood 
whether photorealistic rendering is a subset of non-
photorealistic rendering or if both are disjoint. There 
are two major directions or goals within non-photore-
alistic rendering: to build tools for artists to create art 
on the one hand and to build tools for illustrators to 
enhance technical, scientific, or medical illustrations 
on the other. In typical non-photorealistic renderings, 
however, usually only one specific style is used such 
as pen-and-ink, watercolor, or oil paint. The combi-
nation of more than one style in the same image or 
even traditionally produced photorealistic images 
with non-photorealistic styles is not as common. 
In this paper we present the use of hybrid rendering 
styles in order to extend the set of expression dimen-
sions in a visual presentation system. For this pur-
pose, we combine rendering styles for the creation of 
photorealistic images with styles for non-photorealis-
tic images and control this composition on a temporal 
basis. Two exemplary applications show the potential 
use of this approach. One presents the utilization of 
an NPR style for highlighting correlating parts of an 
otherwise photorealistically rendered geometric mo-
del. The other outlines the expression potential of 
mixing different rendering styles for an information 
visualization task. 
The remaining parts of this paper are organized as 
follows: Section 2 presents a brief overview on rela-
ted work done in the field of combining photorealistic 
and non-photorealistic rendering. A client/server 
based architecture for hybrid rendering is outlined in 
Section 3. Section 4 discusses the XML Schema com-
ponent of this architecture. This is followed by the 
two distinct and exemplary application domains in 
Section 5 whereas Section 6 concludes this paper. 
2. RELATED WORK 
The question of how to communicate information 
more effectively is an important area of research. A 
visualization supporting this task was explicitly cited 
as one of the grand challenges for NPR by David Sa-
lesin’s keynote at the 2nd NPAR symposium (Salesin, 
2002). By using their early NPR system SKETCH 
RENDERER, Strothotte et al. (1994) express how non-
photorealism can be used to guide the user’s attention 
in a visual system. The use of the outlined expression 
potential of NPR for visualization tasks is further mo-
tivated by studies pertaining to the limited expression 
capability of classic presentation variables. Ware 
(2000) presents an overview of information visualiza-
tion constraints that specifically concentrates on as-
pects of perception. 
Permission to make digital or hard copies of all or part of 
this work for personal or classroom use is granted without 
fee provided that copies are not made or distributed for 
profit or commercial advantage and that copies bear this 
notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to redistribute 
to lists, requires prior specific permission and/or a fee.  
 
Journal of WSCG, Vol.11, No.1., ISSN 1213-6972 
WSCG’2003, February 3-7, 2003, Plzen, Czech Republic. 
Copyright UNION Agency – Science Press 
In their classic work on non-photorealistic rendering, 
Saito and Takahashi (1990) show how to compute sil-
houette renderings from three-dimensional models 
using an image space method. By combining the tra-
ditional rendering with non-photorealistic elements in 
form of silhouettes they achieve accentuation of the 
mod Geometricscene description S c r i p tTemporalmapper M e t h o dmapperGeometrymanagerContrller Rendrr Script parserC l i n tGeometrymapperusercontl Intervalc a t a l o gParameterisationNetworkb a s e dprotocol ls especially in the domain of technical visuali-
zation. A similar technique is used by Preim and Rit-
ter (2002). They apply silhouettes to medical 3D vi-
sualizations to enhance the ability for recognition of 
semi-transparent objects in an interactive application. 
Strothotte et al. (1999) also take a photorealistically 
rendered object and combine it with non-photorealis-
tic elements. However, they place the whole rendition 
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ring styles to show the degree of trust in a virtual re-
construction. Different from just accentuating objects 
with non-photorealistic elements, Masuch and Strot-
hotte (2001) show examples for combining a photore-
alistic environment with non-photorealistically rende-
red objects. Similar to the effect in the work mention-
ed before, the non-photorealistic style is used to con-
vey the impression of uncertainty of the shown virtual 
reconstruction. A completely different and rather ar-
tistic approach is taken by movies in the style of “Ro-
ger Rabbit”. These combine traditionally filmed mo-
vies—the ultimate form of photorealism, so to 
speak—with cartoon characters. In recent years, the 
creation of these cartoon characters has become an 
increasingly computer-assisted task. Johnston (2002), 
for example, shows ways to apply the correct 
illumination of a shot scene to the cartoon character. 
Gooch et al. (1998) present a non-photorealistic light-
ing model especially for the application in the area of 
technical illustration. In Gooch et al. (1999) this work 
is extended to allow for interactive illustration of 
technical models. Emphasis is placed on using non-
photorealistic techniques for highlighting the shape of 
objects for better recognition rather than displaying 
them as they would appear when photographed. For a 
comprehensive survey of these and other non-
photorealistic styles see Strothotte and Schlechtweg 
(2002). A system that allows for easy combination of 
photorealism as well as various non-photorealistic 
styles has been demonstrated by Halper et al. (2002). 
It is mainly intended for designers and makes the 
assembly of different rendering styles as easy as 
possible so that the designer does not have to know 
details about the technical background. 
3. ARCHITECTURE 
Figure 1 shows a client/server architecture to be used 
for the generation of presentations enriched by hybrid 
rendering styles. The client is used as the interface to 
the user. It is responsible for the implementation of 
individual presentation techniques. The server holds 
responsible for the mapping of geometry as well as 
the (semi-automatically) construction of an XML 
script controlling temporal operation of all rendering 
styles. Both client and server do not necessarily need 
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cation is done by use of a TCP/IP-based protocol. In 
the figure, hexagons represent active architecture 
components whereas storing components (databases, 
scripts, or internal data structures) are represented by 
rounded boxes. The double-arrows indicate flow of 
physical data (files, scripts, database content) where-
as single-arrows are used for flow of internal data. 
The application-dependent server component is the 
geometry mapper. It is the source of geometry defini-
tion and therefore providing the overall scene con-
text. The design of this component is formally based 
on the work presented by Kreuseler and Schumann 
(2002). Their model was developed in the context of 
Visual Data Mining. But its general nature allows for 
applications in other domains as well. In principle, 
the model is based on the definition of information 
objects IOi that combine to an information space 
IM = {IO1, …, IOn} with IOi = IOj ⇔ i = j and i, j, 
n ∈ Ν. Each information object represents some real 
world data. In order to parameterize these objects 
according to their represented data characteristics, an 
attribute function attr is provided: AM = attr({IO1, 
IO2, …, IOn}) = {A1, A2, …, Ak} with Ai = Aj ⇔ i = j 
and i, j, k, n ∈ Ν. Thereby, AM is the attribute set of 
the respective information objects. For the purpose of 
defining relations between IOi the information 
structure IS is introduced as IS ⊆ IM × IM. 
Specific model instances for the mapper are to be 
constructed semi-automatically. The information 
space IM is either pre-modeled or generated by exe-
cuting a user defined visualization pipeline. Creation 
of any possible IOi as well as the setup and modifica-
tion of attribute sets is based on a user controlled pre-
sentation description as outlined in the following two 
sections. Examples of specific instances of this model 
are presented in Section 5. 
Figure 1. Overview of the TIGEOP-based client/ 
server architecture for hybrid presentation 
systems. 
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4. SCHEMA 
This section presents the definition of an XML Sche-
ma for modeling the presentation of any geometry 
using hybrid rendering styles. The schema is named 
TIGEOP which is short for temporally influenced geo-
metry presentation. XML is used as it allows for 
streaming support, object orientation, and therefore 
generality in appliance for a maximum number of 
application domains. An example of a potential app-
lication besides the one presented in this work is a 
workbench for information fusion such as the one 
presented by Dunemann et al. (2002). The schema is 
presented in detail by Jesse (2003) and allows for 
easy reuse and verification of the model basis. As it 
exclusively uses the XML Schema facilities as de-
fined by the W3C1 its content structure follows a well 
defined standard and is of self-documenting nature. 
Individual types of the schema represent direct map-
pings of the formal notations presented in Section 3. 
A document consists of a set of presentation methods 
(rendering styles), the geometric scene data, and a 
sequence of object presentation definitions. A string 
type for the geometry definition is to be interpreted as 
containing a scene graph in Open Inventor format. 
Presentation methods bridge between the attribute set 
AM of Kreuseler and Schumann’s framework as out-
lined in the previous section and a set Μ representing 
all currently defined rendering styles (methods). Att-
ributes for the individual methods are defined as me-
thodProperties. Their content model is empty. There-
fore, the property element for each presentation me-
thod conveys both the name and the value of a spe-
cific method attribute. Depending on the content of 
these attributes in a document instance, its resulting 
rendering is to be interpreted as producing either pho-
torealistic or non-photorealistic image components. 
The heart of a document in regard to temporal mode-
ling of hybrid rendering styles is the definition of ob-
ject presentations. These presentations represent the 
evaluation of individual rendering styles at defined 
time points for given durations. The temporal depen-
dencies conform to the above algebra definition. Si-
milar to the method properties mentioned above, the 
content model for an object’s present description is 
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 Information about XML Schema, tools, and documenta-
tion is available at http://www.w3.org/XML/Schema. 
empty which results in all parameters being specified 
as element attributes. 
5. APPLICATIONS 
For the purpose of showing the applicability of the 
presented methods, this section presents two distinct 
and exemplary application domains making use of 
hybrid rendering styles. The first deals with the pre-
sentation of a pre-modeled geometric object, the se-
cond is about a modified information mural for visua-
lisation of climate data. 
Highlighting parts of a geometric model 
The interactive exploration of geometric models 
requires a set of highlighting techniques which is as 
rich as possible. Various emphasizing methods have 
already been developed (Ritter et al., 2001). The use 
of hybrid rendering styles adds another option to this 
list whereby specific model parts can be highlighted 
by presenting them in another rendering style as the 
remaining parts of the model. An example is the 
changing use of an NPR style for the tube parts of a 
geometric engine model. The highlighting is done 
consecutively for all tubes according to starting time 
stamps and durations as specified by a presentation 
description as outlined in the previous section. Snap-
shots of the presentation are shown in Figure 2. 
Enhancing an information mural for 
climate data visualization 
The use of an information mural (Jerding and Stasko, 
1998) for visualization of climate data is documented 
by Jesse (2002). Therein, the geometry mapping fra-
mework presented in Section 3 is used as well. Cre-
ation of the information objects IOi correlates directly 
to daily weather data as generated by ClimGen2. The 
initial attribute set AM is created automatically de-
pending on data dimensions such as temperature and 
precipitation. Figure 3 shows snapshots of the mural 
based on a TIGEOP presentation description The left 
part of the figure shows the realistically raw informa-
tion mural as it is initially generated by the geometry 
mapper. The use of a non-photorealistic rendering 
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 More information about ClimGen, its availability, and a 
comparison compendium of ClimGen and other climate 
data generators is available at http://c100.bsyse.wsu.edu/ 
climgen/. For information about why the program is used 
at all, see Jesse (2002). 
Figure 2. Emphasis of correlating parts of an engine model. The raw model is shown to the left whereas 
the remaining images show the appliance of NPR rendering style to the individual tubes of the engine. 
style for the purpose of presenting the information 
objects possibly referring to data sets with the highest 
variation range of temperature and precipitation 
values is displayed in the right part of the figure. For 
the example presented, this is the day before the last. 
6. CONCLUSION 
The presented work shows that hybrid rendering 
styles can be used to extend the set of available pre-
sentation variables for visualization systems. The 
combination of photorealistic and non-photorealistic 
techniques has been shown. The presented XML 
Schema provides a formalism to express syntactic, 
structural, and value constraints to any document ins-
tances and, therefore, to the description of temporally 
enhanced geometry presentation. An architecture of a 
flexible framework for implementing presentations by 
use of hybrid rendering is introduced. This architec-
ture is open to a wide range of potential application 
domains. Two exemplary applications show the pre-
sentation of pre-modeled geometry as well as for the 
presentation of the result of a geometry mapping pro-
cess typical for information visualization tasks. 
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Figure 3. Enhancing an information mural pre-
sentation with NPR. The raw mural without spe-
cial emphasis is shown left; the right side shows a 
zoomed in view on selected information objects. 
