The fluid dynamical properties of the air flow in the upper airway (UA) are not fully understood at present due to the three-dimensional (3D) patient-specific complex geometry of the airway, flow transition from laminar to turbulent and flow-structure interaction during the breathing cycle. It is quite difficult at present to experimentally measure the instantaneous velocity and pressure at specific points in the human airway. On the other hand, direct numerical simulation (DNS) can predict all the flow properties and resolve all its relevant length-and time-scales. We developed a DNS solver with the state-of-theart lattice Boltzmann method (LBM), and used it to investigate the flow in two patient-specific UAs reconstructed from CT scan data. Inspiration and expiration flows through these two airways are studied.
Introduction
The human upper airway, UA, includes the parts of the respiratory tract above the thorax, i.e. the nasal cavity, the pharynx, the larynx and the upper part of the trachea. Common surgeries for correcting the UA obstruction include septoplasty, tonsillectomy and adenoidectomy. In the United States, about 600,000 children undergo adenotonsillectomy operation each year. However, the success rate of these operations is only about 50% due to lack of information on where the flow is constricted and where the UA dynamically collapses. Thus, understanding the UA flow properties and accurately locating the obstruction are of practical importance.
Several experimental studies have been carried out to measure the flow properties in laboratory models of the airway. However, the lack of complete fidelity of hot-wire and particle image velocimetry has been demonstrated by Johnstone et al. (2004) and Pollard et al. (2012) . On the other hand, computational fluid dynamics (CFD) methods have become increasingly capable of simulating the biofluid flows (Yoganathan et al., 2004; Kleinstreuer and Zhang, 2010; Calay et al., 2002; Doorly et al., 2008; Wen et al., 2008; Choi et al., 2009; Zhu et al., 2011; Na et al., 2012; Deng et al., 2013; Gambaruto et al., 2012; Xi et al., 2012) , and providing quantitative information about the flow properties that can minimize the guess work in corrective surgeries.
The flow in the UA is 3D, time-dependent, undergoes transition from laminar to turbulent, and reverses its main direction about every two seconds. The complex geometry of the UA results in curved streamlines, recirculation regions, secondary and jet flows. For example, the minimum cross-sectional area in the overlap region between the nasopharynx and oropharynx usually generates a turbulent jet downstream of the restriction in the apnea cases. Therefore, in order to predict this flow accurately, the numerical method should be able to simulate low Reynolds number turbulent flow in complex geometry efficiently and with minimum empiricism.
In order to investigate the laminar-transitional-turbulent flow in the airway, three approaches with different accuracies have been adopted in the literature: the Reynolds-averaged Navier-Stokes (RANS), large eddy simulation (LES) and direct numerical simulation (DNS). In RANS approach, Reynolds-averaged Navier-Stokes (NS) equation generates a number of statistical correlations between all the dependent variables and thus creates more unknowns than the available equations, leading to the closure problem. The closure is achieved via mathematical models (such as k-ω and k-ε) with additional transport equations that usually require fine-tuning for different turbulent flows. Although the accuracy of RANS is acceptable in simple turbulent flows such as straight pipes and channels, it is questionable in turbulent flows with strong streamline curvature, flows in transition from laminar to turbulent and low Reynolds number turbulent flows. All these challenging flows exist in the UA. LES is more accurate than RANS, as large scale turbulent structures (eddies) are numerically resolved and only small (sub-grid scale) structures are modeled by methods similar to RANS. However, LES is not as accurate as DNS due to the empiricism of sub-grid scale models. In DNS, all relevant lengthand time-scales are resolved numerically. Thus DNS produces the most accurate information about turbulent flows and is the gold standard for evaluating the accuracy of other methods. Mihaescu et al. (2008) used both RANS and LES to simulate the flow in a pharyngeal airway model. Large differences were observed between the RANS and LES results of the axial velocity downstream of the maximum narrowing. The authors stated that RANS is not suitable for the UA whereas LES is. Mylavarapu et al. (2009) performed both simulations and experiments for a human UA. The RANS with two-equation turbulence models (k-ε, k-ω, and k-ω-shear stress transport (SST)) as well as one-equation Spalart-Allmaras model, and LES were used. Mylavarapu et al. stated that the k-ω model resulted in the best agreement with the experimental data. Zhang and Kleinstreuer (2011) performed simulations for an idealized UA laboratory model with RANS and LES. They found that the RANS with SST transition model produced a better prediction of the turbulence kinetic energy profiles in some cases, while the k-ω model amplified the flow instabilities after the constriction, and suggested that more accurate turbulence models are still needed for the turbulence-onset prediction in complex geometries. It is clear from the above review that neither RANS nor LES is capable of accurately predicting the flow in the human UA.
The conventional approach for DNS is DNS-NS which solves the three-dimensional Navier-Stokes equations numerically in simple geometries at moderate Reynolds numbers. However, in complex geometries such as that of UA, it becomes computationally prohibitive for DNS-NS to resolve the flow in the near-wall regions. Lin and Tawhai (2007) employed DNS with second-order characteristic Galerkin fractional four-step finite element method to simulate the airflow in human intra-thoracic airways, and concluded that the simulation should consider both the UA and the intra-thoracic airway. An alternative DNS approach is the DNS-LBM which solves the discretized lattice Boltzmann equations (Succi, 2001; Sukop and Thorne, 2005) and is well-suited for resolving all the relevant length-and time-scales of flows confined by walls with complex geometries which are typical of the UA. Compared to the conventional DNS-NS, DNS-LBM has several advantages as will be discussed at the end of Section 2.1.
LBM has been introduced twenty years ago and developed rapidly in the past 10 years. It has been used in simulating biomedical flows, such as flows in the respiratory system (Ball et al., 2008; Finck et al., 2007; Hörschler et al., 2010; Eitel et al., 2010; Lintermann et al., 2012) and cardiovascular system (Munn and Dupin, 2008; Boyd and Buick, 2008; Kim et al., 2010) . The published LBM studies related to the UA are mostly concerned with the laminar flow in the nasal cavity (Finck et al., 2007; Eitel et al., 2010) . These studies demonstrated the capability of the LBM for predicting the complex flow in the UA. Recently, the DNS-LBM has been used to simulate the laminar-transitional-turbulent flows in an idealized laboratory model of the airway (Ball et al., 2008) . The results of Ball et al. showed that the DNS-LBM was superior to RANS as it reproduced the critical flow features observed in the experiment. Some other DNS-LBM studies for the flows in patient-specific nasal cavities can be found in Hörschler et al. (2010) and Lintermann et al. (2012) .
The objective of the present study is to numerically investigate the flow in real UA (including the nasal cavity, pharynx, larynx and trachea) via DNS-LBM, and develop a method for locating the obstruction based on the fluid dynamic properties of the flow. The DNS-LBM is described in Section 2. Validation of the DNS-LBM is discussed in Section 3. The computational details are described in Section 4. Results of the UA simulations and discussion are presented in Section 5. The proposed method for locating the obstruction is discussed in Section 6. The conclusions are summarized in Section 7.
Numerical method

Lattice Boltzmann method
In order to understand the complex flow in the human UA and produce accurate flow properties for pre-surgery decisions and virtual surgery, the state-of-the-art LBM is selected as the DNS method. We developed a 3D solver based on the standard LBM with stream-collision procedures (Succi, 2001; Sukop and Thorne, 2005) . Our DNS-LBM solver uses massively parallel computers efficiently due to the natural parallel characteristics of the LBM.
Both single-relaxation time, SRT (also known as BGK) (Qian et al., 1992) , and multi-relaxation time (MRT) (d 'Humières et al., 2002) collision operators are considered in our DNS-LBM solver. In the LBM with BGK collision operator, the fluid particle probability density distribution function f˛obeys a set of lattice BGK equations:
where x is the spatial coordinate of fluid particle; ıx and ıt are the lattice spacing and time increment, respectively; f eq is the local equilibrium distribution function; = /ıt is the non-dimensional relaxation time, which is a function of the kinematic viscosity , ıt and sound speed c s according to = c 2 s ( − 0.5)ıt; ˛ is the directional index of the discrete velocity vector c˛. The arrangement of c˛in the velocity space is called lattice. One of the most popular lattices for 3D flow is the D3Q19 lattice which we used in our simulations.
The left-hand side of Eq. (1) represents the streaming motion of the fluid particles, whereas the right-hand side describes their collision. The macroscopic fluid density and velocity u are functions of f˛, while the pressure is calculated from p = c 2 s . It should be noted that the incompressible Navier-Stokes equations can be obtained from Eq. (1) using Chapman-Enskog expansion (Succi, 2001 ). In our simulation, the 3D computational domain is divided into a number of uniform 3D cells which coincide with the lattice if ıx = ıt = c. The node at the center of each lattice is connected to the neighboring by the velocity vectors c˛.
When the MRT collision operator is used instead of the BGK operator, the relaxation coefficient 1/ on the right-hand side of Eq. (1) is replaced by a collision matrix ˛f˛(
where ˛ˇ= M −1 SM; M is a given m × m transformation matrix for the DnQm lattice; S = diag(s 1 , s 2 , . . ., s m ) and s˛can be determined by linear analysis and some physical parameters such as viscosity (d 'Humières et al., 2002) . The MRT operator allows the solution of Eq. (2) to be more stable than that of Eq. (1), at the cost of slightly more computational time. It is noted that most of the published LBM studies on the respiratory system used the BGK operator (Finck et al., 2007; Hörschler et al., 2010; Eitel et al., 2010; Lintermann et al., 2012) . It is clear that the linear LBM Eqs. (1) and (2) are simpler than the nonlinear NS equations and are readily parallelizable. Moreover, the pressure is a local property in the DNS-LBM, whereas in DNS-NS the pressure is obtained by solving the elliptic Poisson equation at a considerable computer cost. Thus the DNS-LBM is certainly more computationally efficient than the conventional DNS-NS methods. Comparison between the present DNS and the experimental data of Humphrey et al. (1985) for the velocity profiles in a curved pipe.
Boundary conditions
In the DNS-LBM, only the mesoscopic distribution functions, f˛, need to be prescribed at the boundaries. An extrapolation method (Guo et al., 2002 ) is adopted to treat straight or curved boundaries in the DNS-LBM solver. In this method, the distribution functions f˛are prescribed at the nodes adjacent to the boundary if that boundary intersects the planes connecting the lattice nodes. In particular, the distribution functions are decomposed into equilibrium and nonequilibrium parts. Fluid properties such as density, pressure and velocity at the external (not in the flow domain) nodes are determined through extrapolation of those at the neighbouring fluid nodes and the physical boundary condition. The equilibrium parts of f˛are then calculated based on these properties. The nonequilibrium parts of f˛are approximated using an extrapolation based on the nonequilibrium parts at the neighbouring fluid nodes. Numerical tests show that such extrapolation method is of second order accuracy (Guo et al., 2002) .
Solver validation
We have validated our DNS-LBM solver with both BGK and MRT collision operators by performing several simulations of canonical flows. Two-dimensional laminar Poiseuille flow and Taylor-Green vortex flow were computed via the DNS-LBM and produced excellent agreement with the analytical solutions. Three-dimensional laminar curved pipe flow with Re = 484 and Dean number De = 183 was simulated and the streamwise velocity profiles at l/a = 19.54 agree with the experimental data of Humphrey et al. (1985) , as shown in Fig. 1 . l and a are, respectively, the distance from the pipe entry measured along the circular path through the pipe center and the radius of the pipe. Fig. 2 shows a comparison between our DNS-LBM with BGK operator and the DNS-NS results of Kim et al. (1987) for the 3D turbulent channel flow with Re = 180. Our DNS-LBM predictions of the mean velocity and stresses profiles agree well with those of DNS-NS of Kim et al. (1987) . Small discrepancies between the DNS-LBM and DNS-NS results near the channel center (y + > 100) are due to the smaller extent of our computational domain in the spanwise direction, as has already been stated by Bespalko et al. (2009) .
We have also computed the flow in the idealized UA laboratory model of Ball et al. (2008) with both BGK and MRT collision operators. For the case with Re = 677 at the inlet plane, the instantaneous velocity contours in the central plane and several cross planes are shown in Fig. 3(a) . The computed instantaneous vorticity contours in a cross section in the oropharynx are shown in Fig. 3(b) . They agree with the experimental image from smoke array visualization.
UA simulation details
The present study considers two patient-specific UAs shown in Fig. 4 . They were reconstructed from CT scan data by our medical collaborators. The UA in Fig. 4(a) is for a 8-year-old child without respiratory disease, labeled as normal. Fig. 4(b) is for a 7-year-old child with adenotonsillar hypertrophy (airway obstruction is in the oropharynx). The UA in Fig. 4(b) is labeled as obstructed. It can be seen that the geometry of the human UAs is much more complex than that of the idealized model in Ball et al. (2008) .
During the CT scans, the gantry tilt was zero in both the normal and obstructed cases. The CT scan parameters are presented in Table 1 . The resolution is given as X by Y in the axial plane (e.g., 0.438 × 0.438), then by axial increment (e.g., the axial increment was 0.3 mm for the normal case). Segmentations were based on an initial selection of pixels whose Hounsfield units ranged between −1024 and −350 (water = 0), with hand edits to eliminate artifacts due to locally poor anatomical resolution. Both inspiration and expiration phases of the breathing cycle were considered for the normal and obstructed UAs. The walls of the UAs were assumed smooth and rigid, and the two-way interactions between the air flow and walls were not accounted for. The no-slip condition was imposed at the walls. Constant flow rates with uniform velocity profiles perpendicular to the inlet planes were prescribed at the inflow boundary. A pressure boundary condition, where the static pressure is assumed to be a constant value Fig. 4 . Two patient-specific models of the UA used in the simulations. p 0 , was applied at the outlet planes. During inspiration, the inlet and outlet planes were located at the nostrils and trachea, respectively. During expiration, the inlet and outlet planes exchanged their locations. It should be noted that the pressure difference between the inlet and outlet planes during breathing is small (about 300 Pa = 0.3 % p 0 , where p 0 is the reference pressure assumed equal to 1 atm). In the LBM, the pressure and density are related via p = c 2 s . In other words, a 0.3% difference in the pressure between the inlet and outlet planes means 0.3% difference in the density at these planes. Both BGK and MRT collision operators were tested. With the BGK collision operator, the smaller (or smaller ıt), the more accurate the result. However, the solution becomes unstable when approaches 0.5. In order to avoid this numerical instability, we used the MRT collision operator in the simulations of the human UAs.
The computations were performed on Blue Waters (BW), a Cray XE6/XK7 supercomputer. The flow parameters and computational details are given in Table 2 . A range of flow rates (2-50 L/min) was considered in simulations. The turbulent flow cases with two flow rates (25 L/min for the normal UA and 15 L/min for the obstructed UA) were studied in detail and are presented here. The flow rate for the obstructed airway is smaller than that of the normal airway due to the smaller cross-sectional area of the inlet planes in the former and the existence of the obstruction. A uniform Cartesian grid was used. The mesh size (number of lattices), mesh resolution (lattice spacing), ıx, and time increment, ıt, were selected according to the results of mesh-and time increment-independence tests. Table 2 shows that a finer mesh and smaller time increment were used for the normal UA since its flow rate was larger than that of the obstructed UA. Processor times include the simulation and files output times.
Results and discussion
Flow fields during inspiration
During inspiration, air flows from the nostrils to the trachea. Due to the sudden expansion of the airways after the nostrils, recirculation zones persist in the superior area of the nasal cavity. The velocity contours at eight cross sections are presented in Fig. 5(a) . Sections N1-N8 in the normal UA and O1-O8 in the obstructed UA represent the nasal valve, anterior turbinates, middle turbinates, pharynx, base of tongue, tip of epiglottis, middle of epiglottis and glottis, respectively. Although the inlet velocity (3 m/s) of the normal UA is larger than that (2 m/s) of the obstructed one, the max velocity in the normal UA is 7.34 m/s which is slightly smaller than 7.97 m/s in the obstructed UA. This is due to the existence of the obstruction in the latter. of u z are because the downward flow during inspiration is in the opposite direction to the positive coordinate z. In the normal UA, the velocity at the point in cross section N1 is nearly constant. This is because the prescribed boundary condition at the nostrils is that of uniform and constant velocity and the flow is laminar in the nasal valve. The flow is then divided into several streams through the multiple channels of the turbinates. The velocity is almost sinusoidal at cross section N2 and then fluctuates irregularly at N3, indicating a transition from laminar to turbulent flow. After the nasal cavity, the air passes through the pharynx (N4). The flow at section N4 is already turbulent. In the obstructed UA, the velocities u y at sections O1-O3 are steady but increase monotonically in the main flow direction, indicating the flow is still laminar in the nasal cavity of the obstructed UA. However, after passing through O4, the flow becomes turbulent. This is because the reduced cross-sectional area in the region between the nasopharynx and oropharynx generates a jet downstream of the restriction. It should be noted that most of the cited relevant references considered only the nasal cavity flows. It is shown here that the flow in the pharynx, larynx and trachea is turbulent and unsteady. The contours of vorticity components in the main flow directions at these cross sections are also calculated but not shown. Vortices can be found at sections N4-N8 in the normal UA and O4-O8 in the obstructed UA, indicating secondary streams at these cross sections. Fig. 6 shows the instantaneous velocity contours in the sagittal plane of both UAs during inspiration. The exact locations of these planes are shown in Fig. 9 . The flows near the epiglottis are turbulent in both UAs as evident by the velocity fluctuations in Fig. 5(b) at sections N6-N7 and O6-O7. A jet flow is seen in Fig. 6(b) in the region close to the epiglottis.
Flow fields during expiration
During expiration, air flows from the trachea to the nostrils. The velocity contours at the eight cross sections and velocity components at typical points in these sections are presented in Fig. 7 . It can be seen that the flow is laminar in the trachea (N8 and O8) in both UAs. The flow is then accelerated as it passes through the epiglottis, and becomes turbulent in the pharynx (N5 and O5). Jet flows start near the tip of the epiglottis in both the normal and obstructed UAs, as shown in Fig. 8. 
Locating the obstruction
Previous experimental approaches
There are currently two experimental approaches for locating the airway collapse in obstructive sleep apnea using pressure sensors (Han et al., 2002) . The first approach assumes that the pressure-time (p-t) fluctuations disappear upstream of the obstruction during apnea since there is no airflow (Hudgel, 1986; Katsantonis et al., 1993; Han et al., 2002) . The second approach locates the obstruction using the pressure differences between the sensors (Skatvedt, 1995) since a large pressure difference would occur before and after a flow constriction.
In order to verify the above two approaches, we obtained from our DNS-LBM results the p-t signals at seven points (A-G) in the normal and obstructed airways during inspiration and expiration, and present in Fig. 9 . In the normal UA, in Fig. 9(a) , the amplitudes and frequencies of pressure fluctuations at points A and B are nearly the same (with a slight phase shift) during inspiration as they are both located at the end of the nasal passages. The figure shows that the maximum pressure drop is between points C (green) and D (blue) indicating that the maximum resistance to the flow is between the nasopharynx and the oropharynx during inspiration in this normal UA. During expiration, the maximum pressure is at point G as the airflow changes direction. Fig. 9(b) shows the p-t signals in the obstructed airway. Since the obstructed UA is not totally constricted in our simulation, the pressure fluctuations do not disappear, but their amplitudes and frequencies are reduced as compared to those in the normal UA. It should be noted that the inlet flow rate for the normal UA was 25 L/min whereas that for the obstructed UA was 15 L/min as mentioned earlier. However, it is not possible to determine the location of the obstruction unambiguously from the p-t signals of Fig. 9 . 
A new method for locating the obstruction
Since it is not possible to locate the UA obstruction from the p-t signals, we propose a method for locating the obstruction based on the local distribution of the first and second spatial derivatives of pressure. In order to introduce this method, we consider a steady laminar flow in a 2D channel containing an obstruction marked by the letters bcd in the sketch shown in Fig. 10 . The flow is from left to right in the positive z direction. The pressure decreases from a to c and reaches a minimum at the narrowest cross section c where the flow attains its maximum velocity (due to continuity). As the flow area increases from c to d, the velocity decreases and the pressure increases. The pressure increase from c to d usually creates a recirculation zone (flow reversal) due to the adverse pressure gradient. Fig. 10 value at the narrowest section c. Thus, we can use our DNS results to find the location of the maximum change in the first derivative of pressure and positive second derivative along the flow direction in the UA, and that will be where the obstruction is.
Verification for the proposed method
In order to verify the proposed method, we considered two artificial obstructions at different locations ( Fig. 11(a) ) in the normal UA. The flow rate here is 15 L/min, which is same as that for the obstructed UA. Point C in the normal UA is too close to the branch of the nasal passages, and in order to avoid the influence of the branch, we created another point C . Furthermore, based on information from our medical collaborators, point G is the least likely place for an anatomic obstruction, and points A and B (cf. Fig. 9 ) are in the nasal cavity whose obstruction is not considered. Thus, we added two spheres with different diameters to mimic the obstructions between points C and D, and between points E and F. The sphere diameter of the latter is larger than that of the former because the cross-sectional area in the region E-F is larger than that in the region C -D. Since the pressure and its spatial derivatives are time-dependent, we performed time-averaging and presented the time-averaged values of the first derivative of pressure at four points C , D, E and F in Fig. 11(b) . The negative sign in the plotted derivative −∂p/∂z in Fig. 11(b) is because the main flow direction is in the opposite direction of the coordinate z during the inspiration. It is clear from Fig. 11(b) that for the sphere between points C and D, the maximum change in the magnitude of the time-averaged ∂p/∂z is between C and D. Similarly, for the sphere between points E and F, the maximum change in the magnitude of ∂p/∂z occurs between E and F. This result proves that the maximum change in ∂p/∂z occurs in the region of the blockage in the two artificially obstructed UAs. However, in order to pinpoint the location of the narrowest section we need to plot the distribution of the time-averaged second derivative ∂ 2 p/∂z 2 (cf. Fig. 10(b) ) as shown in red lines in Fig. 11(b) . It is clear that the maximum positive values of ∂ 2 p/∂z 2 occur at point S1 (between C and D) and point S2 (between E and F).
We now examine whether the above finding is also true for the naturally obstructed UA. The time-averaged ∂p/∂z at the four points C, D, E and F in the obstructed UA is presented for both the inspiration and expiration in Fig. 12 . Both Fig. 12(a) and (b) shows that the maximum change of the time-averaged ∂p/∂z occurs between points D and E for both inspiration and expiration. However, in order to pinpoint the narrowest section we plot ∂ 2 p/∂z 2 in the same figure. It is clear that point S4 is where ∂ 2 p/∂z 2 attains its maximum positive values (associated with minimum pressure) for both inspiration and expiration. This location is consistent with the location of adenotonsillar hypertrophy. In other words, the obstruction location which we determined using the maximum positive value of ∂ 2 p/∂z 2 is in excellent agreement with patient's CT scan. The method of maximum positive ∂ 2 p/∂z 2 is now verified.
Discussion
It should be emphasized that it is not possible to locate the UA obstruction by examining the instantaneous 3D velocity or pressure fields since the flow contains zones with natural recirculation and vortical structures that are not caused by the obstruction. In contrast, the maximum positive ∂ 2 p/∂z 2 uniquely identifies the obstruction.
Of course we knew in advance the locations of the artificial and real obstructions, but our objective was to develop a reliable method to locate obstructions in future cases for which there is no prior knowledge of the obstruction location. Also, our method is applicable to any kind of UA with obstruction, although here we only considered pediatric UA as an example.
Conclusions
In this study, we developed a DNS-LBM solver using both BGK and MRT collision operators. Several canonical flows, including the 2D laminar Poiseuille flow, 2D Taylor-Green vortex flow, 3D laminar curved pipe flow, 3D turbulent channel flow and 3D turbulent flow in an idealized UA, were used to validate the solver. Our DNS-LBM results agree with the analytical solutions, and with the experimental and numerical results.
The validated solver was then used to simulate the laminar-transitional-turbulent flow in a normal UA and an obstructed UA, which were reconstructed from CT scan data. Both inspiration and expiration flows for these two UAs were studied. Velocity and vorticity contours in several selected sections are presented and discussed. Recirculation flow, secondary flow and jet flow are found in the UA. Instantaneous velocity and pressure signals at different locations in the UAs were also investigated. The results show that the amplitude and frequency of pressure fluctuations are reduced in the obstructed UA. More importantly, we introduced a method for locating the UA obstruction in which the maximum change in the time-averaged first spatial derivative of pressure ∂p/∂z locates the region of the obstruction whereas the maximum positive value of the local time-averaged second derivative ∂ 2 p/∂z 2 pinpoints the blockage. We validated that method by comparing the result with a normal UA with two different artificial obstructions and a patient-specific obstructed UA.
