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Resumo. O padra˜o IEEE 802.15.4 adota o protocolo CSMA/CA, o qual na˜o
oferece suporte para mensagens com restric¸o˜es temporais. Neste trabalho e´ pro-
posta uma abordagem de provimento de qualidade de servic¸o para aplicac¸o˜es
de tempo real com mı´nimas alterac¸o˜es ao protocolo existente. O mecanismo
proposto melhora o CSMA/CA atrave´s da atribuic¸a˜o descentralizada de pri-
oridades baseada no modelo de tarefas (m,k)-firm. Resultados obtidos atrave´s
de ana´lises experimentais sa˜o apresentados.
1. Introduc¸a˜o
O protocolo de acesso ao meio CSMA/CA proposto pela especificac¸a˜o IEEE 802.15.4
na˜o oferece suportes de QoS para aplicac¸o˜es de tempo real. Considerando aplicac¸o˜es com
restric¸o˜es temporais, muitas atividades existentes precisam ser realizadas periodicamente
e com tempos de resposta limitados. Alguns trabalhos recentes [Hespanha et al. 2007] da
comunidade de controle investigam os efeitos de descartes de ativac¸o˜es no desempenho
dos sistemas e propo˜em o uso de te´cnicas que toleram descartes de dados perio´dicos,
desde que estas ocorram de forma esparsada.
Modelos de tarefas que toleram descartes ja´ eram previstos ha´ cerca de 15 anos
atra´s quando [Hamdaoui and Ramanathan 1995] introduziram o modelo de tarefas com
deadlines (m,k)-firm, no qual abordagens de qualidade de servic¸o poderiam ser ofer-
ecidas para tarefas perio´dicas1. O algoritmo apresentado naquele trabalho utilizava o
conceito de distaˆncia para falha como heurı´stica para atribuic¸a˜o de prioridades das ativi-
dades. Uma tarefa que estivesse proxima de perder mais que m deadlines dentro de uma
janela de k requisic¸o˜es de servic¸o era classificada como mandato´ria, e portanto, recebia
a prioridade mais alta do sistema. De forma ana´loga, o trabalho intitulado Skip-over
[Koren and Shasha 1995] se propunha a atender a um conjunto de tarefas perio´dicas que
tolerassem descartes. Estes descartes eram caracterizados por um paraˆmetro de descarte
s, o qual representava a toleraˆncia desta tarefa para perda de deadlines.
No contexto de protocolos IEEE 802.15.4, atualmente poucos trabalhos explo-
ram a flexibilidade das tarefas tempo real. Por exemplo, no trabalho proposto em
[Koubaa et al. 2006] sa˜o definidos quatro cena´rios com diferentes classes de tra´fego e
diferentes definic¸o˜es nos paraˆmetros de configurac¸a˜o do CSMA/CA com compartimento
(slot). Classes de tra´fego com altas e baixas prioridades sa˜o atribuı´das a`s classes de
servic¸o, onde cada classe possui seus pro´prios paraˆmetros configurados (paraˆmetros de
macMinBE, aMaxBE e CW definidos pelo IEEE 802.15.4).
Diferentemente dos trabalhos citados e considerando que o protocolo IEEE
802.15.4 na˜o oferece mecanismos de provimento de QoS a`s aplicac¸o˜es que utilizam
1O termo tarefa, no contexto de tempo real, significa um recurso a ser escalonado. Neste trabalho, uma
tarefa refere-se a transmissa˜o de uma mensagem enviada por um nodo.
o perı´odo com contenc¸a˜o, esta proposta busca atender requisic¸o˜es com restric¸o˜es se-
gundo o modelo (m,k)-firm. Neste trabalho, como principal contribuic¸a˜o, propo˜e-se um
mecanismo de priorizac¸a˜o distribuı´da durante o perı´odo com contenc¸a˜o em redes IEEE
802.15.4, segundo o modelo de garantias (m,k)-firm. A proposta apresenta-se em con-
formidade com a especificac¸a˜o IEEE 802.15.4, propondo alterac¸o˜es mı´nimas no proto-
colo CSMA/CA.
2. Protocolo MAC no IEEE 802.15.4
O protocolo IEEE 802.15.4 [IEEE 2006] especifica a sub-camada MAC e a camada fı´sica
para as LR-WPANs. O protocolo MAC suporta dois modos de operac¸a˜o que devem ser
selecionados pelo coordenador: modo com e sem beacon. Neste trabalho, considera-se
apenas o modo com beacon. Quando um coordenador seleciona o modo com beacon,
ele forc¸a a utilizac¸a˜o da estrutura do superquadro para gerenciar a comunicac¸a˜o entre os
dispositivos que sa˜o associados com a PAN. O superquadro e´ contido em um BI (Beacon
Interval) e limitado por dois quadros de beacon, possui um perı´odo ativo (dividido em
16 compartimentos igualmente espac¸ados) e um perı´odo inativo. O coordenador interage
com a PAN durante o perı´odo ativo, e entra em modo de economia de energia durante
perı´odos inativos.
A estrutura do superquadro e´ definida por dois paraˆmetros: O primeiro macBea-
conOrder (BO) define o intervalo no qual o coordenador deve transmitir os quadros de
beacon. O segundo atributo e´ o macSuperFrameOrder (SO) este atributo define o com-
primento do perı´odo ativo do superquadro. A porc¸a˜o ativa do superquadro e´ composta por
treˆs partes: beacon, CAP (Contention Access Period) e CFP (Contention Free Period). O
beacon deve ser transmitido sem perı´odo de contenc¸a˜o (CSMA/CA), iniciando no com-
partimento 0. O CAP deve comec¸ar imediatamente apo´s o quadro de beacon. O CFP,
caso exista, deve ocorrer imediatamente apo´s o CAP e se estende ate´ o te´rmino da porc¸a˜o
ativa do superquadro. Todos os GTSs devem ser alocados dentro do CFP.
Se o mecanismo de comunicac¸a˜o utiliza exclusivamente o CAP, um dispositivo
que deseja se comunicar deve competir com outros dispositivos usando o CSMA/CA com
compartimentos. Todas as transmisso˜es devem ser finalizadas antes do fim do CAP, ou
antes do inı´cio do perı´odo inativo (se houver).
2.1. Protocolo de acesso ao meio CSMA/CA com compartimento
O protocolo CSMA/CA no modo com beacon (com compartimento) utiliza treˆs varia´veis
para escalonar o acesso ao meio: NB: nu´mero de vezes que o algoritmo CSMA/CA entra
em backoff enquanto tenta acessar o canal. CW: tamanho da janela de contenc¸a˜o, o qual
define o nu´mero de perı´odos de backoff necessa´rios com o canal disponı´vel antes do
inı´cio da transmissa˜o. BE: expoente de backoff que define quantos perı´odos de backoff
um dispositivo deve aguardar antes de tentar avaliar a atividade do canal. A Figura 1
apresenta o fluxograma para versa˜o com compartimento, sumarizada em cinco etapas.
1. Inicializac¸a˜o do NB, CW e BE.
2. Espera aleato´ria: o algoritmo busca evitar coliso˜es aguardando um tempo de es-
pera aleato´rio gerado na faixa de [0, 2BE − 1] perı´odos de backoff.
3. CCA: operac¸a˜o utilizada para verificar se o canal esta´ ocupado.
4. Canal ocupado: se o canal e´ verificado ocupado, CW e´ reiniciado e os val-
ores de NB e BE sa˜o incrementados, e caso o valor de NB exceda o valor de
macMaxCSMABackoffs (no caso 5), o algoritmo termina como um erro de
acesso ao canal. Caso contra´rio, o algoritmo volta ao passo 2.
5. Canal ocioso: se o canal e´ verificado como ocioso, o valor de CW e´ decrementado.
Se o valor de CW expira, o protocolo MAC deve iniciar sua transmissa˜o com
sucesso, de outra maneira, o algoritmo volta ao passo 3.
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Figura 1. Algoritmo CSMA/CA com compartimento.
3. Modelo do Sistema
Uma das motivac¸o˜es para o desenvolvimento deste trabalho adve´m do fato que, ape-
sar do protocolo IEEE 802.15.4 apresentar um mecanismo de alocac¸a˜o com garantias
(GTS) para aplicac¸o˜es tempo real, a alocac¸a˜o precisa ser precedida por uma mensagem
de solicitac¸a˜o de alocac¸a˜o de GTS. Ale´m disso, o nu´mero ma´ximo de compartimentos
garantidos e´ baixo (sete slots). Pore´m, o uso do protocolo CSMA/CA conforme oferecido
pela especificac¸a˜o tambe´m na˜o e´ adequado. Este protocolo na˜o preveˆ qualquer mecan-
ismo de provimento de QoS para eventos tempo real, incluindo solicitac¸o˜es de alocac¸a˜o
de GTS, e mensagens de alarme, resultando na degradac¸a˜o do desempenho da rede, prin-
cipalmente durante condic¸o˜es de sobrecarga.
Para este trabalho, considera-se um cluster IEEE 802.15.4, em uma topologia es-
trela, composto por um conjunto de nodos sensores dentro da a´rea de cobertura de um
u´nico nodo denominado Coordenador PAN. Assume-se que o Coordenador PAN inicial-
iza a rede definindo a estrutura do superquadro atrave´s dos paraˆmetros BO e SO. Cada
nodo sensor i coleta uma varia´vel do ambiente, processa e transmite a informac¸a˜o para o
Coordenador que, por sua vez, confirma o recebimento da mensagem atrave´s do envio de
um ACK para o nodo i. Cada dispositivo possui sua toleraˆncia em perder algumas men-
sagens, conhecida em tempo de projeto, representadas na forma de restric¸o˜es (m,k)-firm.
O principal problema tratado neste trabalho e´ como os dispositivos que compo˜em
a PAN controlam dinamicamente suas prioridades buscando minimizar o nu´mero de
ocorreˆncias de falhas dinaˆmicas. Ou seja, o objetivo maior e´ respeitar as restric¸o˜es de
qualidade de servic¸o (m,k) de cada nodo i.
Formalmente, nossa abordagem pode ser descrita como segue. Um conjunto de
N tarefas perio´dicas independentes pode ser representado como Γ = {τ1, τ2, ...τn}. Cada
tarefa e´ na˜o preemptiva e caracterizada por uma 5-tupla (Ti, Di, Ci,mi, ki), onde Ti rep-
resenta o perı´odo, Di representa o deadline, Ci representa o tempo de execuc¸a˜o e mi e ki
representam as restric¸o˜es (m,k)-firm da tarefa i (1 ≤ mi ≤ ki).
No caso especı´fico no nosso modelo, uma tarefa perio´dica representa uma
aplicac¸a˜o executando em um dispositivo da rede onde os perı´odos das tarefas sa˜o indi-
cados pela periodicidade do superquadro. Neste trabalho, considera-se o deadline relativo
igual ao perı´odo das tarefas. Por exemplo, uma tarefa que na˜o consegue realizar sua trans-
missa˜o dentro do superquadro atual, e´ considerado como um deadline perdido. O tempo
de computac¸a˜o da tarefa na realidade representa o tempo de envio da mensagem. Final-
mente, conforme previamente mencionado, mi e ki representam as restric¸o˜es (m,k)-firm
para a tarefa τi, o qual ao menos m de qualquer janela de k instaˆncias consecutivas de
um tarefa τi devem ter seus deadlines atendidos, buscando evitar uma condic¸a˜o de falha
dinaˆmica (uma falha dinaˆmica ocorre quando uma restric¸a˜o (m,k)-firm e´ violada).
Considerando p como o perı´odo do superquadro (BI) composto pelo CAP e pelo
perı´odo inativo, assume-se que: Ti = p: o perı´odo das tarefas coincidem com o perı´odo
do superquadro; Di = Ti: deadline e´ igual ao perı´odo; e mi e ki: ∈ Z+, 1 ≤ m ≤ k.
4. Algoritmo Distributed DBP
O algoritmo Distributed DBP e´ construı´do sobre o conceito distaˆncia para falha, o qual
foi introduzido por [Hamdaoui and Ramanathan 1995]. Para tornar-se factı´vel a aplicac¸a˜o
deste conceito, faz-se necessa´rio a manutenc¸a˜o de um histo´rico de atendimento recente
de cada tarefa. Este histo´rico de execuc¸a˜o e´ uma k-tupla que armazena as k execuc¸o˜es
mais recentes de uma tarefa. Seja 0 e 1 a representac¸a˜o para perda e atendimento de um
deadline, respectivamente. A cada fim de um superquadro um novo estado e´ produzido,
o histo´rico e´ movido (da direita para esquerda) e o novo estado e´ adicionado na posic¸a˜o
mais a direita. Por exemplo, uma tarefa com k = 3 e histo´rico “110” representa que a
execuc¸a˜o mais recente da tarefa perdeu o deadline, enquanto que as outras duas execuc¸o˜es
tiveram seus deadlines respeitados.
Uma tarefa j pode estar em um dos 2kj estados possı´veis, e para
esta calcular a distaˆncia para falha dj(k) basta usar o seguinte procedimento
[Hamdaoui and Ramanathan 1995]: Seja metj(n, h) a posic¸a˜o (a` direita) referente
ao nth deadline atendido no histo´rico h. Se existem menos que n 1s em h,
enta˜o metj(n, h) = k + 1. Por exemplo, metj(1,“011”)=1, metj(1,“010”)=2,
metj(2,“101”)=3, metj(2,“001”)=4. Desta forma, utilizando esta func¸a˜o, a distaˆncia
para falha e´ denotada por: dj(k)← (k −metj(m,h) + 1).
Existem alguns trabalhos que propo˜em algoritmos de escalonamento con-
siderando restric¸o˜es (m,k)-firm das tarefas [Hamdaoui and Ramanathan 1995,
West and Zhang 2004]. No entanto, esses trabalhos sempre consideram uma enti-
dade central – um escalonador – que conhece o histo´rico de todas as tarefas e toma
deciso˜es baseadas em um conhecimento global do sistema. Este trabalho, por sua vez,
tem interesse na investigac¸a˜o de algoritmos de escalonamento dinaˆmicos (on-line), onde
o escalonamento e´ realizado considerando as condic¸o˜es locais de cada nodo. A Figura 2
delineia o algoritmo Distributed DBP para provimento de QoS entre os dispositivos que
compo˜em a PAN, o algoritmo, baseado no modelo de tarefas (m,k)-firm, busca minimizar
a ocorreˆncia de falhas dinaˆmicas no sistema.
No algoritmo Distributed DBP, apo´s o envio de uma mensagem enderec¸ada ao
Coordenador (linha 1 na Figura 2), a heurı´stica verifica o recebimento da mensagem pelo
Coordenador PAN atrave´s de uma mensagem de reconhecimento ACK, sinalizando o
atendimento de uma deadline (linha 4). Caso um dispositivo na˜o consiga efetuar sua
1 envia_mensagem();
2
3 evento(status){
4 if(status == SUCESSO) atendeu = TRUE;
5 if(status == FALHA_CSMA || status == SEM_ACK) atendeu = FALSE;
6
7 distancia_falha = atualiza_distancia_falha(atendeu);
8 altera_prioridade(distancia_falha);
9 }
Figura 2. Algoritmo Distributed DBP (executado em cada nodo).
transmissa˜o dentro do atual superquadro, ou se uma mensagem de reconhecimento ACK
na˜o e´ recebida dentro de um intervalo de tempo determinado pelo dispositivo que trans-
mitiu a mensagem, uma ocorreˆncia de na˜o atendimento de deadline e´ sinalizada (linha 5).
Posteriormente, a distaˆncia para falha dos dispositivos e´ atualizada baseada na situac¸a˜o
de atendimento dos deadlines (varia´vel “atendeu”) e a prioridade do dispositivo e´ atu-
alizada. Caso um dispositivo encontre-se pro´ximo a ocorreˆncia de uma falha dinaˆmica
(dj(k) = 1), este recebe a maior prioridade do sistema, ou seja, o valor da varia´vel
macMinBE e´ atualizada para 0, aumentando desta forma a propabilidade de sucesso
na transmissa˜o no pro´ximo superquadro; caso contra´rio macMinBE = 3.
5. Resultados
Os estudos foram conduzidos atrave´s de ana´lise experimental a partir de um proto´tipo.
Utilizou-se o OpenZB (http://www.open-zb.net/), o qual implementa a pilha de proto-
colos especificada pelo padra˜o IEEE 802.15.4, desenvolvida em NesC sobre o sistema
operacional TinyOS e e´ compatı´vel com os dispositivos MicaZ (http://www.xbow.com).
Utilizou-se 6 nodos MicaZ trabalhando com taxa de transmissa˜o de 250 kbps e
frequeˆncia de 2.4 GHz, sendo um deles nomeado Coordenador PAN, 3 nodos transmitindo
dados periodicamente para o Coordenador PAN contendo restric¸o˜es (m,k), e outros dois
nodos transmitindo constantemente, buscando sobrecarregar o meio de comunicac¸a˜o.
A estrutura do superquadro foi configurada atrave´s dos valoresBO = 5 e SO = 3.
A periodicidade das tarefas (BI) e o perı´odo ativo (SD) foram fixados em aproximada-
mente 500 ms e 120 ms, respectivamente. As restric¸o˜es (m,k) para os treˆs nodos foram
fixados em (1,3)-firm. Cada nodo transmite uma mensagem de 4 bytes dentro do su-
perquadro e solicita ainda uma mensagem de reconhecimento ACK ao Coordenador. Os
treˆs nodos iniciam a transmissa˜o de mensagens apo´s o recebimento de um quadro de
beacon apo´s 40 ms, 60 ms e 80 ms, respectivamente. Foram utilizados dois nodos trans-
mitindo mensagens (broadcast) periodicamente para os outros nodos que compo˜em a
PAN. O tempo de cada experimento foi de aproximadamente 450 segundos (foram ger-
adas aproximadamente um total de 900 mensagens).
No primeiro cena´rio de experimentos, as mensagens de sobrecarga foram trans-
mitidas com periodicidade de 20 ms. A Figura 3 apresenta o comportamento do sistema
nessas condic¸o˜es. Objetivando submeter o sistema a uma condic¸a˜o de sobrecarga severa,
em um segundo cena´rio de experimentac¸a˜o considerou-se transmisso˜es com periodici-
dade de 7 ms por parte dos nodos que geram carga de fundo (Figura 4).
Observa-se nas tabelas das figuras 3 e 4 que o nu´mero de falhas dinaˆmicas
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Figura 3. Resultados dos experimentos com periodicidade de 20ms.
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Figura 4. Resultados dos experimentos com periodicidade de 7ms.
foram consideravelmente maiores na abordagem convencional oferecida na especificac¸a˜o
padra˜o, do que quando utilizada a abordagem Distributed DBP.
6. Concluso˜es
Este trabalho apresentou uma abordagem descentralizada para atribuic¸a˜o de prioridades
em RSSFs, buscando reduzir o nu´mero ocorreˆncias de falhas dinaˆmicas nos nodos. Re-
sultados experimentais apresentados apontam reduc¸a˜o no nu´mero de falhas dinaˆmicas nos
nodos que utilizam o Distributed DBP em contraste com a abordagem tradicional, prevista
pelo padra˜o. A abordagem pode ser facilmente adaptada em dispositivos IEEE 802.15.4,
necessitando apenas de mı´nimas alterac¸o˜es.
Importante destacar que os resultados foram obtidos em um cena´rio bem es-
pecı´fico (mensagens curtas, poucos nodos). Ha´ necessidade de investigar o comporta-
mento da abordagem proposta frente a outros cena´rios submetido a outras cargas.
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