





















  i 
要旨	 
2K さらには 4K といった高精細なビデオデータの配信、スマートフォンやタブレット




イッチ LSI（3.2 Tb/s）が適用される 2016 年頃には 1.2 Gb/s/mm2、さらに 2 世代後の
スイッチ LSI（12.8 Tb/s）が適用される 2022 年頃には 4.8 Gb/s/mm2 になると予想さ
れる。筐体型の情報処理・通信装置に換算すると 2016 年頃に 10 Tb/s、2022 年頃に
40 Tb/s に達すると予想される。 
これに対し従来用いられてきた電気伝送は接続信頼性やクロストークなどによる密
度限界、導体や誘電体の損失による伝送速度限界により伝送密度に上限が存在し、
装置や LSI の伝送容量がそれを超えようとしている。まず 2016 年頃の 1.2 Gb/s/mm2
の伝送密度で基板間および筐体間の配線が電気伝送では伝送容量が不足し、２０２２














発を行った。多段の低温同時焼成セラミックス（LTCC: Low Temperature Co-fired 
Ceramic）基板を用い、基板のみで光素子や光コネクタの高さ調整を行うモジュール









そしてこれらの技術を用い、通信装置の筐体を用いた 10 Tb/s 級の光インターコネ
クト評価機を試作し、1.2 Gb/s/mm2 の伝送密度を実証した。 
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  1 
第1章	 序論 
光伝送は都市間の広域ネットワークからデータセンタ内などのローカルエリアネット

















納めてラック上部のネットワーク装置（ToR スイッチ: Top of Rack スイッチ）につなぐ形
態をとっていた。しかし装置の大容量化が求められるにつれ、幅 19 インチ、44.45 
mm（1 U）の整数倍を高さとする装置では密度を上げられないことから、現在ではより
小型な筐体に機能を詰め込んだ筐体型装置が一般的に使われている。 
  2 
 






せいぜい 30 cm 程度であり、基板上の LSI 間や LSI と光モジュール間の配線長は









板内の配線長は 30 cm 程度となる。配線数は数百本で、スイッチ LSI の信号数やバ
ックプレーンに挿入される基板の枚数によって変わる。バックプレーンを介した配線長
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             (a)                                 (b) 






スは ToR スイッチを介して接続される。このため各リソースと ToR との間には大容量の





2K さらには 4K といった高精細なビデオデータの配信、スマートフォンやタブレット
といったモバイルデバイスの普及、さらには Internet of Everything（IoE）や
Internet of Things（IoT）と呼ばれる種々の機器やセンサがネットワークに繋がりデ
ータのやり取りを行う Machine to Machine（M2M）通信の普及により、ネットワークト











  4 
ると、次世代のスイッチLSIが装置適用される2016年頃に3.2 Tb/s（bit/second、bps
と表記することもあるが本論文では b/s と表記する）、さらに 2 世代後の 2022 年頃に
12.8 Tb/s に達する。また筐体型の情報処理・通信装置の伝送容量に換算すると
2016 年頃に 10 Tb/s、2022 年頃に 40 Tb/s に達する。 
 







































  5 
伝送速度（bit rate）は 2016 年頃に 25 Gb/s、2022 年頃に 50 Gb/s に達すると予想
される。 
 
図 1.4 インターフェース規格の動向 
1.2.2 基板内配線 
ブレード基板やラインカード上の LSI 間および LSI－光モジュール間を接続する基
板内配線の伝送密度は、配線長が 30 cm 程度と短く配線の損失の影響をほとんど受
けないため、LSI パッケージの伝送密度で制限される。 
多ピンのパッケージには Ball Grid Array（BGA）が用いられる。その BGA パッケ
ージ ピンピッチのロードマップ[7]を 図 1.5 に示す。 
 

















































  6 
パッケージサイズは実装信頼性から 50 × 50 mm2程度が限度となるため、ピン数
は 1 mm ピッチで 2500 ピン、0.8 mm ピッチで 3900 ピン、0.65 mm ピッチで 5900
ピンとなる。高密度化のトレンドは 2 倍/10 年と装置の高速化、大容量化に比べ緩やか
で 0.65mm ピッチの実用化は 2018 年以降となっている。 
さらに高速信号では、下記の制限によりピンの配置に制約を受けるため、取り出せ
る信号数が限られる。 










高速信号のピン配置例を図 1.6 に示す。取り出し可能な信号数は 1 mm ピッチの
BGA パッケージで 2500 ピンのうち 256 ピン（差動で 128 信号）、0.8 mm ピッチの
BGA パッケージで 5900 ピンのうち 360 ピン（差動で 180 信号）、0.65 mm ピッチの
BGA パッケージで 5900 ピンのうち 512 ピン（差動で 256 信号）となり、増加の傾向は
ピンピッチの 2 乗より 1 乗に近くなる。 
 







  7 
ピンピッチの狭小化による信号数の増加の動向にかかわらず、伝送密度はある一定
値に制限され、3.6 Gb/s/mm2 となる。 
伝送密度と伝送距離の関係として示すと図 1.7 となる。 
 
図  1.7 基板内配線の電気伝送限界  
2016 年頃の 3.2 Tb/s のスイッチ LSI の伝送密度は 1.28 Gb/s/mm2 であり余裕が









信号密度は制限され、25 Gb/s 用で 0.053 信号/mm2[8]、40 Gb/s 用で 0.03 信号
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〜100 cm となるため、配線の表皮効果や誘電体損失による周波数に依存した損失に
より伝送速度が制限される。バックプレーンコネクタ含めた配線の挿入損失周波数特
性を図 1.8 に示す。 
 
図  1.8 基板配線挿入損失周波数特性  
電気伝送回路は 30 dB 程度の損失を補償できる機能を持つことから[10]-[12]、配
線長50 cmまではコネクタの伝送密度1.3 Gb/s/mm2となり、それより長い配線長では
損失が 30 dB になるよう伝送速度（bit rate）を落とす必要があるため伝送密度が低下
する。これらを伝送密度と伝送距離の関係として示すと図 1.9 となる。 
2016 年頃の 3.2 Tb/s のスイッチ LSI を用いる 10 Tb/s の筐体型情報処理・通信
装置で要求されるコネクタの伝送密度は、スイッチ基板のコネクタに必要となる伝送容
量 3.2 Tb/s と 4 章で述べる冷却風流路から決まるバックプレーンの配線エリアおよび
部品高さとから 1.2 Gb/s/mm2 となり、電気伝送で実現するためには配線長を 50 cm
程度まで短くしなければならない。このため 50 cm 以上の配線長では光インターコネ
クトを導入する必要がある。 
2022 年頃の 12.8 Tb/s のスイッチ LSI を用いる 40 Tb/s の筐体型情報処理・通信
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によって制約を受ける。コネクタは一般的に用いられる太さ 26 AWG までのケーブル
に対しては基板間伝送で用いるバックプレーンコネクタと同等の密度のケーブルコネ
クタが用意されており[14]、長さが短い場合の伝送密度は基板間配線と同じ 1.3 
Gb/s/mm2 となる。差動ケーブルの挿入損失の周波数特性は図 1.10 のようになる。 
基板間配線の項での検討と同様、電気伝送回路により 30 dB 程度の損失まで補償
できることから 5 m まで 1.3 Gb/s/mm2 の伝送密度となり、それより長いケーブル長で
は伝送速度（bit rate）を低くしなければならないため伝送密度が下がる。伝送密度と
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図  1.10 差動ケーブル挿入損失の周波数特性  
 
図  1.11 差動ケーブルの電気伝送限界  
2016 年頃の 3.2 Tb/s のスイッチ LSI を用いる情報処理・通信装置の筐体間、ラッ
ク間配線で要求される伝送密度は基板間と同様冷却風流路を確保する必要があるた
めコネクタに要求される伝送密度は 1.2 Gb/s/mm2 となる。したがって 5 m 以上のケー
ブル長となる場合は光インターコネクトの導入が必要となる。 
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ネクトを導入が必要となる。 
1.3 光インターコネクトの課題 








図  1.12 光インターコネクトの構成  
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表  1.1 光モジュールの比較  
 通信用光モジュール オンボード光モジュール 





サイズ 144 × 78 mm2 107 × 40 mm2 7.8 × 8.2 mm2 ≦9 × 9 mm2 
伝送速度 25 Gb/s 25 Gb/s 10 Gb/s 25 Gb/s 
伝送密度 0.009 Gb/s/mm2 0.02 Gb/s/mm2 0.94 Gb/s/mm2 ≦1.2 Gb/s/mm2 
消費電力 250 pJ/bit 80 pJ/bit 25 pJ/bit ≦25 pJ/bit 
冷却 空冷 空冷 水冷 空冷 
 
通信用光モジュールは数百 m から数 km の長距離の伝送を行うため、消費電力や
モジュールサイズが大きい。しかし光インターコネクトでは距離は 40 m 程度と短いもの
















144 mm 107 mm 
9 mm 
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表  1.2 光バックプレーンの比較  
 M. Ohmura et al. [18] (2006) 要求仕様（2016） 
形態 
  




そこで 3.2 Tb/s スイッチ LSI を用いる 2016 年頃の情報処理装置・通信装置に向け、
光インターコネクトの 1 の課題に対して CMOS 送受信回路の開発、2 の課題に対して
段差付きパッケージ基板および低クロストーク配線技術の開発、3 の課題に対してリボ
ン光ファイバシートおよび高密度コネクタの開発を行った。1〜3 の開発を通して 4 のコ
ストの課題にも対応した。それらを 2〜4 章で詳細に報告する。 




ジ（光 SiP）を提案した。光 SiP については 5 章で詳細に報告する。 
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換するトランスインピーダンスアンプ（TIA: Trans Impedance Amplifier）が用いられ
る。電力やコストの低減にはこれらの回路を CMOS で実現する必要がある。本章では
CMOS 光送受信回路の開発について述べる。 
2.1 LD ドライバ回路の課題 




図  2.1 LD ドライバの構成  
この LD ドライバには 2 つの課題がある。1 つはメインドライバ段でのパッドや配線、
トランジスタや光素子の寄生容量による帯域の劣化である。もう 1 つは高速動作可能
なレーザを駆動するため 40 mA 以上の電流を流すメインドライバ段を駆動するプリド
ライバの消費電力と回路面積である。 
まずメインドライバ段の帯域劣化の課題について述べる。メインドライバの回路と各









  18 
 
図  2.2  LD ドライバ回路と電流波形  
LD に流れる電流は、変調電流 IM を流すトランジスタ MM、バイアス電流を流すトラ
ンジスタ MB および配線やパッドの容量からなる CP と、LD の寄生容量 CD によって、
LD に流れる電流 ILD は図 2.2 の青い実線のように鈍ってしまう。この帯域の劣化を補
償するには変調電流 IM に図 2.2 の赤い波線のように信号の高周波域を強調するピ
ーキング特性を持たせればよい。ピーキング特性は、そのピーク量を可変にできなけ



































図  2.3   LD－LD ドライバ間配線による伝送特性：(a)等価回路、(b)LD 電流周波数
特性 (Z0=50Ω  (package trace))、(c)LD 電流周波数特性 (Z0=200Ω  (wire 
bonding)) 
ここでℓは配線長、Z0 は配線の特性インピーダンス、CP は出力トランジスタの寄生容
















































































ℓ=0.2 mm, CP=0.3 pF, CD=1.5 pF, RD=10 Ω
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流す変調電流、ID は LD に流れる電流である。 
配線の特性インピーダンス Z0を、LD および LD ドライバをフリップチップ実装してそ
の間を基板配線で接続した場合を想定して 50 Ωとしたとき（図 2.3(a)）、3 dB 帯域は
8 GHz となる。25 Gb/s のシステムとして帯域が不足するため、LD ドライバにピーキン
グ特性を持たせる必要がある。260 pH のインダクタを LD ドライバにつけることで 3 dB
帯域幅を18 GHzまで伸ばすことができ、グループディレイを12.5 GHz以下で±5 ps
に抑えることができる。しかしボンディングワイヤによる実装の場合、配線の特性インピ
ーダンス Z0 は約２０0 Ωとなり、260 pH のインダクタをつけた LD ドライバではピークが




[1]-[4]、2)アクティブインダクタ[5]-[7]、 3)RC ソース デジェネレーション[8]、4)プリエ
ンファシス（デエンファシス）[9]-[11]である。以下にそれぞれの方法の特徴を書く。 
１）	 インダクタピーキング 




で寄生容量が増え、帯域が劣化する。さらに LD ドライバは 40 mA 以上の変調
電流 IM を流す必要があり、可変抵抗により大きな電圧降下が生じる。可変抵抗
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いずれの方式も一長一短があるため、25 Gb/s システム向け LD ドライバとして新た
な帯域劣化補償回路方式が求められている。 
次にもう 1 つの課題であるプリドライバの消費電力と回路面積について述べる。 
プリドライバは 40 mA 以上の変調電流を流すメインドライバ段を 25 Gb/s の伝送に
必要な帯域をもって駆動する必要がある。１段のアンプでは十分な利得帯域幅積が得
ることができないため、通常アンプを多段にカスケード接続する。カスケード接続したと
きのトータルの帯域𝐵𝑊!"!は式( 2.1 )となる[12]。 
 𝐵𝑊!"! = 𝐵𝑊!"## 2! − 1!  (  2.1 ) 
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2.2 相互インダクタによる可変ピーキング 





図  2.4 可変インダクタの原理：(a)相互インダクタによる可変ピーキングの回路図、(b)シミ
ュレーション結果  
変調電流 IM をインダクタ L1 に、ピークコントロール電流𝛼 ∙ 𝐼!をもう一方のインダクタ
L2 に流す。インダクタ L1 と L2 は相互に結合しており、結合係数を k とする。RD は LD
の直列抵抗、CP は LD ドライバの寄生容量、αは変調電流とピークコントロール電流の
比を表す。簡単のため LD の寄生容量を省略すると回路各部の電流、電圧の関係は
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𝑣! = s  𝐿!  𝐼! + s  𝑀  𝐼!! + 𝑅!  𝐼!𝑣! = s  𝑀  𝐼! + s  𝐿!  𝐼!! + 𝑅!  𝐼!!𝐼! = s  𝐶!  𝑣! + 𝐼!𝛼  𝐼! = s  𝐶!  𝑣! + 𝐼!!𝑀 = 𝑘 𝐿! ∙ 𝐿!    (  2.2 ) 
式( 2.2 )から v1、v2 および ID’ を消去して L1=L2=L のときの LD に流れる電流 ID を
求めると式( 2.3 )となる 
 𝐼! = 𝐶!   𝐿 − 𝛼  𝑀   s! + 𝐶!  𝑅!  s + 1𝐶!   𝐿 +𝑀   s! + 𝐶!  𝑅!  s + 1   × 1𝐶!   𝐿 −𝑀   s! + 𝐶!  𝑅!  s + 1 𝐼! (  2.3 ) 𝛼 = １のとき ID は式( 2.4 )のようになる。 
 𝐼! = 1𝐶!   𝐿 +𝑀   s! + 𝐶!  𝑅!  s + 1   𝐼! (  2.4 ) 𝛼 = −１のとき ID は式( 2.5 )のようになる。 
 𝐼! = 1𝐶!   𝐿 −𝑀   s! + 𝐶!  𝑅!  s + 1   𝐼! (  2.5 ) 
式( 2.4 )、式( 2.5 )から、ピーク周波数ωはαの符号によって𝜔!! ≈ 1/ 𝐶!   𝐿 −𝑀 ま








バのピーク量を可変することができる。 𝐿! = 𝐿! = 400  pH、𝑘 = 0.7、𝑅! = 8.5  Ω、𝐶! = 200  fFとしたときのシミュレーション
結果を図 2.4(b)に示す。25 Gb/s の伝送に有効な 13 GHz でピークが生じており、そ
のピーク量をαの値によって調整できることがわかる。 
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2.3 CMOS インバータ アクティブフィードバック プリドライバ 
広帯域のアンプ回路には一般的に差動アンプが用いられてきた。しかし差動アンプ
は抵抗や定常的に電流を流すテール電流が必要となるため、消費電力や回路面積






CMOS インバータ アクティブフィードバック プリドライバは 5 つの CMOS インバー
タで構成され、2 つのフィードバックを持つ。１つは 2 段目の出力からフィードバックさ
れるもの、もう 1 つは 4 段目の出力からフィードバックされるものである。3 段目はメイン
ドライバを駆動するバッファとフィードバック バッファの 2 つを駆動する。 









整している。これに対し CMOS デュアルループ アクティブフィードバック プリドライバ
では MOS 抵抗 R1 を調整することでピーク量を調整する。 
CMOS インバータ アクティブフィードバック プリドライバの伝達特性は以下のよう
になる。プリドライバの等価回路を図 2.5(b)に示す。解析を簡単にするため、CMOS
インバータの出力抵抗は、𝑟!! = 𝑟!! = 𝑟!! = 𝑟!と仮定する。また CMOS インバータの
ゲイン Ga0、Ga1、Ga2、Gf は式( 2.6 )のように１次の伝達関数で表されるものとする。 
 
𝐺!!(𝑠) = 𝐺!!(𝑠) = 𝐺!!(𝑠) = 𝐺!1 + 𝑠/𝜔!𝐺!(𝑠) = 𝐺!1 + 𝑠/𝜔!                  (  2.6 ) 
このときプリドライバの伝達関数は式( 2.7 )で表される。 
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𝑉!"# = 𝐺!!  𝑟!"   −𝐺!  𝑅! + 𝑟! + 𝑟!  𝑠/𝜔!𝑟! 1 + 𝑠/𝜔!   𝐿𝑃!𝐿𝑃!     𝑉!"   𝐿𝑃! = 𝑟! 1 + 𝑠/𝜔! (𝑟!" 1 + 𝑠/𝜔! 2 + 𝐺! + 2𝑠/𝜔!+𝑟! −𝐺!  𝐺! + 1 + 𝑠/𝜔! ! )  𝐿𝑃! = 𝑅!(𝑟!" 1 + 𝑠/𝜔! ! + 𝑟! 𝐺!!  𝐺! + 1 + 𝑠/𝜔! !  
( 2.7 ) 
𝑟!" ≫ 𝑟!、𝐺! ≫ 𝐺!、𝐺! ≫ 1とすると LP1、Lp2 は式( 2.8 )のようになる。 
 
𝐿𝑃! = 𝑟!  𝑟!"  𝐺! 1 + 𝑠/𝜔! ! 𝐿𝑃! = 𝑅!   𝑟!" 1 + 𝑠/𝜔! ! + 𝑟!  𝐺!!  𝐺!    ( 2.8 ) 𝑅! → 0のとき、LP1、Lp2 は𝐿𝑃! ≪ 𝐿𝑃!となり、プリドライバの伝達関数は 2 次となる。一
方𝑅! → ∞のとき LP1、Lp2 は𝐿𝑃! ≫ 𝐿𝑃!となり、プリドライバの伝達関数は 3 次となり、大
きなピークを持つようになる。したがって抵抗 R１の抵抗値を調整することによって２段
目の CMOS インバータからのフィードバック量と 4 段目の CMOS インバータからのフ
ィードバック量を同時に変えることができ、それによってピーク量を可変することができ





































図  2.5 プリドライバ：(a) CMOS インバータ  アクティブフィードバック  プリドライバ回路、
(b)等価回路、(c)シミュレーション結果  
CMOS インバータ アクティブフィードバック プリドライバの周波数特性のシミュレー
ション結果を図 2.5(c)に示す。ゲイン 20 dB で帯域は 12 GHz 以上、ピーク量は 0
〜6 dB まで調整することができる。このとき消費電力は 7.5 mW、回路面積は 200 
µm2 となった。同じ特性を従来の差動アンプで構成した場合、消費電力は 12 mW、
回路面積は 5400 µm2 となることから、CMOS インバータ アクティブフィードバックを
用いることにより消費電力を約 2/3、回路面積を約 1/25 にすることができた。 
2.4 LD ドライバ回路の構成 






































メインドライバはバイアス電流 30 mA、変調電流 40 mA を流すことができ、25 Gb/s































polarity : +, amplitude : max
polarity : +, amplitude : mid
polarity : +, amplitude : 0
polarity : -, amplitude : mid
polarity : -, amplitude : max
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Integrated Surface Emitting Laser）[15]を駆動することができる。LISEL アレイは
カソードが共通となっているため、LD ドライバは LD のアノードを駆動する。PMOS ト
ランジスタ M1 でバイアス電流を流し、NMOS トランジスタ M3 で変調電流を流す。トラ
ンジスタ M3 は高いトランスコンダクタンスを確保するためにソースを接地してプリドライ
バの CMOS インバータで駆動している。LD の ON 電圧は 1.4 V のため、トランジスタ
M3の耐圧を保つようトランジスタM2によるゲート接地回路入れた。またトランジスタM2
の一部を ON/OFF させることでトランジスタ M3 のサイズを変えて、変調電流量を調整
できるようにした。ピーク調整回路は変調電流回路と同様の構成をとり、変調電流は 4





図  2.7 相互結合インダクタ：(a)総合結合インダクタの形状、(b)周波数特性  
50 µm 50 µm
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メタル層を 2 層用いて 2 つのインダクタを構成している。左右対称な形状とし、真ん
中で 2 つのインダクタの層を入れ替えている。上下の層間容量を減らすため、断面
A-A’に示すように 2 つの層で配線を互いにずらしている。インダクタのサイズは 50 × 
50 µμm!である。相互インダクタの周波数特性を図 2.7(b)に示す。自己インダク
タンスは 0.4 nH、カップリング係数は 0.65、自己共振周波数は 35 GHz となっ
ている。 
LD ドライバのシミュレーション結果を図 2.6(b)に示す。LD 電流周波数特性のピー
ク量はピーク調整回路の電流量と向きで調整できている。ピーク周波数は 15 GHz、
調整範囲は 7 dB となった。 
光出力波形で見たピーク調整の効果を図 2.8 に示す。光出力はレート方程式をベ
ースにした LD の回路シミュレータ（SPICE）等価回路モデルを用いた[16]。パラメー
タは LISEL の特性に合わせフィッティングした。 
LD ドライバ IC をフリップチップ実装した場合、LISEL－LD ドライバ間の配線はス
トリップラインまたはマイクロストリップラインで構成され配線インピーダンスは 25Ω〜
50Ωくらいとなる。この場合、ピーク制御回路の電流の向きをマイナスにしてピーク量を




案の LD ドライバ回路は LD－LD ドライバ間の配線インピーダンスに従ってピーク制
御回路を調整することで最大のアイ開口を得ることができる。 
設計した LD ドライバは 1.0 V、1.8 V、2.5 V の 3 種の電源を用い、LD を含めた消
費電力は 156 mW、電力効率は 6.3 pJ/b となった。 




図  2.8 ピーク調整の効果：(a)配線インピーダンスとアイ開口、(b)光出力波形  
2.5 LD ドライバ評価結果 
LD ドライバはスタンダード 65 nm CMOS プロセスを用いて試作した。試作した LD
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図  2.9 LD ドライバチップ  






































た。25 Gb/s データは 12.5 Gb/s 4ch パルスパターンジェネレータ（Anritsu 
MP1758A）を用い、2:1 のマルチプレクサ（MUX）により生成した。ビットエラーレート
（BER）の測定は光レシーバ、1:2 のデマルチプレクサ（DMUX）を通して 12.5 Gb/s 
4ch エラーディテクタ（Anritsu MP1762A）で測定した。光レシーバは CMOS トランス
インピーダンス アンプ（TIA）[17]と裏面入射 p-i-n フォトダイオード[17]で構成され、
BER 10-12 のときの入力感度は-8dBm である。 
LD ドライバの周波数特性を図 2.11 に示す。測定は LISEL を接続し、ピーク制御
なしで測定した。LD ドライバの-3 dB 帯域は 16 GHz で、25 Gb/s 伝送に十分な帯域
を得ることができた。 





図 2.13 に伝送速度（bit rate）25 Gb/s、擬似ランダムパターン（PRBS 2! − 1）で
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図  2.13 ビットエラーレート（BER）測定結果  
2.6 関連研究 
2.6.1 LD ドライバの比較 
LD ドライバの比較を表 2.1 に示す。Palermo et al. [9]、Kucharski et al. [10]ら
はメインドライバのピーキング方式にプリエンファシス、プリドライバの回路方式に差動





! 伝送速度（bit rate）はトランジスタと配線容量の和に反比例する。 
! 伝送速度（bit rate）は出力電流値に反比例する。 
! トランジスタ容量はスケーリングファクタ（S）の 2 乗に反比例する。 
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! 配線容量は 90 nm プロセスのトランジスタ容量と同一で、プロセスによっ
て変わらない（各プロセスは同じ Cu 配線を用いており、配線幅あたりの許
容電流値は変わらないため）。 
! Kucharski らは SOI プロセスを用いていることから、トランジスタの容量は
1 世代先のプロセスと同じ。 
! トランジスタ面積はスケーリングファクタ（S）の 2 乗に反比例する。 
その結果を表 2.2 に示す。本報告の LD ドライバは、相互インダクタによるピーキン
グと CMOS インバータによるプリドライバにより、Palermo、Kucharski らの発表に対
し、電力効率で 1.5 倍、回路面積は 1/4 を実現することができた。 
表  2.1 LD ドライバの比較  
 Palermo et al. [9] Kucharski et al. [10] This work 
Bit rate 16 Gb/s 20 Gb/s 25 Gb/s 
Peaking type Pre-emphasis Pre-emphasis Coupled inductor 
Pre-driver type Differential amp. Differential amp. CMOS inverter 
Optical device VCSEL VCSEL LISEL 
LD average  6.2 mA 9 mA 26 mA 








156 mW *1 
(6.3 pJ/bit) 
66 mA *2 
(2.6 pJ/bit) 
Area 0.017 mm2 0.088 mm2 0.011 mm2 
Technology 90nm CMOS 0.13mm CMOS 65nm CMOS 
*1 : At average current of 26mA  
*2 : At average current of 10mA  
表  2.2 LD ドライバの比較（プロセス 65 nm、出力電流 26 mA）  
 Palermo et al. [9] Kucharski et al. [10] This work 
Power efficiency  9.5 pJ/bit  10.7 pJ/bit  6.3 pJ/bit 
Area 0.037 mm2 0.064 mm2 0.011 mm2 
2.6.2 TIA の開発 
フォトダイオード（PD）により光強度に比例した電流を電圧に変換する TIA は高い





TIA プリアンプは PD からの信号を受けるためシングルエンド回路となっている。こ
のため電源雑音の影響を大きく受ける。そこでプリアンプの電源にレギュレータを設け
て雑音を低減するとともに、レギュレータ出力の電流を平準化するノイズキャンセル回







キャンセル回路を図 2.16 に示す。 
 


































1.0 3.0 1.0 0.5 1.0 2.0 2.0 87.5 90
*1 *2
*4 *3
  37 
 
図  2.15 TIA プリアンプ回路  
 
図  2.16 TIA オフセットキャンセル回路  
オフセット電圧を低減するため、feed-forward Automatic decision Threshold 
Control（ATC）と feed-back オフセットキャンセラーの 2 段オフセットキャンセルを提案




路により、目標受信感度 90 µA を達成することができた。 
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図  2.17 TIA 受信感度  
2.7 本章のまとめ 
光インターコネクト電力やコストの低減には、LD ドライバ回路、TIA 回路を CMOS
で実現する必要がある。 









これらにより 2016 年頃の 3.2 Tb/s スイッチ LSI や 10 Tb/s 情報処理装置・通信装
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第3章	 高密度オンボード光モジュールの開発 







提案するオンボード光モジュールの構造を図 3.1 に示す。 
 
図  3.1 オンボード光モジュールの構造  
モジュールはコア径50µm、12芯パラレルのマルチモード光ファイバ（MMF: Multi 
Mode Fiber）が付いたピグテイル構造（光モジュールに光ファイバが固定された構造。
これに対し光ファイバが脱着可能なものはプラガブル構造と呼ぶ）で、サイズは 8 × 8 
mm2、厚みは 2.8 mm である。波長 850 nm の 4 チャネル VCSEL アレイと PD ア
レイをフェイスアップでモジュール基板上に搭載し、ワイヤボンディングでモジュール
基板上の配線と接続している。前章で述べた 4 チャネルの VCSEL ドライバ IC[1]と
TIA IC[2][3]をフリップチップボンディングでモジュール基板上に搭載している。光素










8.0 mm 8.0 mm 
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が一体成型されており、モジュール基板上に固着される。モジュールの電気端子は
Land Grid Array (LGA)で、ソケットを介して装置基板の配線と接続される。モジュー
ル基板の材料は平坦性に優れ、微細配線が可能な低温同時焼成セラミックス
（LTCC: Low Temperature Co-fired Ceramics）を用いている。 
モジュール基板は 3 つの異なる高さの面を持つ。モジュール基板に 3 つの異なる高
さの面を持たせることで、部品点数を減らし、シグナルインテグリティを向上している。
モジュールの断面を図 3.2 に示す。 
 
図  3.2 モジュール断面図  
レベル A は VCSEL ドライバ IC と TIA IC を搭載する面である。 
VCSEL と PD はレベル A より 150 µm 低いレベル B に搭載する。光素子の厚み




ンズとの距離が最適になるようレベル A から 200 µm 高くしている。これにより光コネク
タの高さ位置を調整するための部品を省くことができる。 
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図  3.3 光モジュールの組立て手順  
3.2 ミラー、レンズ一体成型コネクタ 
ミラー、レンズ一体成型コネクタの外観を図 3.4 に示す。 
 
図  3.4 ミラー、レンズ一体成型コネクタの外観  
光コネクタの薄型化と低コストを実現するために、1 レンズの光学系とした。VCSEL
から出射された光は、光コネクタの下面に一体成型された非球面レンズにより集光さ












(1) Mount the VCSEL driver and TIA.
(2) Mount the VCSEL and PD on 
lower level.
(3) Perform wire-bonding.
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タのサイズは 4 × 4.8 mm で厚み 1.7 mm の薄型化を実現した。 
図 3.5 に光素子と光コネクタとの結合損失を示す。損失は送信（Tx）、受信（Rx）合
わせて 2.7 dB となった。図 3.6 に縦方向、および横方向のトレランスを示す。損失が
0.5 dB 増加する位置ずれ量は縦方向が±50  𝜇𝑚、横方向が±10  𝜇𝑚で、高精度な実
装機の導入なしで光モジュールを組立てることができる。 
 
図  3.5 光コネクタの結合損失  
 








Ch. 1 Ch. 2 Ch. 3 Ch. 4 
12-ch lens array
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3.3 クロストークの低減 
オンボード光モジュールは伝送速度（bit rate）の向上と高密度化を両立しなけれ





図 3.7 にモジュール基板の IC－光素子部の拡大図を示す。VCSEL および PD ア
レイのピッチは光ファイバの間隔に合わせて 250 µm となっている。したがって伝送速
度（bit rate）が 25 Gb/s になると隣接配線間のクロストークが無視できなくなる。 
 
図  3.7 IC－光素子部拡大図  
そこでクロストークを低減するためシールドを設けることとし、3 つの電磁界解析用モ
デルを作成して低減効果の確認を行った。解析用モデルを図 3.8 に示す。 
図 3.8(a)はシールドを設置していないもので、効果を確認するためのリファレンスと
する。図 3.8(b)は光素子のカソードの配線をシールドとして用いたものである。光素
子のピッチは 250 µm と狭く、配線間に新たにシールドを設けることは難しいためであ










250 µm 250 µm 
Bonding 
wire
  47 
ーンを設けてカソード配線とビアで接続するシールド効果改善構造を提案した。受信
側の場合、ベタパターンは PD のバイアス電源と接続する。 
3 次元電磁界解析の解析結果を図 3.9 に示す。 
 
図  3.8 隣接配線間クロストーク解析モデル  
 
図  3.9 隣接配線間クロストーク解析結果  











(b) Shield wiring only 


















w/ shield & via
w/ shield
w/o shield
Crosstalk limit 27 dB
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カソード配線をシールドとして使うことで、シールド無しの場合に比べ 12.5 GHz で





4 倍離れている。しかし VCSEL の変調電流は 5 mA で PD の受光電流は 50 µA と
信号のレベル差は 40 dB あるため、送信から受信へのクロストークは−70 dB 以下と
厳しい仕様となる。 
 
図  3.10 送受信間クロストーク  
そこで送受間クロストークを低減する 2 つの構造を提案した。1 つは図 3.11(b)に示
すように送受間にグランドパターンを設けるものである。もう 1 つは図 3.11(c)に示すよ
うにグランドパターンに加えて金属ブロックを設け、よりシールド効果を高めたものであ
る。3 次元電磁界解析の結果を図 3.12 に示す。 
送受間にグランドパターンを設けることで、シールドが無い場合に比べ 15 dB 改善







VCSEL PD Bonding wire
1 mm 
9 mA 90 µA 
40 dB 
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図  3.11 送受間クロストーク解析モデル  
 
図  3.12 送受間クロストーク解析結果  











(a) Without shield (b) With solid ground pattern 
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3.3.3 共通ノード インピーダンスによるクロストーク 
図 3.13 に光モジュールの受信回路ブロックを示す。4 チャネル アレイ PD のカソ
ードは共通のバイアス電源配線に接続されている。したがって PD0 に光信号が与えら
れ、電流 IPD が流れると同時に、共通ノードのインピーダンスにより雑音電流 In が発生
し、クロストークとなる。バイアス電源配線インピーダンスによるクロストークを解析する
ため、図 3.14 に示す等価回路を作成して解析を行った。 
 
図  3.13 受信回路ブロック  
 
図  3.14 受信等価回路  
PD array 
VPDbias 






























Lpkg Lpcb Lpcb 
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等価回路は、影響を受ける PD_vict、影響を与える PD_aggr と TIA の入力等価回路
RTIA、CTIA、バイアス電源配線のパターン容量 Cpattern、モジュール基板上のデカップ
リング容量 C_pkg、装置基板上のデカップリング容量 C_pcb および IC と容量との間の配
線インダクタ Lpkg、Lpcb で構成される。 
等価回路を見るとわかるが、PD_vict のインピーダンス Z1 と、バイアス電源配線イン
ピーダンス Z2 は並列に接続されている。したがって Z2 が Z1 に近づくと、PD_aggr の電
流が分流して PD_vict に流れてクロストークとなる。したがって𝑍! ≫ 𝑍!でなければなら
ない。Z1、Z２の周波数特性解析結果を図 3.15 に示す。 
 
図  3.15 Z1、Z２の周波数特性  
バイアス電源配線インピーダンス Z2 は反共振により約 2.5 GHz でインピーダンスに
ピークを持つ。反共振はモジュール基板の配線インダクタンス Lpkg およびモジュール
基板上のデカップリング容量の等価直列インダクタンス ESL_Cpkg の和と、バイアス
電源配線のパターン容量 Cpattern とで生じている。したがって Cpattern を大きくすること




果を図 3.16 に示す。ジッタを目標仕様である 1 ps 以下とするためには Cpattern を 50 
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きくすることはできない。また TIA IC 上も他の電源のデカップリング容量を搭載する必
要があるため、バイアス電源用のデカップリング容量を搭載することができない。そこで
低等価直列インダクタンス（ESL）容量を PD のそばに搭載することとした。 
 
図  3.16 モジュール基板のパターン容量とジッタの関係  
3.3.4 電源バイパス容量の最適化 




要となる。そこで VCSEL ドライバ IC、TIA IC の電源に部分要素等価回路（PEEC）
モデル[4]-[7]、モジュール基板や装置基板の電源配線に 1 次元モデルを適用し、オ
ンボード光モジュールの電源モデルを作成し、解析を行った。解析モデルを図 3.17
に、結果を図 3.18 に示す。目標インピーダンス 2 Ω以下とするためにはオンチップ容
量を16 nF、オンモジュール容量を32 nFとすれば良いことがわかる。試作ではモジュ

















  53 
 
図  3.17  オンボードモジュール電源モデル  
 
図  3.18  電源インピーダンス(VDD1.0)解析結果  
3.4 オンボード光モジュールの評価結果 





































Power line (VDD1.0) impedance 
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示す。オンボード光モジュールは LGA ソケットを用いて装置基板に搭載される。ソケッ
トを含めたサイズは 15 × 15 mm2となる。 
 
図  3.19 オンボード光モジュール  
 




装置適用に十分な特性が得られた。受信感度は−8.5 dBm である。2 チャンネル同
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                (a)                                       (b) 
図  3.21 オンボード光モジュール出力波形：(a)送信側光出力波形、(b)受信側電気出
力波形  
 
図  3.22 オンボード光モジュール  エラーレートカーブ  
7.5 ps 7.5 ps 
-14 -12 -10 -8 -6 -4 -2 0 



















25 Gb/s, PRBS 231-1
Δ = -0.5 dB 






する方法を提案している。また Yanagisawa ら[9]は薄い Flexible printed circuits











表  3.1 オンボード光モジュールの比較  
 T. Shiraishi et al. [9][10] 
K. Schmidtke et al. 
[11] This work 
Size 21.6 × 47.8 mm2 24 × 24 mm2 8 × 8 mm2 
Bandwidth 200 Gb/s (25 G × 8) 
300 Gb/s 
(25 G × 12) 
100 Gb/s 
(25 G × 4) 
Density 0.2 Gb/s/mm2 0.52 Gb/s/mm2 1.6 Gb/s/mm2 
Power efficiency 10.6 pJ/bit − 12 pJ/bit 
3.5.3 光インターコネクトの高速化 
光インターコネクトのさらなる高速化の検討が進められている。VCSEL を用いたも
のでは、D.M. Kuchta らは VCSEL の高速化や VCSEL ドライバのエンファシス機能
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により40 Gb/s伝送を達成し[12]、最近では56 Gb/s伝送の結果を報告している[13]。
一方で回路や光素子の帯域を伸ばすのではなく QAM などの多値変調や[14]、複数
の波長を 1 本の光ファイバで伝送する光波長多重（WDM: Wavelength Division 
Multiplex）などが報告されている[15]。Si フォトニクスも高速化の検討は進められて
おり、25 Gb/s 以上のものが報告されるようになってきている[16]-[18]。 
しかし高速化は回路や光デバイスの帯域の補償による消費電力の増加や、信号/雑
音比の劣化などにより困難となってきている。 
高速化とは違う方法での大容量化を 5 章で検討した。 
3.6 本章のまとめ 






光送受信 IC や光素子を搭載したモジュールを試作し、10 Tb/s 装置に要求される
伝送密度 1.2 Tb/s/mm2 を実現するとともに、25 Gb/s でエラーフリーとなることを確認
し、装置適用への見通しを得ることができた。 
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第4章	 高密度光バックプレーンの開発 






10 Tb/s 級装置例を図 4.1 に示す。 
 
図  4.1 10 Tb/s 級装置構成の例  
このような装置のバックプレーンに要求される仕様をまとめると下記となる。 
1. 装置は 8 枚のラインカードと 3 枚のスイッチ基板で構成される。バックプレーン
の配線は、それぞれのスイッチ基板がすべてのラインカードに接続するよう配
線される。筐体内の基板間隔：35mm、基板の部品高さ：≦25 mm。 
2. 光バックプレーンの配線エリア：≦288 × 53 mm2 × 2。十分な冷却風流路を確
保するため、バックプレーンを小型化する必要がある。 
3. 装置の伝送容量：9.6 Tb/s。スイッチカード バックプレーンコネクタの伝送密
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ートの構成を図 4.2 に示す。 
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材料損失も材料の改善により近年では 0.04 dB/cm まで低下している[11][12]。それ











































図  4.4 リボンファイバシートの断面  
 
図  4.5 リボンファイバシートの外観  
図 4.6 にリボンファイバシートを用いた 7.2 Tb/s 光バックプレーンの構成を示す。組
立て方法は下記のようになる。 
1. SW1〜LN1、SW1〜LN2 のようにスイッチ基板とラインカードの組合せごとに
1 つのリボンファイバシートを用意する。1 枚のリボンファイバシートは 24 本の光
ファイバで構成し、12 芯 × 2 列、24 芯の MT フェルールを接続する。リボンフ
ァイバシートの長さはスイッチ基板からラインカードまでの距離に合わせる。 
2. SW1〜LN1 のシートを下に、SW1〜LN2 のシート、SW1〜LN3 のシートと順
Cover sheet 
(Polyimide ) Optical fiber 
Base sheet (Polyimide) 
with adhesive 
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に 4 枚のシートを重ねる。それぞれのシートは長さがことなるため、各シートの
MT フェルールが干渉することはない。同様に SW1 と LN5〜LN8 を接続する
シートや SW2、SW３に接続するシートを重ねる。 
3. 各 SW に接続されるシートを重ねてバックプレーンコネクタに接続する。各 SW
に接続されるシートはラインカードのバックプレーンコネクタの位置が異なるた
め（図では上下方向にずれている）、各 SW に接続されるシートや MT フェル
ールが干渉することはない。 
スイッチ基板は 3 枚で構成し、各スイッチ基板には 8 種類のシートが接続されるため、
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度を大きく下げてしまう。そこで MT フェルールを 8 個搭載可能な高密度コネクタハウ
ジングを開発した。図 4.7 に光バックプレーンコネクタの外観を示す。1 つのハウジン






図  4.7 バックプレーンコネクタ外観  
24 fibers 
MT ferrule 
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図  4.8 光コネクタ  シャッターの効果  
4.4 光伝送評価機試作 
リボンファイバシート、高密度光バックプレーンコネクタを用いて 7.2 Tb/s 光バックプ
レーンの試作を行い、既存のネットワーク装置の筐体に搭載して伝送評価を行った。
図 4.9 に光バックプレーンを搭載したネットワーク装置を示す。 
 
図  4.9 光バックプレーン搭載ネットワーク装置  
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ネットワーク装置は、スイッチ基板 3 枚、ラインカード 8 枚を挿すことができ、バックプ
レーンエリアを２つ持つ。１つのエリアに 7.2 Tb/s の光バックプレーンを搭載することが
できるため、装置としては 14.4 Tb/s の伝送容量を実現することができる。光バックプレ
ーンは電源や制御信号を分配する電気バックプレーンと分離可能な構造とした。これ
により光の部分のみで製造検査することができる。 
スイッチ基板およびラインカードには 3 章で報告した 25 Gb/s × 4ch 小型光モジュ
ールと、スイッチ LSI を模擬し光モジュールへのデータパターンを供給や、光モジュー
ルからの信号受信行う FPGA を搭載した。 
光バックプレーン挿入損失の評価は図 4.10(a)に示す方法で行った。最初に
VCSEL 光源のパワーを測定し、その値を P0 とする。次に光バックプレーンを通した
時のパワーを測定し、その値を P1 とする。挿入損失は𝑃0− 𝑃1で算出した。従って挿
入損失にはコネクタ 1 個分とバックプレーンのファイバのロスが含まれる。挿入損失の
測定結果を図 4.10(b)に示す。挿入損失は 0.14 dB (𝜇 + 3𝜎)となり、目標仕様 0.8 
dB を実現した。今回の測定では MT フェルールにフラット研磨のものを用いたため、
コネクタにマッチングオイルを使用して損失を低減している。マッチングオイル不要の
PC 研磨した MT コネクタでも挿入損失 0.5 dB と目標仕様を満たす見通しを得てい
る。 
 
図  4.10 光バックプレーン挿入損失測定結果  
































  68 
る。図 4.11 に評価装置構成を示す。10 Gb/s × 10 ch のパラレルデータをイーサ
ネットテスタからラインカード上の FPGA に入力し、FPGA はその信号を 3 つ
の光モジュールに分配する。10 Gb/s × 10 ch のパラレル光信号はバックプレー
ンを通してスイッチ基板上の光モジュールで受信され、FPGA からイーサネッ
トテスタに送られ、エラー検出される。測定結果を図 4.12 に示す。基板間の
10 Gb/s × 10 ch の光バックプレーン伝送でエラーレートは 10-12となり、エラー
フリーとなることを確認した。 
 
図  4.11 100G イーサネットテスタによる評価  
 
図  4.12 10 Gb/s ×  10 ch パラレル光伝送評価結果  
もう 1 つの評価は 25 Gb/s パルスパターンジェネレータを用いる方法である。ライン
カード上の光モジュールを直接パルスパターンジェネレータで駆動し、バックプレーン
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光バックプレーンの比較を表 4.1 に示す。Matsui ら[5]および本論文は導波路とし
て光ファイバを用いているが、Matsui らは外径 125µm の細径ファイバ（通常：250µm）
[17]を用い、ファイバの反力を下げて取り扱い性を良くしている。一方 Schmidtke ら
[7]はポリマー光導波路を用いている。 
要求伝送密度は Matsui ら、本論文ともに要求仕様である 1.2 Gb/s/mm2 を達成し
た。Matsui らの方がより実装密度は高いが 1 枚のシート（基板）に 8 個以上のコネクタ
を取り付けているのに対し、本論文は 1 枚のリボンファイバシートにコネクタは 2 個のみ
であり、本論文の方がシートの歩留りが良くコストが安くなると思われる。挿入損失はポ
リマー光導波路を用いている Schmidtke らに比べ本報告は 20 倍程度良いが、同じ
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表  4.1 光バックプレーンの比較  
 Matsui et al. [5] Schmidtke et al. [7] This work 













Ribbon fiber sheet 
(2 connectors/sheet) 
Insertion loss 
(two connector) − 7 dB 0.28 dB 
Connector 96 fibers/connector 24 fibers/connector 192 fibers/connector 
Density 1.56 Gb/s/mm2 0.45 Gb/s/mm2 1.3 Gb/s/mm2 
Bandwidth 18.8 Tb/s (25 Gb/s × 1500) 
2.4 Tb/s 
(25 Gb/s × 96) 
14.4 Tb/s 
(25 Gb/s × 1152) 
4.5.2 光配線の動向 






コネクタについては本論文で用いた MT フェルールの多芯化（24 芯→60 芯〜80
芯）が発表されており[19]、今後さらに高密度化できる可能性がある。 
4.6 本章のまとめ 







光バックプレーン、光コネクタを試作し、10 Tb/s 装置に要求される伝送密度 1.2 
Tb/s/mm2 を実現するとともに、通信装置内に入れて伝送評価を行った結果、25 
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Gb/s 伝送に問題ないことを確認した。 
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第5章	 高密度光システム in パッケージの開発 
1 章で述べたように 2022 年頃に 12.8 Tb/s のスイッチ LSI が必要となるが、伝送密








5.1 光 SiP 最適伝送速度（bit rate）解析の前提条件 
光 SiP の構造を図 5.1 に示す。スイッチ等の論理 LSI と光送受信 IC、光素子がイ
ンターポーザ上に搭載されている。インターポーザはパッケージ基板に搭載され、
BGA で装置基板に接続される。 
光 SiP 最適伝送速度（bit rate）の解析には下記の仮定を置いた。 
1. 光送受信 IC とスイッチ等の論理 LSI は同一チップに集積化しない。 
2. 光素子はディスクリートの垂直共振面発行レーザ（VCSEL: Vertical Cavity 
Surface Emitting Laser）アレイおよびフォトダイオード（PD: Photodiode）ア
レイとする。 
3. インターポーザの材質は Si とする。 
以下それぞれの仮定について説明する。 
5.1.1 LSI 構成 
図 5.1 で光送受信 IC とスイッチ等の論理 LSI を同一チップに集積化していないの
は下記の理由による。 
1. 論理 LSI と光送受信 IC の電源電圧の違い 
論理 LSI は 20 nm 以下のプロセスとなり、電源電圧は 1 V 以下となる。一方
光送受信 IC は光素子のバイアスのため 3 V 以上の電圧が要求される。またア
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ナログ用素子や高耐圧トランジスタのサイズは大きいため、マスクコストの高い





図  5.1 光 SiP の構成  
5.1.2 光素子 
光 素 子 の 比 較 を 表  5.1 に 示 す 。 直 接 変 調 で ある VCSEL に 対 し 、 近 年
Mach-zehnder interferometer (MZI)や Ring resonator を用いた Si フォトニクスの
発表がされている[8]-[14]。しかし MZI の素子サイズは高密度なインターポーザには
大きい。またRing resonatorは温度依存性が大きくまだ実用化にはいたっていない。
このため本報告の検討では光素子は VCSEL を前提とした。 
表  5.1 光素子の比較  







Size φ30 µm w/o pad 0.25 × 1 ~ 3 mm 
φ40 µm 
w/o pad 
Power supply 2.0 ~ 2.8 V 2.5 ~ 5 V 2.0 V 





Status Commercial Partially Commercial Under research 
Interposer 
Optical 
fiber or  
waveguide 
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5.1.3 インターポーザ材料、配線構造 
インターポーザ材料の比較を表 5.2 に示す。Si インターポーザは有機やガラスイン
ターポーザの約 10 倍の配線密度を実現できることから、本報告での解析は Si インタ
ーポーザを前提とした。 
表  5.2  インターポーザ材料比較  






[signals/mm] 5000 500 500 
Line/Space [µm] 0.4/0.4 3.0/3.0 5.0/5.0 
Layers 4 6 10 
 
5.2 光 SiP 最適伝送速度（bit rate）の解析 
5.2.1 インターポーザモデル 
図 5.2 に解析に用いた Si インターポーザのモデルを示す。Si インターポーザ配線
の line/space は 3 µm/3 µm で長さは 3 mm である。図 5.3 に通過特性の解析結果
を示す。配線幅が細く、Si インターポーザの誘電体層の厚みが薄いため、配線特性
はプリント基板のように LC の分布定数とならず、RC の分布定数に見える。配線抵抗
を 0 としたときの差動特性インピーダンスは 30 Ωと低く単位長さあたりの容量が大きい
ため、通過特性は−6 dB@12.5 GHz と高周波での損失が大きい。 
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図  5.2 Si インターポーザモデル  
 
図  5.3 通過特性解析結果  
5.2.2 回路構成 
図 5.4 にインターポーザ上チップ間伝送回路のブロック図を示す。最適伝送速度
（bit rate）の解析は送信側ロジック LSI の出力からインターポーザ配線、VCSEL ドラ
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図  5.4 インターポーザ上チップ間伝送回路ブロック図  
5.2.3 回路解析方法 
VCSEL ドライバ、TIA およびロジック LSI の送受信回路は 65 nm CMOS をベー
スとした等価回路を用いた。各回路は差動増幅器で構成されると仮定した。等価回路
モデルを図 5.5 に示す。 
解析には下記の条件を満たすように各回路のテール電流および段数を求めた。 
1. VCSEL ドライバにおいて、プリドライバの出力振幅はメインドライバをリミット動
作させるため最小 250 mV とする。 
2. VCSEL の変調電流 Imod は図 5.6 に示すように伝送速度（bit rate）の平方根に
比例するとする。 
3. ロジック LSI および TIA の送信振幅は、図 5.7 に示すように送信回路と受信回
路の合計電力効率が最小となる振幅とする。 








driver Output driver 
VCSEL 
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図  5.5 等価回路モデル  
図 5.7 に伝送速度（bit rate）10 Gb/s でのロジック LSI の送信回路の振幅と、ロジッ
ク LSI の送信回路および VCSEL ドライバのプリドライバ回路の電力効率の関係を示す。
ロジック LSI 送信回路の振幅を減らすと送信回路の電力は減る。しかし VCSEL ドライ
バのプリドライバ回路は小さい入力信号を振幅 250 mV まで増幅するために増幅段を
増やさなくてはならなくなり、電力効率が増える。このため、送信回路と受信回路の合
計電力効率を考慮すると送信振幅には最適値が存在することがわかる。10 Gb/s では
最適振幅値は 40 mV となる。 
 




driver Output driver 
VCSEL 
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図  5.7 出力振幅と電力効率の関係  
5.2.4 最適伝送速度（bit rate）解析結果 
各伝送速度（bit rate）で前項の条件に合わせて回路構成を検討し、電力効率を算
出した結果を図 5.8 に示す。電力効率は 5 Gb/s から伝送速度（bit rate）を上げるに
つれ良くなる。これは VCSEL のバイアス電流など伝送速度（bit rate）に依存しない
成分があるためで、伝送速度（bit rate）があがるにつれビットあたりの消費電力は下





には電力効率が最適となる伝送速度（bit rate）があることを明らかにした。65 nm 
































Logic out + 
pre-drv
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図  5.8 伝送速度と電力効率の関係  
5.3 12.8 Tb/s 光 SiP の構造 
前節で光 SiP の最適伝送速度は 10 Gb/s 付近であることを明らかにした。本節では
伝送速度を 10 Gb/s 付近としたときの 12.8 Tb/s 光 SiP の構造を検討する。 
5.3.1 インターポーザ配線仕様 
12.8 Tb/s 光 SiP の構成を図 5.9 に示す。伝送速度は 12.5 Gb/s、信号数は 1024
（配線数は送受、差動で4096本）で、Siインターポーザの層数は一般的に用いられる
4 層を想定した。インターポーザのサイズをできるだけ小型にするため、光素子はピッ
チ 125 µm、16 × 4 の 2 次元アレイとした。VCSEL ドライバ、TIA およびロジック LSI
のパッドピッチは 65 µm、Si インターポーザ上の配線長さは 3 mm となる。これはイン
ターポーザ上の配線を差動とすること、VCSELドライバ、TIAおよびロジックLSIの送

























VCSEL + out drv.
Pre-driv.
Logic out
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図  5.9 12.8 Tb/s 光 SiP の構成  
Si インターポーザの配線構造を図 5.10 に示す。4 層の Si インターポーザの M1 と
M3 を信号層、M2 と M4 をグランドメッシュとしている。差動配線の両側にはクロストー
ク低減のためシールドを設けている。Si インターポーザ配線の line/space は 65 mm
ピッチのパッド間に 4 ペアの配線を通すため 3 µm/3 µm となる。 




VCSEL drv. or TIA Logic LSI 










16 × 4  
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図  5.11 Si インターポーザ配線のクロストーク  
Ground 
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そこで配線インピーダンスの増加と縦方向のクロストークの低減を両立するためオフ
セット配線構造を提案した。オフセット配線構造を図 5.12 に、解析結果を図 5.13 に
示す。M3の差動配線の一方の信号線をM1の差動配線の中心線上にオフセットさせ
ることで M1 の p 側配線からの影響および n 側からの影響が打ち消し合うためクロスト
ークを小さくすることができる。クロストークはオフセット無しの場合に比べ 10 dB 下がり、
クロストークの仕様を-40 dB とするとインピーダンスを 50 Ωまで上げることが可能とな
る。 
 
                (a)                               (b) 
図  5.12 オフセット配線構造 :  (a)オフセット :  0 µm (b)オフセット :  3 µm 
 

















Differential impedance [Ω ]
offset: 0 µm offset: 3 µm 
Power wire width: 20 um Space: 4 
um, Z0diff = 30 
Power wire width: 12 um Space: 
12 um, Z0diff = 40 
Power wire width: 4 um Space: 20 
um, Z0diff = 40 
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5.4 関連研究 
5.4.1 光 SiP の比較 
光 SiP の比較を表 5.3 に示す。本研究は 2022 年頃に要求される 12.8 Tb/s スイ
ッチ LSI の構成を検討したもので、他の研究に対し 3〜10 倍の伝送容量を狙ったも
のである。 





Dobbelaere ら[22]の研究は Si インターポーザ上に Si photonics 素子を形成し、そ
の上に LSI を搭載するものである。Si インターポーザ上の光導波路の損失が大きいこ
と、多層の光導波路を形成できないことから光入出力は 2.5D 実装と同様に LSI チッ
プ周辺に限定される。Si インターポーザ上の光導波路と光ファイバのコア径が一桁違
うため、光導波路と光ファイバの低損失な結合が課題となる。 
本研究ではこれらに対し、Si インターポーザを用いた 2.5D 実装の光 SiP を提案し
ており、実装性に優れる。 
表  5.3 光 SiP 比較  
 F.E. Doany et al. [20] 
S. Benjamin 
et al. [21] 
P. De Dobbelaere 
et al. [22] This work 
Total band width 360 Gb/s 1.34 Tb/s 3.6 Tb/s 12.8 Tb/s 
Data rate 15 Gb/s 8 Gb/s 25 Gb/s 12.5 Gb/s 
Optical device VCSEL VCSEL Si photonics VCSEL 
Packaging Optical chips on LSI 
Optical chips on 
LSI Si interposer Si interposer 
5.4.2 インターポーザおよびインターポーザ上伝送の動向 
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初めてと思われる。 
FPGA やメモリインターフェースの伝送速度は 1 Gb/s 程度であるが、10〜20 Gb/s
の伝送回路の検討も報告されている[15][25]。 
5.5 本章のまとめ 
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スイッチ LSI を用いる装置ではスイッチ LSI 自身からの信号取り出しが困難となる。 
このような課題を解決するため、まず 3.2 Tb/s スイッチ LSI を用いる情報処理・通信
装置に向け下記の光インターコネクトの開発を行った。 













これらの技術を用い、通信装置の筐体を用い 10 Tb/s 級の光インターコネクト評価
機を試作し、25 Gb/s の基板間伝送を実証した。 
次に 12.8 Tb/s スイッチ LSI を用いる情報処理・通信装置に向け、第 5 章で LSI
パッケージからの大容量な信号取り出しと消費電力の低減について要素検討を行っ














る。今後さらなる高密度化に向けて波長分割多重（WDM: Wavelength Division 
Multiplexing）や多値伝送、マルチコアファイバなどの検討を行うことが必要である。 
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