Extracting moving object from video sequence is one of the most important steps in the video-based analysis. Background subtraction is the most commonly used moving object detection methods in video, in which the extracted object will be feed to a higher-level process ( i.e. object localization, object tracking ).
‫جيدة.‬
Introduction
The extraction of the moving objects from video sequence is a fundamental step in video surveillance system (e.g. traffic and pedestrian monitoring and analysis) . Background subtraction is one of the most common approach used for moving object identification, specifically for video sequence captured from a static camera [1] .
Although , using background subtraction methods is very popular in moving object detection and extraction from video, it needs to cope with a number of situations like change in illumination, dynamic (non static) background , and the shadow caused by moving objects [2] . A background subtraction is particularly suitable for applications like surveillance systems and video conferencing in which the background almost remain static during the monitoring or the conference period of time [3] .
The main idea of background subtraction is simply to subtract the current frame ( image ) from the reference frame (still background) , hence, after subtraction, only the moving or new object are left [1] . Most of the existing techniques does not consider the construction of background model ( i.e. still background image has been acquired from the real scene before any object move in ), on the other hand , robust techniques try to construct a background model and use it to reconstruct a background image [2] .
Obtaining a reference image ( still background ) from a dynamic scene is a very difficult task , because it required acquiring a new background whenever the scene change, hence, reconstruction ( modeling ) of background is at the core of majority of background subtraction technique [4, 5] . Hence, key problem of background subtraction methods is how to acquire a precise background ( reference ) image under the condition of non-stationary background or moving object in the scene [6] .
The reconstructed background image ( reference image ) ought to be a representation of the scene without any moving objects or new incoming objects and must be updated regularly so that it can react quickly to changes in luminance or motion changes [4] .
In this work , a new background modeling ( reconstruction ) algorithm relied on pixel intensity classification has been proposed, firstly , pixels intensity are stored and then classified according to their intensity value, secondly, cluster center and pixel frequency for each cluster has been calculated, finally, cluster with the maximum pixels intensity frequency has been chosen as the candidate background intensity value.
Results show that the proposed background reconstruction algorithm can efficiently and effectively construct a stationary background in dynamic scene so that it can adapt its behavior according to variation in background, which can later use for moving vehicle and pedestrians localization and detection in video. The proposed algorithm rely on constructing robust ( stable ) background model with small memory requirement and fast enough so that it can accommodate real time requirement.
Background modeling techniques
Background modeling (estimation) is the core of any background subtraction method. Below is a brief description of some of the most popular conventional background modeling techniques. 2.1 median modeling: median is one of the most common techniques used for background modeling. Based on the supposition that the background pixel must stay in the buffer more than half of the number of frames accommodated in that buffer, the estimated background is assigned to be the median pixel at each pixel location (x,y) of the preceding N frame in that buffer [7, 8] . The main drawback of median method is that its result is not predicted i.e. any extreme pixels intensity value from the past, can be effected on the estimated background model [4] , besides it is over sensitive to changes in scene lighting and to extraneous events [9] . Also it needs comparable storage , due to the buffer size that median filter required [8] .
Time Average Background Image (TABI):
TABI is one of the most common statistical model used for background reconstruction. This method is simple, it store the incoming N frames pixel intensity values in a buffer , then the mean ( average ) of those pixels in that buffer is calculated ( using equation 1 below ), and will be used to represent the model ( estimated background ) pixel at location ( x, y ). This procedure will be repeated for all frame locations (x, y).
μ ( x, y) ∑ ( ) ………… (1) TABI method cannot cope with situations in which scene contains many moving objects, especially if those objects moves slowly, so that resulted background may contains foreground objects blending with background images [5, 10] . 2.3. Mixture of Gaussians (MoG): in this technique a probability density function ( pdf ) has been maintained for each pixel [7] . In MoG we have to modeled the background at each pixel location (x, y) independently, by fitting a Gaussian probability density function ( pdf ) over a preceding N frames. The Gaussian pdf parameters (mean and standard deviation) at each pixel location ( x, y ) which has been stored in a buffer , will be calculated , and used to represent the background model [2] . Any incoming frame pixel intensity value at location(x, y) will be compared against its corresponding parameter of Gaussian pdf , if they don't fit with those parameters , that's mean the pixel belongs to foreground ( moving object ) , otherwise it belongs to the background which must be adjusted accordingly [2, 10] . MoG parameter can be calculated using equation (1) above and equation (2) below :
2 …… (2) where μ , σ are the mean and standard deviation for n pixels intensity values stored in a buffer of size n. The MoG method can manipulate slow changes in illumination efficiently ,and it can deal with long term changes in the scene , but it is very sensitive to sudden changes in global illumination. On the other hand, MoG method is computationally expensive, due to algorithm complexity, and its parameters ( μ , σ ) should be tuned carefully [7, 8] 
Pixel Intensity Classification ( PIC)
: the basic assumption that PIC rely on is that background pixel intensity has been occurred in the image sequence with the higher frequency, and the pixel intensity value with the higher frequency is chosen as the expected background (model ) pixel intensity value [1, 7] , hence, in order to classify pixel intensity values, a clustering technique is required which must be computationally economical and with low memory space requirement. To cluster a pixel intensity values the following basic steps has to be performed [1] . 1. N previous frames are selected from the video sequence. 2. For any pixel location (x, y ), the N pixels intensity values which belong to N frames have to be clustered using a clustering techniques ( e.g. K-mean clustering ). 3. Number of pixels intensity ( frequency ) for each cluster is calculated. 4. The cluster with the higher frequency is selected as the candidate cluster. 5. The center of the candidate cluster is calculated and it is chosen to represent the estimated background pixel intensity. 6.
Step 1-5 are repeated for all pixel locations (x, y ).
Proposed background modeling method 3.1 Preview
Many background subtraction approaches assume a picture of the scene taken in absent of moving object as a background image ( reference frame ) ,this approach is not efficient , because the frequent changes in the scene required capturing a new picture whenever the scene change. The second approach, which has been adopted in this work , is to estimate the background image using a background modeling technique (e.g. median filter). Between several background subtraction approaches, the crucial different is that how does the background modeled.
The proposed modeling algorithm is considered as a Pixel Intensity Classification (PIC) method. The key problem in modeling a background by PIC is the selection of the clustering technique, and how does this clustering technique goes through. Once the background is modeled, a comparison between the pixels of the inputted frame and the pixels of the background model is done, and the inputted pixel which largely deviated from the model pixel is considered as a foreground (object) pixel.
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The proposed algorithm assume that the video under consideration is a grey scale video , since adding color in background modeling leads to increase the complexity of the model estimation process, besides it does not add any positive effect to this process.
adaptive mean value
In the proposed algorithm two mean value has been adopted which are differ from the conventional statistical mean value, those are :
Adaptive Arithmetic Mean
The classical formula used to calculate the average value of the ( n ) pixels value located in (x,y) coordinate is as illustrated in equation (1), this formulas required recalculating the average value whenever a new frame is entered in the scene, which in turn reduce the speed of calculation. In this work an adapted formula for calculating the average value has been considered , this formula does not required recalculating the average value whenever a new frame is entered to the scene ( i.e. it doesn't required recalculating the summation of all the pixel values ) ,hence, the new pixel value is taken in consideration without resuming all the preceding pixel values. The adopted formula for adaptive mean value as shown in equation ( 3 ) : m new ( x, y) = ( f new (x,y) + n * m old ( x, y ) ) ……… (3) where n is the number of pixel under consideration.
f(x, y) pixels intensity value at location x, y. According to the above formula , calculating m new required only adding the value of the new pixel to the value of n * m old ( x, y )
Weighted Mean
Consider two samples S 1 , S 2 value with mean values m 1 , m 2 and with sample size n 1 , n 2 ( i.e. pixel frequency for each sample ). When we want to merge those two samples S 1 , S 2 , a new mean has to be calculated for the new merged sample, this new mean must take the frequency of each sample into consideration ( i.e. frequency is considered as a weight ) and this what we called the weighted mean . in this work the below formulas is adopted for calculating the weighted mean. m weighted = ..…… (4)
background modeling algorithm
The below steps present a detailed description of the proposed background modeling main algorithm which in turn classify the pixel intensity values by calling intensity clustering algorithm.
Algorithm 1: background modeling algorithm
Input : gray scale video Output : the background model ( reference Frame )
Step 1: read N frame sequence from the input video sequentially. Step2: maintain an independent clustering model for each pixel (x,y) 2.1 classify pixel intensity value at location (x,y) for N frames based on online clustering using algorithm 2.
Step 3: if the different between two cluster centers is less than a selected threshold; | Ci -Cj | < T Combine those two clusters so that : 3.1 use the weighted mean ( equation 4 ) to calculate the average value of the new cluster ( combined cluster ) C new = ) 3.2 new cluster frequency is equal to the summation of the two merged cluster frequency : n new = n i + nj step 4: searching for the cluster with maximum frequency . step 5: select the background intensity value : a. adopt cluster average of the cluster with the highest frequency as a background pixel value at location ( x, y )
Step 6 : repeat step 2-5 so that the entire pixels of N frames will be classified.
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Iraqi Journal of Science, 2017 , Vol. 58, No.3A, pp: 1282 -1289 1286 he main idea behind algorithm 2 (adaptive mean) is to apply a proposed clustering technique on a buffer of N pixels, the algorithm read the buffer pixels sequentially, and compare each incoming pixel at location (x,y) (i.e. f new (x,y) with all the preceding cluster averages). The new pixel will be assigned to the closest cluster average and that cluster average will be recalculated using equation ( 3), besides the cluster frequency will be incremented by 1, finally a number of cluster centers and its corresponding frequencies will be obtained.
Algorithm 2: adaptive mean algorithm
Input : a buffer contains N pixels Output : a predefined cluster centers of the buffer pixels a predefined cluster frequency of the buffer pixels Step 1: parameter initialization.
set MAX to maximum number of clusters determined by the user. set all cluster average m c (x,y) to zero // { m 1 (x,y)=0, m 2 (x,y)=0 , …. , m max (x,y) = 0 } T= [ 3 5 ] // set threshold value to the range from 3 to 5 according to the video illumination changes C= 1 // set cluster no. to 1 m C (x,y) = f 1 (x,y) // set cluster 1 average to the first frame pixel value. n C (x,y) = 1 // set cluster 1 frequency to 1 Step2 : calculate cluster average and frequency N = 2 // set the number of clusters under consideration to 2 Repeat steps ( 2.1, 2.2 , 2.3 ) until N= MAX 2.1 read pixel value from buffer sequentially // read f new (x,y) 2. return all cluster frequency { n 1 (x,y), n 2 (x,y) , ... , n max (x,y) } end.
Experimental results and comparisons
The proposed algorithm is implemented in C# programming languages, under visual studio 2015 environment with 2.13 GHz CPU and 4 GB RAM . In order to establish the efficiency of the proposed algorithm, it has been tested on two types of videos, vehicles passing on highway and pedestrian video sequence. Figure-1 below show a number of frames of each video, and the estimated background using the proposed algorithm.
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Iraqi Journal of Science, 2017, Vol. 58 To validate the proposed algorithm, results obtained by it are compared with those of traditional background subtraction methods ( Median, TABI, PCI ) and three fidelity criteria which are ( MSE, SNR, PSNR ) are used to validate the accuracy of the reconstructed background. Table-2 above shows the time required to estimate one background pixels from a buffer of different size. In order to speed up the work when estimating the pixels of the whole background frame ( e.g. with frame size of 160 × 120 the total number of buffers is 19,200 ) multi-threading technique which C# support has been used . Multi-threading speed up the calculation time and make it approximate real time requirement.
Conclusion
In this work, a proposed background modeling algorithm has been presented. The algorithm is to estimate the background pixels based on Pixel Intensity Classification ( PIC ) approach. The proposed algorithm can save space and economize computation time. Saving space has been achieved through dispense using buffer, because median, TABI and traditional PIC methods required a buffer space for each pixel, with buffer size equal to the number of frames required to construct the background pixel. While the economic in computation time come from that this method does not required sorting the pixels like median, and does not required to recalculate the average whenever a new pixel is taken into consideration like TABI, also it does not required to perform a classical clustering technique ( e.g. K-mean ) on the pixel in buffer like traditional PIC.
When comparing the proposed algorithm with traditional BG modeling techniques ( Median, TABI, PIC ) , results shows that the proposed algorithms is better than other technique in term of accuracy of the reconstructed background. The proposed algorithm lead to better background subtraction , in other words, an accurate background can be constructed which can be used later to detect moving objects and give accurate shape.
Mention
The traditional BG modeling techniques ( Median, TABI, PIC ) which result has been used to be compared with the proposed algorithm, was programmed by the author, using C# programming language, and Pentium CORE i3 personal computer, hence, the obtained results may be little different according to the computer specifications , language type and the manner in which those methods has been programmed.
