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Abstract
We provide some “structure” theorems for analyzing type 1 isometric shifts by characterizing the
functions in the range of T n. One immediate consequence is that a space which admits such a shift
must be ccc. We then construct several new examples of type 1 shifts.  2001 Elsevier Science B.V.
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0. Introduction and notation
This paper is concerned with shifts on Banach spaces of the form C(X) (i.e., the
space of continuous, real or complex valued functions defined on a compact Hausdorff
space X). For motivation, consider the following simple example. Let X = ω + 1 (the
one point compactification of the integers ω) and identify C(X) with the space of
convergent sequences of numbers. Shift each member of C(X) one place to the right:
let T (〈x1, x2, . . .〉)= 〈0, x1, x2, . . .〉. Note that T has the following properties:
(1) T is a linear isometric operator (‖T (f )‖ = ‖f ‖ for all f );
(2) T is co-dimension 1 (the quotient space C(X)/ ran(T ) is one-dimensional); and
(3) ⋂∞n=1 ran(T n)= {0}.
Roughly, these three conditions say that T is rigid, T shifts by just one coordinate, and
that all of C(X) is shifted. Define an isometric shift [5] on C(X) to be any T :C(X)→
C(X) which satisfies these three conditions.
It is unknown whether there is a non-separable compact X for which C(X) admits
an isometric shift. In this paper, we will study the structure of isometric shifts. We will
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also give examples of shifts which, while still occurring over separable spaces, have more
complex behaviors than previously known examples.
In [5], a representation theorem of Holsztyn´ski [7] is used to divide isometric shifts
into two classes. Holsztyn´ski’s theorem applies to arbitrary linear isometric maps between
function spaces. For a mapping from C(X) to itself, it asserts the existence of a closed
subset X0 of X, a continuous map ψ from X0 onto X, and a continuous (real or complex
valued) function w such that (Tf )(x)=w(x)f (ψ(x)) for all x ∈X0. Furthermore, w has
the property that ‖w(x)‖ = 1 for all x . In [5] it is shown that the assumption that T is
co-dimension 1 places severe restrictions on X0 and ψ . Either X \X0 is just a single point
and ψ is 1:1, or X0 =X and there is exactly one point whose inverse image under ψ has
more than one point (and this inverse image consists of exactly two points). They labeled
these cases “type 1” and “type 2” shifts, respectively. For the type 2 case, it is shown in [5]
that the union of the iterated inverse images of the special point where ψ is not 1:1 forms
a dense subset of X. Thus, for the question of the existence of a shift on C(X) where X is
non-separable, one need only consider the type 1 case. Other recent results related to this
problem can be found in [1,4,6,9].
In this paper we will consider only the type 1 shifts. It is convenient to rephrase
Holsztyn´ski’s theorem as follows: There is an isolated point p1 of X, a homeomorphism
ψ of X \ {p1} onto X, a continuous map w :X \ {p1} → S1, and a measure µ on X with
|µ| 1 such that, for all f ∈ C(X)
(Tf )(x)=
{
w(x)f (ψ(x)) if x = p1,∫
X f dµ if x = p1.
(∗)
The measure µ is either a signed or a complex Borel measure, and |µ| is its total variation
(see, e.g., Chapter 6 of [8]). The existence of µ follows from the Rietz Theorem, and it is
easily checked that |µ| 1 iff the resulting T is isometric.
As noted in [4], any mapping T defined as in (∗) will be a co-dimension 1 linear
isometric operator (assuming ψ , w, and µ satisfy the conditions above). We will refer
to a T defined in this way as the type 1 pre-shift generated by ψ , w, and µ. So, a pre-shift
T will be a shift iff
⋂∞
n=1 ran(T n) = {0}. Also, if p1 is the (unique) isolated point of X
which is not in the domain of ψ , then we let pn denote ψ−1(pn−1) for each integer n 2,
and we let Dψ = {pn: n= 1,2 . . .}. We refer to this particular ordering of the points of Dψ
as the standard listing of Dψ .
In the first section of this paper, we begin by giving a characterization of the functions
which are in ran(T n), where T is any type 1 pre-shift. This result (Theorem 1.1) will be
the basis for many of our later arguments. Some easy corollaries of this theorem are that
X must be ccc if C(X) admits a shift, and that if one can find any ψ (as above) which
makes Dψ dense in X, then C(X) does admit a shift. This second fact was also established
in [5]. All the type 1 shifts produced in that paper did have Dψ dense, we will refer to
shifts produced in this way as “primitive” shifts. In Section 2 of this paper, we give some
very general techniques for constructing these sorts of type 1 shifts. One can think of the
non-separability question as asking how non-primitive a shift can be—i.e., how big can X
minus the closure of Dψ be? The existence of a non-primitive shift was established in [4].
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They showed that for any finite n one can produce a type 1 shift on C(ω+1) for which Dψ
misses n of the isolated points—these points are rotated in a simple cycle by ψ . Another
consequence of our Theorem 1.1 is that, for any type 1 shift, it must be that every isolated
point of X \Dψ has finite order under ψ . Despite this fact, in the third section of this paper
we produce examples of shifts for which X \Dψ has infinitely many isolated points. These
have a somewhat complex structure, since ψ must divide the isolated points of X \Dψ into
infinitely many finite cycles.
As usual, the term compact space means a space which is both compact and Hausdorff.
We use the standard sup norm on C(X). When we use the symbol C(X), we are
simultaneously considering the spaces of real valued and complex valued functions on X.
When we need to distinguish between these function spaces, we use CR(X) and CC(X).
We will denote the unit circle in C by S1. When we are simultaneously considering the real
and complex cases, we will abuse notation somewhat and also let S1 represent the “unit
circle” {−1,1} of R, even though S0 would be a more proper notation. The astute reader
will have already noticed that we used this notation above. We will also use the notation
f ≡ c to mean that f is a constant function whose value is always c. One should also note
that the “co-dimension 1” condition in the definition of shift means, in the complex case,
that C(X)/ ran(T )∼=C.
1. Structure theorems
Thanks are due to Ramesh Garimella for many helpful discussions and suggestions about
the proofs in this section.
Theorem 1.1. Let X be a compact space, let T be the type 1 pre-shift on C(X) generated
by ψ , w, and µ, and let {p1,p2, . . .} be the standard listing of Dψ . Define constants α1,
α2, . . . by letting α1 = 1 and αn = αn−1w(pn) for n  2. Define functions w1,w2, . . . by
letting w1 = w ◦ ψ−1 and wn = (wn−1)(w ◦ ψ−n) for n  2. Then, for any f ∈ C(X),
f ∈ ran(T n) iff
f (pi)= αi
∫
X
f ◦ψ−i
wi
dµ for i = 1, . . . , n. (∗∗)
Proof. The proof is by induction on n. First, consider the case n = 1. Suppose that
f ∈ ran(T ) so that f = Tg for some g ∈ C(X). Then f (x)= w(x)g(ψ(x)) for x = p1,
and thus g = f ◦ψ−1
w◦ψ−1 (this holds for all x ∈X since ψ−1 :X→X \ {p1}). Thus
f (p1)=
∫
X
g dµ= α1
∫
X
f ◦ψ−1
w1
dµ.
Now suppose that f ∈ C(X) and that f (p1) =
∫
X
f ◦ψ−1
w1
dµ. Let g = f ◦ψ−1
w◦ψ−1 . It is easily
checked that f = Tg, and thus f ∈ ran(T ).
Note that in the previous paragraph we have actually proven the following fact: for any
f,g ∈C(X),
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f = Tg iff f (p1)=
∫
X
g dµ and g = f ◦ψ
−1
w ◦ψ−1 .
This result is essentially the same as Remark 3.1 of [4].
Now, fix n 2 and suppose that the theorem has been proven for 1,2, . . . , n− 1.
Let f ∈ ran(T n). Since f ∈ ran(T i) for i = 1,2, . . . , n− 1, we know that (∗∗) holds for
each i < n, and so we just need to show that f (pn)= αn
∫
X
f ◦ψ−n
wn
dµ. Since f ∈ ran(T n),
f = Tg where g ∈ ran(T n−1). Thus,
f (pn)= (T g)(pn)=w(pn)g
(
ψ(pn)
)
= w(pn)g(pn−1)
= w(pn)αn−1
∫
X
g ◦ψ−(n−1)
wn−1
dµ
= αn
∫
X
(
1
wn−1
)(
f ◦ψ−1
w ◦ψ−1
)
◦ψ−(n−1) dµ
= αn
∫
X
1
wn−1
f ◦ψ−n
w ◦ψ−n dµ
= αn
∫
X
f ◦ψ−n
wn
dµ.
Finally, suppose that f ∈C(X) and that f satisfies (∗∗) for i = 1, . . . , n. Let g = f ◦ψ−1
w◦ψ−1 .
Then f = Tg, so to prove that f ∈ ran(T n), we need to show that g ∈ ran(T n−1). By
induction, it is sufficient to show that g(pi) = αi
∫
X
g◦ψ−i
wi
dµ for i = 1, . . . , n − 1. Fix
such an i , then
g(pi) = f ◦ψ
−1
w ◦ψ−1 (pi)=
f (pi+1)
w(pi+1)
= 1
w(pi+1)
αi+1
∫
X
f ◦ψ−(i+1)
wi+1
dµ
= αi
∫
X
(T g) ◦ψ−(i+1)
wi+1
dµ
= αi
∫
X
1
wi+1
(
(w)(g ◦ψ)) ◦ψ−(i+1) dµ
= αi
∫
X
1
wi+1
(
w ◦ψ−(i+1))(g ◦ψ−i )dµ
= αi
∫
X
g ◦ψ−i
wi
dµ.
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(Note that ψ−(i+1)(x) cannot equal p1, which justifies replacing Tg with (w)(g ◦ ψ) in
the fourth step.) ✷
Note that ψ−n :X \ {p1, . . . , pn} → X. Thus, in condition (∗∗) of Theorem 1.1, the
value of each f (pi) depends only on f X\{p1,...,pn}. This gives a clear picture of each
ran(T n). Each f ′ ∈ C(X \ {p1, . . . , pn}) extends uniquely to a function f ∈ C(X) which
is ran(T n), with the values of f (pn), f (pn−1), . . . , f (p1) being determined (in this order)
by the integrals (∗∗) from Theorem 1.1. Unfortunately, the “picture” for ⋂∞n=1 ran(T n) is
not as clear. But we can say that
f ∈
∞⋂
n=1
ran
(
T n
)
iff f (pn)= αn
∫
X
f ◦ψ−n
wn
dµ for all n.
The following important theorem from [5] follows easily from Theorem 1.1.
Corollary 1.2. If X is a compact space which admits a ψ for which Dψ is dense, then
there exists a type 1 shift on C(X). (More precisely, our assumption is that there exists a
homeomorphism ψ :X \ {p1}→X for which {ψ−n(p1): n ∈ ω} is dense.)
Proof. Let ψ be such that Dψ is dense, let w ≡ 1, let µ≡ 0, and let T be the type 1 pre-
shift generated by ψ , w, and µ. Suppose f ∈⋂∞n=1 ran(T n). By Theorem 1.1, f (pn)= 0
for each n, and since Dψ is dense, f ≡ 0. ✷
When a shift T is generated as in Corollary 1.2, we will refer to T as a primitive type 1
shift. Obviously, a primitive shift can only occur for a separable space. The existence of
non-primitive shifts was first shown in [4]. In the remainder of this section, we will use
Theorem 1.1 to prove further theorems about the “structure” of non-primitive shifts.
We first derive some relatively easy consequences of Theorem 1.1.
Theorem 1.3. Let X be a compact space, and suppose that ψ , w, and µ generate a type 1
shift T on C(X). Then there does not exist a non-empty open subset U of X \Dψ such that
|µ|(U)= 0 and ψ(U)⊂U .
Proof. Suppose such an open set U exists. Let f be a non-zero function whose support
is contained in U . Then the support of each f ◦ ψ−n is contained in ψn(U) ⊂ U , so∫
X
f ◦ψ−n
wm
dµ= 0. But f (pn)= 0 for all n, so f ∈⋂∞n=1 ran(T n). ✷
Theorem 1.4. If a compact space X admits a type 1 shift, then X has the countable chain
condition (ccc).
Proof. Suppose that ψ , w, and µ generate a type 1 shift T on C(X). Let C be an
uncountable pairwise-disjoint collection of open subsets of X. Since Dψ is countable,
we can assume that no member of C intersects Dψ . For each integer i  0 let Ci = {U ∈ C:
|µ|(ψi(U)) > 0} (as usual, we take ψ0 to be the identity function). Since each Ci is
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countable, choose a set U ∈ C \⋃∞i=0 Ci . Then the open set ⋃∞i=0 ψi(U) contradicts the
conclusion of Theorem 1.3. ✷
Theorem 1.5. Let X be a compact space which admits a type 1 shift generated by ψ , w
and µ. If µ has separable support, then X is separable.
Proof. Suppose that S is separable subspace of X which contains the support of µ. If⋃∞
n=0ψn(S) is not dense in X, then the complement of the closure of this set would be an
open set which violates the conclusion of Theorem 1.3. ✷
We next show that it was not really necessary to let µ≡ 0 in Corollary 1.2. In fact, all
that is needed is that |µ|< 1.
Theorem 1.6. Let X be a compact space and let T be a type 1 pre-shift generated by ψ ,
w, and µ. If Dψ is dense in X and |µ|< 1, then T is a shift.
Proof. Assume that Dψ is dense and that |µ| = r < 1. Suppose that f ∈⋂∞n=1 ran(T n),
and let M = sup{|f (x)|: x ∈ X}. Let {p1,p2, . . .} be the standard listing of Dψ . By
Theorem 1.1, each |f (pn)| 
∫
X
|f ◦ ψ−n|dµ  rM . Since Dψ is dense, |f (x)| < rM
for all x ∈X, so M  rM . Thus M = 0. ✷
We next show that in order to prove that T is a shift, it is enough to show that each
f ∈⋂∞n=1 ran(T n) is zero on X \Dψ .
Theorem 1.7. Let X be a compact space and let T be a type 1 pre-shift generated by ψ ,
w, and µ. Let f ∈⋂∞n=1 ran(T n). Then if f (x)= 0 for all x ∈X \Dψ , then f ≡ 0.
Proof. Let f ∈ ⋂∞n=1 ran(T n) be such that f (x) = 0 for all x ∈ X \ Dψ . Thus
limn→∞ f (pn)= 0. Fix ε > 0. Choose N such that |f (pn)|< ε for all n > N . Then
∣∣f (pN)∣∣ =
∣∣∣∣αN
∫
X
f ◦ψ−N
wN
dµ
∣∣∣∣
=
∣∣∣∣∣
∞∑
i=1
αN
f (ψ−N(pi)
wN(pi)
µ
({pi})
∣∣∣∣∣

∞∑
i=1
∣∣f (pi+N)∣∣ ∣∣µ({pi})∣∣

(
sup
n>N
∣∣f (pn)∣∣) ∞∑
i=1
∣∣µ({pi})∣∣ ε.
Thus, |f (pn)| < ε for all n  N . Thus (by induction) |f (pn)| < ε for all n. Hence,
f ≡ 0. ✷
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In the example from [4], Dψ contains all but finitely many of the isolated points of X,
and the remaining isolated points are rotated in a cycle by ψ . The next theorem shows that
this sort of behavior must happen.
Theorem 1.8. Let X be a compact space, and suppose that ψ , w, and µ generate a type 1
shift T on C(X). Then each isolated point of X which is not in Dψ has finite order under
ψ (i.e., for each such x there is an n such that ψn(x)= x).
Proof. Let {p1,p2, . . .} be the standard listing of Dψ , and suppose that s0 is an isolated
point of X with s0 /∈ Dψ and {ψn(s0): n = 1,2, . . .} infinite. For each integer n  1, let
fn ∈ C(X) be the (unique) function in ran(Tn) such that fn(s0) = 1 and fn(x) = 0 for
x /∈ {s0,p1, . . . , pn} (see the remark following Theorem 1.1). We will establish that the
functions fn converge to a function f ∈ C(X). Since each ran(T n) is closed (this is easy
to see because C(X) is complete and T n is a isometric), it follows that f ∈⋂∞n=1 ran(T n),
which contradicts the fact that T is a shift.
We will establish the convergence of the functions fn by showing that they form a
Cauchy sequence in C(X). Let sn = ψn(s0), and let S = {s0, s1, . . .}. Since si = sj if
i = j , we have that ∑∞n=0 |µ({sn})|  1. Let n and k be integers with k  n. Then by
Theorem 1.1,
fn(pk) = αk
∫
X
fn ◦ψ−k
wk
dµ
= αk
∫
S
fn ◦ψ−k
wk
dµ+ αk
∫
Dψ
fn ◦ψ−k
wk
dµ
= αk fn(ψ
−k(sk))
wk(sk)
µ
({sk})+ αk ∞∑
i=1
fn(pk+i )
wk(pi)
µ
({pi})
= αk
wk(sk)
µ
({sk})+ ∞∑
i=1
αk
wk(pi)
µ
({pi})fn(pk+i ).
In order to simplify the notation, let
a(k)= αk
wk(sk)
µ
({sk}) and b(k, i)= αk
wk(pi)
µ
({pi}).
So fn(pk) = a(k) +∑∞i=1 b(k, i)fn(pk+i ) for k  n, and fn(pk) = 0 for k > n. The
reader may have noted that the above summations are actually finite, since fn(pk+i )= 0
for i > n − k. Note also that fn(pn) = a(n). Our reason for leaving the summations
infinite is to simplify the induction argument below. Since
∑∞
n=1 |a(n)| converges, the
proof will be complete if we establish that ‖fn − fn−1‖  |a(n)|. Fix n  2. We show
that |fn(pk)− fn−1(pk)|< |a(n)| for all k by inducting “backwards” on k. If k > n, then
fn(pk)= fn−1(pk)= 0, and if k = n then fn(pk)= a(n) and fn−1(pk)= 0. So let k < n
and suppose that |fn(pj )− fn−1(pj )|< |a(n)| for all j > k. Then
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∣∣fn(pk)− fn−1(pk)∣∣
=
∣∣∣∣∣a(k)+
∞∑
i=1
b(k, i)fn(pk+i )− a(k)−
∞∑
i=1
b(k, i)fn−1(pk+i )
∣∣∣∣∣

∞∑
i=1
∣∣b(k, i)∣∣ ∣∣fn(pk+i )− fn−1(pk+i )∣∣

∞∑
i=1
∣∣b(k, i)∣∣ ∣∣a(n)∣∣
= ∣∣a(n)∣∣ ∞∑
i=1
∣∣µ({pi})∣∣ ∣∣a(n)∣∣. ✷
The next theorem uses a counting argument to put further restrictions on spaces which
can admit shifts. It eliminates, for example, C(X) where X consists of a convergent
sequence adjoined to a non-separable Cantor cube. We would like to thank Stephen Watson
for discussions which led to this theorem.
Recall that for a locally compact space X, a function f ∈ C(X) is said to vanish at
infinity if for every ε > 0 there is a compact K ⊂X such that |f (x)|< ε for all x ∈X \K .
The set of all such functions is denoted by C0(X).
Theorem 1.9. Let X be a non-separable compact space which satisfies the following
condition: for every countable set D of isolated points of X, |C0(X \ D)| > 2ℵ0 . Then
C(X) does not admit an isometric shift.
Proof. Suppose C(X) admits a shift T . Since X non-separable, T must be type 1, so it
must be generated by some ψ , w, and µ. Identify each f ∈ |C0(X \Dψ)| with the natural
extension of f to X by letting f (x) = 0 for all x ∈ Dψ . Now, for each such f , let sf
be the infinite sequence whose nth term is
∫
X
f ◦ψ−n
wn
dµ. By our cardinality assumption,
there are distinct functions f and g such that sf = sg . But then f − g ∈⋂∞n=1 ran(T n), a
contradiction. ✷
Remarks 1.10. Some previously known shifts can be stated more easily using the
terminology of Theorem 1.1. We mention two examples.
First, consider the example of Section 6 of [4]. Here, X is once again ω + 1. The map
ψ is a simple cycle on a set of the form {0, . . . , k}, ψ sends n to n− 1 for n > k + 1, and
ψ fixes ω. The measure µ is concentrated at 0, µ({0})= 1, w(0) =−1, and w(x) =+1
otherwise.
Another interesting example is found in [9]. Start with the Cantor set C, and construct a
homeomorphism ψ :C→ C such that ψ has a fixed point x and such that there is also a
point y whose forward orbit under ψ is dense in C. Now, form the space X by adding to C
a sequence {p1,p2, . . .} of isolated points which converges to x , and extend ψ by letting
ψ(pi)= pi−1. Let w ≡ 1, and concentrate the measure at y , but let µ({y})=−1.
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2. Primitive examples
Recall that a primitive type 1 shift is one of the form given by Corollary 1.2. Since the
w and µ are, in a sense, irrelevant in this case, we will refer simply to a homeomorphism
ψ :X \ {ρ1}→X for which Dψ is dense as a primitive shift on X. In this section we give
some new constructions for building primitive shifts on compact metric spaces.
We will make use in this section of the notion of a weak chain, which is a finite
sequence C = (U1,U2, . . . ,Un) of open sets such that the intersection Ui ∩ Uj is non-
empty whenever |i − j | 1.
Theorem 2.1. Let X be an infinite compact metric space and let D be a dense set of
isolated points. If X \D is connected, then there exists a primitive shift on X.
Proof. The set X \ D is compact. Let U1 be a minimal cover of X \ D consisting of
balls of radius 1 centered at points of X \D. Suppose we have defined minimal covers
U1,U2, . . . ,Un of X \D. We define Un+1 to be a minimal cover of X \D consisting of
balls of radius rn+1 which are centered at points of X \D such that rn+1 < 1/(n+ 1) and
each ball in Un+1 is a subset of some ball in Un. (See [3, 4.2.8].)
Define functions Vn from finite sets of integers {1,2, . . . , kn} onto Un in such a way that
the intersection Vn(i) ∩ Vn(j) is not empty whenever |i − j |  1 (i.e., the functions Vn
define weak chains) and every Vn(1)= Vn(kn).
Note that the set D is countable. Order points of D in a list as follows. If there are
points in D \⋃U1 then place them at the start of the list in any order (note that there are
at most finitely many such points). Now add the points of D ∩ (V1(1) \⋃U2) to the list,
unless there are no such points, in which case just add any single point from D ∩ V1(1).
Next, add the points of D which are in V1(2) \⋃U2 and which have not been picked
before, or if no such points exist, add any single point from D ∩ V1(2). Continue this
procedure for V1(j)\⋃U2, where j = 3, . . . , k1. Then repeat the above process beginning
with V2(1)∪U3, and so on. Label the resulting listing of D as {p1,p2, . . .}. Define ψ from
X \ {p1} onto X by
ψ(pi)= pi−1 if i = 2,3, . . . ,
ψX\D = id X\D.
It is easy to see that ψ is continuous. Therefore ψ is a primitive shift on X. ✷
Theorem 2.2. Let X be an infinite compact metric space and let D be a dense set of
isolated points. If there exists a homeomorphism f from X \D onto X \D such that the
set {f n(x): n= 1,2, . . .} is dense in X \D for some x in X \D, then there is a primitive
shift on X.
Proof. Let x0 be a point in X \D such that the set {f n(x): n= 1,2, . . .} is dense in X \D.
Note that X \D is dense in itself. As in Theorem 2.1, define minimal covers Un of X \D
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consisting of balls of radius rn which are centered at points of X \D such that rn < 1/n
and each ball in Un+1 is a subset of some ball in Un.
Note again that D is countable. Order points of D as follows. If there are points in
D \⋃U1, then order them arbitrarily as p1, . . . , ps1 . If there are no points in D \⋃U1,
then pick any point in D and call it p1 (in that case p1 = ps1 ). Let ps1+1 be a point in
D \⋃U2 that has not been picked before and that is in the same ball from U1 to which
f (x0) belongs, if any. If none, take any point in D not picked before that is in this ball. If
we may use more than one ball, use the one that has more points from D \⋃U2 that have
not been picked before. Let ps1+2 be a point in D \
⋃U2 not picked before that is in the
ball from U1 that contains f 2(x0), if any, If none, pick any point from D in this ball not
picked before. Continue on, choosing points from D \⋃U2 in the ball from U1 to which
f 3(x0), then f 4(x0), and so on, belong, until there are no more points in D \⋃U2 left.
If the last point picked was ps2 and it corresponds to the point f k(x0), we let ps2+1 to be
a point of D \⋃U3 not picked before that belongs to a ball from U2 to which f k+1(x0)
belongs, if any. If none, we pick any point of D in this ball. Continue this process.
Define ψ from X \ {p1} onto X by
ψ(pi)= pi−1 if i = 2,3, . . . ,
ψX\D = f−1.
It is easy to see that ψ is continuous. Therefore ψ is a primitive shift on X. ✷
Theorem 2.3. Let X be an infinite compact metric space and let D be a dense set of
isolated points in X. If there exists a primitive shift on X then there is a primitive shift on
a disjoint union of finitely many copies of X.
Proof. Let ϕ be a primitive shift on X, and let {p1,p2, . . .} be the standard listing of Dϕ .
Let Y be a disjoint union of finitely many copies of X, say Y = X× {1,2, . . . , n}. Define
ψ from Y \ {(p0, n)} onto Y by
ψ(x, i)= (x, i + 1) if i = 1, . . . , n− 1,
ψ(x,n)= 2(ϕ(x),1), x = p0.
It is easy to see that ψ is a primitive shift on Y . ✷
The following example generalizes a construction from [9].
Theorem 2.4. Let X be an infinite compact metric space and let D be a dense set of
isolated points. If there is a primitive shift on X then there is a primitive shift on the fol-
lowing compactification of X×Z. The space is Y = (X×Z)∪ ((X \D)×{−∞,∞}). The
topology on Y is defined by a basis of open sets U ×{n}, ((U \D)×{−∞})∪ (U×{j ∈ Z:
j < k}), ((U \D)× {∞})∪ (U × {j ∈ Z: j > k}), where U is an open subset of X, and n
and k are integers.
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Proof. Let ϕ be a primitive shift on X, and let {p0,p1,p2, . . .} be the standard listing of
Dϕ (for this construction, it is more convenient to start the indexing at zero). Define ψ
from Y \ {(p0,0)} onto Y by
ψ(x,n)= (ϕ(x), n+ 1) if x = p0 and n= 0,1,2, . . . ,
ψ(x,n)= (ϕ−1(x), n+ 1) if n=−1,−2,−3, . . . ,
ψ(p0, n)= (p0,−n− 1) if n= 0,1,2, . . . ,
ψ(x,∞)= (ϕ(x),∞) if x ∈X \D,
ψ(x,−∞)= (ϕ−1(x),−∞) if x ∈X \D.
It is easy to see that ψ is a primitive shift on Y . ✷
Theorem 2.5. Let X be an infinite compact metric space and let D be a dense set of
isolated points in X. If there exists a primitive shift on X \D then there is a primitive shift
on X.
Proof. Let ϕ be a primitive shift on X \D, and let {p0,p1,p2, . . .} be the standard listing
of Dϕ . Note that Dϕ is dense in X \D.
First, we will define a homeomorphism h on X \D such that Dϕ = {hn(p0): n ∈ Z}.
Let 0 < n1 < n2 < · · · be such that the points p0, pn1 , pn2 , . . . form a sequence converging
to a point x0 of (X \D) \Dϕ . Define h on X \D as follows:
h(pn2k )= pn2k−1−1 if k = 1,2,3, . . . ,
h(p0)= pn2−1,
h(pn2k−3)= pn2k−1 if k = 2,3,4, . . . ,
h(x)= ϕ(x) if x ∈X \D and x = pnk for k = 0,1,2, . . . .
The function h is one-to-one and onto X \ D. It is also continuous. Therefore it is a
homeomorphism.
Let U1 be a minimal cover of X \D consisting of balls of radius 1 centered at points of
X \D and such that a ball centered at x0 is one of them. Suppose we have defined minimal
covers U1,U2, . . . ,Un of X \D. We define Un+1 to be a minimal cover of X \D consisting
of balls of radius rn+1 which are centered at points of X \D such that rn+1 < 1/(n+ 1),
each ball in Un+1 is a subset of some ball in Un, and such that a ball centered at x0 is one
of them.
Denote a ball in Un centered at x0 by Un(x0). Let k1, k2, . . . be a decreasing sequence of
negative integers and letm1,m2, . . . be an increasing sequence of positive integers such that
both hkn(p0) and hmn(p0) are elements of Un(x0), and such that for any ball V in Un there
is j between kn and mn such that hj (p0)is an element of V . Denote that ball by Vn(j).
Assume in addition that Un = {Vn(j): kn  j mn}, where Vn(kn)= Vn(mn)=Un(x0) is
a ball centered at x0.
Let q0 be any point of D. Define ψ from D \ {q0} onto D by induction as follows.
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Step 1. Let ψ−1(q0) be any point of D \ {q0} in V1(m1 − 1) \ ⋃U2, if any. If
none, put ψ−1(q0) to be any point of D \ {q0} in V1(m1 − 1). Denote this point by
q1. Let ψ−2(q0) be any point of D \ {q0, q1} in V1(m1 − 2) \ ⋃U2, if any. If none,
put ψ−2(q0) to be any point of D \ {q0, q1} in V1(m1 − 2). Denote this point by q2.
Continue in this way, choosing q3, q4, etc. Finally, let ψ−m1+k1(q0) be any point of
D \ {q0, q1, . . . , qm1−k1−1} in V1(k1) \
⋃U2, if any. If none, put ψ−m1+k1(q0) to be any
point of D \ {q0, q1, . . . , qm1−k1−1} in V1(k1). Denote this point by qm1−k1 . Also, note that
V1(k1)= V1(m1)=U1(x0).
If there are any points of D \ {q0, q1, . . . , qm1−k1} left in
⋃U1 \ ⋃U2, we repeat
the whole procedure again. That means we put ψ−m1+k1−1(q0) to be any point of
D \ {q0, q1, . . . , qm1−k1} in V1(m1 − 1) \
⋃U2, if any. If none, put ψ−m1+k1−1(q0) to
be any point of D \ {q0, q1, . . . , qm1−k1} in V1(m1 − 1). Denote this point by qm1−k1+1,
and so on.
Step 2. Once we exhausted points of D in
⋃U1 \⋃U2, we repeat the procedure for
m2, k2, and the remaining points of D in
⋃U2 \⋃U3, and so on. Extend ψ to X \ {q0}
by putting ψ|X\D = h. It is fairly easy to see that ψ is continuous. It is one-to-one and
onto X. So it is a primitive shift. ✷
3. Non-primitive examples
Theorem 1.8 raises the question: can there actually be infinitely many isolated points
not in Dψ ? We give two examples showing that the answer is yes. The space for the
first example is just simply ω + 1. For this example, however, there is a sharp distinction
between the the space of real valued functions and the space of complex valued functions.
Only the latter space admits a shift of this kind.
Theorem 3.1. If T :CR(ω+ 1)→ CR(ω+ 1) is a type 1 shift generated by ψ , w, and µ,
then Dψ contains all but finitely many points of ω+ 1.
Proof. Suppose ψ , w, and µ generate a type 1 shift on ω+ 1 such that Dψ is co-infinite.
By Theorem 1.8, the isolated points of ω + 1 which are not in Dψ can be written as
the disjoint union of infinitely many finite sets such that the restriction of ψ to each
one is a simple cycle. Since the function w :ω + 1 → {+1,−1} is continuous, it must
be eventually constant. Hence, we can find disjoint finite subsets A and B of ω, each
invariant under ψ , such that w(x)=w(y) for all x, y ∈ A∪ B . Note that µ(A) and µ(B)
must be non-zero (otherwise, the characteristic function of one of these sets would be in⋂∞
n=1 ran(T n) by the same argument as in Theorem 1.3). So choose non-zero a, b ∈ R
such that a µ(A)+ bµ(B)= 0. Now let f ∈ C(ω+ 1) be defined by f (x)= a for x ∈A,
f (x)= b for x ∈B , and f (x)= 0 otherwise. For each n,
αn
∫
X
f ◦ψ−n
wn
dµ= αn
Wn
(
a µ(A)+ bµ(B))= 0,
whereW equals the common value of the functionw onA∪B . Thus f ∈⋂∞n=1 ran(Tn). ✷
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In order to construct the desired shift on CC(ω + 1), we need the following lemma.
This generalizes the fact that if z is point on the unit circle whose angle is irrational, then
{zn: n ∈ ω} is dense in the circle.
Lemma 3.2. There exists an infinite sequence 〈z1, z2, . . .〉 of points in S1 (the unit circle
in C) such that limn→∞ zn = 1 and, for each k, the set {〈zn1, zn2, . . . , znk 〉: n ∈ ω} is dense
in (S1)k .
Proof. Let zn = eiπθn , where limn→∞ θn = 0 and each set {θ1, . . . , θk} is linearly
independent over the rationals. It is a “well-known fact” that each {z1, . . . , zk} will have
the desired property. For a more topological proof, one can also establish the lemma by
modifying the standard proof that the n-torus is “monogenic” (see, e.g., Chapter 9 of [2]).
One merely needs to choose a countable base for each of the tori and then create a listing
{Bn: n ∈ ω} of the union of these bases. ✷
Theorem 3.3. There is a type 1 shift T on CC(ω+ 1) generated by ψ , w, and µ such that
Dψ is co-infinite.
Proof. Partition ω into two infinite sets: {p1,p2, . . .} and {q1, q2, . . .}. We use ∞ instead
of ω to denote the non-isolated point of ω + 1. Define ψ , w, and µ as follows. Let
ψ(pn) = pn−1 for n > 1 (as usual), and let each w(pn) = 1 and µ({pn}) = 0. Also, let
w(∞) = 1 and µ({∞}) = 0. Let each ψ(qn) = qn and µ({qn}) = 1/2n. Fix a sequence
〈z1, z2, . . .〉 which satisfies Lemma 3.2, and let each w(qn) = 1/zn. Let T be the type 1
pre-shift generated by ψ , w, and µ. We will prove that T is a shift.
Let f ∈⋂∞n=1 ran(T n). We make the convenient definition ai = f (qi)/2i in order to
simplify the notation. By Theorem 1.1,
f (pn) = αn
∫
X
f ◦ψ−n
wn
=
∞∑
i=1
f ◦ψ−n(qi)
wn(qi)
µ
({qi})
=
∞∑
i=1
1
(w(qi))n
f (qi)
2i
=
∞∑
i=1
zni ai
for each n 1. Let L=∑∞n=1 |an| (this sum converges since f is bounded). Note that in
order to prove that f ≡ 0, it is sufficient to show that L= 0, since this will imply that each
f (pi)= 0 and that each f (qi)= 0.
For each k, choose (by Lemma 3.2) an integer nk such that
∑k
i=1 |znki ai − |ai ||< 1/k
(choose nk so that znki is close to |ai |/ai for each i ∈ {1, . . . , k} such that ai = 0).
Then each |f (pnk ) − L|  1/k +
∑∞
i=k+1 |znki ai − |ai||  1/k + 2
∑∞
i=k+1 |ai |. Thus,
f (∞) = limn→∞ f (pn) = L. But, if we repeat the above argument by choosing nk so
that znki is close to −|ai|/ai , we get that f (∞)=−L. Thus, L= 0. ✷
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In fact, the construction in Theorem 3.3 did not require that the space was ω + 1. All
that was needed was that the sequence 〈p1,p2, . . .〉 was convergent. Thus, we have actually
proven the following.
Theorem 3.4. If X is any compactification of ω which contains a convergent infinite
sequence of isolated points, then CC(X) admits a type 1 shift.
Finally, we present our most interesting example. Here, we return to considering CC(X)
and CR(X) simultaneously.
Theorem 3.5. There exists a compact space X and a type 1 shift on C(X) generated by
ψ , w, and µ such that infinitely many isolated points of X are in X \Dψ .
Proof. Let X be the discrete sum of ω + 1 and βω (the Stone– ˇCech compactification of
ω). Since we have two copies of ω in X, we need some notation to distinguish them. List
(all of) the isolated points of ω+1 as {p1,p2, . . .}, and again denote the non-isolated point
of ω + 1 as ∞. Partition (all of) the isolated points of βω into countably many finite sets
A0,A1, . . . where each Ai has exactly 2i points.
As before, let ψ(pn) = pn−1 and w(pn) = 1 for each n > 1, and let ψ(∞) =∞ and
w(∞)= 1. For each i  0, choose a cyclic permutation of Ai of order 2i , and let ψAi be
this permutation. Then extend ψ to a homeomorphism of βω. Now, for each i  0 choose
a point ai ∈ Ai—this choice of points will remain fixed for the rest of the construction.
Let each w(ai) = −1, and let w(x) = 1 for each isolated point x of βω which is not in
{a1, a2, . . .}. Then extend w continuously from the remainder of βω into {−1,1}. Finally,
let each µ({ai}) = 1/4i+1, and let µ(S) = 0 for any S ⊂ X which does not intersect
{a1, a2, . . .}.
To show that T is shift, let f ∈⋂∞n=1 ran(T n). We will establish that f ≡ 0 in several
steps. Without loss of generality, assume that ‖f ‖ 1. For each n 1, we have
f (pn)= αn
∫
X
f ◦ψ−n
wn
dµ=
∞∑
i=0
f (ψ−n(ai))
wn(ai)
1
4i+1
.
To simplify the notation, let
g(i, n)= f (ψ
−n(ai))
wn(ai)
1
4i+1
,
so that f (pn) =∑∞i=0 g(i, n). Since ‖f ‖  1, each |g(i, n)|  1/4i+1. Note that it is
sufficient to prove that each g(i, n)= 0. For, if we can show this, then each f (pn)= 0 and
f (ψ−n(ai)) = 0 for all i , n. The latter equation implies that f (x)= 0 for every isolated
point x of βω.
Now, fix some i and consider g(i, n) for various values of n. Since ψAi is a cyclic
permutation of order 2i , we have that ψ−n(ai) = ψ−n+2i (ai). Also, exactly one of
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the values w(ψ−(n+1)(ai)), w(ψ−(n+2)(ai)), . . . ,w(ψ−(n+2
i )(ai)) is −1. It follows that
g(i, n+ 2i )=−g(i, n). Thus, for any k,
g(i, n+ k 2i )= (−1)kg(i, n).
This formula will be the main tool for the rest of the proof.
The next step is to establish that limn→∞ f (pn) = 0. Fix i , and consider the sum of
g(i, n) for 2i+1 consecutive second indices:
2i+1∑
n=1
g(i, n) =
2i∑
n=1
g(i, n)+
2i+1∑
n=2i+1
g(i, n)
=
2i∑
n=1
g(i, n)+
2i∑
n=1
g
(
i, n+ 2i)= 0.
Thus,
∑M
n=1 g(i, n)= 0 for any even multiple M of 2i . So for any k,
2k∑
n=1
f (pn) =
2k∑
n=1
∞∑
i=0
g(i, n)=
2k∑
n=1
(
k−1∑
i=0
g(i, n)+
∞∑
i=k
g(i, n)
)
=
k−1∑
i=0
2k∑
n=1
g(i, n)+
2k∑
n=1
∞∑
i=k
g(i, n)= 0+
2k∑
n=1
∞∑
i=k
g(i, n).
Thus, ∣∣∣∣∣
2k∑
n=1
f (pn)
∣∣∣∣∣
2k∑
n=1
∞∑
i=k
∣∣g(i, n)∣∣ 2k ∞∑
i=k
1
4i+1
<
1
2k
.
So,
∑2k
n=1 f (pn)→ 0 as k →∞. But this limit would be +∞ if limn→∞ f (pn) > 0.
Similarly, f (pn) cannot converge to a negative number. Since the limit must converge, we
have established that limn→∞ f (pn)= 0.
In order to complete the proof, we use induction to establish the following somewhat
cryptic claim:
Claim. Suppose that ε > 0 and N ∈ ω are such that |∑Ni=0 g(i, n)| < ε holds for every
n 1. Then |g(i, n)|< ε for each i ∈ {0, . . . ,N} and every n 1.
Note that the claim is trivial when N = 0. Suppose the claim holds for N − 1 and that
|∑Ni=0 g(i, n)|< ε for all n. Now,
N∑
i=0
[
g(i, n)− g(i, n+ 2N)]
=
N−1∑
i=0
[
g(i, n)− g(i, n+ 2N)]+ g(N,n)− g(N,n+ 2N )
= 0+ 2g(N,n).
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Thus
2
∣∣g(N,n)∣∣ N∑
i=0
∣∣g(i, n)∣∣+ N∑
i=0
∣∣g(i, n+ 2N)∣∣< 2ε,
so |g(N,n)|< ε for all n. On the other hand,
N∑
i=0
[
g(i, n)+ g(i, n+ 2N)]
=
N−1∑
i=0
[
g(i, n)+ g(i, n+ 2N)]+ g(N,n)+ g(N,n+ 2N )
= 2
N−1∑
i=0
g(i, n)+ 0.
Thus, 2|∑N−1i=0 g(i, n)|< 2ε, so by induction, |g(i, n)|< ε for all n and all i N −1. This
establishes the claim.
Now, finally, fix some ε > 0. Choose an integer N such that |f (pn)|< ε/2 for all nN
and such that
∑∞
i=N+1 1/4i+1 < ε/2. Then for any nN ,
∣∣f (pn)∣∣=
∣∣∣∣∣
N∑
i=1
g(i, n)+
∞∑
i=N+1
g(i, n)
∣∣∣∣∣< ε/2
and ∣∣∣∣∣
∞∑
i=N+1
g(i, n)
∣∣∣∣∣
∞∑
i=N+1
1
4i+1
< ε/2.
Thus, |∑Ni=1 g(i, n)|< ε for all nN . But g(i, n) is periodic in n, so |∑Ni=1 g(i, n)|< ε
for all n, and thus by our claim |g(i, n)|< ε for all i ∈ {0, . . . ,N} and every n. Since ε is
arbitrary and N can be chosen arbitrarily large, it follows that every g(i, n)= 0. ✷
Obviously, the example of Theorem 3.5 is separable, but it does have some properties
not found in previous examples. Not only does Dψ fail to be dense, but no finite F ⊂X has
the property that
⋃∞
n=−∞ψn(F ) dense. Also, even though the isolated points are dense,
the space does not admit any ψ for which Dψ would be dense.
Note also that it was not really necessary to use βω in Theorem 3.5, although it allowed
us to easily extend both ψ and w to the whole compactification. In fact, we really showed
that the discrete sum of ω+1 and Y will admit a shift provided that Y is a compactification
of ω whose isolated points can be partitioned into sets Ai of size 2i such that there is a
homeomorphism of Y which is cyclic on each Ai and such that there is also a continuous
w :Y → {−1,1} such that w(x)=−1 for exactly one x in each Ai . For our last example,
we show that a metrizable such space exists. We would like to express our thanks to Dmitri
Shakhmatov for discussions which led to this example.
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Theorem 3.6. There exists a compact metric spaceX and a type 1 shift onC(X) generated
by ψ , w, and µ such that infinitely many isolated points of X are in X \Dψ .
Proof. We will define as subset Y of the plane which admits a ψ and w as mentioned
above. Then the discrete sum of ω+ 1 and Y will then be the desired space.
Let B denote of the subset of the x-axis consisting of those points whose x-coordinates
are either 0 or ±1/n for some n ∈ N (i.e., the union of two simple sequences converging
to the origin). The set B will be the non-isolated points of Y . Each set Ai will be a subset
of B × {1/2i}. The set A0 consists of just the point 〈1,−1〉. For i > 0, Ai consists of the
points whose x-coordinates are ±1/n where n ∈ {1, . . . ,2i−1}. Now let Y = B ∪⋃i∈ω Ai .
Let w(p) = −1 for each point p of Y whose x-coordinate is −1, and let w(p) = +1
otherwise. To define ψ on B , fix the origin, send 〈−1,0〉 to 〈+1,0〉, and move each other
point to the the nearest point of B to its left. On A0, ψ is the identity. For i > 0, define
ψ by sending 〈−1,1/2i〉 to 〈+1,1/2i〉, and also move each other point of Ai to the the
nearest point of Ai to its left. Note that 〈+1/2i−1,1/2i〉 goes to 〈−1/2i−1,1/2i〉.
It is easily checked that w is continuous and ψ is a homeomorphism. ✷
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