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Abstract—In multi-objective optimization, it is non-trivial for
decision makers to articulate preferences without a priori knowl-
edge, which is particular true when the number of objectives be-
comes large. Depending on the shape of the Pareto front, optimal
solutions such as knee points may be of interest. Although several
multi- and many-objective optimization test suites have been
proposed, little work has been reported focusing on designing
multi-objective problems whose Pareto front contains complex
knee regions. Likewise, few performance indicators dedicated to
evaluating an algorithm’s ability of accurately locating all knee
points in high-dimensional objective space have been suggested.
This paper proposes a set of multi-objective optimization test
problems whose Pareto front consists of complex knee regions,
aiming to assess the capability of evolutionary algorithms to
accurately identify all knee points. Various features related to
knee points have been taken into account in designing the test
problems, including symmetry, differentiability, degeneration.
These features are also combined with other challenges in solving
optimization problems, such as multimodality, linkage between
decision variables, non-uniformity and scalability of the Pareto
front. The proposed test problems are scalable to both decision
and objective spaces. Accordingly, new performance indicators
are suggested for evaluating the capability of optimization algo-
rithms in locating the knee points. The proposed test problems
together with the performance indicators offer a new means to
develop and assess preference-based evolutionary algorithms for
solving multi- and many-objective optimization problems.
Index Terms—Benchmark problems, performance indicators,
knee points, knee regions, multi-objective optimization.
I. INTRODUCTION
MULTIOBJECTIVE optimization problems (MOPs) in-volve multiple conflicting objectives, which can be
defined as follows:
min
x
:z(x) = (f1(x), · · · , fm(x))
subject to x ∈ Ω
(1)
where x = (x1, · · · , xn) ∈ Ω is the decision vector. Ω ⊆ Rn is
the decision space, and n is the number of variables. z : Ω→
Rm denotes the objective vector consisting of m real-valued
objectives. MOPs having more than three objectives are also
known as many-objective optimization problems (MaOPs) [1],
[2].
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Over the last decades, many algorithms have been devel-
oped both in the multiple criteria decision making (MCDM)
community and the evolutionary computation community that
are capable of finding a set of well-distributed solutions
approximating the Pareto optimal front (PoF). Earlier popular
multi-objective evolutionary algorithms (MOEAs) for dealing
with MOPs are mainly dominance based, include NSGA-II [3],
SPEA2 [4], NPGA [5] and PESA [6]. Although dominance
based MOEAs work well for MOPs, their efficiency seriously
degrades as the number of objectives increases [7]. Conse-
quently, a large body of research in evolutionary optimization
has been dedicated to solving MaOPs over the past few years.
MOEAs for MaOPs can roughly be divided into four cate-
gories [8], [9], namely, dominance relationship modification
based methods [10]–[13], indicators based methods [14]–[16],
aggregation based (also known as decomposition based) [17]–
[19] or preference based approaches [20]–[23]. There are also
methods which do not belong to the above three categories,
such as the objective reduction [24], the shift-based density
estimation [25], the two-archive strategy [26], the boundary
elimination selection [27] and the knee-point driven MOEAs
[28].
While considerable progresses have been made in research
on MaOPs, some challenges remain to be addressed. For
example, it will be impractical to represent the entire Pareto
front in a high-dimensional objective space using a relatively
small number of solutions. In addition, it becomes increasingly
challenging to select preferred solutions from the obtained
solution set. Furthermore, preference articulation will be more
difficult for MaOPs. Last but not the least, most performance
indicators measuring the distribution of solutions no longer
work properly in high-dimensional objective space since it is
computationally extremely intensive to densely sample a high-
dimensional space.
Due to the difficulties discussed above, it is more practical
to concentrate on potentially interesting regions in solving
MaOPs. To this end, preference driven MOEAs provide an
effective means to focus on the search of solutions of interest
[29] and are computationally more efficient [22], [30].
Preference based optimization approaches can be classified
into three groups, i.e., a priori, interactive, and a posteriori
methods, according to the time when the decision-maker’s
preferences are embedded during the search process. Detailed
discussions about the incorporation of user preferences into
multi-criterion decision-making and analysis can be found in
[31], [32].
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Pareto front (PoF) are considered to be natural and generic
user preferences [33]. For instance, knee points on the Pareto
front are most preferred since for solutions near the knee
points, gaining a small amount in one objective requires
an unfavorably large sacrifice in other objectives [34]–[36].
Different interpretation of knee points can also be found in
[37], [38].
Many methods have been proposed to find knee points by
using, e.g., the reflex angle [39], extended angle dominance
[40], [41], expected marginal utility [42], [43], distance-based
strategy [34], [38], and the ratio between the improvement
and deterioration when exchanging the objectives of two
solutions [37], and the niching-based method [44]. However,
few benchmark problems have been designed to systematically
assess the ability of an optimization algorithm to find knee
points with few exceptions, including the DO-DK and DEB-
DK problems [42], [45]. Note that DO-DK and DEB-DK
problems are designed only for identifying knee points without
considering many important characteristics of knee points such
as the positions of the knees, different geometric shapes of
the PoF, bias, separability, degeneration of the knee regions,
differentiability of the knees, scalability of the PoF, and
symmetry of the knee regions.
This work is motivated by the fact that few knee functions,
benchmark problems and performance indicators have been
proposed to test and assess the performance of MOEAs in
approximating knee points of multi- and many-objective opti-
mization problems in terms of the number of the knee points
found, their accuracy and location. To fill the gap, we propose
five new basic knee functions and a new construction method
of knee functions. Furthermore, a set of new benchmark
problems are constructed using the proposed knee functions
whose Pareto fronts have various characteristics in symmetry,
differentiability and degeneration. Apart from these properties
directly related to knee regions, other challenges in solving
optimization problems such as multi-modality, non-uniformity
and linkage in decision variables are taken into account. Mean-
while, performance indicators for evaluating various aspects
related to MOEAs’ performance in identification of knee
points of complex Pareto fronts are suggested.
The rest of the paper is organized as follows. Section II pro-
vides a concise review of existing benchmark problems. Sec-
tion III elaborates various features of Pareto optimal solutions
considered in construction of the test problems. Section IV
presents the details for constructing the proposed benchmark
problems, followed by a description of the proposed metrics
in Section V. The experiments and analysis are conducted in
Section VI. Finally, Section VII concludes the paper.
II. RELATED WORK
In this section, we briefly review existing popular bench-
mark problems based on which this work is built.
A. ZDT and DTLZ problems
The ZDT [46] and DTLZ [47] test suites are most widely
used multi-objective optimization benchmark problems con-
structed for evaluating MOEAs. The construction of both test
suites is based on the bottom-up approach [47], which allows
for separately design of the objective functions, the decision
space, and the Pareto-optimal front. Specifically, decision
variables are divided into position and distance variables,
which define the Pareto front and determine the distance of
the solutions to the PoF, respectively. The ZDT test suite is
constructed in the following form:
min
x
: z(x) = (f1(x1), f2(x))
subject to f2(x) = g(x2, · · · , xn)h(f1(x1), g(x2, · · · , xn))
where x = (x1, · · · , xn) ∈ Ω
(2)
In the above construction, x1 is the position variable and
the rest are the distance variables. The ZDT test problems
are constructed using three basic functions, namely, the po-
sition/distribution function f1 with or without bias for con-
trolling the distribution of Pareto optimal solutions along the
PoF, the uni- or multi-modal distance function g for testing
the algorithm’s ability of converging to the PoF, and the shape
function h for determining the convexity and continuity of the
PoF.
The DTLZ test suite [47] was developed based on the ZDT
test functions in order to enhance the scalability to the number
of decision variables and objectives. The DTLZ test suite is
constructed as follows:
min
X
: fi=1:m(X) = (1 + g(XII)) · hi(XI).
where X = (XI , XII) ∈ Ω
XI = (x1, · · · , xm−1), XII = (xm−1, · · · , xn)
(3)
where, XI in the shape functions h1:m(XI) are the position
variables determining the geometry of the PoF while XII are
the distance variables embedded in the landscape functions to
control the closeness of the Pareto optimal solutions to the
PoF, where m is the number of objectives.
Note, however, that neither ZDT nor DTLZ pays particular
attention to the complexity of the PoF, and it is assumed
that there is no correlation between the position and distance
variables.
B. WFG problems
The design of the WFG problems [48], [49] also follows
the bottom-up approach [47] but differs from the approach to
designing the ZDT and DTLZ test suites. The construction of
the WFG test suite is as follows:
Given z = {z1, · · · , zk, zk+1, · · · , zn}
min
x
: fi=1:m(x) = xm + Sihi(x1, · · · , xm−1)
x = {x1, · · · , xm} = {max(tpm, A1)(tp1 − 0.5) + 0.5,
· · · ,max(tpm, Am−1)(tpm−1 − 0.5) + 0.5, tpm}
tp = {tp1, · · · , tpm} ← [tp−1 ← [· · · ← [t1 ← [z[0,1]
z[0,1] = {z1,[0,1], . . . , zn,[0,1]} = {z1/z1,max,
· · · , zn/zn,max}
(4)
The WFG test suite is used for constructing a problem in
terms of an underlying vector of decision variables x derived
3from a series of transition vectors t1:p, where the transition
vectors are derived from a vector of working parameters z.
Each transition vector can add complexity to the underlying
test problem, such as non-separability, multimodality, decep-
tion, and bias. S1:m > 0 and A1:m−1 ∈ {0, 1} are scaling
and degeneracy constants, respectively. Thus, a benchmark
problem can be created from different combinations of the
shape functions h1:m defining the geometry of the fitness space
and a number of transformation functions ‘← [’ determining
the searching space.
One unique property of the WFG test suite [48], [49] is that
the Pareto front of the test problems can be specified, similar
to the idea reported in [50]. Like the ZDT and DTLZ test
suites, the WFG test suite does not pay special attention to
the design of knee regions on the PoF.
C. DO-DK and DEB-DK problems
Knee points are an important geometric feature on the PoF,
where it requires an unfavorably large sacrifice in one objective
to gain a small amount in other objectives. Without any
specific user preferences about the Pareto optimal solutions,
knee points are naturally preferred solutions. More detailed
discussions about knee points are given in Section III.
Due to potential importance of the knee points, test prob-
lems such as DO-DK and DEB-DK have also been designed
by embedding the desired knee points following the bottom-
up approach [47]. The construction of the DO-DK [42] and
DEB-DK [45] problems is as follows:
min
X
: fi=1:m(X) = g(XII)r(XI)hi(XI).
where X = (XI , XII) ∈ Ω
XI = (x1, · · · , xm−1), XII = (xm−1, · · · , xn)
(5)
where r(XI) are the knee functions that can create different
geometries of the PoF. However, only one knee function is
designed in the DO-DK and DEB-DK problems and they
are not able to specify detailed features of the knee regions
such as differentiability, degeneration, and symmetry or asym-
metry. Another limitation is that features that can challenge
MOEAs’ convergence ability is not considered, such as multi-
modality in the fitness landscape, linkage between the decision
variables, and non-uniformity of the PoF. In addition, the
scalability of the PoF has not been considered.
This work aims to design multi- and many-objective opti-
mization test problems that can systematically challenge and
evaluate MOEAs’ ability of accurately identifying knee points.
For this purpose, most “hardness” aspects for MOEAs that
can be seen in the real-world are considered and integrated
into the benchmark problems. The proposed test problems are
scalable in the decision space, the objective space, and the true
PoF. Furthermore, the true location and number of knee points
are known, which is an important requirement for designing
benchmark problems.
III. GENERICALLY PREFERRED SOLUTIONS
Generally speaking, knee points, edge knee points, extreme
points, and robust solutions [39], [51] are solutions generically
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Fig. 1. (a) Identify the knee point in convex region using NBI method.
(b) differentiate the knee points in convex and concave region by an utility
function.
TABLE I
AN EXAMPLE OF KNEE POINT IN THE CONVEX REGION ACCORDING TO
DEFINITION 5.
τ(, p1) τ(, p2) τ(, p3) τ(, p4) τ(, p5) min
p1: (1,11) - 1/4 1/4 2/3 1 1/4
p2: (2, 7) 4 - 1/4 1 3/2 1/4
p3: (3, 3) 4 4 - 4 4 4
p4: (7, 2) 3/2 1 1/4 - 4 1/4
p5: (11,1) 1 2/3 1/4 1/4 - 1/4
preferred by users. In the following, we discuss in detail the
main properties of knee points and knee regions before we
design the benchmark problems.
A. Knee points
Knee points, which require large sacrifices in at least one
objective to gain a small amount of improvement in another
objective [36], [39], can be largely divided into three cate-
gories, i.e., knees in convex regions, knees in concave regions,
and edge-knees.
1) Knees in convex regions: Multiple definitions for knee
points have been given in the literature [36]. We discuss here
two of them in the following.
Definition 1 In [34], Das indicates that the knees correspond
to the local maxima in terms of the distance from the convex
hull of individual minima (CHIM) measured along the normal
to the CHIM.
In the normalized coordinate system, as shown in Fig. 1
(a), the knee point pz = arg max
pi
(|ti|· ‖ nˆ ‖), where nˆ is the
orthogonal basis of the boundary line S_NBI , and |ti| is the
distance from normalized solution pi to S_NBI .
Definition 2 In [37], the knee in the convex region is char-
acterized by the maximum utility, namely, arg max
pi
(µ(pi, P )),
where µ(pi, P ) = min
i6=j,pi⊀pj ,pj⊀pi
τ(pi, pj), and τ(pi, pj) =∑
1<ι<mmax[0,fι(pj)−fι(pi)]∑
1<ι<mmax[0,fι(pi)−fι(pj)] , and m is the number of objectives.
In the definition of τ(pi, pj), the numerator and denominator
are the aggregation of the deterioration and improvement in
the exchange of the objectives, respectively. In Fig. 1 (b), p1
to p5 are on the PoF1, and their coordinates and utilities are
presented in Table I. Obviously, knee point p3 is the one with
max−min utility value.
2) Knees in concave regions: Little work has been reported
on finding the knee solutions in the concave regions of the
4TABLE II
AN EXAMPLE OF KNEE POINT IN CONCAVE REGION ACCORDING TO
DEFINITION 6.
τ(, s1) τ(, s2) τ(, s3) τ(, s4) τ(, s5) max
s1: (1,11) - 4 4 3/2 1 4
s2: (5,10) 1/4 - 4 1 2/3 4
s3: (9, 9) 1/4 1/4 - 1/4 1/4 1/4
s4: (10,5) 2/3 1 4 - 1/4 4
s5: (11,1) 1 3/2 4 4 - 4
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Fig. 2. Two examples for edge-knees.
Pareto front with few exceptions [36], [43]. We consider it also
of interest to find these solutions for the following reasons, in
particular when the number of objectives is large.
First, it is challenging to identify knee solutions in high-
dimensional spaces, although it is relatively straightforward
either visually or mathematically to identify knee solutions in
two- or three-objective optimization problems. It is interesting
to note that there is usually a convex knee region between
two concave knee regions, or the other way around. Thus,
solutions in concave regions might be helpful for finding
knees in convex regions. Second, the knees in concave regions,
together with those in convex regions, will be able to provide
the user with a better structure information of the whole Pareto
front in a high-dimensional space, thereby helping the user to
articulate preferences more effectively.
Definition 3 The knee in the concave region is charac-
terized by the minimum utility, namely, arg min
pi
(µ(pi, P )),
where µ(pi, P ) = max
i 6=j,pi⊀pj ,pj⊀pi
τ(pi, pj), and τ(pi, pj) =∑
1<ι<mmax[0,fι(pj)−fι(pi)]∑
1<ι<mmax[0,fι(pi)−fι(pj)] , and m is the number of objectives.
In Fig. 1 (b), s1-s5 are non-dominated solutions on PoF2.
After a pairwise comparison, s3 is identified as the knee with
the min−max utility value.
3) Edge knee points: In [39], an edge knee point is defined
in a two-dimensional objective space. They are preferred in
case the knee point has an unfavorably large compromise on
only one side of the point, and no solutions other than an
extreme point1 can be chosen.
Definition 4 In [39], a Pareto optimal solution is defined as
a γ-edge-knee point if it lies near an extreme point and a unit
gain in one of the objective functions would require at least
an amount of sacrifice γ in the other objective function.
1Given a finite population P , ∀y ∈ P , ∃i ∈ {1, · · · ,m}, x =
argmax
x
fi(y), and ∀j ∈ {1, · · · , i−1, i+1, · · · ,m}, fj(x) = min fj(y).
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Fig. 3. (a) An illustrative example of characters of knee regions. (b) An
illustrative example how to mathematically calculate the width.
In Fig. 2,
_
AB is a γ-edge-knee region where a large sacrifice
in objective f1 is needed for a small gain in f2.
B. Characteristics of knee regions
Although much work has been done to find knee points,
little in-depth analysis has been made on the characteristics
of the regions in which the knee points are located. In the
following, we provide a detailed discussion about the basic
characteristics of the knee regions, including symmetry, width,
depth, differentiability, and degeneration.
1) Symmetry: The symmetry of a knee region means that
the shape of the knee region is symmetric to a line or
hyperplane passing through the knee point. For example, in
Fig. 3 (a),
_
CD is a symmetrical convex region in that
_
CB
and
_
BD are symmetrical to the line f1 = f2. By contrast,
the concave regions (
_
AB and
_
BE) are asymmetrical.
Note that if the knee regions or the PoF are asymmetrical, it
will become more difficult for some algorithms [37] to identify
the knees due to the different trade-off relationships when one
objective increases or decreases.
2) Width: The width of a knee region describes how large
the basin around the knee point is. In the following, we provide
two quantitative definitions for the width of a knee region.
It should be noted that the trade-off relationship between
different objectives are usually different, and consequently, the
definition of the width of a knee region in a high-dimensional
objective space is not straightforward. To address this issue,
we propose to define the width of a knee region to be the
smallest intersection between the hyperplane S constructed
by the extreme points of the PoF, and a hyperplane that is
perpendicular to S and passes through the knee point. The
following two possible methods can be used to determine the
width of the knee region. The first idea is to calculate the
distance between the two inflection points at each side of the
knee point whose second derivative equals 0. For example in
Fig. 3(a), points k, i are the two inflection points of the knee
region
_
LC. The width of the convex knee region of knee point
A is defined to be the length of line ki.
The second idea is to calculate the distance between two
points on the two sides of the knee whose tangent line exactly
passes the knee point. In Fig. 3 (a), for instance, points f and g
are the two points whose tangent line Bf and Bg, respectively,
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Fig. 4. An example of non-differentiable knees on the PoF.
passes the knee point B. Thus, the width of the convex knee
region of knee point A is the length of the line fg.
If the width of the knee region is calculated according to the
first method, there will be no overlap between two neighboring
knee regions. Unfortunately, it is impractical to calculate the
width of a knee region using this method since an analytic
description of the PoF is unknown. By contrast, the second
method is more easily applicable given a set of non-dominated
solutions, since the points can be estimated by checking the
relationship between the solutions.
Fig. 3 (b) provides an illustrative example, where point K is
the knee point and the circles denote a set of obtained solutions
on the PoF. From the given solution set, solutions I1 and I2
can be determined to be an approximation of the two solutions
for estimating the width using the second method. At first,
solutions like p2 between solutions K and I1 are all below
the line KI1, which do not satisfy the condition. However, all
solutions but I1 between K and p1 are below the line Kp1.
Thus I1 can be determined to be the solution on the left side
of knee point K and similarly, I2 is the solution on the right of
K for calculating the width of knee region of K. By contrast,
it is difficult to find the inflection points in the given solution
set using the first method.
3) Depth: In [34], the knee point is characterized as
pz = arg max
pi
(|ti|· ‖ nˆ ‖) in a normalized coordinate system,
where nˆ is the orthogonal basis of the boundary line (or
hyperplane) S_NBI constructed by the extreme points, and |ti|
is the distance from normalized solution pi to S_NBI .
Thus, once the width of a knee region is fixed, in terms of
the above method, the depth of a knee region is the distance
from the knee point to the S_NBI constructed by the boundary
points obtained by the second method in Subsection III-B2.
For example in Fig. 3 (a), |Bh| is the depth of the convex
region of knee point B.
4) Differentiability: The differentiability of a knee region is
typically determined by the knee function used in constructing
the benchmark problem. If the knee function is differentiable,
the resulting knee points will also be differentiable. Otherwise,
some of the knee points will be non-differentiable. In Fig. 4
(b), for example, the convex knees are located in the center of
the convex regions and they are non-differentiable since the
knee function in Fig. 4 (a) is not differentiable on two points.
5) Degeneration: Knee regions do not always have a trade-
off relationship between all objectives. A knee region is said
to be degenerate where some of the objectives do not have a
trade-off relationship with others. In Fig. 5, for instance, the
convex knee regions are degenerate.
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Fig. 5. An illustrative example of the degenerated knee regions.
IV. PROPOSED BENCHMARK PROBLEMS
As introduced in Subsection II-C, there are few benchmarks
dedicated to the design of knee regions except for the ones
presented in [42], [45]. However, among these benchmarks,
only one specific knee function is designed, and many other
features of the knee regions such as symmetry, differentiability,
and degeneration of the knee regions are not accounted for.
Besides, no research has been reported on the effect of the
knee function on the scalability of the PoF.
Thereby, by following the bottom-up approach [46], [47]
and extending the previous work [42], [45], this work aims to
construct scalable multi-objective benchmark problems with a
complex knee structure in terms of symmetry, differentiability,
scalability and degeneration of the PoF, while still considering
other complexities in problem structures [48], [52] such as
multi-modality, non-uniformity, scalability of PoF and separa-
bility.
In order to design benchmark problems having a complex
knee structure, a mathematical construction method embed-
ding knee point information can be designed as follow:
min
X
: fi=1:m(X) = (1 + g(`(X))) · η(k(XI)) · h(XI). (6)
where X = (XI , XII), and XI = (x1, · · · , xm−1), XII =
(xm, · · · , xn), and k(XI) =
∏m−1
i=1 signi·k(xi)
m−1 .
In the above construction, g(X) is the landscape function
that controls the degree of hardness for MOEAs to converge
to the PoF by means of introducing separability and multi-
modality into the landscape functions. Furthermore, the hard-
ness in optimizing different objectives may differ, resulting
in different convergence speeds for different objectives. Here,
we take this feature into account by embedding different
landscape functions on different objectives. `(X) is the linkage
function that can change the correlation relationship between
the decision variables and shift the position of the global
optima linearly or nonlinearly. The basic shape function h(X)
determines the basic shape of the PoF such as uniformity
and convexity. Non-uniformity can be introduced using a
parameter in h(X). Note that the knee function k(X) and the
basic shape function h(X) together will determine the shape
of the PoF.
Different from [42], [45], here we propose a new structure
of the knee combinations and embed them into the stretching
functions. The knee-driven stretching function η(k(X)) en-
ables us not only to create different knee structures on the PoF,
but also to change the scalability of the PoF. Parameters in the
6TABLE III
DIFFERENT ROLE FUNCTIONS TO TEST DIFFERENT ABILITIES OF AN
ALGORITHMS.
Functions Features
g(X) Separability, multimodality
`(X) Linear and nonlinear shift of the optima
η(X) Scalability of the PoF
k(X)
Symmetry, bias, degeneration,
Scalability of the number of knees,
differentiability, depth/location of the knee regions.
h(X) convexity and non-uniformity.
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Fig. 6. The mapping relationships of the proposed benchmark framework.
knee functions k(X) can be used to determine the symmetry
of PoF, the number of knees, the location, degeneration as
well as the differentiability of the knee regions. A parameter
in k(X) can also control the bias of the PoF. The η(X)
is the stretching function, adopting different combinations of
the elementary functions like power functions, exponential
functions, and logarithmic functions to stretch the objectives.
Table III summarizes the functions and their main roles in
constructing the benchmark problems.
Fig. 6 shows the relationships between decision variables,
objectives and functions η(k(X)), `(X), h(X) and g(X).
A detailed description of the role of these functions will be
provided in the following. The description of the landscape
function g(X) and the basic shape function h(X) can be
found in the Supplementary material. Note that it is very
flexible to include or exclude certain aspects of hardness in
the benchmark problems. For example, the knee function can
be replaced by a constant 1 if no influence of the knee points
is to be considered. To remove the dependencies between the
decision variables, the linkage functions can be substituted by
XII . We can set the bias parameter B = 1 in the knee function
and p = 1 in the basic shape functions if no non-uniformity
is taken into account.
A. Linkage Functions `(X)
There is correlation between the decision variables in many
real-world optimization problems. Thus the test problems
proposed in this work also introduce a linkage function to
simulate the dependencies between the decision variables. The
linkage function will shift the position of the Pareto optimal
solutions, resulting in increased difficulty in locating the PoS.
Following the design principles in [52]–[54], we will adopt
both linear and nonlinear linkage functions.
• Linear variable linkage function `1(x1, XII):
xm+i ∈ XII ⇐(1 + i+ 1
s
) · (xm+i − lm+i)−
x1 · (um+i − lm+i)
(7)
• Nonlinear variable linkage function `2(x1, XII):
xm+i ∈ XII ⇐(1 + cos(0.5pi i+ 1
s
)) · (xm+i − lm+i)−
x1 · (um+i − lm+i)
(8)
where i = 0, 1, · · · , n − m. X = (XI , XII), XI =
(x1, · · · , xm−1), XII = (xm, · · · , xn), and |X| = n, and
s = |XII |. um+i and lm+i are the upper and lower bounds
of the decision variable xm+i. From Eq. 7 and Eq. 8, we can
see that xi+m in XII is linearly and nonlinearly correlated to
the variable x1 in XI , respectively.
As we can see in Fig. 6, the linkage function is embedded
in the landscape function. Thus, the optima of function g will
be shifted since all variables in XII are dependent on the first
variable x1 in XI .
B. Knee functions k(XI)
In [42], [45], k(XI) =
∑m−1
i=1 k(xi)/(m − 1), which
is a linear combination of the basic knee functions. The
gradient information is kept consistent with the tendency of
the line k(xi). Without considering the degeneration, this
work gives a new construction of k(XI), namely, k(XI) =∏m−1
i=1 k(xi)/(m − 1). Both constructions can create similar
knee features but the latter is a nonlinear combination of
the basic knee functions, and creates inconsistent gradient
information on the hyperplane. In Fig. 8 (b), the gradient
of the blue dashed lines has prominent changes in the four
corners but there is less information in the center area,
compared with the red contour lines. It indicates that the newly
proposed construction method can create more difficulties for
an algorithm to detect the knee regions, since the optimizer
may get trapped in the regions with large variations of the
gradient information.
Thus, in this paper, k(XI) can be defined as follows:
k(XI) =
∏m−1
i=1 signi · k(xi)
m− 1 (9)
where XI = (x1, · · · , xm−1), and k(x) is the basic knee func-
tion. In each problem, k(XI) is only correlated with one cer-
tain basic knee function, for example, k(XI) =
∏m−1
i=1 k1(xi)
m−1 .
In this work, the following six basic knee functions have
been used. Note that sign = {0, 1}|m−1| controls whether
|m− 1| variables are included in the knee functions. In other
words, signi = 1 if there is no degeneration on xi. If signi =
0, degeneration occurs to xi.
• k1(x) [42], [45]
k1(x) = 5 + 10(x− 0.5)2 + cos(Apix
B)
2s ∗A (10)
where x ∈ [0, 1], A ≥ 2 is an integer to control the
number of knees. B controls the location of the knee
regions. Parameter s > 0 will skew the PoF. The PoF will
then be symmetric when B = 1 and A is an even number;
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Fig. 8. In (a) Example 1 and 2 plot m = (f(x) + f(y))/2 and m =
f(x)∗f(y)/2, respectively, where f(z) = 5+10∗(z−0.5)2+cos(6piz)/2.
Their corresponding contour lines are show in (b).
otherwise the PoF will be asymmetric. When there is no
degeneration and k1 is integrated into k(XI), the number
of knees in the convex regions and concave regions is
dA2 em−1 and (dA2 e − 1)m−1, respectively, where m is the
number of objectives.
• k2(x)
k2(x) = 1 +
1
2s ∗A exp(cos(Ax
Bpi +
pi
2
)) (11)
where x ∈ [0, 1]. The number of knees is controlled by an
integer number A and A ≥ 2. B controls the location of
knee regions. The knee region will be skewed for s > 0.
When B = 1 and if A is an even number, PoF will be
asymmetric. An odd A will lead to a symmetrical PoF.
When no degeneration occurs and k2 is integrated into
k(XI), the number of knees in the convex regions and in
the concave regions is dA2 em−1 and bA2 cm−1 respectively,
where m is the number of objectives.
• k3(x)
k3(x) = 1 +
1
2s ∗A exp(sin(Ax
Bpi +
pi
2
)) (12)
where x ∈ [0, 1]. The number of knees is controlled
by an integer number A and A ≥ 2. B controls the
location of knee regions. Parameter s > 0 is to skew
the knee region. When B = 1, an odd number of A will
lead to an asymmetrical PoF, while an even number to a
symmetrical PoF. When no degeneration occurs and k3 is
integrated into k(XI), the number of knees in the convex
and concave regions is dA2 em−1 and (dA2 e − 1)m−1,
respectively, where m is the number of objectives.
• k4(x)
k4(x) = 2 +
1
2s ∗A |sin(Ax
B)− cos(AxB − pi
4
)|
(13)
where x ∈ [0, 1]. Integer number A ≥ 2 controls the
number of knees and B controls the location of knee
regions. Parameter s > 0 is used to skew the knee region.
The PoF is always asymmetrical no matter whether A is
an odd or even number. When there is no degeneration
and k4 is integrated into k(XI), the number of knees
8in the convex and concave regions is bA+13 cm−1 and
bA−13 cm−1, respectively, where m is the number of
objectives. Note that the knee points in the convex regions
are non-differentiable, since the minimum points in the
knee function are non-differentiable. The minimums of
knee function, which determine the position of the knee
points, are defined by sin(AxB) = cos(AxB − pi4 ).
• k5(x)
k5(x) =2 +
1
2s ∗A min(sin(2Ax
Bpi),
cos(2AxBpi − pi
l
))
(14)
where x ∈ [0, 1]. Integer number A ≥ 2 controls the
number of knees and B controls the location of knee
regions. Parameter s > 0 is to skew the knee region.
Integer number l controls the depth of the adjacent knee
regions and l ≥ 3, where a larger l will decrease the
depth of a knee region. The PoF is always asymmetric
no matter whether A is an odd or even number. When
no degeneration occurs and k5 is integrated into k(XI),
the number of knees in the convex and concave regions
is (2 ∗ A)m−1 and Am−1, respectively, where m is the
number of objectives. Again, the knee points in the con-
cave regions are not differentiable, when sin(2AxBpi) =
cos(2AxBpi− pil ), since the maximum points in the knee
function are not differentiable.
• k6(x)
k6(x) =2− 1
2s ∗A [exp(cos(Ax
Bpi))
+ 0.5 ∗ (cos(AxBpi)− 0.5)4]
(15)
where x ∈ [0, 1]. The integer number A ≥ 2 controls
the number of knees and B controls the location of knee
regions. Similarly, parameter s > 0 will skew the knee
region. When B = 1, an even A will lead to a symmetric
PoF, while an odd number to an asymmetric PoF. If no
degeneration occurs and k6 is integrated into k(XI), the
number of knees in the convex and concave regions is
(A − 1)m−1 and Am−1, respectively, where m is the
number of objectives.
C. Stretching functions η(x)
In [42], [45], the scalability of the PoF of the problems is
the same on all objectives. In real-world applications, however,
most problems have various scalability on different objectives.
Thus, in Eq. 6, the stretching function η(x) is proposed
to change the scalability of the PoF. Specifically, different
combinations of elementary functions can be adopted to stretch
different objectives.
These three elementary functions are adopted as follows:
(1) Power function: η1(x) = Cxr; (2) Exponential function:
η2(x) = a
x; (3) Logarithmic function: η3(x) = logax, where,
C, r, and a are constants.
In Fig. 9, the stretching function is η(k(XI)) = 2 ∗ k(XI)
on f1, η(k(XI)) = k2(XI) on f2, η(k(XI)) = ln(k(XI))
on f3. Thus, adopting different stretching functions on the
knee functions could change the scalability of the PoF, which
Fig. 9. An example that illustrates the use of different stretching functions
to change the scalability of the PoF.
creates more difficulties for an optimizer to locate the knee
regions.
D. Discussions
(a) B = 1 (b) B = 3
Fig. 10. PoFs given the settings (k2,h2) and the difference between them is
the B values in knee function k2 : (6, B, 2).
1) Influence of parameter B on the PoF: Fig. 10 illustrates
the resulting PoFs given different values of B in the basic knee
functions. From the figure, we can see that when B = 3 the
knee regions will be shifted to the top of the PoF. Note also that
when B > 1, non-uniformity that changes the distributions of
the solutions in the objective space will be introduced.
2) Non-uniformity and degeneration the PoF: As previ-
ously discussed, non-uniformity and degeneration can be intro-
duced by changing the knee function and basic shape function.
For example, the following test problem constructed using
the linear linkage function `1(x1, XII), landscape function
g3(XII), the basic knee function k1(XI), linear basic shape
h1(XI), and η2(x) = x:
min
X
: f1:m = (1 + g3(`1(x1, XII))) · η2(k1(XI)) · h1(XI)
(16)
(a) PoF: (6, 1,−1, 1) (b) PoF: (6, 1,−1, 1) (c) PoF: (6, 1,−1, 2)
Fig. 11. PoFs: (A,B, s, p) with k1 : (6, 1,−1) but (a) k1(XI) = [k1(x1)∗
k1(x2)]/2, and p = 1 in h1(XI); (b) k1(XI) = k1(x1), and p = 1
in h1(XI); (c) k1(XI) = [k1(x1) ∗ k1(x2)]/2, and p = 2 in h1(XI).
η(k1(XI)) =
√
k1(XI) on all objectives.
9The Pareto front of the above test problem can be deter-
mined when g3(`1(x1, XII)) = 1 holds, i.e., `1(x1, XII) = 0
and xm+j =
x1(ui−li)
1+ i+1s
+ li, where ui and li are the upper and
lower bound of xm+i i = 0, 1, · · · , n−m. Therefore, the PoF
of the test problem is defined by f1:m := (1 + 1) ∗ ·k1(XI) ·
h1(XI).
Fig. 11(a) shows one instantiation when A = 6, B = 1 and
s = −1 in the knee function, k1(XI) = [k1(x1) ∗ k1(x2)]/2,
and p = 1 in h1(XI). In this case, no degeneration occurs
and the PoF is not degenerate. There are nine and four knee
points in the convex and concave regions, respectively.
To introduce degeneration, the knee function can be changed
in such a way that it is correlated to a subset of the decision
variables. For example, if we redefine k1(XI) = k1(x1),
which correlates with x1 only. As a result, the PoF becomes
degenerate on x2, refer to Fig. 11(b).
Non-uniformity of the PoF can be controlled by parameter
p in the basic shape function. For example for the above test
problem, non-uniformity will be introduced when p is set to
2 in h1(XI). The resulting PoF is shown in Fig. 11(c).
3) The relationship between the knee functions and PoF:
The PoF can be formulated as follows: fi=1:m(X0) = (1 +
g(`(X0))) · η(k(X0I )) · h(X0I ), where X0 = min
X
g(`(X)).
To illustrate the relationship between the knee function and
PoF, Fig. 7 presents six different knee functions and their
resulting PoFs. In Fig. 7(a), knee function k1 has three minima
of different peak heights, resulting in different knee regions in
the PoF1. Since k1 is symmetric, PoF1 is also symmetrical as
shown in Fig. 7(b).
The two knee functions in Fig. 7(c) and Fig. 7(e), k2 and
k3, are similar. However, they result in different numbers of
knees on the PoF. If k2 is asymmetrical, PoF2 in Fig. 7(d)
is asymmetrical too. On the contrary, k3 is symmetrical and
therefore PoF3 is symmetrical as shown in Fig. 7(f).
Note that the minima of k4 are non-differentiable, resulting
in the non-differentiable convex knee regions on PoF4, as
shown in Fig. 7(g) and Fig. 7(h), respectively. In Fig. 7(i), in
k5, there are always two minimum points very close to each
other making it difficult for MOEAs to detect these two knee
points. Specially, the knees in the concave regions are non-
differentiable due to the non-differentiable maximum points
in the knee function.
It is interesting to note that both knee function k6 in Fig.
7(k) and the resulting PoF6 shown in Fig. 7(l) are symmetrical
but the number of knees in the concave regions on PoF6 is
more than that in the convex regions.
4) Specification of knee points: As a requirement for test
functions, it is essential to specify the exact objective values
of the knee points for performance evaluation. According to
the way in which the benchmark problem is constructed, as
described in Eq. 6, we understand that the basic knee functions
are independent of each other. Consequently, a knee is defined
under the condition that all basic knee functions reach the
minimum or maximum.
Take the problem described in Eq. (16) as an example of
how to specify the knee points, where the parameters are
(A,B, s) = (6, 1, 2). The first step is to identify the minima
of the knee function k1(x) of the problem. As shown in Fig.
12(a), The knee function of problem (16) has three minima,
p1, p2, and p3, where p2 is the global minimum. According
to the superposition principle, nine minima of k1(x1, x2) can
be calculated under the condition that both k1(x1) and k1(x2)
reach the minimum, as shown in Fig. 12(b). Once the minima
are calculated, the the knee points in the convex regions can
finally be fixed by embedding them into the problem (16), as
shown in Fig. 12 (c).
If problem (16) is degenerated, then k1(x1, x2) = k1(x1).
In this case, the convex knee regions are correlated and can
be determined using the minima of k1(x1). The resulting knee
points will become lines, as shown as shown in Fig. 12(d).
5) The reference points on knee region: A common way
to obtain the representative solution set on the PoF is to
minimize the landscape function and then find the well-
distributed representative solutions. To be specific, we first
randomly sample 10000 Pareto front points (by min g(x)) and
then use the K-nearest neighbor method (introduced in SPEA2
[4]) to remove the most crowded points one by one until the
point size reduces to 5000. At last, they are integrated with
the boundary points of the problem to construct the reference
set of the PoF.
In the example (in Subsection IV-D), the linkage function
is l1, and the landscape function is g3. Here, when the search
converges, min g3(l1(x1, XII)) = 1 and l1(x1, XII) = 0.0.
Therefore, XII can be calculated by l1(x1, XII) = 0.0.
Thus, when the solutions are randomly distributed from
(x1, · · · , xm−1) by the normal boundary intersection [55]
or other methods, the rest components (xm, · · · , xn) can be
obtained by the following Eq. 17 consequently.
In different situation, l1(x1, XII) or l2(x1, XII) can be
different values. Generally, when α is given to l1(x1, XII) or
l2(x1, XII) (in Subsection IV-D, α = 0 since l1(x1, XII) =
0.0), the rest of components (xm, · · · , xn) of variable vector
can be calculated by:
l1(x1, XII) = (1+
i+ 1
s
) · (xm+i − lm+i)−
x1 · (um+i − lm+i) = α
⇒ xm+i =x1 · (um+i − lm+i) + α
1 + i+1s
+ lm+i
l2(x1, XII) = (1+cos(0.5pi
i+ 1
s
)) · (xm+i − lm+i)−
x1 · (um+i − lm+i) = α
⇒ xm+i =x1 · (um+i − lm+i) + α
1 + cos(0.5pi i+1s )
+ lm+i
(17)
where i = 0, 1, · · · , n−m. n and m are the number of decision
variables and objectives, respectively.
After a uniform set of reference points on the PoF has
been preserved, we can use a clustering method to filter the
reference points. Firstly, we locate the feasible knee points in
terms of Subsection IV-D4. Then use the method in Subsection
III-B2 and III-B3 to restrict the radius of clusters. After that,
the reference points within the radius of the feasible knee
points are preserved as the final reference points, where the
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decision maker can also set his/her interested size of the knee
regions.
E. Instantiations of Multi-objective Benchmark Problems for
Knee Detection
In this section, we instantiate a set of benchmark prob-
lems using the generic approach described above. Here eight
landscape functions, two linkage functions, six knee functions
and three basic shape functions are employed to generate the
benchmark problems. Table II in the Supplementary material
presents 14 instantiated benchmark problems generated using
different combinations of the above functions.
In Table II in the Supplementary material, "L/NL" indicates
that there is a linear or nonlinear shift of the positions of the
optima. "S/NS" means that the problem is separable or non-
separable. "Uni/Multi" means that the landscape function is
unimodal or multimodal. "T/F" in the table basically indicates
whether the related feature is true of false. For example, in
the ’bias’ column, "T/F" indicates if the bias in the generated
test function is present or not. No bias is present when B = 1
and p = 1 in the knee functions and basic shape functions,
respectively.
Note that when there is no bias, the symmetry of the PoF is
determined by parameter A in the knee functions. Given ı ≥
1 ∈ Z, when A = 2∗ı, the PoFs of PMOP1, PMOP3, PMOP6,
PMOP8-PMOP9, and PMOP12-PMOP14 are symmetrical and
A = 2 ∗ ı + 1 results in asymmetrical PoFs. However, A =
2 ∗ ı+ 1 will result in symmetrical PoFs on PMOP2, PMOP7
and PMOP11, but A = 2 ∗ ı will result in asymmetrical PoFs.
It should be mentioned that the PoFs of PMOP4-PMOP5 and
PMOP10 are always asymmetrical regardless whether A is an
even or odd integer.
Since g1 and g2 are unimodal functions, it shall be relatively
easy for MOEAs to converge on the resulting test problems
PMOP1, PMOP2, PMOP11 and PMOP13. By contrast, the
rest test problems are difficult with respect to the convergence
performance since g3 − g8 are multi-modal, and PMOP4
and PMOP5 are even more difficult since g4 and g5 have
more local optima. Since PMOP10-PMOP12 and PMOP14 are
embedded with two different landscape functions on different
objectives, the convergence on different objectives will be
different. In other words, in PMOP10-PMOP12 and PMOP14,
the objectives with an odd index are specified with g3, g1, g6
and g6, respectively, and those with an even index are specified
with g7, g2, g8 and g8, respectively. PMOP1, PMOP5, PMOP7,
PMOP9-PMOP11, and PMOP13 are integrated with different
non-separable landscape functions.
PMOP1-PMOP12 are non-degenerate and PMOP13-
PMOP14 are degenerate. It means that the knee functions
k(xI) in PMOP13-PMOP14 are degenerated where
∀i ∈ {1, · · · ,m − 2}, signi = 1 and signm−1 = 0 in
k(xI). Thus, PMOP13 and PMOP14 have an infinite number
of knee points and there are dA2 e degenerated convex knee
regions and dA2 e − 1 degenerated concave knee regions.
For PMOPs without bias (p = 1 in h functions and B =
1 in k functions), the parameter can be set as (A,B, s) =
(6, 1,−2) for k1, (A,B, s) = (6, 1, 2) for k2 − k4, k6, and
(A,B, s, l) = (3, 1, 2, 12) for k5. All in all, by varying the
value of A we can change the symmetry of the PoFs. For
PMOPs with bias, B = 2 or p = 2 can be set to change the
uniformity of the solutions.
V. PERFORMANCE INDICATORS
Performance indicators in multi-objective optimization are
supposed to account for both accuracy and diversity of the
solutions achieved by MOEAs. Popular performance indicators
include generational distance (GD) [56], inverted generational
distance (IGD) [57], and S-metric [58], [59], also known
as hypervolume. Note that some performance indicators are
dedicated to diversity [60] or spread [61] of the solutions.
However, few performance indicators have been designed
to evaluate the solutions obtained by MOEAs for detecting
all knee points, various aspects in addition to accuracy and
diversity must be taken into account. These may include the
number of knee points and their accuracy in terms of the
location of the detected knee points and the distribution of
the solutions in the knee regions. In the following, we present
three new performance indicators for evaluating the quality of
the solutions in terms of their accuracy (distance to the PoF),
closeness (distance to the knee point), and completeness in
detecting the knee points.
Given a set of evenly distributed reference points Q acquired
in a knee region including the true knee points (K), the
knee-driven generational distance (KGD), knee-driven inverted
generational distance (KIGD), and knee-driven dissimilarity
(KD) for measuring the performance of a set of obtained
solutions G are defined as follows:
• Knee-driven generational distance (KGD):
KGD =
1
|G|
|G|∑
i=1
d(νi,Q) (18)
where d(νi,Q) means the Euclidean distance between the
solution νi in G to its closest reference point in Q. The
smaller the value of KGD is, the better the set of solutions
has converged to the knee region.
• Knee-driven inverted generational distance (KIGD):
KIGD =
1
|Q|
|Q|∑
i=1
d(νi,G) (19)
where d(νi,G) means the Euclidean distance between
reference point νi in Q and the solution closest to this
reference point in G. The smaller the value of KIGD
is, the more evenly the set of solutions covers the knee
region.
• Knee-driven dissimilarity (KD):
KD =
1
|K|
|K|∑
i=1
d(νi,G) (20)
where d(νi,G) is the Euclidean distance between true
knee point νi from K to its closest solution from G, which
is designated to evaluate the completeness in identifying
all knee points. Motivated by the dissimilarity measures
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Fig. 12. (a) shows the minima of k1(x). (b) shows the minima of k1(x1, x2). (c) shows the minima of k1(x1, x2) acting as the convex knees on the PoF.
(d) shows the degenerated minima located in the degenerated convex regions.
from multimodal optimization [62]–[64], instead of eval-
uating the whole population approximating to the knee
point, KD is to evaluate whether the solution set contains
at least one solution close to the knee point and whether
the solution set includes all the knee points. Thus, the KD
indicator evaluates the solution set whether can provide
a good representative solution to the decision maker so
as facilitate his/her to make a choice.
KGD aims to evaluate how close the obtained solutions are
to the knee regions. It mainly evaluates the search capability of
the EMOAs, but also assesses their capability of identifying
solutions within the knee regions because solutions outside
the knee regions will degrade the performance in terms of
KGD indicated by an increased KGD value. The KIGD value,
by contrast, indicates how well the obtained solutions cover
the knee regions, which mainly evaluates the diversity of the
solutions spread over the knee regions. If the decision-maker
is interested in the solutions near the knee points only rather
than the knee regions, KD can assess whether there is at least
one solution from the solution set is close to the knee point
and whether the solution set can find all knee points. KD will
become zero only when the solution set exactly covers all knee
points. Thus, KD is to evaluate the capability of an algorithm
to identify solutions close to the knee points.
It should be pointed out that KD is not Pareto-compliant,
and it cannot differentiate two solution sets with the same
proximity approximating to the same number of different knee
points. Additional explanations are presented in Section II in
the Supplementary material.
VI. EXPERIMENTS AND ANALYSIS
A. Experimental settings
NSGA-II [3] and RVEA [18] are chosen as the basic
optimizer whilst KneeWD [37] with δ = 0.1, KneeDis [38]
with4 = 0.1, and KneeEMU [42] are adopted as the methods
for knee identification to be embedded in NSGA-II and RVEA,
respectively. Each algorithm is executed for 30 independent
runs on each test instance. The population size is set as
105, 132 and 156 for 3-objective, 5-objective, and 8-objective
PMOP test problems, respectively. The maximum number of
generations are set to 3000 for PMOP1-PMOP3, PMOP6-
PMOP9, and PMOP13, 5000 for PMOP10-PMOP12 and
PMOP14, and 10000 for PMOP4 and PMOP5, respectively.
The parameters (A,B, s, p) are set as (4,1,2,1) for PMOP2-
PMOP3, POMP7-PMOP8 and PMOP11-PMOP12, (2,1,2,1)
for PMOP6 and PMOP9, and (4,1,-1,1) for PMOP1, and
(1,1,2,1) for both PMOP5 and PMOP10 with l = 12, (6,1,-
1,1) for PMOP4, (2,1,-2,1) for PMOP13 and (2,1,-1,1) for
PMOP14. In the experiments, the distribution index is set to 20
in both the simulated binary crossover operator and polynomial
mutation. The crossover probability and mutation probability
are set to 1.0 and 1/n, respectively. n is the number of
variables. In the comparative experiments, the Wilcoxon rank
sum test (a significance level is 0.05) is adopted to analyze
the results, where ‘+’, ‘−’ and ‘≈’ indicate that the result is
significantly better, significantly worse and statistically similar
to that obtained by NSGA-II+EMU, respectively.
B. Analysis of the Proposed Indicators
The experimental results are presented in Tables III – VII
in the Supplementary material in terms of GD, KGD, IGD,
KIGD, and KD values on PMOP test suite. The traditional GD
and proposed KGD are adopted for evaluating the convergence
performance. The results in both Table III and Table IV in the
Supplementary material show that RVEA+WD, RVEA+Dis,
and RVEA+EMU have significantly better GD and KGD
values than NSGA-II+EMU. This is consistent with the finding
that RVEA has better convergence than NSGA-II in most cases
[18], especially when the number of objectives is large. The
GD and KGD values also reflect the search ability of the
optimizers, though they are not always consistent. This means
that the preserved solutions may have good GD values but not
necessarily good KGD values. For example, in Table IV in the
Supplementary materials, the KGD values of NSGA-II+WD
and RVEA+WD are not consistent with the GD values in Table
III on the three-objective PMOP1. As shown in Fig. 2 of the
Supplementary materials, the solutions in Fig. 2 (a) has large
GD values than that of the solutions in Fig. 2(b). However,
KGD calculates the distance from the obtained solutions to the
nearest solutions in the knee regions. Thus, the KGD value of
the solutions in Fig. 2(a) is smaller than that in Fig. 2(b).
From the IGD and KIGD values presented in Tables V and
VI of the Supplementary material, we can see that RVEA vari-
ants using different knee identification methods have achieved
significantly better results than NSGA-II+EMU. Table VI of
the Supplementary material compares the results obtained by
RVEAs with different knee identification methods. From these
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results, we can find that different knee identification methods
favor different solutions and will result in different knee-driven
indicator values. Similar observations can be made from the
results obtained by NSGA-II using different knee identification
methods. Comparing the results presented in Tables V and VI
in the Supplementary material, we find that the best IGD and
KIGD values are different. This can mainly be attributed to
the fact that IGD favors the solutions covering the whole PoF,
while KIGD favors the solutions evenly covering the knee
regions.
In Table VII in the Supplementary material, indicator KD is
adopted to evaluate the algorithms’ capability of converging
to the knee points rather than covering the knee regions on
the PoF. From these results, RVEA variants using WD, Dis
and EMU have the better KD results compared with NSGA-
II+EMU. Both Tables IV and VI in the Supplementary material
verify that RVEAs using WD and EMU have achieved the best
results. It means that KD is able to evaluate the performance
of the solution set’s convergence to the knee points and the
evenness in covering the knee regions. However, the KD values
are also different in comparison with the KGD and KIGD
values, since KD favors the solutions closer to the knee points.
Fig. 3 in the Supplementary material plots the results
obtained by NSGA-II+WD and RVEA+WD. The results Figs.
3 (a) and (c) (in Supplementary material) indicate that RVEA
shows better convergence performance than NSGA-II. How-
ever, different knee point identification methods may result in
different knee-driven indicator values, because the identifica-
tion methods favor different solutions. For example, WD [37]
will choose the solutions close to the knee regions to achieve
a large utility value. Thus, after selection, NSGA-II-WD may
have smaller GD and KGD values than RVEA+WD, as shown
Figs. 3 (b) and (d) in the Supplementary material. RVEA-
WD achieves better objective values because it has better
convergence performance, as shown in Figs. 3 (e) and (f) in
the Supplementary materials. Thus, the search performance of
the optimizers may influence the original GD and IGD values,
while the knee identification method will result in different
KGD and KIGD values.
The above experimental results demonstrate that KGD and
KIGD are able to assess a set of solutions’ convergence to
the knee points, convergence to the knee regions, and the
coverage of the knee regions. If the preserved solutions are
in the knee region, GD and KGD values will be consistent;
otherwise, KGD will increase (degrade) since the closeness
of the obtained solutions to the knee regions is accounted
for by the KGD indicator. The same situation happens to
IGD and KIGD. Note that KGD and KIGD not only evaluate
the convergence to the knee regions and the diversity in
covering the knee regions, but also take into account of the
completeness in covering the knee region, i.e., whether all knee
regions are covered. Finally, KD accounts for the closeness of
the solutions to the knee points and completeness, i.e., whether
all knee points have been identified.
C. Discussions
Five performance indicators are adopted to systematically
evaluate the performance of three knee point identification
methods embedded in RVEA and NSGA-II. The experimental
results show that RVEA+EMU performs the best, followed by
RVEA+WD. Furthermore, the RVEA variants using different
knee identification methods show overall better convergence
performance than the NSGA-II variants. Results in Tables V
and VI of the Supplementary material compare the diversity
performance of the solution sets obtained by the compared
algorithms with respect to the whole PoF and the knee
regions, respectively. These results show that RVEA variants
have achieved the overall best results. However, there is a
large difference between the IGD and KIGD values of the
solution sets obtained by the RVEAs. Moreover, the IGD
and KIGD values are not always consistent. This is because
IGD assesses the performance of the solution set with respect
to the whole PoF while KIGD is meant for measuring the
performance with respect to the knee regions only. Table VII
in the Supplementary materials presents the KD values of the
solutions obtained by the algorithms. These results indicate
that RVEA+WD perform the best and RVEA+EMU the second
best, meaning that RVEA+WD has better convergence and
more obtained solutions are closer to the knee points.
In summary, the results show that RVEA using various knee
identification methods show better overall convergence and
diversity performance than the NSGA-II variants. However,
WD and EMU are more effective in identifying knee points
than Dis. Thus RVEA+WD and RVEA+EMU perform the best
and the second best in locating knee solutions of the PMOP
test problems.
VII. CONCLUSION
Finding preferred solutions are important in practice in
solving multi- and many-objective optimization problems. Un-
fortunately, little a priori knowledge may be available for the
user to specify preferences. In this case, knee points naturally
become solutions of interest. However, not much work has
been done to rigorously assess MOEAs’ performance in iden-
tifying knee points in multi-objective, and in particular many-
objective optimization problems. It is therefore of great interest
to make a set of benchmark problems available for testing
MOEAs’ capability in accurately and effectively identifying
knee regions in high-dimensional objective spaces. For this
purpose, this work proposes a generic way of constructing
Pareto fronts consisting of various knee regions in terms of
convexity, uniformity, symmetry, differentiability and degener-
ation. To reflect other hardness in solving real-world problems,
variable linkage and multi-modality are taken into account in
constructing the benchmark problems. Fourteen test functions
are instantiated to demonstrate the flexibility and effectiveness
of the proposed method in controlling the hardness of the test
problems with respect to the characteristics of the knee points
as well as the fitness landscape.
In addition to the test problems, three performance in-
dicators dedicated to the evaluation of MOEAs’ ability of
identifying knee points are suggested, one focusing on the
accuracy of the solutions, including the closeness to the Pareto
front and to the knee points, the other on the effectiveness in
detecting all knee regions.
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Future work may include considering other naturally pre-
ferred solutions such as robust optimal solutions, robust knee
points, and identification of knee points for constrained prob-
lems. Such considerations are of paramount importance to
real-world applications and further facilitate the selection of
solutions when little problem-specific preference information
is available. Given the proposed benchmark problems for
knee detection, it is highly desirable to develop MOEAs for
efficiently and effectively detecting the knee points.
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