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Abstract
We consider the existence of nontrivial solutions of a fourth order semilinear elliptic boundary
value problem with Dirichlet boundary condition, ∆2u + c∆u = b1[(u + 1)+ − 1] + b2u+ in Ω ,
where Ω is a bounded open set in RN with smooth boundary ∂Ω . The variation of linking theorem
is useful to investigate them. We investigate them in six regions of (b1, b2) when λ1 < c < λ2.
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1. Introduction
In this paper we investigate a relation between the multiplicity of solutions and nonlinear
terms in a fourth order semilinear elliptic equation
∆2u+ c∆u= b1
[
(u+ 1)+ − 1]+ b2u+ in Ω,
u= 0, ∆u= 0 on ∂Ω, (1.1)
where ∆2 denote the biharmonic operator, ∆ is the Laplacian on RN , u+ = max{u,0},
Ω ⊂ RN is a smooth open bounded set. Here λ1 < c < λ2, where {λk}k1 denote the
sequence of the eigenvalue of −∆ in H 10 (Ω) and b1, b2 are not eigenvalue of ∆2 + c∆.
The existence of solutions of the fourth order elliptic boundary value problem
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u= 0, ∆u= 0 on ∂Ω, (1.2)
have been extensively studied by many authors. Tarantello [5] showed by degree theory
that if b  λ1(λ1 − c), then (1.2) has a solution u such that u(x) < 0 in Ω , for g(x,u)=
(u+1)+−1 when c < λ1. Lazer and McKenna [2] proved the existence of 2k−1 solutions
of (1.2) when Ω ⊂ R is an interval and b > λk(λk − c), by global bifurcation method, for
the same g(x,u).
Choi and Jung [1] showed that Eq. (1.2) has only the trivial solution when λk < c < λk+1
and the nonlinear term is bu+ (b < λ1(λ1 − c)). Micheletti and Pistoia [3] showed that
Eq. (1.2) has at least two solutions when c > λ1 and the nonlinear term is b[(u+ 1)+ −
1] (b < λ1(λ1 − c)). Hence it is natural to consider equation (1.1) that the nonlinear term
has both bu+ and b[(u+1)+−1]. The multiplicity of solutions of problem (1.1) is closely
related to the position of c, b1, and b2.
In this paper we investigate the existence and multiplicity of solutions for the Dirichlet
boundary value problem in different six regions of (b1, b2) when λ1 < c < λ2.
In Section 2 we introduce the Sobolev space spanned by eigenfunctions of ∆2+ c∆ and
prove that the associated functionalG satisfies the (PS) condition. We also introduce a vari-
ation of linking theorem, which will be used to prove Theorems 3.4 and 3.11. In Section 3
we investigate the existence and multiplicity of solutions of (1.1). In Theorems 3.1–3.3,
and 3.3′ we prove the uniqueness of solutions of (1.1) in four regions of (b1, b2). In The-
orems 3.4 and 3.11 we show the existence of multiple solutions in another two regions
of (b1, b2).
2. Preliminaries
In this section we introduce the Sobolev space spanned by the eigenfunctions of the
operator ∆2 + c∆ with Dirichlet boundary condition. We define the associated functional
G corresponding to (1.1) and show that the functional G satisfies the (PS) condition. We
also introduce a variation linking theorem.
Let λk denote the eigenvalues and ek the corresponding eigenfunctions, suitably nor-
malized with respect to L2(Ω) inner product, of the eigenvalue problem ∆u + λu = 0
in Ω , with Dirichlet boundary condition, where each eigenvalue λk is repeated as often
as its multiplicity. We recall that 0 < λ1 < λ2  λ3  · · · , λi →+∞ and that e1 > 0 for
all x ∈Ω .
The eigenvalue problem
∆2u+ c∆u= λu in Ω,
u= 0, ∆u= 0 on ∂Ω
has infinitely many eigenvalues Λk(c) = λk(λk − c), k = 1,2, . . . , and corresponding
eigenfunctions ek . Set Hk = span{e1, . . . , ek}, H⊥k = {w ∈H | (w,v)H = 0, ∀v ∈Hk}.
Let H = H 2(Ω) ∩ H 10 (Ω) be the Hilbert space equipped with the inner product
(u, v)H =
∫
∆u∆v+ ∫ ∇u∇v. The functional corresponding to (1.1) given by G :H →R
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2
(∫
(∆u)2 − c
∫
|∇u|2
)
− b1
2
∫ {[
(u+ 1)+]2 − 2u− 1}− b2
2
∫ (
u+
)2
. (2.1)
Since [
(u+ 1)+]2 = [u+ 1+ (u+ 1)−]2 = (u+ 1)2 − [(u+ 1)−]2,
we rewrite G(u) as follows
G(u) := 1
2
(∫
(∆u)2 − c
∫
|∇u|2
)
− b1
2
∫
u2
+ b1
2
∫ [
(u+ 1)−]2 − b2
2
∫ (
u+
)2
. (2.2)
Let C1(H,R) denote the set of all functionals which are Fréchet differentiable and
whose Fréchet derivatives are continuous on H . We note that the functionalG is C1 (cf. [1,
4]) and its critical points are weak solutions of problem (1.1).
Definition 2.1. We say G satisfies the (PS) condition if any sequence {uk} ⊂H for which
G(uk) is bounded and G′(uk)→ 0 as k→∞ possesses a convergent subsequence.
The (PS) condition is a convenient way to build some “compactness” into the func-
tional G. Indeed observe that (PS) implies that Kc ≡ {u ∈ H |G(u)= c and G′(u) = 0},
i.e., the set of critical points having critical value c, is compact for any c ∈ R.
Proposition 2.2. For any c ∈ R if b1 + b2 =Λ1(c) and b1 = 0 the functional G satisfies
the (PS) condition.
Proof. We compute
G(u)= 1
2
(∫
(∆u)2 − c
∫
|∇u|2
)
− b1
2
∫
u2 + b1
2
∫ [
(u+ 1)−]2 − b2
2
∫ (
u+
)2
= 1
2
(∫
(∆u)2 +
∫
|∇u|2
)
− 1+ c
2
∫
|∇u|2 − b1
2
∫
u2
+ b1
2
∫ [
(u+ 1)−]2 − b2
2
∫ (
u+
)2
= 1
2
‖u‖2H −
∫ (1+ c
2
|∇u|2 + b1
2
u2 − b1
2
[
(u+ 1)−]2 + b2
2
(
u+
)2)
.
We observe that
∇G(u)= u+ i∗[(1+ c)∆u+ g(u)]. (2.3)
Here
g(u) := −b1u+ b1(u+ 1)− − b2u+,
Q-H. Choi, Y. Jin / J. Math. Anal. Appl. 290 (2004) 224–234 227and i∗ :L2(Ω)→ H is a compact operator. (i∗ is the adjoint of the immersion i :H ↪→
L2(Ω).) Suppose {uk}∞k=1 ⊂H be the (PS) sequence, i.e.,{
G(uk)
}∞
k=1 bounded
and
∇G(uk)→ 0 in H.
It is enough to prove that {uk}∞k=1is bounded (because i∗ :L2(Ω)→H is a compact oper-
ator). By contradiction we suppose that limk ‖uk‖H =+∞. Up to a subsequence we can
assume that limk uk/‖uk‖H = u weakly in H , strongly in L2(Ω) and pointwise in Ω . By
(2.3) we deduce(
∇G(uk), uk‖uk‖H
)
H
= 1‖uk‖H
(∫
|∆uk|2 − c
∫
|∇uk|2
)
− b1
∫
u2k
‖uk‖H
+ b1
∫
(uk + 1)−
‖uk‖H · uk − b2
∫
(u+k )2
‖uk‖H
= 2G(uk)‖uk‖H − b1
∫
(uk + 1)−
‖uk‖H (2.4)
and passing to the limit, we get
∫
u− = 0 since b1 = 0. Hence u 0 a.e. in Ω and u ≡ 0.
By (2.3) we get
limk→∞∇G(uk)‖uk‖H = limk→∞
{
uk
‖uk‖H + i
∗
[
(1+ c) ∆uk‖uk‖H − b1
uk
‖uk‖H
+ b1 (uk + 1)
−
‖uk‖H − b2
u+k
‖uk‖H
]}
= 0
strongly in H . Here i∗ :L2(Ω)→ H is a compact operator. So the bounded sequence
i∗{∆uk/‖uk‖H }k∈N converges strongly in H . Hence
u+ i∗[(1+ c)∆u− b1u− b2u]= 0.
This implies that u 0 is a nontrivial solution of
∆2u+ c∆u= (b1 + b2)u, (2.5)
which contradicts to that Eq. (2.5) (b1 + b2 =Λ1(c)) has only the trivial solution. So we
discover that {uk}∞k=1 is bounded in H . Hence there exists a subsequence {ukj }∞kj=1 and
u ∈H with ukj → u in H . ✷
To introduce a variation of linking theorem, we define the following sets.
Definition 2.3. Let X be an Hilbert space, Y ⊂X, ρ > 0, and e ∈X \ Y , e = 0 . Set
• Bρ(Y )= {x ∈ Y | ‖x‖X  ρ},
• Sρ(Y )= {x ∈ Y | ‖x‖X = ρ},
• ∆ρ(e,Y )= {σe+ v | σ  0, v ∈ Y, ‖σe+ v‖X  ρ},
• Σρ(e,Y )= {σe+ v | σ  0, v ∈ Y, ‖σe+ v‖X = ρ} ∪ {v | v ∈ Y, ‖v‖X  ρ}.
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theorem.
Theorem 2.4 (a variation of linking theorem). Let X be an Hilbert space, which is topo-
logical direct sum of the subspaces X1,X2. Let f ∈C1(X,R). Moreover assume
(a) dimX1 <+∞,
(b) there exist ρ > 0, R > 0 and e ∈ X1, e = 0 such that ρ < R and supSρ(X1) f <
infΣR(e,X2) f ,
(c) −∞< a = inf∆R(e,X2) f ,
(d) (PS)c condition holds for any c ∈ [a, b] where b = supBρ(X1) f .
Then there exist at least two critical levels c1 and c2 for the functional f such that
inf
∆R(e,X2)
f  c1  sup
Sρ(X1)
f < inf
ΣR(e,X2)
f  c2  sup
Bρ(X1)
f.
3. Main results
In this section we prove the existence and multiplicity of solutions for problem (1.1) in
six regions of (b1, b2) when λ1 < c < λ2.
3.1. Uniqueness
The following four theorem is the uniqueness results for problem (1.1).
Theorem 3.1. Assume that b1 + b2 <Λ1(c), Λ1(c) < b1 < 0. Then problem (1.1) has only
the trivial solution.
Proof. We rewrite (1.1) as[
∆2 + c∆−Λ1(c)
]
u+ [Λ1(c)− b1 − b2]u+
+ [−Λ1(c)+ b1]u− − b1(u+ 1)− = 0.
Multiply across by e1 and integrate over Ω . Since([
∆2 + c∆−Λ1(c)
]
u, e1
)= 0,
we have∫
Ω
([
Λ1(c)− b1 − b2
]
u+ + [b1 −Λ1(c)]u− + (−b1)(u+ 1)−)e1 = 0. (3.1)
The conditions b1 + b2 <Λ1(c) and Λ1(c) < b1 < 0 imply that [Λ1(c)− b1 − b2]u+  0,
[b1 −Λ1(c)]u−  0, and (−b1)(u+ 1)−  0 for all real valued function u. Also e1(x) >
0 for all x ∈ Ω . Hence the left-hand side of (3.1) always greater than or equal to zero.
Therefore the only possibility to hold (3.1) is that u≡ 0. ✷
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solution.
Proof. We rewrite (1.1) as[
∆2 + c∆−Λ1(c)
]
u+Λ1(c)u− b1(u+ 1)+ − b2u+ =−b1.
Multiply across by e1 and integrate over Ω . Then we have∫
Ω
[
Λ1(c)u− b1(u+ 1)+ − b2u+
]
e1 =−b1
∫
Ω
e1.
Since (u+ 1)+  u+ + 1 and b1 > 0, we get∫
Ω
[
Λ1(c)u
+ −Λ1(c)u− − b1u+ − b1 − b2u+
]
e1 −b1
∫
Ω
e1,
∫
Ω
[
Λ1(c)− b1 − b2
]
u+e1 −Λ1(c)u−e1  0.
But [Λ1(c)− b1− b2]> 0, Λ1(c) < 0, and e1 > 0. Therefore, Eq. (1.1) has only the trivial
solution. ✷
Let L=∆2 + c∆, and k = (Λ1 +Λ2)/2. We rewrite (1.1) as
Lu= b1
[
(u+ 1)+ − 1]+ b2u+
or equivalently
Lu− ku= b1
[
(u+ 1)+ − 1]+ b2u+ − ku. (3.2)
Since λ1 < c < λ2 the eigenvalue of operator L satisfies Λ1(c) < 0 <Λ2(c)Λ3(c), we
have the following uniqueness result.
Theorem 3.3. Let |Λ1|< |Λ2|. Suppose that b1 > |k|, b2 > |k|, and b1 + b2 < Λ2. Then
Eq. (3.2) has only the trivial solution.
Proof. Equation (3.2) is equivalent to
u= (L− k)−1f (u), (3.3)
where
f (u)= b1
[
(u+ 1)+ − 1]+ b2u+ − ku.
Since
f (u)= b1(u+ 1)+ + b2u+ − k2u
+ + k
2
u− − k
2
(u+ 1)+ + k
2
(u+ 1)− + k
2
− b1
=
(
b1 − k2
)
(u+ 1)+ +
(
b2 − k2
)
u+ + k
2
u− + k
2
(u+ 1)− + k
2
− b1,
we have
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=
∣∣∣∣
(
b1 − k2
)[
(u2 + 1)+ − (u1 + 1)+
]+ k
2
[
(u2 + 1)− − (u1 + 1)−
]
+
(
b2 − k2
)(
u+2 − u+1
)+ k
2
(
u−2 − u−1
)∣∣∣∣
max
{∣∣∣∣b1 − k2
∣∣∣∣, |k|2
}
|u2 − u1| +max
{∣∣∣∣b2 − k2
∣∣∣∣, |k|2
}
|u2 − u1|
=
[
max
{∣∣∣∣b1 − k2
∣∣∣∣, |k|2
}
+max
{∣∣∣∣b2 − k2
∣∣∣∣, |k|2
}]
|u2 − u1|.
Since b1 > |k|, b2 > |k|, and b1 + b2 <Λ2, we have∣∣f (u2)− f (u1)∣∣< (Λ2 − k)|u2 − u1|.
The operator (L− k)−1 is a self-adjoint compact linear operator. The norm of (L− k)−1
in H is
∥∥(L− k)−1∥∥= 1|Λ1 − k| =
1
|Λ2 − k| ,
since k = (Λ1 +Λ2)/2 and Λ1(c) < 0 < Λ2(c)  Λ3(c). It follows that the right-hand
side of (3.2) defines a Lipschitz mapping with Lipschitz constant ν < 1. Therefore by the
contraction mapping principle, there exists a unique solution of (3.2). So Eq. (1.1) has only
the trivial solution in H . ✷
Theorem 3.3′. Let |Λ1|< |Λ2|. Suppose that b1 <−|k|, b2 <−|k|, and b1+b2 >Λ1 and
the set{
(b1, b2) | b1 <−|k|, b2 <−|k|, b1 + b2 >Λ1
}
is not empty. Then Eq. (3.2) has only the trivial solution.
The proof is similar to that of Theorem 3.3.
3.2. At least two solutions
We prove the existence of two solutions for problem (1.1).
Theorem 3.4. Assume that b1 + b2 <Λ1(c) and b2 > 0. Then problem (1.1) has at least
two solutions.
To prove Theorem 3.4 we need the following two lemmas.
Lemma 3.5. Let b1 + b2 <Λ1(c) and b2 > 0. Then we have
lim
r→+∞G(−re1)=−∞.
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G(−re1)= 12Λ1(c)r
2
∫
e21 −
b1
2
∫ [
(−re1)2 −
[
(−re1 + 1)−
]2]
− b2
2
∫ [
(−re1)+
]2
.
We know that
(−re1)2 − [(−re1 + 1)−]2
(−re1)2 → 0 as r →+∞.
For any ε > 0 there is M > 0 such that∫ (
(−re1)2 −
[
(−re1 + 1)−
]2) ε
∫
(−re1)2 +M. (3.4)
Hence we have
G(−re1) 12Λ1(c)r
2
∫
e21 −
b1
2
ε
∫
(−re1)2 +M
 1
2
(
Λ1(c)− b1ε
)
r2
∫
e21 +M→−∞
as r→+∞, which proves our claim. ✷
Remark 3.6. We have
lim‖u‖H→0
∫ [(u+ 1)−]2
‖u‖2H
= 0.
From the above equation∫ [
(u+ 1)−]2  ‖u‖2H · o(‖u‖H ).
Consider the values of G in the set Γρ(H), where
Γρ(H)=
{
u1 + u2 ∈ span{e1} ⊕H⊥1
∣∣∣
∫
u21 +
∫
(∆u2)
2 − c
∫
|∇u2|2  ρ2
}
.
The set Γρ(H) is homeomorphic to a ball in H , whose boundary is the set
γρ(H)=
{
u1 + u2 ∈ span{e1} ⊕H⊥1
∣∣∣
∫
u21 +
∫
(∆u2)
2 − c
∫
|∇u2|2 = ρ2
}
.
Lemma 3.7. Let b1 + b2 <Λ1(c) and b2 > 0. Then there exists a small ρ > 0 such that
inf
u∈γρ(H)
G(u) > 0.
Proof. For any u ∈ H , we can write u as u = u1 + u2, where u1 ∈ H1, u2 ∈ H⊥1 . By
Remark 3.6 for sufficiently small ρ > 0, we get
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2
(∫
(∆u1)
2 − c
∫
|∇u1|2
)
+ 1
2
(∫
(∆u2)
2 − c
∫
|∇u2|2
)
− b1
2
∫
u21
− b1
2
∫
u22 +
b1
2
(‖u1‖2H + ‖u2‖2H ) · o(‖u‖H )− b22
∫
u21 −
b2
2
∫
u22
 1
2
(
Λ1(c)− b1 − b2 − c1 · o
(‖u‖H ))
∫
u21
+ 1
2
(
1− c2 · o
(‖u‖H ))
(∫
(∆u2)
2 − c
∫
|∇u2|2
)
> 0
for some positive constants c1, c2. This proves the lemma. ✷
Proof of Theorem 3.4. Since λ1 < c < λ2, b1 + b2 <Λ1(c), and b2 > 0, by Lemma 3.7
there is a small ρ > 0 such that infu∈γρ(H) G(u) > 0. By definition of G we have G(0)= 0
with 0 ∈ Γρ(H). Set A= {−re1,0},B = γρ(H). Then A links B . By Lemma 3.5 there is
sufficiently large r > 0 such that −re1 /∈ Γρ(H) and G(−re1) < 0. Thus
sup
A
G(u) < inf
B
G(u).
By the Mountain Pass Theorem G possesses a critical value
c1  inf
u∈γρ(H)
G(u) > 0
and
0 = min
u∈Γρ(H)
G(u).
So G has two critical values. Hence problem (1.1) has at least two solutions, one of which
is nontrivial. ✷
3.3. At least three solutions
Lemma 3.8. Suppose b2 > 0 and b1 >Λ2(c). Then there exists a small ρ > 0 such that
sup
‖u‖=ρ, u∈H2
G(u) < 0.
Proof. By Remark 3.6 we have∫ [
(u+ 1)−]2  ‖u‖2H · o‖u‖H .
Since b2 > 0, we have for sufficiently small ‖u‖,
G(u) 1
2
(∫
(∆u)2 − c|∇u|2
)
− b1
2
∫
u2 + b1
2
‖u‖2H · o
(‖u‖H )− b22
∫ (
u+
)2
 1
(
Λ2(c)− b1 + c1 · o
(‖u‖H ))
∫
u22
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dimH2 = 2. Condition b1 >Λ2(c) > 0 implies that Λ2(c)− b1 < 0. So, for small ρ > 0
we have
sup
‖u‖=ρ, u∈H2
G(u) < 0. ✷
Lemma 3.9. Let λ1 < c < λ2 and
T =max
{∫ (
u+
)2 | u ∈H⊥1 ,
∫
(∆u)2 − c|∇u|2 = 1
}
.
Then we have T < 1/Λ2(c).
Proof. We know that
∫
(∆u)2 − c|∇u|2 Λ2(c)
∫
u2 Λ2(c)
∫
(u+)2 for u ∈H⊥1 . Hence
T  1/Λ2(c). Suppose T = 1/Λ2(c). Then there exists a sequence {uk}k∈N in H⊥1 such
that
∫
(∆u)2 − c|∇u|2 = 1 and lim∫ (u+k )2 = 1/Λ2(c). We have limuk = u in L2(Ω) and∫
(u+)2 = 1/Λ2(c). Since 0
∫
u2 = ∫ (u+)2+∫ (u−)2  1/Λ2(c), we have u− = 0. This
is a contradiction. ✷
Lemma 3.10. Suppose b2 > 0 and b1+b2 < 1/T . Then there exist a large R > 0 such that
inf
{
G(u) | u= σe2 + v, σ  0, v ∈H2⊥,
∫
(∆u)2 − c
∫
|∇u|2 =R2
}
> 0.
Proof. We rewrite G as
G(u)= 1
2
(∫
(∆u)2 − c
∫
|∇u|2
)
− b1
2
∫
u2 + b1
2
∫ [
(u+ 1)−]2 − b2
2
∫ (
u+
)2
= 1
2
(∫
(∆u)2 − c
∫
|∇u|2
)
− b1
2
∫
u>0
u2
− b1
2
∫
u<0
[
u2 − ((u+ 1)−)2]− b2
2
∫ (
u+
)2
.
Inequality (3.4) holds when−re1 is replaced by u 0. Hence if R > 0 is sufficiently large,
then for any ε > 0 there exists M > 0 such that
G(u) 1
2
(∫
(∆u)2 − c
∫
|∇u|2
)
− b1 + b2
2
∫ (
u+
)2 − b1
2
ε
∫
u2 −M
 1
2
(
1− (b1 + b2)T − aε
)(∫
(∆u)2 − c
∫
|∇u|2
)
−M.
Here a is a positive constant. Since b1+b2 < 1/T , the argument holds for largeR > 0. ✷
Theorem 3.11. Let λ1 < c < λ2. Suppose b1 + b2 < 1/T and b1 > Λ2(c), b2 > 0. Then
problem (1.1) has at least three solutions, two of which are nontrivial.
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R > ρ > 0 such that
sup
‖u‖=ρ, u∈H2
G(u) < 0 < inf
v∈ΣR(e2,H2⊥)
G(v),
where ΣR(e2,H2⊥) is the boundary of the set{
G(u) | u= σe2 + v | σ  0, v ∈H2,
∫
(∆u)2 − c
∫
|∇u|2 R2
}
.
By the variation of linking theorem G(u) has at least two nonzero critical values c1, c2
c1  sup
‖u‖=ρ, u∈H2
G(u) < 0 < inf
v∈ΣR(e2,H2⊥)
G(v) c2.
Therefore (1.1) has at least two nontrivial solutions. This implies that (1.1) has at least
three solutions. ✷
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