Two observations motivate us to write this article: (1) nonparametric multivariate methods are relatively unknown to psychologists, (2) most statistical software packages do not provide easy implementation for these methods. There is, most likely, an interaction between the two.
A main feature of nonparametric methods is the weak set of assumptions required for their validity. This is particularly important to social scientists, for often the measuring rods used in our research do not go beyond assigning ranks to observations. Sometimes, we may only be able to note the signs of difference between treatments. Siegel's (1956) and Siegel and Castellan's (1988) Nonparametric Statistics for the Behavioral Sciences are widely known to psychologists. However, they did not discuss multivariate methods. On the other hand, the standard textbooks on multivariate statistics do not treat nonparametric methods, e.g., Morrison's (1976) . Thus, few psychologists have had the opportunity to become familiar with the multivariate extension of sign test, Wilcoxon signed rank test, and Mann-Whitney-Wilcoxon test.
In this article, we will briefly describe these useful nonparametric tests and implement them in a highly flexible programming environment called S (Becker, Chambers, & Wilks, 1988 ). We will illustrate the numerical computation with small data sets.
Presently, many statistical software packages meet most of the needs of a psychologist in his or her data analysis. The best known of these are, perhaps, Statistical Package for the Social sciences (SPSS), Statistical Analysis System (SAS), Biomedical Computer Programs (BMDP), and MINITAB. Each of the packages offers a wide range of statistical techniques and has extensive user manuals. One or another of the software packages is often used in advanced undergraduate or first-year graduate level statistics courses for psychologists. Because these software packages are designed to allow for easy applications of the standard methods (see e.g., Hays, 1991) , they are less amenable to users who wish to develop individual programs for specialized purposes.
To perform multivariate tests, a software package must provide flexible ways to represent and manipulate matrices. SPSS has a matrix macro facility (Norisus, 1993) and SAS has SAS/IML software (SAS Institute, 1990) to facilitate matrix calculations. However, the two packages are no longer user-friendly in these aspects. The users are usually restricted to the use of standard multivariate methods. A user wishing to implement his or her own statistical procedures might find the task easier to achieve in some general-purpose mathematical software packages, such as Mathematica, Matlab, and Maple. Each of the packages provides an interactive environment in which calculations involving matrices can be done efficiently. The drawback is that they are not dedicated statistical packages and users must write their own basic statistical routines. These considerations lead us to choose S for the implementation of the multivariate nonparametric tests.
S is an interactive programming environment for data analysis and graphics. The users can either use its built-in routines to run traditional univariate tests such as linear regression and analysis of variance or they can program it to perform user-specified computation. Though we do not discuss its extensive graphical facilities in this paper, S also offers many flexible ways to explore data through visualization. Our purpose is to show how S makes learning and doing multivariate nonparametric tests simple and easy.
Our discussion of the multivariate extensions of the sign, signed-rank and rank-sum tests will follow the accounts available in Hettmansperger (1984) and Leach (1991) . The S codes for these statistical tests are presented in three separate listings. They are written to mirror as closely as possible the computational steps presented in the text. Obviously, they can be much improved in both efficiency and elegance. The reader need only look up the keywords in Becker, Chambers, & Wilks (1988) to follow our examples. Everitt (1994) gives a brief introductory guide to S (or S-Plus). Detailed discussion can be found in Venables and Smith (1992) and in Spector (1994) .
Multivariate Sign Test
To illustrate the multivariate sign test, we use scores of ten women on the Beck Depression Inventory (BDI) and Self-Esteem Scale collected by Ainscough & Toon at the beginning and end of a group for adult survivors of child sexual abuse. This data set is reported in Leach (1991) and reproduced partly in Table 1 . Table 1 here
The data array consists of a random sample of ten observations on two variables. Each variable is measured twice: before and after group treatment. If a person improves, a decrease on her BDI score and/or an increase in self-esteem score should be observed. In other words, this is a standard paired comparison design. Subject number 1's BDI score is an outlier and suggests that a nonparametric procedure is more appropriate than a parametric one. 
where sgn(X ik ) is the sign of the difference score for the kth subject on the ith variable.
For the example, the estimated covariance matrix is of the following form:
... sgn(X 1,10 )
... sgn(X 2,10 )
Then, under the null hypothesis, the statistic
is asymptotically a chi-square distribution with degrees of freedom equal to the number of variables.
Leach (1991) gave a value of 6.44 for D * in this example. Listing 1 implements the computation in S. The resulting chi-square approximation yields the same value (within rounding error) with a corresponding p-value of 3.99 percent.
Multivariate One-Sample Signed-Rank Test
In the above example, instead of simply noting the signs, we might also take into account the magnitude of departures from the median specified under the hypothesis of no difference. This requires us to assume that the underlying population distribution is symmetric. We then consider a form of the Wilcoxon signed rank statistic.
where the numerator is the rank of the absolute value of the kth difference score on the ith variable with sign attached, and n is the number of difference scores. For data in Table 1 the statistic above for the BDI score is -3 and that for self-esteem score is 4.63, yielding a 
Under the null hypothesis, the quadratic form statistic
is asymptotically distributed as a chi-square distribution with degrees of freedom equal to the number of variables. Listing 2 shows the implementation of the calculations in S. For data in Table 1 , we obtain a T * = 7.10 corresponding to a p-value of 2.87 percent which is in close agreement with the result of the sign test.
-
---------------------------Insert Listing 2 here ----------------------------

Two-Sample Multivariate Rank-Sum Test
Morrison (1976, p. 167) reports a drug trial in which ten mice were assigned at random to a control group and twelve to a treatment group. The levels of two biochemical compounds found in the brains of mice were recorded in Table 2 . We use this example to illustrate a multivariate version of the Mann-Whitney-Wilcoxon test. The null hypothesis is that the treatment had no effect on the levels of biochemical compounds. The assumption is that the two samples come from the same population distribution. The alternative hypothesis is that the samples are from populations differing only in a shift of location (i.e. mean or median).
----------------------------
Insert Table 2 here
The rank-sum approach is to make a joint ranking of observations from the two samples and sum the ranks associated with one sample, usually the smaller of the two. For the example, we compute the ranks of the first compound of the pooled sample (control and treatment combined). The ranks for the second compound are similarly obtained. Ties are assigned average rank. In general, let N = n + m be the size of two groups combined and let n be the size of the smaller group. Hettmansperger (1984) uses the centered rank sum
where R ik is the rank of the smaller sample observations in the combined sample of the ith compound. For the data in Table 2 
where
is the sum of the cross products of the rankings in the pooled sample. The test statistic
is asymptotically chi-square under the null hypothesis with degrees of freedom equal the number of variables. For the example, the observed value of U * is about 14.33
corresponding to a p-value of less than 0.1 percent.
Concluding Remarks
This article presents multivariate extensions of the sign, sign-rank, and rank-sum tests and their implementations in S. Because the tests are based on very similar mathematical arguments and the S language has a set of powerful operators and functions, none of the code we developed in the listings has more than twenty lines. We believe that S is especially valuable in enabling students to understand the links between different tests and the underlying statistical procedures because the software makes the computation transparent.
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> bdi <-matrix(scan("bdi.scores"), ncol=2, byrow=T) > estm <-matrix(scan("esteem.scores"), ncol=2, byrow=T) > # We assume the BDI and Self-Esteem scores are stored in two separate files under the current working directory. bdi and estm are 10 by 2 matrices of scores Table 1. > rnkDfBdi <-rank(abs(dfBdi)) > rnkDfEstm <-rank(abs(dfEstm)) > # This ranks the difference scores in terms of absolute values > rnkDf <-cbind(rnkDfBdi, rnkDfEstm) > sgnDf <-cbind(sign(dfBdi), sign(dfEstm)) > # Generates a matrix of 10 x 2 ranks and a corresponding matrix of signs > sgnRnkDf <-rnkDf * sgnDf > # Attaches signs to corresponding ranks > nObs <-nrow(bdi) > # Defines the size of the sample > sgnRnk <-sgnRnkDf/(nObs+1) > sgnRnkT <-cbind(sum(sgnRnk[,1]), sum(sgnRnk[,2])) > # The sign-rank statistic as a row vector > cvT <-crossprod(sgnRnk) > # This is n √ V > starT <-sgnRnkT %*% solve(cvT) %*% t(sgnRnkT) > # This is the test statistic > 1-pchisq (starT, df=2) [,1] [1,] 0.02867436 > # The corresponding P-value using chi-square approximation
