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Abstrat
In his book [7℄, F.L. Zak denes and lassies Sorza varieties. A k-Sorza variety
is by denition an irreduible smooth omplex projetive variety, of maximal dimension
among those whose (k − 1)-seant variety is not all of the ambient spae (a preise
denition will be given in the seond setion). Let me also reall that the Jordan algebras
are the ommutative but not neessarily assoiative algebras in whih the relation
A ∗ (B ∗A2) = (A ∗B) ∗A2 holds. A lassial theorem (f [4℄ for instane) tells us that
the simple real Jordan algebras of rank greater or equal to 3 (the rank is the generi
dimension of the subalgebra generated by one element) are the algebras of Hermitian
matries, with entries in a real normed algebra (R,C,H or O), the produt being dened
by A∗B = 1/2(AB+BA) (if the rank is greater or equal to 4, this normed algebra annot
be the otonions; otherwise the algebra is not a Jordan algebra). The omplex Jordan
algebras are the omplexiations of real Jordan algebras. From Zak's lassiation
theorem we see that there is a very strong link between Sorza varieties and Jordan
algebras:
Theorem 0.1 (Zak) The k-Sorza varieties are the projetivizations of the varieties of
rank 1 matries in the simple Jordan algebras of rank k + 1.
However, this link, as well as the fat that Sorza varieties are homogeneous, meaning
that their automorphism group ats transitively, is not explained by the geometri proof
of F.L. Zak. In [2℄, I have studied a partiular ase of this theorem, namely the 2-Sorza
varieties whih are also alled Severi varieties, and whih have been studied quite a lot
beause they are the limiting ase of a onjeture by Hartshorne, proved by F.L. Zak.
I have shown how it is possible to adapt Zak's proof so as to get the homogeneity, and
to onlude the proof more easily. The link with Jordan algebra was nevertheless not
explained in this paper. Here, I wish to give two simple explanations of this link, using
rstly an old result of MCrimmon[6℄ and seondly fats onerning prehomogeneous
symmetri spaes [1℄.
I wish to thank warmly L. Manivel for helping me on this subjet, as well as W.
Bertram and F.L. Zak for preise explanations.
AMS mathematial lassiation : 14M07,14M17,14E07.
Key-words : Severi, Sorza variety, seant variety, Jordan algebras, projetive geometry.
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1 Sorza and Severi varieties
In this setion, I reall denitions and results from Zak's book. Let X ⊂ IPN be a
omplex projetive variety. Let's denote by SkX the losure of the union of all IPk's
ontaining k+1 linearly independant points of X . With this notation we have S0X = X
and S1X = Sec(X), the seant of X . If X is non degenerate, that is inluded in no
hyperplane, we will all k0(X) the least integer k suh that S
kX = IPN . In the sequel,
all varieties will be supposed to be non degenerate.
WhenX and Y have dimension respetively n and p, we expet the join between these
two varieties (the losure of the union of lines through a point of X and a point of Y ),
denoted by S(X, Y ), to have dimension n+p+1. Let's denote by δ(X, Y ) and all 'defet
of X and Y ' the dierene between this expeted dimension and the true dimension:
δ(X, Y ) := n+ p+1− dimS(X, Y ). F.L. Zak introdues for an arbitrary variety X the
defet of X and its seants δi := δ(X,S
i−1X) = dimX +dimSi−1X + 1− dimSiX and
alls δ := δ1. An important result about these defets is theorem 1.8 of his fth hapter
([7℄ p.109):
Theorem 1.1 (Zak) If 1 ≤ i ≤ k0, then δi ≥ δi−1 + δ.
Corollary 1.2 (Zak) k0 ≤
n
δ
.
F.L. Zak then denes Sorza varieties to be the limiting ases of these theorems:
Denition 1.1 (Sorza varieties) A variety Xn ⊂ IPN is Sorza if it is irreduible
smooth non degenerate and that:
• k0 =
[
n
δ
]
.
• δi = iδ.
Remark : This denition involves the unusual numbers δi. But F.L. Zak shows that if
n is a multiple of δ, then the onditions δi = iδ are automatially fulllled as soon as the
rst one, equivalent to the fat that S[
n
δ ]−1X 6= IPN , is. On the other hand, during his
proof of the lassiation, he explains that his theorem in the ase δ dividing n implies
that there is no other Sorza varieties. In this artile, I will suppose that this ondition
holds.
I all k-Sorza variety any Sorza variety suh that k0 = k. For any l < k and
P ∈ SlX − Sl−1X , let LP denote the losure of the set of points Q in S
lX suh that
TQS
lX = TPS
lX and QP the losure of the points Q in X suh that the line (PQ) uts
Sl−1X at some point dierent from Q.
The rst step of the proof of the lassiation theorem is the fat that a k-Sorza variety
is made of (k − 1)-Sorza varieties:
Theorem 1.3 (Zak) Let Xn ⊂ IPN be any k-Sorza variety. Let l be an integer suh
that 1 ≤ l ≤ k− 1 and P a generi point in SlX. Then LP is linear, QP ⊂ LP , and QP
is an l-Sorza variety in LP . Finally, dimQP = lδ and dimLP = l(1 +
δ(l+1)
2
).
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Remark : I am going to explain why Sorza varieties live in Jordan algebras. In these
algebras, the numbers k and δ have a nie interpretation, as well as the previous theo-
rem. In this ase IP
N
is the projetivised spae of omplexied (k+1)∗(k+1) Hermitian
matries with entries in a normed algebra. The dimension of this normed algebra is δ
(hene δ may only assume the values 1,2,4 or 8). If P is the usual rank (l + 1) matrix
(P =
(
Il+1 0
0 0
)
), then LP is the linear spae of matries of the form
(
∗ 0
0 0
)
, with
an arbitrary blo of dimension (l+1) ∗ (l+1), and QP is the subset of rank 1 matries.
We thus see that QP is a l-Sorza variety.
Lastly, in the sequel, I will use the following two lemmas, whih hold in any k-Sorza
variety X :
Lemma 1.1 ([7℄,p.127) Sk−1X annot be a one.
Lemma 1.2 ([7℄,p.136) Sk−1X is a hypersurfae of degree k + 1.
2 Identifying the Jordan algebra
This setion explains the link between Sorza varieties and Jordan algebras using
MCrimmon's theorem 1.2 p.937 in [6℄. To state this result, I will need to introdue
some notations: if Q is any non-vanishing homogeneous form of degree q on a linear
spae V , let G be the rational morphism dened by
G : V → V ∗
M 7→ Q(M, . . . ,M, .)/Q(M)
(Q(A1, . . . , Aq) denotes the polarisation of Q, that is the only q-linear symmetri form
suh that Q(M, · · · ,M) = Q(M)). Let also denote by τM , for any M ∈ V the linear
map −DMG (that is minus the dierential of G at the point M). For I xed suh that
Q(I) = 1, τI indues a bilinear symmetri form on V , and we denote
〈A,B〉 = −DIG(A).B = −DIG(B).A
= qQ(I, . . . , I, A)Q(I, . . . , I, B)− (q − 1)Q(I, . . . , I, A,B)
We may also see that the expression DIG(A).B is symmetri in A and B by noting that
it is the seond dierential, evaluated in I on A and B, of 1
q
log[Q(M)]. If τI is non-
degenerate, we dene for allA the linear mapHA by the relation τA(B,C) = τI(HAB,C).
When V is a Jordan algebra, I its identity and Q its determinant, it is easily seen that
τI in non-degenerate and that 〈A,B〉 equals tr(A ∗ B). On the other hand, via this
duality, G(M) identies with the inverse of M . Finally, HAB = −DAG(B) identies
with A−1BA−1, so that Q[HA(B)] = Q(A)
−2Q(B). The following result gives the reverse
impliation:
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Theorem 2.1 (MCrimmon) Let Q be a q-form on a linear spae V and I a point
in V suh that Q(I) = 1, τI is non-degenerate and Q(HAB) = h(A)Q(B) for a rational
funtion h, as soon as the two members are dened. Then V an be endowed with a
Jordan algebra struture where I is the identity by setting A ∗B = − ∂
2∂A |I
HA(B).
Moreover, he shows that this algebra is semi-simple. Here is the denition of this
property: in an algebra, we dene the trae of an element to be the trae of the mul-
tipliation by this element. Let tr(M) denote this number. This linear form yields a
bilinear one by the formula (A,B) = tr(A ∗ B). An algebra is said to be semi-simple if
this bilinear form is non-degenerate. In our ase, it will also follow from a very simple
argument that our algebra is semi-simple.
We are going to apply theorem 2.1 to V = CN+1 and Q one equation of the (k− 1)-
ith seant of our Sorza variety X . To this end, the main step is to show the following
proposition:
Proposition 2.2 If G and τ are dened like previously, then for A 6∈ Sk−1X, τA is a
linear isomorphism between IPV and IPV ∗ whih maps X onto Y := (Sk−1X)∗.
In this proposition, I have denoted, for Z ⊂ IPV a projetive variety, Z∗ ⊂ IPV ∗ its dual
variety, that is the losure for the Zariski topology of the set of all hyperplanes tangent
in one smooth point of Z.
Remark : A onsequene of this proposition is that Y ≃ X is a k-Sorza variety in
IPV ∗. We may already prove that X and Y have the same dimension: in fat the losure
of the preimage of TPS
k−1X for generi P in Sk−1X by the map P 7→ TPS
k−1X is LP ,
of dimension (k − 1)(1 + δk
2
) by theorem 1.3. Thus the image of this appliation, Y ,
must be of dimension k(1 + δ(k+1)
2
)− 1− (k − 1)(1 + δk
2
) = kδ = n.
Proof : This proof is only a generalisation of the proof I gave in [2℄ for the Severi ase.
Whenever Z ⊂ IPV is a projetive variety, let Ẑ ⊂ V denote its one.
Firstly let A1, . . . , Ak be k elements in X̂. Then A1 + . . .+ Ak is in Ŝk−1X, so
Q(A1 + . . .+ Ak) = 0. Expanding this expression, we dedue that
Q(A1, A1, A2, A3, . . . , Ak) = 0 (f lemma 1.2). But this formula is linear in Ai, i ≥ 2, so
it remains true if Ai, i ≥ 2 are arbitrary elements of V sine X is non-degenerate. This
remark will lead to a geometri interpretation of τA(x), for x ∈ X and A 6∈ S
k−1X suh
that Q(x,A, . . . , A) 6= 0. In fat the line (xA) uts again Sk−1X in exatly one point,
x′ = A− Q(A)
qQ(x,A,...,A)
x. The tangent hyperplane at x′ to Sk−1X is then:
Q(A, . . . , A, .)−
(q − 1)Q(A)
qQ(x,A, . . . , A)
Q(x,A, . . . , A, .) = 0
whih is τA(x) up to a onstant. So we have proved that τA(X) ⊂ Y . But these two
varieties X and Y have the same dimension; sine Y is irreduible, to see that τA is
onto it is enough to hek that it is generially nite. This is a onsequene of the given
geometri interpretation and of the
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Lemma 2.1 Let A ∈ V and P ∈ Sk−1X be generi points (in the sense of theorem 1.3)
suh that A 6∈ LP . Then X ∩ (LP + A)− LP is nite.
Proof : In the linear spae M = LP + A, QP is a (k − 1)-Sorza variety (theorem [7℄);
so let B be the hypersurfae of LP equal to S
k−2QP and let C(S
k−1X ∩M) be the set
of irreduible omponents of Sk−1X ∩M , then we have an appliation:
φ : (M − LP ) ∩X → C(S
k−1X ∩M)
x 7→ S(x,B)
Let's reall that S(x,B) is the one with vertex x and basis B. If we suppose by
indution that the lassiation theorem is proved for the (k − 1)-Sorza variety QP ,
then QP identies with the projetive variety of rank 1 matries and B with that of rank
at most k − 1 matries. Let me also denote by SingiB the set of matries with rank at
most k− 1− i, so that the singular lous of SingiB is Singi+1B and that Sing0B = B.
We then get that the appliation φ is injetive sine the singular lous of S(x,B) is
S(x, Sing1B), so that if S(x,B) = S(x′, B) then S(x, SingiB) = S(x′, SingiB) for all
i; i = k − 2 yields S(x,QP ) = S(x
′, QP ) and sine QP is smooth, x = x
′
.
•
Remark : These isomorphismsDAG will play an essential role in the sequel. In a Jordan
algebra, we have −DA−1G(B) = ABA. This expression is a lassial one in the theory
of Jordan algebra; the linear appliation B 7→ ABA is often denoted by P (A) and alled
the quadrati representation. If M(A) denotes the endomorphism of the Jordan algebra
equal to the multipliation by A, P satises the identity P (A) = 2M(A)2 −M(A2) and
is involved in numerous important theorems: see for example theorem 4 p.57 in [5℄ and
theorem 2.6 p.47 in [1℄.
Corollary 2.3 X is homogeneous.
Proof : Let A,B ∈ IPV − Sk−1X . Sine τA and τB are isomorphisms between X and
Y , τ−1A ◦ τB is an automorphism of X . Therefore it is enough to hek that if U and
W are elements in X , there are some A,B ∈ IPV − Sk−1X suh that τA(U) = τB(W ).
But if P is suh that U and W do not belong to TPS
k−1X , then it is not possible that
LP +U ⊂ S
k−1X sine in that ase U ∈ TPS
k−1X . Let then A ∈ (LP +U)−LP −S
k−1X
and B ∈ (LP+W )−LP−S
k−1X ; by the previous geometri interpretation, sine the lines
(AU) and (BV ) ut Sk−1X at some point in LP , we have τA(U) = τB(W ) = TPS
k−1X .
•
It is now possible to omplete the proof of the lassiation of Sorza varieties in
the ase where δ divides n: let I ∈ V suh that Q(I) = 1 and A ∈ V − Ŝk−1X .
Sine τI and τA are isomorphisms between S
k−1X and Sk−1Y , HA = τ
−1
I ◦ τA is an
automorphism of Sk−1X , and we an dedue the existene of a rational funtion h suh
that Q(HAB) = h(A)Q(B). Although this is not neessary; we an ompute h: in fat
it is dened out of {Q = 0}, and, when dened, sine HA is a linear isomorphism, never
5
vanishes. Counting degrees and taking into aount the fat that h(I) = 1, we an
dedue that h(A) = Q(A)−2. Theorem 2.1 then implies that V an be equipped with
a Jordan algebra struture suh that I is an identity. Sine this algebra is semi-simple,
it is a diret sum of simple ones, and Q is the produt of the determinants on eah
summand; sine Q is irreduible, this algebra is in fat simple. We thus have proved:
Theorem 2.4 (Zak) The k-Sorza varieties are the projetive varieties of rank 1 ma-
tries in the omplexiations of the real Jordan algebras of (k + 1) ∗ (k + 1) Hermitian
matries with entries in one of the four real normed algebras (if k > 2 the otonions are
not allowed).
Remark : In this theorem, nothing distinguishes the 'exeptional' Jordan algebra J3(O)
from the others.
I now want to give a proof, dierent from MCrimmon's and very simple, of the fat
that the Jordan algebra is semi-simple. To this end, let's denitively identify V and its
dual towards the isomorphism τI and let's begin omputing the produt: rst of all, the
relation
−DIG(A) = A = (k + 1)Q(I, . . . , I, A)I − kQ(I, . . . , I, A, .) (1)
yields Q(I, . . . , I, A, .) = 1
k
[(k + 1)Q(I, . . . , I, A)I − A].
Sine DAG(B) =
kQ(A,...,A,B,.)
Q(A)
− (k+1)Q(A,...,A,B)
Q(A)2
Q(A, . . . , A, .), we may then ompute that
A ∗B = k(k−1)
2
Q(I, . . . , I, A,B, .)
− (k+1)k
2
[Q(I, . . . , I, A)Q(I, . . . , I, B, .) +Q(I, . . . , I, B)Q(I, . . . , I, A, .)]
+[(k + 1)2Q(I, . . . , I, A)Q(I, . . . , I, B)− (k+1)k
2
Q(I, . . . , I, A,B)]I
= k(k−1
2
Q(I, . . . , I, A,B, .)− k+1
2
Q(I, . . . , I, A)[(k + 1)Q(I, . . . , I, B)I − B]
−k+1
2
Q(I, . . . , I, B)[(k + 1)Q(I, . . . , I, A)I −A]
+[(k + 1)2Q(I, . . . , I, A)Q(I, . . . , I, B)− (k+1)k
2
Q(I, . . . , I, A,B)]I
= k(k−1)
2
Q(I, . . . , I, A,B, .) + k+1
2
[Q(I, . . . , I, A)B +Q(I, . . . , I, B)A]
−k(k+1)
2
Q(I, . . . , I, A,B)I
In partiular, I is indeed an identity for this produt:
Lemma 2.2 I ∗ A = A.
To prove that our algebra is semi-simple, it is enough to show that (., .) and 〈., .〉 are
olinear, sine we already know that 〈., .〉 is non-degenerate. This an be managed in
two steps:
Lemma 2.3 tr(M) = (k+1)(2+kδ)
2
Q(I, . . . , I,M).
Proof : Let us onsider the rational funtion M 7→ det(−DMG). This is dened away
from {Q = 0} and by the following proposition 2.2, it never vanishes; moreover it
has degree −(k + 1)(2 + kδ). Thus det(−DMG) and Q(M)
−(2+kδ)
are olinear. Sine
moreover −DIG ≃ Id, det(−DMG) = Q(M)
−(2+kδ)
. Dierentiating this equality yields
the lemma.
6
Lemma 2.4 〈A,B〉 = Q(I, . . . , I, A ∗B).
Proof : First notie that sine Q(I, . . . , I, .) = −DIG(I) = I, we have the relation
Q[I, . . . , I, Q(I, . . . , I, A,B, .)] = Q(I, . . . , I, A,B). Then
Q(I, . . . , I, A ∗B) = k(k−1)
2
Q[I, . . . , I, Q(I, . . . , I, A,B, .)]
+k+1
2
Q(I, . . . , I, A)Q(I, . . . , I, B)
+k+1
2
Q(I, . . . , I, B)Q(I, . . . , I, A)− k(k+1)
2
Q(I, . . . , I, A,B)
= (k + 1)Q(I, . . . , I, A)Q(I, . . . , I, B)− kQ(I, . . . , I, A,B)
•
From proposition 2.2 we an also dedue a geometri onstrution of the produt of two
elements in X :
Proposition 2.5 Let A and B be two elements of X̂. Then A ∗ B is the orthogonal
projetion of [(k + 1)2Q(I, . . . , I, A)Q(I, . . . , I, B)− k(k+1)
2
Q(I, . . . , I, A,B)]I on
TAX̂ ∩ TBX̂.
For two generi A,B ∈ X , TAX̂ ∩ TBX̂ does not meet its orthogonal spae (this an be
heked using the lassiation), so that the map 'orthogonal projetion on A,B ∈ X ,
TAX̂ ∩ TBX̂' is dened generially.
Remark : For two generi elements A and B, and P generi on the line (AB), we have
by Terraini's lemma TAX̂ + TBX̂ = TP Ŝ1X, so that the vetor spae TAX̂ ∩ TBX̂ has
dimension δ.
Proof : This produt A ∗ B is by denition olinear with the derivative at I in the
diretion A of the funtion τA(B). Moreover when A equals I, this element is B, and
it is in any ase an element of X . This proves that A ∗B belongs to the tangent spae
TBX̂ . By symmetry, it is also in TAX̂ .
For U ∈ TAX ∩TBX , let us ompute the salar produt 〈U,A ∗B〉. As we have seen
that the elements A of X satisfy Q(A,A, ., . . . , .) = 0; and sine U ∈ TAX ∩ TBX , then
Q(A,U, ., . . . , .) = Q(B,U, ., . . . , .) = 0. Then
〈A,U〉 = (k + 1)Q(I, . . . , I, A)Q(I, . . . , I, U). We dedue:
〈U,A ∗B〉 = 〈U, k(k−1)
2
Q(I, . . . , I, A,B, .)
+k+1
2
[Q(I, . . . , I, A)B +Q(I, . . . , I, B)A]− k(k+1)
2
Q(I, . . . , I, A,B)I〉
= (k + 1)2Q(I, . . . , I, A)Q(I, . . . , I, B)Q(I, . . . , I, U)
−k(k+1)
2
Q(I, . . . , I, A,B)Q(I, . . . , I, U)
= 〈U, [(k + 1)2Q(I, . . . , I, A)Q(I, . . . , I, B)− k(k+1)
2
Q(I, . . . , I, A,B)]I〉
•
For xed A ∈ X , this proposition only denes MA on X up to a onstant, but then it
does not dene MA on V , even up to a onstant. The following lemma and proposition
enable us to give a preise geometri denition of the produt.
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Lemma 2.5 Let V and W be vetor spaes; ϕ, ψ : IPV → IPW linear maps and X ⊂
IPV a non-degenerate irreduible variety. Suppose that the projetive appliations ϕ, ψ :
X → IPW are the same and that ker ϕ̂ = ker ψ̂. Then ϕ and ψ are projetively equal.
ϕ̂ and ψ̂ are the linear maps V → W orresponding to ϕ and ψ.
Remark : Be areful that we make the strong hypothesis that ϕ̂ and ψ̂ have the same
kernel in V , and not only in X̂ .
Proof : We have Im ϕ̂ = 〈ϕ̂(X̂)〉 = 〈ψ̂(X̂)〉 = Im ψ̂ =: I and by hypothesis ker ϕ̂ =
ker ψ̂ =: K. Thus there exists A ∈ GL(I) suh that ψ̂ = Aϕ̂. In fat if V ′ is a
omplementary spae of K in V and ϕ′, ψ′ are the isomorphisms of V ′ with I suh that,
on V = K ⊕ V ′, we have ϕ̂ = (0, ϕ′) and ψ̂ = (0, ψ′), it is enough to set A = ψ′ ◦ ϕ′−1.
Now, sine ϕ and ψ are equal on X , ψ(X) only ontains eigenvetors of A. But sine
ψ(X) is irreduible and non-degenerate in I, A has only one eigenspae, I; it is thus a
multiple of the identity and ϕ et ψ are projetively equal.
•
Proposition 2.6 Let A ∈ X,B ∈ IPV . Then A ∗B = 0 if and only if B ∈ ΣA′.
This proposition and the previous one dene, aording to the previous lemma, the al-
gebra struture.
Proof : By proposition 2.2, for B 6∈ Sk−1X , to onstrut τB(A), we rst need to on-
strut the intersetion point A′′ of the line (AB) with Sk−1X , and then say that τB(A)
is the hyperplane TA′′S
k−1X. Similarly, τI(A) is the hyperplane TA′S
k−1X , where A′ is
the intersetion point of the line (IA) with Sk−1X . Thus, we have Q(B).A ‖ A if and
only if these two hyperplanes are the same, whih means that ΣA′′ = ΣA′ or A
′′ ∈ ΣA′ ,
or thus that B ∈ 〈ΣA′ , I〉. We thus have proved
Q(B).A ‖ A⇐⇒ B ∈ 〈ΣA′ , I〉
Taking the tangent spaes to these varieties at I, we dedue
A ∗B ‖ A⇐⇒ B ∈ 〈ΣA′ , I〉
Suppose now that 〈A, I〉 6= 0. Then we have 〈ΣA′ , I〉 ∩A
⊥ = ΣA′ . In fat, these two
sets are hyperplanes in 〈ΣA′ , I〉 and we always have ΣA′ ⊂ A
⊥
, sine A⊥ = TA′S
k−1X
by denition of the salar produt. Moreover, sine it is lear that if A ∗ B = 0, then
〈A,B〉 = 〈A ∗B, I〉 = 0 (lemma 2.4), we thus have for generi A:
{B : A ∗ B = 0} = ΣA′ . For A suh that 〈A, I〉 = 0, {B : A ∗ B = 0} is again a
hyperplane in {B : A ∗B ‖ A} = 〈ΣA′ , I〉, by ontinuity it is still ΣA′ .
•
3 Identiation of V with a prehomogeneous symmet-
ri spae
In the matrix algebras we have met in the previous setion, the open subset of invert-
ible matries is homogeneous under the ation of the group preserving the determinant
up to a onstant. Suh a vetor spae equipped with a group ation suh that there
exists a dense orbit is alled prehomogeneous. If moreover there is an involution of the
group suh that the stabilizer of a point in the dense orbit is inluded in the set of xed
points for this involution and ontains the onneted omponent of the identity of this
set, then we say that this spae is symmetri.
The goal of this setion is to prove that if X ⊂ IPV is a k-Sorza variety, then V
is a prehomogeneous symmetri spae (without using the lassiation theorem), whih
provides another proof of the lassiation of Sorza varieties. Finally, as far as the
fourth Severi variety X ⊂ IPJ3(O) is onerned, we get that the quasi-projetive variety
of invertible matries identies with E6/F4, where F4 is the subgroup of the adjoint
group E6 preserving a non-degenerate quadrati form.
So let X ⊂ IPV be a Sorza variety, and as in the previous setion Q an equation
of Sk−1X , G dened by G(M) = Q(M,...,M,.)
Q(M)
, I suh that Q(I) = 1 and ∗K dened by
A ∗K B =
∂
2∂A |I
[DAG(B)]. Sine there will soon be another produt, I want to put an
index ∗K so as to avoid onfusions. Let nally G be the subgroup of GL(V ) preserving
Ŝk−1X .
Lemma 3.1 V − Ŝk−1X is homogeneous under the ation of G.
Proof : To prove this result, we onsider the elements τ−1B ◦ τA of G. Whenever we are
given two elements U,W ∈ V − Ŝk−1X , if there exists A,B ∈ V − Ŝk−1X suh that
τA(U) = τB(W ), then U and W are in the same G-orbit. But the set of the τ
−1
I ◦ τA(I)
ontains an open set in V sine the dierential of the morphism A 7→ τ−1I ◦ τA(I) is the
appliation A 7→ −2A ∗ I, whih is −2Id by lemma 2.2, so is invertible. We thus get
that the G-orbit of I is dense; sine I may have been hosen to be any element suh that
Q(I) = 1, this result holds for any element U suh that Q(U) 6= 0, and the proposition
follows.
•
Proposition 3.1 V is a prehomogeneous symmetri spae under the ation of G.
Proof : We have just seen that it is prehomogeneous. If l is a linear form, the equation
Q(l) = 0 is equivalent to DIG
−1(l) ∈ Sk−1X , or l ∈ Sk−1Y . Let us see now that if g ∈ G,
then
tg ∈ G: to this end it is enough to see that tg preserves Sk−1Y . Let l ∈ Sk−1Y .
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For arbitrary A in IPV − Sk−1X , there exists B ∈ Sk−1X suh that l = DAG(B). But
tg.DAG(B) = Dg−1AG(g
−1B), so that tg.l ∈ Sk−1Y .
So let now dene on G the involution σ : g 7→ tg−1. Then g is a xed point of this
involution if and only if g preserves the quadrati form 〈A,B〉 = −DIG(A)(B).
We may then nish the proof of proposition 3.1 by
Proposition 3.2 Let g ∈ G. Let us onsider the three following onditions:
1. g preserves the produt on V , that is (g.A) ∗K (g.B) = g.(A ∗K B).
2. g preserves I, g.I = I.
3. g preserves the salar produt, 〈g.A, g.B〉 = 〈A,B〉.
Then 1 and 2 are equivalent. Moreover, 1 implies 3 and the elements of the onneted
omponent of the identity in the set of elements satisfying 3 satisfy 1.
Remarks :
• As announed, this proposition identies the stabilizer F4 of I in E6 with the
group of automorphisms of the exeptional Jordan algebra J3(O), and also with
the subgroup preserving a non-degenerate quadrati form.
• The equivalene between 1 and 2 in a Jordan algebra J is expressed by the lassial
fat that an element of the strutural group Str(J) is in Aut(J) if and only if
g.I = I, f for instane [4℄, p.148.
Proof :
• If 1 holds, then (g.I) ∗K (g.B) = g.B, so that g.I is an identity. But in an
algebra, there an be at most one identity, sine if I and I ′ are identities, then
I ∗K I
′ = I = I ′. Thus g.I = I (2).
• If 2 holds, sine moreover g preserves Q up to a onstant, g preserves exatly
Q. Sine 〈A,B〉 = kQ(I, . . . , I, A,B) − (k + 1)Q(I, . . . , I, A)Q(I, . . . , I, B), then
〈g.A, g.B〉 = 〈A,B〉 (3). We are going to see that g ommutes with G before
deduing 1. If M and x are element of V , then
Q(g.M, . . . , g.M, x) = Q(M, . . . ,M, g−1x), so
Q(g.M, . . . , g.M, .) = tg−1.Q(M, . . . ,M, .) = g.Q(M, . . . ,M, .). Dividing this equal-
ity byQ(M), one dedues G(g.M) = g.G(M). Dierentiation yieldsDg.AG(g.B) =
g.DAG(B) and another dierentiation in I gives (g.A) ∗K (g.B) = g.(A ∗K B).
We an also give another proof, more geometri, of this impliation. In fat let us
onsider for g satisfying (2) and A ∈ X̂ xed the endomorphisms of V equal toB 7→
(g.A) ∗ (g.B) and B 7→ g.(A ∗B). They agree projetively on X sine generially
they are the orthogonal projetion of I on Tg.AX ∩ Tg.BX = g.(TAX ∩ TBX).
Moreover they vanish respetively when g.B ∈ Σ(g.A)′ and when B ∈ ΣA′ (if x ∈ X ,
then x′ denotes the intersetion point between (xI) and Sk−1X dierent from
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x), both onditions being equivalent beause sine g preserves I by hypothesis,
g.A′ = (g.A)′. By lemma 2.5, these two endomorphisms are proportionnal, and
sine they agree on I they are equal, and by linearity (g.A) ∗ (g.B) = g.(A ∗ B)
holds even if A is arbitrary.
• The last thing to be proved is that any element in the omponent of the iden-
tity in 3 satises 2. Any g ∈ G satises Q(g.A) = λQ(A) for some salar λ. As
before, if it satises 3, one dedues that G(g.M) = g.G(M). For M = I, this
yields G(g.I) = g.I. If g0 ∈ G is suh that g0.I = I, and if g is near g0, sine
I is an isolated xed point of G (in fat the dierential in I of the appliation
ϕ : N 7→ G(N) − N is −3Id), then g.I = I. We have shown that the set of all g
suh that g.I = I is open in the set of g satisfying 3.
This impliation has again a geometri proof: let g preserve the salar produt,
meaning that for all A ∈ IPV , the orthogonal hyperplane to g.A is the image by g
of the orthogonal hyperplane to A. Choose A ∈ X . Then the former (respetively
the latter) hyperplane is by denition of the salar produt the tangent hyperplane
to Sk−1X at the intersetion point (g.A)′ (respetively g.A′) of the line (g.A, I)
(respetively (g.A, g.I)) with Sk−1X . If they are equal, this implies that (g.A)′ ∈
Σg.A′, and so that g.I ∈ 〈Σ(g.A)′ , I〉.
Suppose now that g.I 6= I (projetively) and let A ∈ X . Then the line (I, g.I)
in 〈Σ(g.A)′ , I〉 uts Σ(g.A)′ . Thus there exists a point in (I, g.I) ∩ Σ(g.A)′ , thus in
(I, g.I)∩T(g.A)′S
k−1X ∩Sk−1X . Sine (I, g.I)∩Sk−1X is nite and sine for xed
M the fat that M ∈ T(g.A)′S
k−1X is a losed ondition upon A, there exists a
xed M whih lies in every T(g.A)′S
k−1X = τI(g.A), and thus in all TPS
k−1X
(proposition 2.2), whih is ontraditory.
•
On suh a prehomogeneous symmetri spae, one an dene naturally an algebra stru-
ture; let us do it following the notations of W. Bertram [1℄ and see that this produt is
nothing else than ∗K . For the moment, I will denote by ∗B this new produt. Let Id
be the identity in G, then dσId is an involution of the Lie algebra g of G; let us denote
by g
+
and g
−
the two eigenspaes assoiated to the eigenvalues 1 and -1. Let E denote
the evaluation g ∈ G 7→ g.I and e its dierential. The latter yields an isomorphism
between g
−
and V sine the orbit of I is open. The produt on V is then given by
A∗BB = e
−1(A).B. A lassial result is that equipped with this produt, V is Lie triple
system, meaning that if A and B are two elements of V , then the ommutator [MA,MB]
is a derivation of ∗B, realling that MU stands for the morphism of multipliation by U
(f [1℄, p.44).
Let us see that ∗B = ∗K . The elements DAG of G are symmetri in the sense that
DAG(B)(C) = DAG(C)(B), as was shown in the preeding setion. Thus they satisfy
tg = g, or σ(g) = g−1. The derivativeMA of
−1
2
DAG at I in the diretion A then belongs
to g and satises dσId(g) = −g, so it is in g
−
. Sine A ∗K I = A, e
−1(A) = MA and
A ∗B B =MA(B) = A ∗K B
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To onlude that this algebra struture is a Jordan algebra, I an use the following
result ([1℄ p.108):
Theorem 3.3 A semi-simple Lie triple system is a Jordan algebra.
4 The Severi ase
In the ase of Severi varieties, one an show by hand a Cayley-Hamilton type rela-
tion, whih implies that our algebra is power assoiative, meaning that the subalgebra
generated by one element is assoiative. Let me reall that in that ase Q has degree 3.
First I prove that the matrix Q(A,A, .) is the omatrix of A:
Lemma 4.1 A ∗Q(A,A, .) = Q(A)I.
Proof : It is a known fat (f for instane [2℄) that the birational map G is an involution
if we identify V and V ∗. Moreover this involution sends Sec(X) onto X . So x ∈ Sec(X)
if and only if Q(x, x, .) ∈ Sec(X). Then Q[Q(A,A, .)] = Q(A)2. Dierentiating this
relation twie will lead to relations whih imply the lemma. A rst derivation yields:
Q[Q(A,A, .), Q(A,A, .), Q(A,B, .)] = Q(A)Q(A,A,B). If U is the linear form
Q(A,B, .), one reads the relation as Q[Q(A,A, .), Q(A,A, .), U ] = Q(A)〈A,U〉. But
for generi A, the map B 7→ Q(A,B, .) is an isomorphism (it is the ase as soon as
A 6∈ Sec(X): f [2℄); we an dedue that for generi A, the previous relation holds for
all U , so that
Q[Q(A,A, .), Q(A,A, .), .] = Q(A)A. (2)
Thus this relation is true for any A. Dierentiating again yields
4Q[Q(A,A, .), Q(A,B, .), .] = 3Q(A,A,B)A+Q(A)B. (3)
Letting B = I and taking into aount (1) (p.3) we get
2Q[Q(A,A, .), A, .] = 6Q(I, I, A)Q[Q(A,A, .), I, .]−Q(A)I − 3Q(A,A, I)A. (4)
Finally, omputing this linear form in I, one gets
2Q[Q(A,A, .), A, I] = 3Q(I, I, A)Q(A,A, I)−Q(A). (5)
Now, by denition,
〈A ∗Q(A,A, .), U〉 = Q[Q(A,A, .), A, U ] + 3
2
Q(A,A, I)〈A,U〉
+3
2
Q(I, I, A)Q(A,A, U)− 3Q[Q(A,A, .), A, I]〈I, U〉
Taking into aount relations (4) and (5), one proves then that
〈A ∗Q(A,A, .), U〉 = 3Q[Q(A,A, .), I, U)Q(I, I, A) +Q(A)〈I, U〉
+3
2
Q(I, I, A)Q(A,A, U)− 9
2
Q(A,A, I)Q(I, I, A)〈U, I〉
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Moreover,
Q[Q(A,A, .), I, U ] = Q[Q(A,A, .), I, 3Q(I, I, U)I − 2Q(I, U, .)]
= 3
2
Q(A,A, I)Q(I, I, U)− 1
2
Q(A,A, U)
applying relation (3) with A = I and B = U .
Therefore 〈A ∗Q(A,A, .), U〉 = Q(A)〈I, U〉.
•
Now, sine Q(A−λI) = Q(A)−3Q(A,A, I)λ+3Q(A, I, I)λ2−λ3 is the arateristi
polynomial of A, one expets that:
Lemma 4.2 (Cayley-Hamilton) A∗A∗A = 3Q(A, I, I)A2−3Q(A,A, I)A+Q(A)I
Proof : Sine A ∗ A = Q(A,A, .) + 3Q(I, I, A)A− 3Q(I, A,A)I, this is a onsequene
of the previous lemma.
•
An easy onsequene of this proposition is:
Corollary 4.1 The produt is power assoiative.
Proof : If I, A,A2 are independent vetors in V , let MA denote the matrix, expressed
in this base, of the multipliation by A in the subalgebra generated by A:
MA =

 0 0 Q(A)1 0 −3Q(A,A, I)
0 1 3Q(A, I, I)


If I, A and A2 are dependent let me dene MA by the same formula. Let also Ai be the
vetor whih an be expressed as the linear ombinaison of I, A and A2 given by the
rst olumn-vetor of the matrix M iA. Then it is suient to onvine oneself that any
expression written only with A, the sign ∗ and brakets, equals Ai, i being the number
of written A's. If i ≤ 2, this is trivial; for i = 3, this a onsequene of the previous
lemma; for i = 4, one has to show that
A2 ∗ A2 = A ∗ A3 = [9Q(A, I, I)2 − 3Q(A,A, I)]A2
+[Q(A)− 9Q(A, I, I)Q(A,A, I)]A+ 3Q(A, I, I)Q(A)I
and it is an easy onsequene of the shown relations. Lastly, for i ≥ 5, one an argue
by indution.
A onsequene of this orollary and of theorem 2.15 p.52 of [1℄, whih states that
a unitary Lie triple system is a Jordan algebra if and only if it is power assoiative, is
again that our algebra is a Jordan algebra. Moreover, lemma 4.2 shows that this algebra
is of rank at most 3.
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