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ON CHOW WEIGHT STRUCTURES FOR cdh-MOTIVES WITH
INTEGRAL COEFFICIENTS
MIKHAIL V. BONDARKO, MIKHAIL A. IVANOV
Abstract. The main goal of this paper is to define a certain Chow weight structure
wChow on the category DMc(S) of (constructible) cdh-motives over an equicharacteristic
scheme S. In contrast to the previous papers of D. He´bert and the first author on weights
for relative motives (with rational coefficients), we can achieve our goal for motives with
integral coefficients (if charS = 0; if charS = p > 0 then we consider motives with
Z[ 1
p
]-coefficients). We prove that the properties of the Chow weight structures that were
previously established for Q-linear motives can be carried over to this ”integral” context
(and we generalize some of them using certain new methods). In this paper we mostly
study the version of wChow defined via ”gluing from strata”; this enables us to define
Chow weight structures for a wide class of base schemes.
As a consequence, we certainly obtain certain (Chow)-weight spectral sequences and
filtrations on any (co)homology of motives.
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Introduction
In this paper we construct certain ”weights” for R-linear motives over a scheme S. Here
S is an excellent finite dimensional Noetherian scheme of characteristic p (that could be 0)
and R is a unital commutative associative coefficient ring; in the case p > 0 we require p to
be invertible in R. These weights are compatible with Deligne’s weights for constructible
complexes of e´tale sheaves (see Remark 3.2.2(4) below).
The work is supported by RFBR (grants no. 14-01-00393A and 15-01-03034A). The first author is
also grateful to the Dmitry Zimin’s Foundation ”Dynasty”.
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Now we explain this in more detail. Deligne’s weights for e´tale sheaves and mixed
Hodge structures (and for the corresponding derived categories) are very important for
modern algebraic geometry. So, lifting these weights to motives is an important part
of the so-called Beilinson’s (motivic) dream. The ’classical’ approach (due to Beilinson)
to do this is to define a filtration on motives that would split Chow motives into their
components corresponding to single (co)homology groups (i.e., it should yield the so-called
Chow-Kunneth decompositions). Since the existence of Chow-Kunneth decompositions is
very much conjectural, it is no wonder that this approach was not really successful (up
to now); besides, it cannot work for R-linear motives if R is not a Q-algebra.
In [Bon10] an alternative method for defining weights for motives was proposed and suc-
cessfully implemented: the so-called Chow weight structure on the triangulated category
of Voevodsky motives DMgm (with integral coefficients) over a characteristic 0 field was
defined; the heart of this weight structure is the ”classical” category of Chow motives.
Now, arbitrary weight structures yield functorial weight filtrations and weight spectral
sequences for any (co)homological functor (from DMgm). These weight filtrations and
spectral sequences generalize Deligne’s ones; note that they are also well-defined for any
(co)homology with integral coefficients (this is a vast extension of the earlier results of
[GiS96] on cohomology with compact support)!
The next paper in this direction was [Bon11], where the Chow weight structure for
Z[1
p
]-linear motives over a perfect field of characteristic p was defined. At the same time,
the theory of Voevodsky triangulated motivic categories over any ”more or less general”
base scheme S was (in [CiD09]) developed to the stage that the Chow weight structure for
Beilinson motives over S (i.e., for S-motives with rational coefficients) could be defined;
the latter was done independently in [Heb11] and in [Bon14a] (see Remark 2.3.3(2) below).
The main goal of the current paper is to define the Chow weight structure on Z[1
p
]-
linear motives (and more generally, on R-linear motives for any Z[1
p
]-algebra R) over any
excellent finite dimensional Noetherian base scheme S of characteristic p (here we set
Z[1
p
] = Z if p = 0, and consider cdh-motives with R-coefficients that were denoted by
DMcdh(S,R) in [CiD14]). To achieve this we use the ”gluing construction” of the Chow
weight structure; this construction was described (for Q-linear motives) in [Bon14a, §2.3]
(whereas the method was first proposed in [Bon10, §8.2]). This required us to develop
some new methods for studying morphisms between relative motives (in §1.3). We also
note that all the properties and applications of the Chow weight structure described in
[Bon14a] carry over to our ”integral” context. We apply some new arguments for studying
the weight-exactness of motivic functors (in §2.2; following [Bon14b], we use Borel-Moore
motives); they allow us to extend the corresponding results to not necessarily quasi-
projective morphisms.
Thus this paper gives convenient tools for studying ”integral” (and torsion) weight phe-
nomena for (equicharacteristic) schemes and motives. In particular, we obtain functorial
”Chow-weight” filtrations and spectral sequences (see §3.2). Note still that we are able to
prove that ”explicit Chow motives” over S yield a weight structure for S-motives (sim-
ilarly to [Heb11] and [Bon14a, §2.1]) only if S is a ”smooth limit” of schemes of finite
type over some field (see §2.3 and [Jin15]).
Lastly, we note that one can (certainly) consider motivic categories corresponding to
Grothendieck topologies distinct from the cdh one. In particular, a (not really ”suc-
cessful”) attempt was made in [Bon13] to construct certain Chow weight structures on
relative Nisnevich motivic categories (using their properties established in [CiD09]). Note
yet that the Nisnevich motives are isomorphic to the cdh-ones over regular bases (see
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[CiD14, Corollary 5.9]); this is also expected to be true in general. On the other hand,
though (R-linear) e´tale motivic categories (that were thoroughfully studied in [CiD13])
enjoy several ”nice” properties, there is no chance to define wChow for them unless Q ⊂ R,
whereas in the latter case the relative motivic categories mentioned ”do not depend on
the choice of a topology” (if we compare cdh, Nisnevich, e´tale, and h-motives).
The authors are deeply grateful to prof. F. Deglise for his very helpful explanations.
The first author expresses his gratitude to Unite´ de mathe´matiques pures et applique´es
of E´cole normale supe´rieure de Lyon for the wonderful working conditions in January of
2015.
1. Preliminaries
This section is mostly a recollection of basics on (relative cdh-)motives and weight
structures; yet the results of §1.3 and the methods of their proofs are (more or less) new.
1.1. Notation.
• For categories C, D we write D ⊂ C if D is a full subcategory of C.
• For a category C, and X, Y ∈ ObjC, we denote by C(X, Y ) the set of C-
morphisms from X to Y .
• An additive subcategory D of C is said to be Karoubi-closed in it if it contains
all retracts of its objects in C. The full subcategory of C whose objects are all
retracts of objects of D (in C) will be called the Karoubi-closure of D in C.
• C will always denote some triangulated category; usually it will be endowed with
a weight structure w (see Definition 1.4.1 below).
• For a set of objects Ci ∈ ObjC, i ∈ I, we will denote by 〈Ci〉 the smallest strictly
full triangulated subcategory of C containing all Ci; for D ⊂ C we will write 〈D〉
instead of 〈ObjD〉. We will call the Karoubi-closure of 〈Ci〉 in C the triangulated
category generated by Ci (recall that it is indeed triangulated).
• For X, Y ∈ ObjC we will write X ⊥ Y if C(X, Y ) = {0}. For D,E ⊂ ObjC we
will write D ⊥ E if X ⊥ Y for all X ∈ D, Y ∈ E. For D ⊂ C we will denote by
D⊥ the class
{Y ∈ ObjC : X ⊥ Y ∀X ∈ D}.
Dually, ⊥D is the class {Y ∈ ObjC : Y ⊥ X ∀X ∈ D}.
• We will say that some Ci ∈ ObjC, i ∈ I, weakly generate C if for X ∈ ObjC we
have: C(Ci[j], X) = {0} ∀i ∈ I, j ∈ Z =⇒ X = 0 (i.e., if {Ci[j] : j ∈ Z}
⊥
contains only zero objects).
• M ∈ ObjC will be called compact if the functor C(M,−) commutes with all
small coproducts that exist in C (we will only consider compact objects in those
categories that are closed with respect to arbitrary small coproducts).
• D ⊂ ObjC will be called extension-stable if 0 ∈ D and for any distinguished
triangle A→ B → C in C we have: A,C ∈ D =⇒ B ∈ D.
• We will call the smallest Karoubi-closed extension-stable subclass of ObjC con-
taining D the envelope of D.
• We will sometimes need certain stratifications of a scheme S. Recall that a strati-
fication α is a presentation of S as ∪Sαℓ , where S
α
ℓ , 1 ≤ ℓ ≤ n, are pairwise disjoint
locally closed subschemes of S. Omitting α, we will denote by jℓ : S
α
ℓ → S the
corresponding immersions. We do not demand the closure of each Sαℓ to be the
union of strata (though we could do this); we will only assume that each Sαℓ is
open in ∪i≥ℓSαi .
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• Below we will identify a Zariski point (of a scheme S) with the spectrum of its
residue field.
• k is a prime field, p = char k (p may be 0).
• All the schemes we consider will be excellent, separated, Noetherian k-schemes
(i.e., characteristic p schemes) of finite Krull dimension (so, a ”scheme” will always
mean a scheme of this sort).
• A variety over a field F/k is a (separated) reduced scheme of finite type over
SpecF .
• Sred will denote the reduced scheme associated with S.
• All morphisms of schemes considered below will be separated. They will also
mostly be of finite type.
• Throughout the paper R will be some fixed unital associative commutative algebra
over Z[1
p
] (we set Z[1
p
] = Z if p = 0).
1.2. On cdh-motives (after Cisinski and Deglise). We list some of the properties of
the triangulated categories of cdh-motives (those are certain relative Voevodsky motives
with R-coefficients described by Cisinski and Deglise). They are very much similar to the
properties of Beilinson motives (i.e., of Q-linear ones) that were established in [CiD09]
(and applied in [Heb11] and [Bon14a] for the construction of the corresponding Chow
weight structures).
Theorem 1.2.1. Let X, Y be (Noetherian finite dimensional excellent characteristic p)
schemes ; f : X → Y is a (separated) morphism of finite type.
(1) For any X there exists a tensor triangulated R-linear category DM(X) with the
unit object RX (in [CiD14, Definition 1.5] this category was denoted by DMcdh(X,R));
it is closed with respect to arbitrary small coproducts.
(2) The (full) subcategory DMc(X) ⊂ DM(X) of compact objects is tensor triangu-
lated, and RX ∈ ObjDMc(S). DMc(X) weakly generates DM(X).
(3) For any f the following functors are defined : f ∗ : DM(Y ) ⇆ DM(X) : f∗ and
f! : DM(X)⇆ DM(Y ) : f !; f ∗ is left adjoint to f∗ and f! is left adjoint to f !.
We call these the motivic image functors. Any of them (when f varies) yields
a 2-functor from the category of (separated finite-dimensional excellent character-
istic p) schemes with morphisms of finite type to the 2-category of triangulated
categories. Besides, all motivic image functors preserve compact objects (i.e., they
can be restricted to the subcategories DMc(−)); they also commute with arbitrary
(small) coproducts.
(4) For a Cartesian square of morphisms of finite type
X ′
f ′
−−−→ Y ′

yg′

yg
X
f
−−−→ Y
we have g∗f! ∼= f ′! g
′∗ and g′∗f
′! ∼= f !g∗.
(5) For any X there exists a Tate object R(1) ∈ ObjDMc(X); tensoring by it yields an
exact Tate twist functor −(1) on DM(X). This functor is an auto-equivalence of
DM(X); we will denote the inverse functor by −(−1). Tate twists commute with
all motivic image functors mentioned (up to an isomorphism of functors). Besides,
for X = P1(Y ) there is a functorial isomorphism f!(RP1(Y )) ∼= RY
⊕
RY (−1)[−2].
(6) f ∗ is symmetric monoidal ; f ∗(RY ) = RX .
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(7) f∗ ∼= f! if f is proper ; f
!(−) ∼= f ∗(−)(s)[2s] if f is smooth (everywhere) of relative
dimension s. If f is an open immersion, we just have f ! = f ∗.
(8) If i : S ′ → S is an immersion of regular schemes everywhere of codimension d,
then RS′(−d)[−2d] ∼= i!(RS).
(9) If i : Z → X is a closed immersion, U = X \ Z, j : U → X is the complementary
open immersion, then the motivic image functors yield a gluing datum for DM(−)
(in the sense of [BBD82, §1.4.3]; see also [Bon10, Definition 8.2.1]). That means
that (in addition to the adjunctions given by assertion 3) the following statements
are valid.
(a) i∗ ∼= i! is a full embeddings; j∗ = j! is isomorphic to the localization (functor)
of DM(X) by i∗(DM(Z)).
(b) For any M ∈ ObjDM(X) the pairs of morphisms j!j!(M) → M → i∗i∗(M)
and i!i
!(M) → M → j∗j∗(M) can be uniquely completed to distinguished tri-
angles (here the connecting morphisms come from the adjunctions of assertion
3).
(c) i∗j! = 0; i
!j∗ = 0.
(d) All of the adjunction transformations i∗i∗ → 1DM(Z) → i
!i! and j
∗j∗ →
1DM(U) → j!j! are isomorphisms of functors.
(10) For the subcategories DMc(−) ⊂ DM(−) the obvious analogue of the previous
assertion is fulfilled.
(11) If f is a finite universal homeomorphism, then f ∗, f∗, f
!, and f! are equivalences
of categories. Moreover, f !RY ∼= f ∗RY = RX and f∗RX = f!RX ∼= RY .
(12) If S is of finite type over a field, DMc(S) (as a triangulated category) is generated
by {g∗(RX)(r)}, where g : X → S runs through all projective morphisms such that
X is regular, r ∈ Z.
(13) Let a scheme S be the limit of an essentially affine (filtering) projective system
of schemes Sβ (for β ∈ B). Then DMc(S) is isomorphic to the 2-colimit of the
categories DMc(Sβ); in this isomorphism all the connecting functors are given by
the corresponding motivic inverse image functors (cf. Remark 1.2.2(1) below).
(14) If S is smooth over k (or over any other perfect field), then for b, c, r ∈ Z with
r ≥ 0 we have RS(b)(2b) ⊥ RS(c)[2c+ r].
Proof. These statements can (mostly) be found [CiD14]. Concretely:
(1) [CiD14, §1.6].
(2) Immediate from the definition of DM(−) given in [CiD14, §1.5].
(3)[CiD14, §1.6, Theorem 6.4].
(4,5,6,7,9) [CiD14, Proposition 4.3, Theorem 5.1] yield that DM(−) is a motivic tri-
angulated category ; see [CiD09, 2.4.45] for the definition and [CiD09, 2.4.50] for a list of
properties that includes the assertions desired.
(8) [CiD14, Proposition 6.2].
(10) This is an easy consequence of assertions 3 and 9; cf. (the proof of) Proposition
1.1.2(11) in [Bon14a].
(11) By [CiD14, Proposition 7.1] the functors f ∗ ∼= f ! are equivalences of categories.
Hence their (right and left) adjoints f∗ and f! are equivalences also.
(12) [CiD14, Proposition 7.2].
(13) [CiD14, Theorem 5.11].
(14) [CiD14, Corollary 8.6, putting X = Spec k]. 
Remark 1.2.2. 1. In [CiD14] the functor g∗ was constructed for any morphism g : Y ′ → Y
not necessarily of finite type; it preserves compact objects (see §6.1(ii) of ibid.) and unit
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objects R− (i.e., g
∗(RY ) = RY ′). Besides, for any such g and any morphism f : X → Y
of finite type we have an isomorphism g∗f! ∼= f ′! g
′∗ (for the corresponding f ′ and g′; cf.
part 4 of our theorem).
We also note: if f is a pro-open limit of immersions, then one can define f ! = f ∗ (in
particular, one can define j!K for the natural morphism jK : K → S if K is a Zariski point
of a scheme S; cf. [BBD82, §2.2.12]); f ! preserves compact objects. For the functors of
this type we also have g′∗f
′! ∼= f !g∗ (for g of finite type; see part 4 of our theorem once
more); see [CiD09, Proposition 4.3.14].
2. For any morphism f : X → Y of finite type we set MBMY (X) = f!RX (this is a
certain Borel-Moore motif of X ; cf. [Bon14b], [Deg14], and [Lev98, §I.IV.2.4]). Note that
Theorem 1.2.1(11) easily yields that MBMY (X)
∼= MBMY (Xred) (recall that Xred is the
reduced scheme associated with X). Besides, for any (separated) morphism g : Y ′ → Y
the previous part of this remark yields that g∗(MBMY (X))
∼=MBMY ′ (X ×Y Y
′).
Lemma 1.2.3. Let S = ∪Sαℓ be a stratification. Then the following statements are valid.
(1) For any M,N ∈ ObjDM(S) there exists a filtration of DM(S)(M,N) whose
factors are certain subquotients of DM(Sαℓ )(j
∗
ℓ (M), j
!
ℓ(N)). If M = RS(a)[2a],
N = RS(b)[2b+r] for a, b, r ∈ Z, S is regular, and all Sαℓ are regular and connected,
then the factors of this filtration on DM(S)(M,N) are certain subquotients of
DM(Sαℓ )(RSαℓ , RSαℓ (b− a− cℓ)[2b+ r − 2a− 2cℓ]), where cℓ is the codimension of
Sℓ in S.
(2) If g : S → Y is a morphism of finite type then MBMY (S) belongs to the envelope
of MBMY (S
α
ℓ,red).
(3) Let Z ⊂ X be a closed subscheme, where X is a scheme of finite type over S ;
denote by U ⊂ X the complementary open subscheme. If Z and X are regular, Z
is everywhere of codimension c in X, then there is a distinguished triangle
(1.1) z∗RZ(−c)[−2c]→ x∗RX → u∗RU
in DM(S), where z, x, u are the corresponding structure morphisms (to S).
Proof. 1. The second part of the assertion is an simple consequence of the first one (see
Theorem 1.2.1(6,8)).
We prove the first statement by induction on the number of strata. By definition (see
§1.1) Sα1 is open in S, and the remaining S
α
ℓ yield a stratification of S \ S
α
1 . We denote
S \Sα1 by Z, the (open) immersion S
α
1 → S by j and the (closed) immersion Z → S by i.
Now, Theorem 1.2.1(9) yields a distinguished triangle
(1.2) j!j
!(M)→ M → i∗i
∗(M).
Hence there exists a (long) exact sequence
· · · → DM(S)(i∗i
∗(M), N)→ DM(S)(M,N)→ DM(S)(j!j
!(M), N)→ . . .
The corresponding adjunctions of functors yieldDM(S)(i∗i∗(M), N) ∼= DM(Z)(i∗(M), i!(N))
and DM(S)(j!j!(M), N ′) ∼= DM(Sα1 )(j
∗(M), j!(N)).
Now, by the inductive assumption the group DM(Z)(i∗(M), i!(N)) has a filtration
whose factors are certain subquotients of DM(Sαℓ )(j
∗
ℓ (M), j
!(N)) (for ℓ 6= 1). This con-
cludes the proof.
2. We use the same induction and notation as in the previous proof. Considering the
distinguished triangle (1.2) for M = RS and applying g! to it we obtain a distinguished
triangle
(1.3) MBMY (S
α
1 )→M
BM
Y (S)→M
BM
Y (Z).
CHOW WEIGHT STRUCTURES FOR CDH-MOTIVES 7
In order to complete the inductive step it suffices to apply (the first statement in) Remark
1.2.2(2).
3. We can assume thatX is connected. Theorem 1.2.1(9) yields a distinguished triangle
i!i
!RX → RX → j∗j∗RX(∼= j∗RU ) (see also part 6 of the theorem). If Z and X are regular,
then i!i
!RX ∼= i∗RZ(−c)[−2c] (see part 8 of the theorem). Hence the application of x∗ to
this distinguished triangle yields (1.1). 
1.3. Some orthogonality lemmas. The following motivic statements are very impor-
tant for the current paper.
Lemma 1.3.1. If S is a regular scheme, then for any a, b, r ∈ Z with r > 0 we have
RS(a)[2a] ⊥ RS(b)[2b+ r].
Proof. We stratify S as ∪1≤ℓ≤nSℓ so that all Sℓ are regular, affine and connected. For such
a stratification (by Lemma 1.2.3(1)) we should prove
DM(Sℓ)(RSℓ(a−codimS Sℓ)[2a−2 codimS Sℓ], RSℓ(b−codimS Sℓ)[2b−2 codimS Sℓ+r]) = {0}.
Thus it is sufficient to prove the statement for strata. That is, we can assume that S is reg-
ular and affine. Such a scheme S can be presented as the inverse limit of regular schemes
of finite type over k (by the Popescu–Spivakovsky theorem; see [CiD09, Theorem 4.1.5]). If
S = lim←−Sβ, thenDMc(S)(RS(b)[2b], RS(c)[2c+r]) = lim−→DMc(Sβ)(RSβ(b)[2b], RSβ (c)[2c+
r]) by Theorem 1.2.1(13). In conclusion, we refer to part (14) of this theorem. 
Remark 1.3.2. This continuity argument along with [CiD14, Corollary 8.6] also easily
yields that DM(RS, RS(b)[2b+ r]) is isomorphic to the corresponding higher Chow group
of S, i.e., it can be computed using the Bloch or Suslin complex (of codimension b cycles
in S × ∆−∗) with R-coefficients, if S is a regular affine scheme. This result cannot be
automatically generalized to arbitrary (regular excellent finite-dimensional equicharacter-
istic) schemes since (to the knowledge of the authors) the Mayer–Vietoris property is not
known for the higher Chow groups in this generality.
Lemma 1.3.3. Let X and Y be regular schemes, and x : X → S and y : Y → S be
quasi-projective morphisms, r, b, c ∈ Z.
Then x!(RX)(b)[2b] ⊥ y∗(RY )(c)[2c+ r] if r > 0.
Proof. By Theorem 1.2.1(5) we can assume that b = 0. Next, we have
DMc(S)(x!(RX), y∗(RY )(c)[2c+ r]) ∼= DMc(X)(RX , x
!y∗(RY )(c)[2c+ r])
since x! is left adjoint to x!.
Thus we should prove that
DMc(X)(RX , x
!y∗(RY )(c)[2c+ r]) = {0}.
We argue somewhat similarly to [Bon14b, §2.1]. Let us make certain reduction steps.
Consider a factorization of x as X
f
→ S ′
h
→ S, where h is smooth of dimension q, f is
an embedding, S ′ is connected, and consider the corresponding diagram
Z
fY−−−→ Y ′
hY−−−→ Y

yzX

yy′

yy
X
f
−−−→ S ′
h
−−−→ S
(the upper row is the base change of the lower one to Y ). Then we have x!y∗RY (ℓ)[2ℓ] =
f !h!y∗RY (ℓ)[2ℓ] ∼= f !y′∗h
!
YRY (ℓ)[2ℓ], ℓ = dimY (by Theorem 1.2.1(4)). Parts 7 and 6 of
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Theorem 1.2.1 allow us to transform this into f !y′∗RY ′ . Hence below we may assume x to
be an embedding (since we can replace S by S ′ in the assertion). Besides, the isomorphism
x!y∗ ∼= zX∗z∗Y for zY = hY ◦fY yields that the group in question is zero if Y lies over S \X
(considered as a set); see Theorem 1.2.1(1).
Next we apply Lemma 1.2.3(1); it yields that it suffices to verify the statement for Y
replaced by the components of some regular connected stratification.
Now, we can choose a stratification of this sort such that each Yℓ lies either over X
or over S \ X . Therefore it suffices to verify our assertion in the case where y factors
through x. Moreover, since x!x∗ is the identity functor on DMc(X) (in this case; see
Theorem 1.2.1(9)), we may also assume that X = S. Next, applying the adjunction
y∗ ⊣ y∗ we transform DM(S)(RS, y∗(RY )(c)[2c+r]) into DM(Y )(y∗(RS), RY (c)[2c+r]) =
DM(Y )(RY , RY (c)[2c+ r]). Thus it remains to apply the previous Lemma. 
1.4. Weight structures: short reminder. We recall some basics of the theory of
weight structures.
Definition 1.4.1. (1) A pair of subclasses Cw≤0, Cw≥0 ⊂ ObjC will be said to define
a weight structure w for C if they satisfy the following conditions:
(a) Cw≥0, Cw≤0 are Karoubi-closed in C (i.e., contain all C-retracts of their ob-
jects).
(b) Semi-invariance with respect to translations:
Cw≤0 ⊂ Cw≤0[1], Cw≥0[1] ⊂ Cw≥0.
(c) Orthogonality:
Cw≤0 ⊥ Cw≥0[1].
(d) Weight decompositions: For any M ∈ ObjC there exists a distinguished
triangle
B →M → A
f
→ B[1]
such that A ∈ Cw≥0[1], B ∈ Cw≤0.
(2) The category Hw ⊂ C whose objects are Cw=0 = Cw≥0 ∩ Cw≤0, Hw(Z, T ) =
C(Z, T ) for Z, T ∈ Cw=0, will be called the heart of w.
(3) Cw≥i (resp. Cw≤i, resp. Cw=i) will denote Cw≥0[i] (resp. Cw≤0[i], resp. Cw=0[i]).
We denote Cw≥i ∩ Cw≤j by C [i,j] (so it equals {0} for i > j).
(4) We will say that (C,w) is bounded if ∪i∈ZCw≤i = ObjC = ∪i∈ZCw≥i.
(5) Let C and C ′ be triangulated categories endowed with weight structures w and
w′, respectively; let F : C → C ′ be an exact functor. F will be called left weight-
exact (with respect to w, w′) if it maps Cw≤0 into C
′
w′≤0; it will be called right
weight-exact if it maps Cw≥0 into C
′
w′≥0. F is called weight-exact if it is both left
and right weight-exact.
(6) Let H be a full subcategory of a triangulated C. We will say that H is negative if
ObjH ⊥ (∪i>0Obj(H [i])).
(7) We call a category A
B
a factor of an additive category A by its (full) additive
subcategory B if Obj
(
A
B
)
= ObjA and A
B
(M,N) = A(M,N)/(
∑
O∈ObjB A(O,N) ◦
A(M,O)).
Now we recall those properties of weight structures that will be needed below (and that
can be easily formulated). See [Bon14a] for the references to the proofs (whereas the fact
that Hw′ ∼= HwHwD
in the setting of assertion 8 was proved in [BoS15]).
Proposition 1.4.2. Let C be a triangulated category.
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(1) (C1, C2) (C1, C2 ⊂ ObjC) define a weight structure for C if and only if (C
op
2 , C
op
1 )
define a weight structure for Cop.
(2) Let w be a weight structure for C. Then Cw≥0 = (Cw≤−1)
⊥ and Cw≤0 =
⊥Cw≥1
( see §1.1).
(3) Let w be a weight structure on C. Then Cw≤0, Cw≥0, and Cw=0 are extension-
stable.
(4) Suppose that v, w are weight structures for C; let Cv≤0 ⊂ Cw≤0 and Cv≥0 ⊂ Cw≥0.
Then v = w (i.e., the inclusions are equalities).
(5) Assume H ⊂ ObjC is negative and C is idempotent complete. Then there exists
a unique weight structure w on the triangulated subcategory T of C generated by
H such that H ⊂ Tw=0. Its heart is the envelope (see §1.1) of H in C; it is the
idempotent completion of H if H is additive.
(6) For the weight structure mentioned in the previous assertion, Tw≤0 is the envelope
of ∪i≤0H [i]; Tw≥0 is the envelope of ∪i≥0H [i].
(7) Let C and D be triangulated categories endowed with weight structures w and v,
respectively. Let F : C ⇆ D : G be adjoint functors. Then F is left weight-exact
if and only if G is right weight-exact.
(8) Let w be a weight structure for C; let D ⊂ C be a triangulated subcategory of C.
Suppose that w yields a weight structure for D (i.e., ObjD ∩ Cw≤0 and ObjD ∩
Cw≥0 give a weight structure for D).
Then w also induces a weight structure on C/D (the localization, i.e., the Verdier
quotient of C by D) in the following sense: the Karoubi-closures of Cw≤0 and
Cw≥0 (considered as classes of objects of C/D) give a weight structure w
′ for C/D
(note that ObjC = ObjC/D). Besides, Hw′ is naturally equivalent to Hw
HwD
if w
is bounded.
(9) Suppose that D ⊂ C is a full subcategory of compact objects endowed with a
bounded weight structure w′. Suppose that D weakly generates C; let C admit
arbitrary (small) coproducts. Then w′ can be extended to a certain weight struc-
ture w for C.
(10) Let D
i∗→ C
j∗
→ E be a part of a gluing datum (see Theorem 1.2.1(9)). Then for
any pair of weight structures on D and E (we will denote them by wD and wE,
respectively) there exists a weight structure w on C such that both i∗ and j
∗ are
weight-exact (with respect to the corresponding weight structures). Besides, the
functors i! and j∗ are right weight-exact (with respect to the corresponding weight
structures); i∗ and j! are left weight-exact. Moreover,
Cw≥0 = C1 = {M ∈ ObjC : i
!(M) ∈ DwD≥0, j
∗(M) ∈ EwE≥0}
and
Cw≤0 = C2 = {M ∈ ObjC : i
∗(M) ∈ DwD≤0, j
∗(M) ∈ EwE≤0}.
Lastly, C1 (resp. C2) is the envelope of j!(Ew≤0) ∪ i∗(Dw≤0) (resp. of j∗(Ew≥0) ∪
i∗(Dw≥0)).
(11) In the setting of the previous assertion, if wD and wE are bounded, then w is
bounded also. Besides, Cw≤0 is the envelope of {i∗(DwD=l), j!(EwE=l), l ≤ 0};
Cw≥0 is the envelope of {i∗(DwD=l), j∗(EwE=l), l ≥ 0}.
(12) In the setting of assertion 10, the weight structure w described is the only weight
structure for C such that both i∗ and j
∗ are weight-exact.
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Remark 1.4.3. Part 8 of the proposition can be re-formulated as follows. If i∗ : D → C is
an embedding of triangulated categories that is weight-exact (with respect to certain
weight structures for D and C), an exact functor j∗ : C → E is equivalent to the
localization of C by i∗(D), then there exists a unique weight structure w
′ for E such
that the functor j∗ is weight-exact. If w is bounded then HwE is equivalent to
Hw
i∗(HwD)
(with respect to the natural functor Hw
i∗(HwD)
→ E).
2. On the Chow weight structures for relative motives
This is the main section of our paper. We define the Chow weight structures for relative
motives using the ”gluing construction” and study their properties. We also prove that
the heart of wChow(S) consists of certain ”Chow” motives if S is a variety over a field (or
if it is ”pro-smooth affine” over a variety).
A substantial part of this section is just a ”recombination” of (the corresponding parts
of) [Bon14a, §2]; yet some of the arguments used in §2.2 are quite new (and rather
interesting).
2.1. The construction of the Chow weight structure. First we describe certain
candidates for DMc(S)wChow≥0 and DMc(S)wChow≤0; next we will prove that they yield a
weight structure for DMc(S) indeed. A reader interested in certain ”motivation” for this
construction is strongly recommended to look at (the remarks in) [Bon14a, §2.3].
For a scheme X we will denote by OP(X) (resp. ON (X)) the envelope (see §1.1) of
p∗(RP )(s)[i+2s](∼=MBMX (P )(s)[i+2s]; see Remark 1.2.2(2)) in DMc(X); here p : P → X
runs through all morphisms to X that can be factorized as g ◦ h, where h : P → X ′ is
a smooth projective morphism, X ′ is a regular scheme, g : X ′ → X is a finite universal
homeomorphism, s ∈ Z, whereas i ≥ 0 (resp. i ≤ 0). We denote OP(X) ∩ ON (X) by
OZ(X).
Remark 2.1.1. 1. Recall that for a morphism f : Y → X we have f ∗MBMX (P )
∼=
MBMY (PY ) (see Remark 1.2.2(2)). Next, suppose that for X
′/X as above the scheme
Y ′red associated with Y
′ = X ′Y is regular. Then the aforementioned remark immediately
yields that f ∗MBMX (P )(s)[2s] ∈ OZ(Y ).
Moreover, Theorem 1.2.1 easily yields that f !MBMX (P ) ∈ OZ(Y ) if f induces an im-
mersion Y ′red → X
′ of regular schemes. Indeed, consider the diagram
(2.1)
PY,red
pr
−−−→ PY
fP−−−→ P


yhY,red


yhY


yh
Y ′red
y′r−−−→ Y ′
f ′
−−−→ X ′


ygY


yg
Y
f
−−−→ X
where pr and y
′
r are the corresponding nil-immersions. We can assume that Y and P are
connected; hence Y ′red and PY,red are connected also. Denote the codimension of Y
′
red in
X ′ by c; then pr ◦ fP : PY,red → P is an immersion of regular schemes of codimension c
also. Then we obtain: f !MBMX (P ) = f
!p∗(RP ) ∼= (gY ◦ y′r)∗hY,red∗(pr ◦ fP )
!RP . Using part
8 of the theorem, we transform this into (gY ◦ y
′
r)∗hY,red∗RPYred (−c)[−2c] ∈ OZ(Y ).
2. Certainly, for charX = 0 the universal homeomorphisms mentioned are just isomor-
phisms.
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For a stratification α : S = ∪Sαℓ we denote by OP(α) the class {M ∈ ObjDMc(S) :
j!ℓ(M) ∈ OP(S
α
ℓ ), 1 ≤ ℓ ≤ n}; ON (α) = {M ∈ ObjDMc(S) : j
∗
ℓ (M) ∈ ON (S
α
ℓ ), 1 ≤
ℓ ≤ n}.
We define the Chow weight structure for DMc(S) as follows: DMc(S)wChow≥0 =
∪αOP(α), DMc(S)wChow≤0 = ∪αON (α); here α runs through all stratifications of S.
Lemma 2.1.2. 1. Let δ be a (not necessarily regular) stratification of S; we denote the
corresponding immersions Sδℓ → S by jℓ. Let M be an object of DMc(S). Suppose that
j!ℓ(M) ∈ DMc(S
δ
ℓ )wChow≥0 (resp. j
∗
ℓ (M) ∈ DMc(S
δ
ℓ )wChow≤0) for all ℓ.
Then M ∈ DMc(S)wChow≥0 (resp. M ∈ DMc(S)wChow≤0).
2. For any immersion j : V → S we have j∗(DMc(V )wChow≥0) ⊂ DMc(S)wChow≥0 and
j!(DMc(V )wChow≤0) ⊂ DMc(S)wChow≤0.
3. For any M ∈ DMc(S)wChow≤0 and N ∈ DMc(S)wChow≥1(= DMc(S)wChow≥0[1]) there
exists a stratification α of S such that M ∈ ON (α), N ∈ OP(α)[1].
Proof. 1. We use induction on the number of strata in δ. The 2-functoriality of motivic
upper image functors yields: it suffices to prove the statement for δ consisting of two
strata.
So, let S = U ∪ Z, U and Z are disjoint, U 6= {0} is open in S; we denote the
immersions U → S and Z → S by j and i, respectively. By the assumptions on M , there
exist stratifications β of Z and γ of U such that i!(M) ∈ OP(β) and j!(M) ∈ OP(γ)
(resp. i∗(M) ∈ ON (β) and j∗(M) ∈ ON (γ)).
We take the union of β with γ and denote by α the stratification of S obtained (for
#γ = Γ we put Sαℓ = U
γ
ℓ if 1 ≤ ℓ ≤ Γ and S
α
ℓ = Z
β
ℓ−Γ if ℓ > Γ; note that we really obtain a
stratification in our weak sense of this notion this way; see §1.1). Then the 2-functoriality
of −! (resp. of −∗) yields that M ∈ OP(α) (resp. M ∈ ON (α)).
2. We choose a stratification δ containing V (as one of the strata). So we assume that
V = Sδv for some index v. Then it can be easily seen that j
!
ujv∗ = 0 = j
∗
ujv! for any
u 6= v and j!vjv∗
∼= 1DM(V ) ∼= j
∗
vjv! (see Theorem 1.2.1(9)). Hence the result follows from
assertion 1.
3. By Remark 2.1.1(1) it suffices to verify the following: if β, γ are stratifications of S,
and Siℓ → S
β
ℓ , S
′
iℓ → S
γ
ℓ are (finite) sets of finite universal homomorphisms, then there
exists a common subdivision α of β and γ such that all the (reduced) schemes (Siℓ ×S
Sαm)red, (S
′
iℓ×S S
α
m)red are regular. To this end it obviously suffices to prove the following:
if f : Z → S is an immersion, gi : Ti → Z are some finite universal homeomorphisms,
then there exists a stratification δ of Z such that the schemes Tiℓ = (Ti ×Z Zδℓ )red are
regular for all i and ℓ.
We prove the latter statement by Noetherian induction. Suppose that it is fulfilled
for any proper closed subscheme Z ′ of Z. Since all (Ti)red are generically regular, we
can choose a (sufficiently small) open non-empty subscheme Z1 of Z such that all of
(Ti ×Z Z1)red are regular.
Next, apply the inductive assumption to the scheme Z ′ = Z \ Z1 and the morphisms
g′i = gi ×Z Z
′; we choose a stratification α′ of Z ′ such that all T ′iℓ = (Ti ×Z Z
′α
′
ℓ )red are
regular. Then it remains to take the union of Z1 with α
′, i.e., we consider the following
stratification α: Zα1 = Z1, and Z
α
ℓ = Z
′α
′
ℓ−1 for all ℓ > 1. 
Theorem 2.1.3. (1) The couple (DMc(S)wChow≥0, DMc(S)wChow≤0) yields a bounded
weight structure wChow for DMc(S).
(2) DMc(S)wChow≥0 (resp. DMc(S)wChow≤0) is the envelope of p∗(RP )(s)[2s+ i] (resp.
of MBMS (P )(s)[2s− i]) for s ∈ Z, i ≥ 0, and p : P → S being the composition of a
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smooth projective morphism with a finite universal homeomorphism whose domain
is regular and with an immersion.
(3) wChow can be extended to a weight structure w
big
Chow for the whole DM(S).
Proof. 1-2. We prove the statement by Noetherian induction. So, we suppose that as-
sertions 1 and 2 are fulfilled for all proper closed subschemes of S. We prove them for
S.
We denote the envelopes mentioned in assertion 2 by (DMc(S)w′
Chow
≥0,DMc(S)w′
Chow
≤0).
We should prove that wChow and w
′
Chow yield coinciding weight structures for DMc(S).
Obviously, DMc(S)wChow≤0, DMc(S)wChow≥0, DMc(S)w′Chow≤0, and DMc(S)w′Chow≥0 are
Karoubi-closed in DMc(S), and are semi-invariant with respect to translations (in the
appropriate sense).
Now, Lemma 2.1.2(2) yields thatDMc(S)w′
Chow
≤0 ⊂ DMc(S)wChow≤0 andDMc(S)w′Chow≥0 ⊂
DMc(S)wChow≥0. Hence in order to check that wChow and w
′
Chow are indeed weight struc-
tures, it suffices to verify the following:
(i) the orthogonality axiom for wChow;
(ii) any M ∈ ObjDMc(S) possesses a weight decomposition with respect to w′Chow.
Thus these statements along with the boundedness of wChow imply assertion 1. Besides,
Proposition 1.4.2(4) yields that these two statements imply assertion 2 also, whereas in
order to prove assertion 1 it suffices to verify the boundedness of w′Chow (instead of that
for wChow).
Now we verify (i). For some fixed M ∈ DMc(S)wChow≤0 and N ∈ DMc(S)wChow≥1 we
check thatM ⊥ N . By Lemma 2.1.2(3), we can assume thatM ∈ ON (α), N ∈ OP(α)[1]
for some stratification α of S. Hence it suffices to prove that ON (α) ⊥ OP(α)[1] for any
α. The latter statement is an easy consequence of Lemmas 1.3.3 and 1.2.3(1).
Now we verify (ii) along with the boundedness of w′Chow. We choose some generic
point K of S, denote by Kp its perfect closure, and by jKp : K
p → S the corresponding
morphism. We fix some M . By Theorem 1.2.1(12), there exist some smooth projective
varieties Pi/K
p, 1 ≤ i ≤ n, (we denote the corresponding morphisms Pi → Kp by pi)
and some s ∈ Z such that j∗Kp(M) belongs to the triangulated subcategory of DMc(K
p)
generated by {pi∗(RPi)(s)[2s]}. Now we choose some finite universal homeomorphism
K ′ → K (i.e., a morphism of spectra of fields corresponding to a finite purely inseparable
extension) such that Pi are defined (and are smooth projective) over K
′. By Theorem
1.2.1(13,11), for the corresponding morphisms jK ′ : K
′ → S and p′i : PK ′,i → K
′ we have
the following: j∗K ′(M) belongs to the triangulated subcategory of DMc(K
′) generated by
{p′i∗(RPK′,i)(s)[2s]}. Applying Zariski’s main theorem in the form of Grothendieck, we
can choose a finite universal homeomorphism g from a regular scheme U ′ whose generic
fibre is K ′ to an open U ⊂ S (j : U → S will denote the corresponding immersion) and
smooth projective hi : PU ′,i → U ′ such that the fibres of PU ′,i over K ′ are isomorphic to
PK ′,i. Moreover, by Theorem 1.2.1(13) we can also assume that (j ◦ g)∗(M) belongs to
the triangulated subcategory of DMc(U ′) generated by {hi∗(RPU′,i)(s)[2s]}. Then Theo-
rem 1.2.1(11) yields that j∗(M) belongs to the triangulated subcategory D of DMc(U)
generated by {(g ◦ hi)∗(RPU′,i)(s)[2s]}.
Since idU yields a stratification of U , the set {(g ◦ hi)∗(RPU′,i)(s)[2s]} is negative in
DMc(U) (since ON (α) ⊥ OP(α)[1] for any α, as we have just proved). Therefore (by
Proposition 1.4.2(5–6)) there exists a weight structure d forD such thatDd≥0 (resp. Dd≤0)
is the envelope of ∪n≥0{(g ◦hi)∗(RPU′,i)(s)[2s+n]} (resp. of ∪n≥0{(g ◦hi)∗(RPU′,i)(s)[2s−
n]}). We also obtain that Dd≥0 ⊂ DMc(U)w′
Chow
≥0 and Dd≤0 ⊂ DMc(U)w′
Chow
≤0.
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We denote S \ U by Z (Z may be empty); i : Z → S is the corresponding closed
immersion. By the inductive assumption, wChow and w
′
Chow yield coinciding bounded
weight structures for DMc(Z).
We have a gluing datum DMc(Z)
i∗→ DMc(S)
j∗
→ DMc(U). We can ’restrict it’ to a
gluing datum
DMc(Z)
i∗→ j∗−1(D)
j∗
0→ D
(see Proposition 1.4.2(10)), whereas M ∈ Obj(j∗−1(D)); here j∗0 is the corresponding
restriction of j∗. Hence by Proposition 1.4.2(10) there exists a weight structure w′ for
j∗−1(D) such that the functors i∗ and j
∗
0 are weight-exact (with respect to the weight
structures mentioned). Hence there exists a weight decomposition B → M → A of M
with respect to w′. Besides, there exist m,n ∈ Z such that j∗0(M) ∈ DMc(U)w′Chow≥m,
j∗0(M) ∈ DMc(U)w′Chow≤n, i
!(M) ∈ DMc(Z)w′
Chow
≥m, and i
∗(M) ∈ DMc(Z)w′
Chow
≤n.
Hence A[−1],M [−m] ∈ DMc(S)w′
Chow
≥0; B,M [−n] ∈ DMc(S)w′
Chow
≤0; here we apply
Proposition 1.4.2(11). So, we have verified (ii) and the boundedness of w′Chow. As was
shown above, this finishes the proof of assertions 1-2.
3. Since HwChow generates DMc(S), and DMc(S) weakly generates DM(S) (by Theo-
rem 1.2.1(2)), HwChow weakly generates DM(S). Hence the assertion follows immediately
from assertion 1 and Proposition 1.4.2(9). 
2.2. The main properties of wChow(−). Now we study (left and right) weight-exactness
of the motivic image functors.
Theorem 2.2.1. (1) The functors −(b)[2b](= − ⊗ RS(b)[2b]) are weight-exact with
respect to wChow for all S and all b ∈ Z.
(2) Let f : X → Y be a (separated) morphism of finite type.
(a) The functors f ! and f∗ are right weight-exact ; f
∗ and f! are left weight-exact.
(b) Suppose moreover that f is smooth. Then f ∗ and f ! are also weight-exact.
(c) If Sred is regular then RS ∈ DMc(S)wChow=0.
(d) DMc(S)wChow≤0 is the envelope of M
BM
S (T )(b)[2b− r] for T running through
all schemes of finite type over S, b ∈ Z, r ≥ 0; DMc(S)wChow≥0 is the envelope
of t∗(RT )(b)[2b + r] for t : T → S running through all morphisms of finite
type with regular domains, b ∈ Z, r ≥ 0.
(e) Besides, the functor g∗ is right weight-exact for g being an arbitrary (sepa-
rated, not necessarily of finite type) morphism of schemes. It is weight-exact
if g is either (i) a (filtering) projective limit of smooth morphisms such that
the corresponding connecting morphisms are smooth affine or (ii) a finite uni-
versal homeomorphism. In the latter case g! is weight-exact also.
(3) Let i : Z → X be a closed immersion; let j : U → X be the complementary open
immersion.
(a) HwChow(U) is equivalent to the factor (in the sense of Definition 1.4.1(7)) of
HwChow(X) by i∗(HwChow(Z)).
(b) ForM ∈ ObjDMc(X) we have: M ∈ DMc(X)wChow≥0 (resp. M ∈ DMc(X)wChow≤0)
if and only if j!(M) ∈ DMc(U)wChow≥0 and i
!(M) ∈ DMc(Z)wChow≥0 (resp.
j∗(M) ∈ DMc(U)wChow≤0 and i
∗(M) ∈ DMc(Z)wChow≤0).
(4) Let S = ∪Sαℓ be a stratification, jℓ : S
α
ℓ → S be the corresponding immer-
sions. Then for M ∈ ObjDMc(S) we have: M ∈ DMc(S)wChow≥0 (resp. M ∈
DMc(S)wChow≤0) if and only if j
!
ℓ(M) ∈ DMc(S
α
ℓ )wChow≥0 (resp. j
∗
ℓ (M) ∈ DMc(S
α
ℓ )wChow≤0)
for all ℓ.
(5) For any S we have RS ∈ DMc(S)wChow≤0.
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Proof. 1. Immediate from Theorem 2.1.3(2).
2. Let f be an immersion. Then the description of wChow(−) given by Theorem 2.1.3(2)
yields that f∗ is left weight-exact and f! is right weight-exact. Hence the corresponding
adjunctions yield (by Proposition 1.4.2(7)) that f ! is left weight-exact and f ∗ is right
weight-exact.
If f is smooth, then Theorem 2.1.3(2) (along with Theorem 1.2.1(4)) easily yields that
f ∗ is left-weight exact and f ! is right weight-exact (since schemes that are smooth over
regular bases are regular themselves). Hence part 7 of the theorem (along with assertion 1)
implies that both of these functors are weight-exact (so, we obtain assertion 2b). Besides,
adjunctions yield (by part (7) of Proposition 1.4.2) that f! is left weight-exact and f∗ is
right weight-exact.
Thus assertion 2a is valid for any quasi-projective f (since such an f can be presented
as the composition of a closed immersion with a smooth morphism).
Now we verify assertion 2c. Let Sred be a regular scheme; denote by v the canonical
immersion Sred → S. Then v∗(RSred) ∈ DMc(S)wChow=0 by Theorem 2.1.3(2). Since
v∗(RSred)
∼= RS by Theorem 1.2.1(11), we obtain the result.
Now we are able to prove assertion 2d. First we note (using Theorem 2.1.3(2)) that
DMc(S)wChow≤0 andDMc(S)wChow≥0 are subclasses of the corresponding envelopes. So, we
should verify the converse inclusions. Note that any excellent Noetherian scheme admits
a stratification the reductions of whose components are regular. Hence Lemma 1.2.3(2)
yields that it suffices to check the following: if T is a regular scheme of finite type over
S, b ∈ Z, and r ≥ 0, then MBMS (T )(b)[2b− r] ∈ DMc(S)wChow≤0 and t∗(RT )(b)[2b+ r] ∈
DMc(S)wChow≥0. Applying the lemma once more, we reduce the first of these inclusion
statements to the case where T is quasi-projective over S (since any scheme of finite
type over S possesses a stratification whose components are quasi-projective over S).
Similarly, part 3 of the lemma allows us to assume that T is (regular and) quasi-projective
over S in the second of these inclusion statements. Hence it suffices to note that RT ∈
DMc(T )wChow=0 (by assertion 2c of our Theorem), and apply our assertion 1 along with
assertion 2a (for the quasi-projective morphism t).
Now we return to the proof of assertion 2a for a general f (of finite type). Assertion 2d
immediately yields the left weight-exactness of f!. Along with Theorem 1.2.1(4) it also
easily yields the left weight-exactness of f ∗. Lastly, f ! and f∗ are right weight-exact by
Proposition 1.4.2(7).
The first statement in assertion 2e (also) easily follows from assertion 2d (along with
Remark 1.2.2(2)). Assertion 2d (along with Remark 1.2.2(1)) also implies the weight-
exactness of g∗ in case (i) (since pro-smooth limits of regular schemes are regular). Lastly,
g∗ ∼= g∗ if g is a finite universal homeomorphism (see Theorem 1.2.1(11)); this finishes the
proof of the assertion.
3. Since i∗ ∼= i! in this case, the functor i∗ is weight-exact by assertion 2a. The functor
j∗ is weight-exact by assertion 2b.
a). DMc(U) is the localization of DMc(X) by i∗(DMc(Z)) by Theorem 1.2.1(10).
Hence Proposition 1.4.2(8) yields the result (see Remark 1.4.3; cf. also [Wil12, Theorem
1.7]).
b). Theorem 1.2.1(10) yields that wChow(X) is exactly the weight structure obtained
by ’gluing wChow(Z) with wChow(U)’ via Proposition 1.4.2(10) (here we use Theorem
1.2.1(12)). So we obtain the assertion desired (note that j∗ = j!).
4. The assertion can be easily proved by induction on the number of strata using
assertion 3b.
5. Immediate from assertion 2c. 
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Remark 2.2.2. 1. Theorem 2.1.3(2) and assertion 2d of the previous theorem give two dis-
tinct descriptions of (DMc(S)wChow≥0,DMc(S)wChow≤0) as certain envelopes. It certainly
follows that instead of all T considered in the assertion mentioned it suffices to take only
those T that are quasi-projective over S.
2. One may apply the argument used in the proof of [Jin15, Lemma 2.23] to show that
MBMS (X) ⊗M
BM
S (Y )
∼= MBMS (X × Y ) for X and Y being any schemes of finite type
over S (note that loc. cit. itself gives this statement for R = Q). It certainly follows that
DMc(S)wChow≤0 ⊗DMc(S)wChow≤0 ⊂ DMc(S)wChow≤0.
Now we prove that positivity and negativity of objects of DMc(S) (with respect to
wChow) can be ’checked at points’; this is a motivic analogue of [BBD82, §5.1.8].
Proposition 2.2.3. Let S denote the set of (Zariski) points of S; for K ∈ S we will
denote the corresponding morphism K → S by jK .
Then M ∈ DMc(S)wChow≤0 (resp. M ∈ DMc(S)wChow≥0) if and only if for any K ∈
S we have j∗K(M) ∈ DMc(K)wChow≤0 (resp. j
!
K(M) ∈ DMc(K)wChow≥0); see Remark
1.2.2(1).
Proof. If M ∈ DMc(S)wChow≤0 (resp. M ∈ DMc(S)wChow≥0) then Theorem 2.2.1(2e)
(along with (2a)) yields that j∗K(M) ∈ DMc(K)wChow≤0 (resp. j
!
K(M) ∈ DMc(K)wChow≥0)
indeed.
We prove the converse implication by Noetherian induction. So, suppose that our
assumption is true for motives over any closed subscheme of S, and that for some M ∈
ObjDMc(S) we have j∗K(M) ∈ DMc(K)wChow≤0 (resp. j
!
K(M) ∈ DMc(K)wChow≥0) for
any K ∈ S.
We should prove that M ∈ DMc(S)wChow≤0 (resp. M ∈ DMc(S)wChow≥0). By Propo-
sition 1.4.2(2) it suffices to verify: for any N ∈ DMc(S)wChow≥1 (resp. for any N ∈
DMc(S)wChow≤−1), and any h ∈ DMc(S)(M,N) (resp. any h ∈ DMc(S)(N,M)) we
have h = 0. We fix some N and h.
By the ’only if’ part of our assertion (that we have already proved) we have j∗K(N) ∈
DMc(K)wChow≥1 (resp. j
∗
K(N) ∈ DMc(K)wChow≤−1); hence j
∗
K(h) = 0. By Theorem
1.2.1(13) we obtain that j∗(h) = 0 for some open embedding j : U → S, where K is a
generic point of U .
Now suppose that h 6= 0; let i : Z → S denote the closed embedding that is com-
plementary to j. Then Lemma 1.2.3(2) yields that DMc(S)(i∗(M), i!(N)) 6= {0} (resp.
DMc(S)(i∗(N), i!(M)) 6= {0}). Yet i!(N) ∈ DMc(Z)wChow≥1 (resp. i
∗(N) ∈ DMc(Z)wChow≤−1)
by Theorem 2.2.1(b2), whereas i∗(M) ∈ DMc(Z)wChow≤0 (resp. i
!(M) ∈ DMc(Z)wChow≥0)
by the inductive assumption. The contradiction obtained proves our assertion. 
Lastly we prove that ’weights are continuous’.
Lemma 2.2.4. Let K be a generic point of S; denote the morphism K → S by jK . Let
M be an object of DMc(S), and suppose that j∗KM ∈ DMc(K)wChow≥0 (resp. j
∗
KM ∈
DMc(K)wChow≤0). Then there exists an open immersion j : U → S, K ∈ U , such that
j∗M ∈ DMc(U)wChow≥0 (resp. j
∗M ∈ DMc(U)wChow≤0).
Proof. First we treat the case j∗K(M) ∈ DMc(K)wChow≥0. We consider a weight decompo-
sition ofM [1]: B
g
→M [1]→A→ B[1]. We obtain that j∗K(g) = 0 (sinceDMc(K)wChow≤0 ⊥
j∗K(M)[1]); hence (by Theorem 1.2.1(13)) there exists an open immersion j : U → S (K ∈
U) such that j∗(g) = 0. Thus j∗M [1] is a retract of j∗A. Since j∗A[−1] ∈ DMc(U)wChow≥0
(see Theorem 2.2.1(2b)), and DMc(U)wChow≥0 is Karoubi-closed in DMc(U), we obtain
the result.
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The second part of our statement (i.e., the one for the case j∗K(M) ∈ DMc(K)wChow≤0)
can be easily verified using the dual argument (see Proposition 1.4.2(1)). 
2.3. Describing HwChow via Chow motives. Now we prove that for certain S the
heart of wChow(S) has a quite ”explicit” description in terms of certain Chow motives
over S (whence the name).
Remark 2.3.1. For a scheme S define the category Chow(S) of Chow motives over S as
the Karoubi-closure of {MBMS (X)(r)[2r]} = {f∗(RX)(r)[2r]} in DMc(S); here f : X → S
runs through all proper morphisms such that X is regular, r ∈ Z.
Then Theorem 2.2.1(2c,2a) yields that Chow(S) ⊂ HwChow(S).
Now we prove that in some cases the latter embedding is an equivalence of categories.
Proposition 2.3.2. Assume that S can be presented as a filtered (projective) limit of vari-
eties over some (not necessarily prime) field with smooth and affine transition morphisms.
Then Chow(S) = HwChow(S).
Proof. Since Chow(S) ⊂ HwChow(S), it is negative (by the orthogonality axiom of weight
structures). Hence Proposition 1.4.2(5) yields the existence of a weight structure w on the
triangulated subcategory T of DMc(S) generated by Chow(S) such that Chow(S) ∼= Hw.
Besides, parts 3 and 6 of the proposition yield that the embedding of T into DMc(S) is
weight-exact (with respect to w and wChow). Hence part 4 of the proposition reduces the
assertion to the fact that T = DMc(S), i.e., that Chow(S) generates DMc(S).
By Theorem 1.2.1(12) the latter is true if S is a variety itself. Hence it remains to pass
to the (”pro-smooth affine”) limit in this statement. By continuity (Theorem 1.2.1(13)
in order to achieve it suffices to note that pro-smooth affine morphisms respect Chow
motives; the latter is immediate from Remark 1.2.2(2) (along with the fact that pro-
smooth base change preserves regularity of schemes). 
Remark 2.3.3. 1. This argument also shows that we could have considered only projective
(regular) X/S in the definition of Chow(S); we would have obtained the same category
Chow(S) (at least) when S is as in Proposition 2.3.2.
2. Actually, the negativity of Chow(S) in DMc(S) (for the ”projective version” of the
definition) follows immediately from Lemma 1.3.3. Thus we could have defined the cor-
responding ”restriction” of wChow (on a full subcategory of DMc(S)) without any gluing
arguments. Next, restricting ourselves to the case where DMc(S) is ”Chow-generated”,
we could have easily applied the arguments used in the proof of Theorem 2.2.1 to this
version of the Chow weight structure. This is (basically) the approach to the study of the
Chow weight structures used in [Heb11] and [Bon14a, §2.1–2.2] (yet some of the methods
used in the proof of Theorem 2.2.1 are ”newer”; they were developed in [Bon14b] and in
the current paper).
We chose not to apply this approach in the current paper since the class of base schemes
for which we can use it is too small. The reason for this is that for Q-linear motives
one only needs certain alterations for the corresponding analogue of Theorem 1.2.1(12)
(cf. [CiD09, §4.1]), whereas for Z[1
p
]-linear motives one requires the so-called prime-to-l
alterations (for all primes l 6= p; cf. the proof of [CiD14, Proposition 7.2]) whose existence
is only known in the context the aforementioned assertion.
3. Certainly, our proposition does not yield a ”full description” of HwChow(S) since we
have not ”computed the morphisms” in Chow(S). We note that the argument used in (the
proof of) [Bon14a, Lemma 1.1.4(I.1)] allows one to express DMc(S)(M
BM
S (X)(r)[s],M
BM
S (X
′)(r′)[s′])
in terms of certain (Borel-Moore) motivic homology groups; here r, s, r′, s′ ∈ Z, X and X ′
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are regular schemes that are projective over S (whereas S is ”pro-smooth affine” over a
variety). Thus we can compute a ”substantial part” of morphism groups in Chow(S). Yet
computing the composition operation for Chow(S)-morphisms is a much more difficult
problem; for R = Q it was recently solved in [Jin15].
3. Applications to (co)homology of motives and other matters
In this section we list some immediate applications for our results (following [Bon14a];
so a reader well acquainted with ibid. may skip this section completely or just have a
look at Proposition 3.2.3). Most of the statements below easily follow from the results
of [Bon10]; there is absolutely no problem to apply the corresponding arguments from
[Bon14a, §3] (where the case R = Q was considered) for their proofs. The results seem
to be ”more interesting” in the case where S is a pro-smooth affine limit of varieties (cf.
Proposition 2.3.2).
3.1. The weight complex functor for DMc(S) and its Grothendieck group. We
note that the weight complex functor (whose ’first ancestor’ was defined in [GiS96]) can
be defined for DMc(S).
Proposition 3.1.1. (1) The embeddingHwChow(S)→ K
b(HwChow(S)) factors through
a certain weight complex functor tS : DMc(S) → K
b(HwChow(S)) which is exact
and conservative.
(2) For M ∈ ObjDMc(S), i, j ∈ Z, we have M ∈ DMc(S)[i,j] (see Definition
1.4.1(4)) if and only if tS(M) ∈ K(HwChow(S))[i,j].
Now we calculate K0(DMc(S)) and define a certain Euler characteristic for schemes
that are of finite type (and separated) over S.
Proposition 3.1.2. (1) We define K0(HwChow(S)) as the abelian group whose gen-
erators are [M ], M ∈ DMc(S)wChow=0, and the relations are [B] = [A] + [C] if
A,B,C ∈ DMc(S)wChow=0 and B
∼= A
⊕
C. For K0(DMc(S)) we take similar
generators and set [B] = [A] + [C] if A → B → C → A[1] is a distinguished
triangle.
Then the embeddingHwChow(S)→ DMc(S) yields an isomorphismK0(HwChow(S))
∼=
K0(DMc(S)).
(2) For the correspondence χ : X 7→ [MBMS (X)] from the class of schemes separated
of finite type over S to K0(DMc(S)) ∼= K0(HwChow(S)) we have: χ(X \ Z) =
χ(X)− χ(Z) if Z is a closed subscheme of X.
3.2. On Chow-weight spectral sequences and filtrations. Now we discuss (Chow)-
weight spectral sequences and filtrations for cohomology of motives. Certainly, here one
can pass to homology via obvious dualization (see Proposition1.4.2(1)). We note that any
weight structure yields certain weight spectral sequences for any (co)homology theory;
the main distinction of the result below from the general case (i.e., from [Bon10, Theorem
2.4.2]) is that T (H,M) always converges (since wChow is bounded).
Proposition 3.2.1. Let A be an abelian category.
(1) Let H : DMc(S)→ A be a cohomological functor ; for any r ∈ Z denote H ◦ [−r]
by Hr. For an M ∈ ObjDMc(S) we denote by (M i) the terms of tS(M) (so,
M i ∈ DMc(S)wChow=0; here we can take any possible choice of tS(M)).
Then the following statements are valid.
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(a) There exists a (Chow-weight) spectral sequence T = T (H,M) with Epq1 =
Hq(M−p) =⇒ Hp+q(M); the differentials for E1(T (H,M)) come from
tS(M).
(b) T (H,M) is DMc(S)-functorial in M (and does not depend on any choices)
starting from E2.
(2) Let G : DMc(S) → A be any contravariant functor. Then for any m ∈ Z the
object (WmG)(M) = Im(G(wChow,≥mM)→ G(M)) does not depend on the choice
of wChow,≥mM ; it is functorial inM . We call the filtration of G(M) by (W
mG)(M)
its Chow-weight filtration. If G is cohomological, it coincides with the filtration
given by T (G,M).
Remark 3.2.2. 1. We obtain certain (”motivically functorial”) Chow-weight spectral se-
quences and filtrations for any (co)homology of motives. In particular, we have them for
e´tale and motivic cohomology of S-motives (with coefficients in an R-algebra). The corre-
sponding functoriality results cannot be proved using ’classical’ (i.e., Deligne’s) methods,
since the latter heavily rely on the degeneration of (an analogue of) T at E2.
On the other hand, we probably do not have the ”strict functoriality” property for this
filtration unless T (H,M) degenerates for anyM ∈ ObjDMc(S) (see [Bon12, Proposition
3.1.2(II)]), whereas this degeneration is only known to hold for ”more or less classical”
Q-linear cohomology theories only.
2. T (H,M) can be naturally described in terms of the virtual t-truncations of H
(starting from E2); see [Bon10, §2.5] and [Bon14a].
3. For S being a pro-smooth affine limit of varieties (cf. §2.3) we obtain that the
(co)homology of anyM ∈ ObjDMc(S) possesses a filtration by subfactors of (co)homology
of regular projective S-schemes.
4. The arguments in [CiD13, §7.2] easily yield (for R ⊂ Q, p 6= l ∈ P) the existence of
a (covariant) e´tale realization functor from DMc(S) into the corresponding category of
Ekedahl’s (e´tale, constructible) Ql-adic systems.
Note next that for S being a variety over k and p > 0 the target category is endowed
with a certain weight filtration (that was defined in [BBD82, §5]); for p = 0 one can
factor the realization functor mentioned through a certain category that is endowed with
certain ”weights” also (and was defined by A. Huber; see [Bon15, Proposition 2.5.1]).
Moreover (see loc. cit.) in both cases the corresponding functors ”respect weights”. So,
we obtain that wChow is closely related to Deligne’s weights for constructible complexes
of sheaves (that were crucial for defining ”weights” in [Hub97] also). Yet (as explained in
[Bon15, Remark 2.5.2]) the weight filtrations on the ”e´tale categories” mentioned do not
yield weight structures for them.
The functoriality of Chow-weight filtrations has quite interesting consequences.
Proposition 3.2.3. For a scheme X let H : DMc(X) → A be a contravariant functor.
For all N ∈ DMc(U)wChow≤0 consider G(N) = (W
0H)(j!(N)) ⊂ H(j!(N)).
(1) The following statements are fulfilled.
(a) G(N) is DMc(U)-functorial in N .
(b) G(N) is a quotient of H(M) for some M ∈ DMc(X)wChow=0.
(2) Let now N = j∗(M)(= j!(M)) for M ∈ DMc(X)wChow=0. Then also the following
is true.
(a) G(N) = ImH(M)→ H(j!j
!(M)) (here we apply H to the morphism j!j
!(M)→
M coming from the adjunction j! ⊣ j! = j∗).
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(b) Let H = DMc(X)(−,H) for some H ∈ ObjDM(X). Then G(N) ∼=
Im(DM(X)(M,H)→ DM(U)(N, j∗(H))).
Remark 3.2.4. 1. Thus one may say that (W 0H)(j!(N)) yields the ’integral part’ of
H(j!(N)): we obtain the subobject of H
∗(j!(N)) that ’comes from any nice X-lift’ of
N if the latter exists, and a factor of H(M) for some M ∈ DMc(X)wChow=0 in general;
cf. [Be˘ı84] and [Sch00]. If N = MBM(TU) for a regular TU proper over U , then any
regular proper ”X-model” TX for TU yields such a ”nice X-lift” for N . Besides, in the
setting of assertion 2b one can take H representing e´tale or motivic cohomology (for an
appropriate choice of coefficients and some fixed degree; so that DM(S)(RY , f ∗(H)) is
the corresponding cohomology of Y for any f : Y → X); then G(N) will be the image of
this cohomology of TX in the one of TU .
In this case one can also study the cohomology of an object NK of Chow(K) (i.e., of
an element of DMc(K)wChow=0) for K being some generic point of X . Indeed, any such
NK can be lifted to a Chow motif N over some U (K ∈ U , U is open in X) by Remark
1.2.2(2) combined with Theorem 1.2.1(13) (since if NK is a retract ofMBMK (TK) for some
regular variety TK/K, then TK along with this retraction can be lifted to a regular TU
over some open U ⊂ X that contains K). Note that this construction enjoys ’the usual’
Chow(K)-functoriality; this is an easy consequence of Theorem 1.2.1(13).
2. It could also be interesting to consider W lH∗(j!(N)) for l < 0.
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