We study the the sharp interface limit of ε-dependent two dimensional stochastic CahnHilliard equation driven by space-time white noise and conservative noise as ε → 0. In the case when the noise is sufficiently small, by comparing the solutions to equation (1.1) with the approximation solution constructed in [ABC94], we show that the limit of the solutions is also solutions to the deterministic Hele-Shaw problem.
Introduction
In this paper we obtain the convergence results arising in the study of the sharp interface limit, as ε ց 0, of the solutions to the stochastic Cahn (u 2 − 1) 2 is the double-well potential , σ > 0 is a constant, andẆ is a singular noise which represents the space-time white noise in Section 3 and the conservative noise in Section 5. The deterministic Cahn-Hilliard equation
is widely accepted as a good model to describe the complicated phase separation and coarsening phenomena in a melted alloy that is quenched to a temperature at which only two different concentration phases can exist stably. The evolution of the concentration undergoes two stages called phase separation and phase coarsening. During the first stage, the alloy becomes a finegrained mixture of two different phases, each of which corresponds to a stable concentration configuration. In terms of (1.3), where ε is the "interaction length", which is very small, and u is a scaled concentration so that the two stable concentrations are represented by u = 1 and u = −1, the solution quickly approximates the value 1 in one region D + and the value −1 in another region D − , whereas the remaining region Γ := D \ (D + ∪ D − ) is a thin region, usually considered as a hypersurface called the interface. When the phase regions are formed, the evolution of the concentration enters the second stage, during which the configuration of phase regions is coarsened, the originally fine-grained structure becomes less fine, and the geometric shape of the phase regions become simpler and simpler, eventually tending to regions (with given volume) of minimum surface area. In terms of the Cahn-Hilliard equation (1.3), this phenomenon corresponds to the behavior of the solution in which the interface moves and eventually tends to a surface having minimum surface area (whereas its enclosed region has a fixed volume). For more details and discussion we refer to [ABC94] and reference therein. In [ABC94] , the authors study the second stage, that is, they rewrite equation (1.3) as
where D T := [0, T ] × D. We assume that the interface has been formed initially. That is, there exists a smooth closed curve Γ 00 ⊂⊂ D such that u ε (0) ≈ −1 in D − , the region enclosed by Γ 00 , and u ε (0) ≈ 1 in D + := D \ (Γ 00 ∪ D − ). Formally as ε → 0, the solution to equation (1.4) will reach the stable state u * such that f (u * ) = 0, i.e. lim ε→0 u ε (t, x) = ±1. Hence there is an interface Γ t between these two states.
Similar phenomena also appears in the following Allen-Cahn equation
It is well-known that the movement of interface is characterized by mean curvature flow (see e.g. [ESS92, Ilm93, dMS95] ). Unlike the solution to the Allen-Cahn equation, the solution to the Cahn-Hilliard equation (1.3) does not approach ±1 away from the interface exponentially fast. The direct application of the method of asymptotic matching in [DS95] does not lead to the desired approximation solutions. Thus the authors in [ABC94] use a new matched asymptotics to construct approximation solutions. They construct a pair of approximation
(1.6) for boundary conditions ∂u
They also show that as ε → 0, both v ε and v ε A tend to v in C(D T ), which, together with a free boundary Γ ≡ ∪ 0≤t≤T (Γ t × {t}), satisfies the following deterministic Hele-Shaw problem, starting from Γ 00 :
where λ is a universal positive constant, H is the mean curvature of Γ t with the sign convention that convex hypersurfaces have positive mean curvature, V is the normal velocity of the interface with the sign convention that the normal velocity of expanding hypersurfaces is positive, n is the unit ourward normal either to ∂D or to Γ t , v + and v − are respectively the restriction of v on D t .
For stochastic case, in [Fun99] and [Web10] the authors prove that the sharp interface limit of the stochastic Allen-Cahn equation is characterized by stochastic mean curvature flow. For stochastic Cahn-Hilliard equation, the authors in [ABK18] prove that for large σ the sharp interface limit of equation (1.1) also satisfies the deterministic Hele-Shaw model ifẆ is a trace-class noise. For σ = 1, the sharp interface limit is also conjectured to satisfy the following stochastic Hele-Shaw model:
In [AKO14] , the authors prove that the sharp interface limit of generalized Cahn-Hilliard equation: We mention that in [Fun99] and [Web10] , the authors consider the following stochastic Allen-Cahn equation
(1.10)
The noise Ξ ε is constant in space and smooth in time. For ε → 0 the correlation length goes to zero at a precise rate and t 0 Ξ ε s ds converges to a Brownian motion pathwisely. They prove that the dynamics of the phase-separating hyperplane Γ t appearing in the limit is given by stochastic mean curvature flow (see also in [Fun16, Chapter 4]). For space-time white noise, in [TW18] the authors prove the "exponential loss of memory property". But for sharp interface limit, there is still no result for space-time white noise.
In our paper, we consider the sharp interface limit of stochastic Cahn-Hilliard equation driven by singular noise. The stochastic Cahn-Hilliard equation is a model for the nonequilibrium dynamics of metastable states in phase transitions, [Coo70, HH77, Lan71] . In Section 3, we consider the Cahn-Hilliard-Cook model which is generated by Cook, [Coo70] (see also in [HH77] ), incorporating thermal fluctuations in the form of an additive noise. In our case the noise is chosen as . We mention that since the noise is rougher, we cannot apply Itô's formulae to R ε directly. Hence the trick in [ABK18] fails in our case. Instead, we make use of the Da prato-Debussche's trick (see [DPD03] ). That is, let
Compared with Z ε and u ε , Y ε has better regularity, which enables us to apply Newton-Leibniz formula and obtain uniform estimate for Y ε instead. For the case W = ∇ · W 2 the equation (1.1) is ill-posed in the classical sense, since the solution is not a function. To define the nonlinear terms, a renormlization method is required (see Appendix). As the solution is a distribution, we do not consider the sharp interface limit for the solutions of (1.1) directly. Instead we do suitable approximation for the noise with W h := W 2 * ρ h , where ρ h approximates to identity (as h → 0) and we consider the following renormalized equation:
where 3c ε h,t u ε,h is the renormalization term (see Appendix 5.7). As h → 0, u ε,h converges to u ε , which is the unique solution to equation (1.1). Similarly we consider the residual
and do a similar estimate as before. We mention that for fixed ε > 0, c ε h,t → ∞ as h → 0, which makes the term c ε h,t u ε,h hard to control. Thus we consider the case that ε h ι for some ι > 0 and h goes to 0 (see Theorem 5.6). In this case, c ε h,t can be very small as h → 0. Thus the term c ε h,t u ε,h is small. For other terms in (1.11), the method is similar as the case that W = W 1 . Finally we prove that R ε,h and v
. This also implies that the sharp interface limit of the solution to equation (1.11) is given by (1.7).
This paper is organized as follows: In Section 2, we collect some results related to Besov spaces. The theorem about the sharp interface limit for space-time white noise is stated in Section 3 and we prove it in Section 4. In Section 5 we use a similar argument as we used in Section 4 to prove the results for conservative noise.
Notations and preliminaries
Throughout the paper, we use the notation a b if there exists a constant c > 0 which is independent to ε and time T such that a ≤ cb. If c is depend on T , we use the notation a T b. We write a ⋍ b if a b and b a.
In this paper, we always use ·, · to denote the L 2 (D)-inner product. For any E ⊂ D, we denote by χ E the characteristic function of E, i.e.
We consider the Neumann Laplacian operator ∆ on L 2 (D) with domain
The operator −∆ is self-adjoint positive and has compact resolvent. It possesses a basis of eigenvectors
It is associated with the eigenvalues {λ k }, where λ k ≃ |k| 2 . We also introduce a notation for the average of g ∈ L 2 (D):
For any α ∈ R, we define V α as the closure of C ∞ (D) under the norm
It is easy to see that (V α , · V α ) is a Hilbert space and V α ≃ H α , where H α is the classical Sobolev space on domain D which can be defined as the closure of C ∞ (D) under the norm
In the rest of this paper, we use the notation H α to represent V α for simplicity. Moreover for any s, α ∈ R, we can define a bounded operator (−∆) s : H α → H α−2s by:
Finally, as what we mentioned in Introduction, the method in this paper is heavily relied on Theorem 2.2, which holds under the assumption that the smooth solution to (1.7) exists. We assume Γ 00 ∈ C 3+α for some α ∈ (0, 1), then
Theorem 2.1 ( [CHY96, Theorem 1.1]). For any Γ 00 ∈ C 3+α for some α ∈ (0, 1), there exists a T > 0, such that (1.7) has a unique local solution
Now we fix Γ 00 and T in the following of this paper. Then by [ABC94, Theorem 2.1], we have that Theorem 2.2 Let (v, Γ t ) be a classical smooth solution to (1.7) in Theorem 2.1. For any Finally for x away from Γ t , i.e. d(x, Γ t ) > Cε, where d(x, Γ t ) is the distance of x to Γ t and C is some constant which is independent to ε, We rewrite the equation (1.1) as
We assume that the interface has been formed initially. That is, there exists a smooth closed curve Γ 00 ⊂⊂ D such that u ε (0) ≈ −1 in D − , the region enclosed by Γ 00 , and u
Our main theorem will show that as ε → 0, v ε tends to v, which, together with a free boundary Γ ≡ ∪ 0≤t≤T (Γ t × {t}), satisfies the deterministic Hele-Shaw problem (1.7).
We present now the following spectral estimate which is useful in our proof. 
We consider the residual
where u ε is the unique solution to (3.1). We show bounds for this error R ε in our main theorem below. is introduced in Lemma 4.1, there exist a generic constant C > 0 and a constant C δ > 0 for all δ > 0 such that the following estimates hold
Remark 3.4 Since δ can be as small as enough, the best choice is σ > 107 12
.
Corollary 3.5 There exists a subsequence
where E t is the region enclosed by Γ t .
Proof The local uniqueness of (1. Moreover all the results in Theorem 3.3 hold if replacing T by T 0 . For any η > 0, choosing ε small enough such that Cε γ 3 < η, then we have
which implies that R ε L 3 converge in probability to 0. Thus there exists a subsequence (still denoted as ε), such that lim
, we obtain the assertion.
4 The proof of the Main Theorem
The decomposition of the equation for the error
Combining (3.1), (1.6) and (3.2) we know that R ε satisfies the following equation: 
where
Moreover, we define a stopping time T ε by:
for some γ > 1.
Estimate for Z ε
Lemma 4.1 For any δ > 0, there exists a constant C δ > 0, such that
where .
Proof By the factorization method in [DP04] we have that for κ ∈ (0, 1)
where M(εt, x, y) is the kernel of the semigroup {e −εt∆ 2 } and
Similarly to the proof of Lemma 2.12 in [DP04] , we have that
. In fact, we have that
(4.6)
Here we used that U ε (x) belongs to the first order Wiener-chaos and Gaussian hypercontractivity (cf. [Nua13, Section 1.4.3] and [Nel73] ) in the second inequality. Moreover, we obtain that
Since M(t, x, y) is the kernel of e −t∆ 2 , we have that for any g ∈ L 2 D M(t, x, y)g(y)dy = e −t∆ 2 g(x) ≃ k g, e −t|k| 4 e k e k (x).
where e k is defined in (2.1). Note that e k (x)e k (y) = 1 2 (e k (x − y) + e k (x + y). Thus we obtain M(t, x, y) ≃ k e −t|k| 4 (e k (x − y) + e k (x + y)) := P (t, x − y) + P (t, x + y), (4.9) Then (4.7) becomes
(4.10) By [SW72, p282, (c)], we have that
Then taking (4.10) into (4.11), we deduce that
(4.12) Here we require that
which can be obtained by choosing small enough κ > 0. Hence by (4.5) and (4.6), we obtain that for any
, This implies that for any 2 > η > 1,
(4.14)
Hence we can obtain our results by Cheybeshev's inequality.
4.3 Local-in-time estimate for Y ε up to T ε on the set Ω δ Now we fix an ω ∈ Ω δ , thus by Lemma 4.1,
By taking inner product with (−∆) −1 Y ε in both side of equation (4.3) we have that
In the following, we estimate the right hand side of (4.15) separately: Using Proposition 3.2 we have that 
where we used Hölder's inequality in the first inequality and Lemma 4.1 in the last inequality. By [ABC94, Lemma 2.2], we have that vN (u, v) ≥ −C|v|
where we used Lemma 4.1 in the last inequality.
2 , where θ ∈ (0, 1). Then we have
where we used the uniform boundness of u 
Let σ * > δ, ε < 1, δ be small enough and K large enough. Collecting (4.15)-(4.20) together, by using Hölder's inequality we have
Then for any t ≤ T ε we have
To estimate L 2 (0, T ε ; H 1 ) norm of Y ε , we use the estimate presented in [ABC94, p.171] 
Final step: Globalization
We use the Sobolev's embedding of H β into L p with β := 2(
. Then by the interpolation we have
(4.25)
Then we have that for ε small enough,
, then we only need
A direct calculation yields that    γ > 13
(4.27)
Finally, note that
Therefore, by using the embedding
Moreover, similarly to what we do above
Since {u ε A } are uniformly bounded in ε and θ ∈ [0, 1], we have that
where we use the Sobolev embedding L 1 ⊂ H −2 in the first inequality. Hence we deduce that
Combining it with (4.26), we obtain our results stated in the Theorem 3.3.
Sharp interface limit for conservative noise
In this section, we will consider the case that
2 ), we denote its component functions by
. Following a similar argument as in [RZZ17, RYZ18] , in this case, the solution to (1.1) is distribution-valued. Thus we consider the approximate equation (1.11) instead.
Existence and uniqueness of solutions to equation (1.11)
In order to consider the convolution of the noise with an approximate delta function, we need to extend the noise to the whole space R 2 . Considering the Neumann boundary condition, it is reasonable to extend it evenly to [−1, 1] 2 first, then do a periodical extension to the whole space. That is, for any function g on D which satisfies the Neumann boundary condition, we view it as a functionḡ on R 2 bȳ
Moreover, for x ∈ R 2 and t > 0, definē
where F −1 is the inverse Fourier transformation on R 2 . By Poisson summation formula, for
is the kernel of e −t∆ 2 on D, where ∆ is the Neumann Laplacian operator on D. A direct calculation yields that for any g ∈ L 2 (D)
, thus for any t > 0,K j (t, ·) is the inverse Fourier transformation of the function η → −πiη j e − t 2 |πη| 4 , i.e.
We use S(R 2 ) to denote the Schwartz function on R 2 , S ′ (R 2 ) to denote the Schwartz distribution on R 2 and S ′ (R 2 ) ·, · S(R 2 ) to denote the dual between S(R 2 ) and S ′ (R 2 ). Then we know thatK j (t, ·) ∈ S(R 2 ) for any t > 0. Moreover we define Z ε by
(5.2) HereW = (W 1 ,W 2 ),W j , j = 1, 2 is two i.i.d Wiener processes defined by
For simplicity we write
We also denoteZ
where z ∈ H −1 , m(z) is defined in Section 2. ThenZ ε is the mild solution to the linear equation
with Neumann boundary conditions,
Let ρ h be an approximate delta function on R 2 given by
For fixed ε, h > 0, let ϕ ε,h be a solution to the following equation on D where for any k = 0, 1, 2, 3 Remark 5.3 We note that in [RYZ18] the authors consider the periodical boundary condition, which is different from the Neumann boundary condition. But by our extension method as we explained before, a similar proof follows.
, which is the unique solution to
where : f (u ε ) :=: f (ϕ ε +Z ε ) : is defined in (5.10).
The sharp interface limit of equation (1.11)
Similarly as in the proof of Theorem 3.3 we prove that for a suitable choice h(ε), the solutions to (5.11) will converge to the solution to deterministic Hele-Shaw model (1.7). The method is a modification of the one in Section 4. We consider the residual where β, ζ, η ≥ 0 and β + ζ + η = 3. Similarly to (4.7)-(4.12) we have that
where we require that
Similarly to (4.6), we have that
Let η = 2 and κ > 0 be small enough such that β < 1 − ζ < 2 − 4κ, ζ < 1. Similarly as in the proof of Lemma 2.7 in [DP04] , we have that
Then by Chebyshev's inequality, we finish the proof.
For c ε h,t , we have the following estimate:
Lemma 5.5 There exists a constant C > 0 such that for any (t, x) ∈ D T and any ε, h ∈ (0, 1),
Proof Following a similar argument as in (4.8), (4.9) and (4.11), we obtain that for all g ∈ (g 1 , g 2 ) ∈ L 2 (D, R where e k is defined in (2.1). Note that e k (x)e k (y) = 1 2 (e k (x − y) + e k (x + y)). Thus we obtain K(t, x, y) ≃ k |k|e −t|k| 4 (e k (x − y) + e k (x + y)) := P 2 (t, x − y) + P 2 (t, x + y). .
We can extend the definition of K(t, x, y) for x, y ∈ R 2 with the same form as in (5.18), and denote K h (t, x, y) := −1 − ε 2σ−2 log h ε
