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第1章 序論
1.1 はじめに
従来から，人はロボットに対して様々な作業や動作を要求してきた．そのため
ロボットに関する研究は盛んに行われ，現在までに，単純な繰り返し作業を行っ
たり，非常に力がいる作業を行ったりするロボットが実用化されてきた．今日，ロ
ボットに要求される作業は，人が行けない危険な場所での作業等，移動を伴うも
のへとさらに広がりを見せており，移動ロボットのナビゲーションは特に重要な
研究課題となっている．
移動ロボットを実環境内でナビゲーションするためには，移動経路の計画，障
害物との衝突回避，目標の発見などが重要な課題である．これらの課題を実行す
るためには，ロボットの位置，姿勢，速度，目標までの方向，距離，障害物の位
置など，ロボットが現在置かれている状況に関する情報が必要である．これらの
情報を獲得するためには，ロボットにセンサを搭載し，このセンサ情報からこれ
らの情報を取り出す必要がある．使えるセンサとしては，触覚センサ，赤外線セ
ンサ，超音波センサ，レーザーレンジファインダ，視覚センサなどがあるが，中で
も，視覚センサは，ロボットの周辺状況を知るための有効なセンサとして最も有
望視されている．
視覚センサは，センサ情報から得られる情報量が多く，それゆえ，処理負荷が
高いという欠点があった．1980年代後半に計算機が高速となり，動画や時系列画
像が比較的扱いやすくなったことを背景として，視覚センサからロボットに必要
な情報を取り出す研究，すなわち，ロボットビジョンの研究が盛んになった．当初
は，視覚センサとして標準レンズを取り付けたカメラが多く利用されていた．そ
のため，レンズの画角による制限を受け，ロボットの前方だけなど局所的な情報
しか得られなかった．しかし，ロボットのナビゲーションでは前述の課題を実行
する必要があり，そのためには分解能が粗くても環境全体の大局的情報が実時間
で獲得できる方が望ましい．この問題の解決には，周囲 360[deg]の情報を一度に
観測できる全方位カメラが必要不可欠であり，現在までに様々なタイプのものが
開発されている．
このように，ロボットビジョンの分野では，全方位カメラは非常に有益である
ことがわかったが，ロボットビジョン以外ではどういった適用先が考えられるの
であろうか．以下に列挙してみる．
1
² 監視カメラ：視野が非常に広いという利点を生かし，監視カメラとして利用
できる．通常の監視カメラでは，広いエリアを監視するのに複数台のカメラ
で監視領域を分割してモニタしていたが，監視員は複数のモニタ画像を頭の
中でつなぎ合わせる必要があり，つなぎ目で死角が生じていたり，二重写り
している場合などには，監視エリア全体の認識が難しくなるといった問題が
あった．全方位カメラがあれば，1台のモニタで監視エリア全体を容易に認
識することができる．
² 管内検査：全周が一度に観察できるという利点を生かし，トンネル，配管な
どの内壁検査や，食道，胃，腸など体内の検査に利用できる．従来の工業用
や医療用の内視鏡は，広角レンズにより前方のみ観察できるもので，内壁を
広範囲にわたって観察するためには首を振る必要があり，検査時間を要する
こととなる．全方位カメラを利用することで，挿入するだけでカメラの側面
全周の内壁が一度に観察ができるので，検査時間の短縮が可能になる．
² TV会議システム：従来のテレビ会議といえば，参加者全員がカメラに向かっ
て同じ方向を向くというスタイルが一般的であるが，このスタイルは机を囲
む一般的な会議から言えば不自然といわざるを得ない．全方位カメラを机の
中央に設置することで，机を囲む参加者全員を撮像することができるので，
自然なスタイルでTV会議を行うことができるようになる．
² アミューズメント：この分野では，従来よりテーマパークのアトラクション
などに適用されている．しかし，高解像度ではあるが全周を分割して表示す
るタイプ，あるいは，低解像度であるが全方位をシームレスに表示するタイ
プのどちらかであり，それぞれの課題を解決した，高解像度でシームレスな
全方位撮像・表示装置の開発が待たれる．
² インタラクティブテレビ：放送局が全方位カメラを用いて旅行番組やスポー
ツ中継などを放送し，視聴者が自分の見たい方向の映像を選んで見るという，
新しいタイプのインタラクティブテレビへの応用が考えられる．
² 移動体の遠隔操縦：ヘリコプター，飛行機，車両などに全方位カメラを搭載
し，ネットワーク等を介して遠隔地に全周映像を伝送することによって，移
動体に乗っている感覚で遠隔操縦を行えるようになる．また，危険な戦地や
災害地の偵察や，仮想的な遠隔地探訪も可能になる．
以上のように，近年，ロボットビジョンの世界で花開いた全方位カメラは，ロボッ
トビジョン以外にも適用先が多く，一般社会にとっても非常に有益な装置である
ことがわかる．
2
1.2 パノラマと全方位カメラの歴史
本節では，パノラマの歴史について全方位カメラの話題を中心に紹介し，従来
の全方位カメラが生まれた背景とその用途などについて整理する (1){(8)．
元来，人は高いところに登って，周囲の光景を広く見渡すことが好きである．例
えば，西洋においては大聖堂に登り，日本においてはお城の天守閣に登って周囲
を見渡すという行為を行ってきた．これらの行為は，権威や権力といった意識と
も密接に結びついていることが容易に想像でき，近代以前は権力者の特権であっ
たと考えられる．
周囲の光景を広く見渡すという行為が庶民でも楽しめるようなったのは，イギ
リス人画家Robert Barkerが，1793年にロンドンのレスター・スクエアにパノラ
マ劇場（Fig.1.1，1.2）を建設したときからである．パノラマ（panorama）とは，
ギリシャ語の pan（すべての）と horama（景色）の造語で，Barkerが 1787年に
取得した特許，全周の絵によって擬似的な眺望を表現する装置の名前である．こ
の劇場はこの特許の装置を実現したもので，円筒形をした建物の内側の壁に遠景
を描き，壁の手前に立体的な模型をおいたもので，中央に設けられた展望台から
は全周の光景を見渡すことができた．テレビがなく，旅行にも簡単に行けなかっ
た時代，「スピンヘッドに停泊する艦隊の光景」「アブキールの戦い」など当時人気
のあった戦争絵画が定期的に架け替えられたこともあり，18世紀末から 19世紀に
かけてイギリス，フランスを中心にヨーロッパ中で大流行する．日本でも，1890
年（明治 23年）に，横浜の商人・神戸三九郎が浅草公園奥山に日本パノラマ館を
建設している．
絵画を用いたパノラマ劇場が流行した後，1826年に写真が発明されてからしば
らくして，実写のパノラマを記録するためのパノラマカメラが現れる．最初のパ
ノラマカメラは，パリ在住のドイツ人Friedrich von Martensが 1944年に発明した
Megaskopで，レンズを手動で左右に振ることで水平画角 150[deg]のパノラマ写真
を撮ることができた．そのカメラでパリの街を撮った驚くほど自然で鮮明な写真が
今も残されている．その後まもなく，1857年には，イギリス人M. Garellaがカメ
ラ全体を回転させることで全周 360[deg]を撮像できる世界初・全方位カメラを発
明している．また，時を同じくして，アメリカ人従軍カメラマンGeorge Barnard
が全周を分割撮影することにより南北戦争を記録している．このように，初期の
全方位カメラは，風景や戦争の記録用として使用されていたに過ぎない．
1900年以降は，主にアトラクションを目的とした全方位カメラが生まれている．
最初のものは，フランス人Raoul Grimoin-Sansonが 1900年のパリ万博に出展した
全方位映像アトラクションCineoramaである．これは，アメリカ人Thomas Alva
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Fig. 1.1 Robert Barker's Panorama, Leicester Square, London, 1789.
Fig. 1.2 Robert Barker's panoramic painting.
Edisonらにより 1981年に発明されたばかりの動画カメラと映写機をそれぞれ 10
台使用し，気球から分割撮像した全周の動画を円形スクリーンに映し出す装置で，
建物の中に設置された気球の吊籠に似せて作られた展望台（さらに天井には気球
に似せて布が張られていた）より，パリの上空に浮かぶ気球からの全周光景を眺
められるパビリオンであった．
その後，1924年に画角 180[deg]の魚眼レンズが実用化された．1960年頃に画
角が 220[deg]まで広がった（上方を向けると水平線より下も写る）こともあり，
1978年にアメリカ人E.A. Heinigerが魚眼レンズを用いた全周映像アトラクション
Swissoramaを開発する．このカメラは 1台のカメラで一度に全周を撮像できるが，
カメラが 1台ということで，スクリーンに拡大表示するアトラクション用途には解
像度が足りず，Sansonが考案したカメラを（映写機も）複数台用いる方式に取っ
て代わることはできなかった．現在でも，解像度の理由から，ほとんどの全方位
映像アトラクションで，カメラを複数台用いる方式が採用されている．
Heinigerの Swissorama以外にも，全方位を一度に撮像できる全方位カメラが，
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1900年頃から特許として権利化されている．これらは円錐鏡や球面鏡といった反
射鏡に写った全周の光景をカメラにより撮像するものであったが，反射鏡のもつ
収差により画像がぼけることや，その他の理由により，実用化できなかったと想
像される．1980年代後半から CCDカメラが安価に，計算機が安価かつ高速とな
り，動画や時系列画像が比較的扱いやすくなる．これらを背景として，分解能は粗
くても環境全体の大局的情報が実時間で獲得できればよいロボットビジョンの分
野において，反射鏡を用いた全方位カメラの開発が再開されることとなった．そ
の結果，1990年代後半より，双曲面鏡を用いた SOIOS SCOPE（(株)映蔵），球
面鏡を用いた全方位カメラ（ローゼルエレクトロニクス (株)）といった全方位カ
メラが 20社以上から商品化されている（Fig.1.3）．また，1996年にApple Inc.が
全周画像表示装置QuickTime VRを発表したこともあり，この時期以降，全周画
像はより身近なものとなった．
 
SOIOS SCOPE 
using hyperboloidal mirror. 
(EIZO Co.,LTD.) 
Omnidirectional camera 
using spherical mirror. 
(Rosel Electronics Corp.) 
Fig. 1.3 Conventional omnidirectional camera.
以上のように，パノラマと全方位カメラの歴史について概観した．Table 1.1，
Table 1.2に年表としてまとめる．このように，数多くの全方位カメラが現在まで
に誕生し，それぞれの特徴を生かし様々な用途で使用されていることがわかる．逆
に，これら全方位カメラにはそれぞれに問題点があり，汎用的な全方位カメラは
未だ存在しないということもわかる，本研究では，従来と比べて汎用性が高く，よ
り適応先の多い全方位カメラの構築を目的とする．
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Table 1.1 History of panorama and onmidirectional camera (1/2).
時　期 パノラマと全方位カメラ 周辺技術
BC100年頃 ローマ人が凸面鏡
の成形方法を発明
15～17世紀 ルネッサンス・バロック時代，宮殿や聖堂
のドーム内側に全周の光景を含む天井画が
描かれる
1787年 R. Barker (英)がパノラマの特許取得
1793年 Bargerがロンドンにパノラマ劇場を建設
(18～19世紀にかけてヨーロッパで大流行)
1826年 J. Niepce (仏)が
写真を発明
1844年 F. Martens (独)がパノラマカメラMega-
skopを発明 (レンズのみスイングする方式，
水平視野 150[deg])
1857年 M. Garella (英) が全方位カメラを発明
(カメラ全体が回転する方式，水平視野
360[deg])
1860年代 G. Barnard (米)が全周を分割撮影により
南北戦争を記録
1890年 神戸三九郎が浅草に日本パノラマ館を建設
1891年 T. Edison (米)が動
画カメラと映写機
を発明
1900年 R. Sanson (仏)がパリ万博に全周映像アト
ラクションCineoramaを出展 (10台のカメ
ラで撮った動画を 10台の映写機で円形ス
クリーンに映す装置)
1900年代～ 円錐鏡や球面鏡等，凸面鏡を用いた全方位
カメラが権利化される
1911年 R. Wood (米)が魚眼レンズの原理を発見
1924年 R. Hill (英)が実用的な魚眼レンズを製作
1970年 W. Boyle (米)とG.
Smith (米)が CCD
を発明
1978年 E. Heiniger(米)が魚眼レンズを用いた全方
位映像アトラクション Swissoramaを開発
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Table 1.2 History of panorama and onmidirectional camera (2/2).
時　期 パノラマと全方位カメラ 周辺技術
1979年 白黒CCDカメラの
商品化 (松下)
1980年 カラーCCDカメラ
の商品化 (ソニー)
1981年 IBMが 16bitPCを
商品化.この後,互換
機の参入によりPC
市場が急速に拡大
1980年代 CCDカメラが安価,計算機が高速になり，
後半～ ロボットビジョン用全方位カメラの研究が
盛んになる
1990年代 反射鏡を用いた全方位カメラの商品化
後半～
1996年 Apple が全周画像表示ソフト QuickTime
VRを発表
1.3 本論文の目的
人が見やすい画像であれば，ターゲット抽出や認識といった画像処理も容易に
なり，目視用から画像処理用まで全方位カメラとしての汎用性が向上し，適用先
も広くなるので，
"取得画像から目視により一目で全周の光景を容易に把握できる"
ことを研究目標においた．この研究目標を機能として記述すると，
² リアルタイム全周撮像（常時，全周が見える）
² 低収差（画像の解像度が高く鮮明）
² 低歪み（被写体の認識が容易）
となり，これらすべてを満たすことができる「2枚の反射鏡からなる全方位視覚シ
ステム」(9){(11)（OmniDirectional Vision system，以下ODVと略記して筆者研究
対象を示し，従来の全方位カメラと区別する）を提案する．
過去，様々な全方位カメラが開発されてきたが，これら全ての要求を満たすもの
は未だ存在していない．最も古くからあるカメラを回転させて環境を見渡す手法
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には，解像度の高い全周画像が得られるという利点があるが，実時間での画像取
得が困難であるという問題がある．実時間での全周画像を得る手法としては，魚
眼レンズなど屈折レンズを用いる手法，球面鏡，円錐鏡，双曲面鏡などの 1枚の
反射鏡に映し出された全周の光景を従来のカメラで撮像する手法などが提案され
ている．魚眼レンズを用いた場合には，天井などの上方の被写体が取得画像の大
部分を占めてしまうため，水平方向の全方位画像は垂直方向に縮小されて歪んだ
画像になってしまうという課題がある．反射鏡を用いる場合には像面湾曲や非点
収差が生じるため，反射鏡に映し出される像はボケてしまう．その状態で鮮明な
画像を得るためには，カメラの絞りを絞ること等により焦点の合う範囲を広げる
（被写界深度を深くする）必要がある．しかし，光量の少ない環境下で絞ることが
できない場合，鮮明な画像を得ることは難しくなる．また，得られる画像は 1回
反射された画像なので，左右反転してしまうという課題も生じる．
本論文では，上記の課題を解決し，鮮明かつ低歪み画像を実時間で得ることが
できるODVを提案する．Fig.1.4にODV外観，Fig.1.5に名古屋駅前で撮像した
ODVの全周画像を示す．ODVは 2枚の非球面反射鏡で構成されているので，反
射鏡を 1枚のみ用いた全方位カメラと比べて設計の自由度が大きい．それゆえ，収
差を補正して画像を鮮明にすることや，等距離射影 (12)（光学系への入射角が画面
上で等間隔に並ぶ射影）などの設計諸元に合わせて設計することで，従来型と比
べ相対的に歪みを減少させることが可能である．また，得られる画像は 2回反射
されることで反転のない画像となる．その他，赤外線域から紫外線域まで利用可
能で，耐放射線性に優れるという特徴も持っている．このようにODVは様々な特
徴を持ち，これらの特徴を生かした応用が可能である．例えば，画像歪みの少な
い超広角ODV，耐放射線性を生かした衛星搭載全方位モニタカメラ，サッカー場
を斜めから撮っても歪みのない俯瞰画像が得られるフォーメーションカメラ等が
あり，これらODV応用例についても言及する．
1.4 本論文の構成
本論文は，7章と付録からなり，主題を第 2章から第 6章に示す．
第 2章では，ODVが解決すべき課題を抽出する．コンピュータビジョンやロボ
ティクスの分野において従来から使われている全方位カメラには，一般的なカメ
ラを用いる方式，全周を視野とする屈折レンズを用いる方式，反射鏡に写った全
周映像を撮像する方式の 3方式があり，それぞれの特徴と問題点を整理すること
で課題抽出を行う．
第 3章では，筆者が提案するODVの概要について説明する．前章で抽出した従
来型全方位カメラの特徴や課題を踏まえ，ODVの研究目標を設定する．続いて，
この研究目標を実現するための課題と，これらを解決するためのODVの構成と撮
8
 Fig. 1.4 OnmiDirectional Vision system: ODV.
 
Fig. 1.5 Input image of ODV.
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像原理について明らかにする．最後に，この構成に起因する特徴について明らか
にする．
第 4章では，2枚の非球面反射鏡から構成されるODV光学系の設計手法につい
て説明する．ODVでは，反射鏡に写った全周の像をCCDカメラで撮像すること
により全周画像を得ているが，この像には反射面形状に起因する収差が発生し，こ
の収差が大きいと全周画像は歪み，ボケてしまう．よって，この収差の発生を抑
えるために反射鏡形状を最適化する，つまり，収差最適化計算を行う必要がある．
まず，主鏡，副鏡の反射面形状の設計法と，像に発生する収差を反射面形状から
求める方法について明らかにする．続いて，これらの設計法を用いた収差最適化
計算手法について明らかにする．
第 5章では，前章で述べた収差最適化計算手法の妥当性の検証を実施するとと
もに，従来型との収差に関する定量的比較を実施することによって，ODVの有効
性を明らかにする．収差最適化計算手法に関しては，比較的収差が残るODVを試
作し，この試作機で測定された像面の形状を計算結果と比較することにより妥当
性を検証する．また，従来型との定量的評価に関しては，光学系の外径，視野角が
ともに同じODVと従来型全方位カメラを設計し，それぞれが鮮明な画像を得るた
めの撮影条件（被写体の明るさ）の違いを比べることで，定量的比較を実施する．
第 6章では，ODVの持つ特徴を生かして開発した 4種類の応用例それぞれにつ
いて個別に詳述する．
第 6.2節では，監視カメラとしての使用を想定して，ODVの画像歪みが少ない
という特徴を生かした超広角ODVと，波長依存性がほとんどないという特徴を生
かした赤外用ODVの開発について詳述する．超広角ODVに関しては，画像歪み
を抑える設計方法について明らかにし，撮像例を評価することでその効果を検証
する．赤外用ODVでは，可視光用に設計したODVを赤外カメラに取り付け，赤
外カメラでも使えることを検証する．
第 6.3節では，衛星搭載全方位モニタカメラの開発について詳述する．これは，
衛星に搭載されている数多くの展開構造物（太陽電池パドル，アンテナ等）を視
覚的にモニタするためのカメラで，一度に全周視野が得られるという特徴だけで
なく，耐放射線性に優れるというODVの特徴も生かして開発したものである．ま
ず，全方位モニタカメラの構成と特徴，その開発内容について述べる．また，円
環状の撮像画像には被写体の識別が難しいという課題があり，これを解決するた
めに開発した透視変換による横長パノラマ画像への変換アルゴリズムについても
述べる．最後に，軌道上の衛星における撮像結果を示す．
第 6.4節では，球技場向けフォーメーションカメラシステムの開発について説明
する．これは，球技場の観客席上空の天井カメラから撮像された，台形状に歪ん
だフィールドの映像を，真上から俯瞰撮影したかような歪みのない映像に補正し
て表示するシステムで，映像の歪みを補正できるというODVの特徴を生かして開
発したものである．本システムの構成と特徴，その開発内容について述べ，特に，
フィールドの歪みを補正するための光学系の設計法と，光学系で補正しきれなかっ
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た歪みを設定（補正）するための変換アルゴリズムについて詳細に述べる．最後
に，球技場で撮られた実画像の変換結果を示す．
第 6.5節では，ODV内視鏡の開発について詳述する．これは，低収差で小型化
が容易であるというODVの特徴を生かして開発したものである．監視用の超広角
ODVを相似縮小することにより開発したものを対象に，縮小することで生じる問
題点の抽出とその対策について明らかにし，最後に試作機で得られた撮像結果を
示す．
最後に，第 7章では結論として，提案したODVとOVD応用例の研究開発によ
り得られた成果をまとめ，ODV技術の将来の可能性と今後の研究の方向性につい
て提案する．
11
第2章 従来型全方位カメラ
2.1 はじめに
19世紀中頃から戦場の記録用やエンターテイメント映像取得用として開発され
てきた全方位カメラは，近年，コンピュータやCCDカメラの進歩と共にロボット
ビジョンの研究が盛んになったこともあって，数多く製品化されるに至った．こ
れら全方位カメラは，Fig.2.1に示すように，一般的なカメラを用いる方式，全方
位を一度に撮像できる屈折レンズを用いる方式，反射鏡に写った全周映像を撮像
する方式の 3方式に分けることができる．本章では，近年盛んに研究されている
コンピュータビジョンやロボットビジョンの分野に絞って，これらの 3方式それぞ
れについて詳細に説明し，これらの特徴と課題を整理することで，ODVが解決す
べき課題を抽出する．
 19th century 20th century 21st century 
Patent 
Reflector 
Camera 
Lens 
Rotation 
Start of study on 
omnidirectional vision 
for mobile robot 
Continuous Panorama 
for theater 
Segmented Panorama 
for theater 
Type 
Fig. 2.1 History of omnidirectional camera.
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2.2 一般的なカメラを用いる方式
全周もしくはパノラマ写真を得るためにカメラを回転する，または，分割撮像
写真をつなげるという手法は，1850年頃から行われている最も原始的な手法であ
るが，近年のコンピュータビジョンやロボティクスの分野においても，これらの
手法に関する研究が続けられている．以下でこれらの方式に付いて詳細に述べる．
2.2.1 カメラを回転する方式
1980年代後半から，カメラの回転や並進にともなって得られる，全方位パノラ
マ画像やルートパノラマ画像に関する研究が始められる (Fig.2.2)．この方式の一
例として，Panoscan製の 360度デジタルカメラPanoscan MK-3(13)をFig.2.3に示
す．これら画像の分解能は，カメラの回転分解能として考えることができるため，
方位分解能に優れた全周画像を得ることができるという利点がある．その最も初
期の研究は，大阪大学で行われたパノラミックビューに関する一連の研究である
(14), (15)．また，これらの研究に続くものとして，複数撮像画像をつなぎ合わせるモ
ザイキング技術を用いた高解像全周画像に関する研究 (16){(18)や，高解像半球（全
天球）画像に関する研究 (19)などが行われている．
その後，全方位ステレオなど単にパノラマというだけでなく，パノラマ画像の幾何
学的性質に焦点を当てた研究へと広がりを見せている (20){(27)．例えば，Saraclik(20)
は，上下 2台によるステレオ視により室内を旋回走査することで，部屋の大きさ，
形状を決定し，ロボットが自己の位置を同定するための視覚情報を獲得する手法
を提案している．一方，Ishiguro(21){(26)らは，Fig.2.4，Fig.2.5に示すように，1台
のカメラを回転し，カメラの向きにより被写体の見える方向が変わる事を利用し
てステレオ視することを提案している．どちらの最終目標も，オフィスなどの環
境マップを構築するためである．
以上のように，この方式には低歪みかつ高解像度の全周画像を得られるという
特徴があるので，この特徴を生かし，周囲を詳細に観察するためや，正確な環境
マップを作成するために用いられるなど，利用価値の高い全方位カメラである．し
かしながら，1シーンの撮像に時間を要し，その上，ライン画像等をつなぎ合わせ
る処理も必要であることから，リアルタイムでの応答を必要とする移動ロボット
の衝突回避等の問題には不向きであるという課題がある．さらに，回転機構等を
必要とするなど構成要素が多く，小型化が容易ではない．よって，定点観測向き
である．
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 Rotational Axis 
Image Plane 
Camera 
Vertical Slit 
Fig. 2.2 Genarating of omnidirectional image.
 
Fig. 2.3 Panoscan MK-3.
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 Rotational Axis 
Image Plane 
Camera 
Vertical Slit 
Fig. 2.4 Generating of omindirectional stereo.
 
Camera 
● 
Rotational Axis 
● 
● 
● 
● 
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Fig. 2.5 Omnidirectional stereo.
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2.2.2 カメラを複数台用いる方式
複数台の固定カメラを外向きに配置することで，全周の画像を同時に取得する
手法が提案されている (28){(36)．
一例として，PointGreyResearch製の全方位型マルチカメラシステムLadybug(30)
について述べる．Fig2.6に示すように，Ladybugには水平方向に 5つ，上向きに 1
つの合計 6つのカメラユニットが放射状に配置されており，全天球の 75%の視野
を一度に撮影できる．このようなマルチカメラシステムでは，Fig.2.7に示すよう
に各カメラの投影中心（視点）が一致しないため，画像を合成するとき，各カメ
ラ位置，姿勢をキャリブレーションする必要があり，そのための手法 (31), (37)も提
案されている．
また，各カメラの投影中心を一致させた方式 (38){(40)も提案されている．例えば，
(株)ソニーの開発した FourthVIEW(38)では，Fig.2.8，Fig.2.9に示すように，八
角錐鏡を下向きに，8台のカメラを上向きに設置した撮像装置を用いる．カメラは
八角錐鏡で反射された全周の光景を撮像するので，各カメラの視点は八角錐鏡の
内側で仮想的に一致することとなる．これらの場合，画像を合成する処理は残る
ものの，カメラ位置，姿勢をキャリブレーションする処理は不要となる．
以上のように，これは，カメラを回転する方式で課題となっていた実時間撮像
を可能にした方式で，低歪みかつ高解像度の全周画像を実時間で得られるという
特徴を生かし，例えば，インターネット配信用の視点・視線自由形映像（視聴者
が自由に 360度全方位に視線を変えたり，また視点位置を移動しながら楽しめる）
コンテンツの制作などで活用されている．しかしながら，複数のカメラを必要と
するなど構成要素が多く，小型化が容易ではなので，カメラを回転する方式と同
様に定点観測向きである．
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 Fig. 2.6 Omnidirectional multi-camera system "Ladybug".
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Fig. 2.7 Structure of Ladybug.
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 Fig. 2.8 FourthVIEW.
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Fig. 2.9 Structure of FourthVIEW.
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2.3 屈折レンズを用いる方式
全周もしくはパノラマ写真を得るために，初期の頃は，上述のようにカメラを
回転もしくは分割撮像していたが，1960年代になり，180[deg]以上の視野を持つ
魚眼レンズが普及すると，視野の周辺部のみを用いることで一度に全周撮像でき
る全方位カメラが登場する．その後，屈折レンズの一部がミラー蒸着された，全
周撮像用に特化したPALレンズなども開発されている．以下でこれらの方式につ
いて詳細に述べる．
2.3.1 魚眼レンズを用いる方式
魚眼レンズとは，180[deg]以上の画角を持つ超広角レンズで，フィッシュアイと
も呼ばれる．魚眼という名称の由来は，魚の視点から水面上を見た場合，水 (海水)
の屈折率の関係で，水上の光景すべて（全天球）が見える事から来ている．Wood
が 1911年に出版した光学理論の本"Physical Optics"(41)で名付けたもので，彼はこ
の本で，ピンホールと乾板の間に水を満たしただけの簡単なカメラで画角 180[deg]
の全天写真を撮像したと報告している．この 13年後の 1924年，Hillにより設計さ
れ，イギリス・ロンドンのBeck社から発売されたWhole Sky Lens(42)が実用化さ
れた最初の魚眼レンズとされている．
その後，魚眼レンズは 1960年代に大きな転機を迎えることとなる．設計技術の
進歩や非球面レンズの登場により性能が向上したことで，民生品として普及し，全
天の雲量測定や森林の植生分布の測定など，学術用途で多く使われることとなっ
た．特筆すべきこととして，Nikon社から発売されたFisheye-Nikkor 6mmが挙げ
られる．Fig.2.10に外観を，Fig.2.11に撮像画像を示す．このレンズは世界で最も
視野角が広い画角 220[deg]を有したレンズであり，ワンショット全天撮影やパノラ
マ撮影に大きな影響を与えることとなった．前述したHeiniger開発の Swiissorama
もこの魚眼レンズを用いている．
ロボットビジョン等の分野において全周画像取得に魚眼レンズを用いる方式は，
米国のCincinnati大学で研究されている (43), (44)．彼らの提案した視覚センサでは，
魚眼レンズを鉛直上向きに取り付け,上方半球の視野領域を一度に撮影することが
できる．作業領域にあらかじめ LEDなどの光源を複数個取り付け，これらをラン
ドマークとしてロボットの位置制御を行っている．また，魚眼レンズを複数台用
いて，実時間で全球視野を取得する研究もなされている (46){(49)．
以上のように，この方式には実時間で解像度の高い半球視野画像を得られると
いう特徴があるので，この特徴を生かし，学術用途やロボットビジョンの分野で多
く使われるなど，利用価値の高いレンズである．しかしながら，全方位の情報を得
るには不向きと言わざるを得ない．例えばこの方式で室内を撮像した場合，天井ば
かりを観測することになり（Fig.2.11では画像のほとんどを空が占めてしまってい
る），必ずしも観測する必要のない上方の領域が多く，側面の領域が狭くなってし
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Fig. 2.10 Fisheye lens (Nikon Fisheye-Nikkor f=6mm F2.8).
Fig. 2.11 Input image of ¯sheye lens (Nikon Fisheye-Nikkor f=6mm F2.8).
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Fig. 2.12 Distortion of ¯sheye lens image.
まう．その上，この方式には側面ほど歪みが多くなるという課題もある．Fig.2.12
に示すように，ほとんどの魚眼レンズには等距離射影が採用されていて，仰角は
一定間隔で写るが，これが原因で被写体は側面ほど周方向に引き伸ばされてしま
う．結果として，本来必要な側面観測が不十分となる．
2.3.2 PALを用いる方式
PALは Panoramic Annular Lensの略称で，1985年にGregussによって開発さ
れた全方位レンズである (50)．PALの外観をFig.2.13に，断面図をFig.2.14に，全
周画像を Fig.2.15に示す．これらの図からわかる通り，PALは超広角屈折レンズ
系に属するが，独自の光学構造をもっている．内側に 2面の反射鏡を有する単一
のガラスブロックからなり，1回屈折，2回反射（射出面は平面なので除く）によ
りドーナツ型の全方位画像が得られる．
PALは他の全方位カメラとは違い，透視投影（射影）の光学特性が明らかでな
い．河合ら (51), (52)の測定結果によれば，Fig.2.16に示すように，写像位置と仰角
の関係は，仰角が小さいほど放射線方向に長く写る，つまり，側面方向ほど被写
体が大きく写る傾向にあるので，上述の魚眼レンズと比べて全周撮像向きである
ことがわかる．また，構造がガラスブロックのみとシンプルな構成なので，光軸
の調整が不要であり，過酷な環境下での耐久性があるという特徴もある．これら
の特徴を有することから，ソニー (株)が監視カメラ用光学系として採用し，製品
名カメラオンアイとして市販化している．
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 Fig. 2.13 PAL.
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Secondary Mirror 
Primary Mirror Glass Block 
Fig. 2.14 Sectional shape of PAL.
Fig. 2.15 Input image of PAL.
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 (a) Measurement scheme 
(b) Coordinates of PAL image 
(c) Elevation angle and mapping position 
Fig. 2.16 Optical Characterization of PAL.
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一方で，屈折面，反射面は球面で，3面しかないことから球面収差等の補正に限
界があり，筆者の目視評価ではあるが画質は良いとは言えず，収差補正が課題で
あると考えられる．
また，他社からも同様のレンズが開発されている．オリンパス (株)が 2007年 7
月に発表した軸対称自由曲面レンズ (53)の外観をFig.2.17に，断面図をFig.2.18に
示す．これらの図から，このレンズはPALと極めて近い構成であることがわかる．
適用先としてパノラマプロジェクタを想定しているとのことであるが，まだ試作
段階であるため，仕様，性能等はほとんど明らかにされていない．
 
Fig. 2.17 Free-shaped lens.
Fig. 2.18 Sectional shape of free-shaped lens.
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2.4 反射鏡を用いる方式
全周視野を意識した反射光学系に関する特許は 1900年頃より存在するが，実際
にコンピュータビジョンやロボティクスなどの分野で活用され始めたのは 1990年
前後になってからで，円錐鏡や球面鏡を用いた方式がその初期のものである．その
後，双曲面鏡や放物面鏡を用いた方式などが提案されている．どのタイプも回転
体の凸面側を反射鏡とし，カメラの鉛直上方に反射鏡を配置した構造となる．こ
れらの方式の最大の特徴は，全周の光景を一度に撮像できる点にある．ただし，垂
直方向の視野特性は，反射鏡の形状により異なる．以下でそれぞれの方式につい
て詳細に述べる．
2.4.1 円錐鏡を用いる方式
円錐鏡に周囲を投影し撮影する全方位カメラ（Fig.2.19）は，反射鏡の動径方向
と周方向の曲率が異なる（切り口の形状がそれぞれ直線と凸）ことで非点収差（詳
細は付録Aを参照）が生じ，Fig.2.20に示すように，画像は大きくぼけるが，円錐
鏡の回転対称軸と平行な直線のみ画像面上で放射状にはっきりと表示される．こ
れは，建物内に一般に存在する柱，部屋の隅などの垂直エッジを観測するには好
都合である．この特徴を生かし，移動ロボットの環境理解，経路計画などに利用
されている (54){(58)．
しかしながら，画像がぼけることに加え，画像中心の近傍では歪みが大きく，角
度分解能も低いため，画像理解の目的には不十分であり，目標の発見，衝突回避
への利用は困難であるという課題がある．
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Fig. 2.19 Sectional shape of conical mirror system.
 
Fig. 2.20 Input image of conical mirror system(56).
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2.4.2 球面鏡を用いる方式
球面鏡に周囲を投影し撮影する全方位カメラ（Fig.2.21）は，Fig.2.22に示すよ
うに比較的鮮明な画像を得ることができる．また，球面鏡は加工しや易いことか
ら，安価に作成できるという特徴も有する．これらの特徴を生かし，移動ロボッ
トのセンサやバーチャルリアリティ向けの画像取得等に利用されている (59){(62)．
しかしながら，魚眼レンズの場合と同様に，カメラ自身の像や床面の画像を多
く含み，側面の歪みが大きい（側面が小さく写る）という欠点がある．さらに，反
射鏡により結ばれる虚像面が鏡面に沿って湾曲する像面湾曲（詳細は付録Aを参
照）が生じるので，レンズを絞るなどして被写界深度を深くしないと解像度の高
い画像が得られない．さらに，収差の影響を受け，小型化と高解像度化を両立す
ることは難しいといった課題もある．
2.4.3 双曲面鏡を用いる方式
双曲面鏡に周囲を投影し撮影する全方位カメラ（Fig.2.23）は，Fig.2.24に示す
ように比較的鮮明な画像を得ることができる．さらに，反射鏡形状が球面鏡と比
べて若干尖った形をしていることから，球面鏡より側面の歪みが小さい（側面が大
きく写る）という特徴も有する．また，双曲面の性質として 2つの焦点を持ち，1
つの焦点に向かう光線が双曲面鏡で反射されてもう 1つの焦点に集まるので，片方
の焦点にカメラを置くと，あたかももう 1つの焦点（単一視点）から全方位を撮影
したかのような映像を撮影することができる．これらの特徴を生かし，移動ロボッ
トのセンサやバーチャルリアリティ向けの画像取得等に利用されている (63){(66)．
しかしながら，画質に関しては，反射鏡により結ばれる虚像面が鏡面に沿って
湾曲する像面湾曲や，反射鏡の動径方向と周方向の曲率の違いにより生じる非点
収差により，レンズを絞るなどして被写界深度を深くしないと解像度の高い画像
が得られない．さらに，収差の影響を受け，小型化と高解像度化を両立すること
も難しいといった課題もある．
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Fig. 2.21 Sectional shape of spherical mirror system.
 
Fig. 2.22 Input image of spherical mirror system(66).
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Fig. 2.23 Sectional shape of hyperboloidal mirror system.
 
Fig. 2.24 Input image of hyperboloidal mirror system(66).
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2.4.4 放物面鏡を用いる方式
放物面鏡に周囲を投影し撮影する全方位カメラ（Fig.2.25）は，Fig.2.26に示す
ように比較的鮮明な画像を得ることができる．さらに，双曲面鏡と同様に若干尖っ
た形をしていることから，球面鏡より側面の歪みが小さい（側面が大きく写る）と
いう特徴も有する．また，放物面の性質として 1つの焦点を持つので，放物面の
焦点に向かい反射した平行光をカメラで捉えれば，あたかも放物面鏡の焦点（単
一視点）から全方位を撮影したかのような映像を撮影することができる．これら
特徴を生かし，移動ロボットのセンサやバーチャルリアリティ向けの画像取得等
に利用されている (67){(69)．
しかしながら，放物面鏡に反射された平行光線を捉えるには，テレセントリッ
クレンズが必要となる．テレセントリックレンズとは，レンズの片側において光
軸と主光線が平行とみなせるような光学系であり，平行光を集光しCCDに結像す
ることができる．テレセントリックレンズの視野は平行であることから，反射鏡
とレンズの距離を任意に決めることができるという利点が生じるが，特殊なレン
ズなので非常に高価であり，全方位カメラ自体も高価になってしまうという課題
も生じる．
画質に関しては，双曲面鏡の場合と同様に，像面湾曲と非点収差が生じるので，
レンズを絞るなどして被写界深度を深くしないと解像度の高い画像が得られない．
さらに，収差の影響を受け，小型化と高解像度化を両立することが難しいといっ
た課題もある．
2.5 まとめ
本章では，これまで多くの研究がなされてきた全方位カメラについて，一般的
なカメラを用いる方式，屈折レンズを用いる方式，反射鏡を用いる方式の 3方式に
分けて詳細に述べた．そして，各方式にはそれぞれ特徴があり，これらの特徴に
適した用途が存在することがわかった．各方式の特徴と課題をまとめると，Table
2.1のようになる．この表より，全方位カメラに求められている機能は主に以下の
3点であることがわかる．
² 実時間撮像（常時，全周が見える）
² 低収差（画像の解像度が高く鮮明）
² 低歪み（被写体の認識が容易）
これら全てを満たす全方位カメラが開発できれば，より汎用性が高められ，新た
なニーズ開拓が可能になると考えられる．
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Fig. 2.25 Sectional shape of paraboloidal mirror system.
 
Fig. 2.26 Input image of paraboloidal mirror system(69).
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Table 2.1 Merits and demerits of conventional omnidirectional cameras
方　式 特　徴 課　題
・高解像度，低歪み ・回転機構が必要
回転 ・リアルタイム性が問われ ・全周撮像に時間を要する
　ない機器向き　　　 ・画像結合処理が必要
カメラ ・定点観測向き ・小型化が困難
・実時間撮像が可能 ・画像結合処理が必要
複数 ・高解像度，低歪み ・多くの機器が必要
・定点観測向き ・小型化が困難
・実時間撮像が可能 ・歪みが残る
魚眼 ・低収差
屈 折 ・全天観測向き
レンズ ・実時間撮像が可能 ・収差が残る
PAL ・低歪み
・移動ロボット向き
・実時間撮像が可能 ・収差，歪みが大きく残る
円錐 ・柱など鉛直線のみ見える
・移動ロボット向き
球面 ・実時間撮像が可能 ・収差，歪みが残る
・移動ロボット向き ・小型化が困難
反射鏡 ・実時間撮像が可能 ・収差が残る
双曲面 ・低歪み ・小型化が困難
・移動ロボット向き
・実時間撮像が可能 ・収差が残る
放物面 ・低歪み ・小型化が困難
・移動ロボット向き ・テレセントリックレンズ
　 (高価)が必要
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第3章 ODVの概要
3.1 はじめに
本章ではまず，前章で抽出した従来型全方位カメラの特徴や課題を踏まえ，ODV
の研究目標を設定する．続いて，この研究目標を実現するための課題と，これら
を解決するためのODVの構成と撮像原理について明らかにする．最後に，この構
成にしたことにより生じる特徴について明らかにする．
3.2 研究目標
前章で紹介した従来型全方位カメラは，それぞれの用途にあった開発がなされ
ている．例えば，ロボットビジョン用に限定した全方位カメラの場合，取得画像
から目視による被写体の認識ができなくても，ナビゲーションに必要な情報が画
像処理により取得できれば良いこととなる．しかし，このような全方位カメラは
汎用性が低く，ロボットビジョン以外の用途，例えば，目視による監視用途では
使用できない．よって，本論文では，
"取得画像から目視により一目で全周の光景を容易に把握できる"
ことをODVの研究目標とおく．人が見やすい画像であれば，ターゲット抽出や認
識といった画像処理も容易になり，目視用から画像処理用まで全方位カメラとし
ての汎用性が向上し適用先も広くなる．
3.3 構成
上記の研究目標を機能として記述すると，
² リアルタイム全周撮像（常時，全周が見える）
² 低収差（画像の解像度が高く鮮明）
² 低歪み（被写体の認識が容易）
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となるが，前章において紹介した従来型全方位カメラにはこれら 3機能全てを満
たすものがない．実時間で全周撮像できて，かつ，カメラを 1台とする機器構成
がシンプルな方式としては，レンズを用いる方式，反射鏡を用いる方式の 2方式
がある．これらの方式で収差と歪みを補正するには，屈折面や反射面を非球面化
して設計の自由度を高めることが必要になる．レンズ方式の場合，レンズ材の加
工性の悪さから非球面化が難しいのに対し，反射鏡方式の場合，加工性が良く非
球面化が容易な金属反射鏡を使うことができる．よって，ODVには非球面反射鏡
を用いることとした．さらに，反射面が 1枚のみでは収差か歪みの一方しか補正
できないことから，反射鏡を 2枚構成とすることとした．
以上の構成とすることで，実時間撮像，低収差，低歪みを同時に満たすことが可
能になる．撮像時間，解像度，歪みの 3軸からなるポジショニングマップでODV
の位置を示すと Fig.3.1のようになる．ODVは 1台のカメラを固定して使用する
ので，CCDの有する解像度に制限され，カメラ回転方式のようにより高い解像度
を期待できないが，反射鏡を 1枚用いる方式より高解像度で，魚眼レンズより低
歪みというポジションに位置することとなる．
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ODVの構成をFig.3.2に示す．ODVは主鏡，副鏡，レンズ，CCDカメラ，透明
カバーから構成されている．主鏡と副鏡は，同一の回転対称軸を中心として回転
対称な形状の反射面を有し，対向して配置されている．そして，これら反射鏡の
断面形状は，等距離射影など任意に設定した射影にそった視野が得られ，かつ，収
差が少なくなるように設計されている．入射光はまず主鏡で反射され（一次反射
光），その反射光は副鏡によりレンズの方向へ反射される（二次反射光）．画像は
副鏡により結ばれる像をCCDカメラにより撮像することで得られる．透明カバー
は，主鏡と副鏡を固定するために用いられる．
Secondary Mirror
Clear Cover
Primary Mirror Lens
CCD Camera
2nd Reflected Ray
1st Reflected Ray
Incident Ray
Fig. 3.2 ODV (Cut Model).
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3.4 特徴
ODVは上記の構成であることから様々な特徴を持つ．特徴を以下に列挙し，そ
れぞれについて詳述する．
² リアルタイムに全周撮像できる：回転体の反射鏡により全周の光景を一度に
映し出すことができるので，CCDカメラなどによるリアルタイム全周撮像
が可能である．
² 収差・歪みを補正できる：2枚の反射鏡はそれぞれ任意の断面形状を持つ回
転体なので，設計の自由度が高い．それゆえ，収差や歪みを補正することが
可能である．
² 波長依存性がほとんどない：ODVの光学系は反射鏡のみで構成されていて，
反射鏡には波長依存性がほとんどないことから，紫外線から赤外線まで使用
可能である．ただし，可視光以外で使用するときには，使用する波長の透過
率の高いカバーを使用するか，カバーを使用せずにステーなどで副鏡を固定
する必要がある．
² 耐放射線性に優れる：放射線環境下では，CCD上には白傷（常に明るい固
定点）が発生し，レンズは茶色あるいは黒色に変色する．ODVのCCDとレ
ンズは，アルミの反射鏡により覆われているので，被爆しにくい構成となっ
ており，鏡材に鉛などの重金属を用いることで，耐放射線性をさらに向上さ
せることができる．
3.5 まとめ
本章ではまず，従来型全方位カメラの特徴や課題を踏まえ，ODVの研究目標を
「取得画像から目視により一目で全周の光景を容易に把握できる」と設定した．こ
のように設定したのは，人が見やすい画像であれば，画像処理用だけでなく目視
用としても使用でき，汎用性が向上し適用先も広くなるからである．続いて，こ
の研究目標を実現するために，実時間で全周撮像できる反射鏡方式を採用し，収
差と歪みが同時に補正できるよう，非球面反射鏡を 2枚構成としたODVを提案し
た．また，この構成により，収差や歪みの補正だけでなく，赤外線や紫外線でも利
用でき，耐放射線性に優れるといった特徴を有することとなる．
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第4章 反射鏡の収差最適化計算
4.1 はじめに
ODVでは，反射鏡に写った全周の像をCCDカメラで撮像することにより全周
画像を得ているが，この像には反射面形状に起因する収差が発生し，この収差が
大きいと全周画像は歪み，ボケてしまう．よって，この収差の発生を抑えるため
に反射鏡形状を最適化する，つまり，収差最適化計算を行う必要がある．本章で
はまず，主鏡，副鏡の反射面形状の設計方法と，像に発生する収差を反射面形状
から求める方法について明らかにする．続いて，これらの設計方法を用いた収差
最適化計算手法について明らかにする．
4.2 反射鏡形状
反射鏡は回転対称であるから断面形状を決定すれば形状が決定する．Fig.4.1は
副鏡の断面形状の計算法を説明するための図であり，Fig.4.2は主鏡の断面形状の
計算法を説明するための図である．Fig.4.1において，視点 Oを座標の原点とし，
横軸を x軸，ODVの回転対称軸である縦軸を z軸とする．この視点Oの位置はレ
ンズの前側節点 (70)（レンズに入ってくる画像が一点に集まるところ）の位置であ
る．そして，主鏡の断面形状を z = f1(x)と表し，副鏡の断面形状を z = f2(x) と
表す．また，M1は主鏡の内周上の点，M2は主鏡の外周上の点，S1は副鏡の内周
上の点，S2は副鏡の外周上の点である．Fig.4.2において，T は見ようとする対象
物，Pmは主鏡の反射面上の点，Psは副鏡の反射面上の点，µは入射光のODVへ
の入射角，Áは二次反射光の視点への入射角である．
反射鏡の断面形状を計算するために，次の条件を設定する．
条件 1 入射光の入射範囲 µmax～µmin，
反射光の入射範囲 Ámax～Ámin，
µと Áの関係（射影）µ = g(Á)
条件 2 主鏡の反射面上の点のM1，M2の位置と，
副鏡の反射面上の点 S1，S2の位置
条件 3 副鏡の断面形状 z = f2(x)
これらの条件を与えることにより，主鏡の断面形状が一意的に決まる．
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「条件 1」は歪みに関する条件であり，µと Áの関係を調節することにより，画
面の歪みを補正したり，被写体を歪ませたりといったことが可能になる．例えば，
等距離射影 (12)（光学系への入射角が画面上で等間隔に並ぶ射影）とするには，次
式のように定義することとなる．
µ =
µmax ¡ µmin
tanÁmax ¡ tanÁmin (tanÁ¡ tanÁmin) + µmin (4.1)
「条件 3」の副鏡の断面形状 z = f2(x)は，Fig.4.1に示すように，「条件 2」を用
いて，点 S1では点M1からくる一次反射光が視点Oの方向に反射するような傾き
を持ち，点 S2では点M2からくる一次反射光が視点Oの方向に反射するような傾
きを持つように設定する．
上記「条件 1，2，3」にそって主鏡の断面形状を求める．Fig4.2に示すように，
点 T から発せられ，点Pmそして点Psで反射され，視点Oに入射する光線につい
て考える．点Pm，点Psの座標を (x1; z1)，(x2; z2)とし，単位長さの入射光ベクト
ルをA，一次反射光ベクトルをB，二次反射光ベクトルをC，点 Pmでの主鏡反
射面の法線ベクトルをN1，点 Psでの副鏡反射面の法線ベクトルをN2とすると，
これらの成分は次式で表される．
A = (¡ sin µ;¡ cos µ) (4.2)
B = (x2 ¡ x1; z2 ¡ z1) (4.3)
C = (¡x2;¡z2) (4.4)
N1 = (¡f 01(x1); 1) (4.5)
N2 = (f
0
2(x2);¡1) (4.6)
ここで，f 01(x1)は x = x1における 1階の導関数，f 02(x2)は x = x2における 1階の
導関数である．反射の法則により，これらのベクトルには次の関係が成り立つ．Ã
A+
B
jBj
!
¢N1 = 0 (4.7)Ã
B
jBj +
C
jCj
!
¢N2 = 0 (4.8)
すなわち， 0@¡ sin µ + x2 ¡ x1q
(x2 ¡ x1)2 + (z2 ¡ z1)2
1A (¡f 01(x1))
+
0@¡ cos µ + z2 ¡ z1q
(x2 ¡ x1)2 + (z2 ¡ z1)2
1A = 0 (4.9)
0@ x2 ¡ x1q
(x2 ¡ x1)2 + (z2 ¡ z1)2
+
¡x2q
x22 ¡ z22
1A (f 02(x2))
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+0@ z2 ¡ z1q
(x2 ¡ x1)2 + (z2 ¡ z1)2
+
¡z2q
x22 ¡ z22
1A (¡1) = 0 (4.10)
また，点 Psは副鏡の反射面上にあることより，次式が成り立つ．
z2 = f2(x2) (4.11)
ここで，点O-点 Ps間の距離をDとすると，
x2 = D sinÁ (4.12)
z2 = D cosÁ (4.13)
と表せ，これらを式 (4.9)，式 (4.10)に代入すると，それぞれ，
f 01(x1) =
D cosÁ¡ z1 ¡
q
D2 + 2(x1 sinÁ+ z1 cosÁ)D + x21 + z
2
1 ¢ cos µ
D sinÁ¡ x1 ¡
q
D2 + 2(x1 sinÁ+ z1 cosÁ)D + x21 + z
2
1 ¢ sin µ
(4.14)
0@sinÁ¡ D sinÁ¡ x1q
D2 + 2(x1 sinÁ+ z1 cosÁ)D + x21 + z
2
1
1A (f 02(D sinÁ))
+
0@cosÁ¡ D cosÁ¡ z1q
D2 + 2(x1 sinÁ+ z1 cosÁ)D + x21 + z
2
1
1A (¡1) = 0 (4.15)
D cosÁ = f 02(D sinÁ) (4.16)
となる．このうち式 (4.15)は Á，(x1; z1)，Dの関係を決める代数方程式，式 (4.16)
は Á，Dの関係を決める代数方程式である．したがって，式 (4.15)と式 (4.16)を
連立させれば，与えられた (x1; z1)に対して Á，Dを求めることができる．ただし，
これらの方程式は非線形で解を陽に求めることはできないから，Newton法を用
いて解く．そして，Áが x1，z1で表されたことから，「条件 1」より µも x1，z1で
表される．したがって，式 (4.14)の右辺は x1，z1の関数になるから，式 (4.14)は
z1 = f1(x1)に対する微分方程式になる．これを点M1を起点として数値積分する
ことにより，主鏡の断面形状が求められる．
4.3 像面形状
4.3.1 収差
物体の一点から出た光線群が，レンズを通過後，理想的な像点に集まらず，散
らばり偏る現象を収差という．収差は便宜上，球面収差，コマ収差，非点収差，像
面湾曲，歪曲，色収差の 6つに分類される（詳細は付録Aを参照）．
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ODVは，反射鏡に写った虚像を撮影するので，一般的な光学系にのみ関係する
球面収差とコマ収差は生じない．また，光の屈折を利用しないので，色収差も生
じない．歪曲に関しては，射影の設定次第でコントロールできるので，補正対象
としない．よって，残る非点収差，像面湾曲が問題となる．
非点収差とは，光束の当たる部分の鏡面の形状が主光線に対して回転対象でな
いときに起こり，鏡面で反射した光束が 1つの像として結ばず，互いに直角な一対
の線状の像として異なった像面に結像する状態をいう．また，像面湾曲とは，像
面が平面とならず湾曲している状態をいう．
ODVに用いている鏡面形状は回転対称であることから，動径方向と周方向それ
ぞれの鏡面の反射により生じる像の位置を求め，これらの像により形成される像
面の位置，形状について検討する必要がある．動径方向の鏡面の曲率により生じ
る像はメリジオナル像，周方向の曲率により生じる像はサジタル像と呼ばれ，こ
れらの像の位置の求め方を以下で述べる．なお，そこで必要となる回転体表面の
曲率半径，および，凹・凸面により結ばれる像の位置については導出が煩雑にな
るため，それぞれを付録B，Cに示す．
4.3.2 メリジオナル像
Fig.4.3はメリジオナル像の位置の求め方を示す図であり，点 I1は主鏡により結
ばれるメリジオナル像の位置，点 I2は副鏡により結ばれるメリジオナル像の位置，
Eは点 T から点Pmまでの距離，Gは点Pmから点Psまでの距離，qmpは点Pmか
ら点 I1までの距離，qmsは点 Psから点 I2までの距離，°pは点 Pmへの入射角，°s
は点Psへの入射角である．まず，主鏡の動径方向の曲率半径 rmpは式 (B.11)より
rmp =
³
1 + (f 01(x))
2
´ 3
2
f 002 (x)
(4.17)
であるから，qは式 (C.26)より次のように表せる．
qmp =
E cos °p
2E
rmp
+ cos °p
(4.18)
次に，副鏡には距離 (H+ qmp)だけ離れた光源から光が入射するのと同じである
から，主鏡の場合と同様に，副鏡の動径方向の曲率半径 rmsと qmsは，式 (B.11)，
式 (C.26)よりそれぞれ次のように表せる．
rms =
³
1 + (f 02(x))
2
´ 3
2
f 002 (x)
(4.19)
qms =
(G+ qmp) cos °s
2(G+ qmp)
rms
+ cos °s
(4.20)
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4.3.3 サジタル像
上記で述べたメリジオナル像の場合と同様に考える．Fig.4.4にサジタル像の位
置の求め方を示す．光線は反射点において周方向に直交して入射しなければ視点
方向に反射しないので，点 Pm，点 Psへの入射角はそれぞれ 0[deg]となる．まず，
主鏡の周方向の曲率半径 rspと点 Pmからサジタル像までの距離 qspは，式 (B.12)，
式 (C.26)よりそれぞれ次のように表せる．
rsp =
x
q
1 + (f 01(x))
2
f 01(x)
(4.21)
qsp =
E
2E
rsp
+ 1
(4.22)
次に，副鏡の周方向の曲率半径 rssと点 Psからサジタル像までの距離 qssは，式
(B.12)，式 (C.26)よりそれぞれ次のように表せる．
rss =
x
q
1 + (f 02(x))
2
f 01(x)
(4.23)
qss =
(G+ qsp)
2(G+ qsp)
rss
+ 1
(4.24)
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4.3.4 像面形状と画質の関係
見ようとする対象物までの距離を決め，入射角µminからµmaxまで，例えば0.1[deg]
ごとに，副鏡により結ばれる対象物のメリディオナル像とサジタル像の位置をそれ
ぞれ計算する．こうして求められたメリディオナル像とサジタル像それぞれをつ
なぎ合わせることで，2つの像面の形状が求められる．非点収差が存在する場合，
これらの像面は分離して存在し，また，像面湾曲がある場合，これらの像面は曲
面になり，どちらの場合も像面が厚みを持つこととなる．像面の厚み，すなわち，
2つの像面の z座標の最大値と最小値の差は非点隔差と呼ばれ，この非点隔差を小
さくすることで，これらの収差を補正することができる．
全周画像は，これらの像面をCCDカメラで撮像することにより得ている．CCD
カメラのレンズには焦点の合う範囲，すなわち，被写界深度 (71)が存在するので，
非点隔差が被写界深度内であれば，点像の拡がりがCCD分解能以下となることか
ら，得られる全周画像はモニタ全面で焦点のあった鮮明な画像となる．すなわち，
これら像面の非点隔差が被写界深度内に含まれるように反射鏡形状を最適化する．
つまり，収差最適化計算を行う必要がある．
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4.4 収差最適化計算
4.4.1 最適化手法
上述のように，反射鏡形状は複雑な式で表されるため，非点隔差が最小となる
最適形状を解析的に求めることは極めて困難である．そこで，近似最適解を効率
的にかつ系統的に求めことができる局所探索法を用いて形状最適化を図ることと
する．局所探索法とは，適当な初期解から始め，この解の近傍内に改善解があれば
移動する操作を，近傍内に改善解が存在しなくなるまで反復する手法である．こ
の手法には，初期解の設定次第で局所最適解に落ち込み，真の最適解に到達しな
い場合がある．ODVの収差最適化計算においては，変数の存在範囲全域での粗い
探索により求めた概略の最適解を初期解とし，さらに近傍の大きさを調整するこ
とで，局所最適解への落ち込みを避けている．
4.4.2 設計手順
設計手順を Fig.4.5に示す．まず，想定しているODVの用途を考慮し，以下の
項目を決定する．
² ODVの仕様（視野角，最大径）の設定
² CCDカメラ（画素サイズなど），レンズ（視野角など）の選定
² ODVの使用照度環境（レンズの絞り値）の設定
これらを考慮し，光線の入射範囲と拘束条件を設定する．光線の入射範囲として
は，ODVの視野角から決まる µmax，µminと，レンズの視野角などから決まるÁmax，
Áminを設定する．拘束条件としては，射影 µ = g(Á)と副鏡の断面形状 y = f2(x)
に加え，主鏡の最大径を設定する．ここで，主鏡，副鏡，視点の相対的な位置関
係，および，光線を遮らないような各反射鏡の配置も拘束条件として与えている．
続いて，主，副鏡の反射面上の点M1，点M2，点 S1，点 S2それぞれの位置と
y = f2(x)に含まれる係数を変数として，局所探索法により収差最適化計算を行う．
最適化終了後，CCDカメラやレンズの仕様，照度環境（レンズ絞り値）から被写
界深度を求め，非点隔差が被写界深度内に含まれることが確認できれば計算を終
了し，そうでない場合はODVの仕様やレンズなどを変更して再び計算を行う．
前節で述べたが，非点隔差は被写界深度内に含まれるのであれば最小である必
要はなく，被写界深度内に入った時点で計算を終了しても良い．それゆえ，最適
化したい項目を増やすこともできる．第 6.4節で後述するが，例えば，被写体の歪
み（被写体の画面上での面積など）を最適化項目に加えることで，非点隔差は被
写界深度内に含まれ，かつ，歪みが最小（面積が最大）となる設計が可能になる．
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Primary mirror shape f2(x) is determined
by numerical integration from M1.
Incidence angles are set.
・θ min , θ max , φ min , φ max
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・Secondary Mirror Shape：z = f2(x)
・Maximum dia. of Primary Mirror
Is astigmatic difference minimum?
Positions of meridional / sagittal
image planes are calculated.
Parameters are set.
・Positions of M1 , M2 , S1 , S2
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Fig. 4.5 Design process of ODV.
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4.5 まとめ
ODVでは，主鏡を経由して副鏡に写った全周の像をCCDカメラで撮像するこ
とにより全周画像を得ているが，この副鏡に写った像には反射鏡形状に起因する
非点収差および像面湾曲が発生し，これらの収差が大きいと全周画像は歪み，ボ
ケてしまう．よって，この収差の発生を抑えるために収差最適化計算を行う必要
がある．
本章ではまず，主鏡，副鏡の反射鏡形状と，これら反射鏡により結ばれる像面
形状の設計方法について明らかにした．反射鏡形状に関しては，CCDカメラの視
野角とODVの視野角の関係（射影）などを拘束条件とし，副鏡形状や主鏡の内径
などを変数として与え，光の入射，反射ベクトルの関係を用いて主鏡形状の設計
方法を明らかにした．また，像面に関しては，反射鏡形状から求めた反射点の曲
率を用いて像の位置を求め，入射角ごとに求められた像をつなぎ合わせることで
像面形状が求められることを明らかにした．非点収差が存在する場合，これらの
像面は分離して存在し，また，像面湾曲がある場合，これらの像面は曲面になる．
CCDカメラのレンズには焦点の合う範囲，すなわち，被写界深度が存在するので，
2つの像面が被写界深度内に含まれるように収差最適化計算を行う必要がある．そ
こで，収差最適化計算に局所探索法を用いることとし，その具体的な手順につい
て明らかにした．
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第5章 設計例と評価
5.1 はじめに
本章では，前章で述べた収差最適化計算手法の妥当性検証を実施するとともに，
従来型との収差に関する定量的比較を実施することによって，ODVの有効性を明
らかにする．収差最適化計算に関しては，対角 180[deg]の魚眼視野 ODVを試作
し，この試作機で測定された像面の形状を最適化に基づく計算結果と比較するこ
とにより妥当性を検証する．また，従来型との定量的評価に関しては，光学系の
外径，視野角がともに同じODVと従来型全方位カメラを設計し，それぞれが鮮明
な画像を得るための撮影条件（被写体の明るさ）の違いを比べることで，定量的
比較を実施する．
5.2 収差最適化計算手法の妥当性検証
魚眼レンズと同じ対角 180[deg]の円形視野（入射角 µ=0～90[deg]）を持つODV
を試作した．このODVは視野角が極めて広いので収差補正が難しく，その結果，
最適化後も像面が大きく湾曲している．この特徴を利用して，上記の収差最適化
計算手法に基づく像面位置と実際の位置を比較することで，収差最適化計算手法
の妥当性検証を実施する．
5.2.1 設計
視野角 180[deg]（µ=0～90[deg]），CCDカメラの垂直画角が約 20[deg]，副鏡断面
は円弧，等距離射影，視点から副鏡までの距離を180[mm]，主鏡半径を 100[mm]以
内と決めて，魚眼視野ODVを設計した．Fig.5.1に最適設計例を示す．主鏡の内周
上の点M1の座標を (16.00, 11.95)[mm]としたとき，像面の非点隔差が約 130[mm]
と最も小さくなった．
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5.2.2 評価
Fig.5.2に試作した魚眼視野ODVを示す．これは，収差の測定のためだけに試
作したODVで，主鏡，副鏡の相対的な位置関係が調整できるように，副鏡を 3本
のステイで固定している．反射鏡は，超精密旋盤によるアルミの削り出し加工に
よるもので，反射面には酸化防止のためフッ化マグネシウム（MgF2）を蒸着して
いる．このODVにマクロレンズ（f=50[mm]，F3.5）付き一眼レフカメラを取り
付け，像面の位置を計測した．
非点収差により，反射鏡の動径方向または周方向の曲率により形成される線状
の像を線像という．主鏡鏡面から約 3[m]離れた位置に設置した口径 1[mm]の虹彩
絞り付き電球を点光源として撮像し，カメラのピント面を移動させたとき，点光
源像の結像状態がどのように変化するのかを測定した．
異なる 2ヶ所のピント面で線像が形成されていることを確認した．Fig.5.3(a)は
像の中心において動径方向に拡がりを持っていないことから，動径方向の曲率に
よる線像すなわちメリジオナル像であることがわかる．同様に，Fig.5.3(b)は像の
中心において周方向に拡がりを持っていないことから，周方向の曲率による線像
すなわちサジタル像であることがわかる．点光源からの光の入射角 µを 0～90[deg]
の範囲で変化させたときのおおよその像面の位置を，カメラのピントリングの距
離目盛から測定した．Fig.5.1に収差最適化計算及び測定により得られた像面の位
置を示す．この図より，測定された像面の位置はそれぞれ計算結果に極めて近いこ
とがわかる．これから，ODVの収差最適化計算手法は妥当であることがわかった．
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5.3 従来型との収差に関する定量的比較
水平± 20[deg]× 360[deg]の全周視野を持つODVを設計し，これと同じ視野角
を持つ双曲面鏡を 1枚用いた全方位カメラとの収差比較を実施した．
5.3.1 設計
入射光の入射範囲を µ=70～110[deg]（水平± 20[deg]），二次反射光の入射範囲
を Á=3.1～9.3[deg]，射影方式を式 (4.1)に示される等距離射影，主鏡最大半径を
150[mm]と設定した．副鏡の断面形状については，位置で曲率が変化するように
楕円の一部とおくこととした．これにより，楕円の扁平率 r°atを与えると，点M1;2
と点 S1の位置，Ámaxから断面形状と点 S2の位置が一意に決まる．以上のように
光線の入射範囲と拘束条件を設定し，ODVの設計を行った．
まず，粗い探索を実施した結果，点M1=(20.000, 100.000)[mm]，点M2=(90.000,
100.000)[mm]，点 S1=(10.835, 200.000) [mm]，r°at=0.0としたとき，非点隔差が
この時点で 14.107[mm]と最も小さなり，概略の最適形状が求められた．この主鏡，
副鏡の断面形状と 2つの像面の位置をFig.5.4に示す．続いて，これを初期解とし
て最適設計した結果，点M1=(18.780, 75.000)[mm]，点M2=(66.096, 75.000)[mm]，
点 S1=(10.252, 189.300)[mm]，r°at=0.85 としたとき，非点隔差が 14.107[mm]と
最も小さく，つまり像面が最も平坦になった．このときの主鏡，副鏡の断面形状
と 2つの像面の位置を Fig.5.5に示す．
5.3.2 評価
(1) 画質の評価
被写界深度の近点，遠点は以下の式で求めることができる (71)．
Pn =
DhDo
Dh +Do
; Pf =
DhDo
Dh ¡Do (5.1)
ここで，Dhは次の式から計算することができる．
Dh =
f 2
Fc
(5.2)
式 (5.1)，式 (5.2)からわかるように，被写界深度は焦点距離 f が短い広角レンズ
ほど深く，また，焦点を合わせた距離Doが長いほど深くなる．
上記設計例で 1/2インチ CCDを使うとすると，原点から見た副鏡の見込み角
が 18.6[deg]となるので，垂直画角 20[deg]が得られる焦点距離 f=12[mm]のレン
ズが必要となる．このレンズの絞り値 F =1.0～6.0における被写界深度を，焦点
を合わせた距離をDo=298.976[mm]，許容錯乱円径を 1/2インチCCD画素サイズ
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Fig. 5.5 Sectional shape of ODV (Final Design).
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c=8[¹m]として，式 (5.1)，式 (5.2)から求めた．その結果を Fig.5.6に示す．この
図から，絞り値が 1.5以上のとき，z=291.922～306.030[mm]に存在する像面はす
べて被写界深度内に含まれるので，得られる全周画像は焦点のあった鮮明な画像
となることがわかる．
Fig.5.7に試作した全周視野ODVを示す．反射鏡はアルミの削り出し加工によ
るもので，MgF2蒸着している．主鏡と副鏡はアクリルの透明カバーで固定されて
いて，その透過面は，入射光の屈折が最小となるように，入射光と直交するよう形
成されている．Fig.5.8に全周視野ODVの撮像例を示す．絞り値を F=5.6に絞っ
ているので，十分鮮明な画像が得られていることがわかる．
 
Fig. 5.6 Depth of Field (ODV).
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Fig. 5.8 Input image of ODV.
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(2) 双曲面鏡を用いた全方位カメラとの比較
全周視野ODVと比較する従来方式として，双曲面鏡を用いた全方位カメラを選
んだ．この全方位カメラには，実時間で全周画像が得られることや，側面の歪み
が少ないなど，ODVとの類似点が多い．比較の対象とする双曲面鏡は，上記設計
例の主鏡とほぼ同じ径を持ち，かつ，副鏡とほぼ同じ地点に位置する，次の式で
表される双曲線の断面を持つものとした．µ
x
99:517
¶2
¡
µ
z
145:912
¶2
= ¡1 (5.3)
この全方位カメラの断面形状と 2つの像面位置をFig.5.10に示す．この図から，像
面は z=196.750～322.090[mm]に存在することがわかる．
この視覚センサでも 1/2インチCCDを使うものとすると，視点から見た双曲面
鏡の見込み角が 147.195[deg]となるので，垂直視野角 50[deg]が得られる焦点距離
f=5[mm]のレンズが必要となる．このレンズの被写界深度を，Do=244.375[mm]，
f=5[mm]として，全周視野ODVと同じように求めた．その結果をFig.5.9に示す．
この図からは，絞り値が 3.1以上のとき，像面はすべて被写界深度内に含まれ，鮮
鋭な画像がえられることがわかる．
以上をまとめると，従来の全方位カメラで鮮明な画像を得るためには絞りを
F=3.1以上に絞らなければならないが，収差補正が可能な ODVではその半分の
F=1.5，照度で言うと 1/4の明るさでよいことがわかった．
 
Fig. 5.9 Depth of Field (Hyperboloidal Mirror Type).
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Fig. 5.10 Conventional Sensor (Hyperboloidal Mirror Type).
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5.4 まとめ
本章では，前章で述べた収差最適化計算手法の妥当性検証を実施するとともに，
従来型との画質に関する定量的比較を実施した．収差最適化計算に関しては，対
角 180[deg]の魚眼視野ODVを試作し，この試作機の像面の位置を計測した結果，
計算により求めた位置に極めて近いことが明らかになり，収差最適化計算手法の
妥当性が確かめられた．また，画質の定量的評価に関しては，光学系の外径，視野
角がともに同じODVと従来型全方位カメラ（双曲面鏡を用いる方式）を設計し，
定量的比較の結果，ODVがより低収差であり，従来型全方位カメラが鮮明な画像
を得るために必要な最低照度よりさらに暗い 1/4の照度においても鮮明な画像が
得られることが確かめられた．以上の結果から，ODVの全方位カメラとしての有
効性を明らかにすることができた．
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第6章 応用例
6.1 はじめに
ODVは様々な特徴を有しているが，その中で代表的なものとして以下の 4つが
挙げられる．これらの特徴を生かした応用例について考えてみる．
² 歪み補正ができる
! 画面の歪みを補正できる
) 歪みの少ない超広角ODVの開発（第 6.2節）
! 画面の周辺部ほど歪むという魚眼レンズの課題を解決
! 被写体の歪みを補正できる
) 斜めから撮ることで歪んだサッカーフィールド等を補正して撮像できる
球技場向けフォーメーションカメラの開発（第 6.4節）
! 被写体の歪みが補正できないという従来レンズの課題を解決
² 反射鏡のみで構成されている
! 反射鏡には波長依存性が少ない
! 紫外線から赤外線まで使用できる
) 赤外用ODVの開発（第 6.2節）
! 全方位赤外線光学系を安価に実現
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² 放射線に弱いCCDやレンズが金属反射鏡に覆われている
! 宇宙線にさらされる環境で使用できる
) 衛星搭載全方位モニタカメラの開発（第 6.3節）
! 宇宙空間での長期使用を実現
² 収差補正ができる
! ODVは相似縮小できるが，カメラの焦点を合わせる距離が短くなり，被
写界深度が浅くなる
! 被写界深度が浅くても，収差が少ないので，鮮明な画像が得られる
) ODV内視鏡の開発（第 6.5節）
! 検査時間を短縮し，被験者の体の負担を軽くできる
ここに挙げた応用例（超広角ODV，赤外用ODV，衛星搭載全方位モニタカメ
ラ，球技場向けフォーメーションカメラ，ODV内視鏡）の開発について，それぞ
れ詳細に述べる．
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6.2 監視用ODV
主に監視カメラとしての使用を想定して，可視光用と赤外用の ODVを開発し
た．前者は，任意の射影で設計できるというODVの特徴を生かして開発した，歪
みの少ない超広角ODVである．後者は，反射鏡には波長依存性がほとんどないと
いう特徴を生かして開発した，全周視野を持つ赤外ODVである．以下でそれぞれ
について詳述する．
6.2.1 超広角ODV
(1) 開発背景と概要
近年，サリン事件やアメリカ同時多発テロなどの無差別大量殺人事件が多発し
ていることや，都市部における大規模再開発により，アトリウムやドーム球場な
どの屋内大空間が増えていることを背景として，人が多く集まる大空間向け監視
装置へのニーズが高まっている．大空間を映像監視するには広角レンズが必須で
あり，例えば，180[deg]の視野もつ魚眼レンズであればカメラ 1台で大空間全てを
監視できるようになる．ところが，魚眼レンズには，第 2章で述べたように，被
写体の歪みが大きいという課題がある．一般的なレンズは視野が狭く，対象物を
平面として捉え平面に射影するため，被写体はほとんど歪まない．しかし，魚眼
レンズは超広角視野を持つので，被写体を半球面に見立てモニタ上の平面に射影
している．つまり，三次元から二次元への変換を行っているので，被写体は必然
的に歪んでしまう．魚眼レンズの場合，周辺部ほど歪みが大きく被写体の認識が
難しくなる．この課題を解決するため，任意の射影で設計できるというODVの特
徴を生かし，魚眼レンズと比べ相対的に歪みが少ない超広角ODVを開発した．
Fig.6.1に超広角ODVの原理図を示す．この超広角ODVは，主に室内を監視す
るため，天井から下向きに取り付けて使用することを想定している．副鏡中央に
設けた穴に凹レンズを組み込んでいるので，直下の光景は凹レンズを通して撮像
し，側面方向の光景は反射鏡を通して撮像する．これらの光景はCCD上で合成さ
れるので，魚眼レンズと同じ対角画角 180[deg]のシームレスな画像が得られる．
(2) 設計
(2.1) 射影の実現
1/3インチ CCDカメラと f=8.5[mm]のレンズに合わせて設計し，入射角 µ=0
～30[deg]の光景を凹レンズで，µ=30～90[deg]の光景を反射鏡で撮像することと
する．
まず，反射鏡に写った被写体の縦横比が実物と極力同じになるように，つまり
歪みが少なくなるように，副鏡の内外径比を決定する．Fig.6.2にモニタ画面上に
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写る副鏡を示す．副鏡には，正面の光景をレンズを通して撮像するための穴が設
けられている．副鏡の内周半径を rin，外周半径を rout，ABを二分する点を通る
円の半径を rcenterとする．その時，被写体の縦横比，すなわち ABと CDの長さ
が同じになるように内径と外径の比を決定する．
AB，CDの長さは，
AB = rout ¡ rin ; CD = 60
±
360±
2¼r =
1
3
¼rcenter (6.1)
となり，それぞれの長さは等しいので，
rout ¡ rin = 1
3
¼rcenter (6.2)
が成り立つ．また，rin，rout，rcenterには，
rcenter =
rin + rout
2
(6.3)
の関係が成り立つ．式 (6.2)，式 (6.3)より，rin，routはそれぞれ，
rin = r
µ
1¡ ¼
6
¶
; rout = r
µ
1 +
¼
6
¶
(6.4)
となり，すなわち内外径比は，
rin : rout =
µ
1¡ ¼
6
¶
:
µ
1 +
¼
6
¶
¼ 0:31 : 1:00 (6.5)
と求まる．また，この関係より視点への入射角 Ámin，Ámaxの関係も，
rin : rout = tanÁmin : tanÁmax (6.6)
Ámin = tan
¡1 (0:31 tanÁmax) (6.7)
となるので，上記レンズの垂直視野（約 25[deg]）を考慮して Ámaxを 12.5[deg]と
決めると，式 (6.7)より Áminは 3.965[deg]と求まる．
(2.2) 設計結果
入射光の入射範囲を µ = 30～90[deg]，反射光の入射範囲を上述の通り Á=3.965
～12.5[deg]，射影を等距離射影，主鏡最大半径を 65[mm]と設定し，非点隔差が最
も小さくなるように fM1;2; S1; r°atgを変数とした最適設計を行った．
最適設計の結果，r°at=0.6，点M1=(12.860, 28.627)[mm]，点M2=(65.000, 10.785)
[mm]，点S1=(4.669, 67.360)[mm]と設定したとき，非点隔差が3.810(94.653-90.843)
[mm]と最も小さく，つまり，像面が最も平坦になった．
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副鏡に組み込むレンズは，反射鏡部とレンズ部の視野のつなぎ目に死角が生じな
いように，反射鏡部の内周上の入射角 µ=30[deg]より若干大きく（µ=30.68[deg]）
なるように，焦点距離 f=－ 14.7[mm]の両凹レンズを選定した．このレンズの設
置位置は，反射鏡部の像面位置（像面の z軸方向の厚み中心）から z軸方向（正
の方向）に焦点距離だけ離れた地点（z=78.039[mm]）とした．無限遠から届いた
光はこのレンズの焦点，すなわち反射鏡部の像面付近に虚像を結ぶので，つまり，
反射鏡部の像面位置にカメラのピントを合わせると，レンズ部にもピントが合う
こととなる，Fig.6.3に設計結果を，Fig.6.4に外観を示す
 
Fig. 6.3 Sectional shape of super wide-angle ODV.
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Fig. 6.4 Super wide-angle ODV.
(2.3) 画質評価
レンズの絞り値F=1.0～6.0における被写界深度を，焦点を合わせた距離をDo=
92.748[mm]，許容錯乱円径を 1/3インチ CCD画素サイズ c=7.4[¹m]として，式
(5.1)，式 (5.2)から求めた．その結果を Fig.6.5に示す．この図からは，絞り値が
F=2.2以上のとき，z=94.653～90.843[mm]に存在する像面はすべて被写界深度内
に含まれるので，得られる超広角画像は焦点の合った鮮鋭な画像となることがわ
かる．
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Fig. 6.5 Depth of ¯eld of super wide-angle ODV.
(3) 魚眼レンズとの歪み比較
超広角ODVで得られた撮像例を Fig.6.6に，この撮像例に凹レンズと反射鏡そ
れぞれの撮像領域を示した画像をFig.6.7に示す．この撮像例から，凹レンズと反
射鏡それぞれにより得られた画像がシームレスに合成され，対角 180[deg]の鮮明
な超広角画像が得られることがわかる．
次に歪みについて評価する．魚眼レンズでは，Fig.6.8で示すように，中心での
み歪みの無い像が得られる．一方，ODVでは，Fig.6.9で示すように，凹レンズと
反射鏡それぞれで歪みの無い像が得られる．実際の取得画像で比較する．Fig.6.10
に，同じ室内において，超広角ODV，魚眼レンズそれぞれで撮像した画像を示す．
また，Table 6.1に，これらの画像に写っているドア，黒板，ポスター，テレビそ
れぞれのアスペクト比の比較結果を示す．この結果より，超広角ODVの方が歪み
が少なく撮像できることがわかる．
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 Fig. 6.6 Input image of super wide-angle ODV.
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Fig. 6.7 Fields of view of mirrors and lens (the same of Fig.6.6).
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Fig. 6.8 Distortion of ¯sheye lens (the same of Fig.2.12).
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Fig. 6.9 Distortion of super wide-angle ODV.
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 (a) Super wide-angle ODV. 
(b) Fisheye lens. 
Fig. 6.10 Comparison of super wide-angle ODV and ¯sheye lens.
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Table 6.1 Comparison of subject's aspect ratio.
No. 被写体 真値 超広角ODV 魚眼レンズ
(1) ドア 0.60 0.71 1.38
(2) 黒板 1.83 2.20 4.17
(3) ポスター 0.85 0.89 2.50
(4) テレビ 1.25 1.57 2.60
アスペクト比 = 幅 / 高さ
6.2.2 赤外用ODV
3[¹m]以上の波長に感度を持つ赤外カメラは，熱画像を映し出すことができるの
で，夜間の不審者監視用としては最適なセンサである．近年のテロの多発などに
より広域監視用としてのニーズは高まっているが，赤外線撮像素子，赤外レンズ
ともに高価なこともあって，普及するには至っていない．赤外レンズの材質とし
ては，赤外線の透過率の高さから，主に単結晶ゲルマニウム（Ge）が用いられて
いる．このゲルマニウムには資源枯渇の問題があり，さらに，単結晶化に高度な
技術を要することもあって，赤外レンズを安価にできない原因となっている．そ
れゆえ，標準的レンズ以外のバリエーションはほとんどなく，超広角レンズなど
特殊なものは皆無である．
ODVは光学系が反射鏡のみで構成されている．反射鏡にはほとんど波長依存性が
ないので，ODVに赤外カメラを取り付けても使用できることが予想される．第5.3
節で設計した全周視野ODVに赤外カメラに取り付けて，ODVが赤外カメラでも使
用できることを検証する．赤外カメラにはサーマルイメージャIR-M500，レンズに
は f=25[mm]，F1.2（ともに三菱電機製）を用いた．このレンズは垂直画角 20[deg]
が得られるので，副鏡を画面にほぼいっぱいに写すことができる．このレンズの絞
り値F =1.0～6.0における被写界深度を，焦点を合わせた距離をDo=298.976[mm]，
許容錯乱円径をCCD画素サイズ c=23[¹m]として，式 (5.1)，式 (5.2)から求めた．
その結果をFig.6.11に示す．この図からは，絞り値が約 2.2以上のとき，像面はす
べて被写界深度内に含まれて，鮮鋭な画像が得られることがわかる．
Fig.6.12に赤外用ODVの外観を示す．可視光で使用するときは，副鏡をアクリ
ルカバーにより固定していたが，アクリルは赤外線の透過率が低いため，副鏡を
4本のステイで固定している．Fig.6.13に撮像例を示す．この撮像例は通常の赤外
画像と同程度に明瞭な画像であることから，ODVは赤外カメラでも使用できるこ
とが確認できる．
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Fig. 6.12 Infrared ODV.
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 Fig. 6.13 Input image of infrared ODV.
6.2.3 まとめ
監視カメラとしての使用を想定して，ODVの画像歪みが少ないという特徴を生
かした超広角 ODVと，波長依存性がほとんどないという特徴を生かした赤外用
ODVを開発した．副鏡に凹レンズを装着することで対角 180[deg]の視野を実現し
た超広角ODVに関しては，画像歪みを抑える設計方法について明らかにし，魚眼
レンズとの撮像画像の比較結果からその効果を確認した．また，赤外用 ODVで
は，可視光用に設計したODVを赤外カメラに取り付け，赤外カメラにおいても鮮
明な全周画像が得られることを確認した．
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6.3 衛星搭載全方位モニタカメラ
6.3.1 開発の背景と概要
近年，衛星には，軌道上で展開される構造物として太陽電池パドルのみならず
アンテナなど数多く搭載されている．これらの展開構造物が展開中などに故障し
た場合，従来から搭載されている加速度センサや熱センサなどのセンサ情報だけ
では，故障原因の究明に多くの時間を要していた．そこで，これら構造物を視覚
的にモニタするためのカメラの搭載が要望されている．多くの展開構造物をモニ
タするためには，それぞれにカメラが必要となるが，搭載重量や電力の制限によ
り，多くのカメラを搭載することは容易ではない．よって，複数の展開構造物を 1
台で同時にモニタするために，超広角カメラの搭載が要望されている．
宇宙空間でカメラを使用する場合，レンズと CCDが宇宙線に被曝しないよう，
レンズを耐放射線レンズに変更しなくてはならない．耐放射線レンズであっても，
宇宙線を完璧に遮蔽するわけではないので，レンズの前に極力長い金属フードが
必要となる．視野が望遠の場合はそれでよいが，広角の場合，金属フードが短い
ので被曝し易くなり，1年を越えるような長期間の使用に耐えることはできない．
以上の経緯から，ODVを応用して衛星搭載全方位モニタカメラを開発した (73), (74)．
Fig.6.14に示すように，この全方位モニタカメラは反射鏡を 2枚用いているので，
非点収差や像面湾曲を補正することが可能で，鮮鋭な全周画像を得ることができ
る．さらに，CCDとレンズは金属反射鏡により覆われているので，宇宙線による
CCD画素の損傷やレンズの変色が生じにくい構造となっている．
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Fig. 6.14 ODV for spacecraft on-orbit monitoring.
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Fig.6.15，Fig.6.16に示すように，全方位モニタカメラは次世代型無人宇宙実験シ
ステム（Unmanned Space Experiment Recovery System: USERS）(75)に 2台搭載
され，冗長系を構成している．そして，太陽電池パドルや展開ラジエタ（Capillary
Pumped Deployable Radiator：CPDR）の展開，リエントリモジュール（Re-entry
Module：REM）の分離をモニタするために使用された．
USERSは財団法人無人宇宙実験システム研究開発機構が経済産業省及び新エネ
ルギー・産業技術総合開発機構の委託を受け，以下の目的で 1995年より開発が進
められた宇宙実験システムである．
² 無人宇宙実験システムの開発
² 高温超電導材料の結晶成長実験
² 民生技術・部品の軌道上検証
USERSは，サービスモジュール（Service Module：SEM）とREM から構成され
ており，2002 年 9 月 10 日に H-IIA ロケットにより打ち上げられ，軌道高度約
500[km]の円軌道上で運用された．SEMは，REMや実験装置への電力や通信サー
ビスを供給し，姿勢や軌道の制御を行う衛星バスシステムである．REM は，軌道
離脱モータ等を搭載しているプロパルジョンモジュール (Propulsion Module：PM)
と，実験終了後の超電導材料を搭載し地上に帰還して回収されるリカバリービー
クル (REcovery Vehicle：REV)から構成されている．
本項では，まず，全方位モニタカメラの構造と特徴について述べた．次項以降
で，全方位モニタカメラの開発に関して搭載位置の検証や，設計・製作等につい
て述べ，次に，撮像画像の歪みを補正するための画像変換アルゴリズムについて
述べ，最後に，軌道上でのUSERSにおける撮像結果について述べる．
6.3.2 全方位モニタカメラの開発
(1) 搭載位置の検証
USERSでは，全方位モニタカメラ 2台により冗長構成をとるので，各全方位モ
ニタカメラは，それぞれパドル，CPDR，REMのすべてを同時にモニタできる位
置に搭載されなければならない．それゆえ，Fig.6.17に示すように，垂直画角が
50[deg]（µ=90± 25[deg]），一台目のODV：ODV1が SEM上のREMが結合され
ている面に，二台目のODV：ODV2がその側面に搭載されることになった．各全
方位モニタカメラの取り付け位置，角度が異なるのは，ODV1ではREMと SEM
結合部が，ODV2では分離後に離れ行くREMが映るようにするためである．
全方位モニタカメラがこれら構造物すべてをモニタできることを確認するため
に，全方位モニタカメラの撮像画像を模擬作成するためのソフトウェアを開発し
た．まず，Fig.6.18に示すように，CGソフトによりUSERSのCADデータから全
方位モニタカメラを視点とするキューブ環境マップを生成する．キューブ環境マッ
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Fig. 6.15 USERS spacecraft.
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Fig. 6.16 On-orbit con¯guration of USERS.
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Fig. 6.17 Field of view of ODVs.
プとは，全方位モニタカメラの周囲のシーンを全方位モニタカメラが立方体の中
心にあるかのように表現した場合の，立方体内側各面に貼られるテクスチャ画像
の集合である．これは，水平・垂直画角が 90[deg]で，上下左右前後方向の 6枚の
画像からなる．続いて，開発したソフトウェアにより，このキューブ環境マップ
から全方位モニタカメラの模擬撮像画像を生成する．Fig.6.19，Fig.6.20にODV1
およびODV2の模擬撮像画像を示す．これらの画像から，各全方位モニタカメラ
で構造物すべてをモニタできることを確認した．
(2) 設計
全方位モニタカメラの視野は µ=90± 25[deg]，射影は超広角光学系で最も採用
されている等距離射影，主鏡最大半径を 40[mm]と設定し，1/3インチCCDカメ
ラと焦点距離 f=12[mm]のレンズに合わせて設計することとした．
まず，被写体の歪みが少なくなる（縦横比が実物と同じになる）ように，超広
角ODVの設計手法（第 6.2.1項）と同様の手法を用いて，副鏡の内外径比を決め
る．Fig.6.2におけるCDの長さは，垂直画角が 50[deg]であるから，
CD =
50±
360±
2¼r =
5
18
¼r (6.8)
となり，AB，CDの長さが同じになることを利用して副鏡内外径比を求めると，
rin : rout =
µ
1¡ 5
36
¼
¶
:
µ
1 +
5
36
¼
¶
¼ 0:39 : 1:00 (6.9)
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Fig. 6.19 Simulated input image of ODV1.
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Fig. 6.20 Simulated input image of ODV2.
78
と求まる．また，上記レンズの垂直画角（15.7[deg]）を考慮して Ámaxを 7[deg]と
決めると，式 (6.7)，式 (6.9)より Áminは 2.759[deg]と求まる．
入射光の入射範囲は µ = 65～115[deg]，反射光の入射範囲は Á=2.759～7[deg]と
決まり，非点隔差が最も小さくなるように fM1;2; S1; r°atgを変数とする最適設計
を行った．
Fig.6.21に最適設計の結果を示す．点M1=(7.799,28.629)[mm]，点M2=(39.979,
3.725)[mm]，点S1=(2.948,61.131) [mm]，r°at=0.525と設定したとき，非点隔差が
2.133(78.302-76.169) [mm]と最も小さく，つまり，像面が最も平坦になった.
(3) 評価
この設計結果から求められた像面が上記レンズの被写界深度に含まれるならば，
画面全域で焦点の合った鮮明な画像が得られる．fを 12[mm]，Doを 77.236[mm]，c
を 1/3インチCCDの画素サイズである 7.4[¹m]として被写界深度を求める．F=4.2
としたとき，式 (5.1)，式 (5.2)より (Pn,Pf )=(76.164,78.339)[mm]と求められ，(76.169
～78.302)[mm]に存在する像面はすべて被写界深度内に含まれることがわかった．
よって，絞り値を F=4.2（固定）と設定することとした．
(4) 製作
製作した全方位モニタカメラの仕様を Table 6.2に，外観を Fig.6.22に示す．2
枚の反射鏡は超精密旋盤により製作したアルミの削り出し加工によるもので，反
射面の酸化防止や保護のためMgF2コーティングされている．CCDとレンズには，
これらが反射鏡などの金属にカバーされて直接宇宙線にさらされることはないの
で，防犯カメラ用に市販されている民生品を放射線試験や熱試験等を経た上で使
用した．また，副鏡の支持には，従来は透明なプラスチックカバーを用いていた
が，打ち上げ時の振動等を考慮し，3本のチタン製のステイを用いることとし，反
射防止のために表面をつや消し仕上げとしている．ステイは視野の一部を遮るが，
パドル，CPDR，REMを遮らない位置に配置しており，支障を来さない．
6.3.3 画像変換アルゴリズムの開発
撮像画像は中心から外周に向かって入射角が大きくなる円環状画像で表示され
るので，歪みが大きく目視による被写体の認識が難しい．この円環画像の視認性
を向上させるため，円筒面に投影することで歪の少ないパノラマ画像に補正する
ためのソフトを開発した．このソフトのアルゴリズムについて以下で述べる．
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Fig. 6.21 Sectional shape of ODV for spacecraft.
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Table 6.2 Speci¯cation of ODV for spacecraft.
水平画角 全周 360[deg]
垂直画角 50[deg]（µ=90± 25[deg]）
撮像素子 1/3インチカラーCCD
画素数 33万 [pixel]
露光 自動及びマニュアル，AGC付き
絞り F4.2固定
シャッタースピード 1/30～1/10000[s]
外形 W170×H180×D170[mm]
質量 1.7[kg]
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Fig. 6.22 Appearance of ODV for spacecraft.
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(1) 変換画像のアスペクト比
変換画像は 360[deg]を上下 2段に分割して表示する．撮像画像の画面サイズは
W £H[pixel]，変換画像の画面サイズはw £ h[pixel]とする（Fig.6.23）．
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Fig. 6.23 Image size.
変換画像のアスペクト比は，「半径 rcenterの円周の半分」と「rout ¡ rin」の比と
同じとする．
w : h = (rcenter¼) : (rout ¡ rin) (6.10)
よってwを決めると，式 (6.10)の関係より hが決まる．
h =
w(rout ¡ rin)
rcenter¼
(6.11)
(2) 変換テーブル
撮像画像と変換画像の座標系をFig.6.24，Fig.6.25に示す．変換画像上の任意の
点 Pdに対応する撮像画像上の点 P 0dの座標を求める．
画像変換は，円環状の撮像画像をFig.6.26に示すような半径 rcenter，高さ hの円
柱の側面に投影することで行う．Fig.6.26中の入射角 µは次のように求められる．
µ = ³ ¡ tan¡1 h³ ¡ yc
rcenter
(µ · ³) (6.12)
µ = ³ + tan¡1
yc ¡ h³
rcenter
(µ > ³) (6.13)
ただし，
h³ = h
tan ³
tan ³ + tan »
(6.14)
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Fig. 6.24 Coodinate system of input image.
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Fig. 6.25 Coodinates system of converted Image.
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Fig. 6.26 Image transformation.
また，撮像画像での P 0dの中心からの距離 Lと角度 ¸は以下の式で求められる．
L =
µ
³ + »
(rout ¡ rin) + rin (6.15)
¸ = ¼
xc
w
(6.16)
よって，変換画像が円環部の上のときは，
xU =
W + 1
2
+ L cos¸ (6.17)
yU =
H + 1
2
¡ L sin¸ (6.18)
変換画像が円環部の下のときは，
xL =
W + 1
2
¡ L cos¸ (6.19)
yL =
H + 1
2
+ L sin¸ (6.20)
によりP 0dの位置 (xU; yU)，(xL; yL)を求める．このようにして，変換画像の全画素
について，それぞれが対応する撮像画像上での座標を求めて変換テーブルを作成
し，その変換テーブルを基に変換処理を行う．
しかし，このようにして求められた撮像画像上での座標は整数値とはならない
ため，求めたい点の輝度値は周辺の画素の輝度値を用いて内挿により求めなけれ
ばならない．画像変換には三次たたみ込み内挿法（cubic convolution）(72)を採用
する．この方法には，画像の平滑化と鮮鋭化の効果があり，一般的によく知られて
いる最近隣内挿法，共一次内挿法よりも画質を維持する効果が高いとされている．
84
6.3.4 軌道上での撮像結果
衛星搭載全方位モニタカメラは，衛星の運用が終了した 2005年 2月 25日まで
の約 2年半，宇宙線による画素の損傷などのトラブルもなく，すべてのミッショ
ンを終えることができた．撮像例をFig.6.27～Fig.6.31に示す．Fig.6.27，Fig.6.28
にはODV1の撮像画像および補正画像を示す．この画像からは，展開したパドル
や分離前のREMを比較的容易に確認することができる．Fig.6.29，Fig.6.30には
ODV2の撮像画像および補正画像を示す．この図からも，展開しているパドルや
CPDR，分離前のREMを確認できる．また，Fig.6.31は，REM分離後にODV2
により撮影された補正画像を時系列に並べたものであり，これら図からREM分離
を確認することができる．
6.3.5 まとめ
ODVを応用して，衛星搭載全方位モニタカメラを開発した．この全方位モニタ
カメラは，これまでのODVと同様に，2枚の回転対称の反射鏡，CCDカメラ，レ
ンズから構成されていて，副鏡は強度の問題等により 3本のステーで固定されてい
る．常に全周 360[deg]の視野を得ることができるので，複数の展開構造物を同時
にモニタすることが可能である．衛星 USERS向けに全周 360[deg]×垂直 50[deg]
の画角を持つ全方位モニタカメラを設計し，光学系の評価結果からは鮮明な画像
が得られることを確認した．また，全方位モニタカメラは冗長系を構成するため
USERSに 2台搭載されることとなり，それぞれの搭載位置からパドル，CPDR，
REMのすべてがモニタできることをシミュレーション検証により確認した．これ
らの全方位モニタカメラが搭載されたUSERSは 2002年 9月 10日に打ち上げられ
た．ミッション終了となる 2005年 2月 25日までの間，全方位モニタカメラは宇宙
線の影響を始め，トラブルを起こすことなく軌道上で機能し続け，パドルやラジエ
タの展開，REMの分離のモニタに利用されることで，すべての目的を達成した．
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Fig. 6.27 Input image of ODV1.
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Fig. 6.28 Converted image of ODV1.
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Fig. 6.29 Input image of ODV2.
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Fig. 6.30 Converted image of ODV2.
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Fig. 6.31 Converted images of ODV2 (Separation of REM).
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6.4 球技場向けフォーメーションカメラシステム
6.4.1 開発の背景
近年，スポーツ中継においては，放送インフラ技術の発展と同時に，リアルタイ
ム画像処理，メタデータの処理技術の実用化などによって，より視聴者に分かり
やすく，臨場感のある中継が行われるようになってきた．前者の例としては，サッ
カー中継の際に表示される仮想のオフサイドライン (76)や，水泳競技の際に水面に
表示される世界記録を示すライン，スタート時に各コースの水面に表示される国
旗等が挙げられる．また，後者の例としては，米国のスーパーボウルの中継や国内
の野球中継で使用されたEyeVisionTMシステム (77){(79)の映像が挙げられる．多数
のアングルから撮影したビデオ映像を瞬時に切り換えることで，あたかも選手の
周りを回転移動しているかのような映像効果を生み出し，視聴者を魅了している．
視聴者に分かりやすく，臨場感のある映像として，上記以外では，試合内容や
状況がわかりやすい視点からの映像も挙げることができる．例えば，サッカーや
ラグビーなどの団体球技での選手の技量がよくわかるクローズアップ映像や，逆
にカメラを引いた，フォーメーションがよくわかる俯瞰映像などである．クロー
ズアップ映像は，中継で必ず使用される定番となっている．ところが，俯瞰映像
は，上空に飛行船を飛ばしている試合や，天井カメラの設置されたドーム球場で
の試合といった，非常に限られた機会でしか使用されない．しかし，組織力で戦う
現代の団体球技にとってフォーメーションは勝敗を大きく左右することから，俯
瞰映像は，視聴者にとって試合内容・状況が分かりやすい映像であるだけでなく，
球技関係者にとっても，チームの戦術分析のために非常に有益な情報となる．
従来，球技関係者らが戦術分析のためにフォーメーションを把握する方法とし
ては，試合中に選手やボールを目視で追い記録する方法，もしくは，カメラで撮
影した映像を見て記録する方法のみであった．これらの方法では観客席から選手
の動きを追うため，選手の位置を正確につかむことが難しく，また全選手の位置
を得るには人手や時間を要するため，非常に手間のかかる作業であった．このよ
うな背景から，神戸ウイングスタジアム向けにフィールド全景を歪みなく撮像・表
示できるカメラシステム (80)を開発することになり，神戸製鋼所と三菱電機は共同
でこの開発にあたることとなった．
このカメラシステムの開発には，被写体の歪みを補正できるという特徴を持つ
ODVを応用することとした．Fig.6.32に示すように，このシステムは，ODV応
用超広角反射光学系，ハイビジョンカメラ，リアルタイム画像変換装置などから
構成されている．サッカーやラグビー用のほとんどの球技場には屋根が無く，カ
メラは観客席上部の天井などに設置されることとなるので，斜め上方から撮影さ
れるフィールドは台形状に歪んでしまい，カメラの設置位置が低いほど横長に大
きく歪んでしまうという課題があった．ODVを応用することで，光学系によりこ
のフィールドの歪を補正することが可能になる．残った歪みも画像変換装置でほ
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Fig. 6.32 Formation camera system.
ぼ完全に補正するので，フィールドを真上から俯瞰撮影したような画像が得られ，
選手の位置，動き，フォーメーションをリアルタイムに確認できるようになる．
次項では，まず，フォーメーションカメラシステムの概要を述べる．これには，
課題と解決策などの開発の経緯も含まれる．続いて，本システムの構成要素であ
るフォーメーションカメラとリアルタイム画像変換装置それぞれの開発に関して，
前者では光学系の設計法，従来レンズとの比較結果，カメラの概要について述べ，
後者では画像変換アルゴリズム，装置の概要，変換結果について述べる．最後に
本節の結果をまとめる．
6.4.2 概要
球技のフォーメーション戦術の研究に有用なデータ取得ができるよう，フォー
メーションカメラシステムは以下の要求を満たす必要がある．
² フィールド全域を常時撮影できること
² フィールド真上からの俯瞰画像が得られること
² 選手，審判，ボール，白線が認識できること
設置予定の球技場はFig.6.33，Fig.6.34に示すような構造で，フォーメーションカ
メラシステムの開発にあたり以下の課題があった．
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² フィールド上に屋根がない
→　斜め上方からの撮影になり，フィールドが歪む
² フィールドに対しボールが小さい
→　ボールを認識するにはハイビジョンカメラが必要
² フィールドに対し天井が低い
→　画角 140[deg]の超広角レンズが必要だが，ハイビジョンカメラ用には
市販品がない
これらの課題を解決するため，
² 1台のハイビジョンカメラでフィールド全域を撮影
² ODVを採用し，反射光学系によりフィールドの歪みを極力補正
² リアルタイム画像変換装置で残った歪みを完全に補正
することとした．
6.4.3 フォーメーションカメラの開発
(1) 設計
(1.1) 設計条件
フォーメーションカメラとして機能させるため，以下の設計条件を与えた．
² 全方位視野は必要ないので，主・副鏡には半円のみ使用（Fig.6.35）
² 高さ 37[m]に設置されたカメラからピッチを含む 124× 82.5[m]のフィール
ドを撮像（Fig.6.34)
² ハイビジョンカメラの仕様は，カメラ部が2/3インチ3CCD，1280×720[pixel]，
レンズ部が f=20[mm]，F2.8
² 夜間も照明により明るさを確保できるため，絞りは F8.0以上に絞って使用
² 射影はほとんどの超広角光学系で採用されている等距離射影
² 副鏡の断面形状は楕円の一部
² 主鏡最大半径は 150[mm]
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Fig. 6.33 Formation camera position in a stadium.
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Fig. 6.34 Camera position and ¯eld of view [m].
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Fig. 6.35 Structure of formation camera.
(1.2) 射影の実現方法
フィールドを高解像度でとらえるためには，画面上におけるフィールドの占め
る割合が大きくなるように射影を設定する必要がある．
Fig.6.36に示すように，フォーメーションカメラの設置位置を原点とする座標系
xsyszs系を定義し，撮像フィールドの 4隅を点 P1;¢¢¢;4，フィールド外周とセンター
ライン延長線の交点を点 P5;6とおく．
まず，フォーメーションカメラの回転対称軸を yszs平面内で zs軸から ®傾けて
設置したときの，フォーメーションカメラから見た各点の入射角 µ，方位 ¸を求め
る．各点を点Pn(xsn; ysn; zsn)(n = 1; ¢ ¢ ¢ ; 6)とおき，回転対称軸が zs軸と重なるよ
うに，点 Pnへの視線ベクトルを ys軸回りに ®回転すると，
¡¡¡!
OsP
0
n =
2664
1 0 0
0 cos® ¡ sin®
0 sin® cos®
3775
2664
xsn
ysn
zsn
3775
=
2664
xsn
ysn cos®¡ zsn sin®
ysn sin®+ zsn cos®
3775
(6.21)
に変換されるので，入射角 µnおよび方位 ¸n(ys軸方向が ¸ = 0[deg])はそれぞれ次
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のように求められる．
µn = tan
¡1
q
x2sn + (ysn cos®¡ zsn sin®)2
ysn sin®+ zsn cos®
(6.22)
¸n = tan
¡1 xsn
ysn cos®¡ zsn sin® (6.23)
次に，副鏡に映った画像上における各点の位置からフィールド像の縦横サイズ
を求める．Fig.6.37に示すように，副鏡の内周半径を rin，外周半径を routとし，入
射角が最も小さくなる点P5の入射角 µ5の方向が内周上に，入射角が最も大きくな
る点P1の入射角 µ1の方向が外周上に映っているとする．等距離射影を採用するこ
とにより画像上において副鏡中心からの距離 rが入射角 µと比例するので，射影
の式は次のようになる．
r =
µ ¡ µ5
µ1 ¡ µ5 (rout ¡ rin) + rin (6.24)
よって，フィールドの縦横サイズH，W はそれぞれ次のように求められる．
H =
¯¯¯¡¡¡!
OkP6
¯¯¯
¡
¯¯¯¡¡¡!
OkP2
¯¯¯
cos¸2
=
µ6 ¡ µ5
µ1 ¡ µ5 (rout ¡ rin) + rin ¡
Ã
µ2 ¡ µ5
µ1 ¡ µ5 (rout ¡ rin) + rin
!
cos¸2 (6.25)
W = 2
¯¯¯¡¡¡!
OkP2
¯¯¯
cos¸2
= 2
Ã
µ2 ¡ µ5
µ1 ¡ µ5 (rout ¡ rin) + rin
!
sin¸2 (6.26)
ここで，フィールド像の縦横比がハイビジョンカメラのアスペクト比 9 : 16と同
じであるとすると，
H : W = 9 : 16 (6.27)
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Fig. 6.37 Image in secondary mirror.
が成り立つ．この式に式 (6.25)，式 (6.26)を代入し，rin=routについて解くと，
rin
rout
=
8 (µ6 ¡ µ5 ¡ (µ2 ¡ µ5) cos¸2)¡ 9(µ2 ¡ µ5) sin¸2
8 (µ6 ¡ µ1 ¡ (µ2 ¡ µ1) cos¸2)¡ 9(µ2 ¡ µ1) sin¸2 (6.28)
となり，副鏡の内，外径比をこの値にすることで，フィールドを画面いっぱいに
映し出すことが可能になる．
設計するときには µと Áの関係（「条件 1」）が必要になる．レンズの前側節点
から副鏡に映った画像までの距離を lとおくと，
rin = l tanÁmin (6.29)
r = l tanÁ (6.30)
rout = l tanÁmax (6.31)
が成り立ち，また µ5 = µmin，µ1 = µmaxなので，これらを式 (6.24)に代入すると，
µと Áには以下の関係が得られる．
Á = tan¡1
µ
µ ¡ µmin
µmax ¡ µmin (tanÁmax ¡ tanÁmin) + tanÁmin
¶
(6.32)
ここで，Áminと Ámaxには式 (6.28)～式 (6.31)より以下の関係が成り立つ．
Ámin = tan
¡1
µ
rin
rout
tanÁmax
¶
(6.33)
(1.3)　設計結果
µmax(= µ1)と µmin(= µ5)は式 (6.22)により ®から求められ，Áminは式 (6.33)に
よりÁmaxから求められ，µとÁの関係は式 (6.32)により与えられる．この式 (6.32)
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を拘束条件として，光学系の解像度がハイビジョンより高い状態において，画面
上におけるフィールドの占める割合が大きくなるように，f®; Ámax;M1;2; S1; r°atg
を変数とした最適設計を行った．ここで，光学系の解像度がハイビジョンより高
い状態とは，副鏡により結ばれるメリディオナル像面とサジタル像面の非点隔差
が，レンズの絞り値 F8.0における被写界深度内にある状態をいう．
最適設計の結果，®=17.000[deg]，Ámax=15.730[deg]，r°at=0.8，点M1=(22.429,
75.614)[mm]，点M2=(145.000, 29.713)[mm]，点 S1 = (10:838; 201:637) [mm]と
し，レンズを z軸から 8.877[deg]傾けて設置するとき，ハイビジョンの解像度より
高い状態で，画面上におけるフィールドの占める割合が最も大きくなった．この
ときの主鏡，副鏡の断面形状と 2つの像面位置を Fig.6.38に示す．
(2) 評価
前節で設計したフォーメーションカメラの模擬画像を Fig.6.39に，従来のレン
ズ（対角画角 140[deg]，歪曲収差なし）で同じ位置からフィールドを画面いっぱい
に撮影した場合の模擬画像を Fig.6.40に示す．また，これらの模擬画像から求め
たフィールドの画面占有率，画面上におけるサッカーボールの大きさ，センター
ライン，タッチラインの各長さをTable 6.3に示す．表より，従来レンズと比較し
て，開発したフォーメーションカメラの利点として以下の点が挙げられる．
² フィールドの画面占有率が約 1.7倍　→　画素の有効活用
² ボールは大きく，ラインも長く映る　→　フィールド全面で拡大される
² タッチラインの奥と手前の長さの差が少ない
→　フィールドの歪みが少ない
すなわち，フォーメーションカメラの撮像画像は通常のレンズと比べて高解像度
かつ低歪みであることがわかる．
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Fig. 6.38 Sectional shape of formation camera.
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Fig. 6.39 Simulated image of formation camera.
Fig. 6.40 Simulated image of conventional camera.
Table 6.3 Comparison of formation and conventional camera.
フォーメーション 従来の
カメラ カメラ
フィールドの画面占有率 % 69.1 40.8
ボール 奥のコーナー 1.2 1.1
サイズ センターライン手前 pixel 3.2 2.4
センターラインの長さ pixel 562 409
タッチライン 奥 pixel 1039 582
の長さ 手前 pixel 1282 1249
98
(3) 製作
Fig.6.41に製作したフォーメーションカメラの外観を示す．反射鏡は超精密旋盤
によるアルミの削り出し加工によるもので，反射面には酸化対策としてフッ化マ
グネシウム（MgF2）を蒸着した．また，風防には割れても飛び散らないように合
わせガラスを使用し，風防の外側には埃と雨滴の除去用にブロアを設置した．
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Fig. 6.41 Formation camera.
6.4.4 画像変換装置の開発
(1) 画像変換アルゴリズムの検討
変換画像の全画素についてそれぞれが対応する撮像画像上での座標を求めるこ
とで変換テーブルを作成し，この変換テーブルを基に変換処理を行う．この変換
テーブルを求めるために，以下のように座標系を定義し，各座標間の変換式を求
める．
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変換画像座標系 xcyc[pixel] : 変換画像が表示されるモニタ画面
上の座標系，原点は画面左上，サ
イズは 1280£720
フィールド座標系 xfyf [m] : フィールド面上の座標系，原点は
フォーメーションカメラから見て
手前中央，サイズは 124£82.5
スタジアム座標系 xsyszs[m] : スタジアムの座標系，原点はフォ
ーメーションカメラの位置
カメラ極座標系 µ; ¸[rad] : フォーメーションカメラへの入射
角，方位で表される極座標系
カメラ座標系 xkykzk[mm] : フォーメーションカメラの座標系，
原点はレンズの前側節点
物体平面座標系 xpyp[mm] : レンズがピントを合わせた物体平
面上の座標系，原点は物体平面と
レンズの光軸との交点
撮像画像座標系 xoyo[pixel] : 原画像が表示されるモニタ画面上
の座標系，原点は画面左上，サイ
　　　　　　 ズは 1280£720
(1.1) 変換画像座標系　→　フィールド座標系
Fig.6.42に示すように，縮尺を調整し（縦方向 720[pixel]→ 82.5[m]），フィール
ドを画面中央に表示するため，変換式は次のように表される．
(xf ; yf) =
µ
(xc ¡ 639:5)82:5
720
; (719:5¡ yc)82:5
720
¶
(6.34)
(1.2)フィールド座標系　→　スタジアム座標系
Fig.6.43に示すように，フォーメーションカメラはフィールド座標系の原点上の
高さ 37[m]地点に設置されているので，変換式は次のように表される．
(xs; ys; zs) = (xf ; yf ;¡37) (6.35)
(1.3) スタジアム座標系　→　カメラ極座標系
Fig.6.44に示すように，フォーメーションカメラの回転対称軸を yszs平面内で zs
軸から ®傾けて設置したとき，原点Osからフィールド上の点 P (xs; ys; zs)への視
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xc
yc xf
yf
( xc , yc )=( 0, 0 )
( xc , y
c
 )=( 639.5, 719.5 )
( xf , yf )=( 0, 0 )
( xc , yc )=( 1279, 719 )
Display Monitor of
Converted Image
Field
c 
Fig. 6.42 Coordinates system of converted image and ¯eld.
Field
xs
ys
zs
Formation 
Camera
37m
A
yf
xf
Fig. 6.43 Coordinates system of ¯eld and stadium.
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Rotational xs
ys
z
A'
A
λ
θ P
O
s
α
α
α
s
Symmetry
Axis of
Fig. 6.44 Coordinates system of stadium and polar coordinates system of camera.
線ベクトルの入射角 µおよび方位 ¸は，式 (6.22)，式 (6.23)と同様に次のように表
される．
(µ; ¸) =
0@tan¡1
q
x2s + (ys cos®¡ zs sin®)2
ys sin®+ zs cos®
; tan¡1
xs
ys cos®¡ zs sin®
1A (6.36)
(1.4) カメラ極座標系　→　カメラ座標系
カメラ極座標系とカメラ座標系には Fig.6.45に示すような関係があるので，変
換式は次のように表される．
(xk; yk; zk) =
µ
sin¸; cos¸; tan
µ
¼
2
¡ Á
¶¶
(6.37)
ここで，Áは式 (6.32)により µから求められる．
(1.5) カメラ座標系　→　物体平面座標系
Fig.6.46に示すように，レンズの向きと回転対称軸（zk軸）のなす角を ¯とお
く．レンズの向きが回転対称軸と重なるように xk軸周りに ¯だけ回転すると，前
側節点Okから点C(xk; yk; zk)へのベクトルBは次に示すB0に変換される．
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(Eye Point) 
Fig. 6.45 Polar coordinates system and coordinates system of camera.
B0 =
2664
1 0 0
0 cos ¯ ¡ sin ¯
0 sin ¯ cos ¯
3775
2664
xk
yk
zk
3775
=
2664
xk
yk cos ¯ ¡ zk sin ¯
yk sin ¯ + zk cos ¯
3775
(6.38)
ここで，前側節点Okから物体平面上の点Hへのベクトルを aB0，前側節点から物
体平面までの距離を S1とすると，z軸成分について，
S1 = a(yk sin ¯ + zk cos ¯) (6.39)
が成り立ち，aについて解くと，
a =
S1
zk cos ¯ + yk sin ¯
(6.40)
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 H 
Fig. 6.46 Coordinates system of camera and object plane.
と求められる．よって，変換式は次のように表される．
(xp; yp) = (axk; a(yk cos ¯ ¡ zk sin ¯)) (6.41)
(1.6) 物体平面座標系　→　原画像座標系
Fig.6.47に示すように，レンズ系の焦点距離を f とおくと，前側節点から Soの
地点にピントを合わせたとき，後側節点から CCDまでの距離 Siは結像公式より
次のように求められる．
1
So
+
1
Si
=
1
f
(6.42)
Si =
fSo
So ¡ f (6.43)
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このとき，レンズの倍率mは，
m =
Si
So
=
f
So ¡ f (6.44)
と求められる．Fig.6.48に示すように，変換式は，CCDの有効サイズが9:6£5:4[mm]，
有効画素数が 1280£ 720[pixel]なので，縮尺（縦方向 5.4[mm]→ 720[pixel]）と倍
率mを考慮すると，次のように表される．
(xo; yo) =
µ
720
5:4£ 10¡3mxp + 639:5; 359:5¡
720
5:4£ 10¡3myp
¶
(6.45)
 
o i 
Fig. 6.47 Image formation formula.
xo
yo xp
yp
( xo , yo )=( 0, 0 )
( xo , yo )=( 1279, 719 )
( xo , yo )=( 639.5, 359.5 )
( xp , yp )=( 0, 0 )
Display Monitor of
   Original Image
Fig. 6.48 Coordinates system of original image.
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以上の式に，設計により決定した®（= µmin），¯，µmin～µmax，Ámin～Ámax，S1
の各値を代入して変換画像の全画素について変換テーブルを作成する．
(2) 製作
(2.1) 走査方式について
撮像・表示の走査方式として最も一般的なインターレース（飛び越し）走査に
は，動画像変換による撮像・表示タイミングの逆転で映像にちらつきが生じたり，
ボール等の小さな被写体が走査線に飛び越され画面から消えてしまう等の問題が
ある．よって，本システムではプログレッシブ（順次）走査を採用する．この方
式は上から順に映像を走査していく方式なので，インターレース走査で生じた問
題は発生しない．
(2.2) 構成
Fig.6.49に示すように，リアルタイム画像変換装置は，コントローラ（PC）と
画像変換回路（拡張ボックス）から構成され，それぞれ ISAバスにより結ばれて
いる．コントローラは，変換テーブルを計算するとともに画像変換回路をコント
ロールし，画像変換回路は，変換テーブルを用いて画素の並び替えを行う．
Expansion box 
PC 
Fig. 6.49 Realtime image conversion electronics.
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(3) 変換例
Fig.6.50に球技場で取得した撮像画像，Fig.6.51にその変換画像を示す．撮像画
像からは，模擬画像（Fig.6.39）と同様に低歪みかつ高解像度であることを, 変換
画像からは，歪がほぼ完全に補正されていることを確認できる．厳密には，カメラ
の設置誤差により歪は若干残っているが，選手の相対的な位置関係であるフォー
メーションはこの画像から容易に把握できるので, この程度の歪であれば許容範囲
内であるといえる．また，斜めから撮影した画像をあたかも真上から撮像したか
のような画像に変換しているので，Fig.6.52に示すように，選手やボール等の画像
は撮像位置から見て放射状に引き伸ばされてしまうが，撮像位置が比較的高い位
置であるために伸びる量も大きくなく，フォーメーションの把握に支障はない．
6.4.5 まとめ
球技場のフィールドを斜め上方から撮影しても，真上から俯瞰撮影したかのよ
うな画像が得られるフォーメーションカメラシステムを開発した．このシステム
は，ODVを応用した超広角反射光学系，ハイビジョンカメラ，リアルタイム画像
変換装置などから構成されている．斜め上方からの撮影ではフィールドは横長の
台形状に歪んでしまうが，光学系を工夫することで歪みを極力補正し，残った歪
みもリアルタイム画像変換装置によりほぼ完全に補正することができる．よって，
フィールド上に屋根がない球技場でも，観客席上にある天井などの比較的高い位
置にこのシステムを設置することができれば，真上から俯瞰撮影したかのような
画像が得られるので，フォーメーションの把握が容易に行えるようになる．
本章では，フィールドの歪を補正するための反射光学系の設計法を明らかにし，
解像度がハイビジョンより高くなるように，かつ，画面上におけるフィールドの
占める割合が大きくなるように，局所探索法により最適設計を行った．評価結果
から，従来のレンズと比べてフィールドの占有率が 1.7倍に向上し，歪みも減少す
ることを確認した．また，光学系で補正しきれなかったフィールドの歪みを補正
するための画像変換アルゴリズムについても明らかにし，実撮像画像を用いた変
換結果から，フィールドの歪みがほぼ完全に補正されていることを確認した．
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 Fig. 6.50 Original image.
 
(a) 
(b) 
(c) 
Fig. 6.51 Converted image ((a), (b) and (c) are magni¯ed area as Fig.6.52).
(a)         (b)         (c) 
Fig. 6.52 Magni¯ed Image of Fig.6.51.
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6.5 ODV内視鏡
6.5.1 開発の背景と概要
医療用内視鏡は，メスを入れることなく食道，胃，腸など体内の検査を可能に
することから，医療の世界ではなくてはならないものとなっている．工業用内視
鏡も，従来の工場配管の検査のみならず，近年では，震災のがれきの中から生存
者を見つけたり，古墳内部を非破壊で調べたりと，多くの場所で活用されている．
これらの内視鏡に用いられている光学系は一般的な広角レンズであり，前方のみ
観察することができる．ところが，内壁を詳細に観察するには首を振る必要があ
り，これが検査時間を長びかせる要因となっている．全方位カメラを利用するこ
とで，挿入するだけでカメラの側面全周の内壁が一度に観察ができるので，検査
時間の短縮が可能になる．特に，医療の世界では，被験者にとって，異物である
内視鏡の体内への挿入には苦痛を伴い，被験者が患者の場合には特に体への負担
は大きくなり，検査時間の短縮は急務である．以上の経緯から，ODVの「リアル
タイム全周撮像」と「低収差で小型化が容易」という特徴を生かし，ODV内視鏡
の開発に着手した．
第 2.4節で，反射鏡を用いる従来型全方位カメラは「収差の影響を受け，小型化
と高解像度化を実現することが難しい」と述べた．ここで，その理由について考
えてみる．ODVは，光線と反射鏡形状の幾何学的な関係のみで成り立っているの
で，相似縮小することが可能である．カメラはそのままで，ODVのみを相似縮小
する場合について考える．式 (5.1)，式 (5.2)より，被写界深度Dof は，
Dof = Pf ¡ Pn
=
2f 2FcD2o
f4 ¡ F 2c 2D2o
(6.46)
となる．ODVを相似小型化した場合，焦点を合わせる距離Doにのみに縮小率m
（0<m<1）がかかってくるので，この場合の被写界深度D0of は，
D0of =
2f2Fc(mDo)
2
f 4 ¡ F 2c2(mDo)2 (6.47)
となる．また，像面の厚み（非点隔差）Iadにも縮小率mがかかり，この場合の像
の厚み I 0adは，
I 0ad = mIad (6.48)
となる．次に，被写界深度と像面の厚みの比率が相似縮小によりどう変化するの
かを調べる．式 (6.47)を式 (6.48)で割ると，
D0of
I 0ad
=
2f2FcD2om
(f 4 ¡ Fc2D2om2)Iad
(6.49)
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となり，mは 1以下なので，二次の項を無視すると，
Dof
Iad
¼ 2f
2FcD2o
f4Iad
m (6.50)
となる．この式より，mを小さくして相似縮小することにより，被写界深度 Oof
は像面の厚み Iadと比べて相対的に小さく（浅く）なることがわかる．すなわち，
小さくすると収差の残る光学系ではピントが合いにくくなってしまう．以上から，
小型化は，収差の残る従来の全方位カメラにとっては難しく，収差補正のできる
ODVにとっては容易であることがわかる．
6.5.2 小型化検討
(1) 仕様の設定
これまでに開発した超広角ODVを相似縮小することで新たにODV内視鏡を開
発することとした．Fig.6.53に示すように，これまでに開発している小型ODVの
主鏡径は 40[mm]，画角は対角 180[deg] （入射角・レンズ部：0～32.9[deg]，反射
鏡部：30～90[deg]）で，外径 12[mm]の 1/6インチCCDカメラを用いている．
ODV内視鏡には，さらに小さい外径 4.5[mm]の 1/10インチミクロCCDカメラ
を用いることとした．Fig.6.54にこのカメラの外観を，Table 6.4に仕様を示す．こ
のカメラに取り付けられているレンズの垂直画角は約 47[deg]あり，副鏡の見込み
角 30.38[deg]より大きいので，円形像（副鏡）をすべて写すことが可能である．
縮小率に関しては，カメラの外径（12[mm]→ 4.5[mm]，0.375倍）を考慮して，
既存ODVを 0.375倍に相似縮小することとした．この場合，主鏡径は 40[mm]→
(0.375倍)→ 15[mm] となる．
(2) 小型化により生じる問題点
小型化することで被写界深度が浅くなるため，画質への影響，主鏡とCCDカメ
ラの干渉，反射鏡の薄肉化による画質への影響について考慮しなくてはならない．
以下でそれぞれについての検討結果を述べる．
(2.1) 被写界深度が浅くなることの画質への影響
像面の位置は相似的に小さくなるので，32.15～33.95[mm]→ (0.375倍)→ 12.06
～12.73[mm]となる．次に，CCDカメラの被写界深度を求める．許容錯乱円を
CCD画素サイズ c=2.25[¹m]，絞り値をF=2.7，焦点の合わせる距離をDo=32.80
× 0.375=12.3[mm]，焦点距離を f=1.26[mm]として，式 (5.1)，式 (5.2)より求め
ると，被写界深度は 11.75～12.91[mm]となる．これから，被写界深度は像面をす
べて含み，画像全域にピントが合うことがわかる．
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 36 
Camera Head Lens 
φ 4.5 
38 
φ 12 
[mm]
Fig. 6.54 1/10 inch micro CCD camera.
Table 6.4 Speci¯cation of 1/10 inch micro CCD camera.
素子サイズ 対角 1.8[mm]（1/10インチ）
有効画素数（H×V） 510× 495（25万）pixels
画素サイズ（H×V） 2.25× 2.9[¹m]
フォーカス範囲 5～1[mm]
画角 対角 72.07[deg]
カメラヘッド外径 Á4.5[mm]
鏡筒先端～前玉 0.28[mm]
前玉～前側節点 3.06[mm]
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(2.2) 主鏡とCCDカメラの干渉
相似縮小したODVの前側節点の位置に，1/10インチミクロCCDカメラの前側
節点を一致させたとき，主鏡がCCDカメラのレンズ鏡筒と干渉しないかを検証す
る．Fig.6.53で示す主鏡～前側節点間距離は 8.35[mm]→ (0.375倍)→ 3.13[mm]と
なる． 一方，レンズの鏡筒先端～前側節点間距離が 0.28+3.06=3.34[mm]であり，
0.21[mm]干渉することがわかった．この干渉は，レンズ鏡筒を削ることで対処す
ることとする．
(2.3) 反射鏡の薄肉化による画質への影響
Fig.6.53で示す主鏡の最薄部も相似縮小し，1.86[mm]→ (0.375倍)→ 0.70[mm]
と非常に薄くなる．この最薄部の反射像への影響を，岡山県工業技術センターの
協力を得て検証した (82)．Fig.6.55に示すような一部が厚さ 0.7[mm]に薄肉化され
た試験片を製作し，これに切削による鏡面加工を施した．この反射面を形状測定
したところ，Fig.6.56に示すように，薄肉部のみ 150[nm]程度と非常に微量ながら
盛り上がることがわかった．これは，薄肉部が加工力で弾性変形し，加工後，弾
性回復したことが原因であると考えられる．
次に，光学性能試験を実施した．試験片から約 300[mm]離した格子柄のテスト
チャートを，入射角約 30[deg]で反射させて，ODV内視鏡で使用する上記ミクロ
CCDカメラで撮像することにより，反射像の歪みを調べた．その結果，Fig.6.57
に示すように，薄肉部において反射像に歪みが認められないことがわかった（テ
ストチャートが歪んでいるのはレンズの歪曲が原因）．このことから，150[nm]程
度の平面度であれば，光学性能に影響しない，つまり，0.7[mm]程度の薄肉化であ
れば画質に影響しないことがわかった．
6.5.3 製作と撮像例
上記のように，主鏡径を 15[mm]まで小型化しても，特に問題を生じないことが
確認できたので，試作を行った．ODV内視鏡の外観をFig.6.58に，直径約 30[mm]
の紙の筒にODV内視鏡を挿入したときの撮像例をFig.6.59に示す（この撮像例で
は，副鏡に正面を見るための凹レンズをはめていない）．試作機では，アクリル
カバーの表面粗さが良くないこともあり，鮮明な画像とまではいかないが，被写
体まで近いこともあり，被写体の識別には十分な解像度が得られていることがわ
かる．
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 Fig. 6.55 Test piece.
 
Fig. 6.56 Shape of test piece.
Fig. 6.57 Re°ection image of testchart.
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 Acrylic Cover 
Primary Mirror 
Secondary Mirror 
Fig. 6.58 ODV endoscope.
Fig. 6.59 Input image of ODV endoscope.
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6.5.4 まとめ
画角 180[deg]の超広角ODVを相似小型化して，主鏡径を 15[mm]まで，アクリ
ルカバーまで入れると外径 18.5[mm]まで小型化することができた．取得画像から
は，鮮明な画像が得られることを確認した．このサイズであれば，照明などをつ
けても内径 50[mm]程度の配管検査であれば可能で，工業用内視鏡として実用化で
きると思われる．医療用としては，現行品で最も太いものが大腸用の外径 13[mm]
弱であり (81)，これには処置用の鉗子チャンネル，照明用ライトガイド，送水パイ
プなども含まれる．よって，ODV内視鏡を医療用として実用化するには，ODVだ
けで外径 10[mm]以下となるような，さらなる小型化が必要である．
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第7章 結論
7.1 本論文の成果
移動ロボットの視覚センサとして進化を遂げた全方位カメラは，監視カメラ，管
内検査等，他分野にも広く適用できることが予想され，社会にとっても非常に有
益な装置である．今までに開発された全方位カメラの特徴と課題を整理したとこ
ろ，全方位カメラに望まれる機能は，
² 実時間撮像（常時，全周が見える）
² 低収差（画像の解像度が高く鮮明）
² 低歪み（被写体の認識が容易）
であること，そして，これら全てを満たす全方位カメラが存在しないことがわかっ
た．よって，これら全てを満たすことができる「2枚の反射鏡からなる全方位視覚
システム・ODV」を提案した．
ODVの概要
上記の 3機能全てを実現するために，実時間で全周撮像できる反射鏡方式を採
用し，収差と歪みが同時に補正できるよう，非球面反射鏡 2枚構成のODVを提案
した．また，この構成により，収差や歪みの補正だけでなく，赤外線や紫外線でも
利用でき，耐放射線性に優れるといった特徴を有する．
反射鏡の収差最適化計算
ODVでは，主鏡を経由して副鏡に写った全周の像をCCDカメラで撮像するこ
とにより全周画像を得ている．この副鏡に写った像には反射面形状に起因する非
点収差および像面湾曲が発生し，これらの収差が大きいと全周画像は歪み，ボケ
てしまう．よって，この収差の発生を抑えるために反射鏡形状を最適化する．つ
まり，収差最適化計算を行う必要がある．まず，主鏡，副鏡の反射面形状と，こ
れら反射面により結ばれる像面形状の設計方法について明らかにした．反射面に
関しては，CCDカメラの視野角とODVの視野角の関係（射影）などを拘束条件
とし，副鏡形状や主鏡の内径などを変数として与え，光の入射，反射ベクトルの
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関係を用いた主鏡形状を求める方法を明らかにした．また，像面に関しては，反
射面形状から求めた反射点の曲率を用いて像の位置を求め，入射角ごとに求めら
れる像をつなぎ合わせることで像面形状が求められることを明らかにした．非点
収差が存在する場合，これらの像面は分離して存在し，また，像面湾曲がある場
合，これらの像面は曲面になる．CCDカメラのレンズには焦点の合う範囲，すな
わち，被写界深度が存在するので，2つの像面が被写界深度内に含まれるように収
差最適化計算を行う必要がある．そこで，収差最適化計算に局所探索法を用いる
こととし，その具体的な手法について明らかにした．
設計例と評価
上記の収差最適化計算手法の妥当性検証を実施するとともに，従来型全方位カ
メラとの画質に関する定量的比較を実施した．収差最適化計算に関しては，対角
180[deg]の魚眼視野ODVを試作し，この試作機の像面の位置を計測した結果，計
算により求めた位置に極めて近いことが明らかになり，収差最適化計算手法の妥
当性が確かめられた．また，画質の定量的評価に関しては，光学系の外径，視野
角がともに同じODVと従来型全方位カメラ（双曲面鏡を用いる方式）を設計し，
定量的比較の結果，ODVがより低収差であり，従来型全方位カメラが鮮明な画像
を得るために必要な最低照度よりさらに暗い 1/4の照度においても鮮明な画像が
得られることが確かめられた．これにより，ODVの全方位カメラとしての有効性
を明らかにすることができた．
応用例
ODVの持つ特徴を生かして開発した 4種類のODV応用機器を開発した．
監視用ODV
監視カメラとしての使用を想定して，ODVの画像歪みを補正できるという特徴
を生かした超広角ODVと，波長依存性がほとんどないという特徴を生かした赤外
用ODVを開発した．超広角ODVに関しては，画像歪みを抑える設計方法につい
て明らかにし，魚眼レンズとの撮像画像の比較結果からその効果を確認した．赤
外用ODVでは，可視光用に設計したODVを赤外カメラに取り付け，赤外カメラ
でも使えることを確認した．
衛星搭載全方位モニタカメラ
衛星に搭載されている数多くの展開構造物（太陽電池パドル，アンテナ等）を視
覚的にモニタするためのカメラで，一度に全周視野が得られるという特徴だけで
118
なく，耐放射線性に優れるというODVの特徴も生かして開発を行った．人工衛星
USERS用に全周 360×垂直 50[deg]の画角を持つモニタカメラを製作し，冗長構
成のため 2台搭載した．USERSが打ち上げられた 2002年 9月 10日からミッショ
ン終了となる 2005年 2月 25日までの間，2台のモニタカメラは共にトラブルを起
こすことなく軌道上で機能し続け，パドルやラジエタの展開等のモニタに利用さ
れることで，すべての目的を達成した．
球技場向けフォーメーションカメラシステム
球技場の観客席上空の天井カメラから撮像された，台形状に歪んだフィールドの
映像を，真上から俯瞰撮影したかような歪みのない映像に補正して表示するシス
テムで，被写体の歪みを補正できるというODVの特徴を生かして開発を行った．
フィールドの歪を補正するための反射光学系の設計法を明らかにし，撮像画像の
シミュレーション評価からは歪みが減少していることを確認した．また，光学系
で補正しきれなかった歪みを補正するための画像変換アルゴリズムについても明
らかにし，実撮像画像を用いた変換結果から，歪みがほぼ完全に補正されている
ことを確認した．
ODV内視鏡
低収差で小型化が容易であるというODVの特徴を生かし，既存のODVを相似
縮小することによりODV内視鏡を開発した．縮小することで生じる問題点，例え
ば，主鏡とカメラとの干渉や，反射鏡の薄肉化による画質への影響等をクリアす
ることで，主鏡径を 15[mm]まで，アクリルカバーまで入れると外径で 18.5[mm]
まで小型化することができた．取得画像からは，鮮明な全周画像が得られること
を確認した．
以上のように，実時間で鮮明かつ低歪みの全周画像が取得できることを特徴と
する 2枚の反射鏡からなる全方位視覚システム（ODV）の研究・開発を通して，全
周撮像最適設計化技術を確立することができた．さらに，ODVの特徴を生かして
監視カメラや衛星搭載モニタカメラなどのODV応用機器を開発し，実用化するこ
とで，この技術が様々な分野において有用であることを示すことができた．
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7.2 今後の課題
本研究で得られた成果をもとに，今後の研究の発展と展望について述べる．
ロボットビジョン用としては分解能が粗くても環境全体の大局的な情報が実時
間で獲得できればよかったが，不審者や侵入者発見のための広域モニタリングな
らびに，インタラクティブテレビや移動体の遠隔操縦等における任意視線映像表
示の場合，より高精細な全周映像を撮像することが望まれている．
高精細な全周画像を得るためには，高解像度カメラを用いる手法，または，画
素ずらしによる超解像処理を用いる手法の 2通りのアプローチが考えられる．
高解像度カメラを用いる手法
近年のデジタルカメラの日々の進歩などにより，高解像度カメラの入手が容易
になってきている．このカメラにODVを組み合わせることで高精細な全周画像を
得ることができるが，それには，ODVの持つ収差をこのカメラの持つ解像度以下
にまで補正する必要がある．そのためには，より一層の収差補正が可能な手法を
確立することが必要である．例えば，反射鏡を 3枚以上に増やす，あるいは，射影
を補正用パラメータとするなど，設計の自由度を増やすことで可能になると考え
られる．
より一層の収差補正が可能になると，高精細全周画像が得られるだけでなく小型
化も可能となる．例えば，医療用として更なる小型化を進めることで，外径 6[mm]
以下では鼻から挿入する経鼻内視鏡として，外径 3[mm]以下では膵臓などの消化
器最深部への内視鏡として，用途が飛躍的に広がる．また，ODVが小型であるほ
ど，鉗子（組織をとる器具）などの処置具を挿通するための管路を確保すること
が容易になるという他のメリットも生まれる．
画素ずらしによる超解像処理を用いる手法
画素ずらしの考え方に基づき画像処理により高解像度化を行う手法である．例
えば，R，G，Bそれぞれに使う 3個のCCDセンサを水平方向または垂直方向に
わずかにずらして配置して，それぞれのCCDで得られた画素ずれを伴う複数画像
を統合することで仮想的にサンプリング点を増加させ，全周画像の高解像度化を
実現することができると考えられる．この場合，撮像素子は高解像度である必要
はなく，ODVの収差補正も現状程度でよい．
この手法は，仮想的にサンプリング点を増加させる手法であり，分解能が実際
に上がっているわけではないので，どの程度まで高解像化の効果が期待できるの
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かを見極める必要がある．また，画像処理時間を必要とするため，実時間で画像
を得るためには，処理時間の短縮という課題を解決する必要がある．
本論文では，全方位カメラのニーズを分析して，従来型の欠点を克服したODV
を開発するとともに，ODVの持つ特徴を生かしたアプリケーションについて提案
し，各アプリケーションに向けて開発した ODVを製品化する，もしくは，製品
化の目処をつけるといった成果を得た．今後は，本研究で得られた知見をもとに，
ODVのより一層の高機能化，高付加価値化を実現化するために，更に高解像度化，
小型化を推し進めることで，従来にないまったく新しいニーズを開拓することが
できると考える．
最後に，本研究から生まれたODVは，歪みのない鮮明な全周画像が得られると
いう特徴を生かし，Fig.7.1，Fig.7.2に示すように，自律移動ロボットの目として
多くの研究 (83){(89)に活用されていることを付記する．
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 ODV 
Fig. 7.1 Surveillance robot.
 
ODV 
Fig. 7.2 Rescue robot.
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付 録A 収差
収差 (90)は大きく分類すると，単色光によって発生する収差と，色の波長の違い
によって発生する色収差の 2種類に分類できる．さらに単色光での収差は，球面
収差，コマ収差，非点収差，像面湾曲，歪曲の 5種類に分類でき，Seidelの 5収差
と呼ばれている．これらに収差について以下で簡単に説明する．
球面収差
光軸上の 1点から出た光線がレンズを通った後，軸上の 1つの点に集まらない
で前後にずれる現象．光が点に結像せず少し丸く広がり円形に結像する．
 
Fig. A.1 Spherical aberration.
コマ収差
光軸に対して斜めから入射される光のうちレンズの中心部を通る光と周辺部を
通る光とが結像面上で 1点に集まらないために生じる現象．画面周辺部の像が尾
を引いた彗星のように扇形に広がる．
 
Fig. A.2 Comatic aberration.
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非点収差
動径方向と周方向の焦点が1点に集まらないために生じる現象．ピント位置によっ
て像が縦長や横長に結像する．動径方向と周方向の焦点間距離を非点隔差（Astig-
matic Di®erence）という．
 
Astigmatic 
Difference 
Fig. A.3 Astigmatism.
像面湾曲
平面が平面として結像せずに湾曲して結像してしまう現象．平面の被写体にピ
ントを合わせたとき，画面中心部にピントを合わせると周辺がボケてしまい，逆
に周辺にピントを合わせると中心部がボケてしまう．
 
Image Object 
Fig. A.4 Curvature of ¯eld.
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歪曲
以上に挙げた 4つの収差はすべて像の鮮明さに関係するものであったが，この
収差は形状の再現性を悪くするもので，レンズに入射される光の傾きによって像
倍率が変わるために発生する現象．正方形の像が糸巻き型や樽型に歪む．
 
Fig. A.5 Distortion.
色収差
結像する位置が色の波長によって異なる現象．白い像が広がり虹色に結像する．
 
Fig. A.6 Chromatic aberration.
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付 録B 回転体表面の曲率
三次元空間内の一般の曲面 z = '(x; y)の場合，曲面上のある点の曲率として，
その法線を含む平面での切り口の曲率を考えることができる．この曲率は，切り
口の方向を (dx; dy)とおくと，
· =
1q
1 + '2x + '
2
y
'xxdx
2 + 2'xydxdy + 'yydy
2
(1 + '2x)dx
2 + 2'x'ydxdy + (1 + '2y)dy
2
(B.1)
と表せる (91)．ここで，'x = @'=@x，'y = @'=@y，'xx = @2'=@x2，…とおいた．
曲面が回転体の表面の場合には，y = 0の断面を z = f(x)とおくと，曲面は，
'(x; y) = f
µq
x2 + y2
¶
(B.2)
と表される．この曲面の曲率を動径方向と周方向の切り口に分けて求める．曲面
は回転対称で，xy平面状のどの位置で考えても同じであるから，(x; 0)での曲率を
求める．この場合 (dx; 0)と (0; dy)が，それぞれ動径方向と周方向への切り口にな
る．したがって，動径方向への曲率 ·rと周方向への曲率 ·cは，式 (B.1)より，そ
れぞれ，
·r =
1q
1 + '2x + '
2
y
'xx
1 + '2x
(B.3)
·c =
1q
1 + '2x + '
2
y
'yy
1 + '2y
(B.4)
となる．式 (B.2)を偏微分して y = 0とおくと，
'x = f
0(x) (B.5)
'y = 0 (B.6)
'xx = f
00(x) (B.7)
'yy =
f 0(x)
x
(B.8)
となるから，これらを式 (B.3)，式 (B.4)に代入して，
·r =
f 00(x)³
1 + (f 0(x))2
´ 3
2
(B.9)
·c =
f 0(x)
x
q
1 + (f 0(x))2
(B.10)
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を得る．動径方向と周方向への曲率半径Rr，Rcはこれらの逆数であるから，
Rr =
³
1 + (f 0(x))2
´ 3
2
f 00(x)
(B.11)
Rc =
x
q
1 + (f 0(x))2
f 0(x)
(B.12)
となる．
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付 録C 凹・凸面により結ばれる像
の位置
Fig.C.1は，像距離を説明するための図であり，Fig.C.1(a)は鏡面が凹の場合，
Fig.C.1(b)は凸の場合である．ここで，鏡面（ここでは曲線）を，
y = f(x) (C.1)
と表し，この曲線上の点Q=(Qx, Qy)における一階と二階の導関数を，
® = f 0(Qx) (C.2)
¯ = f 00(Qx) (C.3)
と表す．このとき，接線方向のベクトルV，法線ベクトルN，曲率 ·，曲率半径
Rはそれぞれ，
V =
1p
1 + ®2
(1; ®) (C.4)
N =
1p
1 + ®2
(¡®; 1) (C.5)
· =
¯
(1 + ®2)
3
2
(C.6)
R =
1
·
=
(1 + ®2)
3
2
¯
(C.7)
と表される．反射点の傾きを kとすると，反射光線の方程式は，
y ¡Qy = k(x¡Qx) (C.8)
となる．反射光の結像点 F=(Fx, Fy)はこの直線上にあるから，
Fy ¡Qy = k(Fx ¡Qx) (C.9)
を満たす．さらに，入射光を微少量移動させてもF は変化しない．したがって，式
(C.9)をQxで微分して，
¡
Ã
@Qy
@Qx
!
=
@k
@Qx
(Fx ¡Qx)¡ k (C.10)
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すなわち，
Fx ¡Qx = k ¡ ®@k
@Qx
(C.11)
これを式 (C.9)に代入すると，
Fy ¡Qy = k(k ¡ ®)@k
@Qx
(C.12)
となるから，像距離 qは次式で得られる．
q = jF ¡Qj
=
jk ¡ ®jp1 + k2¯¯¯¯
¯ @k@Qx
¯¯¯¯
¯
(C.13)
ところで，反射光方向のベクトルは法線ベクトル (-®, 1)を °だけ回転すれば得ら
れる．すなわち，Ã
cos ° ¡ sin °
sin ° cos °
!Ã ¡®
1
!
=
Ã ¡(® cos ° + sin °)
¡(® sin ° ¡ cos °)
!
(C.14)
これから傾きが決まって，
k =
® sin ° ¡ cos °
sin ° + ® cos °
(C.15)
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また，
k ¡ ® = ¡(1¡ ®2) cos °
sin ° + ® cos °
(C.16)
p
1 + k2 =
p
1 + ®2
1
sin ° + ® cos °
(C.17)
となる．式 (C.15)の kをQxで微分するためには，®，°をQxの関数とみなさな
ければならない．まず ®については定義から，
@
@Qx
® = f 00(Qx) = ¯ (C.18)
つぎに，°についての表現を得るために反射点Qxから対象物 T へのベクトルをL
とおく．
L = (Lx; Ly) = T ¡Q (C.19)
そのとき Lの接線方向への射影はそれぞれ，
l sin ° = (L; V) =
1p
1 + ®2
(Lx + ®Ly) (C.20)
l cos ° = (L; N) =
1p
1 + ®2
(¡®Lx + Ly) (C.21)
となる．式 (C.20)，式 (C.21)を式 (C.15)に代入すると，
k =
2®Lx ¡ (1¡ ®2)Ly
(1¡ ®2)Lx + 2®Ly (C.22)
を得る．Lx，LyのQxによる微分は式 (C.19)の定義から，
@Lx
@Qx
= ¡1 (C.23)
@Ly
@Qx
=
@Qy
@Qx
= ¡® (C.24)
となる．式 (C.23)，式 (C.24)を用いて式 (C.22)をQxで微分すると，
@k
@Qx
= ¡(1 + ®2) 32 2·l + cos °
l(sin ° + ® cos °)2
(C.25)
さらに式 (C.16)，式 (C.17)，式 (C.25)を式 (C.13)に代入すると，
q =
l cos °
2·l + cos °
=
l cos °
2l
r
+ cos °
(C.26)
を得る．これが光線の反射点Qから結像点 F までの像距離 qである．凸面の場合
q >0で結像点は鏡面の裏側に，凹面の場合 q <0で結像点は鏡面の手前にできる．
ただし．凸面の場合は r，· >0，凹面の場合は r，· <0，平面の場合は r，·=0と
なる．
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