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1. INTRODUCTION
Let  be a bounded domain in n n ≥ 1. For 1 < p < ∞, the Fucˇ´ık
spectrum of the p-Laplacian on W 1 p0  is deﬁned as the set p of those
points a b ∈ 2 such that
−
pu = au+p−1 − bu−p−1 u ∈ W 1 p0  (1.1)
has a nontrivial solution. Here 
pu = div
(	∇u	p−2∇u) and u± =
max±u 0. It is known that the ﬁrst eigenvalue λ1 of −
p on W 1 p0  is
positive, simple, and admits a positive eigenfunction ϕ1 ∈ W 1 p0  ∩C1
(see Lindqvist [8]), so p contains the two lines λ1 × and × λ1. A ﬁrst
nontrivial curve C2 in p through λ2 λ2, where λ2 is the second eigen-
value of −
p, was recently constructed and variationally characterized by a
1 The second author gratefully acknowledges the support and hospitality of the School of
Mathematics and Statistics at the University of Sydney where this work was done.
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mountain-pass procedure in [3]. It was shown there that C2 is continuous,
strictly decreasing, and asymptotic to λ1 ×  and  × λ1 at inﬁnity.
As is well known, solutions of (1.1) are the critical points of the C1
functional
Ia bu =
∫

	∇u	p − au+p − bu−p u ∈ X = W 1 p0  (1.2)
When a b ∈ p, the origin is an isolated critical point of Ia b and hence
the critical groups C∗Ia b 0 are deﬁned. Some of these groups were
computed by Dancer [4] and Perera and Schechter [9, 10] in the linear
case p = 2. The purpose of the present paper is to extend some of these
computations to the quasilinear case p = 2. Let C11 =
(−∞ λ1 × λ1) ∪(
λ1 × −∞ λ1
)
and C12 =
(
λ1 × λ1+∞
) ∪ (λ1+∞ × λ1). We shall
show that
Theorem 1.1. (i) If a b lies below C11, then CqIa b 0 = δq0.
(ii) If a b lies between C11 and C12, then CqIa b 0 = 0 ∀q.
(iii) If a b lies between C12 and C2, then CqIa b 0 = δq1 .
(iv) If a b ∈ p lies above C2, then CqIa b 0 = 0 q = 0 1.
Denote by J˜s the restriction of the functional
Jsu =
∫

	∇u	p − su+p u ∈ X (1.3)
to the C1 manifold
S =
{
u ∈ X 
∫

	u	p = 1
}
 (1.4)
As noted in [3], the points in p on the line parallel to the diagonal a = b
and passing through s 0 are exactly of the form s + c c with c a crit-
ical value of J˜s. As we will see in Section 2, the critical groups of Ia b
are related to the homology groups of the sublevel sets of J˜a−b. Note that
the standard second deformation lemma cannot be used in determining the
structure of these sublevel sets as the manifold S is not of class C1 1 when
p < 2. We will overcome this difﬁculty by using a deformation lemma on
a C1 manifold from Ghoussoub [7] and the Ekeland’s variational principle
to show that H∗J˜ αs  ∼= H∗J˜ βs  if J˜s has no critical values in αβ. We
will also use this to prove the following homotopy invariance result for
C∗Ia b 0, which does not follow from the standard homotopy invariance
theorem for critical groups again because of our very limited smoothness.
Proposition 1.2. If a0 b0 and a1 b1 can be joined by a curve that
does not intersect p, then
C∗Ia0 b0 0 ∼= C∗Ia1 b1 0 (1.5)
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In the process of proving Theorem 1.1, we will also show that the curve
C2 has the following topological property. For b > maxλ1 − s λ1, the set
b =
{
u ∈ S  J˜su < b
}
(1.6)
is path-connected if and only if the point s + b b lies above C2. This was
proved in Dancer and Du [5] for p = 2.
As an application, we consider the quasilinear elliptic boundary value
problem
−
p u = f x u u ∈ X (1.7)
where f is a Carathe´odory function on ×  such that
f x t =


a0 t+p−1 − b0 t−p−1 + o	t	p−1 as t → 0
a t+p−1 − b t−p−1 + o	t	p−1 as 	t	 → ∞
(1.8)
uniformly in x. We shall prove
Theorem 1.3. (i) If the points a0 b0 a b lie on opposite sides of
λ1 × , then (1.7) has a positive solution.
(ii) If a0 b0 a b lie on opposite sides of  × λ1, then (1.7) has a
negative solution.
(iii) If a0 b0 a b ∈ p lie on opposite sides of C2, then (1.7) has
a nontrivial solution.
(iv) If a0 b0 a b lie on opposite sides of either C11 or C12, then
there is a ﬁxed-sign solution, and if they lie on opposite sides of both C11 and
C12, then there are a positive solution and a negative solution.
(v) If a0 b0 ∈ p is above C2 and a b is below C11, then there is
a third nontrivial solution.
In particular, (1.7) has a nontrivial solution if a0 = b0 a = b are not in
σ−
p and λ1 or λ2 lies between a0 and a, which is a special case of the
well-known Amann–Zehnder theorem when p = 2 (see [1]).
Solutions of (1.7) are the critical points of
!u =
∫

	∇u	p − pFx u u ∈ X (1.9)
where Fx t = ∫ t0f x sds. In the nonresonance case a0 b0 a b ∈
p, one would expect that
C∗! 0 ∼= C∗Ia0 b0 0 C∗!∞ ∼= C∗Ia b 0 (1.10)
This, however, seems difﬁcult to prove since ! is not C1 1 in general. To
get around this difﬁculty we will construct a perturbed functional !˜ that
has the same critical points as !, with !˜u = Ia0 b0u for u small and
!˜u = Ia bu for u large. Then (1.10) would hold with ! replaced by
!˜. Proof of Theorem 1.3 is given in Section 3.
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2. CRITICAL GROUP COMPUTATIONS
We work with the constrained functional J˜s. Since p is clearly symmetric
with respect to the diagonal, we may assume that s ≥ 0. It was shown in [3]
that J˜s satisﬁes (PS),
(i) ϕ1 is a global minimum of J˜s with J˜sϕ1 = λ1− s, and the corre-
sponding point λ1 λ1 − s in p lies on the vertical line through λ1 λ1,
(ii) −ϕ1 is a strict local minimum of J˜s with J˜s−ϕ1 = λ1, and the
corresponding point s + λ1 λ1 in p lies on the horizontal line through
λ1 λ1,
(iii) denoting by $ the family of all continuous paths in S joining ϕ1
and −ϕ1,
cs = inf
γ∈$
max
u∈γ01
J˜su (2.1)
is the ﬁrst critical value of J˜s that is > λ1, so C2 = s+ cs cs  s ≥ 0∪
cs s + cs  s ≥ 0 is the ﬁrst nontrivial curve in p.
Lemma 2.1. Denoting by Kc the set of critical points of J˜s with critical
value c, for s > 0, Kλ1−s = ϕ1 Kλ1 = −ϕ1, and J˜s has no critical values
in λ1 − s λ1.
Proof. If u ∈ Kλ1 , then
− 
pu = λ1 + su+p−1 − λ1u−p−1 (2.2)
Since any eigenfunction of −
p associated with an eigenvalue > λ1 changes
sign, u < 0 somewhere. Let − = x ∈   ux < 0. Then
− 
p u− = λ1 u−p−1 in − (2.3)
and u− ∈ W 1 p0 − by [3, Lemma 5.6]. Since u− > 0 in −, λ1 must
also be the ﬁrst Dirichlet eigenvalue of −
p on −, so it follows from [3,
Lemma 5.7] that − = . Thus u = −ϕ1.
We complete the proof by showing that if u ∈ Kc with c < λ1, then
c = λ1 − s and u = ϕ1. We have
−
pu = s + cu+p−1 − cu−p−1 (2.4)
If − = x ∈   ux < 0 = , then u− ∈ W 1 p0 − satisﬁes
−
pu− = cu−p−1 in − (2.5)
so λ1− = c < λ1, contradicting [3, Lemma 5.7]. Thus u ≥ 0 and satisﬁes
−
pu = s + cup−1 (2.6)

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Note that
Ia b	S = J˜a−b − b (2.7)
so the sublevel sets
Iαa b =
{
u ∈ X  Ia bu ≤ α
}
 J˜ αs =
{
u ∈ S  J˜su ≤ α
}
(2.8)
are related by
Iαa b ∩ S = J˜ α+ba−b  (2.9)
Lemma 2.2. If a b ∈ p, then
CqIa b 0 ∼=


δq0  if J˜
b
a−b = ,
H˜q−1
(
J˜ ba−b
)
otherwise,
(2.10)
where H˜∗ denotes reduced homology groups. (2.10) also holds with J˜
b
a−b
replaced by b = u ∈ S  J˜a−bu < b.
Proof. Since 0 is the only critical point of Ia b,
Cq
(
Ia b 0
) = Hq(I0a b I0a b\0) (2.11)
As Ia b is positive homogeneous, I
0
a b is contractible, and I
0
a b\0
is homotopic to I0a b ∩ S, so (2.10) follows from the reduced homology
sequence of the pair I0a b I0a b\0 and (2.9). The second statement is
proved similarly.
We will say that a closed subset  of J˜ βs is isolated if  and J˜
β
s \ cannot
be connected by a path in J˜ βs . Since S is not C1 1 when p < 2, our next
lemma does not follow from the standard second deformation lemma.
Lemma 2.3. If  ⊂ J˜ βs is isolated and J˜s has no critical points in
J˜−1s αβ ∩ , then
H∗
(
 J˜ αs ∩ 
) = 0 (2.12)
In particular, if J˜s has no critical values in αβ, then
H∗
(
J˜ βs  J˜
α
s
) = 0 (2.13)
Before the proof, let us give two corollaries. The ﬁrst should be compared
with [3, Lemma 3.6].
Corollary 2.4. If  is a nonempty isolated subset of J˜ βs , then  contains
a critical point of J˜s.
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Proof. Taking α < inf J˜s gives
H0 J˜ αs ∩  = H0 = 0 (2.14)
Corollary 2.5. If  ⊂ J˜ βs is isolated and the only critical point of J˜s in
 is a local minimizer u0 such that
J˜su > J˜su0 ∀u ∈ \u0 inf
u∈∂B˜εu0
J˜su > J˜su0 (2.15)
for some ε > 0 such that B˜εu0 = u ∈ S  u− u0 ≤ ε ⊂ , then
H˜∗ = 0 (2.16)
Proof. Take J˜su0 < α < inf J˜s∂B˜εu0. Then  ′ = J˜ αs ∩ \B˜εu0
is isolated in J˜ αs and J˜s has no critical points in 
′, so  ′ =  by Corollary
2.4; i.e., J˜ αs ∩  ⊂ B˜εu0. Thus we have the commutative diagram
H˜∗
(
J˜ αs ∩ 
) → H˜∗(B˜εu0)
❅
❅❅↘ ↓i∗
H˜∗
(2.17)
induced by inclusions, where i∗ is an isomorphism by Lemma 2.3 as J˜s
has no critical points in J˜−1s αβ ∩ . Since H˜∗B˜εu0 = 0, the conclu-
sion follows.
Proof of Lemma 23. If z ∈ Hq J˜ αs ∩  is nontrivial, set
c = inf
z′∈z
max
u∈	z′ 	
J˜su (2.18)
where 	z′	 denotes the support of the singular q-chain z′. Clearly, c ∈ αβ.
We will show that J˜s has a critical point in J˜−1s c ∩ .
We follow [7, proof of Theorem 3.2]. Consider the subspace  of
C0 1 × S! S consisting of all continuous deformations η such that
(i) η0 u = u ∀u ∈ S,
(ii) supρηt u u  t u ∈ 0 1 × S < +∞ where ρ is the
Finsler metric on S,
(iii) J˜sηt u ≤ J˜su ∀t u ∈ 0 1 × S.
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 equipped with the metric
δηη′ = supρηt u η′t u  t u ∈ 0 1 × S (2.19)
is a complete metric space. For any η ∈  , the assumption that there is no
path in J˜ βs joining  and J˜
β
s \ together with (iii) above implies that, for
each t ∈ 0 1, the restriction of ηt · to  is a map of the pair  J˜ αs ∩ 
(i.e., ηt ⊂  and ηt J˜ αs ∩  ⊂ J˜ αs ∩ ). Thus, (i) implies that η1 · 
 J˜ αs ∩  →  J˜ αs ∩  is homotopic to the identity on  J˜ αs ∩ , so
we have that η1 z′ ∈ z for any z′ ∈ z. Fix ε > 0, take z′ ∈ z such
that
c ≤ max J˜s	z′	 < c + ε2 (2.20)
and deﬁne a continuous function I   → c c + ε2 by
Iη = max J˜s	η1 z′	 (2.21)
Let η¯ be the identity in  (i.e., η¯t u = u for all t u ∈ 0 1 × S), and
note that
Iη¯ < c + ε2 ≤ inf

I + ε2 (2.22)
Applying the Ekeland’s principle, we get an η0 ∈  such that
Iη0 ≤ Iη¯ (2.23)
δη0 η¯ ≤ ε (2.24)
Iη ≥ Iη0 − ε δηη0 ∀η ∈  (2.25)
Let C = u ∈ 	η01 z′	  J˜su = Iη0. Since J˜s satisﬁes (PS) and c ≤
J˜su < c+ ε2 for all u ∈ C, it is enough to show that there is a uε ∈ C such
that J˜ ′suε ≤ 4ε. Indeed, in view of (2.24), any such point necessarily
satisﬁes dist uε ≤ distuε	z′	 ≤ ε.
Suppose now that J˜ ′su > 4ε for all u ∈ C. Applying [7, Lemma 3.7],
we get t0 > 0, α ∈ C0 t0 × S! S, and g ∈ CS! 0 1 such that
(i) ραt u u ≤ 3t2 ∀t u ∈ 0 t0 × S,
(ii) J˜sαt u − J˜su ≤ −2ε gut ∀t u ∈ 0 t0 × S,
(iii) gu = 1 ∀u ∈ C.
For 0 < λ < t0, let ηλt u = αtλ η0t u. Clearly, ηλ ∈  . Since
δηλη0 ≤ 3tλ2 ≤ 3λ2 by (i) above, (2.25) gives Iηλ ≥ Iη0 − 3ελ2 . Since
	z′	 is compact, there is a uλ ∈ 	z′	 such that J˜sηλ1 uλ = Iηλ, so we
have
J˜sηλ1 uλ − J˜sη01 u ≥ −
3ελ
2
∀u ∈ 	z′	 (2.26)
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In particular, if u0 is any cluster point of uλ as λ→ 0, then η01 u0 ∈ C,
and hence
gη01 u0 = 1 (2.27)
by (iii). On the other hand,
J˜sηλ1 uλ − J˜sη01 uλ
= J˜sαλη01 uλ − J˜sη01 uλ
≤ −2ελ gη01 uλ (2.28)
by (ii), and combining this with (2.26) gives
gη01 uλ ≤
3
4
 (2.29)
which contradicts (2.27).
Note that according to deﬁnition (2.1) there is no path in b joining ϕ1
and −ϕ1 if b ≤ cs. Conversely, we have
Lemma 2.6. If b > cs, then b is path-connected.
Proof. We will show that every point u ∈ b can be connected to
ϕ1 by a path in b. Denote by u the component of b containing u.
By [3, Lemma 3.6], d = inf J˜s$u is achieved at a critical point u0 ∈ u.
Since u is path-connected by [3, Lemma 3.5], it is enough to show that u0
can be connected to ϕ1 by a path in b.
If u0 ≤ 0, then u0 = −ϕ1 since every critical point of J˜s other than
±ϕ1 changes sign, and −ϕ1 can be connected to ϕ1 by a path in b since
b > cs. So suppose that u+0 = 0, and let
ut =
u+0 − 1− tu−0
u+0 − 1− tu−0 p
 t ∈ 0 1 (2.30)
Taking v = u±0 in∫

	∇u0	p−2 ∇u0 · ∇v − s u+0 p−1 v = d
∫

	u0	p−2 u0 v (2.31)
gives∫

	∇u+0 	p − s u+0 p = d
∫

u+0 p
∫

	∇u−0 	p = d
∫

u−0 p (2.32)
so
J˜sut =
∫

	∇u+0 	p + 1− tp 	∇u−0 	p − s u+0 p∫

u+0 p + 1− tp u−0 p
= d (2.33)
Thus u1 = u+0 /u+0 p ∈ u achieves the inﬁmum and hence is a critical
point of J˜s. Since u1 ≥ 0, u1 = ϕ1, ut is a path in b connecting u0 to ϕ1.
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We are now ready to give the
Proof of theorem 11. (i) Since
λ1 = min
u∈S
∫

	∇u	p (2.34)
(2.7) gives
J˜a−bu ≥ λ1 −maxa b + b > b ∀u ∈ S! (2.35)
so J˜ ba−b =  and the conclusion follows from Lemma 2.2.
(ii) By Lemma 2.2,
Cq
(
Ia b 0
)∼= H˜q−1(J˜ ba−b) (2.36)
We apply Corollary 2.5 with β = b and  = J˜ ba−b. The only critical point of
J˜a−b in J˜
b
a−b is the global minimizer ϕ1, and
J˜a−bu > J˜a−bϕ1 ∀u ∈ X\ϕ1 (2.37)
by Lemma 2.1. Since J˜a−bϕ1 = λ1 − a− b < b, there is an ε > 0 such
that
J˜a−bu ≤ b ∀u ∈ B˜εϕ1 (2.38)
by the continuity of J˜a−b, and an argument similar to that in [3, proof of
Lemma 2.9] shows that
inf
u∈∂B˜εϕ1
J˜a−bu > J˜a−bϕ1 (2.39)
Thus
H˜q−1
(
J˜ ba−b
) = 0 (2.40)
(iii) By [3, Proposition 2.3 and Lemma 2.9], there are ε > 0 and
β ∈ λ1 b such that
J˜a−bu > J˜a−b−ϕ1 = λ1 ∀u ∈ B˜ε−ϕ1\−ϕ1 (2.41)
inf
u∈∂B˜ε−ϕ1
J˜a−bu > β (2.42)
Since J˜a−b has no critical values in β b,
H˜q−1
(
J˜ ba−b
) ∼= H˜q−1(J˜ βa−b) (2.43)
by Lemma 2.3. As (2.42) implies that 1 = J˜ βa−b\B˜ε−ϕ1 and 2 =
J˜
β
a−b\1 = J˜ βa−b ∩ B˜ε−ϕ1 are isolated in J˜ βa−b,
H˜q−1
(
J˜
β
a−b
) ∼= H˜q−11 ⊕Hq−12 (2.44)
and
H˜q−11 = 0 Hq−12 = δq1 ⊕ H˜q−12 = δq1  (2.45)
by Corollary 2.5.
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(iv) By Lemma 2.2,
CqIa b 0 ∼= H˜q−1b (2.46)
and the conclusion follows since b is path-connected by Lemma 2.6.
Proof of proposition 12. If both a0 b0 and a1 b1 are below C11,
then the conclusion follows from part (i) of Proposition 1.1. So, by Lemma
2.2, it sufﬁces to show that for any a0 b0 ∈ p that lies above C11,
H˜∗
(
J˜ ba−b
) ∼= H˜∗(J˜ b0a0−b0) (2.47)
for all a b sufﬁciently close to a0 b0.
Choose ε > 0 so small that B4εa0 b0 ∩ p = , which is possible
since p is closed, and suppose that 	a− a0	 + 	b− b0	 ≤ ε. Then∣∣∣J˜a−bu − J˜a0−b0u
∣∣∣ = 	a− a0 − b− b0	 ∫

u+p ≤ ε ∀u ∈ S
(2.48)
so we have the inclusions
J˜ b−εa0−b0 ↪
i1→ J˜ ba−b↪
i2→ J˜ b+εa0−b0 ↪
i3→ J˜ b+2εa−b  (2.49)
which induce homomorphisms
H˜∗
(
J˜ b−εa0−b0
) i1∗→ H˜∗(J˜ ba−b) i2∗→ H˜∗(J˜ b+εa0−b0) i3∗→ H˜∗(J˜ b+2εa−b ) (2.50)
Since the points a0 − b0 + b− ε b− ε and a0 − b0 + b+ ε b+ ε (resp.
a b and a + 2ε b + 2ε) are in B4εa0 b0, J˜a0−b0 (resp. J˜a−b) has no
critical values in b− ε b+ ε (resp. b b+ 2ε); so i2∗ i1∗ (resp. i3∗ i2∗) is
an isomorphism by Lemma 2.3. Thus i2∗ is an isomorphism. Finally,
H˜∗
(
J˜ b+εa0−b0
) ∼= H˜∗(J˜ b0a0−b0) (2.51)
as J˜a0−b0 has no critical values between b0 and b+ ε.
3. PROOF OF THEOREM 1.3
Let
f±x t =
{
f x t if ±t ≥ 0,
0 otherwise,
F±x t =
∫ t
0
f±x sds (3.1)
!±u =
∫

	∇u	p − pF±x u (3.2)
If u is a critical point of !+, taking v = u− in(
!′+u v
) = ∫

	∇u	p−2 ∇u · ∇v − f+x u v = 0 (3.3)
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shows that u− = 0, so u = u+ is also a critical point of ! with critical
value !u = !+u. Furthermore, u ∈ L∞ ∩ C1 by Anane [2]
and di Benedetto [6], so it follows from the Harnack inequality [11,
Theorem 1.1] that either u > 0 or u ≡ 0. Similarly, nontrivial critical points
of !− are negative solutions of (1.7).
The following lemma is known, but for completeness we give a simple
proof.
Lemma 3.1. The mapping u '→ 	u	 is continuous on X. Hence the map-
pings u '→ u± = 12
(	u	 ± u) are also continuous on X.
Proof. Since ∇	u	 = sgnu∇u a.e., 	u	 = u, so by uniform convexity
it sufﬁces to prove norm to weak continuity; i.e., uj → u implies 	uj	⇀ 	u	.
We have 	uj	 → 	u	 in Lp, so by weak compactness 	uj	⇀ z in X for a
subsequence. Hence z = 	u	 and 	uj	⇀ 	u	 for the whole sequence.
Lemma 3.2. Nontrivial local minimizers of !± are also local minimiz-
ers of !.
Proof. We only consider a local minimizer u0 > 0 of !+ as the argument
for !− is similar. We have to show that for every sequence uj → u0 in X,
!uj ≥ !u0 for sufﬁciently large j. By (1.8),
	Fx t	 ≤ C	t	p ∀t (3.4)
for some constant C > 0, so
!uj =
∫

	∇u+j 	p − pFx u+j  +
∫

	∇u−j 	p − pFx u−j  (3.5)
≥ !+u+j  + u−j p − Cu−j pp (3.6)
Since u+j → u+0 = u0 by Lemma 3.1,
!+u+j  ≥ !+u0 = !u0 (3.7)
for sufﬁciently large j. We will show that
u−j p ≥ C u−j pp j large (3.8)
First we note that the measure of the set j = x ∈   ujx < 0 goes
to zero. To see this, given ε > 0, take a compact subset ε of  such that
	\ε	 < ε and let εj = ε ∩j . Then
uj − u0pp ≥
∫
εj
	uj − u0	p ≥
∫
εj
u
p
0 ≥ cp 	εj 	 (3.9)
where c = minε u0 > 0, so 	εj 	 → 0. Since j ⊂ εj ∪  \ε and ε > 0
is arbitrary, the claim follows.
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If (3.8) does not hold, setting u˜j = u−j /u−j p, u˜j is bounded for a
subsequence, so u˜j → u˜ in Lp and a.e. for a further subsequence, where
u˜p = 1 and u˜ ≥ 0. But then µ = x ∈   u˜x ≥ µ has positive
measure for all sufﬁciently small µ > 0 and
u˜j − u˜pp ≥
∫
µ\j
	u˜j − u˜	p =
∫
µ\j
u˜p ≥ µp 	µ	 − 	j	 (3.10)
a contradiction.
Lemma 3.3. If a0 b0 a b ∈ p, then there are R > ρ > 0 and !˜ ∈
C1X such that
!˜ =


Ia0 b0 in $Bρ/2,
! in $BR\Bρ,
Ia b in X\B2R
(3.11)
and 0 is the only critical point of ! and !˜ in $Bρ ∪ X\BR, where Bρ =
{
u ∈
X  u < ρ}. In particular,
C∗!˜ 0 = C∗Ia0 b0 0 C∗!˜∞ = C∗Ia b 0 (3.12)
Proof. Let g0x t = f x t − a0 t+p−1 + b0 t−p−1 gx t =
f x t − a t+p−1 + b t−p−1 G0x t =
∫ t
0 g0x sds Gx t =∫ t
0 gx sds, and
80u = −p
∫

G0x u 8u = −p
∫

Gx u (3.13)
so that
!u = Ia0 b0u +80u = Ia bu +8u (3.14)
Since a0 b0 a b ∈ p, Ia0 b0, and Ia b satisfy (PS) and have no crit-
ical points on S1 = ∂B1,
δ0 = inf
S1
I ′a0 b0 > 0 δ = infS1 I
′
a b > 0 (3.15)
By homogeneity,
inf
Sρ
I ′a0 b0 = ρp−1 δ0 infSR I
′
a b = Rp−1 δ (3.16)
while it follows from (1.8) that
sup
Sρ
	80	 = oρp sup
SR
	8	 = oRp (3.17)
sup
Sρ
8′0 = oρp−1 sup
SR
8′ = oRp−1 (3.18)
176 dancer and perera
as ρ→ 0 and R→∞. So
inf
Sρ
!′ ≥ ρp−1δ0 + o1 > 0 inf
SR
!′ ≥ Rp−1δ+ o1 > 0 (3.19)
for all sufﬁciently small ρ > 0 and sufﬁciently large R > ρ. Take smooth
functions ϕ0 ϕ 0∞ → 0 1 such that
ϕ0t =
{
1 if 0 ≤ t ≤ 1/2
0 if t ≥ 1 ϕt =
{
0 if t ≤ 1
1 if t ≥ 2 (3.20)
and set
!˜u = !u − ϕ0u/ρ80u − ϕu/R8u (3.21)
Since
d(ϕ0u/ρ) = Oρ−1 d(ϕu/R) = OR−1 (3.22)
(3.19) holds with ! replaced by !˜ also. The conclusion follows.
We are now ready to prove Theorem 1.3. Denote by !˜± the modiﬁed
functionals obtained by applying Lemma 3.3.
(i) If a0 < λ1 < a, then a0 0 is below C11 and a 0 is between
C11 and C12, so
Cq
(
!˜+ 0
) = CqIa0 0 0 = δq0  (3.23)
Cq
(
!˜+∞
) = CqIa 0 0 = 0 ∀q (3.24)
by Lemma 3.3 and Theorem 1.1. Similarly, if a0 > λ1 > a, then
Cq
(
!˜+ 0
) = 0 ∀q Cq(!˜+∞) = δq0  (3.25)
In either case C0!˜+ 0 ∼= C0!˜+∞, so !˜+ must have a nontrivial critical
point.
(ii) This follows similarly by working with !˜−.
(iii) In view of (i) and (ii), it only remains to consider the case where
both points are above C12 and on opposite sides of C2. If a0 b0 is between
C12 and C2 and a b is above C2, then
Cq!˜ 0 = δq1 C1!˜∞ = 0 (3.26)
The other case is similar.
(iv) This follows from (i) and (ii).
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(v) Since a b < λ1, !± are bounded from below and coercive, and
hence have global minimizers u±0 . As a0 b0 > λ1,
!±u±0  ≤ !±±ρφ1 < 0 = !±0 ρ > 0 small (3.27)
so u±0 = 0. Thus u±0 are local minimizers of !, and hence also of !˜, by
Lemma 3.2. Now a standard mountain-pass argument yields a critical point
u1 = u±0 of !˜ with
C1
(
!˜ u1
) = 0 (3.28)
which is nontrivial since
C1!˜ 0 = 0 (3.29)
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