Gabrielov numbers describe certain Coxeter-Dynkin diagrams of the 14 exceptional unimodal singularities and play a role in Arnold's strange duality. In a previous paper, the authors defined Gabrielov numbers of a cusp singularity with an action of a finite abelian subgroup G of SL(3, C) using the Gabrielov numbers of the cusp singularity and data of the group G. Here we consider a crepant resolution Y → C 3 /G and the preimage Z of the image of the Milnor fibre of the cusp singularity under the natural projection C 3 → C 3 /G. Using the McKay correspondence, we compute the homology of the pair (Y, Z). We construct a basis of the relative homology group H 3 (Y, Z; Q) with a Coxeter-Dynkin diagram where one can read off the Gabrielov numbers.
Introduction
V. I. Arnold [Ar] observed a strange duality between the 14 exceptional unimodal singularities. For these singularities, two triples of numbers are defined. On one hand, by I. V. Dolgachev [Do] the 14 exceptional unimodal singularities are related to triangles in the hyperbolic plane. If a singularity X corresponds to a triangle with angles π α 1 , π α 2 , π α 3 , then the Dolgachev numbers of X are the numbers α 1 , α 2 , α 3 . On the other hand, A. M. Gabrielov [Ga] has shown that such a singularity has a weakly distinguished basis of vanishing cycles with a Coxeter-Dynkin diagram being an extension of a diagram in the shape of the letter T. Namely, it is the extension of the diagram in Fig. 3 by an additional vertex δ µ ′ +1 connected to the vertex δ µ ′ and to no other vertices. The lengths of the three arms γ ′ 1 , γ ′ 2 , γ ′ 3 are called the Gabrielov numbers of the singularity. Arnold observed that there is an involution X → X ∨ on the set of the 14 singularities such that the Dolgachev numbers of X are the Gabrielov numbers of X ∨ and the Gabrielov numbers of X are the Dolgachev numbers of X ∨ .
By setting the module in the 14 singularity classes equal to zero, one finds quasihomogeneous polynomials which can be given by invertible polynomials in three variables, i.e. polynomials which have as many monomials as they have variables. The authors have shown that there is a strange duality between non-degenerate invertible polynomials f (x 1 , x 2 , x 3 ) in three variables [ET1] . Namely, they defined Dolgachev and Gabrielov numbers for them and showed that the Berglund-Hübsch duality between these polynomials 2010 Mathematics Subject Classification. 32S25, 32S55, 14E16, 14L30. generalizes Arnold's strange duality. The Gabrielov numbers are defined by considering the deformation f (x 1 , x 2 , x 3 ) − x 1 x 2 x 3 which is right equivalent to a cusp singularity
It has a Coxeter-Dynkin diagram as in Fig. 3 .
In later work [ET2] , the authors considered pairs (f, G) where f is an invertible polynomial in three variables and G is a finite abelian group of symmetries of f contained in SL(3, C). There is a dual pair (f T , G T ) where f T is the Berglund-Hübsch transpose and G T the dual group defined by Berglund and Henningson. We defined Gabrielov numbers for the pairs (f, G) and Dolgachev numbers for the dual pairs (f T , G T ) and showed that they are the same. The Gabrielov numbers are defined in terms of the integers γ ′ 1 , γ ′ 2 , γ ′ 3 associated to f as above and data of the group G. Namely, for i = 1, 2, 3, let K i be the maximal subgroup of G fixing the i-th coordinate x i , whose order |K i | is denoted by n i .
Then the Gabrielov numbers are the numbers
where numbers equal to one have to be omitted.
The objective of the present paper is to show that the Gabrielov numbers can be defined in a similar way as in Gabrielov's original definition, namely as lengths of arms in a certain Coxeter-Dynkin diagram. Roughly speaking, we consider a crepant resolution h : Y → C 3 /G and the preimage Z = h −1 (W ) of the image W of the Milnor fibre V of the cusp singularity under the natural projection C 3 → C 3 /G. We compute the cohomology of the pair (Y, Z) using the McKay correspondence for finite abelian subgroups of SL(3, C) [IR] . We construct a basis of H 3 (Y, Z; Q) such that the Coxeter-Dynkin diagram contains a star-shaped graph with arms of lengths equal to the Gabrielov numbers and all but the central vertex corresponding to cycles with self-intersection number −2 (cf. Fig. 6 ).
Before describing the cohomology groups more in detail, we prepare some terminologies. For each g ∈ G, denote by N g the dimension of the fixed locus which is a linear subspace of C 3 . Each element g ∈ G has a unique expression of the form
where r is the order of g. The age of g, which is introduced in [IR] , is defined as the rational number
(1.7)
Since we assume that G ⊂ SL 3 (C), then this number is an integer. For i = 1, 2, 3, let K i be the maximal subgroup of G fixing the i-th coordinate x i , whose order |K i | is denoted by n i .
Proposition 1. We have
where j G is the number of elements g ∈ G such that age(g) = 1 and N g = 0.
Proof. This follows from the classification of elements of G according to their ages and dimensions of fixed loci.
Proposition 2 (Ito-Reid, Corollary 1.5 and Theorem 1.6 in [IR] ). We have
In particular, the natural map
is injective.
For i = 1, 2, 3, set
Since the analytic subspace W of X intersects the locus {x 2 = x 3 = 0}/G exactly at γ 1 points in X\{0}, it turns out that W has A n i −1 -singularities at γ i distinct points for i = 1, 2, 3 and it is smooth except for these (γ 1 + γ 2 + γ 3 ) points.
Therefore, we have the following.
be the irreducible components of the exceptional divisors in Z whose dual graph for fixed i = 1, 2, 3 and j = 1, . . . , γ i is given by Fig. 1 . We have
As usual, in all the figures, • refers to an element of self-intersection number −2 and two vertices are connected by an edge if they correspond to elements with intersection number one.
Corollary 4. The kernel of the map ι * :
Dually, the image of the map ι * :
where, for fixed i = 1, 2, 3, {E i k } are irreducible components of the exceptional divisors in Y corresponding to elements of K i \ {id G } whose dual graph is given by Fig. 2. Proof. We have the decomposition
On the other hand, by the following commutative diagram
, and by Poincaré duality
In particular, we have a natural isomorphism
. Note also that the number of elements g ∈ G such that age(g) = 1 and N g = 1 is given by
where (−) G denotes the G-invariant subspace and H denotes the reduced cohomology.
Then by Example 5.9 in [ET2] we have isomorphisms of Q-vector spaces
By [Ga] the singularity f (x, y, z) has a distinguished basis of vanishing cycles Fig. 3 . Here the double dashed edge means intersection number −2.
The natural map
is an isomorphism since we have H 3 (B ε (0); Z) = H 4 (B ε (0); Z) = 0. Consider Fig. 4 .
be an element of G.
For i = 1, 2, 3 and j ∈ Z define
Lemma 7. We have (i) g(δ 0 ) = δ 0 .
(ii g(δ i j ) = δ i j+a i for i = 1, 2, 3 and j ∈ Z.
Proof. (i) is clear by the construction.
(ii) For symmetry reasons, it suffices to prove the claim for i = 3. We apply [Ga, Theorem 1] to the function F γ ′ 3 −1 (x, y, z) = f (x, y, z). By this theorem, the intersection matrix of {δ 3 1 , δ 3 2 , . . . , δ 3 γ ′ 3 −1 } coincides with an intersection matrix for the singularity
This is a singularity of type A γ ′ 3 −1 and {δ 3 1 , δ 3 2 , . . . , δ 3 γ ′ 3 −1 } is a distinguished basis of vanishing cycles for this singularity with the standard Coxeter-Dynkin diagram. It is easy to see that the action of g on this basis is as claimed.
(iii) We set
and solve the equations
for the unknown coefficients ξ 1 , ξ i j using (ii) to obtain (iii). Now we shall consider the homology group H 2 (W ; Q). For δ ∈ H 2 (V ; Z), we set
Clearly δ 0 lies in the radical of H 2 (W ; Q). Then H 2 (W ; Q)/ δ 0 has a Q-basis B where
Lemma 8. We have
Proof. This follows from the definition of −, − W and Lemma 7. We have
where the last equality follows from Proposition 1. This proves (2.2). To prove (2.3), note that g(δ i j ) = δ i j+1 unless |G/K i | = γ ′ i and hence γ i = 1. Therefore, if γ i > 1 and j = 1, . . . , γ i − 1,
Similarly one can prove (2.4).
The Coxeter-Dynkin diagram corresponding to B is shown in Fig. 5 . Here, in the circles representing the vertices, the self-intersection numbers of the corresponding cycles are indicated.
We now want to consider the homology group H 3 (Y, Z; Q). Let −, − Z : H 2 (Z; Z)× H 2 (Z; Z) −→ Z be the intersection form on Z. Consider the homology classes [E i j,k ] ∈ H 2 (Z; Z), i = 1, 2, 3; j = 1, . . . , γ i ; k = 1, . . . n i − 1, of irreducible components of exceptional divisors defined in Proposition 3. Fix i = 1, 2, 3 with n i > 1 and j = 1, . . . , γ i . Then the elements [E i j,1 ], . . . , [E i j,n i −1 ] are simple roots 
be the first fundamental weight of the root system A n i −1 , which is an element of H 2 (Z; Q).
Let w i j,k denote the reflection corresponding to the root [E i j,k ]. Define λ i j,k := w i j,k · · · w i j,1 (Λ i j,1 ) for i = 1, 2, 3, j = 1, . . . , γ i , k = 0, . . . , n i − 1.
Lemma 9. We have for i = 1, 2, 3 with n i > 1 and j = 1, . . . , γ i λ i j,k , λ i j,k Z = − n i − 1 n i for k = 0, . . . , n i − 1, (2.5)
Proof. We fix i ∈ {1, 2, 3} with n i > 1 and j ∈ {1, . . . , γ i − 1}. In order to simplify notation, we set Λ 1 := Λ i j,1 , w k := w i j,k , λ k := λ i j,k . We have for k = 0, . . . , n i − 1
Since w k and w k ′ commute if |k − k ′ | > 1 and w k (Λ 1 ) = Λ 1 for k = 2, . . . n i − 1, it suffices to prove Equation (2.6) for k ′ = k + 1. We prove this by induction on k. We have
by the relations in the Weyl group and
Now let k = 2, . . . , n i − 2. The induction step follows from
Note that the pull-back map (h| Z ) * is well-defined since the map h| Z : Z → W is proper.
For i = 1, 2, 3 and j = 1, . . . , γ i − 1, set
The element δ 0 is again in the radical of H 2 (Z; Q).
Lemma 10. The elements δ 0 , δ 1 , δ i j,k (i = 1, 2, 3, j = 1, . . . , γ i − 1, k = 0, . . . , n i − 1) belong to H 3 (Y, Z; Q).
Proof. Recall that H 3 (Y, Z; Q) ∼ = Ker(ι * ). By Corollary 4, we have ι * ( δ 0 ) = ι * ( δ 1 ) = 0 and
for fixed i, k and for all j = 1, . . . , γ i − 1.
Lemma 11. We have
7)
δ i j,k , δ i j,k Z = −2 for i = 1, 2, 3, j = 1, . . . , γ i − 1, k = 0, . . . , n i − 1, (2.8)
Proof. Equation (2.7) is obvious. Let i = 1, 2, 3. For n i = 1, Equation (2.8) is obvious. For n i > 1, j = 1, . . . , γ i − 1 and k = 0, . . . , n i − 1, we have
by Lemma 8 and Lemma 9.
It is clear that δ i j,k , δ i ′ j ′ ,k ′ Z = 0 for i = i ′ or i = i ′ and |j ′ − j| > 1. Let n i > 1, j = 1, . . . , γ i − 1, and 0 ≤ k, k ′ ≤ n i − 1, k = k ′ . Then we have
again by Lemma 8 and Lemma 9. Now let j = 1, . . . , γ i − 2 and 0 ≤ k, k ′ ≤ n i − 1. Again, Equation (2.9) is obvious for n i = 1. Therefore, let n i > 1. First consider the case k ′ = k.
Then we have
Finally we have for k ′ = k δ i j,k , δ i j+1,k ′ Z = 1 n 2 i h ! (δ i j ), h ! (δ i j+1 ) Z + −λ i j+1,k , λ i j+1,k ′ Z = 1 n i − 1 n i = 0.
Set B := { δ 1 } ∪ { δ i j,k | i = 1, 2, 3, j = 1, . . . , γ i − 1, k = 0, . . . , n i − 1}.
To summarize the results in this section, we have Theorem 12. The set B ∪ { δ 0 } is contained in H 3 (Y, Z; Q) ⊂ H 2 (Z; Q) and B represents a Q-basis of H 3 (Y, Z; Q)/ δ 0 whose intersection numbers are given by the Coxeter-Dynkin diagram as in Fig. 6 .
We expect the following.
Conjecture 13. The set B ∪ { δ 0 } represents a Z-basis of H 3 (Y, Z; Z).
Remark 14. The classes δ i j,k (i = 1, 2, 3, j = 1, . . . , γ i −1, k = 0, . . . , n i −1) are vanishing classes since λ i j,k − λ i j+1,k tends to zero when η tends to zero. 
