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Abstract. In this note we give an explicit parametrization of the modular curve associated to the nor-
malizer of a non-split Cartan subgroup of level 9. We determine all integral points of this modular curve.
As an application, we give an alternative solution to the class number one problem.
1. Introduction
The class number one problem is the problem of determining exactly which imaginary
quadratic fields have class number one. For a long time, it had been known that there are
at least nine such imaginary quadratic fields. They are the ones with discriminant equal
to −3, −4, −7, −8, −11, −19, −43, −67 and −163. It had long been conjectured that this
is the complete list. The first proof was published in 1952 by Heegner [6]. In his proof he
used modular functions and reduced the issue to the problem of determining the integer
solutions of certain diophantine equations. Unfortunately, he failed to prove some of the
claims in his proof and so his proof was not accepted at the time. Later, in 1966, Baker
proved in [1] that the list is complete. In his proof he used linear forms in logarithms. In
the same year Stark also gave a proof in [13] using the modular functions used by Heegner.
Three years later, both Stark [14] and Deuring [4] independently patched up the supposed
gap in Heegner’s proof. In addition, in 1968, Siegel [12] gave another solution to the class
number one problem.
To every imaginary quadratic order O of class number one, there is an associated
elliptic curve EO over Q admitting complex multiplication by O. This curve is unique up
to Q-isomorphism and it can be defined over Q. For any positive integer n, let X+ns(n)
denote the modular curve associated to the normalizer of a non-split Cartan subgroup of
level n. It is defined over Q. If every prime p that divides n is inert in O, then EO gives
rise to an integral point of X+ns(n); see [9, p.195]. Here, by integral points, we mean points
corresponding to elliptic curves with integral j-invariant. In this way, we can determine
the imaginary quadratic fields with class number one by determining the integral points of
X+ns(n) for suitably chosen n. Some years ago, Serre pointed out [9, p.197] that, in fact, the
solutions by Heegner and Stark of the class number one problem can be viewed in this way
as the determination of the integral points of X+ns(24). Later, following Serre’s approach,
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Kenku gave a solution in [7] by using X+ns(7) and Chen gave a moduli interpretation of
Siegel’s proof using the modular curve X+ns(15) in [3]. In this paper, we also follow Serre’s
approach and give a solution of the class number one problem by using the modular curve
X+ns(9). The following is the main result of this paper.
Main result. We derive an explicit parametrization for the curve X+ns(9) over Q. This
modular curve is a genus zero curve with three cusps. Hence, by Siegel’s theorem [9, p.95]
it has finitely many integral points. We determine the integral points of this modular
curve. In this way, we give another solution to the class number one problem.
Let X(1) be the compactified modular curve whose affine part classifies isomorphism
classes of elliptic curves. It is defined over Q. We choose the usual j-invariant as a
uniformizer for X(1). It is well-known [3] that there exists a uniformizer t defined over Q
for X+ns(3) for which j = t
3. In section 4, we prove the following theorem.
Theorem 1.1. There exist a uniformizer y : X+ns(9) −→ P1 defined over Q such that the
relation between y and the uniformizer t for X+ns(3) that we mentioned above is given by
t =
−3(y3 + 3y2 − 6y + 4)(y3 + 3y2 + 3y + 4)(5y3 − 3y2 − 3y + 2)
(y3 − 3y + 1)3 .
The integral points of X+ns(9) are the rational points for which j and hence t is in Z.
Thus, to find the integral points of X+ns(9), we solve the equation in the above theorem
for rational y and integer t. In section 5, we prove that such solutions correspond to the
union of the integer solutions of the Diophantine equations m3 − 3mn2 + n3 = ±1 and
m3 − 3mn2 + n3 = ±3. In the same section, we also give the integer solutions of these
equations.
As a result, we find that there are nine integral points on the curve X+ns(9). They are
listed in Table 5.2. One of these nine points correspond to an elliptic curve with j-invariant
11179473. It does not have complex multiplication. But, in some sense it behaves like it
does modulo 9. The remaining eight points correspond to elliptic curves with complex
multiplication by an imaginary quadratic order of class number one with the property that
3 is inert in it. These are the ones with discriminant equal to −4, −7, −16, −19, −28,
−43, −67, −163. Hence, this gives another proof that a tenth imaginary quadratic field
with class number one does not exist. Indeed if such a field were to exist, then 3 would
be inert in that field, because in an imaginary quadratic field of class number one with
discriminant d, all primes less than 1+|d|
4
are inert. But then, it would give rise to an
integral point on X+ns(9), distinct from those that we have already found.
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2. Non-split Cartan subgroups and their normalizers
In this section, we review non-split Cartan subgroups of GL2(Z/nZ) and their normalizers.
Let n be a positive integer and A be a finite free commutative Z/nZ-algebra of rank 2 with
unit discriminant. For example, if R is an imaginary quadratic order with discriminant
relatively prime to n, then R/nR is such an algebra. By Galois theory, for a prime divisor
p of n, the Fp-algebra A/pA is either Fp × Fp, in which case A is said to be split at p, or
it is Fp2 , in which case A is said to be non-split at p. Fix {1, α} as a Z/nZ-basis for A.
We have A = (Z/nZ)[α]. For any a ∈ A×, multiplication by a is a Z/nZ-linear bijection.
Therefore with respect to the Z/nZ-basis that we fixed, A× embeds into GL2(Z/nZ).
Definition 2.1. A Cartan subgroup of GL2(Z/nZ) is a subgroup that arises as the image
of such A× in this way. If moreover A is non-split at p for every prime p that divides n,
then the subgroup is called a non-split Cartan subgroup of GL2(Z/nZ).
By Hensel’s lemma, A as above is unique up to isomorphism when it is non-split at all p
dividing n. Hence, all non-split Cartan subgroups of GL2(Z/nZ) are conjugate to each
other. Now, we describe the normalizer of a non-split Cartan subgroup of GL2(Z/nZ).
Let p be a prime that divides n and pr be the maximum power of p dividing n. There
exists a unique ring automorphism σp of order 2 of (Z/nZ)[α] such that
σp(α) ≡ α (mod pr),
σp ≡ identity map (mod n/pr).
where α is the Galois conjugate of α. Using the Z/nZ-basis {1, α} of A, we represent σp
by an element Sp of GL2(Z/nZ). The normalizer of a non-split Cartan subgroup C of
GL2(Z/nZ) is the group
〈C, Sp for p|n 〉.
For the proof of this, see [2]. The index of C inside this subgroup is 2ν where ν is the
number of prime divisors of n.
Notation 2.2. We denote the intersection of the normalizer of a non-split Cartan subgroup
of GL2(Z/nZ) with SL2(Z/nZ) by C(n) and the subgroup of SL2(Z) whose elements are
congruent modulo n to an element in C(n) by ΓC(n).
In [2], we discuss non-split Cartan subgroups and their normalizers in general. In this
paper, we mainly focus on the subgroups C(3) and C(9) and on the modular curves
associated to these subgroups. Let N be the kernel of the reduction modulo 3 map
r : SL2(Z/9Z) −→ SL2(Z/3Z).
This is an abelian group which is a vector space over F3 of dimension 3. The group N is
generated by the matrices
{(
1 −3
3 1
)
,
(−2 3
3 4
)
,
(
1 0
3 1
)}
.
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The additive group of the ring Z/9Z[i] := Z/9Z[x]/(x2 + 1) is a free rank 2 module
over Z/9Z. Choosing the basis {1, i}, we see that C(9) is generated by H and
(
1 −3
3 1
)
.
Here, H is the group generated by the matrices
(
0 −1
1 0
)
and
(−1 −4
−4 1
)
. It is the
2-Sylow subgroup of C(9) and is isomorphic to the quaternion group of order 8. By
reducing C(9) modulo 3, we obtain the group C(3). The group H normalizes the subgroup
N ′ =
〈( 1 −3
3 1
)〉
of N and it follows that we have the equality
C(9) = N ′H.
Of course, H also normalizes N itself and since r induces an isomorphism from H to C(3),
we also have the equality
r−1(C(3)) = NH.
Direct computation shows that H also normalizes the subgroup
N ′′ =
〈( 1 −3
3 1
)
,
(−2 3
3 4
)〉
,
where we have N ′ ⊂ N ′′ ⊂ N . Therefore, we obtain the following inclusions of subgroups
of r−1(C(3)), each of index 3,
C(9) ⊂ N ′′H ⊂ r−1(C(3)).
Notation 2.3. We denote the subgroup N ′′H of r−1(C(3)) by B.
As a consequence, we have the following commutative diagram,
1 −→ N −→ r−1(C(3)) r−→ C(3) −→ 0
⋃ ⋃ ‖
1 −→ N ′′ −→ B r−→ C(3) −→ 0
⋃ ⋃ ‖
1 −→ N ′ −→ C(9) r−→ C(3) −→ 0.
Notation 2.4. Let ΓB denote the subgroup of SL2(Z) whose elements are congruent
modulo 9 to the elements in B.
Then, we also have
ΓC(9) ⊂ ΓB ⊂ ΓC(3),
with [ΓB : ΓC(9)] = 3 and [ΓC(3) : ΓB ] = 3.
4
3. The modular curves X+ns(3), X
+
ns(9) and XB
In this section, we introduce the modular curves X+ns(3), X
+
ns(9) and XB over C. We also
examine the natural covering maps between them.
Definition 3.1. We define
X(1) = H∗/SL2(Z),
X+ns(3) = H∗/ΓC(3),
XB = H∗/ΓB ,
X+ns(9) = H∗/ΓC(9).
Here, H∗ = H ∪P1(Q) where H is the complex upper half plane.
Consider the points ∞, i, ρ = e 2pii3 on H∗. We have the natural covering maps
X+ns(9)
pi1−→ XB pi2−→ X+ns(3) pi3−→ X(1).
The covering maps pi1, pi2 and pi3 all have degree 3. The maps pi1, pi2 and pi3 ramify only
above the points ∞, ρ, i ∈ X(1). Thus, we study how the covering maps pi1, pi2 and pi3
branch above these points. This is the content of Proposition 3.3 below. Before stating
and proving this proposition, we recall the following facts which we will use in the proof.
Let Γ and Γ′ be subgroups of SL2(Z) with ±1 ∈ Γ ⊂ Γ′. For every τ ∈ H∗, we define
the stabilizer subgroups of τ by
SL2(Z)τ = {γ ∈ SL2(Z) : γ(τ) = τ},
Γτ = {γ ∈ Γ : γ(τ) = τ} and Γ′τ = {γ ∈ Γ′ : γ(τ) = τ}.
Consider the following commutative diagram,
H∗ = H∗yϕ′ yϕ
H∗/Γ f−→ H∗/Γ′
where the vertical maps and f are the natural projection maps. Let z ∈ H∗ and p = ϕ(z).
Let q ∈ H∗/Γ such that f(q) = p and let w ∈ H∗ be any point with q = ϕ′(w). We have
the following proposition.
Proposition 3.2. The ramification index of f at q is equal to [Γ′z : Γw].
Proof: This is an easy special case of Proposition 1.37 in [11].
In our case, the groups ΓC(9) ⊂ ΓB ⊂ ΓC(3) contain ±1. Now, we can prove the following
proposition as promised above.
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Proposition 3.3. The covering maps pi1, pi2 and pi3 branch above the points ρ, i, ∞ ∈
X(1) as in the following figure.
In the figure, the numbers over the points are the ramification indices of these points.
Proof: First, we determine how the covering maps pi1, pi2 and pi3 branch above the point
∞ ∈ X(1). We know that SL2(Z)∞ is generated by the matrix ±
(
1 1
0 1
)
. Let c be any
cusp ofX for X = X+ns(3) or XB or X
+
ns(9). The matrices that are congruent to ±
(
1 0
0 1
)
modulo 3 are in ΓC(3). Similarly, the matrices that are congruent to ±
(
1 0
0 1
)
modulo 9
are in ΓB and also in ΓC(9). Then we have,
Γc = ±
(
1 Z
0 1
)
∩ Γ = ±
(
1 aZ
0 1
)
where
{
a = 3 for Γ = ΓC(3),
a = 9 for Γ = ΓB or ΓC(9).
By Proposition 3.2, the integer a is the ramification index. Therefore, X+ns(3) has one cusp
with ramification index 3 over X(1), the curve XB has one cusp with ramification index 9
over X(1) and X+ns(9) has three cusps with ramification indices 9 over X(1).
Next, we determine how the covering maps pi1, pi2 and pi3 branch above the point
ρ ∈ X(1). The group SL2(Z)ρ is generated by the matrix
(
0 −1
1 1
)
. Consider ρ ∈ X+ns(3).
The group (ΓC(3))ρ is generated by the matrix
(−1 0
0 −1
)
which is the cube of the matrix(
0 −1
1 1
)
. Thus, by Proposition 3.2, above the point ρ ∈ X(1), there exists only one point
ρ′ with ramification index 3 on the curve X+ns(3). We know that a point that lies above the
point ρ ∈ X(1) can only have ramification index 1 or 3. Since ρ′ ∈ X+ns(3) has ramification
index 3, the curve XB has three points with ramification indices 3 above the point ρ ∈ X(1)
and the curve X+ns(9) has nine points with ramification indices 3 above the point ρ ∈ X(1).
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Finally, we determine how the covering maps pi1, pi2 and pi3 branch above the point
i ∈ X(1). First, we do this for the map pi3. The coset representatives of ΓC(3) in SL2(Z)
are
(
1 0
0 1
)
,
(
1 1
0 1
)
,
(
1 −1
0 1
)
. Thus, there exist at most three points i, i+1 and i−1
on X+ns(3) over i ∈ X(1). The groups SL2(Z)i, SL2(Z)i+1 and SL2(Z)i−1 are generated by
the matrices
(
0 −1
1 0
)
,
(
1 −2
1 −1
)
and
(−1 −2
1 1
)
respectively. These matrices are also
elements of the group ΓC(3). Thus, by Proposition 3.2, there are three points on X
+
ns(3)
with ramification indices 1 over i ∈ X(1).
Next, we determine how the covering map pi2 branches above the points in pi
−1
3 (i).
The coset representatives of ΓB in ΓC(3) are
(
1 0
0 1
)
,
(
1 3
0 1
)
and
(
1 −3
0 1
)
. This
shows that there exist at most three points i, i+ 3 and i− 3 on XB over i ∈ X+ns(3). The
matrix
(
0 −1
1 0
)
which is the generator of the group (ΓC(3))i, is also an element of ΓB .
Thus, by Proposition 3.2, the point i ∈ XB has ramification index 1 over i ∈ X+ns(3). A
generator of the group (ΓC(3))i+3 is the product
(
1 3
0 1
) (
0 −1
1 0
) (
1 −3
0 1
)
,
which is equal to
(
3 −1
1 −3
)
. This matrix is not inside the group ΓB . We know that a
point over i ∈ X(1) can only have ramification index 1 or 2. Thus, the point i + 3 ∈ XB
has ramification index 2 over i ∈ X+ns(3). But, the degree of pi2 is 3. This shows that
the points i + 3 and i − 3 are equal on XB. As a result, there exist two points i, i + 3
over i ∈ X+ns(3) with ramification indices 1, 2 respectively. Similar calculations show that
there exist three points i + 1, i + 4 and i − 2 on XB over the point i + 1 ∈ X+ns(3) all
with ramification indices 1 and there exist two points i − 1, i − 4 on XB over the point
i− 1 ∈ X+ns(3) with ramification indices 2, 1 respectively.
Finally, we determine how the covering map pi1 branches at the points lying over i.
Since, the points i+ 3 and i− 1 ∈ XB are already ramified over the point i ∈ X(1), they
are unramified for the map pi1. Thus, we only need to consider the points i, i+1, i+4, i−2
and i− 4 ∈ XB. Coset representatives of ΓC(9) inside ΓB are
(−2 3
3 4
)
,
(
4 −3
−3 −2
)
and(
1 0
0 1
)
, so there exist at most three points on X+ns(9) over i ∈ XB. One of these three
points is i. The generator of (ΓB)i is the matrix
(
0 −1
1 0
)
which is an element of ΓC(9).
Thus, by Proposition 3.2, the point i ∈ X+ns(9) has ramification index 1 over i ∈ XB. The
stabilizer in ΓB of one of the other two points over i ∈ XB is generated by the product of
the matrices (−2 3
3 4
) (
0 −1
1 0
) (
4 −3
−3 −2
)
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which is equal to
(−3 −4
−2 3
)
. This matrix is not an element of ΓC(9). Thus, this point has
ramification index 2 over i ∈ XB. This shows that these two points are equal on X+ns(9).
Consequently, there exist two points over i ∈ XB with ramification indices 1 and 2. Similar
calculations show that there exist two points on X+ns(9) over i + 1, i + 4 and i − 2 ∈ XB
with ramification indices 1 and 2 and there exist three points on X+ns(9) over i − 4 ∈ XB
all with ramification indices 1. Hence, we proved the proposition.
Corollary 3.4. The modular curves X+ns(3), XB and X
+
ns(9) all have genus 0.
Proof: Proposition 3.3 says how the covering maps pi1, pi2 and pi3 branch above the points
i, ρ, ∞ ∈ X(1). These covering maps are unramified above every other point of X(1).
Thus, the corollary follows from the Riemann-Hurwitz formula [5, p.66].
For a formula for the genus of the modular curve X+ns(n) where n is any positive
integer, see [2].
4. An explicit parametrization over Q for X+ns(9) over X(1)
In this section, following Chen’s method [3], we obtain an explicit parametrization over
Q for the modular curve X+ns(9) over X(1). In the previous section, we obtained enough
information about the covering maps pi1, pi2 and pi3 to write down such a parametrization.
Definition 4.1. Let X be a projective non-singular curve defined over Q. Suppose it has
genus zero and at least one Q-rational point. Then, there exists an isomorphism
h : X −→ P1,
which is defined over Q. It is unique up to an automorphism of P1Q. We call the map h a
uniformizer over Q for X .
Consider the modular curve X(1) and suppose there is given a finite covering map
υ : X −→ X(1),
over Q. We have the induced map υ∗ on the function fields of these curves. Let j be the
unique uniformizer over Q of X(1) which is the usual j-function. Identify υ∗(j) with j.
Then, by an explicit parametrization over Q for X over X(1) with respect to the uniformiz-
ers h and j, we mean the unique relation
j = λ
P (h)
Q(h)
,
where λ ∈ Q× and P , Q are monic coprime polynomials with rational coefficients. These
notions also make sense over any extension of Q. Working over C, we see that the constant
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λ and the polynomials P , Q are given by
λ = 1728
Q(h(z0))
P (h(z0))
,
P (T ) =
∏
z∈υ−1(ρ)
(T − h(z))e(z),
Q(T ) =
∏
z∈υ−1(∞)
(T − h(z))e(z),
where e(z) is the ramification index of υ at z ∈ X and z0 is any point in υ−1(i).
Remark 4.2. Since the determinant map from the normalizer of a non-split Cartan
subgroup of GL2(Z/nZ) to (Z/nZ)
× is surjective, by [5,Thm7.6.3], [9, p. 194] the modular
curveX+ns(n) can be defined overQ. In this paper, we use this natural choice ofQ-structure
on the complex modular curves X+ns(3) and X
+
ns(9), so pi3 and pi2 ◦ pi1 are defined over Q.
Remark 4.3. The group B is the intersection of SL2(Z/9Z) and the subgroup B
′ of
GL2(Z/9Z) generated by B and the scalar matrices. Since the image of B
′ under the
determinant map is the subgroup of squares of (Z/9Z)×, a refinement of the determinant
arguments in [5, section 7.6], [9, p. 194] shows that the modular curve XB is (uniquely) de-
fined overQ(
√−3) compatibly with theQ-structure onX+ns(3) andX+ns(9). By Lemma 4.5.
below, it can not be defined over Q. In this paper, we use this natural choice of Q(
√−3)-
structure on the complex modular curve XB .
Now first, we will write an explicit parametrization over Q for X+ns(3) over X(1), then
over Q(
√−3) for XB over X+ns(3) and then again over Q(
√−3) for X+ns(9) over XB. In the
end, we will obtain an explicit parametrization overQ(
√−3) for the curveX+ns(9) overX(1)
and finally we will compute Gal(Q(
√−3)/Q)-actions to find an explicit parametrization
over Q for the curve X+ns(9) over X(1).
We start by obtaining an explicit parametrization over Q of the modular curve X+ns(3)
over X(1). In fact, this is well-known [3], but we recall the argument for the convenience
of the reader. Consider the natural covering map
pi3 : X
+
ns(3) −→ X(1),
over Q. As we have shown in Proposition 3.3, there exists a unique point ρ′ ∈ X+ns(3)
lying over ρ ∈ X(1) and a unique point ∞′ ∈ X+ns(3) lying above ∞ ∈ X(1). Hence, by
uniqueness, these are Q-points of X+ns(3). By Corollary 3.4, the curve X
+
ns(3) has genus
zero. Thus, we choose the unique uniformizer
t : X+ns(3) −→ P1,
over Q, such that t(ρ′) = 0 and t(∞′) =∞. As the degree-3 map pi3 is totally ramified over
0 and∞ and nowhere else, the relation between j and t has the form j = λt3 where λ ∈ Q×
is determined up to a cube in Q×. Let EZ[i] denote the unique elliptic curve over C, up to
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isomorphism, with endomorphism ring Z[i]. The j-invariant of EZ[i] is 1728 = 12
3. Since
3 is inert in Z[i], the moduli interpretation of X+ns(3) shows that t(EZ[i]) ∈ Q. Thus, the
constant λ is a cube in Q×. Hence, we can assume that λ is equal to 1 and we have
j = t3. (4.1)
Next, we obtain an explicit parametrization over Q(
√−3) for the curve XB over X+ns(3).
For the curve X+ns(3), we use the uniformizer t over Q that we fixed above. Consider the
natural covering map
pi2 : XB −→ X+ns(3),
over Q(
√−3). In Proposition 3.3, we have determined how this covering map viewed over
C is branched above i, ρ, ∞ ∈ X(1). Note that from equation (4.1), for the points i1, i2,
i3 ∈ X+ns(3) over i ∈ X(1), the values of t(i1), t(i2), t(i3) are the roots of the polynomial
T 3 − j(i) = T 3 − 1728 = T 3 − 123.
Since t(EZ[i]) ∈ Q, the point i1 = i ∈ X+ns(3) is Q-rational. Thus, we have t(i1) = 12 and
we can uniquely choose the labels i2 and i3 so that t(i3) = 12ρ and t(i2) = 12ρ
−1. As we
mentioned before, ρ = −1+
√−3
2 is a primitive third root of unity.
Proposition 4.4. Using the notation of Proposition 3.3, there exists a unique uniformizer
w : XB −→ P1
over Q(
√−3), such that w(∞′′) = ∞, w(i3,1) = 2
√−3 and w(i3,2) = −
√−3. The points
i3,1 and i3,2 are the unique points lying over i3 ∈ X+ns(3), for which t(i3) = 12ρ, with
ramification indices 1 and 2 respectively. Here, t is the uniformizer of X+ns(3) that we fixed
above. The uniformizers t and w are related by
t = ρ−1(w3 + 9w − 6),
where ρ is the third root of unity −1+
√−3
2 .
Proof: Consider the figure in Proposition 3.3. We see that ∞′′ ∈ XB is the unique point
above ∞′ ∈ X+ns(3), the point i3,1 ∈ XB is the unique unramified point above i3 ∈ X+ns(3)
and i3,2 ∈ XB is the unique ramified point above i3 ∈ X+ns(3). By uniqueness, these points
are Q(
√−3)-rational. Therefore, we can choose the uniformizer
η : XB −→ P1
over Q(
√−3) such that η(∞′′) = ∞, η(i3,1) = 1 and η(i3,2) = 0. Then the relation
between t and η has the form
t = λ
3∏
i=1
(η − η(ρi)) = λ(η3 +Aη2 +Bη + C),
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where λ ∈ Q(√−3)× and A, B, C ∈ Q(√−3). Evaluating this equality at i3,2 yields
λC = t(i3) = 12ρ.
But pi2 has ramification index 2 at i3,2, so t− t(i3) has double zero at i3,2. Since we have
t− t(i3) = t− λC = λ(η3 + Aη2 +Bη),
we conclude that λB = 0, so B = 0. Thus, we get
t = λ(η3 + Aη2 + C)
where λC = 12ρ. We also have η(i3,1) = 1, so we get
λ(1 + A+ C) = t(i3) = λC.
This shows that A = −1 and t = λ(η3 − η2 + C).
If we similarly consider the way that the covering map pi2 branches above the point
i1 ∈ X+ns(3), we see that t = λ(η − D)(η − E)2 + 12 in Q(
√−3)[η] where D = η(i1,1)
and E = η(i1,2). Computing coefficients in our two expressions for t yields the system of
equations
λ(−1 + 2E +D) = 0,
λ(E2 + 2DE) = 0,
λC − 12 + λDE2 = 0.
Since λ is non-zero, the first equation says D = 1−2E, so the second equation yields E = 0
or E = 2/3. But E = 0 gives a contradiction with the third equation, since we know that
λC = 12ρ. Therefore, E = 2/3 and hence D = −1/3. Using the equality λC = 12ρ, the
third equation gives that λ = 81(ρ − 1) and C = −4(ρ−1)81 . Hence, the relation between t
and η is
t = −81(ρ− 1)(η3 − η2 + −4(ρ− 1)
81
).
We can simplify the equation for t in terms of η by a change of variable. We put w =
−(√−3)3η −√−3 to get the equation
t = ρ−1(w3 + 9w − 6).
With this change of variable, we also have w(∞′′) = ∞, w(i3,1) = 2
√−3 and w(i3,2) =
−√−3. Hence, the proposition follows.
Next, our aim is to find the relation over Q between w and a uniformizer of the modular
curve X+ns(9). Extending the constant field of the function fields Q(j), Q(t), Q(X
+
ns(9))
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of the curves X(1), X+ns(3) and X
+
ns(9) respectively by ρ, we have the following diagram
relating the curves and their function fields over Q(
√−3).
X+ns(9) ←→ Q(
√−3)(X+ns(9))ypi1 ∪
XB ←→ Q(
√−3, w)ypi2 ∪
X+ns(3) ←→ Q(
√−3, t)ypi3 ∪
X(1) ←→ Q(√−3, j)
The key point is the following lemma.
Lemma 4.5. The intermediate curve XB which is defined over Q(
√−3) (by Remark 4.3)
is not defined over Q with respect to the natural Q-structure on X+ns(9).
Proof: Suppose XB is defined over Q compatibly with X
+
ns(9). Then, the covering map
pi2 : XB −→ X+ns(3).
is defined over Q, because pi2 ◦pi1 is defined over Q. Consider the figure in Proposition 3.3.
The map pi2 is ramified over i3, but not over its Q-conjugate point i2. Thus, pi2 is not
defined over Q. Therefore, the curve XB is not defined over Q, as required.
Let σ be a generator of the group Gal(Q(
√−3)/Q). The action of σ naturally extends to
an action on Q(
√−3)(X+ns(9)). From Lemma 4.5, it follows that σ cannot preserve the
subfield Q(
√−3)(XB) = Q(
√−3, w). Thus, σ carries Q(√−3, w) to some other subfield
Q(
√−3, w′) over Q(√−3)(X+ns(3)) where w′ = σ(w).
To summarize, we have the following diagram of degree 3 extensions.
Q(
√−3)(X+ns(9))
ր տ
Q(
√−3, w) Q(√−3, w′)
տ ր
Q(
√−3, t)
Here, the field extension Q(
√−3, w′) over Q(√−3, t) is given by the equation
t = ρ(w′3 + 9w′ − 6).
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The field Q(
√−3, w, w′) lies between the fields Q(√−3)(X+ns(9)) and Q(
√−3, w). Since
the degree of the extension Q(
√−3)(X+ns(9))/Q(
√−3, t) is 9 and the field Q(√−3, w) is
not equal to the field Q(
√−3, w′), we have
Q(
√−3)(X+ns(9)) = Q(
√−3, w, w′).
The elements w and w′ satisfy
ρ−1(w3 + 9w − 6) = ρ(w′3 + 9w′ − 6). (4.2)
It can be shown that equation (4.2) defines an irreducible cubic curve with unique singular
point (w,w′) = (
√−3,−√−3), and hence is a singular model for X+ns(9) over Q(
√−3).
But we do not need to know this. However, it motivates the definition of the “slope
parameter” u in the proof of Proposition 4.6. In the following proposition, we find a
uniformizer defined over Q for the curve X+ns(9).
Proposition 4.6. There exists a uniformizer y : X+ns(9) −→ P1 over Q such that the
relation between y defined over Q and the uniformizer t defined over Q of X+ns(3) that we
fixed above is
t =
−3(y3 + 3y2 − 6y + 4)(y3 + 3y2 + 3y + 4)(5y3 − 3y2 − 3y + 2)
(y3 − 3y + 1)3 .
Proof: We follow the above notation. Consider the function
u =
w −√−3
w′ +
√−3 ,
in Q(
√−3, w, w′). Recall that we have σ(w) = w′ where σ is the generator of the group
Gal(Q(
√−3)/Q). It follows that σ(u) = 1
u
. We change variables
w −√−3 = ϑ and w′ +√−3 = τ. (4.3)
Inserting them into equation (4.2), we obtain
(ϑ+
√−3)3 + 9(ϑ+√−3)− 6 = ρ2((τ −√−3)3 + 9(τ −√−3)− 6).
We simplify this equation and we get
ϑ3 + 3
√−3ϑ2 = ρ−1τ3 + (−9 + 3
√−3
2
)
τ2. (4.4)
Substituting ϑ = uτ in (4.4) and inserting the solutions into equations (4.3), we can
write w′ and w in terms of u. For w, we get
w = 3u
√−3(−u2 − ρ−1
u3 − ρ−1
)
+
√−3.
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Since u is a uniformizer defined over Q(
√−3) for the curve X+ns(9), this is the relation
between the uniformizer u of the curve X+ns(9) and the uniformizer w of the curve XB.
As we also have t = ρ−1(w3 + 9w − 6) where t is the uniformizer of the curve X+ns(3), we
obtain
t = ρ−1
((
3
√−3u(−u2 − ρ−1
u3 − ρ−1
)
+
√−3)3 + 9(3√−3u(−u2 − ρ−1
u3 − ρ−1
)
+
√−3)− 6). (4.5)
But this equation has coefficients in Q(
√−3). As we know, the curves X+ns(9), X+ns(3) and
their projections to X(1) are defined over Q. Thus, there exists a uniformizer y defined
over Q for X+ns(9) such that t ∈ Q(y). We now find such y. As we showed above, σ(u) = 1u .
Thus, if we make the change of variable
u =
y + ρ
ρy + 1
then we find σ(y) = y. Hence, Q(X+ns(9)) = Q(y). We also compute
t =
−3(y3 + 3y2 − 6y + 4)(y3 + 3y2 + 3y + 4)(5y3 − 3y2 − 3y + 2)
(y3 − 3y + 1)3 ,
using (4.5). Therefore, the proposition follows.
Combining equation (4.1) and the equation in Proposition 4.6 gives an explicit parametriza-
tion over Q for X+ns(9) over X(1) in the sense defined early in this section.
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5. The integral points and imaginary quadratic fields of class number one
In this section, we determine the integral points on the curve X+ns(9) and obtain the
imaginary quadratic fields of class number one. As we mentioned before, by integral
points on the curve X+ns(9), we mean the points corresponding to curves with integral j-
invariant, i.e., the rational points onX+ns(9) whose image under the covering map pi1◦pi2◦pi3
of section 3 are integral points on X(1).
Consider equation (4.1) and the equation in Proposition 4.6. We see that, to find
integral points on X+ns(9), we should search for the points (y, t) which satisfy the equation
in Proposition 4.6 for t ∈ Z and y ∈ Q ∪ {∞}. Let y = m
n
where m,n ∈ Z with
gcd(m,n) = 1. We have
t = (5.1)
−3(m3 + 3m2n− 6mn2 + 4n3)(m3 + 3m2n+ 3mn2 + 4n3)(5m3 − 3m2n− 3mn2 + 2n3)
(m3 − 3mn2 + n3)3 .
Lemma 5.1. For any integer solution (m,n, t) of equation (5.1) with gcd(m,n) = 1, we
have either m3 − 3mn2 + n3 = ±1 or m3 − 3mn2 + n3 = ±3.
Proof: Suppose (m,n, t) is an integer solution to (5.1) with gcd(m,n) = 1. If n is equal
to 0 then the only solution is (1, 0, −15). Thus, to see the other solutions, we assume that
n is not equal to 0. Suppose
m3 − 3mn2 + n3 ≡ 0 (mod p)
for some prime p. Note that if n ≡ 0 (mod p) then m ≡ 0 (mod p). But this contradicts
the assumption gcd(m,n) = 1, so n 6≡ 0 (mod p). Thus, we can say that
c3 − 3c+ 1 ≡ 0 (mod p)
where c = m
n
. Since t is an integer we therefore have,
−3(c3 + 3c2 − 6c+ 4) (c3 + 3c2 + 3c+ 4) (5c3 − 3c2 − 3c+ 2) ≡ 0 (mod p).
As we also have
resultant((y3 + 3y2 − 6y + 4)(y3 + 3y2 + 3y + 4)(5y3 − 3y2 − 3y + 2), y3 − 3y + 1) = 315,
it follows that p = 3. But, the equation y3 − 3y + 1 ≡ 0 (mod 32) does not admit any
solution y ∈ Z/9Z. Therefore, we have m3−3mn2+n3 = ±3 or ±1 and the lemma follows.
Hence, to find all integer solutions (m,n, t) of equation (5.1) with gcd(m,n) = 1, it is
enough to solve the two cubic Diophantine equations,
m3 − 3mn2 + n3 = ±1 and m3 − 3mn2 + n3 = ±3.
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Ljunggren [8], shows that the only integer solutions of the equation m3 − 3mn2 + n3 = 1
are (2,−1), (−3,−2), (−1,−1), (1, 0), (1, 3), (0, 1). He uses Skolem’s method to determine
these solutions. It can be shown in the same way, again by using Skolem’s method, that the
only integer solutions of the equation m3−3mn2+n3 = 3 are (−1,−2), (−1, 1) and (2, 1).
Alternatively, these equations are Thue equations and the PARI/GP computer package
solves these Thue equations in less than one second.
As a result, we see that there are nine integral points on the modular curve X+ns(9). By
using equations (4.1) and (5.1) we calculate the j-invariants of the corresponding elliptic
curves. Also, by using the table in [9, p. 192] we determine the discriminants d of the
corresponding imaginary quadratic orders Rd of class number one. Table 5.2 shows all of
these data.
Table 5.2.
integral solution (m,n) j-invariant discriminant d
(−1, 1) 2633 −4
(1,0) −3353 −7
(−1,−1) 2333113 −16
(0,1) −21533 −19
(−1,−2) 3353173 −28
(2,1) −2183353 −43
(2,−1) −2153353113 −67
(1,3) −2183353233293 −163
(−3,−2) 334136131493
In Table 5.2, we find the imaginary quadratic fields of class number one with discriminant
equal to −4, −7, −19, −43, −67 and −163. The imaginary quadratic fields of class number
one with discriminant equal to −3, −8 and −11 do not occur in this table. This is because
3 is not inert in them and hence they do not give rise to an integral point on X+ns(9).
There cannot be any imaginary quadratic field of class number one other than these nine
fields, because in an imaginary quadratic field of class number one with discriminant d, all
primes less than 1+|d|4 are inert; see [9, p. 190]. Moreover, the final entry in Table 5.2 is a
j-invariant that is not CM. Hence if there were to be any other imaginary quadratic field
with class number 1, it would give rise to an integral point not on our exhaustive list.
We consider the last entry in Table 5.2 in some more detail. It is the j-invariant
11179473 = 334136131493. A Weierstrass equation of an elliptic curve E with this j-
invariant is
y2 + xy + y = x3 − x2 − 408865825x− 3182038133498.
The discriminant of the equation of E is equal to 5335113. Counting points modulo the
primes p of good reduction with p < 100, one finds that ap(E) = p+ 1− |E(Fp)| with ap
as in Table 5.3.
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Table 5.3.
p 2 3 7 11 13 17 19 23 29 31 37 41 43 47 53 59 61 67 71 73 79 83 89 97
ap −1 0 0 −2 0 −2 0 −1 0 −9 −2 0 1 −7 −8 −10 0 −4 9 9 8 −18 −11 −9
Using the techniques in [10] (especially Lemma 3, p.296), we find that the quadratic
subfield of Q(E[9]) that is the invariant field of the non-split Cartan subgroup of index 2
is Q(
√−3511). The class number of Q(√−3511) is not 1, but it is 41. Half of the primes p,
more precisely, the ones that are inert in Q(
√−3511), satisfy ap ≡ 0 (mod 9). This reflects
the fact that the Galois group acts on E[9] through the normalizer of a non-split Cartan
subgroup. In some sense, this elliptic curve behaves as if it admits complex multiplication
modulo 9.
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