Abstract-We consider communication over the binary erasure channel (BEC) using low-density parity-check (LDPC) code and belief propagation (BP) decoding. Furthermore, a gap between the bit error probability after nite number of iterations for nite block length n and that for in nite block length is asymptotically α/n, where α denotes a speci c constant determined by a degree distribution, a number of iterations and erasure probability. Our main result is to derive an ef cient algorithm for calculating α for regular ensembles.
I. INTRODUCTION
In this paper, we consider communication over the binary erasure channel (BEC) using low-density parity-check (LDPC) code [1] and belief propagation (BP) decoding. Let P b (n, , t) denote the bit error probability of LDPC codes with block length n over the BEC with erasure probability after t iterations of BP decoding. For in nite block length, P b (∞, , t) := lim n→∞ P b (n, , t) is calculated easily by the density evolution [2] . Furthermore, there exists a threshold BP such that lim t→∞ P b (∞, , t) = 0 for < BP and lim t→∞ P b (∞, , t) > 0 for > BP . Although the analysis for in nite block length is easy, nite-length analysis is complicated. For in nite number of iterations, P b (n, , ∞) := lim t→∞ P b (n, , t) is calculated exactly by stopping sets analysis [3] . Furthermore, for nite number of iterations, P b (n, , t) is also calculated exactly in a combinatorial way [4] . However, these exact nite-length analyses are computationally expensive as the block length increases.
For in nite number of iterations, an asymptotic analysis of irregular ensembles LDPC(λ, ρ), where λ and ρ are the generating functions of the degree distributions from edge perspective [8] , was performed by Di et al. as follows [6] :
(1) as n → ∞. This asymptotic analysis requires only constant cost.
For the bit error probability after t iterations, it is well known that there exists α( , t) such that
The main result of this paper is to derive an ef cient algorithm for calculating α( , t) for regular ensembles.
II. MAIN RESULT
Although our main result is applicable only to regular LDPC ensemble, we start our discussion by considering a random ensemble of irregular LDPC(λ, ρ), since some of our intermediate results are also applicable to the irregular case. Since the error probability of a particular one bit in a xed Tanner graph after t iterations is determined not by the whole Tanner graph but only by a neighborhood graph of depth t of the bit [7] , [8] , the average bit error probability of a randomly chosen instance of LDPC(λ, ρ) after t iterations is expressed as
where G t denotes the set of all neighborhood graphs of depth t, where P n (G) denotes the probability that a neighborhood graph of depth t, rooted at a variable node chosen uniformly from a Tanner graph which is chosen uniformly from LDPC(λ, ρ), has the same structure as a neighborhood graph G ∈ G t , and where P b ( , G) denotes the error probability of the root node of a neighborhood graph G after t iterations when each bit in G is transmitted over the BEC( ). It is well known that P n (G) = Θ(n −k ) when the neighborhood graph G has k cycles. Hence, the bit error probability in the limit of in nite block length is determined only by cycle-free neighborhood graphs, i.e.,
where T t denotes the set of all cycle-free neighborhood graphs. On the other hand, the coef cient α( , t) of n −1 in the bit error probability is calculated by focusing on neighborhood graphs with no cycle as well as those with single cycle. To be precise, it is calculated as
where S t denotes the set of all single-cycle neighborhood graphs. Although the contribution of single-cycle neighborhood graphs, denoted by γ( , t), is calculated ef ciently for irregular ensembles, the contribution of cycle-free neighborhood graphs, denoted by β( , t), can be calculated ef ciently only for regular ensembles. The bit error probability for in nite block length, (2) is calculated via the density evolution.
Lemma 1 (Density evolution [2] ). Let Q (t) denote erasure probability of messages into check nodes at t-th iteration and P (t) denote erasure probability of messages into variable nodes at t-th iteration for in nite block length. Then
The contribution γ( , t) is calculated using the density evolution.
Theorem 1. γ( , t) for irregular LDPC ensembles with a degree distribution pair (λ, ρ) is calculated as follows.
where F v , F c and F r are de ned in (4) , (5) and (6)
The proof of Theorem 1 is in Section III. The complexity of computing γ( , t) is O(t 3 ) in time and O(t 2 ) in space.
Although γ( , t) is calculated for irregular ensembles, β( , t) can be calculated only for regular ensembles, where a cycle-free neighborhood graph is unique so that β( , t) admits a simple expression.
Theorem 2. β( , t) for the (l, r)-regular LDPC ensemble is expressed as
Outline of the proof: The probability of the unique cycle-
Type I Type II Type III Type IV Type V Type VI Fig. 1 . Six types of single-cycle neighborhood graphs. All nodes which are not included in the two minimum path from the root node to the deepest node in the cycle are not described in the above gure. These are classi ed according to whether the shallowest and deepest nodes in the cycle are variable nodes, check nodes or the root node. Depth of the shallowest node in the cycle corresponds to s 1 . The number of nodes in the minimum path from the root node to the deepest node in the cycle corresponds to s 2 + 1 and s + 1.
free neighborhood graph of depth t is
, where E := nl. The coef cient of n −1 in the probability is
and the error probability of the root node is P (t) l . Then we obtain the statement of the theorem.
Due to the above theorems, α( , t) for regular ensembles is calculated ef ciently. Calculation results are in Section V.
III. OUTLINE OF THE PROOF OF THEOREM 1
The coef cient γ( , t) of n −1 in the bit error probability after t iterations due to single-cycle neighborhood graphs is de ned in (3) as
Single-cycle neighborhood graphs are further classi ed in terms of their structure of the cycle, i.e., whether the shallowest and deepest nodes in the cycle are variable nodes, check nodes or the root node. All the six types of neighborhood graphs are described in Fig. 1 . We de ne a depth of a node v in a neighborhood graph as the number of check nodes in the minimum path from the root node to the node v, excluding v itself. Type I to Type IV have two parameters: s 1 , corresponding to the depth of the shallowest node in the cycle, and s 2 + 1, corresponding to the number of nodes in the minimum path from the root node to the deepest node in the cycle. Type V and Type VI have one parameter s + 1 which corresponds to the number of nodes in the minimum path from the root node to the deepest node in the cycle. 
where v 0 denotes the root node, where v s denotes the shallowest node in the cycle, where d(m) denotes a degree of a node m, where V denotes a set of all variable nodes in the two minimum path from the root node to the deepest node in the cycle except v 0 and v s , and where C denotes a set of all check nodes in the two minimum path. The rst equality of (7) is obtained via summing out degrees of all nodes which are not included in the two minimum path. [7] .
In a similar way, we can obtain the contribution of
where v i and c i denote variable node and check node in depth i, respectively, where V denotes a set of all variable nodes in the cycle except v s , where C denotes a set of all check nodes in the cycle and where p denotes the erasure probability of a message from v s to c s1−1 at (t − s 1 )-th iteration when a message from c s1−1 to v s is erasure at any iteration. Calculating the sum in (8), we obtain (4) either s 2 is even or odd i.e. the deepest node in the cycle is a variable node or a check node.
IV. THE LIMITING FUNCTION
In this section, we consider the limiting function α( , ∞) := lim t→∞ α( , t). Although the existence of the limit for every is non-trivial, we can prove the existence for small . The next lemma is useful for bounding the bit error probability for in nite block length.
Lemma 2 (The bit error probability decays exponentially). Assume < BP . Then for any δ > 0, there exists T such that
For small , P (t) and Q (t) decay more quickly than the coef cient of n −1 in the probability of single-cycle neighborhood graphs grows. Hence, for such , β( , t) tends to zero and γ( , t) tends to 
The equation (9) is equal to the coef cient of n −1 in (1). It implies that
on the assumption of Corollary 1.
If is large (e.g. above the threshold BP ), β( , t) and γ( , t) grow exponentially and the existence of the limit is non-trivial. However, by numerical calculations in Section V, it seems that the limit α( , ∞) exists for every = BP .
V. NUMERICAL CALCULATIONS AND SIMULATIONS
The speed of convergence of n(P b (n, , t) − P b (∞, , t)) to α( , t) as n gets large is investigated via numerical simulations. In the proof in Section III, we have counted only the error probability due to cycle-free neighborhood graphs and single-cycle neighborhood graphs. Hence, it is expected that simulation results are close to the limit α( , t) only for large block length where the probability of multicycle neighborhood graphs is suf ciently small. In particular, {(l−1)(r−1)} t < n is necessary for (l, r)-regular ensemble.
Contrary to the expectation, the convergence for (3, 6)-regular ensemble seems to be fast for large in Fig. 2 . Furthermore, simulation results for (2, 3)-regular ensemble are close to the limits α( , t) already at small block length for any in Fig. 3 . Simulation results are close to α( , t) at a block length 801 which is so small for 20 iterations that the probability of cycle-free and single-cycle neighborhood graphs is zero. Fast convergences of other (2, r)-regular ensembles are con rmed via numerical simulations.
For (3, 6)-regular ensemble, |α( , t)| is very small for small since there do not exist single-cycle stopping sets which do not include variable nodes of degree 2. Hence, contribution of multicycle stopping sets becomes larger than that of singlecycle stopping sets, and therefore the convergence is slow for small . Furthermore, the convergence is expected to be faster if multicycle stopping sets are expurgated from the ensemble. below the threshold and also converge above the threshold.
VI. CONCLUSION AND FUTURE WORK
An asymptotic bit error probability for regular LDPC ensembles under xed number of BP iterations has been shown. It is con rmed via numerical simulations that the asymptotic expression is accurate for (2, r)-regular ensembles even in small block length.
The problem of calculating the contribution β( , t) of cyclefree neighborhood graphs for irregular ensembles remains. .
