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1. introduction 
At the end of seventies Hermann and Martin [l] laid the foundation of the 
vector bundle approach to linear system theory which allows ill particular to 
understand better the true mathematical nature of linear systems. One can 
realize that a linear system is a vector bundle together with a number of global 
sections of this vector bundle [2] (or, equivalently, together with a homo- 
morphism from a trivial vector bundle to it [3]). Classical polynomial matrices 
used extensively by Rosenbrock, Wolovich, Fuhrmann and many other people 
(as well as homogeneous polynomial matrices considered recently by Ravi and 
Rosenthal [4,5]) can be viewed as collections of global sections of a vector 
bundle. Hence, the vector bundle approach is closely related with the poly- 
nomial matrix approach. It turns out that it is particularly closely related with 
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the approach presented by Fuhrmann [6] and actually is a coordinate free form 
of it (see Ref. [3]). 
In this note we demonstrate how vector bundles can be applied to obtain 
two important results on rational matrices which are very useful in linear 
system theory, namely Wiener-Hopf's and Forney's factorization theorems. 
(As one knows Wolovich's factorization theorem is, essentially, the same as 
Wiener-Hopf's factorization theorem, and therefore we shall not consider 
it.) We show that they are immediate consequences of Grothendieck's the- 
orem on vector bundles Recall that Grothendieck's theorem is the central 
result about vector bundles which states that vector bundles over the 
projective line are classified by finite sequences of integers. Originally the 
theorem was proved for holomorphic vector bundles over the Riemann 
sphere. Hazewinkel and Martin [7] found that it admits an algebraic 
formulation and gave a "short elementary" proof of it in the case of an 
arbitrary b:~.se field. 
The exposition is self-contained. Basic definitions concerning vector bundles 
and an easy proof of Grothendieck's theorem are provided. All we assume is 
some familiarity with the concept of modules. 
Throughout, k will be an arbitrary field, s and t indeterminates connected to 
each other by the relation st = 1. O the ring of proper rational functions (in s). 
We recall that O is a discrete valuation ring and t is its uniformizer, i.e. O is an 
integral domain where every nonzero ideal is of the form t"O, ,1 ~ 0 We remind 
that invertible matrices over the rings k[s] and O are called unimodular and 
bicausal, respectively. One has also the obvious notions "left unimodular", 
"left bicausal", etc. Given integers n~ . . . . .  n,. we shall write A(n~ . . . . .  n,.) for the 
diagonal matrix with s"~ . . . .  ,s"' on the diagonal, and we shall denote by 
F(nl, . . . .  n,.) the group of Brunovsky transformations associated with these 
integers. We recall that the latter are unimodular polynomial matrices /u,j) 
such that ui/= 0 if n, > n i and deg u, <~ n1 - n, if n, ~ n~ (see Refs. [8,9]). 
The direct stimulus for this note was the remark about a close relation be- 
tween the Grothendieck theorem and the Wiener-Hopf theorem given in Ref. 
[81. 
2. Prdiminaries 
A vector bundle is a triple (E, L. M). where E is a finite-dimensional linear 
space over k(s), and L and M are finitely generated full rank k[s] and O-sub- 
modules in E, respectively. 
Example 1. (~=(k(s),k[s],O) is a vector bundle. More generally, 
(!(n) = (k(s),k[s],s'O) is a vector bundle for each integer n. Vector bundles 
t:~(n) play an important role in the theory. 
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Example 2. Let G be a full row rank rational matrix of size p × q. Then the 
triple 
HM(G)  --" (k(s) p, Gk[s] q, GO q) 
is a vector bundle. We call it the Hermann-Martin vector bundle of G. 
Example 3. Let G be as above. Then 
WH(G) = (k(s)P,k[s] t', GO q) 
is a vector bundle. We call it the Wiener-Hopf vector bundle of G. (More 
precisely, this is tb,,: "-' . . . . .  ngnt Wiener-Hopf vector ounme; the left one is 
(k(s)", C',,[s]". 
Remark. The constructions above can be generalized in the following way. If F 
and G are lull row rank rational matrices of sizes p × I and p x m, respectively, 
then (k(s)P, Fk[s] t, GO") is  a vector bundle. 
If 6~" = (E,L ,M) is a vector bundle, then elements in E are called the rational 
sections of ~, elements in L the sections on the finite domain and elements in M 
the sections at infinity. Elements which belong to H°~ ~ = L N M are especially 
important. They are called O-dimensional cohomo!ogies; they are called also 
global sections. 
Lemma I. i./'n is an integer, then the space H°(' (n) is trh, ial when n < 0 and is the 
space o.f polynomials o.f degree <~ n when n >10. 
Proof. Obvious. D 
A homomorphism of a vector bundle (E~,L.,M~) into a vector bundle 
(E2,L2,M2) is a k(s)-linzar transformation 0 of El into E~ such that 0(Li) C_ L2 
and O(Ml)C_ M2. If ~'t and ~, are vector bundles, then we shall write 
Hom(6"~, ~.,) to denote the set of homomorphisms of g~ into c'7.,. Surely this is a 
k-linear space. 
Lemma 2. l f  m and n are integers, then Hom((~ (m), (' (n)) consists of zero only if  
m > n and consists ~pol),nomials of degree <~ n-  m i fm <~ tr, 
Proof. Obvious. I-q 
One defines in an obvious way injective and surjective homomorphisms. A 
homomorphism of vector bundles is said to be generically surjective if it is 
surjective as a k(s)-linear transformation. A vector bundle is called effective if 
there exists a generically surjective homomorphism of (cq onto it for some q. 
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The most important integer invariants of a vector bundle are the rank and 
the Chern number. If d = (E,L,M) is a vector bundle, then its rank rk ff is the 
dimension of E. For example, rk 6(n) = 1. The Chern number ch g is defined 
as follows. Choose bases in L and M. It is clear that the order at "infinity" of 
the determinant of the transition matrix from the basis of M to that of L is 
independent of the above choice. This is the Chern number. One has, for ex- 
ample, ch C (n) = n. 
Let (E, L, M) be a vector bundle. If Lm and M~ are submodules in L and M, 
respectively, such that k(s)Ll = k(s)M~, then letting El denote the space k(s)Li 
we have a vector bundle (E~L~,MI), called the subbundle associated with Ln 
and M~. Let now E0 be a imear subspace of E. Letting E~ denote the quotient 
space E/Eo, and letting Ln and Mn denote the images of L and M, respectively, 
under the canonical n, ap E ~ Ej we get a vector bundle (Em,L~,M~), called the 
quotient bundle associated with E0. 
We shall need the following two elementary lemmas. Their proofs are left to 
the reader. 
Lemma 3. Let F be a rational p x q matrix and let r be its rank. 
(a) There exists a factorization 
,'here U L~" a k,/t unimo¢hdar matrix of size p x r ami G is a .fidl rant~ rational 
matrix of si-e r x q 
(b)// '  
F= UnGI and F= U,G: 
are two such fiwtorizations, then there exists a unhm~&tko" matrix U such that 
U2 = UIU 'n and G,. = UGi. 
Lemma 4. Let D be a polymmlial p x q matrix and n l , . . . ,  n t, be nonnegative 
integers. Then the jbilowhlg two conditions are equivalent." 
(a) D is" row re~hwed and its row degrees are equal to i1~ . . . . .  nt , :  
(b) A(nn . . . . .  nt,)-lD is right bicausal. 
3. Grothendieck's theorem 
Let d = (E,L,M) be a vector bundle with rank r>~ 1. Given x E L,x # 0 
define/~(x) to be the maximal integer n such that x E t"M. We claim that the 
integers t~(x)(x E L,x #0)  are bounded above. Indeed, choose a basis 
{xl,... ,xr} in L. If n is sufficiently large, then t 'M c_ ~x ,  tO ~, and therefore 
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L n t "M c_ (~x,k[s] ~) n (~x; tO" )= {0}. It follows that the integers we are 
interested in are less than n. So, we can make the fol lowing definition: 
p (d)  - sup p(x). 
xEL.r¢:0 
Lemma 5. Let x E L,x ¢ 0 be such that p(x) = lt(d). Then, letthlg d l denote the 
quotient bundle associated with k(s)x we have 
) 
Proof. Let m and n denote the numbers p(dl) and p(d), respectively, and 
assume that m > n. Take xi E L and yl E M such that Yi = s"~l. (Here and little 
below the bar denotes the canonical inear map E ~ E/k(s)x.) We then have: 
yi = bx + smxl with b E k(s). Since k(s) -- sk[s] + O, we can find p E k[s], c E O 
such that t "b -  sp -c .  Replacing in the above relation b by s"~lp - s'c and 
putting y = s"x we obtain that 
.vl + cy= s"~ i(px + s" " lrl). 
This contradicts the "maximality'" of x; and the lemma is proved. 7__1 
r mo We are ready now to prove Grothendieck's theo.e,., 
Theorem I. Let d he a vector httndh' ff/'rank r. Then there exbt inteeers nl . . . . .  n, 
such that 
d~ ('(hi),::!,." t(n,.). 
The integers nl . . . .  , n,. are determined uniquely up to order. 
Proof. (Existence) The argument is by induction on r. There is nothing to do if 
r=  0. So let r> 0, and assume that the decomposition exists for r -  I. Let 
= (E ,L ,M)  and n = p(d'). Choose elements x E L,x -¢ 0 and y E M such that 
l t (x )=n and v=s"x .  
Consider the quotient bundle associated with k(s)x. Its rank is r -  l, and, by 
the induction hypothesis, there exist x2 . . . . .  x,. E L, .~2, . . . .  y~ E M and integers 
n., . . . .  , n,. such that 
.f'i = s'" 2,. 
We then have 
i -=9  r. 
~ =bix+s" 'x i ,  i=  "~ r 
with b, E k(s). By Lemma 5, n t> ni. Therefore we can find p, E k[s] and c, E O 
such that 
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bit  n' -" pi - ci sn - ' ' .  
Putting ~ = x, + p,x and 3~ = y, + c,y the above relations can be rewritten as 
' s"' ' i = 2 ,  r .  Yi = Xi, "" '  
This (together with y - s"x) completes the proof of the existence part. 
(Un iqueness)  We follow Grauert and P,,,~:~:nert [10]. (It is difficult to imagine 
a more simple proof for this part of the theorem.) Assume that 
6( l l )~ . . .OC(L )  ~- e (nz )®. . .+e ' (n~) .  
where It >i ... >f/,. and nt >i ... >1 n,., and assume that these two sequences of 
integers are different. Let i be the smallest number such that l, #- n, ~. Say, i, > n~. 
We then have: 
e ( lt - 1,) + . . .  ~?, e ~ (/ ( t,, t - t,) ~i~ . . . ~i? e ( t~ - l,) 
,2_ (( (nl - 1,) ~ . . . ~ (' (n, - 1,) ~T~ (' (n,~ l - li) ~ . . . ~ ( (n,. - ii). 
By dimension count based on Lemma 1, we find that the dlmcnsion of 0-co- 
homologies of the left side is greater than that of the right one. A contradiction. 
The theorem is proved. E] 
For other proofs of Grothendieck's theorem we refer to the original paper 
[I I] by Grothendieck, the last chapter in the book [10] by Grauert and Re- 
mmert and die paper [7] by Haz?winkel and Martin. 
Of particular interest are vector bundles with nonnegative indices. 
l,emma 6. A vector tmmt le  d, -~ (E,  ; M)  ha., ~ mmncgat ive  #uf ices ( / 'and  only  ( f i t  
is ~:O'ective. 
Proof .  Let nt . . . . .  n,. be the indices of d. We may assume that 
d = C(nl) ~ . . .  ,~? C (n,.). If at least one of the indices, say nj, is negative, then, 
by Lemma 2, any tv.:m,-mlorphism of into ('(nt) is zero, and therefore a 
homomorphism .~,! _, d, can not be generically surjective. Conversely, if all ni 
are nonnegative, then, ff:,r example, the identity matrix of size r determines a 
genericali~ surjective komomorphism of (~" onto d.  [3 
One wants to know what are automorphisms of a vector bundle. 
Lemma 7. Let  r >t 1 and  h't n t , . . . .n , ,  he arb i t ra ry  integers.  The  group  o f  
a t t tomorph isms Of ~i' ~ nl ) ,:, . . . .  .7 C(n,.) is F(nl . . . . .  nr). 
Proof. Let U be an element in the space Hom(,~C (n,), +(' (nj)). By Lemma 2, 
the entries % of U are polynomials such that u 0 = 0 if ni > nj and 
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deg u~j <~ nj - n~ if n, ~ hi. Letting B denote A(nl , . . .  ,n,.) --I UA(n i , . . .  ,n,.) we 
have BO" C_ O". This means that B is proper. The matrix U determines an 
i~omorphism if and only if B is bicausal. Since det B = det U, the necessary and 
sufficient condition for this is U to be unimodular. 
The lemma is proved. IZI 
4. Wiener-Hoprs theorem 
We shall treat the "r ight" case only, since the "left" case is analogous. 
Theorem 2. Let G be a rational p × q matr ix  anti let r he its rank. 
(a) There exist integers h i , . . . ,  n,, a left un#nodular p × r matr ix  U and a right 
bicausal r × q matr ix B such that 
G = UA(nl, . . . .  n~)B. 
The integers nl . . . . .  n~ are determined uniquely up to order. 
(b ) / f  
G = UiA(nl . . . . .  n,.)Bi and G = U_,A(nl,...,n~)B,_ 
are two such Jactorizations. then there exists U E F(nl . . . . .  nr) such that 
U, = UtU " i and B,. = A(nl . . . . .  n,.) IUA(nl . . . . .  n~)Bi. 
Proof. [a) Applying Lemma 3 one can reduce to the full row rank case. So, 
assume that G has t'ull row rank. 
There are integers n~ . . . .  ,n r, and an isomorphism (':(n~)~:~-..~:,d(np) 
WH(G). The later is given by a nonsingular ational matrix U sucia that 
Uk[s] t' --k[s] p and UA(n j , . . .  ,nt,)Ot'---GO p. Existence of the desired factor- 
ization follows easily. 
Now, let G= UA(n I , . . . ,np)B  be any factorization with the required 
properties. Since BO '~ - 0 t', we have: 
WH(G) = (k(s)", k[s] ,n,)O"). 
So, U is an isomorphism of" C(nt) , ! : , . . .  + ((np) onto I4H(G), and therefore the 
integers nt . . . . .  n,. are the Grothendieck indices of Wtt(G). 
(b) The matrices Ui and U2 determine isomorphisms of (' (hi) ~:, .." ~ (' (np) 
onto WH(G). Therefore, U = U, tU~ belongs to F(nj,.. . ,nF,). 
The theorem is proved. El 
Remark. Conversely, one can derive easily Grolhendieck's theorem 
Wiener-Hopf's theorem. 
from 
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5. Forney's theorem 
~,, We shall consider the case dual to that considered in Ref. [! 2]. By a minimal 
polynomial basis we shall mean therefore a polynomial matrix which is right 
unimodular and row reduced. 
Theorem 3. Let F be a full row rank rational p x q matrix. 
(a) There exists a factori:ation 
F = GM, 
where G is a nons#zgular rational matrix of  rank p and M is a minimal polynomial 
basis of  size p x q. The row degrees o[ 'M are determined uniquel), up to order. 
(b) If 
F = GIMj and F = G:M., 
are two such fiwtorizations and if Mm, 1}12 hace the same row degrees n l , . . .  ,np, 
then there exists U E F(nl . . . . .  ne) such that 
G,. = GI U- J and M, = UMI. 
Proof. (a) Let nl . . . .  , % be the indices of the Hermann-Martin vector bundle of 
F. These indices must be nonnegative, since the matrix F determines a
surjective homomorphism of (,,t onto ttM(F).  Take an isomorphism 
((nl)  + . . .  ,~!~ (' (nt,) ~ HM(F). This is given by a nonsingular matrix G such 
that Gk[s] t' = Fk[s] '! and GA(nl . . . . .  np)(Y'= FOU. Letting M = GtF  we have 
Mk[s] q = k[s] t' and A(ni ~i . . . .  ,np t)MO'~ = Or'. These conditions mean that M is 
a right unimodular polym3mial matrix ar, d A(n(~, . . .  ,npl)M a right bicausal 
rational.-matrix. By Lemma 4, M is a minimal polynomial basis: whence, 
existence of the desired factorization. 
Now, let F = GM where G is a nonsingular ational matrix and M is a 
minimal polynomial basis. It is easily seen that the matrix G determines an 
isomorphism of HM(M) onto HM(F). Consequently, these two vector bundles 
have the same indices. But the indices of HM(M) are exactly its ro ~v degrees. So 
we have uniqueness. 
(b) Both Gt and G2 deterrcinc an isomorphism C(nl)~:~ . . .+( ' (n  r) 
ttM(F). Tl'~ese '~wo isomorphisms rausL differ by an automorphism of 
¢(nt)~...~:~.('(r'~,i. Hence, there exists I;,~ F(nt . . . . .  %) such thai 
G2 = GIU -~l. Thi,~, ~ tt~rn, implies that i}12 = UMr. 
The theorem r:; p~c:,~ed. Q 
Remark. The interested reader ca~ show that, conversely.. Forn~:y's theorem 
implies Grothendieck's theorera. 
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Appendix A 
The definition of a vector bundle we have given is nonstandard and we 
would like to show here how it is related with a standard one. 
As one knows the projective line possesses with two canoni,.'al coverings. 
One covering consists of two open subsets each isomorphic to the affine line. 
The regular function rings of them are k[s] and k[t]: the regular function ring of 
their intersection is k[s,t]. With this covering in view one defines a vector 
bundle as a triple (L, M, 95) where L and M are finitely generated free modules 
over k[s] and kit], respectively, and ¢/~ is a k[s,t]-isomorphism (a "glueing" 
isomorphism) 
This definition is equivalent o that given in Ref. [7]. if A C GL(r,k[s,t]), then 
{A}I = (k[s]r,k[t]r,/l) is a vector bundle in this conventional sense. The map- 
ping A ~ {A}l determines a bijective correspondence between equivalence 
classes of invertible matrices over k[.,,t] a~ld isomorphism classes of vector 
bundles. The equivalence relation is the following: A ~ A' if and only if there 
exist invertible matrices U and V over k[s] and k[t], respectively, such that 
A'= UAV. (See Rel: [7], Proposition 1.) 
Another covering consists of an open set isomorphic to the affine line and 
a point "at infinity". Their regular function rings are k[s] and O respectively. 
The intersection in this case is empty; so that, the ring of regular functions 
on it is the whole k(s). Corresponding to this covering it should be natural to 
define a vector bundle as a triple (L,M,4J) where L and M are finitely 
generated free moduls over k Is] and O, respectively, and ~k is a k(s)-Iinear 
isomomhism 
L (~'kt~i k(s) ~_ M '.,~o k(s). 
We remark that this definition actually is the same as that given in the pre- 
liminary section. (We prefered the latter since it is technically more c~,nve - 
nient.) If G E GL(r,k(s)), then {G}2 = (k[s] r, O ~, G) is a vector bundle it, our 
sense. The mapping G --* {G}, determines a bijective correspondence b 'ween 
equivalence classes of nonsingular ational matrices and isomorphism ,.:lasses 
of vector bundles. The equivalence relation is the following: G ,-~ G' if and only 
if there exist a unimodular matrix U and a bicausal matrix B such that 
G'= UGB. (See Ref. [3], Theorem 1.) 
Assigning {,4}2 tO {A}l, where A runs over all matrices in GL(r,k[s,t]), 
we get a one-to-one correspondence between isomorphism classes of con- 
ventional vector bundles and isomorphism classes of our vector bundles. 
This is because Grothendick's theorem is valid for the both kind of 'ector 
bundles. 
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