We investigate the asymptotic behavior of the nodal lines for random spherical harmonics restricted to shrinking domains, in the 2-dimensional case: i.e., the length of the zero set
Introduction and Main Results
Let us consider the compact manifold S 2 and ∀ℓ > 0, let also T ℓ : S 2 → R define the real valued eigenfunctions of the Laplace-Beltrami operator ∆ S 2 T ℓ + λ ℓ T ℓ = 0, where λ ℓ = ℓ(ℓ + 1). The random fields {T ℓ (x), x ∈ S 2 } are Gaussian and isotropic, namely the probability laws of T ℓ (·) and T ℓ (g·) are the same for any rotation g ∈ SO(3). Also, we have that
E[T ℓ (x)] = 0, and E[T ℓ (x)
2 ] = 1,
where P ℓ are the Legendre polynomials and d(x, y) is the spherical geodesic distance between x and y, i.e. d(x, y) = arccos( x, y ).
The nodal set of T ℓ is given by, as usual, T −1 ℓ (0) = {x ∈ S 2 : T ℓ (x) = 0} and we denote its volume by Z(T ℓ ) = len({x ∈ S 2 : T ℓ (x) = 0}); (1.1) the analysis of these domains has been considered by many authors, see i.e. [14] , [32] , [37] , [38] , [16] , [9] , [10] . As a consequence of the general Yau's conjecture ( [37] , [38] ) for eigenfunctions on compact manifolds (proved in [16] for real analytic metrics and by [21] , [20] and [22] for the smooth case) we know that, in the high energy limit, the volume of the nodal set is bounded by
where c 1 , c 2 > 0. In the case of Gaussian random eigenfunctions, some sharper probabilistic bounds can be given. The asymptotic behavior of the expected value was given in [5] ; for any dimension m, m ≥ 2, they obtained (see also [27] and [40] ). As far as the variance is concerned, Neuheisel [27] gave an upper bound which was later improved in [40] and [39] , where it was computed to be Var(Z(T ℓ )) = 1 32 log ℓ + O(1), as ℓ → ∞. As a consequence, the variance of the nodal volume Z(T ℓ ) has smaller order O(log ℓ), in the high energy limit, with respect to the variance of boundary length at thresholds different from zero, which has been shown to be O(ℓ) (see for instance [31] ). This phenomenon is known as "Berry's cancellation" [6] ; it is known to occur on the torus [18] and on other geometric functionals of random eigenfunctions, see i.e., [12] , [13] , [11] . More precisely, as far as the torus is concerned, Rudnick and Wigman in [35] and Krishnapur, Kurlberg and Wigman in [18] studied the volume of the nodal line (denoted with L ℓ ) of random eigenfunctions ("arithmetic random waves") T 2 = R 2 /Z 2 . The expected length was evaluated with the Kac Rice formula in [35] (Proposition 4.1),
and the asymptotic behavior of the variance was established in [18] ; it holds that
where N ℓ is the size of the lattice points lying on the radius-√ ℓ circle [18] and c ℓ is the leading coefficient, depending on the distribution of the lattice points on the circle. Hence, as mentioned before, the "Berry's cancellation" phenomenon [6] takes place also for the toral nodal length. The distribution of L ℓ was investigated in [24] , where the authors established a nonCentral Limit Theorem. See also [33] for nodal intersections, [10] for the number of nodal domains, [17] and [19] for the Planck-scale mass equidistribution, [15] for the total number of phase singularities, [34] for nodal intersections on the 3-dimensional torus. Berry's random planar wave model was also considered (see [29] ), both in the real and complex case. See also [3] for percolation of random nodal lines.
A general interpretation of these results can be given quickly as follows (we refer to [24] , [25] , [11] for more discussions and details). The nodal length L ℓ of random eigenfunctions can be expanded, in the L 2 −sense, in terms of its q-th order chaotic components, to obtain the orthogonal expansion:
P roj[L ℓ |q] denoting the projection on the q-component. It can be shown that, in the case of functionals evaluated on the full sphere or torus, the projection on the first component vanishes identically; in the nodal case, P roj[L ℓ |2] vanishes as well, and the whole series is dominated simply by the term P roj[L ℓ |4], i.e., the so-called fourth-order chaos, which has indeed logarithmic variance. More explicitly, the variance of this single term is asymptotically equivalent to the variance of the full series, and its asymptotic distribution (Gaussian in the spherical case, nonGaussian for the torus, see [35] ) gives also the limiting behaviour of the nodal fluctuations. It should also be noted that, in the case of the sphere, P roj[L ℓ |4] takes a very simple form, because it is proportional to the so-called sample trispectrum of T ℓ , S 2 H 4 (T ℓ (x)) dx: this is to some extent unexpected, because the fourth-order chaotic term should in general be given by a complicated linear combination of polynomials involving also the gradient of the eigenfunctions (as it happens for arithmetic random waves on the torus, see [24] ).
A natural question at this stage is to investigate what happens on subdomains of the sphere or other manifolds (see i.e., [4] for arithmetic random waves). The nodal volume inside a "nice" domain F ⊂ S 2 of the sphere, is defined as
In [39] , to address this issue the so-called linear statistics of the nodal set, are introduced; more precisely, let ϕ : S 2 → R be a smooth function, and define the random variable Z ϕ (T ℓ ) as
Apparently this definition is well-posed only for continuous test function ϕ ∈ C(S 2 ); nevertheless, it was shown in [39] that bounded variation functions BV (S 2 ) can be considered: indeed, it is possible to prove that, for ϕ ∈ BV (S 2 ) ∩ L ∞ (S 2 ) a not identically vanishing function, as ℓ → ∞, the variance satisfies
These results allow to cover indicator functions, indeed (1.2) is equal to (1.3) for ϕ(x) = 1 F (x), i.e. Z ϕ (T ℓ ) = len({x ∈ S 2 ∩ F : T ℓ (x) = 0}). As a consequence of (1.4), for F ⊂ S 2 a submanifold of the sphere with C 2 boundary, it was proved in [39] that, as ℓ → ∞, the following variance is given by:
i.e., logarithmic behaviour occurs also in subdomains.
As far as the torus is concerned, the nodal length of arithmetic random waves restricted to shrinking balls (denoted with L ℓ,r ℓ , where r ℓ is the radius of the ball) was investigated in [4] under the condition r ℓ > ℓ −1/2 . The mean was easily obtained by means of Kac Rice formula
whereas the variance was shown to be proportional to the variance of the toral nodal length, i.e.,
More surprisingly, it was shown that asymptotically the local and global nodal lengths are fully correlated. This result entails also that, up to a scaling factor, the same limiting nonGaussian distribution holds in both cases.
In this paper, we investigate the behavior of the nodal length for random spherical harmonics evaluated in a shrinking ball on the sphere. Without loss of generality, we consider spherical caps centered in the North Pole N . We prove that the nodal length is still dominated by a single term, corresponding to the fourth chaotic projection; moreover, this term can be written as a local form of the sample trispectrum, and its asymptotic variance is logarithmic (i.e., O(r 2 ℓ log(r ℓ ℓ))). Contrary to the case of the torus, however, full correlation does not hold between nodal and global statistics. "Berry's cancellation" phenomenon takes place in this framework as well, and indeed the first and second order chaotic components are still of lower order with respect to the leading term, although not identically equal to zero as in the full spherical case.
Here and in the rest of the paper we will always denote with B r ℓ ⊂ S 2 a shrinking spherical cap of radius r ℓ centered in N such that r ℓ ℓ → ∞ (1.5)
as ℓ → ∞ (meaning that the support is not shrinking too rapidly). We denote the nodal length in these domains by
From the Kac Rice formula ( [1] , [2] ), it is easy to see that
Note that, because the area of a spherical cap B r ℓ of radius r ℓ is given by |B r ℓ | = 2π(1 − cos r ℓ ), we have that
Now let ϕ ℓ : S 2 → R, ∀ℓ, be the indicator function ϕ ℓ (x) = 1 Br ℓ (x); our first non-trivial result concerns the asymptotic variance is the following. Theorem 1.1. Let Z ℓ,r ℓ be the nodal length defined in (1.6), then its variance is given by
as ℓ → ∞.
The next result is the following Central Limit Theorem. Theorem 1.2. Let Z ℓ,r ℓ defined in (1.6), then, as ℓ → ∞, we have that
where → d denote the convergence in distribution and Z ∼ N (0, 1). Theorem 1.2 follows by exploiting Theorem 5.2.6 in [28] to the fourth chaotic component, after lengthy computations of the fourth cumulant of this chaotic projection.
Comparison with the 2-dimensional Torus
Although the differences and the similarities of the results obtained for the torus and for the sphere have already been discussed, we make them clearer in this subsection.
• In contrast to the torus, where a full correlation between the nodal length in shrinking domains and the one in the total manifold has been proved in [4] , in the sphere, the following proposition holds. Proposition 1.3. Let Z ℓ,r ℓ be defined in (1.6) and Z(T ℓ ) in (1.1), the correlation between Z ℓ,r ℓ and Z(T ℓ ), as ℓ → ∞, is given by
Proposition 1.3 entails on the contrary that the correlation between the "local" and "global" nodal length is zero, in the high frequency limit. The discrepancy between these two results can be heuristically explained as follows: in the case of the torus, local integrals for products of four eigenfunctions have the same form, whatever the centre of the disc on which they are computed (see [4] ). This is not the case when integral of the products of four spherical harmonics is computed on a disc; this integral has different values depending on the centre of the disc and because of this full correlation cannot be expected.
• In the case of the torus, the full correlation result allows to establish immediately the (nonCentral) Limit Theorem for the nodal length in the shrinking set; indeed, the "local" limiting distribution is the same as the "global" one, up to a different scaling constant. On the contrary, to establish a (Central) Limit Theorem for the spherical cap, a different proof is required; indeed we need to apply Theorem 5.2.6 in [28] and hence to compute the fourth cumulant of the leading chaos projection of the nodal length. In passing we stress that the limiting in distribution is Gaussian in the present framework, while it is a linear combinations of chi-square random variables in the torus.
• In both the manifolds and their subregions, the fourth chaotic component is the leading term of the chaos expansion of the nodal length and the "Berry's cancellation" phenomenon occurs. However, only in the sphere and in its subdomains, the dominant component is asymptotic to the sample trispectrum, i.e. it has a much simpler form as the integral of the fourth Hermite polynomial, computed only on the eigenfunctions themselves.
Plan of the paper
In Section 2 we explain the basic ideas for proving the main results of the paper, while the main tools to succeed in our computations are introduced in Chapter 3; where an auxiliary function and its properties and the construction of a smooth approximation of the indicator function are discussed. Chapter 4 is splitted in two subsections; 4.1 contains the proof of the asymptotic behavior of the variance and 4.2 proves the Central Limit Theorem. In the Appendix further result of independent interest and some technical tools are collected.
Some conventions
Given a set F ⊂ S 2 , we denote its area by |F | and for a smooth curve C ⊂ S m , len(C) its length. We will use A ≪ B and A = O(B) in the same way. O ϕ means that the constants involved depend on the function ϕ.
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On the proof of the main results
In this section we give the guideline of the proof of the main results. In the full sphere, it is possible to write the second moment as
(see [7] 
which allows to handle the computations and to establish the asymptotic behavior of the variance. Focussing instead on a subdomain, the lack of this symmetry prevents this change of coordinates. However, using (1.3) and the same argument as in [39] ( Proof of Theorem 1.4), it can be shown that for any function ϕ : S 2 → R in C 1 (S 2 ), we have that 2) and employing Fubini, we get that
), x, y ∈ S 2 being any pair of points with d(x, y) = ρ. The crucial observation is that the case of a spherical cap can be cast in this framework, simply taking ϕ = 1 Br ℓ , which is a function in
More precisely, the key role in the proof of Theorem 1.1 will be played by a sequence of auxiliary functions, defined as in (2.2) [39] ,
and using a density argument and approximating 1 Br ℓ with C 1 functions, the second moment could be written as
Note that (2.3) is not zero if and only if the variables x, y are inside the spherical cap B r ℓ , hence the maximum distance allowed between two points to make (2.3) different from zero is ρ = 2r ℓ . For ϕ ℓ = 1 Br ℓ and for x, y ∈ B r ℓ , (2.3) can be written also as
Then, if we fix x "far" from the boundary, the integrand will be given by len{y ∈ B r ℓ : d(x, y) = ρ} = 2π sin ρ; note that, however, W ϕ ℓ depends on the position of x. Moreover, for decreasing sequence r ℓ a tangent plane approximation can be shown to hold, whence, we can also define the functionWφ : [0, 2r ℓ ] → R as 4) whereφ is given by the composition ϕ ℓ • exp and exp is the exponential map. Note thatWφ ℓ is nonzero if x, y ∈B r ℓ , which is the disc contained in R 2 of radius r ℓ and centered in the origin of the axes. In order to scale the support ofφ ℓ fromB r ℓ inB 1 , we define alsõ
, it is easy to check the validity of the asymptotic relation below: 6) as r ℓ → 0 uniformly in ρ (see Lemma 3.2). We will then need to show that moments computed on approximating sequences converge to those for the functions of interest. It is easy to see that, if ϕ i → ϕ in L 1 (S 2 ), then for every fixed ℓ, we also have
indeed, it follows from the expected value of a linear statistic,
([39] Proposition 1.4, starting from (121)). The analogous result holds for the variance by Proposition 2.7. However, before passing to the limit to obtain Theorem 1.1, we need the two propositions below.
Proposition 2.1. Under the previous notation, as ℓ → ∞, the variance Var(Z ϕ i ℓ (T ℓ )) is given by
Proposition 2.2. We have that, as ℓ → ∞,
As argued above, the computations of the variance in the previous propositions will follow from the analysis of the integral of the two-point correlation function and W ϕ ; the main contribution will actually be given from points far from the diagonal x = y.
The next step will be the derivation of the Central Limit Theorem. To this aim, we will start following a similar argument as in [25] ; more precisely we define first as in [25] , the sequence of centered random variables ("local sample trispectrum")
where for ℓ = 1, 2, . . . ,
The key idea is to prove the asymptotic full correlation between the "local" nodal length and the "local sample trispectrum":
The correlation between Z ℓ,r ℓ and M ℓ,r ℓ is given by
in the high energy limit ℓ → ∞.
This result requires the evaluation of the variance of M ℓ,r ℓ .
The strategy of the proof is the same as for the variance of Z ℓ,r ℓ ; namely the propositions below are involved.
Proposition 2.6. We have that, as ℓ → ∞,
In view of the orthogonality of the projections, the result in (2.9) implies that the fourth chaotic component is the leading term of the chaos expansion of Z ℓ,r ℓ and hence it is enough to study its asymptotic behavior. In particular, exploiting the Stein-Malliavin approach (see [28] ), it is enough to focus on the behavior of their fourth order cumulant. Here, it is important to note that our argument is quite different from the proof given by [25] ; in particular, of the full sphere the behavior of the fourth-order cumulant was already established by means of ClebschGordan coefficients: the latter cannot be used here due to the lack of analogous explicit results on subdomains. Hence, we derive efficient bounds by a careful exploitation of Hilb's asymptotics for powers of Legendre polynomials.
Auxiliary functions
Here and in the rest of the paper we will denote with B r ⊂ S 2 the ball of radius r, 0 < r < π centered in N and withB r the disc of radius r in R 2 . We introduce the auxiliary functions, announced in Section 2, involved into the proofs of our main results.
Approximation with continuously differentiable functions
The indicator function 1 Br ℓ belongs to the space BV (S 2 ) ∩ L ∞ (S 2 ); to make some computations easier, it is more convenient to deal with continuously differentiable functions. In order to control the error term of the variance for the approximating functions (and thus pass to the limit), it is sufficient that ϕ i ℓ is uniformly bounded and with uniformly bounded variation (see [39] ) and to prove that the same conditions still hold forφ i ℓ , obtained through the exponential map. In [39] the existence of such a sequence was established. So, let {ϕ i ℓ } i be a sequence of C ∞ functions such that
Our goal is to check whether analogous conditions still hold forφ i ℓ = ϕ i ℓ • exp, defined on R 2 . To simplify the notation we setφ i (x) :=φ i ℓ (r ℓ x), x ∈ R 2 . Note that, since ϕ i ℓ has support on S 2 , which is compact, it follows thatφ i has compact support inB 1 . Hence, we prove the lemma below.
Lemma 3.1. Letφ i (x) :=φ ℓ (r ℓ x), x ∈ R 2 , whereφ ℓ = ϕ i ℓ • exp and {ϕ i ℓ } i the sequence satisfies (3.1). Then,φ i ℓ : R 2 → R are continuously differentiable functions such that, as i → ∞,
Proof. The first result in (3.2) is easily obtained, indeed
Concerning the second part of the statement, since the support ofφ isB 1 , we have that
∀g ∈ C 1 c (B 1 , TB 1 ) continuously differentiable compactly supported vector fields with |g(x)| ≤ 1, for all x ∈B 1 . Finally,
W ϕ ℓ and its properties
Let ϕ ℓ : S 2 → R be the indicator function 1 Br ℓ , ∀ℓ. We denote W r ℓ (·) the function defined in (2.3) with this choice of ϕ ℓ andW 1 (·) the one in (2.5). As already stated in Section 2, it is easy to establish the following asymptotic geometric relation between W r ℓ andW 1 . .3) and (2.4), respectively; then,
Proof. We set
we denote A := 1 8π 2 Dρ len{y ∈ B r ℓ : d(x, y) = ρ} dx
For each point x in D ρ we have that
Let us define alsoD ρ/r ℓ := {x ∈B 1 :B ρ/r ℓ (x) ⊂B 1 }; likewise, we writẽ
then, using the Taylor expansion of the sine and cosine as r ℓ → 0 (and so ρ → 0), we get
Now we prove that
and thus (3.5) follows. So,
Let us consider the sequence ϕ i ℓ satisfying (3.1), then relation (3.5) holds for W ϕ i ℓ andWφ i ; actually,
and the former and the latter quantities of (3.9) go to zero for the and so, we conclude that, as ℓ → ∞,
Furthermore, we can get further informations onWφ i , i.e., using polar coordinates with centre
x for each x ∈ R 2 , (i.e. y = (y 1 , y 2 ) → (ζ, φ) with ζ = ρ and φ = arctan
) we writẽ
and then, definingWφ
we have thatWφ
Note thatWφ i 0 (ρ) is bounded by 15) moreover in zero, it is equal toW
and at last, the derivative is uniformly bounded by
indeed, we can exchange the derivative and the integral to obtain
From now on {ϕ i ℓ } i will denote a sequence satisfying (3.1) and {φ i } i the one satisfying Lemma 3.2.
Proof of the main results

Proof of Theorem 1.1 (Asymptotic for the variance)
As already mentioned, we apply an approximation argument; hence assuming the validity of Proposition 2.1 and Proposition 2.2 we prove Theorem 1.1.
Proof of Theorem 1.1 assuming Proposition 2.1 and Proposition 2.2 . Let ϕ i ℓ ∈ C ∞ be a sequence of smooth functions satisfying (3.1) and letφ i = ϕ i ℓ • exp . Proposition 2.1 states that
and it remains to prove that
Applying Proposition 2.2 to the difference ϕ i ℓ − 1 Br ℓ , we have that
To conclude, taking the limit i → ∞ in (2.7), we obtain that the variance Var(Z ℓ,r ℓ ) is given by
Now we prove Proposition 2.1 and Proposition 2.2.
Proof of Proposition 2.1. In [39] (Proof of Theorem 1.4), it is shown that for functions in C 1 (S 2 ), it is possible to write , y) ) is the two-point correlation function (see the Appendix and [39] ). Employing Fubini, we get that 
and hence the variance is given by
Substituting (3.11), i.e.
in (4.1), it follows that the variance is equal to 
For 0 < ψ < C we may bound K ℓ as 
while the first integral in (4.3), for (3.14) and (3.16), is equal to
To compute the contribution given by the points in [C, 2r ℓ L], we set
and
Concerning I 1 , from (3.14) it follows that
and Taylor expansion implies that
thus, substituting (4.8) in (4.7), we have that
.
First we compute term (a); we replace K ℓ (ψ) with its asymptotic behavior given in (B.4) (see [39] ); the second summand of (B.4) gives the main contribution, i.e.,
Applying the Taylor expansion to the cosecant
The first term of (B.4) is given by
which is, for (4.10),
since the sine is bounded, (4.12) is
(4.13)
The error term given by the third term of (B.4) is
and the one obtained by the fourth is
and with the same computations as in (4.14), (4.15) reduces to be
Regarding the contribution of the fifth term of (B.4), we get
Finally, integral (a) is given by
Now, look at the error term in (b); it is equal to
substituting K ℓ (ψ) with (B.4), the main contribution comes from by the second summand of the expansion, so that we can simplify (b) to be
Let consider I 2 in (4.6), thanks to (3.14) and (3.15), it is
and the expansion (B.4) leads (4.19) to become
(4.20)
In conclusion, the variance of
Proof Proposition 2.2. As we did in the proof of Proposition 2.1 we write
and we split the integral in
(see [39] p.35) and for 0 < ψ < C,
(see [39] eq.98). Then,
and the thesis of the proposition follows.
Proof of Theorem 1.2 (Central Limit Theorem)
We split this section in more subsections to make our argument clearer. Firstly, in 4.2.1 we show that the nodal length and the integral of H 4 (T ℓ (x)) in the shrinking ball are fully correlated; secondly, in 4.2.2 we prove that the second chaotic component has actually a smaller order than the fourth chaotic projection. In 4.2.3 we compute the fourth cumulant of the "local" sample trispectrum in order to apply Theorem 5.2.6 [28] and to conclude the proof of the Central Limit Theorem in 4.2.4.
Correlation between Z ℓ,r ℓ and M ℓ,r ℓ
Here we show the asymptotic equivalence (in the L 2 (Ω)-sense) of the nodal length Z ℓ,r ℓ and the trispectrum Br ℓ H 4 (T ℓ (x)) dx. In [25] , the case of the full sphere was considered and it was established that
where M ℓ is the integral of H 4 (T ℓ (x)) on S 2 . In the decreasing domains the full correlation still holds. Let us define the sequence of centered random variables To prove Lemma 4.1 we need the covariance computed in Lemma 4.2.
Lemma 4.2. Let ϕ i ℓ a sequence of function satifying (3.1) and
then, the covariance between Z ϕ i ℓ and M ϕ i ℓ , as ℓ → ∞, is given by
Proof of Lemma 4.1 assuming Lemma 4.2. The thesis follows immediately, indeed, as i → ∞,
Let us now turn our attention to Lemma 4.2.
Proof of Lemma 4.2. In the same line as in [25] , we introduce the two point cross-correlation function
whose expansion can be found in the Appendix (B.2) (see [25] ). We define
and, with the same notation as [25] , the "approximate nodal length"
The almost-sure convergence and the L 2 -convergence of Z ϕ i ℓ ,ε as ε → 0, follow with the same argument suggested in [25] . By continuity of the inner product in L 2 -spaces, we need to prove that Cov{Z
Moreover,
and lim
(4.25)
In addition Fubini implies that (4.25) can be written as
We split the integral in two parts:
as far as I 1 is concerned, thanks to (B.5), it is bounded by
as ℓ → ∞. Regarding I 2 , we substitute the expansion of J ℓ (ψ, 4) (B.6) (see [25] ), to obtain
and, (3.13) and (3.14) imply 28) replacing (4.28) in I 2 , we get that
The first integral in (4.29) gives the main contribution and thanks to (4.10) this term is equal to
For the Taylor expansion of 1 sint as t → 0, (4.30) becomes
The second summand of (4.29), sinceW 0 is bounded, can be written as
and integration by parts implies that (4.32) is
The third term of (4.29) is
and in the same way as for the second integral of (4.29), we deduce that it is O ||φ i ||∞ (r 2 ℓ ). The error term in the fourth summand of (4.29) is
and similarly, for the fifth we get that
Finally the last contribution of (4.29) is bounded by
then, we conclude that
Proposition 2.4 is easily seen as a corollary of Proposition 2.5 and Proposition 2.6.
Proof of Proposition 2.4 assuming Proposition 2.5 and Proposition 2.6 . Applying Proposition 2.6 to the function ϕ i ℓ − 1 Br ℓ , and since
we have that
goes to zero; in view of Proposition 2.5, passing to the limit i → ∞, the thesis follows.
Let us now prove Proposition 2.5 and Proposition 2.6.
Proof of Proposition 2.5. The idea of the proof is quite similar to the one in Proposition 2.1; actually, we write the variance of M ϕ i ℓ as 
Relation (3.14) implies that (4.39) is equal to 1 16 
. 
(4.42)
By Taylor expansion, integral (a) is equal to
(4.43) the dominant summand is the first one, which is
It is easy to verify that, with similar calculations, all the other terms are O ||φ i ||∞ (r 2 ℓ ) and the thesis follows.
Proof of Proposition 2.6. In a similar way of the proof of Proposition 2.2,
and splitting the integral, we obtain that (4.45) is
and, thanks to the Hilb's asymptotic formula ([39] p.40), i.e. P ℓ (cos
(4.46)
The second chaotic component
In the lemma below, we show that the second chaotic component of the nodal length has lower order than the fourth one. as ℓ → ∞.
Proof. For a general number z ∈ R, if we define Z ℓ,r ℓ (z) = {x ∈ S 2 ∩ B r ℓ : T ℓ (x) = z}, the projection of the length of the level curves into the second chaotic component is given by (see [30] , [31] )
where
is the density function of the standard Gaussian. Evaluating H 2 (T ℓ (x)), we get that
Moreover, Green's identity implies: Since in our case z = 0, the first term vanishes and hence
we show its variance is of order O(r 2 ℓ ), indeed
and after proving that Var(
by Cauchy-Schwarz inequality the covariance is bounded by (4.48) and hence the thesis follows. It remains to check (4.48); to this aim we write [25] ), the variance is
In view of the Cauchy-Schwarz inequality, the absolute value of this integral is bounded by 
(4.50)
Now, E[T ℓ (x) 2 ] 1/2 = 1 and
it follows that (4.50) reduces to 81
The variance Var( ∂Br ℓ T ℓ (x)∂ 1 T ℓ (x) dx) is computed in the same way, with
= P ′ ℓ (1) and finally
Fourth cumulant of the fourth chaos
In light of the orthogonality of the chaotic components, the full correlation between Z ℓ,r ℓ and M ℓ,r ℓ implies that
hence to apply the CLT, we investigate the fourth cumulant of
proving that it has a lower order than the square of its variance [28] . Actually, we prove the lemma below. Proof. Thanks to the Diagram Formula [23] (Section 4.3.1), with the same notation as in [26] , if Γ c (4, 4, 4, 4) is the set of all connected graphs, the searched cumulant is cum 4
Br ℓ
For a small parameter ε := ε(ℓ) > 0 such that ε < r ℓ and r ℓ ℓ → ∞, we introduce the set
and its complementary set
We decompose the domain of integration as following
and we split the set of M (η) in
Moreover, the Diagram Formula [23] , implies that, for the fourth chaos, it is sufficient to evaluate
We split the domain of the integral in L(ε) and its complementary; we refer to A i (glob) and A i (loc) for i = 1, 2 the one computed in L(ε) and the one on L(ε) c , respectively (similarly in [26] ). Considering the global part, on L(ε) for every i < j we have the uniform upper bound
hence it results that
and by Cauchy-Schwarz inequality, (4.53) is
Since in Section 4.2.1 we saw that
and in Lemma 4.3 that
then,
In order to investigate the local term, we may assume with no loss of generality that
in the domain L(ε) c . The Cauchy-Schwarz inequality leads A 2 (loc) to be
. and hence we need to compute
As we have already done, since we need to treat with continuously differentiable functions, we replace 1 Br ℓ with the approximation ϕ i ℓ and we exploit the functionWφ i to solve the integral 
Regarding the first interval, we can bound the Legendre polynomial with 1 and use (3.16), so that
Finally, passing to the limit, we get the value of
For the local contribution, A 2 (loc) is easily seen to be
ℓ ℓ 4 log r ℓ ℓ log r ℓ ℓ log εℓ and A 1 (loc), by Jensen inequality is
In the end, the fourth cumulant of the fourth chaotic projection is 
A Further results
A.1 Correlation between Z ℓ,r ℓ and Z(T ℓ )
As pointed out in the introduction, contrary to the 2-dimensional torus, the nodal length on the total sphere and the one on its subregions are not correlated; indeed we prove here Proposition 1.3. First, we compute the covariance in the lemma below.
Lemma A.1. The covariance between Z ℓ,r ℓ and Z(T ℓ ) holds
Cov(Z ℓ,r ℓ , Z(T ℓ )) = |B r ℓ | |S 2 | Var(Z(T ℓ )).
Proof. We can write the covariance as 
B Technical tools
In this Appendix we add some results proved in [39] and [25] and exploited in our computations.
B.1 2-point correlation function
LetK ℓ (x, y) =K ℓ (d(x, y)) be the 2-point correlation function, defined as K ℓ (x, y) = 1 (2π) 1 − P ℓ (x, y) 2 E[||∇T ℓ (x)|| · ||∇T ℓ (y)|||T ℓ (x) = T ℓ (y) = 0].
We report for completness the computations presented in [39] , i.e.
K ℓ (x, y) = 1 detΩ ℓ (x, y) ,
where Ω ℓ (x, y) = C − B t 
B.2 Expansion of the 2-point cross-correlation function
Let J ℓ (ψ, 4) be the 2-point cross correlation function, defined as J ℓ (ψ; 4) = − 1 4
the following expansion is proven in [25] .
Proposition B.2. For any constant C > 0, uniformly over ℓ we have, for 0 < ψ < C, 5) and, for C < ψ < m ).
(B.6)
B.3 Hilb's asymptotics
The following expansion for P ℓ (cos ψ L ) 4 is given in [39] : for ℓ ≥ 1 and C < ψ < πL/2, P ℓ (cos(ψ/L)) 4 = 
