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Abstract
We prove a parametric version of a smooth convex variational principle with constraints using a Baire
category approach. We examine in depth the necessity of the assumptions of our variational principle by
providing counterexamples.
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1. Introduction
A parametric smooth variational principle of Borwein–Preiss kind was introduced by
P. Georgiev [3]. Recently L. Veselý [6] modified the proof in order to achieve a parametric
smooth variational principle with constraints, i.e. the minimizer after the perturbation is equal to
the minimizer before the perturbation for a prescribed set of parameters.
In this paper we investigate a possibility of parametrizing (with constraints) the following
theorem.
Deville–Godefroy–Zizler variational principle. (See [1].) Let (Y,‖ · ‖Y ) be a Banach space.
Let (Y,‖ · ‖Y ) be a Banach space of bounded real functions on Y satisfying
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(ii) Y contains a bump,
(iii) if g ∈ Y then g(a·) ∈ Y for all a > 0, τyg ∈ Y and ‖τyg‖Y = ‖g‖Y for all y ∈ Y where
τyg(x) = g(x − y).
Let f : Y → (−∞,+∞] be lower bounded, l.s.c., proper function. Then the set of functions
g ∈ Y such that f + g attains its strong minimum is a dense Gδ-subset of Y .
The nonparametrized variational principles are usually of interest only in the infinite dimen-
sional Banach spaces (where the original function itself does not have to attain its minimum).
We cannot say the same about the parametrized variational principles. Indeed, the existence of a
continuous minimizing function for the original function is not granted even in the most simple
setting (see Problem 1.1 and Section 5). In order to have a good starting point we consider the
following problem.
Problem 1.1. Let X be a topological space, Y be a Banach space, and let Y be a fixed space of
continuous functions – we call them perturbations – from Y to R. Given a function f : X×Y →
(−∞,+∞] which satisfies the following – we call them minimal – conditions:
(M1) for every x ∈ X the function f (x, ·) is proper, l.s.c., lower bounded,
(M2) for every y ∈ Y the function f (·, y) is a continuous function from X to (−∞,+∞] with
its usual topology,
is it possible to find  : X → Y and v : X → Y continuous such that
f
(
x, v(x)
)+ (x)(v(x))= inf{f (x, y) +(x)(y): y ∈ Y} (1)
for every x ∈ X?
First let us comment on the minimal conditions. These requirements are quite natural. Indeed,
(M1) is a usual condition of nonparametrized variational principles (Ekeland, Borwein–Preiss,
DGZ) and there is no reason why a parametrized version should hold under more general
assumptions. In fact, the solution of Problem 1.1 for the case X = singleton is exactly a non-
parametrized variational principle. The necessity of (M2) is obvious, consider e.g. X = R = Y ,
f (x, y) = δ{sign(x)}(y) where sign(x) = x|x| if x = 0 and sign(0) = 0; δA is the indicator function
of a set A ⊂ Y , i.e. δA(y) = 0 if y ∈ A otherwise δA(y) = +∞.
Nevertheless, Problem 1.1 has, in its general form, a negative solution (see Section 5). Our
main theorem (Theorem 4.1) gives a positive answer to the problem when X is a paracompact
space, Y is a certain (see Notation 2.3) cone of Lipschitz functions and provided f (apart from
obeying (M1), (M2)) is convex in the second variable and satisfies an equi-lower semicontinu-
ity condition (see (A2) in Theorem 4.1) which leads essentially to the lower semicontinuity of
inff (·, Y ) (see Proposition 3.4). In this situation we show that the set of the functions  which
satisfy (1) is residual in C(X,Y) equipped with the fine topology (see Definition 2.4). This topol-
ogy enjoys two important properties, it is finer than the uniform topology on C(X,Y) and it is
Baire. The latter makes it possible to prove the main theorem in the spirit of the proof of the
DGZ variational principle, replacing the points in Y by continuous functions from X to Y . In
particular, Theorem 4.1 implies
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Fréchet smooth norm, Y be the space of all convex, positive, Lipschitz, Fréchet smooth functions
on Y . Let f : X × Y → R satisfy
• for all x ∈ X, f (x, ·) is convex, continuous, bounded below,
• for all y ∈ Y , f (·, y) is continuous,
• for all x0 ∈ X, (f (x0, ·)− f (x, ·))+ → 0 uniformly on bounded sets of Y as x → x0.
Then for every ε > 0 there exist  ∈ C(X,Y) and v ∈ C(X,Y ) such that ‖(x)‖Y < ε and
f (x, ·) + (x) attains its strong minimum at v(x) for all x ∈ X. Moreover x 	→ f (x, v(x)) +
(x)(v(x)) is continuous.
The additional assumptions appear due to the use of a variant of Michael’s selection theorem
in the proof (see Section 3). This includes, apart from the requirements mentioned above, the
requirement of X being paracompact. On the other hand, we demonstrate in Section 5 that none
of the additional assumptions (convexity, equi-lower semicontinuity) can be dropped without
replacement.
The organization of the paper is the following. In Section 2 we describe general conditions
on the space of perturbations Y , we give some concrete examples of spaces which meet these
requirements. We also define and examine the fine topology on the space C(X,Y). In Section 3
we present a version of Michael’s selection theorem (Lemma 3.1) and some lemmata involving
the equi-lower semicontinuity (Lemma 3.9 might be of independent interest). In Section 4 we
state and prove the main theorem. We state a corollary which can be understood as a localized
version of the main theorem and essentially includes as special cases the theorems of Georgiev [3]
and Veselý [6]. Section 5 gives some examples to illustrate the limits of the main theorem.
Throughout this paper, (Y,‖ · ‖Y ) will be a Banach space. For z ∈ Y and r > 0 we de-
note BY (z, r) = {y ∈ Y : ‖y − z‖Y  r} and SY (z, r) = {y ∈ Y : ‖y − z‖Y = r}. We abbreviate
BY = BY (0,1) and SY = SY (0,1). For a function g : Y → (−∞,+∞] we denote by dom(g) its
effective domain, i.e. dom(g) = {y ∈ Y : g(y) < +∞}. We say that g is proper if dom(g) = ∅.
2. Space of perturbations
Definition 2.1. Let Y be a Banach space. A nonnegative convex function b : Y → R is called a
convex separating function if for some ε > 0 the set {y ∈ Y : b(y) < ε} is nonempty and bounded.
Observe that then {y ∈ Y : b(y) < ε′} is nonempty and bounded for all ε′ > ε.
One of the important properties of a convex separating function is described next.
Lemma 2.2. Let b : Y → R be a convex separating function. Then for every y0 ∈ Y there exist
cy0 > 0 and Cy0 > 0 such that
b(y)− b(y0) cy0‖y − y0‖Y
for all y ∈ Y \BY (y0,Cy0).
Proof. Since b is a convex separating function it is easily seen that there exist z ∈ Y , c > 0 and
C > 0 such that b(y)− b(z) c‖y − z‖Y for y ∈ Y \BY (z,C). Now let y0 ∈ Y be given and let
us estimate
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(
b(y)− b(z))+ (b(z) − b(y0)) c‖y − z‖Y + (b(z) − b(y0))
 c‖y − y0‖Y − c‖y0 − z‖Y + b(z) − b(y0)
 c
2
‖y − y0‖Y +
{
c
2
‖y − y0‖Y − c‖y0 − z‖Y + b(z) − b(y0)
}
when y ∈ Y \BY (z,C). Observe that the term in curly braces becomes positive when ‖y − y0‖Y
is sufficiently large, say larger than some D > 0. We therefore put cy0 := c2 and Cy0 > D so large
that BY (z,C) ⊂ BY (y0,Cy0). 
Notation 2.3. We will denote by Y some set of convex, Lipschitz functions from Y to [0,+∞)
such that
(i) Y is a complete positive cone under the norm
‖g‖Y = g(0)+ sup
{ |g(x) − g(y)|
‖x − y‖Y : x, y ∈ Y, x = y
}
,
(ii) Y contains some convex separating function b,
(iii) if g ∈ Y then g(a·) ∈ Y for all a > 0, g − infg(Y ) ∈ Y , and τyg ∈ Y for all y ∈ Y where
τyg(x) = g(x − y).
Traditionally, for a norm ‖ · ‖ on Y with a certain smoothness, √1 + ‖ · ‖2 is a Lipschitz convex
separating function with the same smoothness. Thus we may take for Y
1. all convex, Lipschitz functions from Y to [0,+∞),
2. all convex, Lipschitz functions from Y to [0,+∞) which are moreover Gâteaux differen-
tiable, provided ‖ · ‖Y is G-differentiable,
3. all convex, Lipschitz functions from Y to [0,+∞) which are moreover Fréchet differen-
tiable, provided ‖ · ‖Y is F-differentiable.
If X is a Hausdorff topological space, we denote by C(X,Y) the positive cone of all continu-
ous mappings from X to Y together with the fine topology – the definition follows.
Definition 2.4. (Cf. [4].) The fine topology on C(X,Y) is the one generated by the neighborhoods
of the form
Bfine(f, δ) =
{
g ∈ C(X,Y): ∥∥f (x)− g(x)∥∥Y < δ(x) for every x ∈ X}
where f ∈ C(X,Y), δ ∈ C(X, (0,+∞)).
Lemma 2.5. The fine topology on C(X,Y) is Baire.
We include the standard proof for the sake of completeness.
Proof. In fact, the assertion is true whenever Y is a complete metric space. Let (Gn) be a se-
quence of dense open sets in C(X,Y) and let V by any open set in C(X,Y). We claim that there
exist sequences (fn) ⊂ C(X,Y) and (δn) ⊂ C(X, (0,+∞)) such that
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• sup δn(X) 1/n,
• and Bfine(fn, δn) ⊂ V ∩⋂ni=1 Gi .
Indeed, let us assume that we have constructed f1, . . . , fn and δ1, . . . , δn with the above proper-
ties. Since Gn+1 is dense and open we have Bfine(fn, δn) ∩ Gn+1 ⊃ Bfine(f,2δ) ⊃ Bfine(f, δ) ⊃
Bfine(f, δ) for some f ∈ C(X,Y), δ ∈ C(X, (0,+∞)). Without loss of generality we may as-
sume that sup δ(X) 1/(n + 1) so clearly the above conditions are satisfied for fn+1 := f and
δn+1 := δ.
Since Y is complete, this yields that limfn(x) = f (x) exists for every x ∈ X. Moreover, f is
a uniform limit of continuous functions fn which makes it continuous itself and last but not least
f ∈ Bfine(fn, δn) ⊂⋂ni=1 Gi ∩ V for every n ∈ N. Thus ⋂∞i=1 Gi is dense in C(X,Y). 
3. Existence of approximate minimum
A principal step common in the proof of all parametrized variational principles (cf. [3,6]) is
the use of some variant of Michael’s selection theorem.
Lemma 3.1 (Selection Lemma). Let X be a paracompact Hausdorff topological space and ε ∈
C(X, (0,+∞)). Let f : X × Y → (−∞,+∞] satisfy
(a) for every x ∈ X, the function f (x, ·) is proper, lower bounded and convex,
(b) for every y ∈ Y , the function f (·, y) is u.s.c. from X to (−∞,+∞],
(c) the function inff (·, Y ) is l.s.c. from X to R.
Then there is a continuous function ϕ ∈ C(X,Y ) such that f (x,ϕ(x)) < inff (x,Y ) + ε(x).
Proof. For each y ∈ Y we define Uy = {x ∈ X: f (x, y) < inff (x,Y ) + ε(x)}. By the assump-
tions (b) and (c), Uy is open. By the lower boundedness of f (x, ·), the system {Uy}y∈Y covers X.
Let {ψs}s∈S be a locally finite partition of unity subordinated to {Uy}y∈Y . For every s ∈ S we find
some Uy such that suppψs ⊂ Uy and we define ys := y. Now ϕ(x) :=∑s∈S ψs(x)ys satisfies the
required property. Indeed, f (x,ϕ(x))
∑
s∈S ψs(x)f (x, ys) <
∑
s∈S ψs(x)(inff (x,Y )+ε(x))
where the first inequality follows from the convexity of f (x, ·) and the second one from the fact
that x ∈ Uys if ψs(x) = 0. 
In order to verify the condition (c) of the previous lemma we look for certain sufficient con-
ditions (see Proposition 3.4). One of them is the equi-lower semicontinuity which we define in
such a fashion that allows us to handle the functions with extended values.
Definition 3.2. We say that a system {fs : s ∈ S} of functions from a topological space X to
(−∞,+∞] is equi-l.s.c. at x0 ∈ X if for every a > 0 and every K > 0 there exists an open
neighborhood U of x0 such that for all x ∈ U either fs(x0) − a < fs(x), when s ∈ S satisfies
fs(x0) < +∞, or K < fs(x), when s ∈ S satisfies fs(x0) = +∞. A system {fs : s ∈ S} is equi-
l.s.c. if it is equi-l.s.c. at every x0 ∈ X.
Observe that when {fs : s ∈ S} is equi-l.s.c. at x0, {gs : s ∈ S} is equi-l.s.c. at x0, −∞ <
infs∈S fs(x0) and −∞ < infs∈S gs(x0), then {fs + gs : s ∈ S} is equi-l.s.c. at x0.
R. Deville, A. Procházka / Journal of Functional Analysis 256 (2009) 3568–3587 3573Observe that, when all fs are real-valued, we may equivalently say that {fs : s ∈ S} are equi-
l.s.c. if for every x0, (fs(x0)− fs(x))+ → 0 uniformly with respect to s ∈ S as x → x0.
Lemma 3.3. Let {fs : s ∈ S} be an equi-l.s.c. system of functions from a topological space X to
(−∞,+∞]. Then infs∈S fs is l.s.c.
Proof. Let us fix x0 ∈ X. If infs∈S fs(x0) = +∞, the conclusion follows immediately from the
definition, so we suppose that infs∈S fs(x0) < +∞. We choose K > infs∈S fs(x0) and ε > 0
arbitrarily. The equi-l.s.c. property provides an open neighborhood U of x0 such that, for all
x ∈ U , fs(x0) − ε  fs(x) if s ∈ S is such that fs(x0) < +∞ and inft∈S ft (x0) < K < fs(x) if
fs(x0) = +∞. Consequently, infs∈S fs(x0)− ε  infs∈S fs(x). 
Let us abbreviate f(x, y) for f (x, y) + (x)(y), when f : X × Y → (−∞,+∞],  ∈
C(X,Y), x ∈ X and y ∈ Y .
Proposition 3.4. Let X be a Hausdorff topological space and let f : X×Y → (−∞,+∞] satisfy
(M1), (M2), i.e.
(M1) for every x ∈ X the function f (x, ·) is proper, l.s.c., lower bounded,
(M2) for every y ∈ Y the function f (·, y) is a continuous function from X to (−∞,+∞] with
its usual topology,
and moreover
(A1) for every x ∈ X, f (x, ·) is convex,
(A2) {f (·, y): y ∈ D} is equi-l.s.c. whenever D ⊂ Y is bounded.
Let us fix  ∈ C(X,Y) and consider the following assertions
(i) the set-valued mapping D(x) := {y ∈ Y : f(x, y) < inf(f(x,Y )) + 1} is locally
bounded;
(ii) the mapping x 	→ inff(x,Y ) is continuous from X to R.
Then (i) implies (ii), and there is a dense set A ⊂ C(X,Y) such that (i) holds for every  ∈ A.
A key observation permitting to prove the proposition is in the following lemma.
Lemma 3.5. Let f : X × Y → (−∞,+∞] satisfy (M1), (M2), (A1) and (A2). Then for all
x0 ∈ X, all y0 ∈ dom(f (x0, ·)) and all ε > 0 there are an open neighborhood V y0ε (x0) of x0 and
r
y0
ε (x0) > 0 with
f (x, y)− f (x, y0)−ε‖y − y0‖Y
for all x ∈ V y0ε (x0) and all ‖y − y0‖Y > ry0ε (x0).
Proof. Let x0 ∈ X, y0 ∈ dom(f (x0, ·)) and ε > 0 be fixed. By (M2), in particular by the conti-
nuity of f (·, y0), there is an open neighborhood U of x0 such that p := f (x0, y0)+ 1 > f (x, y0)
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(p − q)/R < ε. By the assumption (A2) there exists an open neighborhood V of x0, V ⊂ U ,
such that f (x, y) > q for all x ∈ V and all y ∈ BY (y0,R). Let z ∈ Y , ‖z − y0‖Y > R. Set
y := y0 + R z−y0‖z−y0‖Y . For x ∈ V we have
f (x, z) − f (x, y0)
‖z − y0‖Y 
f (x, y) − f (x, y0)
‖y − y0‖Y 
q − p
R
−ε
where the first inequality follows from the convexity of f (x, ·). Thus we set V y0ε (x0) := V and
r
y0
ε (x0) := R. 
Lemma 3.6. Let  ∈ C(X,Y) and D be a bounded subset of Y . Then {(·)(y): y ∈ D} are
equi-continuous functions from X to R.
Proof. Let us fix x0 ∈ X and ε > 0. Since  ∈ C(X,Y) there is an open neighborhood U of x0
such that
∥∥(x0)− (x)∥∥Y < ε for every x ∈ U.
It follows that
∣∣(x0)(y) − (x)(y)∣∣ ∣∣(x0)(0) −(x)(0)∣∣+ ε‖y‖Y  (1 + ‖y‖Y )ε
so the set in question is equi-continuous at x0. 
Proof of Proposition 3.4. We first prove that in fact (i) implies (ii). Let x0 ∈ X be fixed. Then
there is a neighborhood U of x0 and a bounded set E ⊂ Y such that D(x) ∈ E for all x ∈ U .
By the definition of D we have
inf
{
f(x, y): y ∈ Y
}= inf{f(x, y): y ∈ E} (2)
for all x ∈ U . By Lemma 3.6 and by the assumption (A2), the functions {f(·, y): y ∈ E} are
equi-l.s.c. Using Lemma 3.3 and (2), we conclude that inff(·, Y ) is l.s.c. Clearly, inff(·, Y )
is u.s.c. as an infimum of continuous functions.
We will now show that there are densely many  ∈ C(X,Y) satisfying (i). Let  ∈ C(X,Y)
and ε ∈ C(X, (0,+∞)) be given. We put h(x)(y) := b(y) · ε(x) and ′ :=  + h where b ∈ Y
is a convex separating function, ‖b‖Y < 1. It follows that ‖h(x)‖Y = ε(x)‖b‖Y < ε(x) for all
x ∈ X thus ′ ∈ Bfine(, ε). Recall that Lemma 2.2 insures that for each y0 ∈ Y there exist
cy0 > 0 and Cy0 > 0 such that b(y) − b(y0)  cy0‖y − y0‖Y for all y ∈ Y \ BY (y0,Cy0). We
therefore have
h(x)(y) − h(x)(y0) ε(x)cy0‖y − y0‖Y (3)
for all x ∈ X and ‖y − y0‖Y > Cy0 . Now D′ is locally bounded.
Indeed, let us fix x0 ∈ X and y0 ∈ domf (x0, ·). Then there are an open neighborhood U of
x0 and η > 0 such that inf ε(U) > 2η/cy . Since f satisfies (M1), (M2), (A1) and (A2), we0
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V
y0
η (x0) ⊂ V and ry0η (x0) > Cy0 . This and (3) imply the estimate
f+h(x, y)− f+h(x, y0) ε(x)cy0‖y − y0‖Y − η‖y − y0‖Y  η‖y − y0‖Y
for x ∈ V y0η (x0) and ‖y − y0‖Y > ry0η (x0). It follows that D′(x) ⊂ BY (y0,max{ry0η (x0), 1η })
when x ∈ V y0η (x0). 
In the final part of this section we collect some interesting observations which help to under-
stand the effect of the assumptions (M1), (M2), (A1) and (A2). These observations are not used
in the proof of the variational principle but we will use them in Section 5. First is a corollary of
Proposition 3.4.
Corollary 3.7. Let X, Y and f be as in Proposition 3.4 and moreover dimY < ∞. Let x0 ∈ X
be such that A = {y ∈ Y : f (x0, y) = inff (x0, Y )} is bounded. Then the function inff (·, Y ) is
continuous at x0.
The corollary, even if A is just a singleton, does not hold in the case dimY = ∞. This can be
seen in Example 5.4.
Proof. We may assume that 0 = inff (x0, Y ) and 0 ∈ A ⊂ 12BY . The lower semicontinuity of
f (x0, ·) and the compactness of SY yield that inff (x0, SY ) > a for some a > 0. We may find,
using (M2) and (A2), a neighborhood U of x0 such that f (x,0) < a/3 and inff (x,SY ) > 2a/3
for all x ∈ U . The assumption (A1) then implies that f (x, y)  a3‖y‖Y for each x ∈ U and
each ‖y‖Y  1. In particular, the set-valued mapping D0(x) = {y: f (x, y) < inff (x,Y ) + 1} is
bounded at U . Applying Proposition 3.4 we get that inff (·, Y ) is continuous at x0. 
Remark 3.8. Let X be a metrizable space. If we suppose that f maps X × Y into R, i.e. it
has no infinite value, and satisfies (M1), (M2) and (A1), then {f (·, y): y ∈ K} is equi-l.s.c. for
any compact K ⊂ Y . In particular, f satisfies (A2) automatically provided dimY < ∞ and X is
metrizable.
Indeed, for any x ∈ X, the function f (x, ·) is continuous as it is convex, l.s.c. and with finite
values (see [5, Proposition 3.3]). Assume that {f (·, y): y ∈ K} is not equi-l.s.c. for some compact
K ⊂ Y . Then, since X is metrizable, there are x ∈ X and (xn) ⊂ X, xn → x, so that f (xn, ·) does
not tend uniformly on K to f (x, ·). But f (xn, ·) → f (x, ·) pointwise on Y by (M2) so we get a
contradiction with the lemma below.
Lemma 3.9. Let f and fn, n ∈ N, be real continuous convex functions defined on an open convex
subset V of a Banach space Y such that fn → f pointwise on V . Then fn → f uniformly on
compact subsets of V .
Proof. Let K ⊂ V be a fixed compact. First we will show that for every ε > 0 there exists n0 ∈ N
such that for all n n0, y ∈ K one has f (y) − ε < fn(y), i.e. (f − fn)+ → 0 uniformly on K ,
i.e. {f (·, y): y ∈ K} is equi-l.s.c. where f : (N ∪ {∞})× V → R such that f (n, y) = fn(y) and
f (∞, y) = f (y).
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without loss of generality, for all n ∈ N,
fn(yn) f (yn)− ε. (4)
We may assume, by the compactness of K that yn → y ∈ K . Since fn → f on V , we may use a
Baire category argument to get a nonempty open set Up,ε/4 ⊂ V such that for all z ∈ Up,ε/4 and
all n > p we have
∣∣fn(z) − f (z)∣∣< ε4 . (5)
Further, by the compactness of K and the continuity of f , there exist λ ∈ ( 34 ,1) and a nonempty
open subset U of Up,ε/4 such that for all a ∈ K , b ∈ U ,
f
(
λa + (1 − λ)b)− (λf (a) + (1 − λ)f (b))> −ε
4
. (6)
This requires a proof: fix any b′ ∈ Up,ε/4 and observe that F(x, y,λ) := f (λx − (1 − λ)y) −
(λf (x) + (1 − λ)f (y)) is continuous on K × V × [0,1]. Further F(a, b′,1) = 0 for all a ∈ K .
So for each a ∈ K there are a neighborhood Ua of a, a neighborhood Va of b′ and an interval Ia =
(λa,1] such that F(x, y,λ) > −ε/4 for all (x, y,λ) ∈ Ua × Va × Ia . The system {Ua : a ∈ K} is
an open cover for K . We find its finite open subcover {Ua1 , . . . ,Uak } and define U := Va1 ∩ · · ·
∩ Vak and λ ∈ ( 34 ,1) such that λ > λa1, . . . , λak . The set U is nonempty and open as a finite
intersection of open neighborhoods of b′ and obviously satisfies our claim.
It is possible to find y˜ ∈ V such that for any n sufficiently large there are zn ∈ U such that
y˜ = λyn + (1 − λ)zn.
Indeed, choose any z ∈ U and set y˜ := λy + (1 − λ)z, zn := y˜−λyn1−λ . Hence by (6) we have
f (y˜)+ ε4 > λf (yn)+ (1 − λ)f (zn). It follows
fn(y˜) λfn(yn)+ (1 − λ)fn(zn) by the convexity of fn
 λ
(
f (yn) − ε
)+ (1 − λ)(f (zn)+ ε4
)
from (4) and (5)
 f (y˜)+ ε
4
− λε + (1 − λ)ε
4
 f (y˜)− ε
4
which contradicts fn(y˜) → f (y˜). So we have (f − fn)+ → 0 uniformly on K .
On the other hand, if we set Fn(y) := sup{fm(y): m n} for y ∈ V , we have that Fn is a con-
vex, lower semicontinuous function as the supremum of such functions and Fn ↘ f pointwise.
Hence Fn is real-valued. We may use Proposition 3.3 in [5] to see that Fn is in fact continuous
on V . By Dini’s theorem, Fn → f uniformly on K thus (fn − f )+ → 0 uniformly on K . 
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a convex compact set. Let f and fn, for n ∈ N be continuous and convex on K such that fn → f
pointwise on K . Then these assumptions are not enough to prove that fn → f uniformly on K .
Indeed, let Y = 
1, K = co{ enn } and fn(y) = −nyn. Then fn → 0 =: f pointwise, but not even
(f − fn)+ tends to 0 uniformly on K . To be sure, let y ∈ K and let us prove that fn(y) → 0. By
Choquet’s theorem [2] there exists a probability measure μy on K with μy(ExtK) = 1 such that
for all f ∈ (
1)∗ one has f (y) =
∫
K
f (z) dμy(z). Since enn → 0, one may see (with the help of
Milman’s theorem [2]) that ExtK = { en
n
} ∪ {0}. Let us denote zi := eii for i ∈ N and z0 := 0. The
probability measure μy is therefore nothing else than a sequence (λi)∞i=0 of positive numbers
such that
∑
λi = 1 where μy(zi) = λi for i ∈ N ∪ {0}. We evaluate fn(y) =
∫
K
fn(z) dμy(z) =∑∞
i=0 λifn(zi) = −λn → 0 as n → ∞.
4. Parametric variational principle
Recall that a function h : Y → (−∞,+∞] attains a strong minimum at a point y ∈ Y if
it attains minimum at the point y and every minimizing sequence converges to y, i.e. for any
sequence (yn) ⊂ Y one has that h(yn) → h(y) implies yn → y.
Theorem 4.1. Let X be a paracompact Hausdorff topological space. Let f : X × Y →
(−∞,+∞] satisfy (M1), (M2), (A1) and (A2), i.e.
(M1) for every x ∈ X the function f (x, ·) is proper, l.s.c., lower bounded,
(M2) for every y ∈ Y the function f (·, y) is a continuous function from X to (−∞,+∞] with
its usual topology,
(A1) for every x ∈ X, f (x, ·) is convex,
(A2) {f (·, y): y ∈ D} is equi-l.s.c. whenever D ⊂ Y is bounded.
Then the set
M = { ∈ C(X,Y): there is v ∈ C(X,Y ) such that
f (x, ·)+(x) attains its strong minimum at v(x) for all x ∈ X}
is residual in C(X,Y). Moreover, if  ∈ M, then x 	→ inff(x,Y ) is continuous.
In particular, for every ε ∈ C(X, (0,+∞)), there are  ∈ C(X,Y) and v ∈ C(X,Y ) such
that ‖(x)‖Y < ε(x) and f (x, ·)+ (x) attains its strong minimum at v(x) for all x ∈ X.
We remind that we are abbreviating f(x, y) := f (x, y) + (x)(y) whenever  ∈ C(X,Y),
x ∈ X and y ∈ Y . For the proof we will need one last elementary lemma.
Lemma 4.2. Let X be a paracompact topological space, φ : X → R be locally bounded. Then
there exists a continuous function ϕ : X → (0,+∞) such that |φ(x)| < ϕ(x) for all x ∈ X.
Proof. For every x ∈ X we find an open set Ux  x and a constant cx such that φ(Ux) ⊂
(−cx, cx). Since X is paracompact we may find a locally finite partition of unity {ψs}s∈S subor-
dinated to the open cover {Ux} of X. For every s ∈ S we define cs := cx for some x ∈ X such
that suppψs ⊂ Ux . The function ϕ(x) :=∑ ψs(x)cs then satisfies the required property. s∈S
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Un =
{
 ∈ C(X,Y): there are vn ∈ C(X,Y ) and δ ∈ C
(
X, (0,+∞)) such that
f
(
x, vn(x)
)+ δ(x) < inf{f(x, y): ∥∥y − vn(x)∥∥Y  1n
}
for all x ∈ X
}
.
Claim. Un is open in C(X,Y).
Let x ∈ X be fixed and let us abbreviate f = f (x, ·). Let g1 ∈ Y satisfy
f (vn)+ g1(vn)+ δ < inf
{
f (y)+ g1(y): ‖y − vn‖Y  1
n
}
for some vn ∈ Y and for some δ > 0. Let g2 ∈ Y such that ‖g1 − g2‖Y  δ·n2 . Then g1(vn) −
g2(vn)− g1(z) + g2(z)− δ·n2 · 1n for any z ∈ SY (vn, 1n ). Hence
f (z) + g2(z) f (z) + g1(z) + g2(vn)− g1(vn)− δ2
 f (vn)+ g1(vn)+ δ + g2(vn)− g1(vn)− δ2
 f (vn)+ g2(vn)+ δ2 .
Since f + g2 is convex, it follows that for any z ∈ Y , ‖z − vn‖Y  1n
f (z) + g2(z) f (vn)+ g2(vn)+ δ2 .
Now if 1 ∈ Un with vn ∈ C(X,Y ) and δ ∈ C(X, (0,+∞)) and 2 ∈ Bfine(1, nδ2 ) then
2 ∈ Un (with the same vn and with δ/2), so Un is open.
Claim. The set Un is dense in C(X,Y).
Let  ∈ C(X,Y) and ε ∈ C(X, (0,+∞)). We need to find ′ ∈ C(X,Y), ′ ∈ Bfine(, ε),
δ ∈ C(X, (0,+∞)) and vn ∈ C(X,Y ) such that
f′
(
x, vn(x)
)+ δ(x) < inf{f′(x, y): ∥∥y − vn(x)∥∥Y  1n
}
for every x ∈ X. Thanks to Proposition 3.4 it is enough to consider such  that the function
x 	→ inff(x,Y ) is l.s.c. and
D(x) =
{
y ∈ Y : f(x, y) < inff(x,Y ) + 1
}
is locally bounded. Let b ∈ Y be a convex separating function such that
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(B2) b(0)+ 1
n
 inf{b(y): ‖y‖Y  1n }.
Let T : X → (0,+∞) be defined as T (x) := sup{‖τyb‖Y : y ∈ D(x)}. Then T is locally
bounded. Let ϕ be the continuous function that comes from Lemma 4.2 and satisfies T (x) 
ϕ(x). We may assume that ϕ  1 and use Selection Lemma 3.1 to find vn ∈ C(X,Y ) such that
f
(
x, vn(x)
)
< inf
{
f(x, y): y ∈ Y
}+ ε(x)
4nϕ(x)
for every x ∈ X. It follows that ‖τvn(x)b‖Y  ϕ(x). We define
h(x)(y) := b(y − vn(x)) · ε(x)
2‖τvn(x)b‖Y
.
It is obvious that h ∈ C(X,Y) and ‖h(x)‖Y < ε(x) for all x ∈ X, thus ′ ∈ Bfine(, ε) for ′
defined as ′ := + h. It follows that for every x ∈ X
f
(
x, vn(x)
)+′(x)(vn(x))= f(x, vn(x))+ h(x)(vn(x))
< inff(x,Y ) + h(x)
(
vn(x)
)+ ε(x)
4nϕ(x)
. (7)
If x ∈ X, y ∈ Y and ‖y − vn(x)‖Y  1n , then by (B2) and the definition of h we get
h(x)(y) h(x)
(
vn(x)
)+ ε(x)
2n‖τvn(x)b‖Y
which we use immediately in the following estimate
f (x, y) +′(x)(y) = f(x, y)+ h(x)(y)
 inff(x,Y ) + h(x)(y)
 inff(x,Y ) + h(x)
(
vn(x)
)+ ε(x)
4nϕ(x)
+ δ(x) (8)
where
δ(x) = ε(x)
2n
(
1
‖τvn(x)b‖Y
− 1
2ϕ(x)
)
> 0.
Combining (7) and (8) we conclude that ′ ∈ Un which shows that Un is a dense part of C(X,Y)
and the proof of the claim is finished.
Consequently, by Lemma 2.5,
⋂
n∈NUn is a dense Gδ-subset of C(X,Y).
Claim.
⋂
Un ⊂ M, i.e. if  ∈ ⋂Un, then there is v ∈ C(X,Y ) such that f(x, ·) attains its
strong minimum at v(x) for every x ∈ X.
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f
(
x, vn(x)
)
< inf
{
f(x, y):
∥∥y − vn(x)∥∥Y  1n
}
.
Clearly for every x ∈ X, ‖vp(x) − vn(x)‖Y < 1n if p  n (otherwise, by the choice of vn, we
would have f(x, vp(x)) > f(x, vn(x)) as well as, by the choice of vp , we have the opposite
strict inequality for every x ∈ X, which is a contradiction). Therefore (vn) is Cauchy in C(X,Y )
(with the norm ‖ · ‖∞ from Cb(X,Y )) and it converges to some v ∈ C(X,Y ). Let us fix x ∈ X
and use the lower semicontinuity of f (x, ·)
f
(
x, v(x)
)
 lim inf
n→∞ f
(
x, vn(x)
)
 lim inf
n→∞
[
inf
{
f(x, y):
∥∥y − vn(x)∥∥Y  1n
}]
 inf
{
f(x, y): y ∈ Y \
{
v(x)
}}
.
So v(x) is a point of minimum for f(x, ·). To see that the minimum attained at v(x) is strong,
assume that (zn) ⊂ Y is a sequence in Y such that f(x, zn) → f(x, v(x)) but zn  v(x).
For some subsequence of (zn) which we will call again (zn) and for some p ∈ N we have
‖zn − vp(x)‖Y  1/p for all n ∈ N. Consequently
f
(
x, v(x)
)
 f
(
x, vp(x)
)
< inf
{
f(x, y):
∥∥y − vp(x)∥∥Y  1/p}
 f(x, zn)
for all n ∈ N which is contradictory to f(x, zn) → f(x, v(x)). So the proof of the claim is
finished.
Finally, let  ∈ M and x0 ∈ X be fixed. We will show that x 	→ inff(x,Y ) is continuous
at x0. Indeed, let v ∈ C(X,Y ) such that f(x, v(x)) = inff(x,Y ). There are an open neigh-
borhood U of x0 and k > 0 such that v(x) ∈ kBY for all x ∈ U . By (A2), {f(·, y): y ∈ kBY } is
equi-l.s.c. so by Lemma 3.3 inff(·, kBY ) = inff(·, Y ) is l.s.c. at x0. It is obviously also u.s.c.
as the infimum of u.s.c. functions. 
The following corollary shows that it is possible to localize the points where the minimum is
attained. We also include the possibility of not perturbing the function f (x, ·) for x in a certain
closed subspace X0 of X. So the corollary actually generalizes a result of Veselý [6, Theorem 4.1]
(see also Remark 4.4 below) since it applies in particular when X is metrizable and X0 is its
closed subspace.
Corollary 4.3. Let X be a paracompact Hausdorff topological space and X0 its closed subspace
so that X \ X0 is paracompact. Let f : X × Y → (−∞,+∞] be like in Theorem 4.1. Then for
any continuous ε : X → [0,1) such that ε−1(0) = X0 and any continuous mapping v0 : X → Y
with
f
(
x, v0(x)
)
 inff (x,Y ) + ε(x)2 when x ∈ X (9)
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v ∈ C(X,Y ) and  ∈ C(X,Y)
such that
(i) f (x, ·) +(x) attains its minimum at v(x) for every x ∈ X,
(ii) ‖v(x)− v0(x)‖Y  ε(x) for every x ∈ X,
(iii) ‖(x)‖Y  2ε(x)c (‖v0(x)‖Y +1)+ε(x)2 for some constant c > 0 which depends only on Y .
Proof. Let b ∈ Y be a separating convex function which moreover satisfies b(0) = 0, ‖b‖Y = 1
and b  c outside BY for some c > 0. The existence of such b is an immediate consequence of
conditions posed on Y and Theorem 4.1 with X = {x} and f (x, ·) any convex separating function
(possibly without minimum). The assumptions on b imply c 1 and ‖br‖Y = 1r for r > 0 where
br is defined by br(z) := b(z/r).
Let us work only on the paracompact space X \X0. Observe that
‖bε(x)‖Y = 1
ε(x)
.
We define
h(x)(y) := 2ε(x)
2
c
bε(x)
(
y − v0(x)
)
so ‖h(x)‖Y  2ε(x)c (‖v0(x)‖Y + 1). By Theorem 4.1, there exist k ∈ C(X \ X0,Y) and v ∈
C(X \X0, Y ) such that ‖k(x)‖Y < ε(x)2 and f (x, ·)+h(x)+ k(x) attains its minimum at v(x).
We define  = h + k. The condition (i) is satisfied. Further we have ‖(x)‖Y  ‖h(x)‖Y +
‖k(x)‖Y  2ε(x)c (‖v0(x)‖Y + 1)+ ε(x)2. Further, since h(x, v0(x)) = 0 and from (9),
f
(
x, v0(x)
)+(x)(v0(x))= f (x, v0(x))+ k(x)(v0(x))
 inff (x,Y ) + ε(x)2 + k(x)(v0(x))
while
f (x, y)+(x)(y) inff (x,Y ) + 2ε(x)
2 · c
c
+ k(x)(v0(x))− ε(x)ε(x)2
> inff (x,Y ) + ε(x)2 + k(x)(v0(x))
for x ∈ X \X0 and y ∈ Y such that ‖y − v0(x)‖Y = ε(x). From the convexity of f (x, ·)+(x)
it follows that ‖v(x)− v0(x)‖Y < ε(x).
We define |X = 0 and v|X = v0. 0 0
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variational principles [3, Theorem 3.1] and [6, Theorem 1.3].
(a) In both of the cited theorems, the function f has to satisfy the following condition:
inff (·, Y ) is locally lower bounded.
We have suppressed completely this assumption in our theorem. Examples 5.3 and 5.4 show
functions f which do not meet the above condition, but our Theorem 4.1 still applies for them.
We remark that using the respective part of our proof (Lemma 3.5), this condition could be
removed also from both cited theorems.
(b) If dom(f (x, ·)) = D for all x ∈ X, we are in the setting of Veselý. We show in Example 5.8
that Thoeorem 4.1 goes beyond this setting.
(c) We use Lipschitz functions as perturbations while [3,6] use functions of the form∑
νn(x)‖y − yn(x)‖2Y , therefore we are “perturbing less” the original function f .
Observe that our main theorem stays valid, if we assume the following alternative to Nota-
tion 2.3. The space of the above functions from [3,6] already fits in this more general framework.
The set Y is a complete (with respect to some norm ‖ · ‖Y ) cone of convex continuous func-
tions from Y to [0,+∞) which satisfies:
(i) for every bounded subset C of Y there exists a constant MC > 0 such that supg(C) 
MC‖g‖Y for all g ∈ Y ;
(ii) Y contains some convex separating function b;
(iii) whenever g ∈ Y then g(a·) ∈ Y for all a > 0, g − infg(Y ) ∈ Y , and τyg ∈ Y for all y ∈ Y
with y 	→ ‖τy(g)‖Y continuous.
(d) Corollary 4.3 does not cover the situation X = [0,ω1], X0 = {ω1} covered by Theorem 1.3
of [6]. A version of the corollary where we replace the assumption “X \ X0 is paracompact”
by the assumption “X0 is discrete” is needed. In order to prove such a version, we can use
Lemma 1.2 of [6] in the proof of Theorem 4.1 instead of our Lemma 3.1 and replace the space
C(X,Y) by the space CX0(X,Y) = { ∈ C(X,Y): (x) has a minimum at v0(x) for every
x ∈ X0}.
(e) Let us say that f : X × Y → (−∞,+∞] attains a locally uniformly strong minimum
(l.u.s.m.) at v ∈ C(X,Y ) if (a) f (x, v(x)) = inff (x,Y ) for all x ∈ X, and (b) for each x0 ∈ X
and each ε > 0 there are δ > 0 and an open neighborhood U of x0 such that for all x ∈ U and all
y ∈ Y the following implication holds true
f (x, y) − inff (x,Y ) < δ ⇒ ∥∥y − v(x0)∥∥< ε.
A closer inspection of the proof of Theorem 4.1 reveals that the Gδ dense set
⋂
Un equals
{ ∈ C(X,Y): there is v ∈ C(X,Y ) such that f attains an l.u.s.m. at v}.
5. Examples
The functions described in the following proposition will be a prototype for some of our
examples.
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g(y) − x(y) for y ∈ Y and x ∈ X where g is a proper, l.s.c. and lower bounded function from Y
to (−∞,+∞] which satisfies
lim
y→∞
g(y)
‖y‖Y = +∞. (10)
Then f satisfies (M1), (M2) and (A2). If g is convex, then f satisfies also (A1). In contrast
with (A2), {f (·, y): y ∈ Y } is equi-l.s.c. if and only if dom(g) is bounded.
Of course, if we assume that g is proper, l.s.c., convex and satisfies (10), then g is automati-
cally lower bounded.
Proof. The lower boundedness of f (x, ·) is implied by (10). Everything else is trivial. 
In the first two examples, we will show that the parametric variational principle is still needed
even in the spaces which are notorious for having no lower bounded, l.s.c., convex and coercive
functions without a minimum, such as the reflexive, Hilbert and finite dimensional spaces. In
other words, even if f (x, ·) attains its minimum for every x ∈ X, there does not have to neces-
sarily exist v ∈ C(X,Y ) such that f (x, ·) attains the minimum at v(x). This shows that Y should
be reasonably rich.
Example 5.2. Let Y be reflexive, X = Y ∗, and let us define
g(y) =
{0, ‖y‖Y  1,
‖y‖2Y − 1, ‖y‖Y > 1
and f (x, y) = g(y)− x(y). Then g is convex and it satisfies (10) so f satisfies (M1), (M2), (A1)
and (A2) but every function v : X → Y with f (x, v(x)) = inff (x,Y ) is discontinuous at 0.
Proof. Let x ∈ BX \ {0}. If we denote Mx = {y ∈ Y : f (x, y) = inff (x,Y )}, then ∅ = Mx is
a closed subset of SY and it is not difficult to see that Mx ∩ M−x = ∅ and Mx = Mλx , for
0 < λ < 1/‖x‖X . This obviously contradicts continuity of v at 0. 
In the next example, we examine the continuity of the function x 	→ inff (x,Y ).
Example 5.3. Let X = [0,+∞), Y = R and
f (x, y) =
{0, x = 0,
|xy − 1
x
| − 1
x
, x = 0.
Then f satisfies (M1), (M2), (A1) and (A2), but
inff (x,Y ) =
{0, x = 0,
− 1
x
, x = 0 (attained uniquely at y = 1
x2
).
Obviously x 	→ inff (x,Y ) is not locally lower bounded at x = 0 (cf. Remark 4.4(a)) so the
theorems of Georgiev and Veselý do not apply in this case. Observe, that after application of
Theorem 4.1, inff(·, Y ) is already continuous.
3584 R. Deville, A. Procházka / Journal of Functional Analysis 256 (2009) 3568–3587The previous example may be modified in such a way that f (x, ·) attains a strict minimum for
each x ∈ X. Since Corollary 3.7 makes it impossible to construct such an example if dimY < ∞,
we construct it in an infinite dimensional setting.
Example 5.4. Let X = [0,1] and Y = L∞[0,1]. Let χA be the characteristic function of a set A,
i.e. χA(z) = 1 if z ∈ A, otherwise χA(z) = 0. Let us define functions
m : [0,1] × R → R, n : [0,1] × R → R,
m(t, y) := t |y|, n(t, y) := t(∣∣y − t−3∣∣− t−3)
and operators
M : Y → Y, N : Y → Y,
M(y) := m(·, y(·)), N(y) := n(·, y(·)).
Further, we define mappings
F : X → L1[0,1], G : X → L1[0,1],
F (x) := χ[0, x2 ]∪[x,1], G(x) := χ[ x2 ,x]
and finally
f (x, y) = 〈F(x),M(y)〉+ 〈G(x),N(y)〉.
We claim that
(a) f satisfies (M1), (M2), (A1) and (A2);
(b) for each x ∈ X the function f (x, ·) attains its strict minimum at some v(x) and both v(·) and
inff (·, Y ) are discontinuous at 0;
(c) the function inff (·, Y ) is not locally lower bounded at 0.
Proof. Since, for each t ∈ [0,1], m(t, ·) and n(t, ·) are 1-Lipschitz, we have that M and N are
continuous contractions from L∞[0,1] to L∞[0,1]. On the other hand F and G are continuous.
It follows, due to the duality (L1[0,1])∗ = L∞[0,1], that f (x, ·) is continuous for every x ∈ X
and {f (·, y): y ∈ D} is equi-continuous for every bounded D ⊂ Y . Since m(t, ·) and n(t, ·)
are convex for each t ∈ [0,1], the function f (x, ·) is convex for each x ∈ X. This proves the
claim (a) with the exception of the lower boundedness of f (x, ·) – it will follow once we prove
the claim (b).
Now, 〈F(x),M(·)〉 attains a minimum at y if and only if y(t) = 0 for almost all t ∈ [0, x2 ] ∪
[x,1]. Similarly 〈G(x),N(·)〉 attains its minimum at y if and only if y(t) = −t−3 for almost all
t ∈ [ x2 , x]. It follows that f (x, ·) attains its minimum at y if and only if the two above conditions
hold simultaneously – this identifies y uniquely, so the minimum is strict. In particular, f (0, ·)
attains the strict minimum at v(0) = 0 ∈ Y and the value of the minimum is 0 while f (x, ·) attains
its minimum at the uniquely determined v(x) of the norm ‖v(x)‖Y = 8x−3 and f (x, v(x)) =
−x−1 which proves the claims (b) and (c). 
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tion (A1) on f (x, ·).
Example 5.5. Let Y be a Banach space and we put again X = Y ∗. Let a ∈ SY be fixed. We put
g(y) := inf{‖y − a‖2,‖y + a‖2}
and f (x, y) = g(y) − x(y). We will show that given 0 < ε < 1/16 there are no  ∈ C(X,Y),
v ∈ C(X,Y ) such that ‖(x)‖Y < ε and f(x, v(x)) = inff(x,Y ) for all x ∈ X.
Proof.
Claim. Let 0 < ε < 1/4. Let φ be any Lipschitz function from Y to R with ‖φ‖Y < ε. If g + φ
attains its minimum at m ∈ Y , then ‖m− a‖Y <
√
3ε or ‖m+ a‖Y <
√
3ε.
Notice that for every 0 < δ < 1, one has that
g(y) < δ ⇒ ‖y − a‖Y <
√
δ or ‖y + a‖Y <
√
δ. (11)
Without loss of generality, let φ(0) = 0. If ‖y‖Y  2 then g(y) (‖y‖Y − 1)2. It follows that
g(y)+ φ(y) g(y)− ε‖y‖Y

(‖y‖Y − 1)2 − ε‖y‖Y  1 − 2ε.
Further
g(m)+ φ(m) = min(g + φ) g(a)+ φ(a) 0 + ε,
hence ‖m‖Y < 2 thus g(m) − 2ε  g(m) + φ(m)  ε and finally g(m)  3ε. The claim then
follows from (11).
To finish the proof of the example fix 0 < ε < 1/16 and suppose there are  ∈ C(X,Y), v ∈
C(X,Y ) such that ‖(x)‖Y < ε and f (x, v(x))+(x)(v(x)) = inf{f (x, y)+(x)(y): y ∈ Y }.
For every x ∈ X such that ‖x‖X  1/8 we have ‖(x)+ x‖Y < 3/16 because ‖x‖X = ‖x‖Y ∗ =
‖x‖Y . As f (x, ·) + (x)(·) = g(·) − x(·) + (x)(·) attains its minimum at v(x), it follows by
the claim that ‖v(x) − a‖Y < 3/4 or ‖v(x) + a‖Y < 3/4. Now let x ∈ 18SX such that x(a) = 18 ,
i.e. x is 18 -times tangent to a. It is not difficult to see that then only ‖v(x) − a‖Y < 3/4 holds.
Similarly, only ‖v(−x) + a‖Y < 3/4. This shows that the v-image of the connected set 18BX
is contained in the disjoint union BY (a, 34 ) ∪ BY (−a, 34 ) and both v( 18BX) ∩ BY (±a, 34 ) are
nonempty – so v has to have a point of discontinuity in 18BX . 
The next two examples show that the equi-lower semicontinuity of {f (·,D)} for any bounded
D ⊂ Y cannot be dropped. In fact, Example 5.7 shows that even if {f (·,K)} is equi-l.s.c. for
every compact K ⊂ Y , Theorem 4.1 may still fail.
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max{y1 − 3y2 + 2,−y1 − y2 + 2,2y2 − 2} and
f (x, y) =
{
g(y1, y2/x), x = 0,
+∞, x = 0, y2 = 0,
g(y1,0), x = 0, y2 = 0.
Then f satisfies (M1), (M2), (A1) but not (A2). Given 0 < ε < 15 and  ∈ C(X,Y),‖(x)‖Y < ε for all x ∈ X, there is no v ∈ C(X,Y ) such that f(x, v(x)) = inff(x,Y ) for all
x ∈ X.
Proof. Observe that g enjoys the following properties:
a) g(1,1) = 0 is a strong minimum of g such that g(y) − g(1,1)  25‖y − (1,1)‖∞ for all
y ∈ Y ,
b) g(0,0) = 2 is a strong minimum of g(·,0) such that g(y1,0)− g(0,0) |y1| for all y1 ∈ R.
Let U = [0,2x) be a neighborhood of 0 in X. Then for y = (1, x) we have ‖y‖∞ = 1 and
f (x, y) = 0. On the other hand f (0, y) 2 for all y ∈ Y . This shows that {f (·, y): ‖y‖∞  1}
is not equi-l.s.c. at 0.
Further, let ‖(x)‖Y < 15 for a  ∈ C(X,Y). It follows from a) that, for all x ∈ (0,1], f(x, ·)
attains its strong minimum at (1,1/x) and it follows from b) that f(0, ·) attains its strong
minimum at (0,0). So the uniquely determined v is discontinuous. This shows the breakdown of
Theorem 4.1. 
Example 5.7. Let X = [0,1] and Y = L2[0,+∞) with the usual inner product 〈·,·〉. Let
F : X → Y be defined as F(x) = χ[1/x,1/x+1], where χA(z) = 1 if z ∈ A, otherwise χA(z) = 0.
We define
f (x, y) :=
{ 〈F(x), y〉 + ‖y‖2Y , x = 0,
‖y‖2Y , x = 0.
Then f is real-valued and meets the conditions (M1), (M2), (A1) but not (A2). By Remark 3.8,
{f (·, y): y ∈ K} is equi-l.s.c. for any compact subset K of Y . However, Theorem 4.1 fails for f .
Proof. It is obvious that f (x, ·) is real-valued, convex, lower bounded and l.s.c. for every x ∈ X.
It is also standard that f (·, y) is continuous for every y ∈ Y . An easy computation yields that,
for each x ∈ (0,1], f (x, ·) attains its minimum at −F(x)2 , in fact f (x,−F(x)2 ) = − 14 . Moreover,
since ‖y + F(x)2 ‖2Y = f (x, y)+ 14 , one has for every ε > 0,
f (x, y)+ 1
4
 ε2 ⇒
∥∥∥∥y + F(x)2
∥∥∥∥
Y
 ε. (12)
Let ε > 0 be sufficiently small. And let  ∈ C(X,Y) such that ‖(x)‖Y < ε. Let us as-
sume temporarily that ‖y‖  2. Then f (x, y)  ‖y‖Y . It follows that f(x, y)  f (x, y) −
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f
(
x, v(x)
)= minf(x,Y ) f
(
x,−F(x)
2
)
+(x)
(
−F(x)
2
)
−1
4
+ ε + ε
2
.
Thus ‖v(x)‖Y < 2 and
f
(
x, v(x)
)− 3ε  f (x, v(x))− ε − ε∥∥v(x)∥∥
Y
 f
(
x, v(x)
)
−1
4
+ 3ε
2
whence f (x, v(x)) + 14  9ε2 . Using (12) we get ‖v(x) + F(x)2 ‖Y 
√
9ε
2 and finally ‖v(x)‖Y 
1
2 −
√
9ε
2 .
Similarly, if ‖(0)‖Y < ε and f(0, ·) attains its minimum at v(0), we get that ‖v(0)‖Y < √ε.
This contradicts the continuity of v at 0 whenever ε is sufficiently small. 
Example 5.8. Let X = {0} ∪ { 1
n
: n ∈ N}, Y = R and let us define
f (x, y) =
{ 1
y−x , y − x > 0,
+∞, y − x  0.
Then f satisfies (M1), (M2), (A1) and (A2). Obviously domf (x, ·) = domf (z, ·) if and only
if x = z. Our variational principle applies in this situation while the theorems of Georgiev and
Veselý do not.
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