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Abstract
In this paper, we consider a fluid queue driven by a truncated birth-death process with
general birth and death rates. We nd the equilibrium distribution of the content of the fluid
buer by computing the eigenvalues and eigenvectors of an associated real tridiagonal matrix.
We provide ecient procedures which avoid numerical instability, to a greater extent, arising
in a straight forward calculation of these quantities by standard procedures. In particular,
we reduce the order of the matrix by one and show that this reduced matrix can be made
symmetric and hence we could make use of the stable and ecient method of bisection to
compute the eigenvalues. The eectiveness of these procedures are illustrated through tables
and graphs.
Keywords and phrases: queueing, tridiagonal matrices, tridiagonal determinants, eigenvalues,
eigenvectors
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1 Introduction
In this paper, we consider a fluid buer with innite capacity which receives and releases
fluid at variable rates in such a way that the net input rate of fluid into the buer (which
is negative when fluid is flowing out of the buer) is uniquely determined by the state of
a truncated birth-death process. The model under consideration has been studied in the
literature by many authors and still remains the topic of great interest because of its application
in telecommunication systems ([2], [10], [13], [14]). In [2] and [9], the authors consider specic
birth-death processes and fluid flow rates. In [6] and [5], the authors allow the rate-modulating
process to be an arbitrary birth-death process.
A usual procedure for calculating the distribution of the exact buer occupancy based
on a spectral expansion, as in [6], gives a solution in terms of eigenvalues, eigenvectors and
constants. The diculty associated with this procedure is the instability problem in computing
the eigenvalues and eigenvectors when the state space of the background birth-death process
becomes large.
In [2], the authors consider a specic fluid queueing model with net eective fluid input
rates vector in a particular order and give exact analytical expressions for the eigenvalues and
eigenvectors which make them possible to calculate these quantities numerically without any
instability problem even for N = 767, where N is the largest state in the state space of the
background birth-death process. In [13], the author considers a particular fluid model similar
to the one in [2] and quotes that the numerical results have been achieved when N = 100
without stating anything about the numerical procedure to achieve this. In [6], the authors
use the method of bisection to obtain the eigenvalues of the underlying matrix for N = 100.
They experience the numerical instability in calculating eigenvectors when N exceeds 20.
Our main objective in this paper is to provide ecient and numerically stable procedures
to calculate the eigenvalues and eigenvectors of the underlying tridiagonal matrix and hence
the distribution function of the buer occupancy for larger values of N .
In the literature, the method of bisection is often employed to compute the eigenvalues
of a real matrix when it is either symmetric or asymmetric but sign symmetric because of its
eciency and numerical stability ([3],[7]) . But in fluid queues driven by birth-death processes
the underlying matrix, in general, is sign asymmetric and hence it is not possible to symmetrize
the matrix. We reduce the order of the determinant of the underlying matrix by one using
some interesting identities of tridiagonal determinants given in [11] and [12] and show that
the associated reduced matrix can be made symmetric. This enables us to make use of the
stable and ecient method of bisection to compute eigenvalues. Since the eigenvalues of the
underlying matrix is real [6], we use this method in order to avoid complex eigenvalues which
arise due to instability while using other algorithms like QR.
In this paper we give explicit expressions for both right and left eigenvectors of the under-
lying matrix in terms of polynomials satisfying three-term recurrence relations. Nevertheless
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this method of computing eigenvectors is unstable when the number of polynomials becomes
large. This is because a particular normalisation was used to evaluate these recursively dened
polynomials (see, for example, [6]). Wilkinson [15] gives a detailed and an illuminating discus-
sion on the numerical instability, which arises because of this particular normalization, when
the number of polynomials becomes large. Fernando [8] gives an ecient and simple way
to avoid this numerical instability to a greater extent. We use this technique, in computing
eigenvectors.
The rest of the paper is organised as follows: In section 2, notations and preliminary
analysis are discussed. The solution procedure is discussed in section 3. In section 4, the order
of the underlying matrix is reduced by one and the resultant reduced matrix is symmetrized.
Numerical instability in computing eigenvectors and a method to overcome this problem are
disscussed in section 5. In section 6, numerical results are discussed.
Throughout our analysis we use tridiagonal matrices and tridiagonal determinants. So,
we present only the elements in the main diagonal, upper and lower o-diagonals for the
convenient sake and other elements are assumed to be zero.
2 Preliminaries
Let us denote by fX(t); t  0g the birth-death process which regulates the content of the
buer and let S = f0; 1; : : : ; Ng be its state space, for some natural number N  1. Let the
generator of the process be denoted by Q, that is
Q =
0BBBBBBBBB@
−0 0
1 −(1 + 1) 1
. . . . . . . . .
N−1
N −N
1CCCCCCCCCA
(N+1)(N+1)
where j > 0 is the birth rate in state j 2 S − fNg and j > 0 the death rate in state
j 2 S − f0g. Assume 0 = N = 0 and j = j = 0; if j =2 S.
Let C(t) denote the content of the buer at time t. Whenever X(t) = j; j 2 S and
C(t)  0, the net input rate of the fluid into the buer is rj(< or > 0) with evident
restrictions that at least one rj > 0(otherwise the buer will remain empty forever) and the
content of the buer cannot decrease whenever the buer is empty. That is,
dC(t)
dt
=
8<: 0 if C(t) = 0 and rX(t) < 0:rX(t) else.
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In order that a limit distribution for C(t) exists as t!1, the stationary net input rate should
be negative, that is,
NX
i=0
piri < 0
where pi; i 2 S are the stationary state probabilities of the background birth-death process.
We assume throughout the analysis that this stability condition is satised.
Dene
Fj(t; u)  Pr (X(t) = j; C(t)  u) ; j 2 S; t; u  0:
and
Fj(u)  lim
t!1Pr (X(t) = j; C(t)  u) ; j 2 S; u  0
That is, Fj(t; u) denotes the probability that the regulating process is in state j and the buer
content does not exceed u at time t. Then it can be shown that ([6])
rj
dFj(u)
du
= j−1Fj−1(u)− (j + j)Fj(u) + j+1Fj+1(u); u  0; j 2 S: (2.1)
In matrix notation (2.1) can be written as
dF(u)
du
= R−1QTF(u); u  0 (2.2)
where F(u) = [F0(u); F1(u); : : : ; FN(u)]T and R = diag(r0; r1; : : : ; rN) and hence
R−1QT =
0BBBBBBBBBBBBBB@
−0
r0
1
r0
0
r1
−1 + 1
r1
2
r1
. . . . . . . . .
N
rN−1
N−1
rN−1
−N
rN
1CCCCCCCCCCCCCCA
(N+1)(N+1)
: (2.3)
3 Solution Procedure
In this section we discuss about the solution of (2.2). We express the solution in two dierent
ways and each way has its own advantage and disadvantage which we will discuss as we proceed
further. One way is giving the solution in terms of right eigenvectors of the matrix R−1QT .
In the other way it is in terms of right eigenvectors of R−1QT and left eigenvectors of the
matrix QTR−1.
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The solution of (2.2) in terms of right eigenvectors y(l) = [y0(l); y1(l); : : : ; yN(l)]T ,
corresponding to the eigenvalue l of the matrix R−1QT , can be given by ([2])
Fj(u) =
NX
l=0
lyj(l) exp(lu); j 2 S; u  0 (3.1)
where 0; 1; : : : ; N are the eigenvalues of the matrix R−1QT and l; l 2 S are constants.
Mitra [10] and Stern and Elwalid [14] show that R−1QT has exactly N+ negative eigenvalues,
N− − 1 positive eigenvalues and one zero eigenvalue, where N+ is the cordinality of the set
S+  fj 2 S : rj > 0g and N− is that of S−  fj 2 S : rj < 0g. That is,
j < 0; j = 0; 1; : : : ; N+ − 1; N+ = 0 and j > 0; j = N+ + 1; : : : ; N:
The constants l; l 2 S are determined from the following two sets of boundary conditions.
Boundary conditions:
If the net input rate of fluid flow into the buer is positive, then the buer content increases
and the buer cannot stay empty. It follows that the solution (3.1) must satisfy the boundary
conditions
Fj(0) = 0; j 2 S+: (3.2)
It should also satisfy
Fj(1)  lim
u!1Fj(u) = pj; j 2 S: (3.3)
Determination of l; l 2 S:
Since the boundary conditions (3.3) must be satised the coecients l corresponding
to the positive eigenvalues must vanish, that is, l = 0, for l = N+ + 1; : : : ; N and since
N+ = 0, we have by (3.3), N+y(N+) = p where p = (p0; p1; : : : ; pN). Consequently (3.1)
reduces to
Fj(u) = pj +
N+−1X
l=0
lyj(l) exp(lu); j 2 S; u  0: (3.4)
Finally, the constants 0; 1; : : : ; N+−1 must satisfy the boundary conditions (3.2), which
results in
pj +
N+−1X
l=0
lyj(l) = 0; j 2 S+: (3.5)
A second approach is to express l in terms of F(0) as follows ([2, section 2.4]):
l =
z(l)RF(0)
y(l)TRz(l)T
; l 2 S
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where z(l) = [z0(l); z1(l); : : : ; zN (l)] is the left eigenvector corresponding to the eigenvalue
l of the matrix QTR−1. Hence, (3.1) can be written as
Fj(u) =
NX
l=0
z(l)RF(0)
y(l)TRz(l)T
yj(l) exp(lu); j 2 S; u  0: (3.6)
We note that the eigenvalues of R−1QT and QTR−1 are same.
Let us denote the coecient vectors in (3.6) by l;j, that is,
l;j =
z(l)RF(0)
y(l)TRz(l)T
yj(l); l; j 2 S
which can be written as
l;j =
NX
m=0
rmdmzm(l)
NX
k=0
rkyk(l)zk(l)
yj(l); l; j 2 S: (3.7)
where dm  Fm(0); m 2 S.
Now we will nd an explicit expression for l;j.
Explicit expression for l;j:
Let P(s) denote the characteristic polynomial of R−1QT . Then by (2.3) we have
P(s) =

s+
0
r0
−1
r0
−0
r1
s+
1 + 1
r1
−2
r1
−1
r2
s+
2 + 2
r2
−3
r2
. . .
s+
N
rN

(N+1)(N+1)
(3.8)
Let Bn(s) denote the subdeterminant obtained from P(s) by considering its rst n rows and
n columns. Then these subdeterminants satisfy the following three-term recurrence relation:
B0(s) = 1
B1(s)−
 
s+
0
r0
!
B0(s) = 0
Bn(s)− (s+ n−1 + n−1
rn−1
)Bn−1(s) +
n−2n−1
rn−2rn−1
Bn−2(s) = 0; n = 2; : : : ; N
BN+1(s)− (s+ N
rN
)BN (s) +
N−1N
rN−1rN
BN−1(s) = 0:
(3.9)
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We note that BN+1(s) = P(s). Dene
cmj 
8>>>>><>>>>>:
mm+1 : : : j−1
rm+1rm+2 : : : rj
; m < j
1; m = j
j+1j+2 : : : m
rjrj+1 : : : rm−1
; m > j
; (3.10)
j  rjc0j
r0cj0
; j 2 S: (3.11)
and   diag(0; 1; : : : ; N). Then we have,
Q = QT: (3.12)
By denitions of y(l) and z(l) we have
Qz(l)T = lRz(l)T and QTy(l) = lRy(l): (3.13)
Using (3.12) and (3.13) we get after some calculation
y(l) =  z(l); l 2 S: (3.14)
That is,
zj(l) =
r0cj0
rjc0j
yj(l); l; j 2 S: (3.15)
Dene
Yj(s)  Bj(s)
cj0
; j 2 S and YN+1(s)  BN+1(s)
cN0
: (3.16)
Then by (3.9) we have
1Y1(s)− (sr0 + 0)Y0(s) = 0
nYn(s)− (srn + n−1 + n−1)Yn−1(s) + n−1Yn−2(s) = 0; n = 2; 3; : : : ; N:
−(srN + N)YN(s) + N−1YN−1(s) = 0
Since BN+1(l) = 0, YN+1(l) = 0. The above system can be written in matrix notation as
R−1QTY(j) = jY(j); j 2 S
where Y(l) = [Y0(l); Y1(l); : : : ; YN(l)]T and hence Y(l) is a right eigenvector of R−1QT
corresponding to the eigenvalue l. Thus, y(l) = Y(l) and by (3.16) we have
yj(l) =
Bj(l)
cj0
; j; l 2 S: (3.17)
Therefore, by (3.15) we have
zj(l) =
r0Bj(l)
rjcj0
; j; l 2 S: (3.18)
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Substituting (3.17) and (3.18) in (3.7) we get after considerable simplication
l;j =
NX
m=0
dm
c0m
Bm(l)
NX
k=0
(Bk(l))2
c0kck0
; l; j 2 S: (3.19)
We simplify the denominator of the above expression by the following observation. We note
that the recurrence relation (3.9), satised by the polynomials Bn(s) is identical with the
recurrence relation (4.6) of [4, p. 21] with slight transformation and hence we can make use
of the Christoel-Darboux Identity ([4, Theorem 4.6]), which in terms of our notations is
NX
k=0
(Bk(l))2
c0kck0
=
BN(l)B0N+1(l)
c0NcN0
; l 2 S: (3.20)
Using (3.20) in (3.19) we get after some simplication
l;j =
cN0
NX
m=0
dmcmNBm(l)
BN(l)B0N+1(l)
; l; j 2 S: (3.21)
Hence from (3.6) we get, after substituting for yj(l) from (3.17),
Fj(u) =
NX
l=0
l;j exp(lu); j 2 S: (3.22)
where
l;j =
cNjBj(l)
NX
m=0
dmcmNBm(l)
BN(l)B0N+1(l)
; l; j 2 S: (3.23)
Determination of dm; m 2 S:
By the boundary conditions (3.2) we have,
dj = 0; j 2 S+ (3.24)
and hence we are left out with N−(= N + 1−N+) unknowns dj ; j 2 S−. In order to satisfy
the boundary conditions (3.3), coecients l;j corresponding to the positive eigenvalues in
(3.22) must vanish, that is, for each xed j 2 S, l;j = 0; l = N+ + 1; : : : ; N , which leads to
N −N+ equations
NX
m=0
dmcmNBm(l) = 0; l = N+ + 1; : : : ; N: (3.25)
Using (3.24), (3.25) reduces toX
m2S−
dmcmNBm(l) = 0; l = N+ + 1; : : : ; N: (3.26)
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Since N+ = 0, we have by (3.3), N+;j = pj, and hence for each j 2 S we haveX
m2S−
dmcmNBm(0) =
pjBN (0)
cNjBj(0)
B0N+1(0):
We put j = 0 in the above expression which results inX
m2S−
dmcmNBm(0) =
p0BN (0)
cN0
B0N+1(0): (3.27)
But by (3.9)
Bj(0) =
rjc0j
r0
; j = 1; 2; : : : ; N:) (3.28)
Therefore using (3.20) and (3.28) in (3.27) we get after considerable simplication
X
m2S−
rmdm = p0
NX
j=0
rjj : (3.29)
Equations (3.27) and (3.29) constitute a system of N + 1 − N+(= N−) equations with N−
unknowns dj; j 2 S−. Hence, these N− unknowns are uniquely determined by solving this
system of equations.
Consequently, (3.22) reduces to
Fj(u) = pj +
N+−1X
l=0
l;j exp(lu); j 2 S; (3.30)
where
l;j =
cNjBj(l)
X
m2S−
dmcmNBm(l)
BN(l)B0N+1(l)
: (3.31)
Using (3.17) in (3.1) we have,
Fj(u) =
NX
l=0
l
Bj(l)
cj0
exp(lu); j 2 S; u  0: (3.32)
The constants l are determined by solving (3.5).
Remark
We observe that in the representation (3.31) the number of unknowns dj isN−−1 and so we
need to solve so many equations (3.26) to nd these quantities. Whereas in the representation
(3.32) the number of unknowns j is N+ and thus we need to solve so many equations (3.5) to
nd these quantities. Therefore, whenever N− is large, N+ is small, because N− +N+ = N ,
and hence it is convenient to use the expression (3.32) because of a less number of unknowns
j and whenever N− is small using (3.30) is more convenient because of a less number of
unknowns dj. Also, we note that to determine j we need negative eigenvalues whereas to
determine dj we need positive eigenvalues.
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4 Computation of eigenvalues
In this section we reduce the order of the determinant P(s) by one and show that the associated
matrix of the reduced determinant can be made symmetric. This makes it possible to use the
stable and eective method of bisection to calculate the eigenvalues of the symmetric matrix.
Let
C 
0BBBBBBBBBBBBBBBB@
−0
r0
− 1
r1
−
p
11
r1
−
p
11
r1
−1
r1
− 2
r2
−
p
22
r2
. . . . . . . . .
−
p
N−1N−1
rN−1
−
p
N−1N−1
rN−1
−N−1
rN−1
− N
rN
1CCCCCCCCCCCCCCCCA
NN
:(4.1)
Theorem 4.1
For the matrix R−1QT , given by (2.3),
1. zero is an eigenvalue and
2 its non-zero eigenvalues are the eigenvalues of C.
Proof: We use two interesting identities of tridiagonal determinants given in [11, p. 535] and
[12, p.404] to prove this theorem. From (3.8) we have,
P(s) =

s+
0
r0
−1
r0
−0
r1
s+
1 + 1
r1
−2
r1
. . . . . . . . .
− N
rN−1
−N−1
rN
s+
N
rN

(N+1)(N+1)
=

s+
0
r0
0
r0
1
r1
s+
1 + 1
r1
1
r1
. . . . . . . . .
N−1
rN−1N
rN
s +
N
rN

(N+1)(N+1)
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= s

s+
0
r0
+
1
r1
1
r1
1
r1
s+
1
r1
+
2
r2
2
r2
. . . . . . . . .
N−1
rN−1
N−1
rN−1
s +
N−1
rN−1
+
N
rN

NN
which ensures that zero is an eigenvalue of R−1QT and hence the rst statement of the
theorem is proved. The above determinant can be written as
P(s) = s

s+
0
r0
+
1
r1
p
11
r1p
11
r1
s+
1
r1
+
2
r2
p
22
r2
. . . . . . . . . p
N−1N−1
rN−1p
N−1N−1
rN−1
s+
N−1
rN−1
+
N
rN

NN
:
We observe that the above determinant is the characteristic polynomial of the matrix C.
Hence the non-zero eigenvalues of R−1QT are the eigenvalues of C, which proves the second
statement of the theorem. 2
We have used the method of bisection with suitable modication suggested in [7] to
minimize the computation work required to compute the eigenvalues of the real symmetric
matrix C. Because of the eectiveness and stability of the bisection algorithm we could able
to calculate the eigenvalues for larger values of N eventhough it takes longer execution time.
Whereas using algorithms like QR we have experienced instability when N is 150 which we
observed by using the in-built function eig.m in Matlab and we have illustrated this numerically
in the last section.
In next section we dicuss the numerical instability in computing Bn(s), recursively dened
by (3.9), and a solution procedure to overcome.
5 Computation of eigenvectors
In this section we discuss the numerical instability in calculating eigenvectors. We also give
a solution procedure, provided by Fernando [8], to overcome this instability. We denote by
M(s) the matrix (sI−R−1QT ) where I is the identity matrix of order (N + 1) (N + 1).
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As we see from the expressions (3.30) and (3.32) the polynomials Bn(s) play a major role.
Since BN+1(j) = 0; j 2 S, the last equation in (3.9) will have only two terms, namely,
BN−1 and BN . Also, the rst equation has only two terms, namely, B0 and B1. Hence these
are underdetermined systems of equations, at least one equation in the system is redundant.
If the kth equation is redundant, then one may assume that Bk(s) = 1 and solve the rest of
the equations. It has been the normal practice to assume that the superfluous equation is the
rst, that is, B0(s) = 1 as we did in (3.9). Wilkinson [15] gives a detailed and an illuminating
discussion on the numerical instability, which arises because of this particular normilization,
and it leads to disastrous results in computing other Bn(s) recursively for larger values of N .
Fernando [8] provides a method to overcome this instability. This method nds out a equation,
among N+1 equations, to be treated as a redundant one by setting the corresponding element
to unity. This is achieved by computing the diagonal entries of the matrix F , which is obtained
by elementwise reciprocation of the inverse of the matrix M(s)T . This is based on LDU and
UDL factorizations of the shifted tridiagonal matrix M(s) ([8]) and we briefly discuss it below.
We consider the LDU factorization of the unreduced tridiagonal matrix M(s), where, L
is lower bidiagonal, U is upper bidiagonal and D is diagonal. The diagonal elements di(s) of
D are given recursively as follows:
d0(s) = a0;0
di(s) = ai;i − ai−1;i ai;i−1
di−1(s)
; i = 1; 3; : : : ; N (5.1)
where s is an eigenvalue of the matrix R−1QT and ai;j is the element in row i and column j
of M(s).
Now, we consider the UDL factorization of the unreduced tridiagonal matrix M(s). The
diagonal elements i(s) of D are given recursively as follows:
N(s) = aN;N
i(s) = ai;i − ai+1;i ai;i+1
di−1(s)
; i = N − 1; N − 2; : : : ; 0: (5.2)
Then the diagonal elements i(s) of the matrix F are given by
1(s) = 1(s)
i(s) = i − ai−1;i ai;i−1
di−1(s)
i = 2; 3; : : : ; N + 1: (5.3)
The following algorithm may be used for computing Bn(s) with suitable normalization sug-
gested by the algorithm. We denote this newly normalized functions by ~Bn(s).
Algorithm to compute ~Bn(s)
1. Compute k = min0iNfig
2. Set ~Bk(s) = 1, where k is corresponding to the sux k of k in step 1.
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3. Compute other ~Bn(s) using
~Bn(s) = −an;n+1dn(s)
~Bn+1(s); n = k − 1; k − 2; : : : ; 0:
~Bn(s) = −ai;i−1n(s)
~Bn−1(s); n = k + 1; k + 2; : : : ; N:
(5.4)
So, to avoid numerical instability to a greater extent we use (5.4) to compute Bn(s) instead
of (3.9).
In the next section we discuss numerical results for fluid queue models driven by birth-death
processes with constant, linear and quadratic birth and death rates.
6 Discussion of numerical results
In this section we discuss numerical results for the fluid queues with the background birth-death
processes whose birth and death rates are given by
n = ; n+1 = ; n = 0; 1; : : : ; N − 1; ;  > 0: (6.1)
n = (N − n)a; n+1 = (n+ 1)b; n = 0; 1; : : : ; N − 1; a; b > 0: (6.2)
n = (N − n)(a− (n− 1)b); n+1 = (N + n+ 2)(a+ (n+ 3)b);
n = 0; 1; : : : ; N − 1: (6.3)
where a > 0 and
−a
N + 2
< b < 0 for the rates (6.3) to ensure their positivity.
We denote the integer sequence x; x + 1; x+ 2; : : : ; y, where x  y, by x : y which is in
consistent with Matlab syntax and the marginal distribution of the buer occupancy by G(u),
that is,
G(u) =
X
j2S
Fj(u); u  0:
Also, we denote the rate vector [r0; r1; : : : ; rN ] by r.
In Table 1, the eigenvalues, calculated using Bisection algorithm and using (22a) of [2],
are compared (we refer (22a) of [2] by Anick1) for the fluid model whose background process
is (6.2) with N = 267; a = 0:6; b = 1:0 and ri = i−133:333; i = 0; 1; : : : ; N . For the sake
of clarity we have tabulated only few computed values. We observe that the values in the last
two columns are almost coinciding except the last few digits. This shows that the bisection
algorithm remains stable eventhough it takes longer execution time. For example, for the same
parameter, the in-built function eig.m, which uses QR algorithm, in Matlab produces complex
eigenvalues due to instability. We note that in column three only negative eigenvalues are
tabulated as the expression Anick1 does not compute positive eigenvalues.
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In Table 2, eigenvectors corresponding to the eigenvalue  = −6:639426352441237, cal-
culated using (5.4) and using (23) of [2], are compared (we refer (23) of [2] by Anick2) for
the fluid model whose background process is (6.2) with N = 30; a = 0:4; b = 1:0 and
ri = i − 16:666; i = 0; 1; : : : ; N . We observe that the values in the last two columns dier
only in the last few digits. We could not able to achieve this result using (3.9) because of the
numerical instability.
In Table 3, the eigenvector corresponding to the eigenvalue  = −46:86193081975573,
calculated using (5.4), is checked to satisfy the equation R−1QT y() = y() for the
fluid model whose background process is (6.3) with N = 250; a = 0:1; b = −0:0001 and
r = [1 : 5; − 251 : −6]. For the sake of clarity we have tabulated only few computed values.
As we observe the numbers in the last two columns are coinciding except in the last few digits
which shows that the formula (5.4) remains stable for larger values of N .
In Table 4, the values of G(u), calculated using our approach and using (5) of [1] (we
refer the expression (5) of [1] by Adan), are compared. We observe that we need to go up
to N = 250 in order to equalize the values of G(u), up to 16 decimal places, for the fluid
queues driven by an M=M=1=N queue and an M=M=1 queue with  = 1:0;  = 5:0 and
r0 = −1; ri = 1; i = 1; 2; : : : ; N .
In Figure 1, the values of G(u) versus u are plotted for dierent values of N for the fluid
queue with back ground process (6.1). The parameters values are  = 0:2;  = 0:4 and the
following values for r are assumed for each value of N :
N = 150; r = [1 : 2; − 12 : −3; 13 : 151];
N = 225; r = [1 : 2; − 12 : −3; 13 : 226];
N = 275; r = [1 : 2; − 12 : −3; 13 : 276];
N = 300; r = [1 : 2; − 12 : −3; 13 : 301]:
We observe that for N = 150 overflow of the fluid does not occur forever once the buer
content reaches 250 (as G(250) = 1:0) whereas for other values of N overflow of the fluid
occurs even after the buer content reaches 250. We also note that we have calculated G(u)
up to N = 300 without any instability problem in computing the eigenvalues and eigenvectors
of the associated matrix.
In Figure 2, the values of G(u) versus u are plotted for dierent values of N for the fluid
queue with back ground process (6.2). The parameters values are a = 4:0; b = 5:0 and the
following values for r are assumed for each value of N :
N = 50; r = [1 : 21; − 35 : −22; 36 : 51];
N = 100; r = [1 : 43; − 60 : −44; 61 : 101];
N = 150; r = [1 : 60; − 70 : −61; 71 : 151];
N = 200; r = [1 : 75; − 95 : −76; 96 : 201];
N = 250; r = [1 : 107; − 130 : −108; 131 : 251];
N = 300; r = [1 : 130; − 155 : −131; 156 : 301]:
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We note that for N = 50 overflow of the fluid does not occur forever once the buer content
reaches 10 (since G(10) = 1:0) whereas for other N values overflow occurs at this buer
size. We also observe that we could go up to N = 300 without any instability problem in
computing the eigenvalues and eigenvectors.
In Figure 3, the values of G(u) versus u are plotted for dierent values of N for the fluid
queue with back ground process (6.3). The parameters values are a = 0:1; b = −0:0001 and
the following values for r are assumed for each value of N :
N = 50; r = [1 : 5; − 51 : −6];
N = 75; r = [1 : 5; − 76 : −6];
N = 100; r = [1 : 5; − 101 : −6];
N = 150; r = [1 : 5; − 151 : −6];
N = 200; r = [1 : 5; − 201 : −6];
N = 350; r = [1 : 5; − 351 : −6]:
We observe that as N increases the overflow of the fluid stops occurring forever when the
buer size is very small. For example, when N = 350 overflow stops forever when the buer
size reaches around 7 whereas for N = 50 overflow stops forever when the buer size is 45. In
gures 1 and 2 we had interpretations the other way round. This is because for the gures 1
and 2 the number of negative eective input rates are less compared to the sets considered for
this gure. Also we note that we could go up to N = 350 without any numerical instability.
Concluding remarks
Our main emphasis in this paper was to study numerically the behaviour of the fluid
buer, driven by birth-death processes with large state space, by computing the eigenvalues
and eigenvectors of the associated real tridiagonal matrix. To compute the eigenvalues, we
have reduced the order of the matrix by one, symmetrized the associated reduced matrix and
used the eective and stable bisection algorithm. We have used the procedure suggested
in [8] to compute the recursively dened polynomials Bn(s) (3.9) (and hence eigenvectors)
successively for larger values of N . We have found the above procedure eective for N up
to 250 for the fluid model considered by Anick al. [2] and veried their numerical results
which t within this range of N . Computationally, the methods presented in this paper give
reasonably good approximations for larger values of N (for example, see Table 3), though it
takes a longer execution time.
Acknowledgement
The authors are indebted to acknowledge Erik van Doorn, University of Twente, The Nether-
lands, with thanks for helpful discussions and constructive suggestions to improve the quality
of this paper.
14
References
[1] Adan, I. and Resing, J., \ Simple analysis of a fluid queue by an M=M=1 queue ", Queue-
ing Systems 22(1996), 171-174.
[2] Anick, D., Mitra, D. and Sondhi, M.M., \ Stochastic theory of a data-handling system
with multiple sources ", Bell Syst. Tech. J., 61(1982), 1871-1894.
[3] Barth, W., Martin, R.S. and Wilkinson, J.H., \ Calculation of the eigenvalues of a sym-
metric tridiagonal matrix by the method of bisection ", Numer. Math.. 9(1967), 386-393.
[4] Chihara, T.S., An Introduction to Orthogonal Polynomials, Gordon and Breach, New
York, 1978.
[5] Coman, E.G., Igelnik, B.M. and Kogan, Y.A., \ Controlled stochastic model of a com-
munication system with multiple sources ", IEEE Trans. Inf. Theory 37(1991), 1379-1387.
[6] van Doorn, E.A., Jagers A.A. and de Wit, J.S.J., \ A fluid reservoir regulated by a birth-
death process ", Stochastic Models 3(1988), 457-472.
[7] Evans, D.J., Shanehchi, J. and Rick, C.C., \ A modied bisection algorithm for the deter-
mination of the eigenvalues of a symmetric tridiagonal matrix ", Numer. Math. 38(1982),
417-419.
[8] Fernando, K.V., \ On computing an eigenvector of a tridiagonal matrix. Part I: Basic
results ", SIAM J. Matrix Anal.. Appl. 18(1997), 1013-1034.
[9] Gaver, D.P. and Lehoczky, J.P., \ Channels that cooperatively service a data stream and
voice messages ", IEEE Trans. Commun. 28(1982), 1153-1162.
[10] Mitra, D., \ Stochastic theory of a fluid model of producers and consumers coupled by a
buer ", Adv. Appl. Probab. 20(1988), 646-676.
[11] Muir, T., A Treatise on the Theory of Determinants, Dover Publications, New York,
1960.
[12] Muir, T., History of the Theory of Determinants, Dover Publications, New York, 1960.
[13] O’Reilly, P., \ Performance analysis of data in burst switching ", IEEE Trans. Comm.
COM-34(1986), 1259-1263.
[14] Stern, T.E. and Elwalid, A.I., \ Analysis of separable Markov- modulated rate models for
information-handling systems ". Adv. Appl. Probab. 23(1991), 105-139.
[15] J.H. Wilkinson, J.J., The Algebraic Eigenvalue Problem, Prentice Hall, New York, 1965.
15
i i using Bisection i using Anick1
0 -3.2053692025921384(2) -3.2053692025921379(2)
9 -2.2435428677243131(1) -2.2435428677243131(1)
19 -1.1147297638435752(1) -1.1147297638435752(1)
29 -7.4299420922128157(0) -7.4299420922128174(0)
39 -5.5564103893892032(0) -5.5564103893892023(0)
49 -4.4115217295834590(0) -4.4115217295834590(0)
59 -3.6271514785426877(0) -3.6271514785426882(0)
69 -3.0458908877113187(0) -3.0458908877113196(0)
79 -2.5885301372419143(0) -2.5885301372419143(0)
89 -2.2100154629399213(0) -2.2100154629399209(0)
99 -1.8815251995816533(0) -1.8815251995816542(0)
109 -1.5814262475822420(0) -1.5814262475822418(0)
119 -1.2879965320213342(0) -1.2879965320213345(0)
129 -9.6257956334590378(-1) -9.6257956334590378(-1)
139 2.0330436895276952(-1) |
149 5.2291797523933647(-1) |
159 8.1679409881584131(-1) |
169 1.1201162318699740(0) |
179 1.4543255628885916(0) |
189 1.8417141813764466(0) |
199 2.3126861701036674(0) |
209 2.9155254163736775(0) |
219 3.7363986783540191(0) |
229 4.9497268570640820(0) |
239 6.9746426888595892(0) |
249 1.1143039680903662(1) |
259 2.5177195769461804(1) |
267 6.4083803096512611(2) |
where (k) denotes 10k.
Table 1: Comparison of eigenvalues calculated using bisection method and Anick1 for the
model whose background process is (6.3) with N = 267; a = 0:6; b = 1:0 and
ri = i− 133:333; i = 0; 1; : : : ; N
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Component i y() using (5.4) y() using Anick2
0 -7.3462804524192021(-3) -7.9489084566214761(-3)
1 -8.2170115362115048(0) -8.8910671068689116(0)
2 -4.3251136038461573(3) -4.6799101020067546(3)
3 -1.4228416051405009(6) -1.5395597460215113(6)
4 -3.2764839345731723(8) -3.5452595397336531(8)
5 -5.6047720411126686(10) -6.0645411189457855(10)
6 -7.3748961920305312(12) -7.9798715944993984(12)
7 -7.6244333562932138(14) -8.2498787209745762(14)
8 -6.2698964752987816(16) -6.7842268529475512(16)
9 -4.1246222216952146(18) -4.4629720673898947(18)
10 -2.1705603944962612(20) -2.3486151920203730(20)
11 -9.0852660834606650(21) -9.8305460660135621(21)
12 -3.2324287974393132(23) -3.2326011483103031(23)
13 -8.1751113851842687(24) -8.1751118575317775(24)
14 -1.5352665488621449(26) -1.5352665490261262(26)
15 -2.0167774641935146(27) -2.0167774641949008(27)
16 -1.6528202827090052(28) -1.6528202827092504(28)
17 -6.3280127476574290(28) -6.3280127476574141(28)
18 5.0566231854151464(27) 5.0566231854151409(27)
19 -1.8511467179129394(26) -1.8511467179129384(26)
20 4.1337230483207747(24) 4.1337230483207736(24)
21 -6.2891395906429644(22) -6.2891395906429644(22)
22 6.8867469799927683(20) 6.8867469799927670(20)
23 -5.5848586307690138(18) -5.5848586307690127(18)
24 3.3963669670040956(16) 3.3963669670040956(16)
25 -1.5489606100136066(14) -1.5489606100136066(14)
26 5.2324589520152130(11) 5.2324589520152136(11)
27 -1.2725782100043669(9) -1.2725782100043666(9)
28 2.1101690058468059(6) 2.1101690058468059(6)
29 -2.1382527745862863(3) -2.1382527745862863(3)
30 1.0000000000000000(0) 1.0000000000000000(0)
where (k) denotes 10k.
Table 2: Comparison of eigenvectors y(), corresponding to the eigenvalue
 = −6:639426352441237, calculated using (5.4) and Anick2 for the model whose
background process is (6.2) with N = 30; a = 0:4; b = 1:0 and
ri = i− 16:666; i = 0; 1; : : : ; N
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Component i R−1QT y()  y()
0 -4.6861930819755671(-1) -4.6861930819755726(-1)
5 -2.6335968200950140(-2) -2.6335968200950143(-2)
11 -2.7837673770253130(-7) -2.7837673770253125(-7)
17 -2.5437491053639664(-12) -2.5437491053639664(-12)
23 -2.4678815110503847(-17) -2.4678815110503847(-17)
29 -2.2735663459220439(-22) -2.2735663459220439(-22)
35 -1.9752308666990313(-27) -1.9752308666990310(-27)
41 -1.6055808602500748(-32) -1.6055808602500743(-32)
47 -1.2101201997811868(-37) -1.2101201997811866(-37)
53 -8.3691446559808247(-43) -8.3691446559808263(-43)
59 -5.2471953341140794(-48) -5.2471953341140794(-48)
65 -2.9403259640519514(-53) -2.9403259640519514(-53)
71 -1.4480386744031365(-58) -1.4480386744031364(-58)
77 -6.1424497909501359(-64) -6.1424497909501359(-64)
83 -2.1902806007861802(-69) -2.1902806007861802(-69)
89 -6.3719393526365403(-75) -6.3719393526365412(-75)
95 -1.4570480705523375(-80) -1.4570480705523373(-80)
101 -2.4978064309230375(-86) -2.4978064309230375(-86)
107 -3.0189476312728298(-92) -3.0189476312728305(-92)
113 -2.3702634581560409(-98) -2.3702634581560406(-98)
119 -1.0796838389375660(-104) -1.0796838389375652(-104)
125 -2.4236997493119319(-111) -2.4236997493119304(-111)
131 -2.0859060571569099(-118) -2.0859060571569086(-118)
137 -4.4959923036411103(-126) -4.4959923036411083(-126)
143 -1.0283765152371830(-134) -1.0283765152371830(-134)
149 -1.6520204509801855(-145) -1.6520204509801844(-145)
150 -6.6928463888046262(-148) -6.6928463888046262(-148)
where (k) denotes 10k.
Table 3: Checking R−1QT y() = y() for the eigenvector corresponding to the
eigenvalue  = −46:86193081975573 for the model whose background process is (6.3) with
N = 250; a = 0:1; b = −0:0001 and r = [1 : 5; − 251 : −6]
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u G(u) (our approach) G(u) (using Adan)
0 5.9999999981174723(-1) 6.0000516792900815(-1)
1 9.5976793772304736(-1) 9.5976905874221297(-1)
2 9.9384279851659152(-1) 9.9384304179526894(-1)
3 9.9894815947820348(-1) 9.9894821227351493(-1)
4 9.9981042123690067(-1) 9.9981043269431891(-1)
5 9.9996470499194146(-1) 9.9996470747838284(-1)
6 9.9999328291833955(-1) 9.9999328345793670(-1)
7 9.9999870106164790(-1) 9.9999870117874889(-1)
8 9.9999974572991468(-1) 9.9999974575532702(-1)
9 9.9999994974329776(-1) 9.9999994974881268(-1)
10 9.9999998998846618(-1) 9.9999998998966311(-1)
11 9.9999999799258121(-1) 9.9999999799284078(-1)
12 9.9999999959526731(-1) 9.9999999959532371(-1)
13 9.9999999991801203(-1) 9.9999999991802424(-1)
14 9.9999999998332323(-1) 9.9999999998332578(-1)
15 9.9999999999659550(-1) 9.9999999999659617(-1)
16 9.9999999999930300(-1) 9.9999999999930289(-1)
17 9.9999999999985689(-1) 9.9999999999985689(-1)
18 9.9999999999997091(-1) 9.9999999999997058(-1)
19 9.9999999999999434(-1) 9.9999999999999389(-1)
20 9.9999999999999922(-1) 9.9999999999999878(-1)
21 1.0000000000000002(0) 9.9999999999999978(-1)
22 1.0000000000000004(0) 1.0000000000000000(0)
23 1.0000000000000004(0) 1.0000000000000000(0)
24 1.0000000000000004(0) 1.0000000000000000(0)
25 1.0000000000000004(0) 1.0000000000000000(0)
where (k) denotes 10k.
Table 4: Comparison of G(u) using our approach and using Adan for the model whose
background process is (6.1) with N = 250; a = 0:1; b = −0:0001 and
r = [1 : 5; − 251 : −6]
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Figure 1: G(u) versus u for dierent values of N
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Figure 2: G(u) versus u for dierent values of N
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Figure 3: G(u) versus u for dierent values of N
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