Running head: Adaptive focusing window for seismic angle migration
INTRODUCTION
Kirchhoff-type migration is still widely used in conventional seismic exploration. Such algorithms can be seen as a smearing of a corrected amplitude sample of the seismic trace along the possible locations in the velocity model. Considering only the traveltime information, those locations span a quasi-ellipsoid (perfect ellipse in homogenous models). The migrated image is the resulting stack of all those diffracted curves.
The use of the full diffracted curve increases the computation time and leads to artifacts. This problem has been studied extensively by several authors who proposed some solutions (Schleicher et al., 1997; Sun, 1998 Sun, , 2000 Hua and McMechan, 2001; Sun and Schuster, 2001; Nguyen et al., 2002; Baina et al., 2003; Brandsberg-Dahl et al., 2003a; Lüth et al., 2005; Buske et al., 2006) among others. Sun (1998) analysed the structure of the migrated image given a 2D limited aperture migration operator and gave some theoretical rules to design the migration aperture. This is based on the stationary phase method under the high frequency condition. His conclusion is that a 2D limited aperture migration operator consists of three components: one from the stationary point and two from the endpoints of the migration aperture. The contribution of the stationary point is independent of the size of the migration aperture as long as it lies well within the migration aperture, while the contributions of the two endpoints depend on the migration aperture. If, in the other case the stationary point lies outside the migration aperture and far away from the two endpoints, the migration image results only from those two endpoints. This is the well-known result that the wanted migrated image comes from the stationary point whereas migration noise (diffraction-like events) comes from the two endpoints of the migration operator.
Therefore, the main idea is to limit the migration operator around the stationary point, meaning at the specular point. There, two problems appear: the localization of this specular point and the size of the migration operator. The specular point is where most of the energy focuses. This can be used to define the location of the limited aperture migration operator (Baina et al., 2003; Brandsberg-Dahl et al., 2003a) . Other solutions have been applied: either to interpret an already migrated image to have the geological dip (Schleicher et al., 1997) , either to apply an anti-aliasing filter using the slope at source and receiver (Nguyen et al., 2002) or to interpolate the geological dip from sparse map-migrated locally coherent events (Alerini et al., 2007) . The size of the aperture of the migrated operator should be connected to the first Fresnel zone in order to preserve the amplitude and some smooth tapers applied until the second Fresnel zone (Schleicher et al., 1997; Sun, 1998) . This is the region where the reflected waves sum constructively. The traveltime difference between a ray from the source to the image point to the receiver and a specular ray should be no more than half the period of the largest pulse duration. For this, Sun (1998) suggests to use the source wavelet duration.
We propose here a new criterion to limit the migration operator aperture. The main idea is to find an expression of the traveltime difference between the migrated ray and the specular ray as a function of the difference of angle between the migrated and geological dip directions. Then we propose a criterion depending upon a tuning parameter to limit the aperture of the migration operator. This tuning parameter is related to the size of the Fresnel zone and can be chosen in a heuristic manner.
Our approach is easy to implement as it does not require any extra ray tracing but simply a few more quantities to be integrated along the ray. In addition, it can take into account errors on the geological dips and the multi-orientation of some regions as faults.
The migration operator is still limited in the region of constructive interferences around the specular ray but, we will work only on local quantities at the image point in depth.
The drawback is that we assume the geological dip known, and that it can be applied only for prestack depth migration in the angle domain. However, seismic angle migration is superior to common-offset migration because it suffers much less from artifacts due to multi-pathing in complex geological structures (Xu et al., 2001; Brandsberg-Dahl et al., 2003b) . The common-angle image gathers can also directly be used for amplitude analysis of fluid and lithology effects (Sollid and Ursin, 2003) . They can also be used effectively for high-resolution imaging and tomography (Ursin et al., 2005b,a) .
We first derive the new criterion and then show the validity of our approach on synthetic data examples. A dipping reflector is studied with different acquisition geometries. Our method provides common image gathers nearly free of migration artifacts. They can then be processed in an automatic or semi-automatic way.
ADAPTIVE FOCUSING WINDOW
We want to limit the migration operator aperture in the region of constructive interferences.
This means in the region defined by
where ΔT sr is the traveltime difference between the specular ray and the migrated ray, T P is the pulse duration and k is a tuning parameter. Typically, for a monochromatic signal k = 2, as for an effective Fresnel zone, Sheriff (1991) proposes k = 2 √ 2 in order to avoid destructive interferences when summing delayed signals. In practice, both k and T P can be chosen to depend on the spatial coordinates of the migrated image. To determine an adaptive focusing window, we are going to find a relation between the difference in dip between the geological dip and the migrated dip and the traveltime difference it induces between the migrated ray and the specular ray. We assume that the geological dip is known (a priori information, interpretation of a previous migrated stack, interpolation of the sparse map-migrated locally coherent events for instance). Concepts of prestack depth migration in the angle domain will provide the information on the phase direction difference, and paraxial ray theory will provide the information on the traveltime difference between the two rays.
The geological dip can be expressed as the normalized sum of the two specular phase directions from source and receiver at the image point. We work here on single ray branches,
we need thus a second equation to solve the problem. Seismic angle migration performs a summation over the migrated dips from the source, ν s and from the receiver ν r
for which the difference dip
is kept constant (Ursin, 2004) . This corresponds to constant scattering angle and azimuth.
We now decompose the migration dip into a component along the geological dip, ν ϕ and a perturbation
where Δν m is the new summation variable. We also decompose the source and receiver slowness directions into a component corresponding to the specular reflection and a pertur-
Since ν d in equation (3) is constant, it follows that Δν s = Δν r , which we denote by Δν.
Then Δν m = 2Δν. The dip perturbations are all in the plane defined by ν r and ν s , and the new migration dip
can be defined by the angles it makes with the geological dip vector in this plane (ν r , ν s ).
We can now express the traveltime difference along a single ray branch in term of the known difference between the geological and the migrated dips, Δν. We define first the canonical vector in the phase space
where x is the position and p the slowness on a given ray. From the paraxial ray tracing, for perturbations of the initial conditions, we have (Farra, 1999) Δẏ = AΔy,
with A being
where H 0 is the Hamiltonian along the central ray and the dot denotes the time derivative.
Solutions to (9) can be found by standard propagator techniques. Indeed, we have
where P is the propagator matrix integrated between times t a and t b . We can expand this
In our case we have only perturbation of the initial slowness vector, which means that Δx(t a ) = 0, and we only need to compute P 12 (t b , t a ) and P 22 (t b , t a ). This is the propagator matrix P integrated along the ray from the image point to the surface acquistion. In migration (especially for 3D cases), we might integrate the ray from the acquisition surface to the image point. In that case, we use the propagator matrix properties (Cervený, 2001 )
and
where the superscript T denotes the transposition.
Let the rays start at the image point x at time t, and end at the source or receiver surface at time t i , i = s, r. Then equation (12), with Δx(t) = 0, can be written
where Δq i is the change in slowness at the source or receiver. Here
if integrating from depth to surface
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The integration path is between the image point at depth and the surface point i, i = s, r.
Consider a ray traveling from the image point to the surface. When the perturbation of the ray is only due to some change in the initial slowness vector, the traveltime perturbation becomes (Farra, 1999) 
where q 0 is the slowness along the reference ray at surface pointing upward and
with n q the normal to the surface and the dot above the vector meaning the time derivative.
Remark that due to the products at the numerator and at the denominator, no convention is required with respect to the direction of the normal. Remark as well that in case we use a ray tracing from the surface to the depth point, q 0 is the opposite to the initial computed slowness vector.
Choosing the reference surface to be the source or receiver acquisition surface creates practical problems for near horizontal rays. There a small difference in dip means a huge difference in traveltime. A focusing window based directly on this, will prevent nearly any contribution from near horizontal rays. Instead of measuring the traveltime difference on the acquisition surface we choose the tangent plane to the specular wavefront at surface.
This induces a comparison on rays which have more similar lengths. In a first order approximation we can even use the tangent surface to the migrated wavefront at surface. This is equivalent to the Young's experiment (Hecht, 1987) where the migrated and specular wavelets are in phase at the surface, and their interefences are observed at the image point.
In expression (18), we can express Δx and Δq at the final wavefront along the central ray as function of the slowness perturbation at the initial point by using expression (15) s, r. (20) This is the traveltime perturbation for a single ray between an image point and a source or a receiver. The first term of the sum is the first order perturbation and the second term is the second order perturbation. This can be further simplified by noticing that
where Δν is the common dip perturbation in equation (7), and v i is the phase velocity in the direction i. For a better first order approximation in anisotropic media, where the phase velocity v i depends on the phase direction ν i , we could express Δp i in terms of the angles defining the direction of the slowness vectors, β i j , i = s, r and j = 1 for 2D media and j = 2 for 3D media. Since there is a common dip perturbation, Δν, there is also a common angle perturbation Δβ j . We can write
with
where the first term is zero for an isotropic medium.
As we are interested by the interferences along the full ray from the source to the image point and back to the receiver, we have to combine the two perturbations at the source and at the receiver and propose a criterion to limit the migration operator aperture. A problem is that a huge traveltime difference on one of the ray branches does not mean a huge total traveltime difference (case of lateral velocity variations). We therefore weight the criterion by the proportion of the one-way times compared to the two-way time
with i = s, r, T s ϕ and T r ϕ the one-way traveltimes along the specular ray branches from source to image point and from receiver to image point and T ϕ = T s ϕ + T r ϕ , the two-way traveltime along the specular ray. The proposed criterion is in accordance with the result and numerical example given by Sun (1998) .
According to Sun (1998) , in order to preserve the amplitude in the migration scheme, the boundary effects due to the endpoints of the migration aperture should be removed and the migration weight should vanish at those points. This means we have to apply some taper functions. In addition, Ekren and Ursin (1999) showed the importance of using smooth tapers for dip limitation. We follow their recommendation and our adaptive focusing window becomes
Expression (26) provides the wanted weighting function on the migration amplitude according to the difference between the geological and migrated dips. It is easy to implement and to use, as soon as the geological dip field is known. The migration dip in the migration operator is limited to regions where there are constructive interferences of the reflected waves.
In the above derivation, we used the propagator matrix in global Cartesian coordinates system. This is normally not integrated for preserved amplitude prestack depth migration, where only the geometrical spreading is required. However, we show in Appendix how to modify a traditional dynamic ray tracing to obtain the propagator matrix in global Cartesian coordinates.
The method can easily handle multi-orientation of the reflectors (faults for instance).
In such cases, there is a correction for each single geological dip and the migrated image is the sum of all the contributions. Local uncertainties in the geological dip can be taken into account by locally increasing the focusing window.
NUMERICAL EXAMPLES
We validate our adative focusing window for seismic angle migration on synthetic cases.
There, the velocity model and the dip are known. It allows a good understanding and analysis of the approach.
We consider a dipping reflector (10 degrees) in a vertical velocity gradient model and homogeneous density background model. The dipping reflector is defined by a constant density perturbation along it. We use a 2.5D acoustic ray+Born modelling algorithm. The source is a Dirac delta function filtered between 10hz and 40Hz with corner frequencies at 5Hz and 60Hz.
In a first step, we choose the distance between sources and between receivers to be 25m which is a typical 2D marine acquisition. The migration is used with the exact model, velocity and dip. For the limitation of the migration operator, we used T P = 25hz and k = 2.8 ≈ 2 √ 2. This leads to very little aliasing artifacts on the stack section (figure 1).
However, considering common image gathers, the situation is different. Indeed, even with such a dense acquisition, some aliasing appears above the event (comparison of Figures 2(a) and 2(b)). In this simple example our adaptive focusing window improves a lot the common image gathers. As it can be seen on Figure 2 (a), such a coherent noise can be an important problem for automatic methods working on the coherency of those images.
In a second example, we consider the same model but with a receiver every 400m. In case of poor sampling, aliasing is stronger and the noise can be observed on both common angle gathers (Figure 3(a) ) and common image gathers (Figure 4(a) ) while the summation providing the stack destroyes the noise. The use of or our adaptive focusing window allows to reduce nearly completely the migration noise (Figures 3(b) and 4(b) ).
The first example is common in 2D marine seismic and the second one can be close to a 3D ocean bottom cable acquisition, in the crossline direction. We see that our method provides very good results in both cases.
CONCLUSION
We have presented here a new way of limiting the migration operator aperture. Our approach, compared to previous ones, is easy to implement (requiring only very little adaptation of a classical Kirchhoff type migration program) and easy to use, including the possiblity of taking into account multi-orientation dips and possible errors in the dip field estimations. Those can come from the dip estimation methods itself, the error in the velocity field estimation or from any a priori knowledge on the dip quality.
On a simple dipping reflector dataset our method removed migration noise very well.
This approach allows one to work on common image gathers with less migration artifacts.
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APPENDIX A MODIFICATIONS OF CLASSICAL DYNAMIC RAY TRACINGS
Kirchhoff-type migration codes use a dynamic ray tracing which can compute the relative geometrical spreading through the propagator matrix and the determinant on one of its part, the Q 2 matrix (Ursin, 2004) . This matrix is the propagator matrix in the wavefront coordinates system (Cervený, 2001; Chapman, 2004) . In our approach we need the propagator matrix (or some of its parts) in the global Cartesian coordinate system (called Cartesian rectangular coordinates byCervený, 2001). We present here the change of coordinate systems.
In the following, the coordinates of a point in the Cartesian rectangular coordinates system, (x), will be noted x and the coordinates of a point in the wavefront coordinates system, (y) will be noted y.
To define the wavefront orthogonal coordinates system, we introduce the basis vectors e 1 , e 2 and e 3 (Cervený, 2001 ,section 4.2.2, page 264):
C being the phase velocity of the P-wave and
with I = 1, 2. Cervený, 2001,(Section 4.3.3, page 286) gives the general relations for transforming the propagator from the Cartesian rectangular coordinate system to a curvilinear one (noted by ζ): -4) and
where
In the case of wavefront coordinate system, those expressions simplify tō
which means that the matrices M 1 and M 2 become
Equation (A-3) can be in addition inverted as
Only the 2 × 2 matrix Q 2 is relevant for the amplitude. It can be defined from P
12 by (Cervený, 2001,Section 4.2.3, page 269, eq. 4.2.42 )
where V is the group velocity and
In dynamic ray tracing, only the terms P
12 and P (y) 22 are usually computed. They provide the terms P
12 and P (x) 22 which are necessary when shooting from the depth point to the surface. Unfortunatelly, when shooting from the surface to the depth point the term P (y) 11
is required. In such a case either the full propagator matrix in wavefront coordinate system has to be computed, or we can use the first order approximation in our expression (20).
We see that for a first order approximation, it is very easy to extend a dynamic ray tracing for our focusing window. For a second order (which provides a more accurate size of the focusing window), it is required to integrate a few more parameters along the ray. 
