ABSTRACT: A regional atmosphere model [Weather Research and Forecasting model version 3 (WRF3)] and a land surface model [Community Land Model, version 3.5 (CLM3.5)] were coupled to study the interactions between the atmosphere and possible future California land-cover changes. The impact was evaluated on California's climate of changes in natural vegetation under climate change and of intentional afforestation. The ability of WRF3 to simulate California's climate was assessed by comparing simulations by WRF3-CLM3.5 and WRF3-Noah to observations from 1982 to 1991.
Introduction
Land-cover and land-use change can alter surface properties in ways that can significantly affect climate, especially at the regional scale and at the surface. The replacement of natural grasslands and forest cover with crops has likely caused cooling of 18-2.58C in the central and eastern United States (Bonan 1999; Bonan 1997; Diffenbaugh 2009) and ;18C in temperate latitudes overall . Global historical land-cover change may have weakened Northern Hemisphere Hadley circulation while causing regional temperature changes of up to 58C (Feddema et al. 2005a) , whereas future expansion of agricultural land may continue to warm the tropics while cooling midlatitudes (Feddema et al. 2005b ); conversely, intentional afforestation in low latitudes could cause local cooling (Narisma and Pitman 2006) . Changes in land management, such as the introduction of irrigation, can greatly contribute to temperature changes associated with a shift of land cover to agriculture (Kueppers et al. 2007; Kueppers et al. 2008; Lobell et al. 2008a; Lobell et al. 2008b; Sacks et al. 2009; Weare and Du 2008) . Temperature changes are often largest during summer because high surface net radiation magnifies the effect of land surface properties on surface energy fluxes (Bonan 1997; Diffenbaugh 2009; Kueppers et al. 2007 ). If a land-cover change occurs over a large enough region, changes in cloudiness and regional circulation may occur that cause subsequent changes in regional climate (Abiodun et al. 2008; Roy and Avissar 2002; Zhao et al. 2001) , including altered regional precipitation (Diffenbaugh 2009; Ge et al. 2007; Pielke et al. 2007 ). Temperature changes resulting from historical or predicted land-cover change are as large in some regions as those expected from twenty-first-century global climate change, so proper attribution and prediction of climate change need to consider land-cover change (Diffenbaugh 2009; Feddema et al. 2005b) .
Most global studies have demonstrated that the largest climatic impacts of landcover and land-use change occur within the modified region DeFries et al. 2002; Feddema et al. 2005a) . Consequently, regional climate models (RCMs) are important tools for investigating the impacts of land-cover and landuse change. Although they lack the capability to show feedbacks from within the region to large-scale atmospheric circulation, they can resolve land-cover and landuse changes and their interaction with topography with much finer detail than general circulation models (GCMs).
Many existing regional climate models use relatively simple land surface schemes. However, there have been recent efforts to integrate more comprehensive land surface models into regional climate models. For example, a coupling of the Community Land Model (CLM) and the Regional Climate Model (RegCM) improved simulation of soil moisture and winter temperature over East Asia (Steiner et al. 2005) and was used to simulate interactions between land cover and the West African monsoon (Steiner et al. 2009 ). The coupling of RegCM and the Integrated Biosphere Simulator (IBIS) improved simulation of latent heat (LH) flux over the United States compared to Flux Network (FLUXNET) observations, although it decreased performance for other surface variables (Winter et al. 2009) . A coupling between the Land Surface Model (LSM) and the fifth-generation Pennsylvania State University-National Center for Atmospheric Research Mesoscale Model (MM5) predicted that early harvesting of Midwest crops raised surface air and soil temperature by 18-28C (Cooley et al. 2005) . Finally, the Simple Biosphere Model (SiB) and the Regional Atmospheric Modeling System (RAMS) were coupled to investigate ecosystem CO 2 fluxes in Wisconsin (Denning et al. 2003) .
Ecosystems and climate form a feedback cycle because changes in climate can affect the distribution and properties of land cover and because land-cover change can alter regional climate (Foley et al. 2003) . Climate-ecosystem feedbacks have been shown to be of sufficient magnitude that they need to be included to make accurate climate predictions (Friedlingstein et al. 2006; Lobell et al. 2008a; Torn and Harte 2006) . Feedbacks between the land surface and atmosphere can be grouped into two categories: biogeophysical (our focus here) and biogeochemical. Biogeophysical feedbacks result from energy, momentum, and moisture exchanges with the atmosphere and are affected by soil and canopy radiative properties, surface roughness, leaf area index (LAI), stomatal resistance, and rooting depth (McPherson 2007) . Because the response of ecosystems to climate change is often regionally specific and because biogeophysical feedbacks typically have their largest climatic effects regionally (Bala et al. 2007) , an understanding of regionalscale feedbacks is critical for accurate predictions of regional climate change.
Reliable predictions of regional climate are important input to policies for mitigating and adapting to climate change. However, land cover and topography in California are spatially heterogeneous at a much finer scale than that resolved by state-of-the-art global climate models. Dynamical downscaling is one method for translating global climate model predictions into realistic changes in spatially heterogeneous regions. Several dynamical downscaling studies have examined the impacts of anthropogenic climate change on California and have predicted aboveaverage temperature increases at higher elevations (Bell and Sloan 2006) , a shift during winter to more rain and less snow (Leung et al. 2004) , earlier spring snowmelt (Hayhoe et al. 2004; Leung et al. 2004; Snyder and Sloan 2005; Snyder et al. 2002) , more severe heat waves (Bell and Sloan 2006; Hayhoe et al. 2004) , and increases in winds that drive coastal water upwelling . However, these studies did not include potential changes in ecosystem properties resulting from climate change or the climate feedbacks that may result from such changes.
Dynamic vegetation models have been used to predict shifts in vegetation distribution and properties; ecosystem productivity; and fire frequency across the globe (Alo and Wang 2008; Bonan et al. 2003; Notaro et al. 2007; Sitch et al. 2003 ; Thonicke et al. 2001) , including in California. In this study, we use output from the Mapped Atmosphere-Plant-Soil System-Century 1 (MC1) model, which predicts future vegetation cover in California (Lenihan et al. 2003; Lenihan et al. 2008) . MC1 predicted net increases in fractional cover of desert, grassland, and mixed evergreen forest at the expense of conifer forest and alpine/subalpine forest during the twenty-first century. However, the California MC1 studies did not quantify the effects of these ecosystem changes on climate.
One previous study (Diffenbaugh 2005) quantified two-way climate-ecosystem feedbacks in the western United States by using an equilibrium vegetation model to estimate changes in ecosystem distribution and then using these distributions within a regional climate model to predict first-order effects on regional climate. Diffenbaugh (Diffenbaugh 2005) found that up to 60% of the seasonally averaged surface temperature change resulting from CO 2 -driven climate change was due to feedbacks from the land surface. Diffenbaugh (Diffenbaugh 2005) used the Biosphere-Atmosphere Transfer Scheme (BATS) (Yang and Dickinson 1996) within RegCM2.5 (Giorgi and Shields 1999; Snyder et al. 2002) to translate changes in ecosystem distribution into changes in land surface climate forcing, with a relatively simple treatment of California's ecosystem types.
Here, we extend the work of Lenihan et al. (Lenihan et al. 2008 ) and Diffenbaugh (Diffenbaugh 2005) by developing a first-order estimate of the climate-ecosystem feedbacks in California using the MC1-predicted vegetation shifts, adapted into new California-specific plant functional types (PFTs) within CLM3.5. We used a fineresolution (20 km) regional climate model [Weather Research and Forecasting model version 3 (WRF3)-CLM3.5, which is described below] to evaluate the impact of vegetation change on the California regional climate. The use of several vegetation scenarios with both historical climate (HC) and future climate (FC) boundary conditions allowed us to separate the biogeophysical effects of local vegetation from the effects of large-scale climate change.
Intentional afforestation for mitigating greenhouse gas emissions via carbon sequestration is another form of land-cover change that could affect regional climate, and it is being considered by policy makers in many regions, including California. The biophysical effects of additional forest cover on climate are variable and uncertain. Recent reviews (Bonan 2008; Jackson et al. 2008) agree that adding forest to areas currently dominated by nontree vegetation cover will cause regional warming for boreal zones and cooling for tropical zones, but studies have found contrasting results regarding the net regional temperature effect of increased forest cover in temperate latitudes. This difference is because adding trees causes two primary contrasting effects: decreases in surface shortwave albedo, which tend to increase surface air temperature, and increases in evapotranspiration, which tend to reduce surface air temperature. Temperature changes are dominated by the albedo decreases in boreal zones and the evapotranspiration increases in the tropics, whereas the two effects are often comparable in temperate zones. Additional effects in all three climate zones may include changes in cloudiness (Bala et al. 2007; Betts et al. 2007; Durieux et al. 2003; Xu et al. 2007 ) and regional circulation (Abiodun et al. 2008; Diffenbaugh 2009; Roy et al. 2003; Snyder et al. 2004b) , with varying effects on local air surface temperature. One effect that may be important but has only been analyzed for boreal forests is the longwave forcing caused by increasing atmospheric water vapor when evapotranspiration increases over a large region (Swann et al. 2010) .
For temperate zones, several climate model studies have found that the albedo effect predominates and causes surface warming, especially when forest is replacing cropland (Bala et al. 2007; Betts et al. 2007; Bounoua et al. 2002; Gibbard et al. 2005; Snyder et al. 2004a) . Other modeling studies and one observational study have found that decreased Bowen ratios and increased cloudiness dominate, causing a net cooling (Jackson et al. 2005; Juang et al. 2007; Ramankutty et al. 2006; Roy et al. 2003; Strack et al. 2008) . Many studies find seasonal and regional contrasts, with the albedo decrease being most significant in the winter over snow and the evapotranspiration effect being more important in the summer during the daytime (Diffenbaugh 2005; Lamptey et al. 2005; Roy et al. 2003) . The amount and duration of snow cover, which have a strong influence on the magnitude and timing of the albedo effect, vary widely in temperate areas. Because of the uncertain regional climate impacts of adding forest cover in temperature latitudes, we included in our simulations an afforestation scenario based on Brown et al. (Brown et al. 2004) , who estimated the potential in California for planting forests on rangeland deemed environmentally and economically suitable for carbon sequestration.
Model description and experimental design 2.1. Model background and architecture
The WRF is a widely used regional climate model that includes atmospheric dynamics and parameterizations of mesoscale atmospheric processes that are comparable to or more comprehensive than those found in most global climate models (Skamarock et al. 2008) . WRF consists of a nonhydrostatic computational fluid dynamics core plus several physics modules to represent unresolved atmospheric processes (Skamarock and Klemp 2008) . WRF has been tested by both the meteorological and climate communities, including over the central United States and California Gallus and Bresch 2006; Michelson and Bao 2008) .
However, the land surface model schemes available in WRF3.0 are much less comprehensive than those found in some global climate models, like CLM (Bonan et al. 2002b) , the land surface component of the Community Climate System Model (CCSM) (Collins et al. 2006) . In this study, we coupled a recent version of CLM (CLM3.5) to WRF3.0 to take advantage of CLM's potential improvements over previous-generation land surface models like Noah (Chen and Dudhia 2001; Skamarock et al. 2008) , LSM (Bonan 1998) , and BATS (Yang and Dickinson 1996) . CLM3.5 represents the surface by five primary subgrid land-cover types (glacier, lake, wetland, urban, and vegetated) in each grid cell. The vegetated portion of a grid cell is further divided into patches of up to 4 of 16 PFTs (Bonan et al. 2002a) , each characterized by distinct physiological parameters (Oleson et al. 2004) . Once calculations are performed at the PFT level, energy, water, and momentum fluxes are aggregated to the gridcell level and passed to the atmospheric model.
The extensive mechanistic detail and evaluation history of CLM (Bonan et al. 2002b; Dickinson et al. 2006; Oleson et al. 2003; Qian et al. 2006) are advantageous for modeling the climate impacts of land-cover change. CLM includes a 5-layer snow scheme, a 10-layer soil scheme, and a single-layer vegetation scheme with a sunlit and shaded canopy (Dai et al. 2004; Oleson et al. 2004 ). The two-stream approximation (Sellers 1985 ) is applied to calculate solar radiation reflected and absorbed by the canopy as well as its transfer within the canopy. Temperature and humidity are allowed to be different at the ground surface, in the canopy, and at the leaf surface. Stomatal conductance is based on a mechanistic prediction of photosynthesis and its relationship to environmental conditions. CLM partitions evapotranspiration into transpiration, soil evaporation, and canopy evaporation (Lawrence et al. 2007 ). Solid ice, liquid water, and temperature are prognostic variables for each snow layer, and the snow density and albedo are adjusted as the snow undergoes aging and compaction. The snow albedo calculation over vegetation cover also includes a calculation of fractional snow cover based on the snow height.
CLM3.5 improves representations of hydrology, evapotranspiration, and snow albedo compared to the previous version, CLM3.0 (Oleson et al. 2008) . For instance, CLM3.5 allows for a flexible treatment of soil water availability, with PFTdependent values of soil moisture potential at which stomatal opening and closing occurs and a nonzero range in potential between soil water saturation and the onset of water stress. These features lead to increased simulated evapotranspiration, reducing the low evapotranspiration bias found in CLM3.0. In addition, CLM3.5 corrected a snow aging parameterization deficiency in CLM3.0, partially ameliorating the delayed snowmelt in CLM3.0 relative to observations. CLM3.5 has a more comprehensive representation of land surface properties and processes than the Noah land surface model (Chen and Dudhia 2001; Skamarock et al. 2008) , which is the default option in WRF. Although increasing complexity does not always lead to improved model performance, ''second generation'' and ''third generation'' land surface models (like CLM) have been shown to improve performance relative to ''first generation'' models (HendersonSellers et al. 2003; Pitman 2003) ; the Noah model has characteristics intermediate between first-generation and second-generation models as defined by Pitman (Pitman 2003) .
The coupling of WRF3 and CLM3.5 builds on a previous software coupling (Miller et al. 2009 ) between WRF2 and CLM3. The top-level WRF driver structure is retained, and CLM is called as a subroutine within WRF. In the form used here, the PFTs are assigned to grid cells according to a fixed mapping from WRF's 24 U.S. Geological Survey (USGS) land-use categories to groups of up to 4 of CLM's 17 PFTs, including bare ground (BG). The mapping is based on that used in LSM1 (Bonan 1998 ). Monthly LAI is prescribed for each PFT and does not vary geographically. This approach makes the WRF3-CLM3.5 model easily accessible to the WRF community while sacrificing some of the more detailed surface data normally prescribed in CLM.
Control simulations and model evaluation
We evaluated WRF3-CLM3.5 with a 10-yr simulation of the California region. WRF3 has not been evaluated extensively for long climate simulations, so we also evaluated WRF3 using the default Noah land surface model (Chen and Dudhia 2001; Skamarock et al. 2008 ) in a run that was otherwise identically configured to the WRF3-CLM3.5 run. This allowed us to test the default performance of WRF3 and ensure that the CLM3.5 coupling did not degrade the performance of WRF3; furthermore, we could infer that biases with similar magnitudes and spatial patterns occurring in both WRF runs were likely due to the large-scale boundary conditions or WRF physics or dynamics, rather than the land surface model.
The model simulations included a parent domain centered at 35.9798N, 121.4798W, with a 1 /28 equal latitude-longitude projection containing 75 east-west and 65 northsouth points in its unstaggered grid. The domain used for evaluation was a nest with 1 /68 spacing, centered at 37.4798N, 120.4798W, containing 93 east-west and 81 north-south points in its unstaggered grid (Figure 1) . A total of 25 vertical layers were used, with higher resolution near the surface. We ran the model from January 1981 to December 1991. We discarded the first year for spinup; no time trends were visible after the first year in the model biases compared to observations, indicating that one year was sufficient spinup for evaluation purposes. National Centers for Environmental PredictionDepartment of Energy (NCEP-DOE) Reanalysis project 2 data (Kanamitsu et al. 2002) were used for initial and boundary conditions. The physics options were the Lin microphysics scheme (Chen and Sun 2002) , the Rapid Radiative Transfer Model (RRTM) longwave scheme (Mlawer et al. 1997) , the Goddard shortwave scheme (Chou and Suarez 1994) , the Monin-Obukhov surface layer scheme (Skamarock et al. 2008) , the Yonsei University (YSU) PBL scheme (Hong et al. 2006) , and the Kain-Fritsch cumulus scheme (Kain 2004; Skamarock et al. 2008) . We compared both the WRF3-CLM3.5 and WRF3-Noah runs to interpolated observations from the Parameter-elevation Relationships on Independent Slopes Model (PRISM) (Daly et al. 2008 ) (see online at http://www.prismclimate.org). PRISM is the official spatial climate dataset of the U.S. Department of Agriculture, and it uses quality-controlled data from 10 000 U.S. local meteorological stations for temperature and 13 000 stations for precipitation. Using a digital elevation model, PRISM calculates a climate-elevation regression that considers coastal proximity, topographic facet orientation, vertical atmospheric layer, topographic position, orography, atmospheric inversions, coastal effects, and cold air drainage. PRISM has been used extensively in previous studies characterizing features of western U.S. climate, including the climate variability of California (Abatzoglou et al. 2009 ), the occurrence of drought in the southwest United States (Weiss et al. 2009) , and climatic features of the drylands of western North America (Hughes and Diaz 2008) .
We evaluated the performance of the two models using PRISM daily maximum and minimum 2-m air temperature T 2 , mean dewpoint temperature, and precipitation, averaged for each month over the same time period. The predicted maximum and minimum temperatures were found by extracting the maximum and minimum value from every 8 time points of the 3-hourly instantaneous output. A separate 1-yr run with 30-min output indicated that this method was not likely to bias the mean simulated minimum and maximum temperatures by more than 0.28C. PRISM variables were averaged from 1 /248 resolution to the 1 /68 resolution of the model nest using an average over the PRISM points whose centers were contained in each nest grid cell, weighted by the area of the PRISM cell contained in the model cell. Overall biases, correlations, and variances were calculated for land points both over the whole domain and within California, as compared to the PRISM data, with each grid cell being considered a separate observation for each month in the 10-yr period.
Land-cover change experiments 2.3.1 Vegetation datasets, parameterizations, and distributions
We used six simulations to quantify the climate effects of changes in ecosystem distribution under historical and future climate ( Table 1) . The experiments investigated combinations of four different vegetation distributions: historic native vegetation (HV), future native vegetation (FV), future native vegetation 1 afforestation (FAV), and historic native 1 afforestation (HAV). Using these vegetation scenarios with historical and future climate boundary conditions allowed for the separation of the effects of climate change alone, the effects of native vegetation change on climate alone, and the effects of afforestation alone. The historic native and future native vegetation cases were derived from previously published MC1 simulations of natural vegetation (Lenihan et al. 2008) . These vegetation distributions had been generated using monthly observed climate variables for the period 1895-2004 and monthly climate simulated by a GCM for 2005-99. Our historic native vegetation distribution was obtained from the dominant 1961-90 values for each grid cell, and our future native vegetation distribution was obtained from the dominant 2070-99 values for each grid cell. We selected the MC1 output to match, to the degree possible, the boundary conditions available for driving RCM simulations (6-hourly GCM output required) but were constrained by what output had been archived and was available for distribution. For example, the future native distribution was based on climate output from the Geophysical Fluid Dynamics Laboratory Climate Model version 2.1 (GFDL CM2.1) A2 scenario, as described below, but was only available for 2070-99, whereas the required GCM output ended in 2070. Although this results in a slight mismatch between the future climate and the future vegetation, we expect the discrepancy to be small compared to the differences between the historic and future periods. In California, MC1 predicted increases in the area covered by desert, grassland, and mixed evergreen forest at the expense of conifer forest and alpine/subalpine forest under the A2 scenario ( Figure 2e ; see also Figure 3 in Lenihan et al. 2008 ). MC1 does not represent urban or agricultural land, only potential natural vegetation, in what are today urban and agricultural areas.
We used the Küchler U.S. potential vegetation classification (Küchler 1975 ) to translate the MC1 vegetation distributions into combinations of PFTs specific to California (Tables 2, 3 ). Our goal was to differentiate California plant types by physiology, physiognomy, life history, and phenology. The Küchler classification uses historical climate, expert opinion, and observations to estimate spatially explicit potential vegetation cover (e.g., mixed conifer forest) as combinations of dominant and ''other component'' species. We matched each of these dominant and other-component species to create 16 new CLM3.5 PFTs for California.
We combined these 16 California-specific PFTs into vegetation cover types. The fractional cover of BG, dominant species, and other-component species (these three fractions sum to one) was assigned for each cover type. For forest and woodland covers, we imposed BG fractions based on Küchler's descriptions of stand density: that is, ''dense'' implied 15%, ''dense to open'' implied 25%, and ''open'' implied 40%. For forest and woodland covers where there was no indication of BG fraction and for grassland, shrubland, and crop types, we used the California Native Plant Society/California Department of Fish and Game vegetation mapping protocols (CNPS 2007; T. Keeler-Wolf 2007, personal communication) and expert opinion. The resulting bare ground fraction was similar to that used in LSM1 (Bonan 1998) for analogous ecosystem types. We applied Küchler's descriptions, the vegetation mapping protocols, and expert opinion to quantify dominant and other-component species fractions because this information was not available in the Küchler vegetation covers. The species fractions were then converted to PFT fractions, resulting in PFT fractions for each Küchler cover. Finally, the PFT fractions associated with each Küchler cover were aggregated into the MC1 vegetation classes according to the scheme used by Lenihan et al. (Lenihan et al. 2008) , weighting the PFT fractions by their area within each MC1 vegetation class (Table 3) .
PFT parameter values for the 16 new California PFTs were derived from published literature, remotely sensed datasets, or similar preexisting CLM3.5 PFTs (Table 4) . Efforts were made to use values for the dominant species associated with each PFT, weighted if possible by the fraction of the PFT that the species comprises (Table 2) . Monthly LAI for each California PFT was determined using Moderate Resolution Imaging Spectroradiometer (MODIS) 16-day LAI values (August 2004-July 2005) masked using the California Gap Analysis vegetation cover type database (Davis et al. 1998) , which had been interpolated to 1-km resolution. For example, to determine the monthly LAI sequence for fire-dependent evergreen conifer, MODIS pixels overlapping the Gap Analysis pixels identified as coast range ponderosa pine forest, westside ponderosa pine forest, eastside ponderosa pine forest, and big tree forest were averaged. The resulting annual cycles of to mixed evergreen (blue), grassland (green), and shrubland (red). In (b), the locations of transitions A, B, and C are shown, and (c) shows the location of transition D. Transition A is from 378 to 408N and from 1208 to 122.58W and includes grid cells switching from forest, woodland, or mixed grassland to C 4 -dominated grassland for HV to FV. Transition B is from 408 to 428N and from 1228 to 1248W and includes grid cells switching from continental temperate coniferous forest to warm temperate/subtropical mixed forest and temperate mixed xeromorphic woodland for HV to FV. Transition C is from 40.58 to 428N and from 1208 to 1218W and includes grid cells switching from temperate arid shrubland to mixed grassland for HV to FV. Transition D is from 408 to 428N and from 1208 to 1228W and includes grid cells switching to continental temperate coniferous forest for FV to FAV. spatially explicit LAI values were compared with the unmasked MODIS values to ensure that they were reasonable (Table 5) .
To represent potential changes in vegetation distribution as a consequence of deliberate afforestation to mitigate carbon dioxide emissions, we applied an analysis (Brown et al. 2004 ) that delineated areas meeting criteria for afforestation in California. This afforestation scenario identified areas with less than 40% canopy cover that would be suitable for enhanced tree cover according to historical climate, soil, and other biophysical factors. The scenario further limited afforestation areas to those where the costs (including opportunity costs) of converting the rangeland to forest were economically advantageous on an 80-yr time horizon, under a range of carbon prices (Figure 2 -28 in Brown et al. 2004) . Areas deemed suitable excluded current agricultural, urban, and wetland areas. According to this analysis, after 80 years, approximately 1.5 billion metric tons of carbon could be sequestered on 8.5 million ha of land for $80 or less per metric ton of carbon. This area was near the high end of what Brown et al. (Brown et al. 2004 ) considered the afforestation potential, and we used it to define our afforestation scenario (see below).
Regional climate boundary conditions
The coupled WRF3-CLM3.5 simulations were forced with lateral atmospheric boundary conditions and sea surface temperatures every 6 h using simulations from the GFDL CM2.1 (Delworth et al. 2006) . Two different climate scenarios were used: twentieth century (HC) and A2 future (FC). The inputs to WRF were generated using a version of the WRF Preprocessing System modified to accept Network Common Data Form (netCDF) files. For the historical climate cases, we used atmospheric and oceanic model output from the GFDL CM2.1 20C3M (run 2) case (available online at http://nomads.gfdl.noaa.gov/CM2.X/CM2.1/available_data.html). This GCM was chosen for the present study because output from this model had been used to drive the vegetation model that provided our vegetation scenarios, thereby ensuring that the climate forcing for our WRF3-CLM3.5 simulations and for the future vegetation (Cayan et al. 2008) . For the future climate cases, we used output from the same model's Special Report on Emissions Scenarios (SRES) A2 (Nakicenovic and Swart 2000) (run 1) case. In California, the GFDL CM2.1 produces larger temperature increases under future greenhouse gas concentrations than the Parallel Climate Model does (Washington et al. 2000) but smaller increases than the third climate configuration of the Met Office Unified Model does (Johns et al. 2003) . The GFDL A2 scenario predictions at the end of the twenty-first century (as compared to 2000) included the following: 1) a 10%-20% reduction in precipitation in Northern California, 2) increased frequency of large precipitation events in Northern California (including a tripling in the frequency of 99.9 percentile events), and 3) little change in frequency of El Niño events (Cayan et al. 2008 ).
Model configuration and analysis
We conducted four primary experiments to separate the effects of climate change alone (FCHV compared to HCHV), the effects of vegetation change on climate alone (FCFV compared to FCHV), and the effects of future afforestation alone (FCFAV compared to FCFV) ( Table 1) . Two additional comparisons (HCFV compared to HCHVand HCHAV compared to HCHV) were included as sensitivity cases to assess any secondary interactions between climate and vegetation change, such as whether the impact of vegetation change on 2-m air temperature is dependent on the mean climate. For each of the cases, 13-yr simulations were performed (1968-80 for the twentieth-century runs and 2058-70 for the future climate runs). The physics options used were the same as those used in the evaluation runs described above.
We configured WRF3-CLM3.5 with a 20-km horizontal grid and 25 vertical layers in a Lambert-conformal projection. The domain was centered on 37.08N, 120.08W and comprised 74 grid cells in the east-west direction and 79 in the northsouth direction for the unstaggered grid. Outside of California, the 24 USGS landcover types specified land cover, which were then mapped to combinations of four standard CLM PFTs including bare ground, as done over the whole model evaluation domains. Within California, 1 of the 14 MC1 vegetation categories (each containing up to four California PFTs, as described above) was assigned to each model grid cell by choosing the dominant MC1 vegetation category.
For the afforestation scenarios, either the future native vegetation (for the FCFAV case) or the historical native vegetation (for the HCHAV sensitivity case) was used as a base, and then the afforestation mask (Brown et al. 2004) was interpolated onto the model domain. Areas under the mask falling into the categories of grassland, shrubland, or tundra were replaced by continental temperate coniferous forest vegetation (see Table 3 ). The four vegetation maps used for California are shown in Figure 2 .
None of the experiments represented urban or agricultural land cover or changes in these cover types. Other factors that influence regional climate, including aerosols and agricultural irrigation (Lobell et al. 2008a ), were not included in the present study. Atmospheric CO 2 concentrations were held constant at 380 ppm in the regional model domain for all cases to isolate climate effects from CO 2 effects.
We analyzed averages of primary surface climate and energy budget variables for the latter 10 years of each simulation, leaving the first 3 years for spinup. Seasonal and annual means of daily-mean, daily 1600 LT, and daily 0400 LT values were calculated for each variable of interest at each grid cell. The statistical significance of results was evaluated with a paired t test at the gridcell level. Except for albedo and precipitation changes, all figures presenting differences between experimental runs show only grid cells with significant changes at the 95% confidence level. We highlighted several regions experiencing both significant temperature changes and coherent vegetation changes across at least ;100 km 2 but lacking problematic high precipitation and snow accumulation biases (see below) (transitions A-D, respectively; Figure 2 ).
Results and discussion

Model evaluation (historical climate)
The model results for 1982-91 show that both WRF3-CLM3.5 and WRF3-Noah reasonably simulated the patterns of temperature variation over the California region (Figures 3a-d) , suggesting that both models were capturing the effects of topography and vegetation on the near-surface atmosphere, although substantial regional biases remained. (See Table 6 for overall statistics from the model evaluation results.) Both WRF3-CLM3.5 and WRF3-Noah simulated daily maximum temperature well, with less than 18C annual average biases and correlations of 0.97 (Figure 3c,d ) for monthly averaged daily maximum temperature for all grid cells across the domain. However, both models overpredicted daily minimum temperature (Figures 3f-g ) compared to PRISM data (Figure 3e) , especially in the winter and over the inland (Nevada) portion of the domain: the annual average California biases are 2.98C for CLM and 4.18C for Noah, with maximum local biases in minimum temperature up to 108C for CLM and 118C for Noah.
Compared to annual average PRISM data (Figure 4a ), WRF3-CLM3.5 replicated the dewpoint with little net bias (Figure 4b ): 0.28C across the entire domain and 20.98C for California; the southeastern part of the domain was too dry (with a maximum bias of 268C), whereas the northeastern part was too wet (with a maximum bias of 88C). WRF3-Noah showed the same patterns but had greater dry biases: 22.18C for California average dewpoint and as much as a 288C bias in the southeastern part of the domain (Figure 4c ). The PRISM California dewpoint had a slightly higher correlation with the WRF3-CLM3.5 predictions (0.77) than with those of Noah (0.70). Although both models underestimated the dewpoint in the Central Valley (and overestimated its daily maximum temperature), WRF3-CLM3.5 was closer to observations. The warm and dry bias in the Central Valley is perhaps attributable to the lack of an irrigation mechanism in either land surface model; several studies suggest that the Central Valley midday summertime temperatures may be suppressed by 38-68C because of irrigation (Kueppers et al. 2007; Kueppers et al. 2008; Lobell et al. 2008b; Weare and Du 2008) .
The Sierra Nevada was generally biased cold during the daytime in both models (Figures 3c,d ), which we attributed to excessive high-altitude precipitation compared with PRISM (Figures 4d-f) . Precipitation predictions were biased wet nearly identically in the models (Figures 4e,f) , with a California bias of 250 mm annually above the observed 570 mm. For elevations greater than 2500 m, the bias increased to 750 mm annually as compared with 820 mm observed, with a maximum bias of 2 m annually at points in the Sierra and north coast. Excessive highaltitude precipitation was noted in a previous WRF evaluation for the present climate of California with boundary conditions from CCSM ). This bias has been noted by the WRF community, and efforts are underway to understand and improve WRF's representation of high-altitude precipitation Skamarock 2009 ). Because of this excessive precipitation, snow persisted at some high-altitude grid cells throughout the melting season in WRF3-CLM3.5, accumulating in subsequent years. The snow melted by August each year in WRF3-Noah, which is roughly consistent with observations; however, given the unrealistically high precipitation, this may indicate only that deficiencies in the treatment of snow cover by the Noah land surface model noticed by some researchers (Feng et al. 2008; Jin and Miller 2007) are compensating for the commonly simulated excess Sierra Nevada precipitation in WRF and MM5 Grubisic et al. 2005) . In grid cells with excessive snow cover, the snow-vegetation-albedo feedback is substantially exaggerated in nonwinter seasons. Because these snow conditions are unlikely to be a realistic feature of future California climate, we do not analyze model predictions in the Sierra Nevada that were affected by this excessive predicted snow cover. Both WRF3-Noah and WRF3-CLM3.5 captured the broad spatial and seasonal patterns in temperature throughout the region, as indicated by the high correlations (greater than 0.94 for both models) with both minimum and maximum air temperature observations (Table 6 ). Moreover, CLM incorporates most of the mechanisms responsible for near-surface temperature variation. As long as the biases are relatively constant with respect to vegetation and climate variability (additional experiments would be needed to confirm this), predictions of differences between simulations using the same model should be more accurate than the direct comparison with observations. In the absence of vegetation change, predicted California regional climate warmed substantially between HCHV and FCHV (A2) (Figure 5 ). Temperature increases were statistically significant throughout the domain at the 95% confidence level and were broadly consistent with previous estimates (Cayan et al. 2008; Hayhoe et al. 2004 ) based on the same future climate model scenario. Temperature increases were more pronounced in the Sierra Nevada than along the coast and more in the north than in the south. Increases were also generally larger at midday than at night (not shown) and in the summer ( Figure 5 ). In snow-free regions of California during the summer, both 1600 LT 2-m air temperature T 2 and vegetation temperature T veg increased by 38-58C (Figures 5e,f) . (Snow free is defined here and in what follows as lacking persistence of snow cover into June. Likewise, vegetation temperature is defined as the area-weighted average of the exposed leaf and stem temperature over all of the PFTs modeled in the grid cell, including the bare ground PFT, for which the vegetation temperature equals the temperature of the top soil layer.) Over most of the land portion of the model domain in the FCHV-HCHV comparison, warming of the climate boundary conditions resulted in a warming of similar magnitude in 2-m and vegetation temperatures. This prediction of similar effects on air and vegetation temperatures contrasts with the effects resulting from finescale heterogeneous vegetation change described below.
Effects of vegetation change alone (FCFV-FCHV)
The effects of vegetation change alone on climate were estimated as the difference between the FCFV and FCHV simulations. In these two future simulations, climate boundary conditions were the same, but the distribution of vegetation types was changed according to the MC1 projections (Figure 2) . Significant temperature differences due to vegetation change were found in much of California, with the largest differences generally in the summer (Figure 6 ). Temperature differences varied from negative to positive across the state, so peak The 1600 LT summer differences for (e) 2-m air temperature and (f) vegetation temperature. All changes are statistically significant at the 95% confidence level. Differences greater than 68C primarily occurred in the regions of unrealistic snow accumulation and were truncated.
gridcell and regional changes were of much larger magnitude than the statewide average ( Figure 7a ). However, because of the finescale heterogeneity of the vegetation change (Figure 2) , with no region greater than about 100 km in length with the same vegetation change, even the largest T 2 changes were much smaller than typical T veg changes (Figures 7b,c) . Indeed, T 2 differences between FCFV and FCHV were sometimes larger at night than during the day (Figures 7b,f) , despite the fact that the Note the larger color bar scale for (g) than for the other 2-m air temperature plots. daytime surface energy budget appears to primarily control the vegetation temperature changes. This interaction probably occurred because the much stronger advection and boundary layer mixing during the day decoupled the local 2-m air temperature from the vegetation temperature immediately below it to a much greater extent than at night. Changes in surface roughness accompanying the vegetation change, causing changes in surface winds, exchange coefficients, and boundary layer mixing, may also have contributed to the closer coupling of vegetation and air temperature changes at night than during the day. We highlight three regions with prominent imposed vegetation changes ( Figure  2b ) that experienced significant temperature changes that were not confounded by problematic precipitation and snow accumulation biases (see section 3.1): the forest, woodland, and mixed grassland to annual C 4 -dominated grassland transition in the northern Central Valley (denoted as transition A); the continental temperate coniferous forest to warm temperate/subtropical mixed forest and temperate mixed xeromorphic woodland transition in the northwest corner of the state (transition B); and the temperate arid shrubland to mixed grassland transition in the northeast corner of the state (transition C). Summary differences for the grid cells undergoing these transitions in these respective regions are presented in Table 7 . In addition to these regions, numerous small patches are evident in the figures where the effects of vegetation on temperature are significant.
In the northern Central Valley transition from tree-containing and mixed grass ecosystems to C 4 grass (transition A), vegetation change acted as a positive feedback, reinforcing regional climate change: summer T 2 increased by 08-18C (Figure 6c) , with 1600 LT T veg increasing by 08-58C (Figure 7c ). An increased Bowen ratio was largely responsible, as summer 1600 LT sensible heat (SH) increased by an average of 5 W m 22 (with a range from 255 to 53 W m
22
) and summer 1600 LT LH decreased by an average of 23 W m 22 (with a range of decrease from 9 to 70 W m 22 ) (Figures 7e,f) . This result is consistent with the shift from trees and perennial grass to annual grass cover with much lower LAI in the summer, causing a decrease in evapotranspiration. Adding to this effect, C 4 grasses tend to have greater water-use efficiency than C 3 grasses and have been shown to increase the Bowen ratio and cause local warming when replacing C 3 grasses Pongratz et al. 2006) . The shift from latent to sensible heating was somewhat countered in the daytime boundary layer by statistically significant increases in the speed of the prevailing westerly winds, bringing in more cool air from the coast. The increase in wind may have resulted from both the increased surface temperature gradient between the coast and Central Valley and the decreased surface roughness of the annual grass relative to the trees and perennial bunchgrass. Moreover, the surface temperature increase was also ameliorated by a small average increase in summer 1600 LT albedo of 0.01 (with a range of 20.02 to 0.10) (Figure 7d ), partially explaining why the magnitude of the decrease in latent heat exceeds the magnitude of the increase in sensible heat. Although this transition is a significant one in the model, this vegetation change is likely to occur over a much smaller region than that modeled here because much of this land is currently cultivated.
The northwest (transition B) and northeast (transition C) corners of the state experienced T 2 decreases of 08-0.78C from vegetation shifts, representing a negative climate feedback (Figure 6c ). The 1600 LT T veg decreased by 0.98-1.68C in the northwest and by 1.28-2.18C in the northeast. This cooling was caused primarily by a shift from sensible to latent heating in both regions (Figures 7e,f) and secondarily by increased albedo (Figure 7d ). Very little change in cloudiness occurred statewide or in the transition regions (see Table 7 , downwelling shortwave), so the albedo changes controlled the net shortwave budget at the surface.
In the northwest (transition B), there was a contrasting increase in summer 0400 LT T 2 of 0.38-0.88C (Figure 7g ) and T veg of 0.48-1.08C (Table 7) . Simulated nighttime downward longwave radiation decreased and therefore could not explain this response. Increased surface roughness (from a summertime value of 1.5 to 1.9 m for transition B) appears to have increased downward sensible heating by 1-5 W m (with an average of 3 W m
). Decreased nighttime soil evaporation (or increased condensation) due to the greater transpiration by trees during the day may also have contributed in some grid cells: 0400 LT latent heat flux decreased by up to 1.3 W m
(though only an average of 0.2 W m
). The winter and spring temperature differences (Figures 6a,b) also show an area of cooling in a patch of the northwestern Sierra and an area of warming to the southeast of the cooling area. These temperature changes are associated with changes in albedo (not shown). These dynamics illustrate how the snow-albedo feedback could amplify the effects of vegetation change on the local temperature when vegetation is present over snow. Between FCHV and FCFV, an advance of forest into higher elevation in the southeast region resulted in further warming, contrasting with a warming-induced shift from dark boreal (subalpine) forest to lighter temperate (montane) forest in the northwest region that resulted in cooling (opposing the effect of large-scale climate warming). The large magnitude corresponding temperature differences in the summer and fall (Figures 6c, d, are unrealistic because of the presence of extensive summer snow cover resulting from the excess precipitation bias discussed previously.
To test the extent to which our predicted climate effects of vegetation change depended on large-scale climate conditions, we performed an analogous experiment under historical climate (HCFV-HCHV) conditions. Changes in temperature and surface fluxes were nearly identical to those discussed above in FCFV-FCHV, demonstrating that predicted regional climate effects of the transition from historical to future vegetation were not very sensitive to the global climate boundary conditions.
Combined effects of changing climate and vegetation (FCFV-HCHV)
A key question of this study is whether changes in regional vegetation distribution driven by climate change have the potential to significantly alter projections of California's regional climate that are based only on large-scale greenhouse gas forcing. A secondary question is whether vegetation-induced climate change is large enough to significantly alter projections for vegetation change itself (and therefore subsequent climate change). We compared the predicted annual-mean temperature change due to large-scale forcing (FCHV-HCHV; Figure 8a ) with that predicted from the combined effects of large-scale forcing and local vegetation change (FCFV-HCHV; Figure 8b ) (differences between these two cases are equivalent to FCFV-FCHV; Figure 7a ).
In general, the magnitude of warming shows greater finescale heterogeneity once the patchy predictions of vegetation change are included. In particular, enhanced warming is visible in the northern Central Valley, whereas warming was suppressed in a ;2000 km 2 area in the northeast corner of the state and in areas of the Sierra Nevada. (We interpret any net cooling between HCHV and FCFV as an unrealistic artifact of our incomplete feedback loop: we did not update the MC1 vegetation scenarios in response to the changes in regional climate predicted here using these scenarios.) In areas where the vegetation change made an insignificant contribution to projected temperature change, our analysis did not necessarily find no effect of vegetation, just no net effect, with the potential for competing processes (e.g., shift in the Bowen ratio versus change in albedo) that cancel each other's temperature effect. The results are roughly consistent with the magnitudes of vegetation feedback found in a study using a coarser-resolution model with simpler vegetation representations (Diffenbaugh 2005) , which found changes of up to 38C in surface temperature. However, we predicted a stronger coupling of vegetation properties with vegetation temperature (see section 3.2.2) than with 2-m air temperature: the small scale of typical spatially coherent vegetation changes we imposed allowed local changes in the surface energy budget to be partially washed out by advection, especially during the daytime.
We estimated the relative importance of the vegetation feedbacks in California as the ''feedback ratio'' between temperature change (2-m air and vegetation) due to vegetation change alone and temperature change due to both vegetation change and large-scale forcing (FCFV-FCHV)/(FCFV-HCHV) (Figure 9) . A positive ratio indicates positive feedback, and a negative ratio indicates negative feedback for situations where jFCHV 2 HCHVj . jFCFV 2 FCHVj (e.g., where the followon response of temperature to the vegetation change is smaller than the temperature change in the absence of vegetation change; this was true, except for several isolated cells in snow-free regions, which we ignored here). Across California, model predictions indicated that, in snow-free regions under SRES-A2, between 230% and 30% of the total summer mean air temperature increase resulted from projected vegetation change (Figure 9a ). Variations within this range depended on the vegetation type change, and the vegetation feedback was less important in annual average (Figure 9b ) than in the summer.
Vegetation temperatures themselves were substantially more sensitive to the projected vegetation change, with vegetation change representing from less than 2100% to 70% of the total summer warming in snow-free regions, with large magnitudes found in extensive regions throughout the state (Figure 9c ). Assuming that vegetation change is at least as sensitive to the vegetation temperature as the surface 2-m air temperature, these results imply there are extensive regions throughout the state that have a very strong vegetation-climate coupling. In such regions, accurate prediction requires coupled two-way feedback experiments where dynamic vegetation models adjust to the changes in regional climate that are caused by simulated changes in vegetation.
Afforestation
The afforestation (FCFAV) vegetation distribution features three regions where afforestation is prescribed over relatively large areas: the northeastern corner of the state (transition D), the Sierra Nevada, and Owen's Valley (directly east of the Sierra) (Figure 2c ), though results from the Sierra and the downwind Owen's Valley are confounded by anomalously high predicted winter precipitation and snow accumulation in the Sierra (section 3.1). The dominant cover type change in these regions was from shrubland to temperate coniferous forest. As in the previous cases, the greatest temperature changes occurred during the summer (Figure 10 ), although there were also significant changes in the annual average T 2 (Figure 11a) .
A summer cooling was observed in transition D of 0.28-1.28C in T 2 ( Figure 10c ) and 2.08-3.78C in 1600 LT T veg (Figure 11c ). Other snow-free areas showed decreases in summer temperature from afforestation scattered throughout the state (either in a grid cell with afforestation or immediately downwind), especially at night, when changes in boundary layer mixing and advection were least confounding: the summer statewide T 2 decreased by 0.28C at 0400 LT (Table 7) . In the Owen's Valley east of the Sierra, there was a similar summer cooling at night ( Figure  11g ) and for 1600 LT T veg (Figure 11c) , whereas a slight warming occurred in T 2 during the day (Figure 11b ). The daytime warming was possibly due to advection from high-altitude grid cells to the west that experienced a (probably unrealistic) large summer warming due to a large decrease in albedo; this albedo decrease depended on the unrealistic high-altitude summer snow cover in the FCFV simulation discussed previously. The areas experiencing temperature decreases also experienced large increases in latent heating: the 1600 LT ). The fact that the latent heat increased by ;50 W m 22 without an accompanying large decrease in the sum of sensible and longwave fluxes can be accounted for by the decrease in 1600 LT summer albedo of 0.03-0.12 for transition D (Figure 11d ) and potentially by an increased surface exchange coefficient due to the increased surface roughness, which reduced the temperature gradient between the surface and the lower atmosphere. The albedo decrease was partially offset by increased cloudiness over the afforested areas, although this was not statistically significant for any grid cell; shortwave radiation reaching the surface decreased by 4 W m 22 for transition D. The winter season in the Sierra Nevada showed an increase in T 2 of up to 1.28C (Figure 10a ) as well as large albedo decreases of up to 0.4 (not shown). Previous studies have also found winter warming when modeling increased forest cover in areas with persistent winter snow cover (Diffenbaugh 2005; Lamptey et al. 2005; Snyder et al. 2004a) . Whether winter warming would accompany afforestation on a significant spatial scale in California may depend on the extent and depth of snow cover in afforested regions.
In addition to the temperature and surface flux changes mentioned, suggestive but not statistically significant increases in precipitation of ;100 mm yr 21 ( Figure  11h ) occurred over the northeastern afforested region (transition D), mostly because of increasing large-scale precipitation rather than convective precipitation. Longer runs and additional sensitivity experiments would be needed to validate this result and to understand the mechanisms responsible.
To evaluate how the climate effects of afforestation depended on the initial vegetation distribution and climate boundary forcing, we repeated the above simulations with afforestation imposed over the historical vegetation distribution and with historical climate (i.e., HCHAV-HCHV). The most salient difference between this comparison and the one under future climate and vegetation cover (FCFAV-FCFV) is that the winter warming area in the Sierra was much smaller when afforesting under historical climate and vegetation conditions. This difference occurred because dark forest was already present in the historical vegetation in this area. We note that this region also experienced cooling between FCHV and FCFV because of the opposite shift to lighter vegetation. The areas that underwent similar vegetation change between HCHV / HCHAV and FCFV / FCFAV had similar changes in temperature. Consequently, as we found in the other historical climate sensitivity experiment (HCFV-HCHV), the effect of vegetation on regional climate was relatively insensitive to the imposed lateral boundary conditions.
The predicted decrease in annual-mean temperature for snow-free regions as a result of afforestation is in contrast with some previous modeling studies that found that the decrease in albedo was more important than changes in evapotranspiration and cloudiness, resulting in a net warming of the near-surface atmosphere (Bala et al. 2007; Betts et al. 2007; Bounoua et al. 2002; Gibbard et al. 2005; Snyder et al. 2004a) . (For the purposes of this discussion, a study examining a decrease in forest cover from a baseline is interpreted analogously to the opposite of an increase in forest cover from the baseline.) However, our results are consistent with other studies that have found net cooling due to increased evapotranspiration and cloudiness as a result of increased temperate forest cover (Jackson et al. 2005; Juang et al. 2007; Ramankutty et al. 2006; Roy et al. 2003; Strack et al. 2008 ). Even some of the studies that found a net warming predicted some contrasting seasonal and regional effects, in which shortwave warming from afforestation dominated in winter months in snowy regions and evaporative cooling dominated in summer months (Diffenbaugh 2005; Snyder et al. 2004a ).
Further research is warranted on the complex trade-offs between shortwave radiation and evapotranspiration effects, along with the possibility of changes in cloudiness, surface exchange coefficients, and regional circulation, particularly in light of policies promoting afforestation as a mitigation strategy for anthropogenic climate change. We note that the California Air Resources Board is currently investigating afforestation policies under Assembly Bill 32 of 2005. Additional research is also needed to determine where afforestation is feasible without extensive management in a future warmer climate. In our simulations, we included afforestation in areas that MC1 projected to be occupied by nonforest under future climate. In particular, the Owen's Valley east of the Sierra may be too dry to support forest under future climate. Additional studies of afforestation potential should incorporate climate change itself into characterization of suitable sites and consider local and regional climate feedbacks, particularly in the context of evolving snow cover.
Limitations and scope for further research
In addition to those mentioned above, there are several ways in which this study could be expanded and improved to develop better scenarios of regional climate and vegetation change in California. Further model development is warranted to reduce biases in the representation of current climate, especially in high-altitude precipitation and in daily minimum temperature over inland areas. The inclusion of CO 2 concentration increases for future climate in the modeled regional atmosphere would expand our results to include the atmospheric longwave effects of CO 2 on net surface radiation and the physiological effects of CO 2 on photosynthesis and transpiration, potentially influencing regional-scale biogeophysical feedbacks. Using larger domains and longer simulation times would allow investigation of changes in large-scale circulation and the frequency of extreme events, although the patchy nature of the vegetation change modeled here may make these changes less likely. Including a full ensemble of possible vegetation changes and large-scale climate forcing scenarios would better characterize the uncertainty in the predictions and potentially increase confidence in the results. Because of the interest in afforestation as a strategy to sequester CO 2 , it is important to clarify why existing studies do not agree on the sign of the net local temperature effects of increased temperate forest cover. The realism of the vegetation scenarios used in this study is limited by the lack of land-use changes besides afforestation, the lack of limitation on plant species migration, and the lack of a dynamic feedback between vegetation distributions and local climate. Finally, additional field measurements could improve the plant parameterizations used here.
Summary and conclusions
In this study, WRF3 was coupled to CLM3.5, and both WRF3-CLM3.5 and the existing WRF3-Noah models were evaluated against observed historical California regional climate. WRF3 reproduced the temporal and spatial variation in California's climate fairly well, but significant improvements are needed in the simulation of high-altitude precipitation and nighttime temperatures: large biases with similar spatial patterns occurred with both land surface models, of up to 108C for daily minimum temperature and up to 2 m yr 21 for high-altitude precipitation. We used WRF3-CLM3.5 to investigate feedbacks to climate change in California from climate-change-driven shifts in vegetation. The heterogeneous nature of predicted vegetation shifts in this ecologically and topographically complex region resulted in net local temperature changes that varied in sign at fine spatial scales and insignificant changes in precipitation. Unlike large-scale climate change, changes in vegetation distributions may have a greater impact on vegetation temperature than near-surface air temperature; in snow-free regions less impacted by precipitation biases, changes in vegetation cover were responsible for up to 70% of the total increase in vegetation temperature under a twenty-firstcentury climate change scenario, whereas changes in vegetation cover were only responsible for up to 30% of the total increase in 2-m air temperature. The northern Central Valley is particularly vulnerable to exacerbation of climate change because of an increased Bowen ratio associated with a shift from trees and perennial grasses to annual C 4 grasses, although continued widespread cultivation may limit natural vegetation feedbacks in this region. In contrast, both the northwest and northeast corners of the state may experience mitigation of climate warming from increases in albedo and decreases in Bowen ratio associated with a shift to deciduous trees and mixed grassland. The predominant vegetation-mediated mechanisms driving temperature change (albedo and Bowen ratio change) can counteract each other and be accompanied by changes in cloudiness, surface roughness, and circulation, all of which contribute to the complexity of predicting climate change at fine spatial scales.
Efforts to improve predictions of climate change at local to regional scales are needed as policies promoting intentional land-cover change are considered. In areas of California free of summer snow cover such as the northeast, afforestation may have a regional cooling effect on climate because of decreases in Bowen ratio and possible increases in cloudiness, reinforcing the climate benefit of the land-cover change. However, such a benefit may not be realized if afforestation is planned for areas not likely to support trees under future climate: for example, east of the Sierra. These predictions improve on past studies by using a more sophisticated land surface model, PFTs customized for the region, and a published scenario for afforestation. However, they should be confirmed with additional research that addresses the biases in the current model, uses more realistic vegetation change scenarios that include anthropogenic land-use change, and includes the radiative and physiological effects of increased CO 2 at the regional scale. Future regional projections of climate and vegetation change should consider climate-vegetation feedbacks and distinguish between surface air temperature changes and vegetation temperature changes.
