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1 Introduction
The k-symplectic formalism [9, 18] is the generalization to field theories of the standard symplectic
formalism in mechanics, which is the geometric framework for describing autonomous dynamical
systems. In this sense, the k-symplectic formalism is used to give a geometric description of certain
kindS of field theories: in a local description, those whose Lagrangian does not depend on the
coordinates in the basis (in many of them, the space-time coordinates); that is, it is only valid for
LagrangianS L(qi, viA) and HamiltonianS H(q
i, pAi ) that depend on the field coordinates q
i and on
the partial derivatives of the field viA. Let us point out that k-symplectic formalism has as its base
the k-symplectic manifolds intoduced by Awane [1, 2, 3].
The k-cosymplectic formalism is the generalization to field theories of the standard cosymplectic
formalism in mechanics, which is the geometric framework for describing non autonomous dynam-
ical systems [14, 15]. This formalism describes field theories involving the coordinates in the basis
(t1, . . . , tk) on the Lagrangian L(tA, qi, viA) and on the Hamiltonian H(t
A, qi, pAi ).
The k-cosymplectic formalism has as its base the k-cosymplectic manifolds introduced in [14,
15]. One of the advantages of this formalism, and of the Gu¨nther formalism (k-symplectic or
polysymplectic formalism), is that only the tangent and cotangent bundle of a manifold are required
to develop it. In addition, there are also other polysymplectic formalisms for describing field theories
such as those developed by G. Sardanashvily et al [7, 8, 24], and by I. Kanatchikov [10], as well as
the n-symplectic formalism of L. K. Norris [16, 19, 20, 21, 22].
The Skinner-Rusk formalism [25] was developed in order to give a geometrical unified formalism
for describing mechanical systems. It incorporates all the characteristics of Lagrangian and Hamil-
tonian descriptions of these systems (including dynamical equations and solutions, constraints,
Legendre map, evolution operators, equivalence, etc.). This formalism has been generalized to
time-dependent mechanical systems [4], to the multisymplectic description of first-order field the-
ories [6, 11], and also to the k-symplectic formulation of field theories [23].
The main aim of this paper is to extend this unified framework to the k-cosymplectic description
of first-order classical field theories [14, 15], and to show how this description comprises the main
features of the Lagrangian and Hamiltonian formalisms, both for the regular and singular cases.
Previously, the k-cosymplectic formalism for singular field theories is stated, improving previous
developments on this topic [15].
The organization of the paper is as follows: Section 2 is devoted to reviewing the main features
of the k-cosymplectic formalism [14, 15] of Lagrangian and Hamiltonian field theories, and to stating
these formalisms for singular systems. First, the field theoretic phase for the Hamiltonian approach
space is Rk × (T 1k )
∗Q, where (T 1k )
∗Q = T ∗Q⊕ k. . . ⊕T ∗Q is the Whitney sum of k-copies of the
cotangent bundle T ∗Q of a manifold Q. This space is the canonical example of a k-cosymplectic
manifold. With the introduction of these manifolds and using the Darboux theorem, we describe
the Hamiltonian formalism.
The field phase for the Lagrangian description is Rk×T 1kQ, where T
1
kQ = TQ⊕
k. . . ⊕TQ is the
the Whitney sum of k-copies of the tangent bundle TQ of a manifold Q. This manifold T 1kQ has
the canonical k-tangent structure, given by k canonical tensor fields of type (1, 1) satisfying certain
algebraic properties. This structure on T 1kQ can be lifted to R
k × T 1kQ. Using the extended tensor
fields or the Legendre map, we can construct a cosymplectic structure on Rk × T 1kQ which enables
us to develop the Lagrangian formalism.
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In Section 3 we develop the unified formalism for field theories, which is based on the use of
the Whitney sumM =
(
R
k × T 1kQ
)
⊕Rk×Q
(
R
k × (T 1k )
∗Q
)
. There are canonical ”precosymplectic”
forms on it (the pull-back of the canonical cosymplectic forms on each R × T ∗Q) and a natural
coupling function, which is defined by the contraction between vectors and covectors. Then, given
a Lagrangian L ∈ C∞(Rk × T 1kQ), we can state a field equation on M. This equation has solution
only on a submanifold ML, which is the graph of the Legendre map. Then we prove that if
Z = (Z1, . . . , Zk) is an integrable k-vector field, which is a solution to this equation and tangent
to ML, then the projection onto the first factor T
1
kQ of the integral sections of Z are solutions
to the Euler-Lagrange field equations. If L is regular, the converse also holds. Furthermore, we
establish the relationship between Z and the Hamiltonian and the Lagrangian k-vector fields of the
k-cosymplectic formalism, XH and XL.
This paper concludes with the study of the Skinner-Rusk formalism for field theories using the
k-symplectic [9, 18] and the k-cosymplectic formalisms [14, 15].
Manifolds are real, paracompact, connected and C∞. Maps are C∞. Sum over crossed repeated
indices is understood.
2 The k-cosymplectic formalism in field theory
2.1 The Hamiltonian approach [14]
2.1.1 The geometric elements
Let Q be a differentiable manifold, dimQ = n, and τ∗ : T ∗Q→ Q its cotangent bundle.
Denote by (T 1k )
∗Q = T ∗Q⊕ k. . . ⊕T ∗Q, the Whitney sum of k copies of T ∗Q. The manifold
(T 1k )
∗Q can be identified with the manifold J1(Q,Rk)0 of 1-jets of mappings from Q to R
k with
target at 0 ∈ Rk, that is
J1(Q,Rk)0 ≡ T
∗Q⊕ k. . . ⊕T ∗Q
j1q,0σ ≡ (dσ
1(q), . . . , dσk(q))
where σA = πA ◦ σ : Q −→ R is the Ath component of σ, and πA : Rk → R is the canonical
projection onto the Ath component, for 1 ≤ A ≤ k. (T 1k )
∗Q is called the bundle of k1-covelocities
of the manifold Q,.
The manifold J1πQ of 1-jets of sections of the trivial bundle πQ : R
k ×Q→ Q is diffeomorphic
to Rk × (T 1k )
∗Q, via the diffeomorphism given by
J1πQ → R
k × (T 1k )
∗Q
j1qφ = j
1
q (φQ, IdQ) 7→ (φQ(q), α
1
q , . . . , α
k
q )
where φQ : Q
φ
→ Rk ×Q
π
Rk→ Rk , αAq = d(φQ)
A(q), 1 ≤ A ≤ k and (φQ)
A : Q
φQ
→ Rk
πA
→ R is the
Ath component of φQ.
Throughout the paper we use the following notation for the canonical projections
R
k × (T 1k )
∗Q
(πQ)1,0
−→ Rk ×Q
πQ
−→ Q
3
and (πQ)1 = πQ ◦ (πQ)1,0, where
πQ(t, q) = q, (πQ)1,0(t, α
1
q , . . . , α
k
q ) = (t, q), (πQ)1(t, α
1
q , . . . , α
k
q ) = q ,
with t ∈ Rk, q ∈ Q and (α1q , . . . , α
k
q ) ∈ (T
1
k )
∗Q.
If (qi) are local coordinates on U ⊆ Q, then the induced local coordinates (qi, pi), 1 ≤ i ≤ n,
on (τ∗)−1(U) = T ∗U ⊂ T ∗Q, are given by
qi(αq) = q
i(q), pi(αq) = αq
(
∂
∂qi
∣∣∣
q
)
,
and, in the same way, the induced local coordinates (tA, qi, pAi ) on [(πQ)1]
−1(U) = Rk× (T 1k )
∗U are
given by
tA(j1qφ) = (φQ(q))
A, qi(j1qφ) = q
i(q) , pAi (j
1
qφ) = d(φQ)
A(q)
(
∂
∂qi
∣∣∣
q
)
,
or equivalently, for 1 ≤ i ≤ n and 1 ≤ A ≤ k,
tA(t, α1q , . . . , α
k
q ) = t
A , qi(t, α1q , . . . , α
k
q ) = q
i(q) , piA(t, α
1
q , . . . , α
k
q ) = α
A
q
(
∂
∂qi
∣∣∣
q
)
.
On Rk × (T 1k )
∗Q, we define the differential forms
ηA0 = (π
A
1 )
∗dtA , θA0 = (π
A
2 )
∗θ0 , ω
A
0 = (π
A
2 )
∗ω0 , 1 ≤ A ≤ k
where πA1 : R
k × (T 1k )
∗Q→ R and πA2 : R
k × (T 1k )
∗Q→ T ∗Q are the projections defined by
πA1 (t, (α
1
q , . . . , α
k
q )) = t
A , πA2 (t, (α
1
q , . . . , α
k
q )) = α
A
q , 1 ≤ A ≤ k,
ω0 = −dθ0 = dq
i ∧ dpi is the canonical symplectic form on T
∗Q and θ0 = pi dq
i is the Liouville
1-form on T ∗Q. Obviously ωA0 = −dθ
A
0 .
In local coordinates we have
ηA0 = dt
A , θA0 = p
A
i dq
i , ωA0 = dq
i ∧ dpAi , 1 ≤ A ≤ k (1)
Moreover, let V0 = ( (πQ)1,0)∗. Then
V0 =
〈
∂
∂p1i
, . . . ,
∂
∂pki
〉
i=1,...,n
A simple inspection of the expressions in local coordinates (1) shows that the forms ηA0 and ω
A
0
are closed, and the following relations hold
1. η10 ∧ · · · ∧ η
k
0 6= 0, (η
A
0 )|V0 = 0, (ω
A
0 )|V0×V0 = 0,
2. (∩kA=1 ker η
A
0 ) ∩ (∩
k
A=1 kerω
A
0 ) = {0}, dim(∩
k
A=1 kerω
A
0 ) = k,
Then, from the above geometrical model, the following definition is introduced in [14]:
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Definition 2.1 LetM be a differentiable manifold of dimension k(n+1)+n. A family (ηA, ωA, V ; 1 ≤
A ≤ k), where each ηA is a 1-form, each ωA is a 2-form and V is an nk-dimensional distribution
on M , such that
1. η1 ∧ · · · ∧ ηk 6= 0, ηA|V = 0, ω
A|V×V = 0,
2. (∩kA=1 ker η
A) ∩ (∩kA=1 kerω
A) = {0}, dim(∩kA=1 kerω
A) = k,
is called an almost k–cosymplectic structure, and M is said to be an almost k–cosymplectic mani-
fold.
The following theorem has been proved in [14].
Theorem 2.1 (Darboux Theorem) If the forms ηA and ωA are closed and V is integrable, then
around each point of M there exist local coordinates (tA, qi, pAi ; 1 ≤ A ≤ k, 1 ≤ i ≤ n) such that
ηA = dtA, ωA = dqi ∧ dpAi , V =
〈
∂
∂p1i
, . . . ,
∂
∂pki
〉
i=1,...,n
.
In this case M is called a k–cosymplectic manifold.
The canonical model for these geometrical structures is (Rk × (T 1k )
∗Q, ηA0 , ω
A
0 , V0).
For every k-cosymplectic structure (ηA, ωA, V ) on M , there exists a family of k vector fields
{RA, 1 ≤ A ≤ k} characterized by the following conditions
ıRAη
B = δBA , ıRAω
B = 0, 1 ≤ A,B ≤ k
They are called the Reeb vector fields associated to the k–cosymplectic structure. In the canonical
model RA = ∂/∂t
A , 1 ≤ A ≤ k. Observe that the vector fields {∂/∂tA , 1 ≤ A ≤ k} are defined
intrinsically in Rk× (T 1k )
∗Q, and span locally the vertical distribution with respect to the canonical
projection Rk × (T 1k )
∗Q→ (T 1k )
∗Q.
2.1.2 k-vector fields and integral sections
Let M be an arbitrary manifold, T 1kM the Whitney sum TM⊕
k. . . ⊕TM of k copies of TM , and
τM : T
1
kM −→ M its canonical projection. τM : T
1
kM −→ M is usually called the tangent bundle
of k1-velocities of M , the reason for this name will be explained later in Section 2.2.1
Definition 2.2 A section X :M −→ T 1kM of the projection τM is called a k-vector field on M .
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Since T 1kM is the Whitney sum TM⊕
k. . . ⊕TM of k copies of TM , we deduce that to give a
k-vector field X is equivalent to giving a family of k vector fields X1, . . . ,Xk on M by projecting
X onto every factor. For this reason we will denote a k-vector field by (X1, . . . ,Xk).
Definition 2.3 An integral section of the k-vector field (X1, . . . ,Xk) passing through a point
x ∈M is a map φ : U0 ⊂ R
k →M , defined on some neighborhood U0 of 0 ∈ R
k, such that
φ(0) = x, φ∗(t)
(
∂
∂tA
∣∣∣
t
)
= XA(φ(t)) for all t ∈ U0, 1 ≤ A ≤ k .
We say that a k-vector field (X1, . . . ,Xk) on M is integrable if there is an integral section passing
through each point of M .
Observe that, if k = 1, this definition coincides with the definition of integral curve of a vector
field. In the k-cosymplectic formalism, the solutions to the field equations are described as the
integral sections of some k-vector fields.
2.1.3 Hamiltonian formalism
Let (M,ηA, ωA, V ) be a k-cosymplectic manifold, and H : M → R a Hamiltonian function. Let
X = (X1, . . . ,Xk) be a k-vector field on M which is a solution to the following equations
ηA(XB) = δ
A
B , 1 ≤ A,B ≤ k
k∑
i=1
ıXAω
A = dH −
k∑
A=1
RA(H)η
A ,
using Darboux coordinates we know that RA = ∂/∂t
A and ηA = dtA, then we can write locally the
above equations as follows
dtA(XB) = δ
A
B , 1 ≤ A,B ≤ k
k∑
i=1
ıXAω
A = dH −
k∑
A=1
∂H
∂tA
dtA .
(2)
Using Darboux coordinates, if X = (X1, . . . ,Xk) is an integrable k-vector field, locally given by
XA = (XA)
B ∂
∂tB
+ (XA)
i ∂
∂qi
+ (XA)
B
i
∂
∂pBi
then
(XA)
B = δBA ,
∂H
∂pAi
= (XA)
i,
∂H
∂qi
= −
k∑
A=1
(XA)
A
i , (3)
and if φ : Rk →M , locally given by φ(t) = (φA(t), φi(t), φAi (t)), is an integral section of X , then
∂φA
∂tB
= δAB ,
∂φi
∂tB
= (XB)
i,
∂φAi
∂tB
= (XB)
A
i .
6
Therefore, from (3) we obtain that φ(t) is a solution to the Hamiltonian field equations
∂H
∂qi
= −
k∑
A=1
∂φAi
∂tA
,
∂H
∂pAi
=
∂φi
∂tA
, (1 ≤ A ≤ k, 1 ≤ i ≤ n) (4)
So, equations (2) can be considered as a geometric version of the Hamiltonian field equations.
Remark 2.1 If (M,ηA, ωA, V ) is a k-cosymplectic manifold we can define the vector bundle mor-
phism
Ω♯ : T 1kM −→ T
∗M
(X1, . . . ,Xk) → Ω
♯(X1, . . . ,Xk) =
k∑
A=1
ıXAω
A + ηA(XA)η
A
and denoting by Mk(C
∞(M)) the space of matrices of order k whose entries are functions on M
we can also define the vector bundle morphism
η♯ : T 1kM −→ Mk(C
∞(M))
(X1, . . . ,Xk) → η
♯(X1, . . . ,Xk) = (η
A(XB)) .
Then, the solutions to (2) are given by (X1, . . . ,Xk) + (ker Ω
♯ ∩ ker η♯), where (X1, . . . ,Xk) is a
particular solution.
2.2 The Lagrangian approach [15]
2.2.1 The geometric elements
The manifold Rk × T 1kQ
Let τ : TQ → Q be the tangent bundle of Q. Let us denote by T 1kQ the Whitney sum
TQ⊕ k. . . ⊕TQ of k copies of TQ. Next we see that the manifold Rk × T 1kQ is a cosymplectic
manifold when a regular Lagrangian L : Rk × T 1kQ→ R is given.
T 1kQ can be identified with the manifold J
1
0 (R
k, Q) of the k1-velocities of the manifold Q, that
is, the manifold of 1-jets of maps σ : Rk → Q with source at 0 ∈ Rk, say
J10 (R
k, Q) ≡ TQ⊕ k. . . ⊕TQ
j10,qσ ≡ (v1q, . . . , vkq)
where q = σ(0), and vAq = σ∗(0)[(∂/∂t
A)(0)], 1 ≤ A ≤ k. For this reason T 1kQ is called the tangent
bundle of k1-velocities of Q, (see [17]).
The manifold J1πRk of 1-jets of sections of the trivial bundle πRk : R
k×Q→ Rk is diffeomorphic
to Rk × T 1kQ, via the diffeomorphism given by
J1πRk → R
k × T 1kQ
j1t φ = j
1
t (IdRk , φQ) → (t, v1, . . . , vk)
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where φQ : R
k φ→ Rk ×Q
πQ
→ Q, and
vA = (φQ)∗(t)
(
∂
∂tA
∣∣∣
t
)
, 1 ≤ A ≤ k .
Denote by ρ : Rk × T 1kQ → Q the canonical projection, that is ρ(t, v1q, . . . , vkq) = q. If
(qi) are local coordinates on U ⊆ Q, then the induced local coordinates (qi, vi), 1 ≤ i ≤ n, on
τ−1(U) = TU ⊂ TQ, are given by
qi(vq) = q
i(q), vi(vq) = vq(q
i) ,
and then the induced local coordinates (tA, qi, viA) on ρ
−1(U) = Rk × T 1kU are given by
tA(j1t φ) = t
A , qi(j1t φ) = q
i(φQ(t)) , v
i
A(j
1
t φ) =
∂(qi ◦ φQ)
∂tA
(t)
or equivalently
tA(t, v1q, . . . , vkq) = t
A; qi(t, v1q, . . . , vkq) = q
i(q); viA(t, v1q, . . . , vkq) = vAq(q
i) ,
where 1 ≤ i ≤ n, 1 ≤ A ≤ k.
Throughout the paper we use the following notation for the canonical projections
R
k × (T 1k )Q
(π
Rk
)1,0
−→ Rk ×Q
π
Rk−→ Rk
and (πRk)1 = πRk ◦ (πRk)1,0, where
πRk(t, q) = t, (πRk)1,0(t, v1q, . . . , vkq) = (t, q), (πRk)1(t, v1q, . . . , vkq) = t,
with t ∈ Rk, q ∈ Q and (v1q, . . . , vkq) ∈ T
1
kQ.
Canonical vector fields and tensor fields on Rk × T 1kQ
Denote by C the canonical vector field (Liouville vector field) of the vector bundle (πRk)1,0 :
R
k × T 1kQ→ R
k ×Q. This vector field C is the infinitesimal generator of the following flow
R× (Rk × T 1kQ) −→ R
k × T 1kQ
(s, (t, v1q, . . . , vkq)) −→ (t, e
sv1q, . . . , e
svkq) ,
and in local coordinates it has the form
C =
∑
i,A
viA
∂
∂viA
,
C can be written as the sum C =
k∑
A=1
CA, where each vector field CA is the generator infinitesimal
of the following flow
R× (Rk × T 1kQ) −→ R
k × T 1kQ
(s, (t, v1q, . . . , vkq)) −→ (t, v1q, . . . , vA−1q, e
svAq, vA+1q, . . . , vkq) .
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Definition 2.4 For a vector Xq at Q, and for A = 1, . . . , k, we define its vertical A-lift (Xq)
A
as the local vector field on τQ
−1(q) ⊂ T 1kQ given by
(Xq)
A(wq) =
d
ds
∣∣∣
s=0
(
wq + (0, . . . , 0, s
A
Xq, 0, . . . , 0)
)
for every point wq = (v1q, . . . , vkq) ∈ T
1
kQ.
In local coordinates, for a vector Xq = a
i ∂
∂qi
we have
(Xq)
A = ai
∂
∂viA
. (5)
The canonical k-tangent structure on T 1kQ is the set (S
1, . . . , Sk) of tensor fields of type (1, 1)
defined by
SA(wq)(Zwq) = (τ∗(wq)(Zwq))
A, for all Zwq ∈ Twq(T
1
kQ), wq = (v1q, . . . , vkq),
From (5), in local coordinates we have
SA =
∂
∂viA
⊗ dqi (6)
The tensors SA can be regarded as the (0, . . . , 0,
A
1, 0, . . . , 0)-lift of the identity tensor on Q to
T 1kQ defined in [17].
In an obvious way we consider the extension of SA to Rk × T 1kQ, which we also denote by S
A,
and they have the same local expressions (6).
The k-tangent manifolds were introduced as a generalization of the tangent manifolds in [12, 13].
The canonical model of these manifolds is T 1kQ with the structure given by (S
1, . . . , Sk).
As in the case of mechanical systems, these tensor fields SA allow us to introduce the forms θAL
and ωAL on R
k × T 1kQ as follows
θAL = dL ◦ S
A , ωAL = −dθ
A
L , 1 ≤ A ≤ k ,
with local expressions
θAL =
∂L
∂viA
dqi ωAL = dq
i ∧ d
(
∂L
∂viA
)
, 1 ≤ A ≤ k . (7)
These forms play an important role in the Lagrangian formulation.
Finally, on Rk × T 1kQ we can consider the tensor fields of type (1, 1) defined by
SˆA = SA − CA ⊗ dt
A , 1 ≤ A ≤ k .
These tensor fields will be used for characterizing the second order partial differential equations.
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2.2.2 Second order partial differential equations on Rk × T 1kQ
The aim of this subsection is to characterize the integrable k-vector fields on Rk × T 1kQ such that
their integral sections are canonical prolongations of maps from Rk to Q.
In general, if F : M → N is a differentiable map, then the induced map T 1k (F ) : T
1
kM → T
1
kN
defined by T 1k (F )(j
1
0g) = j
1
0(F ◦ g) is given by
T 1k (F )(v1q, . . . , vkq) = (F∗(q)v1q, . . . , F∗(q)vkq) , (8)
where v1q, . . . , vkq ∈ TqQ, q ∈ Q , and F∗(q) : TqM → TF (q)N is the induced map.
Definition 2.5 A k-vector fieldX = (X1, . . . ,Xk) on R
k×T 1kQ is a second order partial differential
equation (sopde for short) if :
dtA(XB) = δ
A
B ,
(
τRk × idT 1
k
Q
)
◦ T 1k ((πRk)1,0) ◦X = idRk×T 1
k
Q
where
τ
Rk
× idT 1
k
Q : T
1
k (R
k ×Q) ≡ T 1k (R
k)× T 1kQ → R
k × T 1kQ
(tA, qi, vBA , v
i
A) ≡ ((t
A, vBA ), (q
i, viA)) → (t
A, qi, viA)
Let (qi) be a coordinate system onQ and (tA, qi, viA) the induced coordinate system on R
k×T 1kQ.
From a direct computation in local coordinates we obtain that the local expression of a sopde
(X1, . . . ,Xk) is
XA(t, q
i, viB) =
∂
∂tA
+ viA
∂
∂qi
+ (XA)
i
B
∂
∂viB
, 1 ≤ A ≤ k (9)
where (XA)
i
B are functions on R
k × T 1kQ. As a direct consequence of the above local expressions,
we deduce that the family of vector fields {X1, . . . ,Xk} are linearly independent.
Definition 2.6 Let φ : Rk → Q be a map, we define the first prolongation φ[1] of φ as the map
φ[1] : Rk −→ Rk × T 1kQ
t −→ (t, j10φt) ≡
(
t, φ∗(t)
(
∂
∂t1
∣∣∣
t
)
, . . . , φ∗(t)
(
∂
∂tk
∣∣∣
t
))
where φt(s) = φ(t+ s). In local coordinates
φ[1](t1, . . . , tk) =
(
t1, . . . , tk, φi(t1, . . . , tk),
∂φi
∂tA
(t1, . . . , tk)
)
,
where 1 ≤ A ≤ k , 1 ≤ i ≤ n .
Lemma 2.1 Let (X1, . . . ,Xk) be a sopde. A map ψ : R
k → Rk × T 1kQ, given by ψ(t) =
(ψA(t), ψi(t), ψiA(t)), is an integral section of (X1, . . . ,Xk) if, and only if,
ψA(t) = tA + cA , ψiA(t) =
∂ψi
∂tA
(t) ,
∂2ψi
∂tA∂tB
(t) = (XA)
i
B(ψ(t)) . (10)
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Proof: Equations (10) follow from Definition 2.3 and (9).
Remark 2.2 • The integral sections of a sopde are given by ψ(t) =
(
tA + cA, ψi(t),
∂ψi
∂tA
(t)
)
where the functions ψi(t) satisfy the third equation in (10) and cA are constants. In the
particular case c = 0, we have that ψ = φ[1] where φ = ρ ◦ ψ : Rk
ψ
→ Rk × T 1kQ
ρ
→ Q, that is,
φ(t) = (ψi(t)).
• Conversely if φ : Rk → Q is any map such that
∂2φi
∂tA∂tB
(t) = (XA)
i
B(φ
[1](t)),
then φ[1] is an integral section of (X1, . . . ,Xk).
• Let us observe that if (X1, . . . ,Xk) is integrable, from (10) we deduce that (XA)
i
B = (XB)
i
A.
Lemma 2.2 Let X = (X1, . . . ,Xk) be an integrable k-vector field on R
k × T 1kQ. If every integral
section of X is the first prolongation φ[1] of map φ : Rk → Q, then X is a sopde.
Proof: Let us suppose that each XA is locally given by
XA(t, q
i, viB) = (XA)
B ∂
∂tB
+ (XA)
i ∂
∂qi
+ (XA)
i
B
∂
∂viB
, 1 ≤ A ≤ k (11)
Let ψ = φ[1] : Rk → Rk × T 1kQ be an integral section of X, then from (9), (11) and Definitions
2.3 and 2.6 we obtain
(XA)
B(φ[1](t)) = δBA , (XA)
i(φ[1](t)) =
∂φi
∂tA
(t) = viA(φ
[1](t)), (XA)
i
B(φ
[1](t)) =
∂2φi
∂tA∂tB
(t)
thus XA is locally given like in (9).
A characterization of sopde’s using the tensor fields SˆA is the following:
Proposition 2.1 A k-vector field (X1, . . . ,Xk) on R
k × T 1kQ is a sopde if
dtA(XB) = δ
A
B , Sˆ
A(XB) = 0 , 1 ≤ A,B ≤ k .
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2.2.3 The Legendre map and the Lagrangian forms
Given a Lagrangian L : Rk × T 1kQ → R the Legendre map FL : R
k × T 1kQ −→ R
k × (T 1k )
∗Q is
defined as follows:
FL(t, v1q, . . . , vkq) = (t, . . . , [FL(t, v1q, . . . , vkq)]
A, . . .)
where
[FL(t, v1q, . . . , vkq)]
A(wq) =
d
ds
∣∣∣
s=0
L
(
t, v1q, . . . , vAq + swq, . . . , vkq
)
,
for every A = 1, . . . , k. It is locally given by
FL : (tA, qi, viA) −→
(
tA, qi,
∂L
∂viA
)
. (12)
From (7) and (12) the following identities hold
θAL = FL
∗θA0 , ω
A
L = FL
∗ωA0 , 1 ≤ A ≤ k .
Definition 2.7 A Lagrangian function L : Rk × T 1kQ −→ R is said to be regular (resp. hyperreg-
ular) if the corresponding Legendre map FL is a local (resp. global) diffeomorphism. Elsewhere L
is called a singular Lagrangian.
From (12) we obtain that L is regular if, and only if, det
(
∂2L
∂viA∂v
j
B
)
6= 0, 1 ≤ i, j ≤ n,
1 ≤ A,B ≤ k. Therefore (see [15]):
Proposition 2.2 The following conditions are equivalent:
1. L is regular.
2. FL is a local diffeomorphism.
3. (dtA, ωAL , V
0) is a k-cosymplectic structure on Rk × T 1kQ where
V 0 = ker ((πRk)1,0)∗ =
〈
∂
∂vi1
, . . . ,
∂
∂vik
〉
i=1,...,n
is the vertical distribution of the bundle (π
Rk
)1,0 : R
k × T 1kQ→ R
k ×Q.
Finally, we define:
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Definition 2.8 A singular Lagrangian function L : Rk × T 1kQ −→ R is called almost-regular if
P := FL(T 1kQ) is a closed submanifold of R
k × (T 1k )
∗Q (we will denote the natural imbedding by
0 : P →֒ R
k× (T 1k )
∗Q), FL is a submersion onto its image, and the fibres FL−1(FL(v)), for every
v ∈ Rk × T 1kQ, are connected submanifolds of R
k × T 1kQ.
Observe that the vector fields ∂
∂tA
are tangent to P.
2.2.4 Lagrangian formalism
Let us suppose that a given physical system is described by n functions ψi(t1, . . . , tk). Associated
with this system is a Lagrangian L(tA, ψi, ψiA) with
ψiA
def
=
∂ψi
∂tA
, 1 ≤ i ≤ n , 1 ≤ A ≤ k ,
then the Euler-Lagrange equations are
k∑
A=1
(
∂2L
∂tA∂ψiA
+
∂2L
∂qj∂ψiA
∂ψj
∂tA
+
∂2L
∂ψjB∂ψ
i
A
∂2ψj
∂tA∂tB
)
=
∂L
∂qi
and we can consider that the Lagrangian L is defined on Rk × T 1kQ, that is L = L(t
A, qi, viA), and
we can write the Euler-Lagrange equations as
k∑
A=1
∂
∂tA
∣∣∣
t
(
∂L
∂viA
(ψ(t))
)
=
∂L
∂qi
(ψ(t)) , viA(ψ(t)) =
∂(qi ◦ ψ)
∂tA
(t) , (13)
where each solution ψ : U0 ⊂ R
k → Rk × T 1kQ is given by ψ(t) =
(
t, ψi(t),
∂ψi
∂tA
(t)
)
.
Thus each solution ψ(t) of the Euler-Lagrange equations (13) is a first prolongation of a map
φ : U0 ⊂ R
k → Q given by φ(t) = (ψi(t)).
Next we give a geometrical description of these equations.
Let us consider the equations
dtA((XL)B) = δ
A
B , 1 ≤ A,B ≤ k ,
k∑
A=1
i(XL)Aω
A
L = dEL +
k∑
A=1
∂L
∂tA
dtA
(14)
where EL = C(L)− L, and (XL)A are locally given by
(XL)A = ((XL)A)
B ∂
∂tB
+ ((XL)A)
i ∂
∂qi
+ ((XL)A)
i
B
∂
∂viB
, 1 ≤ A ≤ k
we obtain that (14) is equivalent to the equations
((XL)A)
B = δBA
13
((XL)B)
i ∂
2L
∂tA∂viB
= viB
∂2L
∂tA∂viB
((XL)C)
j ∂
2L
∂viB∂v
j
C
= vjC
∂2L
∂viB∂v
j
C
(15)
∂2L
∂qj∂viB
(
viB − ((XL)B)
i
)
+
∂2L
∂tB∂viB
+ vkB
∂2L
∂qk∂viB
+ ((XL)B)
k
C
∂2L
∂vkC∂v
i
B
=
∂L
∂qi
(16)
When L is regular, from (15) we obtain that this last equation can be written as follows
∂2L
∂tB∂viB
+ vkB
∂2L
∂qk∂viB
+ ((XL)B)
k
C
∂2L
∂vkC∂v
i
B
=
∂L
∂qi
. (17)
and then (XL)A is locally given by
(XL)A =
∂
∂tA
+ viB
∂
∂qi
+ ((XL)A)
i
B
∂
∂viB
that is, ((XL)1, . . . , (XL)k) is a sopde.
Theorem 2.2 Let L be a Lagrangian and XL = ((XL)1, . . . , (XL)k) a k-vector field such that
dtA((XL)B) = δ
A
B , 1 ≤ A,B ≤ k ,
k∑
A=1
i(XL)Aω
A
L = dEL +
k∑
A=1
∂L
∂tA
dtA
(18)
where EL = C(L)− L. Then
1. If L is regular then XL = ((XL)1, . . . , (XL)k) is a sopde. If ψ : R
k → Rk×T 1kQ is an integral
section of XL, then φ : R
k ψ→ Rk × T 1kQ
ρ
→ Q is a solution to the Euler-Lagrange equations
(13).
2. If ((XL)1, . . . , (XL)k) is integrable, and φ
[1] : Rk → Rk × T 1kQ is an integral section, then
φ : Rk → Q is a solution to the Euler-Lagrange equations (13).
Proof: 1 is an immediate consequence of (15) and (17). If φ[1] is an integral section, then from
equation (16) and the local expression of φ[1] we deduce that φ is a solution to Euler-Lagrange
equations (13).
Remark 2.3 If L : Rk×T 1kQ −→ R is a regular Lagrangian, then (dt
A, ωAL , V
0) is a k-cosymplectic
structure on Rk×T 1kQ. The Reeb vector fields (RL)A corresponding to this k-cosymplectic structure
are characterized by
i(RL)A dt
B = δBA , i(RL)A ω
B
L = 0 ,
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and satisfy (RL)A(EL) = −∂L/∂t
A.
If the Lagrangian L is hyper-regular, that is, FL is a diffeomorphism, then we can define a
Hamiltonian function H : Rk × (T 1k )
∗Q→ R by H = EL ◦ FL
−1 where FL−1 is the inverse map of
FL. Then we have the following:
Theorem 2.3 1. IfXL = ((XL)1, . . . , (XL)k) is a solution to (14), then XH = ((XH)1, . . . , (XH)k),
where (XH)A = FL∗((XL)A), 1 ≤ A ≤ k, is a solution to the equations (2) in R
k × (T 1k )
∗Q,
with ηA = ηA0 , ω
A = ωA0 , and H = EL ◦ FL
−1.
2. If XL = ((XL)1, . . . , (XL)k) is integrable and φ
[1] is an integral section, then ϕ = FL ◦ φ[1] is
an integral section of XH = ((XH)1, . . . , (XH)k) and thus it is a solution to the Hamilton
field equations (4) for H = EL ◦ FL
−1.
Proof:
1. It is an immediate consequence of (2) and (14) using that FL∗ηA0 = dt
A, FL∗ωA0 = ω
A
L , and
EL = H ◦ FL
−1.
2. It is an immediate consequence of Definition 2.3 of integral section of a k-vector field.
If the Lagrangian L is regular, but not hyper-regular, these results hold only in an open set in
R
k × (T 1k )
∗Q.
Remark 2.4 If we rewrite the equations (18) for the case k = 1, we have
dt(XL) = 1 , iXLωL = dEL +
∂L
∂t
dt
which are equivalent to the dynamical equations
dt(XL) = 1 , iXLΩL = 0
where ΩL = ωL + dEL ∧ dt is the Poincare´-Cartan 2-form associated to the Lagrangian L (see
[5]). This describes the non-autonomous Lagrangian mechanics. Then, applying theorem 2.3 the
non-autonomous Hamiltonian mechanics is obtained.
If the Lagrangian L is singular, then the existence of solutions to the equations (14) is not assured
except, perhaps, in a submanifold of Rk×T 1kQ (see [15]). Furthermore, when these solutions exist,
15
they are not sopde, in general. Thus, in order to recover the Euler-Lagrange equations (13), the
following condition must be added to the equations (14) (see proposition 2.1):
SˆA(XB) = 0
If the Lagrangian is almost-regular, then there exists H0 ∈ C
∞(P) such that (FL0)
∗H0 = EL,
where FL0 : R
k×T 1kQ→ P is defined by 0◦FL0 = FL. The Hamiltonian field equation analogous
to (2) should be
∗0(η
A
0 )((X0)B) = δ
A
B ,
k∑
i=1
ı(X0)A(
∗
0(ω
A
0 )) = dH0 −
k∑
A=1
∂H0
∂tA
j∗0 (η
A
0 ) , 1 ≤ A,B ≤ k .
where X0 = ((X0)1, . . . , (X0)k) (if it exists) is a k-vector field on P. The existence of a k-vector
field X0 in P solution to the above equations is not assured except, perhaps, in a submanifold of
P.
3 Skinner-Rusk formulation
3.1 Geometric elements
Let us consider theWhitney sumM =
(
R
k × T 1kQ
)
⊕Rk×Q
(
R
k × (T 1k )
∗Q
)
, with natural coordinates
(tA, qi, viA, p
A
i ). It has natural bundle structures over R
k × T 1kQ and R
k × (T 1k )
∗Q. Let us denote
by pr1 :M→ R
k ×T 1kQ the projection into the first factor, pr1(t
A, qi, viA, p
A
i ) = (t
A, qi, viA) and by
pr2 :M→ R
k × (T 1k )
∗Q the projection into the second factor, pr2(t
A, qi, viA, p
A
i ) = (t
A, qi, pAi ).
Let (η10 , . . . , η
k
0 , ω
1
0 , . . . , ω
k
0 ) be the canonical forms of the canonical k-cosymplectic structure on
R
k × (T 1k )
∗Q. We denote
ϑA = (pr2)
∗ηA0 = dt
A , ΩA = (pr2)
∗ωA0 , 1 ≤ A ≤ k ,
and so we have the family (ϑ1, . . . , ϑk,Ω1, . . . ,Ωk) in M.
Now, taking the k-vector field
(
∂
∂t1
, . . . , ∂
∂tk
)
in Rk × (T 1k )
∗Q, we can define a family of k-vector
fields (ξ1, . . . , ξk) in M such that
(pr2)∗ξA =
∂
∂tA
, 1 ≤ A ≤ k .
These k-vector fields (ξ1, . . . , ξk) satisfy that, for 1 ≤ A,B ≤ k,
ıξAϑ
B = ıξA(pr
∗
2η
B
0 ) = pr
∗
2(ı ∂
∂tA
dtB) = δBA
ıξAΩ
B = ıξA(pr
∗
2ω
B
0 ) = pr
∗
2(ı ∂
∂tA
ωB0 ) = 0
and they are locally given by
ξA =
∂
∂tA
+ (ξA)
i
B
∂
∂viB
1 ≤ A ≤ k . (19)
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where (ξA)
i
B are arbitrary local functions in M. Hence, this k-vector field is not unique.
Finally, the coupling function in M, denoted by C, is defined as follows:
C : M =
(
R
k × T 1kQ
)
⊕Rk×Q
(
R
k × (T 1k )
∗Q
)
−→ R
(t, v1q, . . . , vkq, α
1
q , . . . , α
k
q ) 7→
k∑
A=1
αAq (vAq)
3.2 The Skinner-Rusk formalism for k-cosymplectic field theories
Given a Lagrangian L ∈ C∞
(
R
k × T 1kQ
)
, we can define the Hamiltonian function H ∈ C∞ (M) as
H = C − pr∗1L (20)
which, in coordinates, is given by
H = pAi v
i
A − L(t
A, qi, viA) . (21)
Then, in this formalism, we have the following problem:
Statement 3.1 Let us suppose that there exists an integrable k-vector field Z = (Z1, . . . , Zk) on
M, such that
ϑA(ZB) = δ
A
B ,
k∑
A=1
ıZAΩ
A = dH−
k∑
A=1
ξA(H)ϑ
A , (22)
now the problem is to find the integral sections ψ : Rk →M of Z = (Z1, . . . , Zk).
Equations (22) give different kinds of information. In fact, writing locally each ZA as
ZA = (ZA)
B ∂
∂tB
+ (ZA)
i ∂
∂qi
+ (ZA)
i
B
∂
∂viB
+ (ZA)
B
i
∂
∂pBi
,
from (1), (21) and (22) we obtain
(ZA)
B = δBA (23)
pAi =
∂L
∂viA
◦ pr1 (24)
(ZA)
i = viA (25)
k∑
A=1
(ZA)
A
i =
∂L
∂qi
◦ pr1 (26)
where 1 ≤ A ≤ k , 1 ≤ i ≤ n. Then the vector fields ZA are locally given by
ZA =
∂
∂tA
+ viA
∂
∂qi
+ (ZA)
i
B
∂
∂viB
+ (ZA)
B
i
∂
∂pBi
. (27)
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where the coefficients (ZA)
B
i are related by the equations (26). Observe that these equations do
not depend on the arbitrary functions (ξA)
i
B , that is, on the family of vector fields {ξA} that we
have chosen to extend the vector fields
{
∂
∂tA
}
.
So, in particular, we have obtained information of four different classes:
1. The constraint equations (24), which are algebraic (not differential) equations defining a
submanifold ML of M where the equation (22) has solution. Observe that this submanifold
is just the graph of the Legendre map FL defined by the Lagrangian L.
2. Let us observe that, as a consequence of (24), the k-vector field Z = (Z1, . . . , Zk), ZA ∈ X(M),
satisfies equation (22) only on ML .
3. Equations (25), called the sopde condition, will be used in the following subsection (see
Theorem 3.1), to show that the integral sections of Z = (Z1, . . . , Zk) can be obtained from
first prolongations φ[1] of maps φ : Rk → Q.
4. Equations (26) which, taking into account (23), (24) and (25), will give the classical Euler-
Lagrange equations for the integral sections of Z (see Theorem 3.1).
5. From (23), (24), (25) and (26) we deduce that the solutions of equations (22) do not depend
on the k-vector field (ξ1, . . . , ξk) chosen.
We denote by  : ML →M the natural imbedding, and by
pr01 : ML → R
k × T 1kQ , pr
0
2 : ML → R
k × (T 1k )
∗Q
the restricted projections of pr1 and pr2.
Remark 3.1 Observe that, as ML is the graph of FL, it is diffeomorphic to R
k × T 1kQ, and this
means that pr01 is really a diffeomophism.
If Z = (Z1, . . . , Zk) is a solution to (22), then each ZA is tangent to the submanifold ML if,
and only if, the functions ZA
(
pBj −
∂L
∂vjB
◦ pr1
)
vanish at the points of ML, for every 1 ≤ A,B ≤
k , 1 ≤ j ≤ n. Then from (27) we deduce that this is equivalent to the following equations
(ZA)
B
j =
∂2L
∂tA∂vjB
+ viA
∂2L
∂qi∂vjB
+ (ZA)
i
C
∂2L
∂viC∂v
j
B
. (28)
which are conditions for the coefficients (ZA)
i
C .
Taking into account that the k-vector fields Z must be tangent to the submanifold ML, the
above problem can be stated in ML, instead of in M. First observe that the family made of the k
vector fields (ξ1, . . . , ξk) on M are tangent to ML if and only if
∂2L
∂tA∂viB
◦ pr1 + (ξA)
j
C
∂2L
∂vjC∂v
i
B
◦ pr1 = 0 , 1 ≤ i ≤ n , 1 ≤ A,B ≤ k ,
since the constraint function defining ML is p
A
i −
∂L
∂viA
◦ pr1. Thus taking into account 3, we can
state
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Statement 3.2 To find the integral sections ψ : Rk →ML ⊂M of integrable k-vector fields ZL =
((ZL)1, . . . , (ZL)k) on ML solution to the following equations
(∗ϑA)((ZL)B) = δ
A
B ,
k∑
A=1
ı(ZL)A(
∗ΩA) = d(∗H)− ∗
[
k∑
A=1
ξA(H)
]
(∗ϑA) , (29)
Of course, ∗(ZL)A = ZA|ML, where Z = (Z1, . . . , Zk) is the k-vector field on M solution to (22).
It is interesting to remark that:
1. In general, equations (22) (or, what is equivalent, equations (29)) do not have a unique
solution. Solutions to (22) are given by (Z1, . . . , Zk) +
(
kerΩ♯ ∩ kerϑ♯
)
, where (Z1, . . . , Zk)
is a particular solution, Ω♯ is the morphism defined by
Ω♯ : T 1kM −→ T
∗M
(Y1, . . . , Yk) → Ω
♯(Y1, . . . , Yk) =
k∑
A=1
ıYAΩ
A + ϑA(YA)ϑ
A ,
and, denoting by Mk(C
∞(M)) the space of matrices of order k whose entries are functions
on M, the vector bundle morphism ϑ♯ is defined by
ϑ♯ : T 1kM −→ Mk(C
∞(M))
(Y1, . . . , Yk) → ϑ
♯(Y1, . . . , Yk) = (ϑ
A(YB)) .
2. If L is regular, then taking into account (23), (25) and (26) we can define a local k-vector
field (Z1, . . . , Zk) on a neighborhood of each point in ML which is a solution to (22). Each
ZA is locally given by
(ZA)
B = δBA , (ZA)
i = viA , (ZA)
B
i =
1
k
∂L
∂qi
δBA ,
with (ZA)
i
B satisfying (28). Now, by using a partition of the unity, one can construct a global
k-vector field which is a solution to (22).
When the Lagrangian function L is singular we cannot ensure the existence of solutions to the
equations (22) or (29). Then we must develop a constraint algorithm for obtaining a constraint
submanifold (if it exists) where these solutions exist. Next, we outline this procedure (see also [11],
where a similar algorithm is sketched in the multisymplectic formulation).
Assuming that the Lagrangian is almost-regular, we start with P0 = ML. Then, let P1 be the
subset of P0 composed of those points where a solution to (29) exists, that is,
P1 = {z ∈ P0 | ∃((ZL)1, . . . , (ZL)k) ∈ (T
1
k )zP0 solution to (29)}
If P1 is a submanifold of P0, then there exists a section of the canonical projection τP0 : T
1
kP0 → P0
defined on P1 which is a solution to (29), but which does not define a k-vector field on P1, in
general. In order to find solutions taking values into T 1kP1, we define a new subset P2 of P1 as
follows
P2 = {z ∈ P1 | ∃((ZL)1, . . . , (ZL)k) ∈ (T
1
k )zP1 solution to (29)}
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If P2 is a submanifold of P1, then there exists a section of the canonical projection τP1 : T
1
kP1 → P1
defined on P2 which is a solution to (29), but which does not define, in general, a k-vector field on
P2. Procceding further, we get a family of constraint manifolds
. . . →֒ P2 →֒ P1 →֒ P0 =ML →֒ M
If there exists a natural number f such that Pf+1 = Pf and dimPf > k, then we call Pf the
final constraint submanifold over which we can find solutions to equation (29). Observe that the
solutions are not unique (even in the regular case) and, in general, they are not integrable. In order
to find integrable solutions to equation (29), a constraint algorithm based on the same idea must
be developed.
3.3 The field equations for sections
Let Z = (Z1, . . . , Zk) be an integrable k-vector field solution to (22). Every integral section ψ : t ∈
R
k → (ψA(t), ψi(t), ψiA(t), ψ
A
i (t)) ∈M of Z is of the form ψ = (ψL, ψH), with ψL = pr1 ◦ ψ : R
k →
R
k × T 1kQ, and if ψ takes values in ML then ψH = FL ◦ ψL. In fact, from (24) we obtain
ψH(t) = (pr2 ◦ ψ)(t) = (ψ
A(t), ψi(t), ψAi (t)) =
(
ψA(t), ψi(t),
∂L
∂viA
(ψL(t))
)
= (FL ◦ ψL)(t) .
In this way, every constraint, differential equation, etc. in the unified formalism can be trans-
lated to the non autonomous Lagrangian or Hamiltonian formalism by restriction to the first or
second factors of the product bundle. In particular, conditions (24) generate, by pr2-projection,
the primary constraints of the Hamiltonian formalism for singular Lagrangians (i.e., the image of
the Legendre transformation, FL(Rk × T 1kQ) ⊂ R
k × (T 1k )
∗Q), and they can be called the primary
Hamiltonian constraints.
Hence the main result in this subsection is the following:
Theorem 3.1 Let Z = (Z1, . . . , Zk) be an integrable k-vector field in M solution to (22), and let
ψ : Rk →ML ⊂M be an integral section of Z = (Z1, . . . , Zk), with ψ = (ψL, ψH) = (ψL, FL ◦ψL).
Then ψL is the canonical lift φ
[1] of the projected section φ = ρ◦pr01 ◦ψ : R
k ψ→ML
pr0
1
≈ Rk×T 1kQ
ρ
→
Q, and φ is a solution to the Euler-Lagrange field equations (13).
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Proof: If
ψ(t) =
(
ψA(t), ψi(t), ψiA(t), ψ
A
i (t) =
∂L
∂viA
(ψL(t))
)
is an integral section of Z = (Z1, . . . , Zk), then
ZA(ψ(t)) =
∂ψB
∂tA
(t)
∂
∂tB
∣∣∣
ψ(t)
+
∂ψi
∂tA
(t)
∂
∂qi
∣∣∣
ψ(t)
+
∂ψBi
∂tA
(t)
∂
∂pBi
∣∣∣
ψ(t)
+
∂ψiB
∂tA
(t)
∂
∂viB
∣∣∣
ψ(t)
(30)
From (23), (24), (25) and (30) we obtain
∂ψB
∂tA
(t) = (ZA)
B(ψ(t)) = δBA (31)
ψAi (t) = p
A
i (ψ(t)) =
(
∂L
∂viA
◦ pr1
)
(ψ(t)) =
∂L
∂viA
(ψL(t)) (32)
ψiA(t) = v
i
A(ψ(t)) = (ZA)
i(ψ(t)) =
∂ψi
∂tA
(t) (33)
∂ψBi
∂tA
(t) = (ZA)
B
i (ψ(t)) (34)
Therefore from (26), (32) and (34) we obtain
∂L
∂qi
(ψL(t)) =
k∑
A=1
(ZA)
A
i (ψ(t)) =
k∑
A=1
∂ψAi
∂tA
(t) =
k∑
A=1
∂
∂tA
(
∂L
∂viA
(ψL(t))
)
and from (31) we obtain ψA(t) = tA + cA. Taking cA = 0, from (33) we have
ψL(t) =
(
t, ψi(t),
∂ψi
∂tA
(t)
)
,
and from the last two equations we deduce that ψL = φ
[1] and φ = ρ ◦ pr01 ◦ ψ : R
k ψ→ ML
pr0
1
≈
R
k × T 1kQ
ρ
→ Q, is a solution to the Euler-Lagrange field equations (13), where φ(t) = (ψi(t)).
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Furthermore, for the regular case we can prove:
Proposition 3.1 According to the hypothesis of Theorem 3.1, if L is regular then ψH = FL◦ψL is
a solution to the Hamilton field equations (4), where the Hamiltonian H is given by H ◦FL = EL.
Proof: Since L is regular, FL is a local diffeomorphism, and thus we can choose for each point in
R
k×T 1kQ an open neighborhood U ⊂ R
k×T 1kQ such that FL|U : U → FL(U) is a diffeomorphism.
So we can define HU : FL(U)→ R as HU = (EL)|U ◦ (FL|U )
−1.
Denoting by H ≡ HU , EL ≡ (EL)|U and FL ≡ FL|U , we have EL = H ◦ FL, which provides
the identities
∂H
∂pAi
◦ FL = viA ,
∂H
∂qi
◦ FL = −
∂L
∂qi
. (35)
Now considering the open subset V = ψ−1L (U) ⊂ R
k we have ψ|V : V ⊂ R
k → U⊕FL(U) ⊂ML,
where (ψL)|V : V ⊂ R
k → U ⊂ Rk × T 1kQ and (ψH)|V = FL ◦ (ψL)|V : V ⊂ R
k → FL(U) ⊂
R
k × (T 1k )
∗Q.
Therefore from (26), (33), (34) and (35), for every t ∈ V ⊂ Rk we obtain
∂H
∂pAi
(ψH(t)) =
(
∂H
∂pAi
◦ FL
)
(ψL(t)) = v
i
A(ψL(t)) =
∂ψi
∂tA
(t)
and
∂H
∂qi
(ψH(t)) =
(
∂L
∂qi
◦ FL
)
(ψL(t)) = −
∂L
∂qi
(ψL(t)) = −(ZA)
A
i (ψ(t)) = −
∂ψAi
∂tA
(t)
from which we deduce that (ψH)|V is a solution to the Hamilton field equations (4).
Conversely, we can state:
Proposition 3.2 If L is regular and X = (X1, . . . ,Xk) is a solution to (14) then:
1. The k-vector field Z = (Z1, . . . , Zk) given by ZA = (IdRk×T 1
k
Q ⊕ FL)∗(XA) , 1 ≤ A ≤ k is a
solution to (22).
2. If ψL : R
k → Rk × T 1kQ is an integral section of X = (X1, . . . ,Xk) (and thus, from Remark
2.2 and from Theorem 2.2, φ = ρ ◦ ψL : R
k ψL→ Rk × T 1kQ
ρ
→ Q is a solution to the Euler-
Lagrange field equations) then ψ = (ψL, FL ◦ ψL) : R
k → ML ⊂ M is an integral section of
Z = (Z1, . . . , Zk).
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Proof:
1. If L is regular and X = (X1, . . . ,Xk) is a solution to (14), then from Theorem 2.2 we know
that XA is a sopde and thus XA is locally given by
XA =
∂
∂tA
+ viA
∂
∂qi
+ (XA)
i
B
∂
∂viB
(36)
where (XA)
i
B satisfy
∂2L
∂tA∂viA
+ vjA
∂2L
∂qj∂viA
+ (XA)
j
B
∂2L
∂vjB∂v
i
A
=
∂L
∂qi
(37)
Since the map Id
Rk×T 1
k
Q ⊕ FL : R
k × T 1kQ→ML ⊂M, is locally given by
(tA, qi, viA) 7→
(
tA, qi, viA,
∂L
∂viA
)
,
from (36) and (1) we obtain
ZA = (IdRk×T 1
k
Q ⊕ FL)∗(XA) =
∂
∂tA
+ viA
∂
∂qi
+ (XA)
i
B
∂
∂viB
+
(
∂2L
∂tA∂vjC
+ viA
∂2L
∂qi∂vjC
+ (XA)
i
B
∂2L
∂viB∂v
j
C
)
∂
∂pCj
(38)
Then from (3.2), (37) and (38) we have that
(ZA)
B = δBA , (ZA)
i = viA
k∑
A=1
(ZA)
A
j =
∂2L
∂tA∂vjA
+ viA
∂2L
∂qi∂vjA
+ (XA)
i
B
∂2L
∂viB∂v
j
A
=
∂L
∂qj
ZA
(
pBk −
∂L
∂vkB
)
= 0 ,
that is, the k-vector field Z = (Z1, . . . , Zk) is a solution to (22) and each ZA is tangent to ML
for A = 1, . . . , k.
2. Since ψL is integral section of X = (X1, . . . ,Xk) we have
XA(ψL(t)) = (ψL)∗(t)
(
∂
∂tA
∣∣∣
t
)
and then
ZA(ψ(t)) = (IdRk×T 1
k
Q ⊕ FL)∗(ψL(t)) (XA(ψL(t)))
= ((Id
Rk×T 1
k
Q ⊕ FL) ◦ ψL)∗(t)
(
∂
∂tA
∣∣∣
t
)
= ψ∗(t)
(
∂
∂tA
∣∣∣
t
)
.
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Remark 3.2 The last result really holds for regular and almost-regular Lagrangians. In the almost-
regular case, assuming as additional hypothesis that XL is a sopde, the proof is the same, but the
sections ψ, ψL and ψH take values not on ML, R
k×T 1kQ and R
k×(T 1k )
∗Q, but in the final constraint
submanifold Pf and on the projection submanifolds pr1(Pf ) ⊂ R
k×T 1kQ and pr2(Pf ) ⊂ R
k×(T 1k )
∗Q,
respectively.
3.4 The field equations for k-vector fields
The aim of this subsection is to establish the relationship between k-vector fields that are solutions
to (14) and k-vector fields that are solutions to (22) or, what is equivalent, solutions to (29).
First, observe that:
Lemma 3.1 For every 1 ≤ A ≤ k we have that
∗ϑA = (pr01)
∗dtA , ∗ΩA = (pr01)
∗ωAL , (39)
Proof: In fact, taking into account that FL ◦ pr01 = pr2 ◦ j , we obtain
∗ϑA = ∗(pr2)
∗ηA0 = (FL ◦ pr
0
1)
∗ηA0 = (pr
0
1)
∗FL∗ηA0 = (pr
0
1)
∗dtA ,
∗ΩA = ∗(pr2)
∗ωA0 = (FL ◦ pr
0
1)
∗ωA0 = (pr
0
1)
∗FL∗ωA0 = (pr
0
1)
∗ωAL .
Then, the main result is the following:
Theorem 3.2 a) Let L : Rk × T 1kQ→ R be a Lagrangian and let ZL = ((ZL)1, . . . , (ZL)k) be a k-
vector field on ML solution to (29). Then the k-vector field XL = ((XL)1, . . . , (XL)k) on R
k×T 1kQ
defined by
XL ◦ pr
0
1 = T
1
k (pr
0
1) ◦ ZL (40)
is a k-vector field solution to (14), where T 1k (pr
0
1) : T
1
k (ML)→ T
1
k (R
k×T 1kQ) is the natural extension
of pr01, introduced in (8).
Conversely, every k-vector field XL solution to (14) can be recovered in this way from a k-vector
field ZL in ML solution to (29).
b) The k-vector field ZL is integrable if, and only if, the k-vector field XL is an integrable
sopde.
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Proof: a) Since pr01 : ML → R
k×T 1kQ is a diffeomorphism, then the k-vector field XL on R
k×T 1kQ
defined by (40) is given by
(XL)A =
(
(pr01)
−1
)
∗
(ZL)A , 1 ≤ A ≤ k . (41)
Furthermore, we obtain that
∗H = ∗(C − (pr1)
∗L) = ∗C − ∗(pr1)
∗L = (pr01)
∗(C(L))− (pr01)
∗L = (pr01)
∗EL . (42)
From (39) and (41) we deduce that
∗ϑA((ZL)B) =
(
(pr01)
∗dtA
) (
(pr01)
∗(XL)B
)
= (pr01)
∗
(
dtA ((XL)B)
)
(43)
and from (19), (20), (21) and (24)
∗ [ξA(H)] = 
∗
[(
∂
∂tA
+ (ξA)
i
B
∂
∂viB
)
(pCj v
j
C − (pr
∗
1L))
]
= ∗
[
(ξA)
i
B
(
pBi −
∂L
∂viB
◦ pr1
)
− pr∗1
(
∂L
∂tA
)]
= −(pr01)
∗
(
∂L
∂tA
)
(44)
Therefore from (29), (39), (41), (42) and (44) we obtain
k∑
A=1
ı(ZL)A
∗ΩA − d(∗H) + ∗
[
k∑
A=1
ξA(H)
]
(∗ϑA)
=
k∑
A=1
ı(pr0
1
)∗(XL)A
(pr01)
∗ωAL − d((pr
0
1)
∗EL)−
k∑
A=1
(pr01)
∗
(
∂L
∂tA
)
(pr01)
∗dtA
= (pr01)
∗
(
k∑
A=1
ı(XL)Aω
A
L − dEL −
k∑
A=1
∂L
∂tA
dtA
)
.
(45)
Since pr01 is a diffeomorphism, from (43) and (45) we deduce that the k-vector field ZL is a solution
to (29) if, and only if, the k-vector field XL is a solution to (14). This finishes a).
b) Suppose now that the k-vector field ZL is integrable. Let ϕ : R
k → Rk × T 1kQ be an integral
section of XL, that is, (XL)A(ϕ(t)) = ϕ∗(t)
(
∂
∂tA
∣∣∣
t
)
. Thus
(ZL)A((pr
0
1)
−1 ◦ ϕ(t)) = ((pr01)
−1)∗(XL)A((pr
0
1)
−1 ◦ ϕ(t)) = ((pr01)
−1)∗(ϕ(t))((XL)A(ϕ(t)))
= ((pr01)
−1)∗(ϕ(t))
(
ϕ∗(t)
(
∂
∂tA
∣∣∣
t
))
= ((pr01)
−1 ◦ ϕ(t))∗
(
∂
∂tA
∣∣∣
t
)
,
which means ψ = (pr01)
−1 ◦ ϕ : Rk →ML is an integral section of ZL.
Since ψ : Rk → ML then we know that the integral section j ◦ ψ : R
k → M is given by
((j ◦ ψ)L, FL ◦ (j ◦ ψ)L), and from Theorem 3.1, we know that (j ◦ ψ)L = φ
[1], where φ = ρ ◦ ψ :
R
k ψ→ML ≈ R
k × T 1kQ
ρ
→ Q. Then we have
φ[1] = (j ◦ ψ)L = pr1 ◦ j ◦ ψ = pr
0
1 ◦ ψ = ϕ
Since every integral section ϕ of XL is a first prolongation φ
[1] of a map φ : Rk → Q space we
deduce from Lema 2.2 that XL is a sopde.
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If m is an arbitrary point of Rk×T 1kQ, we consider the integral section ψ of ZL passing through
(pr10)
−1(m) then pr01 ◦ ψ is an integral section of XL passing through m. Thus, XL is integrable.
Conversely, let XL be an integrable sopde. If m is an arbitrary point of ML, we consider the
integral section ϕ of XL passing through (pr
1
0)(m) then (pr
0
1)
−1 ◦ ϕ is an integral section of ZL
passing through m. Thus, ZL is integrable.
If L is regular, in a neighborhood of each point of Rk × T 1kQ there exists a local solution
XL = ((XL)1, . . . , (XL)k) to (14). As L is regular, FL is a local diffeomorphism, so this open
neighborhood can be chosen in such a way that FL is a diffeomorphism onto its image. Thus in a
neighborhood of each point of FL(Rk × T 1kQ) we can define
(XH)A = [(FL)
−1]∗(XL)A , 1 ≤ A ≤ k .
or equivalently, in terms of k-vector fields
T 1k (FL) ◦XL = XH .
Proposition 3.3 1. The local k-vector field XH = ((XH)1, . . . , (XH)k) is a solution to (2),
where the Hamiltonian H is locally given by H ◦FL = EL. (In other words, the local k-vector
fields XL and XH solution to (14) and (4), respectively, are FL-related).
2. Every local integrable k-vector field solution to (4) can be recovered in this way from a local
integrable k-vector field Z in M solution to (22).
Proof:
1. This is the local version of Theorem 2.3.
2. Furthermore, if XH is a local integrable k-vector field solution to (2), then we can obtain the
FL-related local integrable k-vector field XL solution to (14). By Theorem 3.2, we recover
XL by a local integrable k-vector field ZL solution to (29).
As a final remark in this Section, it is interesting to point out that the Skinner-Rusk formalism
developed in [4] for the time-dependent mechanics is just a particular case of the Skinner-Rusk
formalism which we present here for the k-cosymplectic formulation of first-order field theories.
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