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Matrix Riemann-Hilbert problems related to branched
coverings of CP1
Dmitry Korotkin
In these notes we solve a class of Riemann-Hilbert (inverse monodromy) problems
with an arbitrary quasi-permutation monodromy group. The solution is given in terms
of Szego¨ kernel on the underlying Riemann surface. In particular, our construction
provides a new class of solutions of the Schlesinger system. We present some results on
explicit calculation of the corresponding tau-function, and describe divisor of zeros of
the tau-function (so-called Malgrange divisor) in terms of the theta-divisor on the Jacobi
manifold of the Riemann surface. We discuss the relationship of the tau-function to
determinant of Laplacian operator on the Riemann surface.
1. Introduction
Apart from pure mathematical significance (see review of A.A.Bolibruch [1]),
matrix Riemann-Hilbert (inverse monodromy) problems and related theory of
isomonodromic deformations play an important role in mathematical physics. In
particular, the RH problems are central in the theory of integrable systems (see
for example [2, 3, 4]) and the theory of random matrices [5]. In applications
the main object of interest is the so-called tau-function, which was first intro-
duced by M.Jimbo, T.Miwa and their collaborators [8]; it was later shown by
B.Malgrange [7] that the tau-function may be interpreted as determinant of
certain To¨plitz operator. The set of zeros of the tau-function in the space of sin-
gularities of the RH problem is called the Malgrange divisor (ϑ); it plays a crucial
role in discussion of solvability of RH problem with given monodromy data.
For generic monodromy data neither the solution of a matrix RH problem nor the
corresponding tau-function can be computed analytically in terms of known special
functions [9]. However, there are exceptional cases, when the RH problem can be
solved explicitly; surprisingly enough, these cases often appear in applications. For
example, the solution of 2 × 2 RH problem with an arbitrary set of off-diagonal
monodromy matrices was successfully applied to the problem of finding physically
meaningful solutions of stationary axially symmetric Einstein equations [10, 11, 12]
and to complete classification of SU(2)-invariant self-dual Einstein manifolds [4,
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13]. The solution of general 2× 2 RH problem of this kind was given only in 1998
in the papers [14, 15] (however, some important ingredients of this solution were
understood already three decades ago [16]). In [14] it was also calculated the tau-
function corresponding to this RH problem, which turned out to coincide with an
appropriately defined determinant of Cauchy-Riemann operator acting in certain
spinor bundle on underlying hyperelliptic curve. In the framework of conformal
field theory this determinant was first introduced by Al.B.Zamolodchikov [17]
(see also [18, 19, 20, 21, 22]).
From the mathematical point of view, determinants of Cauchy-Riemann opera-
tor appear in the context of holomorphic factorization of determinants of Laplacian
operators naturally defined via corresponding zeta-function. For mathematical de-
scription of the determinant bundles over Riemann surfaces we refer the reader to
works ofD.Quillen,A.A.Beilinson,Yu.I.Manin,V.V.Schekhtman,D.Freed
and other authors (see [23] and references in the memoir by J.Fay [25]). In par-
ticular, the series of papers by L.A.Takhtajan and P.G.Zograf (see lecture
notes [26] and references therein) contain the most elementary and simultaneously
rigorous treatment of the problem of holomorphic factorization of Laplacian de-
terminants in the framework of Teichmu¨ller theory.
In the recent paper of the author [27] the solution of 2 × 2 case [14] was gen-
eralized to solve a class of essentially more non-trivial RH problems with quasi-
permutation monodromies in any matrix dimension. It was also conjectured that
the coincidence between corresponding tau-function and determinant of appro-
priately defined Cauchy-Riemann operator, observed in the 2 × 2 case, may be
extended to an arbitrary N ×N case.
Here we give further support to this conjecture, computing the tau-function up
to a nowhere vanishing factor which depends only on the moduli of underlying
N -fold covering of the Riemann sphere. Comparison with the works [18] and [26]
suggests natural interpretation of this factor in the framework of the holomorphic
factorization of determinants of Laplacians. We would like to notice also the
paper [28] where the analogy between the tau-function of Kadomtsev-Petviashvili
equation and Cauchy-Riemann determinants (although rather different from the
determinants arising in our context) was observed.
One can hope that in these notes, as well as in the previous works [14, 27], we
make a few steps towards complete solution of one of the problems formulated in
lecture notes by V.G.Knizhnik [20] devoted to applications of geometry of the
moduli spaces to perturbative string theory:
• To achieve a complete understanding of the links between isomonodromy
deformations and determinants of Cauchy-Riemann operators on Riemann
surfaces.
Let’s summarize some of the results presented below in more detail. Consider
an arbitrary compact Riemann surface L realized as an N -sheeted branched cov-
ering of the Riemann sphere. Denote the coordinate on the Riemann sphere by
λ and projections of the branch points on the Riemann sphere by λ1, . . . , λM .
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Then the solution Ψ(λ) of the inverse monodromy problem with a set of N × N
quasi-permutation1 monodromy matrices, corresponding to the singular points
λ1, . . . , λM , can be written in the following form (this formula is slightly general-
ized in the main text to allow an arbitrary choice of non-vanishing entries of the
quasi-permutation monodromies):
Ψ(λ)jk = S(λ
(j), λ
(k)
0 )E0(λ, λ0) , j, k = 1, . . . , N ,
where λ(j) denotes the point on the jth sheet of L, having projection λ on CP1.
Here S(P,Q) is the Szego¨ kernel (the reproducing kernel of the ∂ operator acting
in a spinor bundle over L):
S(P,Q) =
1
Θ [pq] (0)
Θ
[
p
q
]
(U(P )− U(Q))
E(P,Q)
;
Θ
[
p
q
]
(z|B) is the theta-function on L (B is the matrix of b-periods on L) with
the argument z ∈ Cg and characteristics p,q ∈ Cg; E(P,Q) (P,Q ∈ L) is the
prime-form on L and E0(λ, λ0) = (λ − λ0)/
√
dλdλ0 is the prime-form on CP1,
appropriately lifted to L. The constant vectors p,q ∈ Cg (where by g we denote
the genus of L) are such that the combination Bp + q does not belong to the
theta-divisor (Θ) on the Jacobi variety J(L).
As follows from the Fay identity for the Szego¨ kernel [24], the function Ψ(λ)
has determinant 1 and is normalized at λ = λ0 by the condition Ψ(λ = λ0) =
I. It solves the inverse monodromy problem with quasi-permutation monodromy
matrices which can be expressed in terms of p,q and intersection indexes of certain
contours on L. If parameter vectors p and q (and, therefore, also the monodromy
matrices) don’t depend on {λj} then the residues Am({λn}) of the function ΨλΨ−1
at the singular points λm satisfy the Schlesinger system.
The tau-function, corresponding to this solution of the Schlesinger system, has
the following form:
τ({λm}) = F ({λm})Θ
[
p
q
]
(0|B) ,(1.1)
where (holomorphic and non-vanishing outside of hyperplanes λm = λn) function
F depends only on the moduli of Riemann surface L (i.e. points {λm}) and does
not depend on the elements of of monodromy matrices parametrized by vectors
p,q. If all branch points of the Riemann surface L have multiplicity 1 (more
general surfaces may be obtained from the surfaces of this class by simple limiting
procedure), the function F is a solution of the following compatible system of
equations:
∂F
∂λm
=
1
24
R(λm) ,(1.2)
where R is the projective connection of L corresponding to a natural choice of
local coordinates on L in the neighbourhoods of the points λm. Therefore, F is
1A matrix is called matrix of quasi-permutation if each of its raws and each of its columns
contain only one non-vanishing entry.
4 Dmitry Korotkin
the generating function of the projective connection in our system of the local
coordinates on L.
The compatibility of equations (1.2), which follows from the Schlesinger system,
implies the following non-trivial equations for the values of projective connection
at the branch points:
∂Rm
∂λn
=
∂Rn
∂λm
,(1.3)
which were, probably, unknown before. The equations (1.3) are closely related to
the analogous equations for the accessory parameters which arise in the problem
of uniformization of punctured sphere (see [26]).
The function F turns out to be non-vanishing in the space of singularities outside
of the hyperplanes λm = λn; therefore, all the zeros of the tau-function (1.1) come
from the zeros of the theta-function. This allows to establish the following simple
link between the Malgrange divisor (ϑ) in {λm}-space and the theta-divisor (Θ)
in Jacobi variety J(L) of the Riemann surface L:
{λm} ∈ (ϑ) ⇔ Bp+ q ∈ (Θ) .
In the simplest case of N = 2 the factor F can also be calculated explicitly (see
[14]) which leads to the following expression for the tau-function:
τ({λm}) = [detA]− 12
∏
m<n
(λm − λn)− 18Θ
[
p
q
]
(0|B) ,(1.4)
where M = 2g + 2; λ1, . . . , λ2g+2 are branch points on the hyperelliptic curve L
defined by equation w2 =
∏2g+2
m=1 (λ − λm); Aαβ =
∮
aα
λβ−1
w is a g × g matrix of
a-periods of non-normalized holomorphic differentials on this curve.
According to the general philosophy of holomorphic factorization [23, 20, 26], in
general case the square of the module of function F should be equal to the determi-
nant of Laplacian operator, up to the factor detℑB and an appropriate Liouville
action. The determinant of Laplacian operator with respect to the Poincare-
Lobachevskii metric is in turn defined via zeta-function regularization.
The main technical tools used here are kernel functions on Riemann surfaces, Fay
identities and deformation theory of Riemann surfaces. The systematic description
of these objects may be found in Fay’s books [24, 25].
We expect present results to find an application to the problem of isolating
the subclass of physically reasonable solutions of stationary axially symmetric
Einstein-Maxwell system [10] in the spirit of works [10, 11, 12], devoted to vacuum
Einstein equations. For Einstein-Maxwell system the matrix dimension of RH
problem is equal to three. Other potential areas of application are the theory of
Frobenius manifolds [3] and random matrices [5].
Our results confirm an existence of deep internal connection between the algebro-
geometric approach to integrable systems [6] and certain aspects of conformal field
theory.
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Let’s say a few word about organization of these notes. In section 2 we remind
the formulation of general Riemann-Hilbert (inverse monodromy problem), asso-
ciated isomonodromy deformation equations (Schlesinger system), and definition
of Jimbo-Miwa tau-function. We further discuss quasi-permutation monodromy
representations and their natural relationship to branched coverings of CP1.
In section 3 we review basic facts from the deformation theory of Riemann
surfaces and adjust them to the situation when the Riemann surface is realized as
a branched covering of the complex plane. Then the moduli space of the Riemann
surfaces (more precisely, corresponding Hurwitz space) can be parametrized by
the projections of branch points on CP1.
In section 4 we solve explicitly a class of RH problems corresponding to an
arbitrary quasi-permutation monodromy representation such that the associated
branched covering possesses the structure of compact Riemann surface.
In section 5 we prove formula (1.1) for the tau-function and show that the
equations (1.2) for function F can be integrated for the simple case of 2 × 2
monodromies to give (1.4). Here we also discuss general case.
2. Riemann-Hilbert problem with quasi-permutation mon-
odromies and algebraic curves
2.1. Riemann-Hilbert problem, isomonodromy deformations and tau-
function
Consider a set of M + 1 points λ0, λ1, . . . , λM ∈ C, and a given GL(N) mon-
odromy representationM of pi1[CP1 \ {λ1, . . . , λM}]. Let us formulate the follow-
ing Riemann-Hilbert problem:
Find function Ψ(λ) ∈ GL(N,C), defined on universal cover of CP1\{λ1, . . . , λM},
which satisfies the following conditions:
1. Ψ(λ) is normalized at point λ0 on some sheet of the universal cover as follows:
Ψ(λ0) = I ;(2.5)
2. Ψ(λ) has right holonomy Mγ along contour γ ∈ pi1[CP1 \ {λ1, . . . , λM}] for
all γ;
3. Ψ(λ) has regular singularities of the following form at the points λn:
Ψ(λ) = {Gn +O(λ− λn)}(λ− λn)TnCn , λ ∼ λn ,(2.6)
where Gn, Cn ∈ GL(N,C); Tn = diag(t(1)n , . . . t(N)n ).
Consider the following set of standard generators γ1, . . . , γM of pi1[CP1\{λ1, . . . , λM}].
Choose λ0 to be starting point and assume that the contour γn starts and ends
6 Dmitry Korotkin
at λ0 such that interior of γn contains only one marked point λn (our convention
is that the point λ = ∞ belongs to the exterior of any closed contour on CP1).
Moreover, we assume that these generators are ordered according to the following
relation:
γMγM−1 . . . γ1 = 1 .(2.7)
The matrices Mγm ≡ Mm are called monodromy matrices; as a consequence of
(2.7) we have:
MMMM−1 . . .M1 = I .(2.8)
Monodromy matrices Mn are related to coefficients of asymptotics (2.6) as fol-
lows:
Mn = C−1n e2piiTnCn .(2.9)
The set of the matrices {Mn , Tn , n = 1, . . . ,M} is called the set of monodromy
data.
Solution Ψ(λ) of this RH problem satisfies the following matrix differential equa-
tion with meromorphic coefficients:
dΨ
dλ
=
M∑
n=1
An
λ− λnΨ ,(2.10)
where
An = GnTnG
−1
n .(2.11)
Suppose now that all monodromy matrices don’t depend on positions of singular-
ities {λn} and that for any n none of the numbers t(j)n differ by integer. Then
function Ψ, in addition to (2.10), satisfies the equations with respect to positions
of singularities λn:
dΨ
dλn
=
(
An
λ0 − λn −
An
λ− λn
)
Ψ .(2.12)
Compatibility conditions of equations (2.10) and (2.12) imply dependence of residues
An on {λm} described by the system of Schlesinger equations:
∂An
∂λm
=
[An, Am]
λn − λm −
[An, Am]
λ0 − λm , m 6= n ;
∂Am
∂λm
= −
∑
n6=m
(
[An, Am]
λn − λm −
[An, Am]
λn − λ0
)
.(2.13)
Once a solution of the Schlesinger system is given, one can define the locally
holomorphic tau-function [8] by the system of equations
∂
∂λn
ln τ = Hn ≡ 1
2
res|λ=λntr
(
ΨλΨ
−1
)2
;
∂τ
∂λn
= 0 .(2.14)
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The tau-function does not depend on normalization point λ0. Namely, function
Ψ∗(λ), corresponding to the same monodromy data and normalized at a different
point λ∗0, has the form Ψ
∗(λ) = Ψ−1(λ∗0)Ψ(λ). Thus tr(Ψ
∗
λΨ
∗−1)2 = tr(ΨλΨ
−1)2.
Another observation which we shall need below is that tau-functions correspond-
ing to monodromy data {Mm , Tm} and {M˜m = DMmD−1 , Tm}, whereD is an
arbitrary non-degenerate matrix, independent of λ and {λm}, coincide. Namely,
the new set of monodromies corresponds to function Ψ˜ = Ψ(λ)D, whose loga-
rithmic derivative with respect to λ coincides with the logarithmic derivative of
Ψ.
According to Malgrange [7], the isomonodromic tau-function can be interpreted
as determinant of certain To¨plitz operator. The important role in the theory of
RH problems is played by the divisor of zeros of the tau-function in the universal
covering of the space {{λm} ∈ CM
∣∣ λm 6= λn if m 6= n}. In analogy to the
theta-divisor (Θ) on a Jacobi variety, Malgrange denoted this divisor by (ϑ). The
importance of the Malgrange divisor (ϑ) follows from the following fact: if {λn} ∈
(ϑ), the Riemann-Hilbert problem with the given set of monodromy matrices and
eigenvalues t
(j)
n does not have a solution. A close link between Malgrange divisor
(ϑ) and theta-divisor (Θ) ∈ J(L) for the class of quasi-permutation monodromy
representations will be established in sect. 5..
2.2. Quasi-permutation monodromy representations and branched cov-
erings
In this paper we shall consider two special kinds of N ×N monodromy represen-
tations.
Definition 2.1. Representation M is called the permutations representation if
matrix Mγ is a permutation matrix for each γ ∈ pi1[CP1 \ {λ1, . . . , λM}].
Remind that a matrix is called matrix of permutation if each raw and each
column of this matrix contain exactly one non-vanishing entry and this entry
equals to 1. Permutation matrices are in natural one-to-one correspondence with
elements of permutation group SN .
The definition (2.1) is self-consistent since the product of any two permutation
matrices is again a permutation matrix.
Let us introduce now the notion of quasi-permutation monodromy representa-
tion:
Definition 2.2. Representation M is called the quasi-permutations representa-
tion if Mγ is a quasi-permutation matrix for any γ ∈ pi1[CP1 \ {λ1, . . . , λM}].
Again, this definition is natural since all quasi-permutation matrices form a
subgroup in GL(N,C). We repeat once more that a matrix is called the quasi-
permutation matrix if each raw and each column of this matrix contain only one
non-vanishing entry.
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We shall call two quasi-permutation representations M and M̂ equivalent if
there exists some diagonal matrix D such that
M̂γ = DMγD−1(2.15)
for all γ ∈ pi1[CP1 \ {λ1, . . . , λM}].
Since detD cancels out in (2.15), the action of matrix D in (2.15) depends on
N−1 constants. Therefore, taking (2.8) into account, we conclude that the GL(N)
quasi-permutation representations of pi1[CP1\{λ1, . . . , λM}] form a MN −2N+1
- parametric family.
Let us now discuss the correspondence between the quasi-permutation represen-
tations of pi1[CP1 \ {λ1, . . . , λM}] and N -sheeted coverings of CP1.
Let M be a quasi-permutation representation of pi1[CP1 \ {λ1, . . . , λM}]. To
every such representation we can naturally assign a permutation representation
M′ substituting 1 instead of all non-vanishing entries of all monodromy matrices.
Notice that if some monodromy matrixMn is diagonal, the corresponding element
M′n of the permutation group is identical.
Proposition 2.3. There exists a one-to-one correspondence between permutation
representations of pi1[CP1 \ {λ1, . . . , λM}] and N -sheeted compact Riemann sur-
faces realized as ramified coverings of CP1 with projections of branch points on
CP1 equal to λ1, . . . , λM .
Proof. Given a ramified covering L with projections λ1, . . . , λM of branch points
on CP1, we construct the corresponding permutation representation as follows.
Denote the projection of L on CP1 by Π. Generators M′n of permutation mon-
odromy group are given by the following construction. Consider the pre-image
Π−1(γn) of the generator γn. This pre-image is a union of N (not necessary
closed) disjoint contours on L which start and end at some of the points λ(j)0 (by
λ(j) we denote the point ofjth sheet of L which has projection λ on CP1). Denote
by γ
(j)
n the component of λ−1(γn) which starts at the point λ
(j)
0 ; the endpoint
of this contour is λ
(jn)
0 for some jn ≡ jn[j]. If λ(j)n is not a branch point, then
jn[j] = j, and contour γ
(j)
n is closed; if λ
(j)
n is a branch point, then jn[j] 6= j and
contour γ
(j)
n is non-closed. Then the monodromy matrix M′n has the following
form:
(M′n)jl = δjn[j],l(2.16)
and naturally corresponds to some element sn of the permutation group SN . On
the other hand, starting from some permutation monodromy representation we
obviously can glue the sheets of the Riemann surface at the branch points {λn} in
such a way that it corresponds to the permutation monodromies (2.16). Moreover,
this Riemann surface is obviously compact. ✷
It is also clear that the branched covering L is connected iff the associated
permutation representationM′ is irreducible.
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Remark 2.4. We notice that if some quasi-permutation monodromy matrixMn
is diagonal, then corresponding matrix M′n is equal to I, and λn is in fact not
a projection of any branch point on CP1. However, in the sequel we shall treat
such points in the same fashion as all other λm’s. Our formulas below explicitly
contain multiplicities of all branch points; the formulas are written in such form
that this does not lead to any inconveniences or inconsistencies.
In this paper we shall make two non-essential simplifying assumptions:
• First, we assume that different branch points Pm have different projections
λm ≡ Π(Pm) on λ-plane, i.e. λm 6= λn for m 6= n.
• Second, we assume that all the branch points Pm are simple (i.e. have
multiplicity 1 or, in other words, we assume that only two sheets coalesce at
each Pm).
On the level of corresponding permutation representation these assumptions
mean that the group element sm for each m acts as elementary permutation of
only two numbers of the set (1, . . . , N). An arbitrary RH problem with quasi-
permutation representation, corresponding to non-singular curves, may be easily
solved by degeneration of the construction presented below to a submanifold in the
space of branch points where some of λm’s coincide. This follows, in particular,
from possibility to represent any element of the permutation group SN as a product
of the elementary permutations.
According to the Riemann-Hurwitz formula the genus of the Riemann surface L
is equal to
g =
M
2
−N + 1 ;(2.17)
therefore, our assumptions about the structure of the covering L imply, in partic-
ular, that the number M is even.
3. Basic objects on Riemann surfaces. Variational formulas
3.1. Basic objects
Here we collect some useful facts from the theory of Riemann surfaces and their
deformations. Consider a canonical basis of cycles (aα, bα), α = 1, . . . , g on L.
Introduce the dual basis of holomorphic 1-forms wα on L normalized by
∮
aα
wβ =
δαβ. The matrix of b-periods B and the Abel map U(P ) , P ∈ L are given by
Bαβ =
∮
bα
wβ , Uα(P ) =
∫ P
P0
wα ,(3.18)
where P0 is a basepoint. Consider theta-function with characteristics Θ
[
p
q
]
(z|B),
where p,q ∈ Cg are vectors of characteristics; z ∈ Cg is the argument. The
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theta-function is holomorphic function of variable z with the following periodicity
properties:
Θ
[
p
q
]
(z+ eα) = Θ
[
p
q
]
(z)e2piipα ;
Θ
[
p
q
]
(z+Beα) = Θ
[
p
q
]
(z)e−2piiqαe−2piizα−piiBαα ,(3.19)
where eα ≡ (0, . . . , 1, . . . , 0) is the standard basis in Cg. The theta-function satis-
fies the heat equation:
∂2Θ
[
p
q
]
(Ω)
∂zα∂zβ
= 4pii
∂Θ
[
p
q
]
(Ω)
∂Bαβ
.(3.20)
Let us consider some non-singular half-integer characteristic [p∗,q∗]. The prime-
form E(P,Q) is the following skew-symmetric (−1/2,−1/2)-form on L × L:
E(P,Q) =
Θ
[
p∗
q∗
]
(U(P )− U(Q))
h(P )h(Q)
,(3.21)
where the square of a section h(P ) of a spinor bundle over L is given by the
following expression: 2
h2(P ) =
g∑
α=1
∂zα
{
Θ
[
p∗
q∗
]
(0)
}
wa(P ) .(3.22)
To completely define h(P ) we assume it to be a section of the spinor bundle
corresponding to characteristic [p
∗
q∗ ]. Then automorphy factors of the prime-form
along all cycles aα are trivial; the automorphy factor along each cycle bα equals
to exp{−piiBαα − 2pii(Uα(P ) − Uα(Q))}. The prime-form has the following local
behavior as P → Q:
E(P,Q) =
x(P )− x(Q)√
dx(P )
√
dx(Q)
(1 + o(1)) ,(3.23)
where x(P ) is a local parameter.
The meromorphic symmetric bidifferential on L × L with second order pole at
P = Q and biresidue 1, given by the formula
w(P,Q) = dP dQ lnE(P,Q) ,
is called the Bergmann kernel. All a-periods of w(P,Q) with respect to any of its
two variables vanish. The period of Bergmann kernel along basic cycle bα with
respect to, say, variable P , is equal to 2piiwα(Q) and vice verse.
2One can prove that all the zeros of the r.h.s. of (3.22) are of the second order; this allows to
define consistently its square root.
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The Bergmann kernel has double pole with the following local behavior on the
diagonal P → Q:
w(P,Q) =
{
1
(x(P )− x(Q))2 +H(x(P ), x(Q))
}
dx(P )dx(Q) .(3.24)
where H(x(P ), x(Q)) is a non-singular part of w in each coordinate chart.
The restriction of function H on the diagonal gives projective connection R(x):
R(x) = 6H(x(P ), x(P )) ,(3.25)
which non-trivially depends on the chosen system of local coordinates on L. Namely,
it is easy to verify that the projective connection transforms as follows with respect
to change of local coordinate x→ f(x):
R(x)→ R(f(x))[f ′(x)]2 + {f(x), x}(3.26)
where
{f(x), x} ≡ f
′′′
f ′
− 3
2
(
f ′′
f ′
)2
is the Schwarzian derivative.
Suppose that the Riemann surface L is realized as branched covering of λ-plane,
and the local coordinates are chosen in standard way, i.e. x = λ − Π(P ) for any
point P which does not coincide with branch points, and x = (λ − Π(Pm))1/km
for any branch point of degree km. Projective connection corresponding to this
choice of local coordinates will be denoted by RH(P ). 3
The Szego¨ kernel S(P,Q) is the (1/2, 1/2)-form on L×L defined by the formula
S(P,Q) =
1
Θ [pq] (0)
Θ
[
p
q
]
(U(P )− U(Q))
E(P,Q)
,(3.27)
where p,q ∈ Cg are two vectors such that Θ [pq] (0) 6= 0. The Szego¨ kernel is the
kernel of the integral operator ∂
−1
, where the operator ∂ acts in the spinor bundle
over L with the holonomies e2piipα and e−2piiqα along basic cycles. The Szego¨ kernel
itself has holonomies e2piipα and e−2piiqα along cycles aα and bα, respectively, in
its first argument and the inverse holonomies in its second argument.
The Szego¨ kernel is related to the Bergmann kernel as follows ([24], p.26):
S(P,Q)S(Q,P ) = −w(P,Q)−
g∑
α,β=1
∂2zαzβ{lnΘ
[
p
q
]
(0)}wα(P )wβ(Q) .(3.28)
For any two sets P1, . . . , PN and Q1, . . . , QN of points on L the following Fay
identity takes place (see [24], p.33):
det{S(Pj , Qk)}(3.29)
3Here “H” stands for “Hurwitz”
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=
Θ
[
p
q
] (∑N
j=1(U(Pj)− U(Qj))
)
Θ [pq] (0)
∏
j<k E(Pj , Pk)E(Qk, Qj)∏
j,k E(Pj , Qk)
.
In particular, for N = 2 this formula is nothing but the famous Fay trisecant
identity. The proof of (3.29) is quite simple: one can check this identity comparing
analytical properties of the l.h.s. and the r.h.s. with respect to all variables Pj
and Qk using only the basic facts about holonomies and positions of zeros of the
prime-form and theta-function.
Below we study dependence of these objects on the moduli of the Riemann
surface. These facts will be required later for calculation of tau-function.
3.2. Variational formulas on a Riemann surface
If a Riemann surface is realized as a branched covering of CP1 then the positions
of the branch points may be used as natural moduli parameters. The Riemann
surfaces which can be obtained from a given Riemann surface by variation of po-
sitions of the branch points without changing their ramification type, span the
so-called Hurwitz spaces (see [3, 29]). We shall start from the well-known varia-
tional formulas on an abstract Riemann surface and then show how these formulas
look in the branched coverings realization. We shall mainly follow [25].
Consider a one-parametric family Lε of Riemann surfaces of genus g. It can
be described as smooth deformation of the complex structure on a fixed Riemann
surface Lε|ε=0 = L. If x is a local coordinate on L, the local coordinate xε on Lε
is holomorphic in ε:
xε = x+ εq(x, x) + . . . .(3.30)
Then the Beltrami differential µ (which is a (−1)-form with respect to x and a
1-form with respect to x), corresponding to the infinitesimal deformation of the
curve Lε at ε = 0, is given by
µ(x, x) = ∂xq(x, x)dx/dx .(3.31)
Let us introduce the following notations for the infinitesimal deformation defined
by the Beltrami differential:
δµ ≡ ∂
∂ε
∣∣∣
ε=0
, δµ ≡ ∂
∂ε
∣∣∣
ε=0
.
The infinitesimal variation of the basic holomorphic 1-forms and matrix of b-
periods is given by the following Rauch formulas ([25], p.57):
δµwα(Q) =
1
2pii
∫
L
µ(P )wα(P )w(P,Q) , δµwα(Q) = 0 ;(3.32)
δµBαβ =
∫
L
µwαwβ , δµBαβ = 0 .(3.33)
Riemann-Hilbert problems and branched coverings 13
Taking into account that the integral of the Bergmann kernel w(P,Q) along cycle
bβ with respect to variableQ is equal to 2piiwβ(P ), the formulas (3.33) immediately
follow from (3.32).
Let us apply these formulas to a Riemann surface L realized as a branched
covering of CP1. We can consider projections λm of branch points on CP1 as
coordinates on the Hurwitz space. Therefore, we will be interested in derivatives
of basic holomorphic differentials and matrix of b-periods with respect to λm.
Theorem 3.5. Basic holomorphic differentials and matrix of b-periods of an N -
fold covering L of CP1 satisfy the following equations with respect to the positions
of the branch points:
∂λm{wα(P )} = res|λ=λm
 −1(dλ)2 ∑
j
wα(λ
(j))w(λ(j), P )
 ,(3.34)
∂λm{wα(P )} = 0 ;
∂λm{Bαβ} = res|λ=λm
−4pii(dλ)2 ∑
j<k
wα(λ
(j))wβ(λ
(k))
 ,(3.35)
∂λmB = 0 .
Proof. This theorem is valid for arbitrary multiplicities of the branch points. Here
we check it under assumption that all branch points are simple and have different
projections on λ-plane. In this case the local parameter in the neighborhood of a
branch point λm is equal to x =
√
λ− λm; this is the only local parameter which
depends on the position of λm. The Taylor series (3.30) looks as follows:
(λ− λm − ε)1/2 = (λ− λm)1/2 − ε
2
(λ− λm)−1/2 +O(ε2) .
Therefore, the Beltrami differential
µm(P ) = −1
2
(
∂x
{
1
x
})
dx
dx
≡ −pi
2
δ(x)
dx
dx
,(3.36)
where δ(x) is two-dimensional delta-function, describes the infinitesimal deforma-
tion of complex structure under variation of position of the branch point λm [25]:
δµm = ∂λm .(3.37)
Substitution of Beltrami differential (3.36) into Rauch variational formulas(3.32),
((3.33) gives (3.34) and the following formula for variation of matrix of B-periods:
1
2pii
∂λm{Bαβ} = res|λ=λm
 1(dλ)2
N∑
j=1
wα(λ
(j))wβ(λ
(j))
 .(3.38)
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In turn, this formula implies (3.35) if we take into account the following lemma
3.6. ✷
Lemma 3.6. An arbitrary holomorphic differential w(P ) on a compact Riemann
surface L, realized as N -fold covering of CP1, satisfies the following relation:
N∑
j=1
w(λ(j)) = 0 .(3.39)
Proof. This lemma is also valid without any restrictions on ramification type at the
points λm; it is sufficient to check that
∑N
j=1 wα(λ
(j)) is a holomorphic differential
on CP1. The only suspicious points are the branch points Pm. Regularity of this
sum at point Pm follows from analysis of its Laurant series in the neighborhood
of λm. For example, if the branch point Pm is simple, it is sufficient to observe
that the local parameter x =
√
λ− λm has different signs on the sheets glued at
the branch point λm. ✷
4. Solution of Riemann-Hilbert problems with
quasi-permutation monodromies and Szego¨ kernel
Here we are going to solve a class of Riemann-Hilbert problems for quasi-permutation
monodromy representationsM which correspond to branch coverings with simple
branch points. Solution of a RH problem corresponding to an arbitrary quasi-
monodromy representation may be obtained as a limiting case of this construc-
tion. As before, denote projections of the branch points of this curve on CP1 by
λ1, . . . , λM ; assume that all branch points are simple and have different projections
on CP1. Genus g of the Riemann surface L is equal to M/2 − N + 1; therefore,
M should be always even.
In the sequel it will be convenient to assign degree to all of the points λ
(j)
m in
the following way: k
(j)
m = 2 if λ
(j)
m is a (simple!) branch point, and k
(j)
m = 1 if λ
(j)
m
is not a branch point.
Let us introduce on L a contour S, which connects certain initial point P0 (it is
convenient to assume that Π(P0) = λ0) with all points λ
(j)
m , including all branch
points. Suppose that the point λ0 does not belong to the set of projections of
basic cycles (aα, bα) on CP1. Introduce the following objects:
• Intersection indexes of the contours l(j)m with all the basic cycles and the
contour S:
I(j)mα = l
(j)
m ◦ aα , J (j)mα = l(j)m ◦ bα , K(j)m = l(j)m ◦ S(4.40)
where m = 1, . . . ,M ; α = 1, . . . , g ; j = 1, . . . , N
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The contour S can always be chosen in such a way that K
(j)
m = 1 if λ
(j)
m is
not a ramification point; if λ
(j)
m is a branch point, then either K
(j)
m = 1 or
K
(j)
m = 0.
• Two vectors p,q ∈ Cg.
• Constants r(j)m ∈ C assigned to each point λ(j)m ; we assume that the constants
r
(j)
m = r
(j′)
m coincide if λ
(j)
m = λ
(j′)
m i.e. if λ
(j)
m is a branch point. We require
that
M∑
m=1
N∑
j=1
r(j)m = 0(4.41)
Therefore, among constants r
(j)
m we have onlyMN−2g−2N+1 independent
parameters naturally assigned to non-coinciding points among λ
(j)
m .
Hence, altogether we introduced MN − 2N + 1 independent constants p,q and
r
(j)
m ; as we saw above, this number exactly equals the number of non-trivial pa-
rameters carried by the non-vanishing entries of the quasi-permutation monodromy
matrices of our RH problem.
Now we are in position to define N ×N matrix-valued function Ψ(λ) which will
later turn out to solve a Riemann-Hilbert problem. We define the germ of func-
tion Ψ(λ) in a small neighborhood of the normalization point λ0 by the following
formula:
Ψ(λ)kj = Ŝ
(
λ(j), λ
(k)
0
)
E0(λ, λ0) .(4.42)
Here Ŝ(P,Q) is a section of certain spinor bundle on L×L, given by the following
formula inside of the fundamental polygon of Riemann surface L:
Ŝ(P,Q) ≡ Θ
[
p
q
]
(U(P )− U(Q) + Ω)
Θ [pq] (Ω)E(P,Q)
M∏
m=1
N∏
l=1
[
E(P, λ
(l)
m )
E(Q, λ
(l)
m )
]r(l)m
.(4.43)
By E0 we denote the prime-form on CP1
E0(λ, λ0) =
λ− λ0√
dλdλ0
,(4.44)
naturally lifted to L (the precise way to lift E0 from CP1 to L we shall discuss
below);
Ω ≡
M∑
m=1
N∑
j=1
r(j)m U(λ
(j)
m ) .(4.45)
The vector Ω does not depend on the choice of initial point of the Abel map due
to assumption (4.41). The formula (4.42) makes sense if Θ
[
p
q
]
(Ω) 6= 0.
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To define the function Ψ completely we need to specify how to lift the spinor√
dλ from CP1 to L. Being lifted on L, the 1-form dλ has simple zeros at all the
branch points Pm. Therefore,
√
dλ is not a holomorphic section of a spinor bundle
on L. However, we can define it in such a way that the ratio h(P )/
√
dλ (where
λ = Π(P ); h(P ) is the spinor used in definition of the prime-form) has trivial
automorphy factors along all basic cycles. This function has poles of order 1/2 at
the branch points Pm and holonomies −1 along small cycles encircling the branch
points Pm.
Consider now the ratio of two prime-forms
f(P,Q) ≡ E0(λ, µ)
E(P,Q)
,(4.46)
where λ = Π(P ), µ = Π(Q). Consider holonomies of f(P,Q) along cycles aα
and bα with respect to, say, variable P . From the previous discussion we conclude
that these holonomies are equal to epiip
∗
α and e−piiq
∗
α−2pii(Uα(P )−Uα(Q)), respectively.
Notice, that these holonomies do depend on the choice of the odd half-integer
characteristic
[
p∗
q∗
]
, in contrast to the holonomies of the prime-form E(P,Q) itself!
In addition, f(P,Q) has holonomies e2pii(km−1) = ±1 along small cycles encircling
branch points Pm.
The following theorem gives a solution to a class of RH problems with quasi-
permutation monodromies. This is the main result of present section:
Theorem 4.7. Suppose that Θ
[
p
q
]
(Ω) 6= 0. Let us analytically continue function
Ψ(λ) (4.42) from the neighborhood of the normalization point λ0 to the universal
covering Tˆ of CP1 \ {λ1, . . . , λM}. Then the function Ψ(λ) is non-singular and
non-degenerate on Tˆ . It has regular singularities at the points λ = λm, satisfies the
normalization condition Ψ(λ = λ0) = I and solves the Riemann-Hilbert problem
with the following quasi-permutation monodromies:
(Mn)kl = exp
{
2pii{k(k)n [r(k)n + 1/2]− 1/2}K(k)n(4.47)
+
g∑
α=1
{J (k)nα (pα + p∗α)− I(k)nα (qα + q∗α)}
}
δjm[k],l
where all constants p,q and r
(k)
n were introduced above; j
(k)
m stands for the number
of sheet where the contour l
(k)
m ends.
Proof. Choose in the Fay identity (3.29) Pj ≡ λ(j) and Qk ≡ λ(k)0 . Then, taking
into account the holonomy properties of the prime-form and asymptotics (3.23),
we conclude that
detΨ =
M∏
m=1
N∏
j,k=1
[
E(λ(j), λ
(k)
m )
E(λ
(j)
0 , λ
(k)
m )
]r(k)m
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which, being considered as function of λ, does not vanish outside of the points
λ
(k)
j ; thus Ψ ∈ GL(N) if λ does not coincide with any of λm. The normalization
condition Ψjk (λ0) = δjk is an immediate corollary of the asymptotic expansion of
the prime form (3.23).
Expressions (4.47) for the monodromy matrices of function Ψ follow from the
simple consideration of the components of function Ψ. Suppose for a moment
that the function Ŝ(P, λ
(k)
0 )E0(λ, λ0), defined by (4.43), would be a single-valued
function on L (as function of P ∈ L). Then all monodromy matrices would
be matrices of permutation: the analytical continuation of the matrix element
Ŝ(λ(j), λ
(k)
0 )E0(λ, λ0) along contour l
(j)
m would simply give the matrix element
Ŝ(λ(j), λ
(k˜m)
0 )E0(λ, λ0). However, since in fact the function Ŝ(P, λ
(k)
0 )E0(λ, λ0)
gains some non-trivial multipliers from crossing the basic cycles aα, bα and contour
S, we get in (4.47) an additional exponential factor. Its explicit form is a corollary
of the definition of intersection indexes which enter this expression, and periodicity
properties of the theta-function and the prime-form. ✷
Remark 4.8. If we assume that all constants r
(j)
m vanish, the formula (4.42) may
be nicely rewritten in terms of the Szego¨ kernel (3.27) as follows:
Ψ(λ)kj = S(λ
(j), λ
(k)
0 )E0(λ, λ0)(4.48)
where E0(λ, λ0) = (λ − λ0)/
√
dλ
√
dλ0 is the prime-form on CP1.
If we now assume that vectors p, q and constants r
(j)
m don’t depend on {λm}
then the monodromy matrices Mj also don’t carry any {λm}-dependence and the
isomonodromy deformation equations are satisfied.
Theorem 4.9. Assume that vectors p and q and constants r
(j)
m don’t depend on
{λm}. Then the functions
An({λm}) ≡ res|λ=λn
{
ΨλΨ
−1
}
,(4.49)
where Ψ(λ) is defined in (4.42), satisfy the Schlesinger system (2.13) outside of
the hyperplanes λn = λm and a submanifold of codimension one defined by the
condition
Bp+ q+Ω ∈ (Θ) ,(4.50)
where (Θ) denotes the theta-divisor on Jacobian J(L).
Remark 4.10. The formula (4.42) remains valid for solution of RH problem
with an arbitrary quasi-permutation monodromy representation corresponding to
a non-singular branched covering. In other words, our assumption of simplicity of
all branch points is non-essential. The expressions for monodromy matrices (4.47)
also remain valid if we assume that the degree k
(j)
m stands for the number of sheets
glued at the point λ
(j)
m .
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5. Isomonodromic tau-function and Cauchy-Riemann
determinants
5.1. Tau-function and projective connection
According to the definition of the tau-function (2.14), let us start with calculation
of expression tr
(
ΨλΨ
−1
)2
. Notice that this object is independent of the choice of
normalization point λ0 [substitution of λ0 by another point λ˜0 corresponds to the
λ-independent “gauge” transformation Ψ(λ)→ Ψ˜(λ) = Ψ−1(λ˜0)Ψ(λ)].
Let us rewrite once more the formula (4.42) for Ψjk:
Ψkj(λ, λ0) = Ŝ(λ
(j), λ
(k)
0 )
λ− λ0√
dλ
√
dλ0
(5.51)
where Ŝ(P,Q) is given by expression (4.43). Consider the limit λ0 → λ. In this
limit the matrix elements of the function Ψ behave as follows:
Ψkj(λ, λ0) =
λ0 − λ
dλ
Ŝ(λ(j), λ(k)) +O{(λ0 − λ)2} , k 6= j(5.52)
Ψjj(λ, λ0) = 1 +
λ0 − λ
dλ
{
W1(λ
(j))−W2(λ(j))
}
,(5.53)
where W1(P ) is a linear combination of the basic holomorphic 1-forms on L:
W1(P ) =
1
Θ [pq] (Ω)
g∑
α=1
∂zα{Θ
[
p
q
]
(Ω)}wα(P ) ,(5.54)
and W2(P ) is the following meromorphic 1-form with simple poles at the points
λ
(j)
m and the residues r
(j)
m :
W2(P ) =
M∑
m=1
N∑
j=1
r(j)m dP lnE(P, λ
(j)
m ) .(5.55)
Taking into account independence of the expression tr
(
ΨλΨ
−1
)2
on position of
the normalization point λ0, we have
tr
(
ΨλΨ
−1
)2
(dλ)2 = 2
∑
j<k
Ŝ(λ(j), λ(k))Ŝ(λ(k), λ(j))+
N∑
j=1
(
W1(λ
(j))−W2(λ(j))
)2
.
To transform this expression we first notice that ([24], p.26)
Ŝ(P,Q)Ŝ(Q,P ) = −w(P,Q)−
g∑
α,β=1
∂2zαzβ{lnΘ
[
p
q
]
(Ω)}wα(P )wβ(Q) .
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Furthermore, sinceW1(P ) is a holomorphic 1-form on L, the expression
∑N
j=1W1(λ
(j))
vanishes identically according to Lemma3.6; hence
N∑
j=1
{W1(λ(j))}2 = −2
N∑
j,k=1
j<k
g∑
α,β=1
∂zα{lnΘ
[
p
q
]
(Ω)}∂zβ{lnΘ
[
p
q
]
(Ω)}wα(λ(j))wβ(λ(k)) .
Similarly, we can conclude that
∑N
j=1{W2(λ(j))}2 is a meromorphic 2-form on
CP1 which has poles only at the points λm; calculation of its residues gives
N∑
j=1
{W2(λ(j))}2 =
M∑
m,n=1
rmn(dλ)
2
(λ− λn)(λ− λm) ,(5.56)
where
rmn =
N∑
j=1
r(j)m r
(j)
n .(5.57)
Therefore, as the first step of our calculation, we get the following expression:
1
2
tr
(
ΨλΨ
−1
)2
(dλ)2 = −
∑
j<k
w(λ(j), λ(k))(5.58)
− 1
Θ [pq] (Ω)
∑
j<k
∑
α,β
∂2zαzβ{Θ
[
p
q
]
(Ω)}wα(λ(j))wβ(λ(k)) + 1
2
∑
m,n
rmn(dλ)
2
(λ− λn)(λ − λm)
− 1
Θ [pq] (Ω)
∑
α
∂zα{Θ
[
p
q
]
(Ω)}
∑
m
∑
j
r(j)m wα(λ
(j))dP lnE(P, λ
(j)
m ) .
Let us now analyze the Hamiltonians
Hm ≡ 1
2
res|λ=λm
{
tr
(
ΨλΨ
−1
)2}
.
Using the heat equation for theta-function (3.20), we can represent Hm in the
following form:
Hm = −res|λ=λm
∑
j<k
w(λ(j), λ(k))
+ 12 ∑
n6=m
rmn
λm − λn(5.59)
+
1
Θ [pq] (Ω)
∑
α,β
∂Θ
[
p
q
]
(Ω)
∂Bαβ
∂λm{Bαβ}+
1
Θ [pq] (Ω)
∑
α
∂zα{Θ
[
p
q
]
(Ω)}∂λm{Ωα} ,
or, equivalently,
Hm = −res|λ=λm
 1(dλ)2 ∑
j<k
w(λ(j), λ(k))
+∂λm ln
{∏
l<n
(λl − λn)rlnΘ
[
p
q
]
(Ω)
}
.
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Therefore, we come to the following
Theorem 5.11. The tau-function corresponding to solution (4.49) of Schlesinger
system, is given by
τ(λn) = F ({λn})
M∏
m,n=1
(λm − λn)rmnΘ
[
p
q
]
(Ω|B) ,(5.60)
where function F ({λn}) does not depend on constants p,q and r(j)n , and satisfies
the following system of compatible equations
∂λm lnF = −res|λ=λm
 1(dλ)2 ∑
j 6=k
w(λ(j), λ(k))
(dλ)2
 .(5.61)
One can check that only the non-singular part of the Bergmann kernel con-
tributes to the residue in expression (5.61); therefore, we can further express
∂λm lnF in terms of the projective connection R
H (here “H” stands for “Hur-
witz”) on the Riemann surface L corresponding to the natural choice of local
coordinates on L.
Lemma 5.12. Function F ({λn}), defined by (5.61), satisfies the following system
of compatible equations:
∂λm lnF =
1
24
R(λm) ≡ − 1
12pi
∫
L
µmR
H(dx)2 ,(5.62)
where
µm = −pi
2
δ(x)
dx
dx
with x = (λ − λm)1/2
is the Beltrami differential (3.36) corresponding to variation of the branch point
λm; R
H(P ) is the projective connection corresponding to our choice of local pa-
rameters on L: x = (λ − λm)1/2 in the neighborhood of a branch point Pm (all
branch points are simple according to our assumption); δ(x) is two-dimensional
delta-function.
Proof. Formula (5.61) can be rewritten in terms of the non-singular part of the
Bergmann kernel (3.24), which immediately leads to (5.62) taking into account
the definition of projective connection R.✷ ✷
According to this lemma, the function F plays the role of generating function of
the projective connection corresponding to the natural choice of coordinate system
on the branched covering L.
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Remark 5.13. In the case of higher multiplicity of branch points the formula
(5.62) suffers only minor modification: instead of value of the projective connection
at the point λm this formula contains an appropriate derivative of R at this point.
Remark 5.14.Integrability of equations (5.62) for the function F follows from
integrability of the equations (2.14) for the isomonodromic tau-function. We would
like to notice that it is rather non-trivial fact from the point of view of the theory
of Riemann surfaces that equations
∂RH(λm)
∂λn
=
∂RH(λn)
∂λm
(5.63)
are always satisfied if the Riemann surface L has only simple branch points (for
higher multiplicities the values of the projective connection in (5.63) should be
substituted by an appropriate derivatives). This fact looks analogous to similar
equations for accessory parameters which appear in the uniformization problem of
punctured sphere [26].
It is possible to prove that the function F does not vanish as long as the Riemann
surface L remains compact. Therefore, in particular, it does not vanish outside of
the hyperplanes λm = λn. This allows to claim that the zeros of the tau-function
(5.60) coincide with the zeros of the theta-function Θ
[
p
q
]
(Ω|B). Therefore, we
come to the following relationship between the Malgrange divisor (ϑ) in the space of
singularities (corresponding to quasi-permutation monodromy groups considered
here) and the theta-divisor in Jacobi manifold of the Riemann surface L:
Theorem 5.15. The set of singularities {λm} belongs to the Malgrange divisor
(ϑ) iff the vector Bp+q+Ω belongs to the theta-divisor (Θ) in the Jacobi manifold
J(L) of the Riemann surface L.
We remind that in the expression Bp + q + Ω the {λm}-dependence is hidden
inside the matrix of b-periods and the vector Ω.
5.2. Function F and holomorphic factorization of determinant of
Laplacian operator
Let us make a few comments concerning the link of the function F with the
determinant of Laplacian operator in spirit of previous works [20, 26]. Consider,
for example, the case g > 1. Let us denote by z = f(P ) the fuchsian uniformization
map of the curve L to the fundamental domain H/Γ of a fuchsian group Γ (by z
we denote the complex coordinate on the upper half-plane H). 4 Then we can
write down the Poincare metric of gaussian curvature −1 on L:
ds2 =
dzdz
(ℑz)2 ≡ e
φ(x)dxdx ,
4For g = 0 and g = 1 function z(x) maps L to the Riemann sphere or fundamental parallelo-
gramm, respectively.
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where
φ(x) = ln
|z′(x)|2
[ℑz(x)]2(5.64)
is a real function in each coordinate chart (notice that φ(x) does transform under
coordinate change i.e. it is not a scalar). Function φ(x) satisfies in each chart the
Liouville equation
φxx =
1
2
eφ ,
which formally provides the extremals of the the Liouville action
S =
∫
L
(
|φx|2 + eφ
)
dxdx .(5.65)
However, since the function φ, defined by (5.64), does not behave like a scalar with
respect to the coordinate change, this expression has to be accurately defined in
each case taking into account the terms coming from the boundaries of the coor-
dinate charts [26]. This can, for example, be explicitly done if the local coordinate
x corresponds to the Schottky uniformization of the Riemann surface L [30]. It
is also easy to write down these boundary terms in system of local parameters
associated to the ramified covering realization, but we will not discuss them here.
The Laplace operator on H
∆ = (z − z)2 ∂
2
∂z∂z
is invariant with respect to the Mo¨bius group. Therefore, it can be naturally
defined on L, where it is self-adjoint, non-negative, and has discrete spectrum
in the Hilbert space of functions on L. The Hilbert space is equipped with the
natural inner product privided by the Poincare metric. The zeta-function of the
Laplacian ∆ is defined in terms of its eigenvalues κj as follows: ζ(s) =
∑
j κ
−s
j .
In turn, the determinant of the Laplacian ∆ is defined via analytical continuation
of the zeta-function to zero:
det∆ ≡ exp{ζ′(0)} .
An infinitesimal variation of the moduli of the curve L by a Beltrami differential
µ leads to the following variation of the determinant of Laplacian operator [32]:
δµ ln
det∆
detℑB =
1
6pi
∫
H/Γ
µ(z)RF (z)(dz)2 ,(5.66)
where RF (z), z ∈ H/Γ is the projective connection corresponding to Fuchsian
uniformization of L.
On the other hand, the action of the Beltrami differential µm on the logarithm
of the real function |F |2 follows from (5.62):
∂λm ln |F |2 = −
1
12pi
∫
L
µm(x)R
H(x)(dx)2 ,(5.67)
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where RH(x) denotes the projective connection with respect to the natural system
of local parameters on L arising from the realization of L as branched covering of
CP1. Therefore, there must exist a real-valued function SH({λm}) such that
|F |2 =
(
det∆
detℑB exp
{
1
12
SH
})−1/2
.(5.68)
According to (5.66) and (5.67), the function SH satisfies the following compatible
system of equations:
∂SH
∂λm
= 2
∫
L
[
RH(x) −RF (z(x))
∣∣∣ dz
dx
∣∣∣2]µm(dx)2 .(5.69)
Taking into account that the Beltrami differential µm is, up to the factor −pi/2,
nothing but the delta-function with support at the branch point λm, and that
the projective connection transforms according to (3.26) under a change of the
local coordinate, we get the following equations for SH in terms of Schwartzian
derivative of the local parameters:
∂SH
∂λm
= −{z(xm), xm}
∣∣∣
xm=0
,(5.70)
where xm =
√
λ− λm is the local prameter near the branch point. According
to the privious experience (see [26], where the relationship between Fuchsian and
Shottky uniformizations is discussed in detail, and more recent paper [33]), the
solution of equations (5.70) should coincide with an appropriately defined Liouville
action (5.65). In addition to the bulk term (5.65), the Liouville action contains
suitable boundary terms, which we don’t write down explicitly.
According to the general philosophy of holomorphic factorization [23], the for-
mula (5.68) allows to identify F with [det∂0]
−1/2. The operator ∂0 acts on sections
of the trivial bundle over L; this operator should be understood as differentiation
with respect to our standard system of local parameters on the branched covering.
We would like to refer also to work [33], where the generating function for pro-
jective connection was computed with respect to the Fuchsian uniformization; this
gives further support to the hypothesis of close relationship between function F
and appropriate version of Liouville action in our parametrization.
5.3. Hyperelliptic curves and 2 × 2 Riemann-Hilbert problems with
off-diagonal monodromies
Here we consider the simplest case ofN = 2, when any matrix of quasi-permutation
is either diagonal or off-diagonal. We shall consider monodromy groups containing
only off-diagonal monodromies; the insertion of additional diagonal monodromies
according to the general scheme is straightforward. In this case the branched cov-
ering L corresponds to hyperelliptic algebraic curve with branch points λ1, . . . , λM
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and function F may be calculated explicitly [14]. We have M = 2g + 2, where g
is the genus of the branched covering L; this branched covering is the Riemann
surface of the algebraic curve
w2 =
2g+2∏
m=1
(λ− λm)(5.71)
It is convenient to put all r
(j)
m = 0; in this case the formula (4.48) gives the
solution Ψ(λ) ∈ SL(2) of the RH problem with arbitrary off-diagonal monodromies
having unit determinant:
Mm =
(
0 dm
−d−1m 0
)
,
where constants dm may be expressed in terms of the elements of vectors p,q. Let
us count the number of essential parameters in the monodromy matrices and in the
construction of function Ψ. The matricesMm contain altogether 2g+2 constants;
however, there is one relation (product of all monodromies gives I). One more
parameter is non-essential due to possibility of simultaneous conjugation of all
monodromies with an arbitrary diagonal constant matrix. Therefore, the set of
monodromy matrices contains 2g non-trivial constants in accordance with number
of non-trivial constants contained in vectors p and q.
To integrate the remaining equations
∂λm lnF =
1
24
RH(λm)(5.72)
on hyperelliptic curve (5.71) we use the following formula ([24], p.20) for the
projective connection at arbitrary point of P of the hyperelliptic curve L (where
x is the local parameter in the neighborhood of the point P , λ = Π(P ) is the
projection of P on λ-plane):
RH(P ) = {λ(x), x}(P ) + 3
8
(
d
dx
ln
∏
λm∈T
(λ− λm)∏
λm 6∈T
(λ− λm)
)2
(P )(5.73)
− 6
Θ
[
pT
qT
]
(0)
g∑
α,β=1
∂2zαzβ
(
Θ
[
pT
qT
]
(0)
) wα
dx
(P )
wβ
dx
(P ) .
Here {λ, x} is the Schwarzian derivative of λ with respect to x; T is an arbitrary
divisor consisting of g + 1 branch points, which satisfies certain non-degeneracy
condition. Characteristic
[
pT
qT
]
is the even half-integer characteristic corresponding
to the divisor T according to the following equation:
BpT + qT =
∑
λm∈T
U(λm)−K ,(5.74)
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where K is the vector of Riemann constants; the initial point of the Abel map is
chosen to be, say, λ1. In this case the r.h.s. of (5.74) is a linear combination, with
integer or half-integer coefficients, of the vectors eα and Bea. These coefficients
are composed in vectors pT and qT . The non-degeneracy requirement imposed on
the divisor T gives rise to the condition that the vector BpT +qT does not belong
to the theta-divisor on J(L), i.e. Θ
[
pT
qT
]
(0) 6= 0.
Of course, the projective connectionR, as well as the function F , are independent
of the choice of the divisor T , which plays only intermediate role. If in (5.73)
we choose P = λm, the local parameter is x =
√
λ− λm. Then all terms in
R(λm) which don’t contain theta-function can be integrated explicitly; the terms
containing theta-function can be represented as logarithmic derivative with respect
to λm by making use of the heat equation for theta-function (3.20) and Rauch
formula (3.35). These terms are equal to
−6 ∂
∂λm
lnΘ
[
pT
qT
]
(0) .
This expression may be rewritten using the Thomae formula [34]
Θ
[
pT
qT
]
(0) = ±(detA)2
∏
λm,λn∈T
(λm − λn)
∏
λm,λn 6∈T
(λm − λn),
where Aαβ =
∮
aα
λβ−1
w is the g × g matrix of a-periods of non-normalized holo-
morphic differentials on L.
Collecting together all the explicit factors arising from the Thomae formula and
expression (5.73), we get the following answer for the function F :
F = [detA]− 12
∏
m<n
(λm − λn)− 18(5.75)
which coincides with the expression for the determinant {det∂0}−1/2 of Cauchy-
Riemann operator acting in trivial bundle over L with respect to our system of
local parameters [17, 20]. For the tau-function itself we get the following expression
τ({λm}) = [detA]− 12
∏
m<n
(λm − λn)− 18Θ
[
p
q
]
(0|B) ,
which, according to the same papers, coincides with naturally defined determinant
of the Cauchy-Riemann operator acting on spinors which have holonomies e2piipα
and e−2piiqα along basic cycles of L.
As we saw above, for general curves the interpretation of the factor F as {det∂0}−1/2
can, probably, be preserved. Interpretation of the whole tau-function as det∂1/2
in a twisted spinor bundle remains valid for arbitrary curves, if all constants r
(j)
m
vanish.
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Remark 5.16. In the article [35] it was argued that the tau-function for isomon-
odromy deformations with arbitrary (not only quasi-permutation) monodromy
matrices can be interpreted as determinant of Cauchy-Riemann operator in ap-
propriate spinor vector bundle over punctured sphere with cuts. We don’t know
at the moment how to establish an explicit link between the framework of [35] and
our present scheme, where the spinor line bundles over compact Riemann surfaces
appear.
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