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Abstract
We introduce the notion of functional stream derivative, generalising the notion of input derivative of
rational expressions (Brzozowski 1964) to the case of stream functions over arbitrary input and output
alphabets. We show how to construct Mealy automata from algebraically speciﬁed stream functions by
the symbolic computation of functional stream derivatives. We illustrate this construction in full detail for
various bitstream functions speciﬁed in the algebraic calculus of the 2-adic numbers. This work is part of a
larger ongoing eﬀort to specify and model component connector circuits in terms of (functions and relations
on) streams.
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1 Introduction
In [7], Brzozowski showed how to construct a deterministic ﬁnite automaton for a
rational expression by computing its ﬁnitely many derivatives, herewith lifting the
well-known fact that rational languages have a ﬁnite number of (left) quotients,
to the symbolic level of expressions. Since then, various applications and gener-
alisations have been studied. In [1], Antimirov introduced the notion of partial
derivative and used it to construct nondeterministic ﬁnite automata. In [19,20], we
reformulated Brzozowski’s original approach in coalgebraic terms and generalised it
to formal power series over arbitrary semirings, providing at the same time a gen-
eralisation of Antimirov’s results. A similar generalisation to formal power series
and rational expressions with multiplicities was found, independently, by Lombardy
and Sakarovitch [15,16].
Here we present yet another generalisation of Brozowski’s construction. We look
at deterministic Mealy automata [9], with inputs and outputs over arbitrary alpha-
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bets (cf. Example 2.4). We use stream functions from inﬁnite sequences of inputs to
inﬁnite sequences of outputs to specify their behaviour. We introduce the (semantic)
notion of functional stream derivative (Section 2), which can be used to construct
for any stream function a minimal Mealy automaton. Functional stream derivatives
already occur in [17] under the name of state (of a sequential function). Also min-
imisation of Mealy automata is well known [9]. The main contribution of the present
paper is the insight that functional stream derivatives can often be computed sym-
bolically from algebraic expressions that specify stream functions. In this manner,
a Mealy automaton can be constructed from an algebraic expression by symbolic
manipulation. We describe this construction in full detail for various functions on
bitstreams (inﬁnite sequences of 0’s and 1’s). We specify bitstream functions in the
algebra of the 2-adic numbers, and construct Mealy automata that implement these
functions by symbolically computing their functional stream derivatives (Sections 3
through 5). In general, this yields inﬁnite automata, but we will also characterise
some families of algebraic expressions, for which the construction yields a ﬁnite (and
minimal) automaton.
Contributions and related work will be discussed in Section 6. This will include a
discussion of the relevance of our construction for the design of digital circuits. Here
we want to point out that the present work is part of a broader ongoing research
eﬀort to develop models and speciﬁcation formalisms for component connector cir-
cuits. In [5] and [4], we used relations on streams and so-called constraint automata
as models of Arbab’s [2] component connector calculus Reo. There we showed how
to go from connector circuits to (relations on) streams and also from connector cir-
cuits to automata. In addition, initial ideas how to construct circuits from automata
(which amounts to a non-trivial generalisation of well-known techniques from logic
design) are described in [3]. We intend to generalise the techniques of the present
paper to the speciﬁcation and symbolic construction of (constraint) automata for
component connector circuits.
2 Mealy automata
We give the basic deﬁnitions on Mealy automata and streams. We introduce the
notion of functional stream derivative and show how it can be used to characterise
minimal automata.
Let A and B be arbitrary sets. A Mealy automaton (S, φ) with inputs in A and
outputs in B consists of a set of states S and a transition function φ : S → (B×S)A.
This function maps a state s0 ∈ S to a function φ(s0) : A → (B×S), which produces
for every input a ∈ A a unique pair 〈b, s1〉, consisting of the output b and the next
state s1.
(Mealy automata are also called sequential machines [9]. Generalisations include
transition functions that are partial and that may map into B∗×S instead of B×S.
In more recent references, the latter are called (sub)sequential transducers [18,8]. In
coalgebraic terms, a Mealy automaton is a coalgebra of the functor F : Set → Set
on the category of sets and functions, which is deﬁned for any set S by F (S) =
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(B × S)A.)
We shall use the following notation:
s0
a|b  s1 ⇐⇒ φ(s0)(a) = 〈b, s1〉
We call a Mealy automaton binary if inputs and outputs are taken from the set
2 = {0, 1}.
We deﬁne the set Aω of streams over an arbitrary set A by Aω = {σ | σ : IN →
A}. Elements σ ∈ Aω will be denoted by σ = (σ(0), σ(1), σ(2), . . .). We deﬁne the
stream derivative of a stream σ by
σ′ = (σ(1), σ(2), σ(3), . . .)
and we call σ(0) the initial value of σ. We shall use the following notation, for
a0, . . . , an ∈ A and σ ∈ A
ω:
a0 : · · · : an : σ = (a0, . . . , an, σ(0), σ(1), σ(2), . . .)
For instance, we have σ = σ(0) : σ′. We call a function f : Aω → Bω causal if
for any σ ∈ Aω, the n-th element of the stream f(σ) depends only on the ﬁrst n
elements of σ. More formally, f is causal if
f(a0 : · · · : an : σ)(n) = f(a0 : · · · : an : τ)(n)
for all n ≥ 0, a0, . . . , an ∈ A, σ, τ ∈ A
ω. As we shall see shortly, causal stream
functions typically arise as descriptions of the behaviour of Mealy automata. Note
that the composition of causal functions is again causal. (Causal functions are
sometimes also called synchronous or letter-to-letter.)
The following elementary deﬁnition introduces the notion of functional stream
derivative, on which later a new symbolic algorithm for the construction of Mealy
automata will be based.
Deﬁnition 2.1 [functional stream derivative] For a causal function f : Aω → Bω
and a ∈ A, we deﬁne the initial output of f (on input a) by f [a] = f(a : σ)(0),
where σ ∈ Aω is arbitrary. We deﬁne the functional stream derivative of f (on input
a) as the function fa : A
ω → Bω, deﬁned for all σ ∈ Aω, by fa(σ) = f(a : σ)
′. 
Note that in the deﬁnition of f [a], the actual value of σ is irrelevant because f
is causal. Our notation f [a] should not be read as: f applied to the argument a
(which does not make sense as f takes inﬁnite streams as arguments), but just as
a shorthand for f(a : σ)(0). One could say that on a stream (of inputs) σ, the
functional stream derivative fa acts as f would “after it had seen a ﬁrst”.
Let Γ = {f | f : Aω → Bω | f is causal }. We deﬁne a function π : Γ →
(B×Γ)A, for f ∈ Γ and a ∈ A, by π(f)(a) = 〈f [a], fa〉 (note that fa is causal when
f is). This gives us an (inﬁnite) Mealy automaton (Γ, π) with transitions
f
a|f [a]  fa
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Next we characterise (Γ, π) using the following notion. A homomorphism of au-
tomata (S, φ : S → (B × S)A) and (T,ψ : T → (B × T )A) is a function h : S → T
that preserves transitions: if φ(s0)(a) = 〈b, s1〉 then ψ(h(s0))(a) = 〈b, h(s1)〉; in
other words,
s0
a|b  s1 ⇒ h(s0)
a|b  h(s1)
Proposition 2.2 (Γ, π) is a ﬁnal Mealy automaton: for every Mealy automaton
(S, φ) (with inputs in A and outputs in B), there exists a unique homomorphism
h : (S, φ) → (Γ, π).
Proof. For a Mealy automaton (S, φ), we deﬁne a function h : S → Γ. For s0 ∈ S,
we deﬁne a function h(s0) : A
ω → Bω by considering, for σ ∈ Aω and k ≥ 0, the
(unique) corresponding sequence of transitions
s0
σ(0)|b0  s1
σ(1)|b1  · · ·
σ(k)|bk  sk+1
and putting h(s0)(σ)(k) = bk. It is not very diﬃcult to verify that h(s0) is causal,
and that the function h deﬁned in this way is a homomorphism, which is moreover
unique. 
We call the stream function h(s0) above the (input-output) behaviour of s0. For a
causal function f ∈ Γ, we say that a state s0 in an automaton S implements f if
f = h(s0).
In algebra, the behaviour of Mealy automata is typically described in terms of
functions of type A+ → B. Although this set is isomorphic to the ﬁnal coalgebra Γ,
we prefer to work with the latter because of its, as we shall see later, richer algebraic
structure.
The universality of Γ can be expressed in yet another way. We need the following
notion. For a state s0 ∈ S of a Mealy automaton (S, φ), let 〈s0〉 ⊆ S denote the
smallest subset that contains s0 and is closed under transitions (for any inputs).
Clearly, 〈s0〉 is also a subautomaton of (S, φ), by taking as its transition function
the restriction of φ to the set 〈s0〉. We call 〈s0〉 the subautomaton of (S, φ) generated
by s0.
Corollary 2.3 (a) For a causal function f ∈ Γ, the (state f in the) subautomaton
〈f〉 ⊆ Γ implements f . (b) Moreover, 〈f〉 is the minimal Mealy automaton (having
the smallest number of states) that implements f .
Proof. Statement (a) follows from the fact that the identity function id : Γ → Γ
is a homomorphism. For (b), let (S, φ) be a Mealy automaton and consider a state
s0 ∈ S that implements f , that is: h(s0) = f , with h as in Proposition 2.2. Without
loss of generality, we may assume that all states in S are reachable from s0, that is,
〈s0〉 = S. (If not, we simply take 〈s0〉 instead of S to begin with.) Because h is a
homomorphism (and thus preserves transitions), it follows that the image h(S) of
S under h is a subautomaton of Γ; moreover, h(S) = h(〈s0〉) = 〈h(s0)〉 = 〈f〉. Thus
the size of S is at least the size of 〈f〉. 
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According to the deﬁnition of (Γ, π), the minimal Mealy automaton 〈f〉 that
implements f ∈ Γ can be constructed by computing repeatedly all functional stream
derivatives of f . In Section 5, we shall describe how to construct binary automata
from algebraically speciﬁed stream functions by symbolic computation.
Example 2.4 We illustrate the notions and results above with a simple example.
Consider a binary Mealy automaton with state space S = {s0, s1, s2} and transition
function f : S → (2× S)2 deﬁned by the following picture:
s0
1|1 
0|0
 s1
1|0

0|1
 s2
1|1

0|0

It is a single bit binary counter. Starting in state s0, this automaton outputs 0
when an even number of 1’s has been input and it outputs 1 when an odd number
of 1’s has been input. Note that we have introduced, on purpose, some redundancy:
states s0 and s2 are equivalent and can be identiﬁed (as we shall see below). Next
consider functions f, g : 2ω → 2ω deﬁned, for σ ∈ 2ω, k ≥ 0, by
f(σ)(k) =
⎧⎨
⎩
0 if (σ(0), . . . , σ(k)) contains an even number of 1’s
1 otherwise
and g(σ)(k) = 1 − f(σ)(k). We have the following initial outputs and functional
stream derivatives:
f [0] = 0, f [1] = 1, g[0] = 1, g[1] = 0, f0 = f, f1 = g, g0 = g, g1 = f
It follows that a minimal Mealy automaton that implements f is given by
〈f〉 = f
1|1

0|0
		 g
1|0



0|1

Also note that with h as in Proposition 2.2, we have h(s0) = h(s2) = f and h(s1) =
g, and
s0
1|1 
0|0
 s1
1|0

0|1
 s2
1|1

0|0
  h  f
1|1

0|0
		 g
1|0



0|1

Thus h maps S = 〈s0〉 to its minimization 〈f〉 ⊆ Γ, on the right. 
As we mentioned in the introduction, the notion of functional stream derivative
already occurs in [17], and is called state there. It is also a variation on the classical
notion of derivative (or inverse) of functions from A∗ to B∗ [9]. Also Proposition
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2.2 and Corollary 2.3 are essentially reformulations of classical results. The con-
tribution of the present paper consists of the observation that functional stream
derivatives can be symbolically computed from algebraic expressions that specify
stream functions. This will be carried out for certain functions on bitstreams, in
Section 5, using the algebra of the 2-adic numbers that we introduce next.
3 The 2-adic operators
In Section 5, we shall construct minimal Mealy automata from stream functions by
computing functional stream derivatives. Although this method works for automata
and functions on streams over arbitrary alphabets, we shall illustrate it for the case
of binary automata and bitstream functions. More speciﬁcally still, we shall look
at bitstream functions that are speciﬁed in terms of a number of basic operators
on bitstreams, the so-called 2-adic operators, which we introduce in the present
section. (Other types of operators will be mentioned in the conclusions.)
Let 2ω be the set of bitstreams: inﬁnite sequences of 0’s and 1’s. Before introduc-
ing the 2-adic operators, we ﬁrst recall (cf. [13,10]) that bitstreams are also known as
2-adic numbers, since they can be viewed as the binary representations of ordinary
numbers. For rational numbers with odd denominator, this works as follows. We
deﬁne the binary representation B(q) of a rational q ∈ Qˆ = {n/(2m+1) | n,m ∈ Z}
as the unique stream satisfying the following system of equations (one for each q):
B(q)′ = B((q − odd(q))/2), B(q)(0) = odd(q)
where odd(n/2m + 1) = 1, if n is odd, and = 0 if n is even. These equations
deﬁne streams B(q) by specifying their stream derivative B(q)′ and initial value
B(q)(0). Therefore they are called stream diﬀerential equations (see [20] for an
overview). It is not very diﬃcult to see that the above equations deﬁne an in-
clusion B : Qˆ → 2ω. (The deﬁnition does not work for rationals with even
denominator.) Here are some examples; note that the least signiﬁcant bit is al-
ways on the left: B(13) = (1, 0, 1, 1, 0, 0, 0, . . .), B(−5) = (1, 1, 0, 1, 1, 1, . . .), and
B(1/5) = (1, 0, 1, 1, 0, 0, 1, 1, 0, 0, 1, 1, 0, 0, . . .). In general, the bitstream of a pos-
itive integer ends with 0’s, the bitstream of a negative integer ends with 1’s, and
the bitstream of a rational is eventually periodic. (All of this is well known; see the
aforementioned references.)
Next we introduce the 2-adic operators, with which one can calculate with bit-
streams in the same manner as with ordinary numbers. We need the following
preliminaries. The Boolean operators on 2 = {0, 1} are deﬁned, for all a, b ∈ 2, as
usual: a∨b = max{a, b}, a∧b = min{a, b}, ¬a = 1−a, and a⊕b = (a∧¬b)∨(¬a∧b)
(exclusive or). Classically, the 2-adic operators are deﬁned in terms of formal power
series (see the aforementioned references). Here we take the 2-adic operators simply
as functions from bitstreams to bitstreams, and we deﬁne them by means of stream
diﬀerential equations. These deﬁnitions are equivalent to the classical ones, but
have the advantage that with their help, it will be immediate to compute functional
stream derivatives, which will be used in the construction of binary automata (Sec-
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tion 5). For bitstreams σ, τ ∈ 2ω, we deﬁne σ+ τ , −σ, σ× τ , and 1/σ as the unique
streams satisfying the system of equations below (we use the following notation: for
a ∈ 2, we write [a] = (a, 0, 0, 0, . . .)):
derivative: initial value: name:
(σ + τ)′ = (σ′ + τ ′) + [σ(0) ∧ τ(0)] (σ + τ)(0) = σ(0) ⊕ τ(0) sum
(−σ)′ = −(σ′ + [σ(0)]) (−σ)(0) = σ(0) minus
(σ × τ)′ = (σ′ × τ) + ([σ(0)] × τ ′) (σ × τ)(0) = σ(0) ∧ τ(0) product
(1/σ)′ = −(σ′ × (1/σ) ) (1/σ)(0) = 1 inverse
As usual, we shall write τ/σ for τ × (1/σ); note that 1/σ is deﬁned only for σ with
σ(0) = 1. It is not diﬃcult to prove that this system uniquely determines these four
operators (see [21] for details), and that they are causal.
We brieﬂy explain the form of these equations. The sum σ + τ is computed
by elementwise addition but with the proviso that ‘overﬂow’ bits are carried over
to higher-order positions (that is to say, next right in the stream). This explains
the initial value (σ + τ)(0) = σ(0) ⊕ τ(0) and the presence of the ‘carry’ term
[σ(0)∧τ(0)] in the derivative (σ+τ)′. The deﬁnition of −σ (aka two’s complement)
is completely determined by the ‘requirement’ that σ + (−σ) = [0]: taking initial
values on both sides implies that σ(0)⊕((−σ)(0)) = 0, whence (−σ)(0) = σ(0); and
taking derivatives on both sides implies σ′ + (−σ)′ + [σ(0)] = [0], from which the
shape of the diﬀerential equation for−σ follows. Multiplication is deﬁned in terms of
shift and addition. The deﬁnition of inverse, ﬁnally, follows from the ‘requirement’
that σ × (1/σ) = [1], for any σ ∈ 2ω with σ(0) = 1, again by taking initial values
and derivatives on both sides of that equation.
The reader familiar with the deﬁnition of input derivatives of rational expressions
[7] will see certain diﬀerences. For instance, we have only one type of derivative
here, whereas for rational expressions E over an alphabet A we have one input
derivative Ea for every a ∈ A. (As we have seen in Section 2, derivatives with
respect to input do play a role in the deﬁnition of functional stream derivative.)
But there are also similarities. For instance, the derivative of the product above
is very similar to the input derivative of the concatenation product of rational
expressions: (E×F )a = (Ea×F )+(o(E)×Fa). For an explanation of the common
basis of both types of derivatives, we refer to [20].
4 A bit of 2-adic calculus
We brieﬂy review some basic properties of the 2-adic operators that will be useful for
the computations in Section 5. It is well known that 2ω with the 2-adic operators, is
a commutative ring (and an integral domain). So we have the usual commutativity,
associativity, and distributivity laws for sum and product. Sofar we have constants
[0] = (0, 0, 0, . . .) and [1] = (1, 0, 0, 0, . . .). Since (1, 0, 0, 0, . . .) + (1, 1, 1, , . . .) =
(0, 0, 0, . . .), we have −[1] = (1, 1, 1, . . .). We shall often simply write 0, 1, and −1
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for [0], [1], and −[1], respectively; the context should make clear whether we are
talking about streams or numbers. In order to formulate some further properties,
we introduce yet another constant: X = (0, 1, 0, 0, 0, . . .), which plays the role of
formal variable (as in formal power series). Here is a number of useful identities.
We have omitted their proofs, which are straightforward (see also [21]).
Lemma 4.1 We have derivatives: 1′ = 0′ = 0, (−1)′ = −1, X ′ = 1, and initial
values: 0(0) = X(0) = 0, 1(0) = −1(0) = 1. For σ, τ ∈ 2ω and n ≥ 0: X ×
σ = (0, σ(0), σ(1), σ(2), . . .), (X × σ)′ = σ, (−X × σ)′ = −σ, (−σ)′ = σ′ − σ,
σ + σ = X × σ, and
(σ × τ)′ =
⎧⎨
⎩
σ′ × τ if σ(0) = 0
(σ′ × τ) + τ ′ if σ(0) = 1
(1)
(σ/τ)′ =
⎧⎨
⎩
σ′/τ if σ(0) = 0 and τ(0) = 1
(σ′ − τ ′)/τ if σ(0) = 1 and τ(0) = 1
(2)
Immediate corollaries are X2 = (0, 0, 1, 0, 0, 0, . . .), X3 = (0, 0, 0, 1, 0, 0, 0, . . .), etc.
Particularly lovely are identities such as 1+1 = X, Xn+Xn = Xn+1 and (Xn+1)′ =
Xn. Using the constant X, we deﬁne the following notions.
Deﬁnition 4.2 We call a stream π = c0 + c1X + c2X
2 + · · · + ckX
k, where all ci
are either 0, 1, or −1, a polynomial . We deﬁne deg(π) = k if ck = 0. We call σ ∈ 2
ω
rational if σ = π/ρ, for polynomials π and ρ with ρ(0) = 1. 
Note that in the deﬁnition above, negative coeﬃcients are allowed. In particular,
also −1 = (1, 1, 1, . . .) is considered a polynomial. For an example of rational stream,
recall the function B : Qˆ → 2ω from Section 3 that assigns to a rational number
(with odd denominator) its binary representation. Because B(1) = [1], B(2) = X,
and B commutes with the operators of sum, minus, product, and inverse (in other
words, B is a homomorphism of integral domains), it follows that B(q) is a rational
stream, for all q ∈ Qˆ.
For σ ∈ 2ω and n ≥ 0, we deﬁne the n-th derivative σ(n) of σ by σ(0) = σ
and σ(n+1) = (σ(n))′. The following proposition is a variation on the observation
by Brzozowski [7] that rational expressions have only ﬁnitely many distinct input
derivatives.
Proposition 4.3 A rational stream has only ﬁnitely many distinct stream deriva-
tives.
Proof. Consider polynomials π, ρ (with ρ(0) = 1). By identity (2) and because
deg(π′ − ρ′) ≤ M = max{deg(π), deg(ρ)}, it follows for all n ≥ 0 that the n-th
derivative (π/ρ)(n) is of the form κ/ρ for some polynomial κ of degree deg(κ) ≤ M .
As there are only ﬁnitely many diﬀerent such polynomials, the proposition follows.
This proposition is equivalent to the well known fact, mentioned earlier, that
binary representations of rational numbers (with odd denominator) are eventually
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periodic. The formulation of Proposition 4.3 in terms of stream derivatives will be
particularly useful in Section 5. There it will be used to show that certain stream
functions have only ﬁnitely many functional stream derivatives and, consequently,
give rise to a ﬁnite (and minimal) Mealy automaton. In order to obtain some
experience with the computation of stream derivatives, we conclude this section
with the calculation of the canonical forms of the binary representations B(q) of
rational numbers (with odd denominator) q. We shall use the following notation,
for ai, bj ∈ 2:
a0 · · · ak(b0 · · · bl) = (a0, . . . , ak, b0, . . . bl, b0, . . . bl, b0, . . . bl, . . .)
As an example, we compute the binary representations of 5, −5, and 1/5. For
integers, things are very simple:
B(5) = B(1 + 22) = B(1) + B(2)2 = 1 + X2 = 101(0)
B(−5) = −B(5) = −1−X2 = 1 + X −X3 = 110(1)
where we used −Xk = Xk −Xk+1, all k ≥ 0. For B(1/5) = 1/B(5) = 1/1 + X2,
we compute the repeated derivatives of 1/1 + X2, using the deﬁning diﬀerential
equations from Section 3 and some of the identities of Lemma 4.1. In particular,
we shall use below that
(1 + X2)′ = (1)′ + (X2)′ + [(1)(0) ∧ (X2)(0)] = 0 + X + 0 = X
(−1−X)′ = (−1)′ + (−X)′ + [(−1)(0) ∧ (−X)(0)] = (−1) + (−1) + 0 = −X
The repeated derivatives of 1/1 + X2 are as follows:
(1/1 + X2)′ = (1′ − (1 +X2)′)/1 + X2 = −X/1 + X2
(−X/1 + X2)′ =−1/1 + X2
(−1/1 + X2)′ = ((−1)′ − (1 + X2)′)/1 + X2 = (−1−X)/1 + X2
((−1−X)/1 + X2)′ = ((−1−X)′ − (1 +X2)′)/1 + X2
= ((−X) − (X))/1 + X2 = −X2/1 + X2
(−X2/1 + X2)′ =−X/1 + X2
These are all the diﬀerent derivatives of 1/1 + X2. Taking their initial values, and
using the fact that σ = σ(0) : σ′, for any σ ∈ 2ω, we ﬁnd B(1/5) = 1(0110).
5 Synthesis of binary automata
In Deﬁnition 2.1, we introduced the new notion of functional stream derivative.
The present section contains our main contribution: we show how to use functional
stream derivatives to construct minimal Mealy automata. We shall present a num-
ber of examples and one, more systematic but fairly modest, general result. (All of
this will be about bitstream functions and binary Mealy automata, but we repeat
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that our method is more general than that; other cases will be discussed in Section
6.) We shall use the following identities: for all σ ∈ 2ω,
0 : σ = X × σ, 1 : σ = 1 + (X × σ)
Recall from Deﬁnition 2.1 the deﬁnition of the functional stream derivatives of a
causal function f : 2ω → 2ω, for all σ ∈ 2ω:
f0(σ) = f(0 : σ)
′, f1(σ) = f(1 : σ)
′,
Using the two identities above, we have the following formulae: for all σ ∈ 2ω,
f0(σ) = f(X × σ)
′, f1(σ) = f(1 + (X × σ))
′
Also, we shall use the following notation for repeated functional stream derivatives:
for w ∈ 2∗ and a ∈ 2, we deﬁne fε = f (where ε is the empty word) and fwa =
(fw)a. Here is a ﬁrst example of our construction. Consider the following function
f : 2ω → 2ω:
f(σ) = (1 + X)× σ
(Note that in this expression X denotes the constant stream (0, 1, 0, 0, 0, . . .) and σ
is the function variable.) In the terminology of Section 3, this function multiplies a
2-adic number σ ∈ 2ω by 1 + X = B(3), the binary representation of the natural
number 3. Note that f is causal and let Γ as before denote the set of all causal
functions from 2ω to 2ω. Recall (Corollary 2.3) that 〈f〉 ⊆ Γ, the subautomaton of
Γ generated by f , is the smallest Mealy automaton implementing f . We construct
〈f〉 by computing the repeated functional stream derivatives of f (using the deﬁning
diﬀerential equations from Section 3 and some of the identities from Section 4):
f0(σ) = f(X × σ)
′ = ((1 + X)× (X × σ))′
= ((1 + X)′ × (X × σ)) + (X × σ)′ [note that (1 + X)(0) = 1]
= (X × σ) + σ = f(σ)
f1(σ) = f(1 + (X × σ))
′ = ((1 + X)× (1 + (X × σ)))′
= ((1 + X)′ × (1 + (X × σ))) + (1 + (X × σ))′
=1 + (X × σ) + σ = f(σ) + 1
f10(σ) = f1(X × σ))
′ = (((1 + X)× (X × σ)) + 1)′
= ((1 + X)× (X × σ))′ + 1′
[since ((1 + X)× (X × σ))(0) ∧ 1(0) = 0]
= f(σ)
f11(σ) = f1(1 + (X × σ))
′ = (((1 + X)× (1 + (X × σ))) + 1)′
= ((1 + X)× (1 + (X × σ)))′ + 1′ + 1
= f1(σ) + 1 = f(σ) + 1 + 1 = f(σ) + X
f110(σ) = f11(X × σ)
′ = (f(X × σ) + X)′ = f(X × σ)′ + 1 = f1(σ)
f111(σ) = f11(1 + (X × σ))
′ = (f(1 + (X × σ)) + X)′
= f(1 + (X × σ))′ + 1 = f11(σ)
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Computing further derivatives will not yield any new functions, so the automaton
〈f〉 consists of the following three states: {f, f1, f11}. Transitions are given by initial
outputs, which are computed as follows (below σ is an arbitrary stream):
f [0] = f(0 : σ)(0) = f(X × σ)(0) = ((1 + X)× (X × σ))(0) = 0
f [1] = f(1 : σ)(0) = f(1 + (X × σ))(0) = ((1 + X)× (1 + (X × σ)))(0) = 1
Similarly, we compute f1[0] = 1, f1[1] = 0, f11[0] = 0, and f11[1] = 1. And so we
ﬁnd the following minimal automaton for f :
f
1|1

0|0
		 f1
1|0

0|1
 f11
0|0

1|1

For a second example, consider the function g : 2ω → 2ω deﬁned, for σ ∈ 2ω, by
g(σ) = σ × (1/1 −X −X2)
It multiplies a 2-adic number σ by −1/5, since B(−1/5) = 1/1−X−X2 . Computing
the functional stream derivatives of g gives the following distinct functions (omitting
details):
g1(σ) = g(σ) + ((1 + X)/1 −X −X
2)
g10(σ) = g(σ) + (X
2/1−X −X2)
g11(σ) = g(σ) + (X/1−X −X
2)
g101(σ) = g(σ) + ((1 + X
2)/1 −X −X2)
g110(σ) = g(σ) + (1/1 −X −X
2)
After computing the corresponding initial outputs, one ﬁnds the following minimal
Mealy automaton implementing g:
g
0|0
		
1|1

g1
0|1

1|0
g101
0|1

1|0

g10
0|0

1|1
 g11
0|0

1|1
 g110
1|0

0|1

Our third and last example illustrates that our method also works for multiplication
with an arbitrary rational number. We consider the function h : 2ω → 2ω deﬁned,
for σ ∈ 2ω, by
h(σ) = σ × (1 + X/1−X −X2)
J.J.M.M. Rutten / Electronic Notes in Theoretical Computer Science 160 (2006) 305–319 315
which multiplies a 2-adic number σ by −3/5. We do not mention any details but
only present the state space of the resulting automaton, which as before is obtained
by computing repeatedly the functional stream derivatives of h. It consists of all
expressions
h(σ) + (−E/1−X −X2),
with E ∈ {0, 1, X, 1 + X, X2, 1 + X2, X + X2, 1 + X + X2}
Thus an automaton is obtained with 8 states.
The above procedure always yields a ﬁnite automaton for functions of the fol-
lowing form.
Theorem 5.1 A function h : 2ω → 2ω of the form h(σ) = σ × φ, for all σ ∈ 2ω
and for ﬁxed rational stream φ, has only ﬁnitely many distinct functional stream
derivatives. As a consequence, 〈h〉 is a minimal ﬁnite automaton implementing h.
Proof. This is an immediate consequence of Proposition 4.3: rational streams have
only ﬁnitely many distinct stream derivatives. Let φ = α/β, for polynomial streams
α, β. One can show that any repeated functional stream derivative of h is always
of the form h(σ) + (γ/β), for polynomials γ with degree deg(γ) ≤ deg(α) + deg(β).
There are only ﬁnitely many such functions. 
There are various easy generalisations of this theorem that are omitted here.
For instance, it also holds for functions of the form h(σ) = (σ × φ) + ψ for ﬁxed
rational streams φ and ψ. Also, it is straightforward to formulate a similar theorem
for functions with many inputs and many outputs.
(See Section 6 for a discussion of ongoing work, by David de Oliveira Costa and
Helle Hvid Hansen, on an implementation of the algorithm underlying Theorem
5.1. For instance, our last example above was computer generated. Interestingly,
experimental data have by now lead to a number of conjectures about both size and
structure of the state space of the resulting automata.)
In conclusion of this section, we look at two examples that illustrate that our
construction is not limited to functions of the form of Theorem 5.1. Let h(σ) = −σ,
for all σ ∈ 2ω. Computing derivatives gives
h0(σ) = h(X × σ)
′ = (−(X × σ))′ = −σ = h(σ)
h1(σ) = h(1 + (X × σ))
′ = (−(1 + (X × σ)))′
=−((1 + (X × σ))′ + 1) = −(σ + 1)
h10(σ) = (−((X × σ) + 1))
′ = −(((X × σ) + 1)′ + 1)
=−(σ + 1) = h1(σ)
h11(σ) = (−(1 + (X × σ) + 1))
′
= (−((X × σ) + X))′ = −(σ + 1) = h1(σ)
Computing initial outputs then gives the following minimal implementation of the
2-adic minus:
h
1|1 
0|0
		 h1
0|1

1|0

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Our next and last example shows that not all is ﬁnite, in automaton land. Let
i : 2ω → 2ω be deﬁned, for all σ ∈ 2ω, by i(σ) = 1/(1 − (X × σ)). Computing
functional stream derivatives gives
i0(σ) = (1/(1 − (X × (X × σ))))
′ = (X × σ)/(1 − (X2 × σ))
i00(σ) = ((X × (X × σ))/(1 − (X
2 × (X × σ))))′
= (X × σ)/(1 − (X3 × σ))
By induction, one has i0n(σ) = (X × σ)/(1 − (X
n+1 × σ)), for all n ≥ 1. Since
all these functions are diﬀerent (just take σ = 1 for an argument), and since 〈i〉 is
the minimal automaton implementing i, it follows that there is no ﬁnite automaton
implementing the operation of 2-adic division. Although some negative results of
this type already exist, the last example above oﬀers a new and very general way
of proving them.
6 Discussion and related work
Contributions: (a) the observation that the set of all causal stream functions is a
ﬁnal Mealy automaton, of which the coalgebra structure is given by the notion of
(initial value and) functional stream derivative; (b) a new algorithm for the sym-
bolic construction of minimal Mealy automata from algebraically speciﬁed causal
functions, in particular 2-adic arithmetical bitstream functions.
Other binary algebras: In [21], we study a number of other algebraic structures
on 2ω, every time deﬁning the operators of the algebra by means of stream diﬀer-
ential equations. As a consequence, the construction of Mealy automata by means
of functional stream derivatives, is in principle applicable to functions speciﬁed in
each of those algebras. More interesting still, the same holds for functions that are
speciﬁed by so-called mixed expressions, in which operators from diﬀerent algebras
are used together. We lack the space here to include further examples. In general,
the resulting automata will be inﬁnite, but for certain classes of functions it can be
proven that a ﬁnite automaton can be obtained.
Other alphabets: The notion of functional stream derivative is deﬁned for func-
tions on streams over arbitrary alphabets. Having an algebra of stream functions
of which the operators are deﬁned by means of stream diﬀerential equations, seems
to be the basis for the application of our construction. We expect that further
applications can be found in other algebras, for instance as used in the context of
functional programming languages.
Digital circuits: It is well-known how to construct a digital circuit out of a
binary Mealy automaton (see for instance [14] for a classical reference). Thus one
can start with an algebraic speciﬁcation of a binary stream function, then use (a
suitable implementation of) our construction to obtain a Mealy automaton, and
ﬁnally use standard techniques to construct a corresponding digital circuit out of
the Mealy automaton. All in all, this would give a fully automated path from
the algebraic speciﬁcation of (certain) arithmetical functions to a corresponding
hardware implementation.
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Note that minimality results for binary Mealy automata are also relevant for
circuits. In particular, the minimal number of memory cells (one bit registers) that
a circuit needs in order to implement the functional speciﬁcation, is given by the
2-log of the number of states of the corresponding minimal automaton. In this way,
one can use, for instance, Theorem 5.1 to compute lowerbounds for the numbers of
registers needed to implement arithmetic functions (not much is known about this,
cf. [12,22]).
Implementation: For algebras such as that of the 2-adic numbers, the construc-
tion of Mealy automata from algebraic expressions can in many cases be automated.
For this, one has to be more precise about the distinction between syntax and seman-
tics than we have been here. In particular, one has to reduce algebraic expressions to
normal form, in order to decide whether functional derivatives result in new states
or not. At present, our construction is being further analysed and implemented
for certain classes of functions from binary arithmetic, by Helle Hvid Hansen and
David de Oliveira Costa.
Related work : In [7], derivatives of rational expressions are used to obtain (Moore
style) automata over an arbitrary (input) alphabet. The same paper also shows how
to apply the construction to obtain Mealy automata over arbitrary input alphabet
and the ﬁxed output alphabet 2 = {0, 1}. There are two major diﬀerences: (i) our
approach applies to arbitrary output alphabets; (ii) we use (algebraic expressions
denoting) stream functions rather than rational expressions (denoting formal lan-
guages) to specify the behaviour of our automata. The latter point is also relevant
for the case that (both inputs and) outputs are binary, a case which is covered by
[7]. As we have seen, many operators from binary arithmetic can be easily speciﬁed
in the 2-adic algebra of bitstreams, whereas the use of rational expressions (over
the alphabet 2) would be at best inconvenient and often impossible.
There does not seem to exist much literature on the construction of Mealy au-
tomata from algebraically speciﬁed stream functions. Most approaches use logical
speciﬁcation formalisms (see for instance [6,11]). There one starts with a logi-
cally speciﬁed relation (sometimes called stream requirement) on input and output
streams, and the goal is to ﬁnd at least one Mealy automaton (out of many possible
ones) whose behaviour satisﬁes the requirement. Here we start with an algebraically
speciﬁed function and construct the unique (minimal) automaton that implements
it.
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