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Random constraint satisfaction problems undergo several phase transitions as the ratio between
the number of constraints and the number of variables is varied. When this ratio exceeds the
satisfiability threshold no more solutions exist; the satisfiable phase, for less constrained problems,
is itself divided in an unclustered regime and a clustered one. In the latter solutions are grouped
in clusters of nearby solutions separated in configuration space from solutions of other clusters.
In addition the rigidity transition signals the appearance of so-called frozen variables in typical
solutions: beyond this threshold most solutions belong to clusters with an extensive number of
variables taking the same values in all solutions of the cluster. In this paper we refine the description
of this phenomenon by estimating the location of the freezing transition, corresponding to the
disappearance of all unfrozen solutions (not only typical ones). We also unveil phase transitions for
the existence and uniqueness of locked solutions, in which all variables are frozen. From a technical
point of view we characterize atypical solutions with a number of frozen variables different from
the typical value via a large deviation study of the dynamics of a stripping process (whitening)
that unveils the frozen variables of a solution, building upon recent works on atypical trajectories
of the bootstrap percolation dynamics. Our results also bear some relevance from an algorithmic
perspective, previous numerical studies having shown that heuristic algorithms of various kinds
usually output unfrozen solutions.
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I. INTRODUCTION
In Constraint Satisfaction Problems (CSP) a set of N discrete variables is subject to M constraints, the problem
then consists in deciding whether there exists an assignment of the variables which satisfies simultaneously all the
constraints. A few examples of the numerous type of constraints are k-SATisfiability instances, in which the variables
are boolean and each constraint is the disjunction (OR) of k literals (a variable or its negation), k-XORSATisfiability,
where the disjunction is replaced by the eXclusive OR, making this problem equivalent to linear equations modulo
2, and q-coloring, where the variables can take q values, and each constraint forbids a pair of variables to take the
same value. We will use in this paper the hypergraph bicoloring problem, in which binary variables are submitted to
constraints bearing on k-uplet of variables, that impose that both binary values are present at least once among the
k variables (it corresponds also to the Not All Equal version of k-SAT with all literals positive). The object of the
theory of computational complexity [1, 2] is to classify the worst-case difficulty of these decision problems, a seminal
result in this field being the NP-completeness of the k-SAT problem for k ≥ 3 [3, 4].
Despite their proven worst-case hardness it originally turned out that generating instances of CSPs that were
actually hard for heuristic algorithms was not completely obvious [5, 6]; a simple to generate and easy to tune set
of benchmark instances is provided by random CSPs, in which the M constraints are drawn randomly among all
possible ones. In the case of coloring this corresponds to Erdo˝s-Re´nyi random graphs, for problems with constraints
involving k ≥ 3 variables their hypergraph generalizations. The control parameter of these random ensembles is the
density of constraints α = M/N , which is kept constant in the large size (thermodynamic) limit N →∞. Numerical
investigations of these ensembles were first presented in [7, 8] (an earlier analytical study of this random ensemble can
be found in [9]) and triggered an interest for these random CSPs that survived until today. Indeed these studies showed
that for some values of the parameter α the instances generated were typically (i.e. with a probability approaching 1
in the thermodynamic limit) very difficult to solve in practice, and suggested a connection between this hardness and
a threshold phenomenon (or phase transition): the probability for such an instance to be satisfiable seemed to drop
abruptly from 1 to 0 when the parameter α crossed a given value αsat (its numerical value depends of course on the
details of the definition of the problem). Two decades of intense and interdisciplinary efforts have produced a lot of
results that we can only partially survey here. Upper bounds on the possible values of αsat can be obtained by the first
moment method (with various refinements) [10], lower bounds by the analysis of simple enough algorithms [11, 12] or
by the use of second moment methods [13], and a weak form of the existence of αsat has been established in [14]. The
3arity k of the constraints provides another parameter to control the ensemble of instances, in particular when it gets
large these problems are somehow easier to study rigorously, the upper and lower bounds having the same leading
behavior, which led to tight asymptotic expansions at large k for various problems [15]. An exact determination of
αsat for small values of k ≥ 3 was instead an open problem for a long time.
The use of statistical physics methods originally developed for the study of spin glasses [16, 17], namely the replica
and cavity methods, turned out to be crucial in improving the understanding of random CSPs. For what concerns
in particular the determination of the threshold αsat of random k-SAT a formalism predicting its value for all k has
been presented in [18, 19], whose exactness has been recently proven rigorously in [20] for large enough (but finite)
values of k, see also [21] for a similar result on random NAE-k-SAT and [22] for another regularized version of k-SAT.
In some sense the prediction of αsat is only the tip of the iceberg of the contributions of statistical mechanics to the
field of random CSPs, as this prediction relies on a detailed description of the organization and properties of the set of
solutions [18, 23–25], that undergo several phase transitions before the satisfiability one. Let us now briefly describe
how this problem is attacked in statistical mechanics studies and which are the phase transitions thus unveiled (note
that also these predictions have received a partial rigorous confirmation, see for instance [26–29]).
A natural way to study the set of solutions of a CSP is to introduce the uniform probability measure over this
set. The variables of the problem are now seen as particles, or spins, which interact one with another through the
constraints that need to be satisfied. These local interactions are the building blocks of a so-called graphical model,
which can be represented as a factor graph [30]; in random CSPs the local structure of such a graph is typically a
tree, which suggests that this uniform probability measure over solutions can be accurately described using the Belief
Propagation (or sum product) message passing algorithm, that would be exact if the factor graph was globally a tree.
For low enough values of α this is indeed the case, correlations between variables decay fast enough for the loops in
the factor graph to be irrelevant, and the support of the measure is sufficiently well-connected for its marginal laws
to be described accurately by the single fixed point solution of the Belief Propagation (BP) iterative equations.
When α increases above a threshold αd (corresponding to the dynamical transition in the language of the mean
field theory of structural glasses [31]) the shape of the set of solutions undergoes a drastic modification: it becomes
split in an exponential number of clusters (portions of the configuration space), solutions being well connected inside
a cluster, while two different clusters are well separated. This transition can be also characterized by the divergence
of some correlation length, but of a particular type: correlations between a finite number of variables are blind to the
transition at αd, it is only the so-called point-to-set correlation which can detect it [32, 33]. This notion of correlation
is related to the reconstruction problem [34, 35]: the observation of the variables at some large distance from a root
point of the factor graph in an uniformly chosen solution of a CSP provides a non vanishing information on the value
of the root in this solution only for α > αd. Given an instance of a random CSP the decomposition of its solution set
into “clusters” is somehow ambiguous, on the one hand because different authors define clusters in different and not
always equivalent ways, on the other hand because a few among the exponentially many solutions should be allowed
to be moved from one cluster to another without affecting crucially the statements made about this decomposition.
From a physics point of view this notion of clusters mimics the definition of pure states, namely they provide a
partition of the configuration space in disjoint subsets (apart from negligible intersections), such that the frontier of a
cluster constitutes a free-energy barrier (the probability of the frontier of the cluster has much lower probability than
its inside), while there is no such bottleneck inside one cluster. Following this intuition it is useful to think that each
pure state is associated to one solution of the BP equations, hence two solutions of the CSPs are considered to belong
to the same cluster if the BP iterative equations flow to the same fixed point when initialized in both of them.
In most CSPs the clusters have wildly fluctuating sizes, a phenomenon which gives rises to a further phase transition
at a threshold αc ∈ [αd, αsat], this transition being called the condensation one (in the mean field theory of structural
glasses this phase transition is known as the Kauzmann or the ideal glass phase transition). One has indeed a so-
called complexity function (or structural entropy) Σ(s), which counts the rate of growth for the number of clusters
distinguished by their size: around eNΣ(s) clusters (at the leading exponential order) contain eNs solutions. The
rate of growth for the total number of solutions is thus expressed as sups[Σ(s) + s], and two cases can occur: this
supremum is reached in a point s∗ with either Σ(s∗) > 0, or Σ(s∗) = 0. The first case occurs for α ∈ [αd, αc]: the
dominant contribution at the leading exponential order to the total number of solutions comes from an exponential
number of clusters. On the other hand in the second case (i.e. for α ∈ [αc, αsat]) only a sub-exponential number
of clusters supports most (i.e. a fraction which goes to 1 in the thermodynamic limit) of the solutions of the CSP.
This transition is accompanied by a non-analyticity in the total entropy of solutions, and with the appearance of
correlations between finite number of points. Note that the large N limit allows us to define the properties of “typical
solutions”: drawing uniformly at random a solution of a CSP, the deviations from s∗ of the size of the cluster of the
randomly chosen solution are exponentially suppressed, hence “a typical solution lives in a cluster of size s∗”. The
complexity Σ(s) can be determined with the one-step of replica symmetry breaking (1RSB) cavity method, which
amounts to bias the measure over solutions with a weight given to a solution depending on the size of its cluster,
turning solutions which were atypical under the uniform measure into the typical ones in the biased ensemble. In
4particular the satisfiability threshold corresponds to the disappearance of all clusters of solutions (regardless of their
sizes), and can be characterized as the vanishing of supsΣ(s).
Another concept, more directly related to the content of this article, has been introduced to describe the set of
solutions of a CSP, under the name of “frozen variables”. A variable is said to be frozen in a cluster if it takes the
same value in all the solutions of this cluster. A cluster is said to be frozen if it contains an extensive number (a
positive fraction) of frozen variables. A solution that belongs to a frozen cluster is called frozen, all other solutions are
called unfrozen, or white. Using the cavity method it has been analyzed when typical solutions are frozen [36–38], the
onset of this property was called the rigidity phase transition αr in [37] and we will adopt this term also in the present
paper (unfortunately in previous papers the terms “rigidity” and “freezing” have been used in sometimes confusing
way, here we shall use these two terms to denote two different transitions). This notion of frozen variables has also
been studied rigorously, see in particular [26–29]. One can view the existence of frozen variables as the hallmark
for a stronger notion of correlation than the one appearing at αd: indeed a frozen variable can be unambiguously
reconstructed from the observation of a far away set of other variables, not only inferred with a probability of success
larger than a random guess (see [36] for a discussion of this point, along with an alternative interpretation of frozen
variables in terms of the minimal size of a rearrangement induced by the modification of a variable in a solution [39]).
This explains why αd ≤ αr, the inequality being strict in general (a notable exception being the XORSAT model [40–
44]). As mentioned above there are various possible definitions of a cluster, hence the definition given above of a
frozen variable seems to depend on the definition adopted. Fortunately one can be more precise and give a clear-cut
description of which variable is frozen in a given solution of a given instance of a CSP. The answer is provided by
Warning Propagation (WP) [45, 46], a projection of Belief Propagation onto “sure beliefs” (also called “hard fields”),
which is always guaranteed to converge when initialized in a solution, independently of the update rules, and which
identifies the frozen variables as the one that receives sure messages in the fixed point of WP. For some type of
CSPs, satisfiability and hypergraph bicoloring in particular, this identification of frozen variables by WP is equivalent
to a procedure called “whitening” [47, 48], “peeling” [49] or “coarsening” [21, 26] in terms of the variables, that
can be pictured more easily in configuration space. Starting from a solution, calling initially all variables frozen,
some of them will be subsequently called white according to the following rule. At time t consider the subcube of
the configuration space which agrees on the still frozen variables, white variables being completely free. If there
exists a solution at Hamming distance 1 from this subcube, i.e. if at least two values of the still frozen variable i
can yield solutions keeping all other frozen variables fixed and choosing arbitrarily an assignment of the currently
white variables, then declare i white. This dynamics stops either when all variables have been whitened, or upon
discovering the smallest subcube containing the starting solution and which has no solution in its neighborhood at
Hamming distance 1 (variables can be whitened one by one in a sequential fashion with arbitrary order or in parallel
rounds without affecting the final outcome of the procedure). Note that the description of a cluster in terms of its
frozen variables is an oversimplification: if the cluster were a subcube, then there will be no loss of information. All
solutions of the cluster would agree on the frozen variables, and reciprocally all configurations that agree with the
frozen variables would be solutions. However in general clusters will have very intricate shape rather distant from
subcubes (see [50] for an application of this property to data compression), and a very thin but elongated cluster can
contain only a very small fraction of solutions, yet have no frozen variables in this sense; this is another perspective
explaining why αd < αr with a strict inequality in general.
These four thresholds at which the qualitative features of the typical solutions of a random CSP change obey by
definition the inequalities αd ≤ αc ≤ αsat and αd ≤ αr ≤ αsat, with numerical values depending of course on the
type of constraints (SAT, XORSAT, NAESAT, coloring, . . . ) and on the parameters defining them (the arity k for
boolean variables, the number of colors q, . . . ). For small values of k or q some of the inequalities above are actually
equalities (for instance random 3-SAT has αd = αc), and the “generic” ordering αd < αr < αc < αsat is only reached
for large enough values of k, q (i.e. k ≥ 6 for SAT instances). The situation gets simplified in the limit of large k,
where at the leading order, taking the example of k-SAT for concreteness,
αd ∼ αr ∼ 2k ln k
k
, αc ∼ αsat ∼ 2k ln 2 , (1)
with subdominant corrections different for αd and αr on the one hand, and αc and αsat on the other [19, 36, 38];
see also [51] for large k asymptotics of some of these thresholds in a wide family of random CSPs. There is thus
asymptotically a large regime of densities α between the scale of the appearance of (rigid) clusters and the satisfiability
threshold. These scalings are somehow universal, for instance for hypergraph bicoloring or NAESAT their asymptotic
expansions are the same modulo a global factor 1/2.
In this paper we shall further refine the description of the set of solutions of random CSPs by quantifying the
degree of freezing of atypical solutions, and in particular estimate a new threshold αf (for freezing transition) above
which all solutions are frozen (at variance with αr which concerns only the typical ones). For technical reasons we
have performed this study for the bicoloring of (regular) random k-hypergraphs (or equivalently for regular NAE-k-
5SAT instances), but we believe our conclusions are qualitatively valid for a wide family of random CSP, and even
quantitatively in the large k limit. We obtained results for finite values of k, and also an asymptotic expansion of αf
at large k which, once translated in terms of the k-SAT problem, reads at the leading order αf ∼ 2k−1 ln 2, i.e. on the
scale αsat/2, much larger than αr ∼ αsat/k (forgetting the subdominant logarithmic correction): atypical unfrozen
solutions survive the addition of a huge amount of constraints besides the typical rigidity threshold. Note that this
asymptotic scale αsat/2 appeared in [52] as the density above which the range of possible Hamming distances between
pairs of solutions becomes gapped. The location of this freezing transition was not computed previously by statistical
physics calculations. It has been addressed numerically for the random 3-SAT problem [53] where it was shown that
for this case the frozen region is tiny, taking only about 0.3% of the satisfiable phase. Two rigorous works placed an
upper bound on the freezing transition. Particularly for random k-SAT is it known that for large k all clusters are
frozen when α > (4/5)αsat [26], and for random coloring there also exists a proof that there is a gap between the
freezing and the satisfiability transition [54]. From a technical point of view our work amounts to a characterization
of the large deviation properties of the whitening dynamics introduced above (building on recent studies of rare
events in the related bootstrap percolation dynamics [55–57]). To this end we introduced a biased measure over the
set of solutions, the bias being a function of the number of frozen variables after T steps of (a parallel version of)
the whitening dynamics, that induces interactions between variables at distances up to T in the factor graph. The
determination of αf requires to take the limit T → ∞, in order to characterize the fixed points of the whitening,
which we managed to do analytically. In addition we also studied the structure of the biased measure over solutions
for finite values of T , and discovered the following phenomenon. For each value of T there is a threshold αT (k) > αr
on the constraint density, up to which it is possible to bias the measure over solutions, with interactions of range T ,
in such a way that the typical configurations of the biased measure are unfrozen solutions. An asymptotic expansion
of αT at large k, for T fixed, yields αT ∼ αsat/ ln◦T (k), where ln◦T means logarithm iterated T times. Already for
T = 1 this scale αsat/ lnk is asymptotically larger than αr, and increasing T makes this scale closer and closer to the
freezing transition, i.e. a constant fraction of the satisfiability threshold.
The results we just mentioned concern unfrozen solutions; we shall also study the other extreme case and consider
the subset of “locked” solutions, in which all variables are frozen (this terminology is taken from [58] which introduced
locked CSPs in which all solutions are locked in this sense), providing an estimate for the regimes of densities in which
such locked solutions exist and in which all the frozen solutions are actually locked.
Our efforts to further refine the description of the many transitions undergone by the set of solutions of random
CSPs is largely motivated by the relatively disappointing current state of understanding of their consequences on
the performance of algorithms. The clustering transition at αd is known to imply the divergence of the equilibration
time for Monte Carlo Markov chains respecting detailed balance [32], hence for α > αd this class of algorithms
cannot sample uniformly the set of solutions in polynomial time. This result is, however, of limited interest in the
algorithmic perspective, on the one hand because the main focus is on finding solutions (without requiring an uniform
distribution), which can be achieved by simulated annealing [59] for some range of α > αd even “off-equilibrium” [60],
and on the other hand because most efficient local search algorithms [61–63] do not respect detailed balance, hence
αd is not particularly relevant for their analysis. Some relatively simple algorithms, that fix the state of the variables
sequentially, according to some rules depending on the previous choices, have been the subject of a large literature
and used to prove lower bounds on αsat [11, 12, 64]. For random 3-coloring an algorithm of this class was proved to
find solutions up to an average degree 4.03 [65]: this demonstrates the irrelevance of the dynamic and condensation
transition for this class of algorithms, as in this case they both happen at average degree four [37]. However in the large
k limit the thresholds at which this type of algorithms stop to find solutions in polynomial time all scale as αsat/k,
with a constant prefactor that depends on the details of the algorithm, i.e. on a scale slightly lower than αd. The best
large k asymptotics for the threshold of a proven algorithm is 2k(ln k)/k [66], i.e. precisely the clustering threshold.
On the negative side [67] proved that no “local” algorithm (in a precise sense) can find solutions in polynomial time
for densities α larger than αd ln k (asymptotically at large k).
Statistical mechanics has contributed to the algorithmic aspects of random CSPs by using out of equilibrium physics
methods to study the dynamics of known algorithms [64, 68], but also suggested some new algorithms [18, 45, 69–71]
based on the detailed picture of the configuration space unveiled by the static analysis. In particular the survey
propagation algorithm is based on a message passing strategy, that estimates the probability for a given variable to be
frozen in a cluster chosen uniformly at random, and that fixes the variables sequentially according to this information
(some implementations include a backtracking mechanism [69]). For k = 3 this algorithm is extremely efficient, and
solves in polynomial time typical random instances with densities very close to the satisfiability threshold, certainly
above the condensation threshold [45]; less efforts have be devoted to the study of larger values of k. The recent
study of [69] shows that for k = 4 a backtracking version of SP is able to find solutions for densities slightly above
the rigidity threshold. It would be desirable to have numerical studies for larger values of k, as the various thresholds
are rather close for small values of k, making harder to disentangle which one is possibly at the origin of algorithmic
hardness; an analysis of the performances of SP in the large k limit would also be nice, but seems rather difficult
6because of the many implementation details that impact significantly its performances but complicates its analysis
(see [70–72] for an analysis of the simpler BP guided decimation algorithm, which exhibits an asymptotic threshold on
the scale αsat/k); very recently [73] showed that the simplest version of Survey Propagation fails for densities larger
than αd (in the large k limit).
All these observations suggest a lack of current understanding of the impact of structural phase transitions on the
behavior of algorithms, and point to a major challenge in the field, namely the design of an algorithm able to find
solutions in polynomial time at densities strictly above αd (for large enough k). We believe the results of the present
paper can be relevant in this perspective; indeed, it has been repeatedly reported that all efficient algorithms return
unfrozen solutions (even when they are based on the existence of frozen ones as SP) [37, 48, 49, 69, 74]. This led to
the conjecture [37] that frozen solutions are truly hard to find, and that the rigidity or freezing phenomenon is more
directly related to algorithmic hardness than clustering itself (an argument supporting this point of view is provided
by the so called locked CSPs [58] where all solutions are frozen and typical instances are not solved in polynomial
time by current algorithms, except XORSAT because of its linear structure). It has been shown in [49] that frozen
solutions must have an extensive number of frozen variables, which induce very strong correlations that seem hard to
handle algorithmically, as an extensive number of variables should be set coherently to construct a frozen solution.
The freezing transition would thus be an ultimate barrier for the efficient functioning of algorithms; as we saw this
threshold is much higher than the one for rigidity, which shed a more optimistic light on the algorithmic challenge
defined above. One could hope that as long as some (atypical) unfrozen solutions do exist some algorithms should
be able to find them (this is what seems to happen in the studies of [69, 75, 76]). In this perspective our results
on the scaling of αT suggest that this hope might not be completely foolish: biasing appropriately the measure over
solutions one can turn into typical some properties which were atypical in the uniform measure, up to a scale rather
close to the satisfiability transition. This direction opens a wide perspective for the design of new algorithms, based
on appropriately biased measures over the set of solutions; a study of this type has been recently presented in [77, 78],
where the bias was based on an estimation of the local density of solutions around a configuration.
The rest of the paper is organized as follows. In Sec. II we first give precise definitions of the hypergraph bicoloring
problem (or NAE-k-SAT) and briefly recall some known results on its phase transitions (II A), then we introduce the
whitening dynamical process (II B) and recall its behavior on typical solutions (II C). In the next two subsections we
define precisely the large deviation quantities we are interested in (II D), and state our main results (II E); we believe
a reader already familiar with the phenomenology of random CSPs and who does not want to drown him/herself in
the technical details of the computation can concentrate his/her efforts on these two subsections. The justification
of our results is expanded upon in Sec. III, where we introduce a statistical mechanics formulation that encodes
the large deviations of the whitening dynamics from its typical behavior, further technical details being deferred to
Appendix A. Part of the discussion is split according to the value of the time horizon T at which the large deviation
is imposed (T = 1 in Sec. III C, T → ∞ in Sec. III D, intermediate values of T being dealt with in Sec. III E), some
intermediate steps of the computation being relegated to Appendices B, C and D. These results have been obtained
within a technical assumption known as replica symmetry; the failure of this assumption and its consequences are
discussed in Sec. IV. We present some results of numerical experiments and algorithmic consequences of our results
in Sec. V, before drawing our conclusions in Sec. VI.
II. DEFINITIONS AND MAIN RESULTS
A. The hypergraph bicoloring/NAESAT problem and its known properties
An instance of the hypergraph bicoloring problem is defined as follows. G denotes a hypergraph on N vertices
i = 1, . . . , N , with M hyperedges a = 1, . . . ,M , each of them linking a subset denoted ∂a of k distinct vertices. We
also denote ∂i the set of hyperedges in which the vertex i appears. G can be conveniently represented as a factor graph
(see. Fig. 1 for an illustration), i.e. a bipartite graph where empty squares (function nodes) encode the hyperedges
a and filled circles (variable nodes) the vertices i, an edge between a and i being drawn if and only if a ∈ ∂i (or
equivalently i ∈ ∂a). Binary variables σi are located on each vertex of G; following the physics convention we represent
them as Ising spins, σi = ±1. The global configurations of all variables are denoted σ = (σ1, . . . , σN ) ∈ {−1,+1}N ,
while for a subset S of the vertex indices we use σS = {σi : i ∈ S} to represent the configurations of the spins in
this subset. Each hyperedge imposes a constraint on the allowed configurations for the variables in its neighborhood:
the a-th hyperedge is satisfied by σ if σ∂a is distinct from all +1 or all −1, in other words if around each hyperedge
there is at least one spin +1 and at least one spin −1 (hence the name bicoloring). This condition can also be seen
as a Not All Equal SATisfiability constraint, with all literals taken positively. In general a NAESAT constraint on
the hyperedge a would be defined through k literal signs {Jai }i∈∂a ∈ {−1, 1}k, the constraint being that {Jai σi}i∈∂a
is different from all +1 or all −1. We shall denote wa(σ) = wa(σ∂a) the indicator function of the event “the a-th
7j
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FIG. 1: Left panel: a factor graph representation of a hypergraph. Right panel: a portion of the tree factor graph to which
random hypergraphs locally converge, here for k = l + 1 = 3.
hyperedge is satisfied”. A solution (also called proper bicoloring) of the instance of the hypergraph bicoloring problem
on G is a configuration σ satisfying all hyperedges of G simultaneously; S(G) will stand for the proper bicolorings of
the hypergraph G.
We will consider the random ensemble of l+1-regular k-uniform random hypergraphs, in which G is chosen uniformly
at random from all hypergraphs on N vertices where each constraint a involves k variable, and each variable i appears
in l + 1 constraints; averages with respect to this ensemble will be denoted EG[•]. For hypergraph bicoloring the
literal signs Jai are all equal to +1, in the standard definition of random NAESAT they are ±1 with equal probability.
In the following we will follow the former convention for simplicity, however all our results will be obtained under an
assumption of symmetry that would make them valid for any choice of the distribution of the Jai .
For such hypergraphs the number of constraints is M = N l+1k , hence the density of constraints α =
l+1
k ; in the
large k limit Poissonian random graphs become equivalent to regular ones by concentration, hence the thresholds
of the two type of ensembles have the same behavior modulo the converting factor k between degree and density
of constraints. In the thermodynamic (large size) limit we will be mostly interested in, these hypergraphs converge
locally to regular tree structures, as represented in the right panel of Figure 1: for a given depth d, the probability that
the neighborhood of a randomly chosen vertex within graph distance d is a regular tree goes to 1 when N diverges.
We shall now briefly sketch the cavity method derivation of the typical properties of the set of solutions S(G)
and recall previously obtained results; the reader is referred to [17, 79, 80] for more details on the cavity method,
to [75, 81] for the original statistical mechanics works on this problem, and to [21, 27, 82–85] for rigorous results on
random hypergraph bicoloring and/or random NAE-k-SAT instances. To study the properties of the set S(G) it is
convenient to consider the uniform measure over this set, assuming of course it is non-empty,
µ(σ) =
1
Z(G)
M∏
a=1
wa(σ∂a) , (2)
the normalizing constant being equal to the number of solutions, Z(G) = |S(G)|. In the large size limit it is then
natural to define an entropy density, φ(G) = 1N lnZ(G). Such graphical models can be tackled with the Belief
Propagation (BP) algorithm [30], introducing messages ηi→a and η̂a→i on each directed edge of the factor graph, that
corresponds to the marginal probability law of σi in amputated (cavity) graphs where some interactions are discarded.
These messages obey local consistency relations (the BP equations), of the form
ηi→a = f({η̂b→i}b∈∂i\a) , η̂a→i = f̂({ηj→a}j∈∂a\i) , (3)
that would be exact if the factor graph were a tree, and that are supposed to be good approximations whenever the
graph is locally a tree. More explicitly the functions f and f̂ above are defined (for a variable node of degree l + 1
and a function node of degree k) through:
η(σ) =
1
z(η̂1, . . . , η̂l)
η̂1(σ) . . . η̂l(σ) , (4)
η̂(σ) =
1
ẑ(η1, . . . , ηk−1)
∑
σ1,...,σk−1
η1(σ1) . . . ηk−1(σk−1)w(σ, σ1, . . . , σk−1) , (5)
8where w is the weight function on the corresponding function node, and the functions z and ẑ ensure the normalizations
of the laws η and η̂. In the present model w(σ, σ1, . . . , σk−1) = I(σ, σ1, . . . , σk−1 n.a.e.), with I(A) the indicator function
of the event A and “n.a.e.” standing for “not all equal”.
For future convenience let us now open a brief parenthesis and discuss at this point another message passing
algorithm, termed Warning Propagation (WP) [45, 46], that can be seen as a projection of the BP messages onto a
simpler description. Let us set hi→a = 1 if ηi→a(σ) = δσ,1, hi→a = −1 if ηi→a(σ) = δσ,−1, and hi→a = 0 otherwise. In
other words we keep only the information about marginal probabilities of variables that are completely polarized in
one of the two states, and wash out the non-trivial biases of intermediate cases. Denoting similarly ua→i the projection
of η̂a→i, one finds the local rules relating the WP messages by projecting the BP equations (4,5):
hi→a =

1 if ∃b ∈ ∂i \ a with ub→i = 1 and ∄b ∈ ∂i \ a with ub→i = −1
−1 if ∃b ∈ ∂i \ a with ub→i = −1 and ∄b ∈ ∂i \ a with ub→i = 1
0
0 if ∃b ∈ ∂i \ a with ub→i = 1 and ∃b ∈ ∂i \ a with ub→i = −1
0 if ∀b ∈ ∂i \ a ub→i = 0
. (6)
This rule is common to all CSPs on binary variables, and express the fact that a variable is forced as soon as one of
its neighboring interactions forces it, with possible contradictions if two interactions try to impose distinct values on
a single variable (the case denoted 00 in the above equation). The next WP rule will be written here for the specific
case of hypergraph bicoloring:
ua→i =

1 if ∀j ∈ ∂a \ i hj→a = −1
−1 if ∀j ∈ ∂a \ i hj→a = 1
0 otherwise
, (7)
as indeed a variable is forced by a bicoloring constraint only when all the other variables are forced to be in the same
color.
We now come back to the BP formalism. Once a solution of the BP equations for the messages {ηi→a, η̂a→i} on
all directed edges of the hypergraph is found the prediction for φ(G) corresponds to the Bethe approximation of
statistical mechanics:
φ(G) = − 1
N
∑
〈a,i〉
ln ze(ηi→a, η̂a→i) +
1
N
M∑
a=1
ln zc({ηi→a}i∈∂a) + 1
N
N∑
i=1
ln zv({η̂a→i}a∈∂i) (8)
with contributions coming from the edges and the two types of nodes of the factor graph,
ze(η, η̂) =
∑
σ
η(σ) η̂(σ) , (9)
zc(η1, . . . , ηk) =
∑
σ1,...,σk
η1(σ1) . . . ηk(σk)w(σ1, . . . , σk) , (10)
zv(η̂1, . . . , η̂l+1) =
∑
σ
η̂1(σ) . . . η̂l+1(σ) . (11)
The replica symmetric (RS) version of the cavity method turns this study on a given factor graph into a prediction
for the average (and also typical thanks to its self-averaging properties) value of φ = EG[φ(G)] in the large size limit.
In the case under study this takes a very simple form because of the locally regular structure of the hypergraph: one
can search for an homogeneous (so-called factorized) solution of the BP equations with ηi→a = η and η̂a→i = η̂ on
all edges. Moreover the problem being invariant under the symmetry σ → −σ one can assume these messages to
be unbiased, i.e. η(σ) = η̂(σ) = 1/2 independently of σ. Plugging this ansatz in the above equations yields the RS
prediction for the typical entropy of such k-uniform l + 1-regular random hypergraphs,
s(k, l) = lim
N→∞
EG[φ(G)] = ln 2 +
l + 1
k
ln
(
1− 1
2k−1
)
. (12)
The RS prediction for the satisfiability threshold would thus be the value where this entropy vanishes, namely
ls=0 = −1− k ln 2
ln
(
1− 12k−1
) . (13)
9Numerical values of this quantity for small values of k are given in Table I; here and in the following we give real
numbers for the threshold values of l which are expressed as analytic functions of l, even if of course the problem is
only defined when l is an integer. This real threshold has to be rounded to its two nearest integers to find the largest
(resp. smallest) l such that a property (here the positivity of the entropy) is true (resp. false) with high probability
in the large size limit. In the following we shall call “annealed entropy” the quantity s(k, l) defined in Eq. (12):
this is indeed the logarithm of the average number of solutions (divided by N) for the NAE-k-SAT problem on an
l+ 1-regular hypergraph, with a uniform choice for the sign of the literals, hence for this version of the problem ls=0
is a rigorous upperbound on the satisfiability threshold thanks to the first moment method.
The assumptions underlying the RS version of the cavity method can only be true for underconstrained problems,
i.e. for sufficiently small values of l; in particular the negative entropy prediction for l > ls=0 is self-contradictory.
As sketched in the introduction this phenomenon, called Replica Symmetry Breaking (RSB), can be traced to the
appearance of a clustered structure in the set S(G) of proper bicolorings, which for large enough values of l shatters in
an exponentially large number of groups of solutions called clusters or pure states, the solutions being well-connected
inside each group while the groups are disconnected one from the other (in a sense that can be made more precise,
see for instance [38] for various alternative definitions). The long-range decorrelation hypothesis required for the
BP computation to be accurate on a graph which is only locally a tree now only holds if the uniform measure µ
is restricted to a given pure state. This can be exploited, in the so-called cavity method at the first level of RSB
(1RSB), by considering each of the numerous solutions of the BP equation as a pure state and by introducing for
each of the edges of the factor graph a probability distribution over messages, that encodes the randomness in the
choice of the pure state. It turns out that the pure states are exponentially numerous and contain themselves an
exponential number of solutions, different from one pure state to another. These fluctuations are encoded in the so
called complexity function (or configurational entropy) Σ(s): there are (at the leading exponential order) exp(NΣ(s))
clusters containing exp(Ns) solutions. The 1RSB cavity method allows to compute this quantity Σ(s), or more
precisely its Legendre transform Φ(m) = sups[Σ(s) +ms], with the conjugated parameter (called Parisi parameter)
m. For simplicity let us give explicitly the 1RSB equations only in the factorized case, with a single distribution P
(resp. P̂ ) on the edges i→ a (resp. a→ i) of a k-uniform l + 1-regular hypergraph:
P (η) =
1
Z
∫
dP̂ (η̂1) . . .dP̂ (η̂l) δ(η − f(η̂1, . . . , η̂l)) z(η̂1, . . . , η̂l)m , (14)
P̂ (η̂) =
1
Ẑ
∫
dP (η1) . . .dP (ηk−1) δ(η̂ − f̂(η1, . . . , ηk−1)) ẑ(η1, . . . , ηk−1)m , (15)
where Z and Ẑ are normalizing constants, and the functions f, f̂ , z and ẑ have been defined in (4,5) above. From the
solution of these equations on P and P̂ the Legendre transform of the complexity is computed as
Φ(k, l,m) = −(l + 1) lnZe + l + 1
k
lnZc + lnZv , (16)
with
Ze =
∫
dP (η)dP̂ (η̂) ze(η, η̂)
m , (17)
Zc =
∫
dP (η1) . . .dP (ηk) zc(η1, . . . , ηk)
m , (18)
Zv =
∫
dP̂ (η̂1) . . .dP̂ (η̂l+1) zv(η̂1, . . . , η̂l+1)
m . (19)
The value m = 1 plays a special role in this formalism, as Φ(m = 1) = sups[Σ(s) + s] is equal to the total entropy
of solutions. In Table I we define ld, the so-called dynamic or clustering threshold, as the smallest integer such that
there exists a non-trivial solution of the 1RSB equations (14,15) at m = 1. As long as the corresponding complexity
is strictly positive the RS prediction for the total entropy is correct (technically this comes from the fact that the
average η over the 1RSB distribution P (η) at m = 1 obeys the RS equation, hence Φ(m = 1) = φRS in general), this
behavior is called a dynamic 1RSB phase. This condition is violated beyond the so-called condensation transition,
as in the Legendre transform the supremum over s has to be constrained to values such that Σ(s) ≥ 0. The values
of the condensation threshold are also given in Table I, where lc is the smallest integer such that the complexity at
m = 1 is negative. For completeness we also reported the values lmod and lstab which corresponds to the limit of local
stability of the RS factorized solution towards, respectively, a modulated antiferromagnetically ordered phase which
is frustrated by the loops of the hypergraph, and a RSB solution. These two thresholds are easily found to be
lmod =
1
k − 1
(
2k−1 − 1) , lstab = 1
k − 1
(
2k−1 − 1)2 . (20)
10
For large enough values of k this last threshold is irrelevant because the continuous transition it describes is preceded
by a discontinuous one.
The clustering transition, defined here as the appearance of a non-trivial solution of the 1RSB equations (14,15) for
m = 1, has been shown [33] to be equivalent to a transition in a tree reconstruction problem, namely the possibility
of inferring some information on the value of σi in an uniformly chosen proper bicoloring of an infinite tree, given the
values of σj on the set of vertices j at distance R from i, in the limit where R diverges. Another related question
is the possibility, given the same information, of inferring i with no possibility of error, which is possible if and only
if σi takes the same value in all the proper bicolorings allowed by the boundary condition on the σj . As discussed
in [36] this can be rephrased in terms of the 1RSB equations, this “naive reconstruction” being possible if and only
if the solutions of (14,15) at m = 1 gives a non-zero weight to “hard fields” (or “hard messages”) η(σ) = δσ,+1 and
η(σ) = δσ,−1. This condition is in turns interpreted as the existence of “frozen variables”, i.e. of variables that take
the same value in all the solutions of a cluster. It is possible to write closed equations for the weight of hard fields in
the solution of (14,15) for m = 1, exploiting on the one hand the fact that
∫
dP (η) η is the (unbiased) RS solution,
and on the other hand the WP equations of (6,7) that describe the possible ways hard fields can be combined to
produce another hard field. Denoting p the probability of a positive hard field η(σ) = δσ,1 (by symmetry it is also the
probability of a negative hard field) under the law P , and similarly p̂ for the law P̂ , one finds:
p =
1
2
(
1− (1− 2p̂)l) , p̂ = 1
2
1
1− 1
2k−1
pk−1 . (21)
Denoting x = 2p the total probability of hard fields (of both polarities) in P and regrouping these two equations
yields the following self-consistent equation,
x = 1−
(
1− x
k−1
2k−1 − 1
)l
. (22)
The rigidity threshold lr, that is reported in Table I, is defined as the smallest value of l such that the equation admits
a solution with x ∈]0, 1].
Above the condensation threshold the RS prediction for the entropy of solutions is incorrect and has to be replaced
by the entropy of the largest existing clusters, such that Σ(s) = 0 (defining a static value of the Parisi parameter
ms < 1): the typical (most numerous) solutions are located in a sub-exponential number of clusters of this size.
Increasing further the degree l, hence the ratio of constraints over variables, the satisfiability threshold is reached
when all clusters disappear, i.e. when sups Σ(s) = 0, this threshold can hence be computed by an m = 0 1RSB
computation. Fortunately this special case allows for great simplifications in the 1RSB formalism. Indeed in the limit
m→ 0 the reweighting factors zm in (14,15) becomes indicator functions of the event “z > 0”, hence the computation
of the complexity reduces to the determination of the probability of the hard fields in the distributions P and P̂ .
Using the same definition as above for p and p̂, one finds the following relations at m = 0,
p =
(1 − p̂)l − (1− 2p̂)l
2(1− p̂)l − (1 − 2p̂)l , p̂ = p
k−1 , (23)
which have a non-trivial solution above the threshold lsp (standing for Survey Propagation). The associated complexity
reads
Σ = −(l + 1) ln(1− 2pp̂) + l + 1
k
ln(1 − 2pk) + ln(2(1− p̂)l+1 − (1− 2p̂)l+1) , (24)
which becomes negative above the satisfiability threshold lsat. The values of lsp and lsat are reported in Table I; note
that this criterion for the location of the satisfiability transition has been rigorously established in [21] for the regular
NAESAT problem for large enough (but finite) values of k (see equation (1) in [21], which is equal to our (24), with
the change of notations l + 1→ d, p→ q/2).
It is instructive to study the scaling of these thresholds when k gets large; these asymptotic expansions are naturally
organized with three main levels of refinement, dominated by exponential behaviors in k, then polynomial contributions
in k, and finally (iterated) logarithmic functions of k. Among the various thresholds defined above some of them share
a leading behavior of 2k−1k ln 2, namely
ls=0 = 2
k−1k ln 2−
(
1 + k
ln 2
2
)
+O
(
k
2k
)
, (25)
lc = 2
k−1k ln 2− (1 + k ln 2) +O
(
k3
2k
)
, (26)
lsat = 2
k−1k ln 2−
(
1 + k
(
ln 2
2
+
1
4
))
+O
(
k3
2k
)
. (27)
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RS 1RSB, m = 1 1RSB, m = 0 unfrozen locked
k ls=0 lmod lstab ld lr lc lsp lsat l1 l2 l5 l∞ ll,− ll,u ll,+
3 6.228 1.5 4.5 5 6.673 5 5.124 5.742 3.231 4.636 5.166
4 19.76 2.333 16.333 17 20.64 17 15.43 18.89 6.942 14.004 18.050
5 52.70 3.75 56.25 47 51.45 51 38.78 51.50 52.656 52.669 52.679 52.687 13.88 35.55 50.40
6 129.99 6.2 192.2 108 117.16 128 89.65 128.50 128.438 128.875 129.193 129.467 27.17 82.83 127.13
7 307.10 10.5 661.5 255.10 198.13 305.34 297.582 300.079 301.943 303.563 52.96 184.08 303.68
8 706.00 18.14 2304.14 541.99 426.54 703.99 668.272 677.633 684.772 691.040 103.44 397.91 702.06
TABLE I: Various thresholds of the bicoloring problem on l + 1-uniform k-regular hypergraphs. The 1RSB ones were first
derived in [75] (there is a discrepancy for some values of ld and lc that comes from the analytical but approximate expressions
used in [75]), and lsat was rigorously proven in [21] to be the satisfiability threshold for the NAE-k-SAT problem (for large
enough k). We stated as real numbers the thresholds that are obtained analytically as a function of l even if the model studied
is defined only for integer l, see the main text for the details of the rounding needed for the interpretation of these real values.
The last seven columns constitute the main results of this paper on unfrozen and locked solutions, see Sec. II E for the precise
definitions of these thresholds; the ones concerning unfrozen solutions are not defined for k = 3, 4 because lr > ls=0 in these
cases.
We thus see that the simple annealed bound ls=0 gives the correct leading behavior of the satisfiability threshold in
the large k limit; improvingly tight asymptotically lower bounds were rigorously derived in [84, 85].
Other thresholds are on the scale 2k−1 ln k, i.e. a factor k ln 2/ lnk below the previous one, namely
ld = 2
k−1 (ln k + ln ln k +O(1)) , (28)
lr = 2
k−1
(
ln k + ln ln k + 1 +O
(
ln ln k
ln k
))
, (29)
lsp = 2
k−1
(
ln k + ln ln k + 1− ln 2 +O
(
ln ln k
ln k
))
. (30)
As lr and lsp are the limit of existence of solutions for scalar equations (22,23) their asymptotic expansion can be
easily performed; on the contrary ld concerns a functional equation, its expansion is thus more delicate. In any case
one has ld ≤ lr, and a lower bound of ld which is asymptotically equivalent to lsp (up to the smallest terms stated
above) was proven rigorously for q-coloring at large k in [86]. Moreover a rigorous proof of “shattering” on this scale
can be found in [27].
Finally at large k the limit of local stability is irrelevant as it occurs on the scale 2
2k−2
k (see Eq. 20), much after the
satisfiability transition.
One thus sees at large k a clear separation of scales with three main regimes: for l . 2k−1 ln k the problem is
satisfiable and unclustered (RS). For 2k−1 ln k . l . 2k−1k ln 2 the model is satisfiable, clustered and rigid (for the
typical solutions) but non-condensed, hence the simple RS prediction for the entropy of solutions is correct, while
for 2k−1k ln 2 . l typical instances are unsatisfiable. In this limit the regimes of clustering without frozen variables
(ld < l < lr) and of condensation (lc < l < lsat) have a negligible relative width. However for small values of k the
various thresholds are relatively close to each other (a phenomenon amplified here by the discrete character of the
parameter l), and their generic ordering exhibited for large enough values of k is not respected. For instance when
k = 3 there is no value of l with a clustered uncondensed phase, and for k = 3, 4, 5 the rigidity transition computed
at m = 1 occurs after the condensation lc, hence the value of lr is not relevant in this case and should be replaced
by the threshold for the appearance of hard fields in the solution of the 1RSB equation at the value ms of the Parisi
parameter. To summarize this discussion, the generic behavior of the problem appears for k ≥ 6, this is the reason
why in the following we shall often use k = 6 when discussing our results.
B. From Warning Propagation to the whitening dynamics
We would like now to define precisely the set F (σ,G) ⊂ {1, . . . , N} of “the frozen variables of the solution σ of the
hypergraph bicoloring problem defined on G”. A possible definition for i to belong to this set is that τi = σi in all the
solutions τ of the cluster to which σ belongs; but this moves the problem to the definition of the cluster containing
σ. Taking for the latter the set described by the marginal probabilities computed from the fixed point of the BP
equations reached by iterations initialized in σ (provided these iterations converge), one sees that i will be frozen in
the cluster of σ if in this BP fixed point the variable i receives an “hard message” forcing it to 1 or −1. To determine
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the occurrence of this property one can thus use instead the Warning Propagation equations, obtained by projecting
the BP equations on the hard messages (note that these two procedures are equivalent only if “quasi-hard fields” do
not grow under the BP equations). Let us rewrite the WP equations of Eqs. (6,7), adapting them to the present
setting of an initialization in a solution σ. We shall thus consider time dependent messages hti→a and u
t
a→i on each
directed edge of the factor graph, with t = 0, 1, . . . a discrete time index. These messages take values in {−1, 0, 1},
they are initialized at t = 0 in the solution σ ∈ S(G) in the sense that
h0i→a = σi , (31)
then evolve at later times according to
ut+1a→i =

1 if ∀j ∈ ∂a \ i htj→a = −1
−1 if ∀j ∈ ∂a \ i htj→a = 1
0 otherwise
, ht+1i→a =

1 if ∃b ∈ ∂i \ a with ut+1b→i = 1
−1 if ∃b ∈ ∂i \ a with ut+1b→i = −1
0 otherwise
. (32)
One can show that this dynamics is monotonous in time (the only transitions allowed for the messages hti→a are
from their initial value σi = ±1 to 0), and never produce contradictions (i.e. situations with messages uta→i = +1
and utb→i = −1 sent to the same variable), which allowed us to slightly simplify the rules of (32) with respect to
(6). As a consequence the dynamics converges as t → ∞ (and the fixed point reached in this limit is independent
from the precise update scheme, the parallel one used here can be replaced by any sequential one), we shall denote
{h∗i→a, u∗a→i} the limit of these messages, keeping implicit their dependency on the initial solution σ. A variable i will
then be declared frozen in σ by WP if at least one of the interactions a ∈ ∂i sends a message u∗a→i = σi in the fixed
point. To formalize this let us translate the evolution of the messages under WP into an evolution of configurations,
defining σt,WP ∈ {−1,+1, 0}N a sequence in the extended configuration space with an additional state 0, interpreted
as a white, or joker, or free state, defining σ0,WP = σ initially and by the following rule for t ≥ 1:
σt,WPi =

1 if ∃a ∈ ∂i with uta→i = 1
−1 if ∃a ∈ ∂i with uta→i = −1
0 otherwise
. (33)
The properties of the dynamics on the messages imply that σt,WP is monotonous in the same sense as above, and
converges to σ∗,WP, we thus declare frozen the variables i that have not been set to 0 along this dynamics: F (σ,G) =
{i : σ∗,WPi = σi}. Note that this procedure can be applied to any CSP, see [46] for a generic construction of the WP
equations.
One can wonder at this point whether an equivalent dynamics can be defined directly in the extended configuration
space {−1, 1, 0}N , without reference to the WP messages. Intuitively, one would start from a solution σ = σ0 ∈ S(G),
and iteratively “whiten” (i.e. set to 0) the variables i that are unconstrained in the current configuration σt, thus
generating the next configuration σt+1. A variable i such that σti 6= 0 will be declared unconstrained if C ∩S(G) 6= ∅,
where
C = {τ ∈ {−1,+1}N : ∀ j 6= i σtj 6= 0⇒ τj = σj , τi = −σti} (34)
is the subcube of the original configuration space obtained by replacing the white variables of σt by all possible values,
and σti by −σti . In other words a variable is declared unconstrained if the partial configuration obtained by flipping it
and keeping the other non white variables constant can be extended to a solution by a proper replacement of the white
variables. This dynamics can be seen as the growth of a subcube in the original configuration space {−1, 1}N , which
starts as a single point σ, extends in the i-th direction if S(G) has at least one configuration in the current subcube
flipped along that direction, and stops when all configurations at Hamming distance 1 from the current subcube are
not in S(G), or when it has filled the whole configuration space. Note that this process can be applied to any subset
S(G) of the configuration space, be it defined via a local graphical model or not.
Let us denote σt,whitening the sequence of extended configurations obtained by this coarsening procedure started
from a solution σ; if the set S(G) corresponds to the proper bicolorings of a hypergraph G a moment of thought
reveals that the dynamics proceeds according to:
σt,whiteningi =
{
σi iff ∃a ∈ ∂i such that ∀j ∈ ∂a \ i σt−1,whiteningj = −σi
0 otherwise
(35)
Indeed an hyperedge constrains the value of one of its spin if and only if it is the only representative of its color (i.e.
all its other spins are in the opposite value), and a spin is constrained as long as one of its neighboring hyperedge
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constrains it. This dynamics was used in [21] (under the name of coarsening) as part of the proof of the satisfiability
threshold for regular NAE-k-SAT.
It can be checked by recurrence on t that for the hypergraph bicoloring problem the two procedures described above
are equivalent, namely σt,WP = σt,whitening for all t, in the rest of the article we will thus denote more simply σt their
common value. Let us emphasize that this equivalence is not a generic property of all CSPs. A simple counter example
is provided by the XORSAT case, for which the outcomes of WP is independent of the initial configuration (because
of the linear structure of its set of solutions), and equivalent to the leaf removal algorithm [41, 42], the frozen variables
forming the backbone of the hypergraph (i.e. its 2-core and the additional variables that the core logically implies).
On the other hand all (non-isolated) variables would be declared frozen by the whitening algorithm: for XORSAT
the Hamming distance between two solutions is strictly greater than 1 (excluding the trivial spin flips of variables of
degree zero), hence the whitening is stuck in the initial configuration. It was also noted in [47] that the equivalence
does not hold for the q-coloring problem (the WP dynamics was called directional whitening there). We have not
attempted a complete classification of the models where the two dynamics are equivalent or not; we can nevertheless
state a few cases. Besides the hypergraph bicoloring (or NAE-k-SAT) already mentioned the equivalence also holds
for k-SAT (in both models there can be at most one forcing message around one clause). We also considered the
class of occupation models [76], where boolean variables interact via clauses involving k variables, the configurations
satisfying the constraint being encoded in a boolean word of k+1 bits, the j-th bit being 1 (resp. 0) if configurations
with exactly j out of the k variables around the clause equal to 1 are satisfying (resp. unsatisfying). The equivalence
between the WP and whitening dynamics holds if in this word the positions of the 1 (satisfying weights) form a
contiguous interval. In so-called locked problems (no two contiguous 1 in the defining word and minimal degree of the
variables at least 2) the equivalence also holds but in a rather trivial way: both the WP and the whitening dynamics
are stuck in the initial configuration, all variables are declared frozen by both procedures.
C. The whitening dynamics for typical solutions of the hypergraph bicoloring problem
Having justified the origin of the whitening dynamics (35) we start now the study of its behavior. Thanks to the
monotonicity of the dynamics a time trajectory σti can be unambiguously parametrized by its initial value and the
time it becomes zero (if it does so). We thus define the whitening time of variable i starting from the initial solution
σ as ti(σ) = inf{t : σti = 0}; by definition ti(σ) ≥ 1, and if σti = σi for all times we set ti(σ) = +∞: this is the case
when the i-th variable is frozen in σ.
A compact summary of the global evolution of the whitening process is encoded in the empirical cumulative
distribution of the whitening times, that for a given (satisfiable) hypergraph G and one of its proper bicolorings σ we
define as
Pt(σ,G) =
1
N
N∑
i=1
I(ti(σ) ≥ t+ 1) , (36)
the +1 in the definition being for later notational convenience. By its definition Pt is decreasing in t, has P0 = 1, and
its limit as t→∞ gives the fraction of frozen variables under the whitening starting from σ (that can be interpreted
as the fraction of frozen variables in the cluster of σ). A solution σ ∈ S(G) is called unfrozen if Pt(σ,G) → 0 as
t→∞.
One expects self-averaging properties of Pt(σ,G), in the thermodynamic limit N →∞, when G is chosen uniformly
at random in the ensemble of l+ 1-regular k-uniform hypergraphs, and σ is an uniformly chosen proper bicoloring of
G (in the uncondensed regime l < lc(k)). Let us denote Pt(k, l) this average value around which Pt will concentrate:
Pt(k, l) = lim
N→∞
EG[Eσ[Pt(σ,G)]] , (37)
the average being uniform over σ and G as explained above.
The computation of this typical characterization of the whitening dynamics is very simple in the uncondensed
regime, as we shall explain now. Note first that the state σti of the variable i at time t depends on σ only through
variables at graph distance smaller than t from i: from the evolution rule (35) σti is determined by its neighbors at
the previous time, and this observation can be used recursively backwards in time. In addition we have already stated
the local convergence of G towards a regular tree (see Fig. 1), hence to compute Pt for a fixed value of t, thanks to
the thermodynamic limit in its definition we can safely assume that the neighborhood of i that determines σti is a
tree. Finally the cavity method describes the marginal probability law of an uniformly drawn proper bicoloring σ
for a finite set of adjacent variables. The latter takes a simple form in the uncondensed regime (the RS description
being valid), that is even simpler in the model under study because of its regular local structure and of the σ ↔ −σ
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FIG. 2: Left panel: P t as a function of t for k = 6, and from bottom to top, l = 114 < lr, l = 116 < lr and l = 118 > lr. The
length of the plateau, i.e. the time to whiten most of the variables, diverges as (lr − l)
−1/2. Right panel: the large time limit
P∞ = lim
t→∞
Pt as a function of l for k = 6. P∞ is equal to zero for l < lr, jumps discontinuously from 0 to a strictly positive
value at lr, and it has a square root singularity when l → lr
+.
unbroken symmetry. Indeed an uniform proper bicoloring can be locally constructed as follows: the value of the root
variable σi is set to +1 or −1 with equal probability 1/2. Then independently for each of the l+1 hyperedges around
i one chooses the value of the k − 1 other variables uniformly at random among the 2k−1 − 1 configurations that do
not violate the bicoloring constraint. Each of these (l + 1)(k − 1) variables are in turn taken independently as the
roots of subtrees on which this “broadcasting generation” continues further away from i. Combining the previous
observations one sees that Pt is the probability that the root variable σi of a regular tree has not been whitened
after t steps of the whitening with an initial configuration generated in this broadcasting way. Calling P˜t the same
quantity on a modified tree where each variable (including the root) has l descendants, one has, keeping understood
the dependency on k, l of P and P˜ for simplicity:
P˜t = 1−
(
1− P˜
k−1
t−1
2k−1 − 1
)l
, Pt = 1−
(
1− P˜
k−1
t−1
2k−1 − 1
)l+1
, P˜0 = P0 = 1 . (38)
Indeed the root is frozen at time t in its initial value σ if at the previous time at least one of the hyperedges around
it still blocks it, which can happen only if the k − 1 other variables of this hyperedge were drawn in the initial
configuration to −σ, and if none of them has been whitened before time t− 1. The minor difference between P˜ and P
compensates the difference in the number of offsprings between the root and the other variables in a regular tree. In
the left panel of Fig. 2 we represented the sequences Pt computed in this way. When l increases a plateau develops in
this cumulative distribution (for k ≥ 3), which means that the distribution of whitening times becomes bimodal with
a finite fraction (the height of the plateau) of variables having larger and larger whitening times. When l goes above
a threshold this plateau extends to infinity, the corresponding fraction of indefinitely frozen variables is plotted as a
function of l on the right panel of Fig. 2. This function jumps discontinuously from 0 to a strictly positive value at
the threshold, and has a square root singularity above it. Comparing the equations (22) and (38) one easily realizes
that this threshold is precisely the same as the one for the apparition of hard fields in the 1RSB equations at m = 1,
denoted lr. Finally the length of the plateau in P , namely the scale of the large whitening times, diverges when
l → lr− as (lr − l)−1/2, such an exponent being largely universal for bifurcations in dynamical systems of the form
xt+1 = f(xt).
D. Large deviations of the whitening dynamics
Even though the whitening profile Pt(σ,G) concentrates in the thermodynamic limit around the typical value Pt
we have just computed for uniformly chosen hypergraphs G and solutions σ, there are fluctuations, arising from both
choices of G and σ, and the goal of this paper is precisely to characterize the atypical solutions σ which induce
large deviations of the behavior of the whitening process from the typical one. We shall completely leave aside the
fluctuations arising from atypical hypergraphs G, in other words we will always take uniform averages over this source
of randomness (for statistical mechanics studies of large deviations induced by the choice of the graph see [87, 88]).
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A convenient characterization of the large deviations for a given hypergraphG is provided by the entropy of solutions
yielding a given path P = {Pt}t∈N for the empirical cumulative distribution of the whitening times,
s(P,G) =
1
N
ln
 ∑
σ∈S(G)
I(Pt(σ,G) = Pt ∀ t ∈ N)
 . (39)
This entropy is formally equal to −∞ for impossible paths, in particular Pt should be decreasing with t and verify
P0 = 1 to yield a non-trivial entropy (as we shall see in more details later on there are also more subtle constraints on
the allowed whitening paths: for hypergraphs with good expansion properties the fraction of frozen variables in the
final state of the whitening process is either zero or larger than a strictly positive lowerbound [49]). As announced
above we shall consider typical hypergraphs and define the average path entropy as
s(P, k, l) = lim
N→∞
EG [s(P,G)] ; (40)
when there is no risk of confusion we will keep understood the (k, l) dependency of this and other associated quantities.
Note that the maximum of s(P, k, l) is reached for P = P , the typical cumulative distribution of whitening times, and
at this maximum one has s(P , k, l) = s(k, l), the total entropy for all solutions. The difference s(P , k, l) − s(P, k, l)
gives the rate of large deviation for the probability (i.e. minus the logarithm of the probability divided by N), with
respect to an uniform choice of σ, to observe an atypical profile P 6= P , this large deviation function being itself
averaged uniformly over G. Obviously we do not aim here at a precise mathematical definition of a large deviation
principle; the first step in this direction would be to relax the strict equality Pt(σ,G) = Pt at all times in Eq. (39) to
||P (σ,G)−P || ≤ δ for a well-chosen norm on the space of P , and for a tolerance δ that would be sent to 0 only after
the thermodynamic limit N →∞.
The large deviation problem defined above is infinite dimensional, as the times at which Pt(σ,G) are constrained
are unbounded (of course for a finite hypergraph on N vertices the whitening dynamics is stationary after at most
N steps, but we are ultimately interested in the thermodynamic limit). It is thus technically simpler to fix a finite
time-horizon T and condition the trajectory Pt(σ,G) only for t ≤ T . Going even further in the simplification we
shall introduce an entropy for the solutions that have a given fraction θ of still frozen variables after T steps of the
whitening algorithm, namely
s(T, θ,G) =
1
N
ln
 ∑
σ∈S(G)
I(PT (σ,G) = θ)
 , s(T, θ, k, l) = lim
N→∞
EG [s(T, θ,G)] , (41)
the second quantity being the typical value averaged uniformly over the graph ensemble. As explained above the
maximum over θ of this entropy is reached for θ = PT , where it equals the total entropy, the difference between the
two yielding the large deviation rate for the fluctuations of PT away from its typical value. Imposing an atypical
constraint θ 6= PT at a single time T forces the system to select an atypical initial configuration σ and hence an
atypical trajectory Pt 6= Pt at all times; however for entropic reasons only the “less atypical ones” (i.e. the most
numerous ones) fulfilling the constraint Pt = θ will contribute dominantly. We define this dominant atypical path
under the constraint at time T as the following average,
Pt(T, θ, k, l) = lim
N→∞
EG

∑
σ∈S(G)
Pt(σ,G)I(PT (σ,G) = θ)∑
σ∈S(G)
I(PT (σ,G) = θ)
 , (42)
expecting a self-averaging phenomenon in the thermodynamic limit. By general large deviation principles it should
be related to the path entropy as
P (T, θ, k, l) = argmax
P :PT=θ
s(P, k, l) . (43)
Let us also define the entropy of the configurations which have a fraction θ of frozen variables in their fixed point
under the whitening process,
s∞(θ, k, l) = lim
N→∞
1
N
EG
ln
 ∑
σ∈S(G)
I
(
1
N
N∑
i=1
δσi,σ∗i = θ
) . (44)
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This quantity corresponds essentially to the limit T →∞ of the entropy s(T, θ, k, l), except that the large T and large
N limits are taken in reversed order; we will discuss the (non)-commutativity of these limits in Sec. III E.
In statistical mechanics jargon the entropies defined above are microcanonical ones, as we impose strictly the value
of an observable (either the path P at all times or its value at time T ). It is often easier to compute them indirectly
by considering the associated canonical free-energies where the strict constraints are turned into soft ones, with a
thermodynamic force conjugated to the observable (here one can picture it intuitively as “pulling” up or down Pt
from its typical value), the two constructions being related in the thermodynamic limit by Legendre transforms (this
is obviously a common pattern also in the more mathematical large deviation theory). We shall thus introduce the
canonical potential
φ(ε,G) =
1
N
ln
 ∑
σ∈S(G)
e
N
∞∑
t=1
ǫtPt(σ,G)
 , (45)
where the argument is a time-dependent force, ε = {ǫt}t∈N. This potential is the Legendre transform of the path-wise
entropy of Eq. (39):
φ(ε,G) = sup
P
[
s(P,G) +
∞∑
t=1
ǫtPt
]
. (46)
The parameters ǫt > 0 favor “more frozen” configurations, i.e. the ones which lead to extended configurations with
fewer joker states than the typical ones, for ǫt < 0 it favors “less frozen” configurations, in terms of the state of the
whitening after t steps. When ε = 0 the potential φ coincides with the total entropy of all solutions.
A special case of this potential is obtained by exerting the force only at time T , i.e. taking ǫt = 0 for t 6= T and
denoting more simply ǫ = ǫT ; in this case we shall write
φ(T, ǫ,G) =
1
N
ln
 ∑
σ∈S(G)
eNǫPT (σ,G)
 , (47)
which is the Legendre transform of the one-time constrained entropy of Eq. (41):
φ(T, ǫ,G) = sup
θ
[s(T, θ,G) + ǫ θ] . (48)
Once this function of ǫ is known one can reconstruct s(θ) (or more precisely its concave hull) by an inverse Legendre
transform, with ǫ corresponding to (minus) the slope of s(θ) at the conjugated point. If s(θ) is non-concave a first-order
phase transition will occur in the canonical ensemble.
As above we denote φ(ε, k, l) and φ(ǫ, T, k, l) the uniform averages over l + 1-uniform k-regular hypergraphs G of
φ(ε,G) and φ(ǫ, T,G), respectively:
φ(ε, k, l) = lim
N→∞
EG [φ(ε,G)] , φ(ǫ, T, k, l) = lim
N→∞
EG [φ(ǫ, T,G)] ; (49)
for completeness we state here the Legendre transform relationships between microcanonical and canonical graph-
averaged quantities:
φ(ε, k, l) = sup
P
[
s(P, k, l) +
∞∑
t=1
ǫtPt
]
, φ(T, ǫ, k, l) = sup
θ
[s(T, θ, k, l) + ǫ θ] . (50)
Finally we introduce the canonical equivalent of the dominant path with a constraint at time T defined in (42):
Pt(T, ǫ, k, l) = lim
N→∞
EG

∑
σ∈S(G)
Pt(σ,G)e
NǫPT (σ,G)∑
σ∈S(G)
eNǫPT (σ,G)
 . (51)
Thanks to the equivalence of ensembles the microcanonical Pt(T, θ) and the canonical Pt(T, ǫ) paths should coincide
at all times if ǫ and θ are conjugated parameters (i.e. if Pt(T, ǫ) = θ).
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FIG. 3: The entropy s(θ) for k = 3, l = 6. From right to left T = 1, 2, 3, 4. The triangles mark the maximum of each curve, at
θ = P T , the value corresponding to typical solutions computed from Eq. (38), the entropy of the maxima being independent
of T and equal to the entropy of all solutions (cf. Eq. (12)), represented here by the horizontal dashed line.
E. Main results
In this Section we shall summarize the main results we have obtained before entering into the details of their
derivation. We have set up statistical mechanics computations that allow to obtain quantitative predictions for the
large deviations functions defined above, in particular the entropy s(T, θ, k, l) counting the number of solutions that
have a fraction θ of frozen variables after T steps of the whitening procedure, and also the dominant path Pt(T, θ, k, l)
that gives the fraction of frozen variables after an arbitrary number t of steps, conditioned on PT = θ; these quantities
being defined for typical l + 1-regular k-uniform hypergraphs. They are obtained numerically through the resolution
of a set of equations, the number of unknowns and equations being linear in the time horizon T .
We first present in Fig. 3 the entropy curves s(θ), for a given choice of (k, l), and a few values of T . Some obvious
characteristics of these curves were anticipated above: for each T the maximum of s(T, θ) is reached in θ = PT , the
outcome of the whitening process from typical configurations computed in Sec. II C, which obviously decreases with
T , and the value of the maximum itself is independent of T , as it corresponds to the entropy counting all solutions.
Not all values of θ yield a positive entropy; as explained above in this RS framework negative entropies have to be
interpreted as the impossibility of existence of configurations with such properties.
A much finer description of the configurations selected by the constraint PT = θ is provided by the computation of
Pt(T, θ, k, l): in particular one can determine whether Pt(T, θ, k, l) tends to zero as t → ∞, or if it remains strictly
positive at all times t. In the former case the typical solutions under the constraint PT = θ (which are of course
atypical in the set of all solutions if θ 6= PT ) are unfrozen, in the latter they are frozen. We found that for a given
choice of (T, k, l) there is a threshold value for θ, that we shall call “tipping point” in the following and denote
θtip(T, k, l), such that for θ < θtip(T, k, l) the constraint PT = θ selects unfrozen solutions, while for θ ≥ θtip(T, k, l)
the selected solutions are frozen. This is illustrated in Fig. 4 for the simplest case T = 1, with k = 6. In the left panel
the curves s(θ) are represented for a few values of l, with the location of the tipping point marked as an open circle
and the maximum of the curve as a triangle. Obviously for l < lr, the typical rigidity transition, the tipping point
is on the right of the maximum, while it is on the left in the more interesting case l > lr (this statement is true for
any value of T , not only T = 1). The right panel of Fig. 4 contains additional information that should help to grasp
the tipping point phenomenon intuitively. For a fixed value of l > lr we plotted the whitening profile Pt for typical
configurations and for three values of θ < P 1. As l > lr the typical curve has a positive limit as t → ∞; “pulling
down” softly PT=1 (i.e. exerting a force ǫ < 0 but not too large in absolute value in the canonical ensemble) the limit
is slightly smaller but still positive (curve A), hence an extensive number of variables are still frozen at the end of the
whitening. Pulling down stronger one reaches the tipping point at which the limit Pt→∞ discontinuously jumps to 0
(curves B and C), hence for θ < θtip the configurations selected by this bias are typically unfrozen.
As can be seen on the left panel of Fig. 4 the entropy of the tipping point s(T, θtip(k, l), k, l) becomes negative when
the density of constraint l is increased. We thus define a threshold lT (k) from this criterion of entropy cancellation;
within the RS framework this threshold is interpreted as the disappearance of unfrozen solutions in the configurations
selected by a constraint imposed after T steps of the whitening procedure. By definition one has lT (k) ∈ [lr(k), ls=0(k)],
and moreover lT (k) is growing with T : imposing a constraint on the value of PT leaves the system the freedom to
reorganize the path followed by Pt for t = 1, 2, . . . , T − 1, hence the later the bias is exerted the larger the entropy of
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FIG. 4: Left panel: the entropy s(θ) for k = 6, T = 1, and from top to bottom l = 115, l = 120, l = 125, l = 129. On each
curve the filled triangle is located at the maximum of s(θ), while the open circle denotes the tipping point (on the right of the
maximum for l < lr, on the left for l > lr). The filled circles denote the three points for which the corresponding Pt is displayed
on the right panel. Right panel: Pt as a function of t for k = 6, l = 125, for the typical solutions and for three values of the
bias at T = 1 corresponding to the points A,B and C of the left panel. The number of steps of the whitening needed for Pt to
drop below the plateau diverges as (θtip − θ)−1/2 when θ approaches θtip from below.
the unfrozen solutions can be. We computed explicitly the values of lT for small values of k and a few choices of T
(cf. Table I); we also performed large k asymptotic expansion of these thresholds, which yields for T = 1
l1(k) =
2k−1k ln 2
ln k
(
1 +O
(
ln ln k
ln k
))
, (52)
and more generically for 1 ≤ T <∞,
lT (k) =
2k−1k ln 2
ln◦T (k)
(
1 +O
(
ln◦(T+1)(k)
ln◦T (k)
))
, (53)
where ln◦T is the T -times iterated logarithmic function, i.e. ln◦1(k) = ln k and ln◦(T+1)(k) = ln(ln◦T (k)).
We emphasize here that the asymptotic scale for l1(k) is lsat(k)/ ln k, which is “much” larger than the typical
rigidity lr(k) (or the asymptotically equivalent dynamic threshold ld(k) recalled in Sec. II A) that scales as lsat(k)/k
(forgetting logarithmic corrections): even when the typical solutions are frozen there are still exponentially many
unfrozen solutions, and they can be selected by a bias depending only on P1. We also acknowledge here that the
scaling of l1(k) was conjectured prior to our work by Amin Coja-Oghlan [89]. Larger (finite) values of T push these
asymptotic thresholds even closer to the satisfiability one, iterated logarithms being slower and slower functions of k.
We also managed to compute the limit of lT (k) as T → ∞ (for fixed k), denoted l∞(k), see Table I for some
numerical values at small k, as well as the large k asymptotics of l∞:
l∞(k) =
2k−1k ln 2
2
(
1 +O
(
(ln k)2
k
))
. (54)
This threshold, that we interpret as the limit of existence of any unfrozen solution, is thus asymptotically lsat(k)/2,
very deep in the typically clustered and frozen regime, but a constant factor below the condensation and satisfiability
threshold (in agreement with a conjecture of Dimitris Achlioptas [90]). We mentioned in the introduction the coin-
cidence of this scale with a phenomenon studied in [52] under the name of x-satisfiability, i.e. the existence of pairs
of solutions at Hamming distance Nx. For density of constraints larger than lsat(k)/2 it was shown in [52] that a
range of x becomes forbidden, which indicates the clustering of the solution set, in a very strong sense. Note that
in general there is no direct connection between the existence of a gap in the possible Hamming distances between
pairs of solutions and the existence or not of white solutions. We believe this coincidence of scale should be taken
as a further evidence that the structure of clusters in the large k limit simplifies a lot and is well approximated by
subcubes.
An equivalent way of defining l∞(k) is to consider the hard constraint imposing a complete whitening of all variables
after T steps, i.e. requiring PT = 0. The vanishing of s(T, θ = 0, k, l) defines a sequence of thresholds l
′
T (k) below
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which such configurations do exist (according to the RS computation), the large T limit of lT (k) and l
′
T (k) coincide,
we thus denote l∞(k) their common limit.
In addition to this characterization of the unfrozen solutions our large deviation analysis allowed us to obtain
results on the locked solutions of the bicoloring problem, namely the solutions which are fixed points of the whitening
dynamics because all their variables are frozen (around each variable i there is at least one clause in which i is
the unique representative of its color). Their entropy sl(k, l) is by definition the common value of s(T, θ = 1, k, l),
independently of T : such solutions do not evolve under the whitening dynamics. We found sl(k, l) to be positive
on an interval of densities [ll,−, ll,+], to be interpreted (in the RS formalism) as the domain of existence of such
locked solutions. Moreover the tipping point θtip(T, k, l) defined above happens to reach 1 at another threshold
ll,u ∈ [ll,−, ll,+] (also independent of T ); this means that for l < ll,u all solutions in which an arbitrarily small but
strictly positive fraction of variables are whitened after any number of steps of the whitening algorithm will ultimately
whiten completely. In this case the locked solutions, if they exist (i.e. for l > ll,−), are the unique type of frozen
solutions (and coexist of course with the unfrozen ones). On the contrary for l > ll,u the frozen solutions can have a
non-trivial fraction of frozen variables, in ]0, 1[ strictly. The numerical value of these three thresholds can be found
in Table I for small values of k, and admit the following asymptotic expansion at large k:
ll,−(k) = 2
k−1
(
ln 2 +O
(
1
k
))
, (55)
ll,u(k) = 2
k−1
(
ln k + ln ln k +O
(
ln ln k
ln k
))
, (56)
ll,+(k) = 2
k−1k ln 2−
(
1 + k
1 + ln 2
2
)
+O
(
k3
2k
)
. (57)
Note that ll,+ is on the satisfiability scale at leading order (compare with Eq. (27)), ll,u on the dynamic/rigidity scale
(see Eq. (29)), while the appearance of locked solutions occurs for slightly smaller densities, ll,− ∼ lsat/k.
Among the additional results to be discussed in the rest of this paper let us mention that we have a prediction for
the entropy s∞(θ) (cf. Eq. (44)) counting the number of solutions according to their number of frozen variables (in
the fixed point of the whitening), as well as their whitening trajectories.
To conclude this section let us underline that the results we just summarized have been obtained using the replica
symmetric version of the cavity method, and thus are not expected to be exact for all values of the parameters (in
particular the negative entropies have to be preceded by a condensation transition for consistency reasons); a short
discussion of the effects of the replica symmetry breaking will be given later on in Sec. IV. For this reason the threshold
l∞(k) can only be expected to be a bound on the true freezing transition, namely lf(k) ≤ l∞(k). We expect however
the large k asymptotics of l∞ given in (54) to give the correct behavior of lf , as stated in the introduction.
III. A STATISTICAL MECHANICS TREATMENT
A. Factor graph representation
As we have explained in Sec. II D our goal of characterizing the solutions of the hypergraph bicoloring problem
that have an atypical behavior under the whitening process will be achieved if we determine the generalized free-
energy defined in Eq. (45). To perform this computation let us first rewrite the summation in Eq. (45) under a more
convenient form:
Z(ε,G) =
∑
σ∈S(G)
e
N
∞∑
t=1
ǫtPt(σ,G)
=
∑
σ
M∏
a=1
wa(σ∂a) e
∞∑
t=1
ǫt
N∑
i=1
I(ti(σ)≥t+1)
=
∑
σ
M∏
a=1
wa(σ∂a)
N∏
i=1
b(ti(σ)) , (58)
where we recall that wa is 1 if the a-th constraint is satisfied, 0 otherwise, and we defined:
b(t) = exp
[
t−1∑
t′=1
ǫt′
]
. (59)
We will now introduce a probability measure over the set of solutions S(G), but at variance with the uniform one
defined in (2) it will give different weights to the different solutions, this bias being chosen in such a way that Z(ε,G)
becomes the normalizing constant of the measure:
µ(σ) =
1
Z(ε,G)
M∏
a=1
wa(σ∂a)
N∏
i=1
b(ti(σ)) . (60)
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The uniform case of (2) is recovered by setting b(t) = 1 for all t, i.e. ε = 0.
The difficulty in dealing with this measure µ and in computing Z(ε,G) comes from the fact that the whitening
time ti(σ) is a complicated and rather implicitly defined function of σ, that depends on the variables at an a priori
arbitrary distance from i. These long-range interactions between the elementary variables σi can however be made
local in an extended space of variables, with a few steps explained below. This part of our work is very similar to the
recent large deviations studies of the bootstrap percolation dynamics, see in particular [55–57]. Let us first emphasize
that the whitening times from a given initial configuration σ fulfill the following local equations:
ti(σ) = 1 +max
a∈∂i
[
I(σj = −σi ∀j ∈ ∂a \ i) min
j∈∂a\i
tj(σ)
]
, (61)
that follow immediately from the definition of the whitening as a dynamics on σt given in (35). Moreover if one
considers the set of N equations
ti = 1 +max
a∈∂i
[
I(σj = −σi ∀j ∈ ∂a \ i) min
j∈∂a\i
tj
]
, (62)
on the N unknowns ti ∈ {1, 2, . . . ,∞}, one can convince oneself that they have for each proper bicoloring σ a single
solution, that coincides with ti(σ). We can thus introduce (redundant) variables ti on each vertex, their global
configuration being denoted t, and a measure on the new variables (σ, t):
µ(σ, t) =
1
Z(ε,G)
M∏
a=1
wa(σ∂a)
N∏
i=1
b(ti)
N∏
i=1
I
(
ti = 1 +max
a∈∂i
[
I(σj = −σi ∀j ∈ ∂a \ i) min
j∈∂a\i
tj
])
. (63)
From the observations made above one concludes that the partition function Z(ε,G) is the same in (60) and (63), and
that in the support of µ, i.e. for (σ, t) with µ(σ, t) > 0, the t are precisely the whitening times from σ. The biased
measure on σ originally defined in (60) is thus nothing but the σ marginal of the extended one introduced in (63).
Note also that the dominant biased path defined in Eq. (51) can be computed with suitable averages under (63). The
crucial advantage of the formulation in (63) with respect to (60) is the locality (in terms of the underlying hypergraph
G) of the interactions between the variables σi and ti. To make this last point more obvious and to reach our final
formulation of the problem we shall introduce additional time variables, for each directed edge a→ i from the clause
a to the variable i of the hypergraph G,
ua→i(σ) = I(σj = −σi ∀j ∈ ∂a \ i) min
j∈∂a\i
tj(σ) . (64)
Their global configuration being denoted u we introduce a measure on (σ, t, u) as
µ(σ, t, u) =
1
Z(ε,G)
M∏
a=1
wa(σ∂a)
N∏
i=1
b(ti)
N∏
i=1
I(ti = 1 +max
a∈∂i
ua→i)∏
〈a,i〉
I(ua→i = I(σj = −σi ∀j ∈ ∂a \ i) min
j∈∂a\i
tj) , (65)
where the last product runs over the edges of the bipartite graph representation of G. The ti are in {1, 2, . . . ,∞} while
the ua→i are in {0, 1, 2, . . . ,∞}. Again the u are redundant variables, in the sense that the normalization Z(ε,G) is
the same in (60), (63) and (65), and the law (60) is the σ marginal of (65).
If one puts the variables σ, t, u at their “natural” location, i.e. the σi and ti on node i, and ua→i on the edge 〈a, i〉,
then the factor graph representing (65) has small loops even if the original hypergraph is a tree. To avoid this problem
we shall introduce finally a further redundancy; for each edge 〈a, i〉 we define a variable x〈a,i〉 = (σai , tai , ua→i), the
global configuration of all these variables being denoted x, by copying the original variables σi and ti on each of their
neighboring edges 〈a, i〉 with a ∈ ∂i and setting σai = σi, tai = ti. The measure on x is defined as
µ(x) =
1
Z(ε,G)
M∏
a=1
ŵ({x〈a,i〉}i∈∂a)
N∏
i=1
w({x〈a,i〉}a∈∂i) , (66)
whose factor graph representation is provided on the right panel of Fig. 5. The variable nodes x〈a,i〉 in this last
formulation live on the edges of the original graph G, while there are two types of interaction nodes, one on each of
the hyperedges a of the original hypergraph, with a weight function
ŵ(x1, . . . , xk) = I(σ1, . . . , σk n.a.e.)
k∏
i=1
I(ui = I(σj = −σi ∀j 6= i)min
j 6=i
tj) , (67)
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FIG. 5: A portion of the bipartite graph representation of a hypergraph G (left panel), and the corresponding factor graph for
the measure of Eq. (66) (right panel).
and one on each of the vertices i of G, with the weights
w(x1, . . . , xl+1) =
∑
σ,t
b(t)
(
l+1∏
i=1
I((σi, ti) = (σ, t))
)
I(t = 1 +max(u1, . . . , ul+1)) . (68)
To conclude this discussion let us emphasize what we have achieved here: the determination of the potential φ(ε,G)
of (45) has been reduced to the computation of the normalizing constant of the measure µ(x) of Eq. (66), which is a
graphical model with more complicated variables than just the Ising spins σi, but whose interactions have exactly the
same topology as the underlying hypergraphG. In particular if G is locally tree-like so is the graphical model encoding
φ(ε,G), hence one can attack this problem with the now standard tools recalled in Sec. II A (Belief Propagation and
the cavity method, possibly including RSB). As these steps are rather technical but conceptually straightforward
we explain them in details in Appendix A and proceed in the main text by presenting the predictions of the cavity
method for random regular hypergraphs.
B. The factorized solution on regular hypergraphs
The prediction of the RS cavity method for the free-entropy φ(ǫ, T, k, l) defined in Eq. (49) is computed as follows
(cf. Appendix A for a complete justification). One has to solve the following set of 4T equations on 4T unknowns
denotedQ1, . . . , QT , R1, . . . , RT , Q̂1, . . . , Q̂T−1, Q̂∞, ρ̂1, . . . , ρ̂T , which should be thought of as (cumulative) probability
distributions for the whitening times:
Qt =
T∑
t′=t
[
(ρ̂t′ + Q̂t′−1)
l − (ρ̂t′ + Q̂t′−2)l
]
+ eǫ
[
(ρ̂T + Q̂∞)
l − (ρ̂T + Q̂T−1)l
]
for t ∈ [1, T ] , (69)
Rt = (ρ̂t+1 + Q̂t)
l +
T∑
t′=t+2
[
(ρ̂t′ + Q̂t′−1)
l − (ρ̂t′ + Q̂t′−2)l
]
+ eǫ
[
(ρ̂T + Q̂∞)
l − (ρ̂T + Q̂T−1)l
]
for t ∈ [1, T − 1] ,
RT = e
ǫ(ρ̂T + Q̂∞)
l , (70)
Q̂t =
[
Qk−11 −Qk−1t+1
]
for t ∈ [1, T − 1] , (71)
Q̂∞ = Q
k−1
1 , (72)
ρ̂t = (2
k−1 − k − 1)Qk−11 + (k − 1)
[
t−1∑
t′=1
Rt′(Q
k−2
t′ −Qk−2t′+1) +RtQk−2t
]
for t ∈ [1, T ] . (73)
To correctly interpret the terms with t′ = 1, 2 in the first line one has to adopt the convention that Q̂0 = 0 and
Q̂−1 = −ρ̂1. Then the free-entropy is obtained as
φ(ǫ, T, k, l) =
1− l(k − 1)
k
ln zv , (74)
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with
zv = 2
T∑
t=1
(
(ρ̂t + Q̂t−1)
l+1 − (ρ̂t + Q̂t−2)l+1
)
+ 2eǫ
(
(ρ̂T + Q̂∞)
l+1 − (ρ̂T + Q̂T−1)l+1
)
. (75)
The entropy s(θ, T, k, l) is obtained by an inverse Legendre transformation on φ, parametrized by ǫ,
s = φ− ǫθ , (76)
where θ = PT is the fraction of variables still frozen at time T , which is obtained from the solution of the above set
of equations as
θ =
2eǫ
zv
(
(ρ̂T + Q̂∞)
l+1 − (ρ̂T + Q̂T−1)l+1
)
. (77)
Finally the typical time trajectory Pt for the whitening from the configurations selected by this bias at time T (recall
the definition given in Eq. (51)) reads
Pt(T, ǫ, k, l) =

2
zv
T∑
t′=t+1
(
(ρ̂t′ + Q̂t′−1)
l+1 − (ρ̂t′ + Q̂t′−2)l+1
)
+ θ for t ∈ [0, T − 1]
2eǫ
zv
(
(ρ̂T + Q̂∞)
l+1 − (ρ̂T + Q̂t−1)l+1
)
for t ≥ T
, (78)
where for the second line, i.e. beyond the time horizon T , the quantities Qt and Q̂t are obtained from the solution of
the 4T equations by the additional relations
for t > T , Qt = e
ǫ
(
(ρ̂T + Q̂∞)
l − (ρ̂T + Q̂t−2)l
)
, Q̂t−2 =
(
Qk−11 −Qk−1t−1
)
. (79)
A minimal sanity check is provided by the investigation of the case ǫ = 0; indeed this has to correspond, for all T ,
to the unbiased measure over all solutions. One finds that the above set of equations is solved for ǫ = 0 by
Q1 =
(
2k−1 − 1) l1−l(k−1) , Qt = Q1P˜t−1 , Rt = Q1 ∀t , ρ̂t = (2k−1 − 2)Qk−11 ∀t , (80)
where P˜t is the series defined in (38). Plugging this solution in (75,78) yields
s = φ = ln 2 +
l+ 1
k
ln
(
1− 1
2k−1
)
, Pt = P t ∀t , (81)
i.e. the typical results (see Eqs. (12,38)), as expected.
As already discussed in Sec. II E the most interesting information to extract from the computation of Pt beyond
the time horizon T is whether Pt → 0 as t→∞ or not. In the first case the whitening ultimately leads to the all-joker
states, i.e. the initial solution was unfrozen, in the latter there remains blocked variables forever. One can easily see
that Pt → 0 as t → ∞ is equivalent to Qt → 0 as t → ∞. But for t > T , one obtains from the above equations that
Qt evolves according to a simple recursion relation of the type Qt = f(Qt−1), namely
Qt = e
ǫ
[
(ρ̂T +Q
k−1
1 )
l − (ρ̂T +Qk−11 −Qk−1t−1 )l
]
. (82)
This recursion has always a fixed point in 0; depending on the values of θ (or equivalently of ǫ) it might be the only
one, or they might be a larger one, smaller than QT . In the latter case the limit of Qt as t → ∞ is strictly positive,
let us call it Q∗, and as already said in this case Pt tends to a strictly positive value as t → ∞. At the transition
between Q∗ = 0 and Q∗ > 0, which is discontinuous for k > 2, one has two additional conditions corresponding to
the bifurcation:
Q∗ = e
ǫ
[
(ρ̂T +Q
k−1
1 )
l − (ρ̂T +Qk−11 −Qk−1∗ )l
]
, (83)
1 = eǫl(k − 1)Qk−2∗ (ρ̂T +Qk−11 −Qk−1∗ )l−1 . (84)
These two equations fix the values of Q∗ and ǫ in such a way that θ = θ
tip(T, k, l), the tipping point defined in
Sec. II E.
To conclude this section we note that all that is needed to obtain the results announced in Sec. II E amounts to solve
the 4T equations on 4T unknowns written in Eqs. (69-73), from which follow all the thermodynamic predictions. For
not too large values of T this resolution can easily be performed numerically by iteration (with a little bit of damping
to avoid some stability issues), this is for instance how we obtained the curves plotted in Fig. 3. To obtain numerical
results for larger values of T we used a Newton-Raphson approach, on an equivalent set of equations with only 2T
unknowns, see Appendix C 1 for more details. We shall see in the following subsections some analytical simplifications
that arise for T = 1 on the one hand, and in the limit T →∞ on the other hand, where a well chosen ansatz allows
to close the infinite dimensional set of equations on a small number of unknowns.
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C. The T = 1 case
1. Resolution of the equations
When the bias between solutions depends on the number of white variables at the first non-trivial time (T = 1) the
RS equations given in (69-73) correspond to 4 equations on the 4 unknowns Q1, R1, Q̂∞ and ρ̂1. We rewrite them
here, renaming these variables Q, R, Q̂, ρ̂ for simplicity:
Q = ρ̂l + eǫ((ρ̂+ Q̂)l − ρ̂l) , (85)
R = eǫ(ρ̂+ Q̂)l , (86)
Q̂ = Qk−1 , (87)
ρ̂ = (2k−1 − k − 1)Qk−1 + (k − 1)RQk−2 . (88)
The thermodynamic potential φ(T = 1, ǫ) and its Legendre transform s(T = 1, θ) are then obtained from Eqs. (74,76),
with the expressions of zv and θ obtained by specializing (75,77) to the case T = 1:
zv = 2ρ̂
l+1 + 2eǫ
(
(ρ̂+ Q̂)l+1 − ρ̂l+1
)
, θ =
1
zv
2eǫ
(
(ρ̂+ Q̂)l+1 − ρ̂l+1
)
. (89)
We shall now explain that the set of equations (85-88) has always a single solution that can be very easily found
numerically, a fact which might be not completely obvious at first sight. First we note that it is very easy to eliminate
R and Q̂ explicitly in terms of the two other unknowns with (86) and (87), which leaves us with two equations on Q
and ρ̂:
Q = ρ̂l + eǫ((ρ̂+Qk−1)l − ρ̂l) , (90)
ρ̂ = (2k−1 − k − 1)Qk−1 + (k − 1)Qk−2eǫ(ρ̂+Qk−1)l . (91)
It turns out to be more convenient to add ǫ to the set of unknowns and to define a new variable ψ by ψ = Qk−1/ρ̂.
Indeed one can solve explicitly this new set of equations and find:
eǫ =
ψ−1 − (2k−1 − k − 1)
(k − 1)− ((1 + ψ)l − 1)(ψ−1 − (2k−1 − 2)) , (92)
Q = ψ
l
l(k−1)−1
[
(k − 1)(1 + ψ)l
(k − 1)− ((1 + ψ)l − 1)(ψ−1 − (2k−1 − 2))
] 1
1−l(k−1)
, (93)
ρ̂ = ψ
1
l(k−1)−1
[
(k − 1)(1 + ψ)l
(k − 1)− ((1 + ψ)l − 1)(ψ−1 − (2k−1 − 2))
] k−1
1−l(k−1)
. (94)
In this way the potential φ(ǫ), and also its Legendre transform s(θ), can be computed explicitly in a parametric way
by varying this new variable ψ, that evolves monotonously with ǫ and θ (one has in particular ψ−1 = 2k−1 − 2 for
ǫ = 0, θ = P 1, and ψ
−1 = 2k−1 − k − 1 for ǫ→ −∞, θ = 0). We used this very simple numerical procedure in order
to obtain the curves s(θ) of Fig. 4. The location of the tipping point is determined for generic values of T by the
equations (83,84), which become in the case T = 1, with the simplified notations introduced in (85-88):
Q∗ = e
ǫ
[
(ρ̂+ Q̂)l − (ρ̂+ Q̂−Qk−1∗ )l
]
, (95)
1 = eǫl(k − 1)Qk−2∗ (ρ̂+ Q̂−Qk−1∗ )l−1 . (96)
Note that the expression of the entropy in θ = 0 for T = 1 is particularly simple; plugging ψ−1 = 2k−1 − k − 1 in
the above formulas yields indeed:
s(T = 1, θ = 0) = ln 2 +
l + 1
k
ln
(
1− k + 1
2k−1
)
. (97)
As a matter of fact for all the variables to be white in one time-step of the whitening it is necessary that around each
hyperedge at least two variables are equal to +1 and at least two others equal to −1, forbidding 2(k+1) configurations
out of the 2k possible ones, the expression above is the annealed result for such a constraint (compare with the total
entropy of solutions in Eq. (12)). This yields an explicit expression for the threshold l′1(k) where this entropy vanishes:
l′1(k) = −1−
k ln 2
ln
(
1− k+12k−1
) ∼ 2k−1k ln 2
k + 1
as k →∞ , (98)
i.e. an asymptotic behavior even smaller than the typical rigidity threshold lr(k).
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FIG. 6: Phase diagram for k = 6 and T = 1, in the plane (l, θ), the right panel being an enlargement of the most interesting
part for the largest values of l. The solid line represents the location of the vanishing of the entropy (recall the shape of s(θ)
plotted in Fig. 4), the long dashed line the location of its maximum in the typical value θ = P 1, while the short dashed line
corresponds to the tipping point θtip, configurations being frozen for θ > θtip, unfrozen for θ < θtip.
2. Phase diagram
We present in Figure 6 the phase diagram summarizing our results at T = 1 for a given value of k (we chose k = 6
as the smallest generic value, all cases k ≥ 6 behaving qualitatively in the same way), in the plane (l, θ) (an equivalent
representation can be obtained in the canonical parametrization (l, ǫ)). It has been obtained by extracting from the
curves s(θ) shown in Fig. 4 a few representative points for each l, namely the upper and lower limit of the interval on
which the entropy is positive (the solid lines denoted s = 0), the location of the maximum of s(θ) that corresponds
to the typical value P 1 (long dashed curve), as well as the tipping point θ
tip (short dashed curve). Several thresholds
values of l can be read on this diagram: the RS prediction for the satisfiability threshold ls=0 corresponds to the
intersection of the typical curve with the s = 0 one, the typical rigidity lr is located at the crossing of the tipping
point and the typical curve, while the threshold l1(k) is the intersection of the tipping point and the entropy vanishing
curve. More marginally interesting is the point where the lower limit of the interval of positive entropies reaches θ = 0,
which gives the threshold l′1(k).
As already discussed in the introduction to our main results given in Sec. II E, the most interesting point on this
phase diagram is l1(k), which gives in the RS framework the largest connectivity up to which there exist unfrozen
configurations that can be selected by a bias at T = 1. The numerical values for l1(k) are given in Table I for small
values of k. The large k analysis for the threshold l1(k) that yields (52) being rather technical we defer its presentation
to the Appendix B, that contains further results valid at large k, in particular a simple explicit formula for s(T = 1, θ).
For what concerns the locked solutions one can visualize on this phase diagram the thresholds ll,− ≈ 27.1 and
ll,+ ≈ 127.1 as the two points where the curve s = 0 reaches the axis θ = 1, while ll,u ≈ 82.8 corresponds to the point
where θtip = 1.
D. The fixed points of the whitening process (the limit T →∞)
We shall now present our predictions for s∞(θ), the entropy of proper bicolorings having a fraction θ of frozen
variables, that we defined in Eq. (44). We obtained these results by studying the large T limit of s(T, θ); these two
quantities would coincide if the large N and large T limit would commute, which we believe to be almost the case, in
a sense that we shall explain shortly afterwards (cf. Sec. III E).
As recalled in Sec. II B the fraction of frozen variables in a solution σ of a given (finite size) instance is defined via
the fixed point σ∗ of the WP/whitening dynamics reached from this solution. A crucial property of these fixed points
was proven in [49] (where fixed points were called core assignments): on hypergraphs with good expansion properties
(typically exhibited by random hypergraphs) σ∗ is either the all white configuration, or contain an extensive number
of frozen variables (the proof of [49] is for k-SAT but can be adapted to the bicoloring problem). In terms of the
entropy s∞(θ) this dichotomy implies the existence of a constant θmin(k, l) > 0 such that s∞ is well defined only for
θ = 0 and θ ≥ θmin, or more precisely s∞ = −∞ in the interval ]0, θmin[ between the isolated point θ = 0 and the
branch θ ≥ θmin.
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It turns out that in the T → ∞ limit the solution of the (infinite dimensional) set of equations (69-73) obey
some rather simply parametrized ansatz, hence the computation of s∞ can be reduced to the resolution of finite
dimensional sets of equations. The technical details of this reduction, that rely on techniques developed for the
bootstrap percolation problem in [57], are presented in Appendix C; in the rest of this subsection we first explain
qualitatively our findings (illustrated in Figs. 7, 8 and 9), then present the equations that allows to obtain them
quantitatively.
Consider first the plots of Fig. 7, which display our predictions of s∞(θ) for two values of l, below and above the
typical rigidity threshold (left and right panel respectively). For l < lr the isolated point at θ = 0 counts the typical
configurations (by definition of lr), hence in this regime s∞(θ = 0, k, l) = s(k, l); we found that the non-trivial branch
for θ ≥ θmin has a strictly smaller entropy, starts from θmin with a strictly negative derivative, and is decreasing
and concave. On the other hand for l > lr the point in θ = 0 counts the atypical unfrozen solutions, it has thus an
entropy smaller than the total one, s∞(θ = 0, k, l) < s(k, l); the non-trivial branch for θ ≥ θmin has a maximum in
the typical point of coordinates (P∞, s), and is non-concave in the interval [θmin, P∞]. More precisely, this branch
starts at θmin with a vanishing derivative, and an entropy which coincides with the one of the unfrozen configurations:
s∞(θmin) = s∞(θ = 0) for l > lr.
In Figure 8 we reported the dependency of some of these quantities with l for a given k (here k = 6), in particular
θmin is plotted on the left panel and compared to P∞ (which vanishes for l < lr). The right panel summarizes the
evolution of the entropies s∞(θmin) and s∞(θ = 0) as a function of l; in particular the vanishing of the latter yields
the threshold l∞(k) for the disappearance of all unfrozen solutions (in the RS framework). The numerical values for
l∞(k) are given in Table I for small values of k, and the large k asymptotic expansion of l∞ was stated in (54); the
derivation of this analytic expansion is explained in Appendix C 6.
A more detailed description of the configurations counted by the entropy s∞(θ) is provided by the corresponding
distribution of the whitening times Pt, which by definition goes to θ as t → ∞. Let us discuss its behavior in the
various cases corresponding to θ = 0 (unfrozen solutions) vs θ ≥ θmin (frozen solutions) on the one hand, l < lr vs
l > lr on the other hand.
• For l < lr the unfrozen solutions are typical, and their whitening profile Pt = Pt was displayed in Fig. 2; as long
as l < lr essentially all variables whiten in finite time (with respect to N), a divergence occurs when l → l−r ,
with a fraction P∞(lr) having whitening times growing like (lr − l)−1/2.
• For l > lr the atypical unfrozen solutions have a peculiar whitening trajectory, presented on the left panel of
Fig. 9: the decay of Pt from 1 to 0 occurs in three steps, in other words the whitening time of the variables
fall into three categories each containing a positive fraction of the total number of variables. Calling T the
(large) time scale on which the whitening reaches its trivial fixed point, the three whitening processes occur on
times t = O(1) for the first, t/T = O(1) for the second, and t = T − O(1) for the third one. Note that in our
computations we have to fix this large scale T arbitrarily, because we took the thermodynamic limit N →∞ in
a previous step. In a hypergraph with N large but finite the scale T (N) on which the fixed points are reached
will be a growing function of N , and we can only conjecture that the whitening trajectories would correspond
to the ones we computed, modulo this unknown scale T (N). It turns out that the fraction of variables which
whiten in the last regime is nothing but θmin, the minimal fraction of frozen variables in frozen solutions.
• By definition the long time limit of Pt is θ ≥ θmin > 0 for frozen solutions. We found that the decay of Pt
towards θ occurs in two qualitatively different ways depending on the parameters (l, θ). For some cases we found
this decay to occur on a single regime, with all whitening times O(1) with respect to T (except of course the
fraction θ of infinite ones), let us call the corresponding frozen solutions “of the first kind”. On the contrary
frozen solutions of the second kind have a two time regimes whitening trajectory, with a positive fraction of
variables having whitening times t = O(1), and another one t/T = O(1). An illustration of these two kind of
whitening trajectories is presented on the right panel of Fig. 9. We found that for l < lr all frozen solutions are
(typically) of the first kind, while for l > lr there is a threshold denoted θI (also plotted in the phase diagram
of Fig. 8) such that the frozen solutions are of the first kind for θ ≥ θI, and of the second kind for θ ∈ [θmin, θI].
When θ = θmin the decay of Pt coincides with the first two regimes of the evolution of Pt for unfrozen solutions
(θ = 0), the difference being the absence of the final rapid decay in the regime t = T −O(1).
We present now the formulas describing quantitatively the entropy s∞ and the associated time evolutions Pt, a
complete justification being deferred to Appendix C.
26
θmin
θ
s∞
10.80.60.40.20
0.12
0.1
0.08
0.06
0.04
0.02
0
P∞
θIθmin
θ
s∞
10.80.60.40.20
0.02
0.015
0.01
0.005
0
FIG. 7: The entropy s∞(θ) counting the proper bicolorings with a fraction θ of frozen variables, for k = 6, l = 110 < lr(k)
(left panel) and l = 127 > lr(k) (right panel). The filled dot represents the entropy of unfrozen solutions, the horizontal dashed
line indicates the total entropy of solutions of Eq. (12), the solid line is the branch of the entropy s∞ for θ ≥ θmin. For l < lr
the typical solutions are unfrozen, the branch with θ ≥ θmin has an entropy strictly smaller than the total one, while for l > lr
this branch contains the typical solutions, hence the coordinates of its maximum (filled triangle) are the typical values (P∞, s).
In both panels the insets present a magnification of the regime θ ≥ θmin, in the right one an arrow designate θI, the limit
separating frozen solutions of the first and second kind.
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FIG. 8: Left panel: phase diagram for the fixed points of the whitening in the (l, θ) plane for k = 6, displaying the minimal
fraction of frozen variables in frozen configurations θmin, the fraction P∞ of frozen variables in typical solutions for l ≥ lr, and
the threshold θI separating frozen solutions of the first and second kind for l > lr (the meaning of the curve θ
′
I for l < lr will be
explained in Sec. III E) all these curves meet in l = lr. The curve θmin reaches 1 at the threshold ll,u (not shown on this plot)
below which all frozen solutions are locked. Right panel: the entropies s∞(θ = 0) and s∞(θmin), compared to the total entropy
of solutions s of Eq. (12), plotted as a function of l for k = 6. One has s∞(θ = 0) = s for l < lr, while s∞(θ = 0) = s∞(θmin)
for l > lr; the threshold l∞ is defined by the cancellation of s∞(θ = 0).
1. The entropy of unfrozen solutions for l > lr
The entropy of unfrozen solutions in the regime where they are atypical (i.e. s∞(θ = 0) for l > lr) is obtained by
solving the following set of equations on the (positive) unknowns Q1, Qi, Qf , ρ̂i, ρ̂f (see Appendix C 3 for a detailed
justification):
ρ̂i = (2
k−1 − 2)Qk−11 , (99)
Qi = Q1 − (ρ̂i +Qk−11 −Qk−1i )l , (100)
1 = l(k − 1)Qk−2i (ρ̂i +Qk−11 −Qk−1i )l−1 , (101)
Qf = (ρ̂f +Q
k−1
1 )
l − (ρ̂f +Qk−11 −Qk−1f )l , (102)
1 = l(k − 1)Qk−2f (ρ̂f +Qk−11 −Qk−1f )l−1 , (103)
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FIG. 9: The cumulative distributions Pt of the whitening times, for k = 6 and l = 127 > lr, with a large time scale fixed to
T = 200. Left panel: unfrozen solution (θ = 0), the dashed horizontal lines indicate the fraction of variables that whiten in the
three time regimes, according to the analytical predictions of (105-107). Right panel : frozen solutions of the first (top) and
second kind (bottom).
where in the second line one has to choose Qi as the largest of the solutions of the equation on [0, Q1]. From the
solution of this system of equations one obtains the entropy s∞(θ = 0) using (74,76) with
zv = zv,1 + zv,2 + zv,3 , θ = 0 , (104)
zv,1 = 2(ρ̂i +Q
k−1
1 −Qk−1i )l+1 , (105)
zv,2 = 2
(l + 1)(l − 1)
l
l
l−1 (k − 1) 1l−1 (l − k + 1)
(
Q
l−k+1
l−1
i −Q
l−k+1
l−1
f
)
, (106)
zv,3 = 2(ρ̂f +Q
k−1
1 )
l+1 − 2(ρ̂f +Qk−11 −Qk−1f )l+1 . (107)
As explained above and illustrated in the left panel of Fig. 9, Pt decays from P0 = 1 to PT = 0 in three regimes,
corresponding to t = O(1), t/T = O(1) and t = T −O(1), the fraction of variables whitening during the i-th regime
being zv,i/zv.
The system of equations (99-103) actually admits a single solution which is simpler to find numerically than might
seem at first sight. Indeed its resolution amounts to finding the largest solution u = u(k, l) ∈]0, 1[ and the unique
solution v = v(k, l) ∈]0, 1[ of the following equations:
l =
1
k − 1
2k−1 − 1− uk−1
uk−2(1− u) , v = 1−
(
1− v
v + l(k − 1)(1− v)
)l
. (108)
Then the five unknowns of (99-103) are expressed as
Q1 = (1 − u)
1
l(k−1)−1 (2k−1 − 1− uk−1)− ll(k−1)−1 ,
Qi = uQ1 ,
ρ̂i = (2
k−1 − 2)Qk−11 ,
ρ̂f = −Qk−11 + β
1
l(k−1)−1 ,
Qf = v β
l
l(k−1)−1 , (109)
where
β =
1
vk−2
1
v + l(k − 1)(1− v) =
1
vk−1
(
1− (1− v) 1l
)
. (110)
From these expressions the entropy s∞(θ = 0) can be deduced unambiguously via (74,76,104-107). One can check
that for l = lr(k), i.e. at the rigidity threshold, the entropy thus predicted coincides with the total entropy of solutions
of (12) (one has indeed u = v and β = (2k−1 − 1)−1 when l = lr(k)).
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2. The frozen solutions of the first kind
As explained in Appendix C the computation of the part of s∞(θ) corresponding to frozen solutions of the first
kind amounts to determine the four (positive) unknowns Q1, Qb, ρ̂b, ρ̂T , solutions of
Qb = Q1 − (ρ̂b +Qk−11 −Qk−1b )l , (111)
ρ̂b = (2
k−1 − 2)Qk−11 , (112)
Qb = e
ǫ
[
(ρ̂T +Q
k−1
1 )
l − (ρ̂T +Qk−11 −Qk−1b )l
]
, (113)
ρ̂b = ρ̂T + (k − 1)Qk−2b
[
(ρ̂b +Q
k−1
1 −Qk−1b )l − eǫ(ρ̂T +Qk−11 −Qk−1b )l
]
, (114)
with the additional conditions that Qb is the largest solution on [0, Q1] of (111), if ǫ < 0 one has to enforce ρ̂T < ρ̂b,
and moreover one must have
eǫl(k − 1)Qk−2b (ρ̂T +Qk−11 −Qk−1b )l−1 ≤ 1 . (115)
Once these equations are solved the predictions for the entropy follows from (74,76), with
zv = 2(ρ̂b +Q
k−1
1 −Qk−1b )l+1 + 2eǫ
[
(ρ̂T +Q
k−1
1 )
l+1 − (ρ̂T +Qk−11 −Qk−1b )l+1
]
, (116)
θ =
1
zv
2eǫ
[
(ρ̂T +Q
k−1
1 )
l+1 − (ρ̂T +Qk−11 −Qk−1b )l+1
]
. (117)
Moreover in this regime the cumulative distribution of the whitening times Pt admits a limit when T → ∞ at finite
t, that reads
Pt = θ +
1
zv
[
2(ρ̂b +Q
k−1
1 −Qk−1b )l+1 − 2(ρ̂b +Qk−11 −Qk−1t−1 )l+1
]
(118)
where Qt denotes here the solution of:
Qt+1 = Q1 − (ρ̂b +Qk−11 −Qk−1t )l . (119)
To solve numerically the equations (111-114) we adopted the following procedure. We parametrize Q1 and Qb with
Q1 = (2
k−1 − 1)− ll(k−1)−1 λ 1l(k−1)−1 , Qb = xQ1 , (120)
and reduce the first two equations to the determination of the largest solution on [0, 1] of
x = 1− λ
(
1− x
k−1
2k−1 − 1
)l
. (121)
Note the similarity with (22). Now λ is considered as the parameter to be varied to find all solutions of (111-114);
having determined Q1, Qb and ρ̂b as a function of λ we obtain ρ̂T and ǫ from the last two equations. This can be
done more easily by first eliminating ǫ with (113), hence reducing the problem to a single equation on ρ̂T :
ρ̂T = ρ̂b − (k − 1)Qk−2b Q1 + (k − 1)Qk−1b
(ρ̂T +Q
k−1
1 )
l
(ρ̂T +Q
k−1
1 )
l − (ρ̂T +Qk−11 −Qk−1b )l
. (122)
For l > lr the branch of s∞(θ) corresponding to θ ≥ θI is described by λ ∈ [0, λ+], where λ+ corresponds to a bifurcation
in (121) with the solution x(λ) disappearing discontinuously; the entropy s∞(θ) thus computed is not concave, hence
there exists multiple solutions if viewed as a function of ǫ, but always a single solution when parametrized by λ or θ.
For l < lr the a priori possible range for the parameter λ is [0, 1]; however only a part of this interval yields a
solution satisfying all the additional conditions given after (111-114). Increasing λ from 0 one first encounters a value
λ− above which the condition (115) is no longer satisfied, this yields the value θmin. If one discards this condition
and keeps on increasing λ one finds a second threshold λ′− at which ǫ vanishes, and above which ǫ < 0 with ρT > ρb,
which violates a second requirement. The value of θ at λ′− is denoted θ
′
I and plotted in the left panel of Fig. 8, its
interpretation will be discussed in Sec. III E.
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FIG. 10: Left panel: the entropy s(T, θ) for k = 6, l = 127, and three values of T . Right panel: the entropy of the tipping
point s(T, θtip(T )) as a function of l for k = 6, T = 1, 2, 5 (from bottom to top); also shown for comparison are the entropy of
unfrozen solutions s∞(θ = 0) and the entropy of all solutions s.
3. The frozen solutions of the second kind
The frozen solutions of the second kind are described by a set of equations which combines some features of the
unfrozen solutions, and some of the frozen solutions of the first kind. More explicitly, they are described by the
unknowns Q1, Qi, Qf , ρ̂i, ρ̂f and ρ̂T , which obey the three equations (99-101), fixing Q1, Qi and ρ̂i. They also obey
(103), which implies a relation between Qf and ρ̂f , the last two equations determining all the unknown being
Qf = e
ǫ
[
(ρ̂T +Q
k−1
1 )
l − (ρ̂T +Qk−11 −Qk−1f )l
]
, (123)
ρ̂f = ρ̂T + (k − 1)Qk−2f
[
(ρ̂f +Q
k−1
1 −Qk−1f )l − eǫ(ρ̂T +Qk−11 −Qk−1f )l
]
, (124)
which are the analog of (113,114) for the frozen solutions of the first kind, with the replacement (Qb, ρ̂b)→ (Qf , ρ̂f).
The prediction for the entropy then follows from (74,76), with
zv = zv,1 + zv,2 + zv,3 , θ =
zv,3
zv
, (125)
where zv,1 and zv,2 are given by (105) and (106), and
zv,3 = 2e
ǫ
[
(ρ̂T +Q
k−1
1 )
l+1 − (ρ̂T +Qk−11 −Qk−1f )l+1
]
. (126)
The fraction of variables that whiten on times t = O(1) (resp. t/T = O(1)) is given by zv,1/zv (resp. zv,2/zv).
One can check that the two limits of existence of this type of solution corresponds on the one hand to θ = θI, where
(Qi, ρ̂i) = (Qf , ρ̂f), which matches the end of the first kind of frozen solutions with the same slope −ǫ, and on the
other hand to θ = θmin, where ρ̂f = ρ̂T with ǫ = 0, an entropy equal to s∞(θ = 0) and a value of θ corresponding to
the fraction of variables that whiten in the third regime for the unfrozen solutions.
E. The intermediate case 1 < T <∞
Let us now discuss the results we obtained for values of T in between the two extreme cases presented above. As
the entropy s∞(θ) is rather singular, with a domain ]0, θmin[ where it is equal to −∞, and for l > lr a non-concave
branch for θ ≥ θmin, one could expect that for large enough but finite values of T the entropy s(T, θ) will also have
these singular features which would provoke first-order phase transitions in the canonical ensemble parametrized by
ǫ. However in such a mean-field model one can explore the metastable and unstable branches of such an entropy by
working in the microcanonical ensemble. We have achieved this goal here by following continuously a solution of the
RS equations (69-73), using the Newton-Raphson iterative method, in which we treated ǫ as an additional unknown
and varying slowly the desired value of θ. In this way we have obtained curves of s(T, θ) for arbitrary values of T ,
without holes in the range of θ, see the left panel of Fig. 10 for an illustration. In particular we checked that the tipping
point θtip(T, k, l) was well defined (at least for all parameters we investigated), in the sense that whitening trajectories
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s(T, θ), the two curves are almost superimposed for θ ≥ θmin. The open circle denotes the position of the tipping point on the
finite T curve. Insets present magnifications of the curves around θmin.
constrained to PT = θ ultimately go to their trivial fixed point (Pt → 0 as t→∞) if and only if θ < θtip(T, k, l); the
main qualitative features of the phase diagram presented for T = 1 in Fig. 6 are thus reproduced for larger values of
T . We computed in this way the thresholds lT (k), defined through the condition of cancellation of the entropy of the
tipping point (see the right panel of Fig. 10 for an example), their values for some T and k being reported in Table I;
the large k asymptotics of lT (k) at fixed T > 1, which was stated in (53), is explained in some details in Appendix D.
Let us now discuss the large but finite T case, and explain some subtleties of the interchange of the limits N →∞
and T → ∞. In Fig. 11 we present the curve of the entropy s(T, θ) for some large values of T , for two values of l
above and below the typical rigidity transition, and compare them with the entropy s∞(θ) of fixed points described
in the previous section (see in particular Fig. 7). Consider first the case l > lr (right panel of Fig. 11). One sees that
for θ ≥ θmin these two entropies are almost indistinguishable, however s(T, θ) has an horizontal branch extending in
the interval [0, θmin] that was forbidden in s∞(θ). A moment of thought reveals that this must indeed be the case: the
configurations counted in s(T, θ) with θ ∈]0, θmin[ correspond to unfrozen solutions, that would reach the trivial fixed
point θ = 0 at a slightly later time T ′ = T +O(1) (recall the distribution of the whitening times for atypical unfrozen
solutions plotted on the left panel of Fig. 9). As these have not reached their fixed point they were discarded in the s∞
curve. The consistency of this interpretation is ensured by the convergence of θtip(T ) to θmin as T diverges (see also
Fig. 12), that we have checked from our numerical data at finite T , a numerical fit suggests that the limit is reached
with corrections of order 1/
√
T . We have also seen numerically that s(T, θtip(T )) reaches s∞(θmin) = s∞(θ = 0) with
corrections of order 1/T , which should in consequence also be the order of the difference l∞(k)− lT (k) at large T for
k fixed.
The case l < lr is similar (see the left panel of Fig. 11): for θ ≥ θmin one has s(T, θ)→ s∞(θ) as T →∞. There is
an interval θ ∈ [θ′I, θmin] in which limT→∞ s(T, θ) is a non-trivial function, described by the formalism of Sec. III D 2
if the condition (115) is relaxed; this branch ends in θ′I with a vanishing derivative, and is continued for θ ≤ θ′I by
an horizontal branch. All the configurations counted in limT→∞ s(T, θ) for θ < θmin are atypical unfrozen solutions
that reach their trivial fixed point at a later time T ′ > T , hence do not contribute to s∞(θ); the whitening times in
such configurations are either t = O(1) or t = T ±O(1). As in the case l > lr this interpretation is confirmed by the
convergence of θtip(T ) to θmin when T →∞, which is here much faster (see Fig. 12).
F. The locked solutions (θ = 1)
We give here the formulae to compute the entropy of locked solutions sl(k, l). As already explained this quantity
is defined as the limit of s(T, θ, k, l) when θ goes to 1, which should give a result independent of T . This is indeed
the case, as can be shown by studying the limit ǫ →∞ of the solution of the set of equations (69-73). A moment of
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thought reveals that the following ansatz can be used at the leading order in this limit:
Qt = Q (e
−ǫ)
1
l(k−1)−1 , (127)
Rt = Q (e
−ǫ)
1
l(k−1)−1 for t ∈ [1, T − 1] , (128)
RT = R (e
−ǫ)
1
l(k−1)−1 , (129)
Q̂t = 0 for t ∈ [1, T − 1] , (130)
Q̂∞ = Q̂ (e
−ǫ)
k−1
l(k−1)−1 , (131)
ρ̂t = (2
k−1 − 2) Qk−1(e−ǫ) k−1l(k−1)−1 for t ∈ [1, T − 1] , (132)
ρ̂T = ρ̂ (e
−ǫ)
k−1
l(k−1)−1 , (133)
where Q, R, Q̂ and ρ̂ are solutions of a very simple system of equations:
Q = (ρ̂+ Q̂)l − ρ̂l , (134)
R = (ρ̂+ Q̂)l , (135)
Q̂ = Qk−1 , (136)
ρ̂ = (2k−1 − k − 1)Qk−1 + (k − 1)RQk−2 . (137)
The latter system has a non-trivial solution if and only if l > k− 1; this condition can be understood very intuitively,
as it translates into M > N . Indeed each bicoloring constraint can block at most one of its variables, hence the
number of hyperedges must be larger than the number of vertices for a locked solution in which all variables are
frozen to potentially exist. From the solution of (134-137) one obtains the entropy of the locked solutions as
sl(k, l) =
1− l(k − 1)
k
ln
(
2((ρ̂+ Q̂)l+1 − ρ̂l+1)
)
. (138)
Computing numerically this quantity one finds it to be positive on the interval l ∈ [ll,−(k), ll,+(k)], the numerical
values of these two thresholds are presented in Table I, and their large k asymptotic expansions (obtained similarly
as the one developed in the Appendices) in Eqs. (55,57). The threshold ll,u(k) where θ
tip(T ) = 1 for all values of T
(or θmin = 1 in the T → ∞ limit) is obtained by complementing the system (134-137) with the following condition
(derived from (84) in the ǫ→∞ limit):
l(k − 1)Qk−2ρ̂l−1 = 1 , (139)
see again Table I and Eq. (56) for the numerical values and asymptotic expansion.
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IV. THE EFFECTS OF RSB
Let us summarize the main lines of the computations presented up to now. We have defined in Sec. II D an entropy
s(T, θ) counting the number of solutions of the hypergraph bicoloring problem that have a fraction θ of still frozen
variables after T steps of the whitening dynamics, and its Legendre transform φ(T, ǫ). We then showed in Sec. III A how
the latter could be expressed in terms of a graphical model with the same local structure as the original hypergraph,
the price to be paid for maintaining this locality structure being the introduction of more complicated variables.
At this point we applied the machinery of the cavity method to this extended graphical model, using the replica
symmetric (RS) ansatz, i.e. assuming that the biased measure over solutions obeyed the long-range decorrelation
properties recalled in the unbiased case in Sec. II A.
It is clear that the RS ansatz cannot be correct for all values of the parameters (k, l, T, ǫ): as a matter of fact the
prediction of negative entropies is self-contradictory, and we know that for ǫ = 0 the computation reduces to the
unbiased case which undergoes dynamic and condensation transitions at ld and lc. We thus also applied the 1RSB
version of the cavity method to the extended graphical model parametrized by (T, ǫ) to assess the domain of validity of
our RS results; there is no major conceptual difficulty in doing this, the recipes of the 1RSB cavity method have been
recalled in Sec. II A, we will thus state the results of these computations without writing explicitly the corresponding
equations.
We have summarized our findings in the phase diagram of Fig. 13, which repeats the RS phase diagram of Fig. 6 for
k = 6, T = 1, and adds the additional results of the 1RSB investigations. The phase diagram is plotted in the (l, θ)
plane for clarity, however it should be emphasized that we tested the properties of the graphical model parametrized
by ǫ, the translation in terms of θ is made according to the RS relationship between these two conjugated variables.
In the part of the phase diagram labeled RS, and delimited by the “dynamic” transition points, the only solution of
the 1RSB equations with Parisi parameter m = 1 is the RS one. In this regime, that intersects the typical line PT at
ld, the point-to-set correlation length of the biased measure is finite, a single pure state describes most of its relevant
solutions. In the regime labeled d1RSB (for “dynamic 1RSB”) there is a non-trivial solution to the 1RSB equations
with m = 1, that has a strictly positive complexity; in this case the RS prediction for the thermodynamic quantities
φ(ǫ) and s(θ) is expected to be still the correct one. This part of the phase diagram ends at the condensation transition
points (that intersect the typical θ at lc), the crossing of which leads to a true 1RSB regime in which Σ(m = 1) < 0. In
the latter the RS thermodynamic predictions are no longer exact, a better estimate would require the determination
of the parameter m such that Σ(m) = 0. As it should the line of vanishing of the RS entropy is always in the 1RSB
condensed part of the phase diagram. For completeness we have also drawn the line of local stability of the RS solution
inside the 1RSB space of solutions, below which the RS solution cannot be correct; for the parameters displayed in
Fig. 13 this line is always irrelevant, this continuous transition being always preceded by the discontinuous one at the
border between the RS and d1RSB phases.
As could be anticipated the RS prediction for the threshold l1(k) up to which one can bias the measure over
solutions according to the results of a single step of the whitening in such a way to make typical solutions unfrozen
is not exact; it was indeed defined as the intersection of the tipping point line with the vanishing of the RS entropy,
which is always in the condensed part of the phase diagram where the RS predictions are wrong. We can however
conclude here that l1(k = 6) ≥ 125, the last value of l for which the tipping point is in the uncondensed phase, which
is certainly greater than ⌊lr(k = 6)⌋ = 117, the largest value of l for which typical solutions are unfrozen. It should
be in principle possible to set up a large k expansion of the 1RSB equations of the biased measure over solutions;
our hope, based on the known results for the unbiased measure, is that the condensed phase becomes negligible in
this limit, and hence that the large k expansion of l1(k) given in (52) is indeed the correct one. A similar reasoning
justifies our expectation that l∞(k) coincides with the freezing threshold lf(k) in the large k limit, with the asymptotic
expansion presented in (54).
As a final remark on the effects of replica symmetry breaking we draw the attention of the reader to the fact that
θtip always lies in the d1RSB or 1RSB phase. A moment of thought reveals that this must be so: by definition for
θ ≥ θtip the typical solutions of the biased measure are frozen, hence the solution of the m = 1 1RSB equations of the
extended graphical model have to contain hard fields, and hence cannot be equal to the RS solution. This intuition
can actually be confirmed explicitly by a (rather technical) computation starting from the extended 1RSB equations.
V. NUMERICAL EXPERIMENTS
We have performed some numerical experiments inspired by the analysis of the large deviations properties of the
whitening process. The first one allowed us to demonstrate the possibility of tuning the velocity of the whitening,
in other words to adapt some algorithms in order to construct solutions with various whitening time distributions
(within a certain range). An ideal way of doing this would be to sample configurations according to the biased measure
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FIG. 13: The phase diagram of the biased measure for k = 6, T = 1, completing the one of Fig. 6 with the effects of replica
symmetry breaking, computed with 1RSB populations of 106 cavity fields.
defined in Eq. (60); it is of course impossible in general to perform such a sampling in polynomial time, and one has to
resort to indirect approximate methods, like simulated annealing [59] or some decimation process, for instance using
BP computed marginals [70, 71]. We used a variant of this last idea called soft-decimation or reinforcement [91].
More precisely, we solved the single instance BP equations of Eq. (A1) iteratively, according to
ηn+1i→a = f({η̂nb→i}b∈∂i\a) , η̂n+1a→i = f̂({ηnj→a}j∈∂a\i) , (140)
where n is a discrete time index, with a reinforcement procedure in which an external prior that depends on the
corresponding marginal calculated at the previous iteration is dynamically applied. Specifically, Eq. (A2) at iteration
n is multiplied by a site-dependent prior pn(σ) that is dynamically updated as follows:
pn(σ) =
1
zv
[
pn−1(σ)
]Γn ∑
t′≥1
b(t′)
(
l+1∏
i=1
[
ρ̂i(σ, t
′) + Q̂i(σ, t
′ − 1)
]
−
l+1∏
i=1
[
ρ̂i(σ, t
′) + Q̂i(σ, t
′ − 2)
])
, (141)
where for simplicity we kept implicit the n-dependence of the messages in the right hand side. We take initially
p0(σ) = 12 +σz with z a site-dependent small noise term to break the up-down symmetry, and let the intensity of this
reinforcement term grow linearly during the iterations, according to Γn = nΓ1, progressively increasing the external
prior and thus selecting a single solution σ of the original problem on which the measure becomes concentrated. It
should be noted that the equations with the site-dependent noise term but without the reinforcement procedure,
starting with random initial messages, did not converge on the regimes we tested. However, the reinforcement
procedure did converge nevertheless on the regimes we report, producing solutions to the corresponding bicoloring
problem. The whitening profile Pt(σ,G) for the solution obtained can then be easily computed, some results are
presented in Fig. 14, where the reinforced BP has been applied to the measure biased at T = 1. As this figure
demonstrates we managed to find solutions that are more frozen (i.e. that have larger whitening times) than the ones
obtained by the usual BP+reinforcement algorithm by using a biasing parameter ǫ > 0. Using a parameter ǫ < 0
allowed us to find solutions which whiten more at the first time step (in agreement with the choice T = 1), yet the
effect on Pt at larger times is much less effective than in the case ǫ > 0. As could be expected neither the usual
algorithm nor its biased version samples typical solutions of the uniform or biased measure (60) with the same value
of ǫ; as explained above such an uniform sampling is an extremely difficult task. Surprisingly enough it turns out that
the reinforced BP with a bias towards more frozen solutions discovers configurations whose distribution of whitening
times is rather close to the theoretical prediction for uniformly drawn solutions.
In a second set of experiments, whose results are displayed in Fig. 15, we used three algorithms of various types
(reinforced BP [91], Survey Propagation+Walksat [81], and Simulated Annealing [59]), and measured the distribution
of whitening times for the solutions discovered by these algorithms. In this case we observed that the solutions found
by reinforced BP have whitening profiles rather close to the theoretical one for uniformly chosen solutions, while the
two other algorithms discover substantially more frozen solutions.
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theoretical RS predictions of Sec. IIIC (points joined by lines); the same symbols are used in both panels.
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FIG. 15: Cumulative distribution Pt (left) and distribution pt = Pt−1 − Pt (right) of whitening times in a hypergraph of size
N = 104, k = 4 and l = 18, for solutions obtained by three algorithms: BP+reinforcement [91] (averaged over 50 samples),
SP+WalkSAT algorithm [81] (20 samples), and Simulated Annealing (SA) [59] (5 samples). For comparison we plotted the
theoretical prediction for typical solutions (points joined by lines); the same symbols are used in both panels.
VI. CONCLUSIONS AND PERSPECTIVES
In this paper we have presented a detailed characterization of the solutions of the bicoloring (or NAESAT) problem
on regular random hypergraphs in terms of their fraction of frozen variables, both after a finite number of steps T
of the whitening algorithm and in their fixed point, which allowed us in particular to determine the location of the
freezing transition above which all solutions are frozen. The asymptotic (at large k) scale of this transition, as well
as its finite T variants, is larger than the typical rigidity one, and rather close to the satisfiability transition. Let us
sketch some possible directions for future research this work suggests.
A natural extension of this paper would be to generalize it to other constraint satisfaction problems, satisfiability
and coloring in particular; we expect that the results obtained here for the bicoloring are generically valid for a large
class of random CSPs, and that the asymptotic scalings at large k will be the same for the satisfiability problem, as
already explained in the introduction. The choice of the bicoloring problem we made was motivated by the technical
simplifications it presents, on three aspects: the dynamics of its whitening process is equivalent to the warning
propagation (or directional whitening) one, the RS solution for typical configurations is trivial (symmetric under the
reversal of spins), and it can be studied on regular hypergraphs (with a factorized ansatz). Studying other CSPs will
require to face new technical difficulties in absence of these three properties.
Most of the computations presented in this paper were performed using the cavity method in its simplest version,
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namely the replica symmetric one, even if on a biased measure over solutions which capture indirectly one aspect of
replica symmetry breaking (the existence of hard fields). We only briefly discussed in Sec. IV the effects of replica
symmetry breaking on the biased measure itself, one could pursue further in this direction and perform a 1RSB
estimation of the thresholds lT (k) that we computed at the RS level. We expect however that the large k asymptotics
we derived would not be modified at their leading order.
We studied the dynamics of the whitening process, in the space of extended configurations {−1, 1, 0}N , always
initialized in solutions of the bicoloring problem, thus exploring a restricted part of this space. However the whitening
can be defined in a larger subspace of {−1, 1, 0}N , and a connection between its fixed points (not necessarily reached
from a solution of the original problem) and the survey propagation algorithm [18, 45] was unveiled in [48, 49]: the
complexity computed by SP (i.e. the 1RSB cavity method with m = 0) counts the number of such fixed points.
Our computation is thus distinct, as it concentrates on the fixed points reached from valid initial configurations, but
the two perspectives might be combined, for instance to estimate how much weight SP gives to the “spurious” fixed
points not reachable from solutions of the original CSP (the proof of the satisfiability threshold for NAESAT in [21]
is actually based on such an analysis for densities of constraints around the condensation regime).
In our finite T computations we exploited the possibility to constrain a dynamical process in its T first time steps,
and yet to compute its trajectory at all later times, which led us to the definition of the tipping point according to
the final state reached by the trajectory. We believe this idea could be applied to other similar dynamical processes,
in particular the bootstrap percolation problem on random graphs [55–57].
Let us finally mention two major open challenges of a more algorithmic flavor. The solutions of CSPs found by
heuristic algorithms seem to always be unfrozen; one can admit that frozen solutions are very hard to find because
they contain an extensive number of frozen variables [49] that should be set consistently in a collective way, inducing
very strong correlations that seem hard to handle efficiently by polynomial time algorithms. This leaves open the
questions of why and which unfrozen solutions are easier to find: to enlighten these points, in particular for stochastic
local search algorithms, it would be necessary to study the energy landscape “seen from an unfrozen solution”, and
understand if it can possess a larger “basin of attraction” that would drive the local search towards it.
The existence of unfrozen solutions at much larger densities than the rigidity threshold could in principle motivate
some hope to break the algorithmic barrier which at present lies at the clustering/rigidity threshold (for large k).
A promising perspective on this challenge, largely unexplored at the moment except for [77, 78], lies in the study
of biased measures over solutions. As we have shown a properly chosen bias can turn an atypical property of the
solutions sampled in the uniform measure (being unfrozen) into a typical property of the biased one, for rather large
scale of densities even when the biasing function induces interactions of fixed range T . To put it as a joke it “only”
remains to find the bias which makes the property of the solutions “easy to find by some algorithm” typical (or to
prove that no such bias can exist).
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Appendix A: Technical details on the cavity treatment
In this Appendix we give the details of the treatment of the graphical model introduced in Sec. III A (see in
particular Eq. (66) and Fig. 5), filling the gaps between these definitions and the results stated in Sec. III B for the
replica symmetric version of the computation on the regular hypergraphs.
1. Simplifying the Belief Propagation equations
Consider the factor graph depicted on the center panel of Fig. 16, with variables x〈a,i〉 on the edges of G and
interactions on both types of vertices of the bipartite graph representation of G. We shall now write the Belief
Propagation equations for the messages exchanged between variable and interaction nodes, that would be the exact
marginals (for amputated graphs) of (66) if G were a tree, as briefly explained in Sec. II A on the simpler case of the
unbiased measure over proper bicolorings of G. Note first that all the variables nodes of the factor graph have degree
two, hence the message from interaction i to variable 〈a, i〉 is the same as the message from 〈a, i〉 to interaction a, we
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FIG. 16: A portion of the bipartite graph representation of a hypergraph G (left panel), the corresponding factor graph for the
measure of Eq. (66) (center panel), and the location of the Belief Propagation messages (right panel).
denote ηi→a(x〈a,i〉) their common value. Similarly we denote η̂a→i(x〈a,i〉) the two messages flowing in the opposite
direction, see the right panel of Fig. 16 for an illustration. These messages obey the Belief Propagation equations
ηi→a = f({η̂b→i}b∈∂i\a) , η̂a→i = f̂({ηj→a}j∈∂a\i) , (A1)
where the functions f and f̂ are easily found from the definition of the interaction nodes in (67,68) to be
η(σ, t, u) =
1
z
b(t)
∑
u1,...,ul
η̂1(σ, t, u1) . . . η̂l(σ, t, ul) I(t = 1 +max(u, u1, . . . , ul)) (A2)
and
η̂(σ, t, u) =
1
ẑ
∑
x1,...,xk−1
η1(σ1, t1, u1) . . . ηk−1(σk−1, tk−1, uk−1) I(σ, σ1, . . . , σk−1 n.a.e.)
I(u = I(σ1 = · · · = σk−1 = −σ)min(t1, . . . , tk−1))
k−1∏
i=1
I(ui = I(σ = −σi, σj = −σi ∀j 6= i)min(t, {tj}j 6=i)) , (A3)
the constants z and ẑ ensuring the normalization of the messages. It is understood here that for a generic hypergraph
the number of incoming messages k − 1, l can change from node to node, and we relabeled the messages in a more
compact way. We adopt the convention that a summation on x means a summation on (σ, t, u), and when the domain
of temporal summation is not precised it is understood that t runs over {1, 2, . . . ,∞} (with an explicit infinity) and
u over {0, 1, 2, . . . ,∞}.
The Bethe free-entropy prediction for φ(ε,G) = 1N lnZ(ε,G) is obtained from the solution of the BP equations as
φ(ε,G) = − 1
N
∑
〈a,i〉
ln ze(ηi→a, η̂a→i) +
1
N
M∑
a=1
ln zc({ηi→a}i∈∂a) + 1
N
N∑
i=1
ln zv({η̂a→i}a∈∂i) , (A4)
where the partition function for the three contributions are defined as
ze(η, η̂) =
∑
x
η(x) η̂(x) , (A5)
zc(η1, . . . , ηk) =
∑
x1,...,xk
η1(x1) . . . ηk(xk) ŵ(x1, . . . , xk) , (A6)
zv(η̂1, . . . , η̂l+1) =
∑
x1,...,xl+1
η̂1(x1) . . . η̂l+1(xl+1)w(x1, . . . , xl+1) (A7)
the last two lines being written for an hyperedge of degree k and a variable of degree l + 1 respectively.
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The (t, u) dependency of the messages η and η̂ is not arbitrary and allows for some simplifications. Consider first
Eq. (A2); it is clear that if u > t−1 then η(σ, t, u) vanishes, while as long as u < t−1 the value of η(σ, t, u) is actually
independent of u. One has thus to consider only two cases for each value of t,
η(σ, t, t− 1) = 1
z
b(t)
∑
u1,...,ul
η̂1(σ, t, u1) . . . η̂l(σ, t, ul) I(max(u1, . . . , ul) ≤ t− 1) , (A8)
η(σ, t, u < t− 1) = 1
z
b(t)
∑
u1,...,ul
η̂1(σ, t, u1) . . . η̂l(σ, t, ul) I(max(u1, . . . , ul) = t− 1) . (A9)
The equation (A3) can also be simplified. The important point to notice here is that among the k variables
(σ, σ1, . . . , σk−1) at most one can be in the value opposite to all others, hence at most one of the times (u, u1, . . . , uk−1)
can be different from 0. If u ≥ 1 this imposes the value of (σ1, . . . , σk−1) and as a consequence η̂(σ, t, u) is independent
of t; if u = 0 one has to distinguish two cases, either at least two of the spins in (σ1, . . . , σk−1) are equal to −σ, or
exactly one spin has this property. Thus the non-trivial values of η̂ are given by:
η̂(σ, •, u ≥ 1) = 1
ẑ
∑
t1,...,tk−1
η1(−σ, t1, 0) . . . ηk−1(−σ, tk−1, 0) I(u = min(t1, . . . , tk−1)) , (A10)
η̂(σ, t, 0) =
1
ẑ
∑
I⊂[1,k−1]
2≤|I|≤k−2
∏
i∈I
(∑
t′
ηi(−σ, t′, 0)
)∏
i/∈I
(∑
t′
ηi(σ, t
′, 0)
)
(A11)
+
1
ẑ
k−1∑
i=1
∑
ti
∑
{tj}j 6=i
ηi(−σ, ti,min(t, {tj}j 6=i))
∏
j 6=i
ηj(σ, tj , 0) . (A12)
To deal with the minimization and maximization operations in these equations it is easier to introduce cumulative
distributions. We shall represent η(σ, t, u) by two quantities Q(σ, t) and R(σ, t), defined by
Q(σ, t) =
∑
t′≥t
η(σ, t′, 0) , R(σ, t) =
∑
t′
η(σ, t′, t) . (A13)
Similarly η̂(σ, t, u) is encoded by Q̂(σ, t) and ρ̂(σ, t), with
Q̂(σ, t) =
t∑
u=1
η̂(σ, •, u) , ρ̂(σ, t) = η̂(σ, t, 0) . (A14)
These quantities can be interpreted as follows; the Q(σ, t) and R(σ, t) summarizing the message ηi→a are the
probabilities, in the amputated factor graph where ∂a \ i has been removed, that σi = σ, ti ≥ t and σi is not forced
by the k − 1 other spins of clause a (for Q), and that σi = σ is forced to its original value by the other spins of a
until time t (for R). Similarly Q̂(σ, t) and ρ̂(σ, t) represent, for a message η̂a→i, the cavity probabilities that σi = σ
and that the other spins of a forces initially the value of σi but frees if before time t (for Q̂), and that σi = σ and its
whitening time ti = t is not imposed by clause a (for ρ̂).
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The BP equations (A2,A3) are then found to be equivalently expressed in terms of these quantities as:
Q(σ, t) =
1
z
∑
t′≥t
b(t′)
[
l∏
i=1
(ρ̂i(σ, t
′) + Q̂i(σ, t
′ − 1))−
l∏
i=1
(ρ̂i(σ, t
′) + Q̂i(σ, t
′ − 2))
]
, (A15)
R(σ, t) =
1
z
b(t+ 1)
l∏
i=1
(ρ̂i(σ, t + 1) + Q̂i(σ, t)) (A16)
+
1
z
∑
t′≥t+2
b(t′)
[
l∏
i=1
(ρ̂i(σ, t
′) + Q̂i(σ, t
′ − 1))−
l∏
i=1
(ρ̂i(σ, t
′) + Q̂i(σ, t
′ − 2))
]
,
Q̂(σ, t) =
1
ẑ
[
k−1∏
i=1
Qi(−σ, 1)−
k−1∏
i=1
Qi(−σ, t+ 1)
]
, (A17)
ρ̂(σ, t) =
1
ẑ
k−1∑
i=1
Ri(−σ, t) k−1∏
j=1
j 6=i
Qj(σ, t) +
t−1∑
t′=1
Ri(−σ, t′)
k−1∏
j=1
j 6=i
Qj(σ, t
′)−
k−1∏
j=1
j 6=i
Qj(σ, t
′ + 1)

 (A18)
+
1
ẑ
∑
I⊂[1,k−1]
2≤|I|≤k−2
∏
i∈I
Qi(−σ, 1)
∏
i/∈I
Qi(σ, 1) .
By convention one has to interpret Q̂(σ, 0) = 0 and Q̂(σ,−1) = −ρ̂(σ, 1) to make sense of the terms with t′ = 1, 2 in
the first line. This form of the BP equations is definitely simpler than the original ones as all messages now depend
on a single time index instead of two.
The Bethe free-entropy of (A4) can be expressed with this parametrization of the η’s in terms of Q,R and of the
η̂’s in terms of Q̂, ρ̂. Indeed the three contributions given in (A5,A6,A7) read respectively:
ze =
∑
σ,t
[
(Q(σ, t)−Q(σ, t+ 1))ρ̂(σ, t) +R(σ, t)(Q̂(σ, t) − Q̂(σ, t − 1))
]
, (A19)
zc =
∑
σ,t
k∑
i=1
Ri(σ, t)
 k∏
j=1
j 6=i
Qj(−σ, t) −
k∏
j=1
j 6=i
Qj(−σ, t+ 1)

+ ∑
I⊂[1,k]
2≤|I|≤k−2
∏
i∈I
Qi(+, 1)
∏
i/∈I
Qi(−, 1) , (A20)
zv =
∑
σ,t
b(t)
(
l+1∏
i=1
(ρ̂i(σ, t) + Q̂i(σ, t− 1))−
l+1∏
i=1
(ρ̂i(σ, t) + Q̂i(σ, t − 2))
)
. (A21)
Note that the normalizations of the messages can be chosen arbitrarily, they indeed compensate in the final result for
φ given in (A4): each message ηi→a (resp. η̂a→i) appears once in ze and once with the opposite sign in zc (resp. in
zv).
Let us finally explain how to compute the average whitening path in the biased measure over solutions, first defined
in (51). It corresponds to an average over the different vertices i of the cumulative distribution P
(i)
t for the whitening
time ti(σ) when the initial configuration σ is drawn from the biased law (60). The marginal distribution of ti under this
law is easily expressed in terms of the Belief Propagation messages. For a vertex i receiving the messages η̂1, . . . , η̂l+1
the probability that its whitening time is ≥ t+ 1 reads
Pt =
1
zv
∑
σ,t′≥t+1
b(t′)
(
l+1∏
i=1
(ρ̂i(σ, t
′) + Q̂i(σ, t
′ − 1))−
l+1∏
i=1
(ρ̂i(σ, t
′) + Q̂i(σ, t
′ − 2))
)
, (A22)
which satisfies the normalization condition P0 = 1.
2. Finite time horizon
The Belief Propagation messages we have treated above are infinite dimensional, as the possible values of the
whitening times are unbounded (in the thermodynamic limit); fortunately one can close the BP equations on a finite
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dimensional projection of the messages provided the biasing function b(t) becomes constant beyond some time horizon
T . For simplicity we shall only consider explicitly the case
b(1) = b(2) = · · · = b(T ) = 1 , b(t) = eǫ ∀ t ≥ T + 1 , (A23)
corresponding to the choice of ε defined in (47) that is required for the computation of the entropy s(T, θ), the
translation in terms of the biasing function b(t) being given in (59).
As b(t) is constant for t ≥ T +1, one finds from (A16) and (A18) that the functions R and ρ become independent of
time beyond the time horizon T , namely R(σ, t) = R(σ, T ) and ρ̂(σ, t) = ρ̂(σ, T ) for all t ≥ T . One can then simplify
the remaining equations to obtain:
Q(σ, t) =
1
z
T∑
t′=t
[
l∏
i=1
(ρ̂i(σ, t
′) + Q̂i(σ, t
′ − 1))−
l∏
i=1
(ρ̂i(σ, t
′) + Q̂i(σ, t
′ − 2))
]
(A24)
+
eǫ
z
[
l∏
i=1
(ρ̂i(σ, T ) + Q̂i(σ,∞)) −
l∏
i=1
(ρ̂i(σ, T ) + Q̂i(σ, T − 1))
]
for t ∈ [1, T ] ,
Q(σ, t) =
eǫ
z
[
l∏
i=1
(ρ̂i(σ, T ) + Q̂i(σ,∞)) −
l∏
i=1
(ρ̂i(σ, T ) + Q̂i(σ, t− 2))
]
for t ≥ T + 1 , (A25)
R(σ, t) =
1
z
l∏
i=1
(ρ̂i(σ, t + 1) + Q̂i(σ, t)) +
1
z
T∑
t′=t+2
[
l∏
i=1
(ρ̂i(σ, t
′) + Q̂i(σ, t
′ − 1))−
l∏
i=1
(ρ̂i(σ, t
′) + Q̂i(σ, t
′ − 2))
]
+
eǫ
z
[
l∏
i=1
(ρ̂i(σ, T ) + Q̂i(σ,∞)) −
l∏
i=1
(ρ̂i(σ, T ) + Q̂i(σ, T − 1))
]
for t ∈ [1, T − 1] , (A26)
R(σ, t) =
eǫ
z
l∏
i=1
(ρ̂i(σ, T ) + Q̂i(σ,∞)) for t ≥ T . (A27)
The equations on Q̂ and ρ̂ given in (A17,A18) remain the same, except that one has to interpret Q̂(σ,∞) above as
Q̂(σ,∞) = 1
ẑ
k−1∏
i=1
Qi(−σ, 1) . (A28)
To summarize these finite time horizon simplifications, the messages η(σ, t, u) can now be encoded with the 4T
reals {Q(σ, 1), . . . , Q(σ, T ), R(σ, 1), . . . , R(σ, T )} with σ = ±1, and the messages η̂(σ, t, u) are represented similarly by
{Q̂(σ, 1), . . . , Q̂(σ, T−1), Q̂(σ,∞), ρ̂(σ, 1), . . . , ρ̂(σ, T )}. Indeed the BP recursions between the two type of messages are
closed on these finite-dimensional projections, that are enough to compute the Bethe prediction for the thermodynamic
potential φ(T, ǫ,G). One obtains indeed the following simplified forms of (A19,A20,A21):
ze =
∑
σ
[
T−1∑
t=1
(Q(σ, t) −Q(σ, t+ 1))ρ̂(σ, t) +Q(σ, T )ρ̂(σ, T ) (A29)
+
T−1∑
t=1
R(σ, t)(Q̂(σ, t) − Q̂(σ, t − 1)) +R(σ, T )(Q̂(σ,∞) − Q̂(σ, T − 1))
]
,
zc =
∑
σ
k∑
i=1
T−1∑
t=1
Ri(σ, t)
 k∏
j=1
j 6=i
Qj(−σ, t) −
k∏
j=1
j 6=i
Qj(−σ, t+ 1)
+Ri(σ, T ) k∏
j=1
j 6=i
Qj(−σ, T )
 (A30)
+
∑
I⊂[1,k]
2≤|I|≤k−2
∏
i∈I
Qi(+, 1)
∏
i/∈I
Qi(−, 1) ,
zv =
∑
σ
T∑
t=1
(
l+1∏
i=1
(ρ̂i(σ, t) + Q̂i(σ, t − 1))−
l+1∏
i=1
(ρ̂i(σ, t) + Q̂i(σ, t− 2))
)
(A31)
+eǫ
∑
σ
(
l+1∏
i=1
(ρ̂i(σ, T ) + Q̂i(σ,∞)) −
l+1∏
i=1
(ρ̂i(σ, T ) + Q̂i(σ, T − 1))
)
.
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Let us finally simplify the expression (A22) for the cumulative distribution of the whitening times. For t ∈ [1, T − 1],
one has
Pt =
1
zv
∑
σ
T∑
t′=t+1
(
l+1∏
i=1
(ρ̂i(σ, t
′) + Q̂i(σ, t
′ − 1))−
l+1∏
i=1
(ρ̂i(σ, t
′) + Q̂i(σ, t
′ − 2))
)
+ θ , (A32)
where θ = PT , the marginal probability that a whitening time is ≥ T + 1, reads
θ =
eǫ
zv
∑
σ
(
l+1∏
i=1
(ρ̂i(σ, T ) + Q̂i(σ,∞)) −
l+1∏
i=1
(ρ̂i(σ, T ) + Q̂i(σ, T − 1))
)
. (A33)
It is also possible to express the values of Pt beyond the time horizon T ; this is particularly interesting to determine
the probability of a variable remaining frozen forever (as the limit t→∞ of Pt). From (A22) one finds for t ≥ T :
Pt =
eǫ
zv
∑
σ
(
l+1∏
i=1
(ρ̂i(σ, T ) + Q̂i(σ,∞)) −
l+1∏
i=1
(ρ̂i(σ, T ) + Q̂i(σ, t− 1))
)
. (A34)
The value of the messages beyond the time horizon T is determined by (A25) and (A17).
3. Explicit time clipping
The reader might be worried by the approach followed above, namely working with unbounded time variables,
obtaining BP equations on infinite dimensional messages, and finally, in the case of a finite time horizon (i.e. a
biasing function b(t) becoming independent of t for t ≥ T + 1), closing this infinite hierarchy of equations on a finite
number of parameters for each message. Actually, a seemingly more direct and safer road can be taken to compute
thermodynamic quantities in this case. Indeed one can clip from the beginning of the computation the domain of
times involved, replacing Eq. (65) by
µ(σ, t, u) =
1
Z(T, ǫ,G)
M∏
a=1
wa(σ∂a)
N∏
i=1
eǫδti,∞
N∏
i=1
I(ti = ΘT (1 + max
a∈∂i
ua→i)) (A35)∏
〈a,i〉
I(ua→i = I(σj = −σi ∀j ∈ ∂a \ i) min(T, min
j∈∂a\i
tj)) , (A36)
with
ΘT (t) =
{
t if t ∈ [1, T ]
∞ otherwise . (A37)
In other words one has projected the whitening time variables onto ti ∈ {1, . . . , T,∞}, the infinity value meaning
any time ≥ T + 1 in the original computation, and the variables ua→i are now in {0, 1, . . . , T }. For any finite T the
variables of the factor graph are in a finite domain, the same steps as done above then leads directly to the set of
equations obtained in App. A 2. We followed this more indirect road because it has an important advantage: it allows
the computation of the distribution of the whitening times beyond the time horizon T , which is not possible if one
clips the time variables from the outset.
4. The regular graph case
Assuming all hyperedges have degree k, all vertices have degree l + 1, one can look for a factorized solution
of the BP equations with all messages equal, and that furthermore respect the σ ↔ −σ symmetry. This gives
a simplified set of equations, where for compactness we denote Qt the common value of Qi→a(σ, t) (and simi-
larly for other quantities). From Eqs. (A17,A18,A24,A26,A27,A28), one obtains 4T equations for the 4T unknowns
Q1, . . . , QT , R1, . . . , RT , Q̂1, . . . , Q̂T−1, Q̂∞, ρ̂1, . . . , ρ̂T :
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Qt =
1
z
T∑
t′=t
[
(ρ̂t′ + Q̂t′−1)
l − (ρ̂t′ + Q̂t′−2)l
]
+
eǫ
z
[
(ρ̂T + Q̂∞)
l − (ρ̂T + Q̂T−1)l
]
for t ∈ [1, T ] (A38)
Rt =
1
z
(ρ̂t+1 + Q̂t)
l +
1
z
T∑
t′=t+2
[
(ρ̂t′ + Q̂t′−1)
l − (ρ̂t′ + Q̂t′−2)l
]
+
eǫ
z
[
(ρ̂T + Q̂∞)
l − (ρ̂T + Q̂T−1)l
]
for t ∈ [1, T − 1]
RT =
eǫ
z
(ρ̂T + Q̂∞)
l (A39)
Q̂t =
1
ẑ
[
Qk−11 −Qk−1t+1
]
for t ∈ [1, T − 1] (A40)
Q̂∞ =
1
ẑ
Qk−11 (A41)
ρ̂t =
1
ẑ
{
(2k−1 − k − 1)Qk−11 + (k − 1)
[
t−1∑
t′=1
Rt′(Q
k−2
t′ −Qk−2t′+1) +RtQk−2t
]}
for t ∈ [1, T ] (A42)
The free-entropy averaged over the l + 1-regular k-uniform hypergraph reads thus in the RS ansatz,
φ(T, ǫ, k, l) = −(l+ 1) ln ze + l + 1
k
ln zc + ln zv , (A43)
with the expression of the partial partition functions obtained by simplifying (A29,A30,A31) with all messages equal:
ze = 2
T−1∑
t=1
(Qt −Qt+1)ρ̂t + 2QT ρ̂T + 2
T−1∑
t=1
Rt(Q̂t − Q̂t−1) + 2RT (Q̂∞ − Q̂T−1) , (A44)
zc = (2
k − 2− 2k)Qk1 + 2k
T−1∑
t=1
Rt(Q
k−1
t −Qk−1t+1 ) + 2kRTQk−1T , (A45)
zv = 2
T∑
t=1
(
(ρ̂t + Q̂t−1)
l+1 − (ρ̂t + Q̂t−2)l+1
)
+ 2eǫ
(
(ρ̂T + Q̂∞)
l+1 − (ρ̂T + Q̂T−1)l+1
)
. (A46)
We have the parametric expression of the entropy as
s(T, θ, k, l) = φ(T, ǫ, k, l)− ǫ θ , (A47)
where the fraction θ = PT of variables which are still frozen at time T is (cf. (A33))
θ =
2eǫ
zv
(
(ρ̂T + Q̂∞)
l+1 − (ρ̂T + Q̂T−1)l+1
)
. (A48)
In the set of equations (A38-A42) the normalization constants z and ẑ can be chosen arbitrarily, because as already
said above the final expressions of φ and θ turn out to be independent of this choice. In the main text we used the
convention z = ẑ = 1; if a solution of these equations is to be sought for by iteration it is on the contrary advisable
for stability reasons to fix them by imposing a given value to one of the messages, for instance Q1 = 1. Let us make a
few other comments on these formula. The expression of φ given above is variational, in the sense that its derivatives
with respect to the Qt’s, Rt’s, Q̂t’s and ρ̂t vanish when the equations (A38-A42) are satisfied. This allows to check
that the expression of θ given in (A48) coincides with the derivative of φ with respects to ǫ, as it should. Moreover
one can show that if (A38-A42) are satisfied, then zv = z ze and zc = ẑ ze. In particular if one solves the RS equations
with the convention z = ẑ = 1 on has ze = zc = zv and the free-entropy simplifies into
φ =
1− l(k − 1)
k
ln zv , (A49)
which is the expression we used in the main text.
Finally in the regular case the fraction of variables that have a whitening time ≥ t+ 1, with t ∈ [0, T − 1], reads
Pt =
2
zv
T∑
t′=t+1
(
(ρ̂t′ + Q̂t′−1)
l+1 − (ρ̂t′ + Q̂t′−2)l+1
)
+ θ , (A50)
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as obtained easily from (A32). For times beyond the horizon T ,
Pt =
2eǫ
zv
(
(ρ̂T + Q̂∞)
l+1 − (ρ̂T + Q̂t−1)l+1
)
, (A51)
which can be computed for t ≥ T + 1 with in this case
Qt =
eǫ
z
(
(ρ̂T + Q̂∞)
l − (ρ̂T + Q̂t−2)l
)
, Q̂t−2 =
1
ẑ
(
Qk−11 −Qk−1t−1
)
. (A52)
This concludes the justification of the expressions given in Sec. III B.
Appendix B: The large k limit of the T = 1 results
In this appendix we shall give some technical details on the fate of the results presented in Sec. III C in the limit
k → ∞, our main goal being the justification of Eq. (52) that gives the asymptotic expansion of the threshold l1(k)
for the existence of unfrozen solutions that can be made thermodynamically relevant by a bias on the whitening state
after a single time step.
Before entering in the core of the computations let us make some remarks and define some notations that will be
useful for all the large k expansions performed below. We have already recalled in Sec. II A the known results about
the various phase transitions undergone by the uniform measure over solutions (i.e. the typical ones), and shown
that all their thresholds share a leading asymptotic behavior in the large k limit, proportional to 2k. Hence in the
following we shall denote l(k) = 2k−1 l̂(k) for a sequence of degrees depending on k (we will often keep this dependency
understood when there is no risk of confusion) and work with reduced degrees l̂. We assume here that l̂(k) does not
vary exponentially with k, otherwise this would change the leading 2k behavior of l(k); for the ease of the discussion
we will say that a series in k is “slow” if it has no exponential behavior at large k, l̂(k) being an example of a slow
series. More generically we shall have to deal with asymptotic expansions of k dependent quantities, hierarchically
organized in three levels as expansions in exponentials in k, powers of k, and (iterated) logarithms of k. To simplify
notations we will denote Ô(•) a series in k whose asymptotic expansion is equal to the one of • at the exponential
level, discarding their power-law behavior, and O˜(•) will have the same meaning at the level of powers of k, discarding
logarithmic contributions. The notations ô will mean instead “negligible at the exponential level in the expansion at
large k”.
1. The large k limit of the entropy function
We have to solve the equations (85-88) in the limit k →∞, with l = 2k−1 l̂ under the assumption that l̂ and ǫ are
slow functions of k. A moment of thought reveals that the solution of these equations have to scale as
Q =
1
2
(
1 +
1
l
Q′ + ô
(
1
l
))
, (B1)
R = R′ + Ô
(
1
l
)
, (B2)
Q̂ =
1
2k−1
(
1 +
1
l
Q̂′ + ô
(
1
l
))
, (B3)
ρ̂ = 1 +
1
l
ρ̂′ + ô
(
1
l
)
, (B4)
where the primed quantities are slowly depending on k. Inserting this ansatz in the equations (85-88) gives, neglecting
exponentially small corrections,
1
2
= eρ̂
′
(
1 + eǫ
(
el̂ − 1
))
, (B5)
R′ = eǫ+l̂+ρ̂
′
, (B6)
Q̂′ = (k − 1)Q′ , (B7)
ρ̂′ = (k − 1)Q′ − l̂(k + 1) + 2l̂(k − 1)R′ , (B8)
43
which can be solved to give explicitly Q′, R′, Q̂′ and ρ̂′ as a function of ǫ and l̂.
Consider now the expression of zv given in (89). We shall prove that zv = 1+
1
l z
′
v + ô
(
1
l
)
, with z′v = Ô(1). Indeed
zv = 2ρ̂
l+1 + 2eǫ
(
(ρ̂+ Q̂)l+1 − ρ̂l+1
)
(B9)
= 2ρ̂l
(
1 +
1
l
ln(ρ̂l) + ô
(
1
l
))
+ 2eǫ
(
(ρ̂+ Q̂)l
(
1 +
1
l
ln((ρ̂+ Q̂)l) + ô
(
1
l
))
− ρ̂l
(
1 +
1
l
ln(ρ̂l) + ô
(
1
l
)))
= 2ρ̂l + 2eǫ
(
(ρ̂+ Q̂)l − ρ̂l
)
+
1
l
[
2ρ̂l ln(ρ̂l) + 2eǫ(ρ̂+ Q̂)l ln((ρ̂+ Q̂)l)− 2eǫρ̂l ln(ρ̂l)
]
+ ô
(
1
l
)
.
One recognizes in the first term the (exact) equation on Q, namely (85), while the terms which are explicitly of order
1/l can be computed at the lowest order. This yields the announced form for zv, with
z′v = Q
′ + 2ρ̂′eρ̂
′
+ 2eǫ(ρ̂′ + l̂)eρ̂
′+l̂ − 2eǫρ̂′eρ̂′ . (B10)
With the expression of φ in terms of zv given in (74), this scaling of zv yields φ = −k−1k z′v + ô
(
1
l
)
. Inserting the
explicit solution of Q′ and ρ̂′ as a function of ǫ and l̂, and treating similarly the expression of θ gives, within corrections
exponentially small in k:
φ = ln 2− l̂ k + 1
k
+ ln
(
1 + eǫ(el̂ − 1)
)
, θ =
eǫ(el̂ − 1)
1 + eǫ(el̂ − 1)
. (B11)
The parametric relation between ǫ and θ can here be inverted, and yields finally the asymptotic expression for s(θ):
s(T = 1, θ, k, l = 2k−1 l̂) = ln 2− l̂ k + 1
k
− θ ln θ − (1− θ) ln(1− θ) + θ ln
(
el̂ − 1
)
+ Ô
(
1
l
)
, (B12)
which is exact in the large k limit up to exponentially small corrections. Note that it has the form of the binary
entropy tilted by an affine function of θ. It is easy to check that the maximum of s is reached in the typical value
θ = 1− e−l̂, where the entropy is equal to ln 2− l̂k .
2. The tipping point
As discussed in the main text the configurations counted in the entropy s(T, θ, k, l) ultimately whiten if and only if
θ < θtip(T, k, l), which defines this tipping point threshold. In the canonical computation this translates into a critical
value for the conjugated parameter ǫ, which is determined by the two equations (83,84) for generic values of T , or
(95,96) in the case T = 1, in which Q∗ and ǫ are to be treated as unknowns. In the large k limit we shall make the
ansatz Q∗ =
1
2 (1−Q′∗)+ Ô
(
1
l
)
, where Q′∗ is assumed to vanish slowly. The equations (95,96) thus become, neglecting
exponentially small corrections,
1
2
(1−Q′∗) = eǫ+l̂+ρ̂
′
(
1− e−l̂(1−Q′∗)k−1
)
, (B13)
1
2
= eǫ l̂(k − 1)(1−Q′∗)k−2eρ̂
′+l̂−l̂(1−Q′∗)
k−1
. (B14)
Using the expression of ρ̂′ obtained previously one can solve these two equations and obtain Q′∗ and ǫ as a function
of k and l̂, in particular
1−Q′∗ =
(
wk
l̂
) 1
k−1
, (B15)
where wk is a series depending only on k, given implicitly as the solution of e
wk = 1 + (k − 1)wk. One can obtain
similarly the value of ǫ at the tipping point, and inserting the latter in the formula (B11) for θ yields
θtip(T = 1, k, l = 2k−1 l̂) = (1− e−l̂)
(
1
l̂
) 1
k−1
w′k , with w
′
k =
(
1 +
1
(k − 1)wk
)
w
1
k−1
k . (B16)
Again this expression is exact within exponentially small corrections. It is not too difficult to check that θtip crosses
its typical value (1 − e−l̂) when l reaches the typical rigidity threshold lr (expanding Eq. (22) at the exponentially
dominant order).
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3. The asymptotic behavior of the threshold l1(k)
We recall that the threshold l1(k) is defined by the cancellation of the entropy of the tipping point, and is interpreted
in the RS framework as the limit of existence of unfrozen solutions in the typical configurations sampled by the measure
biased according to the state of the whitening process after T = 1 time steps. We want to determine here its asymptotic
scaling at large k, and justify the statement made in Eq. (52). Combining the expressions (B12) and (B16) of the
entropy and the tipping point we have an (implicit) determination of l̂1(k) = l1(k)/2
k−1 as the solution of
0 = ln 2− l̂
(
1
k
+ 1− θ
)
− θ ln θ − (1− θ) ln(1− θ) + θ ln(1 − e−l̂) , (B17)
where for clarity we abbreviated in θ the expression θtip(k, l̂) given in (B16). This determination of l̂1(k) is exact within
exponentially small corrections, but still rather implicit. To obtain the leading terms in the asymptotic expansion
one can further simplify the equation. A moment of thought reveals that the transition occurs on an intermediate
scale between the typical rigidity and the satisfiability, namely ln k ≪ l̂1(k)≪ k, and that on this scale θtip(k, l̂)→ 1;
moreover it is easy to see that wk behaves logarithmically at large k. Expanding (B16) we thus obtain
θtip(T = 1, k, l = 2k−1 l̂) = 1− 1
k
(
ln l̂ − lnwk − 1
wk
)
+ O˜
(
1
k2
)
, (B18)
where we recall that O˜ hides (at most) logarithmic contributions in k. Replacing the latter expansion in (B17) gives
0 = ln 2− l̂
k
(
1 + ln l̂ − lnwk − 1
wk
)
+ O˜
(
1
k
)
. (B19)
Solving this (still implicit) equation neglecting the correction term gives an expression for l̂1(k) which is exact up to
relative corrections of dominant order 1/k. Noting that wk = ln k + O(ln ln k), one can finally gives explicitly the
asymptotic expansion of the solution of (B19):
l̂1(k) =
k ln 2
ln k − 2 ln ln k + 1− ln 2
(
1 +O
(
ln ln k
(ln k)2
))
, (B20)
from which follows the truncated expansion of Eq. (52).
Appendix C: The fixed points of the whitening (large T limit)
In this appendix we shall explain with more details the computations that led us to the predictions for the entropy
s∞(θ) presented in Sec. III D, via a study of the limit T →∞ of the RS entropy s(T, θ).
1. A more compact equivalent form of the RS equations
As a first step we shall rewrite the equations (69-73), that have 4T unknowns, into an equivalent form with only
half of the unknowns. Obviously one can eliminate very easily the variables Q̂t using (71,72); with a little bit more
of work one can also eliminate the Rt’s, considering the differences Rt −Rt+1 for two consecutive times. This yields
an equivalent set of 2T equations on the 2T unknowns Q1, . . . , QT , ρ̂1, . . . , ρ̂T :
Qt −Qt+1 = (ρ̂t +Qk−11 −Qk−1t )l − (ρ̂t +Qk−11 −Qk−1t−1 )l for t ∈ [1, T − 1] (C1)
QT = (ρ̂T +Q
k−1
1 −Qk−1T )l − (ρ̂T +Qk−11 −Qk−1T−1)l + eǫ
[
(ρ̂T +Q
k−1
1 )
l − (ρ̂T +Qk−11 −Qk−1T )l
]
(C2)
ρ̂1 = (2
k−1 − 2)Qk−11 + (k − 1)Qk−21 (ρ̂l2 − ρ̂l1) (C3)
ρ̂t − ρ̂t+1 = (k − 1)Qk−2t+1
[
(ρ̂t+1 +Q
k−1
1 −Qk−1t+1 )l − (ρ̂t+2 +Qk−11 −Qk−1t+1 )l
]
for t ∈ [1, T − 2] (C4)
ρ̂T−1 − ρ̂T = (k − 1)Qk−2T (1− eǫ)(ρ̂T +Qk−11 −Qk−1T )l , (C5)
where in the first line for t = 1 one has to interpret by convention Q0 in such a way that
ρ̂1 +Q
k−1
1 −Qk−10 = 0 . (C6)
45
From these equations one can deduce that the Qt’s are decreasing with t (which is obvious from their definition given
in Eq. (A13)), and that the ρ̂t’s are increasing (resp. decreasing) with t if ǫ > 0 (resp. if ǫ < 0).
This equivalent set of equations will be used in the following for the analytical computations; note that it is also
more practical for a numerical resolution by the Newton-Raphson method. Indeed the latter involves the inversion
of a matrix of order the number of equations and unknowns, hence reducing this from 4T to 2T allows to explore
numerically larger values of this parameter.
2. A dynamical system point of view
In the T → ∞ limit the set of equations written above can be solved self-consistently with different ansatz, one
corresponding to the unfrozen solutions (θ = 0), two other ones corresponding to the frozen solutions of the two kinds.
Before stating these ansatz we shall reinterpret the equations in terms of a discrete time dynamical system, that will
give a more intuitive view on the form of the solutions; similar considerations were developed in [57] to study the
large deviation properties of the bootstrap percolation dynamics.
Let us consider Q1 as a fixed parameter in the equations (C1-C5), and concentrate on the structure of the dependen-
cies between the time-dependent unknowns Qt, ρ̂t. The equation (C1) can be rewritten as Qt+1 = fQ(Qt, Qt−1, ρ̂t),
while (C4) amounts to ρ̂t+2 = fρ̂(ρ̂t+1, ρ̂t, Qt+1), where fQ and fρ̂ are two functions. Introducing a four-dimensional
vector wt defined by
wt =

Qt
Qt+1
ρ̂t+1
ρ̂t
 , (C7)
the equations above are seen to be equivalent to a simple recursion on wt, namely wt+1 = R(wt) where the map R
acts on four-dimensional vectors according to:
R

Q
Q+
ρ̂+
ρ̂
 =

Q+
fQ(Q+, Q, ρ̂+)
fρ̂(ρ̂+, ρ̂, Q+)
ρ̂+
 . (C8)
Finally the equations (C2,C3,C5,C6) that were not yet used in this rewriting induce boundary conditions on this
recursion, which can be expressed as two conditions on the vectors w0 and two other conditions on wT . The solution
of the RS equations is thus such that it goes from the two-dimensional manifold in which w0 is constrained to the
two-dimensional manifold of wT by T iterations of the map R. When T → ∞ it is natural to expect that these
iterations will spend most of the time close to fixed-points of R, otherwise repeated iterations of R would make the
dynamical system flow very quickly far away from the authorized region in its four-dimensional space.
The fixed points of R have a very simple structure: they correspond to w in the two-dimensional manifold with
Q = Q+, ρ̂ = ρ̂+. Studying the Jacobian of R at such a fixed point one discovers (after a short computation that
we do not detail further) that there are two trivial marginal directions (eigenvectors of the Jacobian with eigenvalue
1), corresponding to the invariances Q → Q + δQ, ρ̂ → ρ̂ + δρ̂ of the manifold of fixed points. Besides there is an
eigenvector in the (Q,Q+) direction with eigenvalue µ, and another eigenvector in the (ρ̂, ρ̂+) direction with eigenvalue
1/µ, with
µ = l(k − 1)Qk−2(ρ̂+Qk−11 −Qk−1)l−1 . (C9)
There is thus a line of marginal fixed points corresponding to µ = 1, fixed-points which are stable in the Q direction
and unstable in the ρ direction (µ < 1), and fixed-points which are unstable in the Q direction and stable in the ρ
direction (µ > 1).
We shall now consider different ansatz for the solution of the RS equations in the large T limit and see how they
nicely fit in this dynamical system perspective.
3. The unfrozen solutions for l > lr
We consider first the solution of the RS equations that describe the isolated point at θ = 0 in the s∞(θ) curve for
l > lr. We present in Fig. 17 the results of a numerical resolution of the RS equations for two large values of T , with
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T = 200
T = 100
t/T
Qt
10.80.60.40.2
0.6
0.5
0.4
0.3
0.2
0.1
0
T = 200
T = 100
t/T
ρ̂t
10.80.60.40.2
0.965
0.964
0.963
0.962
0.961
FIG. 17: The solution (Qt, ρ̂t) for k = 6, l = 127 > lr, e
ǫ = 0, T = 100 and T = 200. Left panel : Qt, the dashed lines from top
to bottom are Q1, Qi and Qf obtained from the analytical results at T → ∞, cf. Eqs. (99-103). Right panel : ρ̂t, the dashed
lines representing ρ̂i (top) and ρ̂f (bottom).
(Qf , ρ̂f)
(Qi, ρ̂i)
Qt
ρ̂t
0.60.50.40.30.20.10
0.965
0.964
0.963
0.962
0.961
FIG. 18: The solution (Qt, ρ̂t) for k = 6, l = 127, e
ǫ = 0, T = 200, plotted parametrically as ρ̂t as a function of Qt. The
dashed line indicating the marginal condition µ = 1, the arrows point to the beginning and end of the scaling regime, (Qi, ρ̂i)
and (Qf , ρ̂f) respectively, computed analytically from Eqs. (99-103).
eǫ = 0 in order to impose the constraint θ = 0. It is seen on these curves that, apart from values of t close to 1
and close to T , the evolution of Qt and ρ̂t seems to be governed by smooth scaling functions of a reduced time t/T ;
moreover the deviations from this scaling regime only affects the behavior of Qt, not of ρ̂t.
More quantitatively one can assume the existence of two scaling functions Q(s) and ρ̂(s), for s ∈]0, 1[, such that
Q(s) = limQt=sT , ρ̂(s) = lim ρ̂t=sT . Plugging this ansatz in the equations (C1,C4) and expanding in powers of
1/T one realizes that this ansatz is consistent only if the two scaling functions satisfy the following condition for all
s ∈]0, 1[:
1 = l(k − 1)Q(s)k−2(ρ̂(s) +Qk−11 −Q(s)k−1)l−1 . (C10)
Comparing with (C9) one realizes that this condition means that the flow of the dynamical system follows the line
of marginal fixed points (µ = 1), in agreement with the heuristic discussion of Sec. C 2. A numerical confirmation of
this fact is provided in Figure 18, where the same data as in Fig. 17 is plotted in the plane (Q, ρ̂): most of the points
fall indeed on the line of marginal fixed points, apart from the finite t and finite T − t regime.
To further characterize the solution of the RS equations in the large T regime we need to study more precisely
these two regimes that match the boundary conditions with the scaling regime. Let us denote Qi,f and ρ̂i,f the initial
and final values of the scaling functions, i.e.
Qi = lim
s→0
Q(s) , Qf = lim
s→1
Q(s) , ρ̂i = lim
s→0
ρ̂(s) , ρ̂f = lim
s→1
ρ̂(s) . (C11)
By inspection of the numerical results of Fig. 17 and 18, one is led to assume that in these matching regimes only Qt
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is rapidly varying, we shall thus take ρ̂t → ρ̂i for t = O(1) and ρ̂t → ρ̂f for t = T −O(1). These assumptions allow to
simplify the equation (C1) that becomes a simple recursion for a time dependent series. More precisely, considering
first the ansatz on the initial time regime t = O(1), one deduces from (C3) that ρ̂i = (2
k−1 − 2)Qk−11 (which justifies
the condition stated in (99)), while a telescopic summation of (C1) yields
Qt+1 = Q1 − (ρ̂i +Qk−11 −Qk−1t )l . (C12)
A matching of the t → ∞ limit of this regime with the behavior of the scaling function Q(s) as s → 0 gives the
condition of Eq. (100). Let us turn now to the consequences of the ansatz in the final regime t = T − O(1). The
equation (C5) shows that, if ǫ 6= 0, one has to have QT → 0, which corresponds indeed to the unfrozen solutions with
θ = 0 we are describing here. A telescopic summation of (C1) from T to t then yields in this regime:
Qt+1 = (ρ̂f +Q
k−1
1 )
l − (ρ̂f +Qk−11 −Qk−1t )l . (C13)
This has to be iterated backwards from a neighborhood of QT = 0, and match the end of the scaling regime (i.e.
Q(s) with s → 1); this consistency condition yields (102). Finally the two remaining equations (101,103) traduces
the marginality of the stability of the fixed points (Qi, ρ̂i) and (Qf , ρ̂f) of the dynamical system, which is necessary
for the consistency of the scaling assumption in the regime s ∈]0, 1[. This concludes the justification of the system of
equations (99-103).
What remains to be explained is the expression given in (104-107) for the thermodynamic quantity zv. The three
terms distinguished in (105,106,107) corresponds to the contributions of the three time regimes (t = O(1), t/T = O(1)
and t = T − O(1) respectively) to the summations in (75). The first (resp. last) is easily obtained by a telescopic
summation, with ρ̂t taken equal to ρ̂i (resp. ρ̂f) independently of t. The computation of the contribution zv,2 of the
regime t/T = O(1) requires a little bit of additional work. The reader might think that one should first determine
explicitly the reduced time dependence of the scaling functions Q(s) and ρ̂(s) before attempting this computation;
fortunately this step can be avoided by a judicious use of the marginality condition, as revealed by the following lines:
zv,2 = 2
∑
t
(
(ρ̂(t/T ) +Qk−11 −Q(t/T )k−1)l+1 − (ρ̂(t/T ) +Qk−11 −Q((t− 1)/T )k−1)l+1
)
(C14)
= 2
1
T
∑
t
(l + 1)(k − 1)(−Q′(t/T ))Q(t/T )k−2(ρ̂(t/T ) +Qk−11 −Q(t/T )k−1)l (C15)
= 2(l+ 1)(k − 1)
∫ 1
0
ds
−dQ
ds
Q(s)k−2(ρ̂(s) +Qk−11 −Q(s)k−1)l (C16)
= 2(l+ 1)(k − 1)
∫ Qi
Qf
dQ Qk−2(ρ̂(Q) +Qk−11 −Qk−1)l . (C17)
In the last equation ρ̂(Q) is defined implicitly by the marginality condition 1 = l(k−1)Qk−2(ρ̂(Q)+Qk−11 −Qk−1)l−1,
eliminating it yields a simple integral on Q that can be computed (safely assuming l > k− 1) to obtain the expression
given in Eq. (106). The three contributions to zv yields the relative fraction of variables that whiten in the three time
regimes, as illustrated on the left panel of Fig. 9.
4. The frozen solutions of the first kind
We describe now the ansatz describing the branch of s∞(θ) corresponding to frozen solutions of the first kind. We
present in Fig. 19 the results of a numerical resolution of the RS equations for a large but finite value of T , for a choice
of ǫ that would lead to this branch in the T →∞ limit. It is quite apparent on these curves that (Qt, ρ̂t) ≈ (Qb, ρ̂b),
some “bulk” values, for most of the times t: in terms of the dynamical system the vector w remains indeed close
to a fixed point of the map R. The deviations from these values, that are necessary for the boundary conditions to
be satisfied, occur in an asymmetric way: Qt deviates from Qb when t is of order 1 (with respect to T ), while the
deviations of ρ̂t from its bulk value happen when t = T −O(1). Let us show now quantitatively that this ansatz does
indeed close the equations in the large T limit, and how the values of (Qb, ρ̂b) are fixed.
Consider first the regime where t is finite with respects to T , and assume that in the large T limit ρ̂t → ρ̂b
independently of t. Then the equations (C1) can be summed telescopically, to give in this finite t regime a simple
recursion relation for the series Qt, namely
Qt+1 = Q1 − (ρ̂b +Qk−11 −Qk−1t )l . (C18)
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FIG. 19: The solution of the RS equations for k = 6, l = 127, eǫ = 0.95, T = 30. Left panel : Qt, the dashed horizontal
lines indicate the values of Q1 (top) and Qb (bottom) obtained from the analytical predictions in the T → ∞ limit (cf.
Eqs. (111-114)). Right panel : ρ̂t, the dashed lines representing ρ̂b (top) and ρ̂T (bottom).
Moreover (C3) implies in this ansatz that ρ̂b = (2
k−1 − 2)Qk−11 . Taking the limit t → ∞ of this recursion (i.e. after
the T → ∞ limit) one finds that Qb is the fixed point of the recursion (C18) started from the initial value Q1. A
short study of this equation reveals that this fixed point is the largest one on the interval [0, Q1], that it is stable
under iterations, and that this condition of stability is equivalent to µ < 1, where µ was defined from the study of the
stability of the fixed-points of R in Eq. (C9). As explained there the stability in the Q direction implies an instability
in the ρ̂ direction, which is apparent on the curves of Fig. 19 and allows the matching with the boundary conditions
at t = T by a deviation of ρ̂t from its bulk value for t = T −O(1).
Indeed in this final regime t = T − O(1), assuming that Qt → Qb, a telescopic summation of (C4) yields a
(backwards) recursion relation for the ρ, namely
ρ̂t = ρ̂T + (k − 1)Qk−2b
[
(ρ̂t+1 +Q
k−1
1 −Qk−1b )l − eǫ(ρ̂T +Qk−11 −Qk−1b )l
]
. (C19)
For consistency ρ̂b must be the (stable) fixed-point of these backward iterates started from a neighborhood of ρ̂T . In
addition (C2) gives
Qb = e
ǫ
[
(ρ̂T +Q
k−1
1 )
l − (ρ̂T +Qk−11 −Qk−1b )l
]
. (C20)
This concludes the justification of the 4 equations (111-114) on Q1, Qb, ρb and ρ̂T given in Sec. III D 2. As we saw
above ρ̂t is decreasing (resp. increasing) with t if ǫ < 0 (resp. ǫ > 0), hence the additional condition ρ̂T < ρ̂b if
ǫ < 0 (if ǫ > 0 one has necessarily ρ̂T > ρ̂b ). The condition (115) ensures that we are describing a fixed point of the
whitening process; indeed it corresponds to the stability of the fixed point Qb under the iterations beyond the time
horizon T according to (82). Finally the thermodynamic predictions of Eqs. (116,117,118) are easily obtained from
(75,77,78) by plugging this ansatz and performing the sums telescopically.
Note finally that one can check that the boundary conditions do not allow for the reverse situation of a fixed point
(Qb, ρ̂b) which is stable in the ρ direction, unstable in the Q one.
5. The frozen solutions of the second kind
We finally explain the structure of the solution of the RS equations that describe the frozen solutions of the second
kind, which is a mixture of the two ansatz developed above (for these reasons our explanations will be quicker here).
We show in Fig. 20 the flow in the (Q, ρ) plane of the solution corresponding to the whitening times distribution
plotted as the lower curve in the right panel of Fig. 9. One can see on Fig. 20 the existence of a scaling regime
described by smooth functions Q(s), ρ̂(s) for s = t/T ∈]0, 1[, that follows the line µ = 1 of marginal fixed points.
We define the initial and final values of these regimes, Qi,f and ρ̂i,f as in Eq. (C11). It is preceded for t = O(1) by
a regime where Qt varies with ρ̂t essentially constant and equal to ρ̂i; these two first regimes are the same as the
ones describing the unfrozen solutions. The last regime for t = T − O(1) has on the contrary the same behavior as
the one of the frozen regime of the first kind: Qt remains constant and equal to Qf , while ρ̂t varies between ρ̂f and
ρ̂T . Reproducing the reasonings explained above in the three time-regimes leads to the set of equations presented in
Sec. III D 3.
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FIG. 20: The solution (Qt, ρ̂t) for k = 6, l = 127, T = 200, plotted parametrically as ρ̂t as a function of Qt, for a frozen solution
of the second kind. The dashed line indicating the marginal condition µ = 1.
6. The large k expansion of the entropy s∞(θ = 0) and of the threshold l∞(k)
We shall present here the asymptotic expansion at large k for the entropy of unfrozen solutions s∞(θ = 0), that
led us to the prediction (54) for the behavior of the threshold l∞(k). The notations and parts of the strategy will be
the same as in the asymptotic expansion of the T = 1 results described in Appendix B, in particular we consider the
degree l of the hypergraphs to scale with k as l = 2k−1 l̂, with l̂ varying slowly with k, in the regime ln k < l̂ < k ln 2
between the typical rigidity and the satisfiability thresholds.
A short study of the equations (108) on u, v and of the expressions of the solutions of (99-103) given in (109) reveals
that Q1, Qi and Qf all tend to 1/2 in this limit, with corrections which are exponentially small for Q1:
2Q1 = 1 +
1
l
[
l̂
k − 1(1 + u
k−1) +
1
k − 1 ln
(
1− u
2
)]
+ Ô
(
1
l2
)
, (C21)
while the approach to 1/2 is slow for Qi and Qf . These considerations allows to expand the contributions (105-107)
to zv from the three time regimes as follows:
zv,1 = 2(Q1 −Qi)
l+1
l = 2(Q1 −Qi) + 1
l
2(Q1 −Qi) ln(Q1 −Qi) + Ô
(
1
l2
)
, (C22)
zv,2 = 2(Qi −Qf) + 1
l
[2(k − 2)(Qf lnQf −Qi lnQi) + 2(Qi −Qf)(k − 1− ln(l(k − 1)))] + Ô
(
1
l2
)
, (C23)
zv,3 = 2Qf +
1
l
[
2(ρ̂f +Q
k−1
1 )
l ln
(
(ρ̂f +Q
k−1
1 )
l
)
+ 2(ρ̂f +Q
k−1
1 −Qk−1f )l ln
(
l(k − 1)Qk−2f
)]
+ Ô
(
1
l2
)
. (C24)
In the terms which are explicitly of order 1/l we can insert the expressions of Q1 and the other quantities alike at their
lowest order, neglecting exponentially small corrections; summing these three contributions to zv, using the expansion
(C21) of Q1 and recalling that s∞ = −l k−1k ln zv at the leading order gives us, after some simplifications, the following
expression of the entropy of unfrozen solutions, exact up to exponentially small corrections:
s∞(θ = 0, k, l = 2
k−1 l̂) = ln 2− l̂
k
(1 + uk−1)− ln(1− u)− (k − 1)
2
k
u
+
(
v
l̂(k − 1)(1− v)
) 1
k−1 (
(k − 1)2
k
+
k − 1
kv
ln(1− v)
)
+ Ô
(
1
l
)
, (C25)
where here u = u(k, l̂) and v = v(k, l̂) can be taken as solutions of simplified equations obtained from (108) where we
get rid of their exponentially small corrections, namely
l̂(k − 1)uk−2(1− u) = 1 , 1− v = exp
(
− v
(k − 1)(1− v)
)
. (C26)
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We note then that this leading order of v = v(k) does not depend on l̂, and it is actually related to the series wk used
in Sec. B above, according to wk =
v
(k−1)(1−v) . We can thus rewrite a slightly simpler expression for s∞(θ = 0):
s∞(θ = 0, k, l = 2
k−1 l̂) = ln 2− l̂
k
(1 + uk−1)− ln(1− u)− (k − 1)
2
k
u
+
(
wk
l̂
) 1
k−1 k − 1
k
(
k − 1− 1
k − 1 − wk
)
+ Ô
(
1
l
)
. (C27)
An asymptotic expansion of l∞(k), exact within exponentially small corrections, can be obtained by imposing
s∞ = 0 in the above expression. This is still a rather implicit determination, we shall thus simplify further this
expression dropping the corrections of order smaller than 1/k:
s∞(θ = 0, k, l = 2
k−1 l̂) = ln 2− l̂
k
(1 + uk−1)− ln(1 − u) + (k − 1)
2
k
(1 − u)− wk + ln
(
wk
l̂
)
+
1
k
[
1
2
(
ln
(
wk
l̂
))2
− wk ln
(
wk
l̂
)
+ wk − ln
(
wk
l̂
)
− 1
]
+ O˜
(
1
k2
)
. (C28)
To make the dominant terms more apparent we remark now that the first line in (C28) can be rewritten as
ln 2− l̂
k
(1 + uk−1) + (k − 2) ln(u) + k − 1
k l̂ uk−2
− ln
(
1 +
1
(k − 1)wk
)
, (C29)
using the equations obeyed by u and wk. Furthermore, the study of the equation (C26) on u(k, l̂) reveals that when
k and l̂ diverges this quantity behaves as u = 1 − 1
k l̂
, and hence that uk−1 tends to 1 in this limit. This shows that
the equivalent of the entropy at the lowest order is
s∞(θ = 0, k, l = 2
k−1 l̂) ∼ ln 2− 2 l̂
k
, (C30)
thus the vanishing of the entropy occurs when l̂∞(k) =
k ln 2
2 , which justifies our claim of Eq. (54). We can refine this
asymptotic expansion and determine the correction of order O˜(1) to l̂∞. Inserting this first order determination in
the correction terms explicitly of order 1/k shown above we get after some manipulations:
l̂∞(k) =
k
2
ln 2 + (ln k)2 − 1
4
(ln(kwk))
2 + (1 + γ) ln k +
γ
2
+
γ2
4
− 1
2wk
+ O˜(
1
k
) , with γ = ln
(
ln 2
2
)
. (C31)
This is still non-explicit because wk is given as the solution of a self-consistent equation, and its expansion contains
(iterated) logarithms. Up to twice iterated logarithms one finally gets
l̂∞(k) = k
ln 2
2
+
3
4
(ln k)2 − 1
2
(ln k)(ln ln k) +O((ln k)(ln ln ln k)) . (C32)
Appendix D: The large k limit of the threshold lT (k) for 1 < T <∞
We justify here the formula given in Eq. (53) about the large k behavior of the threshold lT (k); the case T = 1
was already treated in Appendix B, we shall follow the same steps in the derivation of this generalization to T > 1.
Recall that the threshold lT (k) is defined by the cancellation of the entropy of the tipping point, s(T, θ
tip(T )); this
computation thus amounts to solve the RS equations (69-73), complemented by the tipping point condition (83-84)
to fix the value of ǫ, then to compute the corresponding entropy as a function of k and l (with (74-77)), and finally
to impose the vanishing of this entropy to deduce lT as a function of k.
To simplify these computations in the large k limit we shall first get rid of exponentially small corrections, using
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the following ansatz on the RS unknowns:
Q1 =
1
2
(
1 +
1
l
Q′1 + ô
(
1
l
))
, (D1)
Qt =
1
2
Q′′t + Ô
(
1
l
)
for t ∈ [2, T ] , (D2)
Rt = R
′
t + Ô
(
1
l
)
for t ∈ [1, T ] , (D3)
Q̂t =
1
2k−1
(
Q̂′t + Ô
(
1
l
))
for t ∈ [1, T − 1] , (D4)
Q̂∞ =
1
2k−1
(
1 + Ô
(
1
l
))
, (D5)
ρ̂t = 1 +
1
l
ρ̂′t + ô
(
1
l
)
for t ∈ [1, T ] , (D6)
where the primed and doubly primed quantities are slowly depending on k. Inserting this ansatz in (69-73) and
expanding at the leading exponential order yields equations between the primed quantities; one can then eliminate
the Q′′t ’s and the R
′
t’s, to obtain 2T − 1 equations on the 2T − 1 unknowns Q̂′1, . . . , Q̂′T−1, ρ̂1, . . . , ρ̂T :
1
2
(
(1− Q̂′t−1)
1
k−1 − (1− Q̂′t)
1
k−1
)
= eρ̂
′
t
(
el̂Q̂
′
t−1 − el̂Q̂′t−2
)
for t ∈ [1, T − 1] , (D7)
1
2
(1− Q̂′T−1)
1
k−1 = eρ̂
′
T
(
el̂Q̂
′
T−1 − el̂Q̂′T−2
)
+ eǫ+ρ̂
′
T
(
el̂ − el̂Q̂′T−1
)
, (D8)
ρ̂′t − ρ̂′t+1 = 2l̂(k − 1)(1− Q̂′t)
k−2
k−1 el̂Q̂
′
t(eρ̂
′
t+1 − eρ̂′t+2) for t ∈ [1, T − 2] , (D9)
ρ̂′T−1 − ρ̂′T = 2l̂(k − 1)(1− Q̂′T−1)
k−2
k−1 el̂Q̂
′
T−1+ρ̂
′
T (1− eǫ) , (D10)
where in the first line one has to interpret by convention: Q̂′0 = 0, e
l̂Q̂′−1 = 0. From the solution of these equations
one can deduce Q′1 from:
ρ̂′1 = (k − 1)Q′1 − l̂(k + 1) + 2l̂(k − 1)
[
eρ̂
′
2+l̂Q̂
′
1 +
T∑
t=3
eρ̂
′
t(el̂Q̂
′
t−1 − el̂Q̂′t−2 ) + eǫ+ρ̂′T (el̂ − el̂Q̂′T−1)
]
. (D11)
Inserting the ansatz in the expression (74-75) for the free-entropy yields, after some simplifications based on the above
equations,
φ = −ρ̂′1 − l̂ −
l̂
k
+
T−1∑
t=1
(ρ̂′t − ρ̂′t+1)(1− Q̂′t)
1
k−1 + Ô
(
1
l
)
. (D12)
At this order the fraction of frozen variables is obtained as
θ = 2eǫ+ρ̂
′
T (el̂ − el̂Q̂′T−1) , (D13)
while the tipping condition translates into
eǫ+ρ̂
′
T+l̂ =
1
2
(
1
l̂
) 1
k−1
w′k , (D14)
where the series w′k was defined in Eq. (B16) while treating the large k asymptotics of the T = 1 case.
This set of equations allows to determine an approximation of lT (k) where only exponentially small corrections
have been neglected. To have a more explicit expression we need to make further simplifications, and to keep now
only the leading order in an expansion in powers of k (keeping however all logarithmic corrections for the moment).
Recalling that l̂1(k) was shown to be O˜(k) in Appendix B, and that lT is growing with T , we can safely assume here
that l̂ = O˜(k); we can also assume self-consistently that ρ̂′t− ρ̂′t+1 = O˜(k), and that the Q̂′t are strictly increasing with
t, and are strictly smaller than 1. These assumptions lead to a simplified version of (D7,D9), which reads:
1
2k
ln
(
1− Q̂′t−1
1− Q̂′t
)
= eρ̂
′
t+l̂Q̂
′
t−1 for t ∈ [1, T − 1] , (D15)
ρ̂′t − ρ̂′t+1 = 2l̂k(1− Q̂′t)eρ̂
′
t+1+l̂Q̂
′
t for t ∈ [1, T − 2] . (D16)
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We thus obtain ρ̂′t = −l̂Q̂′t−1 + O˜(1) for t ∈ [1, T − 1], and can close these two equations under a single recursion of
the form
1− Q̂′t−1
1− Q̂′t
= g
(
1− Q̂′t
1− Q̂′t+1
)
with g(x) = 1 + ln x . (D17)
This allows to express Q̂′1, . . . , Q̂
′
T−2 as
1
1− Q̂′t
=
T−2∏
t′=T−t−1
g◦t
′
(x) for t ∈ [1, T − 2] , (D18)
where g◦t denotes the t-th iterate of the function g, and x =
1−Q̂′T−2
1−Q̂′
T−1
. The two boundary equations (D8,D10) can
now be simplified to obtain that ρ̂′T = −l̂Q̂′T−1 + O˜(1), that (D18) is also valid for t = T − 1 with the convention
g◦0(x) = x, and that x = x(k, l̂) is the solution of the self-consistent equation
αk,l̂ + 1 = x+
T−2∑
t=0
ln(g◦t(x)) , (D19)
where the factor
αk,l̂ = ln l̂− lnwk −
1
wk
+ O˜
(
1
k
)
(D20)
comes from the expansion of (D14). From the solution of the equation on x all the Q̂′t and ρ̂
′
t can be deduced at their
leading order in powers of 1/k. At this point one can express the entropy of the tipping point, which leads after a
short computation to
s(T, θtip(k, l), k, l = 2k−1 l̂) = ln 2− l̂
k
[
1 + ln
(
1
1− Q̂′1
)
+ Q̂′T−1
]
+ O˜
(
1
k
)
. (D21)
Imposing the condition of vanishing of this entropy yields a value of l̂T (k) that is exact at the order 1/k. To obtain
the asymptotic expansion stated in Eq. (53) one finally studies the equation (D19): its left hand side is asymptotic
to ln l̂ ∼ ln k, the dominant term of the right hand side is x, hence the solution is x ∼ ln k. Moreover the dominant
term of the square bracket in the above expression of the entropy is g◦T (x) ∼ ln◦T (k), which yields Eq. (53).
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