Respiratory motion is a major source of error in many image acquisition applications and image-guided interventions, and motion estimation techniques have been widely applied to compensate for it. Existing respiratory motion estimation methods typically reply on breathing motion models learned from certain training data. However, none of these methods can effectively handle both intra-subject and inter-subject variations of respiratory motion. In this paper, we propose a respiratory motion estimation method that directly recovers motion fields from sparsely spaced dynamic 2-D MRIs without a learned respiratory motion model. We introduce a scatter-to-volume registration algorithm to register the dynamic 2-D MRIs with a static 3-D MRI to recover dense motion fields. The proposed method was validated on 4-D MRIs acquired from 5 volunteers with breathing pattern variabilities, demonstrating significant improvements over the state of the art respiratory motion modeling method.
INTRODUCTION
Geometric uncertainties caused by respiratory motion remains a significant source of errors in a wide range of image acquisition applications and image-guided interventions. For example, in 3-D image acquisitions with long imaging time, e.g. Positron Emission Tomography (PET), it degrades the image quality and causes motion artifacts. Therefore, respiratory motion estimation has been an active field of research. Existing respiratory motion estimation methods are typically based on motion modeling, which can generally be categorized into cyclic model and statistic model.
Based on the assumption that respiratory motions are repeatable, cyclic models consist of a set of motion fields associated with different breathing states between the end of inhale (EI) and the end of exhale (EE). Such motion model is usually formed by registering 3-D images acquired at different breathing states. To apply a cyclic model, a 1-D surrogate signal of the true motion is used to represent the current breathing state and retrieve the corresponding motion [1] [2] [3] . A common limitation of cyclic model is the assumption that respiratory motions are repeatable, i.e. the respiratory motion follows the same path from cycle to cycle. However, this assumption is not always valid. It has been shown in a number of literatures that respiratory motion paths can vary significantly, especially when patients are under stress, anxiety or pain [4] [5] [6] .
To address the variability of respiratory motion, many attempts have been made toward statistical modeling of respiratory motions [7] [8] [9] . Most of these statistical models are learned from training datasets and need to be personalized for the target patient when applied. However, many target patients of respiratory motion estimation have diseases in thorax, e.g. lung cancer, that can create unique breathing patterns that are not presented in the training data and therefore cannot be recovered by the motion model. To address the inter-subject variabilities, King et al. introduced a subjectspecific statistical modeling of respiratory motion that is built on the training data collected from the same subject [9] . However, to collect enough training data to cover intra-subject variabilities, this method requires the patient to perform different breathing patterns during the training phase, which is cumbersome in clinical setting and may be impractical for patients suffering from painful diseases.
In this paper, we introduce a method to estimate respiratory motion from dynamic 2-D MRIs. Intended applications of the proposed method include motion corrected PET imaging in hybrid PET-MRI system and motion compensation in MRI guided radiation therapy, where MRI data can be acquired dynamically and used for motion estimation. In the proposed method, dynamic 2-D MRIs in sparsely spaced sagittal and coronal planes are acquired and registered against a reference 3-D MRI to estimate the motion. As the pixels in sparsely spaced 2-D MRIs can be regarded as scattered 3-D data, we introduce a scatter-to-volume registration algorithm to register the 2-D MRIs and the reference 3-D MRI. Comparing to existing methods, the contributions of the proposed method are two folds: 1) It estimates the patient's motion directly from dynamic MRI data, and therefore is insensitive to breathing pattern variability.
2) The proposed scatter-tovolume registration algorithm is non-parametric and does not rely on any motion model. Therefore, it can be applied to estimate other motions, e.g. cardiac motion, as long as appropriate dynamic MRIs are supplied.
METHODOLOGY

MRI Data Acquisition
The proposed motion estimation method requires a static motion-free reference 3-D MRI and dynamic 2-D MRIs as the input. The reference 3-D MRI can be acquired using standard breathe holding techniques. The dynamic 2-D MRIs need to be acquired with relatively high temporal resolution in order to capture the respiratory motion. Modern MR imaging technique can acquire a 2-D image with field of a view 450 × 450 × 10 mm 3 and a resolution of 1.5 × 1.5 mm in 50 ms [9] . We propose to repeatedly acquire dynamic 2-D MRIs at 4 evenly spaced sagittal slices and 2 coronal slices to cover the patient's thorax and abdomen.
Scatter-to-Volume Registration Framework
We propose an extension to the widely applied Demons registration framework [10] to register the scattered 3-D data F : Φ → R at each time point i with the 3-D volume M : Ω → R to estimate the underlying motion field. Demons algorithm registers two images as a diffusion process, i.e., it iteratively estimates the velocity of the deformation field, and performs diffusion on the deformation field. It has been shown by Cachier [11] that diffusion based deformable registration methods can be formulated as minimizing the following energy function over two dense deformation fields c and s:
where s is the dense deformation field to be estimated. The first term D(·) measures the intensity dissimilarity of F (·) and M (·) under transformation c. The last term is the regularizer that penalizes irregularity of s. The 2nd term is an auxiliary term that couples c and s. Parameters σ and λ control the strengths of the dissimilarity and regularization terms, respectively. In this formulation, the minimization of the global energy function in Eqn. (1) can be solved by iterative optimizations over c and s, which leads to two separate optimization problems:
It has been shown that the solution of Eqn. (2) updates the velocity [12] , and the solution of Eqn. (3) for certain type of regularizer (e.g. quadratic differential form) is equivalent to image diffusion [11] . The Demons algorithm requires the two input images to be dense scalar fields in the same dimension and therefore cannot be directly applied to our dynamic MRI-based motion estimation problem, where the inputs are a 3-D image and multiple sparsely-spaced 2-D images (regarded as scattered 3-D data). Therefore, we extend the framework of the Demons algorithm to handle general scatter-to-volume registration.
For scatter-to-volume registration, the scattered data F (·) and volumetric data M (·) are defined in different domains, Φ and Ω, with Φ ⊆ Ω. As the computation of the intensity dissimilarity term D(·) requires intensity information from both F (·) and M (·), it can only be calculated on Φ. We define the two deformation fields in Eqn. (1) as c : Φ → R 3 and s : Ω → R 3 . The dissimilarity energy is defined as the Sum of Squared Distance (SSD) of F (·) and M (·) in Φ:
where Φ denotes the number of pixels observed in the dynamic MRI set. The auxiliary term is also defined in Φ as:
Further denoting n = Φ , we can have Eqn. (2) and Eqn. (3) as:
The minimization of the dissimilarity energy in Eqn. (5) can be easily solved using the gradient-descent method. The minimization of the regularization energy in Eqn. (6) can in general be solved using vector smoothing splines [13] . In this paper, we focus on a special form of the regularization term:
where s i denotes the i-th channel of the vector field s. The function H m (·) is defined as:
where x 1 , x 2 and x 3 are 3 components of a 3-D vector x, and m controls the smoothness order. In our experiment, we exclusively use the smoothness order m = 2, which corresponds to the quadratic differential form of f . However, our numerical solution is of a general form that can be used to solve problems with any smoothness order.
With this form of the regularization term, Eqn. (6) can be decomposed to three scalar smoothing spline problems that can be solved independently:
where x i , i = 1, ..., n denotes pixels in the domain Φ. In the rest of this paper, the subscript k is omitted in the numerical solution of Eqn. (9) for simplicity. It can be shown that the minimizer uniquely exists, and has the expression [13] :
where {φ ν } M ν=1 spans the null space of H(f ), which is of dimension M = 3, δ i 's are subject to the constraint S T δ = 0 with S the n × M matrix with S ij ≡ φ ν (x i ), | · | is the Euclidean distance, and E(x) = −x for the quadratic differential form regularizer in Eqn. (8) .
For δ i 's satisfying S T δ = 0, it can be shown that
Therefore, defining a matrix K by K ij ≡ E(|x i − x j |), a vector C of c(x i ), and plugging Eqn. (10) and Eqn. (11) into Eqn. (9), the smoothing spline problem can be expressed in the following matrix form:
The solution of the above minimization problem involves O(n 3 ) operations, which makes the problem impractical to solve with a reasonable amount of time and memory consumption. Therefore, we use the approximated solution of Eqn. (12) introduced in [14] , which constructs a low rank smoother using the parameter basis of a given rank that perturbs the original problem as little as possible. Let the eigendecomposition of K be U DU T , where D is the diagonal matrix of eigenvalues of E arranged so that |D i,i | ≤ |D i+1,i+1 |, i = 1, . . . , n − 1, and U is a matrix whose ith column is the eigenvector corresponding to D i,i . The approximation of Eqn. (12) can be expressed as
where δ = U k δ k . This minimization problem can be solved with O(k 3 ) time complexity. To solve Eqn. (13), we first find any orthogonal column basis Z k such that S T U k Z k δ = 0 using, for example, QRfactorization. δ k is restricted to the null space of S T U k spanned by columns of Z k by writing δ k = Z kδ . Eqn. (13) is then converted to an unconstrained problem:
The solution of the above unconstrained minimization problem can be computed by solving the linear system
where
Since matrices A and B only depend on the locations of the sparse observation, which is determined by the dynamic MR imaging strategy, the matrix (A T A + B) −1 A T can be precomputed before the registration and be reused in every iteration.
EXPERIMENTS AND RESULTS
Experiment Setup
The proposed motion estimation method was evaluated on "Open Access Simulated PET-MR Datasets Based on Real MR Acquisitions" provided by King's College London [15] , which consists of dynamic MRIs from 5 volunteers. Each 4-D MRI has 70 dynamic frames with 0.7 second temporal resolution, and a dimension of 336 × 336 × 45, with a pixel spacing of 1.48 × 5.50 × 1.48 mm. In 3 of the 5 datasets, the 4-D MRI has shallower breathing in the first 35 frames (phase 1) and deeper breathing in the later 35 frame (phase 2), as summarized in Table 1 . The varying breathing pattern is similar to the situation of real PET-MRI scan, where the patient usually breaths shallower at the beginning because of anxiety and breaths deeper later on as he/she becomes more relaxed. Our proposed method needs a reference 3-D MRI and a series of dynamic 2-D MRIs as input. The reference 3-D MRI was simulated by using one frame from the 4-D MRI. The dynamic 2-D MRIs were simulated by extracted 4 sagittal and 2 coronal slices from each frame of the 4-D MRI.
We compared the proposed method with the statistical respiratory motion modeling method described in [9] , which to the best of the authors knowledge is the state of the art respiratory motion modeling method. This method constructs a PCA model of the patient's respiratory motion using a series of free-breathing dynamic 3-D MRIs, and therefore is referred to as Patient Specific PCA (PSPCA) modeling. To apply the motion model, dynamic 2-D MRI are acquired and the parameters of the PCA model are optimized to maximize the similarity between the same dynamic 2-D MRIs and the reference 3-D MRI warped by the motion associated with the PCA parameters. We used the frames in phase 1 for training of the PCA model and the frames in phase 2 for testing. Although this is a sub-optimal setting for PCA modeling, it simulates a real scenario that the patient's respiratory motion pattern varies during image acquisition. For a fair comparison, the dynamic 2-D MRIs were extracted at the same 6 slices used by the proposed method.
The performances of above two methods were validated by comparison with the ground truth with respect to the same 3 metrics as used in [9] , namely Lung Surface Distance (LSD), Dice's Coefficient of Lung (DCL) [16] and Normalized Cross Correction (NCC) [17] . Readers are referred to [9] for detailed definition of these 3 metrics. The lung segmentation required by the computation of LSD and DCL was performed semi-manually, and an example is shown in Fig. 1. 
Results
A summary of the motion estimation results of the 2 methods using the above 3 metrics are shown in Table. 2∼4. We observed that the PSPCA method achieved very different performance on these 5 datasets, mainly because of the difference in breathing pattern variabilities presented in phase 1 and phase 2 of these datasets. As comparison, the proposed method achieved similar performance on different datasets, demonstrating its robustness to breathing pattern variability.
Among the 5 datasets, volunteer E has the largest difference in breathing patterns in phase 1 and phase 2, i.e. 65.7% of the frames in phase 2 are out of the breathing depth range covered by phase 1, as shown in Table 1 (referred to as out of range (OOR) rate). Due to the large breathing pattern variabil- ity presented in the two phases, the PSPCA method resulted in much worse performance on this dataset than other 4 datasets. As comparison, the proposed method significantly improved the performance on this dataset over the PSPCA method, and resulted in similar accuracies as other datasets. Fig. 2 shows a comparison of estimated motion using the two methods at the EI of a deep breathing cycle, which clearly demonstrates that the PSPCA method cannot recover breathing patterns that are not included in the training data, but the proposed method can accurately recover the motion purely based on dynamically acquired information. On the other hand, volunteer C and D have the smallest difference in breathing patterns, e.g. with OOR rate of 0% and 14.2%. On these two cases with less breathing pattern variability, the PSPCA method achieved its best performance among the 5 datasets, and the proposed method achieved very similar performance as the PSPCA method. On the other two datasets (A and B), moderate amount of breathing pattern variabilities are presented, and the proposed method shows obvious improvement over the PSPCA method.
