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Abstract
Shannon entropies of one- and two-electron atomic structure factors in the position and mo-
mentum representations are used to examine the behavior of the off-diagonal elements of density
matrices with respect to the uncertainty principle and to analyze the effects of electron correlation
on off-diagonal order. We show that electron correlation induces off-diagonal order in position
space which is characterized by larger entropic values. Electron correlation in momentum space is
characterized by smaller entropic values as information is forced into regions closer to the diagonal.
Related off-diagonal correlation functions are also discussed.
∗ Present address: Instituto de Ciencias Nucleares, Universidad Nacional Auto´noma de Me´xico, D.F., 04510
Me´xico.
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I. INTRODUCTION
A fundamental difference between classical and quantum mechanics is the appearance of
the wave-particle duality in the latter. The usual language used to distinguish between the
two is that of decoherence-coherence with the former implying a transition to the classical
regime. In atomic structure studies, the terminology used is that of electronic localization-
delocalization, normally employed in the description of electronic charge densities, in the
position or momentum representations. It is thought that the extent of this localization-
delocalization behavior is due in part to the effects of electron correlation. These quantum
effects manifest themselves in a variety of physical phenomena such as atomic shell structure,
chemical binding and reactivity, and superconductivity in condensed matter systems.
The wave-particle duality in quantum mechanics finds it expression in the Heisenberg
uncertainty principle, i.e. it is impossible to localize the position of an electron without
delocalizing its momentum. There are various formulations of the uncertainty principle but
the one which will interest us here is the information theoretic one at the one-electron level
[1, 2, 3],
0 ≤ 3(1 + ln pi) ≤ Suρ + S
u
pi = S
u
t . (1)
In the above, Suρ and S
u
pi are the unity-normalized one-electron Shannon entropies in position
and momentum space respectively, defined as
Suρ = −
∫
ρ(r)
N
ln
[
ρ(r)
N
]
dr (2)
Supi = −
∫
pi(p)
N
ln
[
pi(p)
N
]
dp. (3)
ρ(r) and pi(p) are the one-electron charge and momentum densities, and both pi(p) and ρ(r)
are normalized to N, the number of electrons in the system. These densities provide the
local information about the system at the one-electron level in each space.
The spin-free one-electron reduced density matrix is defined in terms of the full N-order
density matrix [4] in position space as
γ(r1; r1
′) = N
∫
Ψ(x1, · · · ,xN)Ψ
∗(x′1, · · · ,xN)δ(σ1 − σ
′
1)dσ1dσ
′
1dx2 · · · dxN (4)
and in momentum space as
γˆ(p1;p1
′) = N
∫
Φ(y1, · · · ,yN)Φ
∗(y′1, · · · ,yN)δ(σ1 − σ
′
1)dσ1dσ
′
1dy2 · · · dyN , (5)
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where Ψ and Φ are the N-electron wavefunctions in position and momentum space. Com-
bined space-spin co-ordinates, xi = (ri, σi), and momentum-spin co-ordinates, yi = (pi, σi),
are used.
The two representations are connected by a Dirac-Fourier transformation
γˆ(p;p′) = (2pi)−3
∫
γ(r; r′) exp[−i(p · r− p′ · r′)]drdr′. (6)
The one-electron densities in each space are the diagonal elements of the one-electron reduced
density matrices (r1 = r1
′ and p1 = p1
′) , i.e. ρ(r) = γ(r1; r1) and pi(p) = γˆ(p1;p1). The
off-diagonal elements, r1 6= r1
′ and p1 6= p1
′, from the quantum superposition principle,
contain information about the non-local or quantum behaviour of the system.
There is also an information theoretic two-electron uncertainty relationship [3]
0 ≤ 6(1 + ln pi) ≤ SuΓ + S
u
Π = S
u
T , (7)
where SuΓ and S
u
Π are unity-normalized two-electron Shannon entropies in the respective
spaces, defined as
SuΓ = −
∫
Γ(r1, r2)
N(N − 1)
ln
[
Γ(r1, r2)
N(N − 1)
]
dr1dr2, (8)
SuΠ = −
∫
Π(p1,p2)
N(N − 1)
ln
[
Π(p1,p2)
N(N − 1)
]
dp1dp2. (9)
Γ(r1, r2) and Π(p1,p2) are the spinless two-electron densities, in position and momentum
space respectively, normalized to N(N−1). These densities are the diagonal elements of the
spin-free two-electron reduced density matrices, Γ(r1, r2) = Γ(r1, r2; r1, r2) and Π(p1,p2) =
Π(p1,p2;p1,p2), where
Γ(r1, r2; r
′
1, r
′
2) = N(N − 1)
∫
Ψ(x1,x2, · · · ,xN)Ψ
∗(x′1,x
′
2, · · · ,xN)
δ(σ1 − σ
′
1)δ(σ2 − σ
′
2)dσ1dσ2dσ
′
1dσ
′
2dx3 · · · dxN (10)
Π(p1,p2;p
′
1,p
′
2) = N(N − 1)
∫
Φ(y1,y2, · · · ,yN)Φ
∗(y′1,y
′
2, · · · ,yN)
δ(σ1 − σ
′
1)δ(σ2 − σ
′
2)dσ1dσ2dσ
′
1dσ
′
2dy3 · · · dyN . (11)
The off-diagonal elements of the two-electron reduced density matrix in each space (r1 6=
r′1, r2 6= r
′
2 and p1 6= p
′
1,p2 6= p
′
2) supplies information about the non-local behavior at the
two-electron level. It is natural to examine these regions of the two-electron reduced density
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matrices if one is interested in examining how the quantum nature of an electronic system
is determined or governed by electron correlation. One can appreciate that although the
information is encoded in the one- and two- electron density matrices, it is not an easy task
to extract it since these quantities are six and twelve dimensional respectively, in nature.
The localization-delocalization phenomenon, and its consequences, has been investigated
at the one-electron level by studying Sρ and Spi in atomic and molecular systems upon varying
the molecular geometry [5] or basis set in an isoelectronic series [6, 7], and in the progress
of a chemical reaction [8]. The entropy sum, Sρ + Spi, has been proposed as a measure of
electron correlation [9], and has been examined in confined systems [10]. This sum and its
components have been considered with regard to the complexity in atomic systems [11]. Sρ
has been reported to be discontinuous in the helium isoelectronic series [12], and the finite
size scaling of the Shannon entropy has been discussed [13]. At the two-electron level, SΓ
and SΠ have been analyzed in atomic systems [3, 14, 15, 16]. Mutual information in both
spaces, defined as, Ir = 2Sρ − SΓ and Ip = 2Spi − SΠ, have been used to study electron
correlation and localization [15, 16]. Atomic shells and electron localization in momentum
space have also been examined [17].
It was suggested [16] that the entropic uncertainty relationships [Eqs.(1) and (7)] can be
interpreted as measures of local and non-local information and that delocalization of the
density in a particular representation, due to electron correlation effects, should translate
into significant contributions from the off-diagonal elements. If this concept could be made
more precise, one would be able to examine the restrictions imposed by the uncertainty
principle, and the effects of electron correlation, on the off-diagonal elements. This would
provide us with conceptual information on how electron correlation influences the quantum
properties of an electronic system.
A. Structure Factors
Atomic structure factors are well known quantities and have been studied intensively over
the years in position space [19, 20, 21, 22] and in momentum space [20, 23, 24]. In momentum
space, they are also known as reciprocal forms factors or internally folded densities [23].
The spherically averaged quantities are defined in terms of the one-electron reduced den-
4
sity matrices as
F (k) = (4pi)−1
∫
γˆ(p;p+ k)dpdΩk (12)
B(s) = (4pi)−1
∫
γ(r; r+ s)drdΩs, (13)
or by use of the Fourier convolution theorem, they can be related to the Fourier components
of the respective densities,
F (k) = (4pi)−1
∫
ρ(r)eik·rdrdΩk = 4pi
∫
ρ(r)j0(kr)r
2dr (14)
B(s) = (4pi)−1
∫
pi(p)e−is·pdpdΩs = 4pi
∫
pi(p)j0(sp)p
2dr. (15)
j0 is the zero-order spherical Bessel function and the last equality in the previous two equa-
tions is due to the spherical symmetry of the system. F(k) is obtainable from elastic scat-
tering experiments while B(s) can be determined from Compton profiles.
F(k) and B(s) are also known as autocorrelation functions from Fourier transform theory,
and the normalization F(0)=B(0)=N is normally used. We emphasize that autocorrelation
is distinct from electron correlation. One question, which we will address, is: How does
electron correlation influence or impact upon the autocorrelation? These quantities provide
information about the (integrated) off-diagonal elements as a function of the distance from
the diagonal, and hence the quantum behavior in each representation. Another interpreta-
tion is that they are contracted forms of the one-electron reduced density matrix [18]. For
example, one would expect that a more rapidly decaying B(s) curve would be associated
with a more classical behavior, i.e. there are smaller contributions from the off-diagonal
regions at larger s. The local behavior of the F(k) curve in atomic systems has been studied
along with its Laplacian, ∇2F(k) [19, 21]. The behaviors of B(s) [23, 24, 25] and ∇2B(s)
[25] have also been reported.
The shape of the F(k) and B(s) curves may also be interpreted as the range of the
electrons in each space. A sharply decaying curve corresponds to a smaller range while a
flatter curve to a larger range, i.e. a larger range corresponds to a larger spatial extension
of the curve. Related to this is the concept of localization-delocalization since a more
localized system would involve an autocorrelation function which decays more rapidly while
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a delocalized system would correspond to a slowly decaying autocorrelation function, i.e.
significant contributions to the off-diagonal elements of the density matrices. Such a situation
is identified with the concept of off-diagonal long range order which can be described as
γ(r; r+ s) 6= 0 for |s| large [26]. We note that off-diagonal long range order in one- and two-
particle density matrices has been linked to phenomena such as Bose-Einstein condensation
and superconductivity.
The question is now: Could one quantify the extent of this order, by a simple numerical
measure, and hence make its meaning more precise? The word order leads us to consider
the F(k) and B(s) distributions, from which one may use information theory and define
entropic quantities to measure the global order or structure inherent in these distributions.
That is, we study the structure or order in the distributions, whose independent variables, k
and s, contain the quantum properties of the system. We remark that information theory is
not the only tool available to study the structure in a distribution. One can think of others,
e.g. variance measures, which may serve the same purpose.
The Shannon entropy in information theory [27] [defined for the electronic one-electron
densities in Eqs. (2) and (3)] is a measure of the structure or uncertainty in the underlying
density and hence its use in the entropic uncertainty relationship in Eq. (1). Another
interpretation is that it measures the spread, or in other words, the range of the distribution.
More structured or ordered densities are associated with smaller values of the entropy while
larger values with flatter, less-ordered densities. In this context, we emphasize that long
range order would be equated with disorder in the information theoretic framework and
larger entropic values.
We thus define the entropic quantities SF and SB,
SF = −4pi
∫
F u(k) lnF u(k)k2dk (16)
SB = −4pi
∫
Bu(s) lnBu(s)s2ds (17)
as measures of the order-disorder in the F(k) and B(s) curves, for F(k) and B(s)≥ 0. We will
remark on this restriction later on in the paper. Long range order (slowly decaying curves)
should be associated with larger values of SF and SB while smaller values with the emergence
of a more classical behavior. These quantities may also be interpreted as a measure of the
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width of the autocorrelation functions. We use unity-normalized distributions throughout,
4pi
∫
F u(k)k2dk = 4pi
∫
Bu(s)s2ds = 1. (18)
The purpose of this paper is to quantify and to examine the order present in the off-
diagonal elements of density matrices, by definition and study of the Shannon entropies of
atomic structure factors, in position and in momentum space. We are interested in how
the uncertainty principle governs the behavior of the off-diagonal elements and the effects
of electron correlation on the off-diagonal order. We use as our test systems hydrogenic and
helium ground state isoelectronic series. Atomic units are used throughout the paper.
II. RESULTS AND DISCUSSION
A. Hydrogenic systems
We begin the discussion by examining hydrogenic systems, in part to illustrate the con-
cepts outlined in the introduction. For these systems, F(k) and B(s) [28] take the forms
F (k) =
16Z4
(4Z2 + k2)2
B(s) = e−Zs(1 + Zs+
Z2s2
3
) (19)
where Z is the nuclear charge, from which
SF = 2(1 + ln pi) + 7 ln 2 + 3 lnZ (20)
and
SB = 2(1 +
ln pi
2
) + 6 ln 2− 3 lnZ + c. (21)
The value of c is ≈ 0.0368 and is due in part to the dependence of the expression on
the exponential integral. Considering Eqs. (20) and (21), one can appreciate that the Z-
dependence on summing them would cancel and would thus be constant throughout the
hydrogenic series.
We present in Figs. 1 and 2, plots of F(k) and B(s) for some members of the hydrogenic
series to illustrate some points. One notes that increasing the nuclear charge makes B(s)
more structured, or it decays more rapidly. Thus, the off-diagonal elements of the density
matrix are being supressed with larger Z. On the other hand, F(k) decays more slowly
with increasing Z and one may say that the off-diagonal elements of the density matrix
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are thus more significant in the momentum representation, with larger Z. In the literature,
one encounters such results described by the terminology coherence and decoherence, espe-
cially when applied to optical systems. Decoherence, in this context, is characterized by a
more sharply decaying distribution and accompanied by a suppression of the off-diagonal
elements. In the limit, as Z →∞, this decay becomes extreme. One should also notice the
complementary behavior, i.e. more structured in one space corresponds to less structured
in the other.
We now assimilate the structure, or decay characteristics of these curves, into a single
global measure, by calculating their entropies defined in Eqs. (16) and (17). We plot in Fig.
3, SF and SB for the members of the hydrogenic series. One observes that SB diminishes
with Z (more ordered or structured) while SF increases (less ordered). This behavior reflects
the nature of the curves in Figs. 1 and 2. Note also the inverse behavior between SF and
SB, that is, between the momentum and position space representations.
The result that the sum SF + SB is a constant for the entire hydrogenic series reflects
a certain symmetry between SF and SB values. With increasing Z, the B(s) curves are
localized to the same extent that the F(k) curves are delocalized. A constant entropy sum
for the densities has also been observed in the hydrogenic series [9], whose value is less than
the entropy sum of the structure factors.
It is also instructive to compare these results with those for the ground state of the
one-dimensional harmonic oscillator. In such one-dimensional systems, F(k) and B(s) are
F (k) = e−
k
2
4ω B(s) = e−
s
2
ω
4 (22)
where ω is the frequency of oscillation. The corresponding unity-normalized entropies are
SF =
1
2
(1 + ln pi) + ln 2 +
1
2
lnω, SB =
1
2
(1 + ln pi) + ln 2−
1
2
lnω. (23)
Thus the entropy sum of the structure factors in these systems is also independent of the
potential. Its value, (1 + ln pi) + 2 ln 2, can be compared and contrasted to the entropy sum
of the densities, (1 + ln pi) [1, 2].
The additional term, 2 ln 2, in the entropy sum of the structure factors, is due to the
differences in the normalization constants of the densities and the structure factors. The
harmonic oscillator wave function corresponds to the minimum uncertainty one, that is,
the lower bound of the uncertainty relationship for the Shannon entropies of the densities.
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Thus atomic systems with Coulomb-type potentials have entropy sums larger than the lower
bound of the three-dimensional oscillator [3, 29]. On comparing the entropy sum of structure
factors in the hydrogenic case to that of the (three-dimensional) harmonic oscillator, one
observes that the hydrogenic value is also larger than that of the oscillator. This suggests
that the entropy sum of structure factors for the oscillator forms the lower bound for all
systems.
B. Interacting systems: The helium isoelectronic series
We next consider the impact of electron correlation by examining members of the helium
isoelectronic series. Simple model wave functions may be written for the ground states of
these singlet systems as
ΨS(r1, r2) = CN(e
−Z1r1e−Z2r2 + e−Z2r1e−Z1r2), (24)
where CN is the normalization constant and Z1 and Z2 are variational parameters. F(k) and
B(s) were calculated by spherical Bessel transforming the respective charge and momentum
densities. SF and SB were calculated by numerical integration. In this series, the nuclear
charge can be thought of as the parameter which controls the electron correlation. The
model wave functions in an isoelectronic series provide a systematic manner of varying the
effects of electron correlation. As Z increases, Z1 → Z2 → Z and the correlation decreases
in a monotonic manner. Thus, the more highly correlated members of the series are those
with smaller Z. Electron correlation in this model is purely Coulombic since the spatial part
of the wave functions is symmetric.
One can also envisage non-interacting (NI) reference systems by setting Z1 = Z2 = Z in
the above. Such hydrogen-like systems would possess no electron correlation or interaction
between electrons and would be a convenient reference from which one could gauge the
effects of correlation on the studied properties.
We present in Figs. 4 and 5 plots of B(s) and F(k) for the helium series. One finds that
the B(s) curve corresponding to the helium member, the most correlated one, is the most
diffuse one. With larger Z, the curve decays more sharply as the electron correlation is
turned off. The corresponding NI curve for helium decays more sharply than the interacting
one. Thus, the effect of electron correlation is to make the B(s) more diffuse. Correlation, in
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position space, is accompanied by more significant contributions to the off-diagonal elements,
or delocalization of the Fourier components of the momentum density.
The case of F(k) is opposite to that of B(s). The highly correlated (Z=2) member is
characterized by the most localized curve. As Z increases, the F(k) curve becomes more
delocalized or flatter. On comparison to the NI curve, the effect of correlation is to make the
F(k) curve more localized or abruptly decaying. That is, correlation in momentum space
decreases the contributions from the off-diagonal elements, i.e localization of the Fourier
components of the charge density. One may say that correlation in momentum space forces
information closer to the diagonal part of the density matrix, i.e. the momentum density.
The effects of electron correlation on both B(s) and F(k) [20], and on F(k) [22], have been
studied in the lithium isoelectronic series.
Next, we show in Fig. 6 the behavior of SF and SB in the He series. SF increases with
Z while SB decreases, showing a complementary-type relationship between the two. The
most highly correlated system (Z=2) exhibits the most long-range order (largest entropy)
in position space and the smallest in momentum space.
In Fig. 7 we plot SF+SB and also include the sum for hydrogenic systems which cor-
responds to the non-interacting systems. The most striking observation is that the curve
for the He series is not a constant, as in the case for non-interacting systems. The effect of
correlation thus breaks the symmetry between the increase in the SF values and the decrease
in the SB ones as witnessed in the non-interacting (hydrogenic) systems.
One may also obtain a measure of the effect of electron correlation by defining
∆SF = SF − S
H
F ∆SB = SB − S
H
B (25)
where the superscript H denotes the hydrogenlike value. Our results for all the studied
members of the He series show that ∆SB > 0 while ∆SF < 0 and approach zero from
above(below) as Z increases. Electron correlation induces a flattening of the B(s) curves
and a contraction of the F(k) curves. Thus, electron correlation can be thought of as a
coherent phenomena (larger autocorrelation for larger values of s) in r-space, while it is a
decoherent one in p-space, forcing the information into regions closer to the diagonal.
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C. Two-electron atomic structure factors
One can also consider two-electron structure factors [23] whose spherical averages are
defined as
F (k1, k2) = (4pi)
−2
∫
Π(p1,p2;p1 + k1,p2 + k2)dp1dp2dΩk1dΩk2
= (4pi)−2
∫
Γ(r1, r2)e
i[k1·r1+k2·r2]dr1dr2dΩk1dΩk2 (26)
and
B(s1, s2) = (4pi)
−2
∫
Γ(r1, r2; r1 + s1, r2 + s2)dr1dr2dΩs1dΩs2
= (4pi)−2
∫
Π(p1,p2)e
−i[s1·p1+s2·p2]dp1dp2dΩs1dΩs2. (27)
Equivalently,
F (k1, k2) = (4pi)
2
∫
H(r1, k2)r
2
1j0(k1r1)dr1, H(r1, k2) =
∫
Γ(r1, r2)r
2
2j0(k2r2)dr2 (28)
B(s1, s2) = (4pi)
2
∫
K(p1, s2)p
2
1j0(s1p1)dp1, K(p1, s2) =
∫
Π(p1, p2)p
2
2j0(s2p2)dp2. (29)
These quantities are two-electron autocorrelation functions and provide information
about the range as a function of two electrons. The usual normalization is that
F (0, 0)=B(0, 0)=
(
N
2
)
. Electron correlation effects on the quantum properties, or range,
would be contained in the correlation between the Fourier components of the respective
densities, that is, between k1 and k2, and s1 and s2. To our knowledge, the behavior of
atomic two-electron autocorrelation functions has not been studied in the literature.
We show their behavior in Figs. 8 and 9 for the helium atom. Note that the information
in the two-electron density matrix of this system resides in regions relatively close to the
diagonal, i.e. B(s1,s2) and F(k1,k2) are small for s1,s2 and k1,k2 not very large. The same
general trends that were observed at the one-electron level are present. That is, F(k1,k2)
decays more slowly than B(s1,s2). With increasing Z, B(s1,s2) decays more abruptly while
F(k1,k2) decays more slowly. This is illustrated with Be
+2 in Figs. 10 and 11.
Entropies for these distributions are defined as
S2F = −(4pi)
2
∫
k21k
2
2F
u(k1, k2) lnF
u(k1, k2)dk1dk2 (30)
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S2B = −(4pi)
2
∫
s21s
2
2B
u(s1, s2) lnB
u(s1, s2)ds1ds2 (31)
where the two-electron structure factors are normalized to unity,
(4pi)2
∫
F u(k1, k2)k
2
1k
2
2dk1dk2 = (4pi)
2
∫
Bu(s1, s2)s
2
1s
2
2ds1ds2 = 1. (32)
These two-electron entropies provide a measure of the decay in the underlying distributions.
Two-electron structure factors were calculated from Eqns. (28) and (29) and their respective
entropies from numerical integration of Eqns. (30) and (31).
One should also consider that in applying the definitions of the one- and two-electron
entropies of structure factors, the presence of the logarithm demands that the underlying
distributions be positive definite if one wishes the values of the entropies to be real numbers.
We numerically verified this to be true for the studied systems. There are however, some
atomic systems, which have negative regions in their B(s) plots [24] at the Hartree-Fock level
of calculation. In such instances, one would have to employ other measures of the spread of
a distribution, or re-define the distributions to be positive.
We plot in Fig. 12 S2F and S
2
B where the same general trends as those at the one-electron
level are observed: S2F increases (disordered) and S
2
B decreases (ordered) with increasing Z.
In Fig. 13, we plot the sum, S2F + S
2
B, along with the values for the corresponding non-
interacting systems, 2(SHF +S
H
B ). One can see that the difference between the two is largest
for the most correlated (Z=2) member. The quantities S2B − 2S
H
B and S
2
F − 2S
H
F may be
used as measures of how the range of the electrons is affected by the presence of Coulomb
interactions between them. Our results yielded that S2B − 2S
H
B > 0 and S
2
F − 2S
H
F < 0 for
all the studied members and approach zero as Z increases. Correlation is accompanied by
delocalization in r-space and localization in p-space.
D. Information Distances
One may also ask the question: How does electron correlation affect the correlation among
the off-diagonal elements of the two-electron density matrix? Another way of phrasing the
question is: How are the quantum properties of one electron correlated with those of the
12
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FIG. 1: Plot of F(k) for some members of the hydrogenic series: Z=2 (solid, red), Z=3 (dash,
green), Z=4 (dot, blue).
other electron? We examine this question by defining information distances
IF = (4pi)
2
∫
F u(k1, k2) ln
[
F u(k1, k2)
F u(k1)F u(k2)
]
k21k
2
2dk1dk2 = 2SF − S
2
F ≥ 0 (33)
IB = (4pi)
2
∫
Bu(s1, s2) ln
[
Bu(s1, s2)
Bu(s1)Bu(s2)
]
s21s
2
2ds1ds2 = 2SB − S
2
B ≥ 0, (34)
which as off-diagonal correlation functions, provide one measure of the correlation between
the variables k1,k2 and s1,s2. Larger values imply more correlation between the variables.
These distances are measures of the interdependence or quantum interference effects that
exist between two electrons in the system.
We show the behavior of IF and IB for the helium series in Fig. 14. One discovers that
their behavior is similar, but that IB > IF , i.e. there is more interference between electrons
in position space than in momentum space. Also, the Z=2 member possesses the largest
correlation between variables which agrees with the argument that electron correlation is
largest for this system. Another interpretation is that the largest correlation between vari-
ables in r-space, which may be taken as the extent of pairing between electrons, corresponds
to the system with the largest entropy, or that with the most off-diagonal order.
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FIG. 2: Plot of B(s) for some members of the hydrogenic series: Z=2 (solid, red), Z=3 (dash,
green), Z=4 (dot, blue).
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FIG. 3: SF (x’s) and SB (pluses) for some members of the hydrogenic series 1 ≤ Z ≤ 30.
III. CONCLUSIONS
Shannon entropies of one- and two-electron atomic structure factors are used to examine
off-diagonal order in one- and two-electron density matrices, in position and momentum
space. The relationship between this order, the behavior of the structure factors and their
entropies, and the uncertainty principle, is scrutinized in hydrogenic and helium-like systems.
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FIG. 4: Plot of B(s) for some members of the helium series: Z=2 (solid, red), NI(Z=2) (dash,green),
Z=3 (dot, blue), Z=4 (dash-dot, magenta).
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FIG. 5: Plot of F(k) for some members of the helium series: Z=2 (solid, red), NI(Z=2) (dash,
green), Z=3 (dot, blue), Z=4 (dash-dot, magenta).
We show that the Shannon entropies of the structure factors obey a complementary-type
relationship. We find that their sum is a constant in the ground state hydrogenic series
and harmonic oscillator. That is, increasing order in the r-space structure factor is matched
by an equivalent disorder in the p-space one. These quantities are then studied in the
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FIG. 6: SF (x’s) and SB (pluses) for some members of the helium series.
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FIG. 7: SF + SB for interacting (pluses) and non-interacting (x’s) members of the helium series.
helium isoelectronic series to examine the effects of electron correlation. We observe that
electron correlation induces a broadening in the r-space structure factor and a more sharply
decaying p-space structure factor. This translates into the result that electron correlation
causes a larger r-space entropy and a smaller p-space one. The interpretation of this is
that electron correlation forces information into the off-diagonal elements of the one-particle
density matrix in r-space, i.e. more off-diagonal order, while it forces information into regions
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FIG. 8: Plot of F(k1,k2) for the helium atom.
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FIG. 9: Plot of B(s1,s2) for the helium atom.
closer to the diagonal in p-space. However, distinct from the hydrogenic case, the sum of
the two entropies is not a constant as the symmetry between the increase and decrease is
broken. This same type of behavior is also present for the two-electron structure factor
entropies. The correlations between the variables, k1 and k2, s1 and s2, which carry the
information about the quantum interference, is studied from information distances. We
notice that this correlation between variables is largest for the helium member. It is also
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FIG. 10: Plot of F(k1,k2) for the Z = 4 member of the helium series.
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FIG. 11: Plot of B(s1,s2) for the Z = 4 member of the helium series.
the largest between s1 and s2 which corresponds to the off-diagonal behavior in the position
space representation.
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FIG. 12: S2F (x’s) and S
2
B (pluses) for the helium series.
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FIG. 13: S2F + S
2
B for interacting (pluses) and non-interacting (x’s) members of the helium series.
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FIG. 14: IF (x’s) and IB(pluses) for the helium series.
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