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Un protocole auto-stabilisant est par nature tole´rant aux fautes transitoires (i.e. de dure´e finie). Ces dernie`res anne´es ont
vu apparaıˆtre une nouvelle classe de protocoles qui, en plus d’eˆtre auto-stabilisants, tole`rent un nombre limite´ de fautes
permanentes. Dans cet article, nous nous inte´ressons aux protocoles auto-stabilisants tole´rant des fautes permanentes
tre`s se´ve`res : les fautes byzantines. Nous montrons que, pour certains proble`mes n’admettant pas de solution strictement
stabilisante ([NA02]), il existe toutefois des solutions tole´rant des fautes byzantines si nous de´finissons un crite`re de
tole´rance moins contraignant.
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1 Introduction
Le de´veloppement des syste`mes distribue´s a` grande e´chelle a de´montre´ que la tole´rance aux diffe´rents
types de fautes doit eˆtre incluse dans les premie`res e´tapes du de´veloppement d’un tel syste`me. L’auto-
stabilisation permet de tole´rer des fautes transitoires tandis que la tole´rance aux fautes traditionnelle permet
de masquer l’effet de fautes permanentes. Il est alors naturel de s’inte´resser a` des syste`mes qui regroupe-
raient ces deux formes de tole´rance. Cet article s’inscrit dans cette voie de recherche.
Auto-stabilisation Dans cet article, nous conside´rons un syste`me distribue´ asynchrone anonyme, i.e. un
graphe non oriente´ connexe G ou` les sommets repre´sentent les processus et les areˆtes repre´sentent les liens
de communication. Deux processus u et v sont voisins si l’areˆte (u,v) existe dans G. Les variables d’un pro-
cessus de´finissent son e´tat. L’ensemble des e´tats des processus du syste`me a` un instant donne´ forme la confi-
guration du syste`me. Nous souhaitons re´soudre une classe particulie`re de proble`mes sur ce syste`me : les
proble`mes statiques (i.e. les proble`mes ou` le syste`me doit atteindre un e´tat donne´ et y rester). Par exemple,
la construction d’arbre couvrant est un proble`me statique. De plus, nous conside´rons des proble`mes pou-
vant eˆtre spe´cifie´s de manie`re locale (i.e. il existe, pour chaque processus v, un pre´dicat spec(v) qui est vrai
lorsque la configuration locale de v est conforme au proble`me). Les variables apparaissant dans spec(v)
sont appele´es variables de sortie ou S-variables.
Un syste`me auto-stabilisant ([Dij74]) est un syste`me atteignant en un temps fini une configuration le´gitime
(i.e. spec(v) est vraie pour tout v) inde´pendament de la configuration initiale. Une fois cette configuration
le´gitime atteinte, tout processus v ve´rifie spec(v) pour le restant de l’exe´cution (et donc, dans le cas d’un
proble`me statique, le syste`me ne modifie plus ses S-variables). Par de´finition, un tel syste`me peut tole´rer
un nombre arbitraire de fautes transitoires, i.e. des fautes de dure´e finie (la configuration initiale arbitraire
mode´lisant le re´sultat de ces fautes). Cependant, la stabilisation du syste`me n’est en ge´ne´ral garantie que si
tous les processus exe´cutent correctement leur protocole.
Stabilisation stricte Si certains processus exhibent un comportement byzantin (i.e. ont un comportement
arbitraire, et donc potentiellement malicieux), ils peuvent perturber le syste`me au point que certains proces-
sus corrects ne ve´rifient jamais spec(v). Pour ge´rer ce type de fautes, [NA02] de´finit un protocole strictement
stabilisant comme un protocole auto-stabilisant tole´rant des fautes byzantines permanentes. Pour en donner
une de´finition formelle (dans le cas des proble`mes statiques), nous devons introduire quelques notations et
de´finitions.
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Nous prenons comme mode`le de calcul le mode`le a` e´tats : Les variables des processus sont partage´es :
chaque processus a un acce`s direct en lecture aux variables de ses voisins. En une e´tape atomique, chaque
processus peut lire son e´tat et ceux de ses voisins et modifier son propre e´tat. Un protocole est constitue´
d’un ensemble de re`gles de la forme < garde >−→< action >. La garde est un pre´dicat sur l’e´tat du
processus et de ses voisins tandis que l’action est une se´quence d’instructions modifiant l’e´tat du processus.
A chaque e´tape, chaque processus e´value ses gardes. Il est dit activable si l’une d’elles est vraie. Il est alors
autorise´ a` exe´cuter son action correspondante. Les exe´cutions du syste`me (se´quences d’e´tapes) sont ge´re´es
par un ordonnanceur : a` chaque e´tape, il se´lectionne au moins un processus activable pour que celui-ci
exe´cute sa re`gle. Cet ordonnanceur permet de mode´liser l’asynchronisme du syste`me. La seule hypothe`se
que nous faisons sur l’ordonnancement est qu’il est faiblement e´quitable, i.e. qu’aucun processus ne peut
rester infiniment longtemps activable sans eˆtre choisi par l’ordonnanceur.
De´finition 1 Un processus correct est c-correct s’il est situe´ a` au moins c sauts du byzantin le plus proche.
De´finition 2 Une configuration ρ est (c, f )-contenue pour spec si, e´tant donne´ au plus f byzantins, tout
processus c-correct v ve´rifie spec(v) et ne modifie pas ses S-variables dans toute exe´cution issue de ρ.
Le parame`tre c de la de´finition 2 fait re´fe´rence au rayon de confinement de´fini dans [NA02]. Le parame`tre
f fait re´fe´rence au nombre de byzantins alors que [NA02] traite d’un nombre non borne´ de byzantins.
De´finition 3 Un protocole est (c, f )-strictement stabilisant pour spec si, e´tant donne´ au plus f byzantins,
toute exe´cution (issue d’une configuration arbitraire) contient une configuration (c, f )-contenue pour spec.
Une limite importante du mode`le de tole´rance de [NA02] est la notion de spe´cification r-restrictive.
Intuitivement, il s’agit d’une spe´cification interdisant des combinaisons d’e´tats de deux processus dis-
tants de r sauts l’un de l’autre. Un re´sultat important de [NA02] est le suivant : s’il existe une solution
(c, f )-strictement stabilisante a` un proble`me admettant une spe´cification r-restrictive alors c≥ r. Pour cer-
tains proble`mes, dont la construction d’arbre couvrant, on peut montrer que r ne peut pas eˆtre borne´. En
conse´quence, il n’existe pas de solution (c, f )-strictement stabilisante pour tout rayon de confinement c
pour le proble`me de la construction d’un arbre couvrant.
Stabilisation forte Pour contourner de tels re´sultats d’impossibilite´, nous de´finissons ici un mode`le de
tole´rance plus faible : la stabilisation forte ([MT06]). Intuitivement, nous affaiblissons les contraintes rela-
tives au rayon de confinement. En effet, nous autorisons certains processus a` l’exte´rieur de ce rayon a` ne pas
respecter la spe´cification en raison des byzantins. Cependant, ces perturbations sont limite´es dans le temps :
les processus ne peuvent eˆtre perturbe´s par les byzantins qu’un nombre fini de fois et toujours pendant un
temps limite´ meˆme si les byzantins agissent infiniment longtemps. En voici la de´finition formelle dans le
cas des proble`mes statiques.
De´finition 4 Une configuration est c-le´gitime pour spec si tout processus c-correct v ve´rifie spec(v).
De´finition 5 Une configuration est c-stable si tout processus c-correct ne modifie pas ses S-variables tant
que les byzantins n’effectuent aucune action.
De´finition 6 Une portion d’exe´cution e = ρ0,ρ1, . . . ,ρt (t > 1) est une c-perturbation si : (1) e est finie, (2)
e contient au moins une action d’un processus c-correct modifiant une S-variable, (3) ρ0 est c-le´gitime pour
spec et c-stable, et (4) ρt est la premie`re configuration c-le´gitime pour spec et c-stable apre`s ρ0.
De´finition 7 Une configuration ρ0 est (t,k,c, f )-temporellement contenue pour spec si, e´tant donne´ au
plus f byzantins : (1) ρ0 est c-le´gitime pour spec et c-stable, (2) toute exe´cution issue de ρ0 contient une
configuration c-le´gitime pour spec apre`s laquelle les S-variables de tout processus c-correct ne sont pas
modifie´es (meˆme si les byzantins exe´cutent une infinite´ d’actions), (3) toute exe´cution issue de ρ0 contient
au plus t c-perturbations, et (4) toute exe´cution issue de ρ0 contient au plus k modifications des S-variables
de chaque processus c-correct.
Remarquons qu’une configuration (t,k,c, f )-temporellement contenue est (c, f )-contenue si t = k = 0.
Le premier concept est donc une ge´ne´ralisation du second.
De´finition 8 Un protocole P est (t,c, f )-fortement stabilisant pour spec si, e´tant donne´ au plus f byzantins,
toute exe´cution (issue d’une configuration arbitraire) contient une configuration (t,k,c, f )-temporellement
contenue pour spec atteinte en au plus l unite´s de temps. l et k de´signent respectivement le temps de
stabilisation et le temps de perturbation de P .
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Par de´finition, un protocole fortement stabilisant est plus faible qu’un protocole strictement stabilisant
(car un processus en dehors du rayon de confinement peut subir l’influence des byzantins). Cependant, il
est plus puissant qu’un protocole auto-stabilisant (qui peut ne jamais stabiliser en pre´sence de byzantins).
Discussion Il existe une analogie entre la puissance respective de la (c, f )-stabilisation stricte et de la
(t,k,c, f )-stabilisation forte d’une part et l’auto-stabilisation et la pseudo-stabilisation d’autre part. Un pro-
tocole pseudo-stabilisant ([BGM93]) garantit que toute exe´cution (issue d’une configuration arbitraire) a
un suffixe qui ve´rifie la spe´cification. Cependant, il est possible qu’une exe´cution n’atteigne jamais une
configuration le´gitime a` partir de laquelle toute exe´cution ve´rifie la spe´cification. En effet, un protocole
pseudo-stabilisant peut se comporter suivant la spe´cification mais en ayant la possibilite´ de l’invalider dans
le futur. Un ordonnancement particulier peut empeˆcher un tel protocole d’avoir un comportement correct
pendant un temps arbitrairement long. Toutefois, un protocole pseudo-stabilisant peut eˆtre utile car un com-
portement correct est ultimement atteint. De manie`re similaire, toute exe´cution d’un protocole (t,k,c, f )-
fortement stabilisant a un suffixe tel que tout processus c-correct a un comportement correct. Cependant, ce
protocole peut ne jamais atteindre une configuration apre`s laquelle les byzantins ne peuvent plus perturber
les processus c-corrects. En effet, tous les processus c-corrects peuvent avoir un comportement correct pen-
dant un temps arbitrairement long tout en ayant la possibilite´ d’effectuer au plus k actions incorrectes (en
au plus t perturbations au niveau du syste`me). Une diffe´rence importante (mais subtile) est que les pertur-
bations d’un protocole fortement stabilisant sont duˆes uniquement aux byzantins alors que les invalidations
de spe´cification d’un protocole pseudo-stabilisant sont duˆes a` l’ordonnancement.
2 Construction d’arbre couvrant
Proble`me Dans cette section, nous nous inte´ressons au proble`me de la construction d’un arbre couvrant
du syste`me. Il s’agit d’un proble`me fondamental car il permet de mettre en œuvre de nombreux protocoles
de communication (par exemple, diffusion, routage par les plus courts chemins, etc.).
Nous conside´rons que le syste`me est semi-uniforme (il existe un processus r distingue´ comme la racine
de l’arbre a` construire). Chaque processus v dispose de deux S-variables : Pv et Hv qui de´signent respective-
ment le parent et la hauteur de v dans l’arbre en construction. Le but de la construction est que l’ensemble
des pointeurs Pv forme un arbre couvrant du syste`me enracine´ en r. Nous conside´rons un syste`me dans
lequel un certain nombre de processus peuvent eˆtre byzantins et donc exhiber un comportement arbitraire
(ces processus peuvent donc se comporter comme des nœuds internes de l’arbre ou encore comme le pro-
cessus racine). C’est pourquoi nous devons faire certaines hypothe`ses sur le syste`me. La premie`re est que le
processus r est toujours correct (il n’aura jamais de comportement byzantin). La seconde est que l’ensemble
des processus corrects reste toujours connecte´. En d’autres termes, les byzantins ne partitionnent jamais le
sous-syste`me des processus corrects.
Dans ces conditions, il est impossible, pour un processus correct, de distinguer la racine re´elle r d’un
byzantin se comportant comme une racine. Nous devons donc autoriser le syste`me a` construire une foreˆt
couvrante du syste`me (donc un ensemble d’arbres couvrant le syste`me) dans laquelle chaque racine est soit
r soit un byzantin. Voici la spe´cification formelle du proble`me que nous conside`rons dans cet article :
spec(v) :
{
(Pv =⊥)∧ (Hv = 0) si v est la racine r
(Pv ∈ Nv)∧ (Pv correct⇒Hv = HPv + 1) dans le cas contraire
Il est possible de remarquer que, dans le cas ou` aucun processus n’est byzantin et ou` tout processus v
ve´rifie spec(v), il existe un arbre couvrant du syste`me au sens “classique”. De plus, il faut noter que cette
spe´cification n’impose aucune contrainte sur l’arbre construit (arbre en largeur, degre´ des nœuds...).
Solution fortement stabilisante Dans la majorite´ des constructions d’arbre couvrant auto-stabilisantes,
chaque processus ve´rifie localement la cohe´rence de sa hauteur par rapport a` celle de ses voisins. Quand
il de´tecte une incohe´rence, il modifie sa variable parent pour choisir un “meilleur” voisin. Le crite`re de
qualite´ d’un voisin de´pend en re´alite´ de la proprie´te´ globale souhaite´e pour l’arbre. Lorsque que le syste`me
contient des processus byzantins, ceux-ci peuvent perturber un nombre non borne´ de processus en prenant
successivement des e´tats “meilleurs” et “pires” que leurs voisins. C’est pourquoi le protocole que nous
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Algorithme 1 C AF S : Construction d’arbre couvrant fortement stabilisante pour le processus v.
Constantes :
∆v le degre´ de v
Nv l’ensemble des voisins de v (pour k ∈ Nv, le nume´ro de canal de k est note´ ‖k‖)
S-variables :
Pv ∈ Nv∪{⊥} : parent de v
Hv ∈ N : hauteur de v
Re`gles :
(v = r)∧ ((Pv 6=⊥)∨ (Hv 6= 0))−→ Hv := 0; Pv :=⊥
(v 6= r)∧ ((Pv /∈ Nv)∨ (Hv 6= HPv +1)) −→ Pv := suivantv(Pv); Hv := HPv +1 ou` ‖suivantv(k)‖= (‖k‖+1) mod ∆v
proposons ici suit une autre approche. L’ide´e principale est de contourner ce genre de perturbations par
la strate´gie suivante : lorsqu’un processus de´tecte une incohe´rence locale, il ne choisit pas un “meilleur”
voisin mais choisit le voisin suivant son parent actuel selon un ordre cyclique sur ses voisins.
L’algorithme 1 pre´sente notre protocole de construction d’arbre couvrant fortement stabilisant C AF S
qui peut tole´rer un nombre arbitraire de byzantins (autres que la racine) tant que le sous ensemble des
processus corrects reste connexe. Son rayon de confinement est e´gal a` 0 ce qui est e´videment optimal.
Intuitivement, la correction de ce protocole repose sur les e´le´ments suivants. Premie`rement, tout proces-
sus correct v est activable si et seulement si spec(v) est faux. Cela signifie que toute configuration dans
laquelle aucun processus correct n’est activable est 0-le´gitime et 0-stable. Deuxie`mement, il faut remarquer
que toute exe´cution issue d’une configuration dans laquelle au moins un processus correct v ne ve´rifie pas
spec(v) atteint en un temps fini une configuration dans laquelle tout processus correct v ve´rifie spec(v). Pour
cela, il faut constater que la racine r fait au plus une action dans toute exe´cution. Ensuite, chaque voisin cor-
rect de r fait au plus 2∆ actions dans toute exe´cution ou` ∆ est le degre´ du syste`me (i.e. le degre´ maximal de
ses processus). Enfin, nous pouvons ge´ne´raliser ce raisonement et dire que tout processus correct v effectue
au plus O(∆δ) actions dans toute exe´cution ou` δ est la distance entre v et r dans le sous-syste`me des proces-
sus corrects. Ceci permet de de´duire que le syste`me atteindra toujours en un temps fini une configuration
dans laquelle tout processus correct v ve´rifie spec(v) (que ce soit en partant d’une configuration initiale ou
apre`s une action byzantine). Cela permet de conclure que le syste`me ne peut connaıˆtre qu’un nombre fini
de 0-pertubations, chacune ayant une dure´e finie. Le the´ore`me 1 re´sume les proprie´te´s de C AF S .
The´ore`me 1 Notons d le diame`tre du sous-syste`me constitue´ des processus corrects et f le nombre de
byzantins. Le protocole C AF S est un protocole (n∆d,0,n− 1)-fortement stabilisant pour la construction
d’arbre couvrant. Le temps de stabilisation de C AF S est en O((n− f )∆d) e´tapes (de processus corrects)
et le temps de perturbation de C AF S est ∆d .
3 Conclusion
Nous avons e´tudie´ la classe des protocoles auto-stabilisants tole´rant de plus des fautes byzantines per-
manentes. Cette classe contient les protocoles strictement stabilisants et fortement stabilisants. Par l’e´tude
du proble`me de la construction d’arbre couvrant, nous avons illustre´ le fait que les seconds permettent de
re´soudre un plus grand nombre de proble`mes que les premiers. En contrepartie, les proprie´te´s de tole´rance
atteintes sont plus faibles. Une voie de recherche future possible est la caracte´risation de la classe des
proble`mes admettant une solution fortement stabilisante mais pas de solution strictement stabilisante.
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