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ABSTRACT
Mixture of experts is a machine learning ensemble approach that consists of individual
models that are trained to be “experts” on subsets of the data, and a gating network
that provides weights to output a combination of the expert predictions. Mixture
of experts models do not currently see wide use due to difficulty in training diverse
experts and high computational requirements. This work presents modifications of the
mixture of experts formulation that use domain knowledge to improve training, and
incorporate parameter sharing among experts to reduce computational requirements.
First, this work presents an application of mixture of experts models for quality
robust visual recognition. First it is shown that human subjects outperform deep
neural networks on classification of distorted images, and then propose a model,
MixQualNet, that is more robust to distortions. The proposed model consists of
“experts” that are trained on a particular type of image distortion. The final output
of the model is a weighted sum of the expert models, where the weights are determined
by a separate gating network. The proposed model also incorporates weight sharing
to reduce the number of parameters, as well as increase performance.
Second, an application of mixture of experts to predict visual saliency is presented.
A computational saliency model attempts to predict where humans will look in an
image. In the proposed model, each expert network is trained to predict saliency
for a set of closely related images. The final saliency map is computed as a weighted
mixture of the expert networks’ outputs, with weights determined by a separate gating
network. The proposed model achieves better performance than several other visual
saliency models and a baseline non-mixture model.
Finally, this work introduces a saliency model that is a weighted mixture of mod-
els trained for different levels of saliency. Levels of saliency include high saliency,
which corresponds to regions where almost all subjects look, and low saliency, which
i
corresponds to regions where some, but not all subjects look. The weighted mixture
shows improved performance compared with baseline models because of the diversity
of the individual model predictions.
ii
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Chapter 1
INTRODUCTION
1.1 Motivation
Recently the field of deep learning has achieved state-of-the-art results in many
problem domains: image recognition [1], speech recognition [2], image synthesis [3],
artificially intelligent agents [4], among others. The success of deep learning can be
attributed to the layered representation of deep neural networks, the recent avail-
ability of large datasets, and the availability of high performing GPUs used to train
models.
However, deep neural networks are still far from perfect, and have been shown to
be inferior to humans on certain tasks [5, 6]. There are several avenues for improving
performance: optimization, network architecture design, regularization, etc. While
these fields are interesting and worth researching, in this thesis ensemble machine
learning models are considered that can take any existing network architecture and
optimization method and yield an ensemble model with improved performance.
The simplest ensemble algorithm is the averaging ensemble. In an averaging en-
semble, several deep neural networks are trained with different data subsets, or dif-
ferent random initializations, and the ensemble is the average of the output of these
different networks. Despite its simplicity, ensembling often yields noticeable perfor-
mance improvements compared with a single model. In fact, many methods that
win machine learning competitions (such as on Kaggle.com) incorporate some form
of ensembling.
Ensembles only give better performance if the constituent ensemble members have
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some degree of diversity in their predictions. If the ensemble members all predict the
same output, then the ensemble will yield no improvement. Given this, the mixture
of experts paradigm was proposed as an extension of the simple ensemble [7]. In
mixture of experts, the ensemble consists of several models that are “experts” over a
portion of the training data. A separate gating network decides to weight the experts
given an input data sample. This weighting can be thought of as assigning the sample
to some of the expert models. This is different than the vanilla averaging ensemble
approach where a subset of the data is randomly assigned to an ensemble member.
The mixture of experts actively decides which ensemble members to use for each data
point using the gating network.
Despite the early introduction of mixture of experts in the 1990s, it has seen little
use in modern deep networks until recently. This is likely because the “experts” and
gating network may be hard to learn, and the fact that the memory and computational
requirements of mixture of experts systems can be large. To address the first problem,
this work shows how domain knowledge can be used to explicitly define experts for
two example applications (saliency prediction and quality robust visual recognition).
To address the second problem this work incorporates weight sharing techniques to
alleviate the computational and memory requirements.
1.2 Contributions
This thesis presents experimental results that compare human and DNN classi-
fication performance on distorted stimuli. For blur and noise distortions it is found
that human subjects are more accurate at recognition than state-of-the-art neural
networks, even if the neural networks are fine-tuned on distorted images. Addition-
ally it is shown that humans still show greater classification performance on distorted
data when the display time is very low (100ms). These results show that more work
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is to be done to achieve performance on par with humans.
Furthermore, this thesis introduces a visual recognition model that is more robust
to blur and noise distortions than existing models. It is first shown that a deep neural
network model fine-tuned with distorted images works well for a particular distortion,
but not for a different type of distortion. It is difficult for a single model to adapt
to two different domains of distorted images. To address this, this work introduces
a mixture of experts based model that trains the experts for particular distortion
types. A gating network determines the weights to assign to the experts’ output for
a particular input image. The mixture performs better than any single model over
different distortion types. This work also introduces an inverted tree structure that
gives large computational savings while simultaneously increasing performance. In the
proposed inverted tree structure, early layers adapt to the effects of the distortions,
while later layers in the network can remain fixed for different distortion types.
This thesis also introduces a novel saliency model that uses a mixture of experts
formulation to predict different notions of saliency for images from different domains.
For example, the model can predict different saliency mechanisms for line drawing
or black and white images. Other existing models use a fixed saliency mechanism
regardless of the image domain. It is shown in experiments on several datasets that
the mixture of experts formulation leads to improved performance. Additionally,
weight sharing is introduced to reduce the number of parameters compared with a
vanilla mixture of experts model. The weights of early layers of the neural network
can be shared since these layers act as a feature extractor. Compared with the vanilla
mixture of experts model, domain knowledge (different image domains should induce
different saliency mechanisms) is used to train the gating network.
Finally, this thesis presents a different mixture of experts based model for saliency
prediction. This model does not attempt to solve the domain adaptation problem,
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but rather attempts to investigate training models for different notions of saliency.
Notions of saliency include high saliency, which corresponds to regions where almost
all subjects look, and low saliency, which corresponds to regions where a relatively
small number of subjects look. Multiple deep networks are trained to predict these
different notions of saliency. One can combine these networks into a larger mixture
model to predict general saliency. This approach could be combined with the previous
category based mixture of experts approach to yield a model that is both robust to
image category, and can predict different notions of saliency.
1.3 Organization
This thesis is organized as follows. Chapter 2 presents background in machine
learning and mixture of experts. Chapter 3 presents studies that show that humans
are able to better classify distorted images than deep neural networks. This gives
motivation to develop deep neural networks that can more robustly recognize distorted
images. Chapter 4 introduces a mixture of experts based model for quality robust
visual recognition. Next, Chapter 5 presents a mixture of experts based model for
saliency prediction. A modification of this approach to predict different notions of
saliency is presented in Chapter 6. Chapter 7 concludes this thesis and discusses
possible directions for future work.
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Chapter 2
BACKGROUND
This chapter presents background material that is useful for understanding the
work described in subsequent chapters of this thesis. First basic machine learning al-
gorithms is introduced. Next modern deep networks are described. Finally, ensemble
methods for improving the performance of single models is presented.
2.1 Machine Learning Basics
The focus here is on supervised machine learning algorithms, although many algo-
rithms exist which can learn functions from unlabeled data. In supervised learning,
there is input data x and output data y, and it is desired to learn some function
f(x; θ) = y that predicts y given x and the parameters of the model θ. In general
there are no restrictions on the forms of x and y. For example, x could be image
data and y could be the label of the dominant object in the image. Or x could be
a sentence and y could be a floating point number representing the sentiment of the
sentence.
In machine learning there are two core problems. First, how can one determine f?
And, after one determines f , how can one determine θ? Determining f is the model
selection problem and determining θ is the parameter selection or training problem.
Model selection is problem dependent. Models can be a Support Vector Machine [8],
a deep network [9], or any number of machine learning models. Different models have
different theoretical properties which may make them more appropriate for different
problems. Even among a single model type there are many hyper-parameters of
the model that can influence the performance of the model. The selection of these
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hyper-parameters can be considered part of model selection.
A model by itself does not perform any useful function. Its parameters θ must
be trained in order to yield a useful function. Often the training procedure is cast
as an optimization problem, where given examples of x and y the training procedure
minimizes some error between the predictions f(x; θ) = y˜ and the true outputs y.
Given a sufficiently complex model, it may be possible to find some θ that per-
fectly predicts y. However, this does not mean that the machine learning model can
correctly predict new input data z. To see why this may happen, let’s consider the
example in Figure 2.1. The data seem to lie on a line, but there is some noise in
the data. Now let’s consider a polynomial function of order 10. One optimizes the
coefficients of the polynomial to minimize the squared residual over all the samples.
The polynomial with optimized coefficients predicts the data perfectly. However if
one considers new data sampled from the same input process, the function would fail
to correctly predict the data. In this case, one can say that the function overfits the
data y and cannot generalize to the new data z. If one instead considers a linear
model with two parameters (slope and intercept), the error on the data y is higher,
but the model will likely generalize better to new data. In practice models won’t be as
simple as the polynomial models considered in this example, but overfitting remains
a practical concern for many machine learning problems.
2.2 Deep Neural Networks
Now deep machine learning algorithms will be discussed. Let’s return to the basic
supervised machine learning problem of generating a function f that is “trained”
given inputs x to predict outputs y. The function f need not be linear or simple
as in the previous section. f can be a non-linear function that is composed of many
simple functions. Deep neural networks represents such a class of functions f where
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Figure 2.1: Overfitting Example. Here the Data is Generated Using a Linear Function
with Additive Gaussian Noise. One Can Easily Learn the Parameters of a Linear Function
by Finding Which Parameters Best Fit the Data (Red Line). One Can Also Use a Higher
Order Polynomial Function Which Gives a Closer Fit to the Given Data (Blue Line) But
Will Likely Not Generalize to New Data. This is Called Overfitting.
f is decomposed into a sequence of simpler functions.
Deep neural networks are inspired by biological neural networks. Both of these
neural networks consist of many small units (neurons) that are connected together in
some fashion and can activate, or fire, depending on the characteristics of an input sig-
nal. Early attempts at artificial neural networks attempted to closely model biological
neural networks (e.g. [10]). However, more recent neural networks, while biologically
inspired, have many elements that do not have direct analogues in biological neural
networks (e.g., Rectified Linear Units [11] or Batch normalization [12]).
Deep networks consist of many simple functions that are called layers. Which
layers to use and the parameters of those layers is a design problem, and is application
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and data dependent. Different combinations of layers and layer parameters can yield
different performance on different datasets. However, most deep networks are built
from the same common layer types. The most common layer types are described in
the following subsections.
2.2.1 Fully Connected Layers
The fully connected layer is named as such, because each output of the fully
connected layer is a weighted sum of each possible input. In other words, each output
is connected to each possible input by a weight. The weights can be represented
by a matrix W. These weights are learnable parameters, and will change during
optimization. For a particular input sample, the output of the fully connected layer
is computed by:
ffull(xi) = Wxi + b (2.1)
where xi is a column vector for one sample of the input of the layer, and the weight
matrix is of size no × ni. ni is the dimension of the input vector, and no is the
dimension of the output. The vector b is a bias parameter, and is the same size as
the output of the layer (no).
2.2.2 Activation Functions
A fully connected layer is a simple linear function of the inputs. Stacking linear
layers does not yield any benefit as the stack of linear layers can be simplified into a
single linear fully connected layer.
To allow stacking of layers to result in a higher representational power, a non-
linearity function is added between the layers. Historically, this non-linearity was the
sigmoid function, which is related to the saturation mechanisms in biological neural
8
(a) Sigmoid (b) ReLU
Figure 2.2: Non-Linearity Functions Used for Training Neural Networks. His-
torically, the Sigmoid (a) Was Used, But Many Modern Neural Networks Use the ReLU (b)
Function Instead.
networks. The sigmoid function is defined as:
fsigmoid(x) =
exp(x)
1 + exp(x)
(2.2)
This function is visualized in Figure 2.2. The characteristic of the sigmoid function
is that it saturates both for x >> 0 and x << 0. When the activation saturates, the
gradient will be very small.
More recently, the Rectified Linear Unit (ReLU) [11] was shown to allow easier
training of deep neural networks. The ReLU function is defined as:
frelu(x) =

x, x > 0
0, x ≤ 0
(2.3)
Compared with the sigmoid function, the ReLU function completely “turns off” the
output when the input is below 0. This can have the effect of making the activations
sparse. Also in the positive region the function never saturates. This is important
because the neuron cannot learn if the activation function is saturating because the
gradient will be small. Figure 2.2 shows a comparison of these two functions.
9
Recently, many alternative activation functions have been introduced (e.g., [13,
14]). Nevertheless, the simple ReLU activation remains popular, even in state-of-the-
art models.
2.2.3 Convolutional Layers
The universal approximation theorem states that a network consisting of fully
connected layers with non-linearities can approximate any function [15]. However,
fully connected layers consist of many parameters which may cause the network to
be susceptible to overfitting. For example if the input is a 224 × 224 × 3 image,
and the fully connected layer has a modest output size of 500, then the layer has
224×224×3×500 ≈ 75million weights. This is clearly not desirable as the layer will
have many degrees of freedom, so the model will have an overfitting problem. One
solution to this problem is to utilize weight sharing. Convolutional layers is one type
of weight sharing.
Convolutional operations are also very natural operations in certain problem do-
mains which are translationally invariant. For example, if one is trying to detect a car
in an image, it would be useful to detect wheels. These wheels could be anywhere in
the image, so one would like the wheel detector to be translationally invariant. Before
deep learning, this was accomplished by a “sliding-window” detector. The convolu-
tion operator is analogous to the sliding windows. The difference is that convolution
implements a simple multiply add operation instead of being a full classifier, as in
the traditional sliding window approach.
A convolutional layer can be thought of in terms of filters and filter outputs. The
filters are the convolutional kernels with learnable weights. The filter outputs can
be thought of as a multi-channel image, where each channel represents the output
from a different filter. Figure 2.3 shows filters from the first layer of the AlexNet [1]
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Figure 2.3: Visualization of First Layer AlexNet [1] Filters. Filters Have Been
Enlarged from the Original 11× 11 Pixel Size for Visualization.
convolutional neural network. In this case the filter size is 11× 11× 3. 3 corresponds
to the number of input channels, and 11 × 11 is often referred to as the filter size.
These filters are actually performing 3D convolution operations since there are three
dimensions (r, c, and channel). However, the channel dimension of the filter is equal
to the dimension of the input channels; so the filter kernel is not shifted along the
channel dimension.
Mathematically the convolutional layer implements the following:
fconvo(xi) = Wo ∗ ∗xi + bo (2.4)
where xi is a nr, nc, ni input from the previous layer, Wo is a single filter corresponding
to the oth output, and bo is a single bias corresponding to the output indexed by o.
Figure 2.4 shows a depiction of convolution for a single filter. The filter is placed at a
location in the input image which generates one value on the output map. The filter
is moved through all locations of the input along the row and column dimensions to
11
Input Layer Filter Output
Figure 2.4: Convolution Example. The Filter Computation at One Position in the
Input and for a Single Output Channel. the Filter Will Move Over All Possible Input
Positions to Create the Full Output Map.
generate the values at all locations of the output.
2.2.4 Pooling Layers
A network that incorporates convolutional layers also often uses Max Pooling
layers. Max pooling is simply taking the maximum activation of filters over small
regions. For example, one could take the maximum value of each filter output over
2×2 size spatial regions (Figure 2.5). There are two benefits to this operation. First,
max pooling can add some robustness because it eliminates small activations and only
takes the largest activation in a region. Another practical benefit of max pooling is
that it can reduce the spatial dimensions of the features, similar to downsampling.
The reduced spatial dimensions allow later convolutional layers to have a greater
effective receptive field with respect to the input.
2.2.5 Training
Given a network architecture, a loss function, and labeled training data, one can
tune the parameters of the network to better fit the training data. The most popular
methods to optimize neural network parameters are based on gradient descent. In
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Figure 2.5: Max Pooling Example.
gradient descent, one first computes the gradient of some loss function (also called
cost function) with respect to each parameter. If the parameters are updated by
a small value in a direction opposite to the direction of the gradient, then the loss
function will decrease.
The loss function is the function to minimize for optimizing the considered net-
work. It measures some degree of mis-fit or error between the ground truth data and
the model predictions. The loss function is problem-dependent, but standard loss
functions exist for certain classes of problems. For example, classification problems
usually use the cross entropy loss function.
Typically deep neural networks are trained using a variation of gradient descent
called stochastic gradient descent (SGD). In stochastic gradient descent instead of
using all of the training data to compute the gradient at once, one instead performs
gradient updates on small batches of data. A typical batch size would be 128 samples.
The batch-wise training is helpful because one often cannot fit the entire training
data into memory. Furthermore training with SGD can give better results than full
batch training because the gradient directions are stochastic, which may offer better
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exploration of the parameter space. Alternatives exist to SGD such as SGD with
momentum [16], ADAM [17], and Adadelta [18].
As one trains batches of the dataset, the loss should generally decrease until
a certain point. One can manually monitor the loss to decide when to terminate
training. Another method is to monitor the loss on a separate validation set, and
terminate training when the validation loss stops decreasing. This method is generally
preferred because it mitigates overfitting.
Parameter initialization is not arbitrary, and it has been found that different
parameter initializations can influence the final result. As a simple example, if all
of the parameters are initialized to the same value, then it will be very difficult for
the network to learn useful functions, because the gradient of all the parameters will
be the same. Good initializations of weights are therefore usually random. The type
and magnitude of the random initializations can also affect the convergence of the
network. He et al. [13] and Xavier et al. [19] suggest methods for initializing the
magnitude of the input initializations based on the number of inputs and outputs of
a particular layer. Both initialization methods are commonly used.
Thus far it was assumed that the gradients with respect to each parameter are
readily available. To compute the gradients for all of the parameters, the back propa-
gation algorithm is used [20]. Backpropagation is essentially the chain rule of deriva-
tives, however because of the layered structure of neural networks, one can save on
computations if the derivatives are computed in a certain manner. Backpropagation
first computes the outputs of each layer in the “forward” pass. Next, starting from
the loss, the algorithm propagates the gradients “backward” through the network.
At any particular layer, the gradients only depend on the forward pass activation of
the layer and the gradient of the output. Because of this, one can move backward
through the network and compute the gradients along the way.
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2.2.6 Evolution of Modern Neural Network Architectures
So far the building blocks of modern deep neural networks were presented. The
main landmark architectures, which mostly consists of these building blocks, are
described below. In general, over the years, networks have become deeper with the
advance of newer datasets and more processing power. Table 2.1 lists a summary of
these networks.
One of the first popular deep neural networks was the LeNet-5 architecture [21].
This network was trained for recognition of hand- written digits using the MNIST
dataset [21]. The network consists of 2 convolutional layers with max pooling and
3 fully connected layers. The total number of learnable parameters is about 60,000
which is very small by today’s standards, but is small enough to be trained on com-
puter systems in the 90s.
AlexNet [1] was the first deep neural network to achieve success on the large scale
ImageNet dataset [22]. The network consists of 5 convolutional layers and 3 fully
connected layers. AlexNet incorporates the dropout technique [23] for regulariza-
tion. AlexNet also utilized data augmentation when training the network to reduce
overfitting.
The VGG networks [24] extend the AlexNet framework by adding more layers
between the pooling stages. The VGG networks have several variants with different
numbers of layers, with the most popular variants being the 16 layer VGG16 model
and the 19 layer VGG19 model. One insight from the VGG network design is to use
small 3×3 sized filters everywhere in the network. This allows the network to become
deeper because there is less opportunity for overfitting with fewer parameters.
The Google Inception networks [25] are a type of deeper networks that achieve
greater depth by using 1 × 1 convolutional layers as “choke-points”. The Inception
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Table 2.1: Influential Deep Neural Network Architectures.
Model Year Layers ImageNet Top-5 Error Rate
LeNet5 [21] 1998 5 —–
AlexNet [1] 2012 8 15.32 (single model)
VGG19 [24] 2014 19 6.8 (ensemble)
Google Inception [25] 2015 22 6.66 (ensemble)
ResNet152 [26] 2016 152 3.57 (ensemble)
network additionally incorporates parallel convolutional layers with different filter
sizes.
One problem with deeper networks is the vanishing (or exploding) gradients prob-
lem. This occurs because gradient computation is a sequence of multiplications. As
the network gets deeper, the number of terms in the multiplication becomes larger.
This can cause very small gradients, or very large gradients, depending on the param-
eters and the input. He et al. [26] introduce residual skip connections that allow the
gradient to flow from later to earlier layers, which reduces the effect of the vanishing
gradient problem. This allows for networks up to a depth of 1000 layers. Recent
modifications of ResNet achieve even higher performance ([27–29]).
2.3 Ensemble Techniques
Deep networks by themselves have achieved impressive performance on many prob-
lem domains. It is possible to take a deep network architecture and increase perfor-
mance further using ensemble techniques [30]. In fact most of the winning entries on
the large scale ImageNet [22] image classification dataset involve ensembles.
The idea of an ensemble is to combine the outputs from several individual models.
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The hope is that the combination of the models will perform better than a single
model. An ensemble can do this by reducing the bias or the variance (or both) of the
single models.
2.3.1 Bias and Variance in Machine Learning
One can characterize the performance of any machine learning algorithm (deep or
shallow) on a particular dataset in terms of bias and variance.
Bias is error that results from the inability of the system to model the signal in
the data. A model with high bias does not have the capacity to model the actual
distribution of the data. For example, a linear model has high bias if the data is
not linear. No choice of parameters can cause the linear model to achieve a good fit.
Bias can be controlled by reducing regularization parameters, or by increasing the
capacity of a model (e.g., increasing the number of learnable parameters).
Variance is error that results when the model captures the noise present in the
data. An example of a model with high variance is a polynomial model when the
data is linear. The polynomial model has more degrees of freedom than present in
the data, so it can fit to the noise in addition to the data. Variance can be reduced
by increasing regularization, or by limiting the capacity of a model. For example if
the model is a high degree polynomial function, one can regularize the optimization
to discourage large weights on higher order terms.
It is said that there is a trade-off between bias and variance. For example if a
model has fewer parameters, there are generally less functions that can be modeled.
This usually results in high bias, but low variance. Conversely, a model with a large
number of parameters can fit a greater family of functions. However, the large number
of parameters means it could easily fit the noise in the data. This model would have
low bias, but high variance.
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2.3.2 Averaging Ensemble
An averaging ensemble trains several base estimators and then averages the es-
timators’ predictions. It can be shown that an averaging ensemble can reduce the
variance compared with a single model. For this reason, averaging ensembles of deep
networks are often used in machine learning competitions. For classification problems
with deep networks, each of the base estimators outputs a probability distribution
over all of the possible classes. The ensemble averages these distributions to obtain
the final ensemble prediction.
For an averaging ensemble to work well, the base estimators must exhibit some
diversity. One way to induce diversity is to train the base estimators on random
subsets of the data. This approach is called bagging [31]. Other ways to induce
diversity is to start training with a different random initialization, or restrict the base
estimator to a subset of features.
The disadvantage of the averaging ensemble is that the additional models require
additional training time, storage requirements, memory requirements, and testing
time. It is known that deep networks often learn similar features, especially at early
layers [32]. Thus it may be useful to share parameters across the base estimators.
Lee et al. [33] present TreeNets, which share parameters across early layers of a deep
network ensemble. The TreeNets can achieve an accuracy similar to the full ensemble,
but with much fewer parameters, which leads to computation and memory savings.
2.3.3 Other Ensemble Methods
In the averaging ensemble, each base estimator is considered independently. How-
ever it is easy to imagine using the results of one base estimator to train another
base estimator. In boosting, samples are given a weight corresponding to whether
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they are correctly classified by previously trained base estimators. Incorrect samples
are given a higher weight, and correct samples are given a lower weight. Because
one base estimator uses the result of the previous estimator, boosting can use many
weak estimators to create a stronger estimator. Boosting decreases the bias of the
base estimator by allowing the final boosted ensemble to predict more complicated
functions. Examples of boosting include Adaboost [34] and gradient boosting [35].
In stacking [36] models are trained based on a subset of the data, as in bagging.
Unlike bagging, where all model outputs have the same weight, stacking learns the
weights using an additional model. For example, base estimators could be SVMs, and
the stacking model includes an additional SVM that takes the outputs of the base
estimators and yields a better prediction.
The random forest [37] is another type of ensemble method consisting of decision
trees. A decision tree is essentially a tree of binary comparisons of different features
of the data. If the tree is tall enough, it can perfectly fit the training data, and thus
be likely to overfit. An ensemble will reduce the overfitting effect. A random forest
is similar to a bagging ensemble of decision trees. The difference between traditional
bagging is that, in a random forest, base estimators are also limited to a subset of
features (in addition to a subset of the data).
2.3.4 Mixture of Experts
Another meta learning approach is the mixture of experts (MoE) paradigm. MoE
consists of several base estimators where each base estimator is trained to specialize
on a subset of the data. A gating network decides the weights of the base estimator
outputs for a given data sample. Figure 2.6 shows a picture example of mixture of
experts.
The basic idea of mixture of experts was first proposed by Hampshire and Waibel
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[38], who showed that a decomposition into specific subtasks can yield better per-
formance. Jacobs et al. [7] expanded upon this by proposing Adaptive Mixture of
Experts that uses a loss function to automatically encourage diversity in the experts.
Tresp and Taniguchi [39] introduce an alternative formulation for mixture of experts,
where the weights of the experts are determined using the input dependent variance
of each estimator, or using the likelihood that an estimator has seen data near an
input test point. Jordan and Jacobs proposed the hierarchical mixture of experts
[40], which as the name suggests, hierarchically decomposes the data space into sub-
spaces and sub-sub-spaces which are combined in a mixture of experts framework.
Recently, a sparsely gated mixture of expert model was proposed [41] that consists
of up to thousands of sub-networks. The sparse mixture of expert formulation allows
for training of such large models.
Mixture of experts is similar to stacking in concept–one trains several base models
and trains a final model to determine the weighting of the constituent models. The
difference between stacking and mixture of experts is that in MoE the weights depend
on the input, where as in stacking, the weights only depend on the outputs of the
base estimators. MoE allows the constituent models to specialize on different inputs,
whereas in a stacking framework each constituent model does not specialize.
Mixture of experts also has similarities to boosting in that both methods use a
weighted sum of models. In boosting, the weights are fixed across all samples, whereas
in mixture of experts, the weights can vary depending on the input sample. Also,
in boosting the ensemble members must be learned in series, whereas in mixture of
experts, the experts can be learned simultaneously.
Mixture of experts has not seen wide usage in recent years. One problem is that
for some application domains, the expert formulation may not help because it limits
the amount of data each base estimator sees. Equivalent or better performance can
20
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Figure 2.6: Mixture of Experts. The Blue Rectangles Represent the “Experts” Which
Are Trained on Some Subset of the Data Which is Determined by the Gating Network.
During Deployment the Gating Network (Orange) Determines the Weights of the Experts
Based on the Input Data.
sometimes be achieved using an ensemble of neural networks. A second problem is
that, like all ensemble methods, mixture of experts has large storage and computation
requirements. Because of this, in practical implementations, there is a preference for
single model architectures over large mixture of experts models.
2.4 Unsupervised Machine Learning
Thus far, only supervised machine learning models, which assume the availability
of some dataset with labels, have been discussed. However, there are many situations
data labels are not available, yet one would still like to learn meaningful relationships.
If an unlabeled dataset is available, it is often desirable to cluster the data into
groups, where the members of each group have some similarity. One popular method
for clustering is k-means [42]. The k-means algorithm begins with random positions
for k cluster centroids. Data points are assigned to the closest centroid. Then the
centroid position is updated as the mean of the assigned data points. This process
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continues for a set number of iterations, or until the cluster centroids stop changing.
This process can be seen as an expectation-maximization algorithm. The main hyper
parameter for this model is the number of clusters k. Because k-means considers the
mean point of the cluster as the cluster center, this mean point does not necessarily
correspond to an actual point in the data. If one wanted to ensure that the cluster
center is a true point, one can use the k-mediods [43] algorithm instead.
The k-means and k-mediods model assume hard class membership, meaning that
each data point is assigned to only a single class. It may be useful to generalize this
such that data points can belong to a mixture of clusters. For example, it is intuitive
to assign a point between two clusters to belong to both clusters with a weight of 0.5.
This can be realized with Gaussian mixture models [44], which can be learned with
a similar expectation-maximization approach as k-means.
The previously mentioned methods assume that one knows or can set some value
for the number of clusters k. However in some cases one may not know a-priori how
many clusters exist, so it is desired that the clustering algorithm can determine this.
Mean-shift [45] attempts to find clusters using the density of the data, by placing
cluster centroids at the maxima of the density. DBSCAN [46] is another method that
groups points that have similar densities.
Deep learning can be used in conjunction with these aforementioned unsuper-
vised algorithms. For example, the pre-softmax outputs of a pre-trained deep neural
network can be used with k-means to cluster images. If a pre-trained network is
not available, a feature representation can be learned by unsupervised training of an
auto-encoder network [47]. The auto-encoder is trained to reconstruct the input from
some low-dimensional representation. The features from the auto-encoder can then
be used with clustering algorithms [48].
22
2.5 Applications
Deep learning, and machine learning in general, has a broad range of applications.
This section briefly describes relevant works in the application domains considered in
this thesis: visual saliency modeling and quality resilient visual recognition.
2.5.1 Visual Saliency Modeling
When a human opens his/her eyes, the human vision system is bombarded with
a deluge of visual information. This information is too much to process all at once
because of limited resources. Thus the human visual system has developed a selectivity
mechanism to efficiently process this information. The selectivity mechanism is based
on a notion of saliency. The most salient regions of the scene attract the selectivity
mechanism and the least salient regions do not. This process is also often called
selective visual attention.
What makes a region of the visual world salient? When one looks at the images
in Figure 2.7, it seems obvious what attracts attention. Eye tracking experiments
performed on these images show that human vision is drawn to interesting or rare
objects in the scene. However, it is not obvious as to how the visual system decides
what to fixate upon. There are many psychological studies that attempt to determine
saliency mechanisms. The feature integration theory [50] states that the visual system
processes bottom-up features independently and simultaneously. These bottom up
features are later combined to form a single notion of saliency. Yarbus [51] showed
that visual attention is also influenced by top-down factors, such as task.
Computational models of the saliency mechanism are useful for many computer
vision or image processing applications, such as super resolution [52], scene recognition
[53], and image quality assessment [54]. Early models of attention attempted to
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(a) Image (b) Overlayed Saliency 
Figure 2.7: What is Visual Attention? Here Images and Their Eye Tracking Results
from the Toronto Dataset [49] are Shown. One Can See that Attention is Drawn to Rare
Elements of the Scene or Important Objects in the Scene.
directly model mechanisms in the human visual system. The Itti model [55] is one
such influential approach that attempted to model the feature integration theory
proposed by Treisman et al. [50]. Other early works model saliency using principles
from information theory [49, 56, 57], or using frequency representations [58–60].
More recently, data-driven models that are much more accurate than previous
models, have been proposed. An early example of this type of model is the Judd
model [61] which learns a linear SVM on top of simple features. Later approaches
leverage deep learning models pre-trained on large image datasets to predict saliency
[62–64]. The model presented in Chapter 5 is in this category of saliency models
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based on deep learning. Different from previous approaches, this work incorporates a
mixture of experts framework which results in an improved prediction performance.
2.5.2 Robust Visual Recognition
A core area of computer vision is object and scene recognition. Given an image,
a system must determine what objects are in the image, or what scene is contained
in the image. Most works assume that images are pristine, but in practical appli-
cations, degradation of image quality can be expected. For example, consumer level
photography in smart phones might result in blurred or noisy images. Also, if images
are transmitted over a network, there may be compression artifacts. Computer vision
models designed without this in mind often perform poorly on these types of images.
There are a few approaches to creating more robust machine learning systems.
First, the models can be fine-tuned on distorted data [65, 66]. These fine-tuned
models perform better than the original models on distorted images. Tejas and Karam
introduce a modification of this fine-tuning approach where only certain filters of the
network are “corrected” [67]. This leads to more efficient training and higher accuracy.
Another approach for more robust deep learning is to modify the training technique.
This can be done by pre-pending and training a pre-processing module [68], modifying
the gradients during training [69], or with alternative loss functions [70].
The aforementioned approaches typically only consider a single distortion type. It
is much more difficult for a single model to adapt to different distortion types. This is
because different distortion types have very different properties. For example, noise
is said to inject high frequency information, while blur is said to remove existing high
frequency information. Little work has been done for a single model to simultaneously
handle both types of distortions.
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Chapter 3
HUMAN AND DNN CLASSIFICATION PERFORMANCE ON IMAGES WITH
QUALITY DISTORTIONS
Deep neural networks (DNNs) have demonstrated the ability to achieve high per-
formance for many different computer vision tasks. Deep networks can recognize
objects in a scene [71], classify every pixel in an image [72], hallucinate realistic look-
ing images [73], among many other applications. Recently it has been reported that
the performance of these deep networks exceeds that of humans on classification tasks.
Human top-5 error rate on the ImageNet dataset was measured at 5.1% [22], whereas
a recent DNN model achieves a top-5 error rate of 3.57% [26].
Neural networks, however, have the intriguing property that it is easy to manufac-
ture inputs that yield incorrect classifications. In other words, DNNs show sensitivity
to small input perturbations. Using optimization procedures [74] generate “worst-
case” adversarial noise that causes the network to fail. This adversarial noise does
not change human perception of the image, and in fact some adversarial noise may
be completely imperceptible to human subjects. Going a step further, [75] show that
it is possible to modify the value of a single pixel in the image to deliberately cause
incorrect classifications. [76] show that an optimization procedure is not needed for
each image, and instead a universal perturbation can be learned using a set of images.
The universal perturbation can then be applied to any testing image to give a high
likelihood of missclassification.
While this susceptibility to targeted attacks is concerning, for many applications
it is unlikely that an attacker will take the time to carefully optimize an adversarial
image. There are far more applications where the network will encounter other more
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natural forms of distortions instead of targeted adversarial noise. These distortions
include blur, random noise, color distortions, etc. These distortions can be the result
of image acquisition, transmission, or storage processes. Although these distortions
are not carefully crafted to force incorrect classifications, in practice they still limit
deep network performance as shown in [77].
Image distortions are essentially corrupting the signal present in the image, which
makes recognition inherently more difficult. In these cases, is the signal too corrupted
for accurate recognition or are current DNNs simply lacking mechanisms necessary
for distortion-robust recognition? One can attempt to answer this question by evalu-
ating the performance of another visual system–namely, the human visual system–on
distorted stimuli. If humans can perform well at recognizing distorted stimuli, then
one may conclude that there is something lacking in modern DNNs. One then can
use motivation from the human visual system to create more robust machine vision
systems.
To this aim, two experiments are designed to test human classification perfor-
mance on distorted stimuli. The goal is to gauge the ability of the human visual
system (HVS) and directly compare with DNNs on a common controlled task. In
the first experiment, human subjects are asked to classify images that are distorted
with additive Gaussian noise or Gaussian blur, without placing restrictions on the
display time. To warrant the use of an unrestricted display time, difficult to classify
fine-grained categories are used. It is found that in this scenario, human recognition
performance is much more robust than DNN performance, even when the DNN is
given example blurred and noisy images to try to learn from. This is surprising given
that DNNs can perform better than or equal to humans on clean undistorted stimuli.
Unlimited display time allows for feedback mechanisms in the HVS. To better
test the feed-forward performance of the human visual system, a second experiment
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that uses a 100ms display time is designed. With such a short display time, there is
no time for eye-movements [78], and thus the HVS must rely on more global “gist”
representations [79]. This experiment tests whether gist representations are sufficient
for distortion robust recognition, or whether feedback and careful examination is
necessary. The obtained results show that even with this time constraint, the HVS
still achieves more robust classification performance than modern DNNs, although
the performance gap is smaller than in the unlimited display time experiment. This
may be because of the limited display time, or may be because the dataset used in
this experiment is simpler than the dataset in the unlimited display time experiment.
3.1 Related Works
3.1.1 Computer vision works
Several existing works have studied the limitations of DNN performance on dis-
torted images. [77] study the performance of DNNs under 5 different quality distor-
tions, finding that networks are robust to JPEG and contrast distortions, but sus-
ceptible to noise and blur distortions. [80] test DNN performance on low resolution
crops of an image. They find the smallest crop of an image that can still be recognized
by human subjects, and test performance of DNNs on these cropped images. The
authors show that DNN performance does not reach human performance for these
cropped images. [81] present a face recognition dataset for evaluation under five dif-
ferent quality distortions. [82] develop an approach based on sparse representations
that achieves good performance on this dataset.
There have been several efforts to develop neural networks that are more robust
to distortions. One class of approaches is based on fine-tuning networks by giving the
networks training examples of distorted images. [66] follow this approach to achieve
improved performance on blurred images. [65] follow this approach for both noise
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robust and blur robust recognition. [83] show that a network trained on blurred
images does not generalize well to noise images, and vice versa. They design an
ensemble method that can more accurately recognize images when the distortion is
unknown. The recently proposed DeepCorrect method [67] presents an alternative
to fine-tuning where only a fraction of the networks’ filters are updated. Another
approach is to perform some preprocessing to transform the distorted image into a
cleaner representation to input to a DNN [68].
3.1.2 Human studies
Several existing studies seek to compare the image classification performance of
the human visual system and that of machine vision systems. [84] compare the
classification accuracy of the HVS and several vision models, but do not consider DNN
models. [85] designed a set of synthetic classification tasks to test human and machine
vision performance. For some of these synthetic tasks, machine performance is well
below that of human subjects. [86] train DNNs with these same synthetic images, but
find that DNNs still do not perform as well as humans. However, on natural image
classification tasks, several studies [87][22] show that DNN classification performance
is on-par with or superior to human performance on clean images.
Other works have tested the performance of the HVS on distorted stimuli. [88]
show human subjects can accurately recognize low resolution images, and [89] show a
similar result on blurred images of faces. For noise distortions, [90] show that human
recognition performance on faces is relatively robust.
In this work, the aim is to provide a direct comparison between human and
DNN classification performance on distorted images. Some existing studies that com-
pare HVS and DNN performance do not consider distorted images (e.g., [22][87][86]).
Other studies that do consider distorted images either do not compare with machine
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vision performance [89][90] or do not compare with DNN models [84][88].
A recent concurrent study [91] compares human and deep learning performance
on distorted images. However, the study does not fine-tune networks on distorted
images. This gives an unfair advantage to the human subjects, who likely have
previously seen distorted images. Additionally this work experimented with both
limited and unlimited stimulus display times, whereas [91] only considers a limited
display time.
3.2 DNNs vs Humans with Unlimited Display Time
In the first experiment human subjects’ recognition performance on noisy and
blurred stimuli is tested. For these experiments the images are shown for an unlimited
display time which allows the subjects to carefully analyze the stimuli.
3.2.1 Dataset
Most recent benchmarks for computer vision systems are large datasets consist-
ing of thousands to millions of images (e.g., ImageNet [22]). Direct comparison on
datasets of this scale is difficult because the experiments would become very long,
or a large number of subjects would be required. Additionally, large scale datasets
such as ImageNet consist of a large number of classes (1000). It is difficult and time
consuming for a human subject to choose one of 1000 classes for every stimulus image.
To form a more practical experiment, a subset of the ImageNet dataset is selected
for the experiment. The subset consists of the following classes of dog breeds: border
collie, Eskimo dog, German shepherd, pekinese, staffordshire bullterrier, yorkshire
terrier, basenji, dalmatian, golden retriever, and miniature poodle. These classes of
dog breeds are chosen instead of random classes, because these classes are similar and
can be difficult to recognize. It should be noted that the ImageNet dataset is not
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perfect, and some images may have more than one dog breed. No attempts are made
to filter the dataset in any way, and only the original class labels are used.
There are many possible distortions that can be applied to images to test the
classification performance. [77] showed that deep networks are most susceptible to
Gaussian blur and additive Gaussian noise distortions, so the tests are performed
on these distortions. The images in the dataset are blurred with 5 different blur
kernels with standard deviation ranging from 2 to 10 pixels. Gaussian noise is added
separately to the original images with a standard deviation ranging from 40 to 200.
These ranges were chosen to generate images covering a broad range of visual quality,
from imperceptible distortion levels to high levels of impairments. Any resulting pixel
values that are less than 0 or greater than 255 are clipped. Figure 3.1 shows examples
of the distorted stimuli in the constructed dataset.
The goal of the proposed experiment is to directly compare human and DNN
classification performance. In both the human experiments and DNN experiments,
the data is split into three separate subsets: train, test and validation. DNNs use the
training set to optimize network parameters, the validation set to select any hyper
parameters, and the testing set to obtain a final unbiased estimate model performance.
The next section describes how the subsets are used in the human experiment. For
each dog breed class 50 images per class are taken from the validation set of the
original ImageNet datasets for the 10 dog breed classes. The training set consists
of 25 images per class, the validation set consists of 5 images per class, and the
testing set consists of 20 images per class. In total this makes 250 training images,
50 validation images, and 200 clean testing images for the 10 dog breed classes. For
half of the testing images, five levels of additive Gaussian noise are applied, and for
the remaining testing images five levels of Gaussian blur are applied. Including clean
and distorted images, this results in a total of 1200 images in the testing set.
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Figure 3.1: Unlimited Display Time Experiment: Example Stimuli. Three of the
Five 5 Levels of Blur and Noise Used in The Experiment Are Shown. Each Column Shows
An Example from One of the 10 Classes in the Dataset.
3.2.2 Experimental Procedure
At the beginning of the experiment the subject is presented with a screen for
training (Figure 3.2). This screen allows the subject to freely view example images
from the training set of each class and to learn visual characteristics of each class.
Note that these example images are the original clean images from the dataset and
are not corrupted by noise or blur. The interface is designed such that the subject
cannot continue to the next part of the experiment until all training images from all
classes have been viewed.
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Figure 3.2: Unlimited Display Time Experiment: Training Procedure. Clean
Images from Each of the Categories in the Dataset are Shown. A Button at the Bottom
of the Screen Allows the Subject to Continue to the Next Part of the Experiment, But the
Button is Only Active If the Subject Has Scrolled Through All of the Images in All of the
Categories.
After the training stage, a validation procedure tests the ability of the subject
to classify undistorted images. The validation images are shown in a random order.
After the subject is shown the validation image, the subject can choose which of
the dataset categories best matches the displayed image. This is a forced choice
experiment that does not allow a “don’t know” option or an option to skip the image.
Note that this is the same for deep neural networks: the network will always give a
class estimate, even if the uncertainty is high. This validation stage gives a baseline
performance for each particular subject and validation performance can be used to
eliminate subjects that are not performing the experiment diligently.
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After the validation stage, the subject continues to the testing stage. The interface
for the testing stage is identical to the validation stage, and there is no transition
between the two stages. The subject is unaware that the experiment has these two
stages. In the testing stage the aim is to test the subject on the distorted stimuli.
Each individual testing image is distorted with 5 different levels of distortion. If these
distorted versions of the same source image are shown consecutively or shown in a
nearby position, there may be a memory affect that could help the subject better
classify the image. For example if the subject sees an image with a low distortion
level followed by the same image with a high distortion level, then the subject could
“fill-in” the missing information in the high distorted image using memory of the low
distortion version.
To alleviate the memory effect, the following procedure is adopted. When a new
image is shown, it is first shown at the highest distortion level. If the subject can
correctly classify the highly distorted image, it is assumed that the subject can also
correctly identify versions of the image with less distortion. Thus there is no need
to show the same source image again. If the subject did not correctly classify the
highly distorted image, then the distortion level is reduced and the image is added
to the randomized queue to be shown at a later time. The queue is randomized to
remove any potential effects from the sequential arrangement of the images. If the
user continues to missclassify the image, the distortion level is gradually reduced until
only the clean image remains. If the subject cannot correctly classify the clean image,
it is not shown again. Figure 3.3 shows the testing interface.
The Amazon Mechanical Turk crowd-sourcing platform 1 is used to recruit 15
subjects. The designed experimental interface will not allow the subject to begin the
experiment if the window size is too small to view the experiment without scrolling.
1htpp://mturk.com
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Figure 3.3: Unlimited Display Time Experiment: Testing Procedure. The Sub-
ject is shown a Distorted Image and Asked to Select the Most Appropriate Class for the
Image. After Selecting a Class, the Subject Can Browse the Training Images of the Class
to Verify Their Guess. Once the Subject is Confident with Their Prediction, the Continue
Button Will Move the Experiment onto the Next Image.
This ensures that the viewing condition is relatively consistent on desktop computers,
and does not permit the experiment to be taken on mobile devices.
3.2.3 Deep Neural Networks
This section describes the experimental setup for the deep neural networks that are
to be compared with the human study results. Three popular deep neural network
architectures were selected: VGG16 [24], Google Inception version 3 [25], and the
50 layer ResNet model [26]. These networks are widely used and are representative
of the state-of-the-art. Each network is pretrained on the full 1000 class ImageNet
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dataset. The interest here is in classification on the 10-class subset, so the last layer
of each network is replaced with a new layer that performs 10-way classification.
The parameters of this new layer are trained on the clean images from the training
set. The learning rate of the new layer is 10x the learning rate of the pre-trained
layers. The network is fine-tuned using stochastic gradient descent with momentum.
Training is stopped when the performance on the validation set stops decreasing.
Additionally the models are fine-tuned with distorted training data (as in [66]
and [65]). The networks are separately fine-tuned for Gaussian blur and additive
Gaussian noise. These networks are named distortion-tuned networks. For each mini-
batch during training, half of the images are distorted with a distortion level chosen
randomly from the lowest to the highest distortion level. For additive noise the
standard deviation ranges from 0 to 200, and for blur the standard deviation ranges
from 0 to 10. By fixing half of the mini-batch to be clean images, the distortion
tuned model is encouraged to both be able to classify clean and distorted images.
The distortion level is obtained by sampling from a uniform distribution with a range
from 0 (no distortion) to the max distortion level used in test. Compared with using
the discrete levels used for testing, this gives more possible training images which
allows the network to generalize better to new distorted test data.
To ensure a direct comparison, the DNNs are tested using the same procedure used
to test the human subjects. The DNN is first tested with an image of the highest
distortion level. If the network correctly classifies the image, then the network is
assumed to correctly classify the image at lower distortion levels as well. If the
network misclassifies the image, then the distortion level is reduced and the image
is input to the DNN again. This process continues until the clean image is input to
the network. This procedure is to ensure that the human subjects have no advantage
over the deep networks.
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Figure 3.4: Limited Display Time Experiment: Example Image Stimuli. This
Experiment Consists of Image Categorized into “Coarse” Classes that Are Easily Recog-
nizable Under No Distortion. Here Three Levels of Distortions Are Shown Among the 5
Levels Used in the Experiments.
3.3 DNNs vs Humans with Limited Stimulus Time
This section describes the limited display time experiment. This is in contrast
to the previous experiment, which allowed for unlimited stimulus display time. An
unlimited display time allows the subject to carefully analyze the image, and allows
the HVS time for feedback mechanisms. In this experiment, the goal is to test the
human visual system without allowing for these capabilities. To do this, the display
time is limited to a short 100ms interval.
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3.3.1 Dataset
This experiment makes use of a different dataset than in the previous experi-
ment. At a very limited display time, the HVS may not be able to recognize the
differences that separate fine-grained classes. Thus a simpler coarse-grained dataset
is chosen. The dataset consists of 8 classes from the Caltech101 dataset [92]: But-
terfly, Crocodile, Dolphin, Elephant, Flamingo, Leopard, and Llama. This dataset is
relatively “easy”, such that both the neural networks and the human subjects should
be able to correctly classify the original clean images with high accuracy.
This experiment considers the exact same distortion types and distortion levels
as used in the unlimited display time experiment: 5 levels of additive Gaussian noise
and 5 levels of Gaussian blur. Examples of distorted stimuli for this experiment can
be seen in Figure 3.4. Similar to the previous experiment, the dataset is divided
into a train, validation, and test subset. The training set consists of 200 undistorted
images (25 per class), the validation set consists of 40 clean images (5 per class), and
the testing set consists of 160 clean images (20 per class). For the 160 clean testing
images, 5 levels of blur are applied to half of the images, and 5 levels of noise to the
remaining half. This gives a total of 800 testing images.
3.3.2 Experiment Design
The goal of this experiment is to test the ability of the human visual system to
use 100ms “gist”-level information to recognize distorted images. 100ms was chosen
because it has been shown that humans can accurately recognize images at display
times between 13ms and 111ms [93][94]. Additionally, 100ms is the display time
chosen in [95] to correlate human and DNN neural responses.
As in the unlimited display time experiment, DNN learning is mimicked by de-
38
Figure 3.5: Limited Display Time Experiment: Training Screen. The Subject
Must View Every Example Image from Each Category Before Continuing with the Experi-
ment.
signing a training, validation, and testing stage. For training the subject is allowed to
freely view the categories of the dataset. The interface is different than the previous
experiment because it is designed as a desktop application instead of a web-based
interface. The desktop application allows for more precise control of the display time.
Again like the previous experiment, the subject must view all of the training images
before continuing to the next stage of the experiment.
The next stage of the experiment is the validation stage. In this stage the subjects
are shown clean images to establish a baseline classification performance. Different
from the previous experiment, the timing procedure shown in Figure 3.6 is followed.
Since the image is shown rapidly, the subject is asked to focus on a central fixation
cross such that they do not miss the display of the stimuli. The central fixation cross
is first shown for 500 milliseconds, followed by the image stimulus for 100 milliseconds,
and finally a second fixation cross for 500 milliseconds. Next, a choice screen allows
the subject to choose the most appropriate of the 8 categories and continue to the next
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Figure 3.6: Limited Display Time Experiment: Timing of Validation and Test-
ing Stages. The Subject is First Shown a Central Fixation Marker for 500ms Followed
by the Image Stimuli for 100ms, Another Fixation Marker for 500ms and Finally a Choice
Screen for the Subject to Input the Class Estimate.
image. Like the unlimited display time experiment, this is a forced-choice response,
so the subject must choose a class for each displayed image stimulus.
After the validation stage, the experiment continues to the testing stage where
the human subjects are tested on distorted stimuli. The same procedure is followed
as in the unlimited display time experiment for showing the distorted stimuli. First
every image is shown at the highest distortion level. If the subject is unable to
correctly classify this image, then the distortion level is reduced and the image is
shown again randomly. If the image is correctly classified, then it is assumed that the
subject would correctly classify the same image with a reduced distortion level. The
experiment concludes when there are no images left to show.
8 subjects were recruited to participate in the experiment. The experiment is
performed in a controlled lab setting, in contrast to the previous crowd-sourced ex-
periment.
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3.3.3 Deep Neural Networks
The same three classification networks used in the previous experiment are con-
sidered: VGG16 [24], Google Inception [25], and ResNet50 [26]. Each network has
been pre-trained on the ImageNet dataset [22]. Fine-tuning is performed to adapt
the model to the new 8-class dataset. Otherwise, the training and testing procedures
are the same as in the previous experiment. Additionally, distortion-tuned networks
are trained as in the previous experiment.
3.4 Results
3.4.1 Unlimited Display Time Experiment
In the unlimited display time experiment, the subjects achieved an average clas-
sification accuracy of 92.9± 5.2% on the clean validation images. The data from one
subject, who achieved only a 8% validation accuracy, was removed. The median time
spent on each validation image was 6.01 seconds, which shows that the test subjects
are diligently performing the experiment. Additionally, the median time spent on the
training portion was 10.86 minutes.
Figure 3.7 shows a comparison of the classification accuracy for the human subjects
and the deep network models. The error bars show plus and minus one standard
deviation. It can be seen that, despite using a crowd sourced platform, the human
subject results are relatively consistent. Compared with the original deep network
models, the distortion-tuned models show increased accuracy, but the DNN accuracy
is still much lower than human performance. Human performance drops off quicker
for blurred images compared with noisy images, but deep neural networks show the
opposite trend.
Next the following question is considered: do human subjects and DNNs make
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Figure 3.7: Unlimited Display Time Experiment: Average Accuracy on Dis-
torted Images. Human Subjects Outperform Deep Neural Networks on Blurred and
Noisy Images, Even If the Networks Are Fine-Tuned on the Respective Distortions.
similar errors? Figures 3.8 and 3.9 show the confusion matrices for the unlimited
display time experiment at different distortion levels. A confusion matrix shows
the fraction of images from a particular class that are predicted as other classes.
Interestingly at high distortion levels, the original networks tend to classify images
into mostly 1 or 2 classes. The distortions for these models can be seen as a type of
universal adversarial perturbation [76] that forces the model to predict a particular
class for any input. The corresponding distortion-tuned networks do not exhibit
this problem to the same degree, but, as it can be seen in Figures 3.8 and 3.9, the
fine-tuned DNN performance is still significantly inferior to the human performance.
Figure 3.10 shows examples of difficult and easy images. An image is considered
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Figure 3.8: Unlimited Display Time Experiment: Confusion Matrices on Noisy
Images. Columns of a Confusion Matrix Correspond to the Actual Class, and Rows Cor-
respond to the Predicted Class. Rows Are Normalized to Sum to One. The Confusion
Matrices of VGG16 Are Shown Because it is the Best Performing Model.
to be correctly classified by the human subjects if 90% or greater of the subjects
selected the correct class. Some images are correctly classified by both humans and
deep networks, even under heavy distortion. Other images are difficult for both.
Some images are easy to recognize by humans, but not DNNs, and other images are
the opposite. Although it is difficult to draw conclusions based on these images, it is
interesting to note the relative difficulty of different image stimuli.
3.4.2 Limited Display Time Experiment
Next an analysis of the results from the limited display time experiment is pre-
sented. On the validation portion of the human test, subjects scored an average
accuracy of 99.3%. This shows that the subjects are diligently performing the exper-
iment, and that the subjects are able to classify the images correctly, even with the
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Figure 3.9: Unlimited Display Time Experiment: Confusion Matrices on
Blurred Images. Columns of a Confusion Matrix Correspond to the Actual Class, and
Rows Correspond to the Predicted Class. Rows Are Normalized to Sum to One. The
Confusion Matrices of VGG16 Are Shown Because it is the Best Performing Model.
display time of 100ms.
Figure 3.11 shows the comparison between human accuracy and DNN accuracy
for this experiment. For clean images human accuracy and DNN accuracy are nearly
identical. When distortion is added, human accuracy greatly exceeds that of neural
networks trained on clean images. When networks are distortion-tuned, the perfor-
mance of the retrained networks is still below the human performance with a signifi-
cant gap except for one of the networks (RestNet50 for Noise and VGG16 for Blur).
Figure 3.11 also shows that, while the human performance is consistently superior
for all the types and levels of distortion, none of the distortion-tuned DNNs has a
consistent performance across the different distortion types. For example, it can be
seen from Figure 3.11 that the distortion-tuned ResNet50 achieves the best perfor-
mance among the distortion-tuned DNNs under noise (Figure 3.11(a)) but achieves
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Figure 3.10: Unlimited Display Time Experiment: Examples of Correct and In-
correct Classifications of Human Subjects and Distortion-Tuned VGG16 Mod-
els. “Correct” Images from the Human Subjects Are Correctly Labeled by at Least 90%
of the Human Subjects.
the worst performance under blur (Figure 3.11(b)). Compared with the unlimited
display time experiment, the gap between human and DNN performance is smaller.
The network architecture can affect how resilient the network is to distortion,
even when the network is distortion-tuned. For this dataset, the distortion-tuned
ResNet50 model performs the best on noisy images, but is not the best performing
on blurry images. For blurry images the distortion-tuned VGG16 model achieves
closest to human performance.
An analysis of confusion patterns can yield insight into the behavior of the DNNs.
Figure 3.12 shows the confusion matrix for noise using ResNet50, and Figure 3.13
shows this for blur using ResNet50. For a DNN that has not seen distorted data during
training, at high distortions the network tends to predict a single class regardless of
the input. This is similar to the result from the unlimited display time experiment,
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Figure 3.11: Limited Display Time Experiment: Accuracy Comparison Between
DNNs and Human Subjects for Distorted Stimuli. Human Subjects Greatly Out-
perform DNNs Trained on Clean Data. When Networks Are Trained on Data from the
Respective Distortion, the Performance Gap Decreases.
showing that this effect can occur regardless of the dataset used.
Figure 3.14 also shows examples of images that are “difficult” or “easy” for hu-
mans or the distortion-tuned ResNet50 model. An image is considered to be correctly
classified by the human subjects if 90% or greater of the subjects selected the correct
class. Some images are easy for both the neural network and human subjects. Oth-
ers are consistently missclassified by both. Finally there are some images correctly
classified by humans, but missclassified by DNNs. Likewise some images classified
correctly by DNNs are classified incorrectly by the human subjects.
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Figure 3.12: Limited Display Time Experiment: Confusion Matrix Difference
Between Humans and ResNet50 for Noise. Columns of a Confusion Matrix Cor-
respond to the Actual Class, and Rows Correspond to the Predicted Class. Rows Are
Normalized to Sum to One. The Confusion Matrices of ResNet50 Are Shown Because it is
the Best Performing Model.
3.5 Discussion and Conclusion
The conducted experiments show that the performance of DNNs still lags behind
human performance on distorted image stimuli. Even if the DNNs are given extra
training examples of distorted images, the DNNs still do not perform as well as human
subjects. This is an important result because it means that there is still much to be
done to create machine vision systems with similar performance as the human visual
system. In practice, the visual quality of images is affected by various processes
including but not limited to acquisition, processing, compression, transmission, and
reproduction. Therefore, images in general cannot be assumed to be undistorted and
one must design machine vision systems with this in mind.
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Figure 3.13: Limited Display Time Experiment: Confusion Matrix Difference
Between Humans and ResNet50 for Blur. Columns of a Confusion Matrix Correspond
to the Actual Class, and Rows Correspond to the Predicted Class. Rows Are Normalized
to Sum to One.
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Figure 3.14: Limited Display Time Experiment: Examples of Correct and Incor-
rect Classifications of Human Subjects and Distortion-Tuned ResNet50 Models.
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Two experiments were performed: one with unlimited display time, and one with
a restricted 100ms display time. The gap between human and DNN performance is
much greater when the human subjects are given unlimited display time. This could
indicate that feedback mechanisms, or attention guided eye movements are important
for quality robust recognition. There are a few works that propose DNNs that utilize
attention mechanisms [96], or feedback mechanisms [97]. Future work can attempt
to utilize these mechanisms for quality robust recognition.
These experiments provide a look into the bias and shortcomings of DNNs by
comparing them with the human visual system. These studies can help motivate
future work into more robust deep neural networks. There are potential other problem
domains apart from distorted images, so it would also be useful to test computer and
human performance in other domains to more completely characterize the strengths
and shortcomings of deep neural networks.
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Chapter 4
QUALITY ROBUST MIXTURES OF DEEP NEURAL NETWORKS
Deep neural networks for classification of images with quality distortions is stud-
ied. Deep network performance on poor quality images can be greatly improved if
the network is fine-tuned with distorted data. However, it is difficult for a single
fine-tuned network to perform well across multiple distortion types. A mixture of
experts based ensemble method, MixQualNet, is proposed that is robust to multiple
different types of distortions. The “experts” in the proposed model are trained on
a particular type of distortion. The output of the model is a weighted sum of the
expert models, where the weights are determined by a separate gating network. The
gating network is trained to predict weights for a particular distortion type and level.
During testing, the network is blind to the distortion level and type, yet can still as-
sign appropriate weights to the expert models. In order to reduce the computational
complexity, weight sharing is utilized in the MixQualNet. The TreeNet weight shar-
ing architecture, as well as the proposed Inverted TreeNet architecture, is utilized.
While both weight sharing architectures reduce memory requirements, the proposed
Inverted TreeNet also achieves improved accuracy.
4.1 Introduction
Neural networks can be thought of as a sequence of layered operations that at-
tempt to model an arbitrary function f(x) = y given many examples of x and y. A
network’s parameters are optimized given a large amount of training data x ∈ X and
corresponding target values y ∈ Y . However in many practical situations, the testing
data may not be drawn from the same distribution as X, but rather from X˜ which
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is a distorted version of X. In computer vision problems, the distortion could be an
artifact of the camera (e.g., noise or blur), or could be a result of the environment
(e.g., rain or fog). It is even possible to intentionally generate a X˜ that is perceptually
similar to the original data but is misclassified [98].
If it is known a-priori that the testing data may lie outside of the distribution
of the training data, a simple solution is to re-train (or fine-tune) the network on
data from the known distorted distribution. This has been shown to achieve good
performance in the case of noisy [65] or blurry data [66]. The network is able to adapt
to the new distribution and give more correct predictions.
In this work, the scenario where there are multiple distortions is considered. A
network trained on one distortion X˜1 may not generalize when tested on distortion X˜2,
and vice-versa. One solution is to train a model on the union distribution X˜1 ∪ X˜2,
but it is shown that this does not perform better than models trained on a single
distortion type.
Given that networks can adapt to a particular distortion type, but not multiple
types at once, a mixture of experts based model [7] is proposed where each expert
is trained on a particular distortion type. A separate gating network determines a
weight to assign to each expert. The proposed model is named MixQualNet. The
mixture can more accurately model X˜1 and X˜2 simultaneously than a single model
trained on X˜1 ∪ X˜2. Note that during testing MixQualNet is “blind” to the type
and level of distortion, yet can still provide appropriate weights for the mixture.
Additionally weight sharing between the experts is used to reduce the number of
parameters required by the mixture model.
This work primarily considers two common image distortions: additive Gaussian
noise and Gaussian blur. Additionally, Section 4.4.5 shows that the proposed model
can also be applied to images with camera shake blur, salt and pepper noise, and
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MblurMnoiseMclean Mmqn
BearRainbow
Rainbow Leopard
Figure 4.1: Example Performance of Quality Resilient Networks on Various
Quality Distortions. This Figure Shows the Class Prediction for An Image Under Several
Different Types of Distortions (From Top to Bottom: Clean, Gaussian Noise and Gaussian
Blur). The Original VGG16 Network (Mclean) Fails on Distorted Images. Networks Fine-
Tuned on Different Types of Distortions Perform Well on that Particular Distortion, But
Not on Other Distortion Types (Mnoise and Mblur). The Proposed MixQualNet Model
(Mmqn) Performs Well Over All Distortion Types as Well as the Original Clean Image.
joint noise and blur. Figure 4.1 shows an example image corrupted with Gaussian
noise and Gaussian blur distortions and the class prediction of several models. The
models trained on particular types of noise (Mnoise and Mblur) perform well on the
trained distortion type, but fail to generalize to other distortions. By contrast, the
proposed MixQualNet (Mmqn) predicts the correct class under all distortion types.
This chapter is organized as follows. Section II discusses related works. Section
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III introduces and formulates the proposed MixQualNet model. Section IV describes
baseline models and provide a performance comparison with the proposed approach.
Section V concludes this Chapter.
4.2 Related Works
Dodge and Karam [77] showed that deep neural networks trained on clean data
perform poorly when tested on low quality distorted images. This performance de-
crease is seen for several different network architectures. Noise and blur distortions
cause the greatest degradation in network performance. Comparatively, JPEG at
quality rates as low as 10 and contrast distortions do not significantly affect net-
works. The VGG16 architecture [24] was shown to be more robust compared with
AlexNet [1] or GoogleNet [25] architectures.
A simple approach to add robustness to neural networks is to fine-tune the network
on images with the expected distortions. Vasiljevic et al. [66] show that this approach
works well for blurred images. They also show that to achieve good performance on
clean and blurred images, it is best to train on data consisting of half clean and
half blurred images. Similarly Zhou et al. [65] show the effectiveness of fine-tuning
for both noisy images and blurred images. Interestingly, the model trained on both
noise and blur has a much higher error rate than the average error rate of models
trained only on noise and blur when these latter models are tested on their respective
distortions. Lastly, Roder et al. [99] show that simple pre-processing of distorted
data can improve recognition performance, however it is not clear if this method
gives better accuracy than the fine-tuning alternative.
Diamond et al. [68] describe a system that prepends a neural network with ad-
ditional layers that serve to undistort the image. For these undistorted images, ad-
ditional fine-tuning of a deep neural network is performed. The method assumes
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knowledge of camera noise and blurring parameters, but for general applications (e.g.,
images from the Internet) the camera parameters may not be available. This greatly
limits the applicability of the method.
BANG training [69] is a method for training neural networks that are less suscep-
tible to noisy input data. In BANG training, gradients in a mini-batch are scaled to
give larger gradients to already correctly classified samples. Consequently, the correct
samples are pushed further from the decision boundaries. Thus the resulting network
is less susceptible to noise, which would otherwise push samples over decision bound-
aries. Fine-tuning with noisy samples may also create decision boundaries that are
more robust to noise. However the authors of [69] do not provide comparisons with
fine-tuning. So, it is not clear if BANG training offers any advantage compared with
a simple fine-tuning baseline.
Stability training [70] is another training methodology designed to learn a more
robust network. The method trains a network with noisy images and tries to match
the soft-max outputs from an identical network trained with clean images. Stability
trained networks were shown to have greater invariance to JPEG compression than
traditionally trained networks. However, the usefulness of this is limited because
existing networks are already quite robust to JPEG distortions as shown in [77].
The recently proposed DeepCorrect method [67] attempts to correct only filters
that perform poorly on distorted images. By correcting only a small number of
filters, DeepCorrect achieves higher or comparable performance as compared to fine-
tuning which corrects all the filters in the network. The DeepCorrect method could
easily be used as a training mechanism in the ensemble models. Any improvement in
performance would be in addition to improvements from the proposed models.
Distortions can also be generated in an adversarial manner such that they are
imperceptible to humans, but cause neural networks to perform poorly [98, 100].
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There are several approaches that attempt to alleviate susceptibility to adversarial
samples. Networks can simply be re-trained on these adversarial samples to obtain
more robustness [74]. Another technique uses soft-max distillation training (similar to
[70]) to achieve robustness [101]. Although adversarial samples represent a potential
security problem for neural networks, they are not as prevalent as images distorted
with common image quality distortions.
Table 4.1 provides a summary of previous related works. Many of these approaches
offer solutions to problems where there is a single type of distortion. This work
proposes a method that can perform well on multiple different types and levels of
distortions. Blur and noise are tested because they have opposite characteristics.
Blur removes existing high frequency information, and noise injects high frequency
information into the image.
4.3 MixQualNets
MixQualNet (Figure 4.2) is an ensemble model for distortion-robust classification
where weights are assigned to the output of each ensemble member. MixQualNet
is a form of the mixture of experts model [7]. In mixture of experts, the data is
partitioned into subspaces for which an “expert” model is trained. In the canonical
mixture of experts paradigm, the subspaces consist of subsets of classes. In the
proposed model, the three constituent experts are a network trained with clean images
(Mclean), a network trained with noisy images (Mnoise), and a network trained with
blurred images (Mblur).
4.3.1 Expert Networks
Each expert takes the form of a VGG16 model [24], as it was found to be the
most resilient to distortions in [77]. All of the layers are first initialized with the
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Table 4.1: Comparison of Previous Works
Method Considered Distortions
BANG [69] Noise
Vasiljevic et al. [66] Blur
Stability training [70] JPEG
Roder et al. [99] Noise
DeepCorrect [67] Noise and Blur (separate models)
Zhou et al. [65] Noise and Blur (separate models)
Diamond et al. [68] Noise and Blur
(requires knowledge of noise and blur model)
MixQualNet Noise and Blur (single model)
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Figure 4.2: Structure of the MixQualNet. Each Shaded Gray Block Consists of
Layers Trained on a Particular Type of Distortion.
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values trained on the full ImageNet dataset [22]. To use the model for a new dataset
the last fully connected layer is replaced with a new layer with the number of units
corresponding to the number of classes in the dataset. The new layer is initialized
using Glorot initialization [19].
First a model is trained using the non-distorted training images from the dataset.
This model is named Mclean. For the ImageNet dataset, Mclean is simply the original
pre-trained model. Next two additional models are trained: Mnoise is fine-tuned on
noisy images and Mblur is fine-tuned on blurry images. The Mnoise and Mblur models
are initialized with the weights from the Mclean model. During training, half of the
images in a mini-batch are distorted with a random distortion level. For blur, this
random level is the standard deviation of the Gaussian blur kernel and is randomly
sampled from a uniform distribution σb ∼ U(0, 10). The noise parameter is the
standard deviation of the additive Gaussian noise and is randomly sampled from a
uniform distribution σn ∼ U(0, 100). Applying distortion to only half of the mini-
batch images allows the model to perform well on both clean and distorted images
[66]. The distortion is applied on-line during training so that each sample in each
mini-batch has unique random distortion levels.
The expert models are trained using stochastic gradient descent with momentum
[16], with the parameters of the Mclean model as initialization. The categorical cross
entropy is used as the loss function. For the ImageNet dataset a learning rate of
0.001 is used for all layers. For other datasets a learning rate of 0.001 is used for all
the layers except for the last, and a learning rate of 0.01 is used for the last layer.
The last layer is the only layer that has not been pre-trained, so it requires a larger
learning rate. The mini-batch size is 16 images. No weight decay or learning rate
scheduling is used. Training continues for as many epochs until the validation loss
stops decreasing.
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Images are resized such that the smaller dimension is 256 pixels and then a the
224 × 224 pixel central crop is taken (as in [24]). After resizing and cropping a
distortion is applied if the training image is to be distorted. Then the mean of the
full ImageNet dataset is subtracted as in the training procedure of the original VGG16
model.
4.3.2 Gating Network
The goal of the gating network is to weight the contributions of the expert net-
works, depending on the characteristics of the input data. For notational convenience,
a matrix that consists of the softmax outputs of the expert models is defined:
P(x) =

p(x|Mclean)
p(x|Mnoise)
p(x|Mblur)
 (4.1)
where p(x|M) is a L-length row vector of soft-max outputs of the last layer of the
model M for the input image x, and L is the number of classes.
For a given input image x a vector w determines the mixture weights. The output
probabilities of the MixQualNet Mmqn are computed as:
p(x|Mmqn) = w(x)TP(x) (4.2)
The goal is to build a gating network that, given any input image x, can determine
the weights w(x) that give the lowest categorical cross-entropy loss. The gating
network does not typically give all of the weight to a single model, because there
can be an ensembling benefit by combining multiple models. In the case where all
elements of w are equal, the mixture model is equivalent to the averaging ensemble. It
is also desired that the system is “blind” to the type and level of distortions. The only
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Figure 4.3: Target Weights. A Weighting Function of the Three Models is Computed
to Achieve the Minimum Categorical Cross-Entropy. These Target Weights Are Used to
Train a Gating Network that Can Predict Weights for An Image with Unknown Distortion
Type and Level.
input to the gating network is the original image, and from this the gating network
must assign appropriate weights.
For training the gating network, “target” weights are need. The target weights
are obtained by considering each set of validation images with a particular distortion
type and level, and compute the weights that minimize the categorical cross-entropy.
The validation set is used to obtain the target weights because the training data may
be overfit by the expert models. The following equation is minimized to compute the
target weights:
min
wd,v
−
∑
x∈Id,v
∑
j
tx,j log(w
T
d,vP(x)j)
s.t. ||wd,v||1 = 1
(4.3)
where Id,v is a set of images with distortion type d and distortion level v, tx,j is a
binary value that is equal to one if image x is of class j, and P(x)j corresponds to the
jth column of P(x). Finally wd,v is the optimal desired weight vector. The constraint
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Table 4.2: Parameters of the Gating Network. N is the Number of Output Weights
Corresponding to the Ensemble Members.
Layer Hyper parameters
Input 224 × 224 pixels
Conv-1 16 (3 × 3) filters
Pool-1 2 × 2 max pooling
Conv-2 32 (3 × 3) filters
Pool2 2 × 2 max pooling
Conv3 64 (3 × 3) filters
Pool3 2 × 2 max pooling
Conv-4 64 (3 × 3) filters
Pool4 2 × 2 max pooling
Conv-5 64 (3 × 3) filters
Conv-6 16 (1 × 1) filters
Conv-7 n (1 × 1) filters
Spatial Global Average Pooling 14× 14 region
ensures that the weights sum to one.
Eq. 4.3 is minimized using the SLSQP algorithm [102]. Figure 4.3 shows the
target weights for the different distortion levels and for different datasets. For low
distortion levels, relatively uniform weights give the best performance. This roughly
corresponds to an averaging ensemble. For larger distortion levels, the mixture favors
the model learned on that particular distortion type. The ImageNet dataset has
slightly different target weights than the other datasets. This is because the training
dataset is much larger, so the specialist networks are more adapted to a particular
distribution of data.
Next a gating network is trained to predict these target weights. The gating
network is a much smaller network than the base VGG16 networks, consisting of 7
60
convolutional layers with ReLu non-linearities and a global average pooling output
layer with an n-way soft-max non-linearity (Table 4.2). The output of the network
is an n-length vector of predicted gating weights. The total number of gating net-
work parameters is 98.5 thousand, which is negligible compared to the 135 million
parameters of each of the VGG16 ensemble members. The network is trained on the
training images with random distortion types and levels. The target weight is taken
from the weights learned in (4.3) for the particular distortion level and type. The
gating network minimizes a regression loss to predict the weights for a given image:
min
g
∑
d∈D
∑
v∈Vd
∑
x∈Id,v
||g(xd,v)−wd,v||22 + λ||g(xd,v)||22 (4.4)
where λ is a regularization parameter, D is the set of all distortion types, xd,v is
an input image distorted with distortion type d and distortion level v, Vd is a set
of possible distortion levels for distortion d, and g(x) is the output of the gating
network. In the experiments λ = 0.01. Similar results can be obtained with different
λ values, and reach similar conclusions from the experiments.
The gating network is trained with stochastic gradient descent using the same
parameters as the training procedure for the ensemble members. Half of the images
in each mini-batch are undistorted, one quarter of the images are blurred with random
levels, and one quarter of the images have noise with random levels. The levels are
chosen randomly as in Section 4.3.1.
Note that each element of the mixture model (the ensemble members and the
gating network) is trained independently. In Section 4.4.6 the effect of jointly training
the entire model is evaluated.
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4.3.3 Weight sharing
The primary disadvantage of the proposed MixQualNet is that the mixture model
requires approximately 3x the number of parameters as a single model. It is not clear
which layers in the network are adapting during fine-tuning. If some network layers
are adapting less than others to the distorted distribution, then the parameters of
those layers can be shared.
Should early layers or later layers be shared? For traditional classification prob-
lems it has been shown that early layers from different neural networks often encode
similar features [32]. Given this, Lee et al. proposed TreeNet [33] that share layer pa-
rameters across early layers of members of an ensemble. A modified version of TreeNet
is introduced, termed Gated TreeNet where the gating unit trained previously is used
to weight branches of the tree. Figure 4.4(a) shows a diagram of the Gated TreeNet.
Each branch of the tree is trained separately using different distortions.
Additionally, this work proposes an alternative to Gated TreeNet where instead of
sharing early layers of the ensemble, the later layers are shared. This architecture is
named Gated Inverted TreeNet. One motivation for this architecture is to investigate
whether the early layers can adapt to the distortion distribution, while the later layers
are fixed. Similar to the Gated TreeNet, each branch of the Gated Inverted TreeNet
is trained on a different distortion. The Gated Inverted TreeNet yields additional
parameter savings because the later fully connected layers have more parameters
than the earlier convolutional layers. Figure 4.4(b) shows the structure of the Gated
Inverted TreeNet.
To train the MixQualNets with weight sharing the model is initialized with the
parameters from the Mclean model from Section 4.3.1. The parameters of the shared
layers are frozen such that they do not deviate from the parameters in the Mclean
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Figure 4.4: Structures of Gated MixQualNet. Each Shaded Gray Block Consists of
Layers Trained on a Particular Type of Distortion. Green Layers Denote Layers that Have
Shared Parameters.
model. For both TreeNet architectures there is a branch point which determines at
which layer the parameter sharing begins. For the TreeNet, layers below the branch
point are shared and layers above and including the branch point are not shared. For
the Inverted TreeNet, layers below the branch point are not shared, and layers above
and including the branch point are shared.
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4.4 Results
4.4.1 Datasets
This work considers experiments on four datasets: Caltech101 [92], Caltech256
[103], Scene67 [104], and ImageNet (ILSVRC2012) [22]. The Caltech datasets contain
images of common objects, and the Scene67 dataset consists of images of indoor
scenes. The ImageNet dataset consists of 1000 classes representing many types of
objects such as animals, household objects, food, vehicles, etc.
For both the Caltech101 and Caltech256 datasets the standard protocol is followed:
25 random images per class for training, 5 per class for validation, and up to 50 images
per class for testing. For the Scene67 dataset, the given training and testing split are
used. For validation, 20% of the given training images are held out during training.
For the ImageNet dataset the given validation data is used for testing and the given
training data is split into 80% for training and 20% for validation.
Additive Gaussian noise and Gaussian blur distortions are considered for testing.
Later in Section 4.4.5 additional types of distortions (salt and pepper noise, camera
shake blur, and blur followed by noise) are tested. For noise, random Gaussian noise
is added to each pixel with a standard deviation σn ranging from 0 to 100. For
blur Gaussian blur is applied with a standard deviation σb ranging from 0 to 10.
During testing each testing image is tested with 5 distortion levels uniformly chosen
between the minimum and maximum distortion levels. Figure 4.5 shows examples
of the distorted images. Section 4.3.1 explains how the images are distorted during
training.
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Figure 4.5: Example Image Stimuli. Example Images from the Scene67 (Top Row)
and ImageNet (Bottom Row) Datasets are Shown Distorted with the Levels of Blur and
Noise Used in Testing.
4.4.2 Baselines Using Fine-tuning
The expert models are considered (Mclean, Mnoise, and Mblur) as stand-alone mod-
els for baseline comparisons. Mblur is similar to the model proposed in [66], which
is essentially just a fine-tuned network. Mnoise and Mblur are also the same as the
fine-tuning models presented in [65].
For each model and distortion type, 5 levels of distortions are used for each testing
image. Figure 4.6 shows the performance of the individual model baselines. An
important consideration is how well a model performs on both clean images and
distorted images. An ideal curve would be flat, with equal performance on distorted
images and clean images. Another consideration is cross-distortion performance. An
ideal model would achieve good performance on all types of distortions. However, it
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Figure 4.6: Fine-Tuning Results. Models Trained with Different Types of Distortions
Are Tested on Noisy Images (c), and Blurred Images (b). MNoise Performs Well on Noisy
Images, But Performs Poorly on Blurred Images. Similarly, MBlur Performs Well on Blurred
Images But Poorly on Noisy Images.
can be seen from Figure 4.6 that the model trained on noisy images performs poorly
on blurred images. Likewise, the model trained on blurred images performs poorly
on noisy images.
4.4.3 Ensemble Baselines
The proposed mixture of experts approach is similar to an ensemble method.
Thus, two ensemble baselines are used for comparison: an averaging ensemble, and
an ensemble that takes the most confident prediction.
Essentially the average ensemble (Mavg) is the same as the proposed MixQualNet
with the restriction that the gating network always predicts weights equal to 1
n
, where
n is the number of expert networks. This averaging model is conceptually similar to
the multi-column neural network [105]. However the multi-column network assumes
clean inputs and artificially distorts the data before passing it to each column network.
Here it is assumed that the distortion type and level are unknown and pass the same
66
MmqnMavgMall
(a) Noise
(b) Blur
Scene67
Noise σ
A
cc
u
ra
cy
(%
)
0 20 40 60 80 100
20
25
30
35
40
45
50
55
60
65
Caltech101
0 20 40 60 80 100
Noise σ
60
65
70
75
80
85
90
95
A
cc
u
ra
cy
(%
)
Caltech256
0 20 40 60 80 100
Noise σ
35
40
45
50
55
60
65
70
75
A
cc
u
ra
cy
(%
)
ImageNet
Gaussian Blur σ
A
cc
u
ra
cy
(%
)
0 2 4 6 8 10
0
10
20
30
40
50
60
70
0 2 4 6 8 10
Gaussian Blur σ
30
40
50
60
70
80
90
100
A
cc
u
ra
cy
(%
)
0 2 4 6 8 10
Gaussian Blur σ
0
10
20
30
40
50
60
70
80
A
cc
u
ra
cy
(%
)
Scene67Caltech101 Caltech256 ImageNet
Noise σ
A
cc
u
ra
cy
(%
)
Gaussian Blur σ
A
cc
u
ra
cy
(%
)
0 20 40 60 80 100
0
10
20
30
40
50
60
70
80
0 2 4 6 8 10
0
10
20
30
40
50
60
70
80
Figure 4.7: Performance of Ensemble Methods. the Proposed MixQualNet (Mmqn)
Achieves Good Performance Over All Distortion Levels and Types Compared with An
Averaging Ensemble (Mavg) and a Single Model Baseline Trained on the Two Distortions
(Mall).
input to all of the ensemble members.
Another baseline ensemble (Mmax), instead of averaging the soft-max outputs,
gives the class prediction that has the maximum value over all of the soft-max outputs
of the models. This will choose the class that is most confidently predicted across the
ensemble members.
Another standalone model (Mall) is fine-tuned on both blurry, clean, and noisy
images. During training, half of the images in a mini-batch are clean, one quarter are
distorted with Gaussian noise, and the remaining quarter are distorted with Gaussian
blur. Otherwise the training procedure is the same as for the expert models.
Figure 4.7 shows the performance of models that are trained for multiple types
of distortions (Mmqn, Mall, and Mavg). For most levels and types of distortion, the
MixQualNet model achieves the highest accuracy. For lower distortion levels, the
MixQualNet model gives similar performance as the averaging ensemble, and for
higher levels of distortion the mixture achieves similar performance as the model
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Table 4.3: Average Accuracy (ACC) Over All Distortion Levels of Single and Ensemble
Models. The Highest Score is Indicated in Bold and the Second Highest is Indicated by An
Underline. ACC Indicates the Mean of ACCblur and ACCnoise.
Single Models Ensemble Models
Mclean Mnoise Mblur Mall Mavg Mmax Mmqn
C
a
lt
e
ch
1
0
1
ACCnoise 0.5774 0.7875 0.5778 0.7983 0.7836 0.7784 0.8022
ACCblur 0.3520 0.3990 0.7106 0.6835 0.6607 0.6894 0.7206
ACC 0.4647 0.5933 0.6442 0.7409 0.7222 0.7339 0.7614
C
a
lt
e
ch
2
5
6
ACCnoise 0.3435 0.5378 0.3700 0.5200 0.5453 0.5404 0.5673
ACCblur 0.2034 0.1878 0.3998 0.3545 0.3357 0.3421 0.4111
ACC 0.2734 0.3628 0.3849 0.4372 0.4405 0.4412 0.4892
S
c
e
n
e
6
7 ACCnoise 0.2009 0.4904 0.2195 0.4632 0.3748 0.4002 0.5006
ACCblur 0.1432 0.1696 0.3485 0.3535 0.2310 0.2697 0.3629
ACC 0.1720 0.3300 0.2840 0.4083 0.3029 0.3350 0.4318
Im
a
g
e
N
e
t ACCnoise 0.3245 0.4529 0.1624 0.4225 0.4389 0.4341 0.4968
ACCblur 0.2153 0.1195 0.3288 0.3014 0.3346 0.3295 0.3633
ACC 0.2699 0.2862 0.2456 0.3633 0.3868 0.3818 0.4300
fine-tuned to the particular level of distortion.
Additionally, the average accuracy (ACC) for each distortion type across the
distortion levels is computed. The average accuracy is normalized so that 1.00 cor-
responds to 100% accuracy at all distortion levels. The obtained average accuracy
results are shown in Table 4.3. The average performance of the proposed method is
superior to all of the baselines.
4.4.4 Weight sharing
The branch point of the Gated TreeNet or Gated Inverted TreeNet represents a
trade-off between model complexity and classification accuracy. In Tables 4.4 and 4.5
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the average accuracy is computed across all distortion levels for blur and noise and
compare it to the total number of parameters of the ensemble for different branch
points of the VGG16 network. The optimal branch point is dependent on the par-
ticular requirements of the desired application (i.e., memory budget or accuracy re-
quirements).
The results show that the proposed Gated Inverted TreeNet gives a better accuracy-
parameter tradeoff as compared to both the Gated TreeNet and the full MixQualNet
models in the sense that, for a given accuracy, a lower number of parameters are
required. For example, it can be seen from Table 4.5 that for the ImageNet dataset
using the proposed Gated Inverted TreeNet achieves the highest accuracy while using
only 34% of the parameters compared with the full MixQualNet model. Similar trends
can be seen for all the other datasets. Additionally, compared with a Gated TreeNet
model (Table 4.4) with a similar number of parameters (e.g., FC8 branch point), the
Gated Inverted TreeNet achieves a much higher average accuracy (e.g., 0.73 vs 0.58
on the Caltech101 dataset, and 0.48 vs 0.31 on the ImageNet dataset). This indicates
that the early layers are more important to adapt to the image distortions relative to
the later layers.
It is not surprising that most of the savings in terms of parameters arise from
sharing the fully connected layers, as these layers have the most parameters in the
network. Additional parameter savings can be achieved with compression methods
such as [106].
4.4.5 Unseen Distortions
In this section it is desired to test the robustness to unseen distortions. Three
types of distortions are considered: salt and pepper noise, camera shake blur, and a
combination of Gaussian blur plus Gaussian noise. For these tests only the Caltech101
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Table 4.4: Average Accuracy (ACC) Over All Distortion Levels of Gated TreeNet for
Different Branch Points. The Highest Score is Indicated in Bold and the Second Highest is
Indicated by An Underline. ACC Indicates the Mean of ACCblur and ACCnoise.
VGG16 Branch Point of Gated TreeNet
Mmqn Conv2 1 Conv3 1 Conv4 1 Conv5 1 FC6 FC7 FC8
Parameters (million) 407.23 407.18 406.74 403.79 391.99 377.83 172.30 138.74
C
a
lt
e
c
h
1
0
1
ACCnoise 0.8022 0.8046 0.8103 0.7980 0.7702 0.7349 0.7119 0.6954
ACCblur 0.7206 0.7289 0.6867 0.6742 0.6640 0.5437 0.4913 0.4686
ACC 0.7614 0.7667 0.7485 0.7361 0.7171 0.6393 0.6016 0.5820
C
a
lt
e
c
h
2
5
6
ACCnoise 0.5673 0.5452 0.5470 0.5595 0.5102 0.4852 0.4722 0.4560
ACCblur 0.4111 0.4341 0.4167 0.3858 0.3917 0.3529 0.3315 0.3194
ACC 0.4892 0.4896 0.4819 0.4727 0.4510 0.4190 0.4019 0.3877
S
c
e
n
e
6
7 ACCnoise 0.5006 0.4750 0.4618 0.4840 0.4182 0.3683 0.3488 0.3473
ACCblur 0.3629 0.3856 0.4064 0.4010 0.3488 0.2718 0.2707 0.2474
ACC 0.4318 0.4303 0.4341 0.4425 0.3835 0.3201 0.3097 0.2973
Im
a
g
e
N
e
t
ACCnoise 0.4968 0.4777 0.4410 0.3938 0.3664 0.3318 0.3488 0.3581
ACCblur 0.3633 0.3471 0.3382 0.3054 0.2719 0.2356 0.2367 0.2615
ACC 0.4300 0.4124 0.3896 0.3496 0.3191 0.2837 0.2927 0.3098
dataset is used, although it is expected that the other datasets will have similar results.
For salt and pepper noise each pixel in each color channel is turned off (pixel
value set to 0) or turned on (pixel value set to 255) with some probability p. Salt and
pepper noise varying from p = 0 (clean image) to p = 0.4 is tested. Figure 4.8 shows
that the proposed models (Mmqn and the Mmqn−fc6 model with parameter sharing)
are still robust to this unseen distortion.
Next camera shake blur is tested. This is more general than the previously con-
sidered Gaussian blur, because the blur kernel is not symmetric. The 8 blur kernels
provided by [107] are used, which were captured from a real camera. The different
blur kernels have different sizes, ranging from 13× 13 pixels to 27× 27 pixels. Figure
4.9 shows the results of this experiment. In general, the proposed MixQualNet model
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Table 4.5: Average Accuracy (ACC) Over All Distortion Levels for Gated Inverted TreeNet
at Different Branch Points. The Highest Score is Indicated in Bold and the Second Highest
is Indicated by An Underline. ACC Indicates the Mean of ACCblur and ACCnoise.
VGG16 Branch Point of Gated Inverted TreeNet
Conv2 1 Conv3 1 Conv4 1 Conv5 1 FC6 FC7 FC8 Mmqn
Parameters (million) 135.90 136.34 139.29 151.09 165.25 370.78 404.34 407.23
C
a
lt
e
c
h
1
0
1
ACCnoise 0.6935 0.7658 0.8038 0.7941 0.8302 0.8167 0.7926 0.8022
ACCblur 0.4023 0.5554 0.6488 0.7288 0.7146 0.7520 0.7406 0.7206
ACC 0.5479 0.6606 0.7263 0.7615 0.7724 0.7843 0.7666 0.7614
C
a
lt
e
c
h
2
5
6
ACCnoise 0.4368 0.4906 0.5437 0.5790 0.5839 0.5475 0.5595 0.5673
ACCblur 0.2383 0.3255 0.4054 0.4386 0.4644 0.3984 0.4409 0.4111
ACC 0.3375 0.4081 0.4745 0.5088 0.5242 0.4729 0.5002 0.4892
S
c
e
n
e
6
7 ACCnoise 0.3616 0.4901 0.5250 0.5515 0.5336 0.5331 0.5255 0.5006
ACCblur 0.2177 0.3125 0.3717 0.4062 0.4151 0.4121 0.3803 0.3629
ACC 0.2896 0.4013 0.4483 0.4789 0.4744 0.4726 0.4529 0.4318
Im
a
g
e
N
e
t
ACCnoise 0.4563 0.5370 0.5577 0.5479 0.5111 0.5087 0.5074 0.4968
ACCblur 0.2562 0.3282 0.3977 0.3894 0.3984 0.3931 0.3819 0.3633
ACC 0.3562 0.4326 0.4777 0.4686 0.4548 0.4509 0.4446 0.4300
(Mmqn) gives the best performance across the blur kernels as compared to the base-
lines. Furthermore, the proposed MixQualNet model with weight sharing (Mmqn−fc6)
gives the best performance across the blur kernels as compared to all the baselines
except that, for some kernels, Mblur results in a comparable performance.
Finally a distortion consisting of Gaussian blur followed by Gaussian noise (Fig-
ure 4.10) is tested. 4 standard deviations for the blur (1 to 4), and 4 standard devi-
ations for the additive noise level (10 to 40), are considered. This type of distortion
is more difficult than single distortions, especially at higher distortion levels. Never-
theless, the proposed MixQualNet models still achieve greater performance compared
with the baseline models.
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Figure 4.8: Performance on Salt and Pepper Noise Using the Caltech101
Dataset.
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Figure 4.9: Performance on Camera Shake Blur of the Caltech101 Dataset.
4.4.6 Joint fine-tuning
In the previous experiments, training was done independently for the different
branches. An alternative is to train the entire model jointly. To investigate whether
there is benefit to joint training, the independently trained inverted TreeNets are
jointly fine-tuned using the Caltech101 dataset. The weights of the expert networks
and the gating network are initialized with the final learned weights of the MixQual-
Net with weight sharing at the FC6 branch point. The same learning procedure
described in Section 4.3.1 and the dataset split described in Section 4.4.1 are used.
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Figure 4.10: Performance on Gaussian Blur Plus Gaussian Noise Using the
Caltech101 Dataset.
Table 4.6: Comparison of Jointly-Trained and Independently Trained Models on the Cal-
tech101 Dataset.
Model ACCnoise ACCblur ACC
Independently trained 0.8302 0.7146 0.7724
Jointly trained 0.8452 0.7821 0.8137
In Table 4.6 it can be seen that there is a benefit to jointly fine-tuning the model.
4.5 Conclusion
This work has presented mixture of experts based models for image classification
(MixQualNets) that are more robust to distorted data than single fine-tuned mod-
els. The proposed models consist of expert networks where the experts are trained
for particular distortion types, and a gating network that is trained to select among
the experts. During testing, the network is blind to the distortion level and type,
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yet can still assign appropriate weights to the expert models. This work also intro-
duce MixQualNets with weight sharing. These networks can achieve higher accuracy
compared with the basic MixQualNet model, while requiring significantly fewer pa-
rameters. Specifically, the Inverted TreeNet weight sharing mechanism that achieves
better performance than the TreeNet sharing mechanism. This shows that the early
layers are most important to adapt to distorted input images.
Although this work has only focused on image classification problems, image dis-
tortions could affect any problems that rely on neural networks, such as semantic
segmentation [72] or object detection [71]. Furthermore, the improvements presented
in this work are orthogonal to any improvements due to newer neural network archi-
tectures.
The gating network in the proposed models predicts appropriate weights based
on the characteristics of the input image without explicitly predicting the type or
level of the distortion. In other words, the proposed models are “blind” with respect
to the distortion level and type. Further improvements could be made by explicitly
incorporating techniques to predict distortion type or level such as [108, 109]. Fi-
nally, although the model only includes experts trained for clean, blur and noise, the
proposed model could easily be extended to incorporate experts for other distortion
types.
The limitation of the proposed model is that a new expert is needed for every
different distortion type. For future work this limitation could be alleviated by at-
tempting to find a subset of experts that can achieve performance for a wide variety
of distorted stimuli. The main questions is how many of experts are needed, and
what kind of distortions to train the experts on.
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Chapter 5
VISUAL SALIENCY PREDICTION USING A MIXTURE OF DEEP NEURAL
NETWORKS
Visual saliency models have recently begun to incorporate deep learning to achieve
predictive capacity much greater than previous unsupervised methods. However, most
existing models predict saliency using local mechanisms limited to the receptive field
of the network. The MxSalNet model is proposed that incorporates global scene
semantic information in addition to local information gathered by a convolutional
neural network. The proposed model is formulated as a mixture of experts. Each
expert network is trained to predict saliency for a set of closely related images. The
final saliency map is computed as a weighted mixture of the expert networks’ output,
with weights determined by a separate gating network. This gating network is guided
by global scene information to predict weights. The expert networks and the gating
network are trained simultaneously in an end-to-end manner. The proposed mixture
formulation is shown to improve performance over an otherwise identical non-mixture
model that does not incorporate global scene information. Additionally, the proposed
model achieves better performance than several other visual saliency models.
5.1 Introduction
Visual attention enables the human visual system to efficiently process the flood
of visual information entering the retina. This mechanism enables the visual system
to focus resources on the most relevant locations in the scene. The tendency of a
particular region in a scene to receive attentional focus can be represented by the
visual saliency of that region.
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The study of computational models of this mechanism may increase understanding
of the underlying biological mechanisms, but also can lead to applications in computer
vision. In these applications, saliency can be used for the same purpose as in the
human visual system: to focus resources on the key parts of the scene for more efficient
processing of the visual world. This has found application in object detection [110],
scene recognition [53], and robotic navigation [111], among others.
Visual attention is often said to be composed of top-down and bottom-up com-
ponents [112]. Existing deep neural network based models of visual saliency can be
said to encode both factors: bottom-up information can be manifested in the outputs
from filters in early layers of a convolutional neural network, and top-down infor-
mation (such as the location of faces) can manifest itself in later layers. However,
top-down information can go beyond recognition of familiar objects to include prior
experience [56], scene semantics and context [113] and task information [51].
This work proposes a saliency mixture model that incorporates a notion of scene
context. Several studies show the effect of scene context on saliency in the form of
contextual cueing [113–115]. In these experiments, the time to visually locate a target
is reduced when the target appears in a previously seen arrangement of distractors
[114], in consistent global colors [115], or more generally in natural images [113].
Contextual cueing tells that humans adapt and learn contextual information to find
more optimal visual search strategies. Similarly, a computational model of attention
is proposed that can adapt to different contextual information.
This work introduces a saliency model (MxSalNet) that learns a measure of global
scene contextual information. In the proposed model, global scene information corre-
sponds to different categories of image stimuli (e.g., natural images, fractal patterns,
etc.). It is assumed that these categories are varied enough to induce different saliency
mechanisms. Therefore different prediction is learned for each category. These pre-
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dicted saliency maps are generated using an efficient tree structure to share common
bottom-up features, and diverge in later layers to compute semantic higher-level fea-
tures. A context guided gating network decides, given an unknown image, weights
to give to each prediction. The context gating network and the category-specific
saliency predictions are implemented as convolutional neural networks that can be
jointly trained. The model is built on a recent deep-learning based model [116], and
show that the additional global scene information leads to greatly increased perfor-
mance. Although the proposed model uses [116] as a base, the mixture formulation
could be adapted to use any deep learning based saliency models as the base. Thus
the main contribution is the mixture formulation for the prediction of saliency for
diverse input images.
This chapter is organized as follows. Section 6.2 reviews the previous work on
saliency modeling. Section 5.3 presents the proposed mixture of experts based model.
Section 5.4 provides a performance evaluation and comparison with existing models.
Finally, Section 5.5 concludes this chapter.
5.2 Related Work
Early models of visual saliency use biological analogs or concepts from information
theory. These methods can be thought of as “unsupervised” because they do not use
any training data. One of the first computational models of visual attention was the
Itti model [55]. This model is based on biological principles of center-surround and
feature integration theory. The Itti model was extended by using random walks on a
graph structure in the GBVS model [117]. Another class of models use information
theoretic approaches to quantify salient regions of the image [49]. Saliency can also
be related to the frequency response of an image [59]. Finally, the best performing of
the unsupervised models is based on Boolean map theory [118]. A survey of many of
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these unsupervised methods can be found in [119].
Supervised models provide an alternative to the biological or information theoretic
models. Kienzle et al. propose a model that uses a SVM to learn which image patches
contribute to saliency [120]. The Judd model [61] learns a linear combination of many
hand-chosen low-level features (center surround, filter responses, etc.) and a few high-
level features (face detectors, etc.) to predict saliency. Borji et al. [121] extend this
further by using a boosting based model with additional features.
The limitation of the aforementioned machine learning approaches is that they
are largely dependent on the features used for learning. This can be termed shallow
learning because the features are pre-defined. By contrast, deep learning approaches
are able to learn rich hierarchies of features from the original pixel data. This type
of learning has been made possible by larger scale eye-tracking datasets [122, 123].
Pan et al. [64] train separate deep and shallow architectures from scratch to predict
saliency and show that the deep architecture achieves better performance compared
to the shallow architecture. It has also been shown that using deep networks pre-
trained on image classification tasks can prove useful for saliency detection. The most
commonly used pre-trained networks are the VGG networks [24]. The DeepGaze
models [63, 124] show that the deep features from VGG networks can be used with-
out modification to predict saliency. Other works fine-tune the parameters of the
VGG network. The SALICON model [62] was the first deep learning-based model
to achieve a large performance increase compared with previous non deep learning
based models. SALICON incorporates a multi-scale approach in addition to fine-
tuning. Deepfix [125] improves performance by adding inception modules [25], using
dilated convolutions, and explicitly modeling the center bias. Jetley et al. [126]
also fine-tune a VGG-like model but compare the performance when using different
cost functions in the training. ML-Net [116] draws information from the last 3 con-
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volutional layers of the VGG network, instead of only the last layer as in the other
models.
It could be argued that the existing deep network approaches are capable of mod-
eling scene context and top-down information. Top-down concepts such as faces are
easily detected and labeled as salient by existing models. Additionally, some degree
of local scene context can be modeled. However, existing deep networks are limited
by the domain adaptation problem. It is difficult for a single saliency model to si-
multaneously give good predictions for different image domains (e.g. for cartoons vs
natural images). This work proposes a framework that incorporates global context in
the form of a gating network to identify different image domains. The gating network
provides weights to combine a set of expert networks that are trained on different
domains.
The most closely related work to ours is the iSEEL [127] model. For a given image,
the model finds similar images in a scene-bank using “gist” features and “classeme”
features from the last layer of the VGG16 network. For each similar image, a sep-
arate trained Extreme Learning Machine (ELM) predicts saliency based on VGG16
convolutional features. The final saliency map is computed by summing the outputs
of the ELMs. The MxSalNet model achieves better performance because each of the
experts in the model is trained on a collection of images instead of a single image
as in the iSEEL model. This allows the experts to generalize better to scene char-
acteristics that are common across many images. Furthermore the gating network
is trained along with expert networks in an end-to-end fashion, compared with the
fixed features and Euclidean distance used in iSEEL to retrieve similar images. In
Section 5.4, it is shown that the proposed model achieves better performance on the
CAT2000 dataset.
Xu et al. [128] show that a model using attributes of mid-level object annotations
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can predict saliency better than a similar models using pixel-level information. This
work shows that global-level information is similarly useful to augment pixel-level in-
formation. Unlike [128], the proposed method is trained end to end from eye tracking
data and does not require tedious manual annotation of objects.
Many of the aforementioned works incorporate information from bottom-up local
sources. In addition to bottom-up information, several models have shown that a
notion of global scene “gist” can be used to help predict saliency [129, 130]. In
Torralba et al. [129], global gist features are used to modulate low level features to
compute a task-based attention map that searches for a target object. For example in
a city scene, attention can be modulated to look for pedestrians. Peters and Itti [130]
use gist features to learn task based attention for the task of playing video games.
Mai et al. [131] present a related approach that aggregates the predictions from
different models using a Conditional Random Field (CRF). The CRF is trained using
similar images from a training set that are found using a gist descriptor. The saliency
prediction models to be aggregated are hand-designed methods, and must exhibit a
degree of diversity in predictions. The proposed approach approach on the other hand
learns an entire model end-to-end. The proposed method encourages the constituent
ensemble members to be diverse through the training process.
This work is related to the gist-based models that incorporate scene context, how-
ever there are several improvements that lead to much greater performance. First,
instead of using fixed gist features, a representation of global scene information is
learned from labeled training data. The labels provide hard classes, but the model is
able to learn a soft weighting function. This weighting function encodes information
similar to the “dark-knowledge” in supervised neural networks [132]. Secondly, recent
advances in deep learning are incorporated to learn a local saliency predictor. Global
scene information is combined with the more local saliency information using a mix-
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ture of experts formulation [7]. The MxSalNet model achieves better performance
compared with a baseline model that does not utilize the global scene information,
and outperforms several other deep-learning based models.
Bylinskii et al. [133] explain the failure modes of current state-of-the-art ap-
proaches for saliency prediction. For the CAT2000 dataset it is shown in [133] that
failure modes are dependent on the category of the image. For example, for the
DeepFix model “location of action/motion” accounted for 67% of under-predicted
regions of social categories, but only 10% of indoor categories. The proposed model
can alleviate these failure modes by accounting for the scene context (category). If
the model can determine the scene context, the model can then look for actions if a
social scene is detected, but look for other elements if an indoor scene is detected.
The proposed framework uses such scene knowledge to better predict saliency.
5.3 Proposed Approach
The human visual system is faced with processing many varied types of inputs
that are not limited to natural images. From experience, the visual system can learn
optimal strategies for images with similar contextual characteristics. Similarly, it is
difficult for a single computational model to correctly predict saliency with varied
input types. In machine learning, this is known as the interference problem, where
a single model can be conflicted by vastly different inputs. This work proposes that
saliency can be modeled as a mixture of experts [7], where the experts are specialists
at predicting some subset of possible images. In a typical mixture of experts model,
a separate network termed a gating network is used to weight the experts for an
unknown input.
The mixture of experts works best when there is a large amount of data available,
so that the experts can adapt to the data. Unfortunately, for visual saliency there are
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Figure 5.1: MxSalNet Model for Predicting Visual Saliency. The Image is First
Passed Through the Convolutional Layers of the VGG16 Network. Then the Responses
from the Last 3 Stages Are Concatenated. The Output of This Concatenation is Fed to 20
Category Specific Expert Networks. a Gating Network Determines Weights for the Outputs
of Each of the 20 Experts, and the Final Saliency Map is a Weighted Sum of the Expert
Saliency Maps. The Parameters for the Layers Can be Found in Table 5.1.
only few large-scale eye tracking datasets. Consequently, a single expert will likely
over-fit the subset of the data. Instead of using a “hard” mixture of experts model
where the entire weight is given to a single expert, a soft mixture is used. In this
case, each of the experts is given some weight, with larger weights given to classes
that the sample is more likely to be associated with. Over-fitting is reduced because
each expert sees related images in addition to the subset of images.
Figure 5.1 shows the proposed MxSalNet model. Saliency computation at location
l is expressed as the probability of a binary variable sl, where sl = 1 denotes a salient
location, and a value of 0 denotes a non-salient location. sl is conditioned on the
value of the image pixels I and the location l. The mixture model is expressed as:
p(sl|I, l) =
∑
k
p(sl|I, l, Ck)p(Ck|I, l) (5.1)
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where p(sl|I, l) is the probability of saliency given location l and the image I, and
p(Ck|I, l) is the conditional probability of the image belonging to class Ck given loca-
tion l. Using Bayes’ rule this becomes:
p(sl|I, l) =
∑
k
p(I|sl, l, Ck)
p(I|l, Ck) p(sl|l, Ck)p(Ck|I, l) (5.2)
It is assumed that the pixel values I and the location l are independent. Simi-
larly, it is assumed that the class Ck is independent of the locations l. With these
assumptions, this becomes:
p(sl|I, l) =
∑
k
p(I|sl, Ck)
p(I|Ck) p(sl|l, Ck)p(Ck|I) (5.3)
Using Bayes’ rule again this can further be simplified to:
p(sl|I, l)=
∑
k
p(sl|I, Ck)p(I|Ck)
p(sl|Ck)p(I|Ck) p(sl|l, Ck)p(Ck|I)
=
∑
k
p(sl|I, Ck)
p(sl|Ck) p(sl|l, Ck)p(Ck|I) (5.4)
It is assumed that the prior probability of saliency does not depend on the category,
so this simplifies to:
p(sl|I, l) = 1
p(sl)
∑
k
p(sl|I, Ck)p(sl|l, Ck)p(Ck|I) (5.5)
The term p(sl) is ignored which describes the prior probability of saliency sl. This
leads to the final formulation for the model:
p(sl|I, l) ∝
∑
k
p(sl|I, Ck)p(sl|l, Ck)p(Ck|I) (5.6)
From Eq. 5.6 It can be seen that the probability decomposes into three terms.
p(sl|I, Ck) is the expert prediction of a saliency map given the category of the image.
p(sl|l, Ck) is a modulation term that depends on the spatial location in the image and
the category (center bias). This term is used to model the center bias tendency of
eye tracking data. Finally, p(Ck|I) models the probability that the image belongs to
a particular class.
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5.3.1 Expert networks
First the computation of p(sl|I, Ck), the probability of saliency given an image
and its class, will be discussed. To compute this probability, the deep neural network
structure from the ML-Net model [116] is adopted, although any other deep learning
based model could be used instead. The first stage of this network consists of the
convolutional section from the VGG16 model for image classification [24]. The out-
puts of the last three stages are concatenated together and followed by two additional
convolutional layers. The output of the final layer is the saliency map.
The canonical mixture of experts approach would have a separate network for
each class k [7]. However, because the base VGG16 model already uses a significant
amount of memory and computational resources, constructing a full mixture of ex-
perts model is not practical. Instead, it is noted that the early layers of deep neural
networks often encode similar features [32]. Similarly in saliency, bottom-up com-
ponents such as center-surround differences do not vary with scene context. These
bottom-up components can be represented in the early layers of the network. In later
layers, higher order concepts influence saliency. These higher order concepts can vary
with global context. Therefore, early layers are shared across experts and allow the
later layers to adapt to the characteristics of the expert’s domain. The VGG16 con-
volutional layers are shared, and the additional two convolutional layers are separate
for each expert. This structure can be seen as a form of a TreeNet [33]. However,
instead of merely averaging the “branches” of the network, the mixture of experts
formulation is used to give a different weight to the branches depending on the input.
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Jumbled LowResolution Object OutdoorNatural
Random Sketch Affective BlackWhite
Fractal Inverted LineDrawing Noisy
OutdoorManMade Pattern Satelite Social
Figure 5.2: Categories of the CAT2000 Dataset.
5.3.2 Gating network
Many existing saliency datasets do not consider a wide variety of visual stimuli.
For example, the AIM dataset [49] mostly consists of natural indoor and outdoor
scenes. The CAT2000 [123] dataset by contrast consists of line drawings, synthetic
images, as well as natural images grouped into 20 categories. While some of these
categories have visual similarities (e.g., outdoor natural and outdoor man-made),
other categories are quite distinct in appearance (e.g., satellite and cartoon). It is
assumed that, in general, the categories are distinct enough to give rise to different
saliency mechanisms. Figure 5.2 shows examples from the 20 categories. In the
proposed model Ck corresponds to a particular k category in the dataset.
During training the class of each image is known, but during testing it is assumed
that it is unknown. Therefore a separate task of the network is to predict p(Ck|I).
This can be seen as a traditional classification problem, which neural networks excel
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at. This work experimented using shared layers to compute both the saliency and the
class, however it was found that better performance is achieved with a separate set
of layers to predict class. This separate network does not need to be so large because
the classification problem is not very difficult and perfect classification performance is
not necessary. Even in the case where classification is incorrect, if the network places
emphasis on a similar class, the saliency prediction will still have good performance.
The gating network consists of 4 convolutional layers with max-pooling and 2 fully
connected layers. The input to the gating network is down-sampled by a factor of
4. This is because the input image is of high resolution for saliency prediction, but
such a high resolution is not necessary for category prediction. The parameters of the
network can be found in Table 5.1. The gating network structure is a reduced version
of the VGG16 structure. As in VGG16, the proposed gating network uses small 3x3
filters in the convolutional layers, and the number of filters in a convolutional layer
double after early pooling stages. A group of convolutional layers between pooling
stages is replaced with a single convolutional stage. The final fully connected layers
are of smaller sizes with 128 and 20 units. Large fully connected layers are not needed,
because the output size is only 20 units, instead of 1000 in the original VGG models.
The output classification layer is typically normalized using the softmax function
to obtain a probability prediction. The goal is to use the softmax output to act as
weights to choose which experts to use to compute saliency. Softmax outputs will
favor a single expert, instead of a smooth mixture. To overcome this, a softmax
function with a temperature parameter is used:
pτs(Ck|I) =
exp(φk(I)/τs)∑K
i=1 exp(φi(I)/τs)
(5.7)
where τs is the temperature parameter and φk is the output of the kth neuron in
the last fully connected layer of the gating network. For higher temperatures, the
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Table 5.1: Parameters of DNN.
Layer Hyper parameters
V
G
G
1
6
Input 480 × 640 pixels
Conv1-1 64 (3 × 3) filters
Conv1-2 64 (3 × 3) filters
Pool1 2 × 2 max pooling
Conv2-1 128 (3 × 3) filters
Conv2-2 128 (3 × 3) filters
Pool2 2 × 2 max pooling
Conv3-1 256 (3 × 3) filters
Conv3-2 256 (3 × 3) filters
Conv3-3 256 (3 × 3) filters
Pool3 2 × 2 max pooling
Conv4-1 512 (3 × 3) filters
Conv4-2 512 (3 × 3) filters
Conv4-3 512 (3 × 3) filters
Pool4 2 × 2 max pooling (stride 1)
Conv5-1 512 (3 × 3) filters
Conv5-2 512 (3 × 3) filters
Conv5-3 512 (3 × 3) filters
E
x
p
e
rt
s
Conv-E-1 64 (3× 3) filters
Conv-E-2 16 (1× 1) filters
Center bias 8× 6 parameters
G
a
ti
n
g
N
e
tw
o
rk
Input 120× 160 pixels
Conv-G-1 32 (3 × 3) filters
Pool-G-1 2 × 2 max pooling
Conv-G-2 64 (3 × 3) filters
Pool-G-2 2 × 2 max pooling
Conv-G-3 128 (3 × 3) filters
Pool-G-3 2 × 2 max pooling
Conv-G-4 128 (3 × 3) filters
Pool-G-4 2 × 2 max pooling
Full1 128 units
Full2 20 units
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distribution over classes will be more uniform, whereas for lower temperatures, the
distribution will be sharper. In the extreme case where τs → ∞, the probability is
equal for every class. For very high temperatures, the model simplifies to an ensem-
ble of neural networks. For low temperatures, the model will choose a single path
depending on the predicted class. In between these extremes, the model generates a
weighted mixture.
pτs(Ck|I) gives a low dimensional representation of global scene characteristics.
Previously it has been shown that outputs of the softmax at higher temperatures
encode useful information [132]. Thus the outputs of the softmax are useful, even
for an image that does not precisely fit into any of the predefined classes. While
existing gist features [79] encode global scene information, the proposed model is more
powerful because the scene representation is learned from training data simultaneously
with the saliency prediction.
5.3.3 Center bias
The p(sl|l, Ck) term represents location bias in the eye tracking data. In most
eye tracking experiments, the center bias effect causes fixations to appear closer to
the center than the edges of the image [134]. This effect is partially due to the
photographer’s bias that places objects in the center of images, and partially due to
the framing effect experienced when viewing images on a computer monitor. The
network is allowed to learn the center bias as in previous works [116, 124], but also
allow the center bias to vary between categories. It could be that some categories are
more likely to be influenced by center bias. For example, the “object” category of the
CAT2000 dataset is nearly always well placed in the center of the image.
To implement the location bias, the same formulation as [116] is used. The bias is
modeled as a low resolution map of size wcb×hcb. The map is upscaled and multiplied
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by the predicted saliency map to produce the center biased output. The elements of
the map are all trainable parameters. The map is low resolution to limit over-fitting.
The initial values of the map are all set to 1. In this initial condition, there is no
location bias.
5.3.4 Training
Loss Function
For training, the network utilizes a loss function that considers both the accuracy of
the resulting saliency map and the accuracy of the class prediction:
`(Θ; I,x,y, t) = λs`s(Θ; I,x,y) + λc`c(Θ; I, t) (5.8)
where Θ represents the learnable parameters of the network. λs and λc are weights
on the saliency loss (`s) and the classification loss (`c), respectively. t is the target
category of the images used for training, and y is the ground-truth saliency map.
For the saliency loss (`s) a similar cost function as [116] is used:
`s(Θ; I,x,y) =
1
N
∑
l
∥∥∥∥( p(sl|I, l)maxl p(sl|I, l) − yl
)
/(α− yl)
∥∥∥∥2
+
1
K
1
N
K∑
k=1
∑
l
λcb‖1− p(sl|l, Ck)‖2 (5.9)
The first term normalizes the predicted saliency map and computes the squared er-
ror between the ground-truth (yl) and the corresponding predicted saliency (p(sl|I, l)).
Provided that α > max(y), the normalization by 1/(α − yl) gives a larger weight to
larger values in the ground-truth, and a smaller weight to smaller values. The second
term is a regularization factor that encourages the network to learn saliency instead
of only learning the center bias. K is the number of categories, and N is the number
of pixels.
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For the class loss (`c) the standard categorical cross entropy is employed:
`c(Θ; I, t) = −
∑
k
tk log(pτc(Ck|I)) (5.10)
where tk is a binary variable that indicates if k is the target class. For the class loss
function it is assumed the softmax temperature τc is set to 1.
Training Procedure
Training begins with the weights from the pre-trained ML-Net model [116]. This
model was trained using the mouse-tracking data from the SALICON dataset [122].
The mouse-tracking data was shown to be highly correlated with eye tracking data.
These weights are used to initialize the convolutional layers of the VGG network. The
weights of the last two layers for the expert networks, and the weights for the gating
network are initialized using Glorot initialization [19]. The center bias is initialized
to be uniform.
The Adadelta algorithm is used for optimizing the parameters of the neural net-
work [18]. For each fold of the 5-fold splits, The data for testing is set aside and the
remaining data is split into 75% training and 25% validation. It was found that us-
ing the Adadelta algorithm achieves a higher accuracy than using stochastic gradient
descent (as in [116]). Training for the classification loss and the saliency loss is done
simultaneously using the loss function in Eq 5.8. Training is stopped if the validation
loss does not decrease after 10 epochs. Training uses a batch size of 8 images.
During training data augmentation is performed by horizontally flipping a ran-
dom 50% of the samples in each batch. It is assumed that horizontal flipping does
not significantly change the saliency (assuming ground-truth maps are also flipped),
because much of the visual world is symmetric horizontally. Vertical flipping is not
performed, as most of the stimuli are not symmetric vertically (e.g. grass and sky).
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Furthermore, there is an additional category in the CAT2000 dataset of vertically
flipped images, so it is not desired to confuse the gating network on these samples.
5.4 Performance Evaluation
5.4.1 Datasets
The CAT2000 dataset [123] is primarily used for evaluation because it comprises
of a sufficient number of images for deep learning (2000 publicly available images in
total), and it sorts the images into 20 different categories. Images in the dataset were
padded with gray pixels on the borders by the authors of [123] such that all of the
images are of size 1920 × 1080 pixels. The eye tracking data was collected from 120
total subjects using the SR Research EyeLink eye tracker. Each subject viewed 800
images for 5 seconds each, with each image viewed by 24 different subjects. Figure
5.2 shows examples of the categories in the dataset.
The proposed model was submitted to the MIT CAT2000 saliency benchmark.
This is a set of 2000 test images with the ground-truth held out, so that a model
cannot over-fit the data.
Additionally the proposed model is evaluated on the SALICON dataset [122]. This
is the largest available saliency dataset with 10,000 training images, 5,000 validation
images, and 5,000 held out test images. Similar to the MIT benchmark, the test
images do not have available ground-truth, but can be evaluated on a server. For
this dataset, there is no ground-truth category information. The gating network
is initialized with the gating network trained using the CAT2000 dataset and the
learning rates of these layers is set to zero in training. Other layers of the network
are retrained using the SALICON training set.
The proposed model was also evaluated on three additional datasets. The Toronto
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dataset [49] contains 120 images, the Koostra dataset [135] contains 101 images, and
the NUSEF dataset [136] contains 446 images. Because of the small sizes of the
datasets, no additional re-training is performed.
5.4.2 Existing Models
The proposed model was deliberately made similar to ML-Net [116] so that the
advantage of the mixture based approach is clear. The proposed framework is general
and can be applied to any base saliency model, however ML-Net was chosen because
of the public availability of the model and its implementation.
The proposed model is compared with 3 deep neural network based models and one
unsupervised model. ML-Net [116] was fine-tuned on the same training and testing
splits. The SALICON model [62] is not publicly available, so the model cannot be
fine-tuned to the CAT2000 dataset. The SALICON model results were obtained by
running the model on the authors’ website. Similarly, the pre-trained deep network
from [64] without fine-tuning is applied to the CAT2000 dataset. Finally, the BMS
model [118] is used for comparison, as it is the best performing of the unsupervised
models in the MIT benchmark [137].
Additionally comparisons of existing “off-the-shelf” models are performed on the
Toronto, Koostra, and NUSEF datasets. Each model is considered “as is”, and no
additional parameter tuning or retraining is performed. For the proposed model the
version trained on the CAT2000 dataset is used. The Pan et al. [64] model is the
available model trained on the SALICON dataset, and the SALICON model [62] is
the web-accessible model trained on the OSIE dataset [128]. The ML-Net model [116]
tested here is trained on the CAT2000 dataset.
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Table 5.2: CAT2000 5-Fold Test Set Results. Values in Bold and Underline Indicate Best
Performance and Second Best Performance, Respectively.
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All 0.81 0.78 0.72 0.77 0.76 1.95 1.51 0.97 1.17 1.64 0.74 0.56 0.39 0.44 0.60 3.18 2.15 1.30 1.45 2.49
Action 0.81 0.79 0.82 0.81 0.75 2.27 1.93 1.61 1.41 2.14 0.80 0.66 0.59 0.51 0.71 3.98 3.11 2.30 1.83 3.84
Affective 0.81 0.80 0.81 0.81 0.78 2.40 2.14 1.65 1.46 2.27 0.79 0.69 0.56 0.51 0.73 4.03 3.49 2.37 1.92 3.86
Art 0.81 0.76 0.79 0.77 0.76 1.80 1.38 1.30 1.16 1.53 0.72 0.53 0.52 0.46 0.59 2.84 1.86 1.65 1.40 2.20
BlackWhite 0.83 0.80 0.54 0.78 0.78 2.26 1.77 0.14 1.23 2.00 0.76 0.59 0.05 0.42 0.65 3.55 2.64 0.35 1.56 3.27
Cartoon 0.79 0.76 0.77 0.74 0.74 1.65 1.31 1.13 1.00 1.38 0.71 0.55 0.50 0.44 0.57 2.87 1.91 1.51 1.27 2.01
Fractal 0.81 0.76 0.78 0.78 0.78 1.95 1.35 1.19 1.25 1.50 0.74 0.49 0.46 0.47 0.56 3.32 1.90 1.59 1.65 2.21
Indoor 0.78 0.77 0.77 0.76 0.75 1.71 1.34 1.11 1.00 1.40 0.75 0.58 0.50 0.44 0.59 3.00 1.84 1.42 1.19 2.05
Inverted 0.79 0.77 0.78 0.76 0.75 1.73 1.32 1.11 1.04 1.41 0.73 0.55 0.48 0.44 0.57 2.84 1.79 1.41 1.24 2.05
Jumbled 0.77 0.76 0.76 0.75 0.72 1.47 1.18 1.00 0.92 1.17 0.72 0.57 0.50 0.46 0.56 2.75 1.74 1.20 1.06 1.71
LineDrawing 0.81 0.78 0.40 0.76 0.74 1.80 1.32 -0.39 1.06 1.26 0.74 0.54 -0.17 0.43 0.50 3.03 1.74 -0.38 1.31 1.83
LowResolution 0.85 0.77 0.79 0.75 0.80 2.09 1.22 1.21 1.01 1.46 0.70 0.42 0.41 0.34 0.49 2.93 1.43 1.46 1.11 1.81
Noisy 0.82 0.77 0.79 0.75 0.79 1.85 1.33 1.21 0.96 1.64 0.72 0.51 0.47 0.37 0.61 2.95 1.83 1.47 1.09 2.41
Object 0.83 0.80 0.83 0.82 0.78 2.20 1.78 1.63 1.48 1.97 0.77 0.61 0.59 0.53 0.66 3.35 2.45 2.18 1.79 2.93
OutdoorManMade 0.79 0.77 0.78 0.74 0.75 1.76 1.29 1.11 0.95 1.51 0.73 0.54 0.48 0.41 0.61 3.05 1.77 1.44 1.17 2.41
OutdoorNatural 0.80 0.76 0.76 0.73 0.76 1.78 1.24 1.02 0.95 1.51 0.72 0.49 0.42 0.38 0.59 2.97 1.70 1.36 1.18 2.30
Pattern 0.83 0.78 0.63 0.76 0.78 1.99 1.41 0.51 1.30 1.37 0.71 0.50 0.19 0.43 0.48 2.96 1.90 0.60 1.74 1.72
Random 0.82 0.80 0.81 0.79 0.75 2.04 1.81 1.45 1.45 1.72 0.74 0.65 0.54 0.52 0.60 3.22 2.67 1.91 1.90 2.57
Satelite 0.76 0.71 0.76 0.66 0.74 1.47 0.88 1.03 0.64 1.14 0.68 0.40 0.48 0.27 0.51 2.73 1.08 1.39 0.69 1.59
Sketch 0.88 0.85 0.27 0.87 0.81 2.66 2.30 -0.97 2.11 2.52 0.80 0.69 -0.32 0.63 0.74 3.64 3.11 -1.09 2.68 3.69
Social 0.80 0.79 0.80 0.76 0.77 2.01 1.83 1.31 0.97 1.91 0.79 0.70 0.54 0.41 0.72 3.63 3.08 1.81 1.12 3.31
5.4.3 Evaluation Metrics
Given the limitations of a single evaluation metric, it is best to evaluate using
several metrics. The AUC-Borji [138], NSS [139], CC [138], and WNSS [140] metrics
are used to perform the evaluation. “Shuffled” metrics such as SAUC, that attempt
to correct for the center bias, are not considered. Location bias is an important
component of human visual attention, and so should be included in any model.
Using these metrics the proposed model is tested with the following parameter
settings. The baseline model that forms the branches is ML-Net [116]. λcb = 1 and
α = 1.1 are fixed as in the original ML-Net model. τs is set to 10 to allow for smooth
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Stimuli BMS [118] Pan et al. [64] SALICON [62] ML-Net [116] MxSalNet Ground Truth
Figure 5.3: Qualitative Performance Comparison on Images from the CAT2000
Dataset.
weights from the gating network. Finally λc = 2.5 and λs = 16.2 are used which were
selected using random search as described in Section 5.4.6.
Table 5.2 shows the results of the 5-fold tests on the CAT2000 dataset. The
proposed model achieves the best performance of the tested models. Table 5.3 shows
the performance on the held out test images. The MxSalNet model achieves the
second best performance behind the DeepFix model [125]. Compared with DeepFix
the proposed network is shallower with less parameters. The DeepFix model is not
publicly available to test on the 5-fold data. Furthermore, it is likely that the proposed
model would improve upon the DeepFix model, if the DeepFix model were used as
the base model in the proposed MxSalNet framework. However, currently, there is no
publicly available implementation of DeepFix to test this. Figure 5.3 shows example
saliency maps generated by the tested models.
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Table 5.3: CAT2000 Test Set Results. Values in Bold and Underline Indicate Best
Performance and Second Best Performance, Respectively.
Model AUC-Judd SIM EMD AUC-Borji sAUC CC NSS KLD
Baseline: infinite humans 0.90 1 0 0.84 0.62 1 2.85 0
DeepFix [125] 0.87 0.74 1.15 0.81 0.58 0.87 2.28 0.37
MxSalNet 0.86 0.66 1.63 0.82 0.58 0.76 1.92 0.62
iSEEL[127] 0.84 0.62 1.78 0.81 0.59 0.66 1.67 0.92
Ensembles of Deep Networks (eDN) [141] 0.85 0.52 2.64 0.84 0.55 0.54 1.30 0.97
Boolean Map based Saliency (BMS) [118] 0.85 0.61 1.95 0.84 0.59 0.67 1.67 0.83
Judd Model[61] 0.84 0.46 3.60 0.84 0.56 0.54 1.30 0.94
Table 5.4: SALICON Test Set Results. Values in Bold and Underline Indicate Best
Performance and Second Best Performance, Respectively.
CC SAUC AUC Judd
MxSalNet 0.7300 0.7710 0.8610
ML-Net [116] 0.7430 0.7680 0.8660
Deep Convnet [64] 0.6220 0.7240 0.8580
Shallow Convnet [64] 0.5957 0.6698 0.8364
Rare 2012 Improved [57] 0.5108 0.6644 0.8148
Baseline: BMS [118] 0.4268 0.6935 0.7899
Baseline: GBVS [117] 0.4212 0.6303 0.7899
Baseline: Itti [55] 0.2046 0.6101 0.6669
Tables 5.4 to 5.7 show results on various datasets that do not explicitly contain
information about categories. As in Tables 5.2 and 5.3, values in bold and underline
correspond to best and second best performance, respectively. Table 5.4 shows the
results on the SALICON test set. Under this dataset the proposed model does not
have a performance advantage over ML-Net. This is largely because the dataset does
not have diverse categories like the CAT-2000 dataset. Nevertheless, the performance
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Table 5.5: AUC Performance on Additional Datasets. Values in Bold and Underline
Indicate Best Performance and Second Best Performance, Respectively.
BMS Pan et al. Salicon ML-Net MxSalNet
[118] [64] [62] [116]
Toronto [49] 0.7804 0.8331 0.7534 0.7671 0.7773
Koostra [135] 0.6594 0.6749 0.6503 0.6535 0.6450
NUSEF [136] 0.6548 0.8252 0.5989 0.7558 0.7857
Average 0.6982 0.7777 0.6675 0.7264 0.7325
Table 5.6: NSS Performance on Additional Datasets. Values in Bold and Underline
Indicate Best Performance and Second Best Performance, Respectively.
BMS Pan et al. Salicon ML-Net MxSalNet
[118] [64] [62] [116]
Toronto [49] 1.5191 1.6588 2.1305 1.7516 1.8946
Koostra [135] 0.6947 0.7169 0.9480 0.7735 0.8151
NUSEF [136] 0.5796 1.5980 0.6674 1.9532 2.0981
Average 0.9311 1.3246 1.2486 1.4928 1.5998
of the proposed model is roughly equivalent to the ML-Net model, which shows that
the proposed model does not reduce performance when no category information is
available.
Tables 5.5, 5.6, and 5.7 show the results on the Toronto [49], Koostra [135], and
NUSEF [136] datasets using the AUC, NSS, and WNSS [140] metrics, respectively.
The WNSS metric [140] is used because it has been shown to correlate better with hu-
man judgment of saliency similarity. The ML-Net model [116] has been fine-tuned to
the CAT2000 dataset to provide fair comparison with the proposed model. Although
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Table 5.7: WNSS Performance on Additional Datasets. Values in Bold and Underline
Indicate Best Performance and Second Best Performance, Respectively.
BMS Pan et al. Salicon ML-Net MxSalNet
[118] [64] [62] [116]
Toronto [49] 2.2723 2.3405 3.4938 2.6836 2.9617
Koostra [135] 1.3571 1.3224 2.1489 1.5603 1.7489
NUSEF [136] 0.7040 2.3372 0.8937 3.2884 3.4665
Average 1.4445 2.0000 2.1788 2.5108 2.7419
these testing datasets do not contain any explicit categories, the proposed mixture
network still offers some improvement over existing models. One explanation for the
improved performance is that the proposed model acts as an ensemble of diverse base
learners, which leads to an improved prediction.
5.4.4 Classification Performance
Figure 5.4 shows the confusion matrix of the classification output of the gating
network. Some classes of images are very distinct and easy to classify (e.g., satellite
images and line drawings), while other categories lack distinctive characteristics for
good classification performance (e.g., action images and art images). For the easily
classified images the proposed model will favor a single expert. This is appropriate
because these images are very distinct. For less easily classified images, the proposed
model will favor a smoother mixture of related experts.
5.4.5 Computation Time
Figure 5.5 the average testing time per image of the MxSalNet as a function of
the number of experts. The models with different number of experts were trained
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Figure 5.4: Classification Confusion Matrix of the Gating Network. The Con-
fusion Matrix Shows the Percentage of Correct Class Predictions on the Testing Data. in
General, the Gating Network is Able to Predict the Correct Class.
by grouping the existing categories of the CAT2000 dataset as explained in Section
5.4.6. The tests use a Maxwell NVIDIA Titan X GPU and a 3.10Ghz Intel Xeon E5
CPU with 16GB of memory. All of the models are tested using the Keras framework
[142] with the Theano backend [143]. The full 20-category model is approximately
twice as slow as the single branch ML-Net model [116]. Although the proposed model
incorporates up to 20 branches, it is not 20x slower than a single branch model because
many of the layers are shared. These results were obtained without parallelization
of the branches in the model. It is possible to achieve a speed close to the baseline
model by parallelization of the computation of the branches.
5.4.6 Baseline Model and Parameter Selection
The proposed model is built on the ML-Net model [116], however any saliency
model can be substituted for [116]. To show this, layers from the ML-Net are replaced
with layers from the deep network from Pan et al. [64]. A single model fine-tuned
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Figure 5.5: Average Computation Time Per Image During Testing of the Pro-
posed Model as a Function of Number of Categories. As the Number of Categories
Increase, the Forward Pass Computation Time Increases Linearly.
on the CAT2000 dataset achieves a NSS score of 1.65. An MxSalNet with the model
of [64] is created by sharing the first 6 layers and assigning the last 4 layers to the
experts. With this formulation the model achieves an improved NSS score of 1.82, an
increase of 10.3%.
Next, an evaluation of the selection of parameters λs and λc is performed. λs
controls the weight of the saliency loss in the combined loss function, and λc controls
the classification loss. The random search method suggested by Bergstra and Bengio
[144] is used. λs and λc are varied uniformly from 0.5 to 20 and retrain the proposed
model. λc = 2.5 and λs = 16.2 gave the best performance on the validation set of the
CAT2000 dataset, which corresponds to a 1.95 NSS score on the testing set of the
CAT2000 dataset. Note that an alternative set of parameters (λc = 1 and λs = 10)
gives a nearly identical NSS score of 1.94. This shows that the model is not very
sensitive to the selection of λc and λs.
The number of categories (experts) in the proposed model is also evaluated. The
CAT2000 dataset is divided into 20 distinct categories by the creators of the dataset
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Figure 5.6: Number of Categories vs NSS Classification of the CAT2000
Dataset. The Different Number of Categories Were Created by Randomly Combining the
Original CAT2000 Classes. as the Number of Categories Increases the NSS Score Increases.
Table 5.8: Ensemble Results on CAT2000 5-Fold Test Set. Values in Bold Indicate Best
Performance.
Method AUC NSS CC WNSS
Averaging Ensemble 0.78 1.51 0.56 2.15
MxSalNet 0.81 1.95 0.74 3.18
[123]. However, the categories do not need to be rigidly defined as in the original
dataset. It is shown that the proposed framework provides improvement with different
categorizations. To show this, the existing 20 categories are randomly grouped to form
k new categories (k = 2, 4, 10). For each of these groupings architectures with different
number of experts (k-experts corresponding to k categories) are trained. Figure 5.6
shows the NSS performance on the CAT2000 dataset as a function of k. The single
category model (k = 1) is equivalent to the ML-Net model [116]. For k = 10 the
model achieves a 1.89 NSS score, which is higher than the baseline (k = 1) of 1.51
but slightly lower than the 1.95 NSS score achieved by the k = 20 model.
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Table 5.9: Gating Network Architectures and Corresponding NSS Scores on
the CAT2000 Dataset. In all previous experiments results are reported with the 6-layer
gating network. The 7 layer network results in a slightly higher accuracy than the 6-layer
or 5-layer gating networks.
(a) 5 Layer - 1.9097 NSS
Layer Hyper parameters
Input 60× 80 pixels
Conv-G-1 32 (3 × 3) filters
Pool-G-1 2 × 2 max pooling
Conv-G-2 64 (3 × 3) filters
Pool-G-2 2 × 2 max pooling
Conv-G-3 128 (3 × 3) filters
Pool-G-3 2 × 2 max pooling
Full1 128 units
Full2 20 units
(b) 6 Layer - 1.9452 NSS
Layer Hyper parameters
Input 120× 160 pixels
Conv-G-1 32 (3 × 3) filters
Pool-G-1 2 × 2 max pooling
Conv-G-2 64 (3 × 3) filters
Pool-G-2 2 × 2 max pooling
Conv-G-3 128 (3 × 3) filters
Pool-G-3 2 × 2 max pooling
Conv-G-4 128 (3 × 3) filters
Pool-G-4 2 × 2 max pooling
Full1 128 units
Full2 20 units
(c) 7 Layer - 1.9476 NSS
Layer Hyper parameters
Input 240× 320 pixels
Conv-G-1 32 (3 × 3) filters
Pool-G-1 2 × 2 max pooling
Conv-G-2 64 (3 × 3) filters
Pool-G-2 2 × 2 max pooling
Conv-G-3 128 (3 × 3) filters
Pool-G-3 2 × 2 max pooling
Conv-G-4 128 (3 × 3) filters
Pool-G-4 2 × 2 max pooling
Conv-G-5 128 (3 × 3) filters
Pool-G-5 2 × 2 max pooling
Full1 128 units
Full2 20 units
Experiments are performed with different gating network architectures and eval-
uate the final model (Table 5.9). Results are provided with both a smaller network
(5 layers), and a larger network (7 layers), in addition to the original gating network
(6 layers). Performance is similar with both alternative networks.
Lastly, given that the mixture model can be seen as an ensemble, it is important to
compare the performance with a vanilla ensemble. An ensemble of 5 ML-Net networks
is generated where each network is trained on a random 80% of the training split. The
saliency maps from each ensemble member are averaged to produce the final saliency
map. The MxSalNet model still achieves superior performance compared with the
ensemble (Table 5.8). Additionally, the proposed model is significantly faster and
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Table 5.10: MxSalNet with and Without Clustering Performance on 5-Fold CAT2000
Validation Set.
AUC NSS CC WNSS
MxSalNet 0.81 1.95 0.74 3.18
MxSalNet with clustering 0.81 2.01 0.81 3.41
requires less storage space due to the weight sharing.
5.4.7 Unsupervised Categories
The main limitation of the proposed method is that it requires defined categories.
Some datasets may have this information, but other datasets may not. To address
this limitation, a modification of MxSalNet is proposed where the categories are
automatically learned using a clustering algorithm.
For each image in the training data of the CAT2000 dataset the features at the
second to last fully connected layer are extracted. This gives a 4096 dimensional
vector for each training image. From this the images are clustered into 20 categories
using the K-Means algorithm. The clusters are restricted to have the same size,
otherwise it is possible for the K-Means algorithm to assign most of the image to a
few clusters. Test images are assigned to the closest cluster centroid.
After this clustering there is a new set of classes to perform training. Training
proceeds as before, but with the new class labels. Table 5.10 shows the results from
this experiment on the CAT2000 dataset. Surprisingly, the performance of the model
using unsupervised categories is slightly better to the original model with the provided
categories.
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5.5 Conclusions and Future Work
This work proposed a novel mixture of experts based model to predict image
saliency. The MxSalNet model uses global scene information in addition to local
information from a convolutional neural network. The global scene information is
trained in a supervised fashion from the diverse categories of the CAT2000 eye-
tracking dataset. The model is used to create a final saliency map as a mixture
of saliency maps predicted by networks that are experts for a particular class. The
MxSalNet model improves results compared with a baseline model that does not use
global scene context, and achieves better performance than several other deep-learning
based models.
The proposed model uses the ML-Net [116] for the base structure, as well as for
the saliency cost function and center bias modeling. However, the main contribution
is a framework for saliency modeling with multiple experts weighted by a gating
network, where the experts are trained to predict saliency for a subset of images.
This framework can apply to any deep learning based saliency model (e.g. [62, 64]).
The MxSalNet model represents an important step forward because it can adapt
to vastly different types of inputs. This is important because a saliency model should
not be limited to similar images. Saliency may be needed in diverse application
domains such as driving assistance systems or to predict web behavior. One could
build separate models for separate applications, but it is more useful to have a unified
model. In this work the proposed model is limited to the stimuli types in the CAT2000
database, but the mixture of experts formulation is capable of modeling more varied
stimuli.
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5.5.1 Future Work
There are several avenues for future work. The K-means based clustering ap-
proach works to define categories. It would be interesting to study other methods of
clustering. Perhaps there are certain image characteristics that are more important
to group into categories for saliency than other images. Secondly, it would be inter-
esting to incorporate recent advances in deep learning such as residual connections
[26] or architecture search [145]. Particularly with architecture search it would be
interesting to see if more optimal architectures can be found. Perhaps the saliency
task demands a different architecture than other computer vision tasks.
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Chapter 6
SALIENCY PREDICTION BASED ON AN ENSEMBLE OF NETWORKS
SPECIALIZED FOR MULTIPLE LEVELS OF SALIENCY
In this chapter, an ensemble of deep neural networks (DNN) is proposed for visual
saliency prediction. Ensemble models achieve the best performance when the base
models of the ensemble yield diverse predictions. Diversity is encouraged by training
each base model with a different level of saliency. For example, some base models
predict high-saliency regions that are attended by a relatively high percentage of
observers, whereas other models predict low-saliency regions that are attended by a
relatively low percentage of observers in addition to the high-saliency regions. The
final ensemble model is a weighted mixture of the diverse networks. The proposed
model was one of the winning entries in the LSUN saliency competition at CVPR
2017. Additionally, the proposed saliency model is evaluated on high-saliency regions
using the Toronto, NUSEF, and Koostra datasets.
6.1 Introduction
Given an image stimulus, the goal of computational visual attention models is to
predict where people will look in the image. These models are most often trained and
evaluated on eye tracking data captured in free-viewing experiments. Eye tracking
data is easy to capture, however eye tracking data does not give a full, accurate
description of the true attention mechanism of the human visual system. Overt
attention is attention that manifests itself in eye movements, however there is also
covert attention, which occurs without eye movements [146]. There is a link between
microsaccades (small quick eye movements) and covert attention [147], but most
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eye tracking datasets do not measure microsaccades. Thus eye movements provide
a glimpse into the attention mechanism of the human visual system, but do not
provide a complete view. For this reason one should be cautious when using eye
tracking data to train attention models. To further complicate matters, although
there is some degree of deterministic processes in eye movements, eye movements also
exhibit some randomness [148]. It is very unlikely that a subject would view the same
image with the same eye movements twice. Similarly, it is unlikely that two observers
have exactly the same fixation pattern.
With these limitations of eye tracking, it is useful to more closely consider what
characteristics of eye tracking a computational model should predict. In a given
image, there are regions that nearly every observer views. These regions are referred
to as high saliency regions as in [149]. These regions have the most agreement between
observers, and thus should be important for a model to predict. There are regions of
the image that are only viewed by a small number of observers and these regions are
referred to as low saliency regions. These low saliency regions are likely caused by the
randomness in the visual fixation process, and are not likely to signify salient regions
in the image. Finally, those regions that are neither high saliency nor low saliency
are denoted as mid saliency regions. These high, low, and mid saliency regions are
considered in this work as different “levels” of saliency.
In this work, deep neural networks are trained to predict based on different levels
of saliency. These models could be used as stand-alone models for particular applica-
tions. For example, in some applications (such as advertising) it may be most useful
to only consider a model trained on high saliency regions. Alternatively for some
applications, as shown in this work, models trained on different levels of saliency can
be combined into a single ensemble model with greater performance than any of the
base models. This work presents an ensemble model that consists of nine base net-
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(a) Image (b) Ground truth density
(c) Low Saliency (d) Mid Saliency (e) High saliency
Figure 6.1: Ground-Truth Saliency Map (b) and Corresponding Binarized Low-
To-High (c), Mid-To-High (d), and High Saliency (e) Maps of An Example Input
Image (a).
works that are trained for different levels of saliency. Training the base networks for
different levels of saliency encourages diverse predictions, which yields an ensemble
that gives high performance. The proposed model was one of the winning entries in
the LSUN saliency competition at CVPR2017 [150]. Additionally, this work presents
an evaluation on metrics that consider high levels of saliency as in Gide and Karam
[149].
6.2 Related Work
Modeling visual saliency has attracted much interest because of practical applica-
tions in image compression [151], image quality assessment [54], and computer vision
[110]. One of the first computational models of visual attention was the Itti model
[55]. This model uses center-surround filters to find salient regions, and combines
the results of several filters using a winner-take-all mechanism. The Itti model was
extended into a graph-based framework in the GBVS model [117]. Other approaches
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to modeling visual saliency rely on information theoretic principles [49, 57], frequency
domain representations [59], or Boolean map theory [118]. A survey of saliency models
can be found in [119].
An alternative to the aforementioned hand designed models, is to learn a visual
saliency model from training data. Kienzle et al. [120] proposed a model that learns
which patches in an image are salient using a support vector machine. Judd et al. [61]
propose a model that learns a linear combination of low-level and high-level features.
Borji et al. [121] present a similar model that uses boosting of features to learn a
saliency map.
Recent machine learning-based methods train deep neural networks (DNNs) in-
stead of shallow support vector machines or boosting models. The layered represen-
tation of DNNs makes for a model that is able to fit many complicated functions
using gradient descent based methods. The limitation of this approach is that a large
amount of data is necessary for model training. Thankfully the recent introduction
of large scale eye tracking datasets [122, 123] have made deep learning for visual
saliency prediction possible. Most deep learning based saliency models are based on
deep neural networks with weights initialized using the large scale ImageNet classifi-
cation dataset [22]. The DeepGaze models [63, 124] use features extracted from the
last layer of a pre-trained VGG16 classification model [24] to predict saliency. Other
models modify the VGG16 architecture and perform additional fine-tuning. The Sal-
icon model [62] implements a multi-scale modification of VGG16 to predict saliency.
Deepfix [125] adds inception modules, dilated convolutions, and a center bias term to
the VGG16 model to predict saliency. Jetley et al. [126] fine-tune a VGG16-based
model using different cost functions based on established saliency evaluation metrics,
but not do consider ensembles as in the proposed model. ML-Net et al. [116] again
modify the VGG16 network, but in contrast to previous works, features are extracted
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from multiple layers of the neural network to predict visual saliency. In contrast to
the previous works, Pan et al. [64] design a new network and train from scratch.
This works presents an ensemble method that uses different training targets to
encourage diversity in base learners. Related to this work is the Ensemble of Deep
Networks (EDN) model [141]. This latter model trains an ensemble of neural networks
where the neural networks consist of different architectures found with a guided search
algorithm. Each network is trained with the same targets (ground-truth saliency
maps), whereas in the proposed model each network is trained to predict different
targets (different binarized saliency maps). The iSeel model [127] is an ensemble of
extreme learning machines (ELMs) to predict saliency. For a given image, the iSeel
model finds similar images in a training set. Each retrieved image is used to train an
ELM model, and the final output is an averaging ensemble of the ELMs. Each ELM
uses KL-divergence as a loss function. The proposed model uses different targets in the
loss functions for base units, and the base units are trained on the entire training set,
instead of single samples, which yields better performance. Another closely related
model is the MxSalNet [152] as described in chapter 5. This model learns specialized
models for subsets of potential inputs. These subsets correspond to different input
image domains, such as line drawings, fractal images, blurry images, etc. The model
uses a mixture of experts paradigm to assign weights based on which expert networks
are most useful. The proposed model forms “experts” for different levels of saliency,
instead of different input image categories. Compared with MxSalNet, the proposed
model does not require knowledge of different image domains during training.
6.3 Ensemble of Specialized Networks Based on Multiple Levels of Saliency
This work presents an ensemble model where the base learners are trained to
predict different levels of saliency. This formulation ensures that the base learners give
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diverse predictions, which is important for good ensemble performance. The ground-
truth for each base learner is created by considering the given ground-truth dense
saliency map sgt from the eye tracking or mouse tracking data. The dense ground-
truth map sgt is formed by convolving the locations of the eye fixations or mouse
click locations with a 2D Gaussian kernel with a standard deviation proportional to
one degree of visual angle followed by normalization. This procedure is analogous to
the Parzen window method for estimating a continuous probability distribution [153].
After convolution, sgt is normalized to be between 0 and 1. From this original dense
ground-truth map, N binary saliency maps are created as follows:
si = sgt > t(i), i = 1, . . . , N (6.1)
where t is an N -element vector of ordered thresholds such that t(i) > t(i+ 1). Each
of these binarizations represents a different level of saliency that can be used to train
a base learner. In this work, s1 and sN are referred to as the high-saliency and
low-saliency maps, respectively. It should be noted that while the high-saliency map
s1 encompasses only high-saliency locations, the low-saliency map sN encompasses
low to high saliency regions. Figure 6.2 shows an example of si for N = 9 and
t(i) = 0.9− 0.1(i− 1), 1 ≤ i ≤ 9.
Each base model is a modified VGG16 network [24]. Table 6.1 shows the structure
for the base models. Starting with the original VGG16 network, the last two pooling
stages are removed to increase the resolution of the output. Next, the normal convo-
lutions in the 5th convolutional layer (Conv5) are replaced with dilated convolutions
[154] with a dilation size of 2. This increases the receptive field of the layer, which
compensates for the removal of the previous pooling layer. Two additional convolu-
tional layers are also added and initialized from scratch. The first added layer consists
of 64 3× 3 filters, and the second additional layer consists of 2 3× 3 filters. The two
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Figure 6.2: Examples of Binarized Ground-Truth Saliency Maps si for 1 ≤ i ≤ 9.
Each si Corresponds to a Level of Saliency with s1 and s9 Corresponding to the Highest
Saliency and Lowest Saliency Levels, Respectively.
output maps of the second additional layer correspond to unnormalized salient and
non-salient probability distributions. Next, a center bias layer is added. The goal
of the center bias layer is to emphasize certain spatial regions of the image and de-
emphasize other regions. For an input image of size 512 × 512, this is implemented
as an 8 × 8 mask of learnable parameters which is up-sampled using bilinear inter-
polation to 64× 64 pixels. The upsampled mask is multiplied element-wise with the
64 × 64 sized output of the previous layer. Finally, a softmax layer is added to give
predictions for each pixel with a value between 0 and 1, where 1 corresponds to a
high confidence of a pixel being salient and 0 corresponds to a high confidence of a
pixel not being salient.
Each base model is trained using a binary ground-truth map, corresponding to a
saliency level i, 1 ≤ i ≤ 9. To train a base model for a saliency level i, the standard
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Table 6.1: Structure of Base Network. The Input to the Network is An RGB Image of
Size 512× 512.
Kernel Size Type # of Stride Dilation ImageNet
filters Pretraining
3× 3 Conv 64 1 No Yes
3× 3 Conv 64 1 No Yes
2× 2 Pool 2 No
3× 3 Conv 128 1 No Yes
3× 3 Conv 128 1 No Yes
2× 2 Pool 2 No
3× 3 Conv 256 1 No Yes
3× 3 Conv 256 1 No Yes
3× 3 Conv 256 1 No Yes
2× 2 Pool 2 No
3× 3 Conv 512 1 No Yes
3× 3 Conv 512 1 No Yes
3× 3 Conv 512 1 No Yes
3× 3 Conv 512 1 Yes Yes
3× 3 Conv 512 1 Yes Yes
3× 3 Conv 512 1 Yes Yes
3× 3 Conv 64 1 No No
3× 3 Conv 2 1 No No
Center bias No
1× 1 Softmax 1 No
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cross entropy loss function is used as given below:
`i =
1
BWH
B−1∑
b=0
W−1∑
x=0
H−1∑
y=0
−si(b, x, y) log(Mi(b, x, y))
− (1− si(b, x, y)) log(1−Mi(b, x, y))
(6.2)
where B is the batch size, W is the width of the output, H is the height of the output,
si(b, x, y) represents the binarized saliency map for image b at location (x, y), and
Mi(b, x, y) represents the corresponding base model output for image b and position
(x, y). This is identical to the standard cross entropy loss, except the loss is computed
for each spatial location in the output.
The cross entropy loss function is well studied, known to be stable, and known
to give good results for classification problems. This is in contrast to other saliency
works that use some custom loss function to train models for saliency prediction (e.g.,
[62, 116]). These custom loss functions are not well studied, and may not have good
conversion characteristics.
The VGG layers of each base model, except for the last two added convolutional
layers, are initialized with weights trained on the ImageNet dataset [22]. The layers
that were added to the VGG model are initialized using He uniform initialization
[13]. Each base network is fine-tuned independently for 10 epochs using stochastic
gradient descent. The layers that were initialized with pre-trained ImageNet weights
use a learning rate of 0.1, and the additional added layers that were not initialized
using the ImageNet dataset use a learning rate of 1. This is because the additional
layers were randomly initialized. During training, each input image is resized to
512 × 512 pixels, which will give an output saliency map of size 64 × 64 pixels due
to downsampling operations in the network. Training is stopped when the validation
loss stops decreasing.
Given the trained base model networks (Mi), the objective is to find a linear
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combination of the networks’ outputs that gives the best approximation of the original
ground-truth sgt. Given the softmax output of each base network, which gives a
number between 0 and 1 for each pixel, the proposed method finds the weights w =
[w1, . . . , wN ] that give the best NSS score:
max
w
NSS(
N∑
i=1
wiMi)
s.t.
N∑
i=1
wi = 1 & 0 ≤ wi ≤ 1
(6.3)
This function is maximized using the SLSQP algorithm [102]. NSS was chosen because
it is fast to compute and was found to correlate well with human perception [140].
The final ensemble of multi-level saliency specialized networks (EMLSN) model
(MEMLSN) is the weighted output of the base models using the learned weights:
MEMLSN =
N∑
i=1
wiMi (6.4)
In (6.3) and (6.4), Mi is used to refer to the softmax output of the corresponding
base model network.
6.4 Results
6.4.1 LSUN2017 Challenge
The proposed network is trained on the LSUN2017 saliency challenge dataset
[150]. The dataset consists of 10,000 training images, 5,000 validation images, and
5,000 test images. The test images do not have publicly available ground-truth. The
evaluation for these test images is done on a server run by the challenge organizers.
This is so that a model cannot overfit to the test data.
Figure 6.3 shows the learned weights using the training portion of this dataset.
The largest weight is given to the model that predicts sgt > 0.9, which corresponds
to highly salient regions.
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Figure 6.3: Learned Weights to Combine the Base Models.
The base models and the weighted model are evaluated using the validation set
and the NSS metric [139] (Table 6.2). Additionally, comparison is performed with a
baseline model that averages the output of all of the base models instead of using the
weighting. As it can be seen from the results presented in Table 6.2, the weighting
gives better performance than averaging. Additionally, an example of the outputs
of each base model is shown in Figure 6.4(b). The final predicted saliency using
the proposed EMLSN model is shown in Figure 6.4(c). For comparison purposes,
Figure 6.4 also shows the ground-truth saliency map (Figure 6.4(d)).
Table 6.3 presents the results on the held out LSUN2017 competition test set.
The competition used the following metrics for evaluation: information gain [155],
shuffled AUC [138], normalized scanpath saliency [139], cross correlation [138], area
under the ROC curve (AUC) [138], similarity [137], and KL-divergence [61]. Of
the submitted entries, the proposed model achieved the best performance on two
evaluation measures: information gain and KL divergence. The competition included
three competing models. The Salicon model [62] is based of a fine-tuned VGG16
network. The marcella.cornia entry is based on [156], which uses a recurrent
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Figure 6.4: Qualitative Results. (a) Input Image. (b) The Soft-Max Outputs of the
Nine Base Models for the Input Image with the Top Left Map Corresponding to the High-
Saliency Model (Model 1 or M1) and the Bottom Right Map Corresponding to the Low-
Saliency Model (Model 9 or M9). (c) Predicted Saliency Map Using the Proposed Ensemble
of Multi-Level Saliency Specialized Networks (EMLSN) Model. (d) Ground-Truth Saliency
Map.
LSTM network to predict saliency. For the final entry (zhewuucas), there is no
publicly available information.
The proposed model achieved the best performance on some metrics, but not on
others. This brings the question as to which metric is “best”. Two recent works
conduct subjective tests to determine which metric corresponds to human judgment
[140, 157]. However, neither study considered the recently proposed IG metric [155].
Also the LSUN competition did not consider the recently proposed WNSS metric
[140], which was shown to have better correlation with human subjective tests. Nev-
ertheless, the proposed model performs well on most metrics. The other competition
entry that scores higher on some evaluation metrics is the the marcella.cornia entry
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Table 6.2: NSS Score of Models on the LSUN2017 Validation Set
Model NSS
Salicon Baseline [62] 1.6457
Model 1 (> 0.9) 1.3997
Model 2 (> 0.8) 1.5222
Model 3 (> 0.7) 1.6362
Model 4 (> 0.6) 1.7060
Model 5 (> 0.5) 1.7590
Model 6 (> 0.4) 1.7685
Model 7 (> 0.3) 1.7319
Model 8 (> 0.2) 1.6491
Model 9 (> 0.1) 1.5009
Average 1.8381
MEMLSN 1.8763
which is based on [156].
6.4.2 Results on Other Datasets
In addition to the results on the LSUN competition, performance results are also
reported on additional datasets. For these results, no additional training or fine tuning
is performed. The model that was trained using the LSUN competition training
dataset is tested as is on additional datatsets including the Toronto [49], NUSEF
[136], and Koostra [135] datasets. For these datasets, the testing is performed using
the same metrics as used in the LSUN competition, in addition to the WNSS [140]
metric.
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Table 6.3: Competition results from Large Scale Scene Understanding Workshop 2017.
Bold and underline indicate best and second best performance, respectively.
Team IG [155] SAUC [138] NSS [139] CC [138] AUC [138] SIM [137] KL [61]
Proposed EMLSN 0.646 0.720 1.911 0.821 0.856 0.722 0.527
marcella.cornia [156] 0.538 0.741 1.990 0.899 0.865 0.793 0.610
zhewuucas 0.535 0.725 1.889 0.854 0.857 0.754 0.567
Salicon [62] 0.315 0.710 1.698 0.726 0.836 0.646 0.767
Furthermore, the proposed model is compared with five existing deep learning
based models (Pan et al. [64], Salicon [62], ML-Net [116], SAM [156], MxSalNet
[152]) and one non-deep learning based model (BMS [118]). For the deep learning
based models, the available model weights are used without performing any additional
fine-tuning. The results are shown in Table 6.4. It can be seen that the proposed
model achieves the second highest WNSS score, averaged across the three datasets.
It should be noted that WNSS is a useful metric because it was shown to have the
greatest correlation with human judgments [140].
6.4.3 High Saliency Evaluation
In practical applications, high saliency regions may be the most important, be-
cause these are regions that most subjects view. The evaluation methodology pre-
sented in [149] is adopted to evaluate saliency only on high saliency regions.
The existing saliency metrics are modified to account for only high saliency regions.
For metrics that use fixation points (SAUC, AUC, WNSS, NSS), only fixation points
that occur in high saliency regions are considered. For this purpose, the dense ground-
truth saliency map sgt and a threshold t = 0.7 are used. If a fixation point location on
the ground-truth map (sgt) has a value greater than the threshold then that fixation
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Table 6.4: Evaluation of Models on Additional Datasets Using Traditional Saliency Met-
rics. Bold and underline indicate best and second best performance, respectively.
Dataset Model SAUC NSS WNSS CC AUC Sim KLD
BMS[118] 0.7110 1.5191 2.2723 0.3645 0.7804 0.4563 1.4436
Pan[64] 0.6809 1.6588 2.3405 0.4576 0.8329 0.5147 1.1201
Toronto [49] Salicon[62] 0.6868 2.1305 3.4938 0.4454 0.7535 0.6176 0.8878
ML-Net[116] 0.6894 1.7516 2.6836 0.3949 0.7671 0.5262 1.2042
MxSalNet[152] 0.6604 1.8946 2.9617 0.4449 0.7867 0.5392 1.1147
SAM[156] 0.6765 2.1169 3.5054 0.4410 0.7402 0.6124 0.9190
EMLSN 0.6420 2.0746 3.4583 0.3997 0.6929 0.6147 1.0260
BMS[118] 0.6152 0.6947 1.3571 0.2252 0.6594 0.5877 0.7829
Pan[64] 0.5764 0.7169 1.3224 0.2660 0.6749 0.5922 0.7326
Koostra [135] Salicon[62] 0.5937 0.9480 2.1489 0.2788 0.6504 0.5790 0.9630
ML-Net[116] 0.5960 0.7735 1.5603 0.2368 0.6537 0.5878 0.8614
MxSalNet[152] 0.5749 0.8266 1.7417 0.2548 0.6521 0.6045 0.7447
SAM[156] 0.5849 0.9962 2.2278 0.2830 0.6412 0.5788 1.0328
EMLSN 0.5644 0.9057 2.0726 0.2480 0.6075 0.5229 1.1390
BMS[118] 0.5157 0.5796 0.7040 0.1323 0.6548 0.3269 2.3426
Pan[64] 0.6592 1.5980 2.3372 0.3901 0.8253 0.4456 1.3458
NUSEF [136] Salicon[62] 0.5103 0.6674 0.8937 0.1483 0.5988 0.3368 2.6690
ML-Net[116] 0.6638 1.9532 3.2884 0.4006 0.7559 0.5248 1.1310
MxSalNet[152] 0.6426 2.0982 3.4665 0.4508 0.7858 0.5542 0.9495
SAM[156] 0.6448 1.9147 3.4120 0.3877 0.7199 0.5357 1.1879
EMLSN 0.6203 1.7671 3.2263 0.3509 0.6784 0.5155 1.4308
BMS[118] 0.6140 0.9311 1.4445 0.2407 0.6982 0.4570 1.5231
Pan[64] 0.6388 1.3246 2.0000 0.3712 0.7777 0.5175 1.0662
Average Salicon[62] 0.5969 1.2486 2.1788 0.2908 0.6676 0.5111 1.5066
ML-Net[116] 0.6497 1.4928 2.5108 0.3441 0.7256 0.5463 1.0655
MxSalNet[152] 0.6259 1.6064 2.7233 0.3835 0.7415 0.5660 0.9363
SAM[156] 0.6354 1.6760 3.0484 0.3706 0.7004 0.5756 1.0465
EMLSN 0.6089 1.5825 2.9191 0.3329 0.6596 0.5510 1.1986
119
point is used in the evaluation. Otherwise the fixation point is discarded. For metrics
that use the dense ground-truth map instead of fixation points (ID, SIM, KLD), only
pixels in the dense ground-truth saliency map with a saliency value greater than 0.7
are kept while the value of other pixels is set to zero.
The 6 considered models from Section 6.4.2 (BMS[118], Pan et al. [64], Salicon
[62], ML-Net [116], MxSalNet [152], Saliency Attentive Model (SAM) [156] and the
proposed EMLSN) are evaluated using the aforementioned metrics based on high
saliency. Table 6.5 shows these results using the NSS, WNSS, and AUC metrics.
On average across all of the datasets, the proposed EMLSN achieves the second best
performance for the NSS and WNSS metrics.
6.5 Discussion and Conclusion
This work proposes a saliency model that decomposes the saliency prediction
problem into sub-problems of predicting different levels of saliency, and combines
models trained on these sub-problems into a strong ensemble model. Since the base
models are able to specialize on specific well defined problems, they perform better
at that particular problem. An ensemble of these experts provides good performance
for the general problem of predicting a saliency map. This is because the constituent
base models are both diverse and perform well at their particular problem domain.
The proposed model is evaluated using both traditional metrics as well as metrics that
test only high saliency. The obtained results show that the proposed model achieves
greater or competitive performance as compared to existing saliency models.
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Table 6.5: Evaluation of Models Using the High Saliency Metrics. Bold and Underline
Indicate Best and Second Best Performance, Respectively.
Dataset Model High SAUC High NSS High WNSS High CC High AUC High Sim High KLD
BMS[118] 0.8500 2.8166 2.8537 0.3645 0.8932 0.6319 0.8774
Pan[64] 0.8578 2.7021 2.7070 0.4576 0.9384 0.5622 1.1241
Toronto [49] Salicon[62] 0.8964 4.8331 4.8649 0.4454 0.9400 0.4258 2.0753
ML-Net[116] 0.8653 3.5272 3.5268 0.3949 0.9129 0.5402 1.3174
MxSalNet[152] 0.8533 3.8228 3.8570 0.4449 0.9367 0.5947 0.9891
SAM[156] 0.8800 4.8072 4.8312 0.4410 0.9193 0.3877 2.1999
EMLSN 0.8448 5.0028 5.0111 0.3997 0.8842 0.3678 1.5851
BMS[118] 0.8018 1.6994 1.7185 0.2252 0.8297 0.6808 0.8106
Pan[64] 0.7730 1.6025 1.6325 0.2660 0.8407 0.6090 1.0481
Koostra [135] Salicon[62] 0.8399 3.0227 3.0717 0.2788 0.8732 0.4629 1.8982
ML-Net[116] 0.7842 2.0641 2.0950 0.2368 0.8263 0.5768 1.2564
MxSalNet[152] 0.7677 2.2185 2.2633 0.2548 0.8324 0.6409 0.9891
SAM[156] 0.8166 3.1564 3.2004 0.2830 0.8589 0.4500 2.0631
EMLSN 0.7720 3.0084 3.0416 0.2480 0.8076 0.3939 1.8256
BMS[118] 0.5529 0.7326 0.7323 0.1323 0.6916 0.6213 1.1346
Pan[64] 0.8257 2.5787 2.5888 0.3901 0.9217 0.5793 1.1239
NUSEF [136] Salicon[62] 0.5558 0.9808 0.9779 0.1483 0.6419 0.3495 2.8967
ML-Net[116] 0.8438 3.9577 3.9952 0.4006 0.9034 0.4871 1.5820
MxSalNet[152] 0.8482 4.1832 4.2223 0.4508 0.9393 0.5069 1.3457
SAM[156] 0.8458 4.1248 4.1798 0.3877 0.8956 0.3500 2.6266
EMLSN 0.8081 4.0228 4.0840 0.3509 0.8543 0.3395 2.1237
BMS[118] 0.7349 1.7495 1.7682 0.2407 0.8049 0.6447 0.9409
Pan[64] 0.8188 2.2944 2.3094 0.3712 0.9002 0.5835 1.0987
Average Salicon[62] 0.7640 2.9455 2.9715 0.2908 0.8184 0.4127 2.2901
ML-Net[116] 0.8311 3.1830 3.2057 0.3441 0.8809 0.5347 1.3853
MxSalNet[152] 0.8231 3.4082 3.4475 0.3835 0.9028 0.5808 1.1080
SAM[156] 0.8475 4.0295 4.0705 0.3706 0.8913 0.3959 2.2966
EMLSN 0.8083 4.0113 4.0456 0.3329 0.8487 0.3671 1.8448
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Chapter 7
CONCLUSION
This thesis contributes to the areas of computer vision and machine learning and
in particular to mixture of experts based deep learning for visual saliency prediction
and robust visual recognition. This chapter summarizes the main contributions of
this work and suggests possible future research directions.
7.1 Contributions
The main contributions of this work are as follows:
• Mixture of experts models with tree structured weight sharing architectures are
proposed for computer vision applications. In addition to the tree architecture
that shares early layers while allowing later layers to be adapted in the experts,
which is useful if most early layer features are similar between the experts, a
novel inverted tree architecture for mixture of experts is introduced, where the
early layers adapt and the later layers remain fixed. This structure is useful if
the early layers need to adapt to the statistics of the input domains.
• This work introduces a mixture of experts deep learning based model for saliency
prediction (MxSalNet), where global scene semantic information is incorporated
together with local information by training each expert on closely related im-
ages belonging to the same category. This leads to accuracy improvements
compared with a baseline model and other state-of-the-art approaches. For this
application weight sharing of the early layers is accomplished by adopting a tree
net structure. The early layers encode information that is useful in all image
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domains (e.g., edges, low level saliency), while the later layers incorporate more
high level concepts (e.g., faces) that may differ with image domain.
• The proposed mixture of expert based models use explicit supervisory signals for
training gating networks. To generate the training data for the gating networks,
domain knowledge is used. This is in contrast to other mixture of experts based
models that attempt to learn the gating unit using only the labels of the original
problem (e.g., classification labels).
• A mixture of experts-based deep learning model for saliency prediction (EMLSN)
is introduced where the experts are trained to predict different notions of
saliency. High salient regions can be defined as regions where most subjects
look, while low salient regions are regions where only some subjects look. The
final output is a mixture of these experts’ predictions, where the mixing weights
can depend on the desired characteristics of the output saliency map.
• This work introduces the first visual saliency models based on deep mixture of
experts. The mixture of experts formulation allows the visual saliency model
to adapt to different image domains or different notions of saliency.
• Subjective experiments were conducted that show that human subjects are bet-
ter at classifying distorted images than state-of-the-art DNN models, even when
the DNN models are fine-tuned for particular kinds of distortion. The exper-
iments showed that humans achieve better classification accuracy in both un-
limited time and restricted time experiments.
• This work introduces a visual recognition model that is more robust to blur and
noise distortions than existing models. In the proposed approach, the experts
are trained for particular distortion types. A gating network determines the
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weights to assign to the experts’ outputs for a particular input image. The
distortion of an input image is unknown during testing, thus the distortion
must be inferred by the gating network. The mixture performs better than any
single model over different distortion types. For this approach, the introduced
inverted tree net achieves better performance than a tree net architecture while
yielding parameter savings. This is because, for image distortions, the early
layers must adapt to the new image statistics, while the later layers can be
invariant to these statistics.
7.2 Future Research Directions
There are several directions that can be explored in future work:
• The proposed mixture of experts model can be applied to other problem domains
where a mixture model can be appropriate. For example, for object detection in
ADAS (advanced driver assist systems) it may be appropriate to have different
experts for different times of the day, or different weather conditions.
• The proposed mixture of experts based model for quality robust visual recogni-
tion can be combined with other recent approaches to quality robust recognition,
such as DeepCorrect [67] for improved performance.
• The benefits of the two proposed saliency models (MxSalNet and EMLSN)
could be combined in a single system that can both predict saliency for different
category images, and predict different notions of saliency.
• More extensive human studies can be conducted. For example, it would be use-
ful to test if humans still achieve better accuracy than DNNs for different types
of distortions. It is also possible that there are certain image transformations
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(e.g., contrast) for which DNNs can perform recognition better than human
subjects. It would be interesting to study what factors make an image difficult
to recognize for humans and for DNNs.
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