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21. Introduction
The goal of this paper is to show that differential constraints compatible with the Kaup
– Broer system [1], [2]
∂S
∂t2
= −Sxx + 2SSx + 2Rx,
∂R
∂t2
= Rxx + 2(RS)x
(1)
can be derived as a special reduction of the 1D Toda lattice and to select some class of
travelling wave solutions of it and its higher counterpart.
It is well known that the Kaup – Broer system is applied in hydrodynamics. It
appears as a model equation for nonlinear water waves. In turn, the Kaup – Broer
hierarchy appears to be related with one-Hermitian matrix model and can be extracted
from Toda lattice hierarchy where the first flow parameter is treated as the space
coordinate [3].
As is known, the hierarchy of the Kaup – Broer system is intimately related to the
Kadomtsev – Petviashvili hierarchy and can be interpreted as a special reduction of it
whose evolution equations are coded by the Lax equation
∂L
∂tp
= [Lp+,L] (2)
on the monic pseudodifferential operator L = ∂ +
∑
∞
i=1 Ui(x)∂
−i. The corresponding
Lax operator is constrained by the condition
L = ∂ +
∞∑
i=1
Ui[S,R]∂
−i = ∂ +R(∂ − S)−1, ∂ =
∂
∂x
.
The relationship with the Toda lattice hierarchy provides evolution equations of
the Kaup – Broer hierarchy by the property of the existence of discrete symmetries
generated by similarity transformation
L = (∂ − S0)L(∂ − S0)−1 (3)
where S0 = S + ∂ lnR. More explicitly, we have
S = S +
Rx
R
, R = R + Sx +
Rxx
R
−
R2x
R2
. (4)
One of the effective methods of searching for exact solutions is to select them by
means of differential constraints [4], [5]. In this article we find the differential constraints
for the Kaup – Broer system and its higher counterpart. To this aim, we use a reduction
of the Toda lattice which is among many found recently in [6]. These constraints select
a broad class of traveling wave solutions.
3This paper is organized as follows. In section 2, we recall definition of the 1D Toda
lattice and its relationship with the Kaup – Broer hierarchy. In section 3, we exhibit
a denumerable class of reductions of the infinite 1D Toda lattice [6]. Next, we discuss
the case n = 1. We show that in this case the reduced system serves as differential
constraints for the Kaup – Broer system and its higher counterpart. Also, we show that
these differential constraints isolate the solutions of travelling wave type.
2. Preliminaries
We give here background information on the 1D Toda lattice and its relationship with the
Kaup – Broer hierarchy. Also we recall the notion of differential constraints compatible
with a given evolutionary system of partial differential equations.
The Toda lattice, as is known, can be represented as the consistency condition of
linear auxiliary equations
L(ψi) = ψi+1 + a0(i)ψi + a1(i)ψi−1 = zψi,
ψix = A(ψi) = ψi+1 + a0(i)ψi, i ∈ Z.
(5)
The corresponding Lax equation ∂(L) = [A,L] is equivalent to equations of the one-
dimensional Toda lattice
a0x(i) = a1(i+ 1)− a1(i),
a1x(i) = a1(i)(a0(i)− a0(i− 1)).
(6)
Introducing variables ui by
a0(i) = −uix, a1(i) = e
ui−1−ui (7)
one can rewrite the Toda lattice (6) in usual form:
uixx = e
ui−1−ui − eui−ui+1 . (8)
From (5) one can easy derive that each wavefunction ψi satisfies the linear equation
Liψi = zψi
where
Li = ∂ + a1(i)(∂ − a0(i− 1))
−1.
It is easy to show that, by virtue of (6) the operators Li are related by the invertible
gauge transformation
Li+1 = (∂ − a0(i))Li(∂ − a0(i))
−1. (9)
Fixing any value i = i0 ∈ Z one identifies
a1(i0 + 1) = R, a0(i0) = S. (10)
4From The equations of Toda lattice (6) one can easily extract the symmetry
transformation (4) generated by the shift i→ i+ 1.
Let us also briefly discuss the notion of differential constraints compatible with a
given system of partial differential equations. Let E be a partial differential system with
respect to functions u1, ..., um of two variables, say t ∈ R1 and x ∈ R1. The notation
[E] stands for union of E and its differential consequences with respect to x. In what
follows we restrict ourselves by consideraton only evolutonary equations
uit = F
i[u1, ..., um], (11)
where F i are some (analytic) differential functions of u1, ..., um. Let the system (11) be
supplemented by differential constraints H
hj[u
1, ..., um] = 0, j = 1, ..., p, p ≤ m. (12)
One says that the differential constraints (12) define an invariant manifold of the
system (11) if
Dt(hj)|[E]∩[H] = 0, j = 1, ..., p, (13)
where Dt denotes total derivative with respect to t. Equations (13), whose solutions
are some collections of differential functions {h1, ..., hp}, are reffered to as determining
ones.
It is quite difficult to use determining equations (13) with hj in general form.
However, the situation is considerably simplified if (12) can be resolved with respect
to higher-order derivatives as
(uj)(Nj)x = S
j(t, x, u1, ..., um, u1x, u
2
x, ...).
In this case a simple practical recipe to solve the determining equations (13) consists of
successively replacing (uj)
(Nj)
x → Sj.
It is common of knowledge that the problem of finding all differential constraints
compatible with a given equation (system of equations) can be more complicated than
solving these equations. In practice, it is better to restrict oneself to finding differential
constraints in some fixed classes. Regarding to the development of regular methods for
constructing differential constraints, see [5], [10].
3. Reductons of the 1D Toda lattice, differential constraints and travelling
wave solutions of the Kaup – Broer system
Recently, we have proposed an infinite class of reduction of the Toda lattice [6]. They
are specified by constraints
−a0(i)− ...− a0(i+ n− 1) = a1(i)a1(i+ 1)...a1(i+ n),
i ∈ Z, n ∈ N
(14)
5or
uix + ... + ui+n−1,x = e
ui−1−ui+n. (15)
For any fixed i = i0 ∈ Z, introduce a finite number of functions {q1, ..., qn+1}
identifying
q1 = ui0, q2 = ui0+1, ..., qn+1 = ui0+n. (16)
From (8) and (15) we derive the finite-dimensional system
q1xx = (q1x + ... + qnx)e
qn+1−q1 − eq1−q2,
qkxx = e
qk−1−qk − eqk−qk+1, k = 2, ..., n,
qn+1,xx = e
qn−qn+1 − (q2x + ... + qn+1,x)e
qn+1−q1
(17)
togegher with discrete symmetry transformation generated by the shift i→ i+ 1
q1 = q2, ..., qn = qn+1, qn+1 = q1 − ln [q2x + ...+ qn+1,x] . (18)
In what follows, we restrict our attention to the case n = 1. We have
q1xx = q1xe
q2−q1 − eq1−q2, q2xx = e
q1−q2 − q2xe
q2−q1. (19)
Observe that the system (19) can be cast into canonical Hamiltonian setting.
Generalized momenta are introduced as
p1 = −q
′
2 −
1
2
eq2−q1, p2 = −q
′
1 −
1
2
eq2−q1.
One can verify that equations (19) are equivalent to Hamiltonian system
qix =
∂H
∂pi
, pix = −
∂H
∂qi
, i = 1, 2,
where
H = −
(
p1 +
1
2
eq2−q1
)(
p2 +
1
2
eq2−q1
)
+ eq1−q2 . (20)
The first two integrals of the (19) are H and P = p1 + p2. It is simple exersice to
check that H and P are in involution with respect to standard Poisson bracket. So
we can conclude that the equations (19) establish Hamiltonian system integrable in
the sense of Liouville theorem [7]. It is natural to suppose that all systems (17) are
Liouville-integrable.
To proceed, we need to express variables R and S via q1 and q2. Taking into account
(7), (10) and (16) one obtains
S = a0(i0) = −ui0,x = −q1x,
R = a1(i0 + 1) = e
ui0−ui0+1 = eq1−q2.
(21)
6From Toda lattice equations (6), by virtue of (14), we obtain the following differential
equations:
Sx = a0x(i0) = a1(i0 + 1)− a1(i0) = a1(i0 + 1) +
a0(i0)
a1(i0 + 1)
= R +
S
R
,
Sx = a0x(i0 + 1) = a1(i0 + 2)− a1(i0 + 1)
= −
a0(i0 + 1)
a1(i0 + 1)
− a1(i0 + 1) = −
S
R
−R
where S is given by (4). The latter, as can be checked, in more explicit form reads as a
pair of ordinary differential equations
Sx = R +
S
R
,
Rxx =
R2x
R
−
Rx
R
− 2R2 − 2S.
(22)
One can verify that differential substitution (21) indeed maps solutions of the system
(19) into solutions of (22).
By using determining equations (13) one can verify that equations (22) serve as
differential constraints compatible with the Kaup – Broer system (1) and its higher
version
∂S
∂t3
= Sxxx − 3SSxx − 3S
2
x + 6(SR)x + 3S
2Sx,
∂R
∂t3
= Rxxx + 6RRx + 3SRxx + 3SxRx + 3(S
2R)x.
(23)
We conjecture that relations (22) play the role of differential constraint for all members
of the Kaup – Broer hierarchy. Following question arises: solutions of what kind are
isolated by differential constraints (22)? The following proposition is helpful to answer
this question.
Proposition. By virtue of differential constraints (22) following relations hold:
∂S
∂t2
= PSx,
∂R
∂t2
= PRx, (24)
∂S
∂t3
= (E + P 2)Sx,
∂R
∂t3
= (E + P 2)Rx, (25)
where
P = 2S +
Rx
R
−
1
R
,E = −S2 +R− S
Rx
R
are two first integrals of the system (22).
This proposition is proved by straightforward calculation.
7Remark 1. The integrals P and E are P = p1 + p2 and H (20) expressed in terms
of variables S and R.
Taking into account the proposition above, it is natural to suppose that there exists
an infinite collection of polynomials Kl(E, P ) such that by virtue (22), relations of the
kind as in (24) and (25) are valid, i.e.
∂S
∂tl
= Kl(E, P )Sx,
∂R
∂tl
= Kl(E, P )Rx. (26)
Thus K1 = 1, K2 = P and K3 = E + P
2.
Next, we observe that, by virtue of (22), E and P also do not depend on tl. Take
for example E. Taking into account (26) we have
Dtl(E) =
∂E
∂R
RxKl +
∂E
∂Rx
RxxKl +
∂E
∂S
SxKl = Dx(E)Kl = 0,
where Dtl and Dx stands for total derivative with respect to corresponding argument.
The proposition above and this observation prove that differential constraints (22) select
simultaneous solution of the systems (1) and (23) in the form of travelling wave
S = S(ξ), R = R(ξ), (27)
where ξ = x+ Pt2 + (E + P
2)t3 + ξ0, where ξ0 is some constant (it may depend on t4,
t5,...).
Thus, to find a profile of travelling wave (27) which is simultaneous solution of (1)
and (23) we need to solve ordinary differential equations
S ′ = R +
S
R
,
R′′ =
R′2
R
−
R′
R
− 2R2 − 2S.
(28)
with some initial conditions (R0 = R(0), R1 = R
′(0), S0 = S(0)).
Remark 2. In (27) P and E are understood as some values P = P0 and E = E0
of first integrals corresponding to a particular solution of (28).
To conclude this section, let us discuss Painleve´ property for system (28). Simple
analysis shows that it passes Painleve´ test. In addition, the system (28) has a formal
“general” solution in the form of pole-like expansion
S(ξ) =
1
ξ
(
1 + c1ξ + c2ξ
2 −
1
2
ξ3 − (
2
5
c1 +
1
5
c22)ξ
4 +O(ξ5)
)
R(ξ) =
1
ξ2
(
−1 + c2ξ
2 − (
1
5
c1 +
3
5
c22)ξ
4 +O(ξ5)
)
with two arbitrary constants c1 and c2. Fuchs indices are −1, 1 and 2.
8Suppose now that solution (27) does not depend on t2. It is equivalent to assuming
that P = 0. In turn this requires that
S = −
R′
2R
+
1
2R
. (29)
It is easy to check that relation (29) properly defines reduction of system (28) to the
equation
R′′ =
R′2
R
−
1
R
− 2R2
which is particular case of Panleve´ 12 equation [8]
R′′ =
R′2
R
+
α
R
+ β + γR2 + δR3
with α = −1, β = 0, γ = −2 and δ = 0.
4. Discussion
In this paper we have derived differential constraints for the Kaup – Broer system via
reducton of the infinite 1D Toda lattice. It is shown that these differential constraints
select a family of travelling wave solutions.
Ablowitz – Ramani – Segur (ARS) conjecture states that any theoretical group
reduction of an integrable system of partial differential equations will have the
(generalized) Painleve´ property [9]. We believe that ARS conjecture could be extended
on differential constraints. The example of the system (28) exhibited in this paper
supports this conjecture.
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