Current saliency methods require to learn large scale regional features using small convolutional kernels, which is not possible with a simple feed-forward network. Some methods solve this problem by using segmentation into superpixels while others downscale the image through the network and rescale it back to its original size. The objective of this paper is to show that saliency convolutional neural networks (CNN) can be improved by using a Green's function convolution (GFC) to extrapolate edges features into salient regions. The GFC acts as a gradient integrator, allowing to produce saliency features from thin edgelike features directly inside the CNN. Hence, we propose the gradient integration and sum (GIS) layer that combines the edges features with the saliency features. Using the HED and DSS architecture, we demonstrated that adding a GIS layer near the network's output allows to reduce the sensitivity to the parameter initialization, to reduce the overfitting and to improve the repeatability of the training. By simply adding a GIS layer to the state-of-the-art DSS model, there is an absolute increase of 1.6% for the F-measure on the DUT-OMRON dataset, with only 10ms of additional computation time. The GIS layer further allows the network to perform significantly better in the case of highly noisy images or low-brightness images. In fact, we observed an F-measure improvement of 5.2% when noise was added to the dataset and 2.8% when the brightness was reduced. Since the GIS layer is model agnostic, it can be implemented into different fully convolutional networks. Further, we showed that it outperforms the denseCRF post-processing method and is 40 times faster. A major contribution of the current work is the first implementation of Green's function convolution inside a neural network, which allows the network, via very minor architectural changes and no additional parameters, to operate in the feature domain and in the gradient domain at the same time.
Introduction
Since the year 2015, the convolutional neural networks (CNN) rose quickly to become the best machine learning technique used to solve the binary problems of computer vision such as edge detection [1, 2] , skeleton extraction [3] and salient object detection [4, 5] . In fact, recent algorithms perform near human-level [1] .
At first, saliency methods were based on pre-programmed features such as clustering and density [6] [7] [8] , concavity [9] , contrast filtering [10] , background detection [11] , etc. Although they showed some success with simple images, they did not perform well on more complex dataset images [12] . The method DRFI [13] was the first to use machine learning, but it was soon outpaced by the arrival of CNN-based algorithms with methods such as MDF [14] , DCL [5] and DSS [3, 4] . The deeply supervised saliency (DSS) method was successful due to the efficient downscaling and up-scaling of saliency maps.
An important problem with current salient object detection solutions is that they focus on finding the salient regions with little consideration to the fact that they are often bounded within edges. To overcome this limitation, some methods such as MDF [14] and DCL [5] use a pre-segmentation of the image. Furthermore, most methods fine-tune their results using saliency enhancement methods such as the denseCRF [15] algorithm during the testing phase, which uses segmentation to clean the saliency maps and make it more accurate to the boundaries. Different methods of enhancing the saliency maps are proposed in the literature. WCtr [11] proposes to improve the saliency maps using background detection. However, BGOF [16] showed that most saliency improvement algorithms based on segmentation and background detection do not work on recent networks since CNN are better at detecting the background and segmentation than traditional methods. In contrast, algorithms such as denseCRF [15] and BGOF [16] optimize the saliency map density via energy minimization. The DeepSets method [17] is very similar since it uses superpixels to enhance the saliency maps on the boundaries and increase the density. Alternatively, the RACDNN method [18] proposes to use a recurrent attention mechanism to recursively enhance each region of the saliency map. Although RACDNN trains with the network, the attention mechanism is outside it and significantly increases the architectural complexity by adding recurrent layers [18] . As explained in later paragraphs, the proposed method differs from the literature since it adds a layer directly inside the network, thus directly improving the capacity of the network to generate saliency maps.
The objective of this paper is to show that a saliency CNN can be improved using a Green's function convolution (GFC), which allows integrating edge-like features into salient features. Hence, we propose the gradient integration and sum (GIS) layer, which integrates the gradient domain features and adds them to the special domain features. By doing so, the GIS layer creates a smooth and continuous region between the high gradient boundaries, thus enhancing the saliency map inside boundaries and reducing it outside the boundaries. Hence, for the proposed method, the network directly trains the parameters used for the saliency improvement, in contrast with other methods which act outside of the main network.
It is to note that the saliency improvement occurs in the uniform regions inside boundaries, not at the boundaries themselves. This is because the GFC extrapolates the edges into regions of smooth probabilities within the image, as demonstrated by Beaini et al. [19] .
The denseCRF [15] , BGOF [16] , DeepSets [17] and RACDNN [18] are methods that post-process the saliency maps outside of the neural networks, aiming to improve the boundaries and to increase the density of the maps. This is in contrast with the proposed method consisting of adding a GIS layer directly inside the network, thus allowing the network to train its inputs. Furthermore, GIS does not aim at improving the density or the boundaries but consists of allowing the network to combine features from the saliencydomain and the gradient-domain.
The GIS is first proposed in this paper, although similar concepts of gradient-domain merging were previously both proposed by Beaini et al [20] . Previous work using Green's function convolution (GFC) for Poisson image editing, contrast enhancements and paint-like effects [20] [21] [22] [23] . To our knowledge, they are never implemented inside neural networks. However, the GFC method was demonstrated to solve 100 Laplacians in 1ms using machine learning libraries such as Pytorch and Tensorflow [20] .
The idea of merging edges with saliency inside the network comes from the fact that edge detectors are fast to learn by a CNN since they require gradient-like [24] or Gabor-like kernels [25, 26] . Thus we propose to create a network that computes saliency and edge-like features at the same time, then merges them using a GIS layer. Further, to better understand the importance of the edges in the saliency detection, we visualize the inputs and outputs of the GIS layer at different scales. The current paper demonstrates that the proposed GIS layer improves salient object detection for different network architectures, resulting in better accuracy, less overfitting and lower sensitivity to the network initialization.
In our work, we propose to use the GIS layer on the HED [2] and DSS [3, 4] architectures by adding our layers to the end of each side-layer of the original networks, without any other architectural changes. Both HED [2] and DSS [3] are known for their edge detection performance, but only DSS [4] performs well for salient object detection. However, our work shows that the GIS layer improves the HED network by a high margin, thus allowing it to outperform saliencyfocused networks. We will refer to the modified models as HED-GIS and DSS-GIS.
In summary, our contributions are that we are the first to implement a GFC-based layer inside a CNN and that such layer allows to significantly improve salient object detection by extrapolating edges into smooth saliency maps.
Methodology
The full implementation of DSS-GIS is done with Python using the TensorFlow library. The current section will explain how the GIS work, what are the HED and DSS architectures and how we modify them to create the proposed HED-GIS and DSS-GIS.
Gradient integration and sum (GIS)
The GIS method is first proposed in the current work but is inspired by the field of gradient-domain image editing, which mainly focuses on applying editing filters to images [27, 28] . We mainly base our work on the GFC method proposed by Beaini et al. [20] which allows integrating any vector field with minimal error and low computation time (100 images in 1ms). For the current paper, we are interested in the ability of the GIS to combine edge-like features (object boundaries) with region-like features (saliency maps). Those features cannot be combined by standard operations such as additions, multiplications or small-kernel convolutions since most edge pixels do not intersect saliency pixels. Hence, before summing the features, an integration step is required to transform the edge-like features into region-like features. The following subsections will explain how the GIS integrates the gradient and merges it with the standard features.
Green's function convolution (GFC)
The current subsection focuses on the gradient-integration step and is based on work by Beaini et al. [20] . Let us denote as a vector field of features made of the horizontal and vertical components. The vector field cannot be integrated directly since it is not necessarily a conservative field, meaning that it does not have a solution.
Hence, we use Green's function based solver proposed by Beaini et al. [20] . We first need to compute the Laplacian , then to solve it using a Green's function convolution (GFC), as described in this section.
The Laplacian is computed using equation (1), where
, are the and components of the field and → is the convolutional kernel that represents this operation.
Now that the Laplacian is computed, we need to compute the Green's function that solves it. The Green's function is defined as a function that solves a given differential equation with a convolution [29] . In our case, the differential equation is the numerical Laplacian given by the convolution in equation (2) . In this equation, is any image, is its Laplacian and ∇ is the Laplacian kernel. 
If we denote as being the numerical Green's function that solves the Laplacian, then equation (3) shows that the convolution K ∇ * V act as an identity. Since the convolution identity is the Dirac's delta [29] , then equation (4) represents this relation.
Then we define the convolution theorem [29] in equation (5) where , are any function, ℱ is the Fourier transform, ℱ is the inverse Fourier transform and ∘ is the elementwise product.
Using equation (5) it becomes possible to solve equation (4) for ℱ( ), as given by equation (6) . The notation V mono ℱ represents the Green's function in the Fourier domain.
Equation (6) gives a solution for the Green's function . However, to be applied on an image as given by equation (3), must be the same size as the image. Hence, we define as the padded numerical Dirac's delta and as the padded numerical Laplacian kernel in equation (7), where is the Laplacian to solve [20] . Then, the Green function in the Fourier domain mono ℱ is given by (8) [20] .
In equation (8), mono ℱ is the Green's function that allows to solve any Laplacian by a convolution [20, 29] . The convolution is computed using the Fourier domain as defined in equation (9) since Fourier transforms are faster for large convolutions and are implemented on a graphical processing unit (GPU) in multiple machine vision libraries such as OpenCV [30] , MATLAB® [31] and Tensorflow. In equation (9), ℛ is the real part of a complex number, is an integration constant and is the resulting image. In practice, a 4-pixels padding of value 0 is added all around to avoid discontinuities in the numerical Laplacian [20] . The constant is equal to the values in the padded part of .
More details about the mathematical foundation of the Laplacian solver, as well as empirical demonstrations and pseudo-codes are provided in a previous work by Beaini et al. [20] .
Overview of the GIS layer
To better understand the GIS layer, a graph is provided in Fig.  1 . We observe that GIS has output channels for 3 input channels. The 3 input groups are , and . is considered in the spatial domain and is simply summed to the output.
is considered in the gradient domain and is integrated using GFC before being summed to .
Note that a weighted sum is not required since the inputs are expected to be weighted by the CNN.
Fig. 1 Graph summary of the gradient integration and sum (GIS)
layer, which outputs channels from 3 inputs.
Implementing the models with the GIS layer
The proposed GIS layer can only be implemented on fully convolutional networks since they require that the network is able to output both saliency and edges at the same time. Hence, we use the DSS model, which to the best of our best knowledge, is one of the most successful saliency model [3, 4] . We also use the HED model to demonstrate that our approach is generalizable to more networks.
It is to note that GIS implements an integration of edgelike features from the gradient domain. However, the network is never forced, via an intermediate loss, to learn the gradient of the saliency map. The gradient of the saliency is naturally learned by the fact that the GFC gradient integrator is used, without requiring a saliency ground-truth. Hence, the edgelike features from Fig. 1( and ) are not necessarily the gradient of the saliency, although they are expected to be. In addition, the saliency-like features used by GIS in Fig. 1 ( ) is not forced to be similar to the saliency. It is simply expected to be similar to the saliency due to the merging operation. Hence, cannot be used directly as an output of the network.
The HED and DSS models
The HED and DSS models are an architecture nested on top of a classification network, with deep side layers connected before every pooling [4] . They are presented in Fig. 2 , with the classification network being the pre-trained VGGnet-16 [32] presented in gray in Fig. 2 . They have a total of 6 side outputs with 3 layers each, with the first 2 layers being followed by a ReLU operation [4] . The side layers are presented in blue in Fig. 2 with the parameters defined in a later section in Table 1 . The only difference between the standard model and our model are that the 3 rd layer of each side layer has only 1 output for HED/DSS instead of 3 outputs for HED/DSS-GIS. The weights of the side layers are initialized as a normalized uniform random distribution.
Fig. 2
The HED [2] and DSS [3, 4] architectures nested upon the pretrained VGGnet-16 [32] network, with a total of 6 side layers. The red arrows are the short connections implemented by the DSS model [3, 4] . Our contribution is the GIS at the end of each side-layer, which requires the layer sideX_3 to output 3 channels instead of 1.
Another innovative concept introduced with DSS but lacking from HED is the short connections between the side outputs. These short connections take the final output of each side layer numbered and concatenate it with the 3 rd layer output of each side layer numbered , where < . This means that the results from the deeper layers, which are better at finding salient regions, are scaled up and sent to the shallower layers which are better at finding the fine details and edges [4] . These short connections are represented by the blue lines on Fig. 2. 
Adding the GIS layer
As stated previously, the main change to the HED/DSS model is the added GIS which allows merging the salient object detection with the salient edge detection. Hence, we use the same side-layers as the HED/DSS method, except that the sideX_3 layers have 3 outputs instead of 1 output. These 3 outputs are then used as inputs to the GIS layer and are also used for the short connection. A closer view on the integration of the GIS layer within the network is presented in Fig. 3 , where we observe that each side layer sideX_3 produces 3 outputs, which are then split into the , and inputs of the GIS layer. All the parameters of the DSS-GIS are summarized in Table 1 and the architecture is summarized in Fig. 2 .
For the maximum performance of the DSS-GIS, the GIS layers are expected to have one saliency-like input in the spatial domain and 2 inputs in the gradient domain, since it is how the GIS layer was designed. This is indeed what is observed in Fig. 4 where distinguishes the regions and , highlight the edges of the people sitting in the grass. 3 Closer view on the integration of the GIS layer inside the DSS architecture. For the HED architecture, the GIS layer is placed directly after the channel split since there are no short connections. Table 1 Side layer information of HED and DSS architectures given by ( , × ), where is the number of output channels and × is the size of the kernel. "Layer" is the name of the layer from the VGGnet-16 whose output is connected to a side layer. "1", "2" and "3" represent the 3 layers for each side output. "1" and "2" are followed by a ReLU operation. If a GIS layer is added, = 3, otherwise = In Fig. 4 , We observe that is mainly driven by the input for the side layer #5 where the resolution is low, but it is mainly driven by the integration over , for the side layers #3, 4 where the resolution is high. This is because the convolutional kernels are too small to detect regions for the high resolution layers. However, they are able to detect edges, which can be integrated into regions via the GIS layer. Fig. 4 Example of the inputs of the GIS layer coming from a fully trained HED-GIS network. is expected to be in the saliency domain; , are expected to represent the 2 components of the gradient domain.
In summary, the GIS layers act in a similar way to an activation function at the deepest side-layers of the network since they perform a pre-defined operation on the input channels. However, as shown in Fig. 1 , GIS outputs a third of its input channels, and it performs a gradient integration operation with a summation. Hence, the GIS layer does not use any weight or intermediate loss.
Training procedure
An important modification from the DSS model is that the original code is in Caffe [4] but we recoded the entire architecture in Tensorflow to make use of its multi-platform capabilities, the integrated Fourier transforms, the improved convergence algorithms and the real-time validation curves. For the parameters, the DSS model [4] proposes to use 10 images per mini-batch. It also uses a standard gradient descent with a learning rate of 10 for 20k iterations and 10 for an additional 4k iterations.
In contrast, we changed those parameters to 8 images per mini-batch, with an Adam optimizer [33] and a learning rate of 4 ⋅ 10 for 30k iterations. We use an early stopping method to save the model with the highest F-measure (defined in section 3) on the validation set, then fine-tune the new model for 2000 iterations using a learning rate of 4 ⋅ 10 .
Those changes are made since our loss is computed as the average loss over the pixels instead of the sum, and because the Adam optimizer removes the need for changing the learning rate [33] .
We also use the MSRA10K [34] for training purposes, which is an extension of the previous MSRA-B [13] used for DSS [4] . The MSRA10K is randomly split into 7000 training images, 2000 validation images and 1000 test images. Furthermore, the training images are duplicated using horizontal reflection leading to 14000 training images, as proposed by Hou et al. [4] .
Finally, another change that is made to the model is that we use a zero-padding all-around the training images until they reach a resolution of 416 × 416. Since every image of the MSRA10K dataset has a maximum resolution of 300 × 400, this operation does not resize or crop the images. Furthermore, the computation of the loss, as well as the other measures presented in section 3, ignore all the padded pixels.
Evaluation datasets and metrics
To evaluate our proposed DSS-GIS algorithm, we need to use standard datasets and metrics. For the datasets, we use the MSRA10K [34] for training since it has the largest number of images (10,000). It is also the most used for training purposes [4] . We randomly split the MSRA10K into 7000 images for training, 2000 images for validation and 1000 images for testing.
For testing purposes, we use the following 3 datasets: ECSSD with 1000 images [35, 36] , PASCAL-S [37] with 850 more complex images and DUT-OMRON with the most complex 5168 images [12] .
For the purpose of comparing the performances to other techniques, the parameters that are evaluated are the precision , the recall or true positives and the false positives ! [6, 38] . Those parameters are evaluated for 256 levels of thresholds on the saliency map , which allows to plot the precision-recall curve. At each threshold level, a binary mask is generated and compared to the binary ground-truth . From the curve, one can evaluate the average , the F-measure and the maximum precision . All those parameters are defined in equations (10)- (14), where = 0.3 is a constant that allows to add more weight to the precision, ! is the logical NOT operator, ∩ is the logical AND operator and ∑ is the sum over every pixel [6, 38] .
Other important information is the area under the curve (AUC) of the true-false-positive curve (15), the mean absolute error (MAE) (16), the root mean square error (RMSE) (17) and the cross-entropy (CE) (18) [25] . In those equations, is the saliency map normalized to [0, 1], the total number of pixels and is the ground-truth with binary value 0 or 1.
From all those parameters, the most used in the literature are the precision-recall curve, the F-measure and the area under the curve [5, 7, 8, 14, 38, 39] . These metrics are used since they represent better the effects of thresholds on the saliency maps and they cannot be improved with simple methods such as contrast enhancement. Hence, those parameters will be used to be compared with other methods from the literature. Additionally, we use the mean precisionrecall and the mean absolute error MAE to show that our approach improves many different measures.
It is worth noting that the cross-entropy is used as the loss function for the training of the DSS-GIS model.
Results
This section presents the saliency map results and a comparison of the validation curves. The results show that DSS-GIS has better saliency maps then DSS, trains faster, is less prone to overfit and has higher accuracy.
Saliency maps
The improved performance of our HED/DSS-GIS approach compared to the standard HED/DSS can be observed on some test images from the ECSSD, PASCAL-S and DUT-OMRON images in Fig. 5 . In this image, we see that the GIS layer improves the results when there is a bright contrast, a complex background, a camouflaged animal or small salient objects.
The improvements are very notable when looking at how much the HED-GIS outperforms HED by providing smoother and more accurate saliency maps in all examples. This is because the HED model lacks the upward scale introduced by the DSS short connections required for a good saliency prediction. However, since HED is a good edge predictor, the HED-GIS was still able to produce accurate saliency maps by extrapolating the edge-like features into the image space.
The improvements of DSS-GIS over DSS are subtle. We notice the improvement only for the most difficult examples presented in Fig. 5 . DSS-GIS is better at discriminating between the salient object and a given background, and better at finding a camouflaged animal or small objects. The reason is that, in these cases, relying on the globally strong edges is more important than relying on the contrast and texture, since the background has as many colors and complexity as the foreground.
Furthermore, for the incomplete saliency category, the DSS-GIS allows finding more salient regions than DSS. The reason is that it fills up the missing saliency regions by ensuring that all the areas inside edges are included in the saliency map, as explained in previous work [19] .
However, there are some failures cases of DSS-GIS presented in Fig. 5 . Those include images where the background has very strong defined edges, but the foreground does not. Also, DSS seems to perform better on transparent objects, since those objects are better detected by their glare than by their edges. It is to note that those failure cases do not apply for HED-GIS, which consistently outperforms HED.
Validation curves
The first difference that we notice when training the proposed DSS-GIS model is that its validation curves are far more similar, faster to train and less prone to overfitting than the DSS model. This can be observed in Fig. 7 with 6 different training curves of the DSS in orange and 6 curves of the DSS-GIS in blue. Note that these curves are for a learning rate of 10 and different parameter initialization.
The DSS curves are our implementation of the model, meaning that it uses exactly the same code as the DSS-GIS, but without the GIS layer.
These curves are generated by computing the loss, the Fmeasure, the MAE and the RMSE at every 50 iterations, and by randomly selecting 200 images from the validation set. To speed up the computation, the F-measure uses 51 different thresholds instead of the standard 256 levels. Then, an exponential smoothing with a factor 0.9 is applied to all the curves to reduce the noise.
On Fig. 7 , we see that the DSS-GIS reaches a higher performance for the 4 different measures. Also, the DSS model has a big disparity between different validation curves, meaning that it is more sensible to the random initialization of the side layers and the different initialization algorithms. In fact, DSS does not always converge to its maximal performance if the initialization is not optimal. Finally, we can see that the CE loss of the DSS diverges at around 10k iterations but remains almost constant for DSS-GIS.
All those differences show that the DSS-GIS is easier and faster to train, less prone to overfit and leads to better results than the DSS model. Furthermore, the training is more robust to the random parameter initialization, leading to more similar training curves across different trainings. Since the only difference between the 2 models is a fast to compute GIS layer at each side output, we deduce that our proposed DSS-GIS outperforms the DSS model.
After optimizing the initialization parameters and the learning rate via cross-validation, we obtained the curves presented in Fig. 6 . In this figure, we observe that the optimal DSS converges as fast as DSS-GIS and has less overfit than the models in Fig. 7 . However, it still converges to a lower validation performance. We also observe that the HED-GIS model strongly outperforms the standard HED model.
In addition, the GIS layer seems to reduce the noise of the validation curves, meaning that the network converges more easily to the optimal solution. Hence, we conclude that the GIS layer allows to significantly improve the training process of the networks. . 6 Comparison of the validation curves of different models for the optimally found parameters. The validation performance is computed every 500 iterations on the full validation set.
Fig. 7
Comparison of 6 validation curves in orange of our implementation of the DSS model, and 6 validation curves in blue of our DSS-GIS model. The curves are smoothed using exponential smoothing with a factor 0.9, and the x-axis represents the number of iterations.
Literature comparison and discussion
This section will compare our proposed HED/DSS-GIS models to multiple models in the literature using the metrics specified in section 3. It will show that the DSS-GIS model outperforms the other model on every dataset.
Training the DSS, DSS-GIS
For a fair comparison between the standard method and the same method with the GIS layer, we use exactly the same training procedure as the one defined previously in section 2.2.3. Furthermore, the random seed is the same for all models, meaning that the network initialization is identical across models and the training-validation-testing split is also identical.
Testing improvement of the GIS layer
In this section, we compare the results given by the DSS and HED models with and without the proposed GIS layer.
For the DSS method, our implementation performs better than the original implementation in their paper [39] . For a fair comparison, we thus use our implementation of DSS for all reported test results.
The compared results are shown in Table 2 for HED and Table 3 for DSS, where the * symbol means that a denseCRF layer is added. We observe that the proposed DSS-GIS is always better than DSS, and that the proposed HED-GIS is always better than HED. Table 2 shows that GIS always outperforms denseCRF for all metrics for the HED model. Table 3 shows that GIS always outperforms denseCRF for the DSS model, except for MAE. However, the difference in MAE can be explained by the fact that denseCRF enhances the contrast. Since the only differences between DSS-GIS and DSS are the added GIS layer from Fig. 2 , the testing results show that it is fully justified to use the GIS layer instead of denseCRF since most improvements are due to it. However, using both together usually yields the best results. Table 2 Comparison between the percentage testing results of HED and our HED-GIS. The * means that a denseCRF layer is added at the output. The best value in each category is highlighted in bold (ignoring GIS*). The values are in percentages.
Method
Dataset 
Literature benchmarking
In this section, we aim at demonstrating that the proposed DSS-GIS algorithm outperforms other state-of-the-art (SoA) algorithms.
In Table 4 , we show that our DSS-GIS algorithm outperforms all the other tested methods in terms of and . The improvements are mostly notable on the DUT-OMRON dataset since it is the most difficult one, with the most complex backgrounds. We also note that HED performs badly compared to other algorithms, while HED-GIS is very close to the high performance DCL method. We also observed on Fig. 10 that the precision/recall curves and the true-positive/false-positive curves of the DSS-GIS consistently outperforms the other methods. Again, HED-GIS outperforms HED by a high margin.
Resistance to noise and low-light
In the current section, we show that the proposed GIS layer allows the network to perform significantly better on the tests set when a high amount of noise is added, or when the brightness is significantly reduced.
To demonstrate it, we modify all images from the 3 testing sets by adding a 30% salt-and-pepper noise. We show in Table 5 that the GIS layer significantly improves the and metrics. Furthermore, Fig. 5 allows to observe this major difference, with the GIS layer allowing the model to find objects that were almost invisible to the standard method.
On standard images, the GIS layer only improved the ECSSD by 0.4% . However, on the noisy images, the improvement is 4.5%. On average for the DSS model, the GIS improves the by 3.9% and the by 3.0%. For the HED model, the average improvement is 8.1% on the and 10.7% on the . Additionally, we can observe in Fig. 9 how the F-measure of proposed DSS-GIS is more stable than the DSS method for different levels of noise. The stronger the noise, the greater the margin between DSS-GIS and DSS.
The margin of improvement of the proposed GIS layer in a noisy setting is highly significant. This shows again the better generalizability of the saliency models since GIS allows the network to focus on the general features instead of very local noise and texture.
We believe that the major improvement is due to textures being more affected by the noise then edges, which plays in favor of the models implementing the GIS layer. Additionally to the added robustness to noise, the proposed GIS layer allows the network to be more robust to other environmental changes, such as reduction in brightness. This is demonstrated in Table 6 where DSS-GIS consistently outperforms DSS when the brightness is reduced by 80%, thus simulating an image taken at low light. Examples of such images are provided in Fig. 8 . This improvement is due to the ability of the GIS-based networks to operate in the gradientdomain and to extrapolate edge information. 
Computation time
When using an image of the ECSSD dataset, the computation time for the DSS model is around 0.08s and the DSS-GIS is around 0.09s. Therefore, we see that the GIS layer has a low effect in terms of computation cost. Moreover, it was shown in Fig. 7 that it improves the training repeatability and in Table 3 and Fig. 10 that it improves the F-measure on the testing results.
Other methods such as MDF [14] and DCL [5] require around 1s of computing due to the pre-segmentation, which is 10 times longer than the proposed DSS-GIS. Furthermore, the denseCRF layer takes around 0.4s to compute, which is 40 times longer than the added GIS layer. Hence, we suggest completely removing the denseCRF since it slows down the computation and leads to poorer performances than the GIS layer.
Future improvements
With the new GIS layer added at the end of the DSS network, the testing results are improved but by a moderate margin. One of the fundamental next steps is to take the same GIS layer, or other GFC-based layers, and to implement it deeper within the network, such as before the side layers or inside the VGGnet-16. Furthermore, the GIS layer should be tested for more applications such as classification, segmentation, and edge detection.
In fact, the GIS layers can be added to any other fully convolutional saliency architecture, not only the HED and DSS architecture as done in the current paper. Therefore, it adds good longevity to the GIS layer developed in this paper since newer architectures are also expected to benefit from the additional layer.
Finally, one of the most important contributions was showing that it is possible to add a Green's function convolution to a convolutional network to improve the results. This is surprising since CNN's usually have thousands of different and optimized convolutional kernels [25] . However, our work showed that a carefully engineered mono convolutional kernel can still contribute to improving the results. This is because mono adds a long-distance interaction between the pixel in the images, meaning that the receptive field is the whole image space. Also, since CNN are better at detecting edges than regions, integrating them into smooth and continuous regions naturally leads to better results.
For future work, we recommend using the same GIS network for segmentation purposes and for generative adversarial networks (GAN). In fact, we believe that the GIS layer would allow the GAN to generate image features in the gradient domain and the image domain at the same time. Since the GIS layer reduces noise sensitivity and gives the network an unlimited receptive field, we strongly believe that it can help generate better images. Such gradient-domain image drawing is already adopted by numerous software to allow drawing smoother images [20, 23, 27, 28] .
Conclusion
Our objective was to show that saliency convolutional networks can be improved by using a Green's function convolution (GFC) based layer to extrapolate edges features into salient regions. To answer this objective, we developed the gradient integration and sum (GIS) layer. We showed that using a GIS layer, inside both HED and DSS neural networks, improves the stability and repeatability of the training and enhances the performance of the model on the test set, with only 10 ms of added computation time. The GIS layer is fast to compute and does not require any weight or learned parameter. Moreover, the GIS layer reduces the training time, the overfitting, and makes the model significantly more resistant to noise. The performance was generally better than other saliency enhancement methods such as denseCRF, 40 times faster to compute and directly integrated inside the network. Hence, our DSS-GIS network outperformed all the tested state-of-the-art algorithms on all tested metrics such as the F-measure, the and the . The increased performance was due to the ability of the network to extrapolate edges into regions, thus enhancing the saliency maps inside boundaries, reducing the sensitivity to noisy backgrounds and improving the behaviour in low-light settings. Further, an advantage of the proposed GIS is that it is model agnostic, meaning that it can be implemented in any other fully convolutional network for saliency. A limitation of the current method is that it can only be used in the latest layers of a fully convolutional network for saliency purposes. Future work should experiment with implementing the GIS layer or other GFC-based layers deeper inside the network to try to further improve the results.
