Multi-level logic synthesis yields much more compact expressions of a given Boolean function with respect to standard two-level sum of products (SOP) forms. On the other hand, minimizing an expression with more than two-levels can take a large time. In this paper we introduce a novel algebraic four-level expression, named k-EXOR-projected sum of products (kEP-SOP) form, whose synthesis can be performed in polynomial time with an approximation algorithm starting from a minimal SOP. Our experiments show that the resulting networks can be obtained in very short computational time and often exhibit a high quality. We also study the testability of these networks under the Stuck-atfault model, and show how fully testable circuits can be generated from them by adding at most a constant number of multiplexer gates.
INTRODUCTION
A crucial task in logic synthesis is the derivation of high quality networks from an initial specification. The selection of a structure for the final circuit, out of all known models, is critical and the quality of the synthesized circuit depends on different factors, such as area, delay, synthesis time, and testability. The classical synthesis approach is the two-level logic minimization of Sum of Products (SOPs). Big efforts have been done to obtain efficient SOP minimization procedures. The main advantages of SOP synthesis are the small and constant number of levels of the resulting networks (which guarantees a very low delay); their full testability in the Stuck-at-fault model; and the availability of very efficient heuristics for their minimization (e.g., Espresso [12] , Scherzo [5] , SCG [4] ). On the other hand, SOP forms are in general not very compact.
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In order to obtain networks with smaller area, many multilevel logic expressions have been proposed. Multi-level minimization methods can be divided into two groups, depending on whether a bound on the number of levels in the resulting networks has been fixed or not. Unbounded multi-level minimization algorithms (e.g., SIS [14] and BDD-based circuits [8] ) are very fast and the resulting networks are often compact. However, no constraint is given on the number of levels, and therefore the delay of the networks is not guaranteed to be low. On the contrary, bounded multi-level forms (e.g., EXSOP [6] , OR-AND-OR [7] , SPP [11] , ESPP [10] , EP-SOP [1] ), while still keeping a very compact area, result into circuits of constant depth, usually three or four levels. Bounded multi-level forms are therefore quite promising for the high quality of the corresponding networks, but the main problem of these models is the huge minimization time required for their synthesis.
This work is aimed to describe a new bounded multi-level form (with four levels) that can be synthesized in reasonable time, the k-EXOR-projected sum of products (kEP-SOP) form. The main idea is to manipulate an already minimal SOP expression in order to derive, in polynomial time, a more compact but still bounded network. Generalizing the strategy described in [1] , we project the minimal SOP onto subspaces of the Boolean space {0, 1}
n . These projections reduce the Hamming distances among the cubes appearing in each subspace, so that further merges can be performed using standard SOP heuristics. Due to the high complexity of their synthesis, we minimize kEP-SOP forms with a polynomial time approximation algorithm, whose approximation ratio improves the one derived in [1] for EP-SOP forms. Thus our overall method yields a polynomial time approximation algorithm that guarantees near-optimum solutions.
We first introduce 2EP-SOPs (k=2) through an example. Let us consider the Boolean function f that is represented by the optimal SOP x1x2x3 + x1x2x3 + x1x2x3 + x1x2x3x4 + x4x5x6 + x4x5x6 + x4x5x6 + x3x5x6. We project this SOP onto the spaces (x1 ⊕ x2), (x1 ⊕ x2), (x4 ⊕ x5), and (x4 ⊕ x5). These four projections return the expression (x1 ⊕ x2) x3 + (x1 ⊕ x2) (x2x3 + x3x4) + (x4 ⊕ x5) x6 + (x4 ⊕ x5) (x5x6 + x3x5x6). The resulting network is shown in Figure 2 .
We can observe that kEP-SOP expressions can be seen as Boolean factorized forms. Factorization of literal terms is a widely studied field in multi-level logic [13] . Most of the proposed methods produce disjoint factorization. In contrast, the factorization of a kEP-SOP form is not disjoint since a literal can stay simultaneously in the projected SOPs and in the corresponding EXORs. Beside synthesis, testability is a major aspect of the design process. Therefore we study the testability of kEP-SOP networks under the Stuck-at-fault model, and show how, adding at most a constant number of multiplexer gates, fully testable circuits can be generated from them.
Finally we have performed an extensive set of experiments, with the classical benchmark suite of Espresso, in order to validate in practice our theoretical proofs. The experiments show two different results. First, the 1EP-SOP (k=1) forms seem to be sufficient to give compact fourlevel networks, as 2EP-SOP forms are rarely more compact. Second, for multi-level synthesis (with SIS), 2EP-SOPs and 1EP-SOPs are both useful for obtaining compact networks.
PRELIMINARIES
In this section we recall some basic definitions from [1] . Let f : {0, 1} n → {0, 1} be a Boolean function depending on n variables x 1, x2, . . ., xn, and let φ be a SOP representation of it. Let us consider a couple of variables xi and xj, where w.l.o.g. i < j. The space {0, 1} n can be partitioned into two disjoint subspaces: the space defined by the characteristic function χ ⊕ = (xi ⊕ xj), i.e., the space where xi = xj, and its complement defined by the function χ⊕ = (xi ⊕ xj), i.e., the space where xi = xj. We can represent the function f as the sum (union) of the two projections of φ, φ⊕ and φ ⊕ , onto these two spaces:
For example, let us consider the Boolean function f shown on the left side of Figure 1 . An optimal SOP representation for f is φ = x1x2x3 +x1x2x3 +x1x2x3 +x1x2x3 +x3x4. Suppose to project φ onto the spaces (x1 ⊕ x2) and (x1 ⊕ x2). The first product x1x2x3 in φ is projected only onto the space (x1 ⊕ x2) (where x1 = x2) because it contains both x1 (complemented) and x2; the projected product is x2x3. All other products, but the last one, can be projected in a similar way, onto one of the two spaces. Since the last product x3x4 does not contain x1 and x2, it projects onto both the spaces without any literal removal. We further minimize the projected SOPs, and obtain (x1 ⊕ x2) x3 + (x1 ⊕ x2) (x3 + x4), as shown on the right side of Figure 1 .
We can note that the products of a generic SOP φ can be classified into two subsets: those that are entirely included into one of the two subspaces x1 = x2 and x1 = x2 and those that intersect both of them, which are called crossing products (for example, in Figure 1 the product x3x4). In general, it is questionable whether it is profitable to project a crossing product, since this produces two identical products, which reside into the two subspaces (though sometimes these products can merge with other ones, yielding simplified SOPs). Therefore, we can choose to keep the crossing products in an unprojected SOP, named remainder. In this case, the resulting form is called EP-SOP with remainder [1] .
KEP-SOP FORMS
In this section we define a new algebraic expression, called kEP-SOP form, as a direct generalization of an EP-SOP with remainder. We can observe that the remainder in an EP-SOP depends in general on all the n binary variables, since it contains all crossing products. Our idea is to further project the remainder, by choosing another couple of variables and projecting the crossing products onto the two corresponding subspaces. These new projections could be performed with or without remainder. Of course, as long as one keeps a remainder, one can iterate the procedure.
n → {0, 1}, and let φ be a SOP representation of f . Given k couples of variables (xa i , x b i ), with i = 1, . . . , k and ai < bi, the kEP-SOP of f is the expression
where
⊕ are the projections with remainder of ρ i−1 (setting, by convention, ρ 0 = φ) onto the spaces (xa i ⊕ x b i ) and (xa i ⊕ x b i ), respectively, and ρ i is the sum of all crossing products of
Observe that a kEP-SOP with k = 1 is an EP-SOP without remainder. Moreover, if in Definition 1 we define φ k ⊕ and φ k ⊕ as the projections with remainder of ρ k−1 , we obtain a kEP-SOP with remainder. For simplicity, in the following we will consider just the case k = 2. As we will point out, all results can be easily extended to the general case.
n → {0, 1}, and let φ be a SOP representation of f . Given two non identical couples of variables (xi, xj) and (x i , x j ) with i < j and i < j , the (i,j,i',j')-2EP-SOP of f is the expression
where φ⊕ and φ ⊕ are the projections with remainder of φ onto the spaces (xi ⊕ xj) and (xi ⊕ xj), respectively, ρ is the sum of all crossing products of φ; and ρ⊕ and ρ ⊕ are the projections without remainder of ρ onto the spaces (x i ⊕ x j ) and (x i ⊕ x j ), respectively.
After the projections, we can further minimize the SOPs φ⊕, φ ⊕ , ρ⊕, and ρ ⊕ , in order to minimize ζ i,j,i ,j .
, where φ In the previous definitions we have a priori fixed two couples of variables, but we can define a 2EP-SOP expression containing the minimum number of products among all possible minimal 2EP-SOP w.r.t. any pair of couples of variables. Let |φ| denote the number of products in a SOP φ, and |ζ| = |φ⊕| + |φ ⊕ | + |ρ⊕| + |ρ ⊕ | the overall number of products in a 2EP-SOP ζ.
Example 1. Let us consider the Boolean function f represented by the optimal SOP φ = x1x2x3+x1x2x3+x1x2x3+ x1x2x3x4 + x4x5x6 + x4x5x6 + x4x5x6 + x3x5x6.
We first project φ onto the spaces (x1 ⊕ x2) and (x1 ⊕ x2). The first two products x1x2x3 and x1x2x3 are projected onto (x1 ⊕ x2), while the products x1x2x3 and x1x2x3x4 are projected onto (x1 ⊕ x2). Since the last four products do not contain both the variables x1 and x2, they are inserted into the remainder: ρ = x4x5x6 +x4x5x6 +x4x5x6 +x3x5x6. Second, we project the remainder ρ onto the spaces (x4 ⊕ x5) and (x4 ⊕ x5). By Definition 2, the projection of ρ is performed without remainder. Therefore the crossing products are inserted in both spaces, i.e., the unique crossing product x3x5x6 will be inserted in both (x4 ⊕ x5) and (x4 ⊕ x5) without any literal removal. We then project x4x5x6, x4x5x6, and x3x5x6 onto (x4 ⊕ x5), and x4x5x6 and x3x5x6 onto (x4 ⊕ x5). The overall projections will return the form ζ1,2,4,5 = (x1 ⊕ x2)(x2x3 + x2x3) + (x1 ⊕ x2)(x2x3 + x2x3x4) + (x4 ⊕ x5)(x5x6+x5x6+x3x5x6)+(x4⊕x5)(x5x6+x3x5x6). Finally, minimizing the projected SOP forms, we obtain the minimal form: ζ Figure 2. 
SYNTHESIS OF 2EP-SOP NETWORKS
In [1] it is shown that finding an EP-SOP form minimal w.r.t. a given couple of variables is a hard problem (N P N Phard), even if the input SOP is already minimal. The same holds for the 2EP-SOP minimization problem (and in general for kEP-SOP minimization). Indeed, the problem of finding an EP-SOP form minimal w.r.t. a given couple of variables x i and x j can be reduced in polynomial time to the problem of finding a minimal (i, j, i , j )-2EP-SOP form of f . The basic idea of the reduction is that of choosing for the first projections two additional variables xi and xj that do not belong to {x1, . . . , xn}. In this way, the remainder ρ is equal to the entire SOP given in input, and the minimal (i, j, i , j )-2EP-SOP of f results in an EP-SOP form minimal w.r.t. x i and x j .
Due to the complexity of the problem, we must give up exact minimization for fast not exact polynomial algorithms, mirroring what has been done for EP-SOP minimization. There are two possible strategies for not exact minimization: heuristics and approximation algorithms. Both strategies do not guarantee the minimality of their solution, but while we cannot perform any prediction on the result of a heuristic, an approximation algorithm gives guaranteed near-optimum solutions. In a minimization framework, a p-approximation algorithm (i.e., an algorithm with approximation ratio p) guarantees that the cost C of its solution is such that C/C * ≤ p, where C * is the cost of an optimal solution [9] .
We now describe a polynomial approximation algorithm for the problem of finding the minimal 2EP-SOP representation of a function f starting from a minimal SOP φ for f . First of all, we must select the couples of variables (xi, xj) and (x i , x j ) for the two projections. Instead of considering all possible pairs of couples of variables, we choose two particular ones driven by the frequencies of their occurrences in the original minimal SOP φ. Once the couples of variables have been chosen, we perform the projections. This can be done in time linear in the size of φ. Finally, the four projected SOPs will be further synthesized with a SOP polynomial heuristic (Espresso not Exact). All steps of the algorithm can be performed in polynomial time. The overall algorithm is described in Figure 3 .
We now prove that the proposed synthesis strategy is indeed an approximation algorithm for the 2EP-SOP minimization problem. In order to prove that the cost |ζ| of our solution is such that |ζ|/|ζMIN | is upper bounded by a constant, where |ζMIN | is the cost of an optimal solution, we first find a lower bound for |ζMIN |, as shown in the following lemma (whose proof is in [2] ) and then an upper bound for |ζ|, as shown in Theorem 1. Lemma 1. Given a minimal SOP form φ for a Boolean function f , and a minimal 2EP-SOP ζMIN , we have that |ζMIN | ≥ 1 2 |φ| .
We now prove that if we project the starting minimal SOP φ with respect to the two couples of variables selected in Step 1 of the algorithm in Figure 3 , we get a solution whose approximation ratio is bounded by a constant. For a couple of variables xi and xj, let us denote with νij the number of products in φ containing both xi and xj, possibly complemented, and with ν i j the number of products in the remainder ρ containing both x i and x j , possibly complemented. See [2] for the proof of the following theorem. Observe that in the best case νij + ν i j = |φ|, thus the bound becomes
Comparing this result with the one proved in [1] , we have that the bound described in Theorem 1 is better then the one given for EP-SOP forms, which is
Approximation Algorithm for 2EP-SOP synthesis
INPUT: An optimal SOP form φ for f OUTPUT: A 2EP-SOP form ζ for f NOTATION: let l be a literal and p be a product, l ∈ p means that l is a literal in p, and l / ∈ p means that l is not a literal in p.
Step 1: Selection of the couples (x i , x j ) and (x i , x j ). max-freq := 0; for any couple of variables (x l , xm) φ lm := sum of the products in φ containing both x l and xm (possibly complemented); ν lm := |φ lm |; ρ lm := sum of the products of φ that are not in φ lm ; for any couple of variables (xp, xq) φpq := sum of the products of ρ lm containing both xp and xq (possibly complemented); νpq := |φpq|; if (max-freq < ν lm + νpq)
x i := x l ; x j := xm; x i := xp; x j := xq; max-freq := ν lm + νpq;
Step 2: Projections, with remainder ρ, of φ onto (x i ⊕ x j ) and (x i ⊕ x j ). φ ⊕ := 0; φ ⊕ := 0; ρ := 0;
is a crossing product
Step 3: Projections, without remainder, of ρ onto (x i ⊕ x j ) and (x i ⊕ x j ).
Step 4: Heuristic SOP minimization of the four projected SOPs computed by Step 2 and Step 3. φ 
TESTABILITY OF KEP-SOP NETWORKS
Beside synthesis, testability is a major aspect of the design process. In this section the testability of minimal 1EP-SOP (i.e., EP-SOP) is studied from a theoretical point of view under the Stuck-At Fault Model (SAFM). The results are then generalized to the case of 2EP-SOP networks. As we will show, minimal EP-SOP networks without remainder turn out to be fully testable, while the full testability of minimal EP-SOPs with remainder and of 2EP-SOPs can be guaranteed by adding to the networks a constant number of extra inputs and multiplexer gates.
Let C be any combinational logic circuit, a fault in the SAFM [3] fixes exactly one input or output pin of a node in C to constant value (0 or 1) independently of the values applied to the primary inputs of the circuit. In the following we simply speak of stuck-at-0 (s-a-0) and stuck-at-1 (s-a-1) faults.
A node v in C is called fully testable, if there does not exist a redundant fault with fault location v. If all nodes in C are fully testable, then C is fully testable.
Let f : {0, 1} n → {0, 1} be a Boolean function and let φ be a minimal SOP for f . For any two variables xi and xj, both appearing in φ, let ξij = (xi ⊕ xj)φ Observe that the proof of Theorem 2 (described in [2] ) olds even if the projections φ⊕ and φ ⊕ are just prime and irredundant, and not minimal. Now, for any two variables xi and xj, both appearing in φ, let ψij = (xi ⊕ xj)φ are two minimal SOPs representing the projections of the products of φ containing both xi and xj (possibly complemented) onto (xi ⊕ xj) and (xi ⊕ xj), respectively, and ρ is the sum of all crossing products of φ.
For an EP-SOP with remainder, the assumption that f depends on the chosen variables xi and xj is not sufficient to guarantee the propagation of all faults to the output of the network, and thus its testability. This is due to the presence of the remainder ρ, whose input configurations cannot be set independently from those of φ
. This problem can be solved by adding some extra gates and inputs: precisely three multiplexers and two additional inputs s and t, as shown in Figure 4 (b) and described in the following theorem (see [2] for a proof).
Theorem 3. By adding two additional inputs and three multiplexers, a circuit can be generated from a minimal (i, j)-EP-SOP with remainder that is fully testable in the SAFM.
As before, we can generalize this result to the case in which φ⊕, φ ⊕ and ρ are not minimal, but just prime and irredundant. 2EP-SOPs can be seen as generalizations of EP-SOPs with remainder. Therefore to guarantee their testability under the SAFM, we must add to the corresponding networks additional inputs and gates. Let f : {0, 1} n → {0, 1} be a Boolean function and let φ be a minimal SOP for f . For any four variables xi, xj, x i , and x j , all appearing in φ, let ζ
, be the minimal (i,j,i',j')-2EP-SOP representation of f , and let C be the circuit derived from ζ (min) i,j,i ,j adding two new inputs s and t and four multiplexers, as shown in Figure 4 (c). Using Theorem 2, and generalizing the proof of Theorem 3, one can easily prove the following theorem.
Theorem 4. By two additional inputs and four multiplexers, a circuit C can be generated from a minimal (i, j, i , j )-2EP-SOP form that is fully testable in the SAFM.
As before, this result can be guaranteed even if we replace the minimal 2EP-SOP ζ (min) i,j,i ,j with the one computed by the approximation algorithm described in Figure 3 . Indeed, this algorithm never chooses variables not occurring in the minimal SOP φ in input, and the SOPs computed in Step 4 are prime and irredundant. We finally observe that these results can be easily extended to kEP-SOP forms. In this case, the full testability can be obtained adding k extra variables and 2k multiplexers to the corresponding networks.
EXPERIMENTAL RESULTS
The algorithm has been run on a Pentium 1.6 GHz processor with 1 GB RAM. In order to test whether the practical performance matches the theoretical approximation guarantee, we have generated a benchmark set of single-output optimal SOPs by splitting each instance in the Espresso suite [15] into as many single-output functions as the original outputs, removing the trivial instances (zero or one product) and optimizing the remaining 2 538 ones by Espresso exact. The number of their input variables ranges from 4 to 128. Projecting wrt the most frequent couple of variables pays significantly: when producing 1EP-SOPs without a remainder, 76% of the times the result is optimal and 88% of the times the gap is below 10%; when producing 1EP-SOPs with a remainder, 64% of the times the result is optimal, 84% of the times the gap is below 10%. The average gap decreases from 7% for the smaller instances (≤ 5 products) to 4% for the larger ones > 20 products), and it is consistently lower for the Math subset of instances. The results strongly improve if, instead of choosing at random one of the couples of variables with maximum frequency, the algorithm evaluates all most frequent couples: 85% of the 1EP-SOPs without remainder and 71% of the 1EP-SOPs with remainder become optimal. The theoretical guarantee corresponds to a nearly optimal performance in practice.
Then, we have compared the starting optimal SOP with the 1EP-SOP and 2EP-SOP produced by the algorithm when applied to the standard multi-outputs instances of Espresso. Multiple outputs allow different possible definitions of "frequency". By global frequency of a given couple of variables, we denote the number of products in which it occurs in the whole set of outputs, counting separately the occurrences of the same product in different outputs. The resulting algorithm determines a single kEP-SOP form with exactly k EXOR gates. By local frequency of a couple of variables, we denote the number of products in which it occurs in each single output. The resulting algorithm performs independent projections for each output. Though in general some EXOR gates can be shared, in the worst case each output requires exactly k gates. Combining the two definitions of frequency and the two approaches related to the use of the remainder, we obtain four different algorithms: NG (no remainder and global frequency), NL (no remainder and local frequency), RG (remainder and global frequency), RL (remainder and local frequency).
In order to evaluate the practical performance of the kEPSOPs generated, we have used a technology mapping (i.e., the library mcnc.genlib) provided by the SIS tool [14] to evaluate the corresponding area and delay. Due to the limited space available, we report in Table 1 only a significant subset of the results. The first columns report the area and delay corresponding to the original optimal SOP and the computational time in seconds required to obtain it. The next columns report the minimum area obtained by one of the 1EP-SOP and 2EP-SOP forms, the corresponding delay, the algorithm used to generate it, and the total computational time of the four algorithms. Our results show that the EXOR gates in the physical implementation of the EP-SOP can be expensive (depending on the technology adopted), and that some functions benefit from the multi-output minimization, sharing common products and thus reducing the overall area. On about 35% of the instances, the 1EP-SOP form has a smaller area than the original SOP form: more than 50% on instance adr4, more than 40% on many others (e.g., root, z4 ). Since such improvements are obtained in a quite limited time, evaluating the 1EP-SOP forms as an alternative to the optimal SOP form appears to be an advisable post-processing strategy. The number of EXOR gates particularly affects the performance of algorithms NL and RL, based on local frequency, whereas RG seems to perform best. When considering 2EP-SOP forms, the results do not improve significantly upon 1EP-SOPs, mainly due to the cost of the additional EXOR gates.
In the end, we have investigated on the relationship between kEP-SOP forms and other multi-level techniques already known in the literature. We have applied the multilevel synthesis routines (script.rugged) of SIS to the SOP forms, to the four 1EP-SOP and the four 2EP-SOP forms, in order to determine whether a different, though equivalent, starting form implies a different final result. In a certain number of cases (e.g., on instances b2, exps and in1 ), SIS was unable to process the optimal SOP form within 12 hours. Starting from 1EP-SOP forms, this only happened for instance in1, and only for the two 1EP-SOP forms with remainder. Table 2 presents the results. The final results are seldom identical, ranging from 30% better to 30% worse: one third of the times starting from a 1EP-SOP yields a better result. 2EP-SOPs provide worse results on average, but sometimes outperform both SOPs and 1EP-SOPs. Especially for difficult benchmarks, multi-level synthesis often benefits from starting with a 1EP-SOP or 2EP-SOP form instead of a standard SOP. Indeed, SIS is based on heuristics, which can overlook part of the underlying regularity in the network. Our factorization can significantly change the final output, and sometimes guide the search towards a more compact multi-level form.
CONCLUSION
We have proposed a new four-level algebraic form, called kEP-SOP, based on EXOR projections of minimal SOP forms, generalizing the approach of [1] , and we have studied its testability properties. Due to the high complexity of the exact minimization problem, we have presented a polynomial time approximation algorithm for kEP-SOP synthesis, whose approximation ratio improves the one derived in [1] for EP-SOP forms. The proposed algorithm has been implemented and tested with interesting results, proving that kEP-SOP forms are a practical alternative to standard SOP synthesis.
