Introduction
The decay of radioactive isotopes is regarded as a well-understood Poisson process, independent of external influences [1] . Early experiments tried to affect decay rates by varying the temperature between 24 K and 1280 K, by applying pressure up to 2000 atm, and by increasing the magnetic field up to 83 kG [2] [3] [4] . All of these experiments either gave null results, or showed effects that could be explained with changes in the counting geometry. There are a few cases where minor changes in decay rates have been measured due to artificially produced changes in the physical environment of the decaying nuclides [5] [6] [7] [8] [9] [10] [11] . However, these changes occur under extreme conditions only, such that the structure of the isotope's electron cloud is deformed, and cause very small changes to the decay rate. As an example, pressures ≥ 400 kbar cause only a 1% change in decay rate [10] .
In recent years, however, a few independent groups have claimed to observe variations in nuclear decay constants of several long-lived α, β and γ -emitting isotopes [12] [13] [14] [15] [16] [17] . These claims generally report an annual variation at the level of O(10 −3 ). A summary of these reports can be found in [18] . One particular isotope that has received much recent attention is 44 Ti, the decay rate of which has seen both claims [19] and counter-claims [20] of annual modulation. Another particularly well-studied example comes from the DAMA/LIBRA experiment, which aims to detect dark matter-induced scatters using NaI(Tl) detectors [21] . The collaboration observes a sinusoidal variation in the background rate at 9.3 σ significance [22, 23] , and claims this to be evidence for an annually modulated dark matter signal. However, all proposed dark matter models have been ruled out by other experiments [24] [25] [26] [27] [28] . Curiously, the observed modulation coincides with the energy of X-ray emissions from the 40 Ar electron capture process [21, 29, 30] . This lack of an accepted explanation for DAMA/LIBRA modulation warrants further investigation into systematic sources that can impact counting experiments using NaI(Tl) detectors.
While most of the isotopes presented in [18] show variations with periods of a year, 137 Cs has received scrutiny because of its reported daily variations [14] . Experimental evidence [31] excludes variations larger than 8.5×10 −5 , for 137 Cs, which were first reported in [32] and attributed to solar influence in [33] . There have also been reports of changes in the activity of 54 Mn correlated with solar activity [34] . Though these claims have since been excluded [35] . It is more likely that the variations seen in [14] and [34] , among others [12, 13, [15] [16] [17] are due to some local systematic effect, which has not yet been taken into account (see e.g. [36] ). There are some correlations between the ambient radon concentrations and the decay rates of alpha emitters [37] , but no consistent variations have been found with beta-emitters and electron capture decays [38] . Interestingly, variations that have been observed in one geographic location do not appear in another [38] .
Taken together, the data point to the existence of yet-unidentified systematic uncertainties in half life measurements, on the order of years, which we refer to as long-lived. We present an experiment that is designed to identify systematic effects responsible for such uncertainties. In particular, we present a set of four independent NaI(Tl)-based setups that monitor several isotopes in different geographic locations. Systematic effects are accounted for by geographical distance, including the seasonal offset from the Northern/Southern hemispheres. We employ a data acquisition system that records the waveform of each individual event which allows studies of time-dependent effects with microsecond precision. Various environmental and operational parameters, including background radiation, are monitored for detailed correlation studies. In addition to the identification of sources of systematic uncertainty in the measurement of long-lived radioactive decays, our experiment allows for precise measurements of the half lives of long-lived radioisotopes to improve on the literature values for selected isotopes. Given the expected number of statistics, we will be able to make competitive measurements for half life within two years of data taking.
Experimental Setup
The experiment consists of four identical setups located at Purdue University in the U.S., Nikhef in the Netherlands, the University of Zürich in Switzerland and the Centro Brasileiro de Pesquisas Físicas (CBPF) in Brazil, detailed in Tab. 1. Each setup houses eight NaI(Tl) detectors, arranged in pairs. Three of the detector pairs each measure a radioactive 1" disc source. The remaining detector pair monitors the radioactive background, serving as a control for any ambient radiation present in the laboratory. Each of the isotopes are monitored in at least two locations. Currently studied isotopes are the commercially available 54 Mn, 60 Co, 133 Ba and 137 Cs, along with a 44 Ti source manufactured at the Paul Scherrer Institute in Switzerland. The sources, their half lives, and locations are all detailed in Tab. 2. All sources were acquired with initial activities of ∼ 1 kBq, thus providing sufficient statistics while keeping pile up of events in the waveforms to a minimum. A single setup is depicted in Fig. 1a , with the sources being mounted in the innermost of the two boxes, located on the lower rack. In this inner box, the temperature is controlled through the use of heaters, and a variety of environmental parameters are monitored. It can be flushed with nitrogen to reduce the presence of 222 Rn. Each source is sandwiched between two 3" × 3" NaI(Tl) detectors as in Fig. 1b . The distance between the two detector windows is 6.35 mm. Each of these four detector pairs are shielded by 5 cm of lead and separated by ∼ 10 cm of distance.
Taking into account the detector materials and geometry, we use Geant4 [43] to simulate a detection efficiency for each detector pair of 1.4%, 11.3%, 22%, 6.2% and 5.4% for 40 K, 137 Cs, 54 Mn and the 1.1 MeV and 1.3 MeV 60 Co photopeaks, respectively. Though 40 K is not explicitly measured, it is a large source of background radiation, and is intrinsic to the NaI detectors. Given the expected count rate within a detector, it will take ∼ 2 years to improve upon the measured half life for 44 Ti. However, we will be able to measure the shorter-lived isotopes, such as 60 Co to 0.005 y after only one year. This experiment uses a total of thirty-two 76B76/3mL-E1 NaI(Tl) detectors from Scionix. These detectors are each composed of cylindrical 76 mm × 76 mm NaI(Tl) scintillator crystals coupled to ETL9305 photomultiplier tubes (PMTs). Since NaI(Tl) is one of the most commonly used scintillators, the environmental influences derived from this experiment can be expected to be of broad relevance. These scintillators have a high light yield of 4×10 4 photons/MeV [44] and the senstivity of the bialkali photocathodes are well matched to the scintillation wavelength. Each detector is equipped with an LED that is used to perform an in situ deadtime measurement. The PMTs are biased using CAEN DT5533P high voltage power supplies. These power supplies enable continuous monitoring of the high voltage and current powering each detector. The operating high voltages are set such that the energy resolution is independent of high voltage near the operating point.
To confirm the linear response of the detectors [45] , we record energy spectra for all detectors from a variety of gamma sources and measure the position of the photopeak as the center of a fitted calibration for a representative detector is shown in Fig. 2 . We find that all our detectors exhibit a linear response well beyond the gamma emission lines of our sources. In order to accurately account for possible variations, we perform an additional check of energy calibration using the available reference source every four hours.
In order to extract the decay rate of a source, we use a fitting routine to obtain the number of counts inside the full absorption peak as shown in Fig. 3 , which takes into account the background at each location (as measured by the dedicated detector pair), a Geant4 simulation of the Comptoninduced background from the monitored source, and the photopeak. The rate is calculated by integrating the photopeak and dividing by the livetime.
Our high angular acceptance, coupled with accurate timing (cf. Sec. 3) allows for detailed coincidence studies. Analysis of Compton scatters show coincident events for two detectors, as demonstrated in Fig. 4 with a 44 Ti source. Various combinations of full absorption and Comptonbased energy deposition can thus be studied. We plan to use these cross-detector correlations to examine geometry-related rate changes in future measurements. Further, we foresee a muon veto based on scintillation tiles coupled to silicon photomultipliers with dedicated on-board singlechannel electronics integrated with the existing DAQ. The veto will enclose the NaI(Tl) detectors to monitor the cosmic ray muon flux, and will allow event-by-event identification of muon-induced events as opposed to radioisotope decays. 44 Ti source. The coincidence requirement is a time offset ≤ 20 ns of the trigger time in either detector. The 511 keV pair production peak is visible, along with the 1157 keV full absorption peak, and the sum of those two peaks (1668 keV). Associated Compton scatterings are visible as diagonal lines intersecting the respective photopeak. Additionally, at low energies the X-rays at 68 and 78 keV from the daughter of 44 Ti are also visible. The color scale is logarithmic and the spectra of the individual detectors are projected along their respective axes.
Data Acquisition System and Data Handling

Waveform Digitization
One of the key features of our experimental design is that each event is individually stored to enable event-by-event correlation studies. To achieve this, the full voltage trace (waveform), as opposed to a time-binned trigger rate, is digitized and stored individually using a custom data acquisition system (DAQ). Among other correlation studies, we intend to perform cross-correlation studies between detectors, so the DAQ must be able to sample all channels simultaneously, while keeping deadtime to a minimum. With the DAQ presented in this section, we are able to sample all available detectors simultaneously in a deadtime-free manner.
We use an NI5751 Analog-to-Digital Converter (ADC), which samples up to 16 channels at a rate of 50 MS/s per channel with 14 bit resolution. Each channel has a voltage range of ±2 V with a bandwidth of 26 MHz. An NI-PXI-7951R Field Programmable Gate Array (FPGA) temporarily stores the data from each channel into individual First In First Out (FIFO) circular buffers. Once a trigger is detected, the waveform trace is stored until it is streamed via fiber optic cable to a host computer, and written to disk. Every waveform is stored and available for offline inspection.
Voltage is read continuously into the DAQ channels, and is binned according to ADC clock cycles. In order to trigger the DAQ, a waveform bin must: (1) be greater than the bin before it (rising edge), (2) pass a user-specified threshold voltage and (3) not be within ∼ 7 times the NaI(Tl) decay time (1.6 µs) in order to minimize the occurrence of pile up events. Thus, in order for a trigger to occur, the waveform bin cannot already have been recorded as part of another waveform. Because of our circular buffer, even when a trigger has been detected, the ADC is still acquiring data. Fig. 5 shows the time between consecutive events in a given channel. The minimum time between two consecutive events is the previously specified 7 times the NaI(Tl) decay time, substantiating our claim that the system is deadtime free.
To measure the trigger efficiency, we temporarily configured the FPGA logic such that one detector in a pair acts as the external trigger for the other detector. We then measure the fraction of events in the other detector which would have triggered as a function of the energy of these events, as shown in Fig. 6 . At energies above 100 keV, we observe no missed triggers, which yields a total fraction of < 6 ×10 −7 missed triggers at a 99.7% confidence level. To this end, we typically set our previously-mentioned threshold voltage to be ∼ 100 keV, which is well above the trigger rolloff shown in Fig. 6. 
LED Pulser
A 470 nm LED pulser is used as an artificial reference standard in each detector to measure the efficiency of the entire setup, including the DAQ as well as the analysis chain. A square wave test pulse is sent from the DAQ through active analog circuitry, which is used to adjust the detected light level to create the response as shown in Fig. 7 . Given the measured turnaround time between sending the pulse out and recovering it in the digitized data stream, the time at which the pulse occurred is flagged as part of the data stream, aligning with the detected LED waveform. These flags are embedded in the data, and can be used in later analyses. Fig. 8 shows an energy spectrum of pulses flagged according to their origin as particle or LED pulses. Because we send the pulses to the LED directly, using the DAQ Labview code, we can compare the number of tagged pulses sent to the number of LED pulses observed at the analysis level. We find the probability that we do not tag an LED pulse to be < 2 ×10 −8 , at a 99.7% confidence level. The LED is therefore a reliable reference source. As discussed in Sec. 3.1, the minimum time between subsequent pulses is the artificially set 1.8 µs event window. Since no events are lost to the DAQ digitizing events, we say the system is deadtime free. However, two events occurring in the same event window, referred to as pile up, is a related issue. Because the second event did not cause a trigger, this event typology could be considered a form of deadtime if not accounted for properly. Through use of LED tagging, we are Figure 8: Background energy spectrum (particle pulses) compared to the LED spectrum flagged and separated. The LED pulses can be used to estimate the amount of deadtime in the setup and to crosscheck any analysis for time-dependent decay rates.
able to characterize the nature of pile up, which can occur as a result of either two independent single scatter events, or as a result of a single multi-scatter event. Since we have a well-characterized population of LED events, any deviations in the expected energy indicate the presence of a pile up event at that energy range. We examine various event typologies to differentiate pile up events from single scatter events. As seen in Fig. 7 , the LED waveform and a waveform from a particle pulse have slightly different shapes. Because of this, the LED was used primarily to identify event typologies and population distributions, rather than set cut definitions. Using cuts defined based on the linearity between the pulse height and integral of a waveform, the baseline of the pre-trigger region, and its RMS noise, we remove the pile up events, resulting in the spectrum shown in Fig. 8 . Since the height of the LED can be changed, pile up at different energy ranges can be explored. In general, the LED peak is set to be inside the Compton continuum of a photopeak. The LEDs are constantly pulsed at a rate of ∼ 100 Hz, which is the typical rate at which we observe events from the absorption peaks of our sources. This results in a pile up rate of 1.6 ± 0.5 Hz, which is removed from the population of single-scatter events at the analysis level. At the moment, the LED pulses are triggered at a constant rate, though development is underway for a Poisson-distributed rate, to better simulate the observed sources.
Data Handling
Each detector pair records events at a rate of about 1.1 kHz, which includes ∼ 100 Hz in the full absorption peak and a similar rate from the LED pulser. Given that each waveform bin is stored as a 16 bit integer, every event is 200 bytes. Over the course of a year, we store ∼ 44 TB per setup. The raw slow control data (such as temperature or high voltage readings) is stored as well, but contributes a mere 4 GB annually.
To process the data, we extract relevant information about each event including: the detector in which the event occurred, the Unix timestamp, the height and integral of the measured waveform, whether or not an LED is responsible for the event, and the most recent environmental readings. Processing the data yields a compression factor of ∼ 12, once stored in ROOT trees [46] .
Slow Control and Slow Monitoring
Monitoring of Environmental Parameters
Temperature, pressure, humidity and magnetic field are measured with I2C sensors, which are monitored through an Arduino Uno board. This board is directly connected to the DAQ host machine via USB. High voltage levels are read through the CAEN high voltage supplies. Finally, the radon levels are monitored with a radon monitor, equipped with a Drystik unit for continuous operation. To ensure accurate timing, each of these measurements is Unix timestamped, and each host computer is synchronized with the NIST time server every 5 minutes. Thus, every event detected by a NaI(Tl) detector has a detailed account of the environmental conditions when it occurred. Fig. 9 shows an example month of data, taken with the temperature controlled and nitrogen flushing on. Tab. 3 details the average values for this month of data, along with the manufacturer details, RMS and the resolution of each sensor. ] J a n 2 1 2 0 1 7 J a n 2 4 2 0 1 7 J a n 2 7 2 0 1 7 J a n 3 0 2 0 1 7 
Temperature Control
The thermal expansion of the aluminum frame shown in Fig. 1b may have a systematic effect on the observed rate. An increase in temperature can cause the distance between the source and the detectors to change, which also changes the solid angle subtended by the NaI(Tl) crystals. We use a Monte Carlo model to evaluate the expected detection probability at different temperatures, by using an aluminum thermal expansion coefficient of 2.36×10 −5 K −1 [47] . For a temperature change of 10 • C the model predicts a relative rate change of (8.8 ± 1.2)×10 −4 . The model is compared to source measurements as shown in Fig. 10 where the temperature was changed deliberately to quantify the effect on the measured rate. Fig. 11 shows the change in measured rate for various sources given a 10 • C temperature difference as in Fig. 10 , compared to the expectation from this simulation. Though the Monte Carlo result and the fit from the measured rate do not agree within the stated 1σ statistical uncertainties, they do show the same overall trend. The thermal expansion of the aluminum frame should be considered when evaluating any correlations between temperature and rate fluctuations. The change of the measured rate of 44 Ti is shown with the 1σ variation in the fitted slope (solid red lines), which represent the variation in rate expected from temperature variations for a setup. The simulated change in the detection probability due to the thermal expansion of the aluminum frame shown in Fig. 1b , and its expected variation, is shown in purple. The default temperature region is based on Fig. 9 . The effect of a deliberate 10 K temperature decrease on the measured rate. Shown are the expectation from the thermal expansion simulation (±1σ) as well as measurements from several sources.
In order to stabilize the temperature, the insulated inner box contains two PID-controlled heating pads (76 × 508 mm) operating at 230 V each, supplying 250 W of power. Temperature monitoring is achieved through an I2C sensor located inside the inner box, with a resolution of 0.1 • C. A safety system will cut off the power if the maximum allowed heater temperature is exceeded, to protect the detectors and electronics. A COMSOL simulation of the inner box, detector pairs, and lead bricks was performed in order to study the thermal distribution of the inner box. The temperature across the eight detectors does not vary more than 1 • C, in agreement with measurements. As can be seen in Fig. 9 , the temperature is stable to within 0.1 • C.
Limits on Systematic Influences
In order to characterize the potential impact of systematic sources of error on the measured decay rate, we deliberately varied a given environmental parameter over a range much larger than its usual operating range. Interpolation of these measurements over the operating range places a limit on the maximum systematic uncertainty that can be attributed to this parameter. Tests were performed by individually scanning high voltage, temperature, magnetic field and radon concentration both up and down to detect potential hysteresis effects. Tab. 4 summarizes the results of these measurements as discussed below. For all of the parameters, no correlation between rate and the given environmental parameter is apparent, as seen in Figs. 10 and 12 .
While Figs. 12 do not exhibit an obvious correlation between rate and an external parameter, there is also no physically-motivated model that predicts such a dependency. A KolomogorovSmirnov (K-S) test was performed on each measurement to test whether or not a given measurement is drawn from the expected Poisson distribution, taking into account the livetime of each measurement. In all cases the K-S test favors the null hypothesis, that each measurement is likely drawn from a Poisson distribution, indicating that there is no evidence for a rate-dependent effect. In the absence of any models of external influences on the measured decay rate, we fit a linear function as suggested in [48] and infer the largest possible variation that can be seen over the expected operating range. The expected operating range of each environmental parameter is taken to be three times its RMS value (taken from Tab 3), as seen in Fig. 9 . Fig. 10 shows the change in measured rate of a source when the temperature is varied. Given the simulation result and that the setup is capable of stabilizing the temperature to within 0.4 • C over extended periods of time (see Sec. 4.2), the expected systematic effect is (1.7 ± 0.7) ×10 −5 for the considered temperature variation (Tab. 4). The K-S test indicates that this measurement is consistent with a Poisson distribution, with a p-value of 0.96. Though the thermal expansion of the aluminum frame is a systematic effect, the actual measurement of the rate as a function of temperature indicates we are not sensitive enough for this effect to be dominant. Fig. 12a shows apparent rate variations as function of applied high voltage. No variation as function of high voltage is observed. While the PMT gain is a function of the applied high voltage, the spectral fit properly takes this into account. Thus, we find a limit on the maximally possible systematic variation of the measured fractional decay rate as function of high voltage to be < 2.2×10 −6 at 99.7% confidence level given the measured stability of the high voltage supplies of 0.07 V. Indeed, the possibility that this measurement is drawn from a Poisson distribution is favored, with a p-value of 0.93. Figure 12 : Measured rate while deliberately varying magnetic field, ambient radon level and high voltage. Data was measured once while increasing the given parameter and again while decreasing it. While no statistically significant effect is visible in any of the measured parameters, the 1σ variation in the fitted slope (solid red lines) allows for a combined variation of no more than O(10 −4 ), satisfying our design criteria. Typical operating ranges are shown as the vertical (green) shaded region.
In order to measure the effect of magnetic field variations, a Helmholtz coil was placed partially inside the inner box, enabling a range of −600 to 500 mG to be applied to a detector pair. Because the height of the Helmholtz coil did not allow the inner box to close, these measurements were performed in an air-conditioned laboratory conditions. No statistically significant temperature or pressure excursions were detected during these measurements. A variation of the magnetic field over more than the operating range yields the data shown in Fig. 12b . The likelihood that this measurement originates from a Poisson distribution is favored, with a p-value of 0.98. A linear fit limits the possible systematic uncertainty from this environmental parameter to (1 ± 1) ×10 −5 for an operating range of of 36 mG.
Given the low radon concentration that results from flushing the inner boxes with nitrogen gas, To determine the maximum possible influence on the measured decay rate, data was fitted with a linear relationship, giving the interpolated dependence shown above. The operating range of these parameters is shown in Fig. 9 and they are symmetric about a measured value. The maximum possible systematic influence on the measured decay rate is indicated.
our radon monitors only provide upper limits on the radon concentration and thus serve as a control of the integrity of the setups. While an increase in ambient radon concentration does result in an increased trigger rate, the spectral fit is not affected by a radon-increased background. We therefore limit the uncertainty from radon to < 6.2 ×10 −6 at 99.7% C.L. (Fig. 12c) given the operating range of < 3.4 Bq/m 3 . This measurement is again likely to be consistent with a Poisson distribution, with a p-value of 0.83. Due to the difficulty of enclosing a full detector pair inside a pressure chamber, it was not possible to measure the pressure dependence of the rate directly. However, given the 10 mbar pressure variation observed of data acquisition shown in Fig. 9 , and since the other variables do not exhibit any rate dependent effects, we can estimate the maximum influence of the pressure using this dataset. We find that the maximum possible variation due to pressure is (0.7 ± 1.1)×10 −6 . While the relative humidity is continuously monitored, the standard operation condition with nitrogen-purged boxes leads to values below the sensitive range of the sensor, which such mainly serves to check the integrity of the setup. Overall, we find that possible systematic rate variations induced by environmental parameters are under control at the level of <O(10 −5 ) in our experiment. The results of the dedicated measurements to study their influence are summarized in Tab. 4.
Conclusions and Outlook
We have presented the design and characterization of an experiment built to carefully investigate the decays of long-lived radioactive isotopes. The design features control of environmental and operational parameters, allowing us to directly measure how changes in a parameter may affect the measured decay rates. We show that measured decay rates are not affected by systematics at levels < O(10 −5 ) which is well below the reported anomalies of O(10 −3 ) [49] . We will perform long term, stable measurements of the decay rates of various isotopes. This will deliver precise half life measurements and will allow us to test existing claims of variable decay rates. With four setups at different geographic locations, we can search for seasonal correlations, location-specific effects, and any cross-correlations. Fully digitized waveforms are available to permit extended investigation of the nature of events. By recording the Unix timestamps of individual events, we are able to calculate the power spectrum of each decay with periods spanning sub-seconds all the way to the duration of the measurements, expected to be multiple years.
