We have developed UFCORIN, a platform for studying and automating space weather prediction. Using our system we have tested 6,160 different combinations of SDO/HMI data as input data, and simulated the prediction of GOES X-ray flux for 2 years (2011-2012) with one-hour cadence.
Introduction
Prediction of the onset of solar flares and associated eruptions (e.g. Shibata and Magara [2011] ) is one of the most important goals of space weather studies (e.g.
Baker [2004] ; Schwenn [2006] ). Numerous research groups have been working to establish flare prediction based on dynamical models. Several numerical models have been developed and regularly used to predict the solar wind using the observations of the photosphere (e.g., SUSANOO; Miyoshi and Kataoka [2008] ; Shiota et al. [2014] , http://st4a.stelab.nagoya-u.ac.jp/susanoo/index.html and WSA-ENLIL; Odstrcil et al. [2004] , http://www.swpc.noaa.gov/products/wsa-enlil-solar-wind-prediction ). However, these solar wind predictions suffer from poorly-know initial conditions, because calculating the pre-flare coronal magnetic fields from observed magnetic field at the photosphere and simulating the flare onset are still challenging tasks [Bamba et al., 2013; Savani et al., 2015] .
A viable alternative is to develop an empirical algorithm that calculates the probability of flare occurrence from observational data, using the statistics of flare onset in the past.
Since flares are explosive release of magnetic energy stored in the corona, most of previous studies in this line used photospheric magnetograms or white light images. There are various approaches to flare prediction: discriminant analysis of the magnetic parameters obtained from vector magnetic fields [Leka and Barnes, 2003] , superposed epoch analysis [Mason and Hoeksema, 2010] , Bayesian statistics [Wheatland , 2005] , statistical analysis based on McIntosh sunspot classification [Bloomfield et al., 2012] , etc. Recently, several
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flare prediction algorithms have been developed using machine learning techniques: support vector machines [Li et al., 2007; Bobra and Couvidat, 2014] , ordinal logistic regression [Song et al., 2009; Yuan et al., 2010] , neural networks [Colak and Qahwaji , 2009; Yu et al., 2009; Ahmed et al., 2013] . Such techniques can be applied not only to the flare prediction but also to the prediction of other important parameters of space weather, such as wind velocity, magnetic field and density of solar wind, flux of solar energetic particles, and various indices of geomagnetic disturbance.
We have developed UFCORIN (Universal Forecast Constructor by Optimized Regression of INputs), a new space-weather prediction engine. As the name suggests, UFCORIN is designed as a generic time-series predictor, which can be configured to predict any time series variable from an arbitrary set of input time series. Therefore, we can use UFCORIN to predict various target parameters by choosing appropriate input time series from observations. This design of UFCORIN allows the users to flexibly change the input and target parameters when more advanced observational data become available, or when needs for new prediction targets arise.
As the first step of the development, we present the result of the flare prediction by UFCORIN. The prediction target parameter is the maximum of the GOES soft X-ray flux (1-8Å) Figure 1 illustrates the prediction pipeline of our space weather forecast engine, which predicts the GOES X-ray flux in the following procedure.
Overview of The Method
1. Read a prediction strategy containing a selected list of the time series data and other prediction configurations. Load the specified input and output time series from the open-access solar observation archive data.
2. Separate the data into a training set t j and a test set t k in order to perform cross validation.
3. Construct optimized regression predictor of the model function y(⃗ x) from the training set data.
Predict y
′ k for the test data, by applying the test data input vectors ⃗ x(t k ) to the learned prediction function y(⃗ x).
5. Predict X,≥M,≥C class flares by comparing the y ′ k to thresholds. The thresholds are selected to maximize the TSS, using the method of Bloomfield et al. [2012] .
6. Compare the prediction and observation results, and generate the contigency tables.
Calculate true skill statistics (TSS).
In the study covered by this paper, we constructed input vectors ⃗ x(t i ) by applying wavelet transformation to solar images (c.f. §3.2), and output data y(t i ) from the GOES X-ray flux data (c.f. §3.3). The details of experiments are described in §4, including how we conducted cross validation, prediction, TSS calculation , and noise estimation.
Technical details of UFCORIN are described in the Appendices of this paper (c.f. A1 -A3).
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A contingency table is a 2 × 2 table (e.g. Table 1 ) that shows the numbers of true positive (TP), true negative (TN), false positive (FP), and false negative (FN) cases.
Using a contingency table, the TSS is calculated as follows:
There are two reasons why we use TSS to measure the prediction quality. First, TSS is one of the skill indicators that equals to 0 when the predictor has no knowledge of the event, and equals to 1 when the prediction is perfect (i.e. no false positives nor false negatives.) Second, TSS is one of the indicators that are not affected by the change of ratio between positive and negative events, provided that the events are sampled from a same population. Because of these two reasons, previous studies [Bloomfield et al., 2012; Bobra and Couvidat, 2014] uses TSS as the preferred indicator for measuring the performance of predictions, and we also use TSS.
Optionally, UFCORIN can be executed in automated optimization mode. In automated optimization mode, UFCORIN repeats the steps 3.-7., changing the machine learning parameters. UFCORIN automatically finds the set of the parameters that maximizes the results. The maximization target can be the TSS for a specific class of flares, or any weighted average of the TSS values for all classes.
Preparation of the Data

Design of Time Series Data Handling in UFCORIN
In order to construct flare prediction models, we have used SDO/HMI data as the input, and GOES X-ray flux as the output. In essence, our motivation is to predict the solar X-ray flux from magnetic field images of the Sun. We used data from the
beginning of year 2011 to the end of year 2012, UTC, with a cadence of one hour. We adopt the one-hour cadence throughout this study because it is sufficiently smaller than the evolution timescale of the active regions (ARs). Flare-triggering magnetic field structures are observed hours before the flare events [Kusano et al., 2012; Bamba et al., 2013] , and brightening in X-ray lasts hours after the onset of the flare. One-hour cadence is small enough to resolve these evolutions. On the other hand, the one-hour cadence is long enough so that one prediction experiment for the two-year period ends in a few minutes, allowing us to carry out the survey over prediction strategies in a plausible amount of time.
UFCORIN is designed to accept fixed number of time series data and output another time series. Because of this design, all the input and output data have to be variables that are globally defined at any given moment of the Sun. In the current mode of operation, we do not use variables that are defined per sunspot, or per active region.
This makes UFCORIN easier to operate in an automated manner. UFCORIN does not require human intervention to set up sunspot or active region detection. This means that UFCORIN can provide quicker flare predictions since it does not wait for sunspot or active region detection results. This also means that UFCORIN is free from possible biases of such detection processes. Instead, UFCORIN is able to learn how to detect features. In UFCORIN the feature detection is integrated with other parts of the prediction pipeline, and the whole system is optimized as a predictor. This creates more opportunities for improvement of prediction. Nevertheless, it is still possible to use per-sunspot or per-active-region data. Since there can be multiple sunspots and active regions on the Sun at any given moment, such data are 
Input Data
We used 45-second SDO/HMI line-of-sight magnetic field strength map hmi.M 45s to construct the input data. We sampled the first data of every one-hour period, to construct an image time series with cadence of one hour for the two-year period of 2011-2012. We have preprocessed the images to construct various scalar time series data that reflect different features of the Sun.
We construct input data by integrating the absolute vaule of the magnetic field strength found in the HMI images. We also construct input data by applying wavelet analysis to the HMI images. Wavelet transformations are used to quantify the complexity across the scales, and have been applied to flare productivity prediction studies [Hewett et al., 2008] . In addition, we import data from GOES X-ray lightcurve for past time intervals, by taking its average, squared average, and maximum over 24, 48 and 72 hours period in the past. All these time series are also calculated at one-hour cadence.
Our method of preprocessing SDO/HMI images is as follows. First, we downloaded the original FITS images from the SDO/HMI website using the script program In order to remove the rim, we set all the pixels to zero whose distance from the image center is greater than 1792. Given that the original SDO/HMI images are sampled at 0.5 arcsec/pixel, one pixel corresponds to approximately 3.63 × 10 7 cm at 1 AU. Given that the solar radius is 6.96 × 10 10 cm (4.65 × 10 −3 AU), our rim noise filter corresponds to approximately 93% of the solar radius, or 69 degrees in terms of the angle from the solar front. Next, we scaled each of the original 4096 × 4096 image to size 1024 × 1024 by averaging every 4 × 4 pixels. Then, we applied a two-dimensional (2D) discrete wavelet transformation to the images.
There are many variations of 2D wavelet transformations. Table 2 lists the wavelet transformations we used in this study, together with their labels. The details of the wavelet transformation are described in e.g. Arai [2010] . We provide here a brief introduction to wavelets, and present Figure 2 , which visualizes some of the wavelet basis functions.
First, as in Figure 2 , there are two kinds of 2D wavelet transformations, standard (S) and non-standard (N). They are distinguished by that the order the x-and y-direction wavelet transformations are interleaved. Also, there are many wavelet basis functions with different waveforms. Among them, we use Haar basis and the β-spline basis in this study.
We choose the two bases because they both have simple waveform with Haar basis being discontinuous and β-spline basis being smooth. Their waveforms are shown in Figure 2 .
By choosing a wavelet basis and either standard or non-standard transformation, we can construct many different 2D wavelet transformations.
In order to use wavelet features in UFCORIN, we need to create scalar functions of time.
Now, wavelet-transformed image consists of multiple rectangular regions, indicated as green rectangles in Figure 2 . Each of these regions represents different horizontal/vertical Thus, the number of input time series introduced via wavelet transformation is 304 multiplied by the number of different wavelet basis functions we use. Although UFCORIN can handle input data sets of arbitrary size, larger input data sets result in more execution time for prediction. A rough estimate is that a single learning/prediction cycle completes in a few minutes, for 2-years worth of data, using a single node of our current system (c.f. §A3). When in automated optimization mode, UFCORIN repeats the prediction using CMA-ES algorithm [Hansen and Ostermeier , 1996, 2001 ] until she concludes that the TSS is optimized. The convergence criteria for optimization can be specified in the strategy file. In our study, we stop optimization when the TSS improvement of the last step of CMA-ES was smaller than 10 −3 . With this choice, the optimization takes 100 to 500 minutes. For the output data, we use the GOES soft X-ray (1-8Å) flux data published at Space
Weather Prediction Center Website [2014a] , since the 1-8Å flux of the Sun is the widelyused measure of the solar flare intensity. Again, we use the data from the beginning of 2011 to the end of 2012. In order to construct one-hour-cadence time series data from the GOES data, we first retrieved the GOES XRS (X-ray sensor) two-second-cadence data, and then binned them into one-hour cadence by taking the maximum of every timebin.
Note that the standard definition of a GOES X-ray flare magnitude is based on 1-minute averages of the higher cadence XRS data. The difference have caused less than one percent of the flare events to be classified differently by our method and by the standard definition.
The total solar X-ray flux is a variable integrated over entire solar image. Hence it is suitable for continuous prediction. Yet, the X-ray flux curve exhibits peaks from individual flares, allowing for flare predictions. However, predicting the exact soft X-ray light curve of the individual flares is extremely difficult. Therefore, instead of attempting to predict individual events, we treat solar flares as stochastic events and introduce statistical variables as prediction targets.
Such variables must be tractable for prediction, and at the same time must possess applicational utility. We have chosen to predict the future maximum of the solar X-ray flux for a given timespan. Here, for a given time series y 0 (t ′ ), its future maximum of span T is denoted as y max,T (t), and defined as follows:
Predicting the future maximum is equivalent to predicting the largest flare event that will occur at some time in the given timespan. For example, the prediction that the D R A F T October 31, 2015, 3:00pm D R A F T 24-hour future maximum of solar X-ray flux will be greater than 10 −4 Wm −2 means that there will be at least one X-class flare events within next 24 hours. Note that this is different from predicting that an X-class flare will take place exactly after 24 hours from the time of the forecast.
In this study, we predict three different classes of timebins (events defiend at every hour). The three classes are labeled X, ≥M, and ≥C, respectively.
• A positive timebin t of class X is where y max,24hr (t) ≥ 10 −4 Wm −2 .
• A positive timebin t of class ≥M is where y max,24hr (t) ≥ 10 −5 Wm −2 .
• A positive timebin t of class ≥C is where y max,24hr (t) ≥ 10
In other words, a positive timebin of ≥M means that there will be at least one flare larger or equal to M class in 24 hours, and a positive timebin of ≥C means that there will be at least one flare larger or equal to C class in 24 hours.
We adopt this classification of events because in this way the events have simple representations using y max,T . We can nevertheless predict the individual classes of flares by composing multiple predictions. For example, if UFCORIN gives a positive prediction to ≥C-class but a negative prediction to ≥M-class, it is effectively predicting an occurence of one or more C-class flares and no ≥M-class flares.
In Figure 4 , the red points shows the predicted future maximum values y ′ max,24hr (t k ), calculated at step 4. of UFCORIN's prediction pipeline, as described in §2. Red dots are plotted at cadence of one-hour, and each dot at t corresponds to one prediction of 24-hour future from the time t.
If the regression is perfect, the red points that corresponds to y ′ max,24hr (t k ) should exactly match the blue curve, which represents y max,24hr (t). In reality, regression is not perfect,
and the red points do not exactly match the blue curve. Especially, note that no red points are above 10 −4 Wm −2 line; had we used the raw values of y ′ max,24hr (t k ) for prediction, we will predict no X-class positive events.
We still predict X-class positive events, because at step 5. of the prediction pipeline we adjust the thresholds for predicting given class of events. In case of Figure We include the threshold optimization in the pipeline, because regression algorithms tend to be biased towards most frequent events, and we have to adjust for the bias.
However, it is difficult to adjust the regression algorithms themselves to make accurate prediction for infrequent events.
One way to make such an adjustment is to apply a regressor post-process function f p that cancels the most-frequent-data bias, by stretching the output values of the regression function around the most-frequent data. Thus, adjusting the thresholds can be interpreted as a convenient and practical method for making unbiased predictions.
Prediction Experiments and Results
Outline of the Prediction Experiment
We address the following question in the experiment: what is the input data set that achieves the best prediction outcome, as measured by the true skill statistics?
As listed in §3.2, the input data we have prepared are:
• The average, squared average, and maximum of GOES X-ray flux over past 24, 48
and 72 hours.
• The integral of the absolute value of the magnetic field strength in the HMI images.
• Wavelet features of the HMI images.
In the experiment, the past-maximum of GOES X-ray flux features and the integral of the absolute magnetic field features were always included in the prediction strategies. The average and the squared average of past GOES X-ray flux was not used in this experiment.
We prepared many different prediction strategies that differ in the subset of the wavelet features they include, and measured their prediction skills.
Since features in the wavelet space span many different scales on the Sun, it is possible that some of the features do not contain useful information for prediction. Such features act as noise to the predictor, and the TSS tends to decrease when we include such noise data in the input set. This happens because the machine learning engines is prone to "learning" from the superficial correlation that may exist in the training-data portion of the noise and the output. Such learned "knowledge", of course, does not generalize to the test-data portion.
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This issue cannot be solved by machine learning engines because their only source of learning is the training data. One way to reduce the false correlation effect is to provide more test data. The other way is to apply the prior knowledge to select the input data, so that noisy data are removed from the input set.
In aim to study the latter effect, we apply lower and upper limit of the scale of the wavelet features that are included in the prediction strategy, and tested how the TSS distribution change in response to the change in the input feature set. However, we must keep in mind that TSS of a single prediction might be product of mere luck, since our prediction is based on a finite number of observational data. Therefore it is important to estimate the probability distribution of the TSS. We measured the probability distribution, by repeating the cross-validation experiments on different training-test data sets. The details of experiment are as follows.
Construction of the Strategy Set
In this section we describe how we constructed the set of prediction strategies S, the subject of the survey. Each strategy s ∈ S is characterized by its wavelet basis w(s), and its lower(l) and upper(u) bounds of the wavenumber in the horizontal and the vertical
The set S is constructed from its elements s as follows. First, w(s) is one of haar-S, haar-N, bspl-S, or bspl-N. Next, as described in §3.2, our wavelet features cover 10 different spatial scales, each scale being two times larger than its predecessor, so that
Now, there are 11 C 2 = 55 different ways of choosing a lower (l) and an upper (u) limit from the 10 scales that satisfies 0 ≤ l ≤ u ≤ 9. For standard wavelets, we can choose
two distinct scale ranges, one for the horizontal and one for the vertical direction. For non-standard wavelets, we can choose only one scale range, since the scale for the two directions are coupled: We define conversion of the wavenumber k(s) into other quantities, to simplify the interpretation of our study. Particularly, we convert k to r, the ratio of the physical scale of the feature to the solar diameter. According to the size parameters given in §3.2, r = 1.07/k. Since the smallest scale in the real space corresponds to the largest in wavenumber, and vice versa, r hl = 1.07/k hu and r hu = 1.07/k hl . The relative scales in the vertical direction, r vl and r vu , are defined in a similar manner.
Construction of the Cross-Validation Data Sets
We created 10 different training-test data set pairs (cross-validation data, or CV data), and performed prediction. The data from two-year period are divided into weeks, and a week contains 168 timebins (a timebin is an one-hour period that corresponds to the cadence.)
The method we used to create the CV data is illustrated in Figure 5 . First, we divided the two-year timeline into weekly segments, and assigned training data and test data D R A F T October 31, 2015, 3:00pm D R A F T alternately ( Figure 5 [0] ). Then, we construct another CV data by randomly swapping the role of the training data weeks with their successive test data weeks, each with probability of 1/2 ( Figure 5 [1] ). The next CV data ([2]) is the negative of the previous CV data.
Thus, the pair of CV data ([1],[2]) contains every week as a training data in one set and as a test data in the other. We can generate an arbitrary number of CV data sets in this method.
Next, we apply screening to the CV data set, so that the ratio of flaring/non-flaring event is maintained in the CV set. This screening is important because without it, the test set might contain fewer hard-to-predict events than the average. In such cases the TSS of the prediction tends to be better than usual. In other words, we want to homogenize the CV data with respect to prediction difficulty of the screening.
On screening, we accept CV data only if the the number of the X-class-positive timebins is no more than 110% of that of the test set, and vice versa. In other words, we require that the test set and the training set each contain more than 47.6% (=
100+110
) of the total X-class-positive timebins in the original two-year period. We screen the CV data by the ratio of the numbers of ≥M-class and ≥C-class-positive timebins with the same criteria.
We repeat the process until we obtain 10 CV data, with 5 pairs of 2-fold cross validation. Table 3 
We define the average and the standard deviation of the TSS for each strategy, and for each CV data, as follows:
The µ f,c and σ f,c for every f and c is shown in Figure 6 . The figure shows that µ f,c is distributed in range wider than largest σ f,c . That is, the choice of CV data have more effect on TSS than choice of the prediction strategy have, despite of the effort to homogenize the prediction difficulty of the CV data as described in §4.3. This means that, if we compare the strategies by µ s,f ± σ s,f , most strategies are within the error bars of each other and we cannot determine the best strategy. 
Here, µ In Figure 7 , we show µ As shown in Figure 7 , we have found many strategies whose TSS value distributions are significantly better than the average. Note that the line z = 0 in Figure 7 indicates a strategy with the average skill score. Table 4 shows the three strategies that have the best µ z s,f for the three classes of events.
From Table 4 we can say that these strategies of predicting X, ≥M and ≥C class flares are better than the average by 2.3σ, 2.1σ, 3.8σ confidence levels, respectively. Table 5 making predictions based on solar images shrinked to several tens of pixels in their widths and only one pixel in the heights.
One possible interpretation of this result is that the shrinking of the images removes any small-scale information and leaves only the most important information -the horizontal difference in the magnetic field, at the scale of the largest active regions. The experimental results suggest that those features contain the essential information for the prediction of the X-class and ≥M-class flares.
In contrast with X-class and ≥M-class flares predictors, the best strategy for ≥C-class flares uses the small-scale information, of 0.002 ≤ r h ≤ 0.02 and 0.002 ≤ r v ≤ 0.004.
This again suggests that those scale contains the essential information for ≥C-class flares prediction.
Finally, the combination of standard wavelet transformations with Haar bases resulted in the best predictions for all the classes, compared to the other three combination (c.f. Table 2 ) that involves either non-standard wavlets or the β-spline bases.
We have little idea why the prediction of ≥M-class flars have the lowest TSS; generally one would expect a trend from X-M-C or vice versa. The tendency may suggest that our feature space captures most active Sun (with X-class flares) and most quiet Sun (without even C-class flares) relatively well, but not the intermediate states. It would be an interesting feature study to continuously vary the flare X-ray flux threshold from 10 −6 Wm −2 to 10 −4 Wm −2 and test how the TSS changes as the result.
Robustness of Prediction Against Input Data Noise
We experimented how TSS of the predictors change as the noise in the input observational data increase. We take the three strategies with the best TSS for the three classes (Table 4) , and measured their TSS as we increase the amplitude noise or the time noise.
While we measure the amplitude noise and the time noise, we fix the CV data set to [0] , in order to study the effect of the introduced noise in isolation.
Amplitude noise: The input data with amplitude noise A n is created from the original data, by multiplying every real number with exp(r) where r is a random number from uniform distribution of range (−A n , A n ). That is, the amplitude noise A n is a non-dimensional value that indicates the ratio of the amplitude of noise over signal. gets randomly mapped to quantity between 9.048 × 10 −4 Wm −2 and 1.105 × 10 −4 Wm −2 .
Time noise: The input data with time noise of timescale τ n is created from the original data, by randomly shuffling each time series independently. The shuffle is constrained so that every point in time is moved randomly but no more than τ n from the original position.
The shuffle is implemented by the following algorithm:
1. Assign each timepoint with a key number. The key number for i'th point is i + r, where r is a random number from uniform range 0 ≤ 1 + τ n .
2. Sort the timepoints in the ascending order of the key number.
Figures 8 and 9 shows the TSS as functions of A n and τ n , respectively. The error bars in the figures represent the distribution over the introduced noise. Figure 8 shows that the TSS values begin to decrease at around A n = 0.01, and decrease rapidly when A n > 0.1. The decrease of TSS is quite monotonic. We conclude that in order to maintain UFCORIN's best performance, the amplitude noise A n must be kept less than 3 × 10 −3 .
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On the other hand, Figure 9 shows that the decrease of TSS is less than 0.01 for τ n < 10hr, and less than 0.05 for even τ n < 100hr. The TSS value for prediction of ≥ M-class events even increase for 10 < τ n < 100hr. Note that by construction of the time-shuffle algorithm, data is moved both in the future and in the past. Thus, in time noise experiment, "predictions" are made using some knowledge of the future; but the predictors are not merited by these knowledge of the future. These experimental results suggest that UFCORIN is predicting 24-hour GOES X-ray maximum from rather long-term solar features whose timescale is as large as 100 hours.
Comparison with the Related Works
In this section, we compare our results with previous studies, namely those by Song et al. Even if the event population for all the studies had been the same, we still cannot compare the prediction studies using TSS values. This is because as seen in Figure 6 , TSS values fluctuates by changing the cross-validation (CV) data set. The fluctuation is as large as 0.1-0.2 for our same set of prediction strategies. This size of fluctioation is comparable to differences of TSS values reported in different studies, and is 5% of the TSS value range (−1 ≤ TSS ≤ 1) . This implies that the ranking of different predictors will be easily overturned, when we randomly shuffle the training data and test data while using the same event population. Thus, ranking of different predictors using single CV data set is not stable.
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In theory, TSS is not affected by the change of the numbers of positive and negative observations included in the data set [Bloomfield et al., 2012] . Therefore, random permutation of the training and test data, as we have done in this paper, should not affect the TSS values. In practice, however, we saw TSS values fluctuate as we change the CV data set, even when we keep the the difference in numbers of positive and negative observations less than 10% (Figure 6 ). We point out the two possible causes of the fluctuation: (1) our solar observation data set is never large enough to reflect the "true" distribution of the state of the Sun, and (2) We emphasize that in order to make viable comparison based on TSS, it is at least necessary to compare different prediction studies on the same CV data set. It is also necessary to use TSS distribution over multiple CV data sets, not single TSS value of one CV data set. We can modify our experimental procedure to use per-AR time series as the input, so that we can make per-AR prediction, which makes the comparison between UFCORIN's prediction to the previous studies more viable.
We have yet to agree on which per-AR data set we compare. Since in this paper we focus on continuous and fullSun flare predictions, such per-AR experiment is beyond the scope of the paper and will be a subject of future work. http://ccmc.gsfc.nasa.gov/challenges/flare.php), and automated, continuouslyoperating flare predictions as achieved by our method are suitable for such form of competition.
Conclusion and Discussions
Practical flare forecasts should provide predictions 24 hours, 365 days. Therefore, it is important to develop flare prediction methods that operate in fully automated, continuous manner. We established such a fully automated solar flare prediction system. The TSS of our prediction is on the same level as previously reported solar flare prediction studies.
UFCORIN opens extended research in many directions. The first direction is the realtime prediction. Our study so far was on simulated prediction of the past time period UFCORIN's generalized design made it much easier to survey vast solar flare prediction strategies. We are planning to add more input data such as solar images in various wavelength and study the effect of the input data on the predicition skills. We can also test different preprocessing and regression methods.
However, as we increase the variety of the input data, the chance of the missing data will also increase. Missing data arise of various reasons, such as the solar eclipse, or the maintainance, mulfunction or the discontinuation of an observation apparatus. How to
deal with missing data is one of the open questions in machine learning [Ghahramani and Jordan, 1994; Smola et al., 2005; Marlin, 2008; Jerez et al., 2010 ].
UFCORIN's robustness against time noise (c.f. §4.5) may provide a solution for missing data. In case of missing data event, we can randomly assign the available data from within ±100 hr to the missing points. UFCORIN's prediction skill is not affected by this kind of operation (c.f. Figure 9 ).
Yet another important use of UFCORIN is to search for the ways to shrink the input data, without worsening the TSS. Importance of shrinking the data has already been demonstrated in this paper. If we find a input data set of smaller size that achieves relatively high TSS, those channels in the input data set are likely to contain physical information of the solar flare trigger. Thus, we can use UFCORIN to search for the empirical triggers of the solar flares.
However, we would like to acknowledge that as we increase the number of different strategies without increasing the dataset , we risk statistical flukes -in other words, attaining high scoring combinations by chance. With 6,160 different strategies we have studied, we already risk statistical flukes, and investigating how much of the variation is by chance is an interesting future works. Again, the real time prediction experiment will distinguish truly correct predictions from correct predictions by chance.
It is easy to configure UFCORIN to predict quantities other than solar X-ray flux, such In UFCORIN, each time series data is specified by a pair of a filename and a schema.
The file contains the actual data in TLDF format, and the schema specifies how to read the file.
An example of a TLDF file and a schema specification of that file are shown in Figure   10 . As is shown, a schema consists of the four fields. The two fields colT and colX specify the column indices of the timebin column and the actual data column. If the isLog field is true, the natural logarithms of the data is used in regression, rather than the raw data.
Finally, scaling specifies the scaling factor s of the data. In other words, the schema defines the relation between the raw data x ′ i and the feature vector data x i that are used by the regressor. The relation between x i and x ′ i are:
if isLog : false, and
if isLog : true.
Timebin is an integer that specifies a certain span of time. Timebin is the index of the time series, and it can be any number that is an increasing function of time. In our current convention, each timebin is one hour long, and timebin 0 is the first one hour in the year 2011, UTC. In other words, timebin 0 is the set {t | 2011/01/01T00 : 00 : 00Z ≤ t < 2011/01/01T01 : 00 : 00Z}.
A2. Strategy File Format
Testing a new prediction strategy is very easy in UFCORIN. The only thing the user needs to do is to write the strategy file. The syntax of the strategy file is based on YAML, a human-readable data format proposed by Ben-Kiki et al. [2009] and is widely used. We describe the contents of the strategy file with an example (Figure 11 .)
The first field, spaceWeatherLibVersion, specifies the version of the strategy file. As we developed UFCORIN we added more features, and sometimes we had to update the format definition of the strategy file. In such cases we increase the strategy file format The next two fields, predictionTargetFile and predictionTargetSchema, specifies the output time series. This is the time series to be predicted. See section A1 for the details of the time series data format.
The next field, regressorUsed, specifies the name of the regression algorithm to be used. The parameters of the regression algorithm are also specified here. The regression algorithm is the core of the prediction, since its role is to construct the model function y(⃗ x). Two regression engines are integrated into UFCORIN and are available at the moment: one is LibSVM, a support vector machine (SVM) library by Chang and Lin [2011] . The other is a simple, handwritten liner regression algorithm. They are specified by tags LibSVMRegressor and LinearRegressor, respectively.
The SVM regressor of LibSVM has multiple parameters such as C (Cost) and γ (Gamma)
that affects the performance of the regressor. These parameters can be specified directly in the strategy file. Furthermore, when the value of AutomationLevel is set to positive integers, UFCORIN automatically optimizes the machine learning parameters using Covariance Matrix Adaptation Evolution Strategy (CMA-ES) [Hansen and Ostermeier , 1996, 2001] .
AutomationLevel= 1 instructs UFCORIN to maximize the sum of TSS for the three classes of events X, ≥M, and ≥C. AutomationLevel= 2, 3, 4 instructs UFCORIN to maximize the TSS for X, ≥M, and ≥C class of events, respectively.
The final field of the strategy file specifies the input data to be used to construct the prediction model. This featureSchemaPackUsed field is divided into two subfields. In the first field, SchemaDefinitions, the users can define schemas they want to use for the input files, and assign each schema definition to a label. In the second field, FilenamePairs, 
