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Summary of thesis
Short hard gamma-ray bursts (GRB) are believed to be produced by compact
binary coalescences (CBC) – either double neutron stars or neutron star–black
hole binaries. The same source is expected to emit strong gravitational radiation,
detectable with existing and planned gravitational wave observatories. The focus
of this work is to describe a series of searches for gravitational waves (GW) from
compact binary coalescence (CBC) events triggered by short gamma-ray burst
detections. Specifically, we will present the motivation, frameworks, implemen-
tations and results of searches for GW associated with short gamma-ray bursts
detected by Swift, Fermi–GBM and the InterPlanetary Network (IPN) gamma-ray
detectors.
We will begin by presenting the main concepts that lay the foundation of
gravitational waves emission, as they are formulated in the theory of General
Relativity; we will also briefly describe the operational principles of GW detectors,
together with explaining the main challenges that the GW detection process is
faced with. Further, we will motivate the use of observations in the electromagnetic
(EM) band as triggers for GW searches, with an emphasis on possible EM signals
from CBC events.
We will briefly present the data analysis techniques including concepts as
matched–filtering through a collection of theoretical GW waveforms, signal–to–
noise ratio, coincident and coherent analysis approaches, signal–based veto tests
and detection candidates’ ranking. We will use two different GW–GRB search
examples to illustrate the use of the existing coincident and coherent analysis
methods. We will also present a series of techniques meant to improve the sensi-
tivity of existing GW triggered searches. These include shifting background data
in time in order to obtain extended coincident data and setting a prior on the
GRB inclination angle, in accordance with astrophysical observations, in order to
restrict the searched parameter space.
We will describe the GW data analysis and present results from a GW search
around 12 short gamma-ray bursts detected by the InterPlanetary Network (IPN)
between 2006 and 2007. The IPN–detected bursts usually have extended local-
ization error boxes and a search for GW was performed at different sky locations
across these error regions. Since no GW detection was made, we set upper limits
on the distances to the GRB progenitors; we briefly discuss the implications that
two IPN GRBs error regions overlap two nearby galaxies.
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Chapter 1
Gravitational Waves Theory and
Detectors
1.1 Introduction
Gravitational waves (GW) are waves in the space–time fabric and are a direct
consequence of Albert Einstein’s General Theory of Relativity. First introduced
in 1916, gravitational waves had to wait for about six decades to have their physical
existence confirmed in an indirect way (see the famous binary pulsar PSR1913+16,
described below) and are still awaiting a direct detection.
Direct detection of gravitational waves is complicated by the extremely small
effect they would produce on an Earth–based detector since the wave ampli-
tude decreases inversely proportional with the distance to the source. Important
progress has been made over the past twenty years with the commissioning of
kilometer–scale interferometric GW observatories, such as Laser Interferometer
Gravitational-wave Observatory (LIGO) (in the US) and the Virgo detector (in
Italy). Constant upgrades to these detectors laid the path to advanced detectors
to be commissioned within the next few years, that will achieve the first direct
detection. Furthermore, space–based detectors such as Laser Interferometer Space
Antenna (LISA) will be the next big step up after the advanced LIGO and Virgo.
The capacity to detect GW offers us the possibility to understand astrophys-
ical systems that can not be observed in any wavelength of the electromagnetic
spectrum. As an example, two black holes in a close binary system can not be
observed in any way but by detecting the GW they emit while inspiralling, ob-
servation that will provide us with information on their astrophysical parameters.
With the first detection, the next few years will see the emergence of astronomy
with GW.
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The main focus of this thesis is to describe a number data analysis techniques
and challenges for detecting gravitational waves from compact binary coalescence
(CBC) events altogether with describing the available and planned tools for their
detection, the GW detectors. Before going into detail about the data analysis
approaches, it is useful to give an overview of the theory behind GW. In Chapter
1 I will introduce the basic GW theory, the sources of GW radiation and the tools
we have to make a detection, the GW detectors.
Resembling electromagnetic radiation, gravitational waves carry away energy,
angular momentum and linear momentum from the radiation source. They prop-
agate at the speed of light c and have two independent transverse polarization
states (the + and × polarizations). Unlike electromagnetic waves, which are
mainly dipolar radiation, gravitational waves are mainly quadrupolar radiation,
the leading term in their generation being a time–varying mass quadrupole. There
are no mass monopoles or dipoles involved in the radiation process and the con-
tribution of octupoles and higher order multipole terms will be neglected in the
calculations that follow.
The gravitational wave field is dimensionless, and its strength is qualitatively
characterized by a single quantity called the gravitational wave amplitude or strain
h, a fractional change in length of any object that the wave passes through. The
amplitude falls off during propagation from a localized source, in proportion to the
inverse power of the traveled distance h ∝ D−1. The difficulty of direct detection
of gravitational waves lies in that the expected amplitude (or strain in a GW
detector) h, on Earth, from close–by astronomical sources is exceedingly small, of
the order of, or smaller than 10−21 [22]. The only way to prove the existence of
gravitational waves is to measure this amplitude h in the form of a strain applied
by the wave on a series of test masses (see the Detectors section below).
1.1.1 Gravitational waves sources
We can distinguish a series of GW sources according to the nature of their pro-
genitor and the emitted waveform. These sources are likely to generate GW with
a large enough amplitude h to be detected by present or upcoming GW detectors.
 Transient sources Transient (or burst) events are responsible for the release
of a great amount of gravitational energy over a short period of time. It is
believed that this type of signal will result from a short hard gamma-ray
burst, the non–axial collapse of a supernova or even from a star crossing the
event horizon of a black hole [23, 24, 25, 26]. The search for such signals is
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unbiased by any theoretical assumptions and is performed without assuming
any knowledge of the GW waveform, therefore these types of sources are
treated as unmodelled. The search will look for brief power excess events in
the GW detectors and given its unmodelled nature, may be able to discover
new sources of GW radiation [27, 28, 29, 30]
 Stochastic Background Radiation Similar to the cosmic microwave back-
ground (CMB) and the unprobed cosmic neutrino background, there ex-
ists a cosmic gravitational wave background. These gravitational waves are
thought to have been emitted shortly after the Big Bang and they stretched
as the universe expanded over time. Therefore they may be one of the
best probes of the early universe. Other gravitational waves backgrounds
could be created by the superposition of the radiation from all the cosmic
sources, indistinguishable individually, but detectable as a whole. Observing
such background radiation is promising since it would provide information
on the physical properties of compact objects and their evolution with red-
shift, such as the mass of neutron stars or black holes, the ellipticity and
the magnetic field of neutron stars, the angular momentum of black holes
or the rate of compact binaries. For in–depth studies we refer the reader to
[31, 32, 33, 34, 35] and references therein.
 Periodic Signals Periodic gravitational wave sources emit continuous, al-
most monochromatic waves, for very long intervals of time. Differential ro-
tation of neutron stars (e.g., a symmetric spherical neutron star with a large
mountain) can be tracked over many cycles to produce a periodic GW signal
[36]. Through these observations, the gradual slowing of a pulsar spin (spin–
down) can be monitored. The waves can be used to monitor existing pulsars
and search the sky to find new pulsars. The continuous wave sensitivity
search is improved as the time of observation increases. An example of such
a spin–down search using the Crab pulsar is presented in [36]. This pulsar
provides the best opportunity to detect continuous gravitational waves with
current gravitational wave interferometers. Assuming the in–extremis case
that the whole spin–down energy is converted into GW, such a source would
produce a gravitational strain amplitude of order h ∼ 1.4×10−24. Although
this value is too low for the detectors’ capabilities, by observing the source
for months or even years, the accumulation of power would be enough for
a GW detection. Since such a detection was not made, upper limits were
placed that imply that less than 6% of the spin down energy of the Crab
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pulsar is emitted as gravitational waves. For a more in–depth analysis, we
direct the reader to consult [37, 38, 39, 40] and references therein.
 GW from Compact Coalescing Binaries Two compact stars orbiting
each other around the common center of mass will lose energy and angu-
lar momentum due to emission of gravitational waves, gradually decreasing
the separation between the components and increasing the orbital frequency.
This process is known to be very lengthy (order of ∼Gyr) but the very last
orbits before merger can be completed in very short times (fractions of sec-
onds) and it is then when the bulk of gravitational waves energy is released.
The signal detectable on Earth will be a chirp wave with a rapid increase
in amplitude and frequency as the binary nears merger. This signal will be
characterized by the binary masses and spins, radial separation and eccen-
tricity of the two orbiting bodies. The search for gravitational waves from
such objects is performed in a modelled way by analytically and numerically
constructing the inspiral waveforms and matching the observational data
with them. This GW source is the main focus of this thesis and will be
examined in detail in the following chapters.
1.1.2 Observational evidence of GW
Unfortunately, there is no direct observation of gravitational waves as of yet,
but there is a series of indirect proofs of their existence through astronomical
observations of binary systems. The first such observation was brought by the
discovery of the pulsar PSR B1913+16, observed by Russell Hulse and Joseph
Taylor of Princeton University in 1974 [41]. Both physicists have been awarded
the Nobel Prize for Physics in 1993 for this discovery. PSR B1913+16 is a binary
pulsar: one component is confirmed a millisecond pulsar with a period of 59 ms,
whereas the other is inferred a neutron star by measuring the time of arrival of
its companion’s pulses. The separation between components has decreased over a
span of 37 years in exact accordance with Einstein’s theory of general relativity.
According to this, the binary components lose energy and angular momentum due
to emitting gravitational waves. Figure 1.1 is a diagram showing how exact is the
relativistically predicted decrease (continuous line) compared to the actual data
points.
Another binary pulsar, PSR J0737–3039, shows the same decrease in orbital
period due to GW emission. Differently from PSR B1913+16, the components
are both seen as pulsars and the orbital plane is almost face–on. This allows the
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Figure 1.1: The periastron period shift plotted against time, for the Hulse–Taylor
PSR1913+16 binary pulsar. The companion arrives earlier at the periastron due
to the decrease in separation, hence showing a decrease of the orbital period.
Continuous line represents the predicted evolution due to emission of GW and
the dots represent the observational data. The system is highly eccentric, and the
losses in energy and angular momentum increase significantly as the eccentricity
approaches one, i.e., as the ellipse of the orbit becomes more elongated. Image
reproduced from [1]
dynamics of this system to be observed to a greater degree of accuracy than is
possible with other binary systems and general relativity to be tested in a number
of ways. Gravitational redshift and rate of change of the periastron could be
accurately measured using data from PSR J0737–3039. All observations have
been fully consistent with the predictions of general relativity [42, 43]. In [42] it
is quoted that observations of this system agree with general relativity within an
error of only 0.05%.
An interesting example of indirect GW observation is OJ 287, a BL Lacertae
object that is believed to be a supermassive binary black hole system (SMBBH).
The binary components are of asymmetric masses – a supermassive black hole with
a mass of ∼ 18 × 109M and a companion black hole with a mass of ∼ 108M.
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Since this object has been observed for almost 120 years, it was noticed that it
displays a periodic variation in its visible magnitude that has a 12 year cycle with
two outbursts at 12 year intervals. The supermassive black hole binary model
would fit the observations as the system is modelled as the companion orbiting
the primary on a moderately elliptical orbit, the emission peaks would occur as
the companion’s orbit intersects the primary’s accretion disk. The times of the
outbursts can be explained if the system emitted GW [44, 45].
1.2 Linearized Gravity and Gravitational Waves
Linearized gravity is an approximation in the study of general relativity in which
the nonlinear contributions from the spacetime metric are ignored. This approach
simplifies the calculations for many problems where approximate results can be
used instead of the exact solutions. Linearized gravity is sometimes seen as flat
space–time gravity with a small perturbation. One of the most important appli-
cations for linearized gravity is gravitational waves.
This section will give a brief overview of the theory behind GW. We will
focus on the linearized theory of GW as described in [46, 47, 48, 49]. We will
closely follow the formalism and workflow given in these references. Therefore,
this section will serve as foundation for the other chapters but is not intended as
an in–depth description of the GW theory, and we point the reader to consult the
above mentioned references for a comprehensive analysis.
1.2.1 Einstein’s field equations and the weak–field approx-
imation
Einstein’s field equations are a set of ten equations that describe quantitatively
Einstein’s theory of general relativity. They define gravity in terms of the curva-
ture of space–time due to presence of matter and energy. In the standard tensor
notation they are given by:
Gµν = Rµν − 1
2
gµνR =
8piG
c4
Tµν (1.1)
where Rµν is the Ricci tensor, R the Ricci scalar and gµν the metric tensor of
four–dimensional space–time. The Riemannian curvature tensor is defined as
Rµγαν =
∂Γµαγ
∂xν
− ∂Γ
µ
νγ
∂xα
+ Γµνβ Γ
β
αγ − Γµαβ Γβνγ (1.2)
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where Γ is the Christoffel symbol or the affine connection defined as:
Γµ αβ =
1
2
gµν
(
∂gνα
∂xβ
+
∂gβν
∂xα
− ∂gαβ
∂xν
)
(1.3)
The Ricci tensor is:
Rµν = R
α
µαν (1.4)
and the Ricci scalar is:
R = gµνRµν , (1.5)
In a “flat” space,
Rµγαν = 0. (1.6)
Tµν is the stress energy tensor, which describes the density and flux of matter (or
energy) and momentum. The components of this tensor may be interpreted in the
following way, according to [47]:
 T00 is the energy (or relativistic mass) density.
 T0i = Ti0 is the energy flux in the i–th direction, or the density of i–
momentum.
 Tij is flux of i–momentum in the j–th direction.
Einstein’s equations describe ten equalities, rather than the 16 apparent. This is
because Rµν , gµν and Tµν are all symmetric.
Gravitational waves may be naively seen as ripples in the space–time fabric
created by a strong gravitational field source. Our analysis follows the weak–field
approximation, therefore we place the observer far away from the putative source.
We will consider that the gravitational field at the observer is weak but not static.
Also, consider that there are no restrictions on the motion of particles in the
vicinity of the observer. In the absence of gravitational interaction, space–time is
flat and is characterized by the Minkowski flat metric [49]:
η =

−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 (1.7)
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A weak gravitational field can be considered as a small “perturbation” on the flat
Minkowski metric [46, 47, 48],
gµν = ηµν + hµν , ||hµν ||  1 (1.8)
The condition ||hµν ||  1 shows that the analysis is done in a weak gravitational
field. Here ||hµν || is defined as the magnitude of a typical non–zero component of
hµν . In linearized gravity, the smallness of the perturbation means that we only
keep terms which are linear in hµν (approximation to first order), higher order
terms are discarded. As a consequence, indices are raised and lowered using the
flat metric ηµν . The metric perturbation hµν transforms as a tensor under Lorentz
transformations. We can therefore write,
gµν = ηµν − hµν (1.9)
Under a background Lorentz transformation [47], the perturbation transforms
as a second–rank tensor:
hαβ = Λ
µ
α Λ
ν
β hµν (1.10)
The equations obeyed by the perturbation, hµν , are obtained by writing Ein-
stein’s equations to first order. To first order, the Christoffel symbol is [46, 47, 48],
Γλ µν =
1
2
ηλρ[∂µhρν + ∂νhµρ − ∂ρhµν ] +O(h2) (1.11)
Therefore, the Riemann curvature tensor will reduce to
Rµνρσ = ηµλ∂ρΓ
λ
νσ − ηµλ∂σΓλνρ (1.12)
The Ricci tensor is obtained to first order in h:
Rµν ≈ R(1)µν =
1
2
[
∂λ∂νh
λ
µ + ∂λ∂µh
λ
nu − ∂µ∂νh−hµν
]
(1.13)
where,  = ηλρ∂λ∂ρ is the D’Alembertian in flat space–time. Contracting with
ηµν , the Ricci scalar is:
R = ∂λ∂µh
λµ −h (1.14)
The Einstein tensor, Gµν , in the limit of weak gravitation is given by:
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Gµν = Rµν − 1
2
ηµνR =
1
2
[∂λ∂νh
λ
µ + ∂λ∂µh
λ
ν − ηµν∂µ∂νhµν + ηµνh−hµν ] (1.15)
For simplicity one can choose geometric coordinates c = G = 1.
Equation set (1.15) will have an infinite number of solutions. The decompo-
sition of gµν in the weak gravitational field approximation does not completely
specify the coordinate system in space–time. In solving Einsteins equations it is
common practice to impose gauge conditions: one adds new conditions on the
metric tensor until the coordinate system is uniquely fixed. After four gauge con-
ditions are imposed (the number of degrees of freedom in choosing the coordinate
system), the metric is determined. When we have a system that is invariant under
a gauge transformation, we fix the gauge and work in a selected coordinate system.
One such coordinate system is the Lorentz gauge coordinate system, the gauge in
which linearized gravity is simplest [49, 48]. The gauge condition is called Lorentz
gauge:
gµνΓλ µν = 0 (1.16)
In the weak field limit, this condition reduces to
∂λh
λ
µ =
1
2
∂µh (1.17)
In this chosen gauge, the linearized Einstein equations simplify to:
hµν − 1
2
ηµνh = −16piGTµν (1.18)
The trace–reversed perturbation, h¯µν , is defined as follows:
h¯µν = hµν − 1
2
ηµνh (1.19)
The Lorentz gauge condition further reduces to:
∂µh¯
µ
λ = 0 (1.20)
The Einstein equations are then:
h¯µν = −16piGTµν (1.21)
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The above equation is written in the presence of matter and energy. If written in
vacuum, where the stress–energy tensor will vanish, we obtain the familiar plane
waves equation:
h¯µν = 0 (1.22)
The vacuum equations for h¯µν are similar to the wave equations in electrodynamics
or acoustics. These second order partial differential equations will have plane–wave
solutions of the type:
h¯µν = Bµνe
ikαxα (1.23)
where, Bµν is a constant, symmetric second rank tensor and kα is a constant
four–vector known as the plane wave vector satisfying
kαk
α = 0 (1.24)
This shows that a solution (1.23) is possible if kα is null – tangent to the world line
of a photon, i.e., gravitational waves propagate at the speed of light c in vacuum.
Since we used the c = G = 1 notation convention, it is not straightforward to see
that, in fact, c is a conversion factor used in order to change the units of time
to units of space. This makes it the only speed which does not depend either on
the motion of an observer or of a gravitational waves source, therefore c is also
the speed of gravitational waves and any other massless particle (like the photon).
The time–like component of the wave vector is referred to as the frequency of the
wave. The four–vector, kα is usually written as kα ≡ (ω,k).
ω2gw = |k|2 (1.25)
This represents the dispersion relation for the gravitational waves. The plane
wave is completely described by a number of independent parameters: ten from
the coefficients Bµν and three from the null vector kαk
α = 0.
1.2.2 Transverse traceless gauge
We use the Lorentz gauge to prove that that gravitational radiation will propagate
in vacuum as transverse plane waves at the speed of light c. There are, however,
further gauge freedoms that can be used to further simplify the form of hµν . Using
the Lorentz gauge condition, one obtains as follows:
kαB
αβ = 0 (1.26)
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This imposes a restriction on Bαβ : it is orthogonal (transverse) to kα. The number
of independent components of Bαβ is thus reduced to six. It can be easily proved
that any coordinate transformation of the form
xα
′
= xα + ξα(xβ) (1.27)
will leave the plane wave equation
xµ = 0 (1.28)
satisfied as long as
ξα = 0 (1.29)
One can therefore choose a solution
ξα = Cαe
ikβx
β
(1.30)
to the wave equation for any ξα. Cα are constant coefficients. If
Bµµ = 0 (traceless) (1.31)
and
BµνV
β = 0 (1.32)
where, V β is some fixed four–velocity, that is, any constant time dependent unit
vector one wishes to choose. The equations
kαB
αβ = 0 Bµµ = 0 BµνV
β = 0 (1.33)
are called the the transverse–traceless (TT) gauge conditions [47]. The trace con-
dition Bµµ = 0 implies that
h¯TTαβ = h
TT
αβ (1.34)
Consider now a background Lorentz transformation in which the vector V α is
the time basis vector V α = δα0. Then the third TT equation implies that Bµ0 = 0
for all µ. Further consider a privileged orientation of the coordinate axes so that
the wave is travelling along the z-direction, kµ → (ωgw, 0, 0, ωgw). Then with the
TT equations it implies that Bαz = 0 for all α. The xx and xy components of
the amplitude tensor are also called the polarizations and labelled as xx ≡ + and
xy ≡ × as in the following [48, 49]:
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BTTαβ =

0 0 0 0
0 B+ B× 0
0 B× −B+ 0
0 0 0 0
 (1.35)
To obtain the solution of the linearized wave equations, the Green’s func-
tion method will be used [47, 49]. The Green’s function, G(rµ1 − rµ2 ), of the
D’Alembertian operator , is the solution of the wave equation in the presence of
a delta function source:
 G(rµ1 − rµ2 ) = δ(4)(rµ1 − rν2) (1.36)
where δ(4) is the four–dimensional Dirac delta function of spatial coordinates and
time. The general solution to the linearized Einstein’s equations can be written
using Green’s function as
h¯µν(r
α
1 ) = −16piG
∫
d4r2 G(r
α
1 − rα2 )Tµν(rα2 ) (1.37)
The solutions to this equation are called advanced or retarded according as they
represent waves travelling backward or forward in time, respectively. We are
interested in the retarded Green’s function as it represents the net effect of signals
from the past of the point under consideration. It is given by
G(rµ1 − rµ2 ) = −
1
4pi|r1 − r2|δ
[|r1 − r2| − (r01 − r02)]× θ(r01 − r02) (1.38)
where, r1 = (r
1
1, r
2
1, r
3
1) and r2 = (r
1
2, r
2
2, r
3
2) and |r1−r2| = [δij(ri1−ri2)(rj1−rj2)]1/2.
θ(r01−r02) is the Heaviside unit step function, it equals 1 when r01 > r02, and equals 0
otherwise. We can perform the integral over the time–like component r02 with the
help of the delta function, switching to a space–like integral (denoted by arguments
in bold)
h¯µν(t, r1) = 4G
∫
d3r2
1
|r1 − r2|Tµν(t− |r1 − r2|, r2) (1.39)
The quantity
tr = t− |r1 − r2| (1.40)
is called the retarded time with D = r1 − r2. From the expression for h¯µν , it is
easy to observe that the perturbation in the gravitational field at (t, r1) is a sum
of the influences from the energy and momentum sources at the points (tr, r2) in
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the past light cone.
1.2.3 Mass quadrupole
One can now consider the gravitational radiation emitted by an isolated far away
source consisting of very slowly moving particles (the spatial dimensions of the
source are neglected compared to the distance between the source and the ob-
server) [49, 48]. The Fourier transform of the perturbation hµν is
h˜µν(ωgw, r1) =
1√
2pi
∫
dt eiωgwt hµν(t, r1) (1.41)
Using the expression for hµν(t, r1), one obtains
h˜µν = 4
∫
d3r2 e
iωgw|r1−r2| T˜µν(ωgw, r2)
|r1 − r2| (1.42)
Under the assumption that the spatial extent of the source is much smaller com-
pared to the distance between the source and the observer, one can replace the
term eiωgw|r1−r2|/|r1 − r2| in by eiωgwD/D. Therefore,
h˜µν(ωgw, r1) = 4
eiωgwD
D
∫
d3r2 T˜µν(ωgw, r2) (1.43)
The Lorentz gauge condition in Fourier space is
∂µh
µν(t, r1) = ∂µ
∫
dωgw h˜
µν e−iωgwt = 0 (1.44)
We introduce the Fourier spatial version of the conservation of energy equation
for T µν :
∂µT
µν(t, r1) = 0 (1.45)
and the quadrupole moment tensor of the energy–density of the source [47]:
M˜ij(ωgw) =
∫
d3r2 r
irj T˜ 00(ωgw, r2) (1.46)
With respect to the newly defined quadrupole moment tensor, we have∫
d3r2 T˜
ij(ωgw, r2) = −
ω2gw
2
M˜ij(ωgw) (1.47)
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Figure 1.2: A diagram that shows the geometric conversion from a “radiation
frame” (x− y) to a “source frame” (x′ − y′). Figure originally published in [50].
Hence, the solution reads
h˜ij(ωgw, r1) = −2
ω2gw
D
eiωgwD M˜ij(ωgw) (1.48)
The final expression of the metric perturbation is obtained after a last Fourier
transform:
hij(t, r1) =
2
D
d2
dt2
Mij(tr) (1.49)
where, tr = t− |r1 − r2| = t−D is the retarded time. To re–write this expression
in SI units, we have:
hij(t, r1) =
2G
c4D
d2
dt2
Mij
(
t− |r1 − r2|
c
)
(1.50)
Up to now we have assumed that M¨ij is evaluated in the transverse–traceless
frame, with the gravitational radiation propagating along the z direction. This
is commonly called the “radiation frame”. “Radiation frame” differs from the
“source frame”, or the frame associated with the source itself: the source (e.g., a
compact binary system) lies in an x′− y′ plane that is different from the radiation
x − y plane. To obtain the new expression for hij(t, r1) in the “source frame”
we need to apply a rotation R = R(ι, ϕ) matrix with the angles (ι, ϕ) shown in
Figure 1.2. We will need three angles in order to rotate the “source frame” into
the “radiation frame” that will reduce to two angles if we consider the radiation
is travelling in the z direction. Explicitly, the radiation frame is related to the
source frame
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 x
′
y′
z′
 =
 cosϕ − sinϕ 0sinϕ cosϕ 0
0 0 1

 1 0 00 cos ι − sin ι
0 sin ι cos ι

 xy
z
 (1.51)
 x
′
y′
z′
 = R
 xy
z
 (1.52)
The new “source” quadrupole moment will then be defined as:
M ′ij = R
T (θ, φ) Mij R(θ, φ) (1.53)
The equation for hij is then written as [48, 49]
hTTij (t) =
2
D
M¨ij (t−D) . (1.54)
and the h+ and h× components are given by
h+ =
1
D
(
M¨11 − M¨22
)
(1.55)
h× =
2
D
M¨12. (1.56)
Rotating the “source” quadrupole moment into the “radiation frame” we can write
the h+ and h× components of the gravitational radiation as function of components
of “source” moments M¨ ′ij:
h+ =
1
D
[
M¨ ′11
(
cos2 ϕ− sin2 ϕ cos2 ι)
+ M¨ ′22
(
sin2 ϕ− cos2 ϕ cos2 ι)
− M¨ ′33 sin2 ι− M¨ ′12 sin 2ϕ
(
1 + cos2 θ
)
+ M¨ ′13 sinϕ sin 2ι+ M¨
′
23 cosϕ sin 2ι
]
(1.57a)
h× =
1
D
[(
M¨ ′11 − M¨ ′22
)
sin 2ϕ cos ι+ 2M¨ ′12 cos 2ϕ cos ι
− 2M¨ ′13 cosϕ sin ι+ 2M¨ ′23 sinϕ sin ι
]
. (1.57b)
While higher order multipole moments of the mass distribution can contribute
to the radiation, for most systems the quadrupole will dominate. Further, the
mass monopole and dipole moment will not contribute any gravitational waves.
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Thus, such events as a spherically symmetric gravitational collapse and axially
symmetric rotation do not emit any gravitational radiation. On the other hand,
a rotating dumbbell is an excellent emitter of gravitational waves, making binary
systems potentially amongst the brightest emitters of gravitational waves in the
Universe.
1.3 Gravitational waves from a compact binary
coalescence
Two compact stars (two neutron stars, two black holes or a neutron star and a
black hole) orbit each other in a close orbit and due to the very strong gravita-
tional field produced by this system, gravitational waves are emitted. By emitting
gravitational waves, the system loses energy and angular momentum hence the
separation between the objects lessens with every orbit. The closer the stars get
to each other, the more orbital energy is converted into gravitational waves, hence,
the stronger the gravitational wave emission is. Eventually, the two compact ob-
jects will merge. This is called a compact binary coalescence, or CBC event.
This system can be easily modelled analytically, in a Newtonian approximation,
as described below. Using this approximation, we will derive the gravitational
radiation waveform emitted from a compact binary coalescence (CBC) event with
point–like components (masses). This derivation will closely follow the formalism
and workflow previously presented in [48, 4], and we invite the reader to consult
these references (and references therein) for a more detailed explanation.
1.3.1 Compact binary coalescence parameters
Let us consider now a Keplerian binary system far away from an observer O.
It will be useful to begin by enumerating the physical parameters that are used
in defining a CBC system. These definitions will be used throughout all of the
next chapters. A non–spin components CBC on circular orbits can be completely
described by nine physical parameters; these are the following:
 The two masses, (m1, m2),
 The coalescence time of the signal at an observer at Earth, tc,
 The sky location of the source – two angles, (θ,φ),
 The distance to the source, D,
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 The inclination angle, ι,
 The coalescence phase, Ψc,
 The polarization phase, ψ.
The masses of the system are often combined in a number of different ways, these
are given by
 The total mass, M = m1 + m2,
 The chirp mass, M = (m1m2)3/5
(m1+m2)1/5
,
 The symmetric mass ratio, η = m1m2
(m1+m2)2
,
 The reduced mass, µ = m1m2
m1+m2
.
We also use the following binary orbit–related definitions;
 The orbital phase of the system, Ψ,
 The phase of the dominant mode of the emitted signal, Φ = 2Ψ,
 The orbital angular frequency, ω,
 The frequency of the emitted GW signal, fgw,
 The orbital radius of the system, r.
1.3.2 Time evolution of the system
Let’s consider now equation (1.50) for which we would like to find a solution
only for the dominant order terms in |r1 − r2|. We consider such a system of
two inspiralling compact objects, orbiting each other around the common center
of mass (CM). The orbit is considered plane circular and obeying the classical
Keplerian laws for celestial mechanics. The system can be considered in quasi–
equilibrium at any given time t much smaller than the coalescence time if
dω(t)
dt
 ω2(t) (1.58)
The separation vector r = (ri(t)) between the binary components will decrease
gradually and reach zero at merger. In plane, Cartesian coordinates, the system
is described by the position coordinates with respect to the center of mass:
r1(t) = |r| cos(ωt+ φ0), r2(t) = |r| sin(ωt+ φ0), r3(t) = 0 (1.59)
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In the center of mass of the system the moment of inertia (the second mass mo-
ment) is:
M ij = µ ri(t) rj(t) (1.60)
where µ = m1m2/(m1 + m2) is the reduced mass. If we differentiate this with
respect to time twice we obtain
M¨11 = −M¨22 = 2µr2ω2 cos
(
2
∫ t
0
ω(t′)dt′
)
(1.61)
M¨12 = −2µr2ω2 sin
(
2
∫ t
0
ω(t′)dt′
)
(1.62)
M¨13 = M¨23 = M¨33 = 0, (1.63)
where we assume that rω  r˙. When this is not true the system is not in a true
circular motion.
We will write the solution to equation (1.50) given by equations (1.57a) and
(1.57b) in a geocentric reference frame:
h+ =
2µω2r2
D
(
1 + cos2 ι
)
cos (Φ(t) + 2ϕ) (1.64a)
h× = −2µω
2r2
D
2 cos ι sin (Φ(t) + 2ϕ) , (1.64b)
where the gravitational wave phase is defined as
Φ(t) = 2
∫ t
0
ω(t′)dt′. (1.65)
Expanding r in terms of ω by using Kepler’s third law of planetary motion:
ω2 =
m1 +m2
r3
. (1.66)
we can then write h+ and h× as
h+(t) =
2
D
M5/3ω(t)2/3 (1 + cos2 ι) cos (Φ(t) + 2ϕ) (1.67a)
h×(t) = − 2
D
M5/3ω(t)2/3(2 cos ι) sin (Φ(t) + 2ϕ) . (1.67b)
1.3.3 Energy loss in the system
Due to emission of GW, the orbital angular velocity ω will increase with time.
Expressing ω = ω(t), we can find a measure of the rate at which the system radiates
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GW energy. The total radiated energy in time can be obtained by integrating the
time–dependent flux, then the power radiated by a gravitational wave is given as
[48, 4]
dE
dt
=
1
16pi
∫
dΩ〈h˙2+ + h˙2×〉. (1.68)
Equation (1.69) gives us a general formula for the energy loss, to leading order:
dE
dt
=
1
5
〈 ...M ′ij
...
M
′ij − 1
3
(δkl
...
M
′
kl)
2〉. (1.69)
To obtain the third differential of the moment of inertia, we will perform a further
differentiation on equation (1.61):
...
M11 = −
...
M22 = −4µr2ω3 sin
(
2
∫ t
0
ω(t′)dt′
)
(1.70a)
...
M12 = −4µr2ω3 cos
(
2
∫ t
0
ω(t′)dt′
)
(1.70b)
...
M13 =
...
M23 =
...
M33 = 0. (1.70c)
The power radiated by the system is then calculated by inserting equation (1.70)
into (1.69). Using the assumption that for circular orbits 〈sin2 Φ(t)〉 = 〈cos2 Φ(t)〉 =
1
2
we get
P = −dEorbit
dt
=
32
5
(Mω)10/3 , (1.71)
which is the total radiated power of the system, to dominant order. The emitted
power is proportional to the chirp mass to an exponent ≈ 3: the heavier the
system, the more radiated power. Also, emitted power is proportional to the
orbital frequency to an exponent ≈ 3: the closer the binary components, the
higher the frequency thus the more radiated power.
1.3.4 Phase evolution of the system
It follows from equation (1.71) that if we write the expression for the total energy
of the system, we can compute the time–variance of the orbital angular velocity.
Consider the total energy of the system as the sum of kinetic and gravitational
potential contributions:
Eorbit = −m1m2
r
+
m1m2
2r
= −m1m2
2r
= − (M5ω2/8)1/3 , (1.72)
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differentiate this with respect to time and insert it into equation (1.71) to get
32
5
(Mω)10/3 =M5/3 1
3
ω−1/3ω˙. (1.73)
This formula can be rearranged to give the change in orbital angular velocity with
respect to time, ω˙, as
ω˙ =
96
5
M5/3ω11/3. (1.74)
The orbital angular frequency can then be expressed as a function of time, by
integrating this equation, provided initial conditions, from a limit time t0 with an
initial orbital frequency ω0
ω(t) =
(
−256
5
M5/3 (t− t0) + ω−8/30
)−3/8
. (1.75)
We can see that for a time t→ t0 ω will diverge to infinity. At this limit, the two
bodies will not be in circular motion anymore and will start plunging towards each
other. But this time is finite and for simplification let us take this as our limit
time, which we will call tc, time of coalescence. This choice serves to set ω
−8/3
0 to
zero. If we introduce a time variable change to
τ ≡ t− tc (1.76)
ω can be re–expressed in terms of τ as
ω(τ) =
1
8
(τ
5
)−3/8
M−5/8, (1.77)
and in SI units:
ω(τ) =
1
4
(τ
5
)−3/8(GM
c3
)−5/8
, (1.78)
Now Φ(t) can be evaluated by combining equations (1.65) and (1.77)
Φ(τ) = 2
∫ τ
tc
1
8
(
τ ′
5
)−3/8
M−5/8dτ ′ (1.79a)
Φ(τ) = 2
( τ
5M
)5/8
− 2
(
tc
5M
)5/8
. (1.79b)
Finally, this allows h+ and h× to be evaluated in the time domain by combining
equations (1.67), (1.77) and (1.79b).
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1.3.5 Frequency domain waveforms
It is often useful in gravitational wave searches to express h+ and h× in the fre-
quency domain. This can be done by performing a Fourier transform on h+ and
h×.
Firstly, to express τ as a function of frequency, equation (1.77) is rearranged,
remembering that ω = pif , to get
τ(f) =
5
256
(pif)−8/3M−5/3. (1.80)
Inserting this into equation (1.79b) gives
Φ(f) =
1
16
f−5/3M−5/3 − 2
(
tc
5M
)5/8
(1.81)
and the time domain waveforms can be written in terms of the frequency
h+(τ) =
2
D
M5/3 (pif(τ))2/3 (1 + cos2 ι) cos (Φ(f(τ)) + 2ϕ) (1.82a)
h×(τ) = − 2
D
M5/3 (pif(τ))2/3 (2 cos ι) sin (Φ(f(τ)) + 2ϕ) . (1.82b)
To convert this into the Fourier domain, h˜+ and h˜×, a Fourier transform could
be performed on the time domain waveforms. Performing a Fourier transform
numerically may often prove to be computationally expensive, hence it is desirable
to have an analytical formula for the frequency domain waveforms. This can be
obtained by using the stationary phase approximation (SPA). This approximation
is used in cases of rapidly–varying phase terms. Using [51], we will define the
stationary phase approximation: given a harmonic function with a time–varying
amplitude, e.g.,
F (t) = A(t) cos(φ(t)), (1.83)
where
1
A
dA
dt
 dφ
dt
(1.84)
at all times t; for a GW emitted by a CBC, the phase change over time is much
larger than the relative amplitude change over time. The Fourier transform of
F (t) can be approximated as
F˜ (f) ≈ 1
2
A(f)
(
df
dt
)1/2
exp
[
−i
(
2pift′ − φ(f)− pi
4
)]
, (1.85)
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where t′ is defined as the time at which(
dφ(t)
dt
)
t=t′
= pif (1.86)
The stationary phase approximation can be applied to h+ and h× to give analytical
formulae for the frequency domain waveforms. To evaluate these frequency domain
waveforms we first need to evaluate df
dt
. Using equation (1.77) and ω = pif we get
df
dt
= −df
dτ
=
3
320pi
(τ
5
)−11/8
M−5/8, (1.87)
this can be expressed in terms of frequency by substituting equation (1.80)
df
dt
=
96
5
pi8/3f 11/3M5/3. (1.88)
The stationary phase frequency domain waveforms can then be written, to the
leading order, as
h˜+(f) =
1
D
(
5
96
)1/2
M5/6pi−2/3f−7/6 (1 + cos2 ι) exp [i(2pift′ − Φ(f)− pi
4
− 2ϕ
)]
(1.89a)
h˜×(f) = − 1
D
(
5
96
)1/2
M5/6pi−2/3f−7/6(2 cos ι) exp
[
i
(
2pift′ − Φ(f) + pi
4
− 2ϕ
)]
.
(1.89b)
Equations (1.67), (1.77), (1.79b) and (1.89) describe the evolution of the GW
waveforms from a CBC event to first order in both time and frequency domains.
This set of calculations have been derived using a Newtonian mechanics ap-
proximation, i.e. considering circular orbits. Introducing relativistic corrections is
beyond the scope of this thesis. The Post–Newtonian formalism allows the phase
evolution of the binary system to be predicted with much higher accuracy than
the approximate derivation given here [52, 53]. The Post–Newtonian expansion
uses perturbative techniques to expand the phase of the system to higher order
terms. Generally the expansion is performed around (piMf)1/3.
In equation (1.81) we have shown that the leading order term in time domain
phase evolution is a multiple of f−5/3. The next term, the “1 PN” term enters at
f−3/3, the “1.5 PN” term enters at f−2/3 and so on (there is no 0.5 PN term pro-
portional to f−4/3). Current non–spinning Post–Newtonian expansions generally
include all terms up to 3.5 PN order [52].
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In addition to higher–order phase terms, there are also higher–order amplitude
terms. These higher–order amplitude terms arise from the octopole (and conse-
quently higher) moments and therefore the phase of these terms is not necessarily
twice the orbital phase. A study of these higher order amplitude terms and how
they might affect our ability to detect CBC systems can be found in [50], but the
importance of these higher order amplitude terms is much less than the higher
order frequency terms.
Another remark we have to make is that, in general relativistic geometry,
there is a minimal radius beyond which circular orbits are no longer possible – the
Innermost Stable Circular Orbit (ISCO). This is defined in Schwarzschild geometry
for a point mass around a black hole
rISCO ≡ 6GM
c2
(1.90)
We may extend this definition to a binary system of compact stars – this will,
of course, be an approximation from the rigorous definition of ISCO. In such a
system, the ISCO radius defines the limit between weak–field and strong–field, and
using this, the maximum frequency at which the binary is still in a quasi–Keplerian
motion is
fISCO =
c3
6
√
6piGM
(1.91)
With this in mind we see that the inspiral phase of a system of binary neutron
stars (NS–NS) each with a mass of m1 = m2 ≈ 1.4M will end at a frequency
of f ∼ 1600 Hz. For a stellar mass binary black hole system this frequency will
reduce to f ∼ 100 − 200 Hz and for a supermassive binary black hole system it
will be in the mHz range. These values are very important when building GW
detectors: depending on the detectors’ construction and subsequent operational
frequency window, different GW detectors are sensitive to different GW sources.
1.4 Gravitational Wave Detectors – Theoretical
Aspects
1.4.1 A simplified laser interferometer
The most widely used and altogether the largest and most sensitive type of GW de-
tector uses laser light interferometry as functional principle. A simplified schematic
of a Michelson laser interferometry GW detector is pictured in Figure 1.3.
It consists of two arms oriented at a 90◦ angle with laser beams running along
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Figure 1.3: Optical set–up schematics for a GW interferometer. Image initially
published and adapted from [2]
the length of the arms. The laser light is emitted at the center of the “L” shape
and split using a beam splitter, the light then travels along each of the arms, is
reflected by mirrors at the end of each arm, passes back down along the arms and
is recombined at the initial starting point. A plane gravitational wave incident to
the plane of the detector affects the two “L” arms differently, by simultaneously
lengthening one while shortening the other. By measuring this differential effect
one can measure the GW strain. As the path length for the light to travel down the
arms varies, the laser light being recombined will have a variable phase difference
and thus by observing the interference pattern we can measure the change in
path length between the two arms, created by the GW passage. We will briefly
describe what are the physical principles based on which such an interferometer
will operate. These are described in detail in [54] and we will summarize the main
concepts. The electric field of the input laser light is given by
|Ein| = |E0|e2piift−ik·x (1.92)
where f is the frequency of the light and k is the wave vector. E0 denotes the
amplitude of the laser light. Consider the beam splitter to be at x = 0. The beam
splitter will send equal power along each arm so that we can describe the light,
transmitted by the beam splitter and travelling down the x, y arms by the electric
fields |Ein| = (Ex, Ey):
Ex =
E0√
2
e2piift−i|k|x (1.93)
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Ey = i
E0√
2
e2piift−i|k|y (1.94)
where T = 1/
√
2 is the transmission coefficient and R = i/
√
2 the reflection
coefficient.
After the light is reflected at the end of each arm, the electric fields will be
given by:
Ex =
E0√
2
e2piift−i2kLx (1.95)
Ey = i
E0√
2
e2piift−i2kLy , (1.96)
where Lx and Ly denote the path length along the x and y arms respectively.
After consecutive reflexions and transmissions the light beams are combined at
the photodetector and its electric field is expressed as:
Eout = i
E0
2
(
e2piift−2ikLx + e2piift−2ikLy
)
. (1.97)
and can be re–written as:
Eout = iE0e
2piift−k(Lx+Ly) cos (k(Lx − Ly)) . (1.98)
The interferometer is locked to the dark fringe, i.e. in the case of equal path
lengths Lx = Ly = L the resultant power at the detecting port should be zero.
Since the power of a beam of light is proportional to the squared electric field
amplitude, we can see that in case of a variation in path length the dark port will
have residual power of the order
∆Pout ∝ 1 + cos (2k(Lx − Ly)) . (1.99)
Thus any variation of the relative path length ∆L = Lx − Ly of the arms would
cause a variation in the power incident on the photodetector.
In this section we have only given a very simplistic description of how an
interferometer works. For a more comprehensive description of the operation of
modern interferometers and the methods used to increase sensitivity see [54, 48].
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1.4.2 Response of an interferometer to a gravitational wave
The effect of a GW at the detector
In order to illustrate the effect a GW would have on the local geometry of a detector
we will first use the example of test particles on a ring. Consider a circular string
of test masses subject to the passage of a plane monochromatic gravitational wave
h(t) = (h+, h×) = (A+ cos (ωt− ωz + φ0) , A× cos (ωt− ωz + φ0)) – the wave is
fully described by the two polarizations +,×. We can write the proper distance
between any two given points as the interval ds:
ds2 = gµνdx
µdxν = (ηµν + hµν)dx
µdxν (1.100)
and expressing the GW in terms of the two polarizations
ds2 =− c2dt2 + dz2 + (1 + A+ cos (ωt− ωz + φ0)) dx2 (1.101)
+ (1− A+ cos (ωt− ωz + φ0)) dy2 + 2A× cos (ωt− ωz + φ0) dxdy.
If we then consider two particles at positions (x1, y1, 0) and (x2, y2, 0) the proper
distance between them at some arbitrary time t would be given by
ds2 = (1 + A+ cos (ωt− ωz)) (x1 − x2)2 + (1− A+ cos (ωt− ωz)) (y1 − y2)2
+ 2A× cos (ωt− ωz) (x1 − x2) (y1 − y2) (1.102)
This quantity is time dependent. Take for example the simplification that y2−y1 =
0 this equation would become
ds2 = (1 + A+ cos (ωt− ωz)) (x1 − x2)2 , (1.103)
and the proper distance is
ds ≈
(
1 +
1
2
A+ cos (ωt− ωz)
)
(x1 − x2) , (1.104)
where we have used the fact that in the weak field limit A+  1.
The effect of the + and × polarizations is shown in Figure 1.4. The gravita-
tional wave, when passing through the interferometer, will alter the lengths of the
light arms (paths) just as the particles separation is altered in Figure 1.4.
When a gravitational wave passes through the interferometer, the space–time in
the local area is altered. Depending on the source of the wave and its polarization,
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Figure 1.4: Effect of passage of + polarization (top row) and effect of passage of
× polarization (bottom row) through a ring of particles: the effect is of squeezing
and extending along different axes for the two GW polarizations.
this results in an effective change in the length of one or both of the “L” arms.
Consider a gravitational wave detector with two equal length arms pointing along
the x and y directions and suppose an incident gravitational wave propagating
along the z direction towards the detector. Knowing that light travels along null
geodesics hence ds2 = 0, we can estimate the change in light time along each of
the detector’s arms. For the x, y axes
0 = −c2dt2 + (1 + h+(t))dx2 (1.105)
Integrating, the light time will be along the x axis
∆tx = tx − t0 = 1
c
∫ L0
0
√
1 + h+dx ≈ L0
c
+
1
2c
∫ L0
0
h+dx (1.106)
where L0 is the length of the arm when no gravitational wave is incident on the
detector and we have ignored terms that are second order in h+. The integral on
the right of this equation is easily evaluated if we assume that h+ does not vary
significantly during travel along the arm, therefore taken as constant. This is a
fair assumption for the realistic case of an interferometer with 4km arms and a
gravitational wave with 100Hz frequency. The light travel time to travel up the x
arm is then given by
c∆tx ≡ Lx = L0(1 + h+) (1.107)
Similarly the light travel time down the arm is evaluated in the same way and has
the same value. The difference in the light travel time to go up each arm and back
to the beam splitter is then given by
c∆t = c(∆tx −∆ty) ≡ Lx − Ly = L0h (1.108)
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h =
∆L
L0
=
Lx − Ly
L0
(1.109)
Therefore as h varies, the relative length of the two arms will also vary. This will
then cause variations in the power observed at the photodetector, allowing us to
directly observe the variation in the gravitational field.
There is, however, a significant difference between this simple explanation and
an actual gravitational wave interferometer designed to detect gravitational radi-
ation with amplitudes of order h ∼ 10−22. To achieve this level of sensitivity the
operation of gravitational wave interferometers is much more complex than the de-
scription here. For example, Fabry–Perot cavities are used to increase the effective
path length of the laser light and allow for multiple reflexions of the beams before
recombination at the photodetector (an optical cavity or resonator is an arrange-
ment of mirrors that forms a standing wave cavity for EM waves). Power recycling
techniques and high powered lasers are used to maximize the power coming out
of the beam splitter. A much more comprehensive description of the operation of
gravitational wave interferometers and the difficulties they have to overcome can
be found in [54, 48].
Detector antenna pattern functions
Gravitational wave detectors, like many other astronomical observatories, have a
limited sensitivity to source detection, depending on the location and the prop-
erties of the source. They can be described, analogously to radio antennae, by
expressing their sensitivity in terms of antenna factors.
Consider again the x− y plane of the detector with its two arms along x–axis
and y–axis respectively. We will call this plane the detector frame. Consider now
an incident gravitational wave h = (h+, h×) with its two polarizations parallel to
a different plane x′ − y′. We will call this plane the radiation frame. This more
general case when the radiation frame is not aligned with the detector frame can
be easily solved by performing a series of rotations (just as we did above when
transitioning from radiation frame to GW source frame). The angles relating the
detector frame to the radiation frame are shown in Figure 1.5. The angles (θ, φ)
give the sky location of the source relative to the detector frame. These two angles
translate us to a frame in which the perpendicular z′ on the radiation plane points
from the source to the detector. A further angle, the polarization phase, ψ, is
needed to rotate the x and y axes of this frame into the radiation frame.
The gravitational wave at the detector will be a linear combination of the two
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Figure 1.5: An illustration of the angles that describe the relationship between
the detector and radiation frames. Figure originally published in [50].
source polarizations
h(t) = F+h+(t) + F×h×(t) (1.110)
In this expression F+ and F× give the detector response to the h+ and h× com-
ponents respectively of the gravitational wave in the radiation frame. Explicitly
these are given by [55]
F+(θ, φ, ψ) = −1
2
(1 + cos2 θ) cos 2φ cos 2ψ − cos θ sin 2φ sin 2ψ (1.111a)
F×(θ, φ, ψ) =
1
2
(1 + cos2 θ) cos 2φ sin 2ψ − cos θ sin 2φ cos 2ψ (1.111b)
The polarization angle of an incoming gravitational wave would generally be
expected to be uncorrelated to its direction of arrival (polarization is related to
orientations in the source). Then it is useful to characterize the directional sensi-
tivity of a detector by averaging over the polarization angle ψ. If we are interested
in a single detector’s response, it is always possible to align the polarization angle
ψ in the sky plane with that of the wave, so that the wave has pure +-polarization.
Then the root mean square response function of the detector is
Frms =
(∫
F 2+ dψ
)1/2
. (1.112)
The function Frms is often simply called the antenna pattern and for an interfer-
ometer, it is given by
Frms =
√
F 2+ + F
2× =
√
1
4
(1 + cos2 θ)2 cos2 2φ+ cos2 θ sin2 2φ (1.113)
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z
Figure 1.6: A GW detector sensitivity to an unpolarized GW wave varies with
the source direction – here plotted the antenna response F+ of an interferometric
GW detector with the arms in the x − y plane and oriented along the two axes.
The response F+ for waves coming from a certain direction is proportional to the
distance to the point on the antenna pattern in that direction. This clearly shows
the quadrupolar nature of the wave. Image reproduced and modified from [3]
The Figure 1.6 gives us an idea of how sensitive a single GW detector can be
to a gravitational wave with a certain polarization and incident from a certain di-
rection on the sky: the response F for waves coming from an arbitrary direction is
proportional to the distance to the point on the antenna pattern in that direction;
also this clearly shows the quadrupolar nature of the wave; a single detector has
a limited capability of detecting waves with sources “sub–optimally” located - the
ideal case would be a source directly overhead.
A CBC h(τ) at the detector
We wish to calculate the strain that would be observed at a gravitational wave
detector due to the passage of a gravitational wave emitted by a CBC. To do this
the expressions for h+(t) and h×(t) can be combined with equations (1.110) and
(1.111) as follows:
h(τ) =F+h+(τ) + F×h×(τ) (1.114a)
=
(
−1
2
(1 + cos2 θ) cos 2φ cos 2ψ − cos θ sin 2φ sin 2ψ
)
(
2
D
M5/3 (pif(τ))2/3 (1 + cos2 ι) cos (Φ(τ) + 2ϕ))
+
(
1
2
(1 + cos2 θ) cos 2φ sin 2ψ − cos θ sin 2φ cos 2ψ
)
(
− 2
D
M5/3 (pif(τ))2/3 (2 cos ι) sin (Φ(τ) + 2ϕ)
)
.
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Re–writing these as harmonic functions with an amplitude and a phase term:
h(τ) = A(D, ι, θ, ψ, φ)M5/3 (f(τ))2/3 cos (Φ(M, τ) + Φ0(ι, ϕ, θ, ψ, φ)) , (1.115)
where A is a constant amplitude term and Φ0 a constant phase offset. Or equiva-
lently in the frequency domain as
h˜(f) = A˜(D, ι, θ, ψ, φ)M5/6f−7/6 exp
[
i
(
Φ(M, f) + Φ˜0(ι, ϕ, θ, ψ, φ, tc)
)]
,
(1.116)
This shows that a single detector can only distinguish an amplitude and a phase
for the incident GW and it would not be possible to extract information on sky
localization and distance to the source since amplitude and phase are degenerate.
However, if more than one detector is used, the degeneracy can be broken and these
parameters can be recovered. We note that if the phase evolution is evaluated to
higher order it will depend on η as well as M and time/frequency.
1.4.3 Gravitational radiation from a binary neutron star
merger
It is useful to consider a practical example of a binary neutron star merger, using
the theoretical derivations we have have done in the previous sections. Consider
a compact binary neutron star inspiral, with both components approximated to
point–like masses having typical neutron star masses of m1 = m2 = 1.4M. Let
this system be located at a distance of D = 1 Mpc and ideally directly over
a detector hence θ = φ = 0. Additionally, let it be ideally oriented such that
ι = ϕ = ψ = 0. The gravitational waveform at the detector, in such a case, would
have the expression from equation (1.115) in SI units:
h(τ) =
1
D
A(ι, θ, ψ, φ)M5/3f 2/3ei(Φ(M,f)+Φ˜0) (1.117)
where
A(ι = 0, θ = 0, ψ = 0, φ = 0) =
4pi2/3 (GM)5/3
c4
(1.118)
and using equation (1.77) we obtain the expression h(τ):
h(τ) =
1
D
(
GM
c2
)5/4(
5
cτ
)1/4
ei(Φ(M,τ)+Φ0) (1.119)
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Plugging in the numbers forM = 1.21M andD = 1 Mpc we obtain an amplitude
A(τ) ≈ 10
−21
τ 1/4
(1.120)
The gravitational waveform that this system would produce in the detector is
shown, in the time domain, in Figure 1.7 and is the “chirp–wave”. This also
shows the order of magnitude of the strain we expect to detect from a binary
neutron star coalescence at a reference distance D = 1 Mpc and ideal orientation
and localization, h(τ) ≈ 10−21/τ 1/4.
Figure 1.7: Time evolution of the strain h(τ) at the detector due to a GW – the
“chirp” wave in time domain. This particular “chirp” is produced to first order
by an ideally located and oriented CBC with equal masses and no spins.
In the analysis it is useful to write the waveform at the detector as:
h(τ) =
1 Mpc
Deff
(h+ sin (Φ(τ) + 2ϕ) + h× cos (Φ(τ) + 2ϕ)) (1.121)
where
Deff =
D√
F 2+(1 + cos
2 ι)/4 + F 2× cos2 ι
(1.122)
is the effective distance to a binary given the antenna response factors (F+, F×)
and h+, h× are the two polarizations for a binary ideally oriented and located.
One must remember that this waveform has only been generated to first order
and without taking into account the spin of the component objects. For a real
signal, higher order terms will be important close to merger. Additionally, the
assumption of point masses will break down at merger, as effects due to the size of
the objects, such as the tidal interaction between two neutron stars, can become
noticeable.
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1.5 Gravitational Waves Detectors – Practical
Issues
Suppose we consider a real gravitational wave interferometer with each of the “L”
arms of 4 km long. The variation in “L” arm length to which a GW interferometer
should be sensitive in order to detect a GW of strain amplitude h ≈ 10−21, given
an arm length of 4 km follows from equation (1.109):
∆L ≈ hL = 4× 10−18 m (1.123)
At such scales, one would expect that even the smallest amount of noise would
drastically affect the sensitivity of a GW interferometer. The time it takes light
to travel along the arms is of order 10−5 s, much smaller than the duration of
a gravitational wave. In order to enlarge this time, different optical components
are used to keep the light longer in the arms. These optical parts will introduce
their own sources of noise. Internal and external detector environment factors
can contribute to both stationary and non–stationary noise effects and are briefly
mentioned here.
1.5.1 Stationary noise sources
The main sources of stationary noise for a typical interferometric detector are
given in various references and summarized here. For a more in–depth analysis of
the topic we direct the reader to a few references, e.g., [54, 3, 57, 58, 59]. Figure
1.8 shows the stationary noise contributions in the frequency regime for a GW
detector.
 Thermal noise: Thermal vibrations of the internal parts of the interfer-
ometer can mask gravitational waves. Interferometers minimize the effect
of noise by measuring only at frequencies far from the resonant frequency
where the effects of thermal noise are maximum (suspensions have resonant
frequencies of a few Hz, whereas mirrors’ are at a few kHz, see Figure 1.8).
This noise source is also minimized by making sure all materials have high
quality factors, which is technologically demanding, so their resonances are
sharp and energy leakage to measurement frequencies is small. In terms of
temperature, interferometers usually operate at room temperature. Alterna-
tively the detector could be cryogenically cooled as proposed in the Japanese
LCGT project [60]. For a reference on thermal noise please consult [61].
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Figure 1.8: Different noise contributions in the frequency regime. Image from [4].
 Shot noise: The photons that are used for interferometry arrive with ran-
dom phases at the photodetector. Therefore they introduce random fluctua-
tions in the interference pattern that may mimic a gravitational wave signal
(the photons are Poisson–distributed). The more photons one uses, henceby
increasing the laser power, the smoother will be the interference signal.
 Mechanical vibration: This source of noise is produced by internal vibra-
tions of the mechanical components of the detector (primarily suspensions).
Mechanical vibrations must be screened out; there are many different ways
to do this, but all of them are very sensitive to frequency, working well
down to a lowest effective frequency. The most ambitious isolation system
is currently being developed for the Virgo detector.
 Radiation pressure: Photons hitting the end mirrors exert a pressure
on them proportional to the number and momentum of photons, moving
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it slightly and changing its optical contribution in the system. This noise
source can be reduced by decreasing the power of the laser, thus reducing
the number of photons and the total pressure. However, this will increase
the shot noise. A balance must therefore be reached between the radiation
pressure and the shot noise.
 Seismic noise: A very important source of noise in the low–frequency
regime. Ground vibrations induced by seismic activity, man–made objects
or even ocean waves may produce signals in the detector that look like very
strong GW. These vibrations act on the mirrors hence it is very important
to isolate the mirrors as much as possible from the ground. The seismic
noise will play an important role in the next generation GW detectors that
will operate at frequencies ∼ 4 times lower than the present detectors.
1.5.2 Non–stationary noise sources
The above list of noise sources enumerates only the stationary and predictable
sources of noise. More importantly, the non–stationary unpredictable noise sources
may induce large fluctuations in the detector output that may mimic strong GW
signals. These include any local small–time–scale disturbance produced by a noise
transient, e.g., a truck passing near the detector will cause ground vibrations
that will couple to mirror motion. There are a series of auxiliary channels that
permanently monitor these noise sources and everytime there is excessive noise
activity they will prompt the data to be discarded. Surviving non-stationary
transients or “glitches” are often mistakenly picked up by the data analysis process
as interesting events, therefore “glitch”–rejection mechanisms are important and
will be discussed in Chapters 3 and 4.
1.6 A network of gravitational waves interferom-
eters
A global network of gravitational wave interferometers has now been constructed
and has been taking data for the past ten years. The instruments constituting this
network include the Laser Interferometry Gravitational Observatory (LIGO or,
recently labelled as Initial LIGO), which operates two observatories at Hanford and
Livingston in the USA [62]; the French–Italian Virgo (Initial Virgo) detector based
in Cascina, Italy [63, 64]; the British–German GEO600 detector, near Hannover
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in Germany [65] and the TAMA300 detector in Japan [66]. Initial LIGO and
Virgo ceased their operations in 2010 and are both currently undergoing major
upgrading work to become Advanced LIGO [67, 68] and Advanced Virgo [69], the
second generation interferometric detectors with a much higher sensitivity than
the initials. The next subsections will briefly describe each of these detectors, for
an in–depth analysis of their specifications and operational standards, we invite
the reader to consult the listed references.
1.6.1 LIGO and Virgo detectors
LIGO (United States), is the largest interferometer in use as of today. LIGO
operates two gravitational wave observatories (at two different sites) in unison:
the LIGO Livingston Observatory in Livingston, Louisiana (L1 or LLO) and the
LIGO Hanford Observatory, located near Richland, Washington (LHO, initially
with two co–located and co–aligned detectors: H1 (4 km) and H2 (2 km)). These
sites are separated by 3,002 km [2]. Each observatory supports an “L”–shaped
ultra high vacuum tube system, measuring 4 kilometers on each side. The primary
interferometer at each site consists of mirrors suspended at each of the corners of
the “L”; it is known as a special Michelson interferometer in that it recycles the
power. A pre–stabilized laser emits a beam of up to 35 W that passes through
a beam splitter at the vertex of the “L” arms. There, the beam splits into two
paths, one for each arm; each arm contains special cavities that store the beams
and increase the effective path length by multiple reflections.
The Initial Virgo (Italy and France) is a 3 km detector located in Cascina,
near Pisa, Italy. Virgo specializes in sophisticated suspensions, and the control of
vibrational noise. Its goal is to observe at the lowest possible frequencies from the
ground, at least partly to be able to examine as many pulsars and other neutron
stars as possible.
The initial LIGO and Virgo took data in six consecutive science runs. Since
the author has worked from the fifth run onwards as part of the LIGO Scientific
Collaboration and Virgo Collaboration, we will try summarize the fifth and six
runs only. The fifth science run was completed between November 4, 2005 and
October 1, 2007 (known as S5 in LIGO/GEO and VSR1 in Virgo nomenclatures).
The detectors achieved a strain sensitivity of better than 10−22/
√
Hz at their most
sensitive frequencies (around 100 Hz). This can be translated into sensitivities to
various sources, for example the LIGO detectors in S5 were sensitive to optimally
oriented and located binary neutron star coalescence signals to a distance of ∼ 35
Mpc, and hundreds of Mpc for more massive compact binary mergers. For a better
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understanding of a detector sensitivity measure to GW inspiral signals from CBC
objects, we invite the reader to consult Chapter 3. For short–duration, narrow–
band transients (bursts), such as the GW signal one may expect from core–collapse
supernovae, this sensitivity corresponds to a gravitational wave energy as low as
10−8Mc2 ∼ 2×1046 erg for galactic events and 0.1Mc2 ∼ 2×1053 erg for events
in the Virgo cluster at 16 Mpc.
Figure 1.9: LIGO noise curve for five consecutive science runs (S1 to S5): the
detector sensitivity quantified by the strain spectral density is shown as function
of signal frequency. The most sensitive region is around f ∼ 100 Hz. Image
initially published in [5].
Following the S5/VSR1 run, the LIGO and Virgo detectors have been techni-
cally upgraded to enhanced configurations, and the latest completed science run
was S6/VSR2 and 3 that began in the summer of 2009, and ended in fall 2010,
aiming at collecting data at better sensitivities than the previous science runs (see
Chapter 4, Table 4.1 for a complete list of dates for both S5/VSR1 and S6/VSR2
and 3).
The performance of a gravitational wave detector is characterized by the power
spectral density (or PSD) of its noise background. Although this quantity will be
discussed in detail in Chapter 3, we would like to introduce it here in light of
characterizing detector sensitivity. A sensitivity curve for a detector, or a PSD
curve, represents a detector strain vs. frequency plot for a frequency range for a
series of noise sources. Such a curve is shown in Figure 1.8. A collection of PSD
curves for a number of GW interferometers is presented in Figure 1.10.
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Figure 1.10: Detector PSD curves, together with the inspiral signal evolution of a
15–15 M compact binary at 100 Mpc. Image initially published in [2]
1.6.2 The Advanced Detectors
Following the initial LIGO and Virgo data taking period (S1 to S6 for LIGO and
VSR1 to VSR2,3 for Virgo), both LIGO and Virgo detectors are being upgraded to
advanced configurations to achieve approximately ten times the strain sensitivity
(in distance) of the initial detectors. For sources distributed uniformly in volume,
this corresponds to a sensitivity to a thousand times as many sources. In terms
of energy, the sensitivity will be ∼ 10−10Mc2 ∼ 2 × 1044 erg for galactic events.
The low–frequency cut–off due to seismic noise will be lowered from 40 Hz to 10
Hz. The work towards completing the advanced detectors has started in 2011 and
are expected to begin acquiring scientific data by no later than 2015 [67, 68].
Advanced LIGO will operate at such predicted sensitivity due to a series of
radical changes from the initial detectors: the initial LIGO 10 W laser will be
upgraded to a more powerful 180 W laser – with this the input optics is changed
as well, to match the new laser, improving the shot noise limited sensitivity by
a factor of ≈ 6 with respect to Initial LIGO; the power–recycling will be more
efficient as well, with changes applied to the power–recycling mirrors, resulting
in a much reduced effect of thermal noise; a new suspension configuration will
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allow improved operation at low frequencies, where the dominant source of noise
is seismic oscillations – this way the low frequency cut–off is lowered to 10 Hz [70].
1.6.3 Sky localization with a network of GW detectors
Here we would like to briefly address the problem of localizing a GW source, in
case of a detection, using information from GW detectors only. As we have seen
above from equation (1.116) a single detector cannot localize a GW source. In
turn, if we have two detectors, source localization could be achieved to a certain
error region of the sky. GW detectors, when working together in a network of
detectors, localize sources by triangulation [71]. This is possible due to differences
in times of arrival of the same GW signal at different detector sites. Indeed, if we
consider two detectors (1,2) separated by a linear geographical distance S and a
GW source at a distance R on the celestial sphere, the expected time difference
of signal arrival at the two detectors will be:
∆t0 = t01 − t02 = S ·R (1.124)
This time delay is called the light travel time – the expected time difference it
takes a gravitational wave to be recorded at both detector sites. We have to
note that these are expected times in the case of an ideal detector. Since the
detectors are affected by noise (see Chapter 3) the times t01, t02 are in reality
distributed in a discrete region. GW detectors have a relatively poor capability of
determining the sky location for a source, as compared with, for example, other
electromagnetic (EM) telescopes: the angular resolution of the source can extend
to thousands of square degrees; with three or more detectors the resolution will
decrease to a few square degrees [71, 72].
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Chapter 2
Astrophysically Triggered
Searches for Gravitational Waves
2.1 Introduction
Many potential sources of transient GW signals will emit electromagnetic counter-
parts detectable by existing and planned astronomical instruments (see [73, 74, 18]
and references therein). The coincident detection of an EM signal would provide
some of the most compelling evidence for the unambiguous direct detection of
GW, as well as provide important information on the nature of the progenitor
system.
An externally triggered GW search represents following-up in GW data an
EM transient, provided some information on the transient is known a priori from
astronomical observations, e.g., sky–location and time. In the next chapters I will
focus mainly on the importance of analyzing GW data around EM events that are
used as triggers and I will describe such searches that have already been completed
and others that are planned.
Searches for GW which are triggered by EM observations possess several ad-
vantages over un–triggered all–sky searches. Typically, an all–sky search is per-
formed over an entire science run, lasting months to years, and must search all
sky locations for putative GW signals. An electromagnetically–triggered search,
by contrast, is usually performed over a much shorter time window lasting a few
to several hundred seconds, depending on the nature of the trigger, and the sky–
location of the source is usually also known to a certain degree of precision. The
smaller time window increases the search sensitivity since there will be a smaller
number of instrumental and terrestrial artefacts in the GW data, allowing one to
identify and accept signal detections with lower significance than would be the
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case for a longer duration search [75], see also Chapter 4. Knowledge of the ex-
pected time of the GW signal allows one to make a distinction between on– and
off–source data. The off–source data, typically taken soon before and soon after
the trigger, is used to estimate the background rate of potential gravitational wave
triggers and the statistical significance of detection candidates in the on–source
data, given the assumption that no GW signals from the specific EM source are to
be found in the off–source (for a study of the background estimation and statisti-
cal significance of candidates see Chapter 5). Since the noise from GW detectors
is generally non–stationary, it is important that the data used for background
estimation is taken near to the trigger to accurately reflect the noise properties
of the on–source data. This, however, is generally not problematic due to the
fairly short on–source windows used in externally triggered analyses. As well as
the gain in sensitivity from the short on–source window, the sky–location used
in electromagnetically triggered searches provides more robust signal–consistency
tests in multi–detector searches and significantly reduces the parameter space of
the signal, see [75] and Chapter 5 for a more detailed description.
Compact binary coalescence (CBC) events are ideal source candidates for both
GW and EM emission and the next chapters will focus on the detectability of GW
signals from CBC events with an EM trigger. GW waveforms from CBC events can
be modelled theoretically and, if a detection is made, this gives an advantage over
an un–modelled GW search. By assembling a full picture of the binary parameters,
using both GW and EM information, will lift parameter degeneracies inherent to a
single GW or EM search [76, 77]. Parameters such as binary luminosity distances
and inclinations can be obtained from GW search results [78]. By combining
GW measurements with cosmological information, one can study the evolution of
binary masses and merger rates as a function of redshift and possibly constrain
merger scenarios. Second, given an associated EM counterpart with a coalescence,
it may be possible to measure both redshift and a calibration–free luminosity
distance to such an event from the EM information (spectra, dispersion measure
etc.) thereby setting the energy scale and allowing an independent measurement
of the Hubble constant or other cosmological parameters.
There is a series of properties that an EM event should possess to be used as
an ideal trigger for an externally triggered GW search from a CBC [74], namely:
 It should be detectable with present or upcoming telescope facilities – this
is necessary to ensure that systematic EM surveys indeed take place over
large times and follow–up in GW data can be done for as many EM events
as possible, given the frequent gaps in GW data due to poor data quality;
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 It should be unambiguously identifiable, such that it can be distinguished
from other astrophysical transients – this is necessary to make the association
with high confidence and hence to avoid contamination from more common
transient sources (e.g., supernovae, gamma–ray flares). This aspect relies
heavily on the theoretical models put forward to explain the EM transient
and its origins;
 it should allow for a precise determination of the sky location – this is essen-
tial on one hand, to identifying the host galaxy and hence the redshift, as
well as other relevant properties (e.g., association with specific stellar pop-
ulations) and on the other hand, to minimize the sky region where the GW
follow–up search will be conducted hence increasing its sensitivity.
Short, hard gamma-ray bursts (SHB) provide a typical example of such an
ideal EM event. Constantly monitored with space–based missions, short hard
gamma-ray burst (SHB) are widely believed to be the electromagnetic signatures
of the coalescence of a compact binary system, consisting of two neutron stars or a
neutron star–black hole and allow for a precise localization of the burst. Gamma–
ray bursts have been used to trigger GW searches for some time [79, 27, 80] and,
indeed, two recent searches for GW from two SHB whose localizations overlapped
the error regions of M31 Andromeda galaxy (GRB070201, [81]) and M81/M82
galaxy group (GRB051103, [82]) respectively, were able to confidently exclude
a compact binary coalescence at the distance of M31 and M81/M82 due to the
absence of significant GW emission [79]. These searches did not, however, exclude
a binary coalescence event at larger distances. Besides SHB, other EM transient
events may play an important part in the future analyses, such as radio signatures
of merging compact binaries, described in this chapter, Section 2.3.
2.2 Short Hard Gamma Ray Bursts
Gamma-ray bursts are among the most energetic EM phenomena in the Universe.
Gamma-ray bursts were first discovered by accident at the end of the 1960’s by
the American Vela military mission, deployed to monitor Soviet nuclear tests. Al-
though theories about their origin have been immediately put forward, it took al-
most thirty years to establish the extragalactic nature of gamma-ray burst (GRB)
by observing the first afterglow of a GRB – GRB970228 [83].
Gamma-ray bursts fall into two commonly accepted morphological groups de-
pending on their characteristic duration of the prompt burst and spectral hard-
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Figure 2.1: Distribution of gamma-ray bursts in a spectrum hardness vs. duration
space. The commonly–accepted “short hard” bursts, thought to be produced
by compact binary mergers, populate the harder part of the spectrum and have
shorter durations whereas the longer, softer–spectrum, unambiguously associated
with stellar supernovae events, populate the lower hardness region; however, there
is a region of overlap and these bursts are considered “intermediate” GRBs, with
longer durations than SHBs, and sharing properties with the long bursts, but some
with no SNe association [6]. Image reproduced from [7] for Burst And Transient
Source Experiment (BATSE) bursts sample.
ness [84, 85, 86, 87, 7], see Figure 2.1. Characteristic duration is quantitatively
expressed by the T90 parameter, defined as the time interval over which 90% of the
total background–subtracted counts are observed (the total counts emitted by the
source, found from the counts in the source region minus the contribution from
the background), with the interval starting when 5% of the total counts have been
observed [88]. The majority of bursts, with softer spectrum and duration T90 > 2s.
are called long GRBs. They are associated with core–collapse supernova events
and have been observed in optical, radio and X–ray wavelengths [89, 90, 91, 92].
Those with a harder spectrum and T90 ≤ 2 s are labeled short hard GRBs
(SHB) and are thought to be produced by mergers of compact binaries, either
binary neutron stars or neutron star-black hole. These events are ideal sources for
strong gravitational wave emission [93, 94]. Although the T90 discriminator is a
widely–accepted method of discerning two different classes of gamma–ray bursts,
it is not a decisive indicator: e.g., recent studies have revealed the existence of an
intermediate class of GRB, longer in duration than the typical SHB but with the
same spectral properties [95, 96, 97]. It is thus important to have a full analysis
of the GRB light curves to be able to establish its “long” or “short” nature.
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If an observation of both gamma-rays and GW originating from the same event
could be achieved, it will increase confidence and allow for better science output.
It is thus of great importance to constantly monitor and record SHB to allow
a GW search to be performed around their burst times. Systematic analyses of
GW data around short GRB times have been done in the past and the most
recent publications from the LIGO–Virgo group contain results from the Swift–
observed GRBs during LIGO’s fifth science run (S5) and Virgo’s first science run
(VSR1) [19, 27] and in publication process at the time of this writing, the bursts
observed by both Swift and Fermi–GBM during S6 and VSR2 and 3, [20]. The
analysis of the gamma–ray bursts during LIGO S6 and Virgo VSR2–3 has finished
and the publication will follow soon. Another in–progress analysis effort is using
GRB triggers from bursts detected by the InterPlanetary Network (IPN) and is
presented in Chapters 6 and 7, with short–term publication plans. This effort is
led by the author of this thesis.
2.2.1 SHB progenitors, their host galaxies and local rates
SHB progenitors Short GRBs (T90 ≤ 2s.) are amongst the brightest cosmo-
logical sources of EM radiation in the Universe, with energies of ∼ 1048 − 1052
erg [84, 98]. Given the short duration and spectral hardness, their progenitors are
widely believed to be mergers of compact objects, either neutron star–neutron star
(NS–NS) or neutron star–black hole (NS–BH) binaries [99, 84, 100, 101, 74, 102, 98]
(and references therein). There is no conclusive observational evidence supporting
this case, therefore in the next paragraphs we will mainly list a series of short hard
GRB properties that differentiate them from the long soft GRB population, in an
indirect way of motivating a compact binary merger progenitor model for them.
A good indicator of their progenitor would be securing a host galaxy for each
burst, preferably with very low or extinct star formation, the most likely host for
compact binary mergers formed at the peak of the galactic star forming period
[103]. A host galaxy can be identified by observing an SHB afterglow, localized
to sub–arcsecond precision; usually, an X-ray afterglow is observed first, that will
trigger an optical follow–up with results of sub–arcsecond precisions. Although
some SHB afterglows have been observed in different wavelengths, short hard
GRBs are known for weak afterglows, making it difficult to obtain a large enough
sample for unambiguous statements. Prior to 2005, when the first optical and
X-ray afterglows of SHB were detected, the compact binary progenitor model had
been a viable theoretical explanation of the energetics and emission mechanism
of such bursts with no observational support. After the first afterglows of SHB
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have been detected (e.g., GRB050509B, GRB050709 and GRB050724, [104, 105]),
a few important observations have been made to partially support the compact
binary merger progenitor model and partially to prove that the SHB origins differ
from long GRB’s. First, their X-ray and optical afterglow spectra could not be
associated with core–collapse supernovae (the observationally confirmed progen-
itor of long GRB [106]). Second, based on afterglow observations, most of the
hosts are identified to be star–forming galaxies (ratio 4:1 to old galaxies [98]) but
with lower star formation rate (SFR) and higher metallicity than the hosts of long
bursts [98]; a few hosts have been identified as old elliptical with almost null SFR.
For the few SHB that have confirmed redshifts to date, their redshift distri-
bution is inconsistent with a bursting rate that traces the SFR in the universe,
unlike long–soft GRBs, which do follow it [107]. The association with low(er)–
SFR galaxies and their position within these galaxies support an old (∼ Gyr)
progenitor, like NS–NS or NS–BH binaries.
Another argument in support of the compact binary coalescence progenitor
model for SHB is the redshift–luminosity two–dimensional distribution [84]. The
SFR is higher at larger redshifts (z ≥ 1) and a lot of the SHB are observed at
lower redshifts (z ≥ 0.3) – this implies that the progenitors are born when the
Universe is still young and produce the SHB at a much later stage, explaining
time differences of ∼Gyr, hence old compact binaries.
One recent proposal put forward to distinguish short hard from long soft–
spectrum bursts is the still controversial so–called “Amati relation” between the
peak energy in gamma-rays (Ep) and the isotropic equivalent radiated energy
(Eγ,ISO) for bursts with known redshift [108]. This empirical relation states that
Ep ∝ E0.5γ,ISO for long soft bursts and the short bursts do not follow this propor-
tionality relation (are outliers). There is, however, a wide spread in the data
distribution and the instrumental effects are still unclear, to identify this as a
definitive argument in differentiating short from long bursts.
Consider now that we accept the compact binary merger progenitor model
for SHB; we would want to differentiate the binary NS or the NS–BH types of
mergers. Due to a relatively small number of SHB afterglow observations, and if
SHB are truly compact binary merger events, it is still unclear what proportion of
the bursts are produced by either NS–NS or NS–BH mergers. A few models have
been put forward trying to relate the progenitor nature with its environment.
Based on burst durations and X-ray afterglow extended emission, measured
redshifts and locations for a sample of SHB, according to [101], SHB with measured
offsets from host galaxies appear qualitatively divided into two groups. The group
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with larger T90 durations and afterglow extended emission all lie very close to their
hosts, favoring an NS–BH merger progenitor (this, supported by two arguments:
the BH might not have received an energetic “kick” at its birth [109] and the
merger times for NS–BH systems are of order 100 shorter for a 1.4−14M system),
while the group with shorter durations and no extended emission have a mean
offset of factor ∼ 15 larger, favoring an NS–NS merger as progenitor.
There is also variety in characteristic ages of the binaries that are thought to
produce the SHB – reference [100], based on the known Galactic binary pulsars
and using a population synthesis model, infers that there are two classes of binaries
– ones with old ages of ∼ 0.1-15 Gyr before merging (80% chances to be NS–BH)
and others with much shorter ages of ∼ 0.001–0.2 Myr (equally probable to be
NS–NS and NS–BH). This leads to a possible association with host galaxies: for
starburst galaxies (which on average have small masses) where stellar populations
are young, mergers from short–lived double compact objects are expected; in
elliptical galaxies, with a very low SFR, mergers of long–lived double compact
objects are expected.
Although binary coalescence is the favored progenitor model for short GRBs,
this has not yet been confirmed by means of a direct observation and some other
progenitor models have been put forward as alternatives, for instance reference
[110] proposes that SHB may originate from double white dwarf mergers. Conse-
quently, the detection of gravitational waves associated with a short GRB would
provide evidence that the progenitor is indeed a coalescing compact binary and
also provide information on the parameters of the binary (most importantly the
masses for NS–NS and masses and spins for the NS–BH case).
Binary merger rates Unfortunately, actual observational constraints on com-
pact binary populations may be obtained only for NS–NS systems since only such
binaries are currently directly observed as binary pulsars (e.g., the three known
systems: Hulse-Taylor PSR B1913+16, B1534+12, and J0737-3039 [43], also de-
scribed in Chapter 1). Merger rates extrapolated from the observed sample of
Galactic relativistic NS–NS binaries have been presented in [111, 43] (and refer-
ences therein).
Based on the number of galactic binary pulsars, according to [111] the best es-
timate of the NS–NS merger rate in the Galaxy is presently ∼ 10−5−3×10−3 yr−1.
All extrapolations from Galactic to extragalactic rates are based on the assump-
tion that the formation of binary compact objects in a region is proportional to
the blue luminosity in that region, corrected for reddening [112]. Based on this,
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the rates convert to ∼ 2 × 102 − 3 × 103 Gpc−3yr−1 for a galaxy number density
of 10−2 Mpc−3. This would imply a LIGO/Virgo rate of ∼ 5 × 10−3 − 0.1 yr−1
for the present detectors. More recently, and again based on the known binary
pulsars, according to [43], the NS–NS merger rate within the Galaxy should be
in the range ∼ 10−6 − 1.5 × 10−4 yr−1 implying LIGO/Virgo event rates in the
range ∼ 4× 10−4 − 6× 10−2 yr−1 for the present detectors and ∼ 2− 330 yr−1
for the advanced detectors.
In [84] the range for the volume rates for short hard GRBs considered compact
binary mergers, at redshift null and detectable with present gamma-ray telescopes
are estimated to ∼ 10−104 Gpc−3yr−1 which would imply a detection rate of 7×
10−4−7×10−1 yr−1 for the present LIGO/Virgo, assuming a naive uniform volume
distribution of SHB events (justified by an isotropic distribution of long and short
bursts, observed by BATSE). These rates are consistent with the expected binary
neutron star merger rates.
2.2.2 Emission mechanism
The coalescence of a compact stellar-mass binary (either two neutron stars or
a neutron star and a black hole companion) is the endpoint of its (presumed)
∼ Gyr life revolving around the common center of mass while constantly losing
energy and angular momentum through emission of gravitational radiation. The
binary merger will lead to the formation of either a transient hyper-massive highly
magnetized neutron star with a lifetime of a few ms [113, 114] that will collapse to
a rapidly spinning black hole or straight to the formation of a black hole [115, 116].
In the favored model of short GRBs [113, 94, 117, 118], the gamma-ray emission
is contingent on the formation of a massive (and highly magnetized) torus around
the final black hole. The matter in the torus is accelerated to relativistic velocities
leading to the formation of a collimated jet of electromagnetic radiation along
the axis of the former binary total angular momentum. Differences in velocities
between layers in the jet account for the prompt gamma-ray emission.
GW–gamma-ray emission time difference A critical parameter in searching
for GW associated with SHB is the difference in the burst/GW arrival times at the
Earth. Several semianalytical calculations of the final stages of a NS–BH inspiral
show that the majority of matter plunges onto the BH within order 1s [119]. Full
relativistic and magnetohydrodynamic numerical simulations have shown that the
time difference between the binary merger and the jet formation can be between
a few milliseconds up to a few seconds [115, 116, 117, 120, 121, 118].
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Figure 2.2: Geometry of the compact binary coalescence model for short hard
gamma-ray bursts. Parameters are: rsh is the distance between the central engine
and the inner shock, ι is the inclination angle, which is the angle between the line
of sight of an Earth–based observer and the orbital axis. Although we generally
believe that Earth is within the jet opening angle, we depict the angle θ between
our line of sight with the engine and our line of sight with the nearest outflow
direction for generality. This choice of angles makes the distinction between the
outflow half–opening angle (the jet angle, ι−θ) and the observed inclination angle
– there might be the case that a GRB is observed after a jet break. In the cases
we will follow further on, we will assume that the observer is placed within the jet
cone, reducing to θ = 0. Image first published and reproduced from [122].
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The jet outflow will be characterized by a Lorentz factor Γ  1 with a vari-
ability of order Γ. A secondary outflow with Lorentz factor 2× Γ will impact the
first outflow at a distance rsh after δtengine s. Given an observer at infinity at rest
with respect to the central engine, rsh ≈ 83cδtengineΓ2 [122], where v is the velocity
corresponding to Γ. Assuming that gravitational waves propagate at the speed of
light in vacuum, the delay between the GW and the γ-ray signals will be the path
difference, as in Figure 2.2. With this na¨ıve picture, the total time delay observed
at Earth will be
δtGW−EM =
rsh
v
− rsh
c
cos θ
=
8
3
δtengineΓ
2 (1− cos θ) , (2.1)
where θ is the angle between the observer’s line of sight to the central engine and
the observer’s line of sight to the internal shock. Note that θ is different from
the binary inclination angle ι, which is the angle between the observer’s line of
sight and the orbital angular momentum vector. This choice of angles makes the
distinction between the outflow half–opening angle (the jet angle, ι − θ) and the
observed inclination angle – there might be the case that a GRB is observed after
a jet break. In the cases we will follow further on, we will assume that the observer
is placed within the jet cone, reducing to θ = 0. The central engine’s dynamical
timescale is between the light-crossing time of the final BH and the plunge time
of the NS matter, so we take tengine ≈ 10 ms. Short GRBs have Lorentz factors
Γ measured to be in the range 10–50 [123]. To receive a substantial gamma-ray
flux at Earth, it is reasonable to assume that we are within the jet opening angle.
Setting θ = 0 gives δtGW−EM = 0 ms. At maximum, we must be within θ ≈ 1/Γ
of the shock front, which gives δtGW−EM ≈ 40 ms. We exclude the interstellar and
intergalactic media as contributing to time delays, as the index of refraction at
these energies (1MeV = 2.4× 1020 Hz) is negligible.
Therefore, supposing gravitational waves produced just before merger travel at
the same speed as the gamma-rays, the speed of light in vacuum, and suppose the
observer is situated within the cone of the jet, one would expect to observe the GW
within one to a few seconds prior to the arrival of the gamma rays. As the GWs
emitted during the pre-merger inspiral dominate the signal-to-noise-ratio (SNR)
observable in current GW detector data and they can be accurately modelled
using Post-Newtonian approximations [124, 125], our searches will be aimed at
this phase only.
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Are short gamma-ray bursts collimated? Unlike other high–energy astro-
physical phenomena e.g., Active Galactic Nuclei (AGN) or galactic micro–quasars,
gamma-ray burst images are poorly resolved and the structure of the outflow can
only be indirectly estimated from observations of the afterglow properties [126].
Although they are believed to be collimated, the evidence for jets (i.e., highly colli-
mated outflows) in GRBs is mainly indirect. There are several implicit arguments
that support a collimated emission from GRBs:
 Other highly relativistic outflow sources (AGN, micro–quasars) are colli-
mated and if the GRB emission mechanism is indeed similar to those (ac-
cretion onto a black hole) then it would be only natural that GRBs are
collimated too;
 Very high values of Eγ,ISO can be explained only if the emission was colli-
mated – if the outflow is collimated into a narrow jet that occupies a small
fraction of the total solid angle, then the strong relativistic beaming due to
the very high initial Lorentz factor (Γ0 > 100) will cause the emitted gamma
rays to be similarly collimated; if it was a close to spherical explosion, ejecta
with such high Lorentz factors would carry away only a small amount of
energy, insufficient to account for very high values of Eγ,ISO;
 A more direct explanation for collimation would be by observing a “jet–
break” in the GRB afterglow: due to relativistic beaming, most of the ob-
served emission comes from a visible region of angle ∼ 1/Γ around our line
of sight; as the outflow advances in the surrounding medium, consequently
decelerating, the jet widens to the point where the observer would “miss”
the flux from outside the jet edge (i.e., a jet break). This would have been
present if the flow were spherical, resulting in a faster flux decay. The
beaming factor, given a jet that is uniform within its half–opening angle
θ0, is fb = 1 − cos θ0 and for derived values of fb ≈ 10−3 − 10−2, jet half–
opening angles would range from a few degrees to a few tens of degrees [126].
The only short GRB for which a jet–break was observed in the afterglow is
GRB051221A with an initial opening angle ∼4–8 degrees [127].
Given the model–dependent assumptions and the few astrophysical observa-
tions to–date limiting the jet–opening angles for short GRBs, it is not yet clear
if they are highly collimated or not. However, there is no indication as of yet,
that the emission is within a large opening angle or spherical either. Considering
the case that the GRB observation is made within the emission cone (i.e., setting
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θ = 0, inclination angle ι is identical to the jet half–opening angle), it is useful to
understand what range of inclination angles ι we would expect from an observed
short gamma-ray burst; this information is not only important from the pure GRB
observational point of view, but, as we will see in Chapter 4 and Chapter 6, will be
important in GW searches associated with short GRBs. As such, we will consider
that short GRBs are mildly collimated with half jet–opening angles no larger than
45 degrees.
2.2.3 Gamma ray observation missions
There has been a series of space-based missions surveying the gamma-ray skies
since the early 1960’s. The first dedicated GRB satellite was the Compton Gamma-
Ray Observatory (CGRO) launched by NASA in 1991 (together with its on–board
high energy detector Burst And Transient Source Experiment or BATSE). Al-
though de-commissioned in 2000, data from CGRO was extensive and is still ana-
lyzed even today. Nowadays, the three most important GRB detectors are Swift,
Fermi–GBM and the InterPlanetary Network (IPN), summarized below.
Swift : Swift [128] is an international mission operated by NASA Goddard Flight
Center, launched in November 2004 and placed in near–Earth orbit. It consists
of three telescopes operating in different wavelengths: the Burst Alert Telescope
(BAT), a gamma-ray telescope with very good angular resolution (1 to 4 arcmin-
utes), the Swift X-ray telescope (XRT) and ultra–violet telescope (UVOT) respon-
sible for burst position refinement and identification of afterglows. When a GRB
occurs, the BAT will be the first of Swift ’s instruments to observe it; within about
10 seconds of the burst trigger, the BAT produces a burst localization, which is
transmitted to ground observers. In addition, the BAT’s position is fed to the
Swift spacecraft so a slew can be performed, bringing the GRB into the XRT (3–
5 arcseconds location accuracy) and UVOT’s (0.3 arcseconds location accuracy)
fields–of–view. The BAT continues to record counts that will produce the gamma-
ray light curve while both the XRT and the UVOT will transmit afterglow light
curves after 20 minutes and 2 hours, respectively.
Fermi–GBM: Fermi/GBM (formerly known as Gamma-ray Large Area Space
Telescope or GLAST [129]) is a multi–national mission launched in 2008 in near–
Earth orbit and operating two on–board gamma-ray detectors: the Large Area
Telescope (LAT), a highly advanced telescope with an approximate field–of–view
of 20% of the sky and a very high energy threshold (order ∼ 300 GeV) and the
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gamma-ray Large Area Telescope (LAT) with a broad field–of–view (2/3 of the
sky) but less powerful in terms of energetics and burst localization.
The InterPlanetary Network: The InterPlanetary Network (IPN) [130, 131]
employs several space missions and synthesizes data obtained from the detection
of the same burst by different spacecraft equipped with gamma-ray detectors. The
IPN has been operating for three successive generations; presently the third IPN
(IPN3) began its operation in November 1990. Currently the spacecraft gathering
data are Konus-WIND, Suzaku–WAM, INTEGRAL, RHESSI, Swift, Fermi–GBM,
AGILE (in Earth orbit), MESSENGER (in Mercury orbit) and Mars Odyssey (in
Mars orbit) [13]. When the duty cycles and effective fields of view of all the
missions in the network are considered, the IPN is close to being an all–time,
isotropic GRB monitor.
The minimum number of IPN spacecraft observing a burst is two since the
operational principle for IPN GRB detections is triangulation using different burst
times of arrival at different spacecraft. The larger the distance between satellites
(“baseline”), the better the localization accuracy. This will be described in detail
in Chapters 6 and 7, where we will present the method and analysis results of the
search for GW associated with the IPN–detected short bursts during S5/VSR1.
The IPN, given that most of the participating missions are wide–field telescopes,
has a wide range of spatial sensitivity. This depends on the relative positions of
the available spacecraft observing a certain burst. Burst localization is made to
error regions ranging from fractions of square degrees to hundreds or thousands
of square degrees. Of the IPN missions, Swift, Fermi–GBM, INTEGRAL, and
AGILE have the capability of following–up an initial relatively poorly localized
GRB detection with onboard imaging telescopes, allowing refined sky localization
and an observation of light curves and afterglows.
Some GRB events may be observed coincidentally by both Fermi (the GBM)
and the IPN and the resulting combination of sky positions may reduce the overall
error region.
Future missions: With the previewed retirement of Swift in the next years
(no earlier than 2015), it is very important to find out if there is continuation
of momentum in the field of observational gamma-ray astronomy. One of the
future missions, the Space–based multi–band astronomical Variable Object Mon-
itor (SVOM), a Chinese–French collaboration mission [132] set to be launched in
2016, is anticipated to take Swift ’s role. Operating a set of four detectors, includ-
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ing a powerful visible telescope (VT), the SVOM will see an estimated 75% of all
the GRBs and will be able to identify, with minimal delays, their X-ray, optical
and UV afterglows. In addition to SVOM, both Fermi–GBM and the IPN will be
operational beyond 2015, albeit a few of the IPN missions will be decommissioned.
2.2.4 Astrophysics with SHB and GW
Simultaneous detection of the inspiral GW signal from a compact merger and a
SHB will provide conclusive evidence that SHBs originate from compact mergers
and would improve our understanding of both merger physics and SHBs signifi-
cantly.
Information on binary component masses, spins and equation of state of the
NS [133] can be extracted from the GW signal, parameters that are impossible
to be determined solely from the gamma-ray observations; general relativity can
be tested in the strong field regime [134]. Coincident detections of GW and SHB
may be used, in the next generation GW detectors’ era, to constrain cosmological
parameters (the Hubble constant) [135]; GW detections will provide a measure
for a calibration–free distance to the burst while possible observations of electro-
magnetic afterglows will provide us with a measure of the redshift, this way using
SHB events as ”standard sirens” for cosmological parameters’ measurements.
Depending on the central engine evolution, the beaming of an SHB prompt
emission may differ from that of the lower energy orphan afterglow; observations
of the afterglow may not be preceded by gamma-ray detections [136] but may still
be used in a delayed coincidence with GW detections. However, orphan afterglows
should be searched for quickly, within days or weeks after the GW detection since
the GW detection will have originated from a nearby SHB (distance < 500 Mpc)
and given that the less energetic SHB are more numerous, chances are that the
orphan afterglow will not last a long time. The beaming angle can be constrained
from GW observations: the binary inclination angle parameter enters the GW
waveform and can be recovered. We will see in Chapters 5 and 7 how gravitational
wave searches can constrain its value. Once this is known for an orphan afterglow,
it could be established if the burst was indeed beamed and observed off–axis hence
no gamma-ray observations or was on–axis and not beamed.
Several searches for gravitational waves associated with gamma-ray bursts have
been performed in the past using data from both LIGO and Virgo detectors [137,
138, 139, 140]. Most recently, data from the sixth LIGO science run (S6) and the
second and third Virgo science runs (VSR2 and 3) were analyzed to search for
CBC signals and unmodelled gravitational wave bursts (GWBs) associated with
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both short and long GRBs from 2009–2010 [20]. Although long GRBs are not
expected to be produced after a compact binary merger event, an opportunistic
search around long GRBs times was still performed. No evidence for a GW signal
was found in these searches. Additionally, two in–depth analysis papers, analyzing
GRB 051103 and GRB 070201 were published [141] and [79], respectively. These
two short-duration GRBs have position error boxes overlapping respectively the
M81 galaxy at 3.6 Mpc and the Andromeda galaxy (M31) at 770 kpc, distances
well within the range of LIGO and Virgo at the time of the bursts for a detection of
either CBC or GWB events. The non–detection of associated gravitational waves
ruled out the progenitor object being a CBC in M81 or M31 with high confidence.
In Chapter 4 we present an example of the search for GW associated with an
S5/VSR1 short GRB (GRB070429B) detected by Swift and another example of an
S6/VSR2 and 3 short burst (GRB090831A) detected by Fermi–GBM. In Chapter
6 and Chapter 7 we present the search for GW associated with short gamma-ray
bursts observed by the InterPlanetary Network, that provided us with a number
of short and long bursts to be analyzed in addition to the ones detected by Swift
and Fermi–GBM, already analyzed and published.
In terms of future prospects of GW–GRB searches, in addition to the analysis
of GRBs that will still be detected by Swift, Fermi–GBM, the IPN and the future
missions, we can identify a series of possible new projects: one would be the anal-
ysis around sub–luminous GRBs (SL–GRB) [142]. The SL–GRB are a different
class of bursts with energetics orders of magnitude lower than the regular GRBs,
and although the majority of these bursts are long in duration, the discovery of
short sub–luminous GRBs will prompt a search for CBC events. Another possible
project would be the identification and analysis of GW data around intermediate–
duration GRBs, proposed by many e.g., [6], as a third class of gamma-ray bursts,
on average, closer in distance to long bursts but sharing a lot of spectral properties
with the long bursts; an interesting difference from the long bursts is that some of
these “intermediate” bursts do not have an associated SN event. A third possible
project would be the identification and follow–up in GW data of the “orphan”
afterglows. This is highly dependent on the discovery of such electromagnetic
transients by the next generation of telescopes, such as LOw Frequency ARray
(LOFAR) or Palomar Transient Factory (PTF) (described in the next section).
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2.3 Radio signatures of compact binary coales-
cences
2.3.1 Overview
Observations in radio astronomy have already had a significant impact on the
search for gravitational waves. Most significantly, the accurate timing of pulsars in
radio has enabled searches for gravitational wave emission from known pulsars [43].
These radio observations permit a significant reduction of the gravitational wave
parameter space, resulting in a more sensitive search. Recently, the gravitational
wave emission from the Crab pulsar has been bounded to be significantly below the
spin-down limit [143]. In addition, observations of pulsar glitches [144, 145] have
prompted searches for gravitational waves emitted at the time of the glitch [146].
In this section, we advocate the extension of the joint radio and gravitational
wave search effort to include transient signals in the radio band. Until now, there
have been no completely systematic searches for transient radio signals but there
are tantalizing hints of a significant population of transients [147] which a new
generation of radio telescopes and arrays are ideally positioned to observe. Given
the nascent state of the field, there is great uncertainty regarding the nature of the
progenitor of many radio transients. Several of the proposed sources of radio tran-
sients are also expected to be strong and, in some cases, well-modelled sources of
gravitational waves. The potential for serendipitous discovery of new gravitational
wave and radio sources, as well as the existence of theoretically modelled mech-
anisms for radio emission associated with known classes of astrophysical objects,
provide strong motivation for proposing a joint gravitational wave and radio ob-
servation effort. On top of this, the astrophysical information encoded in the radio
and gravitational waveforms will likely be complementary. Thus, as with many
multi-wavelength or multi-messenger observations, combining the data from these
two different observing channels will enhance the astrophysical understanding of
the source.
2.3.2 Search tools: radio telescopes and gravitational wave
interferometers
Radio telescopes and recent radio transients survey activity
Radio telescopes fall into two categories — dishes and aperture synthesis arrays.
We begin by enumerating in Table 2.1 some of the key specifications of radio
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telescopes proposed for use in relation to coincident searches and follow-up in
more detail on a number of previewed telescopes to be used in the very first stages
of the search.
Instrument Band Max. sensitivity Field of View Slew Time
LOFAR 40-240 MHz 2.2 mJy 186 deg2 Software
ETA 29-47 MHz 10 Jy ∼ 400 deg2 Software
NRAO 1.15-1.73 GHz ∼ 1 mJy 0.027 deg2 18◦/minute
Arecibo 312 MHz - 10.2 GHz ∼ 0.5 mJy 0.063 deg2 < 16 min
Table 2.1: Observational capabilities of some of the radio telescopes proposed for a
joint GW-radio search effort. The aperture synthesis arrays like LOFAR and ETA
have wide fields of view operating in relatively narrow frequency bands whereas the
single dish telescopes like NRAO Green Bank and ARECIBO have significantly
decreased fields of view but can operate within much broader frequency bands.
Radio flux sensitivity is given in Jansky (1 Jy=10−19 erg m−2 s−1 Hz). The slew
time is how fast the telescope can turn around its symmetry axis to track a sky
location.
Low Frequency Array (LOFAR) LOFAR is a Ultra High Frequency (UHF)
antenna array recently commissioned by a Dutch consortium lead by the Nether-
lands Institute for Radio Astronomy (ASTRON) and the University of Groningen.
The instrument has made its first observational trials at the end of August 2009
and according to the latest news from [148] the first international observational ef-
fort has just been completed. The instrument and the capabilities afforded by the
design are discussed elsewhere [149]. Briefly, the design calls for the deployment
of 41 ground stations centered in the Netherlands and further stations extend-
ing throughout western Europe. Each ground station comprises of an array of
sensors, including between 48 and 96 each of “low-band” and “high-band” anten-
nae1 having usable bandwidths of 30-80 MHz and 120-240 MHz respectively and a
maximum sensitivity of 10 mJy. One of the key science projects of LOFAR is to
search for radio transients. Potential sources include X-ray binaries, GRBs, SNe
and AGN.
Eight-meter Transient Array (ETA) The Eight-meter-wavelength Transient
Array [150] has been constructed and operated by researchers at Virginia Tech.
This instrument is designed specifically to detect low-frequency radio transients,
covering the band 29–47 MHz with full-bandwidth sampling. Its flexible signal
processing system supports a number of modes by phasing its individual dipole
1International stations further from the core group in the Netherlands will add more antennae.
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antennas, but it will typically be operated with two 30-degree-wide synthesized
beams to do a broad continuous search.
Green Bank NRAO The Green Bank Telescope (GBT) is the world’s largest
fully steerable radio telescope [151]. GBT is located at the National Radio As-
tronomy Observatory’s site in West Virginia, USA. GBT is a 100-meter telescope
on a wheel-and-track design that allows the telescope to view the entire sky above
5 degrees elevation.
Arecibo The Arecibo radio telescope in Puerto Rico, USA, is the world’s largest
and most sensitive radio telescope (312 MHz - 10.2 GHz and 0.5 mJy sensitivity
[152]). It is part of the National Astronomy and Ionosphere Center (NAIC) oper-
ated by Cornell University. The telescope itself consists of a 305 meter diameter
fixed primary reflector, with a suspended platform containing secondary and ter-
tiary reflectors along with various receivers. The telescope can be pointed within
20◦ of zenith by moving the suspended platform, with a slew rate of 24◦/minute
in azimuth and 2.4◦/minute in zenith angle. The secondary and tertiary reflectors
correct for spherical aberration.
Systematic surveys of the transient radio skies are expected to be performed in
the near future at a greater rate than in the past [147]. The unexpected results
from such past surveys include discoveries of completely new radio sources (e.g.
Rotating Radio Transients, [153]). As an example, in the summer of 2007 Green
Bank Telescope took a survey of the northern sky at 350 MHz which covered 12,000
sq degrees. This survey [154] was called the drift-scan survey because it was done
while the azimuth track was being refurbished. Data from this survey has thus
far uncovered 25 new pulsars including 5 new millisecond pulsars. This data is
still being searched for new pulsars and radio transients. This shows the shear
diversity and abundance in new radio sources that can be uncovered by doing a
rather short but systematic survey and reveals the potential of a multi-messenger
search.
2.3.3 Radio and Gravitational Wave Sources
Joint observation of gravitational waves and their radio afterglow requires a mech-
anism for the prompt generation of a radio counterpart to the gravitational wave
signal. Furthermore, to avoid self-absorption by the source, models yielding coher-
ent radio emission are favoured. The prospects for detecting gravitational waves
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from a given progenitor depend on the details of the underlying engine, which
in many cases are still uncertain. To pursue a joint radio and GW analysis, one
requires a reliable estimate of the delay between the gravitational and radio waves,
given by the dispersion measure of the media in which the wave travels. There
are several possible progenitors for emission in both gravitational and radio waves,
two of which are discussed below: coalescing neutron star binaries and short hard
GRB afterglows. We conclude this section with a brief discussion of the effects of
dispersion on the radio signal.
Neutron Star Binaries
Binary neutron stars are one of the most promising candidate for gravitational
wave sources. Indeed, the observations of several binary pulsars provide strong
evidence for the emission of gravitational waves from these systems [155], as well
as an estimate of the rate of such coalescences in the nearby universe [111]. The
waveform emitted by a coalescing neutron star binary system has been calculated
to great precision in the post-Newtonian formalism [156]. Initial and enhanced
detectors are sensitive to the signal to tens of Mpc while the advanced detectors
will be sensitive to hundreds of Mpc. Several gravitational wave searches for coa-
lescing neutron star binaries have already been performed [157, 158]. At the time
of writing, there has been no confirmed direct detection of GW using purpose-built
detectors. However, the upper limits obtained on the rate of binary coalescences
are now approaching those predicted by astrophysical arguments. The expected
rate of such coalescences observed in the advanced LIGO and Virgo network is
expected to be tens per year.
There are a number of models for the emission of radio waves during the late
stages of a compact binary inspiral phase or during their coalescence, making
these an ideal source for joint radio-GW searches. We discuss two classes of radio
emission models below, based on the predicted emission mechanism.
Radio emission due to strong magnetic fields The first class of models
require one of the neutron stars to possess a large magnetic field (1012− 1015 G).
This type of neutron stars, called magnetars, represents a fraction of 10 % of the
known population of neutron stars [159] and 18 have been discovered of which
eight are Soft Gamma Repeaters (SGRs) and ten are Anomalous X-ray Pulsars
(AXPs) [160], all of them isolated objects. According to [161] binary systems with
a magnetar and a compact companion may account for 1 % of the total number
of neutron stars in the universe.
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The model described in [162] assumes the binary neutron star system is com-
posed of stars with (approximately) equal masses and radii in the final stages
of inspiral. One of the two NS is required to be a magnetar, with magnetic field
B ∼ 1012−1015G, with the second star’s magnetic field significantly weaker. Their
spins are neglected. By modelling the stars as perfect conducting spheres, it can
be shown that as the companion orbits in the magnetic field of the magnetar,
a magnetic dipole is induced in the companion and dipolar radiation is emitted.
The expected in source luminosity is given by [162]
L(t) =
8µ2 sin2 αω8orb
3c3ω4cr
∼ 5 · 1032 sin2 αµ230t−3 erg s−1 (2.2)
where ωcr =
√
GM/R3 and R is the star’s radius. The maximum luminosity
is of the order of Lmax ∼ 1041 erg/s. It is thought that, in analogy with the pulsar
model, a fraction of this energy will be radiated in radio band with an observable
flux equal to the flux from the Crab pulsar (PSR B0531+21) at a distance of 2
Mpc. The Crab pulsar is located at a distance of 2kpc [163] and its radio flux at
the 400 MHz pulsar reference frequency is 650 mJy [164]. For a source placed at
100 Mpc, this model would predict a radio flux of Fν ∼ 0.3 mJy at a frequency of
400 MHz, too low for a detection, but for sources at 10 Mpc or less the flux would
be within the detection range of existing radio telescopes.
In a second model [165], the magnetar’s companion is assumed to be a rapidly
spinning recycled pulsar 2. The magnetar is a non-recycled slow-spinning pulsar
(P ∼ 10−1000 s). As before, the orbital and rotational motion of the companion
result in an induced dipolar electric field on its surface. The majority of the energy
lost by the neutron star is converted into plasma, and later radiated. Given the
lack of a complete theory for the emission, the authors assume that  ∼ 0.1
of the initial beam energy is radiated in radio band at a reference frequency of
400 MHz (this frequency and efficiency are chosen in analogy with radio pulsar
observations). The maximum luminosity would be Lmax ∼ 1035 erg/s, a maximum
observable flux of the order Fν ∼ 2 mJy for a source placed at 100 Mpc. The
radiation is thought to be emitted isotropically with a spherical symmetry around
the low-field companion, so no collimation is assumed.
2A recycled pulsar is a pulsar with a very short spin period P ∼ 1 − 100 ms, low magnetic
field and low spin-down rate, often found in a binary system; recycled pulsars are pulsars which
have lost energy and spun down, and then been spun up again by forming a binary system with
a companion.
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Plasma excitation through relativistic magnetohydrodynamics It is well
known (see e.g., [166, 167, 168, 169]) that, within relativistic magnetohydrodynam-
ics (MHD), gravitational waves will generically cause excitations of waves in the
fluid. Specifically, it will excite three wave modes in the fluid: Alfven waves,
fast and slow magnetosonic waves. Thus, in astrophysical situations with strong
gravitational waves travelling through strongly magnetized plasmas [169], energy
can be transferred from the gravitational field to the plasma. However, the MHD
modes are initially excited at the same frequency as the emitted gravitational
waves. The challenge then is to determine whether there will be sufficient up-
conversion to higher frequencies that the energy might escape as electromagnetic
radiation.
In [168, 169] the authors argue that this process could lead to an observable
radio signal associated to binary neutron star coalescences. The inverse Compton
scattering of the MHD wave by a relativistic outflow of secondary particles will
lead to the emission of radiation. When the binary is close to face on to the
observer, this radiation will be observed at radio frequencies, within the sensitive
band of the future radio array detectors. The nature of the signal predicted in [168]
is an incoherent burst of radio waves at 30 MHz with a bandwidth of 30 MHz,
an in-source power of P ∼ 1047 erg/s, and a duration of roughly 3 minutes. For
a source located in the Virgo cluster (∼ 16 Mpc) the predicted fluxes lie in the
Fν ∼ 106 Jy region. Due to the very efficient damping mechanisms predicted in
parallel to this model, the detected flux will most probably be much smaller, but
still within the sensitivity of LOFAR. Also, the authors of the model consider the
electromagnetic radiation to be collimated with a normal vector parallel to the
normal at the plane of the binary. A lack of collimation would render the radio
emission invisible to LOFAR.
It is worth mentioning that these two phenomenological model categories do
not exclude each other: radio emission due to the presence of a highly magnetized
neutron star and its subsequently induced magnetic and electric fields is predicted
to occur before the binary merger, whereas interactions of gravitational waves
with the surrounding post-merger plasma and consequent MHD phenomena will
trigger a radio signal after the merger.
Gamma ray bursts
Results have been published on radio afterglows for short hard bursts but the data
shows only weak signals hours or days after the burst [82, 170]. Several authors
[171, 172, 173] have argued in favour of a radio component of afterglows from
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short GRBs, namely a radio burst several minutes after the observed GRB. This
radio burst is predicted to be a result of synchrotron emission of the electrons
in the post-merger plasma and is thought to have a flux on the order of mJy,
which is within the sensitivity of current radio telescopes. In fact, a proposed
discriminant [173] of baryon-dominated (as opposed to magnetic-field-dominated)
outflows is the presence of a radio flare, stronger than the early optical afterglow,
within the first half hour after the burst. The collimation of the radio burst may
be an important factor in observing gamma-orphan bursts (in the case that the
orientation of the gamma ray burst is not favorable for a γ-detection). The authors
of [165] suggest a spherical emission surface whereas [171, 172] consider that the
radiation process is highly directional along the gamma-ray emission axis.
Core collapse within massive stars is one of the most widely predicted sources
of transient gravitational and electromagnetic radiation. This is the underlying
mechanism of supernovae, which occur a few times per century in galaxies like
our own. At higher masses this collapse can produce long gamma-ray bursts,
which are observed at a rate of 10−7 yr−1 per galaxy, though the intrinsic rate
is likely one or two orders of magnitude higher due to beaming [174]. However,
the strength of gravitational-wave emissions from supernovae is quite uncertain.
Optimistically it could be as high as 10−4Mc2 ∼ 2 × 1050 erg of energy released
as gravitational waves between 500 and 1,000 Hz [175]. Gamma-ray bursts may
produce highly-beamed radio bursts within minutes of the gamma-ray burst [172],
and supernovae in general may produce electromagnetic afterglows starting hours
after the initial energy release.
2.3.4 Unidentified radio transients
There is a series of unexplained or poorly understood radio transients, all docu-
mented in the literature. A few of them have been located near the galactic center
and now bear the name Galactic Center Radio Transients or GCRT. They are
relatively energetic and bursts have been detected within the 300 MHz frequency
region. Amongst them, GCRT J1745-3009 is a periodic radio transient that emits
∼ 1 Jy pulses with a duration of about 10 minutes every 77 minutes [176]. There
are a number of proposed explanations of this burst, including [177] the possibility
that the bursting radio source GCRT J1745-3009 is a binary neutron star system,
with at least one pulsar. Alternatively, it has been suggested that this source is a
freely precessing pulsar [178].
A truly mysterious single transient was observed by Lorimer et al. [179] in 2001.
At a frequency of 1.5 GHz and less than 5 ms long (believed to be intrinsically
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shorter, duration increases due to dispersion), this extremely bright transient was
located at less than 1 Gpc distance and no host galaxy, GRB or supernova was
associated with its sky location. It was detected by the Parkes telescope and based
on the telescope’s sky coverage the rate of such events could be as high as 200/day.
This rate gives an unprecedented density of events for a joint observation effort.
2.3.5 Dispersion in the intergalactic and interstellar media
and Compton scattering
Radio waves are strongly coupled to charged particles and, therefore, are poten-
tially subject to the effects of self-absorption in ionized material surrounding the
source and to dispersion in the interstellar and intergalactic media (ISM and IGM,
respectively). Self-absorption effects are more pronounced when the radio emis-
sion is incoherent, as with some of the above emission scenarios associated with
binary neutron star systems.
Following [180], a radio pulse traveling in the ionized ISM is delayed over its
propagation time through free space by a time ∆tdelay,
∆tdelay = 4.1 ms DM ν
−2
GHz, (2.3)
where ν is the observation frequency and DM is known as the dispersion measure.
This is the integral along the line-of-sight of the electron density between the
observer and the source:
DM ≡
∫
dr ne(r), (2.4)
where r is the distance to the source and ne(r) is the electron number density at
r.
Now, the IGM has a much lower electron number density than the ISM, but the
radio signal must travel a far greater distance through the IGM (∼ 100 Mpc for ad-
vanced detectors) than through the ISM where the emission must propagate across
only ∼ 10 kpc for galaxies similar to the Milky Way. In the plane of the Milky
Way, the number density of electrons is, on average, about ne = 0.03 cm
−3 [181].
So the dispersion measure for 10 kpc of ISM equivalent to the disc of the milky
way is ∼ 300 pc cm−3. The expected dispersion measure contribution for inter-
galactic distances is DM ≈ 100 pc cm−3 [182, 183] and so the dispersion due to
the intergalactic and interstellar media along the signal path are comparable. The
time delay due to dispersion for a 1 GHz radio signal is estimated to be less than
4 s for sources within range of advanced detectors [184]. Taking this number and
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adding a component for dispersion in the interstellar medium, we can estimate
that dispersion delays of order a few seconds for sources embedded in Milky Way-
like galaxies at distances of order a few 100 Mpc may be expected. Since the time
delay is inversely proportional to the second power of frequency, lower-frequency
signals may be delayed by many minutes; however, the time of emission may still
be inferred from a broadband signal by extrapolating the delay-vs.-frequency func-
tion to infinite frequency. We therefore retain the benefits of a triggered search.
This is, of course, a very approximate estimation of such time delays; more exact
calculations will precede the actual analysis and will make use of estimates for
ISM and IGM errors.
In the case of short hard GRB radio afterglows, apart from dispersion, the radio
waves emitted by such bright sources may suffer from induced Compton scattering
within the source, a phenomenon that will cause a significant dampening of the
signal. Detailed in [185], the induced Compton scattering is the main limiting
factor when the region around the progenitor is not dense but when one still
considers the scattering effect of a tenuous circumburst interstellar medium. The
presence or absence of a radio emission provides an excellent constraint on the
Lorentz factor of the GRB outflow during the very early stages of its outburst,
hence providing information on the energetics of the progenitor and its nature.
2.3.6 Joint radio-GW searches
There are two ways in which the coincident detection of a radio–GW event can
be made: either by following up radio transients in existing gravitational wave
data, starting with existing radio transients detected during the past and present
science runs, or by using the prompt detection and localization of gravitational
waves as initial trigger and alerting the radio telescopes to point in the direction
where the gravitational wave was observed. We will discuss each of these in turn.
Follow-up of radio transients in archived gravitational wave data
As we have argued earlier, performing an electromagnetically triggered search of
gravitational wave data has several advantages over the all sky, all time searches.
The external trigger allows for a significant reduction in the data to be searched,
both by restricting the time duration and also the sky position. This reduction in
parameter space leads to a corresponding increase in the sensitivity of the search.
Given the theoretical models presented in the previous section, there is a clear
motivation for performing a follow-up observation in gravitational wave data of
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radio triggers. Gravitational wave data is routinely archived and also, there is
no inherent time restriction in performing the search. Indeed, if there are radio
transients identified at times that overlap previous gravitational wave detector
science runs, it is possible and much desired to search the gravitational wave data
around these times.
An outstanding challenge is to obtain a better understanding of the relative
timing of the radio and GW signals. Once the GW time window is greater than
a few hours, much of the benefit of performing a follow-up style search is lost.
Thus, it is imperative that we improve our understanding of the various models
presented above to obtain good estimates of timing differentials between GW and
radio signals. An interesting aspect of the follow-up of radio triggers is that for
each event we will have an estimate of the dispersion measure. By measuring the
dispersion, it should be possible to correct for any time delay of the radio signal.
Furthermore, this should provide an independent measure of the distance, which
could be compared with any GW observations.
The follow-up searches begin with a list of radio transients; for each one a GPS
time, the duration, the energy of the burst, the dispersion measure and sky location
are recorded. For each event, we advocate the use all available LIGO/Virgo data at
the time of the event to follow-up these events. Given the source models discussed
in section 2.3.3 we propose the following gravitational wave searches:
 Search for compact binary coalescence. There is an argument to focus this
search on binary neutron star signals. It should be straightforward to apply a
very similar search method to that used for searching for gravitational waves
associated to short GRBs [79]. Although there are fewer models predicting
radio emission from neutron star-black hole and black hole-black hole bina-
ries, it is straightforward to extend the search to include these systems as
well. Interestingly, in the absence of a detection, it should be possible to set a
lower limit on the distance to the source assuming that it is a binary merger.
It should then be possible to compare this limit to the distance inferred from
the dispersion measure; we may be able to say with some confidence that a
given radio burst was not caused by a binary merger.
 Search for unmodelled bursts of gravitational waves. When the radio burst is
well localized in the sky, it should be straightforward to make use of the same
methodology as has been previously applied in the search for gravitational
waves associated with GRBs [27]. Some radio antennae, for example the
ETA radio array, will mainly operate in a wide-area burst-search mode and
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therefore will not provide a good sky localization. In this case, the simplest
search would be a coarse time and sky location coincidence between radio
and gravitational wave triggers from a standard excess-power style, all sky
burst search.
Gravitational wave events followed-up by radio observations
Gravitational wave antennae have broad-lobed antenna patterns covering tens of
degrees on the sky per instrument and it is not possible to estimate a source’s
sky-location with a single instrument. Rather, it is necessary to use a network
of at least three gravitational wave detectors to reconstruct a single region on
the sky. This region may then be imaged by electromagnetic instruments in the
hope that the gravitational wave signal can be associated with some distinctive
electromagnetic signature, such as a γ–ray burst. However, it is important to
remember that the intrinsic pointing accuracy of the LIGO/Virgo gravitational
wave network is still on the order of tens of square degrees [71], even using a
network of detectors.
For following up gravitational wave events then, aperture synthesis arrays such
as LOFAR and ETA offer some key advantages. Signals from multiple antennae are
correlated to synthesize a beam far narrower than the antenna pattern of a single
antenna, which may be as simple as a dipole. The parameters of the correlation
may be tuned to allow beams as wide as 30 degrees with resolving power as good
as 0.5 arc seconds. Reaction time of the instrument is dependent on the software
driving the correlator. A key difference between aperture synthesis arrays of radio
telescopes and a gravitational wave detector network is that the sampling rate in
the radio precludes archiving data for more than a few seconds, so that there is no
look-back capability. Thus, the key challenge for this search is the rapid analysis
of the gravitational wave data, to allow for timely pointing of radio arrays.
2.4 Discussion
Compact binary mergers are thought to be accompanied by transient EM events
due to their explosive nature. Gamma-ray, optical, X-ray afterglows and radio pre-
or post-merger transients are just some of them. We have presented a summary
of the motivation for astrophysically–triggered gravitational wave searches asso-
ciated with short hard gamma-ray bursts and radio transients, in the follow–up
mode; specifically, our main interest is to find GW signals from compact binary
coalescences that may have an already–detected electromagnetic counterpart. The
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importance of such searches is twofold. On one side, the discovery of a GW signal
from a CBC event would unambiguously confirm the progenitor model for the elec-
tromagnetic transient (whether it be short hard GRBs or a class of unidentified
radio transients) and it will provide a number of astrophysical parameters (bi-
nary masses, spins etc.), characterizing the source, that are not available from the
electromagnetic observations only; this will open the window for true astrophysics
with gravitational waves in the Advanced Detectors era. On the other side, ob-
servations of electromagnetic transients provide us with a set of data (such as sky
location and time in the case of GRBs or time, a model-independent distance esti-
mation using de-dispersion and estimates of the compact objects’ magnetic fields
in the case of radio transients) that we use to increase the GW search sensitivity
by restricting the analysis parameter space.
Gamma-ray transients are constantly monitored by a number of space missions
(e.g., Swift, Fermi–GBM, the IPN) and triggers from short hard GRBs, thought to
be produced by CBC events, have been followed–up in GW data in the past. The
main challenges in this case are on one hand, that the few short bursts that have
a redshift measure are still too far for a GW detection with the present instru-
mentation, minimizing the chances for a close SHB event, and on the other, that
the status of future gamma-ray observation missions is rather uncertain. Specific
to the radio transients, the main challenges in this case are, on one hand, the
detectability of such transients, believed to be very weak, and on the other, their
unambiguous identification as signatures of binary mergers, given that the tran-
sient sky is plagued with a lot of terrestrial and cosmic noise and that there are a
series of completely different theoretical models trying to explain the transients.
Nonetheless, dipolar wide-field arrays, like LOFAR or SKA, are major develop-
ments for radio astronomy, and based on the fact that the transient radio sky
is relatively unexplored due to a limited field of view of present detectors, will
provide a lot of new transient events data.
Since we focused on GW follow–up of EM events here, another aspect would
be GW triggering EM observations in turn, in LOOCup mode. In the Advanced
LIGO and Virgo era, an NS-NS signal can stay in the sensitive band for minutes
– in the case of a GW detection we can alert, within a certain delay time, EM
telescopes for further observations provided we use a fast and automated routine.
This is useful for alerting and pointing dish–like radio telescopes, with better
sensitivity than the arrays, optical telescopes and gamma ray satellites. LOOCup
or low–latency searches have already been proposed and tested, but we will not
focus on them, instead we invite the reader to consult [186, 187]; in the next
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chapters we will concentrate only on follow–up of gamma-ray transients in GW
data and present results from a number of searches.
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Chapter 3
Gravitational waves data analysis:
theoretical aspects
3.1 Introduction
Gravitational waves signals from CBC events, in the case of initial detectors,
are expected to be very weak, as described in Chapter 1. Looking for a weak
signal in a stretch of data dominated by noise is a typical problem data ana-
lysts are faced with. The method for such a search is the matched–filtering algo-
rithm [188, 48]. The signal from a CBC can be theoretically predicted, therefore,
matched–filtering the single–detector data through a set of theoretical gravita-
tional waveforms known a priori and maximizing the resulting signal–to–noise
ratio provides us with a collection of possible GW signals that can be subjected to
a series of signal–based tests to discriminate the noise–produced false alarms from
the real GW signals. The sensitivity of the search is measured by the efficiency
of recovering simulated signals, injected in the detector data. Using the detector
noise characteristics, efficiency of recovering simulated signals and the results of
signal–based tests, a detection statistic can be calculated in order to rank events;
if no signal is detected among these events, using the same detection statistic, we
can set upper limits where we confidently exclude any GW signals.
Two strategies currently exist in searching for inspiralling compact binary
sources with a network of detectors: the coincident and the coherent methods.
On one hand, the coincident strategy matches the candidate event lists of in-
dividual detectors for consistency of the estimated parameters of the GW signal;
however, the amplitude and phase information is ignored and also the detectors are
considered uncorrelated. In coherent searches, data from all operational detectors
is combined coherently before searching for a signal; coherent analyses naturally
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impose the restriction that a gravitational wave has only two independent polariza-
tions, the + and × (see Chapter 1 for definitions of GW polarizations), restricting
the presence of signals only in these two polarization channels. Coherent searches
make use of the “null streams”, additional data channels in which no GW signal
should be present.
In this chapter we will provide a summary of the theoretical concepts behind
both the coincident and coherent data analysis methods used in the search for
CBC signals. A more detailed description can be found in [48] for data analysis
notions common to both coincident and coherent approaches, [158] for the coin-
cident analysis method and in [189] for the coherent method, in particular. We
will introduce data analysis concepts such as matched–filtering, constructing a
collection of theoretical gravitational waveforms through which we filter the GW
detector data, signal–based tests and finally, obtaining a detection statistic used
to rank events generated by the search.
3.2 Matched–filtering
Extracting weak signals from noisy data is a challenge met today by many sci-
entific and technological fields. In radio astronomy, for instance, signals can be
distorted (dispersed) over long distances and signal reconstruction can be done
using matched–filtering. This method [190] has been adapted for GW searches
and is outlined below. The signal from a coalescing binary can be theoretically
modelled reasonably well (see Chapter 1 for an example of Newtonian approxi-
mation) and the optimal strategy to search for signals buried in detector noise is
matched–filtering the data through a collection of theoretically–predicted wave-
forms [191, 192, 188, 193]. A matched–filter is an optimal linear filter to detect a
signal of known shape in stationary noise (a stochastic process whose joint proba-
bility distribution F (xi(ti)) does not vary with time, i.e., F (xi(ti)) = F (xi(ti+ τ))
for any xi, ti and τ) and Gaussian noise (with a normal–distributed probability
density of amplitudes). Consider a typical GW detector output s(t) as a discrete
time–series (rather than a continuous function of time) expressed by the sum of
noise and possible GW signal contributions:
s(t) = n(t) + h(t) (3.1)
where n(t) is the real strain–equivalent noise produced by random fluctuations
within the detector due to external and internal mechanical causes, and h(t) is a
possible deterministic gravitational wave signal of astrophysical origin. We wish
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to determine how likely it is that h(t) is present in the data.
Following the derivation steps in [48], assuming h(t) is present in the data,
we could simply multiply the output s(t) with h(t) and integrate the result over
some analysis time. If the signal truly is there, the result will contain a term
proportional to h2(t). It is not clear, however, that the process of multiplying by
h(t) is the optimal method of extracting the signal from the data. Let us now
consider a more general filter function; let us impose a linear filter K(t) on s(t).
We want to determine the filter K(t) such that the signal-to-noise ratio (SNR) is
maximized for the signal h(t). We can write this filter as
M =
∫ ∞
−∞
K(t)s(t)dt =
∫ ∞
−∞
K(t)h(t)dt+
∫ ∞
−∞
K(t)n(t)dt. (3.2)
with the equivalent written in frequency domain:∫ ∞
−∞
K(t)s(t)dt =
∫ ∞
−∞
K˜∗(f)s˜(f)df, (3.3)
where the tilde represents that a Fourier transform has been applied (see Appendix
for the definition of a Fourier transform).
To find the optimal filter function K(t) we want to maximize the signal-to-noise
ratio (SNR). This optimal SNR is defined as ρopt := S/N , where S is the expected
value of M when the signal h(t) is present and N is the root–mean–squared value
of M when no signal is present [190, 48].
ρopt :=
S
N
=
〈M〉|h(t)√〈M2〉 |h(t)=0 (3.4)
First, let us try estimate N . Unfortunately, the detector’s noise cannot be
analytically derived, just approximated to a certain noise model. Detector noise
is a consequence of internal factors (vibrations of the detector’s components, e.g.,
mirrors, suspensions) and of external influences (vibrations due to environmental
factors, e.g., earthquakes, electromagnetic disturbances, etc.). As we have seen in
Chapter 1, GW detector noise has two components: a stationary, predictable com-
ponent, and a non–stationary component that may produce transients resembling
GW signals. There are a series of auxiliary channels that monitor non–stationary
noise; a lot of the non–stationary noise transients are vetoed when these channels
record high activity. Minimizing the noise in a GW detector is achieved by the
data quality collective effort; a list of the most important detector noise sources
(both stationary and non–stationary noise) can be found in Chapter 1; a brief de-
70
scription the data quality effort and its implications to the data analysis process
can be found in Chapter 4 and in a number of references, e.g., [194, 57].
Thus, the detector’s noise n(t) can only be characterized statistically by sam-
pling the noise data and building a noise power spectrum – a measure of the
mean square noise fluctuations at a given frequency (Power Spectral Density or
PSD, which describes how the power of the single detector data time–series is
distributed with frequency). If the noise in the detector were truly stationary,
then the PSD would completely characterize the sensitivity of the detector as a
function of frequency.
For simplicity of calculations, we will assume that the noise is a Gaussian
and stationary continuous time–series drawn from a large ensemble whose statis-
tical properties are those of the detector noise and with null average at a given
frequency, 〈n˜(f)〉 = 0. In frequency space, for two fixed frequencies f and f ′:
〈n˜∗(f)n˜(f ′)〉 = Sn(f)δ(f − f ′), (3.5)
where δ(f) is the Dirac delta–function in frequency space and the real non–negative
even function Sn(f) is the noise power spectral density (PSD).
Therefore we can express N as
N2 =
〈
M2
〉 |h(t)=0
=
∫ ∞
−∞
∫ ∞
−∞
K˜∗(f)K˜(f ′) 〈n˜∗(f)n˜(f ′)〉 df df ′
=
∫ ∞
−∞
|K˜(f)|2Sn(f)df. (3.6)
To evaluate S, the expected value of M with a signal present, we use the fact
that the average value of the noise, at a given frequency is zero, 〈n˜(f)〉 = 0 to
obtain
S =
∫ ∞
−∞
K(t)h(t)dt =
∫ ∞
−∞
K˜∗(f)h˜(f)df. (3.7)
Thus, we can express the SNR as
ρopt =
∫∞
−∞ df h˜(f)K˜(f)√∫∞
−∞ df
′ Sn(f ′)|K˜(f ′)|2
. (3.8)
This expression can be simplified by introducing a hermitian inner product
between two vectors A and B defined as:
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(A|B) = 4Re
∫ ∞
0
A˜∗(f)B˜(f)
Sn(f)
df (3.9)
where A(t) and B(t) are real functions of time; for any real function of frequency
A˜(f), we have A˜(f) = A˜∗(−f). We can then re–express the SNR as
ρopt =
(u|h)√
(u|u) , (3.10)
where u˜ is given as
u˜(f) =
1
2
K˜(f)Sn(f). (3.11)
It is straightforward to show that ρ will be maximized when u ∝ h. Thus the
maximum value of the optimal filter K˜(f) is given by
K˜(f) = C
h˜(f)
Sn(f)
, (3.12)
where C is an arbitrary constant.
We have now calculated the optimal filter for a given signal in Gaussian and
stationary noise. The optimal SNR for a signal h is given by
ρopt =
√
(h|h) (3.13)
The measured matched–filtering SNR is expressed given detector output s(t) and
theoretical waveform h(t) as:
ρM−F =
(s|h)√
(h|h) (3.14)
The constant C will cancel between numerator and denominator.
It is necessary to emphasize that the measured matched–filtering SNR, ρM−F
and the optimal SNR, ρopt are not equivalent: if a signal is present in the data
we would expect ρ2M−F to follow a non–central χ
2 distribution with one degree of
freedom and non–centrality parameter ρ2opt; if no signal is present the distribution
of ρ2M−F is a central χ
2 distribution with one degree of freedom.
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3.3 The likelihood function: coincident and co-
herent analyses
From a Bayesian perspective the SNR can be defined as a maximum likelihood
ratio of the probability of expecting a signal over the probability of obtaining noise
only. Assuming again that the noise is Gaussian and stationary, the probability
of a given noise realization n0 is given by [78]:
p(n0) = B exp {− (n0|n0) /2} (3.15)
where B is a normalization constant. We can then estimate the probability of a
given realization of data if we make the assumption that a signal is present with
parameters given by the parameter vector ~θ = (θi) with i components, by taking
n0 = s− h (θi) and inserting this in the above equation to give us the conditional
probability
p (s|h(θi)) = B exp {− (s− h (θi) |s− h (θi)) /2} (3.16)
= B exp
{
(h|s)− 1
2
(h|h)− 1
2
(s|s)} . (3.17)
Similarly the probability of obtaining the given realization of data if no signal is
present is obtained by setting n0 = s to give:
p (s|0) = B exp {− (s|s) /2} . (3.18)
We then define the likelihood ratio
Λ(h(θi)) =
p (s|h(θi))
p (s|0) = exp
(
(h|s)− 1
2
(h|h)
)
(3.19)
with the log likelihood ratio:
λ := log Λ = (h|s)− 1
2
(h|h) (3.20)
3.3.1 Coincident signal–to–noise ratio
To relate the likelihood given by equation (3.20) to the matched–filtered SNR
given by equation (3.14) we have to keep in mind that the matched–filtered SNR
is maximized over an overall amplitude, and if we write h = Ah0 and extract A
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from the log likelihood we obtain:
log Λ := A (h|s)− A
2
2
(h|h) (3.21)
with a maximum over all amplitudes A given by:
λ|max,A = (s|h)
2
2(h|h) =
ρ2
2
(3.22)
An inspiral waveform at a gravitational wave detector can be expressed as
h(t−t0) = A(D, ι, θ, ψ, φ)M5/3 (fgw(t− t0))2/3 cos (Φ(M, η, t− t0) + Φ0(ι, ϕ, θ, ψ, φ)) ,
(3.23)
where τ ≡ t− t0 is defined as the time to the binary coalescence, the other param-
eters are defined in Chapter 1 mentioning that the frequency evolution depends
only on the masses and coalescence time of the system hence all other parameters
enter the waveform as amplitude terms or phase offset only. We will wish to max-
imize over the phase offset. To do this we rewrite h in terms of two orthogonal
components
h(τ) = h0(τ) cos Φ0 + hpi/2(τ) sin Φ0, (3.24)
where h0(τ) and hpi/2(τ) are given explicitly by (see equation (1.82) in Chapter 1):
h0(τ) = A(M, D, ι, ϕ, θ, ψ, φ) (fgw(τ))2/3 cos (Φ(τ))
−hpi/2(τ) = A(M, D, ι, ϕ, θ, ψ, φ) (fgw(τ))2/3 sin (Φ(t0)) . (3.25)
The log likelihood can be written in terms of h0 and hpi/2 as follows:
λ|Max,A = 1
2
[
(s|h0) cos Φ0 + (s|hpi/2) sin Φ0
]2
(h0|h0) (3.26)
where we assume orthogonality given the stationary phase approximation h˜0 =
ih˜pi/2. In this form it is possible to maximize the log–likelihood over the phase
offset, Φ0, obtaining the final maximized form of the log likelihood ratio for a
single detector matched–filtered inspiral search:
λ|Max(A,Φ0) =
ρ2
2
=
[
(s|h0)2 + (s|hpi/2)2
]
2 (h0|h0) (3.27)
where we have defined ρ to be the maximized, matched–filtered, single detector
SNR. Having in mind that as A and Φ0 have been maximized over, the SNR will
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only depend on the masses and coalescence time. It will have no dependence on
the other parameters.
To calculate ρ at all times, an inverse Fourier transform on the matched–filter
is utilized [190]
(s|h)(t0) =
∫ ∞
−∞
s˜(f)[h˜0(f)]
∗
Sh(f)
e−2piift0df, (3.28)
where t0 is the coalescence time of the signal. This quantity is complex; if h0 is
used as the template waveform then the real component will give (s|h0)(t0), the
imaginary component will give (s|hpi/2)(t0).
A coincidence search requires a signal to be observed in two or more detectors,
without requiring consistency of the measured waveform amplitudes in the differ-
ent detectors. In such a case, the multi–detector coincident SNR is simply given
by a sum in quadrature of the individual detectors’ SNRs, for each ith detector
SNR:
ρ2coinc =
∑
i
ρ2i =
∑
i
(si|h0)2i + (si|hpi2 )2i
(h0|h0)2i
(3.29)
The subscripts i indicate that the inner products are computed using each i–th
detector PSD, Sin(f).
3.3.2 Coherent signal–to–noise ratio
A CBC waveform with non–spin components depends on nine parameters: m1,m2,
to, θ, ϕ,D, ι, ψ, φo. Following the derivation steps in [75], for a targeted coherent
search, we will assume the source sky location θ, ϕ is known a priori and given
by electromagnetic observations (we will perform a triggered search, see Chapter
2). The last four parameters will enter amplitude terms only, that can be analyt-
ically maximized over with minimal computational costs. The gravitational wave
can be decomposed in amplitude and phase terms. The two polarizations of the
gravitational waveform can then be expressed as
h+(t) = A1h0(t) +A3hpi
2
(t)
h×(t) = A2h0(t) +A4hpi
2
(t) . (3.30)
The two phases of the waveform are written as h0 and hpi
2
. These depend upon
the physical parameters of the system, in this case the masses m1, m2 and the
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coalescence time to. Aµ are constant amplitude terms and are given explicitly as
A1 = A+ cos 2φo cos 2ψ − A× sin 2φo sin 2ψ (3.31)
A2 = A+ cos 2φo sin 2ψ + A× sin 2φo cos 2ψ
A3 = −A+ sin 2φo cos 2ψ − A× cos 2φo sin 2ψ
A4 = −A+ sin 2φo sin 2ψ + A× cos 2φo cos 2ψ ,
where
A+ =
Do
D
(1 + cos2 ι)
2
A× =
Do
D
cos ι , (3.32)
and Do is a fiducial distance which is used to scale the amplitudes Aµ and wave-
forms h0,pi
2
. Thus, the amplitudes Aµ depend upon the distance to the source and
the binary orientation as encoded in the three angles (ι, ψ, φ0). The gravitational
waveform observed in a detector will be, given the antenna pattern functions given
equations (1.110) and (1.111) of Chapter 1:
h(t) = F+h+(t) + F×h×(t) , (3.33)
Combining the expressions for the binary coalescence waveform given by equation
(3.30) and the detector response given by equation (3.33), we can express the
gravitational waveform observed in a given detector as
h(t) = Aµ(D,ψ, φo, ι)hµ(t) (3.34)
where the Aµ are defined in (3.31) and hµ are given by
h1(t) = F+h0(t)
h2(t) = F×h0(t)
h3(t) = F+hpi
2
(t)
h4(t) = F×hpi
2
(t) , (3.35)
and we use the standard summation convention over the repeated index µ. The
matched–filtering log–likelihood expressed in equation (3.20) can be extended in
a straightforward way to the coherent multi–detector case, assuming that there
are no correlations between the noise in different detectors. The multi–detector
76
log–likelihood is given by
ln Λ = (s|h)− 1
2
(h|h) . (3.36)
We can substitute the known waveform parameterization (3.34) into the general
matched filter likelihood ratio given by (3.36). The multi–detector likelihood ratio
becomes
ln Λ =
[
Aµ(s|hµ)− 1
2
AµMµνAν
]
(3.37)
where the matrix Mµν is defined as
Mµν := (hµ|hν) . (3.38)
The derivative of equation (3.37) with respect to Aµ provides the values of Aµ
which maximize the likelihood ratio as
Aˆµ =
[
Mµν(s|hν)
]
, (3.39)
where, following [189], we takeMµν to be the inverse ofMµν . We then define the
maximized “coherent SNR” using the maximum likelihood ratio as
ρ2coh := 2 ln Λ|max =
[
(s|hµ)Mµν(s|hν)
]
. (3.40)
ρ2coh follows a central χ
2 distribution with four degrees of freedom in the absence
of a signal, and a non–central χ2 distribution, again with 4 degrees of freedom,
when a signal is present. Furthermore, ρ2coh is now a function of only the wave-
form components hµ and no longer the amplitudeAµ parameters. This way we
maximized over four of the initial parameters, leaving us with only three to do the
search over.
In order to estimate the amplitude parameters Aˆµ as well as the maximum
likelihood, requires an inversion of the matrixMµν . The coherent SNR is further
simplified by introducing a dominant polarization frame which rendersMµν diag-
onal, making use of the assumption that the network of detectors is more sensitive
to the + polarization than to the × polarization. In the dominant polarization,
the coherent SNR is comprised of separate + and × components, with no cross
+× terms.
The coherent SNR can be seen as arising from two synthetic detectors, one
sensitive to only the + polarization and the other sensitive to only the × polar-
ization. The coherent SNR can then be written as the sum in quadrature of the
77
power in the two phases of the waveform (0 and pi
2
) in the two gravitational wave
polarizations (+ and ×).
ρ2coh =
(s+|h0)2+ + (s+|hpi2 )2+
(h0|h0)+ +
(s×|h0)2× + (s×|hpi2 )2×
(h0|h0)× , (3.41)
where the subscripts +,× on the inner products denote the fact that the power
spectrum of the synthetic detectors is used in their evaluation.
It is useful to compare the coherent SNR with the coincident SNR in order
to better motivate the need for a coherent search over a coincident search. The
coincident SNR represents the added power in each detector for every template
match (theoretical waveform used for match–filtering), regardless of GW state of
polarization. On the other hand, the coherent SNR makes use of the fact that GW
have only two polarizations and is the added power of just these two polarizations.
For a signal, the power will lie entirely in the detector sensitivity space given
by F+, F×, while noise in the detectors will contribute to all components of the
coincident SNR. Thus, the coherent analysis obtains precisely the same signal
SNR but reduces the noise background. Coherent SNR can be interpreted as
the projection of coincident SNR on four independent dimensions given by the
amplitudes Aµ. Thus, the coherent SNR acquires contributions from four noise
degrees of freedom only, while the coincident SNR has 2I noise degrees of freedom,
where I denotes the number of GW detectors used for the search. For the case
of two non–degenerate detectors the coherent SNR and the coincident SNR will
be equal. In the case where a network is sensitive to only one polarization, the
coherent SNR is constructed only from the F+ direction and is χ
2 distributed with
2 degrees of freedom.
3.4 Template Bank
In order to perform a matched–filtered search that would recover any signal from
a CBC system with minimal loss in SNR over an astrophysically–motivated range
of binary component masses, one must filter the data against a set of waveforms
collected in a “template bank”. The waveforms h(t) depend on a set of parameters:
h := h(~θ) with the vector ~θ = (m1,m2, D, s1, s2, ι, θ, ϕ,Φ0, t0, fgw) the vector of
component binary parameters – where m1,2 are the masses of the two binary
components, D is the distance from the binary center of mass, s1,2 are the spins of
the binary components, ι is the inclination of the binary with respect to the line
of sight of the detector, θ and ϕ are the position angles on the sky (right ascension
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and declination), Φ0 and t0 are the coalescence phase and time, fgw is the time–
dependent GW frequency. Matched filtering needs to be done with waveforms
h(~θ) to cover as much as possible from the ~θ component space. Increasing the
sampling of the components increases the number of templates to be used hence
the computational costs. In general, the power of matched filtering depends most
sensitively on accurately tracking the phase evolution of the signal. The phasing
of compact binary inspiral signals depends on the masses and spins, the time of
merger, and an overall phase. In the case of the coincident analysis, non–spin
templates in the mass space are used. The binary component masses form the
intrinsic parameter space ~θ = (m1,m2); other extrinsic parameters enter only as
amplitude scalings or phase offsets, which are maximized over analytically when
matched–filtering is performed [195].
The problem of how to cover the mass space with the smallest possible number
of templates, such that no point in the parameter space lies further away from a
grid point than a certain distance, is known as the “covering problem” and can be
resolved by using a lattice based on a smallest unit [196, 193]. A two–dimensional
covering problem is solved by a hexagonal lattice; there is no exact geometrical
solution for higher dimensional spaces. Let Ti(~θ) and Tj(~θ) be two adjacent tem-
plates in the hexagonal lattice. The “mismatch” between the templates, or the
distance between them, can be expressed as follows [195]:
∆T = 1− (Ti(~θ)|Tj(~θ)) (3.42)
where the templates are normalized in such way that for any set of identical
parameters ~θ and identical templates Tk, the normalization condition stands with
respect to the hermitian inner product:
(Tk(~θ)|Tk(~θ)) = 1 (3.43)
The mismatch, or the distance between two adjacent templates, can be regarded
as a loss in optimal SNR when match filtering with template Ti(~θ), while searching
for a waveform that is given by Tj(~θ). The mismatch between points across the
parameter space may be explicitly calculated, but this would be computationally
intensive. Instead, from a geometrical point of view, it is useful to define a metric
that maps the vector space ~θ. The metric, initially introduced in [195], can be
expressed as follows:
g12(~θ) = −1
2
∂2(T (~θ)|T (~θ + d~θ))
∂θi∂θj
(3.44)
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with (T (~θ)|T (~θ + d~θ)) the hermitian inner product of the template T (~θ) at the
coordinate point ~θ and the template T (~θ + d~θ) with coordinates ~θ + d~θ on the
coincidence surface. The metric can be used to approximate the mismatch between
two nearby templates. The distance ∆T follows, using the metric:
∆T = 1− (T (~θ)|T (~θ + ~dθ)) = g12(~θ)∆θ1∆θ2 (3.45)
This approximation holds as long as the metric is roughly constant in the param-
eter space between the templates. The mass parameter space metric is close to
flat when expressed in terms of the “chirp times”, τ0 and τ3 [197]. In practice τ0
and τ3 are used as parameters when constructing a template bank, instead of the
component masses. These are two functions of binary component masses defined
in [197] and shown in Figure 3.1.
Figure 3.1: Left figure: template bank in m2 vs. m1 – the m2 is the mass of the
larger component. Right figure: template bank in τ3 vs. τ0. The templates are
more evenly distributed in τ0 vs. τ3 space; this is because the parameter space is
approximately flat in τ0 and τ3, as discussed .
Thus, by using an appropriate set of template waveforms, called a template
bank in mass space (more precisely in τ0 − τ3 space), one can cover all masses
in the desired mass interval with some predetermined maximum loss in SNR.
Typically, searches will implement a template bank with a maximum SNR loss
of 3%, which leads to template banks containing of the order of a few hundred
templates (the exact number depends on the detector’s noise power spectrum).
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3.5 The χ2 test
When noise is Gaussian and stationary the matched filtering technique gives the
best probability to find a signal with a before–known waveform. In non–Gaussian
data, noise transients (“glitches”) that do not match the template but still give
high SNR are present. It is necessary to have some way of distinguishing the
glitches from true signals.
The method which has become standard for this, is to use a chi–squared (χ2)
veto test [198]. When a template exceeds a certain threshold SNR, it is then
divided into N different frequency bands such that each band should yield 1/N
of the total SNR of the data if the high SNR event was a signal matching the
template. The sum of the squares of the differences between the expected SNR
and the actual SNR from each of the N bands is then calculated (the χ2 statistic).
The advantage of using the χ2 veto is that glitches tend to produce large χ2 values,
and are therefore distinguishable from true gravitational waves signals. Thus, only
those template matches with low enough χ2 values are kept for further analysis.
We will further detail the theoretical framework of the χ2 test.
Following the analytic treatment of [189, 4], suppose at a given time t the
signal in a GW detector will have three components: a Gaussian noise component
n(t), a GW signal component that matches a template h(t) and a non–Gaussian
component that would match a “glitch” template g(t):
s(t) = n(t) + αh(t) + βg(t) (3.46)
where α and β are amplitude terms. h(t) and g(t) are orthogonal and normalized:
(g|g) = 1 , (h|h) = 1 , (g|h) = 0 . (3.47)
In order to construct a χ2 test, we must introduce an additional set of N template
waveforms T i to the ones already existing in the template bank. These waveforms
are required to be orthonormal and orthogonal to the template bank waveforms
denoted by h,
orthogonal to h(t) : (h|T i) = 0 (3.48)
orthonormality : (T i|T j) = δij (3.49)
The χ2 discriminator is constructed as a sum of squares of the match between T i
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and the data stream s:
χ2 =
N∑
i=1
(T i|s)2 . (3.50)
When the data comprises only signal h and and Gaussian noise n, the χ2 will be
χ2 =
N∑
i=1
(T i|n)2 (3.51)
and the statistic is the sum of squares of independent Gaussian variables with
zero mean and unit variance. Thus the test is χ2 distributed with N degrees of
freedom, with a mean and variance of
〈χ2〉 = N Var(χ2) = 2N (3.52)
In the case where the data is not an exact match to the signal, we take both α
and β to be non–zero, i.e., any signal or glitch can be linearly decomposed into a
part αh(t) and a second orthogonal part βg(t). In this case the χ2 test takes the
form
χ2 =
N∑
i=1
[
(T i|n)2 + 2β(T i|n)(T i|g) + β2(T i|g)2] . (3.53)
This has a mean
〈χ2〉 = N + β2
N∑
i
(T i|g)2 (3.54)
and a variance
Var(χ2) = 2N + 4β2
N∑
i
(T i|g)2 . (3.55)
The χ2 statistic is distributed as a non–central χ2 distribution with N degrees of
freedom and a non–centrality parameter [198]
λ = β2
N∑
i=1
(T i|g)2 (3.56)
Let
ρiµ =
(s|hiµ)√
(hµ|hµ)
(3.57)
be the SNR contribution in the ith frequency bin for the µth amplitude term. The
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χ2 statistic is then constructed as
χ2 = N
N∑
i=1
4∑
µ=1
(ρiµ − ρµ/N)2. (3.58)
As all the components are orthogonal it is easy to see that this statistic will be
exactly χ2 distributed with 4(N − 1) degrees of freedom. In a coherent way, one
can interpret this as the sum of the single detector χ2 values for the h0 and hpi
2
waveforms in the synthetic + and × detectors. This simply means that the χ2
threshold, χ∗, depends quadratically on the measured SNR, ρ, as well as linearly on
the mismatch ∆T (the threshold represents the maximum value of the χ2 assigned
to signals; it is set fixed for an analysis). The main challenge to constructing a
working χ2 test is the adequate choice of templates T i to model the effect of glitches
in the GW data streams [189, 4]. These are constructed by taking into account
three factors: the accuracy of the waveform, the template bank mismatch up to a
maximal loss in optimal SNR of 3%; the uncertainties in instrumental calibration
affecting the match between signal and template. Therefore, the coherent analysis
will construct three different χ2 tests to account for these challenges – we refer the
reader to Chapter 4, Section 4.3.2, for an overview of these tests.
3.6 Horizon distance
In assessing the overall performance of a detector for CBC searches, we use two
representative numbers: the inspiral horizon distance to identify the “typical”
sensitivity of the interferometers in terms of distance range (which is closely related
to the PSD) and the live–time of the detector to identify the amount of time the
detector has been on and taking science–mode data during a search (which is
closely related to the amount and types of data quality vetoes that are applied to
the data, see Chapter 4 for reference).
The inspiral horizon distance of a detector is the distance at which an optimally–
oriented and optimally–located equal–mass compact binary inspiral would give an
average SNR of ρ = 8 in the interferometer [8]. We find the inspiral horizon
distance by setting 〈ρ〉 = 8 in equation (3.28) and solving for the distance D
to the inspiral event which parameterizes the waveform h˜(f). Thus, the inspiral
horizon distance combines the spectral density curve (PSD) with the expected
inspiral waveform to produce a single quantity that summarizes the sensitivity of
the detector at a given time.
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Due to the fact that the detector operates over a frequency range which is not
bound at infinity, modifications to the limits of the integral need to be applied.
In the CBC search, we compute the signal to noise ratio by
〈ρ〉 =
√
4
∫ fhigh
flow
|h˜(f)|2
Sn(f)
df. (3.59)
The lower limit is determined by the detector’s behavior at low frequencies. In
the S5 CBC search the lower frequency cut–off limit was set to flow = 40 Hz
in computing the inspiral horizon distance, since this corresponds to the seismic
threshold frequency [199]. For Virgo in VSR1, the low frequency cut–off was
higher at flow = 60Hz. The upper integration bound is the innermost stable
circular orbit (ISCO) frequency that separates the inspiral phase to the merger
phase (see Chapter 1 where we have already introduced ISCO)
fisco =
c3
6
√
6piGM
, (3.60)
where M is the total mass of the binary system. For binary neutron star systems,
fisco = 1570Hz. However, during S5/VSR1 the sampling frequency of the 2048s.
blocks used to compute the PSD was fNyquist = 2048 Hz. This difference in the
upper limit of the frequency has a negligible effect due to the fact that most of
the power in SNR is accumulated in the high–sensitivity “bucket” of the PSD (see
Chapter 1, Figure 1.9 – the “bucket” is in the region of 100 Hz for LIGO).
For an optimally–oriented and optimally–located equal mass binary, the signal
that appears at the interferometer in the approximation of the stationary phase
waveform is given by (see Chapter 1, equation (1.89)):
h˜(f) =
1
D
(
5pi
24c3
)1/2
(GM)5/6(pif)−7/6eiΨ(f ;M), (3.61)
where M is the chirp mass of the binary, D is the distance to the binary and
Ψ is a real function of f , parameterized by the total mass M . Setting 〈ρ〉 = 8
and inserting this waveform into equation (3.59), we find that the inspiral horizon
distance is given by:
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D =
1
8
(
5pi
24c3
)1/2
(GM)5/6pi−7/6
√
4
∫ fhigh
flow
f−7/3
Sn(f)
df, (3.62)
where D is expressed in Mpc. The horizon distance is usually calculated for equal
mass components. The mean inspiral horizon distance as a function of component
mass for the four gravitational wave detectors H1, L1, H2 and V1 during all of S5
and VSR1 science runs is shown in Figure 3.2.
Figure 3.2: Mean inspiral horizon distance as a function of component mass for
the four gravitational wave detectors H1, L1, H2 and V1 during all of S5 and
VSR1 science runs. The error bars attached to the points indicate the standard
deviation in the inspiral horizon over the course of each of the weeks of the science
runs; the error bars extend from one standard deviation below to one standard
deviation above the mean. Image first published and reproduced from [8]
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In this chapter we have introduced a series of key theoretical concepts that
are used in gravitational waves data analysis. In the next chapter, Chapter 4, we
will present the practical use of these concepts in the analysis process with direct
application to GW data analysis associated with short GRB triggers.
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Chapter 4
Gravitational waves: coincident
and coherent searches with short
GRB triggers
4.1 Introduction
In Chapter 2 we have outlined the importance of searches for GW triggered by
short GRBs whereas in Chapter 3 we have described a theoretical background of
the analysis techniques used to search for CBC events, in general. These meth-
ods have been implemented in two different search “pipelines” (coincident and
coherent) that have been built for the specific role of searching for CBC events in
association with short hard GRBs. “Pipeline” refers here to the ensemble of data
processing stages that are built to implement the theoretical concepts described in
Chapter 3; a pipeline takes the GW detectors’ data as input and outputs a list of
possible detection events; based on the significance of these events, either a GW
detection statement is made, or exclusion distances are computed.
I used and contributed to the development of both the coincident and coherent
pipelines and I will present the workflow, the usage and the search results of
these pipelines by means of two examples: a search for CBC events associated
with GRB070429B – in the case of the coincident search during S5/VSR1 and
GRB090831A – in the case of the coherent search during S6/VSR2 and 3. To
place these example searches into context, I will also briefly present the search
results for GW associated with short GRBs both during S5/VSR1 and S6/VSR2
and 3 science runs.
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Science run Start time End time
LIGO – S5 4 November 2005 30 September 2007
Virgo – VSR1 18 May 2007 30 September 2007
LIGO – S6 July 7 2009 October 20 2010
Virgo – VSR2 July 7 2009 January 11 2010
Virgo – VSR3 August 11 2010 October 20 2010
Table 4.1: The dates of LIGO and Virgo science run times for S5/VSR1 and
S6/VSR2 and 3.
4.2 Coincident triggered search
Searches for GW associated with short hard gamma-ray bursts have been com-
pleted over the last two LIGO and Virgo science runs, see Table 4.1 for the exact
dates of these runs, consult [19] for results in S5/VSR1 and [20] for results in
S6/VSR23. During S5/VSR1, 22 short hard GRBs observed by Swift have been
analyzed whereas during S6/VSR2 and 3, 16 GRBs observed by Swift and an
additional 10 observed by Fermi–GBM have been analyzed. The S5/VSR1 GRBs
have been analyzed using the coincident pipeline, described in this section with
the help of an example GRB. The S6/VSR2 and 3 GRBs have been analyzed us-
ing the coherent pipeline described in the next section, again with the help of an
example GRB.
Both the coincident and coherent triggered searches use the time and the sky
position of the GRB (provided through astronomical observations using the GRB
missions and publicly available in NASA’s Gamma-ray Circular Notes or GCN, see
[200]) and uses this information to limit the search to a small time interval and a
narrow positional sky error region. The search utilizes the “coincidence” technique
in which data from all of the detectors is analyzed separately, before looking for
events which are coincident between detectors. The coincident triggered search
implementation described here is used to search for CBC systems whose total
masses lie between 2 and 35 M with a minimum component mass of 1 M.
This choice is motivated by the accepted theory that short GRBs originate from
either NS–NS or NS–BH binary coalescences with typical NS masses of 1.4 M
and BH masses of 10 M [19]. During both S5/VSR1 and S6/VSR2 and 3 an
“ihope” all–sky–all–time search was carried out as well. The infrastructure the
triggered search uses is very similar to the “ihope” search described in [158] with
the exception that the search is done on a much reduced area of the sky and uses
a much smaller analysis time around the GRB, thus increasing the sensitivity (see
Section 4.4 for a sensitivity comparison between the all–sky, all–time search using
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“ihope” and the GRB triggered search).
The main analysis steps (pipeline workflow) are as follows: data around the
time of a short GRB is divided into one “foreground” region (containing the GRB
event time and where we expect the GW signal to be found) and two “back-
ground” regions on either side of the “foreground” (where we expect no GW
signal associated with the GRB). Data from individual operational GW detectors
is matched–filtered through detector–specific template banks and using detector–
specific PSDs – the result will be a time–ordered list of events for each detector.
Next, the pipeline looks for coincident events within this list (in time and re-
covered template masses) from all the detectors and applies the χ2 test on the
new coincidences to filter out “glitches”. The surviving events are collected and
a “detection statistic” is computed for each, using the match–filter SNR and χ2
values. Simulated signals are injected in the “background” data stretch to test
and compute the pipeline’s efficiency of signal recovering. Using this efficiency and
the “detection statistic” of the loudest events, we compute a probability that the
loudest “foreground” event does or does not belong to the “background” statistical
sample. In other words, if the event is a signal or noise. In the next sections, we
will detail each of these analysis steps and provide the appropriate search results.
4.2.1 GRB070429B – overview
GRB070429B (GRBlog entry [201]) was a short hard gamma-ray burst that was
observed on April 29, 2007 at 03:09:04 UTC by the Swift/XRT/UVOT satellite.
Its characteristic T90 duration was 0.5 s and its sky location was right ascension
RA=328.02 deg and declination dec=-38.84 deg. The GRB has a secure host
association from a faint sub–arcsecond (position within the UVOT error circle)
of an optical afterglow and the host galaxy appears to be a red galaxy [202] at
redshift z=0.904 (luminosity distance of ≈4 Gpc). Although this burst has an
associated redshift with a corresponding luminosity distance much larger than the
typical GW detector range during S5/VSR1 (see Chapter 3), we still performed a
GW search since there is a degree of uncertainty in measuring short burst redshifts
(see Chapter 2 for a reference on assigning redshifts and luminosity distances to
short GRB).
LIGO’s operational detectors at the time of the burst were Hanford H1 and
Livingston L1. The antenna factors F =
√
F 2× + F 2+ for H1 and L1 are 0.99
and 0.93 respectively giving an overall antenna factor of 0.96, revealing an almost
overhead position with respect to the H1L1 plane. The astronomical and GW
detector data summarizing the characteristics of GRB070429B is presented in
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Table 4.2.
GPS Date redshift T90 (s) RA (deg) dec(deg)
861851358 Apr 29, 2007, 03:09:04 UTC 0.904 0.5 328.02 -38.84
Table 4.2: Astronomical and GW detector data for GRB070429B. GRB070429B
is a very short gamma-ray burst with T90 duration of only 0.5s. The GRB was
observed almost overhead by the GW detectors (H1 and L1, with an RMS antenna
factor of 0.96). The confirmed redshift of the burst places it at a distance of ≈4
Gpc.
4.2.2 Data Segments and PSD generation
The binary coalescence model of short GRB formation predicts that the time
delay between the arrival of a gravitational wave and the arrival of the subsequent
gamma-ray burst is a few seconds, see Chapter 2, section 2.2.2. The gamma-ray
burst arrival time is called the GRB trigger time and, in this case, it is provided
by the Swift satellite. We search for gravitational wave signals within an “on–
source” segment of [-5, +1) s. around the GRB trigger time; this time window
should theoretically account for all the the SHB model–dependent uncertainties
as well as for the gamma-ray detector’s instrumental timing uncertainties.
Since we rely on the assumption that a gravitational wave associated with a
GRB should only be detected in the on–source segment, we use off–source trials
(324, each trial with the length of the on–source, 6 s long) that do not intersect
the on–source, to estimate the distribution of background due to the accidental
coincidences of noise events. We also re–analyze the off–source trials with simu-
lated signals injected in the data to test the response of the search to GW signals;
these we call injection trials. To prevent accidental bias in the background estima-
tion due to a potential loud and prolonged signal in the on–source, the off–source
segments are padded with 48 s long redundant buffer segments on each side of
the on–source, the length of these reflecting the longest duration of a matched–
filtering waveform. Finally, we discard 72 s of data subject to filter transients
on both ends of the off–source region. Taking all these requirements into con-
sideration, the minimum analyzable time required for the GW data stretch was
Tanalysis =2190 s and we require that GW detectors should be in continuous science
mode for this time, as the character of the background can change between science
mode stretches. The data segments are shown in Figure 4.1. As we can see the
GW detectors with available segments to meet these criteria are H1, H2, G1 and
L1. For the S5/VSR1 coincident GRB analysis, the two most sensitive detectors
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per GRB analysis were used to provide the data; in the case of GRB070429B the
two most sensitive detectors were Hanford H1 and Livingston L1.
Both the H1 and L1 strain data were sampled at 16384 Hz. This frequency is
actually too high since the highest frequency in each of the matched–filter wave-
forms is ≈2 kHz. To ease computational requirements, the time series is down-
sampled to 4096 Hz prior to analysis and a low–pass filter is applied with a cut–off
frequency at 2048 Hz. At the lower end of the frequency spectrum, the data is
affected by seismic noise (see Chapter 1) and a series of high–pass filters are ap-
plied to limit the low–frequency at 40 Hz. The power spectral density (PSD) is
calculated independently on every 2048s block of data. These blocks are divided
in 15 blocks of 256 s each. The PSD for each of these 15 overlapping blocks is
constructed by taking the median in each frequency bin.
Figure 4.1: Data segments availability for GRB070429B – the ”0” line represents
the trigger time (the burst arrival time recorded by Swift satellite); solid colors
for the IFO (detectors) show continuous science–mode.
4.2.3 Two–stage coincident pipeline
Pipeline overview Data streams from each detector participating in the search
are first analyzed separately. As this is a coincidence search, the first stage of the
pipeline is to determine if there is any loud SNR event in any of the detectors.
For each detector the process is to:
 Generate a template bank to cover the full mass range.
 Filter the data against every template in the bank for each detector.
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 Retain a “trigger” whenever a loud SNR, above a certain threshold, is ob-
served.
This results in a list of single detector triggers for each detector. The lists are
then examined for any triggers that are coincident between detectors. A trigger
is discarded if it is not seen in more than one detector. Coincidence is determined
using the masses of the templates as well as the observed time.
In reality, the GW detector data is neither stationary nor Gaussian and to
minimize these effects a two–stage coincident pipeline is used, with a schematic in
Figures 4.2 and 4.3 for the analysis of GRB070429B that used data from H1 and L1
detectors. Each of the stages will be described in detail in the next subsections and
here we provide just a brief overview: the first stage of the pipeline takes the cali-
brated h(t) from H1 and L1 (calibration is not covered in this work but references
can be found here in [2, 203, 204]) and constructs a template bank populated with
theoretical waveforms through which the calibrated data will be matched–filtered.
The resulting matched–filtering events will be tested for coincidence status in both
H1 and L1, and if coincidences are found, these events will form the basis of the
second stage of the pipeline. The coincident events will have their templates re-
constructed collectively into a new template bank through which the resulting
stage one triggers will be match–filtered. Signal–consistency veto tests will be
applied at this level and the surviving triggers will be tested again for coincidence.
The final steps of the second stage involve constructing a combined statistic of
the coincident events (together with the results of the signal–consistency tests)
and a final ranking of the events according to this statistic, leading to false alarm
estimation and a detection statement.
4.2.4 Template bank
In the case of GRB070429B, the matched–filtering was done using a non–spinning
waveform template bank that was symmetric in component masses in the interval
2×M ≤M < 40×M in total mass M [19]. The number of template waveforms
depends on the sensitivity of the detector and in this case, having to analyze
data from H1 and L1, ∼ 6000 templates have been used for H1 and ∼ 9000 for
L1 respectively, due to its flatter noise curve. For the GRB070429B search h˜0 is
calculated directly in the frequency domain using the “TaylorF2” Post–Newtonian
approximate waveforms as described in [205] (see Chapter 1 for a short explanation
of Post–Newtonian formalism).
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Figure 4.2: Stage 1 of the CBC inspiral pipeline
4.2.5 Trigger generation
Equation (3.27) gives the maximized SNR that can be calculated at all times in
the segment being analyzed using equation (3.28). The result of matched–filtering
through the template bank is a discrete time–series of triggers with various SNRs
as measure of their “loudness”. As an illustration, the time–series of triggers from
H1 is plotted in Figure 4.4 for GRB070429B. It is easy to show that the expected
distribution of ρ2 in Gaussian noise will follow a χ2 distribution with two degrees of
freedom. Triggers are retained only where the SNR at that point in time is larger
than a threshold SNR ρ0 and is the largest SNR within a small time interval. The
number of triggers significantly increases below this threshold value of the SNR.
The SNR threshold for the matched filtering step was chosen differently depending
on which detectors are available for a given GW–GRB search. If data from H1 and
L1 were analyzed, the threshold for each detector was set to ρ0 = 4.25, reflecting
their comparable sensitivity. If data from H1 and H2 were analyzed, the threshold
of the latter detector, the less sensitive of the two, was set to 3.5 to gain maximum
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Figure 4.3: Stage 2 of the CBC inspiral pipeline
network sensitivity, while the threshold of the more sensitive detector, H1, was set
to ρ0 = 5.5 since any signal seen in H2 would be twice as loud in H1, with some
uncertainty. For triggers with SNR ρ > ρ0, the template masses and the time
of the maximum SNR are recorded. For a given template, threshold crossings
are clustered in time domain using a sliding window equal to the duration of the
template [198]. For each trigger identified in this way, the coalescence phase and
the effective distance – the distance at which an optimally oriented and optimally
located binary, with masses corresponding to those of the template, would give
the observed SNR are also computed.
Each non–Gaussian noise event has the tendency to match a series of different
templates, usually high chirp mass ones, creating clusters of triggers. Usually
these triggers tend to have high SNR values and in an SNR time–series given in
Figure 4.4 show up as loud events much above the background at lower SNRs.
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Figure 4.4: SNR time–series for Hanford H1 triggers for GRB070429B. We notice
two loud glitches with SNR≈40; the gap region corresponds to the “on–source”
segment that we will examine visually only at the end of the analysis.
4.2.6 Coincidence test and coincidence events
In GW coincidence analysis, data sets from each detector will be analyzed sepa-
rately, following the steps outlined above, and the resulting output of the matched
filtering stage will be single–detector triggers with different masses and coalescence
times. Since the effect of a GW should be the same at all the operational detec-
tors, the analysis requires that triggers from each detector be coincident – the
next step of the pipeline is to perform coincidence tests between the triggers that
are produced in each of the detectors. Triggers are considered coincident if they
occurred at the same time and have similar masses. The definition of trigger “co-
incidence”, as used in the actual analysis, is given in [197]: the presence of noise
causes errors in the measurement of parameters of an inherent signal; due to this,
it is very improbable that the same gravitational wave in different detectors can
be associated with exactly the same set of masses and times. However, it should
be possible to detect signals in coincidence by demanding that the measured pa-
rameters lie in a sufficiently small parameter window, called coincidence window
[197].
Considering a three–dimensional trigger parameter space with coordinates iden-
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tical to the template bank coordinates ~θ = (tc, τ0(m1,m2), τ3(m1,m2)), the para-
metric distance between two signals (expected broadening due to noise) will be
given by:
dl2 = g12(~θ)dθ1dθ2 ∼ 1
ρ2
(4.1)
where the metric g12(~θ) is the same template bank metric and is defined on the
~θ vector space given by equation (3.44). Since in the presented analysis we used
data from two detectors with two different PSDs, and the metric depends on
the PSD, there will be two different metrics to choose from. This is resolved
by generating an ellipsoid in the ~θ = (tc, τ0(m1,m2), τ3(m1,m2)) space around
every trigger, observed in each of the operational detectors, using the appropriate
metric given the noise PSD of the detector. The ellipsoid size can be tuned before
the analysis, so that for any given threshold, all the points within the distance
dl lie within the ellipsoid. Since only triggers with similar time of coalescence
tc can be coincident, it is useful to first sort the triggers by tc and then check
for coincidences; this greatly reduces the computational costs. For every pair
of independent detector triggers, the overlap of their corresponding ellipsoids is
measured; the triggers are considered coincident if the distance dl is smaller than
a certain threshold (ellipsoid thinca or e-thinca parameter). The smaller the e-
thinca parameter is, the closer the two triggers are in the ~θ parameter space, hence
the better a coincidence is confirmed. The threshold is empirically set at 0.8 by
investigating the distribution for triggers associated with simulated signals; this
value corresponds approximately to the limit where the majority of simulations
are not recovered. The triggers that survive the coincidence test are stored and
component masses, coalescence phases and effective distances are computed from
the templates they were matched against.
The χ2 signal consistency test, which we describe in detail in Chapter 3, tests
whether a potential trigger has the expected power in a number of different fre-
quency bins (16 bins, in the GW–GRB search). The χ2 test is a very effective
method of separating non–stationary noise events from true GW signals; unfor-
tunately is is also very computationally intensive: a matched–filter needs to be
calculated for every frequency bin. Therefore, the test is performed only when
necessary: single detector χ2 is computed for every coincident trigger only at the
second stage of the pipeline.
The SNR–cut, coincidence and signal–consistency tests provide strong veto
capacity to remove accidental noise triggers in the detector data that can not
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be coincident GW signals. The first stage matched–filtering of the data pro-
duced roughly 158×103 triggers for H1 and 210×103 triggers for L1 in the case
of GRB070429B. After the first stage of the pipeline, where a cut on threshold
SNR and the Ethinca test were applied, the total number of triggers was reduced
to roughly 82×103 for H1 and 110×103 for L1 respectively, this accounting for a
reduction of ∼50% in the total number of triggers. Further on, after the second
stage of the pipeline, where matched–filtering was repeated and both coincidence
and the χ2 tests were applied, the remaining number of coincidences was left to
4593.
4.2.7 Ranking statistic
The SNRs and χ2 test results from each detector are combined into an effective
SNR that weighs less those triggers with large values of χ2 that are not likely to
be GW signals. For a signal with relatively small SNR and an average value of
the χ2 veto, the value of effective SNR is equal to the SNR. However, for a noise
trigger with a large χ2 value, the effective ρ is reduced according to equation (4.2):
ρ2eff =
ρ2√
( χ
2
2p−2)(1 +
ρ2
250
)
(4.2)
In equation (4.2), p is the number of degrees of freedom in the χ2 measure, 16 for
the coincident search. The denominator 250 is chosen to best separate the back-
ground (off–source) from signal. The effective SNRs from the analysis detectors
are added in quadrature to obtain a cumulative effective SNR [206, 11], in the
case of GRB070429B we have H1 and L1 participating:
ρ2eff = ρ
2
effective,H1 + ρ
2
effective,L1 (4.3)
4.2.8 Data quality vetoes
To reduce the number of triggers present due to non–Gaussian and non–stationary
noise, it is useful to try to identify times during which noise transients are likely
to occur. These glitches are usually produced because of environmental causes
to the detectors; these influence the detectors’ optimal operation, e.g., increased
seismic activity that produces low–frequency vibrations or electromagnetic dis-
turbances that may produce glitches in high–frequency bands. For these reasons
the detectors are continually monitored by a series of sensors, which survey the
internal and external conditions. Work is constantly done on both monitoring
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the existent channels thought to produce noise glitches and trying to identify new
noise channels. This effort is called detector characterization. This information is
used to flag the excessive noise periods and to discard the data that is associated
with these times, process called vetoing. For more details of these activities see
[57, 199].
To consider this from the point of view of the data analyst, it is sufficient to
know whether the data should be analyzed or not. The end product of the detector
characterization process is to assign all data a data quality category. Analyses for
CBC signals treat these data quality categories in the following way1
 Category 1 veto: Data marked as category 1 indicates that the GW detectors
don’t operate in a correct way. This data is not used for any analysis and is
not used to compute the noise PSD; it is discarded. As an example would be
when the calibration cannot be attained and the strain h(t) is not available;
 Category 2 veto: Data marked as category 2 indicates that the detectors
were operating normally but a mechanism known to induce glitches in the
data was active. This type of data may be used to compute the noise PSD,
however any trigger occurring during this time will be discarded.
 Category 3: Data marked as category 3 indicates that some mechanism
known to have some correlation with noise transients was active at the time
this data was taken. Category 3 data is analyzed and false alarm rates are
calculated for coincident triggers occurring during category 3 data. Category
3 data is, however, discarded when calculating upper limits. An example of
a category 3 flag might be that there is elevated seismic noise at the time
the data is taken.
4.2.9 Background estimation
In order to make a GW detection statement, in the triggered GRB searches, we
need to make a statement about the events that are obtained purely from detector
noise, the background where we don’t expect any GW signals. Unlike the un–
triggered searches that use non–physical times for background segments obtained
from time–shifting data stretches, the triggered GRB searches use as background
segments on either side of the on–source (a timesliding method has now been
implemented in the triggered search as well, see Chapter 5). Since the length
1Note that there is also a category 4, but for CBC searches this category is only used when
following up interesting triggers. Category 4 was not used on GRB070429B data.
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of these segments is usually of ≈ 1000 s the detectors’ PSD is not expected to
change drastically over such short time and hence the background data should
have roughly the same statistical properties as the on–source. We would want to
characterize the background (“off–source”) segments in terms of the coincident
events we would expect from analyzing it, also in terms of the actual “off–source”
triggers we find. If the detectors’ noise were to be stationary and Gaussian, the
background could be characterized analytically using the distribution for SNRs
above the threshold. In reality, the background of a GRB search is abundant
in non–stationary phenomena (noise glitches) and the analysis will not assume
stationarity or Gaussianity.
The rate of background events at a fixed effective SNR is not constant across
the template space. In general, the non–Gaussian background is better suppressed
for low(er) mass templates (longer duration templates) since the signal–based ve-
toes are more powerful for these kind of templates rather than for the shorter ones.
To account for this, the set of coincident events are split up and the significance
of triggers is calculated relative to a background of comparable events. The sur-
viving coincidences are gathered in a candidate list which will be partitioned in
three chirp mass bins, according to their recovered chirp mass 2 (M∈ [0.86, 3.48),
[3.48, 7.40), [7.40, 17.5)) and in a certain number (324 for GRB070429B) of 6–
second off–source trials 3. In each of the off–source trials, in each chirp mass bin,
the coincidence with the highest effective SNR is retained only, the other coinci-
dences are discarded. This process is called clustering on trials and chirp mass
bins.
Once clustered, we can express a basic formulation for the false alarm proba-
bility, the measured occurrence of coincidences as loud or louder than a reference
coincidence:
FAP =
N(ρ ≥ ρc)
N0
(4.4)
2The reason for chirp mass binning is that due to the large variation in the length of the
templates used during the search (shortest template is ∼0.3s and longest is ∼45s), there is a
larger variation in the templates responses to noise glitches in the detectors where glitches tend
to match higher mass templates (and shorter), the result being triggers with larger values of
SNR. When binning, after applying signal–based cuts, we end up with a high chirp mass bin
containing much fewer triggers than the other two bins, since a lot of these triggers are glitches
that get rejected by applying the cuts. The chirp mass binning will subsequently be revised and
cancelled for the IPN GRB search, see Chapter 7.
3Because glitches tend to match many templates over a much larger template sub–space than
true GW signals, clustering on trials is important on one hand to eliminate any possible corre-
lations between the loudest events that might originate from the same glitch over time periods
much shorter than the 6s trial length. On the other hand, it is important to provide multiple
similar data stretches that replicate the on–source both in duration and trigger distribution.
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where N(ρ ≥ ρc) is the total number of coincidences drawn from the background
distribution with ρ greater or equal to ρc and N0 the effective number of off–source
trials. The cumulative number of candidates versus effective SNR squared for the
low chirp mass bin of GRB070429B is shown in Figure 4.5. This figure describes
the population of background triggers ranked by effective SNR: on the y–axis, the
number of loudest events louder than the x–value of the effective SNR squared
(divided by the effective number of trials) is the false alarm probability (FAP).
The FAP is constant and equal to 0.8 up to roughly an effective SNR squared
of 40 corresponding to an individual detector SNR of ≈ 4.5 − 5, that is, triggers
close to threshold. It then decreases linearly down to a value of one trigger per
the total number of trials (≈1/300) for a single trigger with a statistic squared
of 70, corresponding to a single detector SNR of ≈ 6 − 6.5. This is the loudest
background trigger and any on–source candidate, in order to represent a possible
GW detection, should be as loud or louder. We used the term effective number
of trials due to the fact that 6 s trials that overlap a time of CAT2 veto will be
discarded, resulting in a decrease in number of trials.
The minimum non–zero false alarm rate one can get for an on–source candi-
date, louder than all the off–source loudest coincidences, bar one, is 1/(maximum
number of trials = 324)≈ 3.1× 10−3 and, as will be seen in Chapter 5, this is not
enough for a detection statement. A more detailed explanation of the background
estimation is given in Chapter 5.
4.2.10 Simulated signals
There are two ways to test the pipeline’s efficiency of detecting GW signals: by
performing a large number of software injections and by performing a much smaller
number of hardware injections. Software simulations are performed by adding a
simulated waveform to the data after it has been read into the pipelines analysis
codes; they cover a wide range of masses and coalescence times. Hardware sim-
ulations are performed by actually moving the detector mirrors (process called
actuation) to mimic the effect of a possible GW signal. Hardware injections repli-
cate more accurately a true GW signal, but are limited in choosing the injected
parameters and only a limited number of these injections can be performed; data
containing a hardware injection cannot be used when searching for real GW sig-
nals. Software injections are used in calculating the detection efficiency and the
final upper limits.
The search efficiency is defined as the fraction of simulated signals which are
successfully detected by the pipeline. A software injection is considered found if
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Figure 4.5: Cumulative histogram of the loudest coincident triggers in low chirp
mass bin versus combined effective SNR squared (proportion of triggers that have
a combined effective squared SNR greater than or equal to a given value on the
x–axis for the low chirp-mass bin). This represents the variation of the false alarm
probability (FAP) with the ranking statistic. The FAP is constant and equal to
1 up to roughly an effective SNR squared of 40 corresponding to an individual
detector SNR of ≈ 4.5 − 5, that is, triggers close to threshold. It then decreases
linearly down to a value of one trigger per the total number of trials (≈1/300) for
a single trigger with a statistic of 70, corresponding to a single detector SNR of
ρ ≈ 6− 6.5. This is the loudest background trigger and any on–source candidate,
in order to represent a possible GW detection, should be as loud or louder
there is a trigger found within 100 ms of the time of the simulation. This can
lead to an injection being falsely found especially in the case when trigger rates
are high; however, we are typically interested in evaluating the sensitivity of the
search at or around the combined effective SNR of the most significant event –
in this case, the number of spuriously identified signals is essentially null. It is
important, for tuning the analysis, to examine the simulations that should have
been found (given their amplitudes) but were not; since the amplitude is inversely
proportional to the distance. simulations performed at low distances are still
missed by the pipeline and one needs to find out the reasons why. Reasons for
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not finding an injection range from the existence of a very loud detector glitch at
the time (or very nearby) of the injection, a very poor choice of parameters in the
simulation (is mostly referred to high–spin simulations, in the case where we inject
spinning waveforms, not applicable in our case). The missed/found injections plot
for injections in H1 is shown in Figures 4.6 and 4.7.
Figure 4.6: Found/missed injections in H1: effective distance in Hanford H1 vs.
chirp mass of found/missed simulations (blue triangles: found, red circles: missed).
Injections with higher chirp mass tend to be found better since they have shorter
templates that produce higher SNR triggers; the effective distance of a reference
1.4 – 1.4 M binary at which we start missing injections is ≈40 Mpc, roughly the
inspiral horizon distance in H1 (LIGO’s H1 and L1 inspiral horizon distances at
the time of GRB070429B were ∼35 Mpc for H1 and ∼34 Mpc for L1 respectively).
It is important to cover the full search parameter space when performing sim-
ulations, both to test the analysis in order to find the cases where it doesn’t
perform as expected, and to accurately evaluate the sensitivity of the search. The
simulations’ parameter space is chosen depending on a set of astrophysical pri-
ors specific to the particular search we are performing. In the triggered search
around short GRB times, we use the assumption that the progenitor source is a
compact binary coalescence (either NS–NS or NS–BH binaries, see Chapter 2 for
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Figure 4.7: Found/missed injections in H1: effective distance in Hanford H1 vs.
time. There are two times of poor data quality (“glitchy” times) where injections
are missed consistently at distances below the inspiral horizon distance, at 20–30
Mpc; we expect the fraction of missed/found injections to increase significantly at
distances above 50 Mpc.
motivation) hence in terms of masses, we drew the NS mass uniformly from [1, 3)
M and the BH mass uniformly from [1, 25) M. We also restrict the parameter
space by simulating signals only at the given sky location of the GRB (keeping dec
constant and RA adjusted based on coalescence time t0 to keep each simulation
at the same location relative to the GW detector). In terms of inclination angle ι
with respect to our line of sight, the simulations’ ι was drawn uniformly in cos ι.
The polarization angle was drawn uniformly in [0, 2pi) and the coalescence time
was uniform within the off–source time.
103
4.2.11 Results: detection statement
A simple “poor man” likelihood function is constructed to express how likely it is
for an on–source candidate to be a signal (or not) – we will derive a more precise
expression of a detection likelihood in Chapter 5, using Bayesian inference; the
likelihood is proportional to the pipeline efficiency in recovering simulated signals
and inversely proportional with the background events false alarm probability:
L := Nfound/Ntotal
N(ρ > ρ0)/N0
(4.5)
where Nfound/Ntotal is the number of found injections divided by the total number
of injections, or the injection recovery efficiency and N(ρ > ρ0)/N0 is the number
of background events with an effective SNR ρ larger than the onsource ρ0, divided
by the effective number of off–source trials, or the background FAP. The efficiency
is a function of two signal parameters (distance and companion mass) and is
marginalized over all other parameters; it is obtained by simply counting across
injection trials. The FAP is obtained by counting across off-source trials. The
FAP for every on–source candidate, for GRB070429B, is shown in Figure 4.8 and
the low mass bin candidate, with an effective SNR=7.5 is the “loudest” on–source
candidate but with a relatively high FAP=0.12, meaning it was only the ≈37th
loudest candidate from on– and off–source times collectively. The high chirp mass
bin candidate, with FAP=0.117, is the most “significant” in terms of FAP, but
only ≈35th loudest event of on– and off–source collectively.
Figure 4.9 shows the significance of the on–source loudest event relative to the
distribution of background (off–source) events. The figure can be easily interpreted
since the x–axis represents a statistic constructed from the likelihood given by
equation 4.5, that combines across the three chirp mass bins, and the y–axis is
the event’s probability of being drawn from the background sample – this way
we can see that the on–source event falls well in the background distribution and
is not near the high–SNR “tail” of the rarest background events. In fact, to be
able to claim a GW detection, the on–source event should be clear of the the
background “tail”, with false alarm probabilities of ∼ 10−6, as we will see in
Chapter 5, where we give an estimate for a FAP that should be associated with a
GW–GRB detection.
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Figure 4.8: False alarm probability for the on–source events in each chirp mass
bin of GRB070429B, computed simply by counting the louder events in the back-
ground and dividing by the number of effective trials. The high chirp mass bin
candidate, with FAP=0.117, is the most “significant” but only ≈35th loudest
event of on– and off–source collectively. The values on the x–axis correspond to
the SNR of the loudest event in each of the chirp mass bins, plotted as solid bars
on the y–axis.
4.2.12 Results: distance exclusion
Given the results from on–source, no detection of a GW signal was made. In this
situation, we wish to place upper limits on the distance to the progenitor, based
on the assumed astrophysical prior for the source: either a NS–NS or a NS–BH
merger and the sensitivity of the search. We use the large number of simulations
we performed and assume the GRB was caused by a compact binary coalescence
with a neutron star (with a mass in the range [1, 3) M) and a companion of
mass mcomp. The mcomp space is binned and we report a 90% exclusion distance
for a NS with mass in the range [1, 4) M and for BH with mass in the range [7,
10) M. The actual computation of the exclusion distance will be omitted in this
work but can be found in [19]. We exclude a NS–NS merger to a distance of 9
Mpc and a NS–BH merger to 15 Mpc. These distances were derived assuming no
105
Figure 4.9: The loudest on–source event (vertical dashed line) with respect to
the background distribution of events (blue/dotted line). The figure can be easily
interpreted since the x–axis represents a statistic constructed from the likelihood
given by equation 4.5, that combines across the three chirp mass bins, and the
y–axis is the event’s probability of being drawn from the background sample – this
way we can see that the on–source event falls well in the background distribution
and is not near the high–SNR “tail” of the rarest background events..
beaming of the gamma radiation. The 90% exclusion distance is larger for NS–BH
systems than for NS–NS since more GW energy is radiated from a higher mass
system; it also depends on the detectors’ sensitivity (implicitly on the sky location
of the GRB, see Chapter 1) and PSD at the time of the search, the likelihood of
the on–source candidate(s) (if any) and on the parameter choice for simulations.
4.2.13 Search summary
We have analyzed 2190 s of GW data around the Swift trigger time of the short
hard GRB070429B. The two most sensitive operational GW detectors used for the
search were H1 and L1. We have used the coincident triggered pipeline that looked
for CBC signals using matched–filtering the data through a bank of theoretical
waveforms. We have used two segments (one on either side of the GRB trigger)
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to estimate the background FAP and performed software simulations to obtain
the search efficiency. We used a simple likelihood function (efficiency/FAP) to
rank both on– and off–source candidates. No gravitational wave signal has been
detected in association with GRB070429B. The on–source data contains three
triggers in each of the chirp mass bins but each of these triggers is not louder than
the loudest background event; the most significant on–source trigger, in the high
chirp mass bin, with an SNR of ρ ≈6.5 and a false alarm probability of FAP=0.12,
was only order 30 loudest candidate from on– and off–source times collectively.
Given the GRB’s association with a host galaxy at a luminosity distance of ≈4
Gpc, we would have not expected a GW detection. Based on the two astrophysical
models for a CBC event (either NS–NS or NS–BH merger) we placed lower limits
for distance to an NS–NS merger at 9 Mpc and for a NS–BH merger at 15 Mpc.
4.3 Coherent triggered search
4.3.1 Introduction
In Chapter 3 we have outlined the theoretical framework of a coherent analysis.
In turn, in this section, we describe a triggered coherent search for CBC signals
associated with short GRBs and we will provide an example for illustration pur-
poses. The particular search method, that we only summarize here, was used
to analyze data during S6/VSR2 and 3 and is described in detail in [189] with
search results in a final paper in the publication process [20]. This search was
used to analyze GW data around short gamma-ray burst triggers provided by
both Swift and Fermi/GBM satellites. Given the localization capabilities of the
two GRB–observing missions, outlined in Chapter 2, the search has been done on
single sky points for the Swift–observed GRBs (localization of arcsecond preci-
sion) and on multiple sky points within the Fermi–GBM error boxes (localization
of a few square degrees precision). We will present here just a brief summary of
this analysis method and of the results on GRB090831A, a GRB observed by the
Fermi–GBM satellite. We invite the reader to consult the aforementioned refer-
ences for an in–depth description of the coherent method and of the GRB analysis
results for S6/VSR2 and 3.
More recently, the same analysis method was used to analyze GW data asso-
ciated with the IPN–detected short burst triggers collected during S5/VSR1. We
will present in detail the search for GW associated with the S5/VSR1 IPN GRBs
in Chapters 6 and 7.
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The coherent analysis can be applied not only for single–point sky locations but
also for extended sky regions, populated with multiple search points. A number
of GRBs that have been analyzed or to be analyzed, particularly those observed
by Fermi–GBM and the InterPlanetary Network (see Chapters 2, 6 and 7) are
not localized with sufficient accuracy that the search could be done only at a
single point on the sky. Thus, the analysis has been extended to cover a region
of the sky. This requires looping over the relevant sky points, incorporating the
correct detector sensitivities F+,× and time delays between GW detectors. Since
the majority of the analysis time is taken in performing the single detector filters
and since these do not need to be re–calculated for each sky point, the analysis
does not take too much longer than the single–point one.
Given the non–Gaussianity of the GW detector data and the lack of power of
the matched–filtering to distinguish “glitches” from true signals, it is very impor-
tant, on one hand, to understand the cause of these glitches [57] and to remove
times of poor data quality. On the other hand, while the glitch–removal efforts
greatly reduce the number of non–Gaussian events, they can not remove them en-
tirely. Therefore the analysis must also employ methods to distinguish signal from
noise transients. In previous CBC searches, signal consistency tests e.g., [198, 207]
have proven very effective at removing the non–Gaussian background. We pro-
vided an overview of the formalism for the χ2 consistency test applied to coincident
searches in Chapter 3 and in the previous section, and we will extend this test
for the coherent analysis. This, together with describing new coherent–specific
consistency tests such as the null stream and other multi–detector signal–based
tests.
4.3.2 Coherent search associated with GRB090831A
GPS Date redshift T90 (s) RA (deg) dec(deg)
935739411 Aug. 31 2009, 07:36:36 UTC n/a 69 145.1 51.0
Table 4.3: Astronomical and detector data for GRB090831A. This was initially
considered a long GRB/later considered short with an extended T90 duration of
≈ 69 s and was observed by Fermi–GBM (and other missions, see text) to an
approximate circular 1–σ and systematics error box with a radius of 12.774 degrees.
The active GW detectors were Hanford H1 and Virgo V1. Antenna factors are
0.146 and 0.881, respectively.
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Figure 4.10: GRB090831A error region: blue star represents the Fermi–GBM
localization error box best fit position; pink circle and star represent the MAXI
(ISS) localization error box and best fit position, respectively; the hashed region
represents the refined position with the help of IPN localization. The position
accepted for the GW–GRB search was a conservative Fermi–GBM–only, centered
at RA=145.1 and dec=51.0 degrees, with an error circle radius of ≈12.8 degrees
– figure from [9].
GRB090831A overview GRB090831A is a long gamma-ray burst detected
initially by Fermi–GBM satellite and then by a series of other GRB missions.
Based on subsequent visual inspection of the light curve, shown in Figure 4.11, it
was later considered short, so a search for CBC events in association with it was
ultimately performed. The light curve is showing a bright single peak followed by
secondary and tertiary peaks. The Fermi–GBM light curve consists of two struc-
tured main pulses with a T90 duration of about 69.1 s. According to GCN 9864
[9], GRB090831A was reported as both a Fermi–GBM and as a MAXI (Monitor
of All-sky X–ray Image, an X–ray detector onboard the International Space Sta-
tion, ISS) event. It was also reported as a Konus–WIND event, and detected by
both Suzaku and INTEGRAL, both spacecraft part of the InterPlanetary Network
(IPN, for further details on the the IPN and its missions, please consult Chapter
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Figure 4.11: Konus–WIND GCN GRB090831A light curve (LC, γ photon counts/s
vs. time in the 50–200 keV band) showing a single intense peak followed by
secondary and tertiary peaks. The T90 ≈69 s but this burst was still considered
short based on visual inspection of this light curve [10].
2 and Chapter 6). Due to the involvement of the IPN in detection, the initial
Fermi–GBM positional error region could be refined to a much smaller error box,
see Figure 4.10 showing the Fermi–GBM best-fit position (blue star), the MAXI
localization circle and best–fit position (pink star) together with the IPN (Konus–
WIND, Suzaku, INTEGRAL) annuli (solid lines with centers dot–dashed). The
hashed area shows the intersection of the Konus annulus with the 1–degree MAXI
localization circle. The area of this region is 0.160 square degrees [9]. Due to the
fact that all Fermi–GBM–observed GRB locations are considered only based on
the Fermi error circles, the position for the GW–GRB search was a conservative
Fermi–GBM–only, centered at RA=145.1 and dec=51.0 degrees, with an error cir-
cle radius of ≈12.8 degrees (including systematic errors); we note that the IPN
localization was available with a considerable delay, only after we have begun the
GW search.
Coherent SNR The coherent analysis uses the same data generation and matched–
filtering procedures as the coincident analysis (already described for GRB070429B):
2190s of GW data was analyzed using H1 and V1 data. The coherent SNR is
constructed from equation (3.41), from single detector SNR complex series, ap-
propriately shifted and phased. In the analysis, the pipeline generates a trigger
at any time for which the coherent SNR threshold is ρ > 6. Trigger clustering is
done by only keeping the loudest trigger in each 0.1 s time interval.
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Figure 4.12: The coherent SNR time series.
Null–stream The null–stream is a powerful coherent–specific method of identi-
fying and discarding noise transients that a coincident search would normally keep
as possible signals. Since coherent SNR can be seen as a projection of coincident
SNR on four components, the null–stream can be interpreted as the remainder of
the coincident SNR that will not be projected and describes the noise, therefore we
can write the null–stream statistic as the difference in quadrature of the coherent
and coincident SNR:
ρN =
√
ρ2coh − ρ2coinc (4.6)
Given a coherent search that looks for signals in the F+ and F× polarization
channels, the null–stream is the third power channel that will be populated with
noise–only transients. Ideally, a gravitational wave signal matching a template
will provide no contribution to the null–stream and will be found only in either of
the two other channels, so we expect that, for signals, the null–stream statistic will
be χ2 distributed with (2I−4) degrees of freedom, with I the number of detectors
used for the search. A noise transient, on the other hand, that is incoherent across
the data streams, may give a large coherent SNR, but it is also likely to give a
large null–stream statistic.
In the analysis, it is required that all events have an SNR above 4 in the two
most sensitive detectors in the network and the null–stream cut discards any event
that has a null–stream statistic larger than ρN > 5.25. Null streams are generated
for analyses using data available from three or more GW detectors; in the case of
our GRB, data from only two detectors was used, therefore no null stream was
constructed.
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Coherent χ2 test The main challenge to constructing a working coherent χ2
test is to choose the set of template waveforms T i to replicate the effect of glitches
in the GW data streams (see Chapter 3 and [189]). These are constructed by
taking into account three factors: the waveform is accurate to a certain degree of
precision, since the Post–Newtonian (PN) waveforms are derived from Taylor ex-
pansions that stop at a certain order [53] and the numerical waveforms suffer from
similar inaccuracies [208]; the template bank allows for some mismatch between
the templates and any potential signal within the full parameter space to a max-
imal loss in SNR of 3% [191]; there are uncertainties in instrumental calibration
[2] which will affect the match between signal and template.
We have described the theoretical framework for the single–detector χ2 test and
application of the test to an analysis. For the multiple–detector test framework
we invite the reader to consult [189]. A figure of the application of the χ2 test in
reducing the numbers of background and injection triggers for GRB090831A can
be found in Figure 4.13.
Figure 4.13: Coherent χ2 test applied to background (blue) and injection (red)
triggers for the analysis of GRB090831A. The cut proves effective in eliminating
about a quarter of the lower–SNR background triggers (SNR≈6–7) and a few
injections.
Coherent bank χ2 test The coherent bank χ2 test has been conceived and
implemented to test the consistency of the recovered SNR from a trigger across the
waveform template bank. A GW signal will match a certain number of templates
giving a pre–described distribution of the SNR in the bank, whereas a glitch
would produce numerous high–SNR events randomly distributed in the bank. The
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coherent bank χ2 test is calculated in the same manner as the regular χ2 test but
instead it uses a fixed set of N CBC template waveforms T i which remain the
same for every template h(t) in the search template bank. These templates are
taken from different points across the mass space and are well distributed across
it.
For the bank χ2 to be efficient, glitches in the data must have a good overlap
with a reasonable fraction of the templates T i. While, in general, it is difficult to
predict the composition of glitches in the data, it seems reasonable to assume that
glitches which produce a large SNR for the template h(t) will also have a good
overlap with other waveforms in the template space. Thus, the set of templates
which is spread across the parameter space is suitable. For further reference we
ask the reader to consult [207] and [189].
An example of the application of the coherent bank χ2 test is shown in Figure
4.14 in the case of GRB090831A analysis.
Figure 4.14: An example of the application of the coherent bank χ2 test is shown
in the case of the GRB090831A analysis. We can see that this discriminator is
powerful in this case, in removing background triggers (blue crosses) and a few
low–SNR injections (red crosses). There is a number of background triggers close
to threshold SNR that the test removes and a glitch at SNR≈7 coincident with
an injection, that the test misses.
Coherent autocorrelation χ2 test Matched–filtering GW detector data would
produce SNR peaks for both real signals and glitches. The characteristics of a real
signal time–series SNR peak differ from those of a glitch. The “auto” χ2 test was
designed to test the consistency of the SNR peak and was initially described in
[207]. It is a similar test to the bank χ2, but if the bank χ2 investigates consistency
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in SNR across the mass space, the auto χ2 tests for consistency of the SNR time
series. The test uses the same search template bank containing waveforms h(t)
but applies a unique time difference ∆t of order of the template auto–correlation
time , usually <0.01 s. Figure 4.15 shows the performance of the autocorrelation
χ2 test in the case of the analysis of GRB090831A. Again, for further reference we
ask the reader to consult [207] and [189].
Figure 4.15: The autocorrelation χ2 test for GRB090831A.
Coherent background estimation After producing a coherent SNR time–
series and applying the signal–based vetoes, described above, the analysis will
rank the remaining triggers using a detection statistic constructed by using both
the null–stream statistic ρN and the χ
2 values for each trigger. This ranking
statistic, defined as ρdet and given by
ρdet =

ρnew, ρN ≤ 3.5
ρnew
ρN − 2.5 , 3.5 < ρN < 5.25 .
(4.7)
where “new SNR”:
ρnew =

ρ, χ2 ≤ ndof
ρ[(
1 +
(
χ2
ndof
)4/3)
/2
]1/4 , χ2 > ndof (4.8)
where ρ is the matched–filter trigger SNR. This detection statistic has the same
expression as the ranking statistic used by the coincident analyses during S6/VSR2
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and 3, and is a step forward from the S5/VSR1 effective SNR, with a better glitch
rejection power at lower values of the χ2; ndof represents the number of degrees of
freedom for the χ2. The detection statistic is weighted by both the null–stream
statistic and by the chi–squared values in order to improve the capacity of rejecting
non–stationary noise triggers. Figure 4.16 shows the cumulative number of back-
ground events versus detection statistic in the coherent analysis of GRB090831A.
By computing the background (off–source) trigger rate, expected purely from de-
tector noise, we are able to assign a false alarm probability (FAP) to a possible
detection event in the on–source 6s window. The false alarm probability is com-
puted using the same formalism for the coincident search, and the detection (or
non–detection) statement is made by quoting the results of equation:
FAP =
N(ρ > ρ0)
N0
(4.9)
where the fraction is the number of background events with a coherent SNR ρ
larger than the onsource ρ0, N(ρ > ρ0), divided by the effective number of off–
source trials, N0.
Figure 4.16: Coherent analysis loudest background events in the high chirp mass
bin. We can find very few triggers that pass the signal–based vetoes and the
maximum value for the detection statistic is ≈7.
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Results: distance exclusion and search sensitivity No detection of a GW
signal was made: a single event was found in the on–source in the low chirp mass
bin with a FAP=0.71. In the case a GW signal detection is not made in association
with the GRB, we would want to draw a set of parameters that characterize the
search sensitivity. For each GRB we derive a 90% confidence lower limit on the
distance to the GRB progenitor for either the astrophysically–motivated NS–NS
or NS–BH merger models. The method to determine this exclusion distance is
further detailed in Chapter 7, where this is explained in light of the search for
GW associated with the short hard GRBs detected by the IPN. Its application
is the same here. In short, the 90% exclusion distance is the distance where
the efficiency of recovering injections (number of “missed” injections divided by
number of “found” injections) drops below 90%; or, it is the distance to which
we are 90% confident there was no CBC event associated with the particular
analyzed GRB given the present search parameters (template bank, thresholds,
signal–based vetoes, etc.).
For GRB090831A the exclusion distance for NS–NS was 5 Mpc and for NS–
BH, 9 Mpc. As a result of analyzing data around the 26 Swift and Fermi–GBM
short bursts during S6/VSR23, the median exclusion distance for NS–NS was 17
Mpc and for NS–BH, 29 Mpc [20].
4.4 Triggered searches: sensitivity improvement
We have presented two searches for GW associated with two short hard gamma-
ray bursts; we used the GRB times and sky locations to perform triggered searches
at the bursts’ times and sky positions. It would be very useful to know how much
we are gaining in sensitivity by doing a triggered search limited both in time
(more generally, around the interesting electromagnetic transient, e.g., here the
short GRB burst times) and in sky location (at the GRB right ascension and
declination) as compared to an all–time, all–sky search. In this section we will
estimate this increase in sensitivity by looking at different lengths of background
data centered around the trigger time of our test GRB090809B and by comparing
the background obtained from an untriggered (all–sky) search to the background
obtained by performing a search at the sky location of the GRB. This will be just
an estimation since to be able to get a decisive figure we will have to look not
only at the background distribution but also at the simulations’ recovery in the
untriggered and triggered situations for multiple GRBs. We leave this for a future
work.
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To do this, we use the pipeline that searched for CBC signals in an all–sky,
all–time regime during S6/VSR23 (named “ihope”, described in [11, 12]). The
pipeline looked for coincident events in each of the detectors that were available
for the search and is, in broad lines, the untriggered equivalent of the coincident
triggered pipeline described in Chapter 4, Section 4.2. The reason we use “ihope”
is that we need data from an untriggered search that is not available using the
standard GRB pipeline and we need consistency (the same search method applied
for different scenarios) to be able to compare results (just look at SNR values for
fixed false alarm rates). The data was analyzed in four ways:
 A week of data around the GRB090809B trigger time analyzed in all–sky,
all–time regime (GPS 933895709, the analysis was performed between GPS
933379143 and 933984087). A histogram of the loudest background events
in the zero–lag and timeslides (100 timeslides) is shown in Figure 4.17. The
“loudest” zero–lag event has an SNR≈9.2 and the “loudest” timeslide event
has an SNR≈10.3.
Figure 4.17: Histogram of the loudest background events in the zero–lag (triangles)
and timeslides (100 timeslides, crosses) for a week of data around the GRB090809B
trigger time, for an all–sky search. The “loudest” zero–lag event has an SNR≈9.2
and the “loudest” timeslide event has an SNR≈10.3. The analysis was made using
the all–time, all–sky search pipeline (ihope, [11, 12]).
 A single day of data around the GRB090809B trigger time analyzed in all–
sky, all–time regime (GPS 933895709, the analysis was performed between
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GPS 933852509 and 933938909). A histogram of the loudest background
events in the zero–lag and timeslides (100 timeslides) is shown in Figure 4.18.
The “loudest” zero–lag event has an SNR≈8.4 and the “loudest” timeslide
event has an SNR≈9.5.
Figure 4.18: Histogram of the loudest background events in the zero–lag (triangles)
and timeslides (100 timeslides, crosses) for a day of data around the GRB090809B
trigger time, for an all–sky search. The “loudest” zero–lag event has an SNR≈8.4
and the “loudest” timeslide event has an SNR≈9.5. The analysis was made using
the all–time, all–sky search pipeline (ihope, [11, 12]).
 2000 s of data around the GRB090809B trigger time analyzed in all–sky,
all–time regime (GPS 933895709, the analysis was performed between GPS
933894709 and 933896709). A histogram of the loudest background events
in the zero–lag and timeslides (100 timeslides) is shown in Figure 4.19. The
“loudest” zero–lag event has an SNR≈8.4 and the “loudest” timeslide event
has an SNR≈9.2.
 2000 s of data around the GRB090809B trigger time analyzed in triggered
regime (GPS 933895709, the analysis was performed between GPS 933894709
and 933896709). A histogram of the loudest background events in the zero–
lag and timeslides (100 timeslides) is shown in Figure 4.20. The “loudest”
zero–lag event has an SNR≈7.9 and the “loudest” timeslide event has an
SNR≈8.6. The analysis was made by imposing condition on timedelays be-
tween operational detectors to search the the GRB sky location.
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Figure 4.19: Histogram of the loudest background events in the zero–lag (triangles)
and timeslides (100 timeslides, crosses) for 2000 s of data around the GRB090809B
trigger time, for an all–sky search. The “loudest” zero–lag event has an SNR≈8.4
and the “loudest” timeslide event has an SNR≈9.2. The analysis was made using
the all–time, all–sky search pipeline (ihope, [11, 12]) on a limited size data stretch.
Suppose the data does not contain “excessively loud” glitches (previously re-
moved by signal–based vetoes), and considering that the maximum SNR ρmax of
the loudest event from the timeslid data (since a reliable background estimation
can be done with timeslides only) at a fixed FAP and for the same search config-
uration in each of the cases above, characterizes the sensitivity of the search. The
maximum SNR is a measure of how far in terms of distance can the search detect
CBC events, relating to distance ρmax ∝ 1/Dmax. We can estimate an increase of
13% in sensitivity distance when reducing the analysis time from a week to 2000
s and another 7% when using the sky location of the GRB for a triggered search.
This amounts to approximately 20% increase in sensitivity (distance) when com-
paring a week of analyzed data in all–time, all–sky regime with 2000 s of analyzed
data in triggered regime on sky location. If we look at Figures 4.17 and 4.18 we
notice that an event with effective SNR 90 will have a decrease in false alarm
probability of order 7× 10−2 when shortening the analysis time from a week to a
day, so roughly a measure of 10−2 FAP drop per day.
The 20% increase in distance sensitivity translates into ≈73% increase in vol-
ume sensitivity, which, in turn, assuming a naive constant number density for
short GRBs, increases by ≈73% the number of observable bursts.
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Figure 4.20: Histogram of the loudest background events in the zero–lag (triangles)
and timeslides (100 timeslides, crosses) for 2000 s of data around the GRB090809B
trigger time, for a triggered search at the sky location of the GRB. The “loudest”
zero–lag event has an SNR≈7.9 and the “loudest” timeslide event has an SNR≈8.6.
The analysis was made using the all–time, all–sky search pipeline (ihope, [11, 12])
on a limited size data stretch imposing condition on timedelays between opera-
tional detectors to search the the GRB sky location.
These results are summarized in Table 4.4. Knowing the sky location of the
GRB accounts for an increase of ≈7% whereas knowing the exact time and being
able to perform a search on a short stretch of data, without using a privileged sky
location, increases the sensitivity by ≈13% (1 week→ 2000s), this shows that the
major contribution to sensitivity increase from a triggered (time and sky location)
search is knowing the exact trigger time.
This estimation was performed using coincident data from two GW detectors –
in the case of a triggered search using three or more detectors the sky localization
will be improved (see Chapter 1 for reference) therefore, the search sensitivity will
increase as compared to the all–sky search. Further in–depth studies are needed,
especially with the commissioning of Advanced LIGO, with trigger rates that are
yet to be measured.
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Case FAP ρmax D ∝ 1/ρmax Sens. Increase (%)
1 week ALL-SKY 10−2 10.300 0.097 n/a
1 day ALL-SKY 10−2 9.486 0.105 8%
2000s ALL-SKY 10−2 9.110 0.110 4.8%
2000s TRIGGERED 10−2 8.544 0.117 6.4%
Table 4.4: Relative increases in search sensitivity for an identical search (same
search parameters, using a single GRB trigger) performed on 1 week, 1 day and
2000s of data in all–sky mode and 2000s of data in typical GRB–triggered mode.
ρmax results are quoted at a fixed false alarm rate. Results suggest a typical
increase of ≈20% in sensitivity from a search on 1 week of data all–sky to 2000s
triggered; knowing the sky location of the GRB accounts for an increase of 6.4%
whereas knowing the exact time and being able to perform a search on a short
stretch of data increases the sensitivity by 12.8% (1 week → 2000s).
4.5 Discussion
We have presented two different analysis methods to search for compact binary
coalescences around short hard GRB triggers. Both methods have been used to
produce results and publications: the coincident method was used in association
with short GRB triggers during S5/VSR1 [19] and the coherent method was used
in association with short GRBs during S6/VSR2 and 3 [20]. Both methods make
use of the sky location and time of the GRB event to gain search sensitivity as
compared to all–time, all–sky searches. Both methods use matched–filtering the
GW data through a set of theoretical waveforms (the “template bank”) at their
core, but the fundamental way of combining the data from multiple GW detectors
differs. Whereas the coincident method looks for outstanding events that should
be present in multiple detectors in the same time–chirp–mass window, the coherent
method combines all the data from all the available GW detectors to extract two
possible types of channels, a GW data channel and multiple noise channels (null
streams). This, combined with a series of very strong signal–based veto tests,
make the coherent search a more sensitive one compared to the coincident search.
We have presented search results from the coincident analysis associated with
the Swift–detected GRB070429B and coherent analysis associated with the Fermi–
GBM–detected GRB090831A. No gravitational waves were detected in the 6s on–
source window of any of these two short bursts. Therefore, we have computed
a 90% confidence distance to the GRB progenitor for the two predicted emission
models (NS–NS or NS–BH).
We have also estimated the increase in sensitivity gained from performing a
triggered search compared to an all–sky, all–time search. The sensitivity increase
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comes from both knowing the sky location and the time of the astrophysical trigger
we wish to follow–up in GW data. This was done by successively comparing GW
analyses that used data of different lengths and were performed either in all–sky
or in triggered modes. W found an estimated 20% sensitivity increase.
There still are ways to improve the current triggered search. One possibility
would be an optimal choice for the detection statistic thresholds; another one
would be better astrophysically–motivated priors on inclination or distance to the
source.
This chapter was meant as a brief introduction to both coincident and coherent
analysis methods and by no means as an in–depth study. For further reference to
applying the coincident method to GRB triggered searches we invite the reader to
consult [19]; for the coherent application we point the reader to [75] and references
therein.
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Chapter 5
Improving searches for GW
associated with GRBs
5.1 Introduction
The sensitivity of triggered searches for gravitational wave inspiral signals asso-
ciated with short gamma-ray bursts may always be improved by implementing
new data analysis techniques that increase the confidence of a possible detection;
also, better knowledge of the source itself (astrophysical priors) may restrict the
parameter space, making the analysis more sensitive and time and computing–
efficient. In this chapter we describe such improvements for both the coincident
and the coherent analysis methods: a better estimation of the background data
using timeslides for a GW–GRB search and a proposed prior on the inclination
angle of the binary.
Short hard gamma-ray bursts are cosmological events and are, on average,
closer in luminosity distance than long gamma-ray bursts (see Chapter 2), but
those detected with the smallest measured redshifts are still beyond the inspiral
range of present day GW detectors; however, this does not exclude the possibility
of a future detection of a short burst with a much smaller redshift. Using a trigger
from a GRB satellite and performing a GW search around this trigger is just the
first step towards making a GW detection (see Chapter 4 for two examples of
such searches); the second, and equally important part, is, in the case of finding
an outstanding GW candidate associated with the GRB trigger, how confident
we are that this candidate is indeed a gravitational wave and not arising from
detector noise.
Suppose we have this scenario: a short GRB is detected by a satellite and there
is no afterglow that can identify a host galaxy, hence no information of its redshift
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or luminosity distance (see Chapter 2 for an explanation of short GRB afterglow
detections). After performing a GW–GRB search one finds a loud (high–SNR)
candidate associated with the GRB. The question arises: what is the false alarm
probability that we should quote in order for us to claim a GW detection, with
no supporting astrophysical information on the distance to the GRB in question?
By “false alarm probability” we denote the probability that the newly found GW
trigger is produced by detector noise. This quantity is estimated purely from the
statistical properties of the GW stretch of data that we analyzed and is a number
we quote at the end of the analysis (see Chapter 4 for two such results). We will
have to compare this number to an astrophysical quantity that gives information
on the GRB. Such an astrophysical quantity would be the probability that the
GRB was located at a luminosity distance within the GW detectors’ range, and
may be estimated from the collective properties of a population of short GRBs for
which we know the distances. We describe two ways of estimating this probability.
We will look at a very naive model for which we assume a constant number
density for short GRBs within a physical spherical volume with a fixed radius of 2
Gpc (z ≈ 0.5), in other words we consider that short GRBs occur only at very low
redshifts. The 2 Gpc limit is chosen so the Euclidean and cosmological volumes are
approximately equal. Assuming an optimistic average initial LIGO/Virgo horizon
range of 20 Mpc for an ideally located and oriented NS–NS binary, we can express
the probability that a certain given burst occurred within the detection volume
for the GW detector:
P =
4pi
3
dNobservable(Vdetector = 8× 10−6 Gpc3)
dN(Vuniform = 8 Gpc
3)
≈ 4× 10−6 (5.1)
This is a very simplified way of estimating the chance that a GRB was within
the GW detectors’ range: short bursts are not proven to be uniformly distributed
in volume (simply because we have not yet detected a very near–by one and
the numbers of those with unambiguously determined redshifts are too small to
derive any volume distribution); the GW detection range is not constant and
depends on a series of parameters (binary localization and inclination, noise PSD
etc., see Chapter 3 for reference); short bursts are not within redshift z ≈ 0.5
only. Despite all this, the formula above gives a rough measure of this chance
probability, estimated 1 in a million FAP.
A lower bound for the rate of observable short hard GRBs, R, approximated
constant for the local universe, is given by the BATSE short burst rate and is also
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the lower bound of the rate interval given by Nakar in [84]:
R = 10 Gpc−3yr−1 = 10−8 Mpc−3yr−1 (5.2)
This rate translates to R ≈ 10−4 yr−1 for short GRBs within initial LIGO detection
range converted into a probability of P ≈ 5× 10−6. As mentioned in [84], this is
the lower bound of the expected rate of observed short bursts, the upper bound
possibly four orders of magnitude larger.
This probability expresses the chance that any of the observed short bursts in
one year is located at a distance equal to or smaller than 20 Mpc, considered as
average for initial GW detector range; this assuming, of course, that the observed
GRB has no measured redshift from afterglow identification. Relating this to the
false alarm rate and probability of a GW candidate, in order to claim an event
detection, we can argue that it should be comparable with the chance probability
of finding a short burst within a GW detector range distance. Quoting the two
numbers above, the false alarm probability for a GW detection event should be
larger than ∼ 10−6 for a confident detection statement.
5.2 Background estimation using timeslides
The search for the first GW signals from compact binary coalescences in detector
data has so far faced a problem in estimating the significance of any candidate
signal relative to the background of false events. This is because the detector
data are non-stationary, in the sense of containing numerous, unpredictable and
mostly unmodelled loud transients or detector “glitches”, sometimes at high rates
depending on the internal and external factors influencing the detector (see Chap-
ter 1 for non–stationary noise sources). If we consider searching for a well-defined
waveform in noise by matched filtering, the distribution of the signal–to–noise ra-
tio (SNR) in Gaussian data is completely predictable, thus the significance of a
candidate signal with a given statistic follows immediately.
Many such non–Gaussian transients are removed by applying both a series
of detector data quality checks (“vetoes”, that use information from a number
of environmental channels such as seismic or electromagnetic disturbances, see
Chapter 1) and a series of signal–consistency tests (e.g. the χ2-test, see Chapter 3
and previous chapter). But in real interferometer strain data, large glitch popula-
tions remain and dominate the distributions of candidate events at high detection
statistic values, therefore we are unable to use a theoretical model of the statistical
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distribution for background. An example of estimating the significance of a GW
detection candidate relative to the background data has been worked out with the
occasion of the GW100916 “Big Dog” blind injection event and can be found in
[12].
We will present a method that estimates the background of a triggered GW
search that uses timeshifting of individual detector data stretches. Since this
method has been implemented and tested in the coincident search for CBC events,
its theoretical framework depends on a few CBC search–specific parameters: coin-
cidence window, individual detector trigger rates, false alarm probability deriva-
tion. We will estimate and make use of these parameters in the next paragraphs.
5.2.1 Coincidence window estimation
The coincident search looks for triggers within a certain coincidence window. A
coincidence window δv, as explained in Chapter 3, represents a bounded region
in time in which we confirm that two or more triggers, from different GW de-
tectors, are coincident. Estimating the background for a triggered GW search
depends on the properties of the coincidence window: its size controls the number
of coincidences. An optimal choice of its size will allow only a restricted number
of single–detector triggers to pass the coincidence test (see the e-thinca thresh-
old value in Chapter 4); this will reduce the number of coincidences composed of
single–detector “glitches” that tend to couple with near–threshold noise triggers.
We will estimate the width of a coincidence window and use it in computing the
false alarm probability. A fixed time–only coincidence window is the simplest coin-
cidence window we can use and that takes into account only the coalescence times
of each of the triggers; however, time–only coincidence windows prove inefficient
in the case where two or more uncorrelated noise glitches are found within this
window and their matching templates have different mass parameters.
Let’s assume we have two triggers from two independent detectors with coales-
cence times t1 and t2; the detectors are separated geographically by a distance d.
A time–only coincidence window is simply δv = |t1 − t2| and the maximum value
of such a window is the “light–travel” time between the detectors: δv ≤ d
c
. Since
we are dealing with noise (either Gaussian for an idealized model or non–Gaussian
for actual data), this time is broadened to account for noise effects:
δv(ρ0) ≤ d
c
+
α
√
2
ρ0
(5.3)
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where α is a constant of order ∼ 100 ms [209] and ρ0 is a chosen detection statistic
threshold, usually ρ0 ≈ 4.5 − 5.5 in typical analyses. In the case of the triggered
GRB search, where the sky location of the source is fixed, the light travel time
d/c is known a priori so the second term of the sum in equation (5.3) will be used
only. Using these numbers we get a rough estimate for a time–only coincidence
window δv ≈ 3× 10−2 s.
Since triggers should be coincident both in coalescence times and mass (τ0 and
τ3 mass functions, for a definition of these variables see Chapter 3), we would
want to estimate the actual size of a time and mass coincidence window as de-
scribed in Chapter 3, and applied in the coincident analysis in Chapter 4. This
will be done by using a three–dimensional rectangular window approximation, in-
stead of the actual elliptical one, for ease of calculations. We again consider a
pair of non–aligned detectors separated geographically by a distance d. In the
standard analysis, three–dimensional coincidence elliptical windows are used to
find coincidences in both time of coalescence tc and binary component masses, m1
and m2 [197] encoded in by the τ0 and τ3 functions (see Chapter 3 for reference).
Let’s consider a three–dimensional rectangular coincidence window, with a vol-
ume δ3vr(ρ0) = δv∆τ0∆τ3 given in [209]; the three–dimensional window will have
a time–coincidence component δv and two mass–coincidence components ∆τ0 and
∆τ3, each with time units. Then this is expressed as:
δ3vr(ρ0) = δveff∆τ0∆τ3 ≈ 2
√
2αaτ0aτ3
ρ30
(5.4)
where τ0 and τ3 are the two functions of binary component masses that define the
template bank and aτ0 and aτ3 are two constants of order ∼2000 and ∼1000 ms
respectively; the order of magnitude of ∆τ0 and ∆τ3 is ∼1000 ms [209]. Expressing
an effective coincidence window, with time units:
δveff =
2
√
2α
ρ30
(
aτ0
∆τ0
)(
aτ3
∆τ3
)
(5.5)
and replacing the constants in equation (5.5) we get:
δveff (ρ0) ≈ 4
√
2α
ρ30
(5.6)
The volume of a corresponding elliptical coincidence window would be roughly
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one fifth of the rectangular one:
δveff (ρ0) ≈ 4
√
2α
5ρ30
(5.7)
We obtain a rough estimate for the effective time–mass coincidence window
δveff ∼ 10−3 s. The effective time–mass coincidence window is order 45ρ20 ≈ 1/30
the time–only window due to introducing the requirement of mass coincidence.
Heuristically, by requiring mass coincidence, the chance of templates passing the
coincidence test reduces by a factor of 30 to the case we require only a coincidence
in time.
In the next sections we will be using two different coincidence windows for
result comparison purposes:
 a fixed time and mass window that does not take into account variation
on threshold SNR ρ0, i.e., it is calculated at a fixed threshold ρ0 = 5 →
δv = 10−3 s;
 a variable time and mass window that does take into account variation on
threshold SNR ρ0:
δveff (ρ0) ≈ 0.11
ρ30
(s). (5.8)
5.2.2 False Alarm Probability
One assumes that the single detector triggers with a detection statistic above a
given threshold are uncorrelated realizations in time. Their distribution can be
analytically approximated to a Poisson distribution with a constant occurrence
rate. Analogously, one assumes that the distribution of coincidences formed by
finding coincidences between individual detector triggers is Poisson as well. Let’s
assume we run an analysis over a stretch of time of length T . For simplicity,
we will also assume the event rates (the rates at which triggers are produced in
each of the detectors over time) Rt can be considered constant. In this case, by
Rt we denote the single detector trigger rate of a given detector. In practice, Rt
depends on the detectors’ local noise characteristics (from time t to time t+∆t the
detectors may experience a period of excessive non–Gaussian noise due to external
factors like bad weather, human activity, earthquakes etc. hence increased trigger
rates and consequently increased values for Rt). Therefore, the expected number
of triggers will be RtT and the probability of obtaining k triggers is given by the
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Poisson distribution:
p(k|Rt, T ) = (RtT )
k
k!
e−RtT (5.9)
Consider again the simplest case: we are looking for coincidences in data from two
independent detectors with trigger rates R1 and R2, respectively. The search for
coincidences is performed across a given coincidence window δv. The probability
of having one or more coincidences in a coincidence window δv provided the single
detector trigger rates R1 and R2 (units triggers per second or Hz) and assuming
the triggers are uncorrelated Poisson–distributed events, can be written [210]:
p(R1, R2) = p1(R1)p2(R2) = (1− e−R1δv)(1− e−R2δv) ≈ R1R2δv2 (5.10)
by approximating R1δv ∼ R2δv  1; indeed this approximation is valid for typ-
ical single detector trigger rates of ∼ 10 − 50 Hz. Then, the average number of
coincidences in time can be expressed as a rate:
Rc(R1, R2) =
p(R1, R2)
δv
≈ R1R2δv (5.11)
with the associated Poisson error, given the only factors contributing to it are
counting errors:
σc =
√
R1R2δv
T
(5.12)
Coincident GRB–GW search: frequentist FAP
In assessing the significance of a coincident event produced by a given coincident
GRB–GW analysis, the current method is to estimate the false alarm rate (FAR)
or false alarm probability (FAP) which the event has when the analysis is run
on a stretch of data that should not contain any GW signals henceforth called
background. The FAR can be defined as the rate of coincident events with a value
of the detection statistic ρ equal to or greater than the candidate event statistic
ρc, in an analysis performed on the background data. If we apply the Poisson
approximation then we obtain the probability of having at least one background
coincident event, given an average coincidences rate Rc and an analysis time T :
p(event|Rc, T ) = 1− p(0) = 1− e−RcT ≈ RcT (5.13)
In the case of the GW–GRB analysis we use an “on-source” window of length
T , where we perform the search for a possible GW signal, and N0 independent
“off-source” trials, each of length T equal to the “on–source” window, considered
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background where there will be no expected GW signal from the analyzed GRB.
Furthermore, it follows from equation (5.13):
p(event) =
k0
N0
(5.14)
where k0 is the total number of observed false alarms from all of the “off–source”
trials N0. This shows that the minimum nonzero FAP we can reach when having
a background stretch of N0 trials is for k0 = 1, FAPmin = 1/N0. In a typical GW-
GRB analysis the number of background trials is of order N0 ∼ 300, therefore
the minimum nonzero will be FAP∼ 3× 10−3. Comparing this to the probability
that the GRB was within the detector range (equation (5.1)), we see that we need
to lower the FAP by several orders of magnitude in order to be confident of a
detection.
Coincident GRB–GW search: Bayesian FAP
Using a Bayesian interpretation we can derive the false alarm probability consid-
ering that the observed false alarms k0 are independent realizations distributed
according to a binomial distribution. Suppose we treat the analysis as a series
of independent trials; for each trial we retain the loudest coincident trigger and
compare its SNR with the SNR of the “on–source” event – if the trial coincident
SNR is larger, then we call it a false alarm and count it in. Given N0 trials, the
probability distribution function for k0 observed false alarms is the probability
mass function:
P (k0|q,N0) = N0!
k0!(N0 − k0)!q
k0 (1− q)N0−k0 (5.15)
with q the probability of obtaining a false alarm in one trial with boundaries [0,1].
From the Bayesian perspective, there are known and unknown quantities: the
known quantity is the data, represented by the number of false alarms k0 and num-
ber of trials background N0; the unknown quantity is the probability q for which
we would want to derive the distribution function. To make inferences about the
unknown quantities, we introduce a joint probability function that describes how
we believe these quantities behave in conjunction, i.e., a probability density func-
tion (PDF) for q, p(q|k0, N0), given k0, N0. Using Bayes rule, this joint probability
function can be rearranged to get the PDF for q:
p(q|k0, N0) = p(q)P (k0, N0|q)
P (k0, N0)
=
P (k0, N0|q)p(q)∫ 1
0
P (k0, N0|q)p(q)dq
(5.16)
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Assume that p(q) is a flat prior, i.e. p(q) = 1, the denominator [0,1] bounded
integral is solved by the incomplete beta function:∫ 1
0
P (k0, N0|q)dq = N0!
k0!(N0 − k0)!Bq(k0 + 1, N0 − k0 + 1) (5.17)
and for k0 and N0 positive integers:
N0!
k0!(N0 − k0)!Bq(k0 + 1, N0 − k0 + 1) =
1
N0 + 1
(5.18)
therefore the probability distribution function for q will be:
p(q|k0, N0) = (N0 + 1)P (k0, N0|q)p(q) = p(q) (N0 + 1)!
k0!(N0 − k0)!q
k0 (1− q)N0−k0 (5.19)
that should integrate to unity for a flat prior p(q) = 1. We assume a flat prior on
the event of interest (the “on–source” event) p(q) = 1 (the probability of obtaining
at least one event in the background louder than the “on–source”) justified by the
fact that there will always be an event in the “on–source” (as long as the SNR
threshold is not set too high), so the distribution of q is
p(q|k0, N0) = (N0 + 1)!
k0!(N0 − k0)!q
k0 (1− q)N0−k0 (5.20)
The expected value for q is
E[q] =
k0 + 1
N0 + 2
(5.21)
the standard deviation is
σ2 =
(k0 + 1)(N0 − k0 + 1)
(N0 + 2)2(N0 + 3)
(5.22)
We notice that for small values of k0 the error of q is of the same order of magnitude
as the value whereas for large values of k0 the error converges to zero. A special case
is k0 = 0 (no background coincidence is louder than the “on–source” coincidence);
in this case we have:
q =
1
N0 + 2
± 1
N0 + 2
√
N0 + 1
N0 + 3
(5.23)
The probability distribution function p(q|k0, N0) has an extremum at
q0 =
k0
N0
(5.24)
that is, in fact, the false alarm probability computed in the previous section using
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a frequentist approach (local extremum found by dp(q|k0, N0)/dq = 0).
The Bayesian approach to the false alarm probability gives us more information
to it, that is, provides us not with a single frequentist extremum value but with
a distribution function p(q|k0, N0). This distribution is shown in Figure 5.1 for a
fixed number of trials N0 = 300 and k0 = 1, 2, the case of a single background
coincidence louder than the “on–source” and two such coincidences. We notice
that the maximum FAP, q0, will increase with k0, as expected; we also note that the
width of the distribution increases with k0, in other words, the FAP computation
becomes less precise for events with higher maximum FAP.
Figure 5.1: Probability distribution function p(q|k0 = 1 and 2, N0 = 300) as a
function of q. We notice that the maximum FAP, q0, will increase with k0, as
expected; we also note that the width of the distribution increases with k0, in
other words, the FAP computation becomes less precise for events with higher
maximum FAP.
5.2.3 False Alarm Probability for S Timeslides
When prompted to assigning a certain false alarm probability to a candidate,
one can artificially extend the background time, over which noise events can be
gathered, by creating “fake” periods of data with approximately the same noise
distribution as the real background data. This will keep the false alarm rate
constant, but will allow us to make a more confident statement about a certain
candidate by minimizing the error of the false alarm rate. This involves timesliding
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the background data by a certain number of times, S, so that the new number of
background trials will be S × N0. Physically, this is done by taking the detector
data stretches and sequentially shifting one of them S times by a certain amount of
time ∆τ . By recombining the time–shifted data with the other non-slid segments,
time–shifted triggers will form new coincident events. If the time–shifts ∆τ are
larger than the light travel time and the signal autocorrelation, then the time–
shifted coincidences cannot be produced by gravitational waves, and are therefore
expected to give a good estimate of the background – from equation (5.11) the
coincidence rate is:
FAR = R1R2δv (5.25)
and the variance will be, knowing that S is the total number of timeslides, from
[210]:
σ =
√
σ2count + σ
2
recycled =
√
R1R2δv
ST
+
R1R2(R1 +R2)δv2
T
(5.26)
The first term of the sum represents (σcount) Poisson counting errors whereas the
second term (σrecycled) represents the errors induced by repeating triggers forming
different coincidences (“trigger recycling”, described in the following subsection).
At low number of timeslides S, the counting errors will dominate the FAR error,
whereas at higher S values, the errors due to repeating triggers will dominate
the magnitude of σ. This shows that the error will plateau if one increases the
number of timeslides S beyond a certain value, dependent on the single detector
trigger rates R1 and R2 and the size of the coincidence window δv. In equation
(5.26), the number of timeslides at which the Poisson counting error term equals
the repeating triggers error term:(
R1R2δv
ST
=
R1R2(R1 +R2)δv
2
T
)
S=Sc
(5.27)
will be improperly called the ceiling number of timeslides, Sc. One may choose
to do as many timeslides as one wants and there is no physical limit for S simply
imposed by the Poisson counting errors. It is just that by increasing the number
of timeslides beyond Sc there is very limited gain in sensitivity. Hence, Sc follows
from equation (5.27) and is given by:
Sc =
1
(R1 +R2)δv
(5.28)
By performing timeslides, we do not decrease the overall false alarm rate but
rather decrease its error, compared to the case with no timeslides; the probability
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distribution function of the FAR will be peaked at the same maximum, but rather,
the width will be smaller when doing timeslides.
GW detectors have different noise characteristics and local environmental in-
fluences, often resulting in very different trigger rates. It is useful to look at the
accuracy of estimating the FAR when running an analysis with either very differ-
ent detectors or similar ones, in terms of their individual trigger rates. We will
be looking at equation (5.26) that gives the FAR error σ as a function of single
detector trigger rates and number of timeslides and work with a constant FAR for
both cases (it is only useful to assume a constant FAR to motivate a comparison
of its error). Given two searches performed with two separate pairs of detectors,
at a constant FAR and fixed number of timeslides S, we can differentiate two
analysis cases: one that uses almost identical detectors, hence equal trigger rates
R1 ≈ R2 = R and another that uses two very different detectors, with two very
different trigger rates, e.g., R2 = f×R1, where f < 1 is an arbitrary proportional-
ity factor. Since we are working at a fixed FAR, in equation (5.26), the first term
of the sum will be constant for both analyses, for the same number of S timeslides.
We need to compare the second term, namely R1 +R2 = (1 + f)R1 with 2R. We
have the relation between R1 and R, given a constant FAR:
FAR = R1R2δv = fR
2
1δv = R
2δv (5.29)
hence R = f 1/2R1. Replacing in equation (5.26), we obtain the ratio of the two
FAR errors in the two cases, for a fixed number of timeslides S:
σR1R2
σR1=R2=R
=
√
1 + (1 + f)SR1δv
1 + 2
√
fSR1δv
(5.30)
For an arbitrary number of timeslides, e.g., SR1δv = 1 (a low number of timeslides
S=100, a relatively high trigger rate R1=10 Hz and a typical estimated value δv =
10−3 s), constant for both cases, we have the ratio as function of the proportionality
factor f :
σR1R2
σR1=R2=R
=
√
1 + (1 + f)
1 + 2
√
f
(5.31)
For f → 0 we expect an increase of roughly 50% of the error on the false alarm rate
when performing an analysis with two detectors with very different trigger rates
as compared to one with similar trigger rates, for a given number of timeslides and
a fixed FAR. In conclusion, the ability to measure the FAR is reduced when using
two detectors with very different trigger rates; in such a case, we would be more
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susceptible to removing true signals, if present in the data. This effect is much
enhanced when performing a considerable number of timeslides, e.g., of order 106
(not applicable in the case of a GRB analysis where we have data stretches of
only 2000s, but where we have longer data segments). In this case the dominant
term will be SR1δv of order 10
4 and the ratio of FAR errors will be of order
(1 + f)/(2
√
f) 1 for small values of f . This effect is sensitive to values of single
detector trigger rates: in the case of an analysis with very low trigger rates, e.g.,
R1 ≈ 10−3, this effect may be neglected since SR1δv  1 and the errors will
be approximately equal: in equation (5.30) for small f values the numerator and
denominator sums will → 1.
To conclude, when dealing with relatively high single detector trigger rates,
the timeslid background is better estimated (FAR error is smaller) when using
data from detectors with similar trigger rates values, as opposed to very different
trigger rates.
5.2.4 Different scenarios for FAP and error
Fixed time–mass coincidence window For a typical coincident GW–GRB
analysis the single detector trigger rates close to threshold SNR are relatively high
at values of order R1 ≈ R2 ≈ 100 triggers/second; using a constant coincidence
window of order δv ≈ 10−3 s and a total number of trials N0 = 300 with an
“on–source” length of T = 6 s, we can estimate what false alarm probabilities
we would expect from three different classes of triggers, ranked solely by their
characteristic SNR values (identical background triggers with different loudness):
with low SNR, close to threshold, medium SNR and high SNR. Triggers with low
SNR will have a high occurrence rate, whereas triggers with high SNR will have
a low occurrence rate. Table 5.1 summarizes the false alarm rates and errors for
these cases, for two types of analysis: without timeslides (“zero–lag” only) and
with S=100 timeslides. Trigger rates R1 and R2 are used in equations (5.25) and
(5.26) to calculate the FAR and its error, σ; also in equation (5.28) to estimate
the ceiling number of timeslides, Sc.
By examining Table 5.1 we can draw a series of conclusions with regards to
the usability of timeslides to estimate false alarm probabilities:
 The coincidence rate for triggers with low SNR, close to threshold, is high
and the timeslides method is indeed improving the FAR error but the large
number of such coincidences would render any “on–source” trigger resem-
bling them, completely insignificant. The FAR may have values of order 10
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R1 (Hz) R2 (Hz) FAR (Hz) σFAR (Hz) S=0 σFAR (Hz) S=100 Sc
100 100 10 1.3 0.60 <1
10 10 0.1 0.13 0.02 50
1 100 0.1 0.13 0.04 10
1 1 0.001 0.013 0.001 500
1 10−2 10−5 1.3× 10−3 1.3× 10−4 5× 103
10−2 10−2 10−7 1.3× 10−4 1.3× 10−5 5× 104
10−3 10−3 10−9 1.3× 10−5 1.3× 10−6 5× 105
R1 (Hz) R2 (Hz) FAR (Hz) σFAR (Hz) S=0 σFAR (Hz) S=10
3 Sc
10−3 10−3 10−9 1.3× 10−5 1.3× 10−7 5× 105
Table 5.1: False alarm rates and their errors for different combinations of trigger
rates for a simple two–detector analysis in the cases of “zero–lag” (no timeslides,
S=0) and S=100 timeslides. Trigger rates R1 and R2 are used in equations (5.25)
and (5.26) to calculate the FAR and its error, σ; also in equation (5.28) to estimate
the ceiling number of timeslides, Sc. This illustrates the gain in confidence from a
low–and–equal–trigger rates case. The very low trigger rates cases imply that the
false alarm rate can be quoted only as a confidence interval [−σ, σ] that approaches
[−10−6, 10−6] for trigger rates in the mHz region. We repeat the last row in the
second section of the table; this is motivated by a choice of very low single detector
trigger rates allowing the performance of a considerable amount of timesliding
(S = 103, permitted by equation (5.28)), in the case of an analyzed stretch of
2000 s, that, in turn, combined with very low and roughly equal single detector
trigger rates (mHz), contribute to significantly lowering the σ value of the FAR to
reach ≈ 10−9 Hz and its error ≈ 10−7 Hz.
Hz and the ceiling number of timeslides is below 1, implying it is useless to
do timeslides when we only have such triggers (see row 1 of the Table 5.1).
 A factor contributing towards the increase of FAR error is two very different
trigger rates in the two detectors, when dealing with relatively high trigger
rates values (see rows 2 and 3 of the Table 5.1). This effect is completely
described by equation (5.30), that quantifies the fractional increase of the
error for any given S timeslides. The effect of two very different values for
single detector trigger rates is of roughly 50% increase in σ for an analysis
with a given S timeslides and may increase significantly for analyses with
much larger number of timeslides and high single detector trigger rates;
note that for low S and R1, the effect is not so strong and the errors are
approximately equal; also it suffices to consider the case of higher S and not
do a full analysis depending on the values of S since a more exact background
estimation for a GRB search will need higher values for S, i.e., SR1δv  1.
The effect of two very different values for single detector trigger rates is less
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noticeable for low values of the single detector trigger rates, e.g., of order
mHz, and relatively low number of timeslides. Ideally, an analysis should
make use of two similar detectors in terms of trigger rates. This, combined
with a low value of trigger rates, will allow for a smaller error value and for
a larger number of usable timeslides.
 The coincidence rate for triggers with high SNR is low and in this case the
timeslides method does improve the FAR error by an order of magnitude. Yet
due to counting errors and repeating triggers, the error, even by performing
100 timeslides, is still of the same order of magnitude as the FAR (see row
4 of Table 5.1).
 We can still achieve false alarm rates in the desired region of 10−6− 10−8 by
performing timeslides if we have a very low individual detector trigger rate
and the rates from any two detectors are comparable (at least of the same
order of magnitude) (see rows 5,6 and 7 of the Table 5.1; also the second
section of Table 5.1).
5.2.5 Time–mass coincidence window function of thresh-
old SNR
As we see from Table 5.1 one would ideally want a very low trigger rate in the
detector data. This can be achieved by very effective glitch–reduction procedures
(effective detector characterization), very strong signal–based vetoes and by raising
the SNR threshold. Glitch–rejection and signal–based vetoes tend to reduce the
number of loud noise events and not to reduce the background of near–threshold
ones. We will briefly discuss the third option: raising the SNR threshold ρ0 that
will significantly reduce the number of low–SNR noise events. Using equation
(5.8), we can write the FAR and its error as a function of threshold SNR ρ0:
FAR(ρ0) =
0.11R1R2
ρ30
(5.32)
and
σ =
√
0.11R1R2
STρ30
+
10−2R1R2(R1 +R2)
Tρ60
(5.33)
Also, suppose we assume, in a very approximate case, that the single detector
trigger rates are equal and decrease as exponential functions of threshold SNR:
R1 ≈ R2 ≈ Ce−αρ0 (5.34)
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where C and α are two analysis–dependent constants that we can evaluate and
approximate fixed for similar analyses. This naive approximation is not very far
from reality in the ideal case of a stretch of data without any major non–Gaussian
noise activity. The constant C can be evaluated using the trigger numbers from
Chapter 4 for the case of GRB090809B: at a threshold SNR ρ0 = 4.5 the single
detector trigger rates were in the region of 50 Hz, giving us an estimate C = 3×1010
Hz. The constant α can be evaluated knowing that there is order 100 drop in FAR
for a unit increase in SNR, so roughly 100 ≈ eα, giving α ≈ 4.5. This way we can
re–write both the FAR and its error taking this into account:
FAR(ρ0) = 9× 1018 × e
−2αρ0
ρ30
(5.35)
and
σ = 3× 109 ×
√
e−2αρ0
STρ30
+ 6× 1010 e
−3αρ0
Tρ60
(5.36)
with a ceiling number of timeslides as a function of threshold SNR:
Sc ≈ 1.7× 10−11ρ30eαρ0 (5.37)
The false alarm rate and its error are shown in Figure 5.2: false alarm rate variation
with threshold SNR ρ0 (continuous line) and its error (dashed lines) for T = 6 s and
a sequence of S = 10n timeslides where n = ¯0, 11; vertical lines corresponding to a
sequence of ρ0=5, 6, 7, 8 and 9, in a log–log plot. The dashed contours representing
the σ of the FAR, for constant number of timeslides, reveal two very important
findings: the error saturates and does not decrease anymore even if we would
perform an infinite number of timeslides (this was also shown in equation (5.27),
explaining the existence of a ceiling number of timeslides, above which there is no
decrease in error); and justifies the performance of timeslides in order to obtain a
reduced error on the false alarm rate: the error decreases with increasing S.
Looking at a practical case: suppose we impose a threshold SNR ρ0 = 7, or
consequently, we have two coincident triggers, each with SNR’s 7 – this would
mean an effective SNR of ≈10, which would probably mean the loudest event in
the case of a GW–GRB search. The coincident event will have a FAR≈ 10−9 and
the error on the FAR will be σ ≈ 10−4 for S=1 timeslides (“zero–lag”+1 slide only)
and σ ≈ 10−7 for S=103 timeslides (possible for a 2000 s data stretch), already
becoming of interest given the very low probability of finding a short GRB located
within the GW detectors’ range, equation (5.1).
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Figure 5.2: False alarm rate variation with threshold SNR ρ0 (continuous line) and
its error (dashed lines) for T = 6 s and a sequence of S = 10n timeslides where
n = ¯0, 11, the furthest error line from the FAR line is for n = 0 and the closest for
n = 11; vertical lines corresponding to ρ0=5,6,7,8 and 9, log–log plot. The dashed
contours representing the σ of the FAR, for constant number of timeslides, reveal
two very important findings: the error saturates and does not decrease anymore
even if we would perform an infinite number of timeslides (this was also mentioned
in equation (5.27), explaining the existence of a ceiling number of timeslides, above
which there is no decrease in error); and justifies the performance of timeslides
in order obtain a reduced error on the false alarm rate: the error decreases with
increasing S.
5.2.6 Repeating triggers and trigger occurrence rates
A coincidence, as used in the above formulation, is constructed from two individual
detector triggers, found within a certain coincidence window. Up to now, we have
not made any statements about the uniqueness of these single detector triggers,
when performing timeslides. When performing an analysis of the “zero–lag” these
triggers should ideally be unique for every coincidence for every detector. When
timeshifting the data, the same single detector triggers may participate in numer-
ous coincidences, since the timeslides method of “extending” the background does
not produce new triggers but rather reuses the same triggers within the analysis
time S × N0 × T to create new coincidences at every slide step. We will assume
the same simple case as before: coincident data from two different GW detectors,
with trigger rates R1 and R2, respectively. Assuming that, within a coincidence
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window δv, a trigger from detector 1 has equal probability to form a coincidence
with any trigger from detector 2, we define the average expected occurrence z1 of
a given trigger from detector 1 in timeslid coincidences with triggers from detector
2 as:
z1(R2) = R2Sδv (5.38)
The probability that any trigger from detector 1 will form k coincidences when
doing an analysis comprising S timeslides may be approximated with a Poisson
process probability with a constant occurrence z1:
p1(k|z1)→ p1(k|R2) = z
k
1
k!
e−z1 =
(R2Sδv)
k
k!
e−R2Sδv (5.39)
If in real data, the trigger occurrence is Poisson distributed, that means there is
no preference that certain triggers should occur more often than others, i.e. all the
triggers belong to the same statistical sample and there is no correlation between
trigger times. This is not always true: triggers associated with detector glitches
tend to show up in many more coincidences than triggers associated with Gaussian
noise; if the background was purely Gaussian, the occurrence distribution would
be Poissonian. We would like to investigate this for a test analysis.
Figure 5.3 is a histogram of number of trigger occurrences in coincidences
for a test GW–GRB coincident analysis with S = 160 timeslides (for one of the
detectors). Fitted (the dots) is the theoretical (expected) Poisson distribution of
the number of occurrences, given by equation (5.39). The theoretical Poisson fit
overestimates the number of triggers with low occurrence and underestimates the
number of triggers with higher occurrence. This can be explained by correlations
in trigger times due to non–Gaussian “glitches”. Another explanation for these
deviations is the choice of statistic for the model: a binomial distribution might be
more suited to fit the histogram, since the Poisson distribution is an approximation
of the binomial distribution. We do not, however, notice a significant deviation
from the predicted distribution (whether it be Poisson or binomial); the expected
occurrence for a fixed single detector trigger rate of 50 Hz, coincidence window
width of 10−3 and 160 timeslides is z = 8; the histogram peaks at roughly 5
occurrences. Since we would not have any reason to consider triggers be correlated,
such a Poisson test–fit would be useful to identify the triggers that occur more
than expected, thus finding correlations between triggers.
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Figure 5.3: Histogram of number of trigger occurrences in coincidences for a test
GW–GRB coincident analysis with S = 160 timeslides (for one of the detec-
tors; normalization factor of 300 on the y–axis). Fitted (the dots) is the the-
oretical (expected) Poisson distribution of the number of occurrences, given by
equation (5.39). The theoretical Poisson fit overestimates the number of triggers
with low occurrence and underestimates the number of triggers with higher occur-
rence. This can be explained by correlations in trigger times due to non–Gaussian
“glitches”. We do not, however, notice a significant deviation from the predicted
distribution; the expected occurrence for a fixed single detector trigger rate of 50
Hz, coincidence window width of 10−3 and 160 timeslides is z = 8; the histogram
peaks at roughly 5 occurrences.
5.2.7 Conclusions
The chance that the distance to a short GRB is within the initial GW detector
range is very low; we have used a very naive estimation of this chance probability
and shown that it is of order 10−6 − 10−7. Given this, in order for a GW event,
associated with a short GRB with no redshift measurement, to be considered a
detection, its false alarm probability should be of order 10−6−10−7. We are unable
to obtain such low FAP from the analysis of a single background GW data stretch
for a GW–GRB analysis. Therefore we timeshift the data to create more coincident
background. We have examined the simplest case of two coincident data stretches
from two different GW detectors, with different trigger rates. We have estimated
the size of a coincidence window and using this we have derived expressions for
the background false alarm rate and its error, when timeshifting the data. Given
a loud “on–source” event, the timeslides method may reduce the FAR error to a
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confidence interval that allows us to consider it a detection. The timeslides method
is most efficient when working with detectors with similar trigger rate values.
Imposing a higher SNR threshold will also add to this improvement by reducing
the individual detector trigger rates and allowing for a larger number of timeslides
to be performed. We have also shown that repeating single detector triggers in
timeslid coincidences follow a distribution that resembles a Poisson distribution;
such a distribution test may be used to identify non–Gaussian triggers that tend
to show up in multiple coincidences across the timeslid background.
5.3 Implementing timeslides in the analysis pipeline
In the previous section we have shown theoretically that by performing timeslides
we may be able to restrict the false alarm rate and probability to a confidence
interval small enough to be comparable to an astrophysical probability that quan-
tifies the chance a GRB was within the GW detectors’ range. In the next section
we will present how we implemented and tested the timeslides method in the case
of an actual analysis.
5.3.1 Test GRB
The testing to implement timeslides in the coincident GRB analysis was done on
an S6/VSR2 and 3 long GRB observed by Fermi–GBM, GRB090809B (trigger
time GPS 933895709, date and time August 09 2009, 23:28:14 UTC, sky location
RA=95.3, deg=0.1 degrees) [211]. GRB090809B had available coincident data
from Livingston L1 and Virgo V1. An inspection of the number of triggers par-
ticipating in second–stage coincidences as function of SNR (Figure 5.4) reveals an
exponential decrease with a long high–SNR tail and a high number of triggers near
threshold (ρ0 = 4.5); the high–SNR tail represents the population of “glitches”
that reveal a non–Gaussian background.
5.3.2 Implementation of timeslides
The implementation of the timeslides analysis is fairly straightforward and uses the
same basic principle as used in the previous all–sky searches [212, 5]. Given two
arbitrary GW detectors A and B, we can imagine the data from these detectors
as rings and by fixing, say, detector A data ring and rotating detector B data ring
by a certain slide amount, a finite number of times, so that we will obtain new
coincidence data. We keep rotating the detector B ring until reaching the initial
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Figure 5.4: Left figure: histogram of L1 triggers that participate in second–stage
coincidences as function of SNR for GRB090809B. The majority of the triggers are
at low SNR, near threshold; a tail of high–SNR “glitches” is present, revealing a
non–Gaussian distribution of trigger events. Right figure: histogram of V1 triggers
that participate in second–stage coincidences as function of SNR for GRB090809B.
The majority of the triggers are at low SNR but in this case the spread is more
even across the SNR values with a much shorter tail of “glitches”.
0 position. In practice, this is done by translating in time–domain the data from
one detector by a certain time amount ∆t with respect to the other (fixed in time)
data from the other detector, making sure to re–attach the outstanding segment
∆t at the other end of the time–shifted detector data. By performing a finite S
number of such time–shifts of the data segments and repeating the coincidence
tests described in Chapter 4 for every of the S time–shifts, new coincidences are
found and the background is sampled more finely as explained above.
Since for every timeslide S we repeat the coincident stage of the pipeline,
we will inherently obtain S new lists of coincidences that should be clustered on
trial and chirp mass in order to find the loudest coincident event in each of these
trials, as explained in Chapter 4, and masked for vetoing the trials that should be
removed due to data quality reasons. The trial clustering and vetoes application
is illustrated in Figure 5.5 and detailed below.
The coincident lists obtained from an analysis (matched–filtering, coincidence
tests) with timeslides are stacked hierarchically starting from slide 0 (“zero–lag”)
to slide S. At this stage we will partition each of these lists into 6–second trials,
just as we would do in the case of a “zero–lag” analysis. We will want to discard the
times of excessively noisy data by applying the data quality vetoes (as described
in Chapter 4, category two vetoes). The times to be vetoed are found in text lists
parameterized by the start and end times of each of the bad data sectors. We
143
Trial 1
(veto)
Trial 2 Trial N
Trial 3
(veto)
Trial 2
Trial 3
(veto)
Trial 4 Trial 1
(veto)
Sliding direction (segments slid by 1 slide)
Slide 0
(zerolag)
Slide 1
Figure 5.5: Two–dimensional trial–slide veto mask designed to cluster coincidences
in 6–s trials and apply vetoes in the case of a GRB analysis with timeslides: veto
times (times of bad detector data) are overlapped with the “zero–lag” (Slide 0)
that is partitioned in 6–s trials; the trials that fall during the veto times are
marked as unwanted (full color here in the figure, example Trial 1) and none of
the coincidences found in these trials will be considered for analysis. The first
slide is built by timeshifting by a certain amount (usually multiples of 6–s, exactly
6–s in this figure, or the length of a trial) the whole “zero–lag” and re–attaching
the remainder to the other end of the data stretch (Trial 1 here); the second slide
is built in the same manner with reattaching the remainder (here it would be
Trial 2) and so on. After S timeshifts we will have a 2–dimensional (in trial along
one dimension and slide number along the other) mask populated with valid and
vetoed trials. We apply this mask to the actual time–shifted GW data and retain
only the coincidences found in the un–vetoed trials.
overlap this list in time domain with the 0th slide (the “zero–lag”) and mark each
of the 6–s trials that fall during the vetoed times as unwanted; if a certain vetoed
interval accounts for a non–integer number of 6–s trials, we discard all the trials
that contain any veto times. This is done independently for every detector data.
This will provide us with a 1–dimensional mask partitioned in 6–second trials that
are either to contain coincident triggers to be taken account of in the analysis or
to be discarded due to bad detector data. So far we have done this only for the
0th slide; sliding this mask with a certain slide amount for each timeslide will
provide us with a two–dimensional trial–slide mask, populated with either empty
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timeshifted trials or with timeshifted veto trials. Coincidences falling in the vetoed
trials are discarded, whereas those falling in a un–vetoed trial are kept.
5.3.3 Test GRB results
First, the background without timeslides (“zero–lag”) has been estimated and is
shown in Figure 5.6 (left). This is a cumulative histogram of background coinci-
dences louder than a given SNR. Then the background obtained by doing S = 160
timeslides has been estimated and is shown in Figure 5.6 (right). The decrease in
the FAP for background events is of order ≈160 (since we performed timeslides
only for the off–source and we slid on two rings of 80 timeslides each), roughly the
number of timeslides we performed.
Figure 5.6: Cumulative histogram of the loudest background events: left figure
in the “zero–lag” case in the low chirp mass bin – the “loudest” events (highest
effective SNR) populate the tail of the distribution at FAP of order 1/300; right
figure in the timeslides (160 timeslides) case in the low chirp mass bin – the
“loudest” events (highest effective SNR) populate the tail of the distribution at
FAP of order 1/300× 160≈ 2× 10−5.
Estimating the background using timeslides does not change the overall average
background distribution since most of the coincidences are consisted of low–SNR
triggers that will produce more and more low–SNR coincidences once timeslides
are performed. Timeslides add to the loud–SNR tail though; the larger the number
of timeslides is the larger the chances to have loud events in the tail, louder than
the “zero–lag” loudest triggers, as shown in Figures 5.7 (left) and 5.7 (right).
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Figure 5.7: Background distribution (continuous line) and loudest on–source event
(dashed line): left figure when no timeslides are performed (“zero–lag”); right
figure when 160 timeslides are performed. The timeslides produce events louder
that the “zero–lag” loudest events.
5.3.4 Timeslides in the coherent search
The work in the coincident pipeline is finished; since we are using the coherent
pipeline for GRB analyses, we have started the work to implement timeslides in
this pipeline as well. The coherent pipeline splits the time series data in segments
128 s long. Long timeslides are just a reshuﬄing (renaming) of these segments
and are done before the FFT and match filtering stages. One may choose to do
as many timeslides as desired, they are circular, but there is no point in doing
more timeslides than the total number of segments since they repeat themselves
(circularily symmetric). Long timeslides are labeled “long” since we shift the whole
data by a certain amount and not each segment internally, which would be called
short timeslides. Long timeslides have already been implemented in the search
codes, but the work on postprocessing, involving data quality veto handling, is
still to be completed at the time of this writing.
5.4 Restriction on inclination angle for nearly
face–on binaries
It is very important to use results of astrophysical observations in GW searches.
This is motivated twofold: first, especially in the case of triggered modelled
searches, because we want to characterize our target source as accurately as pos-
sible. Astrophysically–motivated priors will improve GW detection chances and
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allow for accurate recovery of parameters. Second, because by using certain as-
trophysical priors one may reduce the search parameter space and speed up the
analysis.
One such proposed prior would be to limit the inclination angle ι in the case
of a GW search triggered by a short GRB. There are two assumptions that lead
to a restriction on inclination angle: the jet opening angle from a short burst is
small and the GW from a short GRB are emitted along the axis of total angular
momentum. The first assumption, as we have seen in Chapter 2, is supported by
a number of implicit argumets that assume similarity between other high–energy
sources that are collimated (AGN, micro–quasars) and short gamma–ray bursts;
also, the GRB energetics can be explained by a jet–like emission. There is only one
direct astrophysical observation of the jet break for a short burst – GRB051221A
[127], estimating a half–opening angle of 4–8 degrees, but it is believed, analogous
to long soft GRBs, that the emission is collimated for short GRBs as well.
We will present a framework allowing us to implement an astrophysical prior
on inclination in the case of the coherent analysis pipeline (see Chapter 3 for data
analysis theory and Chapter 4 for pipeline description).
5.4.1 Theoretical considerations
We will consider two separate cases for a short gamma-ray burst produced by a
compact binary merger: the binary orbit is “face–on” with respect to the GW
detectors’ plane, i.e., the inclination angle ι is close to 0 and the binary orbit is
“face–away” with respect to the GW detectors’ plane, i.e., the inclination angle ι
is close to pi. These approximations will be used in computing the amplitude terms
Aµ (see Chapter 3 for definitions of amplitude terms) by Taylor–expanding cos ι
around 0 and pi keeping only the first leading order terms. The approximation
stands well up to angles of order 40 degrees, see Figure 5.8; this is a good indicator
that we are not restricting the inclination (and consequently the jet–opening angle)
in a too strict of a manner, given that the astrophysical data is not conclusive in
the case of short hard GRBs.
Approximate case ι→ 0
Taylor expansion of cos ι around 0:
cos ι(ι→ 0) = 1− ι
2
2
+
ι4
4!
+O(ι) ≈ 1− ι
2
2
(5.40)
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Figure 5.8: cos ι (continous line) its second–order approximation 1 − ι2
2
obtained
by Taylor–expanding it around 0 (dashed line) and 1+cos
2 ι
2
(dash–dot line). The
function and its approximants are almost identical up to high values (≈40 degrees).
The same behavior can be seen by Taylor–expanding cos ι around pi, with a sign
reversion.
With this in mind we obtain an approximate expression for 1+cos
2 ι
2
, expanding
again cos ι in power series:
1 + cos2 ι
2
≈ 1 + (1− ι
2/2! + ι4/4!)2
2
≈ 1− ι
2
2
+
ι4
24
≈ 1− ι
2
2
≈ cos ι, ι→ 0 (5.41)
We will follow the derivation steps presented in detail in [75] and summarized in
Chapter 3. The waveform amplitudes Aµ, using the expansion of cos ι, will reduce
to:
A1 ≈ −D0
D
cos ι cos(2(φ0 − ψ)) = −D0
D˜
cos(2χ−) (5.42)
A2 ≈ D0
D
cos ι sin(2(φ0 − ψ)) = D0
D˜
sin(2χ−) (5.43)
A3 ≈ −D0
D
cos ι sin(2(φ0 − ψ)) = −D0
D˜
sin(2χ−) (5.44)
A4 ≈ −D0
D
cos ι cos(2(φ0 − ψ)) = −D0
D˜
cos(2χ−) (5.45)
where D˜ = D/ cos ι is an effective distance and χ− = φ0 − ψ is an effective phase
angle. Therefore, the amplitudes are now function of only two variables, D˜ and
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χ−.
Introducing the antenna factors F+ = F+(θ, ϕ) and F× = F×(θ, ϕ) we write the
waveform at the detector as h(t) = F+(θ, ϕ)h+(t) + F×(θ, ϕ)h×(t) and replacing
the amplitude expressions (5.42, 5.43, 5.44, 5.45) in equation (3.30) we obtain the
waveform as a linear combination of the orthogonal complex components h0(t)
and hpi/2(t). The two polarizations of the gravitational waveform will then be:
h+(t) = −D0
D˜
cos(2χ−)h0(t)− D0
D˜
sin(2χ−)hpi/2(t)
h×(t) =
D0
D˜
sin(2χ−)h0(t)− D0
D˜
cos(2χ−)hpi/2(t) (5.46)
This way the waveforms will depend on only two amplitudes B1 and B2, as opposed
to having the four amplitudes from equation (3.31):
B1 =
D0
D˜
cos(2χ−) = −A1 = −A4
B2 =
D0
D˜
sin(2χ−) = A2 = −A3 (5.47)
With these, we can express the two gravitational waveform polarizations as
h+ = −B1h0 −B2hpi/2
h× = B2h0 −B1hpi/2 (5.48)
Since CBC signals will spend a large number of cycles in the sensitive band of
the detector, the 0 and pi/2 phases will be close to orthogonal, i.e., (h0|hpi/2) ≈ 0
and (h0|h0) ≈ (hpi/2|hpi/2) = σ2. We can write the multi–detector log–likelihood
expressed by equation (3.36):
lnΛ = (s|h)− 1
2
(h|h)
= Aµ(s|hµ)− 1
2
AµMµνA
ν (5.49)
where, hµ = (h1, h2, h3, h4) = (F+h0, F×h0, F+hpi/2, F×hpi/2) and, if working in
the dominant polarization approximation, Mµν is a diagonal matrix expressed
as Mµν = diag(σ
2F 2+, σ
2F 2×, σ
2F 2+, σ
2F 2×). We will assume summation over the k
detectors, but we will write the explicit sum terms only for the final expression,
for ease of notation. We wish to express the multi–detector likelihood as function
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of B1 and B2 only:
lnΛ = −B1
(
(s|F+h0) + (s|F×hpi/2)
)
+B2
(
(s|F×h0)− (s|F+hpi/2)
)
−1
2
(
B21 +B
2
2
)
(σ2F 2+ + σ
2F 2×) (5.50)
Maximizing the likelihood Λ function over the two amplitude parameters B1 and
B2, gives us the amplitudes values:
B1 =
(s|F+h0) + (s|F×hpi/2)
σ2F 2+ + σ
2F 2×
and
B2 = −(s|F×h0)− (s|F+hpi/2)
σ2F 2+ + σ
2F 2×
(5.51)
and replacing these expressions in the likelihood (5.50) and introducing summation
over the k number of detectors:
ρ2 := 2lnΛ|max
=
(∑
k(s
k|F k+hk0) +
∑
k(s
k|F k×hkpi/2)
)2
+
(∑
k(s
k|F k×hk0)−
∑
k(s
k|F k+hkpi/2)
)2
∑
k
(
F k,2+ + F
k,2
×
)
(hk0|hk0)
(5.52)
it is easy to see that the SNR is now χ2 distributed with two degrees of freedom.
Approximate case ι→ pi
Following the same steps as above, Taylor–expanding cos ι around pi this time and
replacing in the new values:
cos ι(ι→ pi) = −1 + ι
2
2
+O(ι4) ≈ −1 + ι
2
2
(5.53)
and
1 + cos2 ι
2
≈ − cos ι, ι→ pi (5.54)
In this case, as above, the expressions for the approximate amplitudes will be:
A1 ≈ −D0
D
cos ι cos(2(φ0 + Ψ)) = −D0
D˜
cos(2χ+) (5.55)
A2 ≈ D0
D
cos ι sin(2(φ0 + Ψ)) =
D0
D˜
sin(2χ+) (5.56)
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A3 ≈ −D0
D
cos ι sin(2(φ0 + Ψ)) = −D0
D˜
sin(2χ+) (5.57)
A4 ≈ −D0
D
cos ι cos(2(φ0 + Ψ)) = −D0
D˜
cos(2χ+) (5.58)
where, again, D˜ = D/ cos ι is an effective distance and χ+ = φ0 +ψ is an effective
phase angle. Therefore, the amplitudes are again function of only two variables,
D˜ and χ+. In a similar manner, the two GW polarizations are:
h+(t) =
D0
D˜
cos(2χ+)h0(t) +
D0
D˜
sin(2χ+)hpi/2(t)
h×(t) =
D0
D˜
sin(2χ+)h0(t)− D0
D˜
cos(2χ+)hpi/2(t) (5.59)
Using the same reduced amplitude terms B1 and B2, the polarizations simplify
to
h+ = B1h0 +B2hpi/2
h× = B2h0 −B1hpi/2 (5.60)
We will use the same derivation steps for the multi–detector likelihood as in the
case ι → 0, maximizing over the amplitude termsB1 and B2, and replacing the
amplitude expressions in the likelihood, we obtain:
ρ2 := 2lnΛ|max
=
(∑
k(s
k|F k+hk0)−
∑
k(s
k|F k×hkpi/2)
)2
+
(∑
k(s
k|F k×hk0) +
∑
k(s
k|F k+hkpi/2)
)2
∑
k
(
F k,2+ + F
k,2
×
)
(hk0|hk0)
(5.61)
it is easy to see that the SNR is again χ2 distributed with two degrees of freedom.
The new detection statistic will be distributed as two χ2 distributions with 2
degrees of freedom each, each for the ι→ 0 and ι→ pi cases. We wish to compare
this statistic to the standard coherent SNR that is χ2–distributed with 4 degrees
of freedom, given by equation (3.41) (see Chapter 3). The difference between two
χ2 distributions with 2 degrees of freedom each and one with 4 degrees of freedom
can be seen in Figure 5.9. We notice a decrease of FAP at fixed SNR of roughly
one order of magnitude and an increase in sensitivity at fixed FAP of roughly 5%.
The increase in sensitivity could be larger in real noise since glitches tend to give
high SNR in only one detector, hence best matched by an edge–on case; this could
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prove efficient as a glitch–rejection mechanism.
Figure 5.9: Difference between two χ2 distributions with 2 degrees of freedom
(DOF) each (dashed red line) and one with 4 DOF (blue continuous line) –
semilog–y; the ρ2 represents the network SNR. Imposing a ι→ 0 or ι→ pi condi-
tion in the analysis, generates an SNR that is two χ2 ,2 DOF each, distributed,
whereas the standard coherent SNR is χ2 ,4 DOF, distributed. We notice a de-
crease of FAP at fixed SNR of roughly one order of magnitude and an increase in
sensitivity at fixed FAP of roughly 5%.
5.5 Discussion
In this chapter we have introduced a number of developments to the existing
templated triggered searches associated with short GRBs. We have estimated,
in a very naive way, the probability of a GRB to occur within the detection
range of the present LIGO and Virgo. This probability should be comparable
to the false alarm probability of any given “on–source” event in order for us to
attempt at a detection claim. The very low value of this astrophysically motivated
probability prompted us to investigate methods that lead to a better estimation of
the GW background. We have introduced and presented the theoretical framework
and implementation of a method that estimates the background for a coincident
triggered GW–GRB search using timeslides. This method uses unphysical time
segments that are produced by time–sliding physical data segments from different
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GW detectors. The main advantage of such a method is that it reduces the error
of the background false alarm rate; this method proves most efficient in the case of
data from GW detectors with low and similar trigger rates. The implementation
of timeslides in the CBC code is relatively straightforward and uses much of the
already present infrastructure; the main challenge in implementing it was handling
the data quality vetoes.
Based on the assumption that short GRB are highly beamed, we have presented
the theoretical framework for a method that restricts the binary inclination angle
ι to 0 or pi, when performing a GW–GRB analysis. This method is still to be
tested and implemented, but the theoretical predictions show an increase in search
sensitivity of ∼5% at a fixed FAP or a decrease in FAP of one order of magnitude
at fixed SNR, compared to a search that draws ι values uniformly between 0 and pi.
This would prove to be a strong “glitch”–rejection mechanism as well, given that
non–Gaussian triggers will have recovered inclination angles randomly distributed
between 0 and pi. In terms of errors, a variation δι ι would introduce an error
term of order ιδι  1 to first order approximation. The implementation of this
restrictive method will be using a relatively large window for the inclination angle,
so that to account for wider–jet scenarios, but small enough for the approximations
to hold.
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Chapter 6
Search for gravitational waves
associated with the
InterPlanetary Network
gamma-ray bursts – Methodology
This chapter reports the motivation and methodology for a search in GW data
around the times of 20 additional gamma-ray bursts during S5/VSR1. These
bursts were detected between 2006 and 2007 and have been localized, in both
time and sky location, such that a targeted GW search is possible. I will discuss
the necessary changes to the recently finished analysis (for the S6/VSR2 and 3
science runs Swift and Fermi–GBM–observed GRBs, [20, 75], and Chapter 4 for
an example analysis) that are needed to implement a search on GRBs identified
by the IPN network which may be less well localized in both sky position and
time than the corresponding bursts identified by the Swift satellite and used in
previous analyses [19, 27].
We gathered the sample of GRBs to be analyzed using data provided in the
IPN online table available publicly at [13] and by cross-checking this with NASA’s
HEASARC online table at [14]. Since these GRBs are not reported in any of
NASA’s Gamma Ray Burst Circulars (GCN) [200], a manual check on each burst
had to be performed in order to confirm its characteristics, involving checking
several IPN satellite homepages e.g., Suzaku at [213], INTEGRAL at [15], Swift
at [214] and Konus–WIND at [10].
The details of the sky position were obtained by manually processing raw data
from the IPN satellites for every GRB. In order to perform a search of the GW data
for a given GRB, the sky position and time of the GRB must be determined. This
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information is obtained from knowledge of: the IPN satellites that detected the
burst together with their absolute and relative sky positions (information needed
for constructing the GRB error boxes), locations of all the spacecraft (used to
obtain the blocking constraints to reduce the size of the GRB error boxes), the
burst time of arrival at the satellites and at Earth (used to determine the time
interval on which we will perform the GW search) and its error. Constructing
the GRB error boxes, determining their sizes and choosing the right GW data for
analysis are entirely contingent on these pieces of information.
Figure 6.1: The IPN schematics: triangulating the position of a GRB using three
IPN spacecraft (S1, S2 and S3). Using three satellites we obtain two IPN annuli
that intersect to form two error boxes. Reference [13]
6.1 The IPN triangulation mechanism
The InterPlanetary Network [130, 131], also summarized in Chapter 2, employs
several space missions and synthesizes data obtained from the detection of the
same burst by different spacecraft equipped with gamma-ray detectors. The IPN
has been operating for three successive generations; presently the third IPN (IPN3)
began its operation in November 1990. Currently the spacecraft gathering data
are Konus-WIND, Suzaku, INTEGRAL, RHESSI, Swift, Fermi–GBM (in Earth
orbit), MESSENGER (in Mercury orbit) and Mars Odyssey (in Mars orbit) [13].
When the duty cycles and effective fields of view of all the missions in the network
are considered, the IPN is an all–time, isotropic GRB monitor.
The principle on which the IPN triangulation method is based uses the arrival
time of the same burst at different spacecraft to determine the source sky location.
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Figure 6.1 illustrates how an IPN triangulation works. S1, S2 and S3 denote three
spacecraft detecting the same GRB and θ is angle between the burst direction and
the baseline between S1 and S2. Then, the burst will be detected by S2 at a time
δT seconds earlier than S1
cos(θ) = cδT/D12 (6.1)
where D12 is the distance between S1 and S2, and c the speed of light. Since
D12 is known and δT is measured, θ is estimated. The solution to equation (6.1)
is represented by a ring, or an annulus, whose width depends on the timing
uncertainties (σ(δT )) and on the separation D12. The further apart the detectors,
the more precise the localization. The number of independent couples of detectors
(and, therefore, the number of independent annuli) is two for the case of three
spacecraft; thus, the burst direction must be inside one of the two intersection
regions of the annuli. This intersection region is called the IPN error box of the
GRB. Depending on the location of the IPN spacecraft and their timing errors
this error box may vary in size from fractions of, to hundreds of square degrees.
The annulus width is obtained by propagating the uncertainty on the time delay
δT . Thus, from equation (6.1) it follows that
σ(θ) =
cσ(δT )
D12 sin(θ)
(6.2)
Equation (6.2) gives the uncertainty σ(θ) in the angle θ expressed in radians.
The uncertainty on D12 has been neglected, as the main contribution comes from
the timing uncertainties. One has to take into account not only the time resolution
of each of the detectors, but also the difficulty of comparing different light curves,
often derived from different energy bands. For example, when D12 spans the
typical range: few 102 - few 103 light seconds, then from equation (6.2) it comes
out that a minimum time resolution of the order of 10−2 − 10−3 s is required, in
order to have σ(θ) ∼ few arcminutes or less in order to obtain a precise localization.
6.2 The IPN GRB error box construction
The error boxes for the IPN GRBs are constructed from the intersection of the
triangulated 3-σ IPN annuli and different field–of–view blocking constraints (if
present). See Figure 6.2 for an illustration example. When the constraints involve
Konus-WIND ecliptic latitude bands, the error box that will be kept is located
between the ecliptic bands. The reason for this is that the Konus-WIND spacecraft
consists of two detectors, one facing the north ecliptic pole, and the other facing
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Figure 6.2: Error box construction: red lines correspond to the Konus-WIND
ecliptic latitude bands, blue lines are the 3–σ IPN1-2 annulus and magenta lines
are the 3-σ IPN1-3 annulus obtained by triangulation (in this case we have three
IPN spacecraft observing the same burst). The error boxes are the solid regions
bounded by the intersections of the IPN annuli and ecliptic bands.
the south ecliptic pole. By comparing the count rates on these two detectors, the
Konus team obtains an estimate of the ecliptic latitude of the burst. Typically,
the band is 20-30 degrees wide, and it is good to a 90–95% confidence; systematic
and statistical errors usually prevent it from being much more accurate than this
value. In those cases where we have a single triangulation annulus, plus an ecliptic
latitude band, the result is often two long, narrow error boxes, where the annulus
intersects the band. Konus-WIND is positioned at a Lagrange point between Earth
and Sun (L1) and it has two GRB detectors - Konus1 that points southward
and Konus2 that points northward. By comparing the event count rates from
the two detectors one can provide a spacecraft spin elevation measurement that
translates to an ecliptic latitude source location. This is always at the same sky
location (since Konus is fixed with respect to Earth–Sun, RA ∼ 270◦, dec ∼ 66◦)
with a constant difference in radii (width) of about 20 − 30◦. Konus provides
active location of IPN GRBs twofold: by introducing this ecliptic band (which is
independent of triangulation with other spacecraft) that superimposed with other
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IPN annuli reduces the overall area of the error boxes and contributes to the
timing and triangulation of IPN annuli together with other IPN spacecraft.Other
intersections are possible, too, such as a single long, narrow error box if the IPN
annulus grazes the ecliptic latitude band. Also, anything that overlaps a region
where a planet blocks the view will be discarded.
6.3 Determining the GRB time of arrival
The Earth crossing time, also referred to as the time of arrival of the burst, is
the time when the gamma ray signal would cross the center of the Earth and is
the reference time to be considered when constructing the time search window for
gravitational waves. This time can only be estimated based on the burst arrival
times at the different IPN satellites and based on their positions with respect to
Earth. This way of choosing the burst time is prone to two types of uncertainties:
the first is simply the fact that we may not have the time at Earth but at a
satellite that is separated from Earth by a certain distance; the error is directly
proportional to the distance to Earth where the closest IPN satellite is located
at the time of the burst. The best estimate comes from any satellite that is not
interplanetary (i.e. not on orbit around Mars or at a distant point from Earth).
These “close” satellites are usually within a fraction of a light second distance
from Earth. These uncertainties are small, less than 1 second for satellites orbiting
Earth but may be of up to 5 seconds or more for interplanetary satellites. The
second kind of uncertainty comes from the fact that the IPN consists of nine
spacecraft with different energy ranges and different spectral sensitivities. So it is
possible, in an extreme case, to have one spacecraft trigger on a GRB precursor,
while the others trigger on the main burst, resulting in a time difference. This
way, the trigger times can differ by tens of seconds or more. For short GRBs
this effect is minimized due to the hard nature of their spectra and consequently
reduces to under one second imprecision. Altogether, time imprecisions are not
more than 5s for the burst sample we will be analyzing. The few GRBs that
have a timing imprecision greater than 1 second are localized by distant satellites,
usually MESSENGER/Mars Odyssey and/or Konus-WIND.
6.4 Gravitational waves data availability
Our aim is to perform a search for GW associated with the well or fairly well
localized short GRBs detected by the IPN during LIGO’s S5 run that lasted from
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4 November 2005 to 30 September 2007, and Virgo’s VSR1 that lasted from 18 May
2007 to 30 September 2007 (see also Chapter 4, Table 4.1 for science run times).
The analysis will make use of data from four operational GW interferometers:
the 4km and 2km co-located LIGO detectors at Hanford, WA (H1 and H2), the
4km detector at Livingston, LA (L1) and the 4km detector at Cascina, Italy (V1)
[62, 2, 215]. The search will be using a method that coherently combines data from
multiple operational GW detectors described in [75]; the method is being used in
GW-GRB searches for S6/VSR2-3 [20] and is proven to be performing better than
the method used for the S5/VSR1 search [75, 19, 27]; we require that all GRBs
have data from at least two GW detectors. In order to perform the search, we
require approximately forty minutes of data around the time of the GRB. The
search pipeline identifies a foreground time representing the time interval around
the actual burst when the signal is most likely to have been detected by the GW
detectors. For the IPN GRBs that have a burst time of arrival error less than a
second, based on the delay between the time of the arrival of the gamma ray and
of the GW (described above) an interval of 5 seconds prior to the GRB time and 1
second following it will be used as foreground. This time interval will account for
any timing imprecisions and has been previously used in the S5/VSR1 search for
GW associated with the Swift GRBs [19]. For the IPN GRBs that have a time of
arrival error larger than 1 second, the foreground will be extended on either side
to account for this error. The data surrounding the time of the GRB are used for
background estimation, in order to assess the data quality in the detectors around
the time of the GRB.
The LIGO-Virgo detector network [62, 2, 215] is sensitive to a large fraction
of the sky, albeit with relatively poor localization capability (on the order of tens
or hundreds of square degrees) [72] (see also Chapter 1 for a brief overview of
GW signal localization theory with a network of detectors). In much the same
way as the IPN network, the GW network of detectors can reconstruct a sky
position primarily through triangulation. A GW signal with an SNR large enough
to be detected will have its sky location resolved by timing its arrival at the
different GW detectors. The approximate timing resolution between two detectors
in the network is ∼0.5ms, giving a best angular resolution of around 2◦. When
performing a search for a GW signal associated with a GRB, the data from the
various detectors in the network is coherently added with the appropriate time
delays between detectors corresponding to a given sky location. Thus, if the IPN
error box spans a large region of the sky, it is necessary to search several different
sky positions for a GW signal.
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The IPN GRB error boxes may differ in shape and size, with areas ranging from
fractions to hundreds or even thousands of square degrees. The short GRBs we
chose for analysis have either small or very narrow and elongated error boxes which
will make the gravitational waves search much easier and less computing intensive.
These error boxes are tiled by a set of points spaced by 1.8◦ in each direction. An
empirical upper limit of 100 square degrees was chosen for the maximum ∆A area
of the error box, necessitating a maximum of about 30 independent sky points
to search the error box. Searching over more than 30 points requires significant
computational cost and much of the sensitivity improvement for the GRB triggered
search over the all sky searches that have been performed would be lost.
The short GRBs for which GW data from only the H1 and H2 detectors is avail-
able are a special case. Since these two detectors are co-located and co-aligned,
they would observe any gravitational wave signal at the same time, irrespective of
the location of the signal. Hence, all the search points are degenerate, i.e. using
just these two detectors would not allow us any spatial sensitivity since there is
no time delay between these and triangulation is impossible. A limited size error
box is not a requirement for these bursts any more and any short burst, no matter
how extended the error box, as long as it has available data from H1 and H2,
will be analyzed. Furthermore, although all-time all-sky searches for GW during
S5/VSR1 have been published [5, 212], these searches did not make use of the H1-
H2 data in the way we will do. This was because, as the detectors are co-located,
they share many common sources of noise. Consequently, the usual method of
estimating background by introducing an artificial time shift between the detector
data is not applicable. This renders an all time search difficult as we have no
accurate way of measuring the noise background. For the previous searches only
the few loudest H1-H2 coincident events were considered based on no background
estimations and solely on the coincidence test. For a GRB search, we can make
use of data away from the time of the GRB (without time shifting) to estimate
the background, therefore providing us with a significant increase in sensitivity.
Depending on detector data availability and error box size we divide the GRB
sample to be analyzed into two groups: 14 short bursts with error boxes smaller
than 100 deg2 and available data from at least two sites and 6 short bursts with
an arbitrarily sized error box area that have available data from H1H2 only. Six
bursts have large error boxes and will be considered only for an archival look-up
in the S5/VSR1 all-sky all-time data and three other bursts have already been
analyzed and published previously. This data is summarized in Table 6.1.
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We have presented the methodology for a search for gravitational waves around
the times of short GRBs detected by the IPN during S5 and VSR1. This search
is well under way, at the time of this writing, with analysis method and partial
results described in the next chapter, Chapter 7.
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1. Short IPN GRBs with
∆A < 100 deg2 and data from two or more GW detector sites that will be analyzed
GRB IPN GW GRB Date T90(s) ∆A(deg
2) ∆t(s)
060103 MO/I H1H2L1 Jan 03 2006 08:42:17 2.00 9.30 <1
060107 K/MO/S H1H2L1 Jan 07 2006 01:54:40 3.00 8.20 1.0
060203 K/MO/H H1H2L1 Feb 03 2006 07:28:58 0.40 0.80 <1
060415B K/MO/S H1H2L1 Apr 15 2006 18:14:44 0.44 0.20 <1
060522C S/K/MO H1H2L1 May 22 2006 10:10:19 1.10 0.40 <1
060708B H/K/MO H1H2L1 Jul 08 2006 04:30:38 1.00 0.06 <1
060930A K/MO H1H2L1 Sept 30 2006 02:30:11 1.00 2.40 1.0
061006A K/MO/S H1H2L1 Oct 06 2006 08:43:38 1.60 3.20 1.0
070321 I/K/MO/S H1H2L1 Mar 21 2007 18:52:15 0.34 0.40 <1
070414 S/M H1H2L1 Apr 14 2007 17:19:52 0.38 0.30 <1
070516 I/K/M/S H1H2L1 May 16 2007 20:41:24 1.00 7.68 1.0
070614 K/H H1H2L1V1 Jun 14 2007 05:05:09 0.40 ∼68 <1
070915 Sw/I/M/K H1H2L1V1 Sept 15 2007 08:34:48 0.50 0.10 <1
070927A Sw/M/I L1V1 Sept 27 2007 16:27:55 0.70 1.60 <1
2. Short IPN GRBs with data from H1H2-only that will be analyzed
GRB IPN GW GRB Date T90(s) ∆A(deg
2) ∆t(s)
060317 K/S/I H1H2 Mar 17 2006 11:17:39 0.70 9.24 <1
060601B I/S H1H2 Jun 01 2006 07:55:41 0.50 ∼600 <1
061001 I/Sw H1H2 Oct 01 2006 21:14:28 1.00 ∼2000 <1
070129B S/K H1H2 Jan 29 2007 22:09:26 0.22 47.50 <1
070222 K/MO H1H2 Feb 22 2007 07:31:55 1.00 0.45 <1
070413 I/S H1H2 Apr 13 2007 20:37:55 0.19 ∼350 <1
3. Short IPN GRBs with ∆A > 100 deg2 and data from two or more GW
detector sites for archival data look-up only
GRB IPN GW GRB Date T90(s) ∆A(deg
2) ∆t(s)
060916 S/I H1H2L1 Sept 16 2006 14:33:34 0.13 >3000 <1
061014 I/H H1L1 Oct 14 2006 06:17:02 1.5 >3000 <1
061111B K/Sw H1H2L1 Nov 11 2006 10:54:27 0.6 ∼700 <1
070203 I/S H1H2L1 Feb 03 2007 23:06:44 0.69 >2000 <1
070721C K/I H1H2V1 Jul 21 2007 14:24:09 1.00 495 <1
070910 K/S H1H2L1V1 Sept 10 2007 17:33:29 0.38 >200 <1
4. Short IPN GRBs that have already been analyzed and published
GRB IPN Reference
060427 K/MO/I/Sw [19, 27]
060429A S/K/MO [19, 27]
070201 K/M/I [79]
Table 6.1: The short S5/VSR1 IPN GRB sample - 14 with data from multiple non-
H1H2-only GW detectors and well localized bursts (error box area ∆A <100 deg2);
6 H1H2-only poorly localized bursts; 6 multiple GW detectors for poorly localized
bursts; 3 bursts previously analyzed and published. ∆t represents the time of
arrival error. The IPN satellites that observed the bursts: S - Suzaku, Sw - Swift,
I - INTEGRAL, M - MESSENGER, MO - Mars Odyssey, K - Konus-WIND, H -
HESSI (RHESSI).
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Chapter 7
Search for gravitational waves
associated with the
InterPlanetary Network
gamma-ray bursts – analysis
7.1 Introduction
In Chapter 2 we have described the possible progenitor model of short hard
gamma-ray bursts and we have seen that the the most widely–accepted model
is coalescences of compact binary objects (either NS–NS or NS–BH), a prime
source for transient gravitational wave signals, as well. Although it is expected
that most short GRB progenitors will be located at distances too large for the
resulting gravitational wave signals to be detectable by the initial LIGO and Virgo
[216], it is possible that a few GRBs could be located nearby. For example, the
smallest observed redshift to date of an optical GRB afterglow is z = 0.0085
(' 36 Mpc) for GRB 980425 [217, 218, 219]; this would be within the LIGO–
Virgo detectable range. Although GRB 980425 is a long duration soft spectrum
GRB, observations seem to suggest that, on average, short–duration GRBs tend to
have smaller redshifts than long GRBs [220, 221]. It is thus important to analyze
available GW data around any short GRB, especially around the GRBs that have
no host galaxy identification and hence no associated redshift measure.
Several searches for gravitational waves associated with gamma-ray bursts have
been performed in the past using data from both LIGO and Virgo detectors [137,
138, 139, 140]. Most recently, data from the sixth LIGO science run (S6) and the
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second and third Virgo science runs (VSR23) were analyzed to search for CBC
signals and unmodelled gravitational wave bursts (GWBs) associated with 26 short
GRBs from 2009–2010 [20]. No evidence for a GW signal was found in these
searches. We have already presented a summary of the analysis technique applied
in this search using GRB090831A as an example in Chapter 4. Additionally, two
in–depth analysis papers, analyzing GRB 051103 and GRB 070201 were published
[141] and [79] respectively. These two short–duration GRBs have position error
boxes overlapping respectively the M81 galaxy at 3.6 Mpc and the Andromeda
galaxy (M31) at 770 kpc, distances well within the range of LIGO and Virgo at
the time of the bursts for a detection of either CBC or GWB events. The non–
detection of associated gravitational waves ruled out the progenitor object being
a CBC in M81 or M31 with >99% confidence.
In this chapter we present the analysis results of a triggered search for GW
around the burst trigger times of 20 additional short gamma-ray bursts localized
by the InterPlanetary Network (IPN) during S5/VSR1. The bursts were detected
between 2006 and 2007 and have been localized, in both time and sky location,
such that a targeted GW search was possible. The IPN is a group of satellites
orbiting the Earth, Mars and Mercury and operating, among other equipment
on board, gamma ray detectors. The IPN, in its current configuration, acts as a
quasi–all–sky and all–time gamma-ray burst detector. The IPN GRB detection
principle and the methodology of the GW search around the IPN bursts during
S5/VSR1 is presented in [21] and in Chapter 6. The IPN localization of short
gamma-ray bursts is limited to extended position error boxes of different shapes
and sizes and a search on these error boxes poses a series of challenges for data
analysis.
GRBs that occurred when two or more of the LIGO and Virgo detectors were
operating in a resonant and stable configuration are analyzed. GW data segments
which are flagged as being of poor quality are excluded from the analysis. The CBC
analysis is chosen only around the times of short hard GRBs, due to the nature
of their possible progenitor. Additionally, due to sky localization restrictions,
GRBs with error boxes larger than ∆A > 100 deg2 are not analyzed as there
is not much benefit from performing a triggered search with a large search area
as compared to an all–sky analysis. For an explanation, we invite the reader to
consult [21] and Chapter 6. In total, 20 short hard GRBs localized by the IPN
during S5/VSR1 were selected for analysis for CBC signals and 171 bursts (long
and short altogether) for GWB signals. The search for CBC signals is performed
on 14 short bursts with error boxes smaller than 100 deg2 and available data from
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at least two independent sites and 6 short bursts with an arbitrarily sized error
box area that have available data from Hanford H1 and H2 only. Six bursts have
large error boxes and are considered only for an archival look–up in the S5/VSR1
all-sky all-time data.
Of the 14 non–H1H2–only short hard bursts, in this thesis, we present results
from the analysis of 12 GRBs. A lack of computational resources (and therefore
the analysis lasting longer than expected) hinders us from showing results of the
two remaining bursts. The analysis for the 6 H1H2–only bursts has not yet started
at the time of this writing; the limited computational resources have initially been
channeled towards completion of the first 14 bursts. Full analysis results, including
the S6 and VSR2 and 3 IPN GRB sample, will be published in a further scientific
article.
This search used the coherent method described in detail in [75], and with a
worked example in Chapter 4. This method combines coherently data streams
from all the GW detectors involved in the search of each gamma-ray burst; partic-
ular to the IPN GRB search, this method was modified to enable the search over
extended and irregularly–shaped positional error boxes.
We find no evidence for a GW candidate associated with any of the IPN GRBs
in this sample, and statistical analyses of the GRB sample show no sign of a
collective signature of weak gravitational waves. We place lower bounds on the
distance to the progenitor for each GRB, and constrain the fraction of the observed
GRB population at low redshifts. We also exclude a CBC progenitor for a few
GRBs that have positional error boxes that overlap nearby galaxies, in the same
manner as GRB 051103 or GRB 070201.
7.2 Gamma-ray burst sample
We obtained our sample of GRB triggers from the different InterPlanetary Network
missions that observed each burst via Kevin Hurley, who used the raw IPN satellite
data (burst time of arrival at the detector) to reconstruct each of the bursts’ sky
location. A description of this process can be found in [131] and, specific to our
search, in [21] and Chapter 6. This data was cross–checked with the NASA–
HEASARC website IPN database [14]. All these bursts are confirmed extra–
galactic events by the observing missions. None of these events have been followed–
up by X–ray or optical telescopes so no information is available on afterglows or
possible associated host galaxies whose redshifts could be determined. The burst
nature (short hard or long soft) and the burst durations were provided by Kevin
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Hurley as well and, as availability permitted, cross–checked with the individual
observing spacecraft websites. Light curves produced by each of the observing
missions for each GRB were inspected visually, as well.
The gamma-ray burst durations used to discriminate between short hard and
long soft samples are not a set of T90 as defined in a typical GRB observation. A
T90 duration depends not only on the sensitivity of the detector which measures
it, but also, on its energy range. Even when a single detector measures this time,
it is possible to get different numbers for the same burst depending on the arrival
angle, which affects the sensitivity as a function of energy. Since the IPN bursts are
observed by a set of different detectors with different sensitivities, to quote a single
T90 duration would be improper. Instead, the durations for the IPN GRB sample
have been determined in the following manner: if Konus–WIND or Suzaku were
both available for detection (the two most sensitive instruments), the larger of the
estimated duration was accepted; if only Konus–WIND or Suzaku was available
for detection, the value recorded by either of these spacecraft was accepted; an
eyeball estimate of duration from another mission (such as Swift or INTEGRAL)
when nothing else was available. To account for gamma-ray detector differences in
sensitivity, these values are considered lower limits with upper limits of two times
these values.
Light curves for each of the GRBs in the sample have been examined visually,
as well. The light curves are available publicly in the databases of each of the
IPN missions’ websites. These light curves are raw plots of photon counts per
unit time in different detector energy bands (usually 25–120, 120–400, 400–1500
keV) and based on their characteristic shape, provide “some” confirmation of a
short burst nature: a single narrow peak is a good indicator for a short hard
GRB. Unfortunately there is no other information on GRB energetics computed
and stored together with the light curves (e.g. Epeak, Eγ,ISO), so a full comparison
with other Swift or Fermi–GBM GRBs could not be made. Together with the
short durations, light curves represent strong proofs of the short hard nature of
the GRBs in the sample; two examples of light curves are shown in Figure 7.1.
7.3 Search Methodology
7.3.1 Overview
For the IPN short GRBs, the data streams from the operational detectors will
be combined coherently and searched using the methods described in [75] and
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Figure 7.1: (Left figure) Light curve for GRB060203 obtained using data from the
RHESSI mission: gamma photons counts on the y–axis versus time in seconds on
the x axis; the photons are detected in three different energy bands: 25–120, 120–
400, 400–1500 keV and we observe a narrow single peak in the medium energy band
indicative of a (possible) short GRB. Image reproduced from [14]. Together with
the short durations, light curves represent strong proofs of the short hard nature
of the GRBs in the sample. (Right figure) Light curve for GRB060103 (120–400
keV band), displaying a somewhat flat top structure. The width is roughly 2 s
wide and the peak is steep, good indicators for a short burst. Image reproduced
from [15].
summarized in Chapter 3. The search for compact binary coalescing signals is
done using match filtering [191] by correlating the detector data against theoretical
waveforms that replicate the signal for a broad interval of binary parameters and
are collected in a template bank, as described in Chapter 3. These expected GW
waveforms depend on the masses and spins of the NS and its companion (either
NS or BH), as well as on the distance to the source, its sky position, its inclination
angle, and the polarization angle of the orbital axis. The template bank used in
the IPN GRB search is identical to the one used for the S6/VSR2 and 3 GRB
search [20] and described in Chapter 4 with analysis theory described in Chapter
3.
The search identifies an “on–source” time in which to search for an associated
GW event. In the compact binary coalescence model for short GRB progenitor,
it is believed that the delay between the merger and the emission of gamma–rays
will be small (references found in Chapter 2 and 3 and [20]). We therefore use
an interval of 5 s prior to the GRB to 1 s following as the on–source window,
which is wide enough to allow for uncertainties in the emission model and in the
arrival time of the electromagnetic signal at the IPN spacecraft, as well as for the
differences in sensitivity of the IPN detectors. As described in [21] and Chapter
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6, the burst time of arrival at Earth was chosen to be the time of arrival at the
IPN spacecraft nearest to Earth, usually located at less than 1 lightsecond and
therefore the arrival time would have an uncertainty less than 1 s.
It is important to mention, that for the IPN GRBs that have a time of arrival
error larger than 1 s, i.e., the closest IPN spacecraft to Earth is further than 1
lightsecond, near–Earth satellites such as Swift, RHESSI or Suzaku are used for
timing refinement. Although these spacecraft do not participate effectively in the
detection process for these bursts, they display a Recorded Increase (RI) in the
photon count at the time of the burst. This is not above their GRB detection
threshold but can be used for timing the burst. Namely, three short bursts have
had their burst trigger time at Earth adjusted using data from Swift, RHESSI
or Suzaku: GRB070516 uses Swift that triggers at 74484.661 s after the start
of day, the refined trigger time will be GPS 863383298 with a precision of <1
s; GRB061006A uses RHESSI that refines the time to 31418.224s and Suzaku
to 31417.698s (shift due to different sensitivities, i.e., both detectors observe the
burst in different energy bands, with peaks at different times), the refined trigger
time will be GPS 844159432 with a precision of ≈ 1 s; GRB060107 uses Suzaku
detection in low time resolution at 06885.556±0.880 s, the refined time will be
GPS 820634099 with a precision of ≈ 1.8 s. Also, two bursts have had their arrival
time adjusted even if no near–Earth satellite was available, using a timing software
provided by Kevin Hurley: GRB070222 with Earth crossing times software giving
two possible values at 27115.112 s and 27117.161 s after the start of the day, refined
time GPS 856164729 with a precision of 2 s; GRB060930A software analysis gives
Earth crossing times at 09051.997 s and 09053.120 s, with a refined time at GPS
843618666 and a precision of 1 s.
7.3.2 Searching the error box
The on–source data are analyzed by the search algorithms to detect possible GW
transients, referred to as “events”. The search for events is sensitive to sky location
and will be done across the IPN GRB error box. We will generate a grid of search
points to pave each GRB’s error box in order to increase the chances of finding
a signal over the entirety of the box. A fixed grid spacing (distance between
adjacent grid points) of 1.8 degrees will be used for the search, motivated by the
GW detectors’ power of resolving the sky location, described in [21]. Each error
box is a 3–σ region but we will search and assign equal detection probability to
each search point. An example of an error box paved with search points can be seen
in Figure 7.2. The analysis pipeline makes use of a single text file containing the
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equally–spaced search points for both the processing and post–processing stages.
Figure 7.2: A typical IPN GRB error box populated with search points: the
search points are firstly distributed along the central line of the IPN annulus, at
1.8 degrees relative distance; if the annulus is wide enough to permit, a square
2–D grid with a 1.8×1.8 degrees cell is built across the error box. This ensures an
even search for signals. For illustration purposes only, we are showing the error
box for GRB070921B, a long burst with a large error box, constructed from the
intersection of Konus ecliptic band and Earth constraint; the error box contains a
considerable number of search points.
The pipeline orders events found in the on–source time according to a ranking
statistic described in [75] and Chapter 4. In order to cope with the effects of
non–stationary, transient noise “glitches” in the GW detectors’ data, the pipeline
uses a number of signal consistency tests, including the null stream, amplitude
consistency and several χ2 tests [198, 75, 207] and Chapter 4. Also, candidate
events are subjected to checks that “veto” events overlapping in time with known
instrumental or environmental disturbances, see Chapter 4. The surviving event
with the highest ranking statistic is taken to be the best candidate for a gravita-
tional wave signal for that GRB; it is referred to as the loudest event [222, 223]. In
order to estimate the significance of the loudest on–source event, the pipeline uses
two background or “off–source” data segments on either side of the on–source, as
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described both in [20] and in Chapter 4. Given this off–source segments’ plac-
ing, it is assumed that the on–source and the off–source detector data have the
same noise properties. To determine if a GW is present in the on–source data,
the loudest on–source event is compared to the distribution of loudest off–source
events. A false alarm probability (FAP) is defined as the probability of obtaining
such an event in the on–source, given the background distribution, under the null
hypothesis, as described in Chapter 4, Chapter 5 and in [20].
In the same manner as in the S6/VSR2 and 3 GRB search [20], the pipeline
efficiency of recovering signals is determined by performing simulations injected in
the data. In the case of the IPN GRB search the simulations’ parameters (masses,
spins and inclinations) are identical to the S6/VSR2 and 3 GRB search: they
are drawn from two sets of astrophysically motivated compact binary systems as
GRB progenitors – two neutron stars (NS–NS) and a neutron star with a black
hole (NS–BH) for a set of four possible maximum inclination angles (10◦, 30◦, 45◦
and 90◦).
In terms of simulated parameters, the NS masses are chosen from a Gaussian
distribution centered at 1.4 M [224, 225] with a width of 0.2 M for the NS–NS
case, and a broader spread of 0.4 M for the NS–BH systems, to account for larger
uncertainties given the lack of observations for such systems. The BH masses are
Gaussian distributed with a mean of 10 M and a width of 6 M. The BH mass
is restricted such that the total mass of the system is less than 25M. For masses
greater than this, the NS would be “swallowed” by the BH, no massive torus would
form, and no GRB would be produced [226, 227, 228]; the NS spins are uniformly
drawn within the [0, 0.4] interval, the BH spins are uniformly drawn from the [0,
0.98) interval with a tilt angle < 60◦.
The simulated sky locations cover the entirety of the IPN GRB error box. To
generate these positions, the error box is first paved with a symmetric grid of
points with a 0.2 degree grid spacing. This is a finer spacing than the one which
is used for the search to ensure efficient coverage of the error box by the simulated
positions. It will also provide a verification that the 1.8◦ spacing of search points is
adequate. Random positions are generated within a small square bin centered at
each of these grid points and whose sides have lengths equal to the grid spacing.
The relative number (or density) of positions generated for each grid point is
weighted according to the estimated source position probability distribution. The
probability distribution that will be used in the case of a single 3–σ IPN annulus
is a one–dimensional Gaussian distribution centered at the central radius of the
IPN annulus, and which has a sigma of 1/3 the width of the given annulus half–
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width. For error boxes which are formed by the intersection of two 3-σ IPN annuli,
the probability distribution will be a two–dimensional Gaussian, with distances
measured from the two central radii of the two annuli. This assures that there
are proportionally more simulations for those positions with larger probabilities
of having a signal. The pipeline then draws random locations for injections from
this list of simulation points. An example of an IPN GRB error box populated
with simulated sky positions can be seen in Figure 7.3.
Figure 7.3: A typical IPN GRB error box populated with simulation points: the
simulation points are firstly distributed along the central line of the IPN annulus,
at 0.2 degrees relative distance; a square 2–D grid with a 0.2×0.2 degrees cell is
built across the error box. Then simulation points are randomly thrown in each
bin centered at each point and sides equal to 0.2 degrees. The distribution of
these points follows a 1– or 2–dimensional Gaussian, depending on the number of
IPN annuli: the width of the distribution corresponds to the width of the IPN
annulus so that there are proportionally more simulation points thrown towards
the center line of the annulus where the signal is expected to be found. In the
case of two annuli, the 2–D Gaussian has the widths of the two IPN annuli. Here
we see the distribution of simulation points for two intersecting IPN annuli, for
GRB060522C, a short hard burst: there are more points towards the center of
the intersection region and less towards the outer edge; the narrow IPN annulus
intersecting the wider one will allow for an assymetric 2–D Gaussian distribution
of simulation points, with more throws inside the narrow annulus and less inside
the wider one.
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7.3.3 Single chirp mass bin [0,8.0) M
Another of the changes to the standard S6/VSR23 GRB analysis pipeline was
introducing a single chirp mass bin for both off–source and on–source events.
Both the S5/VSR1 and the S6/VSR23 GRB analyses used three chirp mass bins to
bin both background and simulated events and calculate false alarm probabilities
for on–source events (see Chapter 4 for an explanation for chirp mass binning).
Binning was done inM⊂[0, 3.48), [3.48, 6) and [6, 20) M as we have already seen
in Chapter 4. The reason for chirp mass binning is that due to the large variation
in the length of the templates used during the search (shortest template is ≈0.3
s and longest is ≈45 s), there is a larger variation in the templates responses to
noise glitches in the detectors where glitches tend to match higher mass templates
(and shorter), the result being triggers with larger values of SNR. The result is
that in the high chirp mass bin we end up with very few and very loud (SNR
before signal–based cuts, relatively to the other two bins) triggers and almost to
none injections.
We constructed a simple plot of SNR vs. M for a test GRB shown in Figure 7.4.
In the figure, the grey (red) population represents triggers from noise and the black
population represents the injections. We can see that beyond M = 8 M noise
triggers dominate the populations. This has been done after a glitch–rejection test
had been applied prior to the chirp mass restriction: the glitch–rejection test asks
for the detection statistic of any background trigger within 0.1 s of injected signal
time to be larger than 95% of the detection statistic of the recovered injection.
As we can see in Figure 7.4, the chirp mass restriction will remove any simulation
spuriously identified with glitches and a number of loud background triggers.
7.3.4 Distance exclusion
The further a GW source is, the weaker its signal at the detectors, as seen in
Chapter 1, the GW amplitude scales with 1/D. Therefore the pipeline is efficient
in recovering signals up to a certain distance limit that depends on the sensitivity
of the detectors at the time of the search. We would want to quote this limit
and argue that if there was a GW source placed within this limit, we would have
detected it. Whenever no statistically significant signal is found, a 90% confidence
level lower limit on the distance to the GRB progenitor (for both NS–NS and
NS–BH merger models) is set. The quoted exclusion distances are marginalized
over systematic errors that are inherent in this analysis: errors introduced by the
mismatch of a true GW signal and the waveforms used in the simulations [206]
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Figure 7.4: (Left figure) Noise triggers (red) and simulations triggers (black) in
an SNR–M diagram for an example GRB analysis. This clearly shows that the
population of triggers withM > 8.0 is dominated by noise (with the exception of
a very loud glitch with SNR≈575 and chirp mass just below 8). A limit on chirp
mass 8.0 was thereafter used in the IPN GRB search. (Right figure) Background
events shown in a coherent SNR – chirp mass diagram; here an example where a
set of loud background glitches were removed based on their chirp mass (the loud
glitch from left plot is beyond the SNR scale).
and amplitude errors from the calibration of the detector data [2].
The GW signal exclusion distances are calculated for the four astrophysically–
motivated opening angles that we performed our injections with (10◦, 30◦, 45◦ and
90◦). The steps taken to obtain the exclusion distance are as follows:
 Determine the loudest event in the on–source in the single searched chirp
mass bin;
 For each injection we find the trigger with the loudest SNR within 0.1 s
(NOTE: loudest SNR and NOT loudest value of detection statistic) and
associate this trigger with the injection. If there are no triggers within
0.1 s the injection has no trigger associated to it and will be considered
“missed” for all purposes. NOTE: an injection will have either 1 or 0 triggers
associated to it;
 Calculate the value of the detection statistic for the found trigger;
 If that value is less than the loudest onsource trigger the injection is marked
as “missed” for distance exclusion purposes; for any injection whose found
trigger is louder than the on–source event, we look at the 0.1 s around the
time the injection was made. We find the loudest trigger in the off–source (if
there is no trigger the injection is marked as “found”). We compare the value
of the detection statistic for this trigger with the injection’s trigger. If the
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injection trigger is > 1.1 × louder than the offsource trigger, the injection
is marked as “found”, if not the injection is marked as “missed” – this is
because all injections, as loud signals, are supposed to be louder than any
of the background triggers;
 We then bin the injections in distance and calculate the fraction of injections
that are “found” as a function of distance. An example is shown in Figure
7.5;
 We then read off the distance at which the efficiency drops below 90% and
quote that as the 90% exclusion distance.
Figure 7.5: The efficiency of finding injections as a function of distance to the
source (percentage of “found” injections vs. distance). The pipeline is considered
efficient up to an injection recovery percentage of 90%, limit that gives us the
confidence level lower limit on the distance to the GRB progenitor, here 37.6
Mpc. The green curve is un–marginalized, the red one is marginalized over the
waveform and calibration errors, and the pink one includes counting (binomial)
errors as well (since we did only a finite number of injections).
7.3.5 H1H2–only GRBs
The analysis for the six GRBs that have data from H1H2–only is similar to the
other 14 (12 presented here) multiple detectors GRBs with a few changes. Since
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H1 and H2 are co–located and co–aligned, there is no sensitivity to sky–location
and the search will be done at a single sky point. It is irrelevant how we choose
this point, as long as it is inside the GRB positional error box. Simulations will be
performed across the whole error box, just as in the other GRB’s case. A typical
large error box for an H1H2–only GRB is shown in Figure 7.6. The analysis will
need tuning for a precise way of computing the different null–stream and χ2 veto
tests, due to the particular nature of the GW detectors used. This work is in
progress at the time of writing and will be finished shortly.
Figure 7.6: A typical H1H2–only IPN GRB large error box populated with sim-
ulation points (here the short hard burst GRB061001): a large error box is con-
structed by the intersection of a single IPN annulus and Earth constraint, and
populated with simulation points, with more points towards the center and less
towards the edges of the error box.
7.3.6 GRB090802A, a testbed for the IPN analysis
GRB090802A was the only three–detector (with data available from Hanford H1,
Livingston L1 and Virgo V1 GW detectors) Fermi–GBM short GRB with a trigger
time during S6/VSR23 and its positional error box was refined using data from
the IPN. As such, this GRB was a testbed for the analysis changes specific to the
search around the times of short bursts localized by the IPN. It was also the first
time that a GW search prompted a GRB observers team (Fermi–GBM) to update
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an official but previously obsolete sky position (shown in Figure 7.7 together with
the IPN localization) for the sole purpose of a GW analysis; as a result of changes
in the codes that calculate the Fermi–GBM GRB rates, the initial sky position of
GRB090802A was shifted by ≈ 30◦. The positional error box is shown in Figure
7.7 and was obtained from the intersection of two IPN annuli (triangulated using
timing information from Konus–WIND, INTEGRAL and Fermi–GBM) and the
Fermi–GBM 3–σ error contour.
Figure 7.7: (Left figure) GRB090802A: IPN localization (intersection of two IPN
annuli, green shaded region) and initial Fermi–GBM error box (right small circle),
with Earth constraint visible on the right; the GBM localization was shifted as
a result of reprocessing the data to a final position shown on the right. Right
ascension (RA) in hours and declination (dec) in J2000 degrees (courtesy of Kevin
Hurley). (Right figure) GRB090802A: positional error box and GW search points.
The error box is the result of the intersection of two IPN annuli (triangulated using
timing information from Konus–WIND, INTEGRAL and Fermi–GBM; shown here
with continuous line and center radii with dashed lines) and the Fermi–GBM 3–σ
error contour (the irregular shape, approximated with a systematic errors circle
with a radius 4.9 degrees). The red points represent the GW search points.
The analysis for this GRB used the same procedure of paving an extended error
region with search and simulation points as in the IPN GRB case, as described
above. The full results of the data analysis associated with GRB090802A can be
found in [20].
7.4 Significance of FAP population
We use a weighted binomial test to assess whether the obtained set of FAPs is
compatible with the uniform distribution expected from noise only. This test looks
for deviations from the null hypothesis in the 25% tail of lowest FAPs weighted by
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the prior probability of detection (estimated from the GW search sensitivity). The
weighted binomial test is identical to the one used for the S6/VSR2 and 3 GRB
analysis [20]. The test weighs more the GRBs that have a larger prior probability
of detection, hence with more chances for a GW detection. The details of this test
are given in [20] and briefly described below.
The IPN GRB analysis was done for every GRB in the sample, independently
one from another. Since there was no detection made for any of the bursts, a
non–detection test is necessary: the individual analysis of each GRB rules out the
detection of a loud signal but does not exclude a population of weak GW signals.
This test accounts for any individual deviation from the background distribution
or for a collective presence of a weak gravitational wave signal. The binomial test
considers the set {pi}1≤i≤NGRB of false alarm probabilities (FAPs) obtained for a
population of NGRB analyzed GRBs, sorted increasingly. The smallest Ntail =
0.25NGRB of these FAPs are used to search for an excess of weak signals. The
binomial probability, under the no–signal hypothesis, of obtaining at least k events
with FAPs less than the actual k–th FAP pk is calculated for 1 ≤ k ≤ Ntail and
the minimum of these probabilities is used as a detection statistic:
Sbinomial = − log min
1≤k≤Ntail
∑
l≥k
(
N
l
)
plk(1− pk)N−l . (7.1)
Sbinomial looks for a deviation of the FAP distribution when compared to the uni-
form distribution of FAPs expected from background, in the low FAP region where
an excess of weak gravitational wave signals might be present.
In order to account for the contribution of GRBs for which the GW detector
sensitivity is poor we construct a weighted binomial test that is based on a statis-
tic that depends now on the a priori GW detection probabilities: the sensitive
volumes of the GW search associated with each GRB trigger, which depends on
the GRB sky position and the performance of GW detectors at the time of the
search [20]. This is as follows:
 Based on the background and sensitivity to simulated signals, compute the
distance dk(m) at which the detection efficiency is equal to 50% for GRB k
and signal emission model m (either NS–NS or NS–BH coalescences).
 Compute the relative volume ratio Rk(m) = dk(m)
3/maxk dk(m)
3 for model
m compared to the most sensitive GRB.
 Average the relative volume ratio over the different modelsRk = meanmRk(m).
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 Consider the penalized FAPs pk/Rk sorted in increasing order, and compute
the detection statistic
Sweighted = − log min
1≤k≤Ntail
(
N
k
)∏
l≤k
pl
Rl
. (7.2)
The result of the weighted binomial test is a single ranking statistic Sweighted.
The statistical significance of the measured Sweighted is assessed by comparing to
the background distribution of this statistic from Monte Carlo simulations with
FAPs uniformly distributed in [0, 1]. This yields the overall background probability
of the measured set of FAPs.
7.5 Results
The distribution of FAP values for each of the 12 short IPN GRBs analyzed is
shown in Figure 7.8. The result of the weighted binomial population detection
test yields a background probability of ≈99%, corresponding to an almost–perfect
match with the no–signal hypothesis. In conclusion, no noteworthy individual
events were found by this search, nor a collective presence of weak gravitational
signals.
Figure 7.8: Cumulative FAP distribution from the analysis of 12 IPN GRBs. The
expected distribution under the no–signal hypothesis is indicated by the dashed
line.
Given that no significant event was found in our analysis, we place upper limits
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on GW emission based on the signal models for short hard GRBs, discussed in
Chapter 2 and [20] (short hard GRBs are commonly accepted to have either NS–
NS or NS–BH mergers as progenitors). We will also compare these results with
the GW detector sensitivity estimates during S5/VSR1.
For each GRB we derive a 90% confidence lower limit on the distance to the
GRB progenitor for either an NS–NS or NS–BH merger model, assuming a jet
half–opening angle of 30◦. The distance limits are given in Table 7.7 for each
IPN GRB and a histogram of their values is shown in Figure 7.10. The median
exclusion distance for NS–NS is 18 Mpc and for NS–BH is 31 Mpc for the 30◦ jet
cone. Fig. 7.9 and Table 7.1 show the median exclusion distances for half–opening
angles of 10◦, 30◦, 45◦, and 90◦. The amplitude of a GW signal is stronger for
smaller jet–opening angles and the excluded distances to progenitors are larger,
whereas for large opening angles, the signal is weaker and the power of exclusion
is much lower, as there are orientations which will give very little observable GW
signal in the detector network. We can compare these results with the detectors’
sensitivity measured by the inspiral horizon distance (see Chapter 3 for definition):
during S5/VSR1 for a 1.4–1.4 M binary the inspiral horizon distance was ≈35
Mpc and for a 5.0–5.0 M binary the inspiral horizon distance was ≈70 Mpc for
the most sensitive detectors (H1 and L1) (see Figure 3.2). Given that the inspiral
horizon distance is calculated for an optimally–oriented binary, and the IPN GRBs
have different orientations, we would expect the median exclusion distance to be
reduced by a factor of two from the horizon distance (an approximate explanation
for this is that the range is roughly half the horizon distance for all–sky events; in
the GRB case we have nearly face–on events but only 90% upper limits, therefore
giving a factor of order 2). In turn, quoting the exclusion distances for the 22 Swift
GRBs during S5/VSR1, the median exclusion distance for an NS–BH system was
7 Mpc and for an NS–NS system was 3 Mpc [19]. However, a direct comparison
of the IPN and S5/VSR1 exclusion distances can not be established for a number
of reasons: the S5/VSR1 analysis made use of the H1H2 pair of detectors with H2
roughly twice less sensitive than H1 or L1; the exclusion distances were calculated
in a different manner during S5/VSR1 (see [19] for method details).
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Figure 7.9: Median exclusion distances of CBC sources as a function of half-
opening angle, sampled at 10◦, 30◦, 45◦, and 90◦. The medians are computed over
the set of 12 analyzed short IPN GRBs, for both NS–NS and NS–BH, at 90%
confidence level.
7.6 Possible host galaxies for two of the IPN
GRBs
Since the IPN GRBs have not been followed–up in X–ray and/or optical bands
(due to extensive time delays in localizing them based on information from multiple
IPN missions and due large positional errors), no afterglow has been detected in
association with any of the bursts, therefore no galaxy host could be identified
with sub–arcsecond precision. It is only natural to try and investigate any possible
overlaps of their error boxes with nearby galaxies’ error regions (at distances <40
Opening Angle Dist. NS–NS (Mpc) Dist. NS–BH (Mpc)
10 18.2 31.0
30 17.6 31.1
45 15.4 26.6
90 5.9 13.4
Table 7.1: Exclusion distances for four different jet opening angles θ for the two
astrophysically–motivated short GRB progenitor models: binary NS or NS–BH;
for the NS–NS case the median distance (at 30◦ jet opening angle) is 18 Mpc; for
the NS–BH case the median distance (at 30◦ jet opening angle) is 31 Mpc.
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Figure 7.10: Histograms across the sample of short GRBs of the distance exclusions
at the 90% confidence level for NS–NS and NS–BH systems. See Table 7.2 for the
exclusion values for each short GRB.
Mpc). We did this using the Gravitational Waves galaxy catalog (GWGC). The
GWGC is a new catalog of galaxies within 100Mpc, designed to be used in follow–
up searches of optical counterparts from gravitational wave triggers. The catalogue
contains up–to–date information compiled from the literature on sky position,
distance and other astronomical parameters for more than 53,000 galaxies [16, 229]
Of the examined overlaps for each of the IPN short burst sample, two GRBs
stand out with GW search points at very small RA–dec differences from the posi-
tion of two nearby galaxies: GRB070414 error box overlapping PGC004601 (An-
dromeda II) and GRB070321 error box overlapping NGC5878, see Figure 7.6.
An interesting case is that of GRB070414 whose IPN positional error box
marginally overlaps the error box of a nearby galaxy, PGC004601 or Andromeda II,
a dwarf spheroidal galaxy that is part of the Local Group and is a satellite galaxy
of Andromeda M31. The distance to PGC004601 is ≈700 kpc (680±20 kpc).
The GRB070414 has an extended, but very narrow error box with of ≈ 0.3 deg2,
but the search point at RA=18.7719194, dec=33.5563965 degrees is situated only
δ ≈0.36 degrees from the center of the galaxy (equatorial position RA=19.12407,
dec=33.41910 degrees (J2000d) [17]), as seen in Figure 7.12, and the IPN annulus
intersects the outer region of the galaxy. The search point is quoted here just as a
positional reference of the GRB error box median axis with respect to the galaxy
error box; its position is arbitrary along the median axis, within the GRB error
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Figure 7.11: (Left figure) GRB070414 search points and nearby galaxies. Full cir-
cles represent the GW search points and empty circles represent galaxy locations,
with x–axis RA and y–axis dec in J2000d degrees. Galaxy positions obtained
from [16]. (Right figure) GRB070321 search points and nearby galaxies. Full cir-
cles represent the GW search points and empty circles represent galaxy locations,
with x–axis RA and y–axis dec in J2000d degrees. Galaxy positions obtained from
[16]
box, and depends entirely on how we chose to pave the error region with search
points.
Another interesting case is that of GRB070321 whose positional error box
neighbors the error region of galaxy NGC5878. The equatorial position of NGC5878
is RA=228.440458, dec=-14.269833 degrees (J2000d) [16, 17] and the nearest GW
search point is located at RA=228.4346539, dec=-14.5788967 degrees giving us
an RA–dec distance of only 0.31 degrees between the search point and the cen-
ter of the galaxy. NGC5878 is located at a distance of 26.1±1.8 Mpc or redshift
z=0.006641±0.000007, Local Group standard, and is a spiral galaxy of the same
class as Andromeda M31 (SA(s)b [17]). The galaxy was host for a supernova
event, SN1988H, a type II supernova that peaked in luminosity in February 1989
[230]. Given the analysis results for GRB070321, we exclude a NS–BH merger
within 36 Mpc with 90% confidence.
Given the very low redshift of these two possible GRB host galaxies and the
extended error regions of the GRBs, it is highly unlikely that the galaxies are
indeed hosts for the bursts; even if, in fact, short GRBs are found closer in distance
than long GRBs (see Chapter 2), none of the short bursts with secured redshift
measure has been observed at such low redshifts.
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Figure 7.12: (Left figure) GRB070414 and nearby galaxy PGC004601 (Andromeda
II): the IPN annulus intersects the outer regions of the galaxy error box. The GRB
search point is located at RA=18.7719194 degrees, dec=33.5563965 degrees, with
the galaxy center at RA=19.12407 degrees, dec=33.41910 degrees and galactic ap-
parent size of 3.6×2.52 arcminutes. x–axis represents RA and y–axis represents dec
in J2000d degrees [16, 17]. (Right figure) GRB070321 and nearby galaxy NGC5878
(SN1988h): unfortunately, the IPN annulus does not intersect the outer regions of
the galaxy error box. The GRB search point is located at RA=228.4346539, dec=-
14.5788967 degrees, with the galaxy center at RA=228.440458, dec=-14.269833
and galactic apparent size of 3.5×1.4 arcminutes. x–axis represents RA and y–
axis represents dec in J2000d degrees [16, 17].
7.7 Conclusion
A search for gravitational waves coincident with gamma-ray bursts localized by
the InterPlanetary Network during the S5/VSR1 science runs of LIGO and Virgo
has been performed with results summarized in Table 7.7. In total, 12 short
GRBs were analyzed, with data from multiple GW detectors, using the templated
coherent method described in detail in [75]. This search represents a focused search
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that looked for CBC signals from the merger of two compact objects (either NS–
NS or NS–BH), as expected for short GRBs, see Chapter 2 and references therein.
No gravitational wave was detected in coincidence with a GRB. Lower limits on
the distance were set for each GRB and each of the two progenitor models: for
the NS–NS progenitor model the median distance (at 30◦ jet opening angle) is
18 Mpc and the mean distance is 17 Mpc; for the NS–BH progenitor model the
median distance (at 30◦ jet opening angle) is 31 Mpc and the mean distance is 31
Mpc. Possible host galaxies have been identified for two bursts: their positional
error boxes marginally overlap two nearby galaxy error regions. Chances are small
that these galaxies are indeed hosts for the GRBs, given both typical much larger
redshifts for short bursts and the extended nature of the IPN error boxes.
The analysis process for the S5/VSR1 IPN–detected GRBs is not yet complete:
we will need to analyze the remainder of 6 bursts with available GW data from
H1H2–only. Furthermore, we will need to analyze the GW data around the IPN–
detected bursts during S6/VSR2 and 3. When this will have finished, full results
will be published in a scientific article.
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Results for 12 short IPN GRBs with ∆A < 100 deg2 and non–H1H2–only
detector data
GRB IPN GW UTC Dist. Dist.
Name time NS–NS NS–BH
060103 MO/I H1H2L1 Jan 03 2006 08:42:17 5.2 9.2
060107 K/MO/S H1H2L1 Jan 07 2006 01:54:40 21.7 37.6
060203 K/MO/H H1H2L1 Feb 03 2006 07:28:58 5.7 10.3
060415B K/MO/S H1H2L1 Apr 15 2006 18:14:44 13.2 23.7
060522C S/K/MO H1H2L1 May 22 2006 10:10:19 27.6 44.4
060708B H/K/MO H1H2L1 Jul 08 2006 04:30:38 17.1 26.5
060930A K/MO H1H2L1 Sept 30 2006 02:30:11 17.8 33.3
061006A K/MO/S H1H2L1 Oct 06 2006 08:43:38 26.6 47.3
070321 I/K/MO/S H1H2L1 Mar 21 2007 18:52:15 20.1 36.1
070516 I/K/M/S H1H2L1 May 16 2007 20:41:24 17.6 30.7
070614 K/H H1H2L1V1 Jun 14 2007 05:05:09 17.0 29.1
070915 Sw/I/M/K H1H2L1V1 Sept 15 2007 08:34:48 17.6 31.5
Table 7.2: The short S5/VSR1 IPN GRB sample analyzed at the time of this
writing: 12 bursts with data from multiple non–H1H2–only GW detectors and
well localized (error box area ∆A <100 deg2); results show the 90% exclusion
distances (Mpc) for both possible progenitor models, either NS–NS or NS–BH
for a jet–opening angle of 30◦. The IPN satellites that observed the bursts: S -
Suzaku, Sw - Swift, I - INTEGRAL, M - MESSENGER, MO - Mars Odyssey, K
- Konus-WIND, H - HESSI (RHESSI).
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Chapter 8
Concluding remarks
Gravitational waves are still awaiting a direct detection and now, with the com-
missioning of the second generation detectors (Advanced LIGO and Virgo, see
Chapter 1) just a few years ahead, we have never been closer to this goal and
exciting times await us ahead. But, before this happens, now is also the time
to further develop the science and analysis techniques we used with the initial
LIGO and Virgo towards an emerging gravitational wave astronomy field. The
commissioning of Advanced LIGO and Virgo will hopefully give us the first direct
detections of GW. The detectors will have a source volume sensitivity three orders
of magnitude larger than the initial LIGO and Virgo and a reduced low-frequency
cut–off from 40 Hz to 10 Hz. This means that GW from merging binary NS will
stay in the detector sensitivity band for 15–20 minutes and GW from merging
NS–BH will stay for a few minutes, before coalescing. With this in mind, a new
GW–GRB+EM follow–up search could be implemented.
As a final section of this work, we will propose a GW low–latency triggered
search that will use gamma-ray burst candidates, and, in turn, will provide trig-
gers for other EM (radio, X-ray, optical) telescopes for rapid follow-up. This will
use the complementarity of GW–GRB searches: since localization with GW is
poor, GRB candidates’ time and sky location will be used, and, in turn, a GW
detection will confirm the compact binary merger and will be readily followed-up
in other EM bands, to gain additional source information. This search will make
use of the experience we already have from the previous GRB triggered searches
and from the recent engineering run and will incorporate a fully-automated GRB
candidate database and a fully coherent search method. A GW detection will
provide an event of maximum interest to the EM observational community that
will be followed–up with minimal delays by a series of telescopes. It will unam-
biguously confirm the compact binary merger progenitor of a short GRB that,
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within a day of the burst, might not even be a confirmed GRB yet. Since sky lo-
calization using solely the GW detectors is poor (see Chapter 1 for more details),
even with a multi–detector network, we will rely on sky location information from
the gamma-ray trigger to alert the EM telescopes. A GW detection triggered
by a GRB needs to be followed–up rapidly by EM observations due to the short
timescales on which GRB afterglows become extinct (see Chapter 2 for more de-
tails). Gamma-ray bursts have been used to trigger GW searches for some time
(see Chapters 4, 6 and 7 for references and example searches) and we will use the
expertise of these past searches, only to improve and optimize our effort for Ad-
vanced LIGO and Virgo. Thus, we propose a new GRB triggered search strategy:
a low-latency fully coherent search that will use triggers fed in real time by GRB
detectors and output results on a timescale of hours to days to be followed up
by other EM telescopes. Low-latency analysis has been already partially tested
during the first LIGO engineering run (ER1, as of June 2012) but it did not in-
clude externally triggered searches. There are three main issues to be resolved
to be able to implement such a low–latency pipeline: setting up a GRB trigger
database that will be updated in real time, adapting the coherent analysis set of
codes (used during S6/VSR2 and 3 for GRB-GW searches and for the IPN search,
see Chapters 4, 6 and 7) to output results on a much shorter timescale and resolv-
ing the submission of GW candidates to EM telescopes for follow-up. Whilst the
last issue has been previously tested (e.g. the Swift follow–up of two GW candi-
dates [231]), the first two still need implementation and testing. The first needed
element, a full– and real–time gamma-ray burst trigger database: we propose the
use (or the implementation thereof) of a centralized and real-time protocol that
will gather gamma-ray burst triggers’ information (primary: burst time, duration
(T90, see Chapter 2 for definition) and sky location, secondary: energy and light
curve) from different missions (Swift, Fermi–GBM, planned SVOM, etc.). The
database needs to be operational full-time to combine different GRB missions’
duty cycles and sensitivity restrictions to cover as much live time and sky cover-
age as possible. Also, the database should record triggers in real–time to allow for
a low-latency analysis in the GW data. A good initial candidate for such a tool
would be Skyalert (http://skyalert.org/ ) or NASA’s GCN circulars, but the spe-
cific tools to acquire and rank the triggers have to be developed. A major add–on
to this system would be the usage of sub–threshold triggers. Sub–threshold events
are usually either stored in the specific detectors’ databases (for possible follow-up
purposes) without being released publicly or just discarded. They represent the
bulk of the electromagnetic output and can provide very useful information to GW
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data analysts if released. To quote just one example, we used a number of such
triggers from Swift and Suzaku gamma-ray detectors to refine the localization of
some IPN-detected gamma-ray bursts during S5/VSR1.
A second aspect would be optimizing the templated coherent search method
(see Chapters 4, 6 and 7 for theory and application and 5 for a possible optimiza-
tion method, the choice of a prior on the GRB inclination angle). This method
combines coherently data streams from the individual GW detectors used in the
search and provides powerful signal–based veto tests that significantly reduce the
number of non–Gaussian noise artifacts. But, given the very low compact binary
merger rates, this method needs to allow for a greater detection confidence by a
better estimation of the background of false alarms. Detection confidence is given
by a better background estimation: the past GW-GRB analyses used the time
of the GRB and its sky position to limit the amount of data to be searched over
to a short foreground time window, padded on either side by data segments used
as background. By computing the background event rate, expected purely from
detector noise, we are able to assign a false alarm probability (FAP) to a possible
detection event in the foreground window (see Chapter 5 for a full analysis). To be
a detection candidate, this event must have a very low FAP. The larger the back-
ground sample is, the lower the FAP. In order to enlarge the background sample,
we implemented a method that time–shifts independent detector data streams and
outputs synthetic background segments, for the case of coincident analyses (see
Chapter 5 for a full methods and analysis description). Given the present compact
binary merger event rates within the detectors’ range, only by doing time-shifts we
could lower the FAP enough to be able to make a detection statement. We plan
on implementing this background estimation method in the future GRB follow-up
searches for GW; currently the coherent method does not use timeslides. An accu-
rate background estimation method is of maximum importance to be able to make
a detection statement and implementing it could give us low enough FAP values
for this purpose. Since the timeslides method may have a few pitfalls (e.g. not
very efficient when used in conjunction with detectors with very different trigger
rates), other background estimation methods will be explored as well.
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Appendix
To begin our derivations, we first need to define a few useful formulae: the Fourier
transform of a continuous function of time F (t) as denoted by F˜ (f) and is given
by:
F˜ (f) =
∫
e−2piiftF (t)dt. (8.1)
The inverse Fourier transform will be conversely:
F (t) =
∫
e2piiftF˜ (f)df. (8.2)
We also introduce the Gaussian distribution:
f(x) =
1√
2piσ2
e−
(x−µ)2
2σ2 (8.3)
where σ is the variance and µ is the expected value for x.
We further introduce the χ-squared distribution: let z1, ..., zk be k independent,
standard normal random variables, then the sum of their squares:
Q =
k∑
i=1
z2i (8.4)
is distributed according to the χ-squared distribution with k degrees of freedom.
The probability distribution function of the χ-squared distribution is given by:
f(x, k) =
{
1
2k/2Γ(k/2)
x
k
2
−1e−x/2, x ≥ 0
0, otherwise
(8.5)
where Γ(k/2) denotes the Gamma–function.
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