Approximate and global differentiability of functions over non-archimedean fields.
Introduction
Fields with non-archimedean valuations such as the field of p-adic numbers were first introduced by K. Hensel [7] . Then it was proved by A. Ostrowski [16] that on the field of rational numbers each multiplicative norm is either the usual norm as in R or is equivalent to a non-archimedean norm |x| = p −k , where x = np k /m ∈ Q, n, m, k ∈ Z, p ≥ 2 is a prime number, n and m and p are mutually pairwise prime numbers. It is well known, that each locally compact infinite field with a non trivial non-archimedean valuation is either a finite algebraic extension of the field of p-adic numbers or is isomorphic to the field F p k (θ) of power series of the variable θ with expansion coefficients in the finite field F p k of p k elements, where p ≥ 2 is a prime number, k ∈ N is a natural number [18, 22] . Non locally compact fields are also wide spread [4, 18, 19] .
Last years non-archimedean analysis [18, 19, 20] and mathematical physics [8, 9, 10, 21, 17] are being fastly delevoped. But many questions and problems remain open.
In the non-archimedean analysis classes of smoothness are defined in another fashion as in the classical case over R, since locally constant functions on fields K with non-archimedean valuations are infinite differentiable and there exist non trivial non locally constant functions infinite differentiable with identically zero derivatives [19, 20] . This is caused by the stronger ultrametric inequality |x + y| ≤ max(|x|, |y|) in comparison with the usual triangle inequality, where |x| is a multiplicative norm in K [18] . In papers [12, 13, 14, 1] there were considered classes of smoothness C n for functions of several variables in non-archimedean fields or in topological vector spaces over such fields.
In the classical functional analysis the approximate differentiability and almost everywhere differentiability are widely used and studied, for example, for the needs of the geometric measure theory [6] . On the other hand, in the non-archimedean case this subject was not yet investigated.
This paper is devoted to the investigation of smoothness of functions f (x 1 , ..., x m ) of variables x 1 , ..., x m in infinite fields with non trivial nonarchimedean valuations, where m ≥ 2. In the paper fields locally compact and as well as non locally compact are considered. Theorems about classes of smoothness C n or C n b of functions with continuous or bounded uniformly continuous on bounded domains partial difference quotients up to the order n are investigated.
In the second section the approximate limits and approximate differentiability in the sense of partial difference quotients are defined and investigated over locally compact fields relative to the Haar nonnegative measures on fields. Non-archimedean analogs of classical theorems of Kirzsbraun, Rademacher, Stepanoff, Whitney are formulated and proved (see Theorems 2.8, 9, 17, 22 respectively). Their relations with the lipschitzian property and almost everywhere differentiability are studied (see Theorems 2.15, 19, 20, 23, 24) . Finally theorems 2.25 and 26 about relations between approximate differentiability by all variables and along curves are proved. Frequently formulations of theorems and their proofs in the non-archimedean case are dif-ferent from the classical case due to specific features of the non-archimedean analysis and underlying fields. All results of this paper are obtained for the first time.
2 Approximate differentiability of functions 1 . Definition and Notations. Let K be an infinite locally compact field with a non trivial non archimedean valuation and B(K) = B be a Borel σ-algebra of subsets of K. A σ-additive σ-finite measure µ : B → [0, ∞] is called the Haar measure, if µ is non zero and µ(x + A) = µ(A) for each x ∈ K and A ∈ B. For convenience put µ(B(K, 0, 1)) = 1 and choose an equivalent valuation |x| = |x| K = mod K (x) in K, where mod K (x) is the modular function such that µ(xB(K, 0, R)) = mod K (x)µ(B(K, 0, R)) for each x ∈ K, where R belongs to the valuation group Γ K := {|x| : 0 = x ∈ K} of K, A 1 A 2 := {a : a = a 1 a 2 , a 1 ∈ A 1 , a 2 ∈ A 2 } for 
Remark.
Suppose that (X, ρ X ) is a metric space with a set X and a metric ρ X in it. A non negative measure ν on a σ-algebra C of X is called Borel regular if and only if B(X) ⊂ C and for each A ∈ C there exists H ∈ B(X) such that ν(H) = ν(A), where B(X) denotes the Borel σ-algebra of X which is the minimal σ-algebra generated by open subsets of X. Denote by M the class of all Borel regular non negative measures ν on X such that each bounded subset A in X has a finite measure 0 ≤ ν(A) < ∞.
Consider the family N of all subsets A of X for which there exists G = G(A) ∈ B(X) such that A ⊂ G and ν(G) = 0. The minimal σ-algebra A ν = A ν (X) generated by B(X) ∪ N is the ν-completion of B(X) and it consists of ν-measurable subsets.
A subset of the form {(y, A) : y ∈ A ⊂ X} is called a covering relation. If Y is a subset of X, then put V (Y ) := {A : there exists y ∈ Y, (y, A) ∈ V }, where V is a covering relation in X. Then V is called fine at a point y if and only if inf (y,A)∈V diam(A) = 0, where with each A ⊂ X is associated its diameter diam(A) := sup x,y∈A ρ X (x, y).
Consider a covering relation V in X satisfying conditions: (V 1) V (X) is a family of Borel subsets of X, (V 2) V is fine at each point of X, (V 3) if C ⊂ V and Y ⊂ X and C is fine at each point of Y , then C(Y ) has a countable disjoint subfamily covering ν almost all of Y .
If for a given ν ∈ M a covering relation V satisfies Conditions (V 1 − V 3), then it is called a ν Vitali relation.
Suppose that ν ∈ M and and V is a ν Vitali relation. With each λ ∈ M there is associated another measure λ ν defined by the formula:
If a covering relation V is fine at a point x ∈ X and f :
For a subset A in X and a point x ∈ X the limit (V ) lim S→x ν(S ∩A)/ν(S) is called the (ν, V ) density of A at x.
If g : X → Y is a mapping of a metric space (X, ρ X ) into a (Hausdorff) topological space Y , then y ∈ Y is called an approximate limit of g at x (relative to a measure ν ∈ M(X) and a ν Vitaly relation V ) if and only of for each neighborhood W of y in Y the set X \ g −1 (W ) has zero density at x and it is denoted by y = (ν, V )ap lim z→x g(z). If (ν, V ) are specified, then they may be omitted for brevity.
A function g is called (ν, V ) approximately continuous if and only if x ∈ dom(g) and (ν, V )ap lim z→x g(z) = g(x).
3. Definitions. Let Y be a topological vector space over K, g : U → Y be a mapping, where U is open in K m , m ∈ N. Then g is called approximate differentiable at a point x of U if there exists an open neighborhood W of x, W ⊂ U, such thatΦ 1 g(x; v; t) is µ 2m+1 almost everywhere continuous on W (1) and at x there exists a linear mapping T :
. This T is also denoted by ap Dg(x). If this is satisfied for each z ∈ U, then g is called approximate differentiable on U. The family of all such functions denote by ap C 1 (U, Y ). Then also define approximate partial derivatives:
. Suppose now that A is a µ m measurable subset of U and Y be a normed space, 0 < r ≤ 1, then denote by ap C n,r (U, A, Y ) the family of all f ∈ C n (U, Y ) with
for µ m almost all z ∈ A and each 0 < R < ∞, where
Proof. 1. Since C n (U, Y ) is the K linear space, then it is sufficient to verify, that the set of allΦ
v; t), since for µ 2m+1 -almost all points (x; v; t) ∈ K 2m+1 the right side terms are continuous and hence the left side term is such also. If
For each f ∈ ap C 1 (U, Y ) the operator T = ap Df (x) is unique, since the difference H = T 1 − T 2 of two such K-linear mappings is subordinated to the condition: ap lim v→0 |Hv|/|v| = ap lim z→a |H(z − x)|/|z − x| = 0 due to Definition 3. Therefore, if 0 < ǫ < 1, then there exists H ) , consequently, H = 0, since ǫ > 0 can be chosen arbitrary small. At the same timeΦ 1 f (x; v; t) is unique on U (1) up to a set of µ 2m+1 -measure zero. 2. The second assertion follows from the inequality
for each a, b ∈ K and f, g ∈ ap C n,r (U, A, Y ).
5. Note. For a locally compact field K each x ∈ K has the decomposition x = n a n π n for char(K) = 0 and x = n a n θ n for char(K) = p > 0 (see Introduction), where a n = a n (x) are expansion coefficients. Introduce on K the linear ordering: x ≺ y if and only if there exists m ∈ Z such that a n (x) = a n (y) for each n < m and a m (x) < a m (y) with the natural ordering either in B(K, 0, 1)/B(K, 0, |π|) or in F p k respectively. In the contrary case we write x = y. This linear ordering is compatible with neither the additive nor the multiplicative structure of K, but it is useful and it was introduced by M. van der Put [19] . In K m we can consider the linear ordering: x ≺ y if and only if there exists l ∈ N such that j x = j y for each 1 ≤ j < l and
.. ∈ K are pairwise distinct and such that for each y ∈ K and every ǫ > 0 there exist n, k ∈ N such that |y n −y| < ǫ and y n y and |y k −y| < ǫ and y y k . Then there exist ν-measurable subsets
m . Therefore, it is enough to construct the decomposition of f | Wq\W q−1 for arbitrary q. Thus consider the subset y n with |y n | ≤ q. For each ǫ > 0 there exists a finite ǫ-net {y l(s) :
Take the sequence ǫ j = |π| j and b j = b(ǫ j ). If y n is the last point of the |π| j net, then new |π| j+1 -net begins and put u = 1, if it is not so, then take u = 0. Suppose that f − n−1 j=1 y j g j L ∞ (An,ν,K) > 0. Otherwise the decomposition is already found. Put by induction A n = A n,n+l := {x : y n f (x) − n−1 j=1 y j g j (x) ≺ y n+l } if y n y n−k , where l ≥ 1 is the minimal natural number for which y n ≺ y n+l and |π|
where l ≥ 1 is the minimal natural number for which y n+l ≺ y n and |π|
, where k = k(n) is a gap on the preceding step as l on this step. In accordance with this algorithm some A q may be empty, when n < q < n + l for subsequent numbers of the algorithm, so that g q = 0 for such q. Then consider the sum ( n−1 j=1 y j g j (x)) + y n g n . Since |y n − y n+l | ≤ |π| u |y n − y n−k | for each n and each |π| j -net is finite, then the series ∞ j=1 y j g j converges. In view of the inequalities above it converges to f | Wq\W q−1 by the norm of
) and X t := {y ∈ K n : |y − z| ≤ |x| r t for every (z, x) ∈ H} for 0 ≤ t < ∞, where 0 < r ≤ 1 is a constant, then c := inf{t : X t = ∅} < ∞ and X c = ( t>c X t ) = ∅. If q ∈ X c , then A q = ∅, where A q := {z : there exists (z, x) ∈ H with |q − z| = |x| r c}. Proof. Each set X t is compact, since H is compact. Consider the projection π n+1 : K n+1 → K such that π n+1 ( 1 x, ..., n+1 x) = n+1 x, where j x ∈ K for each j = 1, ..., n + 1. Thus π n+1 (H) is compact as the continuous image of the compact set. But π n+1 (H) is contained in K \ {0}, consequently, inf (z,x)∈H |x| > 0. At the same time sup (z,x)∈H |z| < ∞, hence 0 ≤ sup{|z|/|x| r : (z, x) ∈ H} < ∞. Therefore, 0 ∈ X t for each t ≥ sup{|z|/|x| r : (z, x) ∈ H}. Then X c = c<t<∞ X t = ∅, since X t ⊂ X q for each 0 < t ≤ q and X t = ∅ for each t > c. Put R := sup{|x| r : (z, x) ∈ H for some z}. Consider y, z ∈ X c , α ∈ K with |α| ≤ 1, then (a, q) ∈ H implies |αy + (1 − α)z − a| ≤ max(|α||y − a|, |1 − α||z − a|), but max(|α|, |1−α|) ≤ 1, hence |αy +(1−α)z −a| ≤ |q| r c and αy
n to a translation we can suppose without loss of generality that 0 ∈ X c . If z ∈ K n and |z| = 1, then |π s z| > 0 for each s ∈ Z. We have π s z ∈ X c if and only if |π s z − a| ≤ |x| r c for each (a, x) ∈ H, but |a| ≤ |x| r c, since 0 ∈ X c . Thus π s z ∈ X c if and only if |π s z| ≤ |x| r c for each (z, x) ∈ H, which is equivalent to |π s | ≤ |x| r c for each (a, x) ∈ H and in its turn this is equivalent to |π
We have H ∩ {(z, x) : |z| = |x| r c} = ∅, hence A q = ∅, where q = 0 after translation.
Theorem.
If S is a subset in K m and f : S → K n is a lipschitzian function with constants 0 < Lip 1 (f ) := C < ∞ and 0 < Lip 2 (f ) := r ≤ 1:
(
Proof. With the help of transformation f → cf , where 0 = c ∈ K we can suppose that 0 < Lip 1 (f ) =: b ≤ 1. Consider a class Ψ of all lipschitzian extensions f j of f on some subset T j of K m having the same constants C, r. Then Ψ is partially ordered (
In view of the Kuratowski-Zorn lemma [5] there exists a maximal element (g,
It is sufficient to show, that if there exists z ∈ K m \T , then there exists y ∈ K n such that |y −g(x)| ≤ b|z −x| r for every x ∈ T , consequently, g ∪ {(z, y)} ∈ Ψ and (g, T ) would not be maximal in Ψ. Thus we must prove, that x∈T B(K n , g(x), b|x − z| r ) = ∅. These balls are compact, hence it is sufficient to prove that x∈F B(K n , g(x), b|x − z| r ) = ∅ for each finite subset F in T . Take X c from Lemma 7 and q ∈ X c , then
, that is impossible by the supposition of this theorem.
If x is a limit point in T , then take a sequence {x n : n} such that lim n→∞ x n = x and q = lim n→∞ g(x n ), since g is continuous on T and {g(x n ) : n} is the Cauchy net in K, but the latter uniform space is complete, because K is a locally compact field. Then |q − g(y)| = lim n→∞ |g(
We have that g(T ) is locally compact and closed in K m and |g
since the valuation of K is non trivial and lim k→∞ |π| k = 0. 9. Theorem. Let U be an open subset in K and let also g : U → K be a locally lipschitzian function such that for each x 0 ∈ U there exist constants 0 < C < ∞ and δ > 0 and 0 < r ≤ 1 with
1; 0) exists and is continuous for µ-almost all points of U.
Proof. The function g is locally lipschitzian, hence it is continuous. On the other hand, the Haar measure µ m on K m is Radon, that is by the definition it satisfies the following three conditions:
In view of approximation Theorem 2.2.5 [6] for each µ m -measurable subset A in K m with µ m (A) < ∞ and ǫ > 0 there exists a compact subset
R,ǫ ) = 0 and µ(D ∩ U R,ǫ ) = 0 for each 0 < R < ∞ and ǫ > 0, where
For each compact set U R,ǫ the covering B(K, x 0 , δ) with δ = δ(x 0 ) > 0 has a finite subcovering, hence there exist C = sup x 0 ∈U R,ǫ C(x 0 ) < ∞ and 0 < r = inf x 0 ∈U R,ǫ r(x 0 ) ≤ 1 for which Inequality (1) is satisfied for each x, y ∈ U R,ǫ . Consider a restriction g| U R,ǫ , then by Theorem 8 it has a lipschitzian extension g R,ǫ on K with the same constants 0 < C < ∞ and 0 < r ≤ 1. Therefore, it is sufficient to prove this theorem for a clopen compact subset U in K which is supposed in the proof below.
Since the mapping x → x + vt is continuous by (x, v, t) ∈ K 3 and µ 3 is the Haar measure on K 3 such that µ 3 has not any atoms, thenΦ
is continuous for µ 2 -almost all points of K 2 . Consider the following relation V := {(x, S) : S is a compact clopen subset in K m , x ∈ S}, where m ∈ N. Verify that V is the µ m Vitaly relation. Indeed, (1) V is a covering relation, that is a subset of {(x, S) :
m is locally compact separable and with a countable base of its topology consisting of clopen balls. Thus if W ⊂ V and Z ⊂ K m and W is fine at each point z ∈ Z, then W (Z) has a countable disjoint subfamily covering almost all of Z. Indeed, W (Z) gives a base of topology inherited from K m . This base is countable, hence Z ⊂
With arbitrary measure ν one associates a regular measure by the formula λ(A) := inf{ν(G) : A ⊂ G and G is ν-measurable} (see Section 2.1.5 and the Lusin's Theorem 2.3.5 [6] ). Put
j and let ǫ > 0 tend to zero. Thus k,j W k,j covers almost all of Z,
W k,j ) = 0. Since the field K is locally compact, then there exists a generator |π| of the valuation group Γ K such that |x| = |π| −ν(x) for each x ∈ K, where |x| = mod K (x) is the multiplicative norm in K, while ν(x) = ν K (x) ∈ Z is called the valuation function or valuation [18, 19, 22] . For the first statement of the theorem it is sufficient to prove, that the µ 2 measure of the set
. Under suitable affine mapping q(x) := a(x − x 0 ) the image of U is contained in B(K, 0, |π|), where 0 = a ∈ K, x 0 ∈ K, so without restriction of generality suppose that U ⊂ B(K, 0, |π|), sinceΦ 1 g is almost everywhere continuous on U (1) if and only ifΦ 1 g • q −1 is such on (q(U)) (1) . Consider the sets
Let l 0 ∈ N be a large number, take m 0 = m 0 (l 0 ) such that l 0 tends to the infinity if and only if m 0 tends to the infinity, then µ 2 (
2 -almost everywhere continuous on U 2 . Now prove the second statement, for this mention that the set A is symmetric relative to the transposition (x, y) → (y, x). We have that [g(x) − g(y)]/(x − y) is continuous for µ 2 -almost all (x, y) ∈ U 2 , hence on everywhere dense subset in U 2 . It is sufficient to show that the µ measure of the set C := {x ∈ U :
or the latter limit does not exist } is zero. For this consider the sets (7) E l,n,k := {x ∈ U : there exist y ∈ U and (
n }, where l, n, k ∈ N. There exists m 0 ∈ N such that for each k ≥ m 0 there is satisfied the inequality C max[|π| k+(r−2)l , |π| rk−l ] < |π| n , hence µ(E l,n,k ) = 0 for such k, since µ 1 (E l,n,k ∩ {y ∈ B(K, y 0 , |π| l )}) = 0 for each y 0 ∈ K. For l 0 ∈ N take m 0 = m 0 (l 0 ) such that l 0 tends to the infinity if and only if m 0 tends to the infinity, then µ(
,n,k ) = 0, consequently, µ(C) = 0, since in view of (7) C ⊂ {x ∈ U : there exists a sequence (z
. Therefore, dg(x)/dx exists and is µ-almost everywhere continuous on U. Proof. For each c ∈ R applying Lemma 10 to the sets {(x, z) : φ(x, z) > c} and {(x, z) : φ(x, z) < c} we get the statement of this lemma.
12. Lemma. If u :
Proof. This follows from the fact that there exists a K-linear isomorphism v :
From Lemma 11 it follows, that A := {(x, y) : ap lim z→0 g(x + z, y) = g(x, y)} is µ k ⊗ µ m−k measurable. Theorem 2.9.13 [6] 
.., k y). Proof. This follows from Lemma 13 for the characteristic function g = ch A , where ch A (y) = 1 for each y ∈ A, ch A (y) = 0 for each y ∈ K m \ A.
dom ap D i f j for each i = 1, ..., m, consequently, it is sufficient to prove this theorem for n = 1. Thus suppose that n = 1.
In accordance with Theorem 2.9.13 [6] (see its formulation in section 13) the functionΦ
Therefore, Formula (1) is satisfied for µ m+1 almost all points (x; t) in V , where µ m+1 (K m+1 \ V ) = 0. So it remains to spread this for t = 0, but apΦ 1 f (x; v; 0) = ap lim t→0Φ 1 f (x; v; t) = ap Df (x).v and the proof of this theorem reduces to the proof of its statement relative to ap Df (x).
The set A i is µ m measurable if and only if its complement
Each set E l,k,q is µ m measurable, since µ m+1 (K m+1 \ V i ) = 0 and due to Lemma 10, hence A i is µ m measurable for each i = 1, ..., m.
∈ N and i > 1, in particular, C 1,j,q,k := B 1,j,q for each k. In view of Lemmas 10 and 13 B i,j,q and C i,j,q,k are µ m measurable and
A i with µ m (S) < ∞ and every ǫ > 0 there exist sequences {q j : j ∈ N} and {k j : j ∈ N} of natural numbers such that µ m (S \ B i,j,q j ) < ǫ|π| j and µ
We will demonstrate that f is uniformly approximately differentiable at the points of G. Consider x ∈ G, j ∈ N and 0 < R < min(|π| q j , |π| k j ), S i := {v ∈ K m : |v| ≤ R and either i > 1 and (v 1 , ..., v i−1 ) ∈ Z R,i,j,q j (x) or v i ∈ T R,i,j (x + v 1 e 1 + ... + v i−1 e i−1 )}, where i = 1, ..., m. Since µ i−1 (Z R,i,j,q j (x)) ≤ R i−1 |π| j and since µ(T R,i,j (x)) ≤ R|π| j for z = x+v 1 e 1 +..
. Suppose also that y ∈ S, K m \ S has µ m density 0 at each z ∈ U y for some (open) neighborhood U y of y in K m and f is approximately differentiable at y. Then f is differentiable at y such thatΦ 1 f (y; v; t) is continuous on (U y ∩ A) (1) for some neighborhood U y of y in K m . Proof. Suppose that L = ap Df (y), 0 < ǫ < 1, 0 < δ ≤ R and put
From the arbitrariness of 0 < ǫ < 1 it follows, that there exists L = Df (y). From Inequality (1) we have
1 f (y; v; t) = Lv uniformly by x ∈ B(K m , y, δ), since ǫ > 0 is arbitrary small. From the existence of Df (y) it follows that f is continuous at y. The condition K m \ S has µ m density 0 at each z ∈ U y implies that S is everywhere dense in U y for some neighborhood U y of y. Then ( 1 x, . .., i−1 x, h, i+1 x, ..., m x) for any h ∈ K, so it is locally lipschitzian. In accordance with Theorem 9Φ
0}). Together with (3) this gives the continuity ofΦ
1 f x (h; w; t) is continuous for µ 3 almost every (h; w; t) ∈ K 3 and df x (h)/dh is µ almost everywhere continuous by h on K for each marked point ( 1 x, ..
is continuous on (K 2m+1 \ K 2m × {0}), consequently,Φ 1 f (x; v; t) is continuous by each triple ( j x; j v; t) and µ 2m+1 measurable on
The Lusin Theorem 2.3.5 [6] asserts: if φ is a Borel regular nonnegative measure over a metric space X (or a Radon measure over a locally compact Hausdorff space X), if f is a φ measurable function with values in a separable metric space Y , A is a φ measurable set for which φ(A) < ∞, and ǫ > 0, then A contains a closed (compact) set C such that φ(A \ C) < ǫ and f | C is continuous.
In view of the Lusin theorem for each ǫ > 0 and each 0 < R < ∞ and ξ ∈ G there exists a compact subset
is continuous. Therefore, the restriction of f on E is lipschitzian with
Take in Lemma 16 S = E and A = K m . Therefore, g E is differentiable at µ m almost all points of K m andΦ 1 g E (x; v; t) is continuous at µ 2m+1 almost all points of K 2m+1 . Since ξ ∈ G, 0 < R < ∞ and ǫ > 0 are arbitrary, we can take a disjoint covering B(K m , ξ j , R j ), R j ≥ 1, of G and
i+j+k , where k ∈ N is some large fixed number, i, j ∈ N, E 0,j := ∅. Then consider G \ s j=1 s i=1 E i,j and continue this construction by induction. The family of restrictions f | E i,j generates the function f | G 1 , where
Each n(j) is finite and
for µ m+1 almost all points (x; e i ; t) of (A×{e i }×K)∩A (1) and µ m -almost everywhere on A an approximate differential Df (x) and approximate partial differentials
Proof. In accordance with Theorem 8 and the proof of Theorem 9 for each ǫ > 0 and 0 < R < ∞ the function f | A R,ǫ has a lipschitzian extension g : K m → K n such that g has the same lipschitzian constants 0 < C < ∞ and 0 < r ≤ 1, where 1) and A respectively. Recall that one say that B is a φ hull of A if and only if A ⊂ B ⊂ X, B is φ measurable and φ(T ∩ A) = φ(T ∩ B) for every φ measurable subset T , where φ is a measure over X. Theorem 2.9.11 [6] states that if A ⊂ X and P = {x :
Moreover, φ measurability of A is equivalent to each of the two conditions:
In view of this theorem K 2m+1 \ A (1) and K m \ A have zero densities at µ 2m+1 and µ m almost all points of A (1) and A respectively. At points where both conditions hold there are apΦ 1 g and ap Dg. By Corollary 14 we have
andΦ 1 g(x; e i ; t) = apΦ 1 g(x; e i ; t) for µ m almost all x ∈ A and µ m+1 almost all points (x; e i ; t) of (A × {e i } × K) ∩ A (1) correspondingly. From combinatorial Formulas 15(1, 2) we get, that f has µ 2m+1 -everywhere in A
(1) an approximate partial difference quotient apΦ 1 f (x; v; t) and µ m -almost everywhere on A an approximate differential ap Df (x).
19. Theorem. If A ⊂ K m , m, n ∈ N, f : A → K n and for each y ∈ A there exist δ = δ(y) > 0 and 0 < r = r(y) ≤ 1 such that aplim x→z |f (x) − f (z)|/|x − z| r < ∞ whenever z ∈ A and |z − y| < δ, then A = j∈Λ E j , where card(Λ) ≤ ℵ 0 , such that the restriction of f to each E j is lipschitzian; moreover, f is approximately differentiable such that there exist apΦ 1 f (x; v; t) and ap Df (x) for µ 2m+1 almost all points (x; v; t) of A (1) and µ m almost all points x of A correspondingly.
Proof. From the supposition of this theorem there follows that the density of K m \ A is zero and f is approximately continuous at each point of A. Therefore, A is µ m measurable and f is µ m | A measurable in accordance with Theorems 2.9.11 and 2.9.13 [6] .
−j |x−z| r } for |π| j < R < δ(y) and z ∈ A with |y−z| < δ = δ(y) provided by the conditions of this theorem, 0 < R ∈ Γ K , j ∈ N. Each set E j := A∩{z : µ m (Q R,j (z)) < R m /2 for 0 < R < |π| j } is µ m measurable in accordance with Lemma 10 and
(1) an approximate partial difference quotientΦ 1 f (x; v; t) and Φ 1 f (x; e i ; t) for µ m+1 almost all points (x; e i ; t) of (A × {e i } × K) ∩ A (1) and µ m -almost everywhere on A an approximate differential Df (x) and approximate partial differentials
n and for each y ∈ A there exist δ = δ(y) > 0 and 0 < r = r(y) ≤ 1 such that lim x→z |f (x) − f (z)|/|x − z| r < ∞ whenever z ∈ A and |z − y| < δ, then f is differentiable such that there existΦ 1 f (x; v; t) and Df (x) for µ 2m+1 almost all points (x; v; t) of W
A := {(x; v; t) : x ∈ A, v ∈ K m , t ∈ K, x + vt ∈ W } and µ m almost all points x of A respectively. Proof. The field K is locally compact with the non archimedean multiplicative norm, hence A has a countable covering by balls B(K m , y j , δ j ) contained in W , where y j ∈ A, δ j := δ(y j ). Therefore, A is contained in the countable union of the subsets E j := W ∩ {z : |f (x) − f (z)| ≤ |π| j |x − z| r for x, z ∈ B(K m , y i , δ i ) and |π| j ≤ δ i for some i ∈ N}. Suppose that there exists a sequence ζ l ∈ E j converging to z ∈ K m as l tends to the infinity. Take
Each E j is of diameter not greater, than δ i with the corresponding i and f | E j is lipschitzian. In view of Theorems 2.9.11 [6] and 19 above the function f | E j is approximately differentiable such that there exist apΦ 1 f (x; v; t) and ap Df (x) for µ 2m+1 almost all points (x; v; t) of W
and µ m almost all points x of E j correspondingly, since for t = 0 we have apΦ
m \ E j has zero density at each y ∈ A. Then Theorem 8 and Lemma 16 provide that f is differentiable such that there existΦ 1 f (x; v; t) and Df (x) for µ 2m+1 almost all points (x; v; t) of A (1) and µ m almost all points x of A respectively.
is Lispchitzian with r = Lip 2 (h) = 1, {B(K m , y, |h(y)|) : y ∈ G} is the disjoint family, b ≥ Lip 1 (h), 0 < α ∈ Γ K , 0 < β ∈ Γ K , bα < 1 and bβ < 1 and G x :=there exists H ∈ G with T ∩ H = ∅ and δ(T ) ≤ τ δ(H).
With each H ∈ F it is possible to associate its δ, τ enlargementĤ := {T : T ∈ F, T ∩ H = ∅, δ(T ) ≤ τ δ(H)}. Corollary 2.8.5 [6] states that
In the considered here situation take
y∈G B(K m , y, h R (y)) = W , where s 0 , s 1 are subordinated to the condition |s 1 | + 1 < s 0 . Evidently G is countable. By Lemma 21 we get that
, where s 0 ≥ 1, s 2 ≥ −1 are integers.
Consider the mapping w y (x) := ch B(K m ,0,1) ((x − y)/(πh(y)) for y ∈ G, x ∈ K m , where ch P is the characteristic function of a subset P in K m . Therefore, suppw y = B(K m , y, |πh(y)|). This function is of C ∞ class with finite C n norms for each n ∈ N, since eachΦ j w y (x; v; t) is bounded on
1 ch B (x; v; t) = 0 for x, x + vt ∈ B or for |x| > 1 and |x + vt| > 1, Φ 1 ch B (x; v; t) = 1/t for |x| ≤ 1 and |x + vt| > 1 or |x| > 1 and |x + vt| ≤ 1, where B = B(K m , 0, 1). In the latter two cases |t| > 1 for |v| = 1. Continuing by induction we get
and consider the function φ(x) := y∈G 0 w y (x). Then φ ∈ C ∞ and φ(x)| W = 1 for each x ∈ W . Thus the family of functions {w y (x) : y ∈ G 0 } constitute the partition of unity on W associated with the family F . They are of class C ∞ and their supports form a disjoint clopen refinement F of covering W . Consider the subset U = K m \A and put F = {U}. Since A is closed, then U is open in K m . Applying Lemma 21 we get h R (x)/b = inf{1, dist(x, A)} for x ∈ U. For y ∈ S we take ψ(y) ∈ A with |y − ψ(y)| = dist(y, A). Then we define a function g : K m → Y by the formula g(x) = P x (x) for x ∈ A and g(x) = y∈S w y (x)P ψ(x) (x) for x ∈ U. Therefore, g ∈ C ∞ (K m , K), sincē Φ j g are polynomials ofΦ i w y andΦ l P ψ(y) with the corresponding arguments, where 1 ≤ i ≤ j, 1 ≤ l ≤ j (see Corollary 2.6).
In the particular case of X = K m we havē Φ j f (z; y − z, ..., y − z; 0, ..., 0) =
) is the continuous residue equal to zero for
) and x ∈ U ∩ B(K m , z, |π|), then we choose y ∈ G with |x − y| = dist(x, A), hence |x − y| ≤ |x − z| ≤ |π| −1 , |π| s 0 |h(x)| = |x−y| ≤ |π| and |y −z| ≤ max(|x−y|, |x−z|) ≤ |x−z| < |π| −1 . Take
and |ψ(q)−y| ≤ max(|ψ(q)−q|, |q−x|, |x−y|) ≤ max(|π| Take While the Egoroff Theorem 2.3.7 [6] is: suppose f 1 , f 2 , ... and g are φ measurable functions with values in a separable metric space Y , where nonnegative φ is a measure over X; if φ(A) < ∞, A ⊂ X, f n (x) → g(x) for almost all x in A, and ǫ > 0, then there exists a φ measurable set B such that φ(A \ B) < ǫ and f n (x) → g(x), uniformly for x ∈ B, as n → ∞.
In view of the Egoroff 2.3.7 and 2.2.2 Theorems [6] for each ǫ > 0 there exists a closed subset
Take G and G ǫ from Theorem 17 and for z ∈ G ǫ consider the Taylor expansion of Theorem A.1 with k here instead of n there and put P z (y) = f (z) + k+1 j=1Φ j f (z; y − z, ..., y − z; 0, ..., 0), hence P y (y) = f (y). On the other hand µ m (A \ G) = 0 due to Theorems 17 and 19. Show that the suppositions of Theorem 22 are satisfied with Y = K n . Let H be a compact subset in G ǫ and y, z ∈ H. In accordance with Theorem A.1 we have:
j f (z; v 1 , ..., v i , y− z, ..., y − z; t 1 , ..., t i , 0, ..., 0)] for each i = 0, ..., k−1 and 0 < |y−z| < |π| q , where y (i) = (y; v 1 , ..., v i ; t 1 , ..., t i ) and z (i) = (z; v 1 , ..., v i ; t 1 , ..., t i ). Therefore, sup 0<|y−z|≤|π| q ;y,z∈H;0≤i≤k
Thus from Theorem 22 the statement of this theorem follows.
24. Theorem.
Proof. In accordance with Theorems 19 and 20 there exist compact subsets
in the first case and k > 0 in the second case. Using Theorem 8 by induction we construct a function h : K m+(m+1)k → K n such that h| B(K m+(m+1)k ,0,|π| −i ) is a lipschitzian extension of h| B(K m+(m+1)k ,0,|π| −i+1 ) ∪Φ k f | H i . Therefore, h is locally lipschitzian and
The applying Theorem 23 with K m , K n , h, k instead of A, W, f, k gives the assertion of this theorem. 25. Theorem. Let f :
, where s is a nonnegative integer, 0 < r ≤ 1, then there exists a µ m measurable subset G in K m such that f ∈ C s+1 (G, K n ), where µ m (K m \ G) = 0. Moreover, for each ǫ > 0 there exists a map g ∈ C s+1 (K m , K n ) such that µ m (K m \ {x : f (x) = g(x)}) < ǫ. Proof. The non-archimedean modification of the results from [2] gives, that f ∈ C s,r (K m , K n ). Then by Theorem 9 there existsΦ s+1 f (x (s+1) ) continuous for almost all points 
, where s is a nonnegative integer, then f ∈ ap C s+1 (K m , K n ).
If
, where 0 < r ≤ 1, A is µ measurable, then for each ǫ > 0 there exists a map
s g(x (s) )}) < ǫ. Proof. From the ultra-metric modification of [2] it follows, that f ∈ C s (K m , K n ). 1. It remains to prove, thatΦ
Therefore, it is sufficient to prove, assertion 1 for s = 0 up to a choice of notation. But f • u ∈ ap C 1 (K, K n ) for each u ∈ C ∞ (K, K m ) means in particular this for u(t 0 ) = x, u(t 1 ) − u(t 0 ) = e i t with t 0 = t 1 ∈ K, that Φ 1 f (x; e i ; t) is µ m+1 almost everywhere continuous on K m × K and there exists a linear mapping T i : K → K n such that (µ, V )ap lim t→0 |f (x + e i t) − f (x)−T i t|/|t| = 0 for each i = 1, ..., m, where V = B(K). Since i is arbitrary, thenΦ 1 f (x; v; t) is µ 2m+1 almost everywhere on K 2m+1 continuous due to the combinatorial Formula: Φ 1 (f •u)(y, v, t) = m j=1Ŝ j+1,vtΦ 1 f (u(y), e j , tΦ 1 •p j u(y, v, t))(Φ 1 •p j u(y, v, t)), where S j,τ u(y) := (u 1 (y), ..., u j−1 (y), u j (y+τ (s) ), u j+1 (y+τ (s) ), ..., u m (y+τ (s) )), u = (u 1 , ..., u m ), u j ∈ K for each j = 1, ..., m, y ∈ K s , τ = (τ 1 , ..., τ k ) ∈ K k , k ≥ s, τ (s) := (τ 1 , ..., τ s ), p j (x) := x j , x = (x 1 , ..., x m ), x j ∈ K for each j = 1, ..., m,Ŝ j+1,τ g(u(y), β) := g(S j+1,τ u(y), β), y ∈ K s , β is some parameter. Then there exists a linear mapping T : 
where T e i t = T i t for each t ∈ K and each e i = (0, ..., 0, 1, 0, ..., 0) ∈ K m . 2. We will prove, thatΦ s f ∈ ap C 0,r ((K m ) (s) , A m , K n ), then the second statement will follow from Theorem 24.2. Thus up to the notation it is sufficient to prove the second assertion for s = 0. We have f • u ∈ ap C 0,r (K, A, K n ) for each u ∈ C ∞ (K, K m ), particularly, for u(t 0 ) = z, u(t 1 ) − u(t 0 ) = e i t with t 0 = t 1 ∈ K. Thus (µ, V )aplim t→0 f (z + e i t) − f (z) C 0 (W t 0 ,R ,K n ) /|t| r < ∞ for µ almost all t 0 ∈ A and each 0 < R < ∞, where W t 0 ,R = B(K, t 0 , R), V = B(K), consequently, 
