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Using deterministic ray-acoustic modeling of 1000-km propagation in the North Pacific, a 
depth-dependent parameter of ocean sound channels has been found to strongly influence 
geometrical ray propagation. This parameter is the sound speed times the second vertical derivative 
of sound speed divided by the square of the first derivative. Ray and wavefront iming and intensity 
can be influenced within realistic ocean sound channels by unpredictable wavefront riplications and 
caustics. These triplications are associated with large values of the parameter at ray turning points. 
The parameter, a relative curvature, behaves as a random variable because of ocean finestructure, 
causing the unpredictability. The relative curvature has a higher mean value near the sound-speed 
minimum for both an internal-wave model and actual data, so that this mechanism is a plausible 
explanation of poor multipath resolution and identifiability late in North Pacific pulse trains. 
PACS numbers: 43.30.Cq, 43.30.Ft, 43.30.Pc 
INTRODUCTION 
In both the Slice89 experimen! (Duda eta!., 1992) and 
the North Pacific gyre experimenl (Dushaw et al., 1993), 
multipath arrivals of pulses with 250 Hz center frequency 
have been resolvable early in the pulse train, but not late 
(Fig. 1). Multipath spacing is predicted to decrease towards 
the end of the pulse train, but ray-based predictions of fluc- 
tuations that obscure the multipath (Flatt6 and Sloughton, 
1988) suggest hat the identifiability transition should be 
later than is observed. The temporal smearing of the late, 
axially trapped energy is apparently more strongly dependent 
on structure peculiar to the sound-speed minimum than are 
the predicted fluctuations. 
Calculations of ray paths depend strongly on the depth 
derivative of the sound speed. Jzc. Phase fluctuation calcula- 
tions depend on the ray paths and ocean structure parameters 
(Flatt6, 1983; Flatt6 and Sloughton, 1986; F!att6 and Stough- 
ton, 1988). Intensity fluctuation predictions depend on the 
statistics of relative ray positions, influenced by the second 
derivative of sound speed with respect to depth (Flatt6, 1983; 
Flatt6 et aL, 1987). Neither of these contributors to arrival 
identifiability prediction has a sufficient link with the sound- 
speed minimum to explain the observations. We suggest but 
do not prove that the dimensionless parameter 
U=c Jzzc/(Ozc) 2, which grows large at the channel axis (it 
is actually unbounded), influences the identifiability. This pa- 
rameter is referred to as the relative curvature. There is evi- 
dence that U is closely linked to nonlinear arrival-time fluc- 
tuations (those fluctuations associated with changing ray 
geometry) and offer this ray study as a simple diagnostic 
model of acoustic fluctuation in a spirit suggested earlier 
(Munk and Zachariasen, 1976a). 
Predictability is important for acoustic remote sensing. A 
key part of a multipath propagation-based ocean acoustic 
remote sensing or delection systems is forward modeling of 
multipath. Given a model ocean sound-speed field and 
bathymetry, a forward model must predict when sound emit- 
ted from a source will arrive at a receiver and where the 
sound will travel. Three common forward models are normal 
modes, the parabolic equation, and geometric ray tracing 
(Boden et al., 1991). Ray tracing is the most visually intui- 
tive method to predict and study propagation, but it incorpo- 
rates approximations that can give incorrect results, as do the 
others. Fully describing details of geometrical ray patterns 
formed within the wide range of true ocean waveguides 
(sound-speed profiles) and fully understanding the limits of 
the ray approach would be overwhelming tasks. We instead 
study ray patterns associated with a small set of closely re- 
lated ocean waveguides, showing how high U at ray turning 
points leads to ray crossing and focusing. Real-ocean pre- 
dictability is addressed by evaluating the depth distribution 
of U for a stochastic field of internal waves. 
Consider an impulse of acoustic energy traveling along 
geometric rays radiating from a point source. The positions 
of energy along these rays al an instant in time, or positions 
of constant phase, define a wavefront. The wavefront is evi- 
dent in either a range-depth diagram of energy at a fixed time 
or an arrival time-depth diagram at fixed range. The wave- 
front image at fixed time will be referred to as a rangefront, 
and the image at fixed range will be referred to as a time- 
front. These patterns have been considered since the early 
stages of acoustic tomography (Brown et al., 1980; Munk 
and Wunsch, 1979). Timefront diagrams are analyzed here 
because the temporal snapshot rangefronts are not typically 
measured. General discussions of the physical processes will 
use the generic term wavefront. 
In this study, timefronts calculated for closely related 
ocean sound-speed profiles are used to investigate sensitivity 
to U. Timefront slructure is quantified by arrival time 
(phase), intensity, and caustic formation. tligh curvature of 
sound speed, which can either be included in or excluded 
from waveguide models that fit available data, produces 
small scale wavefront features. Similar features appear in 
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experimental results but are stochastic and transitory. 
Parabolic-equation simulation of the Slice89 propagation 
with internal-wave induced sound-speed structure shows 
very similar features (Colosi et aL, 1994). These features are 
not well-enough understood to be useful if one wishes to 
infer ocean structure using averages obtained from many 
transmissions or many nearby receivers, so minimization of 
these curvature effects is sensible for forward modeling of 
mean acoustic propagation. However, the high-curvature f- 
fects may be useful for studying ocean finestructure, and 
they offer an explanation for the lack of identifiability. 
The separation of acoustic wavefronts into mean and 
fluctuating portions has difficulties comparable to those that 
arise with attempts to separate continua of scales in geophys- 
ical systems into distinct domains. Disciplines with such dif- 
ficulties are turbulent diffusion (Henyey, 1989) and propaga- 
tion of ocean internal waves (Miiller et al., 1986). Flatt6 
(1983) has alluded to this difficulty in ocean ray acoustics. 
Aspects of the mean propagation may depend on the unpre- 
dictable small-scale structures, not just the large-scale struc- 
tures. Our results suggest hat wavefront overlapping, inten- 
sity fluctuation, and phase fluctuation which are neither 
predictable nor easily measured can occur from small-scale 
curvature structures, and these cannot be considered as zero- 
mean perturbations. These effects can be unpredictable for 
long-range ocean paths using contemporary knowledge of 
the ocean because of the non-uniqueness of sound-speed pro- 
files which will fit available data. This nonpredictability 
would exist in either a fixed environment with unspecified 
curvature, as a result of poor sampling in depth, or an envi- 
ronment filled with stochastic finescale variability. 
Elimination of spurious imulation effects is an impor- 
tant aspect of this work. The numerical ray calculation tech- 
niques are adequate and contribute negligible error. Details 
of the waveguide specification can lead to more substantial 
simulation errors, and an effort has been made to alleviate 
these. In particular, we have a simple technique to eliminate 
spurious non-turning point caustics, which are erroneous ef- 
fects of physically unrealizable discontinuous second deriva- 
tives of sound speed. The effect is described in Sec. I, and 
the technique in Sec. II A. 
Non-turning point caustics, which we feature through- 
out the paper, are discussed in Sec. 1. Section II uses simu- 
lations to show the link between U and wavefront fluctua- 
tions for 1000-kin propagation. The link is revealed through 
comparison of simulations using slightly varying ocean en- 
vironments. Section Ill compares predicted and measured 
stochastic U statistics throughout he water column. Section 
IV is a summary. 
I. NON-TURNING POINT CAUSTICS 
Folds and caustics in wavefronts are linked to the depen- 
dence of horizontal (projected) ray velocity on initial ray 
angle •b. In the simple case of a range-independent medium, 
define the change in group velocity versus •b as 
du 1 
S1 -- d•, (la) 
_i[ dR dT) 
where v• is the "group velocity" of a ray, defined as the 
quotient of horizontal range R and travel time T for one 
vertical ray oscillation [a double loop, using established ter- 
minology (Munk, 1974)]. The effect of sound-speed curva- 
ture on S• can be examined by expressing both R(0) and 
T(•b) as integrals along the ray path. 
To avoid repetition consider a general function F that 
can be written as 
•V(0) = 2 fzi" I az, (2) 
where f= OF/Oz and the limits z u and zt are the upper and 
lower turning points of the ray. To calculate the derivative of 
F with respect to •b, first change to a derivative with respect 
to the sound speed at a turning point ct, 
dF dF dct 
cl6-ac, d•b (3a) 
dF 
= c, tan 0•--•c t , (3b) 
where cos ,tb=cs/c t has been used. Assuming that c(z) is 
continuous, one may expand 
dF •. [ Ozu Ozt ) t OCt ' 
and. since z I and z• are turning points themselves, this can be 
written 
dc• = 2 az fl ' •c t I z I 
The second te• on the right-hand side can be turned back 
into an integral by considering the derivative 
d (Oz) Of 02c/Oz2 =ac (ac/oz) (6) 
so that 
Oc (dc/z / dz. (7) 
The derivative of F can be put in the fo• 
• =2ct tan • ot• ]3 dz, , , ( 
with 
0/---• +•CC +½/1--(C/+C)-1 OF 
(8) 
(9a) 
(9b) 
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FIG. 1. Arrival time versus depth plot of intensity for one Slice89 arrival (Dudaet aL, 1992) shows distinct timefronts (lines ofhigh intensily in these 
coordinates) in onlythe carly part of the pulse. The arly energy has left Ihe source al high angle and oscillates vertically in the sound channel. Thetimefronts 
after 2.8 s, which propagate in  r gion restricted near the cminimum, arc not separable nd identifiable. This distinct change is not in complete agreement 
with timing flucluation nd pulse-width predictions for the North Pacific. The intensity cale is arbitrary, withsome clipping of high intensity. The travel time 
at time zero on the scale is given at the top, and the propagation distance is 1001 kin. 
and s denotes path length along the ray. There are two con- 
tributions to dF/ddd. The term a will in general vary 
smoothly with dd, while the/• contribution can jump rapidly 
whenever both c C)zzC/(C)z½) 2 and OslOz are large, i.e., when- 
ever there is a large curvature inthe sound-speed profile near 
a turning point of a ray. For the particular cases of F = T and 
F=R, the a and /5 terms can be found using OT/Os=c -1 
and 8R/c•s=c/ct : 
OiT=C-Ic•-I--c2--C-I(ct+c) -1 , (10a) 
fir=c-2, (10b) 
Ol R = C•- 1 -- CC•- 1 (Ct+ C) - 1, (10c) 
/3• = c•- ] (10d) 
Note that the a's and fi's are bounded, smoothly varying 
functions.' 
In a weakly range-varying environment, we assume that 
the variable Shas a dependence similar to that of St, with S 
defined using the horizontal ray velocity over a specific 
range rather than over a double oop. The travel-time rate of 
change Is•l can grow very large through t e action of the/5 
term. The factor U= c O=c/(Ozc) 2 can grow very large, with 
the limiting case of a singularity at a junction i a piecewise- 
linear (PWL) sound speed profile. It is finite for twice- 
differentiable profiles if azc is not zero. The second factor 
Os/Oz=(sin O) -• has an integrahie infinity (with respect to 
dz) at the turning points of the rays. The integral isunstable 
if U becomes too large at the turning point, enabling sudden 
jumps to large [S•I. Any sign change inS•, which may occur 
as S i moves to an extreme value, implies a zero crossing, 
corresponding to an extremum of v t and a wavefront rever- 
sal. A pair of wavefront reversals forms awavefront triplica- 
tion. Large U values can occur in any sound-speed profile, 
giving reversals, but they occur erroneously at junctions in 
PWL representations. 
The importance of OzzC on eigentube structure and on 
intensity fluctuations within eigentubes has been pointed out 
in a series of articles by Flatt6, Dashen, and collaborators 
(Dashen t al., 1985; Flatt6, 1983; Flatt6 et al., 1987). They 
considered the structure within eigentubes associated with 
equilibrium rays defined by c and Ozc. Here, the unified ef- 
fect of both the first and second erivatives on the equilib- 
rium rays (the rays that define the wavefront) is explicitly 
examined using the parameter U. 
Caustics appear in a wavefront a extrema of the func- 
tion of depth at the receiver range versus launch angle, that 
is, where dz,/dO=O. These points are coincident wi h S=0, 
the reversal criterion of a continuous wavefront. At these 
extrema, the finite amount of energy radiated over the launch 
angle interval d0 is concentrated over infinitesimal depth. 
This condition is often satisfied at portions of the wavefront 
near ay turning points, producing what we refer to as turn- 
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FIG. 2. (a) This expansion of the Slice89 timefronts of Fig. I shows NTP caustics and timefront folding. A clear timefront split or triplication, consistent with 
paired NTP caustics, an be seen i  the left center ofthe frame. The travel time at time zero n the scale isIlsled above the frame. (b) The two bright lealures, 
marked with "NTPC," and the folded timefront are schematically shown. 
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ing point caustics. A caustic can also arise wherever there is 
a wavefront reversal resulting from a very large value of S t 
or S. These caustics are not necessarily associated with turn- 
ing points, and are called non-turning point (NTP) caustics. 
A discrete layered derivation and calculation of the spurious 
NTP caustic effect of PWL profiles was made over 30 years 
ago (Pederson, 1961). 
Nonspurious NTP caustics can occur for twice- 
differentiable sound-speed profiles. Section IV shows that 
the quantity and spatial separation of nonspurious NTP caus- 
tics, deduced from ray tracing, are systematically coupled 
with U. Experimentally, only two NTP caustics associated 
with triplication (Fig. 2) were clearly observed in the slowest 
12 stable timefront segments analyzed for each of 283 trans- 
missions (Duda et al., 1992). The once-in-3400 occurrence 
of NTP caustics and triplication in the stable portion of the 
pulse is apparently caused by transient finestructure. The ob- 
served timefront turns close to the surface and may have 
encountered a feature at the base of the mixed layer. Inter- 
mittent regions of high intensity appearing along the time- 
front may be a related phenomena, caused by temporally 
unresolved triplication, giving merely caustics and localized 
intensity changes in full-wave propagation. 
II. SIMULATION OF CURVATURE EFFECTS 
The sensitivity of caustics and triplications to U is 
evaluated by ray tracing through related sound-channel nvi- 
ronments with slight variations in curvature, thus variations 
in U. The family of environments is intended to model the 
Slice89 region. 
A. Ray equation integration 
The equations of motion governing rays can be written 
in Cartesian coordinates: 
dO 8c •c 
d'-•- = c-• •zz +c • •rr tan 0, (11a) 
dz 
d-• = tan 0, (11b) 
dt sec 0 
- -- , (11c) dr c 
where 0 is the angle of the ray with respect o the horizontal 
r axis, and z is the vertical coordinate, positive upward. The 
first two are canonical equations that describe the ray trajec- 
tory. The third, which follows directly, gives travel time and 
is optionally included. The first equation is one component 
from the general expression for ray trajectory, derivable from 
Fermat's principle of least time (Bowlin et al., 1993), and the 
other two are geometrical relations. The general expression 
for a trajectory (locus of R), a generalized form of Snell's 
law of refraction, is 
U- -- - n -t[Vn - •i(Vn .•1)], (12) 
where n = 1/c is the refractive index and the dot represents 
differentiation along the trajectory. It is seen that the compo- 
nent of refractive index gradient hat is perpendicular to the 
trajectory is responsible for the change indirection, •. The 
trajectory curvature vector • is always perpendicular to the
unit vector tangent o the trajectory, R. We integrate the sys- 
tem using the fourth-order Runge-Kutta technique. The nu- 
merical integration contributes negligible error compared 
with effects due to variability of c(r,z). 
B. Sound-speed parametrization 
Sound speed is required at arbitrary locations for accu- 
rate integration of the canonical equations. Analytic descrip- 
tions of c(r,z) provide this, and can also have continuous 
slope to eliminate the NTP caustic effect. However, a twice 
differentiable parametrization of c allows systematic investi- 
gation of acoustic signatures from a wider class of ocean 
structures. Efficient parametrization also allows rapid nu- 
merical integration. The parametrized field should be con- 
tinuous with a bounded second derivative, should be realistic 
within oceanographic expectations, and should be consistent 
with the input (measured or climatological) sound-speed 
data. 
The use of cubic functions in depth to smoothly param- 
etrize the data may lead to strong oscillation if the results are 
constrained to pass through the original data. This is due in 
part to the constraint of differentiability of the second eriva- 
tive. This constraint is not strictly required to eliminate the 
spurious NTP caustics, which arise from an unbounded sec- 
ond derivative. 
Quadratic polynomials in the vertical are used here, the 
minimum requirement o bound the second derivative. The 
second derivative may be discontinuous. This parametriza- 
tion has been previously used to model layered structures 
(Pederson and Gordon, 1967; Weinberg, 1975). Horizontal 
layers are also used. The parametrization is thus composed of 
constant, linear, or parabolic sound-speed layers with 
matched values and matched derivatives at their boundaries. 
The parameters within each layer are allowed to vary later- 
ally with range. 
A sound-speed profile prescribed at depths •i is denoted 
c i , with i (equal to -z) increasing downward. Indices i also 
increase downward. A profile with a continuous piecewise 
first derivative and a finite piecewise constant (but discon- 
tinuous) second erivative can be constructed byconvolving 
a top-hat function of width 2w and unit area with a continu- 
ous piecewise linear function c L connecting the points. The 
convolution yields 
CQ(W;•) = •w _w cL (•- •')dz " (13) 
The result is a continuous piecewise parabolic function with 
a continuous piecewise first derivative and a finite piecewise 
constant (but discontinuous) econd derivative. If the half- 
width w is less than the spacing between input points (knots), 
then CQ will be parabolic for • within w of a knot and it will 
be linear and equal to cœ for all • that are not within w of a 
knot. 
Generally, sound-speed profiles are more densely speci- 
fied in the upper few hundred meters of the ocean, where the 
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variability is greater than beneath. The above method of pa- 
rameterization can be generalized to let w vary with depth. If 
a set of w i is constrained such that 
•i q- Wi•;•i+ 1, (14b) 
then it is always possible to use these w i to construct a con- 
tinuous piecewise parabolic function •'O, with continuous 
first derivative, which is analogous toCQ except for the use 
of variable w i. This vertically parametrized sound speed is 
used in our calculations. 
The functional forms of the piecewise quadratic sections 
of •0(•) depend on the overlap (if any) of the adjacent half- 
widths w i . There are three cases, described in detail by Bow- 
lin et al. (1993). Case 1 merely gives the linear segments of 
c L away from •i. It occurs when 
Case 2 reproduces the parabolic sections of cO(wi;i )
near z•. It occurs when max(ii_•+wi_•,:•-w•)<• 
<min(•+•-wi+•,i•+w•). Case 3 is the smooth interpola- 
tion of two "overlapping" sections ofcase 2. It occurs for 
such that ¬i+ • - wi+ • <•<•+ w•. Note that case 3 or case 1 
sections are sandwiched between two case 2 sections. Case 2 
sections may connect. 
The quadratic parametrizations donot pass through the 
original data set c•, 
•Q( •i) = ci + w iai/4, (15) 
and have a different vertically averaged sound speed than the 
PWL interpolated input. If the half-widths of the smoothing 
regions w i were much smaller than the spacing of the •i, 
then this effect would be small. However, it is desirable to 
eliminate the discrepancy for large w i . 
A solution is to find a new set of sound speeds •'i that 
will produce a •'O passing through t e original c i. These are 
obtained from the following set of linear equations: 
- Wi( •i+l--•i •i--•i-11 (16) Ci=Ci+'  - hi hi-1 /' 
where h i = •i +1--'•i' This set of tridiagonal equations can be 
solved directly (Press et al., 1986). Use of the exact solution 
can occasionally lead to pathological profiles if the w• are 
allowed to overlap. 
Figure 3 shows the resultant profiles generated from two 
parametrizations of Barents Sea c(z) measurements, pro- 
vided by J. Lynch. Sound speed was sampled at 10-m inter- 
vals. One profile uses a half-width of 4 m, giving 2-m linear 
sections between parabolic sections. The other profile uses 
half-widths w• =7 m, with 4-m overlap, providing alternating 
case 2 and case 3 layers. The wi=4 m profile more directly 
connects the points. 
A small overshoot in the surface mixed layer is seen in 
the wi=7 parametrization f the Barents Sea profile (Fig. 3). 
This behavior can be avoided and smoothness can be en- 
hanced in two ways. First, w i with no overlap can be used. 
Second, the constraint of passing through the original data 
can be removed, in a manner similar to that of the smoothing 
100 • 
' 144 1450 1455 1460 1465 1470 1475 
c (m/a) 
FIG. 3. The star symbols how 10-m samples of sound speed from the 
Barents Sea. Two parametrizations of ound speed produce the two continu- 
ous profiles. Half-widths of 7 m (dash), giving 4-m overlapping (case 3) 
parabolas between case 2 parabolas, how considerable overshoot in the 
upper mixed layer. Half-widths of 4 m (solid), giving 2-m linear (case 1) 
sections between parabolas, provide a better result for the mixed layer and 
less overall waviness in the profile. Increased curvature in the wi=4-m 
model allows the profile to make sharper turns into the upper and lower 
isovelocity layers. 
spline (Lancaster and Salkauskas, 1986). An iterative imple- 
mentation of the second technique is possible (Bowlin et al., 
1993). 
In this paper we utilize case 1 and case 2 parametriza- 
tions, with no overlapping parabolas. Table I contains the 
input data depths and three sets of w i that are used. 
Figure 4 shows the results of parametrizing a profile 
from the Levitus summer database at Slice89 location 34øN, 
140øW in the North Pacific. The parametrized profiles use 
three sets of w i listed in Table I, termed cases A, B, and C. 
The profiles pass through the input points, and they contain 
alternating linear and parabolic sections (except for the con- 
nected parabolas for case A near the surface). The smooth 
profiles have lower mean sound speeds than the PWL profile. 
In general, the smoother the profile of a refractive waveguide 
constructed from a discrete sample set, the slower the aver- 
age sound velocity. For Slice89 range-dependent propaga- 
tion, modeled in Sec. III, ray travel times computed using a 
case B parametrized environment average about 8 ms less 
than those using case A, and case C about 13.5 ms less than 
case A. 
Sound speed must also be parametrized in range in a 
way that will not introduce artificial complexity into the 
wavefronts. It has been found that linear interpolation in 
range is sufficient o attenuate artifacts, that is, ray-tracing 
results are not sensitive to details of a linear parametrization, 
such as profile spacing. Interpolation between input profiles 
is made at fixed depth, after evaluating the parametrizations 
of the bracketing profiles at that depth. The ray equations 
depend upon c, c•c/•z, and c•c/•r, and these vary smoothly 
with range and depth in this parametrization, with the excep- 
tion of discontinuous 8c/c•r at each profile. If ray paths are 
sensitive to 8c/Or, then this linear technique will contain 
modulations of wavefronts governed by the depths at which 
1038 d. Acoust. Soc. Am., Vol. 96, No. 2, Pt. 1, August 1994 T.F. Duda and d. B. Bowlin: Ray-acoustic caustic formation 1038 
TABLE I. The indices i and the depths at which sound speeds c• are input 
to the parametrizations are listed. Components of the w vectors governing 
the case A, B, and C parametrizations are listed. 
Index Input depth Case A Case B Casc C 
i it w• wi wi 
1 0 5 3 1 
2 10 5 3 1 
3 20 5 3 1 
4 30 5 3 1 
5 50 5 3 1 
6 75 12 6 3 
7 100 12 6 3 
8 125 12 6 3 
9 150 12 6 3 
10 200 25 13 6 
11 250 25 13 6 
12 300 25 13 6 
13 400 50 25 13 
14 500 50 25 13 
15 600 50 25 13 
16 700 50 25 13 
17 800 50 25 13 
18 900 50 25 13 
19 1000 50 25 13 
20 1100 50 25 13 
21 1200 50 25 13 
22 1300 50 25 13 
23 1400 50 25 13 
24 1500 50 25 13 
25 1750 50 25 13 
26 2000 125 63 31 
27 2500 125 63 31 
28 3000 250 125 63 
29 3500 250 125 63 
30 4000 250 125 63 
31 4500 250 125 63 
rays pass through the interfaces. The modulations were not 
observed to occur; therefore this term is not important for the 
region of the ocean modeled here. 
C. NTP caustic dependence on systematically related 
channels 
Detailed ray investigation of 1000-km propagation is 
consistent with observations because Slice89 timefronts were 
stable for early arriving energy (Fig. 1). The early timefronts 
had roughly 6-11-ms rms time variability or wiggliness 
(Duda et al., 1992) and some intensity variability. Scintilla- 
tion indices, o•t (Fante, 1975), vary from about 0.2 to 2.0 for 
individual identified timefront arrivals measured as time se- 
ries at distinct depths, with an average of about 0.9. How- 
ever, as with a previous 1000-km experiment (Dushaw et al., 
1993), distinct timefronts were only identifiable in the early 
portion of the pulse. The stability of the early arrivals lends 
credibility to a geometric-ray study of wavefront propagation 
at 1000-km range. 
Figure 5 shows late portions of arrival patterns for rays 
traced through profiles parametrized from the summer Levi- 
tus database (Levitus, 1982). The single set of discrete input 
profiles used for all simulations in this section were interpo- 
lated from the Levitus horizontal grid at 100-kin intervals 
along the propagation path. Four thousand rays, at equal 
o 
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FIG. 4. (a) A parametrized profile is shown, fitting the summer Levitus data 
(circles) from 32øN, 150 ø W in the North Pacific, near the Slice89 transmit- 
ter. (b) An expanded view of four parametrized profiles compares case A, B, 
and C parabolic/linear parametrizations with a PWL model (rightmost line, 
dash-dot). Results of cases A (solid), B (dash), and C (dot) have lower 
depth-averaged sound speeds than PWL, with the difference depending on 
w•. A continuum of profiles with varying w (and smoothness) will fit the 
available data, each with a different mean, forming an infinite profile set 
consistent with the data. The PWL model is clearly inappropriate because it
contains high-wave-number components not resolved in the data. 
launch-angle intervals between -15 ø and 15 ø, were calcu- 
lated. Figure 5(a) shows timefronts calculated using the set 
of largest w i in Table I (case A). Figure 5(b) shows time- 
fronts calculated using smallest wi, case C. 
The early portions (arrival time before 676 s) were vir- 
tually identical in shape for the two runs, except for a few 
triplications along vertically inclined timefront segments. 
The timefronts diverge in the displayed later pulse portion. 
The case C pattern is more complex at the end, with over- 
lapping timefronts. The complicated overlapping near 676.33 
and 676.40 s is associated with high 3zz c at upper turning 
points near 600 and 700 m. The case C simulation has a 
longer, narrower tail of near-axial energy because of the 
sharper sound-speed minimum. The vertical distribution of 
received energy appears to be significantly broadened in ex- 
periments compared to these simulations. 
Since varying the smoothing parameters wi has a pro- 
1039 J. Acoust. Soc. Am., Vol. 96, No. 2, Pt. 1, August 1994 T.F. Duda and J. B. Bowlin: Ray-acoustic caustic formation 1039 
-60C 
-70C 
-800 
-900 
-1000 
-1100 
-1200 
-130½ 
(a) 
676.32 676.36 676.4 676.44 
arrival time (s) 
-600 
-700 
-800 
• -90C 
• -100C 
-110C 
-120C 
-1300 
(b) 
676.32 676.36 676.4 676.44 
arrival time (s) 
FIG. 5. (a) The late-arriving end of a Slice89 pulse, modeled using a range- 
dependent case A parametrized set of Levitus profiles, contains ever-closer 
timefronts as it approaches the axial-energy limit. (b) The same section of 
the Slice89 pulse modeled using the case C weights, instead of case A, has 
extra folded timefront sections. The sharp jumps in the envelope of the 
timefront, joined by regions of extra timefront segments and caustics, are 
artifacts of the choice of input sampling depths. Those depths determine the 
locations of the linear and parabolic sound-speed sections and thus the time- 
front geometry. 
nounced effect on the second derivative of c, we evaluate 
timefront effects in terms of U. Figure 6 shows histograms of 
1ogtt)luI values for the parametrized summer Levitus pro- 
files, using w i of cases A, B, and C (Table I). Only the U that 
satisfy 0.01<luI are utilized in the histograms, which in- 
cludes virtually all of the curved sections of the profile. Also, 
only concave portions of the profiles are used, with sound 
speed accelerating with vertical distance from the axis, since 
these features were observed to cause triplications in our 
simulations. Convex portions have not been included be- 
cause their effect has not yet been examined, although they 
probably also contribute to wavefront complexity. Including 
the linear profile sections (where U=0) in this analysis 
would preclude the use of the logarithm, obscuring the 
analysis of the highly skewed istribution. Statistics of U do 
not exist rigorously since U is unbounded, but we analyze 
the bounded subset of U to arrive at approximations. The 
density functions shift toward higher 1ogmlU] as w i are re- 
0.4 
1 2 3 4 6 • 
I 2 3 4 5 6 
1 • • 4 6 8 
FIG. 6. Histograms of 1og,.I UI indicate how the distribution f I UI changes 
for different parametfizations. The units of the ordinate are quantity in each 
bin divided by the total number of samples, approximating the probability 
density function. The case A parametrization f the summer Levitus Slice89 
profiles gives few IUI values above 1000 (top frame), in contrast with cases 
B and C (bottom). 
duced. The mean 1ogt0 IU I values are 1.43 for case A, 1.75 
for case B, and 2.05 for case C. For comparison, the smooth 
analytic Munk profile (Munk, 1974; Smith et al,, 1992a, 
1992b) has a mean 1oglol UI of 1.14. 
Figures 7 and 8 show results of varying the half-widths 
w i . Case A, B, C, and PWL parametrizations were applied to 
o 
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-1000 
-2000 
-3000 
-4000 
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•. (deg) 
FIG. 7. Spiral diagrams of the arrival-angle, arrival-depth locus show the 
gradual increase of NTP caustic/tfiplication effects, shown by zigzags, as 
curvature in the parametrizations is increased. Results are from rays traced 
through four parametrizations of a single set of input sound-speed profiles 
from the Slice89 region; case A is shown in (a), case B in (b), case C in (c), 
and PWL parametrization i (d). Results for 2000 positive launch angles 
between 0 ø and 15 ø are plotted, connected by continuous lines. The outer- 
most winding is the highest launch angle. The number of zigzags grows 
through the sequence, from (a) to (d), as does the size of directly comparable 
zigzags. 
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FIG. 8. Expanded views of the centers of the Fig. 7 spirals show the suc- 
cessive increase of caustics when the cases A, B, C, and PWL ray traces are 
compared. The frame order is the same as Fig. 7. Results for 3000 positive 
launch angles between 0 ø and 2.5 ø are plotted, connected by continuous 
lines. A large wavefront reversal extends from 2 ø, -800 m to 0 ø, -1000 m 
in (d). The sharper and shallower sound-speed minima for cases B, C, and 
PWL are nearer the source depth at 804 m, giving more late low-angle rays 
in the center. 
the set of Levitus input profiles. Wavefront reversals and 
triplications are seen on the arrival-angle/arrival-depth dia- 
grams for all four cases. The zigzags along the angle/depth 
diagrams gradually increase as the w i are decreased. This 
corresponds to more acoustical e, nergy in reversed wave- 
fronts. The effect of reducing w, and thus increasing curva- 
ture, is the enhancement of the triplications and caustics. 
Figure 9 is an expansion of a portion of Fig. 7 showing 
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FIG. 9. An expanded view of portions of the curves in Fig. 7 shows the 
sensitivity of one particular wavefront triplication to parametrization- 
controlled curvature changes. The case A curve is shown as a solid line, case 
B is shown as a broken line extending to --1.3 ø in its lower turn, case C is 
the more broken line turning at -0.8 ø, and the PWL curve is dotted, turning 
at -0.3 ø. The case A triplication covers the smallest extent of angle and 
time. The triplication encompasses greater depth and angle as the w i are 
systematically reduced, that is, when U values are systematically increased. 
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FIG. 10. (a) A timefront fiplication depicted in Fig. ?(a) (case A parametri- 
zation) is shown in arrival time/depth coordinates at 1500 m, 674.8 s. An- 
other triplication for negative initial angle energy is evident at 400 m depth, 
at the same time. (b) An expanded view of the triplication shows that the 
timefronts are separated in time by a maximum of 5 ms. The circles indicate 
the individual calculated ray arrivals. 
the effect of the curvature on a single triplication centered at 
1400 m depth and -2.5 ø arrival angle. Figure 10 shows the 
associated portion of the timefront for the case A parametri- 
zation. The reversed timefront has virtually the same arrival 
time as the normal portions over much of its extent, and is 
never separated by more than 5 ms. Much of the overlapping 
energy would coherently sum for low-frequency signals, and 
would be difficult to resolve in a band-limited experiment. 
Instead, paired caustics would appear, consistent with the 
intense regions labeled NTPC in Fig. 2. 
Reversal of wavefronts is shown by graphs of S for a 
small set of launch angles •p [Fig. 11(a)], where S is the 
derivative with respect to •p of horizontal velocity between 
the source and a specified range. One significant difference 
between S and S] is that S has structure associated with ray 
turning points near the receiver range, and S• does not. For 
case A, S is usually negative for these negative tp, with one 
exception at about -9.5 ø where there is a triplication [Fig. 
10(a), top], although there are prevalent spikes approaching 
zero. The positive S feature is stable with respect to •p and 
1041 J. Acoust. Soc. Am., Vol. 96, No. 2, Pt. 1, August 1994 T.F. Duda and J. B. Bowlin: Ray-acoustic austic formation 1041 
-9 -8 $ -8 -7,5 -7 
4512 1 5105 1095 985 875 7
(b) • 
FIG. 11. (a) S, estimated by first-difference of group velocity with respect to 
•b, is shown for the shallow triplication of Fig. 10(a). The solid line shows 
the result for the case A simulation [the timefront at the top of Fig. 10(a)], 
and the dotted line the result for case C. The curves rise to zero at wavefront 
vertices, such as in Fig. 5(a), but become positive, indicating a reversed 
wavefront, at about q•=-9.5". Paired NTP caustics occur where the curves 
cross zero. (b) The first differences for the PWL wavefront show many NTP 
caustics and wavefront reversals. 
traverses 0.5 ø, representing a significant fraction of radiated 
energy. Case C results in a greater change in group velocity 
in this feature, giving a physically longer reversed range- 
front, but the feature involves about the same range of •b. For 
comparison, Fig. 11(b) shows that the PWL result has many 
NTP caustics and reversals. Although individual case C re- 
versals do not always take up more radiated energy than their 
direct case A counterparts, a higher fraction of total case C 
energy is contained in reversals since they are more preva- 
lent. Figure 12 shows the percentages of •b between -15 ø 
and 15 ø that make up the reversed wavefronts. The percent- 
age rises as mean 1ogt01UI ischanged via w i . 
An additional effect is an overall shift in arrival time of 
a few milliseconds, discussed in Sec. IIE. Since details of 
the triplications are sensitive to the depths of the high- 
curvature sections, the most reliable deterministic predictive 
calculation is judged to be that using the case A (widest wi). 
That result has the fewest triplication features, and is least 
sensitive to the input grid and the profile of U. The high-U 
A 
2 0 80 100 120 140 
estimated mean JUl 
FIG. 12. The percentage of reversed timefront for the case A, B, and C 
simulations increases with U. The abscissa is 10 raised to the power mean 
log•0[U I. The percentage is computed over launch angle •b. The middle leg 
of the triplication of Fig. 10(b) is an example of what is termed a reversed 
timefront. 
effects are not accurately predictable because of hydro- 
graphic sampling insufficiencies and intrinsic temporal fluc- 
tuation of the ocean at small scales. 
D. Intensity variation from paired caustics and 
wavefront stretching 
For a single continuous rangefront emanating from a 
source, relative intensity along the rangefront (or timefront) 
can be approximated by the initial angular extent of a ray 
group divided by the distance that the arriving ray group 
spans. This is the ray density technique used in seismology 
(Lay and Kanamori, 1985; Woods and Okal, 1987) and is 
consistent with energy conservation within ray tubes. Since 
the arriving energy is approximately horizontal, the vertical 
distance is used. If two rays initialized at a specific angular 
separation are considered, the intensity of the front between 
two arriving rays is approximately proportional to the in- 
verse of their vertical arrival separation, provided no rever- 
sals (caustics) are included in the front segment. 
Log intensities for the case A and C simulations are 
shown in Fig. 13 for a subset of the •b plotted in Fig. 11. The 
associated timefronts, each showing a pair of NTP caustics, 
are shown in Fig. 14(a). There is an alteration of intensity 
beginning at the fourth dot (75th ray) from the left, which is 
in the vicinity of the first NTP caustic at about -9.6 ø. The 
intensities become similar again to the right of the second 
NTP caustic at -9.3 s. The intensities at the caustics cannot 
be calculated in this manner (Brekhovskikh, 1980). 
There are three causes of intensity fluctuation. The first 
two are closely related. First, focusing of energy at the caus- 
tics leads to intensification. Second, stretching or contraction 
which must accompany the folding may extend along the 
timefront, either increasing or reducing intensity. Third, the 
closeness of folded timefronts (Fig. 10) may lead to coherent 
addition of energy at finite frequency, with increase of ob- 
served intensity. For finite frequency propagation, the fold 
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F1G. 13. The log-intensity for short portions of the case A and case C 
timcfronLs, normalized by the mean intensity, shows considerable variability. 
Case A is the solid line. Intervals of 25 launched rays (or 0.1875 ø •b inter- 
vals) are indicated with circles. The intensity changes are linked to expan- 
sion or contraction of the timefront in the vicinity of reversals, induced by 
the small differences between the A and C profiles. The high-intensity spike 
al -10.05 ø is the slable, macroscopic tuming-poinl caustic, while the two at 
about -9.65 ø and -9.3" arc NTP caustics. 
may perhaps be better considered as an intense caustic re- 
gion. Many intense timefront portions were observed in 
Slice89 (Fig. 1). 
E. Timing variation from sound-speed curvature 
Rays calculated using different parametrizations give 
different timefront shapes and arrival times. There are two 
effects. The first is variability localized in small parts of the 
wavefront, near reversals and triplications. The second is 
timing variability extending over large portions of the wave- 
front, a weakly •dependent effect but not a true bias. 
Figure 14(a) shows the portion of the timefront calcu- 
lated over the same range of ½ used in Fig. 13. Timefronts 
from cases A and C are shown. The circles mark intervals of 
25 rays, or •b increments of 0.1875 ø. In the vicinity of the 
reversal, at tp-9.6 ø, the arrival times for equal launch angles 
vary by up to 80 ms [Fig. 14(b)]. However, if the timefront 
shapes are compared with no regard to tp, then most of the 
timefront from case A lags the case C timefront by about 13 
ms. Except for this bias-like effect of the lower sound speeds 
of the smoother case A profile [Fig. 4(b)], there are no large 
geometric changes in the timefront. The localized timefront 
distortions eem to slide essentially parallel to a robust, fixed 
geometrical shape. The local timing variations between legs 
of triplications appear to be less than 5 ms in magnitude for 
1000-km propagation. 
Figure 15 compares the case A front with a shifted ver- 
sion of the case C front. They align well for long stretches, 
but the difference makes abrupt jumps at the triplications. 
Two comparable triplications exist for each case, but are dif- 
ficult to see in the dotted timefront. The constant offset (or 
bias) represents an uncertainty attributable to vertical under- 
sampling of the concave sound-speed profile. This uncer- 
tainty cannot be eliminated without immense quantities of 
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FIG. 14. (a) The case A (solid) and case C (dot) timefronts calculated for the 
launch angles of Fig. 13 show a very similar shape, with the exception of the 
triplications. The circles indicate the same index rays as Fig. 13. The 
13.5-ms offset between the two timefronts is the most distinct difference. (b) 
The difference in arrival time at each of these launch angles can reach 80 ms 
as the timefront folds or contracts. The index rays are as in (a}. The stable 
portion of the timefront (•<: - 10 ø} shows the steady offset, which is grcaler 
when measured at constant d/than the visual offset shown in (a) because of 
differing timefront geometry. The larger offsets occur near triplications. 
data. It is smoothly varying along the timefront and is re- 
duced for earlier arrivals which spend a greater fraction of 
their time in the deep portion of the sound channel, where 
c(z) from the three parametrizations varies little. 
III. STOCHASTIC FINESCALE CURVATURE 
STATISTICS 
Mesoscale or larger sound-speed gradient and curvature 
features vary over periods of a week to years, and cannot be 
fully measured. These have been shown to give small-scale 
wavefront distortion (tens to hundreds of meters). These are 
accompanied by finescale ocean features. Both static and dy- 
namic thermohaline finestructures complicate the sound 
channel. The static finestructure may consist of layers con- 
taining interleaved water masses of different origins, such as 
profiles through a Mediterranean salt lens or in the vicinity 
of a front. The dynamic finestructure isprimarily induced by 
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FIG. 15. The case A timefront (solid) aligns well with a shifted version of 
the faster case C timefront. An offset of 13.5 ms is added to the case C front. 
Only a portion of the timefront is shown, but the displacement persists over 
most of the front. The displacement isnot precisely constant, and makes its 
greatest shifts near triplications, seen between 674.8 and 674.9 s in both 
timefront sections. 
vertical strain from internal gravity waves at periods shorter 
than one day (Flatt(•, 1983; FintrY, et al., 1979; Munk and 
Zachariasen, 1976b). 
Figure 16 shows one measured profile from the Slice89 
experiment (Cornuelle et al., 1993; Worcester et al., 1993). 
The base 10 logarithm of IuI, calculated from first and sec- 
ond differences over 2-m spacing, isalso shown. I uI exceeds 
106 regularly, and in regions at and just below the sound- 
channel axis its local mean is approximately 10 s. 
The Garrett-Munk (GM) spectral model of internal 
waves (Garrett and Munk, 1975; Gregg and Kunze, 1991) 
can be used to model the dynamic stochastic behavior of U. 
This model of the wavenumber-frequency spectrum is verti- 
cally symmetric, horizontally isotropic, consistent with the 
linear internal-wave dispersion relation, and separable in 
wave number and frequency. The modeling technique uses 
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FIG. 16. (a) One hydrographic profile from the Slice89 experiment shows 
small-scale structure. (b) The base-10 logarithms of IuI are much greater in 
the data than in the case A, B, and C parametrizations (Fig. 6). 
random series of internal wave displacement ?7, vertical 
strain ,9 z?7, and vertical derivative of strain 8= 77 generated at 
a sequence of depths. Each member of each series is a Fou- 
rier summation of vertical waves, with amplitudes taken 
from GM vertical wave-number spectra of each of the three 
quantities (Gregg and Kunze, 1991). The spectra vary with 
the buoyancy frequency, essentially the density gradient, 
which varies with depth. Wave numbers from 0.0005 to 0.1 
cycle/m were used. Series of 200 random phases were used 
to generate the spectral components, repeated 1000 times at 
each depth, giving 1000 realizations of ?7, and its derivatives, 
at each depth. The same phases are used for all three quan- 
tities at each depth, so that 77 and the derivatives have the 
correct relation. Both the density profile and the sound speed 
profile are taken from the Levitus summer temperature and 
salinity profiles at the Slice89 source. 
To compute statistics of U from the modeled wave 
quantities, the sound speed is broken down into background 
and fluctuating terms, 
c(z) = Co(Z) +cœ(z). (17) 
The mean value of U can then be expressed as 
_/ CoSz•(Co+Cf) I {V)-\ O•2(Co+Cf) /, (18) 
where c has been approximated with c o in the numerator. 
The background co and its derivatives are evaluated from an 
eighth-order polynomial fit to the discrete Levitus profile. 
The fluctuation components can be directly evaluated from 
c o and the internal-wave parameters. The fluctuation is equal 
to the potential sound-speed gradient •Cp times the displace- 
ment, 
Cf = ?7(C•zCO-- 7A)= 1] dzCp, (19) 
where YA is the adiabatic sound-speed gradient (Munk and 
Zachariasen, 1976b). Differentiation gives 
8•cf• 77 d•zCo + a• 77 d•cp, (20) 
because YA is approximately constant. Another differentia- 
tion gives 
,9zzCf= ?7 d•zc0+2 0•77 o?•Co + Ozz?7 d•cp. (21) 
Specification of the profile c o and 7A are thus sufficient to 
compute the required quantities from ?7, 8• ?7, and 8z• ?7. 
Figure 17 compares the mean of measured values of 
1og]0 [ U[, rather than {U}, with modeled values as a function 
of depth. The random series of I UI are highly skewed, visu- 
ally similar to exponential or log-normal, but their distribu- 
tion has not been rigorously examined. In the data evalua- 
tions, I UI values exceeding 108 are excluded. These are 
points where Ozc is near zero. Statistics of U or functions of 
U do not exist rigorously because of this behavior. Because 
of the skewhess, rms values are not estimated. 
The profile of mean 1ogml U[ predicted from the spectral 
model of deep-ocean internal waves agrees with observation 
in the Slice89 area. There is some disagreement near the 
surface, where static finestructure contributions (Desaubies 
and Gregg, 1981) could account for some of the surplus in 
the observations. In addition, some disagreement is reason- 
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FIG. 17. Statistics of simulated U using vertical displacements, trains and 
derivatives of strains consistent with the Garrett-Munk internal-wave model 
are comparable with those from 12 Slice89 CTD casts (Cornuelle et aL, 
1993). The Slice89 data are shown as *'s. Mean Iog,,,IuI is highest at the 
sound channel minimum, where the derivative of % is zero. Mean log•01ul 
is calculated within vertical bins from the data, and computed at a selection 
of depths in the simulation. The values simulated with the GM energy level 
are indicated by O's. The lateral lines connect additional simulations at 
one-third and three times the GM internal-wave nergy, indicating a range of 
probable natural variability. 
able since the GM spectrum has been observed to not pre- 
cisely fit data from shallow depths (Pinkel, 1984). 
The mean of 1ogmlUI is highly depth-dependent, wi h 
maximum at the sound channel minimum where the mean 
gradient is zero, as expected. Waw,•front segments associated 
with ray turning points near the minimum, the late-arriving 
axially trapped energy, are most susceptible to the 
U-dependent folding and timing fluctuations tudied in Sec. 
II. This is a possible reason for the lack of reproducible, 
separable, identifiable timefronts in the middle and late por- 
tions of two experimental Pacific arrival structures (Worces- 
ter et al., 1994; Dushaw et al., 1993). 
IV. SUMMARY 
Simulating wavefronts with closely spaced rays shows 
that systematically increasing the relative curvature param- 
eter U enhances wavefront triplication. Repeated simulations 
over closely related sound channels were used to quantify the 
effect, with all channels fitting a single set of input data but 
having different distributions of U. Most of and perhaps all 
of the effect can be explained by high U at ray turning 
points. The triplications cause intensity and timing (phase) 
fluctuations. Timing differences between triplication legs are 
less than 10 ms at 1000-km range in our simulations. Figure 
2 shows an observed triplication similar to our simulated 
ones, suggesting that ray-derived effects of high U are simi- 
lar to actual propagation effects at 250 Hz. That figure also 
shows some high-intensity regions; of the timefronts that are 
consistent with unresolved NTP caustics and triplication, ex- 
pected at finite frequency. 
It is probable that U in the ocean is dominated by sto- 
chastic fluctuations. This means that any lack of predictabil- 
ity from poor spatial resolution, with resultant uncertainty in 
U, is accompanied by temporal unpredictability. The mean 
logarithm ofI uI (or a quantity we analyze as if it were such, 
since unboundedness of U creates difficulties) increases near 
the sound-speed minimum for both actual data and an 
internal-wave fluctuation model. The mean oceanic log)(}] UI 
value is much greater than that used in our simulations, es- 
pecially near the sound-speed minimum, implying strong ef- 
fects for energy trapped near the sound-speed minimum. The 
depth dependence of the effect, implicit because mean U is 
depth dependent and is most influential at turning points, is 
consistent with observations of unresolved axially trapped 
energy. Parabolic equation simulations of propagation 
through similar high-U structure (Colosi et al., 1994) show 
wavefront features reminiscent of the features shown here. 
The wavefront distortions of that study were stronger in the 
later part of the pulse, trapped near the channel axis where 
high U is more common. The effect of high U at turning 
points is a possible diagnostic explanation of those results. 
There are a few secondary issues and results. One is the 
lack of predictability of propagation for climatic data, at least 
for frequencies where ray modeling is valid, perhaps above 
100 Hz. Travel-time changes of tens of milliseconds can re- 
suit from smoothing operations on the poorly resolved cli- 
matic vertical profiles. This uncertainty of travel time from 
mean structures is due to small-scale mean sound-speed pro- 
file components that are not adequately known or resolved, 
especially at the sound-speed minimum. Stated another way, 
the undersampled data do not sufficiently constrain the sound 
channel to enable precise prediction. This uncertainty would 
exist without the added complication of mesoscale or gyre- 
scale variations, which contribute error to the estimated cli- 
matic field. A second issue is the existence of NTP caustics 
in finite-frequency experimental wavefronts. If the multiple 
wavefronts are not resolved, these can appear as intensity 
fluctuations uch as those seen in the experimental timefronts 
(Fig. 1). This is a process of intensity variation not entirely 
consistent with perturbation analyses of intensity. Third, 
analysis of NTP caustics depends upon eliminating the jumps 
in sound-speed gradient from the PWL approximation. This 
has been accomplished without adding spurious oscillations 
to the profiles by mixing quadratic and linear parametriza- 
tions. 
This wavefront predictability analysis of vertical struc- 
ture is complementary to recent ray chaos analysis in range- 
dependent environments (Smith et al., 1992a, b). Different 
methods have been utilized, and that work suggests chaos, or 
limited predictability of a deterministic process if initial con- 
ditions are unknown even infinitesimally. However, implied 
unpredictability is common to both studies. 
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