An elliptically contoured exponential distribution is developed as a generalization of the univariate Laplacian distribution to multi-dimensions. A mixture of this model is used as the wavelet coefficient prior for Bayesian wavelet based image denoising. The mixture model has a small number of parameters yet fits the marginal distribution of wavelet coefficients well. Despite being a stationary probability model, it is able to capture the dependencies among coefficients. Efficient parameter estimation methods and denoising rules are derived for the model. Denoising results are compared with existing techniques in both PSNR values and visual quality.
Introduction
The nonparametric regression model for images can be written as Y = X + N , where X is the noise-free image, N is zero-mean white Gaussian noise, and Y is the observed noisy image. When transformed into orthogonal wavelet domain, the formula can be rewritten as y = x + n, where y and x are the corresponding noisy and noise-free coefficients, and n is still white Gaussian noise with the same distribution as N . The goal of wavelet based denoising algorithms is to recover x from y. Based on the sparsity of wavelet coefficients, various non-linear thresholding methods for nonparametric wavelet based denoising have been proposed in the last two decades, e.g., [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . Among these, shrinkage functions derived by Bayesian methods such as in [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] are widely studied by researchers recently.
The Bayesian method requires a prior distribution of the wavelet coefficients and uses the minimum mean square error (MMSE) or the maximum a posteriori (MAP) criteria to derive a non-linear mapping function for processing the noisy coefficients. As a data driven algorithm, the parameters of the prior distribution are estimated from the noisy data and used in the mapping function. In order to design an efficient image denoising algorithm, we seek a probability
Definition
Suppose X = (X 1 , . . . , X d ) T is a random vector and its components X 1 , . . . , X d are zero-mean, identically distributed and uncorrelated random variables with variances σ 2 1 = · · · = σ 2 d = σ 2 x , the SCE pdf is written as
where
When d = 1, this pdf reduces to the Laplacian pdf. However, as shown in Section 2.2, for higher dimensions, its marginals are not Laplacian. When d = 2, it is the bivariate pdf in [12, 19] . In general, the multi-dimensional model has spherical contours and an exponential profile on any radial axis.
Properties
Some of the properties of the SCE model are listed as follows:
Property 1. The joint SCE pdf can be written as a multivariate Gaussian scale mixture (GSM) [22] ,
if σ 2 ∼ Gamma(λ, ρ + 1), i.e.,
where ρ = 
Property 2. The marginal pdf f X 1 (x 1 ) belongs to the Bessel K forms (BKF) distribution family [14] ,
where K λ (·) is the modified Bessel function of the second kind (also called hyperbolic Bessel function, Basset function or modified Bessel function of the third kind [23] ).
Property 3.
The magnitude Z = X = √ X T X satisfies a Gamma distribution,
i.e., z ∼ Gamma (6) and (7) (σ x = 1). We plot the marginal and magnitude pdf curves of SCE with d = 1, 2, 4, 8 in Fig. 1 . In Fig. 2 the marginal and magnitude pdf curves of SCE with d = 8 are compared with those where we assume the 8-D vector has components that have i.i.d. Gaussian or Laplacian distribution. The marginals of SCE are always leptokurtic with tails heavier than the Gaussian pdf, but less so than the Laplacian pdf. For higher dimensions, the marginals become less leptokurtic. We can get to the same conclusion by calculating the kurtosis of the SCE marginal. From [14] , Kurt(x) = 3/(
When d increases, Kurt(x) decreases, and it is always between the kurtosis of Gaussian and Laplacian pdf, which are 3 and 6, respectively.
The spherically contoured exponential mixture (SCEM) model
The SCE may not have enough degrees of freedom to capture the distribution of the wavelet coefficients of each subband. In this section we give the definition of a 2-component mixture of SCE that we will use as a prior for Bayesian denoising. As mentioned in Section 1, mixture models were used in [5] [6] [7] [8] 11] for wavelet based 1-D signal denoising. Various parameter estimation methods were proposed in these works. In the mixture model proposed in this paper, the model parameters are estimated from the data within a maximum-likelihood (ML) framework. The iterative expectation-maximization (EM) algorithm is used to obtain the ML solution. Without assuming any empirical form for the parameters, the proposed model possesses more capability in fitting the distribution of real data than the previous mixture models. The amount of data in the 2-D case ensures accuracy of the estimation.
Definition
The 2-component mixture model is defined as
where f X (x|σ x1 ) and f X (x|σ x2 ) are SCE distributions with different signal variances, and r is the ratio parameter, 0 r 1. We can also write the pdf with an additional random variable θ ∼ Bernoulli(r).
With this model, we can capture the distribution of coefficients with small magnitude (peak) by the component with the smaller variance and the distribution of large coefficients (tail) by the other component with the larger variance.
Estimation of parameters of mixture model
The maximum likelihood (ML) method is most widely used for estimating model parameters from data. However, for the mixture model, there's no closed-form solution. The expectation-maximization (EM) algorithm [24] was proposed as an iterative way for ML parameter estimation from incomplete data, of which the mixture model can be seen as a special case. Specifically, we estimate r, σ x1 and σ x2 from M sample vectors x 1 , . . . , x M . The EM algorithm for the proposed 2-component mixture model can be described as follows:
1. Initialize r, σ x1 , σ x2 . Repeat 2 and 3 until convergence: 2. For each sample x m ∈ R d , calculate:
Update r:
3. Update σ x1 and σ x2 :
Parameter estimation from noise-free data
For estimating parameters from noise-free data, the maximization problem in step 3 has a closed-form solution:
Parameter estimation from noisy data
In the context of denoising, we face the problem of estimating modeling parameters from the noisy data. With the model y = x + n, when the distribution of x is modeled as SCEM, the pdf of y will be
where * denotes convolution. Therefore the noisy data has a 2-component mixture distribution as well. Assuming the noise variance is known, to estimate r, σ x1 and σ x2 , we only need to replace f X (x) with f Y (y) in the EM steps listed previously. However in this case no closed-form solution is available for step 3. We discuss the calculation of f Y and the method for finding the solution for step 3 in this subsection.
The distribution function for noisy data
From Eq. (15), f Y is the convolution of the SCE pdf and the d-dimensional uncorrelated Gaussian pdf. Unfortunately it does not have a closed form, and since the convolution will be a multi-variable integral, it's computation by direct numerical integration will be more computationally expensive. However, it can be reduced to a single variable integral by using Eq. (3),
where p(σ 2 ) is given in Eq. (4). This integral can be approximated by numerical methods quite accurately. Although the numerical method can reach high accuracy in calculating f Y (y), we propose in the following a more direct way to approximate the function f Y (y). Notice that both the distribution functions of x and n are spherically contoured, therefore the distribution of y is also spherically contoured. Then we need only consider the magnitude y as the only variable in approximating f Y (y). The approximation will be obtained separately for small and large values of y .
We find that for small y , 
Note that the derivatives here are with respect to y . Both integrals can be calculated numerically. For large y , f Y (y) can be approximated by an exponential, i.e., it has a nearly linear decay in log scale. We find the slope of the line in the following derivation. Since f Y (y) is spherically symmetric, we can let y = (y 1 , 0, . . . , 0) where y 1 0 without loss of generality.
The approximation takes place in line 4 where we replace |β 1 | with β 1 . When y 1 σ n , the values of the Gaussian are almost zero on the left half plane. Even if we make the values of Laplacian much greater than what they ought to be, the values of their product are still close to zero, therefore the approximation is reasonable. In general we define an approximation for large y as f 2 
The constant D is calculated such that the entire approximation is continuous at the point where f 1 (y) and f 2 (y) connect, i.e., f 1 (y c ) = f 2 (y c ). The connection point y c satisfies
This makes the log-scale first derivative of the entire approximation continuous as well. From (20) ,
and
The results of both approximation methods are shown on linear and log scale in Fig. 3 for σ x = 1 and σ n = 1. The solid line is the result of numerical integration, the dashed line is the result of direct approximation by segment, and the vertical line shows the location of y c where the two segments connect. In our denoising experiments, we find that using the computationally efficient direct approximation does not affect the denoising results.
Finding the maximum likelihood
In step 3, given y with Gaussian distribution, there is a closed-form solution:
where (g) + is defined as
0 otherwise. We can use this as an approximate solution for updating the standard deviations σ x1 and σ x2 . If a slight increase in computational complexity is allowed, we can use numerical optimization algorithms to find the standard deviations that maximize the two expressions in (13), since they are strictly concave functions with respect to σ x1 and σ x2 . In our experiments, we use a golden section search algorithm [25] with the values in (24) as the initial guess.
Our experiments show that the EM algorithm converges fast in both noise-free and noisy cases. In the proposed denoising algorithm, for simplicity, we are using a predetermined number of iterations, 10 specifically, for all the denoising results in this paper. 
Comparison of models
In this section we compare the proposed model and several other models, including non-mixtures and mixtures, and discuss their abilities to model the distribution of wavelet coefficients. This is done by applying ML(EM) estimation on the data with each of these models as the assumed prior distribution for noise-free wavelet coefficients and comparing the estimation results with the empirical histograms. Experiments are done for both noise-free and noisy case. We take data from one image subband and look at the distribution of coefficients in a 2 × 2 neighborhood. Denote the four coefficients as a vector x = (x 1 , x 2 , x 3 , x 4 ) T . The models used are:
Since it is difficult to visually compare a 4-D distribution and the corresponding empirical histogram, we merely look at some 1-D statistics of the multivariate models, which are the pdf of marginal and the pdf of magnitude x . Figure 4 gives the estimated pdfs, presented by thick curves, in noise-free case. For the first three models, parameters are estimated using ML algorithm. For mixture models, EM algorithms same as or similar to that described in Sections 3.2 and 3.3 are used. It is clear that none of the first three non-mixture models can capture the real data distribution well. The estimated curves are neither sharp-peaked nor heavy-tailed, but instead a compromise between them. All three mixture models perform better than the non-mixture ones. In all three cases, the two distinguishable components (represented by the thin curves) correspond to the peak and tail respectively. However the Gaussian mixture is unable to sufficiently capture the peak. The Laplacian mixture fits well to the marginal histogram, but it is not as good at capturing the magnitude histogram. The proposed SCEM model does the best in fitting both histograms.
In Fig. 5 the pdf curves are estimated from noisy data, assuming σ n = 10 is known. In this case, for f 2 (x) and f 3 (x), there are no closed form solutions for ML estimation. Instead, the signal variance is estimated by subtracting the noise variance from the sample variance. In step 3 of the EM algorithms used for f 5 (x) and f 6 (x), the variances are updated as in (24) . With the interference of noise, all estimated results are deteriorated compared to the results in the noise-free case. Comparatively, the proposed model still has the best performance. Its performance can be further enhanced if we incorporate a local optimization step in the EM algorithm for the noisy case. The new results are shown in Fig. 6 . However, in denoising experiments, the optimization does not give substantial improvements and we will not include it in our discussions later. From all the plots, we infer that the proposed SCEM model, although not perfect, well captures the marginal distribution and the dependency characteristics of wavelet coefficients. The proposed parameter estimation method can both find a good fit from the noise-free data and recover the original distributions from noisy data effectively.
Bayesian denoising based on SCEM prior
With the SCEM model defined as the prior for wavelet coefficients, we derive the corresponding Bayesian estimators that will be used in the image denoising algorithm.
Bayesian estimation for mixture models
The MMSE estimator under assumption of the SCEM can be written as the mixture of two MMSE estimators corresponding to the two SCE components. Using the alternative definition of SCEM in (10),
wherex MMSE is the MMSE estimator for an SCE vector in additive Gaussian noise. The derivation can be generalized to n-component mixture models with arbitrary pdf components. Once we find the MMSE estimator for each component, the MMSE estimator for SCEM can be easily calculated.
Bayesian estimation for SCE
The MMSE estimator for SCE does not have a closed form. Although it can be calculated using numerical integration, we prefer more computationally efficient approximations. One approach is to replace the MMSE estimator with the MAP estimator. The other approximation is a combination of the linear shrinkage function and the MAP estimator.
MMSE estimator
Given y = (y 1 , . . . , y d ) T , the MMSE estimator for SCE vector x = (x 1 , . . . , x d ) T is:
Using the GSM formula in (3),
The calculation of f Y (y) is discussed in Section 3.4.1. The numerator can be calculated using numerical integration. A 2-D MMSE mixture shrinkage function is plotted in Fig. 7(b) .
MAP estimator
The MAP estimator for x ∈ R d is: 
Let r = √x Tx . Thenx satisfies:
Equivalently,
Then we have
Solve for r:
From (31) and (32),
Therefore the MAP estimator for SCE is:
A 2-D MAP mixture shrinkage function is plotted in Fig. 7(a) .
Approximate MMSE estimator
The MAP estimator in (35) maps small coefficients to zero. However, the MMSE estimator in (27) has no such dead-zone. To obtain an improved approximation of the MMSE estimators, we replace the dead-zone of the MAP estimator with a linear shrinkage function:
x +σ 2 n y. More specifically,
The difference between the true and approximate MMSE shrinkage functions can be considered negligible. In denoising experiments we also find that there's almost no difference between the results using the true or approximate MMSE estimator. In the results presented in this paper, we use the MAP mixture (MixMAP) and the approximate MMSE mixture (MixMMSE).
An extension-3-component SCEM with point mass at zero
Ideally, the more components the mixture model has, the more flexible it is in capturing the data distribution. However, in the case of the proposed model, the computational load increases almost linearly with the number of SCE components. In order to enhance the flexibility of the mixture model without adding too much complexity to the algorithm, we add a third component, which is a point mass at zero, instead of another SCE component. Another reason for adding the point mass component is that in both Figs. 4 and 5, the peak is not captured well by the 2-component model. For a 3-component mixture, one more ratio parameter is needed. The pdf is written as
where δ(x) is the delta function representing a point mass at origin. Its noisy counterpart is:
In f M Y (y) the additional component is a Gaussian pdf with known variance, which requires less computation than the other two components.
The EM algorithm used for estimating the parameters r 1 , r 2 , σ x1 and σ x2 from noisy data is similar to that for 2-component SCEM:
1. Initialize r 1 , r 2 , σ x1 and σ x2 . Repeat 2 and 3 until convergence: 2. For each noisy sample y m , calculate:
Update r 1 and r 2 :
Compared with the 2-component model, most of the additional computation in the EM algorithm only comes from the calculation of one more ratio parameter. The MMSE estimator for this model is a linear combination of the MMSE estimators for the two SCE components, since the Bayesian estimator for the point mass component is simply zero.
Compared with (26), the increase in computation only comes from the Gaussian component in f M Y (y).
In general the 3-component model has improved flexibility in capturing the distribution of coefficients but only needs minor increase in computational load than the original model.
Image denoising

Implementation
The complete wavelet-based denoising algorithm is given as follows:
1. Compute the discrete wavelet transform of the noisy image. 2. Estimate the noisy variance from the finest H H subband: σ n = median(w HH 1 )/0.6745. 3. For each subband (except the low frequency subband), do steps 4-7. 4. Get noisy sample vectors y 1 , . . . , y M by grouping coefficients in predefined neighborhood. 5. Estimate model parameters from noisy sample vectors using EM algorithm. 6. Use mixture shrinkage to map noisy coefficients to denoised ones. 7. Reorganize the denoised coefficients to get the denoised subband. 8. Compute the inverse wavelet transform to obtain the denoised image.
In our experiments we tested the algorithm with both the standard separable DWT with Daubechies length 8 most symmetric filters and the orientation-selective dual-tree complex DWT (CWT) by Kingsbury with length 10 "qshift" filters [26] . In step 4 we choose the vectors by shifting windows of size N × N within each subband. So the SCEM models are N 2 -dimensional for the DWT. With CWT, we include the corresponding real and imaginary parts in one vector. Then the SCEM models are 2N 2 -dimensional. Because we use overlapping neighborhoods, we get multiple estimates for each spatial location, and in step 7 we take their average as the denoised coefficient.
Comparison of results
There are various options that we can choose in the proposed denoising algorithm, namely the neighborhood size, MixMAP or MixMMSE shrinkage functions, 2-component or 3-component SCEM model, orthogonal or redundant wavelet transform. By testing different combinations, we find that choosing the 3-component model, MixMMSE estimator, 3 × 3 neighborhood and the oriented CWT wavelet transform gives the best denoising results. However, choosing other options can reduce the complexity of the algorithm. The average reduction on PSNR values resulting from different choices of options are calculated for three noise levels and listed in Table 1 . The corresponding reduction of computing time in percentage to that of the best choice is also listed. The time cost for denoising a 512 × 512 image with the best choice of options on a P-4 1.8 GHz PC is 39 seconds on average. Choosing the CWT instead of the DWT significantly increases the PSNR values. In this case the computing time increases by a factor less than 3, which is reasonable considering that the CWT is 4-times redundant.
We compare the best results, achieved using the 3-component mixture model on 3 × 3 neighborhoods, MixMMSE estimator with those achieved by three related Bayesian methods. LAWMAP [9] uses a Gaussian prior for wavelet coefficients, with signal variance estimated locally using a MAP estimator with an exponential prior. The best results were reported with 5×5 neighborhoods. Locally adaptive bivariate shrinkage (LABS) [19] uses a bivariate exponential model as the prior for child and parent coefficient pairs. LABS estimates signal variances locally as well, and the best results were obtained using 7 × 7 neighborhoods. The BLS-GSM [13] method uses a stationary multivariate prior for a 3 × 3 neighborhood and one parent coefficient and applies the Bayesian least square (MMSE) method for wavelet shrinkage. The LAWMAP results were obtained using our own codes. For LABS and BLS-GSM, results were obtained using the software provided on http://taco.poly.edu/WaveletSoftware/ and http://decsai.ugr.es/~javier/ denoise/software/. For BLS-GSM, the group of results listed here (BLS-GSM (1)) does not consider the correlation between coefficients, which is similar to our assumption. We will discuss the correlated case in the next section. The PSNR values were averaged over ten runs. The proposed algorithm, the LAWMAP and the LABS were applied using both the DWT and the CWT while the BLS-GSM was applied to the DWT and full steerable pyramid. Five or six levels of decomposition were applied to the noisy images depending on whether parent coefficients are considered. Results on the DWT and CWT/steerable pyramid are listed separately in Tables 2 and 3 . For both the DWT and the CWT the proposed algorithm gives comparable PSNR values to the other methods. In many cases, it slightly outperforms the other methods, especially in the CWT case. We compare the visual qualities of different denoised results of "Barbara" in Fig. 8 showing the cropped part with the face, where there are both smooth regions and textures. The result of the proposed method is less crisp compared to the LAWMAP result but with less artifacts. In the texture area, the proposed method and the LABS have comparable qualities. However the LABS has some blotchy artifacts in the smooth area which may be caused by the large neighborhood size. We do not show the BLS-GSM(1) results since they are not the best results in [13] . We leave the best BLS-GSM results to next section for a more fair comparison.
The elliptically contoured exponential mixture (ECEM) model
In previous sections we assume the coefficients are identically distributed and uncorrelated, therefore a spherically contoured model can be used to describe their dependency. However this assumption is not always true. In one case when coefficients in adjacent scales are considered, different variances need to be assigned. On the other hand, although the wavelet transform is regarded as a successful decorrelation tool, weak correlation still exists among the coefficients. For orthogonal wavelet transforms (the standard DWT), the correlations are inherited from the spatial relevance of the image itself. For redundant transforms such as the dual-tree complex wavelet transform and steerable pyramids, the correlations result from both the original image and the nonorthogonality of the transforms. In this section we further extend the spherically contoured model to an elliptically contoured one in order to accommodate coefficients with different variances or those with correlations.
Definition
Suppose X = (X 1 , . . . , X d ) T is a random vector and its components X 1 , . . . , X d are zero-mean random variables with Σ x as the covariance matrix: Σ x = E{XX T }. The ECE pdf is defined as follows:
where K and C are the same as in (2) . It is obvious that the SCE model is no more than a special case of the ECE model. The ECEM model is defined similarly as the SCEM.
Or
Bayesian estimators
In the non-orthogonal case, the noise is also correlated in the wavelet domain even if it is uncorrelated in the spatial domain. In this section we also allow the Gaussian noise to be correlated, which leads to a more generalized shrinkage function. If given the spatial domain noise variance σ 2 n , the covariance matrix in the non-orthogonal transform domain, denoted by Σ n , can be calculated from the forward transform matrix. In [13] another method to calculate Σ n of the steerable pyramid is also given.
The MAP estimator for ECE can be derived as follows:
Let the derivative with respect to x equal zero.
Therefore,
In general the MAP estimator can be solved using successive substitution. Only when Σ n is a multiple of the identity matrix, as in the uncorrelated SCE case, can a closed-form solution be found, as in Section 5.2.2. The approximate MMSE estimator for ECE is also a combination of the MAP estimator and a linear shrinkage function, as described in (36), except thatx LIN = Σ x (Σ x + Σ n ) −1 y. The MMSE estimator for the ECEM model is calculated from the MMSE estimator for each ECE component and the relative value of their pdfs under noise, as in (26) and (42). Now that the noisy pdf of each ECE component is the convolution of a correlated ECE pdf and a correlated Gaussian, the approximation in Section 3.4.1 is no longer valid. For simplicity, we use a Gaussian pdf with covariance Σ x + Σ n to replace the noisy pdf of ECE.
The EM algorithm
In the general case, the EM algorithm is modified accordingly. The 2-component case is presented as an example. The EM steps are listed as follows. 
3. Update Σ x1 and Σ x2 :
In step 3, (G) + is the operation of forcing a matrix to be positive semi-definite. In practice this is done by computing the eigenvalues of G and setting each (if any) negative eigenvalue to zero [13] .
Improvement in denoising results
The implementation of image denoising in the general case still follows the steps listed in Section 7.1, only with the EM algorithm and the Bayesian estimators updated as in Sections 8.3 and 8.2. However, besides the original N × N neighborhood size, we are able to include coefficients of the next coarser scale (parents) in the sample vector, and thus take advantage of the cross-scale dependencies. For simplicity, an odd-sized neighborhood in the current subband and the parent of the middle coefficient from the next coarser subband is taken as the vector under consideration. In this case the ECEM model is (N 2 + 1)-dimensional for the DWT or (2N 2 + 2)-dimensional for the CWT. From experiments, we still find N = 3 a good choice. The other denoising options for best results are still 3-component model and MixMMSE estimator. Table 4 compares the PSNR results of the uncorrelated SCEM model and the general ECEM model with or without the parent coefficient. For the DWT, the improvement of including correlation ranges from 0.3 to 0.5 dB, and adding the parent gives about 0.1 dB more to the PSNR values. For the CWT, the improvement is less pronounced, due to the already high PSNR values. The influence of correlation also depends on the content of the image. The "Barbara" image has a large area of textures, whose features can be well captured by the correlation matrices, and therefore benefits the most from the generalized model.
We are now able to compare our results with other methods that also incorporate the correlations of coefficients. The MGGD results are from [15] , with a multivariate generalized Gaussian model and the MAP estimator. The BLS-GSM(2) results are the best from [13] , with more than half dB improvement than BLS-GSM(1) in the previous section.
For fair comparison, we tested the proposed method on the DWT, CWT and steerable pyramid. The PSNR values are shown in Table 5 . For DWT our results are the best in all cases. For redundant transforms our results are better than the MGGD results and comparable to those of the BLS-GSM (2) .
Regarding the visual qualities, the improvement is most prominent in the area of textures. The same cropped texture part of "Barbara" is shown in Fig. 9 . Although with the uncorrelated SCEM, we are already able to reconstruct smooth and continuous textures (9(b) ), the generalized ECEM model with correlation and cross-scale dependencies gives textures (9(c)) that are slightly more crisp and closer to the original. Comparing 9(d) and 9(e), which both use the steerable pyramid, our result gives slightly more continuous textures than the BLS-GSM. It can be also seen that the CWT transform is more capable than the steerable pyramid in reconstructing these textures, though the corresponding PSNR value is a little lower. In summary, relaxing the SCEM model into the correlated ECEM model improves both the PSNR value and the visual quality of image denoising. However, the computational load is greatly increased (more than 10 times in computation time) due to the additional matrix operation and the iterative Bayesian estimator. Further simplification of the calculation is one task of the future work. 
Conclusions
In this paper we develop an elliptically contoured exponential mixture model as the prior for wavelet coefficients, with the spherically contoured exponential mixture model as a special case. The model allows us to explore the dependency among a group of wavelet coefficients with or without correlation. It is shown that the proposed model can capture the distribution of wavelet coefficients in a particular subband better than several other non-mixture or mixture models. Efficient parameter estimation methods and shrinkage functions are derived. Experiments based on both orthogonal wavelet transforms and redundant directional wavelet transforms show that the proposed method gives slightly better or comparable denoising results in PSNR values and visual qualities to state-of-the-art techniques.
