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Abstract 
The effects of fluid flow geometry on the physics of fluid are of prime importance as 
optimisation of the geometry could lead to improved fluid flow for various engineering 
applications. One such area that has led to substantial research in the commercial 
and academic sectors is the oil industry. Coning is a phenomenon which occurs 
because of the difference in pressure drop between the heel and toe ends of the oil 
well leading to non-uniform pressure along the well-bore. This phenomenon is quite 
common with oil wells and causes water/gas breakthrough into the oil well leading to 
reduced oil recovery and increased separation costs. hence the need for different 
inflow control devices for oil extraction. These devices however, have shown 
limitations due to the mixing of oil with water and gas causing inefficient valve 
actuation and resulting in the oil pipeline to shut down. They require optimisation of 
the fluid flow geometry to ensure maximum turbulence and differential pressure can 
be generated leading to more oil recovery.  
 
Autonomous Inflow Control Valve (AICV) is a commercially available control device 
that is widely used in oil wells. It is responsible for balancing the pressure drop while 
making use of a circular coil pipe between the laminar and turbulent flow elements. 
This research focussed on developing new geometry designs for the coil pipe without 
increasing the size or robustness of the design that can increase pressure drop and 
lead to turbulence of the incoming fluid to ensure separation of oil from water/gas. 
Eight different designs were developed, and numerical analysis was undertaken 
using ANSYS 19.2 under various boundary conditions. All the designs were analysed 
for pressure drop values using oil, water and gas as investigative fluids. The CFD 
(computational fluid dynamics) simulations were undertaken for laminar and turbulent 
flow regimes for all three fluids because as the AICV functions on these two regimes.  
 
The results showed that one of the designs proposed in this work called ‘square swirl 
slinky coil pipe’ generated the maximum pressure drop for all three fluids. AICV 
makes use a circular coil pipe that can create a pressure drop of 3.18 Pa for water, 
0.05 Pa for gas and 0.13 MPa for oil with laminar flow whereas the square swirl slinky 
coil pipe can create a pressure drop of 66.11 Pa for water, 0.8 Pa for gas and 2.98 
MPa for oil with laminar flow. On the other hand, a circular coil pipe can create a 
pressure drop of 167 Pa for water, 2.41 Pa for gas and 6.6 MPa for oil with turbulent 
flow whereas the square swirl slinky coil pipe can create a pressure drop of 2,361 Pa 
for water, 33.54 Pa for gas and 93.23 MPa for oil with turbulent flow.  
 
The new geometry has shown massive increases in the pressure drop that can help 
in a substantially large amount of oil extraction compared to a commercially available 
product. This work highlights the importance of optimising fluid flow geometry 
parameters that can affect the physics of flow to achieve optimum results for a specific 
application. This work has wider implications in other areas as well e.g., turbulence is 
a major factor in enhancing heat transfer which makes this square slinky coil pipe 
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Chapter 1 Introduction to fluid flow geometry optimisation 
 
Fluid flow can be classified as either an external flow or an internal flow Cengel & 
Cimbala (2014). The importance of fluid flow transport in daily operations cannot be 
over emphasised as the application of flow in a pipe is very diverse. Flow can happen 
in an assortment of natural, mechanical and building procedures, for example, very 
simply hot and cold water in the home after coming through extensive piping networks 
is distributed through pipes, the oil industry thrives on transportation of oil and gas 
over hundreds of miles of pipelines, arteries and veins are our bodes own pipes, 
engine cooling is achieved by fluid flow through radiator pipes, hydronic space heating 
and solar water heating systems transfer their thermal energy in through fluids 
circulated by pipes. Other applications of fluid flow are contaminant clean up Mercer 
and Cohen, 1990; Mulligan et al., 2001, liquid detachment in power modules (He et 
al., 2000; Srinivasan, 2006), improved oil recuperation (Lake, 1989), and carbon 
dioxide stockpiling in land permeable media (Marini, 2006). The analysis of fluid flow 
and how the fluid flow geometry affects the physics of flow very important in 
engineering due to the rigorous engineering applications and its implications.  
The effects of fluid flow geometry on the physics of fluid will be considered during this 
thesis in through the study of the Autonomous Inflow Control Valve (AICV) which is 
used to enhance oil recovery. The influx of water and or gas into the wellbore is a 
problem which diminishes oil recovery, increases separation costs and drastically 
reduces well production life. The current solution to this problem is the use of an 
Autonomous Inflow Control Valve (AICV) developed through the European Union’s 
Seventh Framework Programme (EU FP7) project called Reversible Inflow Control 
Valve (REVIVAL). The current Autonomous Inflow Control Valve AICV works based 
on different viscosity of oil, water, and gas. The hostility of the oil recovery 
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environment in terms of high temperature and pressure makes the case for the use 
of mechanical actuation in the AICV. The actuation of a piston which controls the 
working of the AICV is based upon the pressure drop between laminar and turbulent 
flow elements hence as will be seen in the thesis, the fluid flow geometry which leads 
up to these elements is very important and its effect on the physics of flow will be 
optimised.  
A considerable collection of writing, including exploratory, explanatory and numerical 
investigations, demonstrates that exact measurement and understanding of the 
material science of such streams is of overwhelming significance to plan and control 
these procedures ideally and securely (Blunt, 2017). The broad term “flow” can be 
used to address a large variety of flow patterns and regimes involving flow of two or 
more phases; in this work, as a specific class of flow through varying geometry, the 
focus is on immiscible liquid flow at the micro-scale in geometry and its effect on 
physics of the fluid. In this type of flow, the flow regime are distinct interfaces which 
can also form contact with the conduit surface. The variety of possible topological 
configurations for the interfaces, different degree of affinity for fluids to cover the 
affected geometries which form inherent complexity of the flow path which makes the 
prediction of the flow behaviour a very challenging task. 
In general, fluid must be conveyed from one location to another using conduits hence, 
aspects of the physics of flow in conduits with relevant simulations will be discussed. 
Fluid properties such as the effect of one or more phase present during fluid flow in 
the conduit, friction, fluid flow in the laminar or turbulent flow regimes, dissipation or 
transfer of energy will be tackled in terms of fundamental physics and empirical 
approaches. In order to gain further understanding into the physics of fluid flow, flow 
through the conduits such as straight tubes have been the subject of various studies 
over a long period of time.  Placing streams of ink into water flowing in pipes was one 
of the fundamental ways Reynolds used to carry out his original experiments. 
Fundamental flow equations and their exact solutions exist for only a few flow 
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problems such as for axial laminar flow through a cylindrical pipe in the steady state. 
The Naiver-stokes equation which is effectively an illustration of the conservation of 
both mass and momentum for fluid flow is used to analyse fluid flow in conduits by 
fusing viscous stresses in order to generate a friction force term with its basis on both 
physics and empirical results. The physics of fluid flow is made up of elements which 
include the forces, motion and energy transformations. These elements help to gain 
understanding into the effects of fluid flow geometry on the physics of flow. The 
existing level of understanding in this area and some of its background knowledge 
will be reviewed in this thesis. 
1.1 Background theory 
Fluid flow can be classified as either an external flow or an internal flow Cengel & 
Cimbala (2014), This classification solely based on whether the fluid flows through a 
conduit or over a surface. This thesis will only focus on internal fluid flow with the pipe 
geometry filled entirely with fluid and the flow driven by the differential pressure 
(Gwinnutt, 2018). Therefore, all the discussed theories of fluid flow and how its 
conduit geometry affects the flow physics below are about the characteristics of 
internal fluid flow.  The best way to distinguish the flow regime according to Cengel & 
Cimbala (2014), is injection and observation of dye in the middle of a flow stream. In 
a steady flow stream with low velocity, there is a straight- and smooth-line pattern 
exhibited by the injected dye however when the velocity increases, there is a sudden 
change in pattern. The dye will become zigzag swiftly and unsystematically in very 
high velocities. It can be deduced from this illustration that the laminar flow regime is 
characterised by the dye which displays steady and smooth lines while random 
patters are categorized as turbulent flow. Osborne Reynolds, a British engineer 
conducted the experiments involving injecting dye the fluid flow stream. He 
discovered that the laminar flow regime is specified as smooth streamlines with highly 
ordered motion and the turbulent flow regime is identified by velocity fluctuations with 
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highly disordered motion. The picture of the dye injection experiment can be found in 
Figure 1.1.  
When the effects of momentum due to high Reynolds numbers dominate the viscous 
forces, the flow is said to be turbulent (Jurih, 2007). Randomly fluctuating velocity 
fields at many distinct length and time scales and random motion of fluid masses in 
three dimensions are major characteristics of turbulent flow.  These fluctuations in 
velocity field are exhibited as regions of swirl motion or eddies (Wilcox, 2004). 
Turbulent flow which is almost always present during free surface flow in nature. The 
flow is irregular, random and chaotic. According to Launder and Spalding (1972), a 
spectrum of different sized eddies are contained in the flow; with the largest eddies 
being of the order of the fluid flow geometry. Since turbulent flow is dissipative, 
smaller eddies which are governed by viscous forces are dissipated into internal 
energy. Kinetic energy is transferred to the small eddies from the larger eddies and 
those obtain their energy from even larger eddies etcetera. The mean flow supplies 
energy to the largest of the eddies. The cascade process describes this transfer of 
energy from the largest turbulent eddies to the smallest.   
 
Figure 1.1: The Behaviour of Coloured Fluid Injected into the Flow in Laminar and 
Turbulent Flows in a Pip (Cengel & Cimbala, 2014, p.349) 
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The different behaviours of laminar and turbulent flow are depicted in Figure 1.1. A 
great mixture of fluid is exhibited in the turbulent flow regime due to prompt 
fluctuations. This phenomenon supports an increase in transfer of momentum 
between fluid particles. According to Cengel & Cimbala, (2014), the momentum 
transfer also results in an increase in frictional forces on the pipe wall which maxes 
out at fully turbulent flow. This is because at fully turbulent, the momentum between 
fluid particles becomes very high which leads to the large friction force on the pipe 
wall.  
Reynolds number which describes the ratio of inertial and viscous forces of the fluid 
is a non-dimensional number used to determine the flow regime; whether laminar, 
transitional or turbulent of a fluid flowing through a pipe.  Low Reynolds number leads 
to laminar flow regimes as the flow is dominated by viscous forces. Reynolds number 
is defined as  






       (1.1) 
Where V is the velocity, D is the pipe geometry diameter, 𝜇 is the viscosity and 𝜌 is 
the density 
Mostly, in the empirical condition, the flow regime inside the circular pipe can be 
defined as laminar flow with 𝑅𝑒 ≾ 2300; transitional flow with 2300 ≲ 𝑅𝑒 ≾ 4000; and 
turbulent flow with 𝑅𝑒 ≳ 4000 (Cengel & Cimbala, 2014). This thesis does not consider 
transitional flow and deals with laminar and turbulent flows.   
Flow in a pipe is affected by parameters such as pipe wall roughness or friction factor, 
pipe diameter, pipe length and viscosity and straightness of the pipe. All the above-




         (1.2) 
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Where ∆𝑃 is the drop-in pressure, L is the pipe geometry length, 𝜇 is the dynamic 
viscosity, Q refers to the volumetric flow rate, 𝑑 is the pipe geometry diameter and 𝜋 
is a mathematical constant. 
Fully developed flow in a curved pipe and its effects have been reviewed in previous 
studies. A solution to depicting how fluid behaved in the central core which 
experienced a prompter flow than the average flow because of centrifugal forces was 
discovered by Dean during his investigations of flow in a curved pipe. According to 
Spedding, et al., (2004), slow moving fluid at the wall region moves towards the centre 
of the pipe where there a lower pressure. Hence the ratio of inertia forces to viscous 
forces acting on a fluid flowing in a curved pipe under the effects of centrifugal forces 
can be represented by a non-dimensional Dean number (De) given by (Shirayama & 
Kuwahara, 1987): Thus, to give a non-dimensional number from mathematical 
expression for the ratio of the viscous force acting on a fluid which is flowing in a 




         (1.3) 
Where Re is the Reynolds number, R is the radius of the cross section, and A is the 
outside radius of the curve. The ratio of R/A is shown in Figure 2.  
 
Figure 1.2:Illustration of R/A Ratio (Shirayama & Kuwahara, 1987, p. 52) 
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1.2 Gap in knowledge  
 
Oil recovery is a multi-billion-dollar industry that will continue to grow with every 
passing day. The reasons for its growth are endless but it mostly comes down to the 
profitability that is associated with this operation. To achieve maximum oil recovery, 
several inflow control devices have been developed and used in oil wells. However, 
due to water/gas breakthrough, it is extremely difficult to extract all the oil from a well. 
Premature breakthrough can make oil recovery very expensive that could lead to 
substantial losses. The control devices for oil extraction have evolved over the years 
starting from ICDs (Inflow Control Devices) to AICDs (Autonomous Inflow Control 
Devices), then ICVs (Inflow Control Valves) and finally AICVs (Autonomous Inflow 
Control Valves). They all work on the principle of pressure drop that can help in 
maximising oil extraction. Despite advances in the study of fluid flow geometries, a 
clear gap in knowledge exists when it comes to the study of optimum fluid flow 
geometries that affect the physics of flow in terms of pressure drop. For oil extraction 
control devices, fluid properties such as density, viscosity, effect of one or more phase 
present during fluid flow in the pipes, friction, fluid flow in the laminar or turbulent flow 
regimes, dissipation or transfer of energy etc., play a crucial role in determining their 
optimal performance. This research work aims to propose new designs for the AICV 
that can lead to enhanced pressure drop and can compete with the performance of 
the existing circular coil pipe used for AICV. 
 
1.3 Aim and Objectives 
The aim of this research is to design a fluid flow geometry capable of achieving 
optimal pressure drop for oil recovery. The objectives of this work are listed below in 
a logical order:   
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1. To undertake literature review of fluid flow parameters and their effect on the 
physics of flow 
2. To identify geometry parameters for AICV that can avoid premature water and 
or gas breakthrough  
3. To propose new designs for the AICV that can lead to optimum pressure drop  
4. To compare the CFD results of the circular coil pipe of the AICV with the newly 
proposed designs  
5. To optimise the design with the best results compared to the circular coil pipe 
of the AICV 
6. To compare the simulation results of the optimal design with analytical values  
1.4 Methodology  
Qualitative, quantitative and mixed methods are the three major approaches for 
research. According to Connelly (2009), research methods should follow research 
questions in a way that the best chance to obtain useful answers is offered (Connelly, 
2009). A mixed method approach is used for this research as it involves the analysis 
of both quantitative (numerical/measurable data) and qualitative (understanding of 
underlying reasons) data. The data is collected sequentially starting from theoretical 
knowledge (laws, principles, models, concepts, etc.) and then moves towards 
empirical knowledge (acquiring data through numerical simulations, observations, 
facts etc.). The collected data is then integrated to make a complete model of 
research that could either be inductive or deductive. This research first formulated a 
theory and then tested it, therefore, it falls under the deductive approach as like other 
engineering related researches. Inductive approach is the opposite of deductive and 
is more suitable to social sciences and humanities. The aim and objectives of the 
research (Section 1.3) were formulated first to develop a road map for the research 
(Fig. 1.3). 
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Figure 1.3: Roadmap of the PhD research project 
INTRODUCTION TO FLUID FLOW GEOMETRY 
OPTIMISATION
The chapter briefly discusses the problem statement, 
prposed solution and methodology leading to an 
optimsied fluid flow geometry design capable of 
achieving optimal pressure drop for oil recovery. 
LITERATURE REVIEW 
Collection of data through secondary sources and review 
of published work on flow through various geometries of 
control devices used in oil pipes through laminar and 
turbulent flow regimes.
METHODOLOGY
Background of CFD, its codes and elements, applications 
of CFD to enhanced flow, swirl flow and the equations 
that govern the flow, pressure drop in different 
geometries.
NUMERICAL CASES AND SIMULATIONS 
CFD analysis of fluid flow through various fluid flow 
geometries. 
RESULTS AND DISCUSSIONS
Computational Fluid Dynamics Simulation results  
presented and discussed. 
CONCLUSION AND RECOMENDATIONS 
Conclusions drawn from simulation runs, results 
analysed, and recommendations and future work 
provided. 
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1.5  Thesis structure  
 
The thesis is divided into six chapters. A summary of the contents of each chapter 
are outlined below.  
Chapter 1: Introduction   
This chapter introduces us to the topic and area of research. It covers a general 
overview of fluid flow in geometries, the physics and background theory, laminar and 
turbulent flows, the problem statement, gap in knowledge, aim and objectives, 
hypothesis and a breakdown of the thesis and the research to be undertaken in each 
chapter.    
Chapter 2: Literature review    
This chapter gives us an in-depth review through review of published work and 
various resources on flow through various geometries in section 2.1, heat transfer in 
turbulent flow in section in 2.2, swirl flow in section 2.3, inflow control in section 2.4 
and solar water heating in section 2.5.  
 
Chapter 3: Methodology   
This chapter focuses introduces the background of CFD, its codes and elements, 
applications of CFD to enhanced flow, swirl flow and the equations that govern the 
flow in section 3.3 and pressure drops in the conduits simulated and heat transfer are 
covered in this chapter.   
 
Chapter 4: Numerical cases and simulations  
This chapter presents the fluid flow model geometries as constructed in ANSYS 
Fluent’s pre-processor programme ANSYS design Modeller from sections 4.2 to 4.4. 
The chapter further investigates how suitable the CFD package is to model the flow 
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scenarios, the mesh independency test, length independency tests, ideal pitches for 
the swirl pipe geometry and general optimization of the numerical cases.  
 
Chapter 5: Results and Discussions   
This chapter presents the Computational Fluid Dynamics Simulation work done, the 
results obtained. The chapter also analyses the results achieved   
 
Chapter 6: Conclusions and Recommendations  
This chapter draws conclusions on simulations run and results analysed and suggest 
some recommendations and future work.   
1.6  Publications  
 
The following is a list of publications that are available at the time of thesis defence. 
 
Published Peer-Reviewed Journal Papers  
 
Butt, J., Onimowo, D., Gohrabian, M., Sharma, T. and Shirvani, H. (2018). A desktop 
3D printer with dual extruders to produce customised electronic circuitry. Frontiers of 
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Chapter 2 Literature review 
Geometry optimisation is a crucial element for enhanced fluid flow capable of 
providing different applications. Natural oil is a fluid that has been investigated 
rigorously as its extraction could lead to billions in profits. Drilling into the oil reservoir 
and installation of pipe lines for oil extraction are considered to be highly lucrative 
businesses. To improve oil extraction through these pipes, control devices have been 
put into operation since the early 1990s. This chapter will provide literature review of 
such devices and the effect of different fluid flow regimes i.e., laminar and turbulent. 
The use of numerical analysis with Computational Fluid Dynamics (CFD) has been 
discussed. The focus has been on the control devices i.e., ICDs (Inflow Control 
Devices), AICDs (Autonomous Inflow Control Devices), ICVs (Inflow Control Valves) 
and finally AICVs (Autonomous Inflow Control Valves). They all work on the principle 
of pressure drop that can help in maximising oil extraction from oil wells. The 
discussion involves the effect of fluid flow with numerical and analytical studies 
through straight and curved pipe geometries. The only true autonomous valve is the 
AICV that regulates the pressure drop to allow for crude oil to be extracted without 
the mixing of water/gas.  
2.1 Review of fluid flow through geometries  
Many research analyses have been carried out on internal flow and how the flow is 
affected by the fluid flow geometry over the years. A study which found out that the 
energy conservation equation can be used for a steady incompressible fluid flowing 
through a smooth pipe, was carried out and used by Taylor (1984) to model airflow 
through sampling pipes. This energy conservation equation is applicable to either 
laminar or turbulent flow. 
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The laminar flow of an incompressible fluid in the pipe inlet was investigated by 
Hornbeck (1964) with a numerical solution. Using finite difference meshing 
procedures in which pressure and velocity at various positions in the pipe were 
calculated from upstream values obtained at that point, the numerical solution was 
attained. Hornbeck deduced that he could use numerical techniques to provide a 
close approximation to the equations of fluid flow. The results obtained from his 
research were significantly different in terms of velocity profiles and development 
lengths in comparison to previous research due to a no flat core assumption. In the 
previous research by Campbell and Slattery (Campbell & Slattery, n.d. cited in 
Hornbeck, 1964, p.224), in almost the entirety of the entrance region, a flat central 
core was assumed to be installed in the centre of the pipe (Radius (R) =0) until R = 
0.9. The velocity derived from numerical solution increased faster than the velocity at 
the centreline (R = 0) due to this flat core assumption. The previous work also saw a 
more rapid increase in velocity at R = 0.6. at R = 0.9, the results were similar. This 
agrees as the velocity in this region is not affected by the flat core.  
At different low and moderate Reynolds numbers (Re) between 0 to 500, laminar flow 
of a homogenous viscous liquid in a pipe was studied by Friedmann et al., (1968) and 
compared to previous research. Using the finite difference equations, they calculated 
the distribution of velocity and velocity profiles numerically. The letter u and v were 
used to denote the velocity and the axial velocity component. Axial coordinates and 
radial coordinates are connoted by x and r respectively. The velocity distribution curve 
was in agreement with previous work by Nikuradse’s experiment (Prandtl & Thetjens, 
1957, p. 27, cited in Friedmann et al, 1968, p.431) for the downstream region (2x/Re 
≤ 0.07) for Reynolds number Re = 200 and 500. When the values of x became larger 
the distribution curve fit deteriorated. At the location, x = 0 at the inlet of the pipe, a 
“kink effect” was detected in the velocity profile. Other studies on flow in a straight 
channel also detect this effect as demonstrated by Brandtl and Gillis (Brandtl and 
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Gillis, 1964 cited in Friedmann et al., 1968, p.432) and by Wang and Longwell (Wang 
and Lognwell, 1964 cited in Friedmann et al., 1968, p.432).  
The distinctive flow parameters of natural gas, its velocity and pressure distribution 
inside the straight pipes which had elliptical and circular cross sections were studied 
by Cade et al. (2010). A three-dimensional mathematical model was used to study 
the fluid flow and the results were acquired by using CFX-3D CFD. The ratio of L1 
and L2, where L1 was the radius of the cross-section in the horizontal axis, and L2 
was the radius of the cross-section in the vertical axis were used to define 
characteristic parameters for the setup of the elliptical and circular cross section 
pipes. An elliptical pipe with dimensions L1 = 0.1 m and L2 = 0.3 m and a circular 
pipe with dimensions L1 = L2 = 0.173205 m and were studied. 0.1 m/s was used as 
the inlet velocity boundary condition for all pipes. A pressure drop of about 0.014347 
Pa occurred in the circular pipe while in the elliptical pipe, the pressure drop was 
about 0.021516 Pa. the pressure drop in the elliptical pipe is 50% higher than in the 
circular pipe at equivalent mass flow rates. It was also discovered that the elliptical 
pipe experienced 50% higher volumetric flow rate than the circular pipe in other 
analysis run with on two pipes with dimensions; L1 = L2 = 0.1 m, a pressure drop of 
0.032060 Pa and a second pipe was elliptical pipe with dimensions L1 = 0.1 m and 
L2 = 0.15 m with a pressure drop  of 0.025226 Pa. it could therefore be concluded 
that the fluid flow geometry affected the physics of flow in terms of the velocity of 
natural gas. A longer hydrodynamic entrance length was required with a higher the 
aspect ratio (L2/L1) inorder to achieve fully developed flow.  
Analysis of the Navier-Stokes equations of laminar and incompressible flow in a 
curved pipe using finite difference procedure of numerical solution was carried out by 
Shirayama & Kuwahara (1987). The pressure equations were solved using the 
consecutive over relaxation method while the Euler implicit scheme studied the time 
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integration for this study. The third order upwind scheme was used to approximate 
the non-linear terms while central difference approximation was use for the spatial 
derivative terms. The simulation was run using Japanese super computers such as 
Fujitsu VP 200, VP 400, and NEC SX/2. A circular pipe with straight pipes at the inlet 
and outlet formed the computational domain. The circular pipes had radius of 0.05, 
0.143, and 0.148 and a varied Dean number from 183 to 3847. Two symmetric 
recirculating regions were observed in flows with low-Dean- Numbers. The separation 
of cross- sectional flow occurs due to secondary motions with an increase in Dean 
Numbers. An unsteady flow field occurred because of separation of the main flow in 
high Dean number flows while recirculation occurred when the flow is subject to the 
viscous fluid element’s response to the instability between the acceleration of 
centripetal forces and the pressure gradient of the cross section encouraged by lateral 
curvature of the main flow. Some occurrences of recirculation due to the main flow 
separation were still noted.   
To improve the available techniques to mathematically model the performance of 
aspirated smoke detection systems, Cole (1999) investigated the disturbances to pipe 
flow regimes by jet induction. A significant area of uncertainty with regards to the 
friction factor was brought up by the study. Cole suggested that it may not be true to 
assume the flow regime was fully developed. The division of energy losses in pipe 
fitting into three components, namely; entry loss, exit loss and friction losses by Cole 
(1999) was in unison with previous and similar research carried out by Taylor (1984). 
To determine when turbulent motion starts to develop in the wake region of the flow; 
using Reynolds numbers of 200 to 400, Bloor (1964) investigated the flow around a 
circular cylinder. He observed that large-scale three- dimensional structures triggered 
the transition of flow in the wake region.  
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Mullin and Peixinho (2006), Sahu et al (2009), Willis et al (2008) performed several 
studies on the patterns of flow in pipes. The accuracy of numerical modelling of the 
laminar equation to determine the friction factor of pipe was tackled by Saho et al 
(2009). At an entrance length of 2.7068m, the friction factor was found to be 0.0151. 
A laser-Doppler velocimeter was used to study transitional pipe flow with regards to 
the effect of varying the Reynolds number from 1500 to 4000 on the velocity 
fluctuations by Banfi et al (1981). The study showed that in the transition region at a 
Reynolds number of about 2800, the velocity fluctuations were at maximum. Results 
from experimental and numerical investigations of both non–Newtonian fluids at 
transition to turbulence were compared by Rudman et al (2002). Flow features like 
turbulent puffs and slugs observed in Newtonian transitional flows were picked up in 
experimental results. Turbulence suppression drag reduction and delayed transition 
as observed experimentally were also detected Numerically however, there were 
some quantitative discrepancies with the experimental results. Yogini (2010) used the 
large eddy simulation (LES) and RANS Shear-Stress Transport (SST) approaches to 
carry out a numerical simulation of flow past a circular cylinder for Reynolds 1000 and 
3900. The results he extrapolated from his numerical analysis agreed with the 
experimental data of Zdravkovich (1997). The analytical results obtained when 
Bhandari D. and Singh S. (2012) analysed fully developed turbulent flow in a pipe 
agreed with those obtained they used computational fluid dynamics. The hypothesis 
that ’turbulent stresses are linearly proportional to mean strain rates’ as suggested by 
the idea of an eddy viscosity in addition to molecular viscosity was introduced by 
Boussinesq (1877) is still the cornerstone of most turbulence models.  
The idea of a mixing length for determining the eddy viscosity was introduced by 
Prandtl (1925). Taylor (1935) introduced formal statistical methods involving 
correlations, Fourier transforms and power spectra tools for the analysis of 
homogeneous isotropic turbulence and was the first researcher to utilize a more 
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advanced level of mathematical rigor. Some of the most important and most often 
quoted results of turbulence theory often referred to as the “K41 theory”, are found in 




law which leads directly to the inertial range of the energy spectrum the 𝐾
−5
3  decay 
rate and the 
4
5
 law for results of turbulence at high Reynolds numbers. Kolmogorov 
scale is an alternative name for dissipation scales. These scales were predicted 
based on dimensional analysis as part of the K41 theory. The  eddy viscosity which 
is dependent on turbulent kinetic energy was theorised by Prandtl (1945).  
In the late 1950s, mathematical methods from quantum field theory were used as part 
of new techniques to analyse turbulence as seen in the work of Kraichnan (1958). A 
deterministic solution to a simple model of the Navier-Stokes equations was 
presented by Lorenz (1963). The most important advances of the 1970s and 80s were 
the computational techniques as viewed from present day turbulence investigations. 
Large-eddy simulation (LES) as proposed by Deardorff (1970) was the first of these 
closely followed by Orszag and Patterson (1972) with the first direct numerical 
simulation (DNS). Launder and Spalding (1972) heralded the introduction of a wide 
range of Reynolds-averaged Navier– Stokes (RANS) approaches.  
The dynamic models of Germano et al (1991) and Piomelli (1993) for construction of 
the required subgrid-scale models are some of the new approaches being explored. 
Launder and Spalding (1972) have done the most in-depth work on two-equation 
models hence, Launder’s k −  model is the most widely used two-equation model. 
After some improvements were made to the k − , it was called the standard k −  by 
Launder and Sharma (1974). Kolmogorov (1942) proposed the first two-equation k − 
 model. Various improvements to the model by Saffman (1970), Wilcox and Alber 
(1972), Saffman and Wilcox (1974), Wilcox and Traci (1976), Wilcox and Rubesin 
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(1980) and Wilcox (1998), Speziale et al (1990), Menter (1992) and Peng et al (1997) 
have been made to the k −  model. Where integrating through the viscous sub layer 
and effects of adverse pressure gradient prediction is required, the k −  model sees 
its advantages over the k −  model.  
The analyses of laminar flow have been approached with different views by several 
researchers. The analysis of laminar flow in porous circular pipe by perturbation 
theory, in which flow parameters such as axial and radial velocity profile, skin friction, 
axial pressure and mass flow were considered, was conducted by Soundalgekar et 
al (1993). They discovered that with an increase in pressure gradient comes a 
decrease in skin friction while with an increase in pressure drop you also obtain an 
increase of mass flow. After studying laminar forced convection in a heated pipe 
subjected to a reciprocating flow, a numerical solution was generated by Zhao et al 
(1995). The four major heat transfer parameters associated with this problem, which 
are; the kinetic Reynolds number, Rω, the oscillation amplitude, Ao, the length to 
diameter ratio (L/D), and the Prandtl number of the fluid were included in the findings. 
As deduced from the results, when the kinetic Reynolds number, Rω, and oscillation 
amplitude, Ao increase, the average heat transfer rate increases. The reverse occurs 
with length to diameter ratio (L/D). The pressure drop in a flowing fluid through a 
channel with a porous wall is a function of wall permeability, channel dimension, axial 
position, and fluid properties (Karode., 2001). 
In the study of fluid mechanics, flow through the annular region is an important form 
of flow. In oil industries, the behaviour of fluid flow through the annular region has its 
great application hence its behaviour cannot be overstated. Therefore, with the help 
of Computational Fluid Dynamics (CFD), the effect the fluid flow geometry on the flow 
and losses encountered with this kind of flow will help in the effective design, 
parameters such as; the profiles of pressure drop, entrance length, axial and 
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tangential velocities, and the flow path prediction have been thoroughly investigated. 
According to Pereira1et al (2010), these variables are usually considered relevant for 
an understanding of well drilling mudflow and the particles transported by it.   
Laminar flow of water over an ice layer which is subjected to slip condition is used to 
analyse mass and heat transfer. A para- metric mathematical model is used to 
simulate the coupled heat and mass transfer events occurring in moving boundary, 
problem associated with a quasi-steady state steady flow process (Raoufpanah, 
2005) is used to analyse this problem. The simple algorithm is used to also 
numerically analyse vapour flow in a concentric annular heat pipe. The fluid flow and 
the heat transfer in the annular vapour space are simulated using the Navier-stoke 
equations while the finite volume approach is used to solve the governing equations. 
Nouri-Borujerdi and M. Layeghi, (2004) tell us that when compared to previous 
research works the results were in strong agreement in accuracy. Using a drift flux 
model, Nouri-Borujerdi et al (2010) carried out an analysis that predicts the critical 
mass flow rate, pressure, vapor quality, and void fraction in a capillary tube under 
critical condition. Some generalized correlation for predicting the flow properties as a 
function of the flow parameters and the capillary tube sizes under various critical 
conditions were developed by using the dimensional analysis by Buckingham’s π 
theory. An inlet pressure in the ranges of 0.8 ≤ Pinlet ≤ 1.5 MPa, the sub cooling 
temperature in the range of 0 ≤ ΔTsub ≤ 10 ̊C, the tube diameter is in the range of 
0.5≤D≤1.5mm and tube length is in the range of 1≤L ≤ 2m for water, ammonia, 
refrigerants R-12, R-22 and R- 134 as working fluids are some of the parameters 
used in this research. This study is of a great importance in the design of refrigeration 
system 
Another important area of fluid flow investigation is the behaviour of gas flowing in 
pipes. Compressible flow in gas pipeline was numerically modelled and subjected to 
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wall friction and heat transfer. The effects of heat on the pressure drop, temperature, 
and the mach number were also investigated using the result obtained from this study 
on a natural gas pipeline under different thermal condition. These are caused by the 
friction and the heat exchange changes Nouri-Borujerdi et al (2007). Fluids flow 
through smooth circular micro-channels with different diameter was studied using 
Numerical analysis air with slip boundary conditions and water with no slip boundary 
conditions were the two fluids considered. The finite volume approach was used to 
solve a combination of the momentum and energy equations. The dissipation term in 
the energy equation was considered due to the small dimensions of the micro-
channel. The results show that with the air as flowing fluid the pressure gradient is 
nonlinear along the micro-channel, while considering water as the flowing fluid and 
considering adiabatic boundary condition, the smaller the micro-channel the higher 
the velocity of flow, and an increase in the flow temperature would be observed, and 
the temperature increase is a linear function of the axial position (Nouri and A. 
Nabovati, 2008).  
Micro-channels with a partial semi-circular profile have also been used to analyse 
laminar flow. This work investigated fully developed laminar flow as a function of the 
circularity index, ĸ, which is the ratio of the radii along the curved surface to the radii 
along the flat surfaces of the partial semi-circular profile. A correction factor, K, to the 
Hagen-Poisuille could be determined, and was related to the circularity index. It was 
observed that, the level of wall shear stress, when normalized by the pressure drop 
per unit length, increased approximately linearly with increase in the circularity index, 
K (Federspie and I. Valenti, 2012). 
In the study carried out by Yang et al (1993), the finite difference numerical method 
is used to solve the full Navier-stokes for the modelled problem for fully developed 
flow in a curved pipe with arbitrary curvature ratio (the ratio of the pipe radius to the 
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pipe curvature), but in the study also put heat transfer into consideration by heating 
the pipes. The curvature ratio was varied in ranges from 0.1 to 0.9, while both the 
Reynolds Pradtl number were varied from 1 to 2000, and 0.7 to 300 respectively as 
opposed to previous studies which considered the curvature ratio in the ranges less 
than 0.3. A good correlation with the curvature ratio parameters, the Dean number 
(De) and the prandtl number and the friction ratio and the Nusselt number ratio was 
seen from the results.  
Brebbia et al. 1984 cited in (Sarbu and A. Iosif, 2009) tells us about another important 
approach to reduce the quantity of data necessary to solve the problems, which is 
very effective for the analysis of heat flux in the flowing fluid is boundary element 
method (BEM), which has a better advantage compared to finite difference or finite 
element method due to the fact that instead of full domain discretization, only the 
boundary is discretized into elements and internal point position can be freely defined. 
Dual reciprocity boundary element method (DRBEM) was used to analyse under 
constant heat flux boundary condition the laminar heat convection problem between 
two coaxial cylinders. This kind of numerical approach to fluid flow and heat transfer 
between two coaxial cylinders under different number of boundary elements has 
given a strong accuracy compared to other numerical tools (Sarbu and A. Iosif, 2009). 
Heat transfer in fluid flow has also been considered by focusing on the effect of fins 
which contributes to the rate of heat transfer. For both laminar and turbulent flow, 
internal fins were investigated as a function of number of fins present and as a 
function of the height of the fins in this study. The rsults as discussed by ucel and N. 
Dinler, 2006 show that for laminar flow it was discovered that the mean Nusselt 
number decreases and the friction factor increases as the number of fins increases, 
while for turbulent flow, both the mean Nusselt and friction factor increase but, for 
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increase in the height of the fins led to increase in friction factor for all Reynolds 
numbers selected. 
Cade et al, (2010), conducted a research study on fluid flow in another important form 
of pipe configuration, that is, elliptic cylindrical pipe detracting from most of the 
research works which have concentrated much on fluid flow in circular pipes. The 
fluid flow in elliptic cylindrical was investigated in the hydrodynamics entrance region 
in this study. The results derived from various flow parameters used are reliable and 
can be used to describe the behaviour of laminar flow in an elliptic cylindrical pipe. 
2.2 Review on swirl flow  
In a pipe flow, when both vortex and axial motions are combined with helical 
streamlines, the flow is said to be a swirl flow (Baker and Sayre, 1974). Where the 
swirl flow contains a tangential component of velocity, there is bound to be an 
increase in the velocity oscillations (Fokker, 2006, Algifri et al., 1988). According to 
Gupta et al, (1984), swirl flow can be majorly applied in furnaces, gas turbines and 
cyclones with the aim of enhancing heat transfer, better mixing, and better separation 
and so on. There are three general methods used to induce swirl flow;  
 
Figure 2.1:Types of swirl generation (Najafi et al., 2011) 
23 | P a g e  
 
From the image above, in a, the swirl flow is generated when the fluid flows through 
the rotational section and acquires a tangential momentum. Where fixed blades are 
mounted in the pipe at a specific angle as shown in b, and the fluid is introduced into 
the pipe, the angle at which the blades of the vane sits acts as an efficient constraint 
for determining the intensity of the swirl flow field. When the flow acquires a rotational 
momentum after being introduced into the conduit via a tangential inlet as shown in 
c, it also forms a swirl flow (Gouzhen, 2016). These are swirl generators which impart 
the flow with swirl when it goes through them and downstream of the generators, the 
flow has tangential velocity component known as the swirl velocity component. Kitoh 
(1991), suggests that most methods of swirl generation are correlated with the radial 
distribution of tangential velocities.  According to the radial distribution of tangential 
velocities, there are three different types of swirl (Steenbergen and Voskamp, 1998). 
 
Figure 2.2: Types of swirl and their classifications (Steenbergen and Voskamp, 1998). 
The first type as shown in figure 2is the concentrated vortex (CV) type of swirl 
in which the rotation occurs close to the pipe centre, solid body swirl types are 
characterised by almost uniform rotation while the wall jet (WJ) types see the 
concentration of angular momentum near the pipe wall (Steenbergen and Voskamp, 
1998).  
Non-circular cross section swirl inducing pipes which generate swirl when the flow 
passes through them including spiral ribs or fins located within the pipe (Robinson, 
1921, Yuille, 1927, Wolfe, 1967, Charles et al., 1971, Schriek et al., 1974), pipes with 
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rifles installed inside (Howard, 1939) and tubes with spiral grooves (Spanner, 1940) 
have also been studied in addition to the already stated three methods. Reduction in 
deposition of particles in pipes, heat exchanger augmentation, reduction in wear and 
tear of pipes. Power consumption efficiency and particle conveyance enhancement 
are some of the applications of swirl inducing conduits. Direct particle impact from 
flowing particles could give rise to damage and wear of the pipes which contain 
insertions or ribs and also create problems of cleaning and or fouling when used in 
food or beverage industries (Gouzhen, 2016). Swirl induction in helically shaped pipes 
can be tracked back to 1993 when there was an idea suggested by jones to solve the 
issue of low velocity particles settling in the pipe by giving a helical profile to promote 
suspension (Jones, 1997). Raylor (1998), Ganeshalingham (2002), Tonkin (2004), 
Ariyaratne (2005) and Fokeer (2006) also went on to investigate Jones idea.  In this 
thesis, the pipes investigation which induce swirl do not make use of ribs, fins or 
vanes within them. The physics of flow in the fluid which creates swirl is however 
induced by the fluid flow geometrical shape of the swirl pipe through which the fluid 
flows.  
In 1998, Raylor carried out an experimental investigation which has its basis on the 
improving the efficiency of marine boilers using swirl pipes. He however just focused 
on sing the swirl flow generated to reduce wear and enhance the flow of fluid through 
a bend (Raylor, 1998).  Various pipes shapes and their swirl induced flow fields were 
examined by Raylor using commercial CFD software fluent. In a geodesic pipe as 
suggested by Raylor, the swirl produced, and pressure drop created increased when 
the pitch to diameter ratio reduces. The simulation results were tested using a mixture 
of water and plastic beads in an experimental rig. It was concluded from he’s tests 
and simulation that the swirly flow pipe when compared to a standard pipe, increased 
the drop-in pressure along the pipe length. There was less pressure drop across the 
pipe bend due to swirl flow induced by the swirly-flo pipe in comparison to the non-
swirl induced flow of water and plastic beads. The problem of wear in the pipe bend 
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could be solved as there was a more uniform distribution of particles throughout the 
bend due to the swirl induced flow before the bend (Gouzhen, 2016). The distance 
the rib travels axially as it rotates through a 360-degree angle, is known as the pitch. 
A defining basis Raylor used to define the pitch of his swirl inducing pipe.  A very 
important parameter which defines the properties of a swirl inducing pipe is the pitch 
to diameter ratio (P: D) (Singh and Charles, 1976).  
In 2002, using results obtained from Particle Image Velocimetry (PIV), Electrical 
Resistance Tomography (ERT) and, measurements of pressure, Ganeshalingham 
validated the CFD code used in the swirly-Flo pipe study carried out by Raylor 
(Ganeshalingam, 2002). From the study of the radial distribution of tangential 
velocities experiences after the device induces swirl flow, it was found that the results 
were in accordance to the wall jet swirl type as classified by Steenbergen and 
Voskamp (1998) based on the tangential velocities’ radial distribution. For flows with 
a higher Reynolds number, it was also discovered that the decay of swirl downstream 
of the swirl inducing devices was faster as inferred form CFD results.  Further 
optimisation of the swirl pipe using computational fluid dynamics which was aimed at 
solid mixture flows was carried out by Ganeshalingam. After testing various cross 
sections which included squares, triangles, pentagons and hexagons, he found out 
that the corss section with 4 lobes has the most effective swirl generation as 
compared to the others. A pitch to diameter ratio of 8 for a 400mm length of pipe was 
recommended by Ganeshalingam. 
The application of the swirl pipe when pumping an array of fluid and or fluid particle 
mixtures through various pipe configurations was investigated by Tonkin in 2004. 
Using fluid mixtures such as coal and water, sand and water or magnetite and water 
slurries, each varying in particle size, the effect of induced swirl from the swirl pipe 
was studied experimentally. There was greater improvement noticed in the mixtures 
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which were denser slurries and has higher concentrations from the results and also 
more rapid swirl decay was experienced in the slurries with denser particles (Tonkin, 
2004). The application of swirl induced into non-Newtonian which are also considered 
as shear thinning fluids was also researched into by Tonkin. The research made use 
of a fluid flow independent of time and with a stable rheology which would not be 
affected by pumping time.  The fluid chosen was carboxymethyl cellulose (CMC) 
(Guozhen, 2016). The test involved measuring the axial and tangential velocity which 
occurred in the water and CMC mixture downstream of the swirl inducing pipe using 
Particle Image Velocimetry (PIV). The results of the experiment showed that the 
increase in tangential velocity was negligible in higher viscous fluid in the laminar flow 
regime while there was generation of a significant velocity in the tangential direction 
when water in the turbulent flow regime was pumped through the pipe.  
Further optimisation of the swirl inducing pipe using computational fluid dynamics to 
simulate single phase flow and validating the results with experimental pressure drop 
measurements, was carried out by Ariyaratne, who decided to add some extra pipe 
length in front of and behind the swirl inducing section. He called this the transition 
pipe length (Ariyaratne, 2005). The gradual transition of the flow from the entry length 
before the swirl inducing pipe to the exit length after the swirl has been induced was 
found to reduce the loss in pressure and also reduce swirl decay. The optimum setting 
for this configuration was seen to be a beta (β) type transition with an n=0.5 multiplier 
for the geometries tested. There is a gradual change in shape from circular to 4 lobed 
as shown in the figure below, the areas and cross section are kept constant, the pitch 
to diameter ratio is still 8 and each lobe rotates by 90 degrees for each 100 mm length 
of pipe section (Guozhen, 2016). As recommended by Ariyaratne, the swirl inducing 
pipe should be integrated with an entry and exit length as it showed to increase the 
efficiency of swirl and decrease the pressure losses which occurred due to a sudden 
change in flow geometry and hence decrease the energy costs. After carrying out 
slurry testing, it was also discovered that as opposed to the solid particles dragging 
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along the base of the pipe, the induced swirl created room for better particle 
dissemination thus reducing erosion which occurred locally and enabling better 
operation at low velocities without blockages.  
A lean phase of particulate suspension in air along a horizontal pipe section was used 
to test a three-lobed helix pipe using high speed photography, particle Image velocity 
(PIV), laser Doppler Anemometry and computational fluid dynamics for the 
application of geometrically induced swirl and its effect on the air flow behaviour 
(Fokeer, 2006). The air only flow and lean pneumatic flow are imparted with jet type 
swirl which has both velocity and momentum which changes from axial to tangential 
closer to the wall. The results showed that downstream of the swirl pipe, the swirl 
decayed proportionally and inversely to the flow’s Reynolds number. The increase in 
pressure drop was seen to increase when there is an increase in particles to a swirl 
flow and to be proportional to the increase in the Reynolds number.  
 
2.2.1 Review of Computational Fluid Dynamics (CFD) regarding Swirl flow 
Kitoh (1991) tells us about the turbulence of swirl flow which is caused by the 
anisotropy in stress and the dissipation tensor which leads to a high anisotropic eddy 
viscosity. Turbulence is an important factor when modelling swirl flow because the 
flow can be characterised by the fluctuation in space and time of both velocity and 
pressure (Bhaskaran and Collins, 2003). Using the Reynolds-averaged Navier Stokes 
(RANS) equations and assuming the standard K-ε model for turbulence and its 
variations which include the k–ε model, realizable k–ε model and the Renormalization 
Group (RNG), a host of researchers have made an effort to scrutinize swirl flow and 
its properties. The time averaged flow equations of the Reynolds stresses are as a 
result of the Navier stokes equations being time average in the Reynolds-averaged 
Navier Stokes (RANS) method. Classical turbulence models such as the K-ε models 
are used to model the Reynolds stresses (H.K.Versteeg and W.Malalasekera, 2010). 
Two transport equations which include the turbulent kinetic energy, k and the rate of 
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dissipation ε are solved by the standard k- ε model. The results achieved are then 
used to solve the Reynolds averaged Navier-Stokes equations by solving for the 
turbulent viscosity, μt (ANSYS, 2011).  
The applicability of the k-ε model regarding flow swirl along a twisted tape which was 
used to create swirl flow and increase the surface transfer coefficient, was examined 
by Launder and Spalding (1974). Because the turbulent viscosity of the field of fluid 
flow strain might have become very anisotropic, there wasn’t sufficient agreement 
with the results. It was also debated that due to the anisotropic nature of swirl flow 
and its eddy viscosity components, the k-ε model and its higher order Reynolds stress 
model derivative modifications would be incapable of axial and tangential velocity 
profile prediction (Kobayashi and Yoda, 1987). Nejad et al (1989) also reported the 
inability pf the k-ε model to accurately solve the velocity field in swirl effected flows. 
The inability of the k-ε models to accurately solve swirl flow and predict its effects 
such as the axial and mean velocity which are rotationally dependent and the swirl 
velocity, which is relative to the rotating pipe, with conventional near wall treatment 
was emphasised by Speziale et al (2000). He however also stated that when a more 
sophisticated near wall treatment which predicts non-zero τrθ Reynolds shear stress 
is applied to a model, the tradition two model equations could be used to forecast the 
behaviour and properties of swirl. This can only be applied to flows with high Reynolds 
numbers.  
In 1998, it was proved that the K-ε model could be used to describe weak swirl flow 
by Bali. Using a propeller type swirl generator, the tangential velocity component is 
imparted into the air flow to create a pneumatic swirling flow. Good agreements were 
found between both numerical and experimental distributions of axial and tangential 
velocities (Gouzhen, 2016). Ganeshalingham (2002) also examined weak swirling 
flows which were caused using the swirly flow pipe using the standard k-ε model. 
After solving computationally and comparing results obtained from the standard k-ε 
model, the realizable k-ε model, RNG k-ε model and the Reynolds stress Model 
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(RSM), Ganeshalingham concluded that the results obtained from the realizable k-ε 
model, RNG k-ε model and the Reynolds stress Model (RSM), displayed substantial 
improvement as opposed to the standard k-ε model where streamlined curvature and 
rotations are key features of the flow. The substantial improvement Ganeshalingham 
talks about is not substantial enough when the extra computational time is 
considered. 
Ariyaratne (2005) and Fokeer (2006) also drew similar conclusions from their studies. 
Due to the large number of experiments he had to study, Ariyaratne (2005) used the 
standard k-ε model for his initial work.  Similarly, the standard k-ε model was used to 
derive a starting point solution by Fokeer (2006) before aiming to improve results by 
using the Reynolds Stress Model. ANSYS (2011) details some of the limitations of 
the standard k-ε model as follows;  
• When all Reynolds stresses are of the same order i.e. isotropic eddy viscosity, 
the standard k-ε model is valid. This goes to say that the standard k-ε model 
is not accurate where the eddy viscosity is not isotropic.  
• Its application is limited to flows with high Reynolds number.  
• The constants used in the k and ε transport equations are obtained from 
measurements thereby making the model semi-empirical.  
• Wall function is used to accomplish near wall treatment.  
The standard k-ε model has its robustness, economy and realistic precision of its 
results which can be applied to a wide range of flows in the turbulent regime as some 
of its advantages in industrial flow numerical analysis.  
The swirl decay rate trend and the factors which affect the rate of decay for turbulent 
swirl flows were examined by Najafi et al (2011). A rotating honeycomb which 
produces solid body rotation is placed at the inlet of a pipe and is used to generate 
the swirling flow. Some of the turbulent flows studied were considered to have an 
anisotropic viscosity as they often had swirl numbers as high as 0.6 (Kitoh, 1991). 
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This formed the basis for Najafi et al’s use of the Reynolds Stress Model (RSM) which 
according to (Najafi et al., 2005, Spall and Ashby, 2010), was the most reliable 
turbulence model. After validating the results obtained with experimental data and 
mathematical relations, the results were seen to conform. Solving the transport 
equations for Reynolds stresses in conjunction with the dissipation rate equations 
close the Reynolds-averaged Navier Stokes equations. This means that in the case 
of 3 dimensional flows, seven addition transport equations would be necessary 
(ANSYS, 2011). H.K.Versteeg and W.Malalasekera (2010) help us to identify the pros 
and cons of using the Reynolds Stress Model.  
Pros: 
• It is one of the most common of the classical turbulence models 
• The only conditions required are the initial or boundary conditions 
• For many complex flows which include wall jets, asymmetric channel and non-
circular ducts and curved flows, the Reynolds Stress Model can be used to 
provide very accurate results of mean flow properties and Reynolds stresses.  
Cons: 
• Seven additional partial differentiation equations need to be solved when 
using this model hence it required extra computational requirements and 
costs.  
• The Reynolds Stress Model has not been as extensively validated as the k-ε 
model. 
• When it comes to flows which involve axisymmetric jets and unconfined 
recirculating flows, due to similar problems, the Reynolds Stress Model 
performs almost as poorly as the k-ε model.  
 
The use of the RNG k-ε model, realizable k-ε model, or Reynolds stress model which 
are some of the more advanced models is strongly recommended by ANSYS 
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FLUENT (ANSYS, 2011) for solving the significant amount of swirl occurring in 
turbulent flows. The swirl number is used to determine the strength of a swirl flow and 
this also governs the choice of model to be used. The realizable k-ε model and the 
RNG k-ε model provide improved results for swirl flows with moderate strength (S < 
0.5) as opposed to the standard k-ε model. Once the swirl number is stronger and 
ranges between (S > 0.5), the Reynolds stress model (RSM) is highly recommended 
(Gouzhen, 2016).  
Large eddy simulations are becoming more and more popular for solving industrial 
simulations due to the increase computational power over the years. The Reynolds 
averaged Navier-Stokes (RANS) equations methods is however still the preferred 
method in the industry. According to H.K.Versteeg and W.Malalasekera, (2010) , the 
fact that the large eddy simulation methods directly resolves the large turbulent 
structures and models solely the influence of sub grid scales on the eddies which 
have been resolved, makes it more superior than the RANS method. If the resolution 
of the large-scale eddies is very important or when there is the need for flow variation 
or turbulent fluctuations, the LES has a chance for improved accuracy. Subsonic 
turbulent flow between the swirl generator blades was simulated using the large Eddy 
Simulation method by Conway et al. (2000). The LES captured the time dependent 
structures which are associated with the wake of the blades and the time dependent 
vortices which occur due to the surface curvature of the blades.  
 
2.3 Review on Inflow Control 
All current inflow control devices or valves are all based on restriction principles which 
create a pressure drop. A difference in pressure between the inlet and outlet ports of 
a device must exist for flow to pass through it. The pressure differential, also denoted 
as pressure drop or P is the difference between the pressure that goes into the 
device and the pressure that comes out in pounds per square inch, Psi or kilo Pascal, 
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KPa. This pressure drop is greatly influenced by how much resistance the device 
poses to flow. Due to the length of the horizontal well, there are three different 
pressure drops that govern the fluid flow in the well.  
1. The drawdown pressure, which controls the flow capacity in the reservoir and 
other parameters such as permeability and fluid viscosity as stated in the radial 
flow equation. 
2. The pressure differential experienced along the horizontal tubing which is a 
function of the cumulative flow through the production conduit causes coning at 
the heel of the reservoir. High capacity wells experience laminar flow which is 
viscosity dependent at the toe. When an increase in flow occurs towards the 
heel, the flow tends to become density dependent which is turbulent flow. The 
plot of the flow rate and the pressure differential is non-linear and experiences 
variations with various degrees of depletion.  
3. The Inflow control device also generates its own pressure drop and this value 
is very important 
The flow in the horizontal well can simply be shown as: 
P Q for Laminar flow and  
P Q2 for Turbulent flow 
Where:   = fluid density,  = fluid viscosity, Q = fluid flow rate  
 
2.3.1 ICD Technology  
Inflow Control device (ICD) technology also known as passive flow control devices 
owing to their torpid flow control nature, were initially developed in the early 1990s to 
tackle the problem of water and/or gas breakthrough of copious horizontal wells. The 
device was initially designed to equalize flux (rate of flow per unit length) along the 
length of the horizontal well in its entirety and makes use of choke mechanisms to 
choke flux in the heel region (Krasnov et al., 2012) They are installed at regular 
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intervals in order to crease a pressure differential. This ideology was since assuming 
a level of choke which is proportional to the rate of flow, the ICD should inevitably 
produce a more uniform flow profile. The pressure differential through the Inflow 
Control device is subject to change depending on the nature of fluid flowing through 
it and the choke mechanism parameters. It must however be noted that the choke 
mechanism cannot be adjusted any further once the Inflow control device has been 
fitted in the wellbore. Once coning which leads to water and/or gas breakthrough 
occurs in the oil well, ICDs do not possess the capability to alter or stop the inflow of 
the undesirable fluid at the point of influx (AlKhelaiwi, 2013). A more appropriate term 
used to describe ICDs would be proactive ICD and this is because once they are 
installed in the early days of the well’s life cycle, they are only able to influence and 
control the wells inflow profile prior to water and/or gas breakthrough. The effect of 
this is simple, the flow is now influenced by both Darcy and choke. However, during 
depletion the change in pressure may lead to uneven flow. Bernoulli’s equation, which 
is valid for all tubular flow with restrictions, controls the flow at the nozzle. Designs 
have progressed from ICDs to AICDs to ICVs and then AICVs. All mentioned designs 
are therefore governed by this law, Bernoulli’s equation.  
2.3.1.1 Nozzle-type ICDs 
Nozzle-type ICDs 
 
Figure 2.3: Nozzle-Type ICDs (Shevchenko, 2013) 
These are self-regulating inflow control devices which are usually designed using a 
ratio of the pressure drop at the inlet of the device as is governed by the Bernoulli 
equation to the average drawdown pressure of the formation which is governed by 
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Darcy’s equation. When this ratio is close to unity, the device can be said to be 
autonomous. Some types of the nozzle type ICD are ResFlowTM, ResInjectTM, 
FloMatik-SubTM and FloRightTM produced by Reslink which a subsidiary of 
Schlumberger and Flotech which is a Tendeka subsidiary. The nozzle-type inflow 
control devices are used completion components as well. This means that even with 
the variations in permeability of the wellbore, every joint where an Inflow control 
device is located behave independently of the local heterogeneity and fluid type which 
changes with time. The former occurs due to compaction and well subsidence while 
the latter occurs as a result of second phase fluid influx into the wellbore.  
The pressure drops caused by the nozzle type ICD is based on the rate of flow of the 
formation fluids as they pass through the restricting orifices either into a housing 
outside the base pipe or within the base pipe itself. According to Bernoulli’s principle, 
the pressure drop through an orifice increases as the square of the fluid flow velocity, 
the fluid flow velocity also increases as the orifice diameter increases. Fluid such as 
water and gas have a lower viscosity than oil, hence when they flow into the wellbore 
through high-permeability interval streaks at higher velocities because they are more 
mobile, there is an increase in backpressure at the point of ingress. This prevents 
water or gas from reaching the wellbore before or with oil reserves in less permeable 
areas of the formation. Designed based on the ratios stated above previously, are 
simple and effective in horizontal wells with relatively high production indexes and 
minimum restriction of flow. To improve flow in the wellbore and ensure uniformity, 
there must be uniform distribution of nozzle type inflow control devices of the same 
number and size along the well from toe to heel and this helps to counter the heel toe 
effect (Shevchenko, 2013). These kind of ICDs are sensitive to the density and the 
square of the velocity of the fluid passing through the ICD. 
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Figure 2.4:Reslink: ResFlowTM Nozzle-type ICD 
The Reslink ICDs for well production, ResFlowTM shown in figure 2.4 above is different 
form the ones intended for well injection, ResInjectTM shown in figure 2.6 below. In the 
production ICD, the nozzles are grooved into the base pipe while they are embedded 
in a jacket around the base pipe in injection design. 
 
Figure 2.5: Reslink: ResInjectTM Nozzle-type ICD 
There is also a difference between the Flotech FloMatikTM and the FloRightTM design. 
The design of the FloMatikTM aligns its application to a consolidated formation 
because it enables flow to go directly into the nozzle without a screen or filter. On the 
other hand, the FloRightTM possesses a stand-alone screen before the chamber and 
then check valves within each nozzle to prevent back flow.  
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Figure 2.6: Flotech FloMatik-SubTM nozzle-type ICD 
2.3.1.2 Helical-type ICDs 
These are inflow control devices developed by baker oil tools (Production 
EqualizerTM) and they are based on helical channels which have a set length and 
diameter. The differential pressure caused by the friction the fluid experiences against 
the surface of the channel when flowing through it is dependent on properties of the 
fluid and the rate at which it flows through the channel. This characteristic means that 
the device is viscosity dependent and this may result in inefficient operation because 
there can be breakthrough streaks in regions of the wellbore where production oil has 
a lower viscosity due to entrained water and gas.  The pressure drop is distributed 
along a longer channel path when passing through these ICDs due to the fluid will 
changing direction. This kind of ICD is supposed to have enough length, typically 120 
inches to create enough pressure drop (Torbergsen, 2010).  
 
 
Figure 2.7: helical-channel type ICD (Shevchenko, 2013) 
The ICD operation is based on the Poiseuille’s Law, . As the fluid flows through the 
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        (2.1) 
Labyrinth Channel-Type ICDs 
The labyrinth channel type ICD is also a type of channel inflow control device. It uses 
a labyrinth channel to produce a flow resistance. Formation fluids flow through a 
screen and then into the device chamber where it is met by the labyrinth channel. The 
length and diameter of the channel is specially designed to generate the required 
pressure drop at a specified rate of flow. The pressure differential created by this 
device in a perfectly horizontal well is dependent on the viscosity and flow rate of the 
fluids rather than their densities. The advantage of this dependence is that the device 
has a low change of experiencing erosion however, where the oil and water flow forms 
an emulsion mixture, the fluid viscosity changes and the pressure drop is affected.  
The pressure drop in both channel type ICD devices occurs over a greater distance 
when compared to the slot, nozzle and orifice-type inflow control devices due to their 
design. This means that the fluid viscosity plays a greater role and when the fluid 
type, phase, pressure or temperature changes or an emulsion is formed due to break 
through the device is ineffective.  
2.3.1.3 Slot-type ICDs 
The Slot-type ICD (Hybrid EqualizerTM) is a modified version of the helical channel 
the inflow control device which was developed by Baker Oil tools to minimise the 
dependence of the pressure differential of channel type ICDs on fluid viscosity. The 
slot type ICD exhibits multi choke flow characteristics also generates pressure drops 
within the same range as the helical channel type. The Slot type ICD was produced 
in two designs: 
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Figure 2.8: Slot-type ICD, Circular disc design 
A circular disc design, in which the number of stages or discs installed in the ICD 
chamber determines the pressure drop across the entire device. Each disc or stage 
contains two slots of a pre-determined size. This causes a pressure to drop to occur 
at the specified flow rates.   
 
Figure 2.9: Slot-type ICD, Quadrant division design (source: Alkhelaiwi, 2013) 
The second design has 4 quadrant divisions in the chamber, each of these divisions 
a designed to impose a specific pressure differential at a specific flow rate. When a 
pressure differential is required, the number of stages within each quadrant can be 
varied. This means that an increase in number of stages gives rise to an increase in 
pressure drop. This design is thought to be the least dependent on fluid viscosity.  
 
2.3.1.4 Orifice-type ICDs (FloRegTM and FluxRiteTM)  
These devices mode of operation is like that of a nozzle type inflow control device. 
They are manufactured by both weatherford (FloRegTM) and Schlumberger 
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(FluxRiteTM) the orifices which are inserted into a jacket around a base pipe or an 
annular chamber on a standard oilfield tubular on the device are of a known diameter, 
hence back pressure can be generated by adjusting the number of the orifices and 
therefore their flow characteristics. Reservoir fluid flows through a sand screen and 
into a flow chamber after which, it moves through parallel tubes in the production 
string. This device is also reliant on friction to create a pressure differential which is 
dependent on the tube length and internal diameter. Both orifice ICD types have the 
same orifice sizes however, to achieve the desired pressure differential, the number 
of open orifices can easily be reduced by plugging or unplugging orifices on the well 
site.  
 
Figure 2.10: FloRegTM orifice-type ICD (Birchenko, 2010) 
2.3.2 Autonomous Inflow Control Devices (AICD) 
The year 2010 saw the start of AICD development. Five designs have come up so 
far. An AICD combines the passive section of an ICD with an active section. Buoyancy 
is a concept used in three of these valves to design the active sections which open 
and shut. In the fourth design, the opening and shitting of the valve is controlled by 
an osmosis-based swelling material. The final design used a hydro cyclone 
mechanism to control the influx of water and gas into the wellbore based on viscosity 
changes.  
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The autonomous Inflow Control Devices are classes into two: 
1. Those triggered by the presence of water, these AICDs assist the well outflow 
performance by using the restriction principle to prevent inflow of water into 
the well until it ceases to flow. They also exert large pressure differentials 
which could potentially reduce the productivity of the well.   
 
2. Those triggered by the presence of gas. These devices work by limiting the 
amount of free gas that flows through the wellbore, but this may affect the use 
of the well for gas production soon.  
2.3.2.1 Flapper-type AICD  
This device is used as a means of controlling flow from the channel ICD chamber to 
the inner section of the case. When the density of the production fluid is equal to the 
oil density, the flapper is designed to remain open. The reverse is the case when the 
fluid density decreases due to influx of gas, the flapper closes. The design makes use 
of a counterweight opposite the flapper and the rate at which the flapper closes can 
be controlled by changing the mass of the counterweight. As the completion runs in 
the wellbore, the flapper is orientated using a gravity ring. The rubber seal placed 
behind the gravity ring expands slowly when it comes in contact with formation fluids. 
This completely seals the device in place when it lands in its finial position. 
A bypass orifice is incorporated into the valve design to allow for continuous back 
pressure build up in order to ensure oil production continues from the other screen 
joints. This orifice allows for slow gas bleed off enabling the device to reopen when 
the gas cone regresses ensuring maximum oil production. Orientating the AICD 
flapper to 180O from the gas sensitive device enables it control water production or 
both water and gas control. The flapper is lifted to the shut position by the denser fluid 
which stops the influx of water.  
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2.3.2.2 Ball-type AICD  
Easywell solutions, a Halliburton subsidiary provides the ball-type AICD also known 
as the Oil SelectorTM. The operation of the ball type AICD is like that of the flapper 
type in the sense that they are both dependent on fluid density which they use to 
create buoyancy which activates the valve. The difference between the two designs 
is that the shut off active nozzles that control the flow from the AICD chamber to the 
inner section of the casing in the ball-type AICD are made from metal balls. To create 
a specific pressure, drop, the nozzles can be adjusted to create a restriction or be 
large enough to allow flow and create slight restriction.  
During oil production, the balls lay at the bottom of the device in a water control AICD. 
As the water cut increases, the density of the fluid produced increases and this 
causes the balls to rise to the top and shut the valves one at a time. Figure 2.12 below 
shows the water autonomous valve for an oil Selector TM. We see the balls at the 
bottom of the device and then how they start to rise when there is an influx of water.  
 
Figure 2.11:Oil Selector TM Autonomous water Valve 
When it comes to gas control, oil floating balls are used. This enables them to float in 
the oil phase due to their density. When there in an influx of gas, the density of the 
fluid reduces and this in turn causes the balls to slowly sink to the bottom and plug 
the nozzles thereby preventing gas breakthrough.  In order to maintain high 
production rates, the valve is designed with by-pass valves which allow up to 20 per 
cent of the total flow area. This is used to ensure the pressure differential across the 
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completion is maintained and the balls are held in their shut-in position whenever fluid 
is flowing. The device is only rest to its open position by shutting-in the well. Figure 
2.13 below shows an example of the valve.   
 
Figure 2.12: Oil Selector TM Autonomous Gas valve 
  
2.3.2.3 Swellable-type AICD  
Statoil has developed the Swellable-type AICD to curb the influx of water into the well 
bore. It makes use of the principle of thermodynamic adsorption or osmosis. The 
device senses the change in properties of the flowing fluid depending on the swellable 
material. When there is an inflow of water, the swellable membrane expands and 
forces an inner plate which contains spiral flow paths to firstly reduce the flow area 
which in turn restricts the fluids flow path. Where a specific pressure differential is 
required, the spiral fluid flow path can be designed to equalize the influx along the 
wellbore. Where efficient water flow restriction is required, multiple devices must be 
installed in a screen joint.  
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2.3.2.4 Disc-type AICD  
 
Figure 2.13: Disc type AICD (Halvorsen, et al., 2012) 
The disc type AICD as shown in figure 2.14, was also introduced by Statoil is used to 
control gas inflow. The fluid flow area is reduced by a spring which imposes a specific 
pressure on a movable disc based on the fluid properties. The disc is maintained in 
the open position as the liquid flows through the device. The valve shuts off influx of 
gas when there is excess back pressure on the disc. The desired flow restriction is 
achieved by using a particular number of devices in the screen joint. In this device, 
the pressure differential is imposed by controlling the flow opening area of the device. 
This helps equalize the inflow of gas into the horizontal wellbore.   
2.3.2.5 Remote-type AICD  
The AICD device and its specific sleeve are controlled by Radio Frequency 
Identification, RFID. It is provided by petro well and consists of an RFID frequency 
detector and reader, a hydraulic pump, sleeve and power source. The opening and 
closing of the sleeve to prevent influx of unwanted fluids is controlled by a small chip 
which is programmed with instructions and then sent into the well to pass through the 
RFID reader. The instructions sent down are decoded by the reader and then an 
action is initiated. A downhole power source or battery is used to power the hydraulic 
pump which controls the sleeve installed on the inner side of the base pipe. Once an 
ingress of water or gas is detected, the sleeve can be actuated by the operator. This 
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sleeve isolates the path of flow between the ICD chamber and the inner section of 
the production tube. Remote control of the device has a greater advantage; however, 
the device does not respond automatically to the inflow of unwanted fluids. The device 
is also limited as it requires electric power for both signal receiver and sleeve 
actuation and the battery operation of the hydraulic pump limits the operational life to 
a 2-year maximum. The solution to this is a downhole power generator.  
2.3.3 Inflow Control Valves (ICVs)  
Inflow control valves are active flow control devices which offer a proactive and 
reactive control of flow. Well dynamics, baker oil tools, Weatherford and 
Schlumberger have provided this technology since the 1990s. Inflow control valve 
control can either be remote, wireless or entirely autonomous. Those that are 
controlled remotely using hydraulic or electrohydraulic actuation make use of either 
control lines or just send wireless signals from the surface. The other ICVs which are 
wirelessly actuated make use of radio frequency identification technology to convey 
information back and forth between the surface and the inflow control valve. ICVs 
which have preset actions and either programmed before or after installation. These 
preset actions are programmed into the module directly linked to the actuation system 
of the ICV.  
 
2.3.3.1 Discrete-positions ICV (DP-ICV) 
The device, Discrete-positions ICV is electric, hydraulic or electro-hydraulically 
actuated. It can have between 2 and 12 openings which are selected to permit 
efficient control of fluid breakthrough, ranging from fully open to fully closed. For best 
results when controlling gas breakthrough, most of the openings are relatively small 
with only 2 or 3 large ones while to control water breakthrough, the openings are even 
spaced between open and closed positions.  
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2.3.3.2 Variable-positions ICV (VP-ICV)  
This valve has a limited application as compare to the Discrete-positions ICV because 
it is less reliable and much more expensive. It is controlled using electrical actuation 
and can have any desired size opening.  
2.3.3.3 Control Line-free ICVs (CLF-ICV)  
Control line-free ICVs are developed by Petrowell. They required a battery powered 
hydraulic pump to actuate the valve to either open or closed based on the instruction 
conveyed through a tiny electronic chip which contains instructions for the ICV known 
as an RFID. The chips are sent down through the RFID reader which interprets the 
instruction and then starts ICV actuation. This valve is better than the Discrete-
positions ICV and the variable Positions ICV because they require control lines of the 
value N + 1 (where n is the number of ICVs). This therefore limits ICV installation on 
the mother bore to a value of six.  
2.3.4 Autonomous-ICV (AICV)  
This device, Autonomous-ICV is developed by Saudi Aramco, Schlumberger and 
Halliburton-well dynamics to curb both water and gas breakthrough. It uses Electrode 
Array Resistivity (ERA) sensors which detect and monitor the approaching water or 
gas front, for phase identification. Only one control line is required per well to power 
the ICVs hence there is more room to install more inflow control valves in a multi 
branched well. It has also overcome the short range for signal travel and power 
transmission that other systems which are free from control lines experience.  
 
2.3.4.1 BECH constant flow control valve  
This flow control valve attempts to overcome the lack in the other designs. It provides 
flow at a constant rate despite the state of pressures in the wellbore. This means that 
the flow rate in the wellbore remains constant, preventing water breakthrough until 
the well completes its life cycle. This is a constant flow controller. There are two 
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different designs for the Bech constant flow control valve however they since they 
both aim for constant flow control; they both possess a flow adjustment mechanism. 
This can either be a screw, needle or obtaining the desired rate of flow by plugging 
several nozzles. This is known as a flow set point. The flow goes into a chamber 
which due to the floe set point or restrictions, has a lower pressure. Then a 
compensation part which is usually a spring-loaded membrane or piston which is 
connected to a needle is controlled by the varying pressure from the reservoir to the 
production tubing. The movement of the piston is in accordance with the pressure 
such that it ensures constant flow through the nozzle and into the production tubing.  
 
Figure 2.14:Two Bech flow control designs. The top one has a membrane while the 
bottom uses a piston. 
The design above which uses just a membrane must have a spring to mimic the piston 
design. The valve is only fluid density sensitive and not fluid viscosity sensitive 
because from research, over the life cycle of a well, density is fairly constant while 
viscosity varies. Figure 2.16 below shows a prototype Bech flow control valve. The 
entire piston is oil filled and enclosed with two seals to avoid impurities going into the 
device.  
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Figure 2.15: Bech flow control valve prototype design 
 
2.3.4.2 Autonomous and Reversible Inflow Control Valve Review 
It separates flow based on the difference in pressure drop in a laminar flow restrictor 
as compared to a turbulent low restrictor. The pressure drop is dependent on the fluid 
properties and is proportional to the flow rate, V, fluid density,  and length of the well, 
L.  
 
Figure 2.16: Autonomous reversible Inflow Control Valve (Inflow Control, 2016) 
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In the AICV, two flow paths exist, the pilot flow path and the main flow path. Most of 
the fluid flowing through the AICV goes through the main flow path and the pilot path 
only sees about 1% of the total flow. Both paths end up at the outlet. A pressure 
sensitive piston is placed in the pilot path which shuts off liquid flowing into the main 
flow path. There are also laminar and turbulent flow elements in the pilot flow path. 
The viscosity of the fluid controls the pressure drop in the laminar flow element. 
Where there is high viscosity, the pressure drops created across the laminar flow 
element is high. This means that the net force which is the difference between the 
force (F1 = P1 x A1) the fluid exerts on the piston and the force (F2 = P2 x A2) acting 
upwards is positive hence the valve is open. Where the viscosity is low, the pressure 
drops created across the laminar element is low and the pressure in the chamber is 
high is high. In this case, the force F2 is greater than F1 hence and the net force is 
negative hence the valve closes. Where: P1 is the inlet pressure, P2 is the outlet 
pressure A1 is the area of the top surface of the piston and A2 is the area of the 
bottom surface of the piston. The inlet pressure, P1 is always greater than the outlet 
pressure, P2. The ratio A1:A2, is a design parameter whose optimum ratio is 
dependent on the properties of oil, water and gas.  
The components of the AICV are the locking ring, Filter, AICV inlet, Piston, Bushing, 
Bellow, Housing, Laminar Flow Element, Turbulent Flow Element, Base pipe, Sand 
screen, Inner sleeve and End cap. This case study will focus on the Laminar and 
turbulent flow elements, the geometry leading up to both elements and how the fluid 
flow geometry will affect the physics of flow.  
The laminar flow element is designed based on its application. It generates a pressure 
differential which is dependent linearly on the volumetric flow rate through the flow 
element and the flow viscosity according to Hagen-Poiseuille Law (LFE - LAMINAR 
FLOW ELEMENTS, 2015). It operates by flow division into several orifices or small 
diameters. This reduces the Reynolds number drastically and this ensures that 
laminar flow is maintained. Laminar flow elements are stable and repeatable as they 
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do not have any moving parts. The pressure drops created by the Laminar Floe 
Element is shown by the below equation:  
∆P =  
32𝜇𝑉𝐿
𝐷2
       (2.1) 
Where: P = differential pressure,  = Viscosity, V = velocity, L = Length of pipe, D = 
diameter of pipe 
 
Figure 2.17: Laminar and turbulent flow restrictors in Series 
Due to higher flow rate per unit area through the orifice, when the fluid leaves the 
laminar flow element, there is a higher rate of flow through the turbulent element 
which results in turbulent flow. The pressure differential in the chamber changes with 
reference to the fluid properties such as:  
• flow rate,  
• density of the fluid,  
• Inlet or outlet orifice sizes.  
The drop-in pressure for this section is depicted by the equation: 
∆P = K 
1
2 
 𝜌 𝑉2    (2.2) 
Where: P = differential pressure, K = Geometrical constant,  = density, V = velocity 
The AICV design has been mastered to the various states and oil types found in an 
oil reservoir. These include; Gas, Ultra-Light Oil, Light Oil, medium oil, Heavy oil and 
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Extra heavy oil (Wolfram, 2016). The initial problem faced by oil producing wells was 
the by production of Gas hence the valve was designed with intent to shut off gas 
production. However, in a gas producing well, where water production is an issue 
which will eventually lead to low recovery rates and or early shut down of the well, the 
use of Monoethylene Glycol (MEG) injection which involves the control of hydrates in 
subsea flow lines was a previous solution. The value derived from a producing well 
has been seen to be immense when water production is delayed or even stopped in 
its entirety and due to the reversibility of the autonomous inflow control valve, it is 
possible to have oil shut off instead and allow for sole gas production where the well 
is a gas producing one. 
2.4  Summary 
The chapter provides an in-depth discussion of the literature regarding different 
control devices used in oil pipes for its extraction. All the devices work on different 
fluid flow geometries that range from nozzle and flapper to helical and ball type 
as well as slot type to orifice. The aim of these different devices is to regulate the 
pressure drop along the length of the oil pipe to achieve a uniform flow profile 
leading to maximum extraction.    
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Chapter 3 Methodology 
3.1 Introduction  
Numerical analysis is a crucial element for a vast majority of engineering applications 
as it helps in virtually analysing the problem before physical implementation. This 
chapter presents the processes, concepts and theories that accentuate the methods 
and approaches used to collect data during this research. The techniques used in this 
research are based on theoretical approaches as they are characterised by physical 
phenomena and the principles of fluid flow. Correlation between the mathematical 
models in existence and numerical (CFD) and experimental work has also been 
presented.  
 
3.2 Computational Fluid Dynamics (CFD) methodology 
The process whereby computer-based simulations are used to scrutinize systems 
which involve flow, heat transfer or other phenomena associated with the previously 
mentioned, is known as Computational Fluid Dynamics, CFD. It is used for a wide 
range of industrial and non-industrial applications hence making it a very influential 
technique (H.K.Versteeg and W.Malalasekera, 2010). The ability to study systems 
where it is not possible to carry out experiments in a controlled environment, reduce 
the cost and time of creating new designs are some of the unique advantages CFD 
has over experimental investigations. The thesis employs the use of CFD in order to 
determine the effectiveness and usefulness of the geometrical cases to be modelled 
as it is very cost effective. The governing equations which represent mathematical 
statements of the conservation laws of physics are applied by the fundamental laws 
which govern fluid flow mechanics, laminar and turbulent included (H.K.Versteeg and 
W.Malalasekera, 2010, Bhaskaran and Collins, 2003). Some of these fundamental 
laws are; the fluid mass is conserved, according to newton’s second law, the sum of 
forces acting on a fluid particle is equal to the rate at which the momentum changes 
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and the first law of thermodynamics which dictates that the summation of the rate fop 
heat addiction to and the work done on a fluid particle must be equal to the rate of 
change of energy.  The continuity equation, the momentum equation and the energy 
equation, are jointly referred to as the Navier-Stokes Equations and are the three 
fundamental principles in their partial differentiation form. In this thesis, the 
momentum and continuity equations are used as the flow is isothermal.  
 
3.2.1 Experimental, Analytical and Numerical methods 
Experimental methods are usually a reliable way of predicting phenomenon that occur 
by gathering information and colleting measurements. It is a common way of 
gathering information on scaled equipment and transferring this to full-scale real-life 
applications (Dibyajyoti, 2017). This method is advantageous as the actual model can 
be used for experimental analysis, when the results obtained are accurate, they can 
be used to understand the phenomenon being tested or solved for and it gives the 
opportunity to derive statistics for future work. Its disadvantages lie in the fact that the 
actual prices of test equipment’s can sometimes be on the high end and using this 
method is time consuming and rigorous experiments have to be carried out to find out 
little changes. Analytical methods make use of mathematical models which are 
usually a set of differential equations to deduce a solution to the problem. It is also 
therefore known as the mathematical model. Its advantage is that it uses pre-defined 
differential equations while on the other hand, where too many assumptions and or 
simplifications are made, the validity of the solution is limited, and this puts this 
method at a great disadvantage. Numerical methods make use of computational 
power to determine the behaviour of physical properties on a model by using a set of 
defined differential equations. Physical properties from experimental data and pre-
defined set of equations are used to understand the behaviours and effects. The 
problem or model is broken down into discrete parts and each part is solved according 
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to the predefined set of equations. The numerical methods of discretization are 
divided into three categories (Dibyajyoti, 2017) 
.  
3.2.2 Finite Element Method (FEM), Finite Difference Method (FDM) and Finite Volume 
Method (FVM) 
 
The finite element method is a computational method that divides a Computer Aided 
Design model into simple geometrical shapes which are very small but finite sized. 
When these elements are grouped together, they make up a finite element mesh 
(Machine Design, 2016).  The year 1960 saw this method surface for analysis 
especially for structural dynamics problems. It is a beneficial method when compared 
to the finite difference method as it can handle complex geometries and use 
arbitraries on irregular shapes because it functions based on the weight residual 
method. The finite difference method is said to be the simplest method used to arrive 
at the discrete forms of differential equations. It can be used for very efficient solutions 
as it is typically defined on a regular grid. The derivatives are derived using the Taylor 
series in this method which is also the simplest way to apply differential equation to 
uniform grids therefore, it is highly unusual for it to be used for irregular CAD 
geometries but rather for regularly shaped rectangular or block shaped models (Peiró 
and Sherwin, 2005).  
The finite volume method has one similarity to the finite element method; this is the 
fact that they both divide the CAD model into simple geometrical shapes which are 
very small but finite sized. That being the only similarity, the finite volume method is 
very different from the finite element method. The first major difference is the concepts 
of elements in the finite element method which are referred to as cells in the finite 
volume method (Machine Design, 2016). This method is solely based on laws of 
conservations, stating that what goes into one cell on one side must leave the same 
cell on the other side. Based on this theory, a variety of flux conservation equations 
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which define certain parameters over the cells are formulated. The finite volume 
method has been seen to be very effective in solving fluid flow problems.  The finite 
volume method is the numerical method of choice for this research as the research 
is focused on mesh generation, fluid flow and its properties. 
 
3.2.3 Continuity equation for the conservation of mass 
The continuity equation for conservation of mass is used to ensure that the mass of 
fluid flowing into a control volume is equal to the amount flowing out of it and to ensure 
that the mass of fluid flow within the control volume is balanced. In Cartesian form for 
incompressible flows, the continuity equation is given by; 
𝜕𝜌
𝜕𝑡
+ ∇ . (𝜌?⃗? ) = 0   (3.1) 
𝜕𝜌
𝜕𝑡
 Represents the rate at which the mass changes with regards to time in an 
infinitesimal control volume, while the mass convection through the control volume is 
denoted by∇ . (𝜌?⃗? ). To ensure that the total force due to surface stresses and body 
forces which act in aligned direction with a chosen coordinate axis, are equal to the 
rate at which the momentum of fluid particles in a fluid flow change, Newton’s second 




+  𝜌 (𝑉⃗⃗⃗⃗  . ∇) ?⃗? =  𝜌𝑓 + (−∇𝑝 + ∇ . 𝜏𝑖𝑗)   (3.2) 
The rate at which momentum changes with time is represented by 
𝜕(𝜌?⃗? )
𝜕𝑡
 , the 
advection of momentum is described by𝜌 (𝑉⃗⃗⃗⃗  . ∇) ?⃗? , the body forces including 
gravitational and buoyant are represented by 𝜌𝑓  and the forces due to pressure and 
stress gradients on the fluid are represented by (−∇𝑝 + ∇ . 𝜏𝑖𝑗). It is not possible to 
generate a solution to most engineering problems because these partial differential 
equations cannot be resolved analytically. Therefore, through flow equation 
discretisation by approximate modelling which solves for turbulent motion statistical 
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characteristics, it is possible to generate numerical solutions. During numerical 
simulations, CFD strategy is to create a grid to replace the flow domain. Each flow 
variable is then solved at each of these grid points (Bhaskaran and Collins, 2003). 
The flow problem can be resolved through numerical simulation by using various 
iterative or direct solving methods or techniques once all boundary or initial conditions 
which relate to the specific problem at hand have been specified (Shaw, 1992). 
3.2.4 Turbulence modelling  
Above certain Reynolds numbers in engineering practice, instability can be noticed in 
all flows. The Reynolds number can be defined for pipe flows as 𝑅𝑒 =  
𝑈𝐷𝜌
𝜇
 where u is 
velocity, ρ is the density, and μ represents the viscosity. The flow is said to be 
turbulent at higher Reynolds numbers while at lower Reynolds numbers it is laminar 
flow. During turbulent flow, there are continuous fluctuations of pressure and velocity 
with time because of the chaotic and randomised motion experienced. A combination 
of vortex and axial motion are experienced during turbulent swirl flow and there is 
always an increase in velocity fluctuations die to the tangential velocity component 
which accompanies swirl flow (Fokeer, 2006, Algifri et al., 1988). Length and time 
scales which interact complexly and dynamically, range widely due to the presence 
of eddies in the flow. The development of a vast number of numerical methods which 
are grouped into three categories has been made possible to the important role 
turbulence plays in the engineering industry (H.K.Versteeg and W.Malalasekera, 
2010). The three categories are as follows;  
56 | P a g e  
 
 
Figure 3.1: Turbulence Models available to use in FLUENT (ANSYS, 2006) 
The Navier stokes equations are time averaged prior to the numerical methods 
being applied using this method. Due to the interactions between various turbulent 
fluctuations, extra terms such as the time averaged Reynolds stresses appear in 
the flow equations. The standard k-ε turbulence model, its variations and the 
Reynolds stress model are some of the most common of the classical turbulence 
models used to resolve the Reynolds stresses (Gouzhen, 2016). The effects 
turbulence has on mean flow and mean flow itself are predicted using this method. 
Over the last few years, this method of numerical simulation has been used widely 
in the industry as the resources it requires to solve and produce accurate results 
are not overbearing. When it comes to modelling of turbulent flows in steady state, 
RANS turbulence models are the only way to do that.  It is also the most widely 
used method in the industry due to the high interest in time averaged values, its 
simple post processing and shorter time for simulation as compared to other 
methods (Gouzhen, 2016). 
3.2.4.1 Large Eddy Simulation (LES) and Direct Numerical Simulation (DNS) 
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The behaviours of large eddies are tracked in this intermediate large eddy 
simulation method of resolving turbulence. The larger eddies are passed through 
filtered spaces while the smaller eddies are rejected during simulations run using 
this method. A smaller sub grid scale model is used to resolve the eddies which 
are smaller than the mesh size while the larger scale eddies are resolved in a 
portion of the domain. Somewhere between the RANS and DNS, Direct numerical 
Simulation methods, LES can be found. The resources required to carry out 
computational numerical simulations and storage of calculation results are very 
demanding due to the fact the LES method solves unsteady flow equations due 
to its unsteady nature. When unsteady results data is required of when the 
resolution of large eddies is very important, the accuracy of the LES method could 
potentially be improved.  Long run times and large volumes of data are generated 
from the higher resolution mesh grids and the small-time steps required to run an 
unsteady simulation thereby making this method very cost intensive 
computationally. All turbulent fluctuations in velocity and the mean flows are 
calculated using this method of simulation.  By using spatial grids which are 
sufficiently fine and sufficiently small enough fluctuations which can resolve fast 
periods of fluctuations according to the Kolmogorov length scales. This method is 
not used industrially as it is very expensive in terms of the computational 
resources required. Direct Numerical Simulation can be used to solve the Navier 
stokes equations theoretically, however, due to the volume of the computational 
domain required and the practicality of obtaining a sufficiently refined mesh 
resolution, it is not ideal to use the DNS methods for practical engineering. The 
Reynold Averages Navier Stokes equation method will be used in this thesis due 
to the cost intensity, computational requirements of the DNS and LES methods 
and the Reynolds numbers being dealt with doe not require any of those two 
methods either.  
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3.2.4.2 Reynolds averaged Naiver Stokes (RANS) approach  
It is not a requirement to resolve the turbulent fluctuations experienced in most 
engineering processes. This is because the satisfaction of the time averaged 
properties of the flow such as the mean velocities, mean pressures and mean stress 
is achieved for most problems. This therefore means that the RANS approach will 
maintain its hierarchy and continue to be used in resolving a vast majority of turbulent 
flow problems in the near future (H.K.Versteeg and W.Malalasekera, 2010). The 
Reynolds decomposition or the Reynolds averaged approach is used to solve the 
effects fluctuations have on the mean flow. For the unsteadiness experienced during 
the flow to be averaged properly, when compared to the typical timescale in which 
the turbulent fluctuations occur, the Navier stokes equations are averaged over a 
large enough time. The mean fluctuation components are used to replace the flow 
variables such as u which includes u, v and w and the pressure at a instant, p in the 
Navier Stokes equations. 
𝒖 = 𝑼 + 𝒖′        𝑢 = 𝑈 + 𝑢′           𝑣 = 𝑉 + 𝑣′          𝑤 = 𝑊 + 𝑤′         𝑝 = 𝑃 + 𝑝′  
The time average of the steady component u is represented by U, the fluctuations or 
perturbations of which their averages equal zero are shown by u’. When the governing 
rules for the fluctuating time averaging properties, are substituted by the Reynolds 
decomposition equations for mass and momentum conservation, we then obtain the 
Reynolds averaged Navier stokes equation for incompressible flow as shown 




















)] − 𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅ ̅   (3.3) 
New terms such as the Reynolds stresses, −𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅ ̅  have been introduced due to the 
time averaging. Many different turbulence models such as the standard k-ε turbulence 
models and its variations such as the RNG k-ε model and Realizable k-ε model which 
are used widely around the world for engineering simulations have been used for 
modelling to solve the non-linear stress terms in the RANS equations.  
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The Reynolds stress and mean rate of deformation being the same in all directions 
when using the isotropic eddy viscosity assumption, is the basis for solving the 
Reynolds stress tensor in the k-ε model. Two transport equations, namely; the 
turbulent kinetic energy, k and the rate at which it is dissipated, ε are both part of the 
two-model equation solved in the K-ε model family. In order to completely solve the 
RANS equations, the above transport equations are then used to calculate the 
turbulent viscosity, µt. solving the transport equations for Reynolds stresses and the 
equations for dissipation rate toobtainher, the Reynolds Stress model, RSM solves 
the RANS by obtainting rid of the isotropic viscosity assumption (Gouzhen, 2016). 
Launder and Spalding (1972) suggested that the determination of both turbulence 
length and time scales using two distinct transport equations could be possible with 
the aid of a two-equation turbulence model known as the standard k-ε model. The 
derivation of the model is based on considerations which are phenomenological and 
empirical hence making it a semi-empirical model. The kinetic energy k, and the 
dissipation rate ε which are used to define the scale of velocity, v and the 
representative length of the large-scale turbulence length, l are the two-model 
equation that make up the standard k-ε model.  
𝑣 =  𝑘
1
2     (3.4) 





     (3.5) 
The eddy viscosity can be specified as shown below when dimensional analysis is 
applied with the dimensional constant, 𝐶𝜇 . 
𝜇𝑡  =  𝐶𝜌𝑣𝑙 =  𝜌𝐶𝜇
𝑘2
𝜀
  (3.6) 
When the rate at which k or ε is destroyed is subtracted from the sum of the k or ε 
transport by diffusion and the rate at which k or ε are produced, equals the sum of the 
rate of change of k or ε and the transport by convection of k or ε we have the following 
transport equations for k and ε respectively in formula for the standard k- ε model.  























































There is always a close relation between the production and destruction of turbulent 
kinetic energy. The production and destruction of ε in its model equation is assumed 
to be proportional to the production and destruction of in the k model equation hence, 
where k is largely produced, the dissipation of ε is also large. The transference of 
energy from mean flow to turbulence which is compensated by the way the mean 
velocity interrelates with the Reynolds stresses, gives rise to the innate production of 
turbulence. Due to the viscous properties of the flow, the dissipation of energy through 
heat is represented by the destruction term.  
There are five adjustable constants namely; 𝜇𝑡, 𝜎𝑘, 𝜎𝜀, 𝐶𝜀1 and 𝐶𝜀2 which are used in 
the k- ε model, can be found in the equations discussed above and are obtained from 
all-inclusive data fitting for an immense range of turbulent flows (Gouzhen, 2016).  
𝜇𝑡 = 0.09  𝜎𝑘 = 1.00  𝜎𝜀 = 1.30  𝐶𝜀1 = 1.44 𝐶𝜀2= 1.92 
The standard k- model is very popular in industrial applications due to its robust 
nature, economy and wide range of accuracy in turbulent flows. However, when it 
comes to flows which have separated boundary layers, flows with swirl, rotating flows 
over surfaces which are curved causing sudden changes to the mean strain rate, the 
model is not very efficient. The assumption that the turbulent viscosity is isotropic 
when using the k- ε model has its basis on the Boussinesq hypothesis. Numerical 
simulation of strong swirling flows which have eddy viscosities could also be a source 
of inefficiency from the k-ε model as the geometry affects the anisotropy (Gouzhen, 
2016).   
 
There are two variations soft the standard k-ε model namely; the Realizable k-ε model 
the RNG k- ε Model. A mathematical technique known as the renormalization group 
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(RNG) method, is used to derive the instantaneous Navier Stokes equations used in 
the RNG turbulence model. There are certain refinements such as the additional 
terms and functions for the k and ε transport equations, used to derive results 
analytically with constants which differ from the standard k-ε model. Some of the 
refinements made to the standard k-ε to create the RNG model are as follows 
(ANSYS, 2011);  
• When used in rapidly strained flows, the additional term in the ε transport 
equation, causes and improvement in accuracy of the RNG k-ε model. 
• The accuracy of the RNG model is enhanced for swirling flows as the effect 
of turbulence is catered for.  
• User specified constant values are used in the standard k-ε model while for 
turbulent prandtl numbers, analytical formulas are used in the RNG theory.  
• The effects of a low Reynolds number flow is accounted for by the differential 
formula for effective viscosity which is derived analytically in the RNG model 
whereas, the standard k-ε model is more of a model which is applicable to 
high Reynolds numbers.  
In comparison to the standard k-ε model, for a wider range of flows, the RNG k-ε 
model has more accuracy and reliability.  
There are two very distinct ways the realizable k-ε model stands apart from the 
standard k-ε model (Shih et al, 1995).  
• An alternative formulation for the turbulent viscosity is used in the realizable 
k-ε model.  
• An exact equation for the transport of the fluctuation of the mean square 
vorticity is used to generate a modified transport equation for the dissipation 
rate ε.  
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Certain mathematical constraints on the Reynolds stresses which are consistent with 
the physics of turbulent flows make the model realizable. Neither the RNG k-ε model 
nor the standard k-ε models are realizable.  
Where the fluid flow features strong streamline curvature, vortices and rotation, there 
is substantial improvement shown when using the realizable k-ε model and the RNG 
k-ε model as compared to the standard k-ε model. The situations where the realizable 
k-ε model performs better than the RNG model are not yet definite as the model is 
still relatively new. After using separated and complex flows to carry out several 
validations, the realizable k-ε model has proved to be the most efficient fop all the k-
ε models (ANSYS, 2011).  
 
The boussinesq hypothesis of isotropic eddy viscosity is not used in the Reynolds 
stress model. The Reynolds stresses transport equation as well as the equation for 
the dissipation rate, are solved in order to close the Reynolds averaged Navier stokes 
equations. When solving 3 Dimensional flows, seven additional transport equations 
are needed when using the Reynolds Stress model. The transport of the Reynolds 
stresses is depicted by the transport equation below (Speziale et al., 1991);There is 
a higher chance of obtaining more accurate results for complex flows when using the 
RSM model because the model makes use of additional seven equations, it caters 
for the effects streamline curvature has on flow, swirl rotation and the swift changes 
in strain rate as compared to the one equation and two equation models (ANSYS, 
2011).  
 
3.2.4.3 Wall Bounded turbulent flow near wall treatment  
The existence of wall affects turbulent flow ominously. All three components of the 
fluid velocity on a solid surface are deemed to be equal to the individual components 
of velocity at the surface and this is because a non-slip boundary condition is 
assumed in computational fluid dynamics (Lauga et al., 2005).  The velocity ranges 
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from zero at the walls to the mean flow velocity at the core and this leads to a very 
steep velocity gradient being formed as the mean velocity has to be zero close to the 
wall. This phenomenon creates an area which can be referred to as the near wall 
region. In accurate modelling and flow prediction in the near wall region will be a 
problem when using the k- ε models and the RSM as they are intended for turbulent 
flow in the core region. There are two regions which make up the turbulent boundary 
layer adjacent to the solid surface (H.K.Versteeg and W.Malalasekera, 2010, ANSYS, 
2011). 
 
Figure 3.2: near wall regions experienced in turbulent flows (ANSYS, 2011) 
• The inner region: in this region, the shear stress is practically constant and 
equal to the wall shear stress, 𝜏𝑤 and makes up between 10 to 20 percent of 
the wall layer’s total thickness. The inner region also has three layers which 
in order of growing distance from the wall are as follows;  
o The region adjacent to the wall surface where viscous forces are 
dominant referred to as the linear or viscous sublayer. In this layer the 
wall has a dampening effect on the turbulence thereby making the flow 
in this innermost layer almost laminar.  
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o When the viscous and turbulent forces start to become of equivalent 
magnitude, the region is then referred to as the buffer layer.   
o The external flow and the boundary layer flow merge in the fully 
turbulent region otherwise known as the log-law layer. Turbulence 
plays a key part is this region.  
 
• The law of the wake layer or out region: this region is far from the wall, 
mostly free from direct effects of viscous forces and is dominated by the core 
inertia forces.  
Special wall modelling procedures and increased mesh quality are needed to predict 
the behaviour of flow more accurately and to resolve the velocity gradient. Fully 
turbulent flows can be resolved mostly with the turbulence models we have discussed 
above. However, in some regions close to the solid wall, the viscous effects dominate 
the turbulent effects because the Reynolds number in that local area is so small. To 
solve wall bounded flows, we must therefore make certain adjustments. Treating the 
boundary conditions present at the solid walls will go a long way to determine how 
successful a turbulence model will be in predicting the flow (Chen and Patel, 1988). 
The wall function method and the near wall modelling method are two of the 
approaches used to model the flow in near wall regions (ANSYS, 2011). The viscous 
sublayer and buffer layer in the inner region which are affected by viscosity are not 
solved when the wall function method is used. The regions affected by viscosity 
between the wall and the fully turbulent flow regions are bridged by using wall 
functions which are semi-empirical formulas. This ensures that the presence of the 
wall does not require the turbulence models to be modified due to the use of wall 
functions (Gouzhen, 2016).  The turbulence model is modified with a mesh which 
goes all the way to the wall including the viscous sublayer and this enables the regions 
affected by viscosity to be resolved using the method known as near wall modelling. 
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There are several wall function approaches which could be adapted in ANSYS 
FLUENT dependent in the turbulence model chosen;  
• The Standard Wall Functions  
• Non – Equilibrium Wall Functions  
• Scalable Wall Functions 
The standard wall functions which is available when using the K-ε models and 
Reynolds Stress models, is most widely used in industrial flows based on research 
done by launder and Spalding (1974). For mean velocities, in standard wall functions 




ln(𝐸𝑦+)     (3.9) 
The dimensionless velocity is represented as  








      (3.10) 
And the dimensionless distance from the wall is shown as  







     (3.11) 
Where k = von Kármán constant (0.4187), E = empirical constant (9.793), 𝐶𝜇 = 
constant (=0.09), Up = mean velocity of the fluid at the near-wall node P, kP = 
turbulence kinetic energy at the near-wall node P, yP = distance from point P to the 
wall, 𝜇 = dynamic viscosity of the fluid, 𝜏𝑊 = wall shear stress. The laminar stress-
strain relationship written as 𝑈∗ = 𝑦+ is applied by FLUENT when the mesh at the 
wall-adjacent cells is 𝑦+  < 11.225. When 𝑦+  > 11.225, the log law is used. The wall 
functions are used to solve solution variables which include temperature, mean 
velocity, concentration of species, k and ε for the wall boundary conditions. Broad 
ranges of wall bounded flows can be resolved using the standard wall functions 
however, when the ideal conditions assumed for derivation for the flow conditions, the 
standard wall functions tend to be less effective. The universality of the standard wall 
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functions is mostly limited by the assumptions of constant shear and local equilibrium. 
This means that the quality and accuracy of the results are debatable when the flow 
is subject to strong non-equilibrium forces and severe pressure gradients affect the 
flows nearest to the wall. Potential improvement can be achieved when non-
equilibrium wall functions are used.  
The non-equilibrium wall function is a two-layer based model which is available to 
use in K- ε models and Reynolds Stress transport models as an improvement to the 
standard wall functions (Kim and Choudhury, 1995). There are two notable 
elements when using the non-equilibrium wall function;  
• There is high sensitivity to the effects of pressure gradient on the flow from 
the Launder and Spalding’s log law for mean velocities.  
• In the neighbouring cells of the wall, the turbulent kinetic energy (𝐺𝑘̅̅̅̅ , 𝜀)̅ 
budobtain is computed with the two-layer based concept.  
In standard wall functions the law of the wall for mean temperature or species mass 
fraction is still same. While to cater for the pressure gradient, the log law for mean 
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Where  

















]  (3.13) 
When computing the turbulent kinetic energy at the cells adjacent the wall, a two-
layer concept is applied to solve the k equation at the cells neighbouring the wall when 
using the non-equilibrium wall function.it is assumed that a viscous sublayer and fully 
turbulent layer make up the neighbouring cells to the wall. The proportions of viscous 
sublayer to fully turbulent layer varies from cell to cells in highly non-equilibrium flows 
and this is a major determinant of the turbulent kinetic energy . The effect pressure 
gradients have on the distortion of velocity profiles is accounted for by the non-
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equilibrium wall functions. Hence is it not accurate to assume that the rate at which 
turbulent kinetic energy is produced is equal to the rate at which is it destroyed in 
such scenarios. This therefore means that the non-equilibrium effects which the 
standard wall functions do not account for are taken care of by the non-equilibrium 
wall functions. Where complex flows characterised by separation, reattachment, 
impingement and rapid pressure gradients and rapid changes affect the mean flow, 
the non-equilibrium wall functions are recommended due to their ability to account for 
these effects the pressure gradient has on the mean flow.  
Where the mesh grid refinement is below 𝑦+ < 11, the depreciation of the standard 
wall functions is avoided by using the scalable wall functions.  Therefore, when grids 
of uninformed enhancement are used, consistent results are obtained with the wall 
functions however, the results obtained when using standard wall functions are 
identical where the grids are coarser than 𝑦+ > 11. The compulsory usage of the 
standard wall function approach in combination with log law, is a purpose of the 
scalable wall function. Introducing the limiter in the 𝑦+ calculation ensures this. ?̅?+ is 
used in the scalable wall functions to replace the 𝑦+ used in standard wall function 
formulas. 
A majority of high Reynolds wall bounded flows can be reasonable predicted using 
the standard wall functions. The effects of pressure gradient on the flow is catered for 
by the non-equilibrium wall functions thus increasing the applicability of the wall 
function approach. When the flow conditions move off too much from the model 
conditions which underlie the wall functions as will be discussed below, the above 
discussed wall functions become less effective.  
• Prevalent low Reynolds number or near wall effects such as flow through a 
small gap, highly viscous, low velocity fluid flow 
• Massive transpiration such as blowing or suction through the wall 
• Boundary layer separations caused by severe pressure gradients  
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• Flow near rotating disks, buoyancy driven flows all under strong body forces  
• Highly 3-dimensional flow such as the Ekman spiral flow and strongly skewed 
3D boundary layers near the wall region 
If any of these above mention properties exist in the flow that is being modelled, the 
near wall modelling approach combined with adequate mesh grid generation in the 
near wall region should be used (ANSYS FLUENT Theory guide, 2011).  
 
A refined mesh grid which goes all the way to the wall and a modified turbulence 
model is used to resolve the regions affected by viscosity including the viscous 
sublayer in the near wall modelling approach (ANSYS, 2011). There are identical 
elements between the traditional two-layer zone model and the enhanced wall 
treatment where the first near wall node is placed at about 𝑦+ ≈ 1 and the near wall 
mesh is refined enough to resolve the viscous sublayer. The near wall modelling 
method which overcomes the issues which arise from near wall modelling, combines 
the two-layer method with enhanced wall functions and is known as the Enhanced 
wall treatment method. Except for the Quadratic Reynolds Stress Model, the 
enhanced wall treatment method is available with all ε-equation models and ω-
equation models (ANSYS, 2011). The specification of both ε and turbulent viscosity 
in near wall cells is done by the two-layer model which is an essential part of the 
enhanced wall treatment. The division of the whole domain into the region affected 
by viscosity and the fully turbulent region is how this approach works. The wall 
distance and turbulent Reynolds number, Rey are used to determine the segregation 
between these two regions.  
The k-ε model or the RSM model is adopted for fully turbulent regions 
where Re𝑦 > 200, while the one equation model employed by Wolfshtein is used in 
regions affected by viscosity where Re𝑦 < 200 (Wolfshtein, 1969). The enhanced wall 
treatment allows for the effects of pressure gradients or variable properties to be 
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taken into account with the modification of the fully turbulent law. For large and small 
values of y+, an accurate asymptotic behaviour is guaranteed and where the y+ is 
within the wall buffer region (3 < y+ < 10), this approach ensures a fair representation 
of the velocity profiles (Fokeer, 2006). ANSYS (2011) recommends the usage of the 
enhanced wall treatment function with all models for which it is available as the most 
consistent wall heat transfer predictions and wall shear stress values are obtained 
with least sensitivity to y+ values. However, for swirling flows which are come upon in 
devices such as cyclone separators and swirl combustors, the secondary issue is 
near wall turbulence because the turbulence model in the core region often 
determines the accuracy of the turbulence model. Non-equilibrium wall functions can 
often increase the accuracy of results obtained in flows where the wall activity is part 
of the swirl generation process as the mean velocity is sensitive to the pressure 
gradients (ANSYS FLUENT user guide, 2011).  
 
3.2.4.4 Numerical Schemes 
A control-volume based technique is used to solve scalars such as turbulence and 
chemical species, the integral equations which govern the conservation of mass, 
momentum and energy (when apposite). The control volume-based technique 
consists of;  
• Using a computational mesh grid to divide the whole domain into discrete 
control volumes.  
• Algebraic equations for discrete dependent variables such as velocities, 
pressure, temperature and conserved scalars are constructed for the 
integration of governing equations in individual control volumes.  
• Updated values for the dependent variables are achieved by linear 
discretization of the linear equations and solution of the resultant linear 
equations.  




The pressure-based solver and density-based solver are the two numerical methods 
which ANSYS FLUENT offers for solving fluid flow numerically. Traditionally, the 
incompressible and mildly compressible flows have been solved by the pressure-
based solver. High speed compressible flows were originally solved by the density-
based approach. It is now possible for a range of flows ranging from highly 
incompressible to highly compressible to use both methods. The density-based 
formation gives a higher accuracy for high speed compressible flows in comparison 
to the pressure-based solver. In ANSYS FLUENT, the segregated algorithm and the 
coupled algorithm exist within the pressure-based solver. The governing equations 
are segregated from one another and solved sequentially when using the segregated 
algorithm while the momentum equations and pressure-based continuity equations 
are solved in a coupled manner when using the coupled algorithm. The coupled 
algorithm requires a lot more memory in comparison to the segregated algorithm, but 
it also offers an improvement in convergence speed which surpasses the segregated 
algorithm.  
In ANSYS FLUENT, the equations which govern momentum, continuity, species 
transport and where appropriate, energy are solved simultaneously when using the 
density-based solver as a set of vector equations. Where there are additional scalars 
such as turbulence or radiation quantities, their governing equations are also solved 
sequentially. The density-based solver is also subdivided into two formulations 
namely, the implicit and explicit. The way the couple equations are linearized is the 
differentiating factor of the implicit and explicit density-based formulations. In some 
cases, certain flow features may be resolved better, and a faster solution may be 
reached with the use of one formulation instead of the other although ANSYS (2011), 
tells us that for a expansive range of flows, both the pressure based and density 
based solvers can be applied. There are generally more physical models available to 
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use with the pressure-based solver in comparison to the density-based solver. Some 
solutions techniques which are only possessed by the pressure-based solver are 
advantageous in this thesis to resolve and calculate swirl or rotating flows. Therefore, 
as Ariyaratne (2005) and Fokeer (2006) implemented, the pressure-based solver will 
be used in this thesis to analyse incompressible fluids. The projection method 
described by Chorin (1968), is the general umbrella under which the algorithm 
employed by the pressure-based solver lies. Deriving an equation in such a way as 
to ensure the continuity is satisfied with the velocity field corrected by pressure, from 
the continuity and momentum equations is a way by which the mass conservation 
constraint is achieved. The entire set of governing equations are repeatedly solved in 
iterations until the solution converges. This is done due to the non-linearity of the 
governing equation and their coupled nature. The option of segregated algorithm or 
coupled algorithm solving is made available by ANSYS FLUENT. In this thesis, the 
coupled algorithm is used as it solved all governing equation is a coupled manner and 
the issue of memory consumption is tackled via length or size independency tests.  
The individual equations which govern the solutions variables such as, u, 𝑣, 𝑤, 𝑝, 𝑇, 
𝑘 and 𝜀 are solved sequentially in the segregated algorithm. While being solved, each 
individual governing equation is separated or decoupled from other equations. The 
discretised equations are only stored in memory one at a time when using the 
segregated algorithm but due to the equations being solved in a decoupled manner, 
there is relatively slow convergence of the solution.  
72 | P a g e  
 
 
Figure 3.3:  Overview of processes involved in the Pressure based segregated 
algorithm solution methods (ANSYS, 2011) 
 
The momentum equations and pressure-based continuity equations are coupled to 
obtain in a system of equations and solved using the pressure based coupled 
algorithm. The coupled systems of equations are solved in a single step which 
replaces steps 2 and 3 from the pressure based segregated algorithm while in similar 
fashion with the segregated algorithm, the rest of the scalar equations are solved in 
a decoupled manner. The rate of convergence is significantly improved in comparison 
to the segregated algorithm because the equations of momentum and continuity are 
solved in a coupled manner.  
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Figure 3.4: Overview of processes involved in the Pressure based coupled algorithm 
solution methods (ANSYS, 2011) 
 
3.2.4.5 Numerical Discretization  
The surfaces, boundaries and computational domains are discretised before they can 
be solved numerically. This discretization process can be done via either the Finite-
Difference Method (FDM), Finite-Volume Method (FVM) or Finite-Element Method 
(FEM) (Versteeg and Malalasekera, 1995). The Finite-Volume Method (FVM) can be 
used with either structured or unstructured meshes, conservation is meticulously 
imposed and can relay directly to physical quantities such as mass fluxes. These facts 
and the fact that in terms of CFD code development, it is relatively easier, contribute 
to making it the most used in CFD packages such as ANSYS FLUENT.  
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ANSYS FLUENT operates through the conversion of a general scalar transport 
equation to an algebraic equation which can be solved numerically using a control 
volume-based technique. According to H.K.Versteeg and W.Malalasekera, (2010) the 
numerical algorithms used in the FVM method consists of the following;  
• The governing equations of fluid flow over all the finite control volumes of the 
domain are integrated.  
• A system of algebraic equations which are for convenience purposes written 
in a matrix form are discretized resulting in integral equations.  
• Using iterations, the algebraic equations are solved, and solutions obtained.  
An unknown scaler variable, 𝜙 as well as unknown values found in the neighbouring 
cells are some of the values contained in a discretised scalar transport equation which 
due to the convection term present in the equations, they are usually non-linear in 
nature. Additional nonlinearities arise from other phenomena such as chemical 
reactions and turbulence. According to Bhaskaran and Collins, (2003), iterating a 
guess value until it agrees with the solution to a specified tolerable level, is the tactic 
adopted to make the nonlinear equations linear. The discretised transport equation is 
written as 𝑎𝑝∅ =  ∑𝑎𝑛𝑏 ∅𝑛𝑏 + 𝑏 in its linear form (Gouzhen, 2016). The neighbouring 
cells are represented by the subscript 𝑛𝑏, the linearized coefficients for ∅𝑛𝑏 and ∅ are 
represented by 𝑎𝑛𝑏 and 𝑎𝑝 respectively. Except for boundary cells, the number of 
faces encompassing a cell is usually equal to the number of neighbours each cell has 
but this again is dependent on the topology of the mesh. Each cell in the mesh grid 
can have a similar equation and these build up to form a sparsely coefficient matric 
of algebraic equations. A point implicit of Gauss-Seidel linear equation solver as well 
as an algebraic multigrid method (AMG) is used to solve these liner systems of 
equations in ANSYS FLUENT.  
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The computational domain is divided into control volumes made up of a finite number 
of elements by either a regular or irregular nodal arrangement otherwise known as a 
mesh or grid in the Finite Volume method. To allow for the velocity of the fluid to be 
specified arithmetically at every point in space and time, the flow constraints are 
resolved around these nodes. The values for convection terms have to be interpolated 
from the values at the cell centres as by default, the discrete values such as pressure, 
velocity and turbulence are stored by ANSYS FLENT at the cell centres. Where the 
value relative to the normal direction of the velocity at the face is obtained from the 
cell quantities upstream or upwind is referred to as Upwinding or an Upwind Scheme 
(Gouzhen, 2016).  
The first-order upwind scheme, second-order upwind scheme, power law scheme, 
QUICK scheme and third Order MUSCL scheme are the upwind advection schemes 
for momentum, kinetic energy, dissipation rate and Reynolds stresses offered by 
ANSYS FLUENT. Assuming that the average cell value and hold throughout the 
whole cell is represented by the values present at centre of the cell for any field 
variable is the way the values at cells faces are obtained when using the first-order 
upwind scheme. This means that the value calculated at the centre of an upstream 
cell is equal to the value measure at the face when using the first-order upwind 
scheme (Gouzhen, 2016). The Taylor series expansion of cell centred solution about 
the centroid of the cell is used to achieve higher order accuracy quantities at the cell 
face in the second-order upwind scheme. The value of the displacement vector from 
the upstream centroid to the face centroid multiplied by the gradients in the upstream 
cells and summed with the cell centre value gives us the face value. Assuming a 
convectional diffusion equation which one to one dimensional, a variable is 
interpolated to obtain the face value when using the power law scheme. A weighted 
average of the second order-upwind scheme and variable interpolation forms the 
basis for the Quadratic Upstream Interpolation for Convection Kinetics (QUICK) 
Scheme. The unique Monotone Upstream-Centred Schemes for Conservation Laws 
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(MUSCL) was combined with the second-order upwind and a central scheme for 
differencing thereby giving rise to the third Order MUSCL scheme (Gouzhen, 2016).  
When the flow is aligned with the mesh, numerical diffusion is naturally low and 
according to ANSYS FLUENT (2006), a better convergence without any loss of 
accuracy can be achieved while using the first-order scheme. Numerical discretisation 
error can however be increase by the first-order convective discretisation when the 
flow is not aligned with the mesh. Results for complex flows are generally more 
accurate when using the second-order upwind scheme (Gouzhen, 2016). In 
conclusion, using the right mesh, the first-order upwind discretization will yield better 
convergence than the second order upwind however with more complexity in flows 
and mesh irregularities such as triangular or tetrahedral meshes, the first-order 
upwind could be less accurate. With regards to swirl or rotating flows, better accuracy 
in results may be achieved by using the QUICK and third order MUSCL discretization 
schemes. There is no significant enhancement in accuracy when using the QUICK 
and third order MUSCL discretization schemes, so the second-order scheme is 
generally adequate enough. The accuracy of the power law scheme tends to be in 
the same range as the first-order upwind scheme.  
 
3.2.4.6 Pressure interpolation schemes  
Pressure interpolation schemes are adopted and used to compute the pressure 
values form cell values. The standard, second-order, body-force-weighted, linear and 
PREssure Staggering Option, PRESTO! Schemes are available to use under the 
pressure-based solver in ANSYS FLUENT. When the variations in pressure between 
cell centres is smooth, the standard scheme is efficient. Large jumps in gradients in 
the momentum source terms between control volumes and high gradients at cell 
faces makes it difficult to interpolate using the standard scheme. Flows under the 
influence of strong swirls, large body forces and flows through geometries with 
curvatures, are also difficult for the standard scheme to solve. The second order 
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accurate convection terms are used to reconstruct the face pressure in the same 
manner in the second order scheme. Although this scheme shows considerable 
improvement over the standard and linear schemes, if this scheme is used at the 
beginning of a calculation or with a bad mesh, it may encounter some problems. The 
use of Volume of Fluid (VOF), mixture model for multiphase flow and porous mediums 
cannot be solved using the second order scheme. Assuming that there is a constant 
normal gradient of the difference between pressure and body forces, the face 
pressure is calculated using the body-weighted scheme. Where the body forces such 
as buoyancy and axisymmetric swirl calculations are deductive from momentum 
equations. The average of the pressure values in adjacent cells is used to compute 
the pressure at the face when using the linear scheme. The staggered face pressure 
is computed using a discrete continuity balance for a staggered control volume in the 
PRESTO! Scheme (Gouzhen, 2016). In conclusion, PRESTO! Is suggested for flows 
which are influenced by high speed rotation, porous media, and domains with strongly 
curved geometries, high swirl numbers and natural convection with high Rayleigh 
numbers while for flows with large body forces, using the body-force0weigthed 
scheme is advised.  
The continuity equation is usually not satisfied by the resulting face flux because an 
estimated pressure field is normally used to solve the momentum equations. To 
ensure that the face flux satisfies the momentum equation, a combination of continuity 
and momentum equations are used to arrive at a pressure or corrected value of 
pressure. This is achieved by using a pressure velocity coupling algorithm. Semi-
Implicit Method for Pressure Linked Equations (SIMPLE), Semi-Implicit Method for 
Pressure Linked Equations-Consistent (SIMPLEC) and Pressure-Implicit with 
Splitting of Operators (PISO) are three types of segregated algorithms available in 
ANSYS FLUENT when using a pressure-based segregated solver (Gouzhen, 2016). 
The pressure field is obtained by enforcing conservation of mass through the 
relationship between the velocity and pressure corrections in the SIMPLE algorithm. 
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A discrete equation for the correction of pressure in the cell is obtained by substituting 
the flux correction equation is into the discrete continuity equation. A different 
expression for the correction of the face flux is used in the SIMPLEC method and this 
differentiated it from the SIMPLE algorithm. Approximation of the relation between 
pressure and velocity correction at a higher degree forms the basis for the Pressure-
Implicit with Splitting of Operators, PISO. It considers neighbouring cell correction and 
skewness correction and after the solving of the pressure correction equation and this 
allows for the momentum balance to be satisfied by new velocities and corresponding 
fluxes thereby increasing calculating efficiency. SIMPLE or SIMPLEC methods are 
used in general for calculations done in the steady state while for transient 
calculations or steady state or transient calculations with meshes of high skewness, 
PISO is recommended (Gouzhen, 2016). Discretization of the governing equations 
must be done in both space and time when dealing with unsteady flows. As in the 
case of steady state equations, the time dependent equations are spatially discretised 
in the same way while splitting the time in the continuous flow into discrete time steps 
adopts temporal discretization to achieve time discretization.  
 
3.3.  Modelling swirl flow  
 
The terms and equations used to study swirl flows will be discussed in this section.  
3.3.1 Swirl number, Swirl decay, Hydraulic diameter and wall shear stress 
The swirl number, S which is also sometimes known as the swirl intensity, is often 
used to quantify the strength of swirl a flow has in a pipe as there is no standard for 
that. The value obtained by multiplying the hydraulic radius with the ratio of the axial 
momentum flux to the angular momentum flux is known as the swirl intensity (Li and 
Tomita, 1994, Steenbergen and Voskamp, 1998, Rocklage-Marliani., 2003). 







    (3.14) 
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S = swirl intensity w = tangential velocity, m/s, r = radius at point where tangential 
velocity is calculated, m, u = axial velocity, m/s, R = pipe radius, m 
The transport of angular momentum to the pipe wall causes the swirl effect to decay 
as the flow moves downstream. The law governing the decay of swirl has been 
studied by various researchers in order to determine the distance the swirl will last in 
the flow (Steenbergen and Voskamp, 1998, Li and Tomita, 1994, Halsey, 1987, 
Reader-Harris, 1994). Most of the studies showed that the intensity of swirl was in 
agreement with exponential decay functions however, there was no united agreement 




𝐷    (3.15) 
S0 = initial swirl intensity 
β = swirl decay rate parameter = α*f’ 
x = distance along pipe, m 
D = pipe diameter, m 
f’ = Moody friction factor 
α = empirical coefficient 
 
Nesbitt (2000) defines the hydraulic diameter as the area the fluid is in contact with 
for partially filled pipes, non-cylindrical pipes and open channels. In fully cylindrical 




   (3.16) 
dh = hydraulic diameter, m, P = wetted perimeter, m, A = area, m2 
 
There is a shear stress imposed on a boundary by any real fluid flowing along a solid 
boundary. The speed of the fluid at the boundary is zero where a no slip condition is 
assumed however the speed of flow at the boundary equals the speed of the fluid at 
a certain height above the boundary (Gouzhen, 2016). The boundary layer is the 
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defining region between these two points. Where the viscosity of a fluid flowing in the 
laminar regime is kept constant, the shear stress is proportional to the strain rate for 
all Newtonian fluids. When the flow starts to lose velocity, the boundary layer starts 
to be affected by the shear rate (Day, 2004, Timoshenko and Stephen, 1983). For a 
Newtonian fluid, at point y on the surface element parallel to a flat plate, the shear 
stress is given by; 
𝜏𝑊(𝑦) =  𝜇
𝜕𝑢
𝜕𝑦
    (3.17) 
Where: µ = dynamic viscosity of the fluid, u = velocity of the fluid along the boundary, 
y = height above the boundary. The pressure loss experienced in a cylindrical pipe 









    (3.19) 
Δ𝑃 = pressure loss due to friction in pipe 
d = pipe diameter 
L = length of pipe corresponding to pressure loss 
Sleigh and Goodwill (2008) tell us that here is a positive relation between the velocity 
of flow and the drop in pressure in laminar regime flow as Δ𝑃 ∝ 𝑢, and in turbulent 
flow as Δ𝑃 ∝ 𝑢1.7 to 2.0, the flow rate is proportional to the wall shear stress when 
measured on a mean value basis for fluid flow in a closed processing system with 
cylindrical pipes (PathogenCombat, 2011). The Reynolds number of the flow and the 
ratio of wall roughness to the diameter of the pipe determine the friction factor 
(Douglas et al, 2006). It was concluded that the intensity of the swirl flow is drastically 
reduced due to the presence of tangential wall shear stress (Steenbergen and 
Voskamp, 1998, Kitoh, 1991). An equation was derived by Kitoh (1991) for 
incompressible, stationary and axially symmetric flow by treating the Reynolds 
averaged angular momentum equation for the expression of tangential wall shear 
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This chapter covered the basics of computational fluid dynamics, laminar/turbulent 
modelling theories, swirl theories and modelling of swirl, the models used, solvers 
and factors, pros and cons to be considered when attempting to run a CFD simulation 
using ANSYS. These will form the basis for the simulations carried out for this 
research work on the different fluid flow geometries presented in Chapter 4.  
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Chapter 4  New designs and numerical simulations  
 
4.1 Introduction  
This chapter introduces the different fluid flow geometries that have been proposed 
for the AICV to regulate pressure drop that will lead to maximum oil recovery. There 
are 8 designs in total that have been proposed, analyzed and discussed (Section 4.4). 
They include a coil pipe, a straight pipe, an elliptical straight pipe, a straight square 
pipe, a square swirl coil pipe, a slinky coil pipe, a square version of the slinky coil pipe 
and a swirl variation of the slinky coil pipe. These geometries have been designed 
based on existing literature and underpinning research into different geometries. The 
flow through different geometries in this research work has been simulated using 
ANSYS FLUENT academic code 19.2. Modelling fluid flow, heat transfer and 
chemical reactions in geometries ranging from simple to complex is achievable using 
this computational analysis (ANSYS, 2013).  ANSYS FLUENT is used to analyze the 
behavior of fluid flow in a geometry in real life scenarios before prototyping or 
production. The fluid flow geometry is isolated into little cells or grids to shape volume 
by utilizing the program ANSYS modeler, meshing and the calculations in FLUENT 
are utilized to solve the governing equations e.g., Navier Stokes equation.  
The numerical simulations have been carried out for Reynolds numbers of 1000 for 
laminar flow and 10000 for turbulent flow (Reynolds number of less than 2100 is 
considered laminar whereas above 4000 is considered as turbulent). Static pressure 
has been investigated using lamina and turbulent fluid flow models through these 8 
different fluid flow geometries. Their results with pressure drop values and contours 
of static pressure have been shown and discussed in this chapter (Section 4.6). It is 
to be noted that velocity magnitude and velocity vectors colored by velocity for 7 of 
these 8 geometries were not carried out as their effect is not significant enough to 
cause much change in the turbulence or recirculation because of the nature of their 
design. Only the optimal design of square swirl slinky coil pipe has been shown with 
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pressure drop values, contours of static pressure, velocity magnitude and velocity 
vectors colored by velocity.  
4.2 Basic Model Assumptions  
In terms of physical and chemical phenomena which need to be considered at an 
adaptable level while preserving relevant features of the flow problem, assumptions 
need to be made to simplify the flow problem before setting up and running the CFD 
simulation (H.K.VeK. Versteeg W. Malalasekeraa, 2010). The models for numerical 
simulations are based on some of the following assumptions:  
• The flow through the conduits is steady state, three dimensional and either 
laminar or turbulent;  
• The flow is said to be single phase except stated otherwise;  
• Based on the state of the flow, either laminar or turbulent, the inlet velocity is 
constant;  
• The properties of the fluids simulated are constant.  
• There is no slip wall which means the wall conduits are stationary  
 
4.3 Laminar and Turbulent flow simulation set up  
The simulations were run at Reynolds number of 1000 and 10000 for Laminar and 
Turbulent flow regimes respectively. The fluent settings for the simulations are; the 
Pipe Diameter, D = 0.0032m. The simulation was pressure based and run in steady 
state, the viscous laminar model was used due to the Reynolds number of 1000 which 
is in the laminar flow region while the standard K-𝜀, standard wall function model was 
used due to the Reynolds number of 10 000 which is in the turbulent flow region. The 
fluid considered is Oil with a density of 970kg/m3 and viscosity of 0.1 kg/m-s. The cell 
zone is set to fluid; the inlet is set to Velocity inlet and the values are as calculated 
below; the outlet is set to pressure outlet at 0 Pascal. The specification method is the 
intensity and viscosity ratio with the backflow turbulent intensity at 5% and the 
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backflow turbulent viscosity ratio of 10. The solution is computed from the inlet with a 
reference temperature of 298.15K. Solution method is Simple for laminar cases and 
coupled for turbulent cases. Residual monitors are set to the value of 1e-05 and 1e-
06 respectively, the solution is hybrid initialized and then 3000 iterations are run. The 
mass flow rates all balanced out and simulations attained convergence.  
From the Reynolds number equation,  




For laminar flow (Re = 1000),  
The velocity for oil is as follows;   𝑉 = 32.22 𝑚/𝑠 
The velocity for water is as follows;    𝑉 = 0.16 𝑚/𝑠 
The velocity for gas is as follows;    𝑉 = 0.06 𝑚/𝑠 
For Turbulent flow (Re = 10 000),  
The velocity for oil is as follows;   𝑉 = 322.2 𝑚/𝑠 
The velocity for water is as follows;    𝑉 = 1.6 𝑚/𝑠 
The velocity for gas is as follows;    𝑉 = 0.6 𝑚/𝑠 
 









Oil 970 1e-1 32.22 322.2 
Water 1000 5e-4 0.16 1.6 
Gas 100 2e-5 0.06 0.6 
 
4.4 New designs and related numerical simulations  
The cases selected aim to optimise pressure drop in the AICV without increasing the 
size or robustness of the device and heat transfer in solar water heaters. The cases 
85 | P a g e  
 
are based on fluid flow, oil, water at gas through various conduits at two Reynolds 
numbers, one thousand to cover laminar flow for the laminar flow element and ten 
thousand to cover turbulent flow for the turbulent flow element.  The geometries used 
for the cases were all set up with same dimensions and units. The Number of turns 
varies for the different coil types in the coil geometry cases. Using ANSYS FLUENT 
19.2 the configuration of the flow geometry to be modelled was created. Only a 
section of a model is made because a whole geometry would consume time and 
computational power. The cases are discussed below. 
4.4.1 Straight pipe 
A straight pipe which was chosen because straight pipes are every common and there 
are already existing standards and calculations for pressure drops in a straight pipe 
hence, there is a basis for comparison. It is to be noted that this geometry has been 
used to determine length interdependency with regards to the pressure drop of the 
CFD simulations. The result shows a linear relationship between pressure drop and 
length of the geometries which indicate that a smaller model can be utilised for 
simulations to reduce processing time. This model can be extrapolated for larger 
geometries. These settings will be utilised for all the remaining 7 geometries. 
 




𝐷2𝑉       (4.2) 
Where D is the pipe diameter and v is the average velocity. The Reynolds number 
formula will be used to calculate the inlet velocity as one of the simulation parameters 
later in the paper. A special case of the Naiver-Stokes Equation that describes laminar 
flow in straight tubes is known as the Hagen-Poiseuille Law.  From the Hagen-
Poiseuille Law, change in pressure through a length of tubing can be related to 






             (4.3) 
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Where l is the length of tubing, µ is the kinematic fluid viscosity, U is the fluid velocity, 
and d is the tube diameter.At the inlet of the pipe, an entrance region is formed and 
as the fluid flows through, it sticks to the pipe walls due to viscous effects (Young et 
al., 2010). This creates a boundary layer in which viscous effects are important. The 
fluid velocity changes with distance along pipe, 𝜘, until the fluid exits the entrance 
region. The velocity profile and entrance length ℓ𝑒 is determined by the state of the 
flow that is either laminar or turbulent. The entrance lengths are determined as shown 
below; for laminar flow, 
ℓ𝑒 
𝐷






The knowledge of the velocity profile is important to determine information such as 
pressure drop, head loss and flow rate (Kundu and Cohen, 2004). The full length of 
the full coil pipe geometry is 2.23m round a path of 0.024m. Varying the path length 
gives us varied coil lengths. This correlation is valuable to reduce geometry size, 
reduce computational requirements and conserve simulation time. To achieve 
similarity in fluid flow domains the straight pipe length is equated to the call pipe 
length. For a straight pipe length of 0.25m, a path length of 0.00269m is required.  To 
run numerical simulations on the straight pipe, as shown in figure 4.1, the geometry 
had to first be created using ANSYS design modeller 
 
Figure 4.1: Straight pipe geometry 
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After the geometry creation and name selection process, the mesh grid is now 
generated as this must be done before numerical simulations can be carried out. The 
mesh or grid is generated using the same process and setting as used in the coil pipe. 
The findings and results achieved will be discussed in the following chapter. 
 
Figure 4.2: mesh grid generated for straight pipe 
The CFD results were compared to the analytically calculated values as shown in the 




 (4.4)  
The straight pipe case was used to validate the set up for laminar flow simulations.  
Various pipe lengths are run as shown in table and compared with their analytical 
calculated values. The results were seen to vary mostly by a factor of 2.05 which 
decreased to 1.05 with increase in pipe length. This suggests that the with increased 
pipe length, computational fluid simulation results are more reliable especially with 
simple geometries. Due to limitations on computation power, mesh elements on 
ANSYS fluent, this correlation is important as it allows you run minimal size models 
and equate them to full size designs.  A correlation is also seen in the tabulated values 
in table 4-2. The CFD results obtained seem to match the previous pipe length of 
0.05m differences. After finalising the settings for CFD, the laminar and turbulent 
simulations for all 8 geometries have been run and shown side by side for oil, water 
and gas.  
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4.4.1.1. Laminar and turbulent oil flow simulations 
The pressure drop attained for the straight pipe geometry when simulating the flow of 
oil through the conduit was about 0.258 MPa as indicated in figure 4.3 below, the 
color map shows at the entrance region exhibits the highest-pressure coloration which 
dissipates as the flow goes through the pipe. On the other hand, the pressure drop 
attained for the straight pipe geometry when simulating the flow of oil through the 
conduit was about 13.54 MPa as indicated below, the color map shows at the 
entrance region exhibits the highest-pressure coloration which dissipates as the flow 
goes through the pipe. 
 
   
Figure 4.3: Laminar (left) and turbulent (right) oil flow - Contours of static pressure 
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4.4.1.2. Laminar and turbulent water flow simulations 
The pressure drop attained for the straight pipe geometry when simulating the flow of 
water through the conduit was about 6.42 Pa as indicated in figure 4.4 below, the 
color map shows at the entrance region exhibits the highest-pressure coloration which 
dissipates as the flow goes through the pipe. On the other hand, the pressure drop 
attained for the straight pipe geometry when simulating the flow of water through the 
conduit was about 340.9 MPa as indicated below, the color map shows at the 
entrance region exhibits the highest-pressure coloration which dissipates as the flow 
goes through the pipe. 
    
Figure 4.4: Laminar (left) and turbulent (right) water flow - Contours of static pressure 
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4.4.1.3. Laminar and turbulent gas flow simulations 
The pressure drop attained for the straight pipe geometry when simulating the flow of 
gas through the conduit was about 0.1 Pa as indicated in figure 4.5 below, the color 
map shows at the entrance region exhibits the highest-pressure coloration which 
dissipates as the flow goes through the pipe. On the other hand, the pressure drop 
attained for the straight pipe geometry when simulating the flow of gas through the 
conduit was about 4.92Pa as indicated below, the color map shows at the entrance 
region exhibits the highest-pressure coloration which dissipates as the flow goes 
through the pipe.  
 
Figure 4.5: Laminar (left) and turbulent (right) gas flow simulations - Contours of static 
pressure 
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It is visible from the graph, that the pressure drops attained, increases in a way which 
could be said to be linear with an increase in pipe length. This means that, the longer 
the pipe, the higher the pressure drop which is in accordance to literature. It can now 
be assumed that to save computational time and resources, a smaller model can be 





















CFD pressure drop (Pa)
pipe length (m) vs pressure drop (Pa)
Figure 4.6: increase in pressure drop values with increase in pipe length 
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Table 4-2Table of values (pipe length, mesh elements, CFD, analytical pressure 
















0.00625 0.0032 2261 3.97717 1.5625 2.545389 
0.0125 0.0032 1800 6.4172 3.125 2.053504 
0.1 0.0032 15522 36.7025 25 1.4681 
0.15 0.0032 24219 50.4299 37.5 1.344797 
0.2 0.0032 25870 62.5793 50 1.251586 
0.25 0.0032 41832 76.0187 62.5 1.216299 
0.3 0.0032 42387 88.0726 75 1.174301 
0.35 0.0032 50881 100.497 87.5 1.148537 
0.4 0.0032 55720 112.946 100 1.12946 
0.45 0.0032 61824 125.396 112.5 1.114631 
0.5 0.0032 58705 136.981 125 1.095848 
0.55 0.0032 90885 151.378 137.5 1.100931 
0.6 0.0032 83580 163.021 150 1.086807 
0.65 0.0032 90580 175.381 162.5 1.079268 
0.7 0.0032 108654 187.984 175 1.074194 
0.75 0.0032 100031 199.423 187.5 1.063589 




Figure 4.7: Graph comparing CFD and Analytical pressure drop values 
 
4.4.2  Coil Pipe  
Flow through straight tubes has been studied extensively over time, while flow 
through coiled tubing has been studied in significantly less detail. The Autonomous 
Inflow Control Valve (AICV) makes use of a coil pipe. The coil pipe has an internal 
diameter of 2r. The coil diameter which is also known as the pitch circle diameter 
(PCD) can be measured between the centres of the pipes is denoted by 2RC. The 























Analytical pressure drop (Pa)
0.8 0.0032 108256 212.718 200 1.06359 
0.85 0.0032 125208 225.973 212.5 1.063402 
0.9 0.0032 77013 232.062 225 1.031387 
0.95 0.0032 77490 243.607 237.5 1.025714 
1 0.0032 151240 263.917 250 1.055668 
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ratio 𝛿 is the pipe diameter to coil diameter ratio (
𝑟
𝑅𝐶
). The ratio of the pitch to a 
developed length of one turn (
𝐻
2𝜋𝑅𝐶
) is known as the non-dimensional pitch, λ. The 
flow in coil pipes is characterised by a dean number which is similar to the Reynolds 
number for flow in other pipes (Jayakumar et al., 2010). The dean number, De is 




 (4.5)     
Where Re is the Reynolds number, = 
2𝑟𝑢𝑎𝑣𝜌
𝜇
      (4.6) 
C.M White experimentally determined that the Dean Number can be related to the 
pressure drop in a tube, by a function of the Dean Number, defined as: 
𝑓(𝐷𝑒) = 0.37𝐷𝑒0.36   (4.7) 











Therefore, when the value of 
∆𝑃𝑑2
𝑙𝜇𝑈
  is plotted against0.37𝐷𝑒0.36, the resulting graph 
should be a linear relationship with a slope of 32. 
Research has shown that very complex flow patterns occur within a coil pipe. The 
centrifugal forces experienced within the coil are controlled by the coil curvature. 
These forces are responsible for the development of secondary flow (Darvid, Smith, 
Merril, & Brain, 1971). The effect of the curvature also means that the fluid flow at the 
outer side of the pipe moves much faster that the fluid flow in the inner pipe. This 
difference in flow speed results in secondary flow which changes with the dean 
number of the flow. During the flow in a coil pipe, the transition from laminar to 
turbulent flow occurs at a much higher Reynolds number (Critical Reynolds Number, 
Recr) than that of a straight pipe. The critical Reynolds number (Recr) can be estimated 
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using the correlations developed by Ito (1959), Schmidt (1967), Srinivasan, 
Nandapurkar, and Holland (1970) or Janssen and Hoogendoorn (1978).  
To run numerical simulations on the coil pipe, as shown in figure 4.6, the geometry 
had to first be created using ANSYS design modeller. The geometry creation process 
is described below; the sketch of a circle and a path measuring 3.2mm in diameter 
and 24mm in length respectively are drawn on the XY plane. After proper 
dimensioning and constraints, the circle is swept along the path with a desired pitch 
to form the coil geometry. After the geometry has been successfully swept and 
created, named selection is now done before the next process of mesh generation is 
carried out. Hydraulic diameter 
𝑑ℎ =  3.2𝑚𝑚 
 
 
Figure 4.8: Coil pipe geometry 
The pressure drop in the coil pipe is calculated analytically from the dean number 





 𝑥 0.37(𝐷𝑒0.36)       (4.9) 
 
4.4.2.1. Laminar and turbulent oil flow simulations 
The pressure drop attained for the coil pipe geometry when simulating the flow of oil 
through the conduit was about 0.26 MPa as indicated in figure 4.9 below, the color 
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map shows at the entrance region exhibits the highest-pressure coloration which 
dissipates as the flow goes through the pipe. On the other hand, The pressure drop 
attained for the coil pipe geometry when simulating the flow of oil through the conduit 
was about 13.62 MPa as indicated below, the color map shows at the entrance region 
exhibits the highest-pressure coloration which dissipates as the flow goes through the 
pipe 
 
Figure 4.9: Laminar (left) and turbulent (right) oil flow - Contours of static pressure 
 
4.4.2.2. Laminar and turbulent water flow simulations 
The pressure drop attained for the coil pipe geometry when simulating the flow of oil 
through the conduit was about 13.62 MPa as indicated in figure 4.10 below, the color 
map shows at the entrance region exhibits the highest-pressure coloration which 
dissipates as the flow goes through the pipe. On the other hand, the pressure drop 
attained for the coil pipe geometry when simulating the flow of water through the 
conduit was about 6.54 Pa as indicated below, the color map shows at the entrance 
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region exhibits the highest-pressure coloration which dissipates as the flow goes 
through the pipe 
    
Figure 4.10: Laminar (left) and turbulent (right) water flow - Contours of static pressure 
 
4.4.2.3. Laminar and turbulent gas flow simulations 
The pressure drop attained for the coil pipe geometry when simulating the flow of gas 
through the conduit was about 0.09 Pa as indicated in figure 4.11 below, the color 
map shows at the entrance region exhibits the highest-pressure coloration which 
dissipates as the flow goes through the pipe. On the other hand, the pressure drop 
attained for the coil pipe geometry when simulating the flow of gas through the conduit 
was about 4.95 Pa as indicated below, the color map shows at the entrance region 
exhibits the highest-pressure coloration which dissipates as the flow goes through the 
pipe 
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Figure 4.11: Laminar (left) and turbulent (right) gas flow - Contours of static pressure 
 
4.4.3 Elliptical straight pipe 
A variation of the straight circular pipe is the straight elliptical pipe. An important fact 
which was considered before creating the geometry for the ellipse was the relatability 
of results. This meant that both designs had to have the same properties such as the 
surface area to compare the results obtained after numerical simulations. 
The surface area of a circle is calculated using the formula, 𝐴 = 𝜋𝑟2 (4.10) 
While the surface area of an ellipse is calculated using the formula,  
𝐴 =  π x r𝑎  x r𝑏         (4.11) 
r𝑎 =  1.3mm  
r𝑏 =  1.96mm 
The same principle is applied to the elliptical pipe; the sketch is drawn on the XY 
plane and swept along the path of a desired length to create the geometry.  
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Figure 4.12: Elliptical Straight pipe geometry 
 
4.4.3.1. Laminar and turbulent oil flow simulations 
The pressure drop attained for the elliptical pipe geometry when simulating the flow 
of oil through the conduit was about 0.34 MPa as indicated in figure 4.13 below, the 
color map shows at the entrance region exhibits the highest-pressure coloration which 
dissipates as the flow goes through the pipe. On the other hand, the pressure drop 
attained for the elliptical pipe geometry when simulating the flow of oil through the 
conduit was about 14.59 MPa as indicated below, the color map shows at the 
entrance region exhibits the highest-pressure coloration which dissipates as the flow 
goes through the pipe. 
100 | P a g e  
 
 
Figure 4.13: Laminar (left) and turbulent (right) oil flow - Contours of static pressure 
4.4.3.2. Laminar and turbulent water flow simulations 
The pressure drop attained for the elliptical pipe geometry when simulating the flow 
of water through the conduit was about 8.35 Pa as indicated in figure 4.14 below, the 
color map shows at the entrance region exhibits the highest-pressure coloration which 
dissipates as the flow goes through the pipe. On the other hand, the pressure drop 
attained for the elliptical pipe geometry when simulating the flow of water through the 
conduit was about 367.62 Pa as indicated below, the color map shows at the entrance 
region exhibits the highest-pressure coloration which dissipates as the flow goes 
through the pipe. 
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Figure 4.14: Laminar (left) and turbulent (right) water flow - Contours of static pressure 
4.4.3.3. Laminar and turbulent gas flow simulations 
The pressure drop attained for the elliptical pipe geometry when simulating the flow 
of gas through the conduit was about 0.16 Pa as indicated in figure 4.15 below, the 
color map shows at the entrance region exhibits the highest-pressure coloration which 
dissipates as the flow goes through the pipe. On the other hand, the pressure drop 
attained for the elliptical pipe geometry when simulating the flow of gas through the 
conduit was about 5.29 Pa as indicated below, the color map shows at the entrance 
region exhibits the highest-pressure coloration which dissipates as the flow goes 
through the pipe 
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Figure 4.15: Laminar (left) and turbulent (right) gas flow - Contours of static pressure 
 
4.4.4 Straight Square Pipe 
Another variation of the straight circular pipe is the straight square pipe, giving more 
surface area and more turbulence. An important fact was considered before creating 
the geometry for the square straight pipe, the relatability of results. This meant that 
both designs had to have the same properties such as the surface area to compare 
the results obtained after numerical simulations. 
The surface area of a circle is calculated using the formula, 𝐴 = 𝜋𝑟2 (4.12) 
While the surface area of a square is calculated using the formula, 𝐴 = 𝐿2 (4.13) 
L =  2.84𝑚𝑚 
The same principle is applied to the square pipe; the sketch is drawn on the XY plane 
and swept along the path of a desired length to create the geometry. Manufacturability 
of the design was also taken into consideration although with advances in the area 
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such as 3D printing and additive manufacturing, any design is pretty much achievable. 
This design however features fillets measuring 0.5mm in radii on all four edges as 
opposed to sharp edges to cater or ensure manufacturability.  
 
Figure 4.16: Square pipe geometry 
4.4.4.1. Laminar and turbulent oil flow simulations 
The pressure drop attained for the straight square pipe geometry when simulating the 
flow of oil through the conduit was about 0.428 MPa as indicated in figure 4.17 below, 
the color map shows at the entrance region exhibits the highest-pressure coloration 
which dissipates as the flow goes through the pipe. . On the other hand, the pressure 
drop attained for the straight square pipe geometry when simulating the flow of oil 
through the conduit was about 14.84 MPa as indicated below, the color map shows 
at the entrance region exhibits the highest-pressure coloration which dissipates as 
the flow goes through the pipe 
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Figure 4.17: Laminar (left) and turbulent (right) oil flow - Contours of static pressure 
4.4.4.2. Laminar and turbulent water flow simulations 
The pressure drop attained for the straight square pipe geometry when simulating the 
flow of water through the conduit was about 10.73 Pa as indicated in figure 4.18 
below, the color map shows at the entrance region exhibits the highest-pressure 
coloration which dissipates as the flow goes through the pipe. On the other hand, the 
pressure drop attained for the straight square pipe geometry when simulating the flow 
of water through the conduit was about 374 Pa as indicated below, the color map 
shows at the entrance region exhibits the highest-pressure coloration which 
dissipates as the flow goes through the pipe 
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Figure 4.18: Laminar (left) and turbulent (right) water flow - Contours of static 
pressure 
4.4.4.3. Laminar and turbulent gas flow simulations 
The pressure drop attained for the straight square pipe geometry when simulating the 
flow of gas through the conduit was about 0.16 Pa as indicated in figure 4.19 below, 
the color map shows at the entrance region exhibits the highest-pressure coloration 
which dissipates as the flow goes through the pipe. On the other hand, the pressure 
drop attained for the straight square pipe geometry when simulating the flow of gas 
through the conduit was about 5.39 Pa as indicated below, the color map shows at 
the entrance region exhibits the highest-pressure coloration which dissipates as the 
flow goes through the pipe 
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Figure 4.19: Laminar (left) and turbulent (right) gas flow - Contours of static pressure 
4.4.5 Square coil  
A square coil pipe is a variation of the coil pipe using a quadrilateral shape. To run 
the same simulation around all geometry cases, it also had to be ensured that they 
all had same dimensions. For the square coil, the surface area of the square had to 
be the same with the circle and this was achieved by equating both surfaces areas. 
Therefore, the length of the square that would give same surface area as the circle is 
2.835mm.  
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Figure 4.20: Square coil geometry 
4.4.5.1. Laminar and turbulent oil flow simulations 
The pressure drop attained for the square coil geometry when simulating the flow of 
oil through the conduit was about 0.43 MPa as indicated in figure 4.21 below, the 
color map shows at the entrance region exhibits the highest-pressure coloration which 
dissipates as the flow goes through the pipe. On the other hand, the pressure drop 
attained for the straight square pipe geometry when simulating the flow of oil through 
the conduit was about 14.86 MPa as indicated below, the color map shows at the 
entrance region exhibits the highest-pressure coloration which dissipates as the flow 
goes through the pipe 
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Figure 4.21: Laminar (left) and turbulent (right) oil flow - Contours of static pressure 
4.4.5.2. Laminar and turbulent water flow simulations 
The pressure drop attained for the straight square pipe geometry when simulating the 
flow of water through the conduit was about 10.85 Pa as indicated in figure 4.22 
below, the color map shows at the entrance region exhibits the highest-pressure 
coloration which dissipates as the flow goes through the pipe. On the other hand, the 
pressure drop attained for the straight square pipe geometry when simulating the flow 
of water through the conduit was about 374.32 Pa as indicated below, the color map 
shows at the entrance region exhibits the highest-pressure coloration which 
dissipates as the flow goes through the pipe 
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Figure 4.22: Laminar (left) and turbulent (right) water flow - Contours of static 
pressure 
4.4.5.3. Laminar and turbulent gas flow simulations 
The pressure drop attained for the straight square pipe geometry when simulating the 
flow of gas through the conduit was about 0.2 Pa as indicated in figure 4.23 below, 
the color map shows at the entrance region exhibits the highest-pressure coloration 
which dissipates as the flow goes through the pipe. On the other hand, the pressure 
drop attained for the straight square pipe geometry when simulating the flow of gas 
through the conduit was about 5.4 Pa as indicated below, the color map shows at the 
entrance region exhibits the highest-pressure coloration which dissipates as the flow 
goes through the pipe 
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Figure 4.23: Laminar (left) and turbulent (right) gas flow - Contours of static pressure 
 
4.4.6 Slinky Coil Pipe 
A slinky coil pipe, which as the name implies, assumes the shape of a slinky. It looks 
to still maintain the shape, size and robustness of the original design but to achieve 
design optimization, the geometry is created using the diameter of the original coil as 
the design path and then a circle sketch of the same diameter as the coil, 3.2mm, is 
swept round the design path to create the desired geometry. The findings and results 
achieved will be discussed in the following chapter. 
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Figure 4.24: Optimised slinky coil geometry 
4.4.6.1. Laminar and turbulent oil flow simulations 
The pressure drop attained for the straight square pipe geometry when simulating the 
flow of oil through the conduit was about 2.2 MPa as indicated in figure 4.25 below, 
the color map shows at the entrance region exhibits the highest-pressure coloration 
which dissipates as the flow goes through the pipe. On the other hand, the pressure 
drop attained for the straight square pipe geometry when simulating the flow of oil 
through the conduit was about 117.55 MPa as indicated below, the color map shows 
at the entrance region exhibits the highest-pressure coloration which dissipates as 
the flow goes through the pipe 
 
Figure 4.25: Laminar (left) and turbulent (right) oil flow - Contours of static pressure 
112 | P a g e  
 
4.4.6.2. Laminar and turbulent water flow simulations 
The pressure drop attained for the straight square pipe geometry when simulating the 
flow of water through the conduit was about 55.15 Pa as indicated in figure 4.26 
below, the color map shows at the entrance region exhibits the highest-pressure 
coloration which dissipates as the flow goes through the pipe. On the other hand, the 
pressure drop attained for the straight square pipe geometry when simulating the flow 
of water through the conduit was about 2956 Pa as indicated below, the color map 
shows at the entrance region exhibits the highest-pressure coloration which 
dissipates as the flow goes through the pipe 
 
Figure 4.26: Laminar (left) and turbulent (right) water flow - Contours of static 
pressure 
4.4.6.3. Laminar and turbulent gas flow simulations 
The pressure drop attained for the straight square pipe geometry when simulating the 
flow of gas through the conduit was about 0.8 Pa as indicated in figure 4.27 below, 
the color map shows at the entrance region exhibits the highest-pressure coloration 
which dissipates as the flow goes through the pipe. On the other hand, the pressure 
drop attained for the straight square pipe geometry when simulating the flow of gas 
through the conduit was about 42.82 Pa as indicated below, the color map shows at 
the entrance region exhibits the highest-pressure coloration which dissipates as the 
flow goes through the pipe 
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Figure 4.27: Laminar (left) and turbulent (right) gas flow - Contours of static pressure 
4.4.7 Square slinky coil pipe  
Applying the square fluid flow geometry to the slinky coil pipe created the square 
slinky coil pipe.  
 
Figure 4.28: Square slinky coil pipe 
4.4.6.1. Laminar and turbulent oil flow simulations 
The pressure drop attained for the straight square pipe geometry when simulating the 
flow of oil through the conduit was about 2.8 MPa as indicated in figure 4.29 below, 
the color map shows at the entrance region exhibits the highest-pressure coloration 
which dissipates as the flow goes through the pipe. On the other hand, the pressure 
drop attained for the straight square pipe geometry when simulating the flow of oil 
through the conduit was about 119.4 MPa as indicated below, the color map shows 
at the entrance region exhibits the highest-pressure coloration which dissipates as 
the flow goes through the pipe 




Figure 4.29: Laminar (left) and turbulent (right) oil flow - Contours of static pressure 
4.4.6.2. Laminar and turbulent water flow simulations 
The pressure drop attained for the straight square pipe geometry when simulating the 
flow of water through the conduit was about 69.7 Pa as indicated in figure 4.30 below, 
the color map shows at the entrance region exhibits the highest-pressure coloration 
which dissipates as the flow goes through the pipe. On the other hand, the pressure 
drop attained for the straight square pipe geometry when simulating the flow of water 
through the conduit was about 3021 Pa as indicated below, the color map shows at 
the entrance region exhibits the highest-pressure coloration which dissipates as the 
flow goes through the pipe 
 
Figure 4.30: Laminar (left) and turbulent (right) water flow - Contours of static 
pressure 
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4.4.6.3. Laminar and turbulent gas flow simulations 
The pressure drop attained for the straight square pipe geometry when simulating the 
flow of gas through the conduit was about 1.02 Pa as indicated in figure 4.31 below, 
the color map shows at the entrance region exhibits the highest-pressure coloration 
which dissipates as the flow goes through the pipe. On the other hand, the pressure 
drop attained for the straight square pipe geometry when simulating the flow of gas 
through the conduit was about 43.03 Pa as indicated below, the color map shows at 
the entrance region exhibits the highest-pressure coloration which dissipates as the 
flow goes through the pipe. 
 
Figure 4.31: Laminar (left) and turbulent (right) gas flow - Contours of static pressure 
 
4.4.8 Square swirl coil pipe 
This has been identified as the optimal geometry for pressure drop and therefore 
shows the simulation results for pressure drop values, contours of static pressure, 
velocity magnitude and velocity vectors colored by velocity. 
This design is a variation of the square coil pipe using a quadrilateral shape. To run 
the same simulation around all geometry cases, it also had to be ensured that they 
all had same dimensions. For the square swirl coil, the surface area of the square 
had to be the same with the circle and this was achieved by equating both surfaces 
areas. Therefore, the length of the square that would give same surface area as the 
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circle is 2.835mm. The geometry is created the same way as the coil. However, in 
this scenario, the sketch of the square is created and swept along the line body path 
created to create the swirl. This fluid flow geometry is a step up from the previous 
design as it incorporates the element of swirl. The effects of this will be examined in 
the next chapter. 
 
Figure 4.32: Optimised square swirl coil geometry 
 
4.4.8.1. Laminar and turbulent oil flow simulations 
The pressure drops attained for the square swirl coil pipe geometry when simulating 
the flow of oil through the conduit was about 6.1 MPa as indicated in figure 4.33 below, 
the color map shows at the entrance region exhibits the highest-pressure coloration 
which dissipates as the flow goes through the pipe experiencing turbulence due to 
the swirl effect the geometry creates and experiencing recirculation in some areas. 
On the other hand, the pressure drop attained for the square swirl coil pipe geometry 
when simulating the flow of oil through the conduit was about 191 MPa as indicated 
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below, the color map shows at the distinct coloration of entrance region exhibits the 
highest-pressure coloration which dissipates as the flow goes through the pipe 
experiencing turbulence due to the swirl effect the geometry creates and experiencing 
recirculation in some areas. This is the maximum pressure drop attained amongst all 
geometry cases. It shows the effect the fluid flow geometry has on the physics of flow 
regarding pressure drop considered important in valve operation. 
 
Figure 4.33: Laminar (left) and turbulent (right) oil flow - Contours of static pressure 
4.4.8.2. Velocity contour magnitude for oil flow 
The velocity vectors show us how the fluid flows or moves through the geometry and 
the colour map shows us the how the magnitude of velocity varies along different 
areas of the design. In figure 5.2, the laminar boundary wall layer is visible, but the 
centrifugal forces acting on the fluid as it flows through the geometry makes the higher 
velocity flow move to the outer part of the pipe while the slower fluid flow is on the 
inner part of the coil. The figure shows us the laminar layer acting as a lubrication 
layer hence allowing the fluid close to the wall due to centrifugal forces move as a 
much faster velocity of about 35 m/s compared to the inner fluids layer’s velocity of 
about 12m/s.  
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Figure 4.34: Laminar (left) and turbulent (right) oil flow - Contours of velocity 
magnitude 
 
The velocity vectors coloured by velocity magnitude are used to view using 3D 
arrows, the fluid flow through the geometry in more detail, below in figure 5.3, it is 
seen that the square swirl slinky coil fluid flow geometry creates some disturbances 
to the fluid flow and some zones where recirculation might occur. These physics 
factors are applicable to heat transfer enhancement hence, the square swirl slinky 
coil pipe geometry will be applied to enhance heat transfer.  
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Figure 4.35: Vectors of velocity magnitude showing turbulence and recirculation 
zones observed 
 
4.4.8.3. Laminar and turbulent water flow simulations 
The pressure drop attained for the square swirl coil pipe geometry when simulating 
the flow of water through the conduit was about 135.761 Pa as indicated in figure 4.34 
below, the color map shows at the entrance region exhibits the highest-pressure 
coloration which dissipates as the flow goes through the pipe experiencing turbulence 
due to the swirl effect the geometry creates and also experiencing recirculation in 
some areas. On the other hand, the pressure drop attained for the square swirl coil 
pipe geometry when simulating the flow of water through the conduit was about 
4850Pa as indicated below, the color map shows at the entrance region exhibits the 
highest-pressure coloration which dissipates as the flow goes through the pipe 
experiencing turbulence due to the swirl effect the geometry creates and experiencing 
recirculation in some areas. This is the maximum pressure drop attained amongst all 
geometry cases. It shows the effect the fluid flow geometry has on the physics of flow 
regarding pressure drop considered important in valve operation 
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Figure 4.36: Laminar (left) and turbulent (right) water flow - Contours of static pressure 
4.4.8.4. Velocity contour magnitude for water flow 
The velocity vectors show us how the fluid flows or moves through the geometry and 
the colour map shows us the how the magnitude of velocity varies along different 
areas of the design. In figure 4.37, the laminar boundary wall layer is visible, but the 
centrifugal forces acting on the fluid as it flows through the geometry makes the higher 
velocity flow move to the outer part of the pipe while the slower fluid flow is on the 
inner part of the coil. The figure shows us the laminar layer acting as a lubrication 
layer hence allowing the fluid close to the wall due to centrifugal forces move at a 
much faster velocity of about 0.37m/s compared to the inner fluids layer’s velocity of 
about 0.061m/s.  
 
Figure 4.37: Laminar (left) and turbulent (right) water flow - Contours of velocity 
magnitude 
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The velocity vectors coloured by velocity magnitude are used to view using 3D 
arrows, the fluid flow through the geometry in more detail, below in figure 4.38, it is 
seen that the square swirl slinky coil fluid flow geometry creates some disturbances 
to the fluid flow and some zones where recirculation might occur. These physics 
factors are applicable to heat transfer enhancement hence, the square swirl slinky 
coil pipe geometry will be applied to enhance heat transfer.  
 
 
Figure 4.38: Vectors of velocity magnitude showing turbulence and recirculation 
zones observed 
 
4.4.8.5. Laminar and turbulent gas flow simulations 
The pressure drop attained for the square swirl coil pipe geometry when simulating 
the flow of gas through the conduit was about 1.65Pa as indicated in figure 4.35 
below, the color map shows at the entrance region exhibits the highest-pressure 
coloration which dissipates as the flow goes through the pipe experiencing turbulence 
due to the swirl effect the geometry creates and experiencing recirculation in some 
areas. On the other hand, the pressure drop attained for the square swirl coil pipe 
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geometry when simulating the flow of oil through the conduit was about 68.87 Pa as 
indicated below, the color map shows at the distinct coloration of entrance region 
exhibits the highest-pressure coloration which dissipates as the flow goes through the 
pipe experiencing turbulence due to the swirl effect the geometry creates and 
experiencing recirculation in some areas. This is the maximum pressure drop attained 
amongst all geometry cases. It shows the effect the fluid flow geometry has on the 
physics of flow regarding pressure drop considered important in valve operation 
 
Figure 4.39: Laminar (left) and turbulent (right) gas flow - Contours of static pressure 
4.4.8.6. Velocity contour magnitude for gas flow 
The velocity vectors show us how the fluid flows or moves through the geometry and 
the colour map shows us the how the magnitude of velocity varies along different 
areas of the design. In figure 4.40, the laminar boundary wall layer is visible, but the 
centrifugal forces acting on the fluid as it flows through the geometry makes the higher 
velocity flow move to the outer part of the pipe while the slower fluid flow is on the 
inner part of the coil. The figure shows us the laminar layer acting as a lubrication 
layer hence allowing the fluid close to the wall due to centrifugal forces move at a 
much faster velocity of about 0. 086m/s compared to the inner fluids layer’s velocity 
of about 0.014m/s 
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Figure 4.40: laminar and turbulent gas flow (Square swirl slinky pipe) - Contours of 
velocity magnitude 
 
The velocity vectors coloured by velocity magnitude are used to view using 3D 
arrows, the fluid flow through the geometry in more detail, below in figure 4.41, it is 
seen that the square swirl slinky coil fluid flow geometry creates some disturbances 
to the fluid flow and some zones where recirculation might occur. These physics 
factors are applicable to heat transfer enhancement hence, the square swirl slinky 
coil pipe geometry will be applied to enhance heat transfer.  
 
 
Figure 4.41: Vectors of velocity magnitude showing turbulence and recirculation 
zones observed 
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4.5. Summary of simulation results 
 
The CFD simulation result shave been shown in Section 4.4 for the 8 newly proposed 
designs of AICV. All of them have been analysed for pressure drop and velocity. The 
square swirl slinky col pipe showed the maximum pressure drop for all three fluids 
(i.e., oil, water and gas) and hence has been shown with the velocity contours as well. 
The following two tables show the summary of the pressure drop for all the 8 designs 
in laminar and turbulent flow regimes.   
 
Table 4-3: Summary of laminar flow pressure drop values attained for each fluid 
flow geometry case 
 
 
Table 4-4: Summary of turbulent flow pressure drop values attained for each fluid 









Straight pipe  6.4172 0.0961651 0.258375 
coil pipe  6.53654 0.0978852 0.263112 
Elliptical pipe 8.34576 0.124376 0.33536 
Straight square pipe  10.7256 0.157555 0.428701 
Square coil pipe 10.85 0.159154 0.433447 
Slinky Pipe 55.1554 0.803645 2.19796 
Square slinky coil 69.6982 1.02197 2.78382 











Straight pipe  340.866 4.92118 13.54133 
coil pipe  343.01033 4.9476204 13.61718 
Elliptical pipe 367.61536 5.2986183 14.58985 
Straight square pipe  374.0127 5.3946793 14.84783 
Square coil pipe 374.31908 5.395632 14.86027 
Slinky Pipe 2956.383 42.820684 117.545 
Square slinky coil 3020.696 43.031702 119.3965 
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Figure 4.42: Comparison of the effect of coil pipe currently in use to developed 
square swirl slinky pipe geometry design on pressure drop 
 
 4.6. Design Rights related to this research  
 
The work done in this research has led to the following two design rights been filed at 
the UK Intellectual Property Office (further details at: https://www.gov.uk/search-
registered-design). 
Square swirl Pipe 
Design number: 6021625 
Class 23 - Fluid distribution equipment, sanitary, heating, ventilation and air- 
conditioning equipment, solid fuel  
 
Spiralled coil Pipe 
Design number: 6021642 
Class 23 - Fluid distribution equipment, sanitary, heating, ventilation and air- 
conditioning equipment, solid fuel  
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Chapter 5 Conclusions and Recommendations   
 
In this chapter, conclusions regarding the relative performance of all fluid flow 
geometry cases designed and simulated have been presented. The conclusions 
drawn are based on the results analysed in Chapter 4.  
 
5.1 Conclusions  
 
The main purpose of this research was to design fluid flow geometry capable of 
achieving optimal pressure drop for oil recovery by understanding the effect the fluid 
flow geometry had on the physics of fluid flow with regard to, the drop-in pressure as 
this factor majorly determined the mechanical actuation of the valves through the 
laminar and turbulent flow elements in the AICV and the heat transfer in a solar water 
heater. The fluid flow geometry cases selected are based on fluid flow especially oil 
through various conduits at various Reynolds numbers. The study was carried out 
through extensive literature review, computational fluid dynamics (CFD) and its 
validations through either direct experiment or peer reviewed experimental research.  
One of the objectives set for this research was to determine fluid flow geometry 
parameters which affect the physics of flow with regards to mechanical actuation to 
prevent premature water and or gas breakthrough. This was achieved as seen 
through the simulations, discussions and results. The fluid flow geometry parameters 
considered which affect the physics flow about the drop-in pressure, assuming 
negligible pipe wall roughness, were seen to be the length or path of the fluid flow 
geometry, the shape of the fluid flow geometry and the amount of swirl impacted on 
the fluid flow by the geometry. These parameters have been optimised through 
simulations and analytical calculations to design a fluid flow geometry (square swirl 
slinky coil pipe) which affects the physics of flow and optimise the for pressure drop. 
127 | P a g e  
 
This design was then utilised to enhance heat transfer applications and then 
simulated results were compared with published literature  
The tables below show the pressure drop values equated using the correlation factor 
of 2.0535 to the analytical result values as demonstrated in chapter 4. 
5.2 Achievement of aim and objectives 
The aim of this research was to design a fluid flow geometry capable of achieving 
optimal pressure drop for oil recovery. This aim was achieved as is evident in section 
4.2. An optimum fluid flow geometry was design with the capability of achieving 
optimal pressure drop for oil recovery.  
The objectives of this work were:   
1. To undertake literature review of fluid flow parameters and their effect on the 
physics of flow.  
This objective was met through the extensive literature review carried out in 
chapter 2 and further utilised for new geometry designs in Chapter 4.  
2. To identify geometry parameters for AICV that can avoid premature water and 
or gas breakthrough  
This research met the objective through study of literature and published work, 
the valve operation, understanding the underlying physics and numerical 
simulations to determine what parameters affected the physics of flow 
regarding pressure drop in chapters 1 through to 4.  
3. To propose new designs for the AICV that can lead to optimum pressure drop  
After numerical simulations were carried out, the square swirl design proved 
to be the optimum fluid flow geometry thereby meeting this objective as a 
proposed new design which leads to optimum pressure drop.  
4. To compare the CFD results of the circular coil pipe of the AICV with the newly 
proposed designs  
In the results sections in chapter 4, the result of the new design is compared 
with that of the current design as shown in figures 4.42  
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5. To optimise the design with the best results compared to the circular coil pipe 
of the AICV 
During the research, the various designs were optimised, and the square 
geometry proved to be the most efficient design for enhancing pressure drop 
in all fluid simulated. The swirl design was also tested which also proved to 
work best on the square geometry  
6. To compare the simulation results of the optimal design with analytical values  
As discussed in chapter 4 under the cases for numerical simulation, analytical 
methods were used to validate the numerical simulation results before using 
those setting to run the other simulations. A correlation factor was discovered 
which reduced with an increase ion pipe length. This leads to the assumption 
that with a longer length of pipe, the numerical fluid flow analysis becomes 
more accurate as shown in table 4.2. The correlated pressure drop values are 
also displayed below in tables 5-1 and 5-2.  
Table 5-1 Correlated Laminar flow pressure drop values 
 








Straight pipe  3.125 0.04683 0.125822 
coil pipe  3.1831153 0.047667 0.128128 
Elliptical pipe 4.064155707 0.060568 0.163311 
Straight square pipe  5.223072368 0.076725 0.208766 
Square coil pipe 5.283651748 0.077504 0.211077 
Slinky Pipe 26.85916365 0.391353 1.070346 
Square slinky coil 33.94110749 0.497671 1.355644 











Straight pipe  165.9923721 2.396479 6.594254 
coil pipe  167.0366018 2.409355 6.631191 
Elliptical pipe 179.0185751 2.580281 7.104856 
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The pressure drop created by the Laminar Flow Element is shown by the below 
equation: ∆P =  
32μVL
D2
 The graphs below show in detail the vast difference in pressure 
drop generated due to altering the fluid flow geometry to affect the fluid flow between 
the coil design and the final square swirl slinky pipe design for laminar flow. The graph 
in figure 5.1 shows the effect of flow geometry on the physics of flow regarding 
pressure drop in the laminar flow regime while figure 5.2 details the effect of the 
optimised fluid flow geometry enhancing oil recovery  
 
Figure 5.1: effect of flow geometry on the physics of flow regarding pressure drop in 
the laminar flow regime 
Straight square pipe  182.1339038 2.627061 7.230487 
Square coil pipe 182.2831024 2.627524 7.236543 
Slinky Pipe 1439.677254 20.8525 57.2412 
Square slinky coil 1470.995917 20.95526 58.14279 
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Figure 5.2: the effect of the optimised fluid flow geometry enhancing oil recovery 
(LFE) 
Where: P = differential pressure,  = 0.1, V = 32.22m/s, L = 0.0125m (2.23m full 
flow path), D = 0.0032 The pressure drop through the laminar flow element for the 
0.0125m path length is as follows;  
∆P From CFD simulation = 0.25 MPa Analytical pressure drop value = 0.125MPa  
∆P  at full length = 22.5MPa 
In comparison to the simulated pressure drop it can be assumed the calculated values 
correlate to about twice the simulated values.  From the above calculations that the 
fluid flow geometry, Square swirl slinky coil shows an apparent increase in the flow 
path which is due to the shape of the fluid flow geometry, this increase in the flow 
path affects the physics of flow by already creating a further pressure drop which is 
then further enhanced by the addition of swirl which optimises the fluid flow geometry 
as evidenced by the results. This fluid flow geometry from simulations, coil and swirl 
ensures flow separation according to their viscosities and then the drop is pressure 
which governs the laminar flow element will ensure proper valve operation even with 
multiphase or emulsion flows.  
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Due to higher flow rate per unit area through the orifice, when the fluid leaves the 
laminar flow element, there is a higher rate of flow through the turbulent element 
which results in turbulent flow. The pressure differential in the chamber changes with 
reference to the fluid properties such as:  
• flow rate,  
• density of the fluid,  
• Inlet or outlet orifice sizes.  
The drop-in pressure for this section is depicted by the equation: 
∆P = K 
1
2 
 ρ V2     
The graphs below show in detail the vast difference in pressure drop generated due 
to altering the fluid flow geometry to affect the fluid flow between the coil design and 
the final square swirl slinky pipe design for turbulent flow. The graph in figure 5.3 
shows the effect of flow geometry on the physics of flow with regard to pressure drop 
in the turbulent flow regime while figure 5.4 details the effect of the optimised fluid 
flow geometry enhancing oil recovery. 
 
Figure 5.3: effect of flow geometry on the physics of flow regarding pressure drop in 
the turbulent flow regime 
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Figure 5.4: the effect of the optimised fluid flow geometry enhancing oil recovery 
(TFE) 
Where: P = differential pressure, K = Geometrical constant,  = density, V = velocity, 
oil = 970 kg/m3, Voil = 322.2m/s 
For the Coil pipe; 0.27 =  K , For the square swirl slinky coil pipe; 3.8 =  K 
The geometrical constant K is an important parameter when considering the effect of 
fluid flow geometry in a turbulent flow regime on physics of flow. The equation above 
shows us the increase in K from 0.27 for the coil pipe to 3.8 for the square swirl slinky 
pipe.  
Table 5-3: K factor values 
 
 
Fluid flow geometry K factors 
Straight pipe  0.268948 
coil pipe  0.270455 
Elliptical pipe 0.289773 
Straight square pipe  0.294897 
Square coil pipe 0.295144 
Slinky Pipe 2.334595 
Square slinky coil 2.371366 
square swirl slinky coil  3.802352 
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Figure 5.5: Graph showing K factor values for various fluid flow geometry cases 
 
5.3 Novel contribution to knowledge 
The effect the discovered and designed square swirl fluid flow geometry design has 
on the physics of flow regarding creating optimum pressure drop for the recovery of 
oil. In conclusion, the fluid flow geometry design has been optimised to affect the 
physics of the flow and produce optimum flow. This will serve to stop premature water 
breakthrough using mechanical actuation of the valve. The research has shown from 
review and current design and optimised design the practicality of the inflow valve 
design solution. It also shows the orifice and nozzle type enhancing and producing 
maximum flow. Maintaining the same fluid flow geometry size or even smaller but 
increasing efficiency and pressure drop necessary for operation was achieved as 
well. During the above research, the square swirl design discovered, and design 
righted was seen to improve heat transfer due to the obstruction of the boundary layer 
and the generation of recirculation zones in the fluid flow conduit. This means that 
due to turbulence generated by the swirl, the heat transfer is more efficient, and the 
recirculation zones maintain the heat in the hot stream or the fluid with a higher 
temperature which led to better transfer of heat between hot and cold fluids and less 
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energy requirements due to heat temperature being maintained. The design could 
also be applied to oil transportation in the pipeline which currently required heating or 
the pipeline or heating jackets.  
 
5.4 Concluding Remarks 
The approaches described in this thesis are supported by literature and numerical 
simulations. The working models and calculations have shown the principles have 
resulted in positive effects on the fluid flow geometry that can lead to greater pressure 
drops capable of extracting more oil when used in AICV. The effect of swirl on the 
multiphase flow (oil and water) has also been shown in Appendix B but was not the 
focus of this work. Multiphase flow simulations are extremely time consuming and can 
lead to accurate flow configurations in the presence of multiple fluids.  
This new square slinky coil pipe geometry has shown large areas of recirculation that 
lead to pressure drop. This recirculation phenomenon can also help in creating 
turbulent flow which is one of the prime factors for heat transfer applications. This 
geometry has therefore been analysed for heat transfer in a flat plate thermal solar 
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Appendix A 
Effect of the square swirl fluid flow on heat exchange  
The square swirl design is applied to a heat exchanger and the results are analysed. 
The cold water is fed in at a temperature of 303K while the hot water goes into the 
hot inlet at 351.2K according to experiments carried out by (Shrikant and Limaye, 
2016). The temperature of the cold fluid at the outlet is 306K while the hot fluid 
temperature at the hot outlet becomes about 349K. the cold fluid has increased in 
temperature by about 3K.  
 
Contours of static temperature for a heat exchanger 
 
 
Path lines coloured by temperature for a heat exchanger 
Length varied for solar water heater 














The table above shows how the temperature of the fluid changes with an increase in 
length of pipe. It can be deduced however that the temperature does not change 
greatly with this fluid flow geometry setup.  
 
Graph showing the effect of change in length on the temperature at cold outlet 
 
 
The square swirl geometry is applied to the heat exchanger to analyse its effects on 
heat transfer. Firstly, the size of the square geometry is checked to see how it affects 
the heat transfer as shown in the table below.  
 Square size varied for square swirl geometry solar water heater 






























effect of increase in length on Temperature at cold 
outlet (K)




 Graph showing the effect of square swirl geometry size on Temperature at cold outlet 
(K) 
The results show that a reduction in geometry size of the cold fluid gives more area 
for the hot fluid to flow hence there is greater transfer of heat from the hot fluid to the 
cold fluid. The temperature at the cold outlet was seen to also increase when the swirl 
pitch is varied as shown in table.  
 
Swirl pitch varied for square swirl geometry solar water heater 


































effect of square swirl geometry size on Temperature at 
cold outlet (K)
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effect of square swirl geometry pitch on Temperature at 
cold outlet (K)
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The effect of the square swirl fluid flow geometry on the physics of flow in the heat 
exchanger is evident in figure.The re-circulation and turbulent effect created due to 
the square swirl fluid flow geometry leads to enhanced heat transfer.  
 
Path lines coloured by temperature showing the recirculation and turbulence for the 
square swirl solar water heater 
 











Temperature gain (K) at
20mm
solar water heater
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Appendix B 
Effect of the square swirl fluid flow geometry on multiphase flow  
 
Figure below shows the square swirl pipe geometry used to analyse the effect of fluid 
flow geometry on multiphase flow.  
 
Square swirl pipe geometry 
The multiphase Volume of Fluid method (VOF) is used to analyse the fluid flow of oil 
and water. The two Eulerian phases were set up as water and oil while the implicit 
formulation for volume fraction parameters was used to achieve larger time steps 
variations. In this scenario. The primary phase is set to water and the secondary 
phase is set to oil. The phase interactions are defined, surface tension of 0.005 and 
wall adhesion were used to specify how the two phases interact with each other, mass 
flow inlet 0.004 oil domain will be initialised with water and oil pumped into it. In figure 
the path lines coloured by velocity magnitude for the mixture at 500 steps is shown. 
It can be deduced from the image that the higher velocity occurs through the centre 
of the geometry while the slower fluid swirls around it forming a sort of lubricating 
layer permitting the fluid in the centre to flow much faster and smoother.  
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velocity magnitude Path lines for the mixture at 500 steps   
  
 
velocity magnitude Path lines for the mixture at 1000 steps 
In figure, the path line for the mixture coloured by density is examined. It can be 
deduced for the figure that the oil phase of a lower density, 970kg/m3 flows into the 
swirl pipe. When this happens as can be seen in the image, the water phase of 
density, 1000Kg/m3 is moved to the outer region of the pipe. This causes a distinct 
separation of the two phases as the water acts as a lubricant layer for the oil to flow 
through. This phenomenon has application in oil transportation in pipelines.  
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Density Path lines for the mixture at 500 steps 
 
 
