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Résumé
Des robots mobiles ont déjà fait leur apparition dans nos domiciles pour accom-
plir des tâches simples. Pour qu’un robot devienne un véritable assistant, il doit
reconnaître les objects qui appartiennent à son propriétaire. Dans cette thèse, des
algorithmes de reconnaissance d’instances d’objets sont développés pour faire face
aux variations (angles de vue, illumination, etc.) qui surviennent dans un contexte de
robotique mobile d’intérieur. Différentes manières de tirer profit de ce contexte sont
étudiées. Premièrement, un algorithme de segmentation géometrique est proposé pour
profiter de la structure inhérente aux scènes d’intérieur et y détecter des objects isolés.
Un réseau de neurones pour la reconnaissance d’objets qui fusionne des informations
de forme, couleur et texture provenant d’images de couleur et de profondeur est en-
suite présenté. Cet algorithme met en évidence l’importance de combiner plusieurs
sources d’information et la difficulté à utiliser la couleur en robotique. Enfin, une
solution alternative à base de recherche de plus proche voisin, plus facile à entraîner
que le réseau de neurones, est détaillée. Cette approche utilise des mesures comme la
distance à l’objet pour éliminer certains paramètres dans la recherche de plus proche
voisin et le partitionnement de données. L’information provenant de multiples vues
d’un même objet sont aussi fusionnés.
L’algorithme résultant fonctionne sur un robot mobile et peut reconnaître 52 ob-
jects en 500 ms en moyenne (sur un Intel Core i5 avec 3 GB de RAM) avec un taux de
succès de 80%. Les expériences menées dans cette thèse montrent qu’il est essentiel
d’identifier et d’utiliser la structure et l’information présentes dans le contexte de la
robotique d’intérieur pour faire face aux grandes variations qu’il peut y survenir.
Abstract
Mobile robots have already entered people’s homes to perform simple tasks for
them. For robots at home to become real assistants, they have to be able to rec-
ognize the objects in their owner’s home. In this thesis, object instance recognition
algorithms are designed to cope with the variations (viewing angle, lighting condi-
tions, etc.) that occur in the context of mobile robotics experiments. Several ways to
take advantage of this context are studied. First, a geometric segmentation algorithm
that benefits from the structure of indoor scenes to find isolated objects is designed.
Then, a neural network based object recognition process that fuses shape, color and
texture information provided by color and depth cameras is presented. This step
highlights the importance of carefully combining multiple features and the difficulty
to use color information in robotics. Finally, an alternative approach using a nearest
neighbor classifier, which is easier to train than the neural network, is detailed. It
relies on physical measures available to the robot to eliminate some parameters in
clustering and nearest neighbor search procedures. Also, it uses information gathered
through multiple sightings of the objects to reduce the negative impact of occlusions.
The algorithm can recognize 52 objects with a success rate of 80% and runs in 500
ms on average (on an Intel Core i5 CPU with 3 GB of RAM) on a mobile robot. This
work shows that identifying and taking advantage of the structure and information
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1.1 Autonomous mobile robots
Achieving autonomy is a long sought goal in robotics. Many of the most impressive
achievements of recent research in robotics involve a robot which can autonomously
perform a task. One recent example of a task performed autonomously by a robot
is the towel folding done by a PR21 robot [47]. In this work, a PR2 robot picks up
a towel from a pile of randomly dropped towels on a table and folds it. The process
requires that the robot perceives the important features of the towels like corners and
manipulates them properly. Merely saying that a robot is autonomous is not very
precise statement. The autonomy of a robot has to be studied in parallel with the
environment in which it performs its task. In the towel folding example, the robot
is not capable of placing the towels on a shelf or to open a dryer to fetch a towel.
The environment in which the robot operates is controlled. Certain parameters are
chosen so that it is possible for the robot to operate without having to solve every
single problem that could come with this task. The towels are placed on a flat surface
in front of the robot, for instance. This is one example of a controlled parameter.
Consequently, the towel folding robot is not yet a completely autonomous laundry-
service robot. This first step, though, can serve as the basis for an enhanced robot
which deals with a higher number of aspects of a real laundry-service robot. It is not
rare to see impressive robots that are the result a series of designs aimed at solving
increasingly difficult tasks. An inspiring example is the development of autonomous
cars, dating back to the DARPA Grand Challenge2 held in 2004. The challenge was
a robotics competition where a robot had to autonomously travel 142 miles in the
desert of Primm in the United States in complete autonomy in less than 10 hours
[85]. The challenge focused on autonomous navigation in an unknown environment,
involving no interaction between the car and external factors except the dirt road. In
2007, the DARPA Urban Challenge3 added new difficulties to the problem by having





later, Google unveiled the now famous Google car [52]. This succession of events was
a great success for fields robotics. It struck the imagination of people by showing that
the day a car will drive itself autonomously is not that far.
The strategy of designing robots in a simplified but real environment is a great
way to tackle realistic challenges without being overwhelmed by complexity. This
thesis applies such a strategy to the design of robots at home. A robot at home is a
robot that shares the home of its owner to assist him in its daily chores. A robot that
accomplishes useful tasks in a home is a very complex system. It involves hardware
(wheels or legs, hands for manipulation, a structure, several sensors, etc) and soft-
ware (perception of the environment, mapping and localization, manipulation, path
planning, mobility, etc.) parts that work hand in hand to produce a well behaving
robot. This thesis will concentrate on the software aspects of a robot at home. The
hardware will be composed of off-the-shelf solutions chosen to fit the task to solve.
1.2 Software aspects of a robot at home
For a robot at home to be of any use, it needs a minimum set of abilities. Imagine
the robot’s owner asks it to get a bottle of milk in the refrigerator. This requires, as
a bare minimum, that the robot can: communicate, move and manipulate. First, the
owner must be able to communicate its demand to the robot. Next, the robot has
to move towards the refrigerator. Then, it must open the refrigerator and pick the
bottle up. Finally it must move again to hand the bottle to its owner. Each of these
tasks can be split into even smaller parts. Communication implies that the robot first
perceives the owner’s voice (or any other media used to communicate the owner’s will)
and then analyzes its meaning. Also, before the robot can even start to move around,
it has to figure out where it is. This requires perceiving the environment around it.
Moving to the right place in front of the refrigerator implies detecting the appliance
first. Obviously, the software required to control such a robot also is very complex. To
reduce the complexity involved in working on a robot at home, some software aspects
like manipulation and control will be overlooked in this thesis. Other aspects such as
localization and mapping will be solved by freely available state-of-the-art solutions.
The thesis will concentrate on perception and more precisely scene understanding.
Scene understanding is the problem of identifying the different elements that compose
a scene. It is an important ability for a robot at home to understand its environment.
Detecting the floor, for example, can help the robot plan trajectories. A robot at
home must also be able to recognize the objects and pieces of furniture around it.
Scene understanding and more specifically object recognition are domains of computer
vision. In this thesis, theories and algorithms from computer vision will be applied
in a robot at home scenario.
Part of the software developed in this thesis was designed during the PACOM





Figure 1-1: An arena of the Défi Carotte competition. The robot designed for the
competition can be seen in the lower left-hand side of the picture.
french Armament Procurement Agency and Research Funding Agency. The chal-
lenge was to design a robot (or several robots) to autonomously explore and map an
unknown arena of about 100 m2. Additionally, the map had to be annotated with
the type of floor (concrete, wood, etc.), type of walls and objects that the robot en-
countered. The construction of the arena was a single floor with flat walls, but the
presence of ramps on the floor, of windows and mirrors made the task more difficult.
Figure 1-1 shows a picture of an arena that had to be explored during the challenge.
1.3 Computer vision on a mobile robot
Object category and object instance recognition are two important research domains
of computer vision. In object category recognition, the goal is to determine the cate-
gory of an unknown object from a list of possible categories. Examples of categories
are "chair", "table", "bag" or "dog". The goal of an object instance recognition
algorithm is to determine the identity of an unknown object from a list of possible
objects. Object category recognition focuses on the ability to capture the features
that characterize a given type of objects. Tables, for instance, tend to be composed
of a flat surface mounted on four legs. The goal of object category recognition is
to learn these characteristics on a large number of examples in order to be able to
automatically determine the category of an object that was never seen before. Object
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category recognition focuses on the elements that are common to all instances in a
category. The difficulty in object category recognition lies in the fact that the cate-
gories like "table" do not translate into an fixed set of characteristics. Some tables,
for instance, have a single leg. In object instance recognition, the goal is to find the
features that are specific to each instance of an object. For example, the shape of
a four-legged table would be a good feature to distinguish it from a single-legged
one. Object instance recognition focuses on the differences between several objects
in order to be able to tell them apart. For a robot at home, it is essential to be able
to specifically recognize the pieces of furniture that are in its owner’s home. A robot
at home must be able to tell whether it is facing one of the dining room chairs or the
one from the office. Furthermore, a robot at home will not often be facing objects
it has never seen before. The only objects it is concerned with are the ones in its
owner’s home. Object instance recognition is therefore a more useful ability than
object category recognition for a robot at home.
Computer vision algorithms typically rely on the information provided by a video
camera. Recently though, the availability of inexpensive depth cameras changed
this trend. The Kinect, for instance, is an RGB-D camera that is nowadays widely
used in robotics. An RGB-D camera combines a color camera and a depth camera,
providing more information than a regular video camera. The added information
is very useful for a variety of tasks from mapping [39] to scene understanding [31]
and object recognition [75, 16]. In this thesis, the depth information provided by an
RGB-D camera will be combined with color to perform a more reliable recognition.
One pitfall of RGB-D camera like the Kinect is that the depth sensor cannot be used
outdoors. Direct sunlight saturates the sensor and provokes false measurements. A
robot at home operates indoors and failures from the depth camera should not happen
often.
Object instance recognition algorithms, whether they use depth information or
not, were not designed with robotics in mind. Rather, robotics is one possible appli-
cation of these algorithms. Applying computer vision algorithms to robotics means
that the specificities of the application must be identified and considered. Mobile
robotics in particular is considered to be a difficult application of computer vision.
In mobile robotics, the operating conditions are much less controlled than in usual
computer vision tasks.
The main problems that come with the lack of control in robotics are:
Sensor noise, motion blur
Measures on a robot come from sensors, and all sensors are subject to noise. In
particular motion blur a is type of noise specific to moving cameras (or images
of dynamic scenes) that causes edges to be dull.
Partial views, occlusions
Partial views happen when an object does not appear entirely in a single image.
They happen when an object is partly outside the field of view of the camera
and when an object occludes another one. Self occlusions, where a part of an
object is hidden behind another part of the same object, can also happen.
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Illumination changes, shades
The illumination of an object in a given indoor environment can vary due to
weather, the presence of windows and blinds, room lights, the position of the
object and the position of the camera. These factors can also produce shades
on the object which change its visual appearance in an unpredictable way.
Viewpoint variations, scale factor
As a mobile robot moves around, it will see objects from any possible angle of
view. Also, the same object can be seen from afar or be right in front of the
camera and occupy the whole field of view.
Clutter
Indoor scenes tend to contain many objects of interest that might be clumped
together and difficult to tell apart.
Number of classes
A robot at home should be able to recognize each piece of furniture and casual
objects present in its owner’s home. This leads to a high number of object
instances to recognize.
Limited physical resources
Mobile robots have energy and weight constraints that tend to limit the power of
their embedded processor and sensors. Sensors on a mobile robot typically have
a lower precision than usual and processing power lower than what is available
in computer vision.
Limited time
Robots behave in the environment and must react to it. Accordingly, processes
on a mobile robot are required to run as fast as possible. High-level processes
like object recognition do not have strict real-time constraints, but their run
time still should be in the order of seconds.
These difficulties are usually tackled in isolation in computer vision, but must
be dealt with simultaneously in robotics. On the other hand, some specificities of
robotics can be taken advantage of and benefit to the computer vision task. One of
the main advantages of robotics is that its many facets can benefit to one another.
Here are a few examples of how some aspects of a robot can benefit to vision:
Manipulation
If this is possible for the robot, manipulating an object can enhance perception.
Having the robot pick up the object and move it in front of its camera is a
way to generate a set of images that will make recognition easier [45]. The fact
that the robot itself moves the object gives information about the exact pose
of the object through proprioception. The additional information provided by
manipulation, compared to a single static image, is enormous. One difficulty
of this approach is that the robot’s end effector has to be in direct contact
with the object in order to manipulate it. It must thus be eliminated from the
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perceptions, otherwise it will pollute them. The robot basically has to be able to
recognize its own end effector before it can recognize the objects it manipulates.
Movement
The mobility of the robot is another source of information. One way to use the
movement of the robot is by performing environment reconstruction [35, 83, 96].
By moving around, the robot can get a more complete view of the environment
and use this to create a virtual version of it. Reconstructed environments do
not suffer from occlusions too much. As the robot moves around, it is likely
that it gets to a place where a part of the environment that previously was
occluded now becomes visible. Observing the environment for a long time also
helps filter out sensor noise. Another way to link perception and movement
is through active sampling, or active selection of a good view for the object
recognition. A robot can first coarsely analyze a scene and then decide that it
is beneficial to zoom in on a particular region of the image or to get closer to a
certain object in order to confirm a first hypothesis [18, 97].
Multi-modality
On a robot, more information can be collected simply by using more sensors.
This is usually referred to as multi-modal processing. The multiple modalities
might not necessarily come from different sensors, as some sensors do provide
information that is multi-modal in nature. This is the case of the brightness
and color information provided by a color camera and the color and depth
information provided by an RGB-D camera. Many feature combinations can
be advantageously fused. This is the case for gradient and shape [30], texture
and color [45], color and gradient [41]. Most uses of color involve the HSV
representation and texture is often described using local features. These features
are described respectively in chapter 2, sections 2.3.2 and chapter 3 3.3.6.
An aspect of robots at home which can be highly beneficial to a vision task is the
fact that such robots are confined to indoor environments. Indoor scenes are highly
structured and their analysis tends to be much simpler than that of outdoor scenes.
This is exploited in many robotic systems, but the work in [56] is directly related to
this thesis. They use a tiltable laser range finder to produce two-dimensional depth
maps on a mobile robot. The depth map is used to produce a three-dimensional
reconstruction of the indoor environment. The resulting map is analyzed and the
main structuring elements like walls, floor and ceiling are marked. A certain number
of objects are also recognized. This thesis follows a similar approach but focuses much
more on the object recognition part and explores the use of a multi-modal perception
to improve on this aspect. A special focus is given to the use of color for object
recognition in difficult conditions.
One of the domains that spawned from object instance recognition is image re-
trieval. Image retrieval designates a system which accepts a query image and returns
as many related images from its database as possible. This process sometimes is
referred to as "google of images". If queried with an image of the Eiffel Tower, it
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should return all images from its database on which the Eiffel Tower appears. Im-
age retrieval is closely related to object instance recognition as both work with an
instance of specific objects (the Eiffel Tower, not any tower). Images used for image
retrieval tend to show the objects under various points of view, scales and illumination
conditions. Image retrieval system must also deal with cluttered images and a large
number of classes. Image retrieval systems, though, are typically used in situations
where background is very informative. Images of the Eiffel Tower, even if you remove
the Eiffel Tower, will be very similar to each other because they will show the other
buildings around the Eiffel Tower. On the other hand, object instance recognition
system absolutely cannot rely on background information. Most object instances, be
they chairs or coffee mugs, move around and are not bound to a specific background.
The most accomplished image retrieval systems use feature-based image comparison
algorithms. Feature-based processing of images is reviewed in chapter 2, section 2.2.
The solutions used to solve the image retrieval problem will be studied in detail in
this thesis and will be adapted to take advantage of the robotics context.
Recent work in robotics demonstrated the usefulness of segmentation as a pre-
processing to object recognition. The pioneering work in [56] is a good example. The
table-top recognition tasks also make heavy use of geometric segmentation processes
[31]. Indoor scenes are highly structured by the presence of a floor, ceiling and
walls. They lend themselves very well to geometric segmentation. The usage of
a segmentation pre-processing step tends to reduce the overall processing time of
object recognition algorithms. Segmentation strategies are discussed in chapter 2,
section 2.1.
1.4 A scenario for a mobile robot at home
This thesis proposes a procedure and the algorithms needed for a robot at home to be
operational in a new home. For the robot to be operational, it must be able to localize
itself in the home and recognize the pieces of furniture and objects it encounters as it
moves around. The procedure starts by having the owner show the robot the objects
he wants it to recognize. Each object must be placed in front of the robot in a clear
area. The owner turns the object so that the robot gets a view of the object under
many viewing angles. The owner can also provide a name for the objects in order to
have a common language with the robot. A database of 52 commonplace objects and
pieces of furniture was compiled to simulate this demonstration step by the owner.
The database contains snapshots of the objects seen under different viewing angles
and at different distances. The manipulations implied to capture these images are
simple and can be performed by the non-expert owner of a robot at home. These
images form the offline database of objects. The offline database contains images
taken in somewhat controlled conditions. The objects, in the offline database, are
clearly visible, for instance. They are not occluded by other objects. As the robot
moves around in the home, it will see these same objects, but in an online context.
Online images can suffer from all the problems listed in section 1.3. The algorithms
presented in this thesis use the information from an offline database in order to
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recognize objects seen in an online context. Validation of the algorithms is done by
moving the robot around in a room where a certain number of objects are scattered
and measuring the recognition rate. A robot at home should be able to autonomously
move around, but remote controlling the robot is one way to reduce the complexity
of the overall task. It should be possible to couple the vision algorithms of this thesis
to an autonomous exploration module in a future work.
An important aspect of the scenario is the user interface. The user interface is the
means of communication between the owner and its robot. The interface has an input
and an output mechanism. The input interface is the way the owner can communicate
semantic information to the robot. Semantics is the study of meaning and is the basis
for communication. Two persons can communicate only if they agree on the semantics
first. More concretely, if they give the same meaning to the words they use. For the
owner to communicate with its robot, both must have a common semantics. The
approach taken here will be to have the owner input semantic information to the
robot about the furniture and objects in his home. This will be done in a modest way
using a simple interface: a keyboard. Using a keyboard, the owner will provide its
robot with the name of the pieces of furniture in its home. For instance, the owner
will enter "kitchen trashcan" while having the robot face the actual trashcan so it
can associate the appearance of the object to its name.
Another aspect of communication concerns the way the robot can give feedback to
the user. This will be a little bit more elaborate and will take the form of a semantic
map. A semantic map is a metric map in which some sort of high level information is
included. In this scenario, the additional information will be the name of the pieces
of furniture the robot encountered while performing its tasks, their location and a
snapshot of them. An example of a semantic map is shown in figure 1-2. Semantic
map does not mean a map with more information, it means a map in which the
information has a structure. The map shown is not a regular map on which object
snapshots and labels were overlaid. Each object pictured in the map is a separate
entity with its own label, snapshot and position information. The main use of the
semantic map here it to reflect the robot’s understanding of the environment. It is
a way for the user to glimpse into the robot’s "mind" and validate that the robot
correctly learned what he has taught it. A second reason to use a semantic map is
that it is a good way for the robot to store and organize its knowledge for its own
use. The semantic maps built in this work are a good starting point to add even
more knowledge that will serve the robot for other purposes. An example of this is
to store properties of the recognized objects. For instance, if the robot recognizes a
light object in front of it, it could store the fact that such an object can be picked up
or pushed. This can be useful knowledge for navigation as moving the object out of
the way might be the best solution to get to a desired location.
A block diagram overview of the solution to the robot at home scenario proposed
in this thesis is shown in figure 1-3.
Depth images provided by an RGB-D camera can be represented as a point cloud
for convenience. Point clouds convert the depth value and coordinate of the pixel in
the depth image into a 3-dimensional position in space. The point cloud represen-
tation is more convenient for operations that work on the point’s positions. This is
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Figure 1-2: A semantic map. The image shows a metric map with semantic annota-
tions. The light region is the mapped regions. It is delimited by a black boundary.
The semantic annotations are a snapshot and the name of the objects present in the
scene The object images hollow because they are the actual point clouds captured by
the Kinect. The red trail is the path followed by the robot to produce this map.
the case for plane detection methods, for instance. Both representations contain the
same information. The information from the color can also be added in the point
cloud. The terms image and point cloud are used interchangeably in this work.
1.5 Contributions
The goal of this thesis is to develop and integrate the software required for a mobile
robot to perform in an object instance recognition scenario. The focus will be on the
adaptation of successful computer vision algorithms to the context of indoor mobile
robotics. Specifically, the contributions are:
∙ Compile the ENSTA dataset for object instance recognition in mobile robotics
in both controlled and realistic situations
– This database contains the data to emulate the scenario of section 1.4. It
is composed of an "offline" and an "online" part. The offline database
contains point clouds of 52 objects and pieces of furniture taken in a con-
trolled environment. These point clouds correspond to what the owner
would have to provide to the robot during the learning phase. The online
database contains 141 point clouds of a subset of 20 objects from the offline
database. The online point clouds were taken as the robot moved around
in a room where the objects were scattered and no control was exercised
on the object views and lighting of the scene. The online part serves as a














Figure 1-3: Block diagram of the robotic system proposed to solve the robot at home
scenario.
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∙ Demonstrate that geometric segmentation for indoor mobile robots works as
well as sophisticated probabilistic segmentation
– Taking advantage of the high structure of indoor scenes, a geometric seg-
mentation algorithm is developed for scene analysis. The algorithm finds,
in a point cloud picturing an indoor scene, the structural parts that are
the floor and the walls. It also identifies what remains in the scene as
separate objects. All the processing is based on geometric considerations.
It produces a segmentation which quality is comparable to what a Markov
random field approach yields, but for a fraction of the computational cost.
∙ Show evidence that offline databases give misleading performance measures in
realistic scenarios and that the drop in performance can be compensated by
combining multiple features and multiple detections
– Traditionally, computer vision algorithms are trained on a subset of a
database and performance results come from testing the algorithm on the
remaining examples. The offline part of the ENSTA database is compa-
rable to such a standard computer vision database. The results of ex-
periments conducted on the offline database using the standard scheme
are compared to experiments where an algorithm is trained on the offline
database and tested on the online database. The comparison shows that
an algorithm that performs well on offline data does not necessarily do so
on online data.
– The robotic system developed in this thesis is used as the running demon-
stration for the Robotics and Computer Vision team at ENSTA ParisTech
for more than two years. It is trained on offline data and successfully per-
forms object instance recognition in an online context on a mobile robot.
∙ Propose a physically grounded metric for clustering in high dimensional space
and exploit it in a bounded nearest neighbor search to reduce the number of
parameters in the algorithms
– A computer vision algorithm running on a mobile robot has access to many
physical quantities such as the position of the robot in the room. In this
thesis, the distance to the object is used to guide an unsupervised cluster-
ing algorithm and find appropriate threshold values in a high dimensional
space.
– Clustering and nearest neighbor search algorithms involve a number of
parameters such as the number of clusters to create and the number of
neighbors to return. The physically grounded metric used in this work
eliminates the need to manually set such parameters.
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1.6 Structure of the thesis
The rest of the thesis is structured is follows. The state of the art is reviewed in
chapter 2. First, different segmentation algorithms are presented. Several segmen-
tation methods from this state of the art will be combined in this thesis. Then, the
main concepts behind feature-based image comparison are detailed. Feature-based
image comparison is a popular solution for object instance recognition problems. The
representation of color in computer vision is reviewed next. The reason why color is
a difficult piece of information to use are explained and different representations that
help alleviate the problem are presented. The use of histograms as a density estima-
tion method is also detailed. Several distance metrics used to compare histograms
are described, as the experiments in this thesis will test these different metrics. A
review of the main trends for object recognition on mobile robots is also conducted.
In chapter 3, the hardware and software components of the robots are detailed.
The database that was compiled for the robot at home scenario is also described.
Also, the performance measures used to evaluate the object recognition algorithms
are introduced.
A geometric indoor scene segmentation algorithm for mobile robots is proposed
and evaluated in chapter 4. The implementation details and list of parameters for
the algorithm are given. The algorithm is tested on an actual robot and also on a
segmentation database. The performance of the geometric segmentation algorithm is
compared to that of a Markov random field approach.
Chapter 5 describes an object instance recognition algorithm based on a neural
network. The chapter details the features used for recognition and the training pro-
cedure for the neural network. A method to fuse the recognitions done on different
views of the same object is described. The recognition algorithm is evaluated in three
series of experiments. A first series uses offline data both to train and test the algo-
rithm. The second experiment simulates a robotics task by training on offline data
and testing on online data. The last experiment adds multi-view fusion to the second
one.
A nearest neighbor classifier developed as a replacement for the neural network
is detailed in chapter 6. The classifier involves a model selection method that uses
physical measures to guide the unsupervised clustering of high dimensional data. A
multi-modal fusion mechanism for nearest neighbor search is presented. Also, an
improvement on the multi-view fusion is proposed. The results of the same three
experiments that were conducted in chapter 5 are given.
Finally, chapter 7 reviews the main contributions of this thesis and suggest im-
provements. The database is compared to other object instance recognition databases.
The geometric segmentation algorithm is reviewed in the light of its advantages and
drawbacks. The different features used in this thesis are also evaluated and replace-
ments are suggested. The properties of the neural network and the nearest neighbor
classifiers are then compared. The chapter ends on suggestions of future work for the
object instance recognition algorithm.
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Chapter 2
State of the art
This chapter will review the research done in the main areas covered by the thesis.
Image processing in general, and object instance recognition in particular, is a lengthy
operation. One way to reduce to amount of computation required for object recog-
nition is to conduct a scene analysis first to eliminate uninformative elements from
the input. This process is called image segmentation and is reviewed in the first sec-
tion. Then, the ideas behind feature based object recognition used in image retrieval
systems are explained in section 2.2. Feature based recognition involves several key
points that inspired most of the object recognition aspect of this work. In particu-
lar, the problem of vocabulary creation, which involves unsupervised clustering in a
high-dimensional space, is introduced. The multi-modal approach taken in the work
involves using color information. Color is obviously a source of useful information for
object instance recognition, but is known to be difficult to use in realistic conditions.
A review of the most popular way to process color is presented in section 2.3. Finally,
most of the features used in this work take the form of a histogram. The main steps
involved in the use of histograms are detailed in section 2.4. The review focuses on
histogram comparison as it is a tricky step with many possible solutions.
2.1 Image segmentation
Segmentation algorithms use simple rules to split an input into coherent subgroups.
The rules are simple and can be quickly applied to yield a first analysis of the in-
put. The aim is that this crude analysis can guide the subsequent processing steps
and save time. As processing time seems to be an issue in mobile robotics, this
pre-processing step is essential. In this review, two different processes will be distin-
guished: over-segmentation and foreground-background separation. In the literature,
image segmentation can designate any or both of these processes, but the more spe-
cific terms are used in this text for clarity. Foreground-background separation finds
part of the input that are uninformative so that they are ignored by the following
processing step. Over-segmentation is the general process of splitting the input into a
reasonable number of subgroups using simple similarity criteria. The review focuses
on foreground-background separation because it is a process which greatly benefits
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from the strong context priors that exist for indoor mobile robotics. Both types of
segmentation will by combined in the indoor scene segmentation algorithm described
in chapter 2.
2.1.1 Over-segmentation
The process of over-segmentation takes an input and divides it into distinct parts, or
segments. The role of this kind of segmentation is to group the very small pieces of
information that compose the input (pixels of an image or points of a point cloud)
into fewer, larger groups. The groups formed by over-segmentation might not yet
form meaningful entities. Rather, they are composed of points that share a common
property. The usefulness of such algorithms comes from the fact that it is likely that
points with similar properties should undergo the same processing in the following
stages of a pipeline. If this is the case, then the grouping might allow these other
stages to process the segments in batch (e.g., in parallel) rather than on a point-per-
point basis.
Seeded region growing [2] is an early over-segmentation algorithm. The seeds are
the pixels which form the initial regions to grow. They are selected by the user or
automatically chosen to lie on homogeneous regions with regard to the segmentation
criterion [20]. The algorithm lists the neighboring pixels of all the seeds and processes
them sequentially. A pixel is automatically added to a region if it is a neighbor of this
region and no other one. If a pixel touches two regions, it is added to the region it
is most similar to. Similarity can be based on intensity, color or normal orientation,
for instance. An iteration of the algorithm ends when all the neighboring pixels
are processed. The neighbors of the newly obtained region are then found and the
algorithm is repeated.
Recent over-segmentation algorithm apply similar principles than the seeded re-
gions growing. Two recent methods that are considered to be fast are reviewed here.
The popular SLIC superpixels [1] produce segments that are regularly spread in the
image. The procedure involves a parameter to control the size of the resulting seg-
ments. SLIC superpixels use a variation of the K-means algorithm to group the pixels
based on a user defined similarity criteria. The number of computations is reduced
by limiting the search radius to the specified size parameter. The result of applying
SLIC superpixels with three different segment sizes is shown in figure 2-1. The second
over-segmentation algorithm is a graph-based method [22]. Each pixel of the input
image is a vertex and neighboring pixels are linked by a weighted edge which reflects
the similarity criteria. All the edges in the graph are processed in order of decreasing
weight value. Segments are formed by merging vertices if the ratio of inter-segment
similarity to intra-segment similarity is small enough.
Over-segmentation methods typically vary by the procedure used to create the
segments and the order in which the pixels are processed. Both reviewed methods
use a user defined similarity criteria which can depend on any information such as
color, position, alignment, etc. This makes over-segmentation algorithms versatile as
they adapt to the available information.
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Figure 2-1: SLIC superpixels with three different segment sizes. Viewed




In foreground-background separation, the goal is to determine for each pixel of an
image whether it is part of the foreground or of the background. Pixels are labeled
as part of the background if they are considered uninformative. They are usually
discarded. The foreground pixels are the ones that carry the useful information and
are passed to the subsequent processing stages.
In some contexts, it is easier to define properties that characterize the background.
In [14], a camera mounted in front of an autonomous car, facing the road, is used for
navigation. Before more intricate computations are done, a foreground-background
separation step first removes pixels representing the sky. The separation is done by
removing all pixels above the horizon line. This is possible because the camera will
always be in a position where the sky is in the upper part of the image.
A lot of work focuses on identifying the foreground. This is the focus of object
discovery. Object discovery algorithms vary in the knowledge they use to formulate
a separation criterion. It is common to use an over-segmentation step beforehand
and form object candidates by assembling the obtained segments. This is the case in
[28, 53] where convex regions are built based on the assumption that objects in certain
context tend to be compact and have a rather simple, convex shape. In [36], objects
are formed by combining segments based on six measures: compactness, symmetry,
smoothness, local convexity, global convexity and recurrence. It is also common to
see objects of interest be surrounded by background. This intuition is used in [46],
where regions enclosed into larger parts of the image are considered as foreground.
In [89], the input is first split into smoothly curved surfaces. The resulting segments
are simple geometric surfaces like planes and cylinders. Then, these segments are
grouped into objects by analyzing which surfaces seem to cut through other ones. If
one surfaces cuts another one, they are assumed not to be part of the same objects.
Alternately, frameworks like Markov random fields can be used for foreground-
background separation [6, 17]. In the previous examples, both a measure and a
specific threshold had to be specified for grouping or splitting segments. Markov
random fields, once adapted rules are formulated, can be trained to learn the right
parameter values from a set of representative images. The solution described in [17] is
reviewed here because it will be compared to the segmentation method developed in
this thesis (see chapter 4, section 4.4). A Markov random field is a classifier which can
assign to every input pixel one of several labels. In [17], indoor scenes are analyzed
and the labels are floor, wall and object. Defining a Markov random field at the pixel
level would lead to a precise segmentation, but involves too many computations.
Rather, SLIC superpixels [1] are first used to produce segments that are similar in
appearance. The Markov random field is defined over the obtained superpixels. The
Markov random field seeks to find the right label for each superpixel based on their
properties, the label of neighboring superpixels and a prior probability for each label.
The superpixels properties are: their position in the image relative to the image’s
center, their shape, color and texture. The influence of neighboring superpixels in
the field is weighted by the similarity of their depth measure and of the orientation
of their surface normals. The parameters of these diffusion factors are set manually.
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Figure 2-2: Tabletop segmentation of a desk. Left The color input image. Right
The segmented image with support plane in red and objects in green.
Different values are tested leading to weaker or stronger regularization. The rest of
the parameters is learned on a dataset. Inference is conducted on a relaxed version
of the problem according to the approach in [93]. Using Markov random fields is one
way to take advantage of available data to tune a foreground-background separation
formulation.
In robotics, a popular foreground-background separation algorithm came about
with the increasing popularity of object recognition in table-top settings [31, 88]. In
a table-top scenario, objects are laid on a desk, table or any horizontal support plane
and must be identified. From such a definition, it is clear that the horizontal support
plane, no matter its nature, does not help in the identification of the objects. It
can help locate the objects, because they should be in contact with the plane, but
pixels belonging to the plane itself can safely be discarded. The support plane in an
unknown scene can for instance be detected using a RANSAC algorithm (see chapter
3, section 3.3.1). The point normals can be provided to the detection algorithm to
refine the detection to points lying on a plane and having a normal perpendicular to it.
It is possible to reduce the size of the foreground even further by removing everything
that falls outside the horizontal boundaries of the plane [3]. The boundaries can be
obtained by finding a tight enclosing convex hull of the detected plane. Table-top
segmentation works very well in most cases, as long as a large enough portion of the
support plane is visible. If it is not the case, the detection will most likely fail. An
example of the tabletop segmentation of an office scene, centered on a desk, is shown
in figure 2-2. The table-top approach can be extended to indoor scenes in general. For
an indoor segmentation, the floor acts as the support plane. Then, other important
structures such as walls and ceiling can be identified and removed [56].
Another interesting heuristic for foreground-background separation is the detec-
tion of change. In the context of foreground-background separation, change can be
defined as the difference between a baseline point cloud and the one to segment.
Practically, the baseline information can be obtained by an environment reconstruc-
tion algorithm. Such algorithms build a stable three-dimensional reconstruction of
an environment by averaging several perceptions. This has the effect of removing
noise and also to eliminate from the reconstruction moving or transient elements. If
such a baseline is available, then the corresponding scene can be subtracted from
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an unknown point cloud to remove any stable information. The procedure effectively
yields a change detector [23] which can be used for foreground-background separation.
Such a segmentation is highly interesting for object recognition because object tend
to change or move consistently. Rigid objects, for instance, move and change as a
whole and distinct objects tend to move separately. Change detection can thus easily
determine the exact segmentation of whole rigid objects. Change detection should
have a good estimate of the noise level so that noise does not trigger a detection. This
conversely means that a change detector cannot detect elements whose magnitude is
smaller than noise level. Finally, the change detector described here needs a baseline
reconstructed scene, which might be hard to acquire (due to partial visibility or to
computational limitations).
Foreground-background separation can save huge amounts of processing by dis-
carding large regions of the image, but its action is irremediable. Discarding a region
containing essential information can lead to a global failure of the system. The utility
and safety of a foreground-background separation algorithm depends on how reliable
the separation criteria are. When the available information is scarce, the criteria must
be formulated in terms of generic considerations. In indoor mobile robotics, strong
assumptions can be made about the structure of the input and specific criteria about
planes can be used to get a dependable and fast foreground-background separation.
2.2 Feature-based image comparison
An RGB image is a very rich source of information. Take the example of a color
image with 640 × 480 pixels, each of which having three color channels which can
take any value in the interval [0, 255[. The number of possible configurations is
enormous. But every image from this set does not represent something meaningful,
and many images represent the same scene or convey the same high level information.
Changing the value of a single pixel from an image would most likely not change its
meaning, for instance. Yet, changing the value of every single pixel, by rotating or
flipping the image, can also keep the image’s meaning intact. At the pixel level, it is
not clear exactly what changes an image can suffer before its meaning gets altered.
Consequently, it is difficult to extract the meaning of an image by analyzing it at
the pixel level. Feature-based image comparison introduces four concepts that help
alleviate this difficulty. These concepts will be put to use throughout this thesis.
2.2.1 From pixels to features
The most important aspect of feature-based image comparison is the extraction of
features. Feature extraction designates the sequence of operations used to transform
pixel values into a feature. This section explains why using features is beneficial and
briefly describes a few of the most popular features used in computer vision.
The goal of feature extraction is to replace the hard to interpret pixel values into
more useful feature values. Interpreting the pixels, or image, means finding the causes
that explain why the camera perceived this specific image. The causes include the
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position of the camera in the world and the presence in the scene of objects or other
elements like walls. A single pixel value has a very high number of possible causes.
One of the goal of extracting features is to build from pixel values new quantities
that have fewer causes. This is typically done by combining the information from
several close-by pixels. One simple way to transform a group of pixels into a feature
is to compute a histogram. A histogram approximates the probability distribution
function of an image by quantizing the pixel values. A patch of neighboring pixels
can be turned into a color histograms [84], for instance. A second result of using
several pixels is that geometrical information such as lines and corners can also be
encoded. These structures can carry a lot of information about the scene and form
what is now called interest points. The most popular interest point descriptor is the
scale invariant feature transform (SIFT) [44]. In the SIFT feature, the patch is split
into smaller regions and the relative orientation of the gradients in these regions are
computed. Lines and corners can also form contours or silhouettes. The histogram of
oriented gradients (HOG) [15] feature is one way to encode the silhouette depicted in
a patch. The HOG feature also splits the region into cells and computes a histogram
of local gradient. The HOG feature however encodes absolute gradient orientation
whereas in the SIFT, the local gradients are computed relative to the patch’s overall
gradient orientation. For this reason, the SIFT is better at encoding interest points,
which are small distinctive points of an image or object to recognize. When several
SIFT features known to appear in an object of interest are found in an image, the
confidence in the presence of the object increases. The HOG feature, on the other
hand, describes a precise silhouette at a given scale and orientation which on its own
is a strong indication of the presence of the object of interest. Examples of a HOG
feature for pedestrian detection is shown in figure 2-3.
These features are successful not only because the set of causes that explain their
presence in an image is restricted, but also because they present some form of in-
variance. Each of these features are designed to be invariant to certain changes.
Invariance means that if the input pixel values suffer this change, the feature’s out-
put values will not change, or at least not too much. As an example, color histograms
are invariant to symmetries, rotations and scaling. Rotating the input patch in pixels
will absolutely not change the resulting color histogram. Features based on gradi-
ent are invariant to color changes and most illumination changes. The SIFT feature
specifically is designed to be invariant to rotations and includes mechanisms to en-
force invariance to scale changes. It is the fact that the patch is divided according to
a grid aligned with its main gradient that give SIFT most of its rotation invariance
properties. The exact orientation of the grid is not chosen ahead of time, but is de-
cided, for each patch, according to its actual contents. Invariance properties can be
beneficial, but can also be hurtful depending on the application. Both SIFT and HOG
features encode gradients. A gradient is a measure of change and does not retain any
information about the magnitude of the input values. This gives gradients in images
a certain level of invariance to illumination changes. For object instance recognition,
using features which are invariant to lighting conditions is beneficial. Features should
be specific to the objects shown in the scene, not to the nature of the light source.
However, gradients are also invariant to color changes. This is problematic in object
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Figure 2-3: HOG feature for pedestrian detection. Left Example of an image of
a pedestrian. Right A HOG feature computed over many pedestrian images. The
silhouette of a typical pedestrian appears in the feature. The silhouette has two heads
due to variations in the pose of the pedestrians in the images used to compute the
feature.
instance recognition where the object of same shape but different color must be told
apart.
In addition to invariance to certain changes, feature extraction can reduce, or
rather fix, the dimensionality of the data to work with. The SIFT feature is encoded
in 128 values, for instance. This can be useful as many decision making algorithm
need that all data samples, or examples, have the same size. When an interest point
is encoded by a SIFT feature, the output always has size 128 no matter the number
of pixels in the original patch. If a single patch gets encoded by a fixed number of
values, a whole image still is represented by an unknown number of values which
depends on the number of features present in this image. Vocabularies (see section
2.2.4) are one way to encode whole images using a fixed number of values.
2.2.2 Detector: from dense to sparse
A second concept in feature-based image comparison is that all patches from an image
do not carry information of the same quality. This means that it might actually not
be worth performing the feature extraction and further processing steps on certain
patches. Useless computations can be avoided by running a feature detector prior
to the feature extraction step. In this sense, feature detectors act like foreground-
background separation algorithms. The difference is that foreground-background sep-
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aration uses knowledge about the application whereas a detector is tailored to the
specific features used. If a texture detector is used, for instance, patches of an image
that do not have any gradient will be discarded as if they were background. It does
not mean that uniform regions of an image carry no information. Uniform patches
do carry information, but texture descriptors are more sensitive to noise when the
gradient is low. It might therefore be better not to extract texture features for these
patches. The main purpose of the detector is to select regions containing information
that can effectively be encoded by the feature.
Many popular feature detectors trigger on change. The SIFT detector is one
of them. It analyzes a scale-space representation of the image’s contents obtained
by convolving the image with a Gaussian kernel of varying width. The positions and
scales where the difference between the output at one scale and the next scale is a local
extremum are considered as points of interest. This kind of detectors are best coupled
with texture descriptors. An example of SIFT features detected on two very similar
but not identical images is given in figure 2-4. The invariances of the SIFT detector
allows for interest points to be detected at corresponding places on both images. The
maximally stable extremal region detector [49] finds locations where the contents of
the image is stable. It analyzes the sequence obtained by thresholding the input
image using different threshold values (from the minimum value in the image to the
maximum). The detector analyzes the regions formed by the thresholding operation.
It finds the threshold values for which the area of the regions is the most stable.
These are the maximally stable extremal regions. The maximally stable extremal
region detector triggers on patches with stable characteristics. It can effectively be
coupled with a color [49] descriptor to encode the contents of the patch and a shape
descriptor [25] to encode its contour. Many other interest point detectors exist, like
SURF [8] and FAST [65]. See for example [50, 74] for in-depth reviews.
The main advantage of using a feature detection is the reduction of the amount of
information to process in further stages. The detector acts as a filter telling whether
or not a given patch should be considered or ignored. This leads to the drawback of
feature detectors: they can actually reduce the amount of useful information. If the
risk of discarding valuable information is too high, or the benefit or feature detection
too low, the use of a detector can be omitted. In this case, features can be calculated
according to a predefined pattern. Features can be extracted, for example, for every
pixel of the image, on a regular grid, or according to a specific pattern that replicates
the sampling done by the human eye. Alternately, a single feature can be computed
on the whole input image.
2.2.3 From an array to a set
An image is a 2-dimensional array of pixels. The 2-dimensional nature of images
reflects the spatial arrangement of the captured scene. It is likely that neighboring
pixels in an image come from neighboring elements in the scene. This fact can be
exploited when analyzing the content of a single image. When comparing two images,
however, the spatial arrangement can hardly be used. A change of viewpoint from
one image to another can invalidate any neighbor correspondence. Additionally, scale
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Figure 2-4: SIFT detector applied to two similar images. Many of
the interest points detected are common on the two images. Viewed




changes affect the spatial arrangement between two images. Any of these changes
can cause two neighboring pixels in one image to be far from each other in a second
image. For comparison purposes, it is common to treat images as sets rather than
arrays [13]. The spatial information is discarded and the images are compared solely
based of the values present in the sets. This is usually referred to as the representation
of images as bags. This technique stemmed from information retrieval used in text
analysis [78].
Using a bag representation, two images can be compared using a measure of
similarity over sets. As an example, the intersection measure counts the number of
common elements between two sets. The intersection of sets 0, 2, 2, 3 and 1, 0, 1, 0 is
1 because each set has one element of value 0. It does not matter where this element
is in the sets. It is however not very informative to apply this procedure to pixels
because two completely different images can have a very high number of common
pixel values.
The bag representation becomes powerful when applied to feature values. Feature
values are designed to be much more informative than individual pixels. Features
tend to be specific to the presence of certain shapes or textures in the images. Fur-
thermore, most features internally contain some spatial information from the image,
since they are computed on patches of neighboring pixels. This last fact partially
counterbalances the loss of spatial information that happens from using the bag rep-
resentation. It is not reasonable however to measure the similarity of two sets of
features by computing their intersection as done in the previous example. Indeed,
the intersection finds in the sets elements that are strictly equal. The equality oper-
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ation is not suitable for feature comparison. No matter how well-designed a feature
is and the level of invariance it shows, noise and other parasitic effects are very likely
to affect its calculation. Two features encoding the same interest point can thus be
slightly different and fail to be considered as equal in the intersection comparison.
Features should be compared using a distance metric which measures how different
they are with real-valued number. The choice of a distance measure is not straight-
forward and section 2.4.3 is dedicated to this subject. The L2 distance is often used
[44, 13, 58], but the squared chord distance recently was suggested as a replacement
[5].
2.2.4 Vocabularies: from values to representatives
Considering every possible value of every single pixel leads to an extremely large
number of images. Vocabularies exploit the idea that it is not necessary to be able to
distinguish every single of the possible images from each other. Many images from the
set of all possible images are very similar to each other. If a certain level of imprecision
is acceptable, a single image could be used to represent each of these subsets of almost
similar images. When an image from one of the represented subsets is encountered,
it is replaced by the corresponding representative. These representative images are
called words and they form a vocabulary. In practice, vocabularies are not built on
images, but on features. This strategy is called vector quantization of features because
any real-valued feature gets transformed into one element from the finite, discrete set
that is the vocabulary [79, 55]. Also, the practical way to attribute an input feature
to the corresponding word is not to check if it is part of the set of real-valued features
represented by this word. It is much more convenient to define a similarity measure
and find the one word from the vocabulary which is most similar to the input feature.
Using vocabularies can make many operations much more simple than if they were
applied directly on real-valued vectors. This is because the size and contents of the
vocabulary are fixed once it is created. This gives two possible ways to represent an
input feature. First, it can be substituted with its corresponding word. Second, a
binary indicator vector can be used. The indicator vector is a one-shot binary vector
of the same size as the vocabulary which tells which element from the vocabulary
represents the input feature. The elements of the indicator vector have value 1 if
the corresponding word from the vocabulary represents the input feature and value
0 otherwise. Using indicator vectors, two features can be compared by performing
a vector multiplication. The result is 1 if the features are equal, that is, if they
are represented by the same word, and 0 otherwise. Also, a set of features can be
represented by the vector sum of the indicator vectors of the features. A whole
image can be encoded in this way by summing the indicator vector of all the features
extracted from this image. Summing several indicator vectors yields a histogram
of word occurrence. The histogram of occurrence of an image reports how many
times each of the words from the vocabulary was matched to one of the features
extracted from this image. The fact that the contents of the vocabulary is fixed has
other benefits. The space covered by the words in the vocabulary can be analyzed
to accelerate further processing. In this work, the words can be stored in a data
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structure such as a kd-tree and an octree so that searches for nearest neighbors can
be performed more quickly [55]. See chapter 3, sections 3.3.2 and 3.3.3 for more
information on kdtrees and octrees. Alternately, the vocabulary can be stored as an
inverted index, a common procedure in bag of words representation. The inverted
index stores, for each word from the vocabulary, the list of images from the training
set in which the word is found [98].
Creating a vocabulary from a list of features, extracted from a given set of images,
is usually done using an unsupervised clustering algorithm. The process of summariz-
ing a set of features using a smaller number of representatives is a clustering operation.
A desired property of the representatives is for them to have a statistical distribu-
tion in space that fits that of the initial set. This is what unsupervised clustering
algorithms aim to produce. Some clustering algorithms do so by analysing the full
𝐹 × 𝐹 similarity matrix obtained by computing the distance between each of the
𝐹 input features. This is the case of spectral clustering and hierarchical agglomera-
tive clustering, for instance. While the use of the similarity matrix ensures that the
statistics of the input set of features can be preserved, it comes at a high computa-
tional price and is intractable when the 𝐹 is large. The most effective method for
vocabulary generation is k-means [13, 79]. In the k-means algorithm, the number of
desired representatives, or cluster center, 𝑘 is set by the designer. There are different
initialization schemes for k-means, such as randomly selecting 𝑘 of the input features.
A more elaborate initialization, called k-means++ [7], chooses the first cluster center
randomly. Then, the other 𝑘 − 1 centers are iteratively chosen also at random, but
by increasing the probability to pick a feature which is far from any already selected
center. Once it is initialized, the k-means algorithm assigns all the features from the
input list to the closest center. The centers are then updated as the center of mass of
all the features assigned to them. This two-step process repeats until the assignment
stabilizes. This simple algorithm works well in most cases, but as the number of input
features 𝐹 becomes very large, even it becomes intractable. One alternate solution
is hierarchical k-means. Hierarchical k-means [55] clusters the input features using
𝑛 << 𝑘 centers using the standard k-means algorithm. Then a separate k-means is
run on the features assigned to each cluster, producing a total of 𝑛2 clusters. This
process is repeated until the desired number 𝑘 of clusters is reached. This happens
after 𝑖 steps if 𝑘 = 𝑛𝑖. There always is a possibility that k-means algorithms produce
bad clusterings due to the random nature of the initialization. A clustering is bad
when the statistical properties of the cluster centers do not approximate the initial
distribution very well. Hierarchical k-means is even more critical in this regard be-
cause any sub-optimal clustering happening in the first levels will propagate to the
final clustering. Another solution is approximate k-means [58]. The approximate
k-means algorithm uses an approximate nearest neighbor search algorithm to find
the correct assignment of features to cluster centers. Approximate k-means tends to
produce results very similar to exact k-means, but for a fraction of the computational
cost. Still, bad initialization can lead to sub-optimal clustering. There is no practical
solution to guide the initialization in order to ensure the resulting clustering will op-
timally approximate the initial set of features. A second drawback of many popular
clustering algorithms is that they implicitly build ’spherically-shaped’ clusters, which
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is oftentimes badly adapted to the actual geometry of features’ distribution in space.
2.3 Color in computer vision
Color is a very informative piece of information, but it is not a dependable one. Using
color in an object recognition system requires caution and specific processing. The
considerations described in the following sections have guided the design of the color
based features of this thesis.
2.3.1 Models of photometric changes
Color is an intuitive piece of information to use for object recognition. It seems
obvious that it is useful to use color when comparing two objects. Color however
is difficult to deal with, because it is not an intrinsic property of an object. The
perceived color of an object depends on the color, intensity and position of light
sources, the reflectance of the object and the position and sensitivity of the sensor.
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The influence of the numerous factors can be described by physics, but the laws
involved are too complex to use for a general model in computer vision [51]. Rather,
simplified models exist that give a form to the function 𝑓() depending on which
factors are considered. These models are best understood when put in relation to
the type of changes that can happen between two perceptions of the same object.
Changes related to light intensity are characterized by a single factor applied to all
color channels. When the factor is different for the channels, then it is a change in
the light’s color. The following list is based on the analysis in [90]:
If color information is to be used for object recognition, one has to find ways to be
invariant to some of the possible photometric changes the object’s perceived color can
suffer. However, more invariance does not mean better recognition potential. More
invariance properties only means it is more likely that an algorithm’s output remains
the same for a given object even when the light’s properties change. But it can also
mean that the exact same output will be obtained even if the object changes. For
instance, being invariant to light color change also means being invariant to object
color change. A red office chair and a blue version of the same office chair will look
exactly the same for a light color change invariant descriptor. The following sections
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Table 2.1: Changes in lighting conditions
2.3.2 Color representations
This section will introduce the most commonly used color representations, or color
spaces, as well as some useful color transformations. These different representations
serve to expose different properties of colors or to provide invariance to certain pho-
tometric changes. An illustration of the first three color representations described in
this section, RGB, HSV and opponent colors, is shown in figure 2-5.
RGB
The RGB color representation is the most widely used to encode images. RGB stands
for red, green and blue. In RGB, each pixel of an image is assigned a triplet of val-
ues between 0 and 256 (excluding 256) which indicates the level of red, green and
blue in the perceived light. A value of 0 means there is no energy in the wave-
lengths corresponding to that channel. A pixel with value {0, 0, 0} is black whereas a
pixel of value {255, 255, 255} is a bright white. Pure red, for example, is encoded as
{255, 0, 0}. These examples point the fact that the value in the red channel is not a
direct indicator of how red the pixel is, as a white pixel also has a value of 255 in the
red channel. The RGB representation does not provide any invariance. This makes
color analysis in RGB representation complicated, and motivates the use of different
color representations. The RGB representation is shown in figure 2-5.
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Figure 2-5: Illustration of the RGB, HSV and opponent color representations. Left
The RGB representation. Middle The HSV representation. Right The opponent
color representation with RG (red-green), YB (yellow-blue) and WB (white-black)
axes.
HSV
The HSV representation is a step towards separately encoding color properties such
as lightness and colorfulness. HSV stands for hue, saturation and value. The hue
scale indicates the color (red, purple, reddish-orange, etc.) without any indication
whether it is light or dark, sharp or dull. The value scale indicates the brightness
(from black to white) and the saturation the colorfulness (from pure color to gray).
The separation of the hue means that the same color, in a darker or a brighter version,
will always have the same H value. This gives the H channel of HSV invariance to
light intensity scaling and offset. The HSV color space can be seen in figure 2-5. The
H, S and V values are calculated as follows:
𝐻 =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
𝑢𝑛𝑑𝑒𝑓𝑖𝑛𝑒𝑑 if 𝑚𝑎𝑥−𝑚𝑖𝑛 = 0
𝐺−𝐵
𝑚𝑎𝑥−𝑚𝑖𝑛 mod 6 if 𝑚𝑎𝑥 is 𝑅
𝐵−𝑅
𝑚𝑎𝑥−𝑚𝑖𝑛 + 2 if 𝑚𝑎𝑥 is 𝐺
𝑅−𝐺









𝑉 = 𝑚𝑎𝑥 (2.4)
where 𝑚𝑎𝑥 and 𝑚𝑖𝑛 are the maximum and minimum values between R, G and
B. The modulus operation "𝑦 mod 𝑥" successively adds/subtracts 𝑥 to/from 𝑦 until












for the S channel and [0..256[ for the V channel.
Equation 2.2 shows that H is undefined when S is 0, which means that the color
of the pixel is undefined in this case. Even if the hue is properly defined as soon
as 𝑆 > 0, its value is unstable with low values of S. This is because low values of
S indicate that all three RGB values are close-by, meaning that the channel with
maximum value can easily change. The value of S actually indicates the confidence in
the value of H [90]. The higher the S, the more colorful a pixel is and the more stable
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the value of H. Another particularity of the H channel is that it is cyclical, meaning
that close-by values indicate close-by colors, but the lowest and highest values also
encode the same color (red, according to equation 2.2). The main advantage of the H
channel in HSV is that it is invariant to light intensity scaling and offsets. However,
the H channel alone does not give any indication of whether an object’s color is white
or black or gray, as the H is undefined in these three cases.
Opponent colors
The HSV representation introduced the concept of separately encoding different prop-
erties of a color. Opponent colors encode mostly the same properties, but using some
specificities of the human visual system. Color representations based on the opponent
colors theory split the hue into two channels, and encode luminosity in a third one.
The two color channels are inspired by the human eye. In the human visual system,
some cells are sensitive to a color scale from red to green while other cells are sensitive
to the scale from yellow to blue. Each of these two pairs, red-green and yellow-blue,
form color opponents. A third type of cells is sensitive to the brightness, which can
be regarded as a scale from white to black. A visual representation of the opponent














The RG (red-green) and YB (yellow-blue) channels are invariant to light intensity







3 were obtained by performing principal component
analysis on natural images [67].
More intricate calculations exist to get opponent color values for which the scaling
corresponds with human perception. This is done in Lab color representations [86]
and the likes (Hunter Lab, CIELab, CIEL*a*b*, etc.). This however comes at the
price of increased computational cost and is aimed at color description in human-
centric applications.
2.3.3 Transformed color representation
Transformed color indicates in this thesis the process of normalizing color information
to zero mean and unit variance [51]. The transformed color representation, unlike the
other representations described in this section, is not a property of a single pixel.
Rather, it describes the pixels’ color with regard to the statistics of a set of pixels S
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where ?̂?𝑥 and 𝑠𝑡𝑑𝑥 respectively are the mean and standard deviation for color
channel 𝑥 of pixels in the set 𝑆. Because it describes a pixel in relation to other
pixels, the transformed color representation really is more of a feature than a color
representation. The transformed color representation can be applied to using any
color space as input. As the transformation already yields invariance to color scaling
and offsets no matter what input space the input is, the transformed color repre-
sentation is usually used on the most easily available color values. Converting the
input from an RGB camera to a different color representation before transforming it
according to equation 2.8 would involve more computations without providing more
invariance properties.
2.3.4 Color moment invariants
Color moment invariants are transformations of RGB information that can lead to
geometric and photometric invariances. Color moments that have been demonstrated
to work for object recognition are combinations of generalized color moments of degree
lower than 2 and order lower than 1 [51]. The generalized color moment of degree
𝑎+ 𝑏+ 𝑐 and order 𝑝+ 𝑞 is
𝑀𝑎𝑏𝑐𝑝𝑞 =
∫︁ ∫︁
𝑥𝑝𝑦𝑞𝑅(𝑥, 𝑦)𝑎𝐺(𝑥, 𝑦)𝑏𝐵(𝑥, 𝑦)𝑐𝑑𝑥𝑑𝑦 (2.9)
where 𝑅/𝐺/𝐵(𝑥, 𝑦) is the value for the R, G or B channel of pixel with coordinates
(𝑥, 𝑦).
Moments of degree 0 only contain spatial information and are invariant to any
photometric change. Conversely, moments of order 0 do not contain any spatial in-
formation and are invariant to geometric changes. By judiciously combining moments
of different degrees and orders, it is possible to obtain measures which presents a de-
sired invariance, they are called moment invariants. These invariants are classified
based on whether or not they are tolerant to geometric changes and the type of pho-
tometric change they are invariant to. The moment invariants only apply for planar
surfaces and far away light sources. The geometric changes considered in [51] are
affine transformations. The photometric changes include all the ones stated earlier









From all the moment invariants of a given category, it is possible to extract a
list of independent moments invariants. All other moment invariants of this category
are function of the independent ones. For the category of invariance to geometric
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changes and light color scaling and offset, for instance, there are 18 independent
moment invariants.
2.4 Using histograms for density estimation
Density estimation is the process of estimating a probability density function based
on data samples. A histogram is built by first defining the domain to which it will be
applied. That is, defining a minimum and maximum value for each dimension of the
input data. Then, this interval is divided into a certain number of sub-intervals, called
bins. The width of the bin allow a compromise between precision of the estimate and
memory usage. Once the limits and bin width for each dimension is chosen, each bin
is assigned a value equal to the number of samples from the input data which lies
inside the interval covered by that bin. If all samples were generated by the same
stochastic process, the resulting histogram effectively represents an estimate if this
process’s probability density function.
Histograms also allow some flexibility when representing multi-variate data. It
is straightforward to chose whether the different variables should be represented as
a multi-dimensional histogram or as the concatenation of several one-dimensional
ones. The multi-dimensional representation is the right choice when the variables are
dependent, but the memory to store the resulting histogram usage increases expo-
nentially with the number of dimension. If the variables are independent or if the
exact estimation of the joint distribution of the variables is not required, then the
concatenated one-dimensional histograms is preferred.
2.4.1 Choosing parameters for histograms
There are two parameters for histograms, the limits and the bin width. The limits
tend to be the most simple parameter to determine. Sometimes, the data is naturally
bounded to lie in a given interval. In this case, it is usually a good idea to choose
this interval as the limit of the histograms. If data is not naturally bounded, then
the histogram’s limits can be chosen by inspecting data. Data inspection can reveal
that sample values never or rarely overpasses a certain range. The choice of the exact
limits values is then arbitrary. If the limits are chosen such that some samples fall
outside the histogram, these samples can either be ignored or their value clipped to
the histogram’s interval.
The bin width is more difficult to choose. The first consequence of choosing a bin
width is to fix the memory footprint of the histogram, no matter what function it
should approximate. Reducing the bin width will increase the memory requirement.
Thus, the bin width should be as large as possible. Increasing the bin width, though,
has a filtering effect. A given function approximated with a histogram with smaller
bin width will show much more details. It is possible to determine an optimal bin
width if the statistical distribution of the function to approximate is known. For
example, a procedure to determine the optimal bin width to approximate Poisson
distributed data is detailed in [76]. If the distribution is unknown, choosing the
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appropriate bin width then is a chicken-and-egg type of problem as the shape of the
function to approximate should be known for the right bin width to be chosen but the
function cannot be estimated without choosing a bin width. There are rules of thumb
to chose a bin width based on a sub-sample of data points [26, 73]. These methods
respectively use the inter-quartile range and standard deviation of the data sample
as an estimate of the dispersion of the data. Both rules tend to perform poorly if the
underlying distribution is multi-modal, however. Another strategy to determine the
appropriate bin width is to have it match the noise level of the data. This method
does not ensure an optimal memory usage, as the bin width might end up being
much smaller than necessary to capture the details of the function. But at the least,
it will ensure that the noise naturally gets filtered out by the quantization due to the
process of compiling the histogram. Finally, one practical way to choose the bin width
is to take the maximum possible number of bins determined by the computational
resources and the available memory. This method gives the most precise histogram
given the physical limits of the system.
2.4.2 Aliasing in histograms
When compiling a histogram, it is possible that samples with very similar values
fall into two adjacent bins. This is called aliasing. Aliasing happens naturally in
histograms because of their discrete nature. It comes from the truncation, or dis-
cretization, that happens when a real-valued number is associated with a discrete
bin. A simple way to rid a histogram of aliasing effects is to use spreading, or inter-
polation. Interpolation is used during the compilation of the histogram. Instead of
counting the number of samples falling into a given bin, each sample contributes to
the bins that cover intervals close to its value. One simple and popular interpolation
scheme is linear interpolation [15]. To illustrate linear interpolation, take the example
of a one-dimensional histogram. In this case, each sample contributes to the bin it
falls into and also to the two bins adjacent to this one. The value which is contributed
to the adjacent bins is proportional to the distance from the sample’s value to the
opposite bin boundary. As a concrete example, a sample of value 1.25 is compiled
into a one-dimensional histogram with limits 0 and 3 and bin width 1. The sample
will contribute 1 to bin 1, |1.25 − 2| = 0.75 to bin 0 and |1.25 − 1| = 0.25 to bin 0.
Note that the contribution to the center bin is equal to the sum of the contributions
to the two adjacent bins and the total contribution to the histogram is 2𝑑𝑖𝑚, where
𝑑𝑖𝑚 is the number of dimensions in the histogram. This scheme applies to histograms
of any dimension. In a two dimensional histogram, the contribution to adjacent bins
thus is proportional to the area opposite to the bin. This is shown in figure 2-6.
Note that this spreading strategy has no parameter. The width of the spreading
always is equal to three bins, in every dimension. This makes implementing this
method very simple. Considering that the interpolation has a low-pass filtering effect,
it also means that the amount of detail lost in the process is not parametrizable.
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Figure 2-6: The linear interpolation of samples to a two-dimensional histogram. The
sample falls into bin (x,y) and contributes to this bin’s eight neighbors. The star
shows the sample’s exact value. UL, UR, LL and LR represent the areas of the
quadrants formed by the element in the bin. Bin (x,y) is increased by 1, bin (x-1,y-1)
is increased by LR, bin (x,y-1) by LL+LR, etc.
2.4.3 Comparing histograms
Histograms in this work are used to encode images in order to compare them and
perform object recognition. The actual comparison thus happens between histograms
and a comparison scheme must be defined. There are many different ways to com-
pare histograms. Histograms have a structure comparable to vectors and matrices.
Any vector or matrix distance can be used to compute the distance between two
histograms of compatible dimensions. Furthermore, histograms of any size can be
seen as a point in space and point distances such as the Euclidean distance can also
be used. Histograms also are widely used in probability distribution estimation and
probabilistic measures such as the logarithm of likelihood are often used. All the pre-
vious measures are bin-to-bin measures: they compare the content of corresponding
pairs of bins in two histograms. Some similarity measures specific to histograms also
exist. They usually are cross-bin measures. A cross-bin metric compares correspond-
ing bins and also close-by ones to measure the shift that might exist between two
histograms. Cross-bin measures make sense in histogram comparison because noise
in the input data translates into shifts in the histogram. This section will review
some bin-to-bin measures first and then introduce two cross-bin measures. Although
not all of the measures reviewed are proper distance measure, the word distance will
be used equivalently to similarity (or dissimilarity) measure.
Bin-to-bin distances
Four bin-to-bin distance measures will be reviewed: the L2, 𝜒2, Jeffreys and squared-
chord. All of them are isotropic, meaning they treat all dimensions equivalently. The
46
equations will be given to compute the distance between histograms 𝑃 and 𝑄 of equal
size 𝑁 , with 𝑃𝑖 denoting the 𝑖th element of 𝑃 . The distances measures are named
according to [11]. The four distances reviewed here were chosen because they present
different properties that might lend themselves well to histogram comparison. Many
more distance measures present the properties that will be discussed here, but not all
of them can be reviewed here. The four chosen measures are among the most simple
representatives for each property. The properties will be introduced when describing
the distance measure that represents it.












The L2 distance measure is widespread, easy to understand and fast to compute. It
is a symmetric distance, meaning that 𝑃 and 𝑄 can be interchanged in the equation.
It gives more importance to larger elements in the difference 𝑃 − 𝑄. This means
that the L2 distance is larger when some elements in the difference 𝑃 −𝑄 are larger
than others compared to the case where all the elements have similar values. Also,
the L2 distance only considers absolute differences. That is, it does not consider
the magnitude of the values of 𝑃 and 𝑄, only the difference between them. This
means that the L2 distance between very large values will be the same as the distance
between very small values if the difference 𝑃 −𝑄 is equal.
The 𝜒2 distance adds a weighting to the L2 measure which makes it dependent on
the magnitude of 𝑃 and 𝑄. Each square difference from the sum in the L2 distance
is weighted by the inverse of the sum of the two values, yielding equation 2.12. This
has the effect of giving a larger weight to small differences when they result from
comparing small values. This property is the reason why the 𝜒2 distance is included
in this list. It is symmetric and only works with positive values. The 𝜒2 distance
between two elements 𝑃𝑖 and𝑄𝑖 cannot be larger than the largest element. It is exactly
equal to the largest element when the other one is equal to 0. If both elements are 0,

















= 0 if 𝑃𝑖 = 0 and 𝑄𝑖 = 0 (2.13)
Many distances such as the Kullback-leibler, Jeffreys and log-likelihood involve a
logarithm function that measures the order of magnitude of the ratio between the
compared values. This review uses the Jeffreys distance, computed according to
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0 if 𝑃𝑖 = 0 and 𝑄𝑖 = 0
inf if 𝑃𝑖 ̸= 0 and 𝑄𝑖 = 0 or 𝑃𝑖 = 0 and 𝑄𝑖 ̸= 0
(2.15)
The presence of the logarithm gives even more importance to the relative difference
between 𝑃 and 𝑄 than the 𝜒2 distance already does. To the point that when any
element of 𝑃 is 0 while the corresponding one in 𝑄 is not (and conversely), the
resulting distance is infinite. This makes sense in a probabilistic setting, where the
occurrence of a 0 means that an event is absolutely impossible. But in histogram
comparison, this is not acceptable and is avoided by adding a very small offset to
zero-valued bins before computing the distance. Jeffreys distance is not symmetric.
The squared-chord distance does not present any additional property when com-
pared to the other distances cited here. It is of interest because it can be seen as a
modification of the L2 which confers it the relative difference weighting property. The














The square-chord distance combines the speed of the L2 distance while presenting
the interesting properties of the other distances. The absence of the external square
root is inconsequential, it is the square root applied to the elements of 𝑃 and 𝑄
that changes the properties of the measure. It is the suggested distance to use when
comparing SIFT features for image retrieval [5]. It is a symmetric measure, that is
only valid if 𝑃𝑖 ≥ 0 ∀𝑖 ∈ [1..𝑁 [ and
∑︀𝑁
𝑖=0 𝑃𝑖 ≤ 1.
Cross-bin distances
All the bin-to-bin distances have a major flaw: they do not take into account the
fact that close-by values in a histogram might have a similar meaning. When using a
histogram to approximate a function, consecutive bins encode a very similar informa-
tion, namely the value of this function at different by close-by positions. Cross-bin
distances take this information into account.
The earth mover’s distance [66] is a cross-bin distance which takes it root in the
transportation problem. It computes the amount of effort required to transform one
histogram into the other by moving the values inside them. The effort is computed
as the total of the product of units of histogram values (the earth) and units of
bin distance (ground distance) that result when transforming one histogram into the
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where 𝑓𝑖𝑗 is the amount of histogram values to move from bin 𝑖 to bin 𝑗 and 𝑑𝑖𝑗 is
a measure of the distance from bin 𝑖 to bin 𝑗. The Earth mover’s distance requires
the definition of a distance measure, such as any bin-to-bin distances discussed in the
previous section. The distance can also be an arbitrary measure of similarity tailored
for the objects being compared.
The diffusion distance [43] is a cross-bin distance which makes an analogy to heat
diffusion. It simulates the diffusion of the values in the histogram by successively
smoothing the histogram with a Gaussian kernel and downsampling it by a factor 2.









where 𝑑0 = 𝑃 − 𝑄, 𝑑𝑙 is the smoothed and downsampled version of 𝑑𝑙−1 and |𝑑|1 is
the L1 norm of 𝑑. The Gaussian kernel has a variance 𝜎 which must be adapted to
the application.
2.5 Trends in object instance recognition algorithms
for mobile robots
A robot is an assembly of a large number of elements ranging from electronics to
motors, sensors and algorithms. It is very difficult to evaluate whether or not a
certain algorithm that works well on a robot would be as effective for a different
one. Furthermore, the efficacy of a method depends on the context in which it was
used. In robotics, the context is the world in which the robot behaves. However,
some methods are much more popular than others and can be trusted to perform
well in a variety of contexts. For a robot to perform object recognition, it has to
implement most of the aspects that were reviewed in this chapter. This section
highlights a few examples of object recognition robots and gives an overview of how
each element is integrated to yield a functional system. This review will follow the
same order as the first sections of this chapter (segmentation/detection, features,
comparison/classification). A final section summarizes other technical aspects of the
algorithms like the number of objects to recognize and the training procedure.
It is generally known that object recognition is a computationally expensive pro-
cess. The first step of most object recognition algorithms on mobile robots aims at
reducing the size of the input image. Both segmentation and detection algorithms
achieve this goal. When a segmentation procedure is applied, it is generally simple.
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Some examples are the color thresholding algorithm in [71] and the geometric seg-
mentation in [56]. Most of the time, when a detector is used, the SIFT detector is
preferred [82, 71, 80, 25, 21]. The SIFT detector has the benefit of choosing points
from an image is a way that is invariant to rotations and scaling. The Harris and
SURF detectors have such a property and are sometimes used on mobile robots [71].
Another way to reduce the overall computations is to choose random points from the
image as is done in [9]. Saliency algorithms can also help rating different regions of
an image as informative or uninformative. In [4, 25], a saliency algorithm based on
color is described. The red-green, yellow-blue and intensity channels they use recall
the opponent color representation of colors described in section 2.3.2.
Features are used to encode an image or a patch prior to classification. Features
must be computed rapidly and be stable under the numerous variations that can
occur during the operation of a mobile robot. Here again, the SIFT feature is very
popular [82, 80, 25, 21]. SIFT features only encode intensity information and they
are sometimes coupled with color features. Different color features are seen used on
mobile robots but most of the time they rely on the HSV representation [94, 57, 9, 4].
As stated earlier, a representation similar to the opponent color is used in [25], but
within a saliency detection step. Simple features such as lines [57] are also sometimes
used as they are very quick to compute and provide a good amount of information
in some settings. In several cases, color is simply not used [92, 62, 80, 25, 21]. These
algorithms cannot distinguish objects that differ only by their color.
The classification or comparison step determines whether or not a given object is
present in a test image. When features are used, the features from the test image are
somehow compared to the feature from a set on training images. In many cases, a
vocabulary is used to speed-up the comparison process [25, 9]. Examples also exist
where the features are directly compared to each other [82, 42, 80, 94, 21]. Neural
networks are also usable on mobile robots [4] because they are very fast to use once
the training is done. Probabilistic classification can also be performed. The use of a
particle filter results in an algorithm that can adapt to the resources available on the
mobile robot [57]. Feature-less comparisons like image cross-correlation [71] are also
seen, but much less frequently.
The algorithms reviewed in this section all make some assumptions about the
objects or the configuration of the scenes to analyze. The most common assumption
is that the objects present in a scene do not touch each other [4]. In addition to this
first constraint, the use of a uniform or regular background is often seen [94, 57, 25].
An even more restrictive hypothesis is that images show a single object [42, 62, 80,
9]. Only a few algorithms can detect and recognize objects in cluttered scenes [92].
Almost every reviewed work uses an offline training database where the objects are
seen in controlled conditions and tests on data collected on the robot in a more or
less controlled environment. The level of control in test data is a second distinctive
point between the algorithms. Most algorithms are invariant to a change in the
objects position in the image, viewing angle and distance. Only a few examples are
robust to occlusions [62, 4] and changes in the illumination [42, 92] of the objects. To
improve the robustness to changes between train and test data, the algorithm in [9] is
retrained as data is collected by robot. This allows the algorithm to adapt to the new
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environments as they are encountered. Finally, the number of objects to recognize is





This chapter contains technical information about the hardware and software used in
this thesis. The datasets used for training and validation of the developed algorithms
are also presented along with the measures of performance used.
3.1 Hardware
The robot used is a Pioneer 3-DX robot1. The pioneer 3-DX is a sturdy differential-
drive wheeled robot. It comes with frontal and rear sonars and an onboard computer,
but they are not used in this work. The pioneer can move at a speed of 1.6 meters
per second.
The robot is equipped with a Kinect RGB-D camera2. The Kinect combines a color
and a depth camera in a single sensor. The color camera provides an RGB image with
resolution up to 1280×960 pixels. The depth camera provides an image of resolution
up to 1280 × 960 pixels where each pixels contains the distance, in millimeters, to
the nearest obstacle. The depth camera does not provide reliable measurements if
an obstacle is closer than 0.8 meters or farther than 4 meters. Both sensors provide
images at a rate up to 30 Hz. They have a field of view of 43∘ vertically and 57∘
horizontally. In this work, both cameras are set to a resolution of 640 × 480 and
frame rate of 3 Hz. The Kinect is mounted on the robot about 1 meter from the
ground. It faces the front of the robot and is slightly tilted downward.
The robot is also equipped with an Hokuyo UTM-30LX laser range finder3. The
Hokuyo has a detection range of 0.1 meters to 30 meters. Its accuracy is of ±30
millimeters for distances up to 10 meters and of ±50 millimeters beyond 10 meters.
It has a field of view of 270∘, an angular resolution of 0.25∘ and provides a full scan
every 25 milliseconds. In this work, the angular resolution of the range finder is
limited to 250∘, cutting 10∘ on each side, to clear the robot structure. The laser





Figure 3-1: Image of the robot
The robot also carries a Toshiba Tecra laptop computer (Intel Core i5, 3 GB
RAM). Figure 3-1 shows the robot with sensors and computer.
3.2 Software
Table 3.1 lists the software used in this work.
3.3 Algorithms
3.3.1 Parametric model fitting using RANSAC
RANSAC (RANdom SAmple Consensus) is an iterative method to find, given a
dataset and a parametric model, the values of the model’s coefficients that fit the
dataset best and the set of samples from the dataset that support this model (the
inliers) [24]. The dataset may be noisy, and even contain outliers. Outliers are sam-
ples that should not be taken into account when fitting the model. This could be the
case of samples that belong to a different model, suffer unusual large noise or are the
result of a measurement fault, for instance. The outliers in RANSAC are identified as
samples having a model error larger than a user defined threshold. The model error
is the distance between the sample and a given model (distance between a point and
a plane, in a plane fitting application). The RANSAC algorithm proceeds as follows.
54
Software Version Use
Ubuntua 12.04 Operating system
ROS[61] Hydro Medusa Hector_slam[37], visualization, integration
PCL[69] 1.7
Surflet-pair relation features, normals calculation,
region-growing clustering, visualization,
point cloud manipulation
OpenCV[10] 2.4 SIFT, clustering, histograms, image manipulation
PyBrain[72] 0.3 Feed-forward neural networks
Eigenb 3.2.2 Matrix operations
libnabo[19] 1.0.5 Nearest neighbor search
Table 3.1: List of freely available software used in this work
ahttp://www.ubuntu.com/
bhttp://eigen.tuxfamily.org
The minimal number of points needed to define the parametric model are randomly
picked from the dataset (three points for a plane). The model’s parameter are com-
puted from these points. Then, the model error for each point from the dataset is
computed. The point which model error is smaller than the error threshold are added
to the inlier list. The sum of the model error of all inlier points is the overall error
for this iteration. The next iteration repeats these steps using different randomly
select initial points. After a number of iterations specified by the user is reached, the
model with smallest overall error is returned. The main advantage of RANSAC is the
explicit distinction between inliers and outliers. This makes RANSAC less sensitive
to noise than typical minimum squared error fitting. The disadvantages of RANSAC
are its random nature, its application specific parameters and its iterative nature. In
this thesis, RANSAC is mainly used for plane detection in a point cloud.
3.3.2 Nearest neighbor search with kd-trees
The search for nearest neighbors is useful in many processing steps. In this work, it
is used during normal computations, point cloud spatial sub-sampling, and feature
matching. Given a set of points in a search space and a query point, a k-nearest
neighbor search algorithm returns the k points from the set that are closest to the
query point. The search can end when k neighbors are found or when all the neigh-
bors within a predefined neighborhood radius are found. A naive nearest neighbors
algorithm will compute the distance to all points in the set to the query point. It will
then sort the points in ascending order of distance and return the k first points, or
all the ones whose distance is lower than the defined radius. Since the query point is
not known beforehand, the search cannot be simplified by pre-ordering the points in
the set. However, the space in which those points lie can be analyzed so that useless
computations are avoided. A kd-tree is a data structure which recursively splits a
space into cells [19]. The splits are aligned with the space’s axis and are made such
that after a cell is split, an equal number of points lie in the two created sub-cells.
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Figure 3-2: Kd-tree representation of a mug. Viewed 24 April 2015 http://www.
pointclouds.org/assets/images/contents/documentation/kdtree_mug.png.
Once the kd-tree is created, it allows to rapidly determine which point is the closest
to a query point along each dimension. Once the k number of nearest neighbors are
found, or once the distance to the next closest point exceeds the maximum search ra-
dius, the search is stopped. The points lying further away will be completely ignored
by the algorithm, saving computations. The software used in this thesis to implement
kd-trees is given in table 3.1. Figure 3-2 shows the space occupied by a mug divided
using a kd-tree.
3.3.3 Adaptive occupancy representation using octrees
A point cloud captured by a Kinect does not have a fixed spatial density. This is
the case for all projective measurement devices, because their field of view forms a
cone (or a pyramid) in space. The number of sampled points is constant, but the size
of the cone increases as it extends farther away from the camera. The point density
in a Kinect point cloud thus depends of the distance to the obstacles in front of the
camera. A higher density of points means that smaller details can be represented,
but it also implies a higher memory footprint. If a certain spatial resolution is known
to be sufficient for the application, it might be beneficial to turn a point cloud into
an octree. An octree is a data structure that recursively splits a 3-dimensional space
into cubes of adaptive size [33]. The size of the cubes is adaptive in the sense that
it locally depends on the presence of points. If a cube contains no data point, it
will not be further split into smaller cubes. Cubes containing data points are split
until a given minimum size is reached or until they contain no more points than
a pre-defined capacity. Compared to a kd-tree, the places where splits can occur
are predefined in an octree, the data only determines whether or not the split will
happen. By sacrificing some spatial resolution, octree can help limiting the memory
footprint of a point cloud. Octrees simplify some operations on point clouds also.
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Figure 3-3: Octree representation of the Stanford bunny using a fixed resolution.
Viewed 24 April 2015 http://www.pointclouds.org/assets/images/contents/
documentation/octree_bunny.png.
Adding two point clouds means to concatenate the list of points they contain. This
can lead to duplicates (or near-duplicates) and a waste of memory resources. In an
octree, the addition of new points leads to an increase of memory only if the location
of the points is not already represented. As stated in table 3.1, the PCL library is
used to implement the octrees in this thesis. Figure 3-3 shows the use of an octree to
represent the Stanford bunny.
3.3.4 Computing point normals in a point cloud
In a point cloud, a point normal designates the coefficients of the vector perpendicular
to the surface at a given point. Surfaces in a point cloud are not explicitly represented.
Before a normal can be computed, the surface must be estimated. The surface at a
point of interest is typically taken to be the plane which best fits the points in a
neighborhood around this point. A larger neighborhood filters out the noise in the
points position but also removes small surface details that can be important. The size
of the neighborhood can thus be adapted to the estimated level of noise to preserve
useful details. In a point cloud captured with a Kinect, points farther away from
the camera tend to be noisier that close-by points. The noise level is estimated to
grow with the squared distance [32]. The size of the neighborhood used to compute
a surface normal can thus be chosen to be proportional to its distance to the camera.
Once the neighborhood is determined, a plane is fitted with a least squared error
estimation. The coefficients of the fitted plane explicitly are the surface normal at
this point. The normal computations in this thesis are done using the "average 3d
change" of the PCL library. Figure 3-4 illustrates the process of computing surface
normals in a point cloud.
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Figure 3-4: Surface normals computation on a point cloud. Viewed 24 April
2015 http://www.pointclouds.org/assets/images/contents/documentation/
features_normal.png.
3.3.5 Simultaneous localization and mapping
Simultaneous localization and mapping (SLAM) in static environment was a major
research topic of the past decade. As a result, off-the-shelf solutions now exist that
tackle the problem of SLAM for wheeled robots equipped with a laser sensor. These
SLAM algorithms use the information from the laser, and optionally odometry mea-
sures, to simultaneously build a map of an unknown static environment and estimate
the position of the robot within this map. Hector SLAM [37] is one of these pub-
licly available libraries. Hector map uses a scan matching approach. With each new
scan, an estimate of the transformation between the map and the received scan is
computed. The new scan is then integrated into the map. This method is fast and
can benefit from the high sampling rate of modern laser range finders. The algorithm
outputs a metric map and the current estimate of the robot’s position in this map.
Figure 3-5 illustrates the process of building a map using a SLAM algorithm.
3.3.6 Scale invariant feature transform for texture description
The Scale Invariant Feature Transform (SIFT) is an image descriptor based on gradi-
ents. It was introduced in [44] and is nowadays widely used. The term SIFT usually
designates two things, the descriptor itself, and a detector. The SIFT detector is
based on the detection of scale-space extrema in a multi-scale difference of Gaussians
pyramid. A pyramid of Gaussians is obtained by repeatedly convolving with a Gaus-
sian kernel and subsampling an image. The difference of Gaussians pyramid is the
result of computing the difference between consecutive levels in this pyramid. The
detector returns the points where the difference of Gaussians is a local extremum
within a 3× 3× 3 region of the scale-space. The returned points typically correspond
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Figure 3-5: A robot mapping an unknown environment using a SLAM algorithm.
The red dots show the impacts of a laser scan. A map is built incrementally based on
these impacts. As the robot moves, it can localize itself within the map and update
it based on new laser scans. Viewed 24 April 2015 http://cstwiki.wtb.tue.nl/
images/Gmap2.gif.
to specific image features such as edges, corners and blobs. In SIFT, the detection on
edges are removed because they present too many symmetries to be reliably matched.
Points lying in a region of low contrast are also rejected because they tend to be pro-
duce noisy SIFT features. The SIFT detector is invariant to rotations and scans
different scales of the image to provide scale invariance. The detector produces a
set of locations and scales where a SIFT feature should be computed. The SIFT
feature encodes the spatial arrangement of gray scale gradients around the feature
location. The size of the neighborhood used to compute the SIFT feature depends on
the scale value given by the detector. The feature itself is rotation invariant because
all computations are referenced to the dominant orientation of the gradients in the
neighborhood. If several dominant orientations are detected, several SIFT features
will be computed, one for each orientation. A grid is aligned with the dominant
orientation and laid out around the feature location to define an array of smaller
neighborhoods where local gradient orientations will be computed and compiled into
histograms. The concatenation of these small histograms form a SIFT feature. Fig-
ure 3-6 shows an example of a grid used to compute local gradient orientations on an
image.
3.3.7 Surflet-pair relation for shape description
Surflet-pair relations are a way to encode the relative position of a pair of oriented
points [91]. An oriented point can be obtained by pairing a point with its surface
normal. The surflet-pair relation computes 4 values that encode the surflets’ configu-
ration without reference to an external point of view. A surflet-pair relation is com-
posed of three angular values and one linear value. For a given pair of surflets {𝑝1, 𝑛1}
and {𝑝2, 𝑛2}, where 𝑝𝑖 is a point’s position as a coordinate in three-dimensional space
and 𝑛𝑖 is a unit-norm vector giving the orientation of the point’s normal. The first
step is to choose one of them as the point of reference. To make this operation invari-
ant to point of view, the reference point is the one which normal forms the smallest
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Figure 3-6: Spatial subsampling and compilation of gradient orientations in the SIFT
feature (using a 2×2 grid). Viewed 24 April 2015 http://www.scholarpedia.org/
w/images/thumb/0/04/Sift-descr-ill.png/500px-Sift-descr-ill.png.
angle with the difference vector 𝑝1 − 𝑝2. That is,
{𝑝𝑠, 𝑛𝑠} ←
{︃
{𝑝1, 𝑛1} if |𝑛1 · (𝑝1 − 𝑝2)| ≤ |𝑛2 · (𝑝1 − 𝑝2)|
{𝑝2, 𝑛2} otherwise
(3.1)
The other surflet is renamed {𝑝𝑡, 𝑛𝑡}. Then, a frame of reference can be fixed to
this reference point with axes defined as:
𝑢 = 𝑛𝑠 (3.2)
𝑣 = 𝑢× 𝑝𝑡 − 𝑝𝑠
‖𝑝𝑡 − 𝑝𝑠‖2
(3.3)
𝑤 = 𝑢× 𝑣 (3.4)
With this frame of reference, the surflet-pair relation can be computed as:
𝛼 = 𝑣 · 𝑛𝑡 (3.5)
𝜑 = 𝑢 · 𝑝𝑡 − 𝑝𝑠
‖𝑝𝑡 − 𝑝𝑠‖2
(3.6)
𝜃 = arctan(𝑤 · 𝑛𝑡, 𝑢 · 𝑛𝑡) (3.7)
𝑑 = ‖𝑝𝑡 − 𝑝𝑠‖2 (3.8)
Figure 3-7 shows the angular measures 𝛼, 𝜑 and 𝜃 for two surflets. The mapping
is one to one: one particular instance of a surflet-pair relation can only be generated
by one particular surflet pair, and the opposite is also true.
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Figure 3-7: Angular values involved in the surflet-pair relation. Viewed 24 April 2015
http://pointclouds.org/documentation/tutorials/_images/pfh_frame.png.
3.3.8 Function approximation with feed-forward neural net-
work
A feed-forward neural network is a function approximation machine. It learns the
parameters of a parametric model that best transforms the input sample from a
training database into the right output values. A feed-forward neural network has a
layered structure which contains a certain number of neurons. Neurons are simple
units with an arbitrary number of inputs and a single output. The output value
results from performing a weighted sum of the inputs and passing the result through
a non-linear function [29]. It is the value of these weights that are learned through a
gradient descent process from a training database. The non-linear function typically
has a squashing effect to restrict inputs of any value to a fixed range of output values.
An example of such a function is the sigmoid function. The operation performed by








where 𝑜𝑠𝑖𝑔𝑚𝑜𝑖𝑑 is the output value, 𝑁 is the number of inputs, 𝑤𝑛 is the 𝑛𝑡ℎ weight
and 𝑖𝑛 is the 𝑛𝑡ℎ value of the input vector 𝑖. Typically, three layers are used. They are
called the input, hidden and output layers. The input layer contains as many units as
there are input variables, they have a single input and no non-linear transformation.
In fact, the input layer does not modify the input values. The size of the hidden
layer is a meta-parameter to be chosen by the designer. The inputs to the units in
the hidden layer are the output values of all units from the input layer. The form
of the non-linear transformation is a second meta-parameter of a feed-forward neural
network. There are as many units in the output layer as there are output variables in
the problem to learn and they take input from all hidden units. The output function
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is also chosen by the designer, and sometimes is linear. A bias unit must be added
which is connected to all units from the hidden and output layers through another
set of weights.
Training a feed-forward neural network is an iterative process which starts by as-
signing each weight a random initial value. The back-propagation learning algorithm
for neural networks [68, 63] works as follows. Each sample from the training database
is presented to the neural network in turn. For each input sample, the neural network’s
output is calculated and the difference between the network’s answer and the target
value specified in the database is computed. This is the neural network’s error. This
error can be used to change the weights of the neural network such that it becomes
better at computing the good answer for this specific input sample. The weights are
modified by back-propagating the error through the network, from the output layer
to the input layer, by multiplying it by the current weights. This back-propagation
effectively is a way to assign credit to the weights for the provided answer. It pro-
duces, for each neuron, a quantity which indicates how the weight should be changed
in order to improve the final answer of the neural network for this input sample.
Once the weights are modified, the process is repeated for a different sample from the
database until none is left. An epoch is the fact of processing the entire database.
Several epochs are required for a feed-forward neural network to converge. Changing
the weights is done only by considering the current sample from the database. The
next sample might cancel any change done by previous ones. To increase the chances
that the neural network converges to a solution that gives a good output value for
all input samples, the order in which the samples are presented to the network is
randomly changed between each epoch. The resilient back-propagation algorithm is
a variant of the standard learning rule in which the weight change is increased if the
sign of the error gradient stays the same for several iterations [34]. Training can be
performed until the neural network gives the exact right output value for each input
sample, but this is likely to be too long (as well as generate overfitting problems).
The standard way to stop the optimization is by using early stopping [60]. The
early stopping algorithm monitors the mean-squared error obtained on a validation
set. The validation set is a subset of the training set that is not used in the training
process, but only serves as a measure of the quality of the current state of the network.
The optimization process should, at each epoch, decrease the mean square error on
the training set. Monitoring the mean square error on a validation set, containing
samples similar but different to that of the training set, is one way to measure how
well the network generalizes to unseen data. The early stopping method provides
a rule to stop the training of the network when the generalization quality start to
decrease. For instance, if the mean square error on the validation set increases for 5
epochs in a row, the training process is stopped. It is normal that this error increases
from time to time during the process, but if it steadily increases for a few iterations,
it is a sign that the network starts overfitting.
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Figure 3-8: Original and labeled image example from the segmentation dataset.
3.4 Data
In object recognition, datasets are used to train, validate and measure the perfor-
mances of algorithms. In this work, three different datasets are used.
3.4.1 Segmentation dataset
The segmentation database was collected during the Carotte competition (see section
1.2). It it used to evaluate the performance of the segmentation algorithm. It consists
in 70 point clouds captured as the robot was exploring the arena. The point clouds
are hand-labeled into categories floor, wall and object. The labeling for the walls
is based on appearance, meaning that if the color or texture of a wall changes, the
assigned label will change accordingly. There are only 70 images in this dataset, but
the annotations are of high quality. An example of a scene from the segmentation
dataset is shown in figure 3-8.
3.4.2 ENSTA offline object dataset
The ENSTA offline object dataset is used for training and for basic validation of
object instance recognition algorithms. It consists of a total of 21 411 point clouds of
52 objects and pieces of furniture like chairs, boxes, small cabinets, etc. The data was
collected using the robot described in section 3.1 and consists in point clouds taken
with the Kinect camera. Objects were shot under 6 different viewing angles while
the robot was moving back and forth towards them. The setup can be seen in figure
3-9. For each angle, 100 point clouds were saved, from a distance varying from 1 to 4
meters. Figure 3-10 shows one of the objects under the 6 angles of view and varying
distance. One snapshot from each of the objects is shown figure 3-11. The database
is a collection of examples of point clouds grouped by object and viewing angles. The
object showed in each point cloud is extracted by using the segmentation algorithm
detailed in chapter 4.
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Figure 3-9: The setup for the offline dataset.
Figure 3-10: One example for each viewing angle of the "red office chair" object from
the offline database.
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Figure 3-11: All 52 objects from the offline object dataset.
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An interesting aspect of the ENSTA offline object dataset is the mix of similarities
between the objects it comprises. For example, there are examples of objects that
have exactly the same shape, but not the same color (the sofas, bottom-left part of
figure 3-11). Many objects have a very similar shape and color, like the cabinets and
some of the boxes. Finally, there are several objects that share an almost identical
color while having different shapes. The presence of such combinations of objects in
the dataset makes it the perfect ground to explore the process of combining features
for object recognition.
3.4.3 ENSTA online object dataset
The ENSTA online object dataset is a small collection of point clouds taken in less
stable conditions than the offline dataset. It is used as challenging validation data
for object instance recognition algorithms, after training on the offline dataset. The
point clouds were taken as the robot was moving around a room where 23 objects
from the offline dataset were scattered. The room is shown in figure 3-12. Each point
cloud is segmented using the method detailed in chapter 4. The resulting object views
are checked for errors and erroneous images are removed. Out of 157 views, 16 were
removed. Examples of removed views are shown in figure 3-13. Some object were
completely removed because all their views were erroneous. For instance, a box and
a trashcan that were too close together were removed because the segmentation was
unable to separate them. There is a total of 20 objects and 141 views left in the
online database.
The remaining views are challenging for several reasons. There are important
changes in the lighting conditions. The objects are seen from unknown angles of
view, which might not exist in the offline dataset. Also, some amount of motion blur
happens when the point cloud was taken as the robot turned rapidly. Finally, there
are partial views of some objects and heavy occlusions. Figure 3-14 shows examples
of images that were kept in the database. Some of them show very well segmented
objects, but some images are heavily occluded and badly segmented.
3.5 Multi-class classification performance measures
The experiments conducted in this work fall in the category of multi-class classifi-
cation. In multi-class classification, each sample from a dataset must be assigned a
single label from several distinct ones. The performance measures used in this work
are variations of standard binary classification measures, as suggested in [81]. Two
types of statistics can be compiled: per-label ones and global ones. To obtain global
measures, the classifier’s answers are first compiled on a per-label basis and then
summed up. Per-label answers fall in three categories:
∙ True positive (𝑡𝑝𝑖), the correct labeling of a sample from class 𝑖
∙ False positive (𝑓𝑝𝑖), the labeling as 𝑖 of a sample from class 𝑗 ̸= 𝑖
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Figure 3-12: The room and objects in which the robot was moving around to collect
the images of the online dataset.
Figure 3-13: Examples of the 16 erroneous object segments removed from the online
dataset. These image segments are impossible to recognize even by a human and were
considered as failures from the segmentation step that should not affect the object
recognition’s performance measures. Left A part of a wall that was only partly






Figure 3-14: Examples of good views and more challenging ones from the online
dataset. All examples show a color image on the left and the binary segmentation
mask on the right. The algorithms only have access to the pixels from the color
image which are white in the segmentation mask. a A correctly segmented stool. b
A correctly segmented black office chair. c An incomplete black sofa due to the bad
perception of black objects by the depth camera. d An occluded thin white box. e A
correctly segmented cabinet. The cabinet is seen against the light, making it appear
much more contrasted than in the offline database. f A partial view of the cabinet
due to occlusion. g A correctly segmented trashcan. h A partial view of the trashcan
due to occlusion.
68
∙ False negative (𝑓𝑛𝑖), the labeling as 𝑗 ̸= 𝑖 of a sample from class 𝑖 or the failure
to label a sample from class 𝑖
True positives represent right answers, and false negative and false positive are two
different types of wrong answers. True negatives are nonexistent here as they would
refer to correctly determining that an object is not part of the database. This does
not happen here because all examples do come from the database. True negatives
anyhow are not involved in the performance measures described below. A useful note
for the computations of the performance measures is that the sum of true positives
and false negatives for a class is equal to the total number of samples of that class.
Precision measures the ability of a classifier to not incorrectly label as 𝑖 samples
from classes 𝑗 ̸= 𝑖. When a classifier shows a high precision to class 𝑖, it can be trusted
that samples the classifier labeled as 𝑖 really are of class 𝑖. Precision is undefined if
a classifier does not label any sample as 𝑖. Precision is the ratio of correctly labeled





Recall measures the ability to correctly label samples of class 𝑖. When a classifier
shows a high recall to class 𝑖, it can be trusted that samples the classifier labeled as
𝑗 ̸= 𝑖 really are not of class 𝑖. Recall is the ratio of correctly labeled samples of class





Macro-averaging is one way to combine per-label measures into an overall perfor-
mance. A macro-average is obtained by computing a per-label measure for each label
and then summing the result. Macro-averaging gives each label an equal importance














Micro-averaging is another way to combine per-label measures. Micro-averaging
is obtained by summing the contributions from all labels first and then computing the
appropriate ratio. Micro-averaging gives each sample equal importance in the overall
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Precision-recall curves are a tool to visualize the effect of accepting or rejecting
the answer of a classifier according to a confidence measure which varies between 0
and 1. Most classifiers implicitly provide such a measure. An example of a confidence
measure is the actual activation value of the highest activation neuron of a neural
network. If this value actually is a good confidence measure, it should be low when
the classifier is wrong and high when it is right. This way, the measure can be used to
filter the answer of the classifier by applying a threshold. If the confidence is higher
than the threshold, the answer is accepted, otherwise, it is rejected. A precision-recall
curve is drawn by plotting the precision and recall values obtained while the threshold
is varied from 0 to 1. With a threshold of 1, all answers are rejected. This means the
recall is 0 and precision is undefined. For visualization purposes, the precision will be
fixed to 1 in this case. With a threshold of 0, all answers are accepted. This yields
the highest possible recall and lowest possible precision for the classifier under study.
The curve allows to visualize the compromise the classifier offers between precision
and recall so that a good threshold can be chosen for a given application. Examples of
precision-recall curves can be seen in figures 5-3, 5-4 and 5-5, from chapter 5, section
5.6.
A precision-recall curve shows the evolution of the precision and recall measures
as the value of the threshold changes from 0 (all answers accepted) to 1 (no answer
accepted). If the classifier behaves correctly, increasing the threshold value should
decrease the recall and increase the precision. The rate at which these two values
change is informative about whether or not bad answers tend to be filtered before
good ones. The area under a precision-recall curves measures this behavior. A larger
area under the curve indicates the thresholding method works well in the sense that




segmentation on a mobile robot
4.1 Introduction
This chapter details the implementation and testing of a geometrical scene segmen-
tation algorithm. The segmentation algorithm’s goal is to pre-format and reduce the
amount of data to be processed by the subsequent stages of the pipeline. Reducing
the amount of data this early in the processing should reduce the overall compu-
tational complexity of the pipeline and reduce the run time. For this stage to be
beneficial, it must be fast and eliminate as much of the uninformative parts of the
point cloud as possible while preserving the useful ones. These points are evaluated
qualitatively in a first time by inspecting some outputs produced by the algorithm.
A quantitative evaluation is also conducted by computing the precision and recall
of the algorithm on the segmentation dataset (see chapter 3, section 3.4.1). Using
these scores, the geometric segmentation algorithm is compared with Markov random
field based segmentation algorithm (see chapter 2, section 2.1.2). Section 4.2 presents
the justification for the main choices involved in the design of the algorithm. Then
the implementation details, values for all parameters and a functional view of the
algorithms is given in section 4.3. Finally the experiments are described in section
4.4.
4.2 Design choices
The first fact that influences the design of the segmentation algorithm is that it will
serve in an indoor environment. Indoor environments tend to be highly structured.
Indoor scenes typically contain a floor, some walls and a ceiling. In this work, the
Kinect is tilted downwards and the ceiling is never visible. The floor and walls are
structures that can be recognized by their shape: they are planar. Furthermore,
they do not convey any information about the objects to recognize and can be safely
removed from the point cloud to process. This fact motivates the design of a geometric
segmentation algorithm to detect the floor and walls. To make the algorithm as simple
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as possible, only the geometric information is used. Information from the color image
is completely ignored at this stage. This decision is supported by the success of
geometric table-top segmentation algorithms (see 2, section 2.1.2).
The second important information is that the algorithm will run on a wheeled
robot. This means the position of the Kinect and other sensors should be somewhat
stable: there should be little variation in the distance from the Kinect to the ground,
for instance. The same holds for the roll and pitch of the Kinect with regard to
the floor plane. This stability allows a first foreground-background separation step
to be done very easily. The floor plane can be completely removed from an indoor
scene, if an estimate of the Kinect’s position is known. This estimate is provided
by an offline calibration procedure. Note that the Kinect will indeed move slightly
during operation. This will happen, for instance, if the robot accelerates or bumps
into something. For this reason, an online estimation of the coefficients of the floor
plane will still be done for each input point cloud. As noted, the walls should also be
recognizable due to their shape. However, there is not as much a priori information
about a wall’s position as there as for the floor. Hence, a more elaborate search
strategy, based on RANSAC, will be used.
Thirdly, the algorithms in this thesis work with the assumption that objects to
recognize do not touch each other. Consequently, the segmentation algorithm includes
a step to segment the objects based on a distance criterion. Each cluster obtained
this way is called an object candidate. This distance clustering step will be accom-
plished by a region growing algorithm which splits objects if they are farther apart
than a given distance. This distance criterion will not be applied directly, though.
Oftentimes, objects seen by the Kinect are split into several distinct blocks because
the parts linking these blocks are invisible to the camera (they can be occluded by
other parts of the object). To avoid having the region growing algorithm split these
objects, the point cloud is first projected to the floor plane. This simple trick suc-
cessfully recombines candidate objects into a single cluster in most situations. This
has the side effect of merging objects that are on top of each other, but this happens
less often than the split object problem stated earlier. Another issue with the region
growing algorithm is that it involves computing the distance between a large number
of pairs of points. Because the computational complexity of this step is high, the
point cloud is first down-sampled before any other processing is done. The only fact
to keep in mind is that the down-sampling resolution (the average distance between
two points in the down-sampled point cloud) should not be larger than the distance
threshold used to form object candidates. If this resolution is a few times smaller
than the over-segmentation distance threshold, the down-sampling has no negative
effect on the quality of the over-segmentation.
Finally, a few more criteria can be used to further eliminate uninformative or
useless parts of the point cloud. Object candidates that are too small, for instance,
do not carry enough information to be recognized and can be removed. Candidates
that are larger than the largest object of interest can also be removed. Furthermore,
object candidates that touch a border of the point cloud are very likely to be partly
outside the field of view of the Kinect and thus be hard to recognize. It is realistic
to say that during a robotics experiment, each object in the scene will be seen at
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least once while it is clearly visible in the field of view of the Kinect. Candidates
touching a border can thus be safely discarded from the point cloud. Furthermore,
the Kinect tends to be noisy, especially as the distance increases. Thus, parts of the
point cloud that are too far away from the Kinect are removed so that the focus
is on close-by objects, which are more likely to be successfully recognized. Again,
there should be a moment during the experiment where objects that have previously
been discarded from a point cloud will be clearly visible and will get through the
segmentation process.
The following section explain the implementation details of the algorithm and the
experiments.
4.3 Implementation details
This section gives all implementation details of the geometrical scene segmentation
algorithm.
4.3.1 Offline calibration
The floor plane removal requires an estimate of the floor plane parameters. This
information is provided by an offline calibration phase. The calibration is done by
having the robot face a large area of visible floor and running a RANSAC plane
detection algorithm with parameters shown in table 4.1. Figure 4-1 shows an accept-
able configuration for calibration as well as the detected floor plane. The calibration
phase has to be done only once for a given placement of the Kinect on the robot. It
provides the floor plane’s normal coefficients (𝑎, 𝑏 and 𝑐) and distance (𝑑) in the form
𝑎𝑥+ 𝑏𝑦 + 𝑐𝑧 + 𝑑 = 0.
4.3.2 Pre-processing
The removal of far-away points is done first as it is the most simple step to imple-
ment. To avoid unnecessary computations of exact Euclidean distances, a threshold
is applied on the points’ z-coordinate. The z-axis is not exactly parallel to the floor
plane, as the Kinect is tilted downwards, which means the distance is likely to be
underestimated. The removal of far-away points in no way requires high precision
and this simple thresholding provides a usable result.
A second pre-processing step is the computation of point normals. The normals
are used during the floor removal step. They are calculated according to the procedure
detailed in chapter 3, section 3.3.4.
4.3.3 Floor removal
The floor removal algorithm proceeds in three steps: selecting the points that are close
to the calibration floor plane, using these points to compute the refined floor plane
coefficients and removing the points lying close to this estimated floor plane. Points
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Figure 4-1: An appropriate scene to perform offline calibration. The main image
shows the scene with the floor plane removed after calibration. The bottom-left inset
shows the robot’s surroundings and the bottom-right inset shows the input point
cloud.
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from the point cloud are selected for floor plane estimation if they are close enough to
the calibration floor plane and if their normal is aligned with the floor plane normal.
If the number of points in the list is large enough, the refined floor plane is estimated
from the list. If the point count is low, it means that the floor is not clearly visible
because of objects occluding it. In this case, the calibration floor plane is used for
this point cloud. The refined floor plane estimation is done by performing a principal
component analysis and selecting the last eigenvector. This eigenvector corresponds
to the direction of lowest variance and effectively is a least-squares estimation of the
plane normal. Finally, all points from the point cloud that lie below or just over the
floor plane are removed. This process is detailed in algorithm 1. The values of the
parameters used for the algorithm are given in table 4.1.
4.3.4 Walls removal
There is not as much a priori information about position and orientation of walls as
there is for the floor plane. The walls in a scene cannot be found using a technique as
simple as algorithm 1. Walls have to be found using other heuristics: walls are planar
surfaces, they are perpendicular to the floor plane and they are large structures. With
these heuristics, and the knowledge of the coefficients of the floor plane, walls can be
searched in the point cloud. The search is done using RANSAC for plane detection.
The RANSAC algorithm is stochastic: it has a high chance to find a plane if this plane
occupies a large portion of the point cloud. If it is the case, finding and removing
the walls will be very beneficial. If RANSAC exits without finding anything, then
it most likely means that the walls (if there are any of them) are small and that
failing to remove them should not be catastrophic. The removal process keeps two
copies of the input point cloud. The first is a temporary point cloud used during the
process from which all the planes found by RANSAC are removed. The second is
the result point cloud from which only points belonging to walls are removed. The
process of finding walls is iterative, as there might be more than one in the scene.
First, RANSAC is run to detect a plane. If RANSAC does not return a plane, the
process ends. Otherwise, the plane is removed from the temporary point cloud. If
the plane’s size is large enough and if it is perpendicular to the floor plane, then it
is considered as a wall and removed from the result point cloud. In any case, the
process is repeated using the temporary point cloud as the input to the RANSAC of
the next iteration. The process ends when RANSAC returns no plane or the plane
it returns is too small or when there are too few remaining points in the point cloud.
When the iterative process is done, the result point cloud is returned. This procedure
is presented in algorithm 4. To reduce the amount of computation, the size check
is performed on the number of points forming the plane, not on the physical size of
the plane. Precisely estimating the physical dimensions of a point cloud is a complex
process which typically involves computing a convex hull that fits the point cloud as
tightly as possible. The dimension of the object could also be approximated by a
3-dimensional bounding box, but this would still require visiting each point from the
object point cloud. The values of the parameters used for the algorithm are given in
table 4.1.
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Algorithm 1 Floor removal
Input: point_cloud, input point cloud with point normals
calib_floor_normal, floor plane normal from offline calibration
calib_floor_distance, distance to floor plane from offline calibration
estimate_dot_prod_threshold, minimum dot product value between points’ nor-
mal and floor plane normal
estimate_distance_threshold, maximum distance between points and floor plane
for plane estimation
estimate_size_threshold, minimum number of points in the list of floor points
remove_distance_threshold, maximum distance between points and floor plane
for point removal
Output: current_floor_normal, the estimated floor normal
current_floor_distance, the estimated distance to the floor plane
point_cloud, output point cloud with points from the floor plane removed
1: floor_points_list ← an empty list of points
2: for all point in point_cloud do
3: point_normal ← point normal of point
4: normal_dot_prod ← point_normal · calib_floor_normal
5: if normal_dot_prod > estimate_dot_prod_threshold then
6: distance_along_normal ← point · calib_floor_normal
7: distance_from_floor ← | distance_along_normal − calib_floor_distance |
8: if distance_from_floor < estimate_distance_threshold then




13: if size of floor_points_list > estimate_size_threshold then
14: pos_mean ← the mean of points’ position in floor_points_list
15: pos_cov ← the covariance matrix of points’ position in floor_points_list
16: compute eigenvalues and eigenvectors of pos_cov
17: current_floor_normal = eigenvector with smallest eigenvalue
18: current_floor_distance = pos_mean · current_floor_normal
19: else
20: current_floor_normal = calib_floor_normal
21: current_floor_distance = calib_floor_distance
22: end if
23: for all point in point_cloud do
24: distance_along_normal ← point · current_floor_normal
25: distance_from_floor ← current_floor_distance − distance_along_normal
26: if distance_from_floor < remove_distance_threshold then




Algorithm 2 Walls removal
Input: point_cloud, input point cloud with point normals
floor_normal, floor plane normal
distance_threshold, maximum distance for the RANSAC
size_threshold, minimum number of points in a wall
dot_product_threshold, maximum dot product value between wall normal and
floor plane normal
Output: point_cloud, output point cloud, with points from the walls removed
1: tmp_point_cloud ← point_cloud
2: result_point_cloud ← point_cloud
3: repeat
4: Find plane and plane_normal in tmp_point_cloud using RANSAC with dis-
tance_threshold
5: if a plane is found then
6: if size of plane > size_threshold then
7: remove all points of plane from tmp_point_cloud
8: angle_dot_prod ← | plane_normal · floor_normal |
9: if angle_dot_prod < dot_product_threshold then




14: until size of tmp_point_cloud > size_threshold and a plane is found and size
of plane > size_threshold
4.3.5 Object candidates over-segmentation
This stage starts with the down-sampling of the point cloud using a voxel grid filter
implemented using the PCL library. The voxel grid filter uses an octree structure
to reduce the spatial density of points in a point cloud to a desired value. This
results in a point cloud in which two points are no closer than a certain distance.
The reduced number of point accelerates the remaining steps for the segmentation,
but for the object recognition, the original resolution should be restored. For this
purpose, an index is built during the voxel-grid filtering that lists, for each down-
sampled point, the points from the original point cloud which it represents. This is
the only information required to allow the restoration of the original point density.
The next step after down-sampling is to project the points to the floor plane. The
projection uses the down-sampled point cloud as input and consists in applying the











where 𝑚 and 𝑑 respectively are the coefficients and the distance of the floor plane.
Finally, a greedy over-segmentation algorithm, as described in chapter 2 section 2.1.1
is used to segment the point cloud into object candidates using a maximum distance
criterion. The distances are computed using the projected point cloud, but the groups
are formed in the non-projected, but down-sampled, one. The original resolution will
be restored, but this can be delayed so that the last step of the segmentation algorithm
benefits from the lower point count. A functional view of the object candidate over-
segmentation step can be seen in figure 4-2 and the parameter values used are shown
in table 4.1. Take note that in this particular case, the over-segmentation algorithm
is expected to produce segments that do correspond to the objects. The method used
effectively is an over-segmentation algorithm, but the distance criterion used leads to
a perfect segmentation of the input.
4.3.6 Object candidates rejection
This foreground-background separation step removes object candidates whose size is
too small or too large, as well as candidates that are too close to a border of the point
cloud. The size of the candidates is measured by counting the number of points.
As the point cloud is still in its down-sampled state, the threshold on size must be
adapted to the voxel grid’s resolution. After the removal of these undesirable object
candidates, the remaining points are replaced by the corresponding list of points from
the down-sampling index to restore the original point cloud density. The parameter
values for this processing stage are shown in table 4.1.
4.3.7 Parameters
Table 4.1 lists all the parameters of the geometric scene segmentation algorithm and
the values used throughout the experiments.
4.3.8 Process overview
Figure 4-2 shows a block diagram of the geometric segmentation algorithm and figure
4-3 shows the segmentation of an indoor scene by the algorithm.
4.4 Experiments
The geometric scene segmentation algorithm was tested on the segmentation database
described in section 3.4.1. A segmentation algorithm based on Markov random fields
[17] is also tested on the database for comparison purposes. The segmentation per-
formance results are given in the next section and interpreted in section 4.5.
4.4.1 Segmentation performance
The algorithm assigns one of three different labels to each pixel: floor, wall or object.
Some examples of segmented images are shown in figure 4-4. For the sake of the
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Table 4.1: Parameters of the geometric scene segmentation algorithm
Step Name Value
Calibration RANSAC distance threshold 5 cm
Distance filtering Maximum z-coordinate 3 meters
Point normals
calculation
Depth change factor 0.02 (default in PCL)
Smoothing factor 10 (default in PCL)
Floor removal
Estimation dot product threshold 0.98
Estimation maximum distance 5 cm
Estimation minimum size 25 000 points
Removal maximum distance 3.5 cm
Removal maximum height 2 m
Walls removal
RANSAC distance threshold 5 cm
Size threshold 50 000 points
Dot product threshold 0.05
Object candidates
over-segmentation
Voxel grid resolution 2 cm
Maximum distance 5 cm
Object candidates
rejection
Minimum size 100 points
Maximum size 10 000 points
Minimum distance from border 10 cm
Method Precision Recall Run time
Wall Floor Object Wall Floor Object (per image)
Geometric 93.3 97.8 65.0 87.7 91.2 98.1 300 ms
[17] strong regul. 96.4 89.5 46.8 77.6 79.5 41.6 2 s
[17] weak regul. 94.7 89.4 88.1 82.8 80.4 23.5 2 s
[17] no regul. 94.7 88.8 64.8 81.1 78.5 32.1 2 s
Table 4.2: Performance of segmentation expressed in terms of micro-average precision
and recall values for the labels "floor", "wall" and "object".
comparison with the annotated images, all floor types, wall types and objects are
grouped into these three labels. The precision and recall for this experiment are
reported in table 4.2. The measures are computed on a pixel-wise basis, for each
label, and over the whole dataset.
4.4.2 Run time
The run time for the whole segmentation algorithm varies between 200 ms and 600
ms with an average around 300 ms. The most lengthy steps to run are the wall
removal, as it is an iterative processing, and the object candidates over-segmentation.
Consequently, the number of valid object candidates and the failure to remove a wall
are the factors that affect run time the most. Walls that do pass the wall removal
step untouched usually get removed by the object candidate rejection, but the increase
computation required to downsample and cluster them can really hurt performance.
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Figure 4-2: Left: A functional overview of the geometric scene segmentation algo-
rithm. Right: The resulting point cloud after keys steps of the segmentation.
The presence of large valid object candidates increase run time for the same reason.
It is possible to imagine a scene where the algorithm takes much longer to run, but
this case was not encountered during the online experiments.
4.4.3 Use cases
Figures 4-5 and 4-6 show specific examples of successes and failures of the segmen-
tation algorithm. See the figure captions for detailed interpretation. Note that the
top part of 4-5 shows a part of a large cupboard labeled as a wall. This is considered
as a success because the cupboard is too large a piece of furniture to be considered
an object of interest here. It is desirable that the segmentation algorithm removes it
from the point cloud. The fact that a part of it is removed during the wall removal
step is good, since it involves fewer computations to remove it at this point compared
to removal during the object candidates rejection step.
Black objects also are problematic for the geometric segmentation algorithm. This
is due to the fact that black objects are generally badly perceived by the Kinect’s
depth camera. This causes black objects to be incomplete as shown figure 4-7.
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Figure 4-3: An indoor scene processed by the geometric scene segmentation algorithm.
The top-left inset shows the original point cloud. In the interpreted scene, the floor is
red, the objects are in green (and are numbered). Points colored in white are filtered
out because they are too far from the robot and the object in black is discarded
because it touches a border of the point cloud.
Figure 4-4: Top. Scenes from the segmentation database. Bottom. Segmentations
with floor in green, walls in beige and objects in blue.
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Figure 4-5: Examples of successful segmentations. The left column shows the original
point cloud and the right column shows the scene interpretation where red is "floor",
blue is "wall", green is "object", black is "rejected" and white is "too far". Different
shades of blue and green indicates different walls and objects. Left. The scene
shows a piece of wall and a large cupboard. The segmentation algorithm successfully
identifies the floor and the piece of wall. The entire cupboard also is labeled as non-
object (partly because it qualifies as a wall and because it touches the point cloud’s
border). Right. The scene shows three objects touching the cupboard. As the
cupboard is identified as a wall, the objects are successfully segmented even though
they are in direct contact with it (but apart from each other). The wall removal step
cuts a part of the red bag, but a significant part of it still is identified as an object.
Note that all three objects are successfully identified as individual objects (the shade
of green for the bag is slightly darker than for the chair).
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Figure 4-6: Examples of failed segmentations. The left column shows the original
point cloud and the right column shows the scene interpretation where red is "floor",
blue is "wall", green is "object", black is "rejected" and white is "too far". Different
shades of blue and green indicates different walls and objects. Left. The scene shows
the sofa and chair touching each other and the bag and cupboard door touching each
other. The sofa and chair are merged in a single object candidate. The bag and door
also are merged into a single object candidate and are rejected as a whole because the
door touches the top border of the point cloud. Right. The scene shows an uneven
wall and some power cords. Most of the wall is labeled correctly, but the uneven part
is wrongly labeled as an object. The power cords are too small to be perceived by
the depth camera.
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Figure 4-7: Example of incomplete black object segmentation. The left images show
the color image of the segmented black chair and the right image the segmentation
mask. Top A rather good segmentation of a black armchair. Bottom A bad seg-
mentation of the same black armchair due to bad perception from the depth camera.
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4.5 Discussion
The two most important qualities for the segmentation algorithm for the application
is a low run time and a high recall for objects. First, the processing speed of the
segmentation algorithm must be as low as possible because part of its utility is to
reduce the processing time of the overall pipeline. Second, the recall for object is more
important than the other measures because of the way the segmentation is used in the
processing pipeline. The segmentation step simply discards pixels that are not labelled
as an object. Consequently, any actual object that the segmentation algorithm fails
to label as such will not be processed by the subsequent object recognition step. This
situation is irreversible and undesirable. A high recall for object ensures it happens
as rarely as possible. Other mislabellings have smaller consequences. For instance,
pixels that are mistakenly labelled as objects will be treated by the object recognition
step and hopefully will be filtered out by it.
The geometric segmentation algorithm scores higher than the MRF algorithm
both for object recall and processing speed: 98.1% object recall versus 41.6%, and
300 milliseconds versus 2 seconds. The precision for the object class can also be
regarded, as a high precision means that fewer useless pixels (pixels that are not
objects) will have to be treated by the object recognition. In this regard, both the
geometric and the MRF algorithms achieve a comparable performance of about 65%.
It is not surprising that the geometric algorithm performs better than the MRF.
The geometric segmentation is specifically designed to operate on indoor scenes, and
the test dataset is entirely composed of such images. The MRF algorithm, on the
other hand, could be used with some success on any type of images, given a training
set is provided. Secondly, the MRF algorithm aims at identifying objects in a scene
based on their appearance and shape. This is a difficult task, because objects of
almost any form and color exist. It is very unlikely that an algorithm can effectively
capture the statistics of such a diverse class. On the other hand, the geometric
algorithm aims at finding in an indoor scene everything that is not an object. Floor
planes and walls have much simpler characteristics that can be identified. In indoor
scenes, this is a much more reasonable objective which leads, as demonstrated here,
to better performance.
4.6 Conclusion
A geometric indoor scene segmentation algorithm was presented and evaluated on a
database. The database is composed of images taken by a robot during an exploration
task in the Carotte competition. The algorithm is similar to some table-top segmen-
tation algorithms used for robot manipulation and object recognition. It consists in
thee main steps: the removal of floor and walls, the clustering of points into object
candidates and the rejection of unwanted object candidates.
For the purpose of object recognition, the most important quality is its capability
to quickly and correctly segment objects. The distinction between wall and floor
is not useful here because both are part of the background. The geometric scene
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segmentation algorithm described here, with a recall score of 98.1% for the object
category and a run time of 300 milliseconds, clearly is suitable as the first stage
of an indoor object instance recognition algorithm. The comparison with the MRF
algorithm also shows that it was appropriate to develop a simple algorithm based on
geometry. As the application context is defined, the robot should operate indoors,
such a simple algorithm can be perfectly adapted. It would most likely fail in a
different environment where an MRF based algorithm would adapt appropriately.
The output of the algorithm is a list of point clouds. Each of these point clouds
depicts a single object to recognize. A first object recognition algorithm based on a
neural network classifier is presented in chapter 5. An alternative approach using a
nearest neighbor classifier will also be described in chapter 6.
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Chapter 5
Global object recognition by fusion of
shape and texture information with a
feed-forward neural network
5.1 Introduction
This chapter introduces and tests the neural network based classifier for object recog-
nition in a robotics experiment. This classifier is the second part of the object recog-
nition pipeline. The first part, the geometric scene segmentation, is described in
chapter 4. The output of the segmentation stage is a list of point clouds, each one
representing an object from the scene in front of the robot. The role of the classifier
is to identify the object from each of the point clouds provided by the segmentation.
Two constraints for the classifier to work are that: the objects come from a given list
of objects of interest, the point clouds do show one and only one of these objects.
Then, the classifier associates to each input image a list of values that indicate how
likely it is that each object of interest be the one represented in the point cloud. The
next section presents and defends the design choices for the classifier. Implementation
details are given in sections 5.3, 5.4 and 5.5 which respectively describe the features
used, the neural network and the multi-view fusion method. The recognition rate and
precision and recall figures for two different types of experiments are given in section
5.6. A first series of experiments are lead to validate the design of this classifier on
offline data. The second series of experiments test the whole object recognition pro-
totype in an online robotics experiment. This second experiment specifically aims
to test whether is it possible to perform object classification on a robot when the
learning is done on data taken in controlled conditions.
5.2 Design choices
The neural network based classifier for object recognition is a two-step process: fea-
ture computation and classification. This is a widespread structure in computer
vision. There are quite a few choices involved in the design of a feature-based object
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recognition algorithm: the features to use, the way these features are combined, and
the classification procedure.
First, the choice of the features is discussed. Features are the result of mathemat-
ical operations applied to a given input. Once the features are computed, the original
input is discarded. That is, any information not conveyed by the features themselves
is ignored by the classifier. Features in computer vision are crafted so that they are
invariant to some specific changes in the input. Being invariant to a change means
that the resulting values will not change if the input suffers this change. That is, the
feature is blind to certain aspects of the input. It is rather difficult to design features
which are blind solely to superficial changes. Oftentimes, the desired invariance also
induces undesired ones. For instance, working with levels of gray provides invariance
to many illumination changes, but it also renders blind to the actual color of objects.
Rather than hand-crafting a flawless feature, it is chosen here to use several imperfect
but complementary ones. In this chapter, the combination of a shape, a texture and
two color features will be tested. The texture descriptor is a histogram of occurrence
of SIFT words, described in section 5.3.1. SIFT is the feature of choice for object
retrieval algorithms and should work as well in the current context. A shape feature
also is chosen to benefit from the 3-dimensional data provided by the Kinect. The
surflet-pair relation histogram is based on the Surflet-pair relation feature described
in chapter 3, section 3.3.7. It is chosen for its invariance to viewpoint changes. A
feature based on the hue channel of the HSV color representation is also used and
described in section 5.3.2. It is a simple way to add color information while presenting
some invariance to light changes. Finally, a feature that approximates the probability
density function of each color channel, namely the transformed RGB feature, adds
more invariant information from color. It is detailed in section 5.3.3. All used fea-
tures take the form of histograms. In this chapter, the spreading strategy described in
chapter 2, section 2.4.2.is not used. This results in a faster algorithm, but as subject
to aliasing. The spreading procedure will be put to use in the features of chapter 6.
If several features are used, a single answer still needs to be provided by the
classifier. This raises the question of combination, or fusion of the information. Each
feature can lead to different or contradicting results, and a mechanism must exist
to funnel them into a single output. For this prototype, the choice of using a feed-
forward neural network makes the fusion easy: the neural network can take care
of it. The versatility of the neural network comes very handy in this situation. It
seamlessly accommodates inputs of different nature and learns, from the database,
how to combine the different pieces of information to correctly predict the object’s
class. The ease of use is a prime argument in using a neural network for this prototype.
One of the limitations of a neural network is that input and output sizes are fixed.
That is, the number of values used to encode a given input point cloud cannot change
from one example to another. This can be problematic when using SIFT features with
a detector. The SIFT detector finds regions in an input image where it is judicious
to compute SIFT features. The number of regions found depends on the image itself
and is not fixed. One way to make the use of a detector compatible with the neural
network is to build a histogram of occurrence of SIFT words (see chapter 2, section
2.2.4). It retains the benefits of using a detector while allowing to fix the number of
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values presented to the neural network.
When a test example is presented to the neural network, the activation of the
output neurons should indicate how likely it is that each object from the database
be the one represented in the input point cloud. This list of activations must be
transformed into a single prediction of what object is there. It is natural that the
predicted object be the one represented by the neuron with the highest activation
value. It is also natural to mitigate the answer if two or more neurons have a similarly
high activation. The softmax activation function is a simple mechanism to transform
the activation of the individual output neurons based on the value of the others
output neurons. It increases the output value of the neuron with highest activation
and decreases the output of all other neurons. It is a way to turn the output values of
the neural network into a confidence value which depends on the activation of all the
output neurons. The final classification strategy is to assign to the input point cloud
the label corresponding to the highest activation neuron, knowing that this activation
is computed using a softmax function. The exact value of this activation should also
function as a measure of confidence.
One final aspect of this prototype is the fusion of recognition scores from several
detections of the same object. The multi-view fusion of recognition scores is one
way to benefit from the use of a robot. As a robot moves around, it is likely to see
the objects under different, sometimes more favorable, angles of view. One way to
exploit this is to perform an early fusion of the data for example by using a scene
reconstruction algorithm. Scene reconstruction is a lengthy process and there is not
always enough information to effectively reconstruct all the objects in scene. If the
object recognition algorithm is designed to work on reconstructed scenes, it is likely to
fail in the cases where reconstruction is not possible. To prevent this, a late fusion is
performed here. The object recognition algorithm works on each view of the objects
and the results of this operation is fused based on position information. A newly
detected object is fused with a previously seen object if their map positions are close
to each other.
Figure 5-1 shows a block diagram of the proposed object recognition process.
5.3 Description of the features
5.3.1 Histogram of occurrence of SIFT words
The histogram of occurrence of SIFT words is similar to the first part of the widely
used bag of visual words (BOW) for visual recognition [79] technique. The method
consists in an offline vocabulary building step and an online feature calculation step.
The vocabulary is obtained by computing SIFT features on all images of the offline
database and clustering them using K-means and L2 distance. The resulting clusters
are called words and they form the vocabulary. A number of words of 100, 1 000 and
10 000 were tested without notable difference in the behavior of the algorithm, so the
final implementation uses a vocabulary of 100 words.
The online recognition of an image proceeds in three phases: feature extraction,
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Figure 5-1: Block diagram of the object recognition process based on the neural
network classifier. The offline section is executed once for a given database and set
of parameters. The online section is executed in loop during operation. The frames
show which operations are duplicated for the number of features used and the number
of objects returned by the segmentation step.
90
vocabulary matching and histogram compilation. The extraction is where SIFT fea-
tures are extracted from the image. During matching, each of the extracted SIFT
feature goes through a nearest neighbor matching process with the words from the
vocabulary. That is, for each extracted feature, a search is performed to find the most
similar word from the vocabulary. The L2 distance is used to compare SIFT features.
The histogram of occurrence of SIFT words is the result of compiling the number of
times each word from the vocabulary was matched to a feature extracted from the
unknown image. The resulting histogram has as many bins as there are words in the
vocabulary (in this case: 100). The histogram is normalized so that the sum of its
values is 1 (L1 normalized).
5.3.2 Saturation weighted hue histogram
The color feature used here is based on the HSV representation, described in chapter 2,
section 2.3.2. The hue channel gives direct information about the color of a pixel and
is invariant to light intensity changes. The hue value however tends to be unstable
as the colorfulness of a pixel decreases. The saturation channel can be used as a
measure of confidence in the hue value, since saturation increases with colorfulness.
The feature used here thus is a histogram of hue weighted by saturation. The bin
to which a pixel contributes to the histogram depends on its hue, and the weight of
this contribution equals its saturation. The hue channel is naturally bounded by 0
and 6 and the histogram splits this interval in 16 bins. After the 16-bin histogram is
compiled, it is L1 normalized.
5.3.3 Transformed RGB histogram
The histogram of hue described in the previous section encodes the color of the
object, but is not invariant to light color changes and shifts. To test the usefulness of
features with invariance to all light source changes mentioned in chapter 2, section 2.3,
a feature based on the transformed RGB representation is also designed. This feature
is computed by applying the three following steps to each of the R, G and B color
channels. First, the mean and standard deviation for the channel is computed for the
whole input image. The value of each pixel is then normalized using the computed
mean and standard deviation. The resulting values are not naturally bounded and
must thus be clipped before being added to the histogram. Clipping values at -3
and 3 gives a good trade-off between distortion due to clipping and precision of the
approximation. Values are then cumulated in a separate 16-bin histogram for each
of the R, G and B channel. The transformed RGB histogram is the concatenation
of these three histograms and is also L1 normalized. The transformed RGB feature
thus is a 48-bin histogram.
5.3.4 Surflet-pair-relation histogram
A histogram of surflet-pair-relation feature is a point cloud descriptor of shape that is
invariant to rotations and distance changes. It is obtained in the following way. First,
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10 000 pairs of points are randomly drawn from the object’s point cloud. The number
of point pairs must be large enough to capture the statistics of the shape of the obtain
while remaining computationally tractable. For the size of the objects in the ENSTA
objects dataset, using 10 000 pairs was deemed reasonable. For each pair, the surflet-
pair-relation feature described in chapter 2, section 3.3.7 is computed. The feature
is computed using the PCL [69]. The surflet-pair-relation feature is a 4-dimensional
descriptor. The 3 first values of the descriptor are naturally bounded, since they are
angular measures. The last value is a distance measure which must be bounded. One
way to do so is to turn it into a relative distance by dividing it by the size of the
object (the size is defined as the maximum distance between any two points of the
object’s point cloud). All dimensions are split into 5 intervals (as recommended in
[91]), giving rise to a 625-bin histogram. The histogram is L1 normalized.
5.4 Data fusion with a feed-forward neural network
The feature histograms described in the previous section are concatenated and form
the input of the feed-forward neural network. A three-layer network is used. The
size of the input layer is the sum of the size of the features used. The output layer
contains one neuron for each object instance to recognize. The hidden layer is chosen
to contain 50 neurons. Hidden layer sizes of 25 and 75 were also tested without any
notable difference in the behavior of the algorithm. An elaborate strategy to find
the optimal size of the hidden layer was not conducted because the neural network
is used only as a proof of concept leading to the developments detailed in chapter
6. The results obtained with a hidden layer of 50 neurons was satisfying and this
configuration was kept. All the neurons have a sigmoid activation function except
the last layer’s where a non-local softmax function is used. The softmax function






where 𝑜𝑠𝑜𝑓𝑡𝑚𝑎𝑥𝑖 is the i
𝑡ℎ element of the output softmax vector, 𝑥 is the output neurons’
activation vector and 𝐾 is the number of output neurons. The softmax function
modifies each element of the activation vector based on the value of all the other
elements. The softmax function produces values in the range [0, 1]. It tends to set
the value of the highest input element close to 1 and the other elements close to 0..
5.4.1 Training
The network is trained on a subset of data called the training set. This set is split
in two parts. The first part consists in 90% of the samples from the training set
and is used for learning the neural networks’ weights. The training is done using
the resilient back-propagation algorithm (RProp) and early stopping (see chapter 3,
section 3.3.8). The RProp algorithm is run for one epoch (that is, it is applied to the
entire training set), and then the other part of the training set (the remaining 10%)
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is used to compute a mean square error (MSE) measure for the current weights of
the neural network. The MSE is stored and the process is repeated until the MSE
increases for 5 consecutive epochs. This early stopping procedure helps preventing
overfitting by the neural network.
5.5 Multi-view fusion by position
During the online experiments, the recognition algorithm is provided with map in-
formation thanks to the Hector SLAM module (chapter 3, section 3.3.5). Hector
SLAM outputs a metric map of the environment and the robot’s position within this
map. Knowing the relative positions of detected objects with regard to the robot,
it is possible to compute their absolute position in the metric map. The position of
an object is computed by calculating the centroid of the points in the object’s point
cloud. This absolute position will be used to save the objects’ recognition scores given
by the neural network in the map. Each time an object is seen, its absolute position is
compared to all the positions stored in the map. The new object’s recognition scores
and position are fused with that of the closest stored object if they are not farther
than 30 cm. Otherwise, a new object is created in the map at the corresponding
position. The fusion of the recognition score is a weighted average of all views of the
object. The number of points in an object’s view is used to weight the average. A
high number of points either means the object is closeby or the point cloud shows a
more complete view of it. In both cases, the recognition should have more chances
to be successful and it is worth it to advantageously weight it during the averaging
operation. The numbers reported for the map-online experiments which use fusion
by position are the final ones saved in the map.
5.6 Object recognition experiments
The object recognition framework is benchmarked using the ENSTA object recogni-
tion database (offline and online). The first series of experiments is done on the offline
database. The goal of these experiments is to find which combination of features gives
the best recognition rate. The tests are conducted using all possible combinations of
features, including single features. In the figures, the features names are abbreviated:
"sift" is the bag of SIFT descriptor (section 5.3.1), "trgb" is the transformed RGB
histogram (section 5.3.3) and "hue" is the hue weighted by saturation histogram (sec-
tion 5.3.2), and "sprh" is the surflet-pair-relation histogram feature (section 5.3.4).
For all experiments, a cross-validation process is conducted by training the neu-
ral network two times. Each time, a random subset consisting of 90% of the offline
database is selected as the training set and the remaining 10% acts as the validation
set. This split is done randomly. Note that according to the procedure in 5.4.1, train-
ing sets are further split in two parts to allow for the early stopping procedure. For
each fold of the cross-validation, training is performed twice using a different random
initialization of the network’s weights. This means that a total of four neural net-
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works are trained for each combination of feature to evaluate. The results presented
here are the average of the performance using these four neural networks.
For the offline experiment, the network is trained on the training set and per-
formance measures are computed on the validation set. All performance measures
are micro-averages of all experiments done for a given combination of features. The
recognition rates are shown in table 5.1 and the precision-recall curves are shown in
fig 5-3. The online experiment uses the networks obtained from the offline experi-
ment and tests them on the online database. In a first experiment, recognition is
done on each individual object from the online database. In a second experiment, the
multi-view fusion method described in Sec. 5.5 is used.
5.6.1 Recognition rates
For all three experiments and feature combinations, table 5.1 summarizes the recog-
nition rates. Also, figure 5-2 shows the confusion matrix of the online experiment
using the combination surflet-pair-relation histogram, transformed RGB and the oc-
currence of SIFT word features. The results presented here are commented in section
5.7.
Table 5.1: Recognition rates for the offline, single-view online and multi-view online
experiments using different combinations of features.
Features Offline Single Multi
sift trgb hue sprh online online
! 76% 29% 51%
! 87% 26% 31%
! ! 92% 42% 68%
! 76% 16% 18%
! ! 92% 32% 36%
! ! 94% 24% 26%
! ! ! 95% 34% 42%
! 92% 65% 70%
! ! 96% 62% 72%
! ! 97% 63% 79%
! ! ! 97% 61% 80%
! ! 97% 51% 53%
! ! ! 98% 46% 65%
! ! ! 98% 51% 47%
! ! ! ! 98% 54% 68%
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Figure 5-2: Confusion matrix for the multi-view online experiment using the neural
network with the surflet-pair-relation histogram, transformed RGB and the occur-
rence of SIFT word features. The vertical axis shows the objects that were present
in the experiment and the horizontal axis reflects the answers given by the classifier.
The circles objects indicate the confusions that were made by the classifier.
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Figure 5-3: Micro-average precision-recall curves for object recognition in the offline
experiment. The entries in the legend are ordered with the best performing feature set
first (measured by the area under the curve). Features names are abbreviated: "sift"
is the texture descriptor described in section 5.3.1, "trgb" is the transformed color
histogram (from section 5.3.3) and "hue" is the hue-weighted-by-saturation histogram
from section 5.3.2, and "sprh" is the shape feature from section 5.3.4
5.6.2 Precision-recall curves
Precision-recall curves for the three experiments are generated by using the activation
of the winning neuron as a threshold for rejecting answers. The curves are shown in
figures 5-3, 5-4 and 5-5 and will be commented in section 5.7.
5.6.3 Semantic map
The final result of the online experiment is a semantic map containing the knowledge
acquired by the robot. The room in which the experiment was conducted in shown
in figure 3-12 in chapter 3, section 3.4.3. The resulting semantic map is depicted in
figure 5-6.
Figure 5-7 shows some successes and failure cases in the semantic map. The no-
table successes are the correct segmentations of objects in contact with walls. The
main failure cases are the duplication of certain objects, the failure to remove back-
ground clutter and the incomplete segmentation of black objects. The duplication of
some objects is due to a bad calibration of the camera which measures the distance
to the objects and the laser used to build the map. Imperfect synchronization be-
tween localization and the capture of point clouds can also lead to variations in the
computation of an object’s position.
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Figure 5-4: Micro-average precision-recall curves from the single-view online exper-
iment. The entries in the legend are ordered with the best performing feature set
first (measured by the area under the curve). Features names are abbreviated: "sift"
is the texture descriptor described in section 5.3.1, "trgb" is the transformed color
histogram (from section 5.3.3) and "hue" is the hue-weighted-by-saturation histogram
from section 5.3.2, and "sprh" is the shape feature from section 5.3.4
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Figure 5-5: Micro-average precision-recall curves from the multi-view online exper-
iment. The entries in the legend are ordered with the best performing feature set
first (measured by the area under the curve). Features names are abbreviated: "sift"
is the texture descriptor described in section 5.3.1, "trgb" is the transformed color
histogram (from section 5.3.3) and "hue" is the hue-weighted-by-saturation histogram
from section 5.3.2, and "sprh" is the shape feature from section 5.3.4
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Figure 5-6: The semantic map resulting from the online experiment. The map is built
using Hector SLAM and the laser range finder. One top of the maps, all the objects
returned by the geometric segmentation algorithm are pictured. The object images
hollow because they are the actual point clouds captured by the Kinect. The red trail
is the path followed by the robot. This image is a different view of the semantic map
shown in chapter 1, figure 1-2
Figure 5-7: Zoom on the semantic map. The numbered red circles interesting points
in the map. 1. Successful segmentation of objects in contact with a wall. Also
duplication of the extinguisher on the left. 2. Failure to remove background clutter.
3. Incomplete segmentation of a black object.
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5.6.4 Run time
The training of a single network takes about one day using one core of a Core 2 Duo
CPU @ 3 GHz, so the cross-validation process for a given set of parameters takes
around four days. The feature computation takes about 100 milliseconds. The exact
duration of the feature computation depends on the feature used and the size of the
objects in the scene. The surflet-pair relation histogram, for instance, used a fixed
number of randomly drawn points from an object’s point clouds. The time required
to compute this feature thus is adjustable and does not depend on the size on the
input point cloud. The time to compute the SIFT feature increases with the size of
the input point cloud and the number of interest points found by the detector. The
two other features are computed on all points from the object, their run time increases
linearly with the size and number of objects in the scene. The neural network has a
fixed computational cost. This cost is proportional to the number of weights in the
network. In the robotics experiment, the classification of the features from a single
point cloud took less than 50 milliseconds.
5.7 Discussion
The main goal of this chapter was to develop a classifier to recognize objects seg-
mented out of indoor scene. The classifier is composed of feature calculators and
a feed-forward neural network. For an online scenario, an additional fusion by po-
sition step can integrate the recognition scores of several views of the same object.
A complementary set of four features is studied: occurrence of SIFT words for tex-
ture, saturation weighted hue and transformed RGB for color and surflet-pair-relation
features for 3-dimensional shape.
The offline experiments show that the neural network can seamlessly fuse the infor-
mation provided by these diverse sources. The surflet-pair-relation histogram feature
performs best individually (92%), but the best recognition rates are obtained when
several complementary features are used. All combinations of features that include
the surflet-pair-relation histogram give between 96% and 98% of good recognitions
on offline data. This emphasizes the suitability of the shape feature and its compati-
bility with other visual features. The results of the online experiments indicate which
feature is more suitable for recognition on online data even if training is done on
offline data. The surflet-pair-relation histogram is again the best performing feature
in the simple online experiment. The saturation weighted hue histogram is by far the
worse feature in this experiment. All combinations that include hue perform worse
or equal than the ones excluding it. In this first online experiment, the recognition
scores for each individual view of the objects are considered. Some of the inputs to
the classifier are very bad view of the object including occluded and blurry views.
The good recognition rate of the surflet-pair-relation histogram (65%) suggest this
feature is less sensitive to this kind of perturbation than the other features. Since all
other features perform much worse than the shape feature, combining them does not
work very well either. The figures change for the multi-view online experiment. In
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this experiment, the best performing feature combination is the surflet-pair-relation
histogram and transformed RGB with (80%) and without (79%) the occurrence of
SIFT word feature. This leads to the conclusion that SIFT does not give much more
information on the object than the transformed RGB does, when they are used in
combination with the shape feature. Recognition rates for the combinations that in-
clude hue still are lower than when it is not used. From the two online experiments, it
can be concluded that the hue is too specific to the precise conditions where an object
is and cannot be used as the input to a neural network for robotics experiments. A
different feature should be used to encode color information is such a scenario.
The large gap between offline and online performance (from 98% to 65%) is easily
explained. As can be seen in the examples provided in chapter 3, section 3.4, the
nature of the offline views differs greatly from that of the online ones. The differences
include lighting conditions, shapes, occlusions and viewing angles, among others. The
training procedure is designed to tune the neural network so that it outputs right
answers when provided with views that resemble that from its training dataset. As
the training dataset does not include any view from the online database, the neural
network cannot learn about their statistics. The only way the training on offline data
can generalize to online data is by using features that are invariant to the differences
between the two databases. If this is the case, the actual numbers provided to the
neural network will be the same for offline and online views and the trained neural
network will perform equally for both. This is not exactly the case here because
the variations in the online database and too severe to be entirely filtered by the
features. Consequently, the offline performance is not a dependable indication of the
algorithm’s performance in the online experiment. Indeed, the best performing setup
for the offline experiment is the combination of all four features. This is not the case
for both online experiments, as the use of the surflet-pair-relation histogram alone
yields a recall about 10% higher than the use of all features.
The confusion matrix shows that most objects were correctly identified. However,
among the six pairs of confused objects, only three are reasonable. That is, three of
the confusions involve objects that resemble each other to some extent. For example,
an instance of a gray box was confused with a gray and black computer. Both objects
are rather colorless (gray and black) and have a rectangular prismoid shape. On
the other hand, three confusions concern objects that seemingly have no common
characteristics. For instance, the red caddie and the black office chair have very
different shapes and colors. These awkward confusions are the result of the incapacity
of the neural network to extrapolate to unknown situations. It is probable that these
objects were seen under a unknown viewing angle, or were partly occluded. Such
a situation can yield feature values that are sensibly different from data from the
offline database. This unnatural data, when input in the neural network, produces
unprecedented activations in the hidden layer which can result in an output that is
absolutely not in phase with the input. This behavior from the neural network, that
the outputs are a function of the whole vector of input values, is the reason why it
sometimes produces unreasonable confusions. If one part of the input values does not
resemble the training data, for instance if a single feature value is different from what
it usually is, it can totally disrupt the output of the neural network.
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The precision-recall curves also give information about the method. The precision-
recall curves are obtained by using a decision threshold to accept or reject the classifier
answers based on a confidence measure. The confidence measure is the activation of
the highest activation output neuron (after applying the softmax function). If the
confidence measure is higher than the threshold, the answer is accepted. Otherwise,
it is rejected. One point on the precision-recall curve corresponds to the precision
and recall measure when filtering the answers using a given value of the decision
threshold. The whole curve is obtained by varying the threshold from 0 to 1. The
smooth, non increasing profiles of the offline curves (figure 5-3) indicate that the
confidence measure used behaves well. It is an indication that good answers generally
come with a high confidence measure (a high activation value for the highest activation
neuron). On offline data, the highest activation neuron’s activation value thus is a
good indication of the network’s confidence. However, the curves for online (figures
5-4 and 5-5) data have a completely different profile. The sawtooth curves indicate
that both good and bad answers sometimes come with a high confidence value. They
suggests that activation is a rather bad confidence measure for the online experiments.
Since the behavior is the same for all feature combinations, it can be assumed that
the problem comes from the neural network. The neural network itself is not the
cause, as its behavior on the offline data is acceptable. Rather, it is the fact that the
neural network was trained on offline data and tested on online data that made this
flaw appear.
In the online experiment, the multi-view fusion consistently increases recognition
rates. It seems to be a very important aspect to incorporate to any vision system
applied to robotics. The choice to perform late fusion seems reasonable in the light
of the obtained recognition rates. Maybe an early fusion algorithm like scene re-
construction would increase the performances even more, but it might also provoke
failures of the classifier in situations where not enough data is available for proper
reconstruction. The late fusion brings benefits for a fraction of the computational
cost of a scene reconstruction. However, there is an underlying hypothesis to the
proposed multi-view fusion method. The averaging produces sensible results only if
all the views from a given object are independent sources of information. If each view
shows the object under a different angle, for instance, it is reasonable to average the
recognition scores. It is also a valid approach if not all views are independent but
there is a similar number of views taken from each of the independent angles of view.
In a robotics experiment, it is very likely that the number of view be unbalanced. For
instance, it is possible that a large proportion of the total number of views were taken
as the robot stood still in front of the object. Averaging the scores from all views in
this case would largely favor the views taken from this position. The next chapter
introduces a simple modification of the multi-view fusion that reduces the effect.
5.8 Conclusion
Experiments on the ENSTA online database are the proof-of-concept of this object
recognition pipeline. The 80% recognition rate on the online database is high enough
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to confirm that the approach is valid. This prototype also is used as the main robotics
demonstration for the Robotics and Computer Vision team at ENSTA ParisTech for
more than two year. This long term use proves the viability of the method. The
experiments show that the surflet-pair-relation histogram feature is excellent for the
application. Also, the transformed RGB color descriptor works well for the online
setting when used in combination with the shape feature. It seems that the histogram
of hue descriptor is too dependent on the lighting conditions and does not transfer well
from offline training to online testing. Also, the use of the histogram of occurrence
of SIFT words does not notably improve the performance of the algorithm. Note
that if the histogram of hue is discarded, then the whole pipeline is blind to color
information. Indeed, the end result of the transformed RGB feature does not contain
any information about the initial color of the pixels. The next chapter will introduce
a new color feature to use in replacement of the histogram of hue.
The feed-forward neural network has many benefits. Its online computation time
is very low and the fact that it fuses any type of feature without extra effort is
appreciable. However, it is very slow to train the network. Producing the recognition
rates for a given set of parameters, using the two-fold cross-validation procedure, takes
around four days. This makes the neural network an inconvenient tool to use for a
designer. Moreover, changing the dataset also requires training the neural network
over again. This means that the neural network also is troublesome for the end user
who would like to have the algorithm learn new objects. Finally, the purely statistical
nature of the neural network causes its behavior on online data to be impossible to
predict based on offline experiments. In the end, the black-box nature of the neural
network was useful to have an idea of which features work well and which do not,
but it is too troublesome to use for the designer and the end user. The next chapter
describes the work done to replace the neural network by a nearest neighbor voting
mechanism. The nearest neighbor mechanism will integrate physical information
about the objects to recognize that will help alleviate the problem of transferring




Data fusion by shared nearest
neighbors for object instance
recognition
6.1 Introduction
In this chapter, a nearest neighbor search strategy for object classification on a mobile
robot is developed and tested. The nearest neighbor strategy is meant to replace the
neural network classifier presented in the last chapter. The nearest neighbor classifier
will use the features introduced in the last chapter, at the exception of the hue color
feature. A color feature based on opponent color theory is presented in this chapter
to substitute the hue based color feature.
These changes are meant to provide two properties to the classifier. First, the
nearest neighbor strategy should allow the independent parametrization of the differ-
ent features. This is not the case for the neural network; if a parameter from any of
the features had to be changed, the neural network needed to be trained over again.
Also, it should be much easier to change the input database of the classifier with the
nearest neighbor strategy than it was with the neural network. Second, the opponent
color feature should be able to better transfer from offline training to online testing.
The property of an algorithm to transfer from a dataset to another is verified by
choosing the best parameters for the first dataset and testing whether or not these
parameters also work well for the second dataset. If an algorithm transfers well from
offline data to online data, it means that it can be optimized on data available at
design time and be expected to work well during standard operation, facing slightly
different data. The hue color feature did not transfer very well to online data (see
chapter 5, section 5.6). It showed very good performance on offline data but failed to
give good recognition rates on online data.
The next section justifies the changes introduced in this chapter. Section 6.3 gives
details about the implementation of these changes. Then, a series of offline and online




The histogram of hue values based on the HSV color representation proved not to
transfer very well to online recognition. The problem may be caused by the fact that
the hue does not encode the absence of color. Black, gray and white pixels have an
undefined hue value (see equation 2.2). This is the reason why the hue is weighted
by the saturation value when the hue color histogram is compiled. The weighting
completely removes the contribution of pixels with undefined hue. The result is
a histogram dominated by information from colored pixels even if there are very
few compared to the number of colorless pixels. The opponent color representation
encodes colors at the same time as absence of color in the same space. In an opponent
color histogram, the colorless pixels will contribute just like colored ones. As the
database contains many objects that are mainly colorless, the opponent color space
seems more appropriate.
6.2.2 Classifier
The motivation for removing the neural network is twofold. First, neural networks
do not offer much control. There is no theoretical guarantee that the training of
neural network will not overfit to the training data. Early-stopping helps reducing
the chances of overfit, but the procedure still involves manually chosen parameters
that are hard to back up with theoretical arguments. Even when all parameters
are chosen, the result of the training depends on the initial values of the weights,
which are randomly chosen. Secondly, the neural network is a bulky tool to use
both for the designer and the end user. Training takes more than a day and is not
incremental, meaning it a new training step must be undertaken as soon as a change
happens in the pipeline. These changes include the features used for recognition and
their parameters, but also the content of the training dataset. This means the set
of objects the robot can recognize is fixed until a brand new training procedure is
started. This is tedious for the designer and limits the number of tests that can be
done in a given given period of time. It also does not fit very well in the usage scenario
where changes to what the robot should be able to recognize are meant to happen on
a regular basis.
The chosen strategy to replace the neural network classification is a nearest neigh-
bor voting mechanism. A simple nearest neighbor classifier computes the distance
between a test input and the examples from a training database and returns the
most similar ones. Classification is then performed by assigning to the input the
label of one of the returned examples from the database. An important aspect of
the nearest neighbor strategy in this work is its usage with multiple features. To
replace the neural network, the nearest neighbor search must fuse the features used
to describe objects. Each of the features computed on a point cloud lie in their own
separate space, and fusing the information they provide can be done in several ways.
In this work, a separate nearest neighbor search will be performed in each feature
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subspace. The result of the searches will then be fused. This allows for each search to
be parametrized specifically for each subspace. Each nearest neighbor search returns
a list of possible labels. The list of possible labels will be different for each search
because the different features do not encode the same information. The method for
fusing these answers is based on the following observation. Most objects from the
database cannot be distinguished based on a single feature since many objects share
a common shape, color, texture, etc. The objects which are similar according to
certain features can only be distinguished based on the answer provided by other
features. Knowing that an object is red, or that it is square-shaped is not enough to
classify it. It is the combination of square and red that can lead to the classification
of a red box. Single feature searches will thus most of the time return several answers.
If the search strategy is successful, it will return the set of examples that share one
feature with the test input. One of the returned answer should be the right one. As
several features are used, the right label should be part of each set of answers from
the individual searches. One way to combine the information provided by several
features is to take the intersection of the searches’ answers. Another solution is to
only consider answers returned by a majority of the single feature searches. Each
example returned by the searches that passes the majority test is a possible label
for the test input. According to this strategy, the most important quality of a single
feature nearest neighbor search is that the right label be always part of the returned
ones. Hence, the single feature searches will be parametrized such that their recall
is high. The precision of the overall classifier will be obtained by the multi-modal
fusion.
6.2.3 Distance metric
The feature space distance metric still has to be chosen, and several ones will be tested
by comparing the recall on single features. Only bin-to-bin distances will be tested
because cross-bin distances are much slower to compute than bin-to-bin distances
[43]. Another motivation not to use cross-bin distances is the fact that the distance
metric in this work are only involved in nearest neighbor searches. Nearest neighbors
tend to be very similar to each other. The histograms of two neighbors should differ
only by small variations. It is expected that the complicated process of computing
cross-bin distances is not required for nearest neighbor searches. Still, to compensate
the drawback of bin-to-bin to distances, the spreading of values during histogram
compilation will be used (see chapter 2, 2.4.2). The spreading has a diffusion effect
which should incorporate a small cross-bin effect to the bin-to-bin distances.
6.2.4 Model selection
In the database, many examples are redundant. It is hurtful to have redundant
examples in a nearest neighbor search procedure because these examples do not add
extra information but slow down the search process. It is not straightforward to design
a method that automatically finds redundant examples. This is because redundant
examples are not exactly identical, they only are very similar. Distance metrics, like
107
the ones described in chapter 2, section 2.4.3, measure how similar two examples are,
but the problem remains of defining how similar two examples should be before being
considered redundant. The similarity threshold to determine redundancy changes
depending on the sensor, the form of the feature space used to describe the objects
and the distance metric used to measure similarity. It is also very likely that the
similarity threshold depends on the exact point in feature space where the similarity
is measured. The number of unknowns is high, and the behavior of distance metrics
in high-dimensional space is very counter-intuitive. It is impossible for a human to
tell if a similarity threshold of 0.5 is more reasonable than a threshold of 0.05, for
instance.
Detection of redundancy is a similar problem to that of creating a vocabulary
from an input list of features (see chapter 2). The typical solution to this is to run
an unsupervised clustering algorithm [58]. This algorithm however acts blindly and
can give different results depending on the initialization. It is not even guaranteed to
remove redundant examples from the list.
In this work, a method to detect redundancy is proposed that leverages on the
availability of physical measures to guide the selection of a similarity threshold. The
method takes advantage of the fact that a subset of the redundant examples exist
because some examples show the same object from the same angle of view and dis-
tance. These are called physically redundant examples as opposed to feature space
redundant examples. All redundant examples are feature space redundant and a sub-
set of them are also physically redundant. It is much easier to design an algorithm
to automatically find physically redundant examples because the redundancy has an
easy to interpret cause. It is easy to understand that the same object seen at a dis-
tance of 1 meter might look different than when it is seen from a distance of 2 meters.
Conversely, if the difference in the physical distance to the object between two views
is 10 centimetres, it should be reasonable to consider them to be redundant. Phys-
ically redundant examples have the same properties than feature space redundant
ones. They are affected by the same sensor noise, for instance. The right similarity
threshold to automatically detect feature space redundancy can thus be estimated
from physically redundant examples.
Once the set of feature space redundant examples are found, a selection procedure
must choose which ones to keep and which ones to eliminate from the database. The
redundancy detection and model selection procedure is explained in section 6.3.2.
6.2.5 Nearest neighbor search
A simple nearest neighbor search returns a single example from the database. The
returned example is the model from the database that is most similar to the input.
The amount of information provided by such a search is limited. It does not tell
whether or not other models were almost as similar to the input than the returned
one. To circumvent this, it is useful to return a small number of neighbors rather
than a single one [59]. However, it is not known a priori how many models should
be returned by the search to provide optimal results. In fact, it is very likely that
the optimal number of neighbors to return depends on the exact value of the test
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input. If the input lies in a dense region of the database, it might be better to
return a larger number of neighbors. The similarity threshold found during the model
selection procedure can be used again here to define an appropriate radius for the
nearest neighbor search. The resulting nearest neighbor search strategy is described
in section 6.3.3.
6.2.6 Multi-view fusion
The multi-view fusion proposed in the last chapter suffers from a major drawback: it
considers each view of a given object as being independent. In a robotics experiment,
this hypothesis is very likely to be wrong. This will happen for instance if the robot
stops moving and several snapshots of an object are taken from the same location.
These snapshot are not independent from each other because they come from the
exact same source of information. For two snapshots to be independent, they must
show a different part of the object. In this chapter, the multi-view fusion will group
the views of a given object based on what face of an object is shown. All snapshots
showing the same face of an object will be averaged first, and the averages from each
face will be fused to produce the final answer.
6.3 Implementation Details
This section gives all implementation details for the new color feature, the model
selection method, the nearest neighbor search and the new multi-view fusion. Fig-
ure 6-1 shows a block diagram of the recognition process using the common nearest
neighbor classifier.
The surflet-pair relation histogram shape feature and the transformed RGB color
feature described in chapter 5, sections 5.3.4 and 5.3.3 are reused in this chapter. The
nearest neighbor strategy allows for more parameters to be tested and different sizes
of histograms will be used in the experiments of section 6.4. A surflet-pair relation is
composed of 3 angular measures (𝛼, 𝜑 and 𝜃) and one distance measure (see chapter
3, section 3.3.7). The histogram sizes for the surflet-pair relation histogram tested in
this chapter take the form A×D, where A designates the number of bins used for the
three angular measure and D is the number of bins used for the distance measure.
The size for the transformed RGB histogram is specified by a single number which
indicates the number of bins used per channel. The actual size of the histogram is
three times this number.
6.3.1 Opponent color descriptor
In opponent color theory, colors are encoded by using two scales: one from red to green
and the other from yellow to blue. These two scales are invariant to light intensity
offsets. The opponent color descriptor is computed by calculating equations 2.5 and
2.6 for all points of the input point cloud. The result is compiled in a 2-dimensional
𝑁 by 𝑁 histogram. For simplicity reasons, the number of bins is the same for both
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Figure 6-1: Block diagram of the common nearest neighbor based recognition. The
offline section is executed once for a given database and set of parameters. The online
section is executed in loop during operation. The frames show which operations are
duplicated for the number of features used and the number of objects returned by
the segmentation step.
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dimension of the histogram. Histograms of size of 8× 8 and 16× 16 were tested. The
values are clipped to -256 and 255.
6.3.2 Model selection with physical distance guidance
The model selection is a procedure that eliminates from the database the examples
that are redundant. It is performed independently for each feature. First, a physi-
cal neighborhood is determined for each example of the database by applying a user
defined physical distance threshold. The physical neighborhood for each example is
used to compute its feature space similarity threshold. Using the similarity threshold,
a feature space neighborhood is then determined for each example. Figure 6-2 illus-
trates the process of determining feature space neighborhoods from physical space
ones. The process is detailed in this section and in algorithm 3. Using the feature
space neighborhoods, a greedy model selection method discards useless examples.
The model selection method is also described below and a pseudocode is given in
algorithm 4.
Estimation of feature space similarity thresholds
Physical neighborhoods are computed by considering all examples from each object
and each viewing angle. Two examples are physical neighbors if they show the same
object from the same viewing angle and a similar physical distance. The physical
distance 𝑑𝑖𝑠𝑡 is the Euclidean distance between the object’s point cloud centroid and
the camera. If two examples’ physical distance differs by less than a given physical
distance threshold 𝑡𝑝ℎ𝑦, then they are physical neighbors. In this work, the distance
threshold to determine physical neighborhood is 10 centimeters. Equation 6.1 shows
how to determine the physical neighborhood 𝑝𝑛 for object 𝑜, viewing angle 𝑎 and
example 𝑒.
𝑝𝑛𝑜,𝑎,𝑒 ← {𝑛 : |𝑑𝑖𝑠𝑡𝑒 − 𝑑𝑖𝑠𝑡𝑛| ≤ 𝑡𝑝ℎ𝑦,∀𝑛 ∈ 𝑑𝑏𝑜,𝑎,∖𝑒} (6.1)
where 𝑑𝑏𝑜,𝑎,∖𝑒 is the list of examples for object 𝑜 and viewing angle 𝑎, excluding
example 𝑒. From these physical neighborhoods, a feature similarity threshold can be
found. The feature similarity threshold for redundancy detection is the maximum
feature distance measure between an example and any of its physical neighbors.
𝑡𝑜,𝑎,𝑒 = max
𝑛∈𝑝𝑛𝑜,𝑎,𝑒
𝑓𝑒𝑎𝑡𝑢𝑟𝑒_𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒({𝑜, 𝑎, 𝑒}, {𝑜, 𝑎, 𝑛}) (6.2)
where 𝑓𝑒𝑎𝑡𝑢𝑟𝑒_𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 can be any measure of distance between histograms.
Figure 6-2 and algorithm 3 detail the process of estimating feature space similarity
thresholds from a physical distance threshold.
Greedy model selection
Once the similarity thresholds are computed, they are used to remove redundant
examples from the database. First, feature space neighborhoods are found for each
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Figure 6-2: The process of computing feature space similarity thresholds and neigh-
borhoods from physical redundancy. The top part of the figure shows the physical
layout of 5 views of the object. The circled letters indicate the location where the
robot was with regard to the object when a view was captured. The views are taken
from 3 different viewing angles. View B is taken from a different angle than views C,
D and E but is very similar to them because of symmetries in the object. The dotted
circles show the neighborhoods of each view. A and B have no physical neighbors.
The other views have the following neighborhoods: C:{D}, D:{C,E}, E:{D}. The
bottom part of the figure shows the views in feature space. The similarity thresholds
for each view is determined as the largest distance from the view to any of its phys-
ical neighbors. The resulting feature space neighborhoods are: C:{D}, D:{B,C,E},
E:{D}.
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Algorithm 3 Estimating feature space similarity thresholds
Input: 𝑑𝑏, offline database of objects
𝑡𝑝ℎ𝑦, distance threshold to determine physical neighborhoods
Output: 𝑡, feature space similarity threshold for each example from the database
1: for all object 𝑜 in 𝑑𝑏 do
2: for all viewing angle 𝑎 in 𝑑𝑏𝑜 do
3: for all example 𝑒 in 𝑑𝑏𝑜,𝑎 do
4: Compute point cloud centroid 𝑐𝑡𝑑 of example 𝑑𝑏𝑜,𝑎,𝑒








6: Find physical neighborhood 𝑝𝑛 for example 𝑜, 𝑎, 𝑒:
· 𝑝𝑛𝑜,𝑎,𝑒 ← {𝑛 : |𝑑𝑖𝑠𝑡𝑒 − 𝑑𝑖𝑠𝑡𝑛| ≤ 𝑡𝑝ℎ𝑦,∀𝑛 ∈ 𝑑𝑏𝑜,𝑎,∖𝑒}
7: Find feature space similarity threshold for example 𝑜, 𝑎, 𝑒:
· 𝑡𝑜,𝑎,𝑒 = max
𝑛∈𝑝𝑛𝑜,𝑎,𝑒




example. Unlike the search for physical neighbors, the search for feature neighbors is
done on all the examples of a given object, no matter the viewing angle. This allows
feature neighbors to include examples from a different viewing angle that are similar
because of symmetries in the object.
𝑓𝑛𝑜,𝑎,𝑒 = {𝑛 : 𝑓𝑒𝑎𝑡𝑢𝑟𝑒_𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒({𝑜, 𝑎, 𝑒}, {𝑜, 𝑛}) ≤ 𝑡𝑜,𝑎,𝑒,∀𝑛 ∈ 𝑑𝑏𝑜,∖𝑒} (6.3)
where 𝑑𝑏𝑜,∖𝑒 is the list of examples for all viewing angles of object 𝑜, excluding
example 𝑒. The model selection is a greedy iterative process that generates two lists:
the selected list and the redundant list. The procedure iteratively selects examples
to add to the selected list. Every time an example is selected, all the examples that
are part of its feature space neighborhood are added to the redundant list. Starting
with empty lists, the procedure selects the example which has the highest number
of examples in its feature space neighborhood. These neighbors are added to the
redundant list. For the next iteration, a new example must be selected. The examples
considered for selection are all the ones that are not already in either the selected list
or the redundant list. From these examples, the one which has the highest number
of feature space neighbors that are also not part of the selected or redundant list
is selected. In other words, the procedure selects the example which will cause the
largest number of examples to be added to the redundant list. If several examples
have the same number of feature space neighbors, a score is computed to select one of
them. The score is the variance of the feature space neighbors of each example. The
example with lowest variance is selected. The model selection procedure stops when
selecting a new example would cause a single example to be added to the redundant
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list. The procedure is summarized in algorithm 4.
Algorithm 4 Greedy model selection
Input: 𝑑𝑏, offline database of objects
𝑡, feature space similarity threshold for each example from the database
Output: 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑, list of selected models
1: for all object 𝑜 in 𝑑𝑏 do
2: for all viewing angle 𝑎 in 𝑑𝑏𝑜 do
3: for all example 𝑒 in 𝑑𝑏𝑜,𝑎 do
4: Find feature space neighborhood for example 𝑜, 𝑒:





9: 𝑑𝑜𝑛𝑒 = 𝑓𝑎𝑙𝑠𝑒
10: while 𝑑𝑜𝑛𝑒 == 𝑓𝑎𝑙𝑠𝑒 do
11: Find example with largest non-redundant, non-selected neighborhood:
· 𝑠𝑒𝑙 = 𝑎𝑟𝑔max
𝑒∈𝑑𝑏𝑜
(︁
𝑐𝑜𝑢𝑛𝑡(𝑓𝑛𝑜,𝑒)− 𝑐𝑜𝑢𝑛𝑡(𝑓𝑛𝑜,𝑒 ∩ 𝑟𝑒𝑑𝑢𝑛𝑑𝑎𝑛𝑡)− 𝑐𝑜𝑢𝑛𝑡(𝑓𝑛𝑜,𝑒 ∩ 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑)
)︁
12: if there are several examples in 𝑠𝑒𝑙 then
13: for all example 𝑒 in 𝑠𝑒𝑙 do












16: Pick example with smallest variance:




18: if 𝑐𝑜𝑢𝑛𝑡(𝑓𝑛𝑜,𝑠𝑒𝑙) ≤ 1 then
19: 𝑑𝑜𝑛𝑒 = 𝑡𝑟𝑢𝑒
20: else
21: Select 𝑠𝑒𝑙 as a model:
· 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 += 𝑠𝑒𝑙





6.3.3 Bounded multi-modal nearest neighbor search
Nearest neighbor searches are done in individual feature spaces where only selected
models exist. These models are fixed and known. Therefore, the search can be
accelerated by analyzing the space spanned by the models. In this work, a kd-tree is
built for each feature space (see chapter 3, section 3.3.2). Once the kd-trees are built,
a nearest neighbor search is performed to find all models which have the input as a
feature space neighbor. This is implemented as a two step procedure. First, a search
is issued with a search radius equal to the largest similarity threshold of all model’s
similarity thresholds. Then, the returned models are filtered by checking whether or
not their similarity with the input is lower than their own similarity threshold. All
models that pass this test are returned by the search procedure. This search process
is illustrated in figure 6-3. The set of models returned by the search is a list of the
models from the database that are feature space neighbors of the test input. Each
of these models represents one of the 52 objects from the database and there can be
several models of the same object in the search space. For recognition purposes, it is
only useful to know which objects (or labels) are represented in the set of neighbor
models. The set of models is thus transformed into a score vector. The score vector
indicates, for each of the object of the database, whether or not one of its models is
present in the set returned by the search. At this point, the score vector only contains
0’s and 1’s. The information about how many models of each object were in the set is
discarded because it depends on the number of models selected by the model selection
procedure. Some objects have more models than others, which should not influence
the recognition scores. If no models were returned by the search procedure, then the
score vector is all 0’s. It is possible that the score vector contains more than one 1’s.
This is called a tie in the recognition results of section 6.4. The ties can be resolved
by the fusion steps.
The multi-modal fusion step combines the score vectors from all the individual
feature searches into a single one. The fusion simply removes the 1’s which do not
appear in a majority of individual score vectors. When three features are used, which
is the case in this work, the fused score vector contains 1’s only in places where two
individual score vectors showed a 1. If only 0’s remain, then the example cannot be
classified. It is possible that the score vector contains several 1’s. The ties present at
this step can still be resolved by the multi-view fusion step. Figure 6-4 illustrates the
conversion from the individual search results to multi-modal score vectors.
6.3.4 Two-step multi-view fusion by position
When a new object is stored in the semantic map, the area around it is divided
into 12 sectors. Each time this object is seen, the position of the robot is used to
compute in which sector the score vector should be stored. All the score vectors from
a given sector are averaged to yield this sector’s score vector. Just as in chapter 5,
the average is weighted by the number of points in the view’s point cloud. This first
averaging operation acts like a filter to remove noise from the views from each sector.














Figure 6-3: Illustration of the multi-modal nearest neighbor search on a simple prob-
lem. The box on the left represents the models selected from the database. A shape
and a color feature are computed for each model. Each model becomes a point in
the feature spaces. The view of the object to recognize also is a point in the feature
spaces (represented by the star). The bolder circles are the radii used for the search
and the thinner ones are each model’s similarity threshold. The search first finds all
potential neighbor models. Then, each returned model is kept only if the star is inside
their own similarity limit. In color space, the search finds both model and the star
in inside each model’s similarity threshold radius. The search in color space returns
both models a and b as neighbors, as indicated by the score vector: {1,1}. In shape
space, the search also finds both models, but the star is outside the threshold for
model b. The shape space search only returns model a ({0,1}).
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Figure 6-4: Conversion process from search results to fused multi-modal score vector.
Each individual feature search generates a score vector that indicates which object is
likely to be the one to identify. Even if several models of a given object are returned
by a search, the score vector only indicates a 1 for this object. The individual feature
score vectors are then combined by a majority operation. The green and red circles
indicate which of the objects found in the individual searches are respectively accepted
and rejected by the majority operator.
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Figure 6-5: The division of space around an object for the two-step multi-view fusion
process. In this image, the space is divided into 6 sectors. The white circles indicate
the positions where the robot was when each view was taken. The score vector for
all views in the same sector are averaged first (dark-green circles). Then, these sector
score vectors are averaged to get the final classification score for the object.
identity. The final score vector for an object is the average score vector over all sectors
that have at least one view. The division into sectors is illustrated in figure 6-5. The
score vectors at this point contain real numbers between 0 and 1 which indicate how
confident the classifier is that the test input is each of the objects from the database.
The test input is given the label which has highest confidence value. If more than
one label have the highest confidence, then there is a tie and it is not possible to
determine the input’s label until another view of the object is seen.
6.4 Experiments
The first run of experiments is conducted on the offline database. The goal of this
first series is to determine the best size of histograms for the features. Each feature is
individually studied. Spreading is done according to the linear interpolation detailed
in chapter 2, section 2.4.2.
6.4.1 Model selection
The proposed model selection method ensures that at least one model is selected
for each object from the database. It can select several models for the same object.
The model selection is conducted independently for each used feature. Figure 6-6
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1 2 3 4 5 6 7 8 9 10
0.0106 0.0136 0.0176 0.0163 0.0276 0.0110 0.0860 0.0101 0.0138 0.0086⏟  ⏞  ⏟  ⏞  ⏟  ⏞  ⏟  ⏞  
front front side back side back
Figure 6-6: Selected models of the object gray air conditioner for 3 × 3 surflet-pair
relation feature with physical neighborhood of 10 centimeters. The feature space
similarity threshold for each model is displayed under the image. The method selected
10 examples out of 440.
1 2 3 4
0.525 0.247 0.096 0.174⏟  ⏞  ⏟  ⏞  ⏟  ⏞  
front side back
Figure 6-7: Selected models of the object gray air conditioner for 16 × 16 opponent
color feature with physical neighborhood of 10 centimeters. The feature space simi-
larity threshold for each model is displayed under the image. The method selected 4
examples out of 440.
shows the models selected by the 3× 3 surflet-pair relation histogram for the gray air
conditioner object using the squared-chord distance. Figure 6-7 shows the selected
models for the 16×16 opponent color feature for the same object and distance metric.
The figure also show the feature space similarity thresholds for the selected models.
There is a total of 440 examples of the gray air conditioner in the offline database
and the two model selection procedures presented here select only 10 and 4 of them.
After the model selection procedure is run on the whole database of 21 411 examples,
only 200 to 400 models remain, depending of the feature and distance metric used.
6.4.2 Uni-modal offline experiment
The model selection method is first run on the offline database for each feature and
parameter. Using the selected models, the nearest neighbor classifier is tested on
the entire offline database. The recognition rate for all parameter configurations are
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Table 6.1: Recognition rate for offline experiments in the form "recall"/"average
number of labels" ("number of ties" out of 21 411 examples).
Surflet-pair relation
distance 3× 3 4× 4 5× 5
L2 73.48 /4.68 (10441) 86.10 /8.16 (14777) 86.36 /6.76 (14585)
𝜒2 72.31 /4.17 (9230) 72.44 /3.31 (7178) 70.84 /3.27 (5842)
Jeffreys 73.04 /4.16 (9241) 73.89 /3.46 (8119) 74.29 /3.34 (7698)
S-chord 85.85 /8.11 (15535) 89.97 /8.31 (16142) 89.87 /8.38 (16306)
Opponent color
distance 8× 8 16× 16
L2 80.27 /6.29 (14759) 86.43 /6.88 (14799)
𝜒2 88.39 /6.50 (14620) 89.86 /6.54 (15498)
Jeffreys 88.68 /6.45 (14168) 91.65 /6.46 (15942)
S-chord 87.20 /6.69 (15306) 90.16 /6.15 (15719)
Transformed RGB
distance 8 16 32
L2 73.10 /4.14 (10507) 63.98 /3.33 (5719) 48.83 /2.56 (2684)
𝜒2 78.22 /4.47 (11627) 72.56 /3.52 (7245) 64.04 /3.68 (4510)
Jeffreys 85.88 /7.14 (18194) 90.39 /6.96 (18703) 90.43 /6.93 (18490)
S-chord 84.75 /6.98 (15683) 89.56 /7.26 (17133) 88.15 /7.59 (16552)
given in table 6.1. The table shows results for different histogram sizes. The results
are given in the form "recall"/"average number of labels" ("number of ties"). The
recall is computed according to equation 3.11 as 𝑡𝑝
𝑡𝑝+𝑓𝑛
. The true positives 𝑡𝑝 here are
all score vectors that contain the right answer. The recall given here is the highest
possible recall value obtainable after disambiguation by multi-modal fusion. The
number of ties is the number of test inputs for which the score vector contains more
than one 1 entry. The number of ties indicate the number of classifications that must
be disambiguated. The average number of labels is the average number of 1’s in the
score vectors. A high number of labels means the number of objects the test input
is confused with is high. All configurations are tested on a total of 21 411 examples
from the offline database. The best performances for each feature are shown in bold.
6.4.3 Multi-modal offline experiment
A second series of offline experiment is run in multi-modal mode. This time, the
combination of surflet-pair relation, opponent color and transformed RGB feature
are tested. All combinations of the features’ parameters are tested. All results are
given in appendix A, section A.1. The recall rate, precision rate and number of ties for
selected configurations are given in table 6.2. The selection shows the combinations
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Table 6.2: Notable results of the multi-modal offline experiment (21 411 examples)
Distance SPRH OppCo TRGB Recall Number of labels Ties
L2 3× 3 8× 8 16 78.63% 2.46 5664
L2 3× 3 8× 8 32 74.06% 2.35 3972
L2 4× 4 16× 16 8 90.98% 3.20 11247
𝜒2 3× 3 16× 16 8 86.88% 2.85 8608
𝜒2 3× 3 16× 16 16 84.59% 2.51 6301
𝜒2 5× 5 16× 16 32 81.20% 2.35 3471
Jeffreys 4× 4 8× 8 8 89.57% 3.15 10185
Jeffreys 4× 4 8× 8 32 91.12% 3.1 11021
Jeffreys 5× 5 16× 16 32 92.30% 3.13 12497
S-chord 3× 3 16× 16 8 86.80% 2.87 8623
S-chord 5× 5 8× 8 32 82.49% 2.38 4318
S-chord 5× 5 16× 16 32 84.17% 2.33 4449
for each distance that give the best recall and ties for the offline experiment as well
as the ones that give the best online results (see the next section).
6.4.4 Online experiment
The online experiment is run in multi-modal mode with all combinations of feature
parameters. The single-view and multi-view conditions are compared. The results of
all online experiments are given in appendix A sections A.2 and A.3. The appendix
shows the recall rates and ties for all feature parameter combinations and all 4 distance
metrics. A summary of the results for the single- and multi-view experiments is given
in figure 6.3. The single-view results show the recall and number of ties. It also shows
the per-object recall. The per-object recall indicates for each object if at least one
of the views was correctly recognized. It represents the highest possible number of
objects that each configuration may recognize after multi-view fusion. The multi-view
results show the recall as well as the number of unambiguously recognized objects.
The number of recognized objects indicates how many correctly labeled objects would
appear on the semantic map. It does not include ambiguous recognitions as these
would not have a label specified in the map.
The confusion matrix for the squared-chord distance with the 5 × 5 surflet-pair
relation histogram, 16 × 16 opponent color and 32 transformed RGB features using
multi-view fusion is shown in figure 6-8.
6.4.5 Run time and resources
The nearest neighbor search when 3 features are used and a total of about 1 000 models
takes less than 100 milliseconds to execute. Storing the model’s feature values uses
up about 1 GB of RAM. The fusion operations take negligible time.
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Figure 6-8: Confusion matrix for the multi-view online experiment. An image of all
confused objects is overlaid to the confusion matrix. Images associated to a vertical
line represent objects that were present in the scene while images linked to an hori-
zontal line show the labels assigned by the classifier. The matrix mostly contains 0
and 100 entries because the multi-view fusion combines all the views from each object
into a single score. This is not the case for one of the extinguishers because there
were two instances of this object in the scene.
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Table 6.3: Notable results of the online experiment (141 examples, 20 objects)
Single-view Multi-view
Distance SPRH OppCo TRGB Recall Ties Object Recall Correct
recall objects
L2 3× 3 8× 8 16 17.02% 4 12 47.52% 9
L2 3× 3 8× 8 32 13.48% 3 11 43.97% 9
L2 4× 4 16× 16 8 29.79% 38 17 33.33% 5
𝜒2 3× 3 16× 16 8 32.68% 18 16 51.07% 10
𝜒2 3× 3 16× 16 16 29.79% 5 15 56.74% 12
𝜒2 5× 5 16× 16 32 17.73% 3 12 48.23% 11
Jeffreys 4× 4 8× 8 8 28.37% 20 15 34.75% 7
Jeffreys 4× 4 8× 8 32 27.66% 21 15 66.67% 10
Jeffreys 5× 5 16× 16 32 50.35% 55 17 51.77% 10
S-chord 3× 3 16× 16 8 31.21% 10 17 38.30% 6
S-chord 5× 5 8× 8 32 21.28% 6 12 46.10% 11
S-chord 5× 5 16× 16 32 20.57% 8 14 58.87% 13
6.5 Discussion
This chapter proposed a replacement classifier for the neural network. The main
goal was to find a strategy which is more flexible than the neural network and allows
the training on offline data to transfer to online data. Replacing the neural network
involved designing a model selection method and the multi-modal nearest neighbor
search strategy. The analysis of the offline uni-modal performance gives hints about
the behavior of the model selection and indicates which distance metric works best
with each feature. Comparing the uni-modal performance to the multi-modal perfor-
mance shows if the multi-modal fusion strategy works properly. Finally the online
results indicate if the method transfers well to online data.
The uni-modal performance is the result of the model selection method and the
uni-modal nearest neighbor search strategy. The examples of selected models shown
in 6-6 and 6-7 indicate that the model selection algorithm seems to work properly.
The figure shows the 10 models kept for the 3×3 surflet-pair relation feature and the
4 ones for the 16× 16 opponent color feature for the gray air conditioner object using
the squared-chord distance metric. There are more models for the shape descriptor
because the shape of the object is slightly different when seen from a varying distance,
whereas the color remains essentially the same. The shape changes with the distance
because a larger portion of the top part of the object becomes visible as it approaches
the camera. The difference can also come from the varying point density. As can be
seen in figure 6-6, the models that show the object from the same angle of view are
taken from different distances (this can be seen by the size of the image changing).
This suggests that the method indeed eliminates redundant examples. Notice that
most symmetrical views are eliminated, as both sides of the side views do not appear.
Only the 6𝑡ℎ and 7𝑡 views of the surflet-pair relation feature seem to be replicates.
123
The figures also show the feature space similarity thresholds computed by the model
selection method. It can be seen that the thresholds can be very different for the
same object depending on the feature used and the exact view. The strength of
the method lies in the fact that these feature space thresholds are computed from a
physical distance threshold. The physical distance threshold is unique for all objects,
features and distance metric used, and it is easy to define by the designer.
The uni-modal offline experiments results are an indicator of which distance metric
is the best. The metric which gives the best average recall is the squared-chord
distance (above 89% for at least one parameter set of each feature). It gives the best
or second best recall for all features. The Jeffreys distance gives very similar results,
except for the surflet-pair relation feature. In this case, the squared-chord (89%)
vastly outperforms the Jeffreys distance (74%). The squared-chord distance, along
with the Jeffreys distance, however consistently have a very high number of ties. The
number of ties for the squared-chord distance is above 15 000 (out of 21 411 examples)
for all features and parameters. A high number of ties is expected for uni-modal
experiments. Single features cannot single-handedly disambiguate a vast majority of
the objects from the database. Being able to disambiguate all objects based only on
single features would be a sign of over-fitting rather than a good behavior. For all
cases in the uni-modal experiment, a decrease in the number of ties comes with a
decrease of the recall rate. This is a natural trade-off between recall and precision.
The comparison of uni-modal and multi-modal offline results gives indications on
the efficacy of the fusion method. The recall rates globally are lower in the multi-
modal case. This is not surprising since the fusion is an "and"-like operation which can
only filter out answers. In general, the decrease is rather low. The best parameter sets
for each distance metric give recall rates that are consistently over 85% (it is around
90% for uni-modal). The number of ties, though, is most of the time vastly reduced.
The squared-chord distance, which had 15 000 and more ties now sometimes has as few
as 4 500. The average number of labels involved in the ties also drastically decreased
from more than 6 in the uni-modal experiment to less than 3 for the multi-modal.
The best configuration in the multi-modal offline experiment is the squared-chord
distance with the 5 × 5 or 4 × 4 for surflet-pair relation histogram, 16 × 16 for the
opponent color and 16 for the transformed RGB features.
The overall best performance for the multi-view online experiment is obtained with
the squared-chord distance with the 5× 5 for surflet-pair relation histogram, 16× 16
for the opponent color and 32 for the transformed RGB features. Using these settings,
13 objects out of 21 are unambiguously recognized. This specific configuration also
gives good results on the offline database. However, it is not realistic to say that
offline results can lead to choosing this combination without hesitation. Many other
configurations give similar results on the offline database and do not perform quite
as well in the online experiment. For example, the 5 × 5 for surflet-pair relation
histogram, 16 × 16 for the opponent color and 8 for the transformed RGB features
configuration gives one of the best recall rates in the multi-modal offline experiments,
but can only disambiguate 6 objects (13 object recall with 7 object ties) in the online
experiment.
Results from the single-view and multi-view online show the usefulness of the
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multi-view fusion by position. The fusion results in a higher recall rate, but the
increase is unpredictable. It is impossible to predict if a situation will significantly
benefit from it or not. All cases do improve at least a little bit when using the
multi-view fusion. The motivation to use a two-step fusion mechanism comes from
a practical problem that was encountered during the demonstration of the neural
network classifier from chapter 5. During demonstration experiments, it was frequent
that the robot would remain still while an object was in view. Since the multi-view
fusion from chapter 5 averages the score vectors from all views of the objects, the
scores obtained from this specific viewpoint very quickly came to outweigh any other
score vector. The two-step method used here makes sure this situation does not
happen. It does not have much influence in the online experiment where the robot
was constantly moving but does help greatly during demonstrations.
The confusion matrix of the multi-view online experiment shows that most con-
fusions concern objects that indeed have a similar shape and color. Note that for the
classifier black, gray and white are the same color. The most surprising confusion
is the closed gray toolbox with the closed black box. The two objects look pretty
different to a human, but in fact they are both cubic and mostly colorless, which
explains that the nearest neighbor classifier confuses them. This shows the difficulty
to transpose from a human perception to the robot’s perception of its surroundings.
6.6 Conclusion
The chapter introduced a model selection method and an object instance classifier
based on a nearest neighbor strategy. The model selection method uses the physical
distance between the camera and the object to automatically compute a similarity
threshold in feature space for each example from the database. The similarity thresh-
old is then used to limit the radius of the searches for nearest neighbor both during the
model selection and recognition steps. The use of the physical distance removes the
need for the designer to manually choose a hard threshold or determine the number
of neighbors that should be returned by the searches. Setting a threshold for complex
distance measures in high dimensional space is counter intuitive and prone to errors.
The nearest neighbor classifier yields good recall rates on the offline database. The
multi-modal fusion decreases this recall a little but also greatly reduces the number
of ties. The squared-chord distance produces the best results on the offline database.
The combinations of features and parameters that work well offline however do not
always do so on the online database. It is not reasonable to choose the parameters
based on the offline performance and consistently get good results on the online
database. The best configuration for online recognition is able to correctly label 13
objects out of 21.
The next chapter will review the algorithms presented in this thesis and compare






The database is a fundamental aspect of an object recognition experiment. The
database determines the nature and the difficulty of the problem to be solved. The
ENSTA offline dataset contains a total of 21 411 point clouds of 52 different objects.
The dataset is diverse. It contains some objects that have the same shape, like
boxes and cabinets, and some objects that have the same color. These objects can
easily cause confusions for object recognition algorithms that rely on a single feature.
The dataset contains a very large number of colorless objects. Colorless objects are
black, gray or white. Having several objects sharing the same color (or absence of
color) is interesting because they are confused by algorithms that are invariant to
light intensity changes. This causes a difficult situation where invariance is helpful to
counter the changing conditions from the online database but is also hurtful because
of the large number of colorless objects. Finally, it is possible that having only six
different viewing angles in the offline database makes generalization to unseen angles
difficult. How difficult depends on the exact implementation of the object recognition
algorithm, but having a more precise coverage of viewing angles would certainly be
beneficial.
Research in object instance recognition for indoor applications increased in the
recent years and several datasets of home objects now exist. Comparing the ENSTA
database with other ones can help asses the difficulty of the recognition task that was
tackled in this thesis. Two datasets are highlighted here: RGB-D Object Dataset
[40] and the Berkeley Instance Recognition Dataset [77]. The database most similar
to the one compiled for this thesis is the RGB-D Object Dataset. It contains point
clouds from 300 common household objects like food packages, fruits and vegetables,
scissors, pliers, etc. The data was collected using an RGB-D camera by placing the
objects on a turntable. A complete revolution of each object was captured with the
camera placed at three different heights. Figure 7-1 shows the turntable used to
collect the data a several examples of objects from the database.
One of the notable aspects of the RGB-D Object Dataset is that is also contains
an online part. The RGB-D Scenes Dataset contains 22 reconstructed indoor envi-
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Figure 7-1: The setup to capture the point clouds for the RGB-D Object Dataset.
The picture shows a bowl placed on the turntable. Image viewed 9 April 2015 http:
//rgbd-dataset.cs.washington.edu/imgs/rgbd.png.
Figure 7-2: Examples of objects from the RGB-D Object Dataset. Image viewed 9
April 2015 http://rgbd-dataset.cs.washington.edu/imgs/rgbd_dataset2.png.
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Figure 7-3: Three reconstructed point clouds from the RGB-D Scene Dataset. Im-
age viewed 9 April 2015 http://rgbd-dataset.cs.washington.edu/imgs/rgbd_
scenes_v2.png.
Figure 7-4: The setup to capture the point clouds for the Berkeley Instance
Recognition Dataset. Left The array of cameras. Right One object from the
dataset being filmed. Other objects of the dataset can be seen at the bottom
and the top of the image. Images viewed 9 April 2015 http://rll.berkeley.edu/
amazon_picking_challenge/images/ortery_side_labeled.jpg and http://rll.
berkeley.edu/amazon_picking_challenge/images/system_and_objects.jpg.
ronments where some of the objects from the RGB-D Object Dataset are placed. The
scenes were taken in various context like in a kitchen, a meeting room or an office.
Figure 7-3 shows three scenes from the dataset.
The Berkeley Instance Recognition Dataset contains point clouds from 125 objects
like food packages and detergent bottles. The data is collected using an array of RGB
and distance cameras as the objects are placed on a turntable. Figure 7-4 shows the
setup and some objects from the database.
These two datasets of objects used a turntable setup where the objects move in
front of a stable camera. This is beneficial compared to the strategy used in this
work where the camera moves in front of the objects. The still camera cannot suffer
from motion blur and from a shift between the depth and color camera. The only
phenomenon that is not captured by the fixed camera is the different point densities
provoked by varying the distance of the object. One point to note is that the ENSTA
dataset is not well suited to position estimation of the object. The fact that the
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Dataset Objects Point clouds Variations
ENSTA offline 52 21 000 Distance, point density, 1 angle
ENSTA online 20 141 Distance (large), 1 angle, illumination
(large), occlusions (large)
RGB-D Object 300 250 000 2 angles
RGB-D Scenes 5 22 sequences Distance (small), 1 angle, occlusions
(small)
Berkeley 100 60 000 2 angles
Table 7.1: Comparison of the characteristics of the ENSTA, RGB-D and Berkeley
Instance Recognition Datasets
camera is moving means that its position would have to be estimated for every point
cloud for a ground truth to be computed. The RGB-D Object Dataset and Berkeley
Instance Recognition Dataset are a much better choice to train algorithms for object
pose estimation. Another difference is that the ENSTA dataset contains images of
rather large objects compared to the two other datasets. The choice was made for the
ENSTA dataset to use objects that would matter in navigation task and make sense
to mark in a map. In essence, the RGB-D Object Dataset and the Berkeley Instance
Recognition Dataset are comparable to the offline dataset introduced in this work.
They contain more objects and the point clouds are of higher quality due to the still
cameras, but the general idea of varying the angle of view and height (or distance) is
the same.
The RGB-D Scene Dataset can be compared with the ENSTA online dataset.
Both show the objects from their offline counterpart in a different environment. The
way the objects are laid out is comparable. They are simply placed on a flat surface
and do not touch each other. A major difference lies in the way the images are
captured. In the RGB-D Scene Dataset, the camera is hovering over the scene at
a more or less constant distance from the objects. The objects typically are well
visible, although a certain level of occlusion sometimes happens. In the ENSTA
online dataset, the camera is literally traversing the scene. This causes much more
occlusions and partial views to happen. More importantly, it causes large changes in
scale. This kind of variation is absent from the RGB-D Scene Dataset. The lighting
conditions are also not controlled at all in the ENSTA online dataset. Some objects
are viewed against the light, causing large illumination changes. The objects are
exposed to direct sunlight from a close-by window, influencing their perceived color.
This makes the online dataset very challenging for object recognition based on color.
It is important that the online part of an object instance dataset contains this kind
of challenges as this is the sort of situations a robot at home will be confronted to.
The main problem of the ENSTA online dataset is the very small number of views it
contains.
Table 7.1 compares the main characteristics of the three datasets.
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7.2 Segmentation
The geometric segmentation algorithm was designed to segment objects from an in-
door scene as fast as possible. The constrained and structured environment of a robot
at home lends itself well to simple segmentation rules. The algorithm presented in this
work is very similar to the popular desktop segmentation algorithms that appeared in
recent years (see chapter 2, section 2.1.2). This thesis applied the algorithm to mobile
robotics. The main additions are the wall detection step and the projection to the
floor step. The projection to floor plane reduces the likelihood of splitting complex
objects during the distance segmentation step. The resulting process is not perfect,
but it very rapidly removes large parts of the input point cloud. One failure case
is caused by the depth camera which cannot perceive some objects that are black,
reflective or transparent. Addressing this issue would require using information from
the color camera, and therefore completely changing the nature of the segmentation
algorithm. The use of color might help reducing the number of failures, but it would
also make the algorithm slower, as more computations would be required to process
the color information. Two other problems of the geometric segmentation algorithm
are wall detection and the generation of object candidates.
The detection of walls in the algorithm is problematic. During the experiments
and demonstrations, it is the step of the segmentation that failed the most often. It
is actually very difficult to design good rules to detect walls from single point clouds
captured by a Kinect. The most distinctive feature of a wall is its very large size. A
wall literally is the size of an entire room. This criteria alone should lead to reliable
wall detection. However, walls seldom are completely visible in a point cloud. They
are often occluded by large objects and the small field of view of a Kinect limits the
size of a wall that can actually appear in a single point cloud. It becomes impossible
to distinguish a wall from a large planar object based solely on geometric cues. One
solution to this is to use a sensor that has a large field of view, like the laser range
finder, to detect walls. A second solution is to run wall detection on a reconstruction of
the environment, like a map. The metric map that serves as the basis for the semantic
map in this work could be used for wall detection. Walls appear almost completely on
maps and can be detected using line detection algorithm just like a plane detection
algorithm was used in the point cloud. An example of walls detected from a map is
shown in figure 7-5. The walls are extracted by running a line detection algorithm
and assembling the parallel ones into larger segments. The bigger picture provided
by a reconstructed environment helps reducing the number of failures compared to
wall detection in single point clouds. Furthermore, the process of detecting walls on a
map does not have to be repeated for every input point cloud like it is in this thesis.
The most important limitation of the object recognition algorithm presented in
this work is that it fails when objects touch each other. The geometric segmentation
algorithm cannot separate objects that touch each other and the classifier consid-
ers every candidate provided by the segmentation algorithm as a single object. If
the segmentation algorithm could separate objects even if they are in contact, this
limitation of the object recognition would disappear. It is not straightforward to
separate two objects in an early stage of processing like the segmentation step. The
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Figure 7-5: Extraction of walls from an occupancy map. Top The input map. The
map was produced by a SLAM algorithm running on a robot and contains some
errors. Bottom The walls found using a line detection algorithm (different walls
have a different color). The most apparent walls are well segmented by the algorithm
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best that can be done is to further split object candidates according to a given rule
and run the object recognition on each part. The choice of a splitting however is
not straightforward and can induce other problems. Some algorithms discussed in
chapter 2, section 2.1.2 use criteria like compactness and convexity to detect objects
in a scene. These algorithms lead to segments whose boundaries fit with apparent
features of the point cloud like sharp angles and color changes. For a given scene, the
segments produced by such a method can differ because they depend on the point of
view and external factors like illumination. Another way to split a point cloud into
segments is to follow a pre-defined grid. This is the kind of segmentation that an
octree produces. Octrees, as will be discussed in section 7.6.1, can be used as the
basis for environment reconstruction in robotics. Reconstruction algorithms based on
octrees always split the space into cubes according to the same fixed grid. This could
be preferred over appearance based splitting strategies to ensure that the produced
segments correspond to the same objects or parts of objects no matter the viewpoint.
This makes the accumulation of information from different views of the same object
much more straightforward than an appearance based segmentation.
7.3 Features
The feature calculation step is where the point clouds are turned into descriptors.
The descriptors encode a specific information about the input point cloud: the color,
shape, texture, silhouette, etc. In this work, several features were used and the focus
was put on choosing features that would provide complementary information. A
shape feature, three color features and one texture feature were tested. The shape and
texture features used in this work performed reasonably well for the task at hand. It is
possible that using different features would lead to better results, but the improvement
will probably be very limited. The flexibility of the nearest neighbor classifier offers
the possibility to easily test different feature combinations. This section suggests
possible replacements for these features. The color feature is discussed in more detail
because it is a more difficult feature to exploit. Finally, the combination of these
features is also addressed.
The increasing use of RGB-D cameras for object recognition caused several shape
features to be presented recently (see [87] for a review). Shape features typically
encode information about the relative position of points in the point cloud as well
as the orientation of their normal. This is exactly the kind of information that
is captured by the surflet-pair-relation histogram feature used in this thesis. It is
possible that using a different feature would produce different recognition results, but
it is hard to tell what feature would be the best. There also is a large choice of
texture features. Among the most popular ones, local binary patterns have proved
to be very efficient for texture recognition in difficult situations [54]. Local binary
patterns are fast to compute and invariant to large changes in illumination and to
rotations. They may be a good replacement for the transformed RGB feature or the
histogram of SIFT words. Another very popular descriptor for object recognition
are histograms of oriented gradients (HOGs). Histograms of oriented gradients have
133
been demonstrated to perform very well in tasks like pedestrians detection [27]. They
however are not invariant to rotations, and might not be applicable to the current
scenario.
The only feature type which did not seem to reach the best possible results are
the color features. Color features are seldom used in real-life object recognition tasks.
Color is a difficult property to work with because it is affected by many factors.
The opponent color feature seemed to work better than the hue feature. But it
might be possible to attain even better ones using another feature. A feature based
on invariant color moments (see chapter 2, section 2.3.4) could be considered. The
theory behind invariant color moments is sound and provides an appropriate set of
features for a chosen combination of desired invariance. The drawback of invariant
color moments is that they are high dimensional features. When the dimensionality
of the feature increases, it becomes impossible to work with histograms because of
the required amount of memory. One solution is the use of a vocabulary, as was done
for the SIFT features in chapter 5. The vocabulary however adds an extra step in
the design. Vocabularies are an approximation step which affect the precision of the
feature. They must be carefully built. Still, it may be worth trying the invariant color
moment features for object recognition. It may be interesting to use different types
of features than the ones used in this work also. An example of an unused type of
feature is size. It was purposefully omitted in this work. This is because it is difficult
to estimate the size of the whole object to recognize. The only quantity which can be
estimated at the step where features are computed is the size of an object candidate.
However, the segmentation step is not guaranteed to correctly segment objects. If the
view is a partial view of an object, the candidate’s size will be smaller than the size
of the actual object. If the view shows more than one objects, the size will be larger
than the actual object’s size. The size of an object candidate thus is not a reasonable
piece of information to use in the current context.
7.4 Classifiers
Two classifiers were tested in this thesis: a neural network and a nearest neighbor
classifier. Both classifiers had different behaviors on the set of experiments that were
performed. The next sections will review and compare each classifier’s advantages
and drawbacks.
7.4.1 Offline experiments
The neural network yielded higher recognition rates on offline data than the nearest
neighbor did. The neural network is a fine-tuned function approximation machine
and it naturally performs well on data that is similar to the one it was trained on.
Neural networks have a high number of parameters that are adjusted during training
to adapt as well as possible to the training data. The parameters can play many
different roles. They can select certain inputs over other ones, cancel some noise,
take into account the local density of the feature space, and so on. This makes the
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neural network very effective for offline experiments.
The case of the nearest neighbor is very different. The performance of the nearest
neighbor classifier on offline experiments is dictated by how well the selected models
cover the area in feature space spanned by the offline database. The higher the
level of coverage, the higher the recall for offline experiments. A high coverage,
however, comes at the expense of using a higher number of models, which increases
the processing time. This is why the model selection method was designed to enforce a
rather low number of models rather than ensuring a high level of coverage. This choice
is implemented in the criterion that stops the selection method. In the algorithm
described in chapter 6, section 6.3.2, the stopping criterion is based on a measure of
the benefit of selecting a new model. If the benefit is too low, the method is stopped,
no matter the coverage level of the set of already selected models. This design choice
favors speed over recall, which is reflected in the lower offline performance compared
to that of the neural network.
7.4.2 Online experiments
Both methods gave decent results on the online experiment, but the neural network
had a sensibly better recall than the nearest neighbor method. Performing well on
the online dataset means to be able to generalize over unseen viewing angles, oc-
clusions and illuminations. The generalization over illumination probably is tied to
the features more than to classifiers. The other generalizations are the result of all
processing steps from features to multi-modal fusion, classification and multi-view
fusion. It is difficult to conclude about which classifier is better in this situation.
One observation is that the performance for both classifiers improves drastically from
the single-view to the multi-view experiments. It seems that a large portion of the
success of both methods in the online experiments is due to the ability to capitalize
on one or a few good views of the objects. The multi-view fusion will be discussed in
more detail in section 7.5.
More specifically, the online experiments expose the fact that the neural network
does not extrapolate very well to unseen examples. If a test input falls outside the
region or area of feature space covered by the training examples, there is no way to
predict the behaviour of the neural network. This fact explains the drop in perfor-
mance from the offline to the online experiments. It is also visible in the confusion
matrix shown in figure 5-2, chapter 5. The confusion matrix shows that half of the
confusions made by the neural network concern objects that do not look alike. The
confusion matrix of the nearest neighbor search does not show this bad behavior.
All confusions involve objects that have both a similar color and shape. This shows
that, even if the nearest neighbor makes more mistakes than the neural network, the
mistakes it does are much more sensible. The wrong classification from the nearest
neighbor are still a good indication of the appearance of an object. This is not the
case for the neural network.
Another downside of neural networks in online experiments is the necessity, if
the neural network is to be confronted with objects that are not part of the offline
database, to design a background class. A background class is a collection of images
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that do not represent objects that should be recognized by the neural network. It is
the only way to allow algorithms like neural networks to classify an input as "none
of the known classes". In a robotics experiment, it will be common for the robot
to encounter unknown objects. It is thus important for the classifier to have the
capacity to detect such cases. Bad segmentations can also cause unknown objects,
such as parts of the background, to be processed by the neural network. A background
class was not designed in this work because it is an error-prone process that was not
essential to reach the goals of the thesis. An alternate method was explored in the
thesis though: to use of a threshold on the activation of the highest activated output
neuron. However, the precision-recall curves shown in section 5.6.2 suggest that the
decision threshold works well for offline data, but behaves very badly on online data.
The problem of rejecting answers thus still is open for the neural network approach.
The nearest neighbor, on the other hand, does not require such a procedure. The
nearest neighbor search naturally rejects, or fails to answer to, examples that fall
outside the region in feature space spanned by the selected models.
7.5 Multi-modal fusion
The exact features used have an impact on performance, but the way they are com-
bined is probably much more important. Two fusion methods were used in this work:
the neural network and a majority operator on the answers provided by separate
nearest neighbor searches. The neural network provides a very good way to fuse dif-
ferent sources of information. The training procedure of a neural network learns the
correct parameters to combine the information provided by the different features (if it
is possible to do so). The structure of the neural network and high number of weights
allows it to adapt to very diverse situations. This high adaptation potential is the
reason why the neural network was used in the first version of the object recognition
algorithm. With the replacement of the neural network, an equivalent procedure had
to be designed. The choice was to accomplish the fusion of multi-modal information
with a majority operation. The majority operator values all features equally. More
importantly, it values all combinations of features equally. If a majority of features
contains a given answer, the operator will return that answer no matter exactly which
features are concerned. In a situation where several features have a common source of
information, this is not the best solution. For example, the transformed RGB and the
opponent color features are computed from the color information in the point cloud.
Both features have the same source, but not the same properties: the transformed
RGB has more invariances than the opponent color feature. The different combina-
tions of search results can be interpreted with this fact in mind. If the transformed
RGB search contains an answer but the opponent color feature does not, it might
be a sign the light source in the scene is different than in the offline database. It
is possible that the answer is correct. The opposite situation, where the opponent
color feature search contains an answer that is not returned by the transformed RGB
feature, is different. It is much less likely that an answer returned only by the oppo-
nent color feature be right because this feature is supposed to fail if the transformed
136
RGB fails. The features should therefore be arranged in a sort of hierarchy based on
their invariances. A feature whose set of invariances is contained in the set of another
feature’s invariance should only serve to confirm the results of the more invariant
feature. Its vote should not be considered for the answers that are not also returned
by the more invariant feature. Features with different sources of information should
be in separate branches of the hierarchy. The majority operator could then be applied
on the different branches.
7.6 Perspectives
There are many ways to improve on the algorithms proposed in this thesis. Two
major perspectives are discussed here. The first improvement should concern the
integration of the several sources of knowledge available to the robot. As mentioned
in the introduction of this thesis, a robot is an assembly of elements coming from
diverse fields of research. Most of the different aspects of a robot come with their
own theoretical background and implementation strategy. This patchwork of different
algorithms can tackle many of the typical problems encountered in a robot at home
scenario, as shown in this thesis. However, it would probably be very beneficial
as a first improvement to unify the different pieces of software. More precisely, a
unique representation of knowledge should be chosen to be common to all information
processing in the algorithm before any other modification should happen. The second
major improvement is to take advantage of the possibility offered by the algorithms to
learn in an incremental and autonomous way. These two improvements are detailed
in the following sections.
7.6.1 Common representation of knowledge
The software aspect of the robotic system presented in this work is a patchwork of
algorithms. There is some exchange of information between the different processing
cells, but there is no common representation of knowledge. Take the example of the
semantic map. It is composed of the occupancy grid provided by the SLAM module
and the objects identity from the object recognition pipeline. The occupancy grid
is a discretization of space as a dense grid. Each grid cell takes the value 0 if it is
empty and 1 if it is occupied. The semantic map is augmented by adding information
about the objects found by the object classification algorithm. The knowledge about
objects takes the form of a list of coordinates that correspond to the center of mass of
each object. Each entry in the list also contains the recognition scores of the object.
The unit of knowledge is completely different between the map and the objects.
The map has units of information which are indexed by their position. The object
recognition’s unit of information is indexed by a unique identification number. Each
piece of information in the map corresponds to an area in the environment. The list
of objects represents objects by point masses, without any reference to the volume or
area they occupy. Yet, the two modules describe the environment in which the robot
operates. Moreover, the knowledge produced by one module could benefit to the other
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module. As stated earlier, the segmentation module should take advantage of the big
picture provided by the map to detect walls more efficiently. Additionally, the SLAM
module can provide information about moving objects and help the segmentation
process [48]. Also, the location and class of the objects recognized by the recognition
algorithm could benefit to the SLAM module by providing landmarks [70, 12]. If the
modules do not represent the knowledge in a common form, conversion must happen
for every exchange of information. Conversions waste computational resources and
lead to approximation and possible accumulation of error.
Before more complex tasks can be undertaken, a common unit of knowledge rep-
resentation should be chosen. There are many possible representations. The repre-
sentation must encompass map making and semantic information about objects and
properties of the environment. In robotics, the scale of the environment and the
processing power limits the possibilities for the unit of representation. Two exam-
ples of large scale localization and mapping approaches that have proven to work
in such a setting are feature-based mapping [39, 38] and octree based methods [64].
The feature-based method stores information much like the object information in this
work. The visual appearance of the places visited by the robots is stored as a list
of features. The representation is compact, it only contains the minimum amount of
information required for processing. On the other hand, octree based methods are
similar to the grid occupancy map of the SLAM module of this work. An octree
map splits the 3-dimensional environment in cubes that store occupancy information.
It intrinsically contains information about the 3-dimensional structure of the envi-
ronment. Any other information can be stored in the octree. For the purposes of
this work, the recognition scores for each object would be stored in the octree cubes
that form the object. One point to consider for the choice of a representation is
that a robot at home should be able to share information with its owner. A feature-
based approach is optimized for software use and does not allow much interaction
with a human unless additional information is stored specifically for this purpose. A
reconstructed environment produced by an octree, on the other hand, is naturally
understandable by a human. This makes them especially well suited for robots at
home. An example of an area mapped using OctoMap [33] is shown in figure 7-6. A
last advantage of the octree representation is that it produces a geometric segmenta-
tion of the scene. As already stated in section 7.2, this segmentation could be useful
to split object candidates into small parts in a repeatable way.
A third category of representation for reconstructed environments are meshes. For
real-time reconstruction from RGB-D cameras, meshed can be computed from a trun-
cated sign distance function representation [95]. They have been used to map indoor
environments but are typically demonstrated on systems with substantial computa-
tional resources and memory. Meshes represent the surfaces in a scene and are useful
for physical simulations and for visualization purposes. The surfaces information is
hardly useful for the creation of a semantic map.
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Figure 7-6: An outdoor scene reconstructed by the OctoMap algorithm. The height
of the points are color coded (blue is low, red is high). Image viewed 9 April 2015
https://octomap.github.io/freiburg_outdoor_big.png.
7.6.2 Autonomous incremental learning
This thesis worked on the basis that its owner could show the objects to the robot
before any recognition can happen. During this operation, the objects should be
presented in such a way that the robot can easily segment them from the scene and
save the features that characterize them. After this operation, the knowledge of
the robot is fixed. Another phase of learning could be done by the owner if he so
desires, but the robot will not update its knowledge base by itself. Endowing the
robot with the ability to update and improve its own database seems necessary to
increase the recognition rates above the scores showed in this thesis. This ability
is facilitated if the algorithms lend themselves to incremental learning. Incremental
learning means to be able to selectively update a knowledge base. It is very difficult to
do incremental learning with the neural network based approach. If objects are added
to the database, the neural network can be adapted by running the training procedure
with the augmented set of views. But the very small number of added views for a new
object compared to more than 30 000 views of already existing objects means that the
performance for the new object will be difficult to guarantee. The convergence of the
training will most likely be very long. This was an important reason to replace the
neural network by a more flexible classifier. The nearest neighbor strategy that was
adopted is a very good example of an algorithm that is well adapted to incremental
learning. Adding new objects to the nearest neighbor classifier does not require
altering what is known about the other objects. The model selection method can be
run on the examples of the new object alone and the appropriate views added to the
list of models. Of course, as more models get added to the database, the memory
usage will increase and the nearest neighbor searches will slow down. That might
be a problem in very long term experiments. Whether or not the number of models
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needed for a robot at home to perform properly is too large is to be tested.
The fact that the robot incrementally learn does not mean it can learn au-
tonomously. For a robot to learn autonomously, a mechanism must exist to tell
it when to learn and when not to. Otherwise, each view of an object would be saved
to memory and the robot would rapidly run out of resources. In this thesis, it is the
owner that replaces this mechanism. The owner places an object in front of the robot
and tells it to save this view in memory. It then shows the object differently before
telling the robot to learn again. For the robot to be able to autonomously learn new
models of an object, a mechanism must be implemented to determine when a given
view is different enough from the set of already known ones and is worth adding to
the knowledge base. The model selection method proposed in this thesis implements
such a mechanism. In the model selection method, the physical position of the robot
with regard to the object is used to determine whether or not two views should be
considered as the same. The feature space similarity threshold of the model selection
procedure could be used as a learning threshold. If a new view is more similar to a
known model than this model’s feature space similarity threshold, it is not learned.
Otherwise, the view and all the views of this object that are taken from close-by po-
sitions go through the model selection process. One of the views is chosen according
to the selection procedure and its feature space similarity threshold is computed and
saved.
7.7 Conclusion
In this thesis, an object instance recognition algorithm using an RGB-D camera was
presented and tested in a robot at home scenario. The robot used is a pioneer 3D-X
equipped with a Kinect RGB-D camera, an Hokuyo laser range finder and a Toshiba
Tecra laptop computer (Intel Core i5, 3 GB RAM). A database of 52 commonplace
objects and pieces of furniture was compiled to simulate a recognition task for a
robot a home. The database contains an online part where 20 out of the 52 objects
are seen in a different context than in the offline part. The views of the objects in
the online part are subject to large occlusions, illumination changes and scale factors.
Training a recognition algorithm on the offline dataset and testing it on the online
one is a challenging task representative of what a robot at home would have to do.
The algorithm developed in this thesis successfully recognizes 13 out of the 20 objects
in the online database. The algorithm processes a point cloud from the Kinect in 500
milliseconds in average. The run time depends on the content of the point cloud.
The success of the algorithm demonstrates the efficiency of an indoor scene seg-
mentation algorithm based on geometric cues only. This kind of segmentation algo-
rithm takes advantage of the structure in indoor scenes. The results obtained with
a neural network classifier showed that it is very difficult to recognize objects when
they are seen in a different context than the one from the training database. The
use of complementary features helps achieve good recognition rates in this situation.
Also, the fusion of the recognition scores obtained from different views of the same
object greatly improves the algorithm’s performance. Finally, the physical distance
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between the objects and the camera is used to guide the unsupervised clustering of
the database during a model selection procedure. This method prevents the use of
the K-means algorithm and does not require to set the number of clusters to form.
Future work should concentrate on a better integration of the mapping and the
recognition algorithms by using a common representation of the information. Also,
adapting the model selection method could allow the robot to autonomously learn




Nearest neighbor experiment results
A.1 Multi-modal offline experiment results
Table A.1: Recognition rates for multi-modal offline experiments using L2 distance
metric (21 411 examples).
SPRH OppCo TBGR Recall Number of labels Ties
3× 3 8× 8 8 82.89% 2.75 7864
3× 3 8× 8 16 78.63% 2.46 5664
3× 3 8× 8 32 74.06% 2.35 3972
3× 3 16× 16 8 85.08% 2.81 8214
3× 3 16× 16 16 81.34% 2.48 6106
3× 3 16× 16 32 76.89% 2.35 4260
4× 4 8× 8 8 88.11% 3.09 10911
4× 4 8× 8 16 84.28% 2.82 8870
4× 4 8× 8 32 81.05% 2.70 7304
4× 4 16× 16 8 90.98% 3.20 11247
4× 4 16× 16 16 87.71% 2.89 9488
4× 4 16× 16 32 84.65% 2.76 7766
5× 5 8× 8 8 87.78% 3.02 10056
5× 5 8× 8 16 84.35% 2.72 8172
5× 5 8× 8 32 81.26% 2.57 6431
5× 5 16× 16 8 90.59% 3.12 10691
5× 5 16× 16 16 87.92% 2.82 8933
5× 5 16× 16 32 85.03% 2.66 7169
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Table A.2: Recognition rates for multi-modal offline experiments using 𝜒2 distance
metric (21 411 examples).
SPRH OppCo TBGR Recall Number of labels Ties
3× 3 8× 8 8 86.85% 2.93 8239
3× 3 8× 8 16 84.69% 2.54 6328
3× 3 8× 8 32 82.10% 2.48 5327
3× 3 16× 16 8 86.88% 2.85 8608
3× 3 16× 16 16 84.59% 2.51 6301
3× 3 16× 16 32 82.12% 2.44 5190
4× 4 8× 8 8 86.28% 2.81 7177
4× 4 8× 8 16 84.28% 2.46 5163
4× 4 8× 8 3 81.97% 2.41 4065
4× 4 16× 16 8 86.68% 2.73 7547
4× 4 16× 16 16 84.36% 2.43 5068
4× 4 16× 16 32 82.28% 2.35 3806
5× 5 8× 8 8 85.65% 2.79 6816
5× 5 8× 8 1 83.64% 2.45 4795
5× 5 8× 8 32 81.07% 2.40 3700
5× 5 16× 16 8 85.63% 2.70 7202
5× 5 16× 16 16 83.34% 2.42 4701
5× 5 16× 16 32 81.20% 2.35 3471
Table A.3: Recognition rates for multi-modal offline experiments using Jeffreys dis-
tance metric (21 411 examples).
SPRH OppCo TBGR Recall Number of labels Ties
3× 3 8× 8 8 89.16% 3.16 10982
3× 3 8× 8 16 91.10% 3.12 11785
3× 3 8× 8 32 91.28% 3.13 11918
3× 3 16× 16 8 90.00% 3.15 12228
3× 3 16× 16 16 91.93% 3.14 13012
3× 3 16× 16 32 92.15% 3.16 13180
4× 4 8× 8 8 89.57% 3.15 10185
4× 4 8× 8 16 91.11% 3.10 10808
4× 4 8× 8 32 91.12% 3.11 11021
4× 4 16× 16 8 90.43% 3.10 11505
4× 4 16× 16 16 92.05% 3.11 12232
4× 4 16× 16 32 92.04% 3.10 12442
5× 5 8× 8 8 89.90% 3.18 10206
5× 5 8× 8 16 91.26% 3.15 10682
5× 5 8× 8 32 91.49% 3.15 11015
5× 5 16× 16 8 90.50% 3.13 11499
5× 5 16× 16 16 92.08% 3.13 12189
5× 5 16× 16 32 92.30% 3.13 12497
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Table A.4: Recognition rates for multi-modal offline experiments using squared-chord
distance metric (21 411 examples).
SPRH OppCo TBGR Recall Number of labels Ties
3× 3 8× 8 8 85.73% 2.93 8441
3× 3 8× 8 16 84.94% 2.62 7167
3× 3 8× 8 32 82.66% 2.42 5585
3× 3 16× 16 8 86.80% 2.87 8623
3× 3 16× 16 16 86.53% 2.59 7033
3× 3 16× 16 32 84.47% 2.41 5622
4× 4 8× 8 8 85.40% 2.84 7340
4× 4 8× 8 16 84.08% 2.55 6000
4× 4 8× 8 32 82.32% 2.36 4326
4× 4 16× 16 8 86.45% 2.78 7490
4× 4 16× 16 16 85.48% 2.52 5869
4× 4 16× 16 32 83.84% 2.33 4447
5× 5 8× 8 8 85.48% 2.85 7378
5× 5 8× 8 16 84.52% 2.56 6096
5× 5 8× 8 32 82.49% 2.38 4318
5× 5 16× 16 8 86.40% 2.78 7503
5× 5 16× 16 16 85.88% 2.52 5949
5× 5 16× 16 32 84.17% 2.33 4449
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A.2 Single-view online experiment results
Table A.5: Recognition rates for online experiments using L2 distance metric without
multi-view fusion (141 examples, 20 objects).
SPRH OppCo TBGR Recall Ties Object recall
3× 3 8× 8 8 22.70% 14 14
3× 3 8× 8 16 17.02% 4 12
3× 3 8× 8 32 13.48% 3 11
3× 3 16× 16 8 24.11% 18 15
3× 3 16× 16 16 19.15% 9 11
3× 3 16× 16 32 15.60% 6 10
4× 4 8× 8 8 27.66% 31 15
4× 4 8× 8 16 22.70% 25 13
4× 4 8× 8 32 19.15% 20 13
4× 4 16× 16 8 29.79% 38 17
4× 4 16× 16 16 24.11% 25 13
4× 4 16× 16 32 20.57% 19 12
5× 5 8× 8 8 26.95% 24 15
5× 5 8× 8 16 21.28% 16 12
5× 5 8× 8 32 17.73% 14 12
5× 5 16× 16 8 26.95% 29 17
5× 5 16× 16 16 21.99% 28 13
5× 5 16× 16 32 18.44% 17 12
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Table A.6: Recognition rates for online experiments using 𝜒2 distance metric without
multi-view fusion (141 examples, 20 objects).
SPRH OppCo TBGR Recall Ties Object recall
3× 3 8× 8 8 24.11% 16 15
3× 3 8× 8 16 21.28% 4 13
3× 3 8× 8 32 17.73% 4 13
3× 3 16× 16 8 32.62% 18 16
3× 3 16× 16 16 29.79% 5 15
3× 3 16× 16 32 24.82% 5 15
4× 4 8× 8 8 22.70% 15 13
4× 4 8× 8 16 21.28% 2 13
4× 4 8× 8 3 14.89% 2 11
4× 4 16× 16 8 27.66% 18 14
4× 4 16× 16 16 26.24% 6 13
4× 4 16× 16 32 19.86% 5 12
5× 5 8× 8 8 17.73% 9 12
5× 5 8× 8 16 17.02% 1 11
5× 5 8× 8 32 12.77% 1 11
5× 5 16× 16 8 26.95% 17 14
5× 5 16× 16 16 24.82% 4 13
5× 5 16× 16 32 17.73% 3 12
Table A.7: Recognition rates for online experiments using Jeffreys distance metric
without multi-view fusion (141 examples, 20 objects).
SPRH OppCo TBGR Recall Ties Object recall
3× 3 8× 8 8 29.08% 28 13
3× 3 8× 8 16 31.91% 29 13
3× 3 8× 8 32 27.66% 19 14
3× 3 16× 16 8 51.06% 60 18
3× 3 16× 16 16 52.48% 56 18
3× 3 16× 16 32 51.77% 59 17
4× 4 8× 8 8 28.37% 20 15
4× 4 8× 8 16 30.50% 24 15
4× 4 8× 8 32 27.66% 21 15
4× 4 16× 16 8 50.35% 55 19
4× 4 16× 16 16 49.65% 54 19
4× 4 16× 16 32 47.52% 56 18
5× 5 8× 8 8 29.79% 21 14
5× 5 8× 8 16 31.21% 24 14
5× 5 8× 8 32 27.66% 17 14
5× 5 16× 16 8 51.77% 53 18
5× 5 16× 16 16 50.35% 53 18
5× 5 16× 16 32 50.35% 55 17
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Table A.8: Recognition rates for online experiments using squared-chord distance
metric without multi-view fusion (141 examples, 20 objects).
SPRH OppCo TBGR Recall Ties Object recall
3× 3 8× 8 8 31.91% 19 15
3× 3 8× 8 16 31.21% 10 17
3× 3 8× 8 32 25.53% 8 16
3× 3 16× 16 8 32.62% 28 15
3× 3 16× 16 16 26.24% 14 14
3× 3 16× 16 32 21.28% 7 14
4× 4 8× 8 8 29.79% 22 13
4× 4 8× 8 16 24.82% 11 12
4× 4 8× 8 32 19.86% 7 11
4× 4 16× 16 8 30.50% 30 14
4× 4 16× 16 16 24.11% 15 13
4× 4 16× 16 32 19.86% 10 13
5× 5 8× 8 8 30.49% 21 13
5× 5 8× 8 16 26.95% 11 13
5× 5 8× 8 32 21.28% 6 12
5× 5 16× 16 8 30.50% 29 14
5× 5 16× 16 16 25.53% 13 14
5× 5 16× 16 32 20.57% 8 14
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A.3 Multi-view online experiment results
Table A.9: Recognition rates for online experiments using L2 distance metric with
multi-view fusion (141 examples, 20 objects).
SPRH OppCo TBGR Recall Correct objects
3× 3 8× 8 8 53.90% 8
3× 3 8× 8 16 47.52% 9
3× 3 8× 8 32 43.97% 9
3× 3 16× 16 8 47.52% 9
3× 3 16× 16 16 41.13% 9
3× 3 16× 16 32 45.39% 9
4× 4 8× 8 8 14.18% 4
4× 4 8× 8 16 21.28% 4
4× 4 8× 8 32 26.95% 4
4× 4 16× 16 8 33.33% 5
4× 4 16× 16 16 32.62% 7
4× 4 16× 16 32 34.04% 7
5× 5 8× 8 8 29.08% 5
5× 5 8× 8 16 31.91% 4
5× 5 8× 8 32 29.79% 5
5× 5 16× 16 8 34.75% 5
5× 5 16× 16 16 29.08% 7
5× 5 16× 16 32 38.30% 7
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Table A.10: Recognition rates for online experiments using 𝜒2 distance metric with
multi-view fusion (141 examples, 20 objects).
SPRH OppCo TBGR Recall Correct objects
3× 3 8× 8 8 36.17% 9
3× 3 8× 8 16 36.88% 9
3× 3 8× 8 32 40.43% 9
3× 3 16× 16 8 51.07% 10
3× 3 16× 16 16 56.74% 12
3× 3 16× 16 32 58.87% 12
4× 4 8× 8 8 32.62% 8
4× 4 8× 8 16 36.88% 10
4× 4 8× 8 32 36.17% 8
4× 4 16× 16 8 43.97% 9
4× 4 16× 16 16 41.13% 9
4× 4 16× 16 32 47.52% 9
5× 5 8× 8 8 26.95% 8
5× 5 8× 8 16 36.88% 10
5× 5 8× 8 32 46.10% 10
5× 5 16× 16 8 29.08% 8
5× 5 16× 16 16 41.13% 10
5× 5 16× 16 32 48.23% 11
Table A.11: Recognition rates for online experiments using Jeffreys distance metric
with multi-view fusion (141 examples, 20 objects).
SPRH OppCo TBGR Recall Correct objects
3× 3 8× 8 8 31.21% 5
3× 3 8× 8 16 47.52% 7
3× 3 8× 8 32 44.68% 8
3× 3 16× 16 8 46.81% 6
3× 3 16× 16 16 42.55% 8
3× 3 16× 16 32 51.77% 7
4× 4 8× 8 8 34.75% 7
4× 4 8× 8 16 53.19% 9
4× 4 8× 8 32 60.99% 10
4× 4 16× 16 8 52.48% 8
4× 4 16× 16 16 48.23% 7
4× 4 16× 16 32 51.77% 9
5× 5 8× 8 8 39.01% 8
5× 5 8× 8 16 66.67% 8
5× 5 8× 8 32 66.67% 9
5× 5 16× 16 8 60.28% 9
5× 5 16× 16 16 48.23% 8
5× 5 16× 16 32 51.77% 10
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Table A.12: Recognition rates for online experiments using squared-chord distance
metric with multi-view fusion (141 examples, 20 objects).
SPRH OppCo TBGR Recall Correct objects
3× 3 8× 8 8 41.84% 8
3× 3 8× 8 16 51.06% 9
3× 3 8× 8 32 55.32% 10
3× 3 16× 16 8 38.30% 6
3× 3 16× 16 16 45.39% 10
3× 3 16× 16 32 49.65% 11
4× 4 8× 8 8 41.84% 10
4× 4 8× 8 16 45.39% 8
4× 4 8× 8 32 45.39% 10
4× 4 16× 16 8 53.19% 7
4× 4 16× 16 16 53.90% 8
4× 4 16× 16 32 58.16% 10
5× 5 8× 8 8 41.84% 10
5× 5 8× 8 16 46.10% 9
5× 5 8× 8 32 46.10% 11
5× 5 16× 16 8 53.19% 6
5× 5 16× 16 16 54.61% 11
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