The interaction of two vortex rings in an inviscid fluid is investigated numerically using a Lagrangian vorticity method. This method uses interpolation based on Delaunay triangulation of the computational points. The calculational results indicate that this method is well-suited to the computation of these and similar cases. In particular, one of the most useful features of the method in this context is the ability to refine the resolution of the flow as vorticity is concentrated onto increasingly small scales. Such concentration, along with increase in the maximum norm of the vorticity, is a prominent feature of the computed interaction. Two cases are presented. Analysis of the results from one case shows that through the first 80% of the interaction, the growth in the maximum norm is approximately exponential. Later the flow appears to undergo a transition to a new regime not inconsistent with a growth proportional to 1/(t c -t). However, the present calculations are not sufficiently long to confirm this behavior.
Introduction
In viscous fluids, reconnection of lines of vorticity is a commonly observed feature of the interaction of vortices. The ensuing complex and subtle flow has been studied in a variety of contexts [e.g., 1 and the references therein]. The reconnection process proceeds through the action of the viscosity of the fluid, and without viscosity, reconnection cannot take place, as stated by the Helmholtz vortex theorem [2] . Consequently, the interaction of vortices in an inviscid fluid will be strikingly different than when viscosity is present. Without viscosity to reconnect vortex lines or relieve regions of intensifying vorticity, there is a potential for concentrated regions of strong vorticity to appear and continue to develop. In particular, even a small amount of viscosity is thought to rule out the emergence of a singularity in the flow in finite time [3] , and zero viscosity is generally thought to be a requirement for the appearance of a finite time singularity.
Thus time-dependent inviscid flows (governed by the three-dimensional Euler equations) where locally high vorticity may emerge and develop at small scales present a challenging topic for study. Nevertheless, analytical investigations have revealed constraints on the growth of vorticity [4 -6] in these solutions, and at least one analytical model of an initially symmetric flow approaching finite time singularity has been derived [7] . Numerical solution of the Euler equations from initial conditions enables a wider range of flow situations to be considered. However, as implied by the preceding discussion, the necessity for the numerical method to be free of artificial viscosity is stringent. Kerr [8] describes calculations of the interaction of two tubular vortices using a Chebyshev method which apparently is inviscid. By setting up an initial grid of points clustered in the anticipated vicinity of the interaction and using symmetry, he is able to follow the interaction to the point where the approach to a finite-time singularity is plausible. A numerical strategy not employing such specialization is to use a series of calculations with decreasing viscosity to infer the trend toward inviscid behavior [9 -11] . However, the range of viscosity that can be used is relatively small, and the extrapolation of viscous solutions to the inviscid case is not without ambiguity.
Article published by EDP Sciences and available at http://www.edpsciences.org/proc or http://dx.doi.org/10.1051/proc:1999017
Lagrangian methods, where the calculational points are transported by the computed velocity at the respective points, are recognized to be effectively inviscid. These methods enjoy several advantages for computing low-or zero-viscosity time-dependent vorticity dominated flow. First, since the initial points may be placed as desired, filtering [8] or other special treatments are not needed to specify the initial condition. Second, as the vorticity develops on increasingly small scales, the resolution of the flow by a grid-based method eventually will become insufficient. While additional points may be inserted adaptively, this is particularly difficult for Galerkin techniques. Lagrangian points, already irregularly spaced, allow new points to be added without regard to ordering, to maintain resolution. Maintenance of resolution is essential for following the flow evolution to times near the emergence of a singularity. Finally, with the exception of Galerkin techniques such as Fourier and Chebyshev methods, many gridbased methods are well-known to possess artificial viscosity [e.g., 12].
We have examined the inviscid interaction of two vortex rings using a Lagrangian method which does not employ the blob algorithm for integrating the Biot-Savart integral, and which is effective when regions of high vorticity are at the boundaries of the rotational flow (such as in the present case or flow past a body). The full algorithm for unbounded flow is outlined in the next section; discussion of the elaboration to bounded viscous flow will be presented elsewhere. Since one motive for performing these calculations is the evaluation of the overall method, the code is used in a general form --no particular specialization to the case at hand is made. In particular, symmetry is not invoked to omit the calculation of one of the two rings. Thus, because the rings are initially symmetric and should remain so in an ideal case, differences in the rings during the calculation provide error estimates for the calculated results, aiding in the assessment of the method.
The computational results are presented and discussed in Section 2. The results indicate that the method is indeed inviscid or, at least, posesses only very low artificial viscosity. Finally, the computed behavior is discussed in terms of approach to a finite-time singularity.
Numerical Formulation
The Euler equations in vorticity form describe the evolution of inviscid fluid of uniform density ∂ω ω ∂t
where u is the velocity and ω is the vorticity,
With this relation and (1b), for unbounded flow we have the Biot-Savart integral
where V is the volume of fluid where the vorticity is non-zero. For the numerical solution of (1) and (2), the material derivative in (1a) is accounted for by computing the evolution of vorticity on points (x n ; n = 1, N), where N is the number of points, which are transported by the local velocity:
Equations (1a) and (3) are advanced in time using an Adams-Bashforth algorithm. The velocity required in both of these equations is computed at each time step with (2) using the current vorticity.
Computation of the Biot-Savart integral
The interpolation needed to numerically evaluate the Biot-Savart integral (2) given the vorticity field on a set of points is performed with the aid of a Delaunay triangulation [e.g., 13, 14] of the set of points. The most important features of a Delaunay triangulation for this use are that it may be performed quickly compared to other numerical operations during the calculation, that it produces tetrahedra connecting the computational points such that no tetrahdedron contains within itself a computational point, and that the subtended angles at the vertices of the tetrahedra are (perhaps optimally) large. After a triangulation is performed, each point is a node for roughly one to three dozen tetrahedra. The tetrahedra typically number slightly greater than six times the number of points.
This triangulation is done at the beginning of each time step, with no connectivity information saved from the preceding.
With this triangulation, the integral in (2) over the volume of the rotational flow becomes a sum of integrals over each of the tetrahedral volumes. An O(N 2 ) operation is avoided by implementing an 'acceleration' algorithm which reduces the variation in computational time with the number of points to O(NlogN) [15, 16] . The points are grouped into boxes containing an approximately equal number of points, and (2) is evaluated for the integration volume of the appropriate boxes via a multipole expansion. The integrals to compute the terms in the multipole expansion are performed with the aid of the tetrahedra, and up to three terms are kept in the expansion.
During a velocity calculation at a particular field point, the integration of (2) is carried out with this acceleration scheme for all boxes whose associated error is less than the maximum allowed. Of the remaining tetrahedra, most are evaluated numerically using Gaussian quadrature [17] . The error associated with the quadrature is found using a multipole expansion of the integrand in (2); we assume linear variation of the vorticity within the respective tetrahedra. For a given field point, most of the remaining (typically over 90 percent) tetrahedra have a 1-point quadrature error less than the maximum allowed. Of those tetrhedra remaining after these 1-point quadratures are performed, most have a 5-point quadrature error less than the maximum allowed. Finally, roughly two dozen tetrahedra remain which are too close to the field point to be treated numerically. The integration over these is outlined in [18] : the vorticity over each of these tetrahedra is taken to be the average of that at the four nodes of each tetrahedron and taken out of the integral (2), the resulting volume integral is converted by integration by parts to a surface integral over the triangular faces of the tetrahedra, and these four integrals are computed using the expressions provided in [19] .
Computation of the velocity derivatives
The velocity gradient tensor is computed by a moving least-squares method [20] . On the neighbors about each point a quadratic polynomial is fit the the values of the field variable (in this case each component of velocity) to be differentiated. The constant term in the polynomial is taken to be the value of the field variable at the point in question, and the coefficients multiplying the nine terms of the polynomial are specified by the fit. Nine equations are obtained by minimizing the sum over the neighbor points of the square of the difference between the polynomial and the variable. These constants and thus the first and second derivatives of the polynomial are found by solution of the 9 X 9 set at each point. The field variable derivatives are taken to be those of the polynomial. For each point, the set of neighboring points is provided by the triangulation; for computer codes not employing Delaunay triangulation, other schemes can provide this set.
Although the moving least-squares method has proven to be a useful tool for computing derivatives, there are two features which should be noted. One is that the algorithm is not conservative. The second is that, although possible, an implicit timestepping algorithm based on the method is too complicated to be feasible.
When viscous flows are computed, application of this method to the vorticity field provides the required Laplacians.
Adaptive refinement of the set of computational points
From this discussion of the integration and differentiation algorithms, their accuracy depends on the accuracy of the interpolation within each tetrahedron (for integration) or over the neighborhood (for differentiation). The following scheme is designed to maintain the interpolation accuracy and hence the accuracy of the calculation. At the beginning of each time step, for each tetrahedron, the difference between the interpolated values found from the moving least-square method applied to the vorticity magnitude at each of the four points and the actual vorticity at the other three points, respectively, is examined. If the maximum of this difference divided by the average vorticity magnitude in the tetrahedron is greater than an allowed value, a new point is added at the centroid of the tetrahedron with vorticity on the new point set to the average of the four nodes. For the calculations, presented below the maximun allowed value is 0.2.
Computational Results

Initial conditions
We present the computational results of the inviscid interaction of two vortex rings. Two cases are examined, and these are nearly identical except for the ring radii. In the first case, the ring radius R is four times the core diameter of the rings, and in the second case the ring radius is two times the core diameter. The initial core radius σ and the initial circulation Γ are used to nondimensionalize the calculations, so that in nondimensional variables σ = 1 and Γ = 1 at time t = 0 in both cases. The initial vorticity magnitude ω is uniform in the cross-section of each ring, so that at t = 0, ω = 1/π. The initial planes of the rings are perpendicular to each other. For the R = 2 case, the centroids of the rings are separated by a distance of 6, and for the R = 4 case, this distance is 8. To define the vortex rings, the vorticity is set on 100 planes of 35 points each. To enhance the resolution of the calculation in the region of interaction, the planes are spaced so that their separation along the core axis increases from about 0.063 at the point of least initial separation of the rings to about 0.169 at the point of greatest separation for the R = 2 case, with the R = 4 case being twice these values. The x coordinate is defined by the direction of initial separation of the ring centroids, and the y direction is defined by the initial direction from this axis of their point of closest approach. On the z = 0 plane, the vorticity lies in the z direction, and it is this component that will be used to consider the dynamics of the interaction.
Overview of the interaction
The R = 4 case is discussed first. Figure 1 shows the surface of the rotational flow at the initial time and three later times. The surface is colored on the velocity magnitude, with red indicating the highest velocity, blue the lowest velocity. Also shown is the connectivity generated by the Delaunay triangulation. We see that, indeed, unlike the viscous case, no vorticity line reconnection between the rings occurs. Instead, the vorticity where the rings collide is deformed, with the cross-section becoming strongly distorted from its original circular form. Figure 2 shows just one ring, so that the region of interaction may be seen. As the interaction proceeds, an area of high velocity develops on part of the surface of the rings nearest one another. At the same time on this surface, an adjacent region of very slow moving fluid is created. Together these two areas make up a nearly planar face on each ring, which is separated from its counterpart on the other ring by an increasingly thin layer of irrotational flow. Figure 2 . Another view of one of the two rings in Figure 1 at the same times as shown there.
Additional aspects of the structure of the velocity field in the neighborhood of closest approach are seen in Figure 3 , and are consistent with the features seen in Figures 1 and 2 on the surface of the ring. As the interaction progresses, the cross-section of the rotational flow becomes increasingly thinner, as it must due to stretching along the out-of-plane axis. The center of rotation within each ring propagates upward, leaving behind a region of very slow moving, but still rotational, fluid. A very thin layer of relatively rapidly moving fluid develops along the interface between the centers of rotation. These thin layers are separated by a layer of irrotational flow, itself increasingly thin as the interaction proceeds.
This progressive flattening of the region of rotational flow in the neighborhood of the interaction is seen in other calculations of the inviscid interaction of vortices [e.g., Figure 3 of 8] . Additionally, also seen in other studies is the accompanying appearance of an active head and slowly moving tail in cross-sections of the rotational flow which is a prominent feature of Figure 3 . Figure 1 . The color scale is the same as in Figure 1 .
The interaction of the R = 2 rings is qualitatively similar. Figure 4 shows the surface of the rotational flow for these fatter rings near the end of the calculation, and the corresponding velocity vectors in the crosssection of the rings near the plane of symmetry. The characteristic flattening of the rotational region, development of a head-and-tail structure, and intensificaton in the head region of the velocity in a thin layer where the rings are nearest are prominent features of the interaction.
In order to maintain resolution as the interaction proceeds, the algorithm described in Section 2 has increased the number of points from 7000 at t = 0 to approximately 50,000 at the end of the calculation; the number of tetrahedra at the end is about 300,000. Approach to singularity?
Since the maximum norm of the vorticity controls the breakdown of smooth solutions to the 3-D Euler equations [4] , we assess the possible approach to singularity in these interactions in terms of the vorticity.
As the thin layers of rapidly moving fluid develop in the head region of the interface, they are accompanied by increasingly intense sheets of vorticity lying near the surface of the rings ( Figure 5 ). The growth of the maximum of the absolute value of the z-component of the vorticity (which in these cases is essentially the maximum of the norm of the vorticity) is shown quantitatively in Figure 6 . The difference in the curve for the respective rings in this plot is an indication of the uncertainty in the calculation due to time and space discretization in the calculation. Comparison of the R = 4 results in Figures 5 and 6 with the R = 2 results shows some effects of the poorer spatial resolution of the former case. It is anticipated [4, 8] that as a singularity at t = t c is approached the maximum norm of the vorticity behaves as ω = 1/(t c -t). If a singularity is being approached in these calculations, the inverse of the z component of vorticity should display a linear decrease with time. On the other hand, if saturation of the stretching has occured, the maximum norm should grow exponentially. The behavior of the maximum of the absolute value of the z-component of the vorticity in the R = 2 cases is examined by the plots shown in Figure 7 . Taken together, the plots indicate that through most of the development of the interaction, the growth in this maximum is exponential; indeed, the flow is far from singularity during this time. However, both plots also show that a transition in the nature of the growth occurs at about t = 20. Unfortunately, in this calculation the computed interval beyond this time is too short to definitively confirm or deny that this new flow regime is an approach to a finite-time singularity. The large area of flattened geometry of the vortex core might suggest that the flow has saturated and thus the vorticity norm will only grow exponentially. However, there is strong curvature of the head structure in the z direction. Kerr [8] makes the point that such curvature is an important ingredient in the emergence of a finite-time singularity. Indeed, the form of the intense sheets of vorticity on the inner faces and at the top of the contour plot for the R = 2 case in Figure 5 bear a qualitative resemblance to Figure 4 of [8] , which plots contours of vorticity near the time and location of a possible singularity.
Thus there is some motivation to pursue this calculation, particularly the R = 2 case, to later time, probably to the neighborhood of t = 30. In this case, symmetry should be used to speed the calculation.
