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Abstrak  
Al-Qur’an merupakan salah satu mukjizat yang diturunkan untuk dijadikan pedoman hidup bagi umat Muslim.  
Setiap umat Muslim wajib memahami serta mengamalkan ajaran yang dianjurkan Al-Qur’an. Ayat Al-Qur’an 
memiliki bahasan atatu topik yang dikaji, satu ayat dapat membahas satu topik atau lebih, pada kasus ini ayat 
Al-Qur’an termasuk dalam multi-label. Untuk memudahkan umat Muslim dalam memahami Al-Qur’an perlu 
dibangun sistem klasifikasi ayat Al-Qur’an. Berdasarkan penelitian sebelumnya, teorema Bayes dianggap 
common dalam menyelesaikan kasus klasifikasi, sehingga pada penelitian ini digunakan pendekatan probabilistik 
untuk membangun klasifikasi multi-label dengan Tree Augmented Naïve Bayes (TAN). Dalam pembangunan 
struktur TAN digunakan seleksi ciri dengan Mutual Information yang menghitung kebergantungan antar 
variabel input. Pada akhir pengujian nilai performa dari sistem dihitung dengan menggunakan hamming loss 
yang menghitung nilai error pada hasil klasifikasi multi-label. Hasil pengujian terbaik diperoleh ketika 
menggunakan threshold MI 3 yaitu dengan nilai hamming loss sebesar 0.1121, sedangkan nilai hamming loss 
terendah diperoleh ketika pembangunan struktur tidak menggunakan MI yaitu dengan nilai hamming loss 
0.1208.  
 
Kata kunci: Ayat Al-Qur’an, Klasifikasi Multi-label, Tree Augmented Naïve Bayes, Mutual Information 
 
Abstract 
The Qur'an is one of the revealed miracles to be used as a living guide for Muslims. Every Muslim must understand 
and practice the teachings suggested by the Qur'an. The verses of the Qur'an have a subject or a topic that is 
examined, one verse can discuss one or more topics, in this case the verses of the Qur'an included in multi-label. To 
facilitate Muslims in understanding the Qur'an, it is necessary to build a system of classification of verses of the 
Qur'an. Based on previous research, Bayes's theorem is considered common in solving classification cases, so in this 
study a probabilistic approach is used to construct a multi-label classification with Tree Augmented Naïve Bayes 
(TAN). In the development of TAN structure used characteristic selection with Mutual Information which calculates 
the dependence between input variables. At the end of the test the performance value of the system is calculated by 
using hamming loss which calculates the error value on the multi-label classification result. The best test results 
obtained when using the threshold of MI 3 is the value of hamming loss of 0.1121, while the lowest hamming loss 
value obtained when the construction of the structure does not use the MI is the value of hamming loss 0.1208 
 
Keyword: Al-Qur'an Verses, Multi-label Classification, Tree Augmented Naïve Bayes, Mutual Information 
 
1. Pendahuluan 
 
1.1 Latar Belakang  
Al-Qur’an adalah bentuk keajaiban yang abadi karena mencirikan kesempurnaan linguistik, benar, dan 
memvalidasi penemuan ilmiah terkini [1]. Umat Islam wajib mengimani, menjalankan perintah, serta menjauhi larangan 
Allah dalam Al-Qur’an. Al-Qur’an memiliki 114 surah, dan 6236 ayat [2]. Setiap ayat Al-Qur’an memiliki bahasan topik 
masing-masing, untuk satu ayat Al-Qr’an dapat membahas satu topik atau bahkan lebih dari satu topik. Sehingga pada 
kasus ini ayat Al-Qur’an termasuk dalam kasus multi-label. Untuk memudahkan umat Muslim dalam mempelajari topik 
ayat Al-Qur’an perlu dilakukan klasifikasi Ayat-Qur’an.  
Berdasarkan penelitian yang dilakukan oleh Al-Kabi, dkk.[1] dan Mubarok dkk.[3, 4, 5, 6, 7] diketahui bahwa 
model klasifikasi menggunakan teorema Bayes memiliki performa cukup tinggi untuk klasifikasi teks. Hal ini terbukti 
dari nilai-nilai performa yang selalu diatas 80%. Salah satu varian dari teorema Bayes yaitu Tree Augmented Naïve 
Bayes (TAN). TAN memodelkan kebergantungan langsung yang ada pada variabel-variabel input (kata). Hal ini sesuai 
dengan sifat alamiah kata dalam suatu teks dimana ada kata-kata tertentu yang kemunculannya mempengaruhi atau 
dipengaruhi oleh kata-kata lain. Pada penelitian ini TAN digunakan untuk membangun classifier yang lebih presisi untuk 
kasus multi-label terhadap ayat Al-Qur’an. 
Dalam membangun struktur TAN dibutuhkan seleksi ciri yang dapat menyeleksi variabel input (kata) sehingga 
dapat memperoleh struktur TAN yang lebih presisi. Mutual Information (MI) merupakan salah satu teknik seleksi ciri 
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yang dapat mengukur kebergantungan antar variabel. MI memberikan nilai seberapa banyak suatu variabel input 
menyediakan informasi untuk variabel input lainnya. Pada penelitian ini MI digunakan utnuk memodelkan 
kebergantungan antar kata yang digunakan untuk membangun struktur TAN. 
Penggunaan dataset dengan menggunakan bahasa Inggris dikarenakan bahasa Inggris merupakan bahasa 
Internasional. Sehingga diharapkan penelitian ini dapat berguna dan dapat dimanfaatkan oleh umat Muslim diseluruh 
dunia.   
1.2 Rumusan Masalah 
Rumusan masalah dari penelitian ini adalah bagaimana merancang sistem klasifikasi multi-label pada topik ayat 
Al-Qur’an terjemahan bahasa Inggris, bagaimana pengaruh penggunaan MI, serta bagaimana performa dari sistem 
klasifikasi multi-label yang telah dibangun.   
1.3 Tujuan Penelitian  
Tujuan dari penelitian ini adalah membangun sistem klasifikasi multi-label dengan menggunakan TAN, 
menganalisis pengaruh penggunaan MI dalam pemabngunan struktur TAN, dan menganalisis performa dari TAN dalam 
mengklasifikasi ayat Al-Qur’an.   
1.4 Manfaat Penelitian  
Manfaat dari dilakukannya penelitian ini diharapkan hasil penelitian dapat membantu penelitian-penelitian 
selanjutny, serta hasil penelitian diharapkan dapat membantu umat Muslim di seluruh dunia dalam mempelajari Al-
Qur’an. 
 
2. Dasar Teori 
 
2.1 Klasifikasi Ayat-Qur’an 
Quranic classification merupakan salah satu pemanfaatan teks klasifikasi yang menggunakan ayat Al-Qur’an 
sebagai dataset. Beberapa penelitian terkait klasifikasi teks pernah dilakukan Mubarok, dkk. [8, 9, 10] dan Adiwijaya 
[11, 12, 13]. Penelitian terkait klasifikasi ayat Al-Qur’an pernah dilakukan sebelumnya oleh Mohammed N. Al-Kabi, 
dkk. [1]. Data yang digunakan merupakan Arabic text yaitu Modern Standard Arabic (MSA). Tujuan penelitian ini 
adalah mengklasifikasi ayat Al-Qur’an kedalam empat belas kelas yang telah ditentukan, serta menemukan metode 
klasifikasi yang terbaik. Metode yang diteliti antara lain Decision Tree, K-Nearest Neighbor (K-NN), Support Vector 
Machine (SVM), dan Naïve Bayes (NB). Ada tiga kali percobaan yang dilakukan, percobaan pertama menggunakan 
15.000 ayat, percobaan kedua 1.445, dan percobaan ketiga dengan jumlah ayat 5.121. Dari hasil penelitian pertama 
dilakukan tiga perbandingan metode yaitu Naïve Bayes, KNN, dan Rocchio. Dari beberapa hasil percobaan yang 
dilakukan Naïve Bayes dapat mengklasifikasi ayat Al-Qur’an hasil yang lebih akurat dibanding metode lainnya [1].  
 
2.2 Tree Augmented Naïve Bayes 
Tree Augmented Naïve Bayes (TAN) merupakan salah satu bagian dari Probabilistic Graphical Model (PGM). PGM 
adalah kerangka yang digunakan untuk memodelkan sistem yang melibatkan feature dengan banyak ketidaktentuan. Pada 
model TAN, setiap variabel dependent terhadap kelas dan dengan variable lain dari feature set [14]. 
TAN merupakan improve dari naïve bayes dan dikembangkan sebagai salah satu pembangun struktur bayesian 
network [15]. TAN meningkatkan interaksi tiap variabel, hal ini dapat meningkatkan keakuratan prediksinya [15]. 
Penelitian terkait penggunaan TAN pernah dilakukan oleh Padmanaban [14]. Dilakukan klasifikasi Wanita Pima India 
yang menderita penyakit diabetes. Data yang digunakan merupakan data yang diperoleh dari KEEL repositori. Dataset 
terdiri dari data diskrit dan data kontinu. Pada penelitian ini dilakukan perbandingan performa antara TAN dengan Naïve 
Bayes. Untuk classifier TAN digunakan seleksi ciri mutual information untuk mereduksi dimensi data. Hasil penelitian 
menyimpulkan bahwa model TAN memberikan performa yang lebih baik untuk banyak kasus dibanding naïve bayes. 
Perhitungan yang digunakan TAN untuk mengklasifikasi adalah perhitungan posterior probability. Perhitungan posterior 
pada TAN dapat dilihat pada persamaan (2.1). Dibutuhkan nilai likelihood, prior probability terhadap class dan prior 
probability terhadap parent antar atribut. Berikut persamaan yang digunakan:  
 
 𝑃(𝐶|𝑋1, … , 𝑋𝑛) ∝ 𝑃(𝐶)  ∙ 𝑃(𝑋𝑟𝑜𝑜𝑡|𝐶) ∏ 𝑃(𝑋𝑖|𝐶, 𝑋𝑝𝑎𝑟𝑒𝑛𝑡)𝑖     (2.1) 
 
dimana P(C) adalah prior probability untuk suatu kelas, 𝑃(𝑋𝑟𝑜𝑜𝑡|𝐶) adalah conditional probability dari variabel root (parent), 
dan 𝑃(𝑋𝑖|𝐶, 𝑋𝑝𝑎𝑟𝑒𝑛𝑡) adalah conditional probability dari semua variabel   
2.3 Mutual Information  
Mutual Information (MI) adalah ukuran kebergantungan antara dua variabel. Mutual Information digunakan untuk 
menghitung seberapa banyak sebuah variabel menyediakan informasi untuk variabel lain [13]. MI merupakan teknik 
yang dapat dilakukan untuk seleksi fitur, penggunaan mutual information sangat berpengaruh terhadap proses reduksi 
dimensi. Salah satu keuntungan penggunaan MI sebagai seleksi fitur adalah kemampuannya untuk mendeteksi hubungan 
nonlinier antar variabel, hal ini memungkinkan pengambilan relevansi dan redundansi fitur secara bersamaan [16]. 
Perhitungan mutual information antara dua random variabel X dan Y [17] dapat dilihat pada persamaan (2.2).  
 
𝐼𝑝 = log (
𝑃(𝑥,𝑦)
𝑃(𝑥)𝑃(𝑦)
)     (2.2) 
dimana P(x,y) adalah  joint probability function dari x dan y, P(x) adalah marginal probability dari x, P(y) adalah marginal 
probability dari y. 
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 2.4 Hamming Loss 
Hamming loss merupakan evaluasi yang dilakukan untuk multi-label learning [18].  Evaluasi ini dilakukan dengan 
menghitung error atau kesalahan prediksi dari hasil klasifikasi [18]. Semakin kecil nilai hamming loss maka model 
klasifikasi yang dibangun semakin bagus, begitu pula sebaliknya. Persamaan (2.3) merupakan persamaan yang 
digunakan untuk perhitungan hamming loss [18]: 
 
𝐻𝑎𝑚𝑚𝑖𝑛𝑔 𝐿𝑜𝑠𝑠 =
1
𝑁𝐿
∑ ∑ I (?̂?𝑗
(𝑖)
≠ 𝑦𝑗
(𝑖)
)𝐿𝑗=1
𝑁
𝑖=1     (2.3) 
dimana N adalah Jumlah data, L adalah panjang output multi-label, ?̂?𝑗
(𝑖)
 adalah target klasifikasi multi-label, dan 𝑦𝑗
(𝑖)
 
adalah output klasifikasi multi-label. 
 
3. Pengujian 
 
3.1 Perancangan Sistem  
Classification model yang dibangun pada Tugas Akhir ini bertujuan untuk mengklasifikasi ayat Al-Qur’an secara 
multi-label kedalam topik ayat telah ditetapkan.  Gambaran umum sistem dapat dilihat pada Gambar (3.1). 
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Gambar 3.1 Gambaran Umum Sistem 
Sebelum dataset digunakan pada tahap klasifikasi, perlu dilakukan preprocessing terhadap data. Tahap 
preprocessing merupakan kombinasi dari case folding, tokenization, stopword removal, dan stemming. Tahap ini 
dilakukan dengan tujuan menghilangkan noisy pada data.   
Feature extraction dengan bag of words dilakukan setelah tahap preprocessing. Tahap ini menghitung frekuensi 
kemunculan masing-masing term untuk digunakan pada perhitungan conditional probability. Selanjutnya dilakukan 
feature selection dengan mutual information guna menemukan nilai ketergantungan antar variabel. Tingkat 
kebergantungan semakin tinggi jika sepasang variabel sering bertemu pada suatu dokumen secara bersamaan. Variabel 
yang saling bergantung penting untuk digunakan dalam pembangunan struktur TAN. Data yang telah di ektraksi dan di 
seleksi dibagi menjadi dua segmen yaitu data training dan testing. Pembagian data kedalam dua segmen menggunakan 
k-fold cross validation.  
Tree Augmented Naïve Bayes dibangun untuk mengklasifikasi dataset Al-Qur’an yang telah melalui beberapa 
tahap. Klasifikasi TAN dilakukan dengan melakukan perhitungan posterior, conditional probability variabel parent 
terhadap kelas, dan conditional probability variabel child terhadap parent dan kelas. Dari model yang telah dibangun, 
ditentukan kelas untuk N data testing dengan menggunakan MAP. Setelah semua data memiliki kelasnya masing-masing 
selanjutnya dilakukan perhitungan performa menggunakan Hamming Loss.   
 
3.3 Hasil Pengujian dan Analisis Sistem 
 
1. Skenario 1 Penentuan variabel dependent pada pembangunan struktur TAN berdasarkan threshold MI 
 
Pada skenario ini dilakukan pengujian untuk menentukan apakah nilai threshold yang digunakan pada 
pemilihan MI dapat mempengaruhi performa sistem. Ada tiga skema yang dilakukan pada skenario ini, skema 1 
merupakan pembangunan struktur TAN dengan nilai threshold 3, skema 2 menggunakan nilai threshold 3.5, dan 
skema 3 menggunakan nilai threshold 4.  
Nilai threshold berpengaruh pada pemilihan variabel yang digunakan untuk pembangun struktur TAN. 
Semakin rendah nilai threshold maka variabel yang digunakan semakin banyak, begitu pula sebaliknya semakin 
tinggi nilai threshold jumlah variabel yang digunakan semakin sedikit. Pemilihan nilai threshold dilakukan secara 
konstan dengan selisih sekitar 0.5 dari nilai maksimum MI.  
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Gambar 3.2 Performa Perbandingan Penggunaan Threshold MI 
Berdasarkan hasil pengujian Gambar 3.2 dihasilkan nilai hamming loss terendah dengan nilai 0.1159 yang 
menggunakan threshold MI 3 dan jumlah variabel terpilih adalah 300. Sedangkan penggunaan threshold dengan 
nilai 4 yang menggunakan variabel sebanyak 78 pasang menghasilkan nilai hamming loss tertinggi yaitu sebesar 
0.1175. Semakin tinggi nilai threshold, maka nilai hamming loss cenderung meningkat. Pemilihan nilai threshold 
yang terlalu besar menyebabkan semakin sedikitnya variabel yang terpilih. Pemilihan variabel yang sedikit 
menyebabkan pembangunan struktur TAN hanya menggunakan sedikit fitur yang saling bergantung, hal ini dapat 
menyebabkan pembangunan struktur TAN yang kurang maksimal dandapat mempengaruhi performa sistem. 
 
2. Skenario 2 Pertukaran variabel parent dengan child pada struktur TAN 
 
Pada pengujian ini digunakan struktur TAN dengan performa terbaik hasil skenario 1 skema 1. Dilakukan 
pengujian terhadap pertukaran variabel parent dengan variabel child untuk mengetahui struktur yang lebih baik. 
Dilakukan pembalikan edge antar variabel sehingga semua variabel yang terpilih sebagai child dijadikan parent 
untuk setiap pasangannya. Gambar 4.2 merupakan perbandingan performa antara dua struktur, struktur 1 merupakan 
hasil dari skenario 1 dengan skema 1, sedangkan struktur 2 merupakan hasil dari skenario 1 dengan variabel yang 
telah dibalik edge antar variabelnya. 
 
 
Gambar 3.3 Perbandingan Perubahan Struktur TAN 1 dengan TAN 2 
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Berdasarkan hasil pada Gambar 3.3 diketahui bahwa struktur TAN yang tidak ditukar edge-nya mampu 
memberikan performa dengan nilai 0.1159, sedangkan ketika dibalik edge–nya memberikan performa sebesar 
0.1121. Hal ini dikarenakan terjadinya perubahan pada nilai hasil perhitungan likelihood. Terjadinya perbedaan nilai 
perhitungan likelihood dapat menyebabkan perbedaan penentuan kelas oleh classifier. 
 
3. Skenario 3 Penentuan struktur TAN terbaik dengan menggunakan mutual information dan tanpa 
menggunakan mutual information 
 
Pada skenario ini dilakukan perbandingan antara beberapa struktur TAN yang dibangun dengan menggunakan 
MI dan struktur TAN yang dibangun tidak menggunakan MI. Dari pembangunan struktur TAN yang telah 
dilakukan dengan tanpa MI diperoleh hasil performa 5 struktur seperti pada Gambar 3.4. Hasil performa tertinggi 
sebesar 0.1159 diperoleh ketika menggunakan threshold 3 sedangkan hasil terendah adalah 0.1208 dengan struktur 
yang dibangun tanpa MI.  
  
 
Gambar 3.4 Perbandingan Struktur dengan dan Tanpa Mutual Information 
Berdasarkan hasil pengujian terlihat bahwa pengaruh penggunaan MI cukup signifikan. Struktur TAN yang 
dibangun dengan MI memiliki performa lebih baik dibandingan struktur TAN yang tidak menggunakan MI. Hal 
ini dikarenakan pembangunan struktur TAN menjadi kurang maksimal jika pemilihan variabel dilakukan dengan 
trial and error yaitu tanpa menggunakan MI. Sedangkan jika menggunakan MI  kebergantungan langsung antar 
variabel dapat diukur dan digunakan untuk membangun struktur TAN, sehingga struktur TAN yang dihasilkan 
lebih merepresentasikan relasi antar variabel dan meningkatkan performa klasifikasi menjadi lebih baik.  
 
4. Kesimpulan 
Berdasarkan pengujian dan analisis yang telah dilakukan dapat disimpulkan bahwa penggunaan nilai threshold MI 
mempengaruhi penggunaan jumlah variabel yang digunakan untuk membangun struktur TAN. Semakin rendah nilai 
threshold maka jumlah variabel dependent yang digunakan semakin banyak. Semakin rendah nilai threshold MI dapat 
menurunkan nilai loss. Penggunaan MI juga terbukti dapat mempengaruhi performa dari classification model yang 
dibangun, hal ini disebabkan karena pemilihan kedekatan antar variabel dihitung dengan pasti, sedangkan pemilihan 
variabel tanpa MI melakukan pemilihan variabel dengan cara trial and error. Performa terbaik yang diperoleh MI pada 
penelitian ini adalah 0.1121 sedangkan performa tanpa MI adalah 0.1208. 
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