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I. Introduction 
For the algebraic structure (R, ~ ,  ®), sometimes called max-algebra, where, for x, y, ~ R: 
x ~ y=max(x ,y ) ,  x ® y=x+y,  (1.1) 
we may pose analogues of the problems of classical inear algebra for a given matrix A: 
The eigenoector-eigenvalue problem: 
solve A ® ~--X ® ~ (1.2) 
The linear equations problem: 
solve A ® ~ = 7/. (1.3) 
For a discussion of such structures and formulations, and their application to machine-schedul- 
ing, shortest-path, Boolean and other problems, see [1,2] and references cited therein. 
In particular, (1.3) leads to a discussion of the dual algebra (R, ~' ,  ®'), sometimes called 
rain-algebra where for x, y, ~ R: 
x~'y=min(x ,y ) ,  x®'y=x+y.  (1.4) 
If A* denotes the negative transposed of A and primes denote the use of rain-algebra, then 
(1.3) if soluble always possesses a principal solution 
®',1 (1.5) 
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and the triple product 
A ® (A* ®'~) 
is in any case a Chebychev-best under-approximation of v/from the column-space of A. 
(1.6) 
2. The continuous analogue 
The results discussed in Section 1 all have continuous analogues, in which the matrix A is 
replaced by a function 
A(x, y) :R" x R" ---, R, 
whilst the vectors ~, r/are replaced by functions 
f (x ) ,g (x ) :R" - - ,R .  
(2.1) 
(2.2) 
The relationship between (1.3) and (1.5) then becomes a generalisation of Fenchel's theory of 
conjugate functions, whilst (1.6) becomes a generalised convexification of a given function. 
Related ideas have been developed by e.g. Br~ndsted [3] and Moreau [4]. 
In the present paper, we shall study the continuous analogue of (1.2). Now (1.2) itself asks, 
given an (n × n) matrix A = [aid ] (aij ~ R, i, j = 1 .. . .  ,n), tO find ~ = [~j] ~ R" and h ~ R such 
that 
max (a,j + ~j) = X + ~i, i = 1 ... .  ,n. (2.3) 
j~l , . . . , t /  
The continuous analogue of this is: given A(x, y) of (2.1), find an eigenfunction 
f : R" ---, R (2.4) 
and eigenvalue X ~ R such that 
max(A(x ,y )+f (y ) )=)~+f(x )  Vx~R"  (2.5) 
y~R" 
Just as (1.2) is related to the classical shortest-path problem [1], we shall show that this 
continuous analogue is related to the following optimal orbit problem: 
Points in R" represent the states of some system and a function 
A(x ,y ) :R 'xa ' - - - ,a  (2.6) 
is given, representing the profit (if negative, the loss) associated with a transition from state x to 
state y. If the profit of a sequence of transitions is the sum of their individual profits, find a 
strategy for moving from given state 71 to given state ~ in a (possibly infinite) sequence of 
transitions, at maximum total profit. 
3. Assumptions, norms and notations 
All derivatives used will be Fr6chet derivatives. We assume that: 
(1) A has derivatives of all necessary orders. 
(2) For each x ~ R' ,  the maximisation with respect o y in (2.5) is achieved at a unique point 
(depending on x), say at 0(x). 
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(3) 0 has derivatives of all necessary orders. 
(4) 0 is bounded. 
Hence there is a compact set cgc R" (which may be taken arbitrarily large) whose interior 
contains the range of 0. 
In the ensuing arguments, we shall employ a number of norms. 
For y ~ R ' ,  II YJl denotes the Euclidean norm and then for functions such as 0 : R" ~ R ' ,  II0[I 
denotes Sup:~ II0(z)ll. For a constant matrix A, IIA[J denotes suPilxll= 1 I[Axfl; then for a matrix 
M = M(zl ..... zr) whose components are functions of z~ . . . . .  Zr ~ R" we define 
[IMlf= sup HM(zl . . . . .  z,)lf. 
In particular, since we shall not distinguish between the F r~het  derivative B of a function 
13 : R m _, R" and the matrix by which B is presented, we have thereby assigned a norm to such 
derivatives. When ,O maps to R, B is of course the row-vector (~,8). 
For a function of 2n variables we shall use V~ and V2 to denote the taking of gradients with 
respect o the first and the second argument positions, respectively. To avoid ambiguity we write 
e.g. 
(v f ) (O(x) )  or (v~A)(y,O(x))  
to mean: first the gradients are formed; then the arguments are set. The 0, x and y take no part in 
the differentiation. 
For clarity we shall occasionally use a dot to indicate that a matrix multiplication is 
intended, unless this is obvious. All zeros (matrix, vector or scalar) will be indifferently denoted 
0. 
4. Formal solution 
Now (2.5) and Assumption (2) imply on the one hand" that 
A(x,O(x))+/(e(x))=x+f(x) (4.1) 
On the other hand y = 8(x) is a maximising, therefore stationary, point of A(x, y )+f (y )  qua 
function of y, so 
(V2,4)(,~,e(,~))+(vf)(O(x))=O VxC~.  (4.2) 
Taking the gradient of (4.1) qua function of x: 
(V lA) (x ,O(x) )+[ (V2A) (x ,O(x) ) ]@(x)+[ (v f ) (O(x) ) ]@(x)=(v f ) (x ) ,  (4.3) 
where ~9(x) is the Fr6chet derivative of 0 at x. But right-multiplying (4.2) by O(x) simplifies (4.3) 
to 
(v lA) (x ,O(x) )=(~Tf ) (x )  V x~Cg. (4.4) 
In particular, taking O(x) ~ f f in the role of x, (4.4) implies 
(v lA)(O(x),  02(x))  = (v f ) (O(x) )  V xE  r¢, (4.5) 
where 02(x) = O(O(x)). 
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Comparing (4.2) and (4.5) yields as a necessary condition on 0: 
(V lA)(O(x) ,OZ(x))+fV2A)(x,O(x))=O Vx~.  (4.6) 
Expression (4.6) is an implicit relationship which is (in principle) soluble for 0, given A, and then 
we may integrate (4.4) to obtain an eigenfunction f(x).  (Notice that (2.5) only requires f to be 
known to within an additive constant of integration.) Then for any arbitrary x ~ ~, (4.1) gives 
X= A(x, O(x)) + f (O(x ) ) - f (x ) .  (4.7) 
Theorem 4.1. If 0 has a fixed point 4 ~ ~, then 
X =A(4,  4 )= max A(z, z). 
zE~ 
Proof. From (2.5), 
h+f(z )>~A(z ,z )+f (z )  Vz~Cg.  
Hence X >~ A(z, z), but from (4.7) X = A(4, 4). [] 
5. Solubility of (4.6) 
We now produce a sufficient condition for the existence of solutions 0 to (4.6), having a fixed 
point. First, some notation. 
Let 
r. n21 
r=r (u ,v , ' )=  r2, r2 l 
be a (2n x 2n) functional matrix partitioned into four (n x n) -matrices. The (ij)th element of r is 
(O, OjA)(u,v) fo r i - -1  ... .  ,n ; j= l , . . . ,2n ,  
(O, OjA)( ' ,u)  fo r i=n+l  . . . . .  2n ; j= l  . . . . .  2n, 
where a i denotes the partial derivative of a function with respect o its ith argument position. 
Theorem 5.1. If(Ell + 1"22 ) is nonsingular for all u, v, " ~ ~, and also for some constant o(O < O < ½) 
there holds 
max(ll(/'n +/"22)-1/'a211, II(rn + ru2)-'~all)< o, (5.1) 
then unique 0: ~--, ¢g exists, satisfying (4.6) and such that its derivative satisfies IIOII < 1. 
Proof. Let O: ~x  c~.._, ~be the function implicitly defined by saying that 
u=ck(v, ") * ( V,A)(u, v) +( v2A) ( ' ,  u)=O. (5.2) 
The nonsingularity of (F n + F22 ) guarantees by the implicit function theorem that ~ is well-de- 
fined, and its derivative • exists and is given by 
O(v, " )= - ( r  n + F22)-'[F~2, r2~] w i thu=, (v ,  , , ) inF .  (5.3) 
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Now choose o such that 20 < o < 1. Take any function 00 : ~ ~whose derivative 0o satisfies 
110011 < o. Construct a sequence of functions Or:C~ ---' Cg(r = 0, 1 . . . .  ) by defining 
O,+](x) =q~(07(x), x), (5.4) 
where O2(x) denotes O,(O,(x)) and q, is defined by (5.2). 
Assume that 110,II < o for particular  >/0. (5.5) 
From (5.4): 
O,+ 1 (X)= (~)( 02(X)' X)[ ~)r( Or(X)I)Or(X) ]" (5.6) 
SO by (5.3), (5.6): 
11Or+all ~ II(FH +/22)-]/']211118,112 + I1(/'11 +/'22)-]/"2111 
< 0(o 2+ 1) (by (5.1), (5.5)) 
< p(o  + 1) (because 0 < o < 1) 
(by choice of o). <0 
Hence by induction: 
I le, II < o,  (5.7) 
where 0 < o < 1, for r = 0, 1 . . . . .  Now consider another sequence of functions ~, : c~ cg (with 
derivatives ~/',) constructed in the same way as the functions 0, but with a different starting 
function ~k 0 satisfying IlxO011 < o. Then by the Mean Value Theorem and (5.3), (5.4): 
JlOr+,-  r+lil = Sup  )Ji 
x~Cg' 
= Sup [ in .  (02(x ) -¢ f (x ) )  [[, (5.8) 
x~q¢ 
where H = - (F ] ]  + Fz2)-lF12 with suitable arguments depending on x, g ,  ~,. Also by the Mean 
Value Theorem: 
= + 
= llO,(~l)( O,( x ) -q,,( x )) + O,( 6,( x)) -C/,( d/r( x) )ll (5.9) 
for suitable 7 i depending on x, 0, and ~,. 
Hence from (5.1), (5.7), (5.8), (5.9): 
l ie,+, - q',+ ]11 < p(o  + 1)1t0, - ~,11 
But 
p(o + 1) < o (by choice of o) < 1. (5.10) 
Hence the transformation 0,~ 0,+] defined by (5.4) is a contraction mapping and therefore 
there exists a function 0 invariant under this transformation, i.e. satisfying 
and so, by (5.2), satisfying (4.6). Moreover, the sequence of functions 0,, converging pointwise to 
0, satisfy [IO, J[ < o, so 0 satisfies IJOII < 1. Conversely, if qJ were any solution to (4.6) satisfying 
IIg'll < 1, then taking o > II~/'ll and ~k0 = 1/, in the above argument, we easily see that ~k = 0. [] 
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Corollary 5.2. Since Ilell < 1, 0 is a contraction mapping and therefore has a unique fixed point. 
6. Existence of eigenfunction 
Suppose now that we have found a solution 0(x) of (4.6), with derivative O. The following 
theorem gives sufficient conditions for obtaining an eigenfunction through the integration of 
(4.4). 
Theorem 6.1. f f  F22(x, y) + FtI(y, O(y)) + F120,, O(y)) . O(y) is a symmetric negative-definite matrix 
for all x, y ~ R", then X and f exist satisfying (2.5). 
Proof. The usual condition that V1A(x, 0(x)), qua function of x, be the gradient of some scalar 
function f of x requires that Oi((OkA)(x, O(x)) be symmetric in i and k (i, k = 1 . . . . .  n) for all x, 
which is easily found to be equivalent to the symmetry, for all x, of the matrix 
r,,(x, + r 2(x, 
But this is guaranteed by the theorem hypothesis, ince F22 is symmetric. 
Hence f:  R" ~ R exists such that 
(v lA ) (x ,O(x) )=(v f ) (x )  Vx~,  (6.1) 
SO 
(v ,A) (S (x ) ,$2(x ) )=(v f ) (O(x) )  V x~ ~, (6.2) 
whence by (4.6) 
( ~2A)(x, 0 (x ) )+(v f ) (0 (x ) )  = 0, (6.3) 
i.e. 
v2(A(x ,y )+f (y ) )=O aty = 0(x).  (6.4) 
Moreover, the second derivative of A(x, y) +f (y )  with respect o y is easily found, using (6.1), to 
be exactly the matrix given as negative-definite n the theorem hypothesis. Thus A(x, y) +f (y )  is 
concave in y, so (6.4) shows that 
A(x ,O(x) )+f (O(x) )=max(A(x ,y )+f (y ) )  Vx~.  (6.5) 
.t,~ elf 
On the other hand, if we take the gradient of 
A(x, e(x)) + f(O(x)) - f (x )  
(use (4.3)) and make use of (6.1), (6.3) we find this gradient is identically zero. Thus 
A(x ,O(x) )+f (O(x) ) - f (x )=const=X(say)  Vx~r¢ ,  (6.6) 
is arbitrarily large. So, from (6.5), (6.6), X and f exist such that (2.5) holds. [] 
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7. The concave-quadratic case 
Suppose now that 
A(x ,y )= '  ' i , , ~x Fx + x'Gy + ~yHy + c'x + d y, (7.1) 
where F, G, H are symmetric matrices, and dashes denote transposition. Relation (4.6) becomes 
now 
GOZ(x)+(F+ H)O(x)+Gx+c+d=O Vx~C~,  (7.2) 
and F is the constant matrix: 
We assume that A is a strictly concave function of its arguments, i.e. that F is negative-definite. 
Let us temporarily further assume that (F  + H)  and G are diagonal matrices: 
(F+H)=diag(a , ) ,  i= l  . . . . .  n, 
(7.4) 
G = diag(/3~), i = 1 . . . . .  n, 
where from the negative-definiteness of 
negative-definite, so
a, < 0, i = 1 . . . . .  n. 
F it follows that F, H and therefore (F+ H)  are 
(7.5) 
Also, if z ~ R 2" has its ith component equal to 1, its (n + i)th component equal to _-4-1 and 
other components zero, 
z'Fz=ai+_2fli, i=  1 , . . . ,n  
Hence by the negative-definiteness of F
a, < - 21/3,1. (7.6) 
Consider the following equation for the scalar Yi: 
/3iyi2 + a,Y~ + /3~ =0. (7.7) 
If fl, = 0, there is a unique root equal to zero. Otherwise there are two roots whose product is 
unity. Relation (7.6) ensures that they are real and unequal. Hence, in all cases (7.7) has a unique 
real root p~ (say) with 
IpA < 1. (7.8) 
Define the matrix P: 
P = diag(p,.). (7.9) 
Then (7.8) implies 
IIPII < 1. (7.10) 
Further define q ~ R" to have components 
- (¢, + d , )  
= , i=  1 . . . .  ,n ,  (7 .11)  qi (1 + P,)B, + ai 
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where c,, d~ are the components of c, d in (7.2). (The denominator of (7.11) cannot be zero by 
virtue of (7.6).) 
From (7.7), (7.11) we confirm that 
fl,(p~x, + P,qi + q,) + a,(p,xi + q,) + fl, x, + c, + d, (7.12) 
is identically zero in the arbitrary indeterminate xi ~ R. 
But this says that the transformation 0 defined on x = [x,] ~ R' ,  
#(x)=Px+q (7.13) 
by x~ ~ pix~ + q~, satisfies (7.2). And (7.10) implies 
IIOII < a for some o < 1. (7.14) 
Hence, 0 has a fixed point which is evidently 
~=( i  p ) - I  - q. (7.15) 
Also 
and 
F+ H + GP=diag(a~ + flip~), i= l , . . . ,n  (7.16) 
~xi + f l iP i  < O, i = 1 . . . . .  n (7.17) 
by (7.6), (7.8). Hence F+ H + GP is (symmetric and) negative-definite, so we may apply 
Theorem 6.1 to infer the existence of a solution to the eigenfunction-eigenvalue problem. 
We may now drop assumption (7.4) that (F+ H) and G are diagonal since by the negative-def- 
initeness of (F  + H) there exists a nonsingular (n × n) matrix T which simultaneously diagona- 
lises both (F+ H) and G. If the eigenfunction of A(Tx, Ty) derived as above is g, then since Tx, 
Ty are as general as x and y in (2.1), it is clear that g o T-1 is an eigenfunction for A. We have 
evidently established the following. 
Theorem 7.1. I f  A(x, y) is a strictly concave quadratic function, then the eigenfunction-eigenvalue 
problem is soluble. 
We remark that the assumption of strict concavity for A may be weakened. Provided that 
(F+ H) and G are simultaneously diagonalisable and (F+ H)+ GP is negative-definite, it is 
clear that the given construction will work. 
8. Explicit solutions for the concave-quadratic case 
With the notation of Section 7 let (7.1) again be a general strictly concave quadratic function. 
If g is the eigenfunction of A(Tx, Ty), then using (6.1) we have 
(vg(x ) )  = x' ( rTr  + r'crP) +(q'r'GT + e'r) (8.1) 
which integrates to 
g (x )= ~x' ( r ' r r  + r 'o rP )x  +( r 'Orq  + r 'c) 'x  (8.2) 
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producing for A(x, y) the eigenfunction 
f (x )  = g( r - ' x )= ½x'( F + GTPT-')x +( Grq + c)'x. 
If A(Tx, Ty) + g(y) is maximised with respect o y when y = Px + q, 
maximised with respect o y when 
y = TPT-~x + Tq. 
Hence, 
where 
O(x) = Qx + r, 
Q= TPT -1 and r= Tq. 
So (8.3) may be written as 
f (x )  ~x(F+GQ)x+(Gr+c) 'x .  
The fixed point of 0 is 
(I- Q)-'  
Substituting for O(x) from (8.5) in (7.2) we find that Q and r satisfy 
GQ = +(F+ H)Q + G= O, 
[G(I+ Q)+(F+ H)] r= - (c+ d). 
Hence, replacing r by ( I -  Q)~ in (8.10): 
(c+ d)= - [G-GQ 2 + F+ H- (F+ H)Q]~= - [V+ H+ 2G]~ 
Hence, the eigenvalue is
), =A(~, ~) = ½~'(F+ 2G+ H)~+(c+ d)'~= ½(c + d)'~. 
t8.3) 
then A(x, y) +f (y )  is 
(8.4) 
(8.5) 
(8.6) 
(8.7) 
(8.8) 
(8.9) 
(8.10) 
(using (8.9)). 
(8.11) 
(8.12) 
9. A numerical example 
Suppose for A of (7.1) that 
-6  4 -2  
4 -4  1 F= -2  1 -3  
1 -1  2 
Thus 
1] I] [] 
-1  -1  . d= 2 
2;  c= 0 '  -1"  
-2  
(9.1) 
(F+ H)=[  -96 -6  6]., G=[ -21  -1  1]. (9.2) 
By routine methods we confirm that F is negative-definite and that a common diagonalising 
92 R.A. Cuninghame-Green, R.E. Burkard / Optimal orbits 
matrix for (F+ H) and G is 
In fact 
-3  0]. 
T ' (F+H)T= 0 -6  ' 
From (7.7), (7.9): 
p= [½(-3 + ¢5-) 0 ]. 
0 -3  + 2~/2 
(9.3) 
-1  _~]. (9.4) T'GT= [ 0 
(9.5) 
Recalling that we are working with the transformed c and d of A(Tx, Ty), (7.11) gives 
[ 0 ] (9.6) 
q-- ] ( _2  + v/~) 
and the gradient of the eigenfunction for A(Tx, Ty) from (6.1) is 
[½( -1 -  ¢3-)x a - 1, ( -1 -  2v~)x 2 + ¼(2- v~)], (9.7) 
which integrates to g(x) (say) where 
g(x , ,x2)= -¼(1 + V~-)x~-½(1 +2v~)x~-x,  + ¼(2-v~-)x 2. (9.8) 
Then the eigenfunction ofA is 
f (x )= g( r - ' x )= g(xl, x 2 -  xl) 
= -¼(3 + 4V~ + V~-)x 2+(1 + 2v/]-)xlx2 
-½(1 + 2v/2")x2 - ¼(6 - Vc2-)xl + ¼(2 - v~-)x 2. (9.9) 
We find further that 
[ ½(-3 + ¢3-) 
Q = [ ½(3 + f5 -  4v~') 
r~-q, ,[o] 
x=~. 
o] 
-3+2~/2 ' 
(9.10) 
(9.11) 
(9.12) 
10. The separable case 
Returning to the general case of a function satisfying the conditions of Section 3, we shall say 
that A is separable if it is of the form 
A(x,y) = R(x) + S(y). (10.1) 
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Relation (4.6) becomes now 
(vR)(0(x)) +(vS)(O(x))= O. (102) 
So O(x) is a solution of 
(V- ' -)(t)  = 0, (10.3) 
where 
---(t) = R(t) + S(t). (10.4) 
If --- is strictly concave, then (10.3) has one solution at most, so O(x) is constant and equal to this 
solution, which then is clearly the fixed point ~. Relation (6.1) is 
( v f ) (x)  = ( VR)(x), (10.5) 
whence, taking a zero constant of integration, 
f=  R, (10.6) 
then 
A(x, y) + f( y) = R(x) + X(y), (10.7) 
which for all x is maximised with respect o y by y = ~ because .~ is concave. Hence, using (10.6), 
(10.7): 
max (A (x, y)  +f (y ) )  -- R(x) + X(~) =f (x )  + --(~). 
y 
So in this case ~ = ---(~), i.e. 
x = + (10.8)  
I I. The orbit problem 
Let A again be any function satisfying the assumptions listed in Section 3. 
Consider now the problem mentioned in Section 2, of constructing a sequence of transitions, 
starting at an arbitrary point x ~ ~g, so as to arrive at the self-corresponding point ~. A transition 
from y~ cg to z E ~' gives profit A (y ,  z) and the profit of the sequence is the sum (if 
well-defined) of the profits of the transitions. Find a strategy to reach ~ from each x ~ cg at 
maximal profit. 
One representation of such a problem would be as follows. Let A be the class of all functions 
~k : R" ---, R" such that 
~k(~, ) _ cg, (11.1) 
and for all x ~ (gthe sequence x, I/,(x), ~/,(~b(x)) . . . .  converges to ~. (11.2) 
We shall call the elements of / I  strategies, and the sequence of transitions a path from x to ~. 
If conditions (5.1) hold, then by Theorem 5.1 and the fixed-point heorem 
0 ~ a .  ' (11.3)  
Define q,'(x) by 
1/,'(x)---- I/,(Ik(r-')(x)), r = 2, 3 . . . . .  (11.4) 
94 
Note that (2.5) implies 
A(x ,y )+ f (  y)<~ X + f (x )  
Thus 
whence 
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V x, y~ c~. 
A(x, ~(x)) + f (~(x) )  <~ h + f (x ) ,  
A(,,(x), ,2(x))+ 
A(~br - l (x ) ,  ~r (x ) )  + f (~br(x))  <~ ~ + f(~br-- l(X)),  
(11.5) 
(11.6) 
k A(•k-t(x), ~bk(x)) ~< rX + f(x)  --f(~b'(x)), (11.7) 
k=l  
where ~°(x) means x and ~bl(x) means Ik(x). However, when ff is 0, inequalities (11.6) and thus 
(11.7) hold with equality. Hence for all ~ ~ A 
oo  
lim sup ~ A(~k-t(x),~k(x))<~ Z A(Ok-l(x),Ok(x)) 
r--*~ k=l  k=l 
l f~ oO, i fN<0,  
= x) - f (~) ,  ifh = 0, (11.8) 
~+oo, i fh>0.  
We have thus proved the following result. 
Theorem 11.1. If, and only if, h = O, there exists a strategy such that the total profit of the path from 
any x to ~ is finite and well-defined and not less than the total profit for any other strategy for which 
the total profit is well-defined. 
We may remark that if we choose the constant of integration such that f(~) = O, then (11.8) 
shows that the eigenfunction f(x) gives the optimal profit of a path from each x to ~. 
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