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Abstract Visual tracking can be particularly interpreted as
a process of searching for targets and optimizing the search-
ing. In this paper, we present a novel tracker framework for
tracking shaking targets. We formulate the underlying geo-
metrical relevance between a search scope and a target dis-
placement. A uniform sampling among the search scopes is
implemented by sliding windows. To alleviate any possible
redundant matching, we propose a double-template struc-
ture comprising of initial and previous tracking results. The
element-wise similarities between a template and its candi-
dates are calculated by jointly using kernel functions which
provide a better outlier rejection property. The STC algorith-
m is used to improve the tracking results by maximizing a
confidence map incorporating temporal and spatial context
cues about the tracked targets. For better adaptation to ap-
pearance variations, we employ a linear interpolation to up-
date the context prior probability of the STC method. Both
qualitative and quantitative evaluations are performed on al-
l sequences that contain shaking motions and are selected
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from the OTB-50 challenging benchmark. The proposed ap-
proach is compared with and outperforms 12 state-of-the-art
tracking methods on the selected sequences while running
on MATLAB without code optimization. We have also per-
formed further experiments on the whole OTB-50 and VOT
2015 datasets. Although the most of sequences in these two
datasets do not contain motion blur that this paper is focus-
ing on, the results of our method are still favorable compared
with all of the state-of-the-art approaches.
Keywords shaking targets · uniform sampling · kernel ·
temporal and spatial context
1 Introduction
Visual object tracking tries to locate a target in an image se-
quence. It has been a long standing research topic due to the
proliferation of applications such as security warning, med-
ical image analysis, sport analysis and so on [43]. However,
visual tracking is challenging because of deformation, fast
motion, motion blur and background clutters. Although a
significant progress has been made to overcome these chal-
lenges, most state-of-the-art trackers fail in the presence of
shaking motion.
The existing visual tracking approaches can be catego-
rized into generative [23,24,32,5,18,34,1] and discrimina-
tive [48,16,46,13,2,20,49] methods. The generative track-
ing methods search for image regions that are most similar
to a given template, while discriminative methods aim at d-
ifferentiating a target from its background.
Generative tracking methods utilize varieties of Distance
Measures to select the most similar patch. Euclidean Dis-
tance [9], the most easily calculated distance, is sensitive to
image deformation due to the neglect of image extensibility.
Mahalanobis Distance [28] computes the similarity between
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two unknown samples by introducing every association a-
mong the features. However, Mahalanobis Distance calcu-
lation is not reliable because the inverse covariance matrix
may not exist. Bhattacharyya Distance [4] calculates the d-
ifference between the histograms of two images. The accu-
racy of this distance depends on the number of bins (or par-
titions) in the histograms. When the number of partitions is
small, the distance precision decreases due to overestima-
tion of overlap regions. On the other hand, when the number
of partitions is big, precision increases due to the neglec-
t of real overlap regions. Hamming Distance [14] between
two binary strings of equal length measures the minimum
number of substitutions required to change one string into
the other. Because Hamming Distance is simple and fast, it
is used as the distance measure in our approach for imple-
menting a coarse matching. More details will be introduced
in Section 3.1.3 and Section 4.3.3.
There are many ways to perform a tracking task. Zhang
et al. [47] proposed a simple yet fast algorithm called spatio-
temporal context tracker (STC), which exploited the dense
spatio-temporal context in a Bayesian framework. It uses
low-level features from a target and its surrounding regions
to model a statistical correlation. Circulant structure track-
er (CSK) [17] is a tracking-by-detection approach. It uti-
lizes a dense sampling strategy to achieve a high speed. The
adaptive color tracker (ACT) [12] extends the CSK track-
er by changing the single-channel gray feature used in C-
SK to multi-channel color features [38]. This tracker pro-
vides a good balance between the photometric invariance
and the discriminative power during an object recognition
procedure.
Some trackers are based on the Kalman filter framework.
Erik et al. [7] reported that Kalman filter can be used to toler-
ate small occlusions by prediction and correction work phas-
es. Since the complex dynamic trajectories(changes of ac-
celeration) cannot be built as lineal models, they applied the
extended Kalman filter (EKF) [31] to model this question as
nonlinear equations. Julier et al. first proposed the Unscent-
ed Kalman filter [19,37] to address nonlinear state estima-
tion in the context of control theory. The experiments show
that UKF is superior to EKF in terms of theory and practical
applications. Hence, Peihua et al. [26] implemented the UK-
F in the visual contour tracking framework. However, UKF
algorithm can not be applied to multimodal distribution due
to its unimodal distribution.
Many other visual tracking methods, such as L1 track-
er (L1) [29], L1 tracker using accelerated proximal gradient
(L1-APG) [3], compressive tracker (CT) [48] and a track-
er using online informative feature selection (OIFS) [35],
cast tracking as a sparse approximation problem. In the L1
tracker, target candidates are sparsely represented in the s-
pace spanned by target templates and trivial templates. The
key of obtaining the sparsity is regarded as solving an L1-
regularized least square problem under a particle filter frame-
work. However, the highly computational complexity of this
tracker limits its applications in real-time scenarios. L1-APG
further extends the L1 tracker by developing a new and L1-
norm related minimization which introduces an L2 norm
regularization on the coefficients connected to trivial tem-
plates. The CT tracker also utilizes a very sparse matrix
to efficiently extract the features for an appearance model.
They formulate the tracking task as a binary classification
by a Naive-Bayesian classifier with online update under a
compressed domain. The OIFS tracker exploits random pro-
jections to train a classifier. They novelly introduce spatial
layout information into projected features and thereby the
projections contain the structure information of a target.
Another class of tracking approaches are based on tem-
plate matching. The similarities between templates and can-
didates of a target are used to determine the confidence val-
ues of candidates matching the target. The conventional tem-
plate techniques can be divided into one-template and multi-
template approaches [27]. Recently, several studies [27,30,
21,50,46,6] have reported that multi-template approaches
often achieve greater precision but have more complex com-
putation than single-template approaches.
All of the above mentioned trackers may fail in the p-
resence of shaking motion due to the following two main is-
sues. Firstly, sometimes the whole tracked target may not be
found in any of the candidate patches because it has moved
out from the candidate searching scope due to fast and big
shaking motion. Secondly, shaking movement may result in
blurred images. Trackers can be easily confused by blurred
boundaries between a foreground and its background.
To handle the above issues, we propose a robust track-
ing algorithm which implements a novel sampling strategy, a
novel matching, a novel template method and a detector ex-
ploiting spatio-temporal contextual cues. The experimental
results show that our tracker outperforms other state-of-the-
art trackers.
The proposed tracker can be divided into two dominat-
ing parts. The first part is a generative tracker where a rough-
ly yet fast search method is conducted via an improved s-
liding window. The second part is to further meliorate the
localization by an improved STC tracker. Five main contri-
butions of this paper are listed as follows.
• A novel tracking method for shaking motions (SMT) is
proposed.
• A uniform sampling is formulated based on a sliding
window that is adjustable by the previous moving dis-
placements. This sampling method ensures that the match-
ing processing goes through a full search scope of inter-
est.
• The targets found in the initial (i.e., the first) and the pre-
vious frames are merged to form a novel double-template
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structure. This template preserves the historic and latest
features regarding the targets.
• A Gaussian kernel and a Uniform kernel are employed
to reduce the computations to linear order. This leads to
a very efficient and robust tracking algorithm.
• The conventional STC discovers both temporal and spa-
tial relevance so that it is insensitive to appearance varia-
tions. Therefore, in order to better reflect the appearance
changes, STC is exploited and its algorithm of context
prior probability is upgraded in this paper for improving
tracking precision.
The paper is organized as follows. Section 2 introduces
some preliminary methods related to our work for imme-
diate reference. In Section 3, we provide detailed informa-
tion on the proposed approach. Section 4 presents qualita-
tive and quantitative comparisons with twelve state-of-the-
art approaches. At last, some concluding remarks are demon-
strated in Section 5.
2 Review of STC tracker
STC has been shown to have a simple yet effective perfor-
mance, so we integrate the STC tracker [47] into our ap-
proach.
We provide a brief overview of STC as follows.
The STC tracker formulates the tracking problem at frame






Xct = {c(z) = (It(z),z)|z ∈Ωc(x∗t )}, (2)
where o denotes the object, Xct represents the feature set
at frame t, It(z) represents the image intensity treated with
the Zero Mean Normalization (transforming the average val-
ue of function to nought) at location z at frame t, and Ωc(x∗t )
indicates the neighborhood of location x∗t at frame t.
In Eq.1,
Pt(x|c(z),o) = hsct (x− z), (3)
where hsct (x− z) reveals the spatial context relationship of
the object location x and its local context location z at frame
t; and Pt(c(z)|o) represents the context prior probability at
frame t, which is defined as
Pt(c(z)|o) = It(z)wσt (z−x∗t ). (4)
Here, wσt (z− x∗t ) is a focus of attention function mod-
eled as a weighted function at frame t:





where a represents a normalization constant obtained by a
Hamming window, and σt denotes a scale parameter. The
confidence map of an object location in Eq.1 is defined as
mt(x) = b · e
−
∣∣∣∣− x−x∗tα ∣∣∣∣β
= ∑z∈Ωc(x∗t ) h
sc





where b represents a normalization constant, α and β are a
scale parameter and a shape parameter respectively, and
⊗
is the convolution operator.
The calculation is converted from the time domain to the




= F (hsct (x))⊙F (It(x)wσt (x−x∗t )),
(7)
where F (·) is the Fast Fourier Transform (FFT) function
and
⊙
denotes the dot product. The spatial context at frame
t is defined as







F (It(x)wσt (x−x∗t ))
 , (8)
where F−1(·) is the inverse FFT function. Then, a spatio-
temporal context model at frame t can be defined as
Hstct (x) =
{
hsc1 (x), t = 1
(1−ρ) ·Hstct−1(x)+ρ ·hsct−1(x), 1 < t ≤ T,
(9)
where T is the total number of frames, ρ is a learning pa-
rameter. Then, by replacing hsct (x) with Hstct (x) in Eq.6, the
confidence map at frame t is defined by
mt(x) = Hstct (x)
⊗
(It(x)wσt (x−x∗t )). (10)
The object location x∗∗t is selected to be the location of
the ground truth when t = 1 and is updated by maximizing
the new confidence map [47] at t > 1:
x∗∗t = arg max
x∈Ωc(x∗∗t )
mt(x). (11)
For more details about STC, one may refer to [47].
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Figure 1 Basic flow of our tracking algorithm at frame t. Candidates are sampled, and the similarities between double-candidates and the double-
templates are used to infer the coarse location. Then, the STC detection modifies the coarse location and gets the fine tracked target.
3 Proposed tracking algorithm
The motivation of our method is to track the target in nor-
mal videos as well as other challenging videos containing
motion blurs, occlusions, fast motions and so on. The over-
all framework of the proposed algorithm is summarized in
Figure 1. Compared with the conventional STC tracker, our
tracking process is divided into Coarse Processing (Sec-
tion 3.1) and Fine Processing (Section 3.2). The proposed
similarity measure and the spatio-temporal context are the
main work phases in coarse and fine processing, respec-
tively. In the coarse processing, the result is obtained by
the proposed similarity measure based on two kernel map-
pings, which reduce the impact of motion blur. Extensive
experiments showed that this similarity measure has robust-
ness in blurred or clear images. Then, in fine processing, an
improved STC method is proposed and used to modify the
coarse result by utilizing the spatio-temporal context model
containing the relationship information between the tracked
target and the information surrounding the target. The appli-
cation of spatio-temporal context model makes our tracker
insensitive to appearance variations, including motion blurs
and other factors. Hence, our tracker can handle the prob-
lem regarding blurs and other outliers/noise. Besides that,
the adaptive sampling strategy in Section 3.1.1 is designed
for dealing with the fast motion, since our method is based
on the historical motion tendency of a target. The proposed
double-template strategy and spatio-temporal context have
capability to recover the tracked target, due to preservation
of initial image information and background information,
respectively. The experimental results can be found in Sec-
tion 4.4.2 to validate our method. All parameter values used
in our approach are determined by experiments. The details
of our work including parameter settings are elaborated in
the following subsections.
3.1 Coarse processing
Visual tracking can be interpreted as an optimization prob-
lem of template matching, and locating an object in a video
sequence can be interpreted as maximizing the feature sim-
ilarity between a template and a sampled candidate. In this
section, our coarse matching is driven by an improved sam-
pling strategy, a double-template metric and a similarity mea-
sure.
3.1.1 Adaptive sampling strategy
Figure 2 Search scope definition and acquirement of centre locations
of candidate patches in the next frame (i.e., frame t +1). The blue box
denotes the object in the previous frame (i.e., frame t−1) and the pur-
ple box denotes an object in the current frame (i.e., frame t). Then, we
get the decomposition values x(1)t and x
(2)
t and lengthen them a times
in order to obtain our search scope in the next frame. The right chart
shows that the search scope is segmented into equal blocks and each
point represents the centre of a candidate patch. The candidates are
extracted by the sliding window.
The computational time of the matching-based tracker
scales linearly with the sampled candidate number. We pro-
pose to use an adaptive sliding-window technique that uni-
formly samples useful candidates while drastically reducing
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the number of candidate samples, thereby reduces the com-
putation costs.
Figure 2 provides an illustrations of how the techniques
construct the search scope according to the latest geomet-
rical displacement and how the techniques extract candi-
date patches based on the adaptive sliding window in the
next frame. We define the moving displacement at frame t




t and set its target centre location to be
Lt = (h,k). The search scope corresponds to an image re-
gion that is bounded by the last moving displacement of an
target, and we propose to use the following equation to effi-






















for arbitrary real constants a.
Based on this, we propose a sliding-window searching
on the search scope to return a minimal yet valid set of
sampling candidates. Our sliding window is adaptive by the
previous trajectory of the tracked object. The sliding step at





∣∣∣∣∣ , τyt =
∣∣∣∣∣ax(2)td
∣∣∣∣∣ , (13)
where τxt represents the horizontal step of the sliding win-
dow at frame t, and τyt represents the vertical step of the s-
liding window at frame t, and d is an arbitrary real constant.
3.1.2 Double-template strategy
Target appearance varies over an image sequence due to illu-
mination, camera and object geometry, and these appearance
variances affect tracking accuracies. To achieve visual track-
ing that is robust to appearance changes, a novel double-
template structure is proposed (shown in Figure 1). This
structure stitches together the target patch in the original
frame and the target patch found in the previous frame. The
target patch in the initial frame contains non-outlier infor-
mation, and the relevant outlier information can most likely
be found in the target patch in the previous (latest) frame.
Therefore, we use the information on only the target patches
in the initial and latest frames to form the double-templates
in this paper. Unlike the multi-template approaches that re-
quest an iterative process to update the templates, the pro-
posed double-template approach updates only the template
of the latest frame so the double-template approach is more
efficient than the multi-template approaches. In Figure 1,
each double-candidate is formed by two (the left and right)
identical candidate patches. The matchings of the candidate
patches in the current frame (i.e., frame t in Figure 1) to the
templates in the initial and the previous frames (i.e., frames
t−1 and 1 in Figure 1) are independent, so they can be pro-
cessed in parallel to further improve the tracking speed.
3.1.3 Gaussian-Uniform joint similarity
In the tracking problem, the unexpected outliers (like mo-
tion blur) may change image pixel values, and hence make
the matching processing unstable and lead the tracker to
drift easily. The Least Square distance is commonly used to
implement the matching between candidates and templates.
However, outliers (e.g., the one shown in Figure 3) may af-
fect the robustness of similarity calculation. According to
reference [42], kernel mappings can effectively limit the im-
pact of outliers and improves the robustness. Thus, our ap-
proach involves two kernel mappings and uses RGB values
of image patches for template matching. Jian et al. [25] re-
ported that Gaussian Kernel has outstanding capability of
measuring the remote similarity between any two pictures
in a mapping space. Outliers (like blurs or occlusions) can
vary the local pixel values of a candidate image, and hence
the candidate fails to match the template in the area where
the outliers are. The Uniform Kernel, which is also known as
the Boxcar Function, can filter out the effect of values where
outliers are located. Thus, the matching will be based on a
similarity algorithm using a Gaussian Kernel and a Uniform
Kernel to handle the problem from outliers.
The Gaussian Kernel (radial-basis kernel) grows expo-
nentially in a 2-dimensional space so it is sensitive to tiny
element-wise (or pixel-wise) differences. In the following,
we control the bandwidth of the Gaussian Kernel in order to
enhance the differences and hence reduce the sensitivity.
Let s = [s1,s2, · · · ,sn]> and u = [u1,u2, · · · ,un]> be a
double-template vector and a double-candidate vector, re-
spectively. Then, as shown in [36], the similarity represen-
tation between these two vectors using the Gaussian Kernel











In Eq.15, the bandwidth parameter is controlled by the In-
finite Norm of the two vectors: σ = ‖s− u‖∞ so that the
results of kG(si,ui) is controlled to be in the range [e−1,1],
to avoid the similarity (represented in Eq.14) between s and
u becoming too close, otherwise.
The Uniform Kernel is used to measure the similarity be-
tween a template and a candidate by computing their over-
lap area with a selected threshold so as to reflect the global
matching precision. The Uniform similarity wU (s,u) is de-
fined below, which is the sum of the Uniform Kernel values
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Figure 3 The effect of outliers and the illustration of different simi-
larity measures. The sequence Clifbar contains the outlier caused by
motion blur. Three similarity measures for comparisons are the Square
distance measure, the Uniform kernel based measure and the Gaussian
kernel based measure.














, ‖si−ui‖2 ≤ κ
0, ‖si−ui‖2 > κ,
(17)
where κ is called an arbitrary real threshold. The joint kernel














At frame t, we denote a set of double-candidate vectors
by Ut =
{
u1t ,u2t , · · · ,umt
}
and a double-template vector by
st . Then, the tracked target at frame t is the candidate with







,1≤ i≤ m. (19)
The centre of u∗t is denoted by x∗t (t = 1,2, · · · ,T ).
3.2 Fine processing
Assume that the target location in the first frame is initial-
ized by some object detection algorithms. The emphasis of
the Fine processing is laid on enhancement of reliability and
accuracy of the coarse results. The STC tracker fully incor-
porates the temporal and spatial information that surround
the tracked targets, so this method is adapted to reposition
the target around the current position. Therefore, we follow
the STC tracker to use the temporal and spatial information
based on gray values of image patches during the fine pro-
cessing.
To address the appearance variations, the context prior
probability Pt(c(z)|o) as shown in Eq.4 is modified to also
take into account the context prior probability of the original
frame. To distinguish from Pt(c(z)|o) represented in Eq.4,
we use P̄t(c(z)|o) to denote the context prior probability at
frame t in our approach. We employ an adhoc method to




P1(c(z)|o), t = 1
(1−θ)Pt−1(c(z)|o)+θP1(c(z)|o),1 < t ≤ T,
(20)
where θ is a learning parameter, and Pt(c(z)|o) (t = 1,2, · · ·)
is the same as that represented in Eq.4.
Correspondingly, Eq.1 is modified to
m̄t(x) =∑c(z)∈Xct P̄t(x|c(z),o)P̄t(c(z)|o), (21)
where
P̄t(x|c(z),o) = Hstct (x− z). (22)
In Eq.22, Hstct (x−z) is the same as that defined in Eq.9 and
it reveals the spatial-temporal context relationship at frame
t.















1)], 1 < t ≤ T.
(23)
and the final object location x∗∗t is determined by
x∗∗t = arg max
x∈Ωc(x∗t )
m̄t(x), t = 1,2, · · · ,T (24)
Note that wσt−1(z− x∗t−1) (t > 1) in Eq.23 is an atten-
tion function modeled from a Gaussian distribution (see E-
q.5). This function exponentially weakens the value of loca-
tion which is far from the target center. The targets and/or
the background may be changing significantly over time.
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Figure 4 Context prior probability Pt(c(z)|o) defined in Eq.4. The
probability is based on the image intensity It(z) and a focus of attention
function wσt (z−x∗t ). This function exponentially reduces the effect of
location which is far from the target center and strengthens the effect
of location around the center. Although the background is varying over
time, the effect weight of background pixel remains at a low value.
However, in such a situation, the application of this atten-
tion function can significantly weaken the effect of the patch
at the beginning tracking for the following reason. When
the centre (i.e. x∗1) of this beginning patch is far away from
the target center (i.e. x∗t−1), the weight (i.e. wσ1(x−x∗1)) as-
signed to this beginning patch will usually be low because
x in Eq. 23 is in the neighbourhood of x∗t−1 and is usually
also far away from x∗1. The context prior probability model
is shown in Figure 4.
The tracking procedure is summarized in Algorithm 1.
Algorithm 1 The proposed tracking method.
Input: Video Frame t=1:T
1: for t = 1:T do
2: if t == 1 then
3: Initialize the target location x∗1 and x
∗∗
1 .
4: Initialize the double-templates s1,
5: Initialize the spatial context hsc1 (x) and set the spatio-




7: (Begin the coarse processing at location x∗∗t−1)
8: Draw m candidates Ut =
{
u1t ,u2t , · · · ,umt
}
.
9: Construct the double-template st .
10: Compute i joint similarity w joint(st ,uit) via Eq.18.
11: Compute the coarse position x∗t via Eq.19.
12: (Begin the fine processing at location x∗t )
13: Compute hsct (x) by Eq.8 and Hstct (x) by Eq.9 at location x∗t .
14: Compute the confidence map m̄t(x) based on x∗t by Eq.23.
15: Compute the ultimate position x∗∗t via Eq.24.
16: end if
17: end for
Output: Tracking results {x∗∗1 ,x∗∗2 , · · · ,x∗∗T }.
4 Experiments
Here, we present the results of our experiments. Firstly, we
perform a comprehensive evaluation of our adaptive sam-
pling strategy for visual tracking. Secondly, we evaluate the
novel double-template strategy for coarse matching. Thirdly,
we evaluate our Gaussian-Uniform joint similarity. Fourth-
ly, we evaluate the proposed video tracking scheme in all
20 videos with motion blur from the total 50 videos in the
OTB-50 dataset.
Note that, in order to show that our approach has promis-
ing and favorable results on videos without the attribute of
motion blue, we also provide a comparison of our tracker
with other state-of-the-art methods tested on all videos of
OTB-50 dataset and VOT 2015 dataset in Appendix A.1 and
Appendix A.2, respectively.
4.1 Experimental environment and parameter settings
The experiments are implemented in Matlab R2014a. All
trackers run on an i7 2.80 GHz CPU with 16 GB RAM.
The proposed method has several adjustable parameters.
In our approach, we use the same parameter values of b = 1,
β = 1 and ρ = 0.086 as suggested by [47].
For other parameters, we use all 11 videos with motion
blur, selected from the OTB-100 dataset but do not belong
to the OTB-50 dataset, to train the parameter values. The
11 videos are BlurCar1, BlurCar3, BlurCar4, Board, Boy,
Car2, FleetFace, Girl2, Human2, Human7 and Tiger1. Table
1 shows the 11 video sequences together with their attributes
including scale variation (SV), deformation (DEF), motion
blur (MB), fast motion (FM), in-plane rotation (IPR), out-
of-plane rotation (OPR), background clutters (BC), illumi-
nation variation (IV), out-of-view (OV), occlusion (OCC)
and low resolution (LR).
We select the parameter values that produce optimal D-
P and OP results on the 11 training videos as follows. In
the process of primary location computation, the learning
parameter in Eq.20 is chosen to be θ = 0.2, which produces
the best results as shown in Table 2. The parameters in Eq.12
and Eq.13 are set to be a = 1.3 and d = 6, which produce
the best results as shown in Table 3 and Table 4, respectively.
The threshold in Eq.17 is set to be κ = 10, which produces
the best results as shown in Table 5. For the spatio-temporal
context, the parameter α of the confidence map function is
set to be α = 1.25, which produces the best results as shown
in Table 6. Note that, in the above parameter settings, the
optimal value of each parameter is obtained by changing the
values of this parameter and setting the values of the other
parameters to the optimal values as mentioned above.
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Table 1 The 11 tested sequences containing motion blur attribute. They are selected from the OTB-100 dataset . ‘
√
’ indicates that the correspond-
ing sequence has the corresponding attribute, and ‘×’ implies that the corresponding sequence does not have the corresponding attribute. SV, DEF,
MB, FM, IPR, OPR, BC, IV, OV, OCC and LR represent the attributes of scale variation, deformation, motion blur, fast motion, in-plane rotation,
out-of-plane rotation, background clutters, illumination variation, out-of-view, occlusion and low resolution, respectively.
Sequence Frames Main ChallengesSV DEF MB FM IPR OPR BC IV OV OCC LR
BlurCar1 742 × ×
√ √
× × × × × × ×
BlurCar3 357 × ×
√ √
× × × × × × ×
BlurCar4 380 × ×
√ √













√ √ √ √









√ √ √ √ √ √































4.2 Comparison on the 20 video sequences with motion
blur in the OTB dataset
Dataset: We employ all 20 video sequences with motion
blur attribute in the OTB-50 [41] for the tracking evalua-
tion. The videos are Biker, BlurBody, BlurCar2, BlurFace,
BlurOwl, Box, Car1, Clifbar, David, Deer, DragonBady, Hu-
man9, Ironman, Jump, Jumping, Liquor, MotorRolling, Soc-
cer, Tiger2 and Woman. Similar to Table 1 for the 11 training
video sequences, Table 7 shows the attributes, including s-
cale variation (SV), deformation (DEF), motion blur (MB),
fast motion (FM), in-plane rotation (IPR), out-of-plane rota-
tion (OPR), background clutters (BC), illumination variation
(IV), out-of-view (OV), occlusion (OCC) and low resolution
(LR), of these evaluated video sequences.
Evaluation Methodology: For quantitative analysis, we
use three evaluation criteria in [40] to compare the perfor-
mance: the centre location error (CLE), distance precision
(DP) and overlap precision (OP), all computed based on the
manually labeled ground truth results of each frame. CLE is
calculated based on the average Euclidean Distance between
the estimated object centre and the ground-truth. The pixel
error in each frame is defined as
CLE =
√
(x− xgt)2 +(y− ygt)2, (25)
where (x,y) is the object location calculated by different
trackers and (xgt ,ygt) is the ground truth of each frame.
Besides CLE, we also compute the precision rate DP,
which reflects the correlative number of frames in the video
sequence where CLE is below a certain threshold. The DP
score in a sequence is defined as DP = num(CLE < ρ)/N,
where ρ represents the DP threshold, num(·) is the function
to count the frames, and N is the frame number of a full
sequence. The third evaluated metric OP at every frame is
the percentage of frames where the bounding box overlap












where area(·) is the function for calculating the area, ROI
is the bounding box obtained by a tracker and ROIgt is the
bounding box provided by the ground truth.
4.3 Evaluation of techniques for coarse and fine processes
In this section, the experiments will show the impact of the
proposed sampling strategy, double-template strategy, joint
similarity and update scheme method. The WMIL sampling
method is used to compared with the proposed sampling
method in Section 4.3.1. The tracking approaches relying
on proposed double-templates and various other templates
are compared in Section 4.3.2. The tracking results based on
the proposed similarity measurement and LS are compared
in Section 4.3.3. A comparison of approaches with and with-
out the update process (i.e., fine processing) is presented in
Section 4.3.4.
Figure 5 shows a complete comparison of the proposed
approach with the variations in sampling, templates and sim-
ilarity measures with and without the update process (fine
processing) on the 20 videos having motion blur selected
from the OTB-50 dataset. In Figure 5, ‘ours’ represents the
proposed approach; ‘WMIL Sampling’ represents the pro-
posed approach with the sampling method replaced by the
WMIL sampling method; ‘First GT’, ‘Last Frame’, ‘Mixed
Single Template’, ‘WMIL Template’ and ‘ANT Template’
represent the proposed approach with the double-templates
replaced by the ‘First GT’, ‘Last Frame’, ‘Mixed Single Tem-
plate’, ‘WMIL Template’ and ‘ANT Template’ (referring to
Section 4.3.2), respectively; ‘LS’ represents the proposed
approach with the similarity method replaced by LS; and
‘Without Updated’ represents the proposed approach taken
away the fine processing. The numbers in the brackets of
Figure 5 stand for the the best mean OP values.
Object tracking in the presence of shaking motions 9



































Figure 5 A comparison of the proposed approach with variations in
sampling, templates and similarity measures with and without the up-
date process tested on the 20 videos that have motion blur and are se-
lected from the OTB-50 dataset. The figure of the success plot contains
the mean overlap precision at a threshold ρ of 20 pixels (referring to
[40]) for each method.
Table 8 A processing time (FPS) comparison between the WMIL
sampling method and the proposed sampling method over the 20
videos with motion blur selected on OTB-50 dataset.
WMIL sampling method proposed method
Average FPS 1.41 29.47
4.3.1 Sampling strategy evaluation
As mentioned earlier, how to make a tracker be real-time is
a crucial issue for most practical applications. In this paper,
we propose a novel sampling strategy using an improved s-
liding window. This sampling technique, introduced in Sec-
tion 3.1.1, is applied to touch the maximal search scope to
return a minimal yet valid set of sampling candidates. Fig-
ure 5 and Table 8 show the results obtained using the pro-
posed adaptive sampling method and the WMIL sampling
method [46]. WMIL uses the conventional sliding window
which slides across the whole search scope pixel by pix-
el. For fairness, we considered the proposed whole tracking
method as a basic framework, and replaced the sampling
processing by our sampling method and WMIL sampling
method respectively to conduct comparison in Table 8. Fur-
thermore, frame-per-second (FPS) regarding the run-timer
performance is also provided for analyzing the trade-off be-
tween accuracy and efficiency in Tables 3 and 4. Based on
the results, it is clear that a = 1.3 and d = 6 produce the best
performance and the FPS approximates to the average FPS.
The results clearly show that our sampling method provides
a significant gain in speed while having higher tracking ac-
curacies.
4.3.2 Robust double-template strategy
Figure 5 and Table 9 show a comparison of the process-
ing speeds (FPS) of the proposed approach using different
templates. These templates include the ground-truth target
patch (named First GT), the obtained target patch in the pre-
vious frame (named Last Frame), a linear combination of
the target patches found in the previous two frames (named
Mixed Single template), the multi-templates proposed in the
WMIL-based tracker [46] (named WMIL Template) and the
multi-templates proposed in the ANT tracker [6] (named
ANT Template). In this experiment, the Mixed Single Tem-
plate at frame t is represented as the weighted sum of the two
tracked target patches at frames t−2 and t−1 with weights
of 0.05 and 0.95, respectively. From Figure 5 and Table 9,
it shows that our method using the double-templates obtains
the best mean OP and have the fast processing speed.
4.3.3 Gaussian-Uniform joint similarity evaluation
Figure 5 shows and compares the tracking results using the
joint similarity measure proposed in Section 3.1.3 and L-
S similarity measure. The joint similarity measure weakens
the negative effects of outliers caused by motion blur. The
results using the joint similarity measure achieves a mean
OP of 63.403% at a threshold ρ of 20 pixels (referring to
[40]), and the results using the LS similarity measure has an
inferior mean OP of 59.375%. To conclude, the joint ker-
nel similarity measure does improve the performance when
compared with LS similarity measure.
4.3.4 Robust update scheme
This experiment shows the impact of the proposed update
scheme (i.e., the fine processing) described in Section 3.2
after the coarse matching processing. Figure 5 shows that
on all 20 evaluated sequences, the proposed update scheme
significantly improves the performance of the tracker (please
refer to the red and the black curves in the figure for the
performance with and without the fine processing).
4.4 Comparison with state-of-the-art approaches
We compare the proposed approach with 12 state-of-the-
art trackers, include STC [47], L1 [29], L1-APG [3], CT
[48], ACT [12], HGDHT [8], TLD [20], STRUCK [15], C-
NT [45], DLT [39], SRDCF [11], and DSST [10]. Note that
STC, ACT, HGDHT, SRDCF, DSST and the proposed track-
er are all using the Correlation Filter [12], L1 and L1-APG
are based on the Particle Filter, and CNT and DLT are re-
cently proposed CNN-based trackers.
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4.4.1 Quantitative analysis









































Figure 6 Precision plots for all 20 evaluated sequences containing mo-
tion blur selected from the OTB-50 dataset with location errors below a
threshold ρ in the range of [0,50] (pixels). The mean distance precision
of each tracker is reported.









































Figure 7 Success plots for all 20 evaluated sequences having motion
blur selected from the OTB-50 dataset with overlap percentages over a
threshold η in the range of [0,1]. The mean overlap precision of each
tracker is reported.
Table 10 shows a comparison with the 12 state-of-the-art
methods on the 20 challenging sequences containing motion
blur in terms of mean distance precision (DP), mean overlap
precision (OP) and frames per second (FPS). In Table 10.
The best, second best and the third best results are shown in
red, blue and green, respectively. As seen in Table 10, the
performance of the proposed approach has always been the
best in terms of DP and OP. Implemented on MATLAB, the
proposed tracker runs at 29.47 FPS (a real-time speed) on an
i7 2.80 GHz CPU with 16 GB RAM, putting our approach
in the second best position in terms of processing speed.
Figures 6 and 7 show the precision and success plots in
terms of DP and OP over all 20 sequences containing mo-
tion blur selected from the OTB-50 dataset. The values in
the figure are the mean DPs at thresholds in the range of
[0,50] (pixels) and the mean OPs at thresholds in the range
of [0,1], respectively. As shown in these two figures, the pro-
posed tracker has outperformed all of the 12 state-of-the-art
trackers in terms of DP and OP for all of the threshold val-
ues of ρ in the range of [0,50] (pixels) and η in the range of
[0,1], respectively.
4.4.2 Qualitative analysis
In Section 4.4.1, we have made a quantitative analysis of the
proposed approach and have shown that the proposed track-
er outperforms the 12 state-of-the-art approaches in terms
of DP and OP on the 20 video sequences with motion blur.
To demonstrate the superiority of the proposed tracker visu-
ally and provide a qualitative analysis, we select only three
video sequences from the 20 video sequences and compare
with six state-of-the-art trackers that also have concerned the
effects of motion blur. As shown in Table 7, the three video
sequences have the attribute of motion blur, and also have
the attributes of scale variation, deformation, fast motion or
in-plane rotation. Therefore, we make the qualitative anal-
ysis corresponding to these six attributes of scale variation,
deformation, motion blur, fast motion and in-plane rotation,
respectively.
Scale Variation: From Table 7, the objects suffer scale
changes in the sequences BlurBody and BlurCar2. In the
BlurBody sequence, Figure 8 demonstrates that our track-
ing method performs well when the objects undergo severe
scale variation from frame #251 to frame #305, while the
methods including STC, L1, L1-APG, CT and ACT com-
pletely fail to track the objects and HGDHT drifts to the
background. This can be attributed to the reasons that: (1)
the proposed double-template method takes into account the
appearance of the object in the latest frame although the s-
cale of the target is changed; and (2) our context prior prob-
ability is updated over time so as to be robust to appearance
variations introduced by the scale variations. In the BlurCar2
sequence, our method and HGDHT perform better than oth-
er methods at frames #163, #285, #312 and #497. The other
methods suffer from severe drift and some of these methods
completely fail to track.
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Figure 8 Snapshots of tracking results of our tracker and 6 state-of-the-art trackers from OTB-50 dataset. Note that the three videos have the
attribute of motion blur. These videos also have the attributes of scale variation, deformation, fast motion or in-plane rotation.
Deformation: From Table 7, the BlurBody (Figure 8)
sequence has the deformation attribute. Figure 8 demon-
strates that our tracking method performs well at frames
#238, #251, #305 and #334, while the other six method-
s fail to track the object in these frames. This can be at-
tributed to the reasons that: (1) object representations do not
experience significant changes in adjacent frames, and the
proposed double-template strategy can record the curren-
t representation information of the deformed object. Thus,
this template can adapt to the appearance changes of objects
frame by frame; and (2) our updated prior probability also
has a good adaptability for the appearance change caused by
the deformation. Thus, our method can handle the non-rigid
object deformation.
Motion Blur: From Table 7, the target regions are blurred
due to the motion of the targets or the cameras in all se-
quences: BlurBody, BlurCar2 and BlurFace. Only the pro-
posed tracker performs well over all three sequences while
the rest methods suffer from severe drifts and even fail to
track. This can be attributed to the reasons that: (1) the pro-
posed kernel-based joint similarity measurement can effec-
tively limit the impact of outliers and improves the robust-
ness; and (2) the Fine Processing (Section 3.2) uses the s-
patial relationships and appearances of local contexts to dis-
criminatively separate the target from background.
Fast Motion: From Table 7, all of the sequences Blur-
Body, BlurCar2 and BlurFace have the attribute of fast mo-
tion. It is hard to predict the location of a target when it un-
dergoes a random and fast motion. As illustrated in the Blur-
Body sequence, when the camera suddenly and dramatically
deviates from the original direction at frame #305, all evalu-
ated algorithms except the proposed tracker cannot perform
well. HGDHT performs well in the sequences BlurCar2 and
BlurFace, but it has severe drifts in the BlurBody sequence.
Although many evaluated sequences suffer from abrupt and
random motions unpredictably, our tracker based on the pro-
posed coarse-to-fine strategy still performs well. This can be
attributed to the reasons that: (1) our sliding-window based
sampling strategy explores the geometrical relationship be-
tween a search scope and a target displacement; and (2) the
advantage of our optimization is to discover the reciprocal
connection of objects and surroundings in time and space.
In-plane Rotation: From Table 7, there exist object rota-
tions in the sequences: BlurBody and BlurFace. In the Blur-
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Body sequence, our method performs better than other meth-
ods at frames #251 and #305. The other methods suffer from
severe drift and some of these methods completely fail to
track. This can be attributed to that the outstanding abilities
of the double-templates and updated prior probability are
robust to the appearance variations. Thus, our method can
handle appearance changes and it is not sensitive to in-plane
rotation. The same advantages of our tracking method are
also demonstrated in the BlurFace sequence.
4.5 Discussion
As shown in our experiments, our method can address these
factors including motion blurs, fast motions, cluttered back-
ground, occlusions and illumination changes more effective-
ly. The reasons are listed as follows. (1) The proposed sam-
pling method is combined with the latest geometrical dis-
placement of a target to construct a reliable search scope,
and it can ensure that the real tracked target image is includ-
ed in the sample set, in the presence of fast motions. (2) The
proposed double-template method contains the initial and
updated information of a target. Therefore, it can effectively
do the template matching for relocating, when the occlud-
ed target recovers again. (3) The joint kernel based simi-
larity utilized a kernel mapping to reduce the effect of out-
liers on feature representation. This can improve the track-
ing accuracy in the scenarios of motion blurs and cluttered
background. (4) The optimization approach is to construct
a confidence map based on the Bayesian algorithm, and it
can make full use of the structure advantage of the spatio-
temporal context to infer the current location of a target.
Therefore, the proposed tracking method can handle the tar-
get deformations, occlusions and cluttered background.
Overall, our method performs favorably against the other
state-of-the-art tracking methods in the challenge sequences.
5 Conclusions and future work
This paper has proposed a novel tracking framework for
shaking motions (SMT). This tracker interprets the tracking
as a process of searching and then optimizing the search-
ing for targets. We have employed two kernels to reduce the
computation complexcity to linear order, and the kernel join-
t similarity actually leads to a nonparametric tracking algo-
rithm. Specifically, we have introduced the double-templates
for parallel matching. The use of the joint kernel similarity
together with the parallel matching process has resulted in
even more reduction in computation. To further improve the
robustness, we have used the latest displacement of the tar-
get to guide a uniform sampling. Our method has exploited
both temporal and spatial context information to optimize
the tracking. Particularly, we have modified the context pri-
or probability for the sake of a better adaption to the target
appearance variations. Experimental results on some chal-
lenging video sequences have shown that SMT can robustly
track shaking targets and outperforms the existing 12 state-
of-the-art trackers.
We have used all 11 videos with motion blur, and they
are selected from the OTB-100 dataset but do not belong to
the OTB-50 dataset, for training the parameters in the pro-
posed algorithm. Then, we have used all 20 videos with mo-
tion blur from the total 50 videos in the OTB-50 dataset for
testing. For these videos with motion blur, our tracker SMT
has achieved the best performance in terms of precision and
success rates, compared with the state-of-the-art methods,
and the comparison results have been shown in Section 4.4.
Although our algorithm is particularly designed for videos
with motion blur and both OTB-50 dataset and VOT 2015
dataset contain many videos without any motion blur, we
have also done the experiments on the whole dataset and
the results using the proposed method are still favorable. A
comparison with the state-of-the-art methods testing on the
complete datasets of OTB-50 and VOT 2015 can be found
in Appendix A.
An interesting direction for further work is to introduce
CNN based methods [33] and [44] into our work, which may
further improve performance with some computation costs.
We also aim to generalize this framework to other operators
in the future, such as scale variations or non-rigid deforma-
tions.
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Table 2 The average DPs and average OPs over all 11 tested video sequences. We highlight the results when θ = 0.2. Here, we set the DP values
at the threshold ρ of 20 pixels and the OP values at the threshold η of 0.5 (referring to [40]).
θ 0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50
DP 68.96 63.07 73.07 83.08 83.48 82.68 80.45 78.96 79.34 75.63 79.80
OP 73.06 74.42 78.14 77.65 81.09 76.59 78.97 75.41 73.71 75.37 74.14
θ 0.55 0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95 1.00
DP 75.86 74.26 78.44 77.25 75.71 73.15 78.07 69.02 71.83 70.05
OP 77.44 76.36 74.38 78.46 76.74 80.63 76.98 74.89 68.31 62.43
*DP represents the means of the average DP; OP represents the means of the average OP.
Table 3 The average DPs and average OPs over all 11 tested video sequences. We highlight the results when a = 1.3. Here, we set the DP values
at the threshold ρ of 20 pixels and the OP values at the threshold η of 0.5 (referring to [40]).
a 1.00 1.10 1.20 1.30 1.40 1.50 1.60 1.70 1.80 1.90 2.00
DP 81.28 83.27 81.30 83.48 78.39 79.04 82.62 81.03 83.08 76.25 77.09
OP 73.29 75.75 74.14 81.09 68.39 67.04 68.37 71.91 72.24 73.94 74.17
FPS 29.51 29.50 29.48 29.47 29.46 29.46 29.45 29.44 29.42 29.41 29.41
*DP represents the means of the average DO; OP represents the means of the average OP.
Table 4 The average DPs and average OPs over all 11 tested video sequences. We highlight the results when d = 6. Here, we set the DP values
at the threshold ρ of 20 pixels and the OP values at the threshold η of 0.5 (referring to [40]).
d 1.00 2.00 3.00 4.00 5.00 6.00 7.00 8.00 9.00 10.00
DP 79.49 77.48 78.70 76.85 81.42 83.48 78.37 79.53 81.91 76.45
OP 77.77 77.99 77.94 77.94 79.29 81.09 79.29 79.29 79.29 79.29
FPS 29.33 29.34 29.37 29.38 29.41 29.47 29.50 29.53 29.54 29.57
*DP represents the means of the average DP; OP represents the means of the average OP.
Table 5 The average DPs and average OPs over all 11 tested video sequences. We highlight the results when κ = 10. Here, we set the DP values
at the threshold ρ of 20 pixels and the OP values at the threshold η of 0.5 (referring to [40]).
κ 1.00 1.50 2.00 2.50 3.00 3.50 4.00 4.50 5.00 5.50 6.00 6.50 7.00
DP 75.60 75.60 75.04 75.04 71.25 72.25 78.76 74.26 75.81 76.12 80.41 75.41 70.47
OP 64.41 63.75 62.72 63.05 67.58 69.29 70.34 71.56 73.29 74.17 75.36 74.75 76.98
κ 7.50 8.00 8.50 9.00 9.50 10.00 10.50 11.00 11.50 12.00 12.50 13.00 13.50
DP 75.47 75.52 76.85 75.52 72.08 83.48 81.29 82.02 80.41 77.20 76.25 74.14 72.74
OP 77.81 77.29 75.56 78.59 79.86 81.09 77.87 79.29 78.29 78.94 76.93 75.91 74.90
κ 14.00 14.50 15.00 15.50 16.00 16.50 17.00 17.50 18.00 18.50 19.00 19.50 20.00
DP 74.46 69.46 62.43 67.47 63.97 62.07 61.46 60.47 59.89 58.46 58.02 57.46 55.70
OP 73.39 72.31 71.89 70.39 69.86 67.82 68.39 65.34 64.57 62.08 61.82 60.82 58.96
*DP represents the means of the average DP; OP represents the means of the average OP.
Table 6 The average DPs and average OPs over all 11 tested video sequences. We highlight the results when α = 1.25. Here, we set the DP values
at the threshold ρ of 20 pixels and the OP values at the threshold η of 0.5 (referring to [40]).
α 1.00 1.05 1.10 1.15 1.20 1.25 1.30 1.35 1.40 1.45 1.50 1.55 1.60 1.65
DP 83.39 83.21 82.18 82.01 82.39 83.48 82.91 79.47 83.17 81.74 83.16 78.63 76.14 76.12
OP 76.27 77.86 77.68 78.34 79.76 81.09 80.29 79.82 77.74 76.69 75.74 74.36 72.56 71.45
α 1.70 1.75 1.80 1.85 1.90 1.95 2.00 2.05 2.10 2.15 2.20 2.25 2.30 2.35
DP 76.63 75.49 74.58 74.40 73.12 73.17 71.51 71.12 72.21 75.07 78.02 80.78 78.26 77.46
OP 72.74 71.04 69.78 69.09 72.69 75.74 72.35 76.47 77.36 76.43 75.87 79.09 76.47 75.49
α 2.40 2.45 2.50 2.55 2.60 2.65 2.70 2.75 2.80 2.85 2.90 2.95 3.00
DP 82.72 83.07 83.16 81.63 82.77 81.98 82.35 82.35 81.68 80.15 78.23 76.22 75.66
OP 73.45 72.78 71.75 75.87 72.89 76.85 74.78 73.19 72.64 75.15 77.85 78.64 77.52
*DP represents the means of the average DP; OP represents the means of the average OP.
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Table 7 The 20 video sequences that are selected from OTB-50 dataset and have the attribute of motion blur. ‘
√
’ indicates that the corresponding
sequence has the corresponding challenge, and ‘×’ implies that the corresponding sequence does not have the corresponding attribute. SV, DEF,
MB, FM, IPR, OPR, BC, IV, OV, OCC and LR represent the attributes of scale variation, deformation, motion blur, fast motion, in-plane rotation,
out-of-plane rotation, background clutters, illumination variation, out-of-view, occlusion and low resolution, respectively.











√ √ √ √ √





× × × × × × ×
BlurFace 493 × ×
√ √ √




























































√ √ √ √ √ √ √ √ √
Jump 122




Jumping 313 × ×
√ √





































Table 9 A comparison the processing time (FPS) of the proposed approach with five different templates including the proposed double-templates
over the 20 videos with motion blur selected OTB-50. The best results are shown in red while the second and third ones are shown in blue and
green respectively.
First GT Last Frame Mixed Single Template WMIL Template ANT Template ours
Average FPS 25.19 25.37 24.89 10.65 8.12 29.47
Table 10 Quantitative comparison of our trackers with 12 state-of-the-art methods on 20 challenging sequences with motion blur attribute on
OTB-50 dataset. The results are reported in distance precision (DP) (%). We also provide the average values of DP. Here, we set the DP values at a
threshold ρ of 20 pixels (referring to [40]) and the OP values at a threshold η of 0.5 (referring to [40]). The best results are shown in red while the
second and third ones are shown in blue and green respectively. Note that the proposed approach achieves the best average performance in terms
of average DP and average OP, and the second best in terms of FPS.
STC[47] L1[29] L1-APG[3] CT[48] ACT[12] HGDHT[8] TLD[20] STRUCK[15] CNT[45] DLT[39] SRDCF[11] DSST[10] OURS
Average DP 26.40 22.69 22.33 24.66 34.44 41.45 39.63 47.06 23.17 33.44 59.17 49.18 66.38
Average OP 13.01 20.22 21.21 16.06 31.38 37.87 37.17 47.74 21.99 29.18 53.33 39.64 58.03
Average FPS 25.19 2.13 10.65 13.56 103.39 29.12 10.56 13.91 0.42 7.08 3.46 24.61 29.47
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Appendix A
A.1 Comparison on the whole OTB-50 dataset
Although the focus of our work is on the motion blur, we
also provide the experimental results over other videos on
the whole OTB-50 dataset.
Table 11 provides a comparison with the 12 state-of-the-
art trackers in terms of OP, DP and FPS on the whole OTB-
50 dataset. The best three results are marked in red, blue and
green respectively.
Figures 9 and 10 show the precision and success plots
showing the mean distance precision (DP) and mean overlap
precision (OP) over all sequences in OTB-50 dataset. The
values in the figure are the mean DPs at the thresholds in the
range of [0,50] (pixels) and the mean OPs at the thresholds
in the range of [0,1], respectively. In the precision plot, our
tracker presents the second best performance. In the success
plot, our tracker is among the best three. These two figures
show that our tracker can also perform well in other videos
although they do not have the attribute of motion blur.








































Figure 9 Precision plot for all 50 sequences in OTB-50 dataset with
location errors below a threshold in the range of ρ ∈ [0,50] (pixels).
The mean distance precision of each tracker is reported.
A.2 Comparison on the whole VOT 2015 dataset
In this section, we present the results on the whole VOT
2015 dataset [22]. We compare our tracker with 10 state-of-
the-art trackers that have also been previously tested over
all 60 video sequences in this dataset. In VOT 2015, the
trackers are compared in terms of both accuracy and robust-
ness. The comparison results are shown in Table 12. In Ta-
ble 12, the Accuracy Rank is equivalent to the number of
frames where the overlap exceeds a certain threshold. The







































Figure 10 Success plot for all 50 evaluated sequences in OTB-50
dataset with overlap percentages over a threshold in the range of
η ∈ [0,1]. The mean overlap precision of each tracker is reported.
Robustness Rank counts the number of times each tracker
fails track in a video. Each tracker always restarts at the fifth
frame after a tracking failure occurs. The Final Tracker Rank
is the mean score of a tracker in terms of accuracy and ro-
bustness over all of the video sequences. More details how
to evaluate the tracking on the VOT 2015 can be found in
[22].
Figure 11 shows the ranking plots, in terms of Accuracy
Rank and Robustness Rank, of the proposed tracker and the
10 state-of-the-art trackers in the VOT 2015 dataset. Our ap-
proach still works well both with second best results in terms
of Accuracy Rank and the fourth best in terms of Robustness
Rank.
Figure 11 Ranking plot for the experiment baseline in the VOT 2015
dataset. The accuracy and robustness ranks are plotted along the verti-
cal and horizontal axis respectively. Our method (denoted by the green
triangle) achieves superior results in the accuracy-robustness experi-
ments.
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Table 11 A comparison of our tracker with 12 state-of-the-art trackers on the whole OTB-50 dataset. The results are reported in terms of average
overlap precision(OP)(%), average distance precision(DP)(%) and frame per second (FPS). Here, DP values are obtained at a threshold ρ of 20
pixels (referring to [40]) and the OP values are obtained at a threshold η of 0.5 (referring to [40]). The best results are displayed in red while the
second and third best results are shown in blue and green, respectively. The results of our tracker are among the top three.
STC[47] L1[29] L1-APG[3] CT[48] ACT[12] HGDHT[8] TLD[20] STRUCK[15] CNT[45] DLT[39] SRDCF[11] DSST[10] OURS
Average DP 43.92 23.87 34.16 32.60 47.09 45.86 39.98 47.16 37.98 42.44 66.38 52.78 59.92
Average OP 27.20 20.58 28.15 23.09 36.81 37.07 33.62 38.15 34.23 32.87 52.48 45.51 42.89
Average FPS 22.77 1.47 9.64 11.85 167.00 22.21 10.5 11.87 0.42 7.57 4.09 37.72 23.59
Table 12 A baseline comparison of our method with 10 state-of-the-art trackers on all 60 challenging videos in the VOT 2015 dataset. The
accuracy and robustness ranks, along with the final averaged ranking score, are reported. The average overlaps and failures over the videos are also
shown in the last two rows. The best results are marked in red while the second and third best results are marked in blue and green, respectively.
STC[47] L1[29] L1-APG[3] CT[48] ACT[12] HGDHT[8] CNT[45] DLT[39] SRDCF[11] DSST[10] OURS
Accuracy Rank 4.55 4.13 2.80 4.45 2.95 2.92 2.73 2.75 6.07 1.57 2.52
Robustness Rank 5.25 10.10 5.27 4.95 2.57 5.35 4.95 4.90 1.60 3.48 4.18
Final Rank 4.90 7.12 4.04 4.70 2.76 4.14 3.84 3.83 3.84 2.53 3.35
Overlap 0.40 0.44 0.47 0.39 0.46 0.45 0.48 0.47 0.32 0.54 0.47
Failures 3.75 14.64 4.65 4.09 2.05 4.07 3.84 3.61 1.07 2.56 3.09
Note that, although our algorithm is particularly designed
for videos with motion blur and VOT 2015 dataset contains
many videos without any motion blur, the experiments per-
formed on the whole dataset of VOT 2015 still show favor-
able results as demonstrated in Table 12 and Figure 11.
