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Note on Grothendieck operations and implementation of betti
Abstract
The purpose of this note is to show that the Betti realization of motives is compatible with
Grothendieck's six operations and the nearby cycles functors, which in the motivic world, were
previously studied by the author. We first review the construction of the Betti realization. Then, we
establish some general criteria which, applied to the Betti realization, give the compatibilities we seek
except for the one concerning the nearby cycles functors. The latter will be treated in a separate section.
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NOTE SUR LES OPE´RATIONS DE GROTHENDIECK
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JOSEPH AYOUB
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(Rec¸u le 9 septembre 2008 ; re´vise´ le 5 de´cembre 2008 ; accepte´ le 16 de´cembre 2008)
Re´sume´ Le but de cette note est de prouver que la re´alisation de Betti des motifs est compatible avec
les six ope´rations de Grothendieck et les foncteurs cycles proches qui, dans le monde motivique, ont e´te´
e´tudie´s par l’auteur. On reprend d’abord la construction de la re´alisation de Betti. On e´tablit ensuite
des crite`res abstraits qui, applique´s a` la re´alisation de Betti, fournissent les compatibilite´s souhaite´es,
sauf celle qui concerne les foncteurs cycles proches. Ces derniers seront traite´s dans une section a` part.
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Introduction
Les six ope´rations de Grothendieck et les foncteurs cycles proches, d’abord invente´s
pour les faisceaux e´tales et -adiques [1,7], existent dans d’autres contextes, notamment
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pour les faisceaux abe´liens sur des espaces topologiques localement compacts (voir par
exemple [11]), pour les modules de Hodge mixtes au sens de Saito [14], mais aussi pour
les motifs au sens de Morel et Voevodsky [2,3]. Une question naturelle se pose alors :
comment ces ope´rations se comportent vis a` vis des re´alisations (-adique, Betti, Hodge,
etc.) des motifs. Dans cette note, on se propose de re´pondre a` cette question dans le cas
de la re´alisation de Betti.
E´tant donne´ un sche´ma de type ﬁni X de´ﬁni sur un corps k plonge´ dans C, on note
Xan l’ensemble X(C) muni de sa structure naturelle d’espace analytique complexe. On
note D(Xan) la cate´gorie de´rive´e des faisceaux de groupes abe´liens sur Xan (pour la
topologie usuelle). On note SH(X) la cate´gorie homotopique stable des X-sche´mas et
SHct(X) la sous-cate´gorie pleine des objets compacts (voir [2, De´ﬁnition 2.1.18]).
La re´alisation de Betti (relativement a` X), dont la construction sera donne´e plus loin,
est un foncteur mono¨ıdal syme´trique et unitaire BettiX : SH(X) −→ D(Xan). Notons
Betti′X la restriction de ce foncteur a` SH
ct(X). E´tant donne´ un morphisme f : Y −→ X
de k-sche´mas quasi-projectifs, on construira des isomorphismes canoniques
(fan)∗ ◦ Betti′X  Betti′Y ◦ f∗ et Betti′X ◦ f∗  fan∗ ◦ Betti′Y ,
fan! ◦ Betti′Y  Betti′X ◦ f! et Betti′Y ◦ f !  (fan)! ◦ Betti′X .
On montrera ensuite que la transformation naturelle
Betti′XHom(A,B)  Hom(Betti
′
X(A),Betti
′
X(B))
est inversible pour tout A et B dans SHct(X). Enﬁn, e´tant donne´ un morphisme
de k-sche´mas quasi-projectifs f : X −→ A1k, on construira un isomorphisme naturel
Ψfan ◦ Betti′Xη  Betti′Xσ ◦ Ψf ou` Xη = f−1(Gmk) et Xσ = f−1(o).
La pre´sente note se situe dans la continuation de la the`se de l’auteur [2, 3] dont on
reprend les notations. Les re´fe´rences a` cette the`se e´tant nombreuses, le lecteur est avise´
d’avoir sous la main une copie de [2] et [3]. Certains re´sultats de cette note sont utilise´s
dans [5].
1. Cate´gories homotopiques des X-espaces analytiques
Dans cette sous-section, on reprend la construction de Morel et Voevodsky [12] de leurs
cate´gories homotopiques stables des sche´mas en remplac¸ant les sche´mas par les espaces
analytiques complexes. On verra que la the´orie ainsi obtenue est e´quivalente, dans le cas
absolu, a` la the´orie de l’homotopie stable classique. Dans toute la suite, un espace analy-
tique complexe est un  complex space  au sens de [9] que l’on supposera implicitement
de´nombrable a` l’inﬁni (i.e., e´gal a` une re´union de´nombrable de sous-ensembles compacts).
Une cate´gorie de coeﬃcients est une cate´gorie de mode`les M munie d’un ensemble
d’objets E ⊂ Ob(M) et ve´riﬁant les conditions suivantes :
(1) M est propre a` gauche, pre´sentable par coﬁbrations et stable ;
(2) les e´quivalences faibles et les ﬁbrations deM sont stables par coproduits et colimites
ﬁltrantes ;
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(3) les objets de E sont homotopiquement compacts et engendrent la cate´gorie trian-
gule´e avec sommes inﬁnies Ho(M).
Il s’agit la` d’une notion le´ge`rement plus restrictive que celle adopte´e dans [3, De´ﬁnition
4.4.23] auquel on renvoie le lecteur pour les de´ﬁnitions des termes employe´s ci-dessus.
Dans la suite, une cate´gorie de coeﬃcientsM sera ﬁxe´e une fois pour toute. On supposera
que les objets appartenant a` E sont coﬁbrants et que E est stable (a` isomorphisme pre`s
dans Ho(M)) par les foncteurs de suspension et cosuspension. Le lecteur ne perdra rien a`
supposer queM est la cate´gorie des complexes de groupes abe´liens munie de sa structure
projective ou celle des spectres syme´triques munie de sa structure projective stable.
De´ﬁnition 1.1. Soit X un espace analytique complexe. On note AnSm/X la cate´gorie
dont les objets sont les X-espaces analytiques lisses (i.e., les morphismes lisses d’espaces
analytiques complexes). On munit cette cate´gorie de la topologie usuelle (qu’on abre´gera
par usu) engendre´e par la pre´topologie dont les familles couvrantes sont les (Vi → Y )i∈I
avec Y un X-espace analytique lisse et Vi des ouverts de Y ve´riﬁant Y =
⋃
i∈I Vi.
Par [3, Proposition 4.4.16], on peut munir la cate´gorie PreShv(AnSm/X,M) d’une
structure de mode`les projective (W,Cofproj,Fibproj). La classe W (respectivement
Fibproj) est celle des morphismes f : F −→ G induisant une e´quivalence faible (respec-
tivement une ﬁbration) f(Y ) : F (Y ) −→ G(Y ) pour tout X-espace analytique lisse Y .
La classe Cofproj est de´ﬁnie par la proprie´te´ de rele`vement a` gauche par rapport a`
W ∩ Fibproj.
Pour un objet A de M, on notera Acst le pre´faisceau constant sur AnSm/X ayant
A pour valeurs. E´tant donne´ un X-espace analytique lisse Y , on peut former, comme
dans [3, De´ﬁnition 4.4.2], le pre´faisceau Y ⊗A = Y ⊗Acst de´ﬁni sur AnSm/X et a` valeurs
dans M. On a la proposition suivante.
Proposition 1.2. La cate´gorie homotopique Ho(PreShv(AnSm/X,M)) co¨ıncide avec
sa plus petite sous-cate´gorie triangule´e stable par sommes inﬁnies et contenant les objets
de la forme Y ⊗ A avec Y un X-espace analytique lisse et A ∈ E .
De´monstration. Les Y ⊗ A sont des objets compacts de Ho(PreShv(AnSm/X,M)).
Ceci de´coule imme´diatement du fait que A et compact et que les coproduits pre´servent
les pre´faisceaux projectivement ﬁbrants. Par ailleurs, soit f : F  G un morphisme
de pre´faisceaux projectivement ﬁbrants sur AnSm/X tel que l’homomorphisme
π0(Y ⊗ A,F )  π0(Y ⊗ A,G)
est bijectif pour tout X-espace analytique lisse Y et A ∈ E . Par adjonction, on obtient
que l’homomorphisme
π0(A,F (Y ))  π0(A,G(Y ))
est bijectif. Il vient que f est une e´quivalence faible de pre´faisceaux puisque Ho(M) est
compactement engendre´e par E . (Rappelons que nous avons suppose´ que E est stable par
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suspension et cosuspension a` isomorphismes pre`s dans Ho(M).) On a donc montre´ que
la famille des foncteurs
homHo(PreShv(AnSm/X,M))(Y ⊗ A,−) : Ho(PreShv(AnSm/X,M))  Ab
est conservative. Il re´sulte de [2, Proposition 2.1.27] que la cate´gorie triangule´e avec
sommes inﬁnies Ho(PreShv(AnSm/X,M)) est compactement engendre´e par les Y ⊗
A. (On utilise ici que la cate´gorie AnSm/X est essentiellement petite pour trouver un
ensemble de X-espaces analytiques lisses contenant des repre´sentants de toutes les classes
d’isomorphisme de AnSm/X.) D’ou` le re´sultat. 
Remarque 1.3. La preuve de la proposition 1.2 montre plus pre´cise´ment et d’une fac¸on
plus ge´ne´ral que la cate´gorie triangule´e avec sommes inﬁnies Ho(PreShv(C,M)) est
compactement engendre´e par les objets de la forme X ⊗ A avec X ∈ Ob(C) et A ∈ E et
ceci pour toute cate´gorie essentiellement petite C. Ce fait nous sera utile dans la suite
(notamment dans la preuve de la proposition 1.4).
Par [3, De´ﬁnition 4.4.33], on peut localiser la structure de mode`les ci-dessus pour
obtenir la structure projective usu-locale (Wusu,Cofproj,Fibproj-usu). Rappelons ici la
de´ﬁnition de la classe Wusu dont les e´le´ments sont appele´s les e´quivalences usu-locales.
Soit A ∈ E et F ∈ PreShv(AnSm/X,M). On note Π0(A,F ) le pre´faisceau qui a`
un X-espace analytique lisse Y associe le groupe abe´lien π0(A,F (Y )) et Πusu0 (A,F )
le usu-faisceau associe´ a` Π0(A,F ). Un morphisme de pre´faisceaux f : F −→ G sur
AnSm/X a` valeurs dans M est une e´quivalence usu-locale lorsque le morphisme
Πusu0 (A, f) : Π
usu
0 (A,F ) −→ Πusu0 (A,G) est inversible pour tout A ∈ E .
Dans la suite, on note D1 = {z ∈ C, |z| < 1} qu’on munit de sa structure d’espace
analytique complexe e´vidente. On note aussi Dn = (D1)n et DnX = D
n×X qu’on conside`re
comme un X-espace analytique lisse via la projection sur le second facteur. On a la
proposition suivante.
Proposition 1.4. La cate´gorie homotopique Housu(PreShv(AnSm/X,M)) co¨ıncide
avec sa plus petite sous-cate´gorie triangule´e stable par sommes inﬁnies et contenant
les objets de la forme DnU ⊗ A avec U un ouvert de X, n ∈ N et A ∈ E .
De´monstration. Notons T ⊂ Housu(PreShv(AnSm/X,M)) la plus petite sous-
cate´gorie triangule´e, stable par sommes inﬁnies et contenant les DnU ⊗ A avec U , n et A
comme dans l’e´nonce´. Par la proposition 1.2, il suﬃt de montrer que Y ⊗ A ∈ Ob(T )
pour tout X-espace analytique lisse Y . On ne restreint pas la ge´ne´ralite´ en supposant
que Y est partout de dimension relative d. On divise la preuve en deux parties. Dans la
premie`re, on e´tablit un re´sultat technique.
E´tape 1. Soit r : R• −→ Y un hyper-recouvrement (voir par exemple [8]) pour la topolo-
gie usuelle avec Rn un coproduit d’ouverts de Y . On dispose d’un foncteur colimite
homotopique
L(p∆)# : Housu(PreShv(∆ × AnSm/X,M))  Housu(PreShv(AnSm/X,M))
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adjoint a` gauche du foncteur  objet simplicial constant . L’augmentation r induit un
morphisme
L(p∆)#(R• ⊗ A)  Y ⊗ A . (1.1)
Dans cette e´tape, on montre que (1.1) est inversible.
Conside´rons le petit site (Ouv(Y ),usu) des ouverts de Y muni de la topologie usuelle.
On dispose d’un pseudo-morphisme de sites (au sens de [3, De´ﬁnition 4.4.49])
q : (AnSm/X, usu)  (Ouv(Y ),usu)
donne´ par l’inclusion e´vidente Ouv(Y ) ⊂ AnSm/X. Par [3, The´ore`me 4.4.50], le foncteur
image directe q∗ admet un foncteur de´rive´ a` gauche
Lq∗ : Housu(PreShv(Ouv(Y ),M))  Housu(PreShv(AnSm/X,M)) .
De plus, on dispose d’un carre´ commutatif a` un isomorphisme canonique pre`s (comme
on voit imme´diatement en passant aux adjoints a` droite)
Housu(PreShv(∆ × Ouv(Y ),M))
L(p∆)# 
Lq∗

Housu(PreShv(Ouv(Y ),M))
Lq∗

Housu(PreShv(∆ × AnSm/X,M))
L(p∆)#  Housu(PreShv(AnSm/X,M)).
Il suﬃt donc de montrer que (1.1) est inversible en tant que ﬂe`che de la cate´gorie homo-
topique Housu(PreShv(Ouv(Y ),M)).
Pour y ∈ Y , on note V (y) le syste`me coﬁltrant des voisinages ouverts de y dans Y . Le
foncteur
y∗ : PreShv(Ouv(Y ),M) M
qui a` un pre´faisceau F associe y∗(F ) = ColimV ∈V (y) F (V ) envoie les e´quivalences usu-
locales sur des e´quivalences faibles. Il induit donc un foncteur
y∗ : Housu(PreShv(Ouv(Y ),M))  Ho(M) . (1.2)
Lorsque y parcourt Y , les foncteurs (1.2) forment une famille conservative. Il suﬃt donc
de montrer que
y∗L(p∆)#(R• ⊗ A) = L(p∆)#(y∗(R•) ⊗ A)  A (1.3)
est inversible pour tout y ∈ Y . Or, le morhisme y∗(R•) −→  (avec  un objet ﬁnal de
la cate´gorie des ensembles) est une e´quivalence d’homotopie puisque R• est un hyper-
recouvrement de Y . D’ou` le re´sultat recherche´.
E´tape 2. Comme Y est lisse, on peut trouver un hyper-recouvrement R• −→ Y avec Rn
un coproduit d’ouverts de Y isomorphes a` DdU avec U des ouverts de X. Par l’e´tape
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pre´ce´dente, il suﬃt de montrer que L(p∆)#(R• ⊗A) est dans T . Conside´rons le foncteur
compose´
θ : Ho(PreShv(∆ × AnSm/X,M))  Housu(PreShv(∆ × AnSm/X,M))
L(p∆)#

Housu(PreShv(AnSm/X,M)).
Il s’agit de montrer que l’image de R• ⊗ A par θ est dans T . E´tant donne´ que
θ((n,DdU ) ⊗ A) = DdU ⊗ A pour tout n ∈ ∆ et que θ commute aux sommes inﬁnies, il
suﬃt de montrer que R• ⊗ A est dans la sous-cate´gorie triangule´e avec sommes inﬁnies
T ′ ⊂ Ho(PreShv(∆×AnSm/X,M)) compactement engendre´e par les objets de la forme
(n,DdU ) ⊗ A.
Notons C la sous-cate´gorie pleine de AnSm/X dont les objets sont les X-espaces analy-
tiques lisses isomorphes a` DdU avec U un ouvert de X. On dispose d’un foncteur triangule´
e´vident
Ho(PreShv(∆ × C,M))  Ho(PreShv(∆ × AnSm/X,M))
qui est l’identite´ sur les objets de la forme (n,DdU )⊗A. Il est clair que notre objet R• ⊗A
est dans l’image de ce foncteur. Or, Ho(PreShv(∆×C,M)) est compactement engendre´e
par les objets (n × DdU ) ⊗ A. La proposition est de´montre´e. 
Conside´rons maintenant la localisation de Bousﬁeld de la structure projective usu-
locale par rapport a` la classe des ﬂe`ches D1Y ⊗ A −→ Y ⊗ A avec Y un X-
espace analytique lisse et A ∈ E . On obtient ainsi la structure projective (D1,usu)-
locale (WD1-usu,Cofproj,FibD1-usu-proj) et on notera HoD1-usu(PreShv(AnSm/X,M))
sa cate´gorie homotopique.
Comme dans [3, Lemme 4.5.13], un objet projectivement usu-ﬁbrant F de la cate´gorie
PreShv(AnSm/X,M) est D1-local si et seulement si le morphisme F −→ hom(D1X , F ),
induit par la projection structurale de D1X sur X, est une e´quivalence usu-locale. Rap-
pelons (voir [3, § 4.4.1]) que pour un X-espace analytique Y , le pre´faisceau hom(Y, F )
est donne´ par l’association † F (Y ×X †).
Proposition 1.5. La cate´gorie homotopique HoD1-usu(PreShv(AnSm/X,M)) co¨ıncide
avec sa plus petite sous-cate´gorie triangule´e stable par sommes inﬁnies et contenant les
objets de la forme U ⊗ A avec U un ouvert de X et A ∈ E .
De´monstration. L’e´nonce´ de´coule imme´ditament de la proposition 1.4 et du fait que
les objets DnU ⊗ A sont isomorphes a` U ⊗ A dans HoD1-usu(PreShv(AnSm/X,M)). 
Rappelons qu’on avait note´ Ouv(X) l’ensemble des ouverts de X ordonne´ par
l’inclusion. On appellera ιX : Ouv(X) ⊂ AnSm/X l’inclusion e´vidente qui fournit un
couple de foncteurs adjoints
(ι∗X , ιX∗) : PreShv(Ouv(X),M)  PreShv(AnSm/X,M) .
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On ve´riﬁe imme´diatement que ιX est un morphisme de sites pour les topologies usuelles.
Il vient que le foncteur ι∗X pre´serve les e´quivalences usu-locales. Il se de´rive donc triviale-
ment pour donner un foncteur
ι∗X : DM(X) = Housu(PreShv(Ouv(X),M))  Housu(PreShv(AnSm/X,M)) .
(1.4)
On a le re´sultat clef suivant.
Proposition 1.6. Le foncteur (1.4) prend ses valeurs dans la sous-cate´gorie des objets
D1-locaux.
De´monstration. Soit K un pre´faisceau sur Ouv(X) a` valeurs dans M. On cherche a`
montrer que ι∗X(K) est D
1-local en tant qu’objet de Housu(PreShv(AnSm/X,M)). On
ﬁxe une coﬁbration projective usu-triviale ι∗X(K) −→ L avec L un pre´faisceau projective-
ment usu-ﬁbrant. Ceci nous rame`ne a` prouver que L −→ hom(D1X , L) est une e´quivalence
usu-locale. On divisera la preuve de cela en trois e´tapes. La premie`re e´tape servira essen-
tiellement a` introduire quelques notations.
E´tape A. On dispose d’un foncteur oX : AnSm/X −→ Ouv(X) qui a` un X-espace analy-
tique lisse Y associe l’ouvert oX(Y ) image du morphisme structural Y −→ X. Il est facile
de voir que oX est un adjoint a` gauche de ιX . Il induit de plus un couple de foncteurs
adjoints sur les cate´gories de pre´faisceaux
(o∗X , oX∗) : PreShv(AnSm/X,M)  PreShv(Ouv(X),M) .
L’association † †∗ qui a` un foncteur † associe le foncteur  pre´faisceau image directe 
suivant † est covariante et mono¨ıdale (pour la composition des foncteurs). Il vient que
l’adjonction (oX , ιX) induit une adjonction (oX∗, ιX∗). En passant aux adjoints a` gauche,
on de´duit un deuxie`me couple de foncteurs adjoints (o∗X , ι
∗
X). Il vient que les foncteurs
ι∗X et oX∗ sont canoniquement isomorphes. On a donc ι
∗
X(K)(Y )  K(oX(Y )) pour tout
X-espace analytique lisse.
Dans la suite, e´tant donne´s un pre´faisceau F sur AnSm/X et un pro-objet (Vi)i∈I de
AnSm/X, on posera
F ((Vi)i∈I) = Colim
i∈I
F (Vi) et hom((Vi)i∈I , F ) = Colim
i∈I
hom(Vi, F ).
Les exemples typiques de tels pro-objets sont les syste`mes coﬁltrants des voisinages
ouverts d’une partie P dans un X-espace analytique Y . Ces pro-objets seront note´s
VY (P ).
E´tape B. On note U le syste`me coﬁltrant des voisinages ouverts du segment [0, 1] ⊂ C
qu’on conside´rera comme un pro-objet de varie´te´s complexes. Plus ge´ne´ralement, pour
des re´els a  b, on note U[a, b] le syste`me coﬁltrant des voisinages ouverts du segment
[a, b] ⊂ C. On pose UX = U × X et UX [a, b] = U[a, b] × X.
Dans cette e´tape, nous montrerons que
L  hom(UX , L) (1.5)
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est une e´quivalence usu-locale. Par la preuve de [3, Proposition 4.4.62], il suﬃt de ve´riﬁer
que les ﬁbres de (1.5) sont des e´quivalences faibles pour une famille conservative de points
du topos Shvusu(AnSm/X). Or, une telle famille de points est donne´e par les foncteurs
F ∈ Shvusu(AnSm/X)  Colim
V ∈VY (y)
F (V ) = F (VY (y))
pour Y un X-espace analytique lisse et y ∈ Y . Ceci nous rame`ne a` prouver que
L(VY (y))  L(U × VY (y))
est une e´quivalence faible deM pour tout X-espace analytique lisse Y et tout point y de
Y . Comme E est un ensemble de ge´ne´rateurs compacts de Ho(M), il suﬃt de montrer
l’application
Π0(A,L)(VY (y))  Π0(A,L)(U × VY (y)) (1.6)
est bijective pour tout A ∈ E . L’injectivite´ e´tant claire, on se concentre sur la surjectivite´.
Soit α ∈ Π0(A,L)(U×VY (y)). Alors α est la classe d’un e´le´ment α0 ∈ Π0(A,L)(U×V )
avec U et V des voisinages ouverts de [0, 1] ⊂ C et y ∈ Y respectivement. E´tant donne´
que ι∗XK −→ L est une e´quivalence usu-locale, pour tout point r ∈ [0, 1] on peut trouver
des voisinages ouverts U(r) ⊂ U et V (r) ⊂ V de r ∈ C et y ∈ Y , ainsi qu’un e´le´ment
β0(r) ∈ Π0(A, ι∗X(K))(U(r) × V (r)) dont l’image dans Π0(A,L)(U(r) × V (r)) co¨ıncide
avec (α0)|U(r)×V (r). On note β(r) l’image de β0(r) dans Π0(A, ι∗X(K))(U(r) × VY (y)).
Remarquons par ailleurs que
ι∗X(K)(U(r) × VY (y)) = oX∗(K)(U(r) × VY (y)) = K(VX(x))
avec x ∈ X l’image de y par la projection structurale. Il vient que β(r) est l’image d’un
e´le´ment de Π0(A,K)(VX(x)). E´tant donne´ que [0, 1] est compact, on peut donc trouver
un entier N ∈ N et des e´le´ments βi ∈ Π0(A,K)(VX(x)) pour i ∈ [[0, N − 1]] tels que la
condition suivante est satisfaite. L’image de βi par la composition
Π0(A,K)(VX(x)) −→ Π0(A, ι∗X(K))
(
U
[
i
N
,
i + 1
N
]
× VY (y)
)
−→ Π0(A,L)
(
U
[
i
N
,
i + 1
N
]
× VY (y)
)
co¨ıncide avec α|U[i/N,(i+1)/N ]×VY (y).
Soit i ∈ [[0, N − 2]] et montrons que βi = βi+1. Remarquons pour cela que les images
de βi et βi+1 dans
Π0(A,L)
(
U
[
i + 1
N
,
i + 1
N
]
× VY (y)
)
sont toutes les deux e´gales a` α|U[(i+1)/N,(i+1)/N ]×VY (y). Il suﬃt donc de voir que le mor-
phisme
Π0(A,K)(VX(x))  Π0(A,L)
(
U
[
i + 1
N
,
i + 1
N
]
× VY (y)
)
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est injectif. Pour cela, on utilise le carre´ commutatif
Π0(A,K)(VX(x))
∼(1)

 Π0(A,L)
(
U
[
i + 1
N
,
i + 1
N
]
× VY (y)
)

Π0(A, ι∗X(K))(VY (y)) ∼
(2)  Π0(A,L)
({
i + 1
N
}
× VY (y)
)
On a de´ja` remarque´ que (1) est bijective. L’application (2) est bijective du fait que
ι∗(K) −→ L est une e´quivalence usu-locale. Dans la suite, on notera β la valeur commune
de tous les βi.
Pour terminer cette e´tape, on montrera par induction sur i ∈ [[0, N − 1]] que l’image
de β dans
Π0(A,L)
(
U
[
0,
i
N
]
× VY (y)
)
co¨ıncide α|U[0,i/N ]×VY (y). Le cas i = N − 1 de cette induction entraˆıne en eﬀet que α est
dans l’image de (1.6).
Comme L est usu-ﬁbrant, le lemme 1.7 ci-dessous fournit une suite exacte longue de
groupes abe´liens
−→ Π1(A,L)
(
U
[
0,
i
N
]
× VY (y)
)
⊕ Π1(A,L)
(
U
[
i
N
,
i + 1
N
]
× VY (y)
)
(a)−−−−→ Π1(A,L)
(
U
[
i
N
,
i
N
]
× VY (y)
)
(b)−−−−→ Π0(A,L)
(
U
[
0,
i + 1
N
]
× VY (y)
)
(c)−−−−→ Π0(A,L)
(
U
[
0,
i
N
]
× VY (y)
)
⊕ Π0(A,L)
(
U
[
i
N
,
i + 1
N
]
× VY (y)
)
−→
(Ci-dessus, nous avons note´ Π1(A,−) pour de´signer Π0(Σ1(A),−) ou` Σ1 est le foncteur
de suspension.) Nous aﬃrmons que (c) est injective. Pour cela, il suﬃt de montrer que
(b) est le morphisme nul ou encore que (a) est surjective. Du fait que ι∗X(K) −→ L est
une e´quivalence usu-locale, on de´duit des isomorphismes
Π1(A,K)(VX(x))  Π1(A, ι∗X(K))
(
U
[
i
N
,
i
N
]
× VY (y)
)
 Π1(A,L)
(
U
[
i
N
,
i
N
]
× VY (y)
)
.
Clairement, cela entraˆıne que l’application
Π1(A,L)
(
U
[
i
N
,
i + 1
N
]
× VY (y)
)
 Π1(A,L)
(
U
[
i
N
,
i
N
]
× VY (y)
)
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est surjective et donc l’application (a) est e´galement surjective. Le re´sultat recherche´
de´coule maintenant du fait que α|U[0,(i+1)/N ]×VY (y) ainsi que l’image de β dans
Π0(A,L)
(
U
[
0,
i + 1
N
]
× VY (y)
)
ont les meˆmes images dans
Π0(A,L)
(
U
[
0,
i
N
]
× VY (y)
)
et Π0(A,L)
(
U
[
i
N
,
i + 1
N
]
× VY (y)
)
.
E´tape C. Dans cette e´tape on termine la preuve de la proposition. On note D¯1 le syste`me
coﬁltrant des voisinages du disque unite´ {z ∈ C; |z|  1} ⊂ C. On dispose d’une action
par homothe´tie
h : U × D¯1  D¯1,
qui sur les points correspond a` la multiplication d’un e´le´ment de [0, 1] par un e´le´ment
de {z ∈ C; |z|  1}. Il s’agit bien d’un morphisme de pro-objets dans la cate´gorie des
varie´te´s complexes.
Montrons d’abord que L −→ hom(D¯1X , L) est une e´quivalence usu-locale. La sec-
tion nulle de D¯1 induit une re´traction hom(D¯1X , L) −→ L. On montrera que dans
Housu(PreShv(AnSm/X,M)) la composition de
hom(D¯1X , L)  L  hom(D¯
1
X , L)
est e´gale a` l’identite´. Pour cela, on utilise le diagramme commutatif
hom(D¯1X , L)
hom(D¯1X , L)

h∗  hom(U × D¯1X , L)
s∗1

s∗0 
L  hom(D¯1X , L)
avec s0 et s1 les sections nulles et unite´s de U. Il suﬃra donc de montrer que h∗ est
inversible, ou ce qui revient au meˆme que s∗0 est inversible. Mais s
∗
0 s’obtient en appliquant
hom(D¯1X ,−) a` s∗0 : hom(UX , L) −→ L. Or, d’apre`s l’e´tape pre´ce´dente, le morphisme s∗0
est une e´quivalence usu-locale entre objets projectivement usu-ﬁbrants. D’ou` le re´sultat
recherche´.
Il est maintenant aise´ de conclure. Comme L est usu-ﬁbrant, on a
hom(D1X , L)  HoLim
n∈N
hom
(
D1X
(
o, 1 − 1
n
)
, L
)
.
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Or, on dispose de morphismes de N-syste`mes projectifs
· · ·  hom
(
D¯
1
X
(
o, 1 − 1
n + 1
)
, L
)


hom
(
D¯
1
X
(
o, 1 − 1
n
)
, L
)


hom
(
D¯
1
X
(
o, 1 − 1
n − 1
)
, L
)


· · ·  hom
(
D
1
X
(
o, 1 − 1
n + 1
)
, L
)


hom
(
D
1
X
(
o, 1 − 1
n
)
, L
)


hom
(
D
1
X
(
o, 1 − 1
n − 1
)
, L
)


· · ·  hom
(
D¯
1
X
(
o, 1 − 1
n
)
, L
)


hom
(
D¯
1
X
(
o, 1 − 1
n − 1
)
, L
)


hom
(
D¯
1
X
(
o, 1 − 1
n − 2
)
, L
)


· · ·  hom
(
D
1
X
(
o, 1 − 1
n
)
, L
)
 hom
(
D
1
X
(
o, 1 − 1
n − 1
)
, L
)
 hom
(
D
1
X
(
o, 1 − 1
n − 2
)
, L
)

On de´duit imme´diatement que
L  HoLim
n∈N
hom
(
D¯1
(
o, 1 − 1
n
)
, L
)
 HoLim
n∈N
hom
(
D1
(
o, 1 − 1
n
)
, L
)
.
Ceci ache`ve la preuve de la proposition. 
Lemme 1.7. Soient X un espace analytique complexe et F ∈ PreShv(AnSm/X,M) un
pre´faisceau projectivement usu-ﬁbrant. Soient Y un X-espace analytique lisse et U et V
des ouverts de Y tels que Y = U ∪ V . Alors le carre´
F (Y ) 

F (U)

F (V )  F (U ∩ V )
est homotopiquement carte´sien et cocarte´sien.
De´monstration. Rappelons que dans une cate´gorie de mode`les stable, un carre´ est
homotopiquement carte´sien si et seulement si il est homotopiquement cocarte´sien. On
montrera donc uniquement que le carre´ de l’e´nonce´ est homotopiquement carte´sien.
La preuve de cela est calque´e sur la premie`re partie de la preuve de [4, Corol-
laire 1.2.32]. Nous aurons besoin d’utiliser la structure injective usu-locale sur la cate´gorie
PreShv(AnSm/X,M) obtenue en localisant la structure injective par les e´quivalences
usu-locales (voir [3, De´ﬁnition 4.4.33]). Avec les notations de [3, De´ﬁnition 4.4.2], si G ∈
PreShv(AnSm/X,M) est injectivement usu-ﬁbrant et si u : E −→ E′ est un monomor-
phisme de pre´faisceaux d’ensembles sur AnSm/X, homM(u,G) : homM(E
′, G) −→
homM(E,G) est une ﬁbration entre objets ﬁbrants de M (voir [3, Proposition 4.4.35]).
Si de plus, u induit un isomorphisme sur les usu-faisceaux associe´s, homM(u,G) est
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une e´quivalence faible (et donc une ﬁbration triviale). En eﬀet, pour tout A dans E ,
l’application
homHo(M)(A,homM(E
′, G))  homHo(M)(A,homM(E,G))
s’identiﬁe via les adjonctions (E ⊗ (−)cst,homM(E,−)) et (E′ ⊗ (−)cst,homM(E′,−)) a`
homHousu(PreShv(AnSm/X,M))(E
′ ⊗ Acst, G)
−→ homHousu(PreShv(AnSm/X,M))(E ⊗ Acst, G).
On utilise alors [3, Proposition 4.4.39] pour conclure.
Revenons a` la preuve du lemme. E´tant donne´ que la proprie´te´ d’eˆtre homotopiquement
carte´sien est stable par e´quivalences faibles de pre´faisceaux, on peut supposer que F est
injectivement usu-ﬁbrant. On a un carre´ carte´sien de X-espaces analytiques lisses
U ∩ V a
′


V

U
a  Y.
Comme a et a′ sont des monomorphismes, on de´duit que F (a) et F (a′) sont des ﬁbrations
entre objets ﬁbrants de M. Pour montrer que le carre´ de l’e´nonce´ est homotopiquement
carte´sien, il suﬃt donc de montrer que le morphisme induit sur les ﬁbres Fib(F (a)) −→
Fib(F (a′)) est une e´quivalence faible. Pour cela, on conside`re le carre´ cocarte´sien de
pre´faisceaux d’ensembles
U 

Y

∗  Y/U.
Le foncteur homM(−, F ) envoie une colimite de pre´faisceaux d’ensembles sur une limite
de M. On de´duit alors un carre´ carte´sien dans M
F (Y/U) 

F (Y )

F (∗)  F (U)
a` ﬂe`ches verticales des ﬁbrations. On de´duit alors une e´quivalence faible
Fib(F (Y/U) → F (∗))  Fib(F (Y ) → F (U)).
Le meˆme argument fournit une e´quivalence faible
Fib(F (V/U ∩ V ) → F (∗))  Fib(F (V ) → F (U ∩ V )).
On est donc ramene´ en ﬁn de compte a` montrer que F (Y/U) −→ F (V/U ∩ V ) est une
e´quivalence faible. Ceci de´coule du fait que V/U ∩ V −→ Y/U induit un isomorphisme
sur les usu-faisceaux associe´s. 
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Conside´rons maintenant le foncteur
ι∗X : DM(X) = Housu(PreShv(Ouv(X),M))  HoD1-usu(PreShv(AnSm/X,M))
(1.7)
obtenu de (1.4) en composant avec le foncteur de localisation par les D1-e´quivalences
faibles. Le re´sultat ci-dessous est le point clef de cette sous-section. Il s’agit d’une variante
analytique et relative (i.e., au dessus d’une base) de [13, The´ore`me 5.12] avec ∆opEns
remplace´e par M.
The´ore`me 1.8. L’adjonction (ι∗X , ιX∗) est une e´quivalence de Quillen lorsqu’on munit
PreShv(Ouv(X),M) de sa structure projective locale et PreShv(AnSm/X,M) de sa
structure projective (D1,usu)-locale. En d’autres termes, (1.7) est une e´quivalence de
cate´gories.
De´monstration. Le foncteur ι∗X commute aux sommes inﬁnies. Par la proposition 1.5,
il suﬃt donc de montrer que (1.7) est pleinement ﬁde`le. On montrera pour cela que le
morphisme d’unite´ id −→ RιX∗ ◦ ι∗X est inversible.
Rappelons que dans le premie`re e´tape de la preuve de la proposition 1.6 nous avons
introduit le foncteur oX : AnSm/X −→ Ouv(X) qui a` un X-espace analytique lisse Y
associe l’ouvert oX(Y ), image du morphisme structural Y −→ X. C’est un adjoint a`
gauche de ιX . Nous avons e´galement montre´ que les foncteurs ι∗X et oX∗ sont canonique-
ment isomorphes. En particulier, oX∗ pre´serve les e´quivalences usu-locales et se de´rive
trivialement. Le morphisme d’unite´ id −→ RιX∗ ◦ ι∗X s’identiﬁe alors a` la transformation
naturelle id∗ −→ RιX∗ ◦ oX∗ de´duite par naturalite´ de la counite´ de l’adjonction (oX , ιX).
Plus pre´cise´ment, au niveau des cate´gories de mode`les, cette transformation naturelle est
la composition de
id∗
(a)  ιX∗oX∗
(b)  ιX∗QD1-usuoX∗
ou` id −→ QD1-usu est un foncteur de remplacement (D1,usu)-ﬁbrant. La transformation
naturelle (a) est inversible e´tant donne´ que la counite´ oX ◦ ιX −→ id est inversible. Par
ailleurs, nous avons montre´ dans la proposition 1.6 que le foncteur oX∗ = ι∗X envoie un
objet de PreShv(Ouv(X),M) sur un objet D1-local de PreShv(AnSm/X,M) relative-
ment a` la structure usu-locale. En d’autres termes, oX∗(K) −→ QD1-usuoX∗(K) est une
e´quivalence usu-locale pour tout objet K de PreShv(Ouv(X),M). Comme ιX∗ pre´serve
les e´quivalences usu-locales, on obtient que (b) applique´e a` K ∈ PreShv(Ouv(X),M)
est une e´quivalence usu-locale. Ceci montre que le morphisme d’unite´ id −→ RιX∗ι∗X est
inversible et ache`ve la preuve du the´ore`me. 
Remarque 1.9. Lorsque X = pt est l’espace analytique re´duit a` un point, le
the´ore`me 1.8 fournit une e´quivalence de cate´gories
HoD1-usu(PreShv(AnSm/pt,M))  Ho(M). (1.8)
Si Y est une varie´te´ analytique complexe et R• −→ Y est un hyper-recouvrement de
Y par des ouverts isomorphes a` des polydisques unite´s Dd, l’objet Y ⊗ A correspond,
via l’e´quivalence (1.8), a` la colimite homotopique de l’objet simplicial π0(R•) ⊗ A avec
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π0(Rn) l’ensemble des composantes connexes de Rn. Ceci de´coule imme´diatement de la
preuve de la proposition 1.4.
La dernie`re e´tape de la construction concerne la stabilisation. On utilisera pour cela
le lemme ci-dessous qui de´coule de la remarque 1.9.
Lemme 1.10. Soit A ∈M. Il existe un isomorphisme
Cof(GmanX ⊗A → A1,anX ⊗ A)  (idX) ⊗ A[+2]
dans la cate´gorie triangule´e HoD1-usu(PreShv(AnSm/X,M)).
A` partir de maintenant, on supposera queM est une cate´gorie de mode`les mono¨ıdale et
syme´trique (voir [3, De´ﬁnition 4.1.57]). On supposera e´galement que E contient un objet
unite´ 1 de M. On notera TX un remplacement projectivement coﬁbrant du pre´faisceau
A
1,an
X ⊗ 1
GmanX ⊗1
.
On notera SpectΣTX (PreShv(AnSm/X,M)) la cate´gorie des TX -spectres syme´triques de
pre´faisceaux sur AnSm/X a` valeurs dans M. On peut munir cette cate´gorie de la struc-
ture projective de´duite de l’une des structures projectives sur PreShv(AnSm/X,M)
conside´re´es plus haut. Les structures de mode`les ainsi obtenues seront note´es respective-
ment
(Wst,Cofproj,Fibproj-st), (Wusu-st,Cofproj,Fibusu-proj-st),
(WD1-usu-st,Cofproj,FibD1-usu-proj-st).
Leurs cate´gories homotopiques seront de´signe´es respectivement par un Host, Housu-st et
HoD1-usu-st place´ devant Spect
Σ
TX (PreShv(AnSm/X,M)). On pose e´galement
SHanM(X) = HoD1-usu-st(Spect
Σ
TX (PreShv(AnSm/X,M))).
On dispose d’un foncteur de suspension inﬁnie
Sus0TX ,Σ : PreShv(AnSm/X,M)  Spect
Σ
T (PreShv(AnSm/X,M)) (1.9)
qui a` un pre´faisceau F associe le TX -spectre (T⊗nX ⊗F )n∈N. C’est un foncteur de Quillen
a` gauche lorsqu’on munit la source de l’une des structures projectives conside´re´es plus
haut et le but de la variante stable de la meˆme structure.
Par le lemme 1.10 et le fait que M est une cate´gorie de mode`les stable, TX est un
objet inversible de la cate´gorie mono¨ıdale syme´trique HoD1-usu(PreShv(AnSm/X,M)).
On de´duit de [3, Proposition 4.3.35] que (1.9) est une e´quivalence de Quillen lorsqu’on
munit la source de sa structure projective (D1,usu)-locale et le but de sa structure pro-
jective stable de´duite de la structure projective (D1,usu)-locale. On obtient ainsi des
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e´quivalences de cate´gories (triangule´es mono¨ıdales et syme´triques)
DM(X) = Housu(PreShv(Ouv(X),M))
∼

HoD1-usu(PreShv(AnSm/X,M))
∼

HoD1-usu-st(Spect
Σ
TX (PreShv(AnSm/X,M))) = SH
an
M(X).
(1.10)
2. Re´alisation de Betti et fonctorialite´ e´le´mentaire
Pour la construction des cate´gories homotopiques stables des S-sche´mas le lecteur est
renvoye´ a` [3, § 4.5]. On utilisera librement les notations de [3]. Toutefois, il s’agit de
notations assez standards dont le sens n’e´chappera pas aux lecteurs familiers avec la
the´orie des motifs a` la Morel et Voevodsky.
Soit k un corps de caracte´ristique nulle muni d’un plongement complexe σ : k ⊂ C.
E´tant donne´ un k-sche´ma X, on notera Xan l’ensemble X(C), des points de X a` valeurs
dans C, muni de sa structure naturelle d’espace analytique complexe. On dispose d’un
foncteur d’analytiﬁcation
AnX : Sm/X  AnSm/Xan
qui a` X-sche´ma lisse Y associe le X-espace analytique lisse Y an. Ce foncteur est continu
lorsqu’on munit Sm/X de sa topologie de Nisnevich et AnSm/Xan de sa topologie usuelle.
En eﬀet, si (Yi → Y )i∈I est un recouvrement Nisnevich (respectivement e´tale) d’un X-
sche´ma lisse Y , il existe un recouvrement ouvert (Uj)j∈J de Y an qui raﬃne la famille
(Y ani → Y an).
On dispose e´galement de P -structures naturelles (au sens de [3, De´ﬁnition 4.4.57])
sur Sm/X et AnSm/Xan donne´es respectivement par les petits sites e´tales et les petits
sites des home´omorphismes locaux. Le foncteur AnX est compatible a` ces P -structures.
Par [3, The´ore`me 4.4.60], l’adjonction
(An∗X ,AnX∗) : PreShv(Sm/X,M)  PreShv(AnSm/X
an,M) (2.1)
est de Quillen relativement aux structures projectives Nis-locales et usu-locales. E´tant
donne´ que An∗X(A
1
Y ⊗A) = (A1,anY an )⊗A pour tout X-sche´ma lisse Y et A ∈ E , l’adjonction
(2.1) est de Quillen relativement aux structures projectives (A1,Nis)-locale et (D1,usu)-
locale. On de´duit e´galement une adjonction de Quillen relativement aux structures pro-
jectives (A1,Nis)-locale et (D1,usu)-locale stables
(An∗X ,AnX∗) : Spect
Σ
TX (PreShv(Sm/X,M))
−→ SpectΣT anX (PreShv(AnSm/X
an,M))
ou` T anX = An
∗(TX). Il est clair que T anX convient au mode`le projectivement coﬁbrant
choisi a` la ﬁn de la sous-section pre´ce´dente. On peut donc faire la de´ﬁnition suivante.
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De´ﬁnition 2.1. La re´alisation de Betti au dessus d’un k-sche´ma X est le foncteur
compose´
SHM(X) = HoA1-Nis-st(Spect
Σ
TX (PreShv(Sm/X,M)))
LAn∗

HoD1-usu-st(Spect
Σ
T anX
(PreShv(Sm/Xan,M)))

∼

Housu(PreShv(Ouv(Xan),M)) = DM(Xan).
On le notera BettiX .
Rappelons que le but de cet article est d’e´tudier la compatibilite´ des foncteurs de
re´alisation de Betti avec les ope´rations de Grothendieck. Par construction, on a le lemme
suivant.
Lemme 2.2. Le foncteur BettiX est mono¨ıdal, syme´trique et unitaire.
Dans le reste de cette sous-section, on montrera que BettiX commute avec les ope´rations
f∗ (pour f ge´ne´ral) et f# (pour f lisse).
On renvoie le lecteur a` [3, § 4.5] pour la construction des ope´rations f∗, f∗ et f# dans
le contexte alge´brique et on traite ici le cas analytique.
E´tant donne´ un morphisme f : X ′ −→ X d’espaces analytiques complexes, on dispose
d’une adjonction de Quillen
(f∗, f∗) : SpectΣTX (PreShv(AnSm/X,M))
 SpectΣTX′ (PreShv(AnSm/X
′,M))
(ou` l’on prend TX′ = f∗(TX)) relativement aux structures projectives stables de´duites
des structures (D1,usu)-locales. Pour montrer cela, on utilise [3, The´ore`me 4.4.60] (le
foncteur continu X ′ ×X − : AnSm/X −→ AnSm/X ′ e´tant compatible aux P -structures
naturelles) et [3, Lemme 4.3.34]. On obtient ainsi des ope´rations (f∗, f∗) sur SHanM(−).
Lemme 2.3. Les ope´rations classiques f∗ et f∗ sur les cate´gories DM(−) (voir par
exemple [11, Chapitre II] pour M la cate´gorie des complexes de groupes abe´liens) cor-
respondent aux ope´rations f∗ et f∗ sur les cate´gories SHanM(−) via les e´quivalences de
cate´gories (1.10).
De´monstration. On dispose d’un diagramme commutatif (a` un 2-isomorphismes pre`s)
de couples de foncteurs adjoints
PreShv(Ouv(X),M)
(f∗,f∗) 
(ι∗X ,ιX∗)

PreShv(Ouv(X ′),M)
(ι∗X′ ,ιX′∗)

PreShv(AnSm/X,M)
(f∗,f∗) 
(Sus0TX ,Ev0)

PreShv(AnSm/X ′,M)
(Sus0T
X′
,Ev0)

SpectΣTX (PreShv(AnSm/X,M))
(f∗,f∗)  SpectΣTX′ (PreShv(AnSm/X
′,M))
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ou` l’on prend TX′ = f∗(TX). Toutes les adjonctions ci-dessus sont de Quillen relativement
aux structures:
• projectives usu-locales sur PreShv(Ouv(−),M) ;
• projectives (D1,usu)-locales sur PreShv(AnSm/−,M) ;
• projectives (D1,usu)-locales stables sur SpectΣT−(PreShv(AnSm/−,M)).
De plus, les adjonctions verticales sont les e´quivalences de Quillen qui induisent les
e´quivalences de cate´gories (1.10). D’ou` le re´sultat recherche´. 
Proposition 2.4. Le foncteur de re´alisation de Betti est compatible aux ope´rations f∗.
Plus pre´cise´ment, soit f : X ′ −→ X un morphisme de k-sche´mas de type ﬁni. Il existe
un isomorphisme naturel (de foncteurs mono¨ıdaux, syme´triques et unitaires)
θf : (fan)∗ ◦ BettiX ∼  BettiX′ ◦ f∗ .
De plus, cet isomorphisme commute a` la composition des morphismes de k-sche´mas.
De´monstration. Vu le lemme 2.3, il suﬃt de prouver l’e´nonce´ correspondant pour les
foncteurs d’analytiﬁcation An∗. Mais on dispose d’un carre´ commutatif d’adjonctions de
Quillen
SpectΣTX (PreShv(Sm/X,M))
(f∗,f∗) 
(An∗X ,AnX∗)

SpectΣTX′ (PreShv(Sm/X
′,M))
(An∗X′ ,AnX′∗)

SpectΣT anX (PreShv(AnSm/X
an,M))
((fan)∗,fan∗ )  SpectΣT an
X′
(PreShv(AnSm/X ′an,M))
pour les structures projectives stables (A1,Nis)-locales et (D1,usu)-locales. D’ou` le
re´sultat. 
Supposons maintenant que f : X ′ −→ X est un morphisme lisse d’espaces analytiques
complexes. On dispose d’une adjonction
(f#, f∗) : SpectΣTX′ (PreShv(AnSm/X
′,M))  SpectΣTX (PreShv(AnSm/X,M))
(avec T ′X = f
∗(TX)) qui est de Quillen relativement aux structures projectives (D1,usu)-
locales stables. (Notons que la construction du foncteur f# utilise la formule de projection
f#(f∗(−) ⊗ −)  (−) ⊗ f#(−). Pour plus de de´tails, le lecteur peut consulter [3] et
notamment le paragraphe qui suit la preuve de Proposition 4.5.19. Il s’agit certes du cas
alge´brique, mais le cas analytique n’est gue`re diﬀe´rent.) En utilisant les e´quivalences de
cate´gories (1.10), on obtient une nouvelle preuve, plus conceptuelle, de l’existence d’un
adjoint a` gauche f# a` l’ope´ration f∗ : DM(X) −→ DM(X ′). (La preuve classique de ce
fait repose sur la dualite´ de Poincare´–Verdier [11, The´ore`me 3.1.5, Proposition 3.3.2].)
On a de plus la proposition suivante.
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Proposition 2.5. Soit f : X ′ −→ X un morphisme lisse de k-sche´mas de type ﬁni. La
transformation naturelle
fan# ◦ BettiX′  BettiX ◦ f#,
de´duite de l’inverse de l’isomorphisme de la proposition 2.4 via les adjonctions (f#, f∗)
et (fan# , (f
an)∗), est inversible.
De´monstration. On se rame`ne encore une fois a` montrer l’assertion correspondante
pour les foncteurs d’analytiﬁcation An∗. Mais, on dispose d’un carre´ commutatif (a` un
isomorphisme canonique pre`s) d’adjonctions
SpectΣTX′ (PreShv(Sm/X
′,M))
(An∗X′ ,AnX′∗)

(f#,f∗)  SpectΣTX (PreShv(Sm/X,M))
(An∗X ,AnX∗)

SpectΣT an
X′
(PreShv(AnSm/X ′an,M))
(fan# ,(f
an)∗)
 SpectΣT anX (PreShv(AnSm/X
an,M)).
Ce carre´ provient (par 2-fonctorialite´ des cate´gories de pre´faisceaux et de leurs cate´gories
de spectres) du carre´ commutatif
Sm/X ′
cf 
An

Sm/X
An

AnSm/X ′an
cfan  AnSm/Xan
ou` cf (respectivement cfan) de´signe le foncteur qui a` un X ′-sche´ma lisse Y ′ (respec-
tivement un X ′an-espace analytique lisse U ′) associe le X-sche´ma lisse Y ′ → X ′ → X
(respectivement le Xan-espace anaylique lisse U ′ → X ′an → Xan). 
3. Morphismes de 2-foncteurs homotopiques stables
Motive´s par les re´sultats de la section pre´ce´dente, nous introduisons la notion de mor-
phismes de 2-foncteurs homotopiques stables. Nous de´montrons ensuite un crite`re ge´ne´ral
qui fournira des commutativite´s (partielles sauf pour f!) de la re´alisation de Betti avec
les ope´rations f∗, f!, f ! et Hom(−,−).
Pour la notion de 2-foncteurs homotopiques stables, le lecteur est renvoye´ a` [2,
De´ﬁnition 1.4.1]. On suppose donne´s deux 2-foncteurs homotopiques stables H1 et H2 sur
un sche´ma noethe´rien S. E´tant donne´ un morphisme f entre S-sche´mas quasi-projectifs,
on notera par le meˆme symbole f∗ les foncteurs H∗1(f) et H
∗
2(f). On fera le meˆme abus
de notations pour les ope´rations f#, f∗, f! et f !. Cela n’entraˆınera pas de confusion dans
la suite.
De´ﬁnition 3.1. Un morphisme de 2-foncteurs homotopiques stables R : H1 −→ H2 est
l’ensemble des donne´es ci-dessous.
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(i) Un foncteur triangule´ RX : H1(X) −→ H2(X) pour tout S-sche´ma quasi-
projectif X.
(ii) Une transformation naturelle inversible θf : f∗ ◦ RX ∼−−→ RX′ ◦ f∗ pour tout mor-
phisme de S-sche´mas quasi-projectifs f : X ′ −→ X.
Ces donne´es doivent satisfaire aux axiomes suivants.
(Mor1) Les transformations naturelles θf sont compatibles a` la composition des S-
morphismes.
(Mor2) Lorsque f est lisse, la transformation naturelle f# ◦ RX′ −→ RX ◦ f#, obtenue
de θ−1f via les adjonctions (f#, f
∗), est inversible.
De´ﬁnition 3.2. Supposons que H1 et H2 sont des 2-foncteurs mono¨ıdaux homotopiques
stables (respectivement syme´triques, unitaires) au sens de [2, De´ﬁnition 2.3.1]. Soit R :
H1 −→ H2 un morphisme de 2-foncteurs homotopiques stables. On dit que R est mono¨ıdal
(syme´trique, unitaire) si les foncteurs RX sont mono¨ıdaux (respectivement syme´triques,
unitaires) et que les transformations naturelles θf sont des transformations naturelles de
foncteurs mono¨ıdaux (respectivement syme´triques, unitaires).
Remarque 3.3. Dans [3, Chapitre 4], nous avons ve´riﬁe´ que H1 = SHM(−) est un
2-foncteur homotopique stable. On trouvera dans [11] tous les ingre´dients ne´cessaires
pour ve´riﬁer que H2 = DM((−)an) est e´galement un 2-foncteur homotopique stable. Vu
les re´sultats de la section pre´ce´dente, les foncteurs de re´alisation BettiX de´ﬁnissent un
morphisme de 2-foncteurs homotopiques stables entre H1 = SHM(−) et H2 = DM((−)an)
qui est de plus mono¨ıdal, syme´trique et unitaire.
E´nonc¸ons maintenant les trois the´ore`mes principaux de cette section.
The´ore`me 3.4. Soit R : H1 −→ H2 un morphisme de 2-foncteurs homotopiques stables
au dessus d’un sche´ma noethe´rien S. Pour tout morphisme f : X ′ −→ X entre S-sche´mas
quasi-projectifs, il existe des transformations naturelles canoniques
γf : RX ◦ f∗  f∗ ◦ RX′ ,
ρf : f! ◦ RX′  RX ◦ f! ,
ξf : RX′ ◦ f !  f ! ◦ RX
compatibles a` la composition des S-morphismes de sche´mas. De plus :
(a) γf est inversible pour f projectif ;
(b) ρf est inversible sans hypothe`ses sur f ;
(c) ξf est inversible pour f lisse.
Pour le second the´ore`me, on aura besoin d’une de´ﬁnition.
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De´ﬁnition 3.5. Soient R : H1 −→ H2 un morphisme de 2-foncteurs homotopiques
stables au dessus d’un sche´ma noethe´rien S. Un objet A ∈ Ob(H1(S)) est dit R-pure si
la condition suivante est satisfaite. Pour tout morphisme de S-sche´mas quasi-projectifs
πX : X −→ S avec X re´gulier et tout sous-sche´ma ferme´ re´gulier i : Y ⊂ X, le morphisme
RY i!π∗X(A)
ξi  i!RXπ∗X(A)
est inversible. Une classe d’objets Λ ⊂ Ob(H1(S)) est dite R-pure si tous ses e´le´ments
sont R-pures.
Remarque 3.6. Gardons les notations de la de´ﬁnition 3.5. Lorsque S est le spectre d’un
corps parfait, la condition de R-purete´ est automatique. En eﬀet, dans ce cas, X et Y
sont lisses sur k. La question e´tant locale sur X, on peut supposer que ΩX est libre de
rang d. Les foncteurs i!, π∗X et R? commutent avec les twists de Tate (voir [2, § 1.5.3]).
(La commutativite´ des foncteurs R? avec les twists de Tate sera e´tablie un peu plus loin.)
E´tant donne´ que π!X = Th(ΩX)π
∗
X  π∗X(d)[2d], on se rame`ne a` montrer que
RY i!π!X
ξi  i!RXπ!X
est inversible. Notons πY = πX ◦ i. On dispose d’un diagramme commutatif exprimant
la compatibilite´ de ξ? avec la composition des k-morphismes
RY i!π!X
ξi 
∼

i!RXπ!X
ξπX  i!π!XRSpec(k)
∼

RY π!Y
ξπY  π!Y RSpec(k).
Par le the´ore`me 3.4, ξπX et ξπY sont inversibles puisque πX et πY sont lisses. D’ou` le
re´sultat recherche´.
The´ore`me 3.7. On garde les hypothe`ses et les notations du the´ore`me 3.4. Soit
Λ ⊂ Ob(H1(S)) une classe d’objets stable par twists de Tate ne´gatifs (au sens de [2,
De´ﬁnition 2.2.17]) et R-pure au sens de la de´ﬁnition 3.5. On suppose que l’une des deux
alternatives suivantes est satisfaite :
• S admet la re´solution des singularite´s par e´clatements au sens de [2, De´ﬁnition
2.1.166] ;
• S admet la re´solution des singularite´s par alte´rations au sens de [2, De´ﬁnition
2.1.172] et H1 est Q-line´aire et quasi-se´pare´ au sens de [2, De´ﬁnition 2.1.160].
Alors, les transformations naturelles γf et ξf sont inversibles lorsqu’elles sont applique´es
aux objets Λ-constructibles (au sens de [2, De´ﬁnition 2.2.3]) de H1(X ′) et H1(X) respec-
tivement.
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On garde les hypothe`ses et les notations du the´ore`me 3.4. Supposons que H1, H2 sont
mono¨ıdaux, syme´triques, unitaires et ferme´s (au sens de [2, De´ﬁnition 2.3.50]). On notera
Hom(†,−) l’adjoint a` droite du foncteur †⊗−. Supposons e´galement que R est mono¨ıdal,
syme´trique et unitaire. On obtient une transformation naturelle en (A,B) ∈ Ob(H1(X))2
RX(Hom(A,B))  Hom(RX(A),RX(B)) (3.1)
par adjonction a` partir de la compose´e
RX(A) ⊗ RX(Hom(A,B)) ∼  RX(A ⊗ Hom(A,B)) δ  RX(B) .
(Ci-dessus, δ de´signe la counite´ de l’adjonction (A⊗−,Hom(A,−)).) On peut maintenant
e´noncer notre troisie`me re´sultat.
The´ore`me 3.8. Gardons les hypothe`ses ci-dessus. On suppose de plus que les foncteurs
Hom(−, A) sont triangule´s pour tout A ∈ Ob(Hi(X)) avec X un S-sche´ma quasi-projectif.
Soit Λ ⊂ Ob(H1(S)) une classe d’objets qui satisfait aux conditions suivantes :
• Λ est stable par twists de Tate ne´gatifs au sens de [2, De´ﬁnition 2.2.17] ;
• Λ est quasi-pure au sens de [2, De´ﬁnition 2.2.28] ;
• Λ est R-pure au sens de la de´ﬁnition 3.5 ;
• Λ contient un objet unite´ 1 et elle est stable par ⊗ au sens de la de´ﬁnition [2,
De´ﬁnition 2.3.59] ;
• tout objet A dans Λ est fortement dualisable (i.e., la transformation naturelle
Hom(A, 1) ⊗ − −→ Hom(A,−) est inversible) et son dual fort A∨ = Hom(A, 1)
appartient a` Λ (a` un isomorphisme pre`s).
On suppose enﬁn que l’une des deux alternatives suivantes est satisfaite :
• S admet la re´solution des singularite´s par e´clatements au sens de [2, De´ﬁnition
2.1.166] ;
• S admet la re´solution des singularite´s par alte´rations au sens de [2, De´ﬁnition
2.1.172] et H1 est Q-line´aire et quasi-se´pare´ au sens de [2, De´ﬁnition 2.1.160].
Alors, (3.1) est inversible pour A et B des objets Λ-constructibles.
Remarque 3.9. Nous avons e´nonce´ les the´ore`mes 3.4, 3.7 et 3.8 dans une ge´ne´ralite´
bien plus grande que celle ne´cessaire pour le cas de la re´alisation de Betti. On espe`re
en eﬀet, que ces the´ore`mes seront utiles pour e´tablir la compatibilite´ des ope´rations de
Grothendieck pour d’autres re´alisations classiques, notamment la re´alisation -adique.
La preuve des the´ore`mes 3.4, 3.7 et 3.8 occupera le reste de la section. Dans la suite, on
ﬁxe un morphisme de 2-foncteurs homotopiques stables R : H1 −→ H2. Soit f : X ′ −→ X
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un morphisme de S-sche´mas quasi-projectifs. On de´duit de θf , via les adjonctions (f∗, f∗),
une transformation naturelle
γf : RX ◦ f∗  f∗ ◦ RX′ .
On a le lemme facile suivant.
Lemme 3.10. Soit i : Y −→ X une immersion ferme´e de S-sche´mas quasi-projectifs.
La transformation naturelle γi : RX ◦ i∗ −→ i∗ ◦ RY est inversible.
De´monstration. Notons j l’immersion ouverte comple´mentaire a` i. Par l’axiome de
localite´ (voir [2, De´ﬁnition 1.4.1]), il suﬃt de montrer que i∗γi et j∗γi sont inversibles.
Pour i∗γi, on utilise le carre´ commutatif
i∗RX i∗
i∗γi 
θi∼

i∗i∗RY
∼

RY i∗i∗
∼  RY
et le fait que θi est inversible ainsi que les morphismes de counite´ des adjonctions
(i∗, i∗). Pour j∗γi, on remarque que j∗i∗RY  0 et j∗RX i∗  RX−Y j∗i∗  0. Le lemme
est de´montre´. 
Soit X un S-sche´ma quasi-projectif et M un OX -module libre de rang ﬁni. Rappelons
que Th(M ) de´signe le foncteur p#s∗ avec p : V(M ) −→ X la projection du ﬁbre´ vectoriel
V(M ) = Spec
(⊕
n
Symn(M )
)
et s sa section nulle. L’endofoncteur Th(M ) est une e´quivalence de cate´gories par [2,
1.5.7] dont l’inverse est Th−1(M ) = s!p∗. On de´ﬁnit une transformation naturelle
Th(M ) ◦ RX −→ RX ◦ Th(M ) en prenant la compose´e
p#s∗RX
γs  p#RV(M )s∗
∼  RXp#s∗.
Du lemme 3.10 on de´duit que cette transformation naturelle est inversible. Par adjonc-
tion, on obtient e´galement une transformation naturelle inversible RX ◦ Th−1(M ) 
Th−1(M ) ◦ RX .
Soit maintenant f : X ′ −→ X un morphisme lisse de S-sche´mas quasi-projectifs. Rap-
pelons que f! est le foncteur compose´ f# ◦ Th−1(Ωf ) avec Ωf le OX′ -module des
diﬀe´rentielles de Ka¨hler relatives. On de´ﬁnit une transformation naturelle inversible
f! ◦ RX′ ∼−−→ RX ◦ f! par la compose´e
f!RX′ = f#Th−1(Ωf )RX′
∼  f#RX′Th−1(Ωf )
∼  RXf#Th−1(Ωf ) = RXf!.
(3.2)
On a le re´sultat suivant.
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Proposition 3.11. Il existe une unique famille de transformations naturelles ρf : f! ◦
RX′ −→ RX ◦ f! indexe´e par les morphismes f : X ′ −→ X de S-sche´mas quasi-projectifs
et ve´riﬁant les trois conditions suivantes.
(i) Les ρf sont compatibles a` la composition des morphismes de S-sche´mas quasi-
projectifs.
(ii) Si f est lisse, ρf est donne´e par la compose´e (3.2).
(iii) Si i est une immersion ferme´e, ρi = (γi)−1.
De plus, les ρf sont inversibles pour tout f .
De´monstration. L’unicite´ de la famille de´coule du fait que tout morphisme de
S-sche´mas quasi-projectifs se factorise par une immersion ferme´e suivie d’un morphisme
lisse (voir [2, § 1.3.5]). Ceci entraˆıne e´galement que les ρf sont inversibles. Il reste donc
a` prouver l’existence de cette famille.
Soit f : X ′ −→ X un morphisme de S-sche´mas quasi-projectifs. Choisissons une
factorisation f = p ◦ i avec p lisse et i une immersion ferme´e. Notons W la source de p
e´gale au but de i. On de´ﬁnit alors ρf par la compose´e
f!RX′  p!i∗RX′
γ−1i  p!RW i∗
ρp  RXp!i∗  RXf!.
Il s’agit de montrer que la transformation naturelle ainsi obtenue ne de´pend pas du choix
de la factorisation. La ve´riﬁcation de ce fait est longue et pe´nible. Notons uniquement
qu’on se rame`ne par des arguments standards au cas ou` le morphsime f est lui-meˆme
lisse. Dans ce cas, le re´sultat recherche´ de´coule de la compatibilite´ des foncteurs R? avec
l’isomorphisme de purete´. La preuve de cette compatibilite´ est comple`tement analogue a`
celle de [2, Proposition 1.6.22]. Les de´tails sont laisse´s aux lecteurs. 
En reprenant la construction de la transformation naturelle αf : f! −→ f∗ (voir [2,
De´ﬁnition 1.7.1]) on peut montrer le re´sultat suivant.
Lemme 3.12. Soit f : X ′ −→ X un morphisme de S-sche´mas quasi-projectifs. Le carre´
RX ◦ f!
αf

f! ◦ RX′
ρf
∼
αf

RX ◦ f∗
γf  f∗ ◦ RX′
commute.
En utilisant la proposition 3.11, le lemme 3.12 et [2, The´ore`me 1.7.17], on obtient le
re´sultat suivant.
Corollaire 3.13. Soit f : X ′ −→ X un morphisme projectif entre S-sche´mas quasi-
projectifs. La transformation naturelle γf : RX ◦ f∗ −→ f∗ ◦ RX′ est inversible.
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Soit f : X ′ −→ X un morphisme de S-sche´mas quasi-projectifs. On de´duit de ρf , via
l’adjonction (f!, f !), une transformation naturelle
ξf : RX′ ◦ f !  f ! ◦ RX .
Lorsque f est lisse, on a f ! = Th(Ωf ) ◦ f∗ et ξf est la compose´e de θ−1f et d’un isomor-
phisme de commutativite´ avec les e´quivalences de Thom. On a donc, le lemme suivant.
Lemme 3.14. Soit f : X ′ −→ X un morphisme lisse de S-sche´mas quasi-projectifs. La
transformation naturelle ξf est inversible.
A` ce stade, nous avons de´montre´ le the´ore`me 3.4. On supposera maintenant que les
hypothe`ses du the´ore`me 3.7 sont satisfaites. Notons (comme dans [2, De´ﬁnition 2.2.3])
Hct1,Λ(X) la sous-cate´gorie triangule´e stable par facteurs directs de H1(X) engendre´e par
les objets de la forme g#π∗UA avec g : U −→ X un morphisme lisse de S-sche´mas quasi-
projectifs, πU : U −→ S la projection structurale et A ∈ Λ. Les objets de Hct1,Λ(X) sont
dits Λ-constructibles.
L’e´tape suivante consiste a` montrer la commutativite´ de R? avec les images inverses
extraordinaires apre`s application aux objets Λ-constructibles. Le cas essentiel est le suiv-
ant.
Proposition 3.15. Soit i : Y −→ X une immersion ferme´e de S-sche´mas quasi-
projectifs. La transformation naturelle ξi : RY ◦ i! −→ i! ◦ RX est inversible lorsqu’elle
est applique´e aux objets Λ-constructibles de H1(X).
De´monstration. Par [2, Proposition 2.2.27], on peut engendrer la cate´gorie Hct1,Λ(X)
par les objets de la forme f∗π∗X′A(n) avec A ∈ Λ, n ∈ Z et
• f : X ′ −→ X projectif,
• X ′ est re´gulier et connexe,
• la partie f−1(Y ) ⊂ X ′ est soit X ′ tout entier soit l’union de diviseurs re´guliers a`
croisements normaux.
E´tant donne´ que les foncteurs RX , RX′ et i! sont triangule´s, il suﬃt de montrer que les
ﬂe`ches
RY i!f∗π∗X′A  i
!RXf∗π∗X′A
sont inversibles, avec f comme ci-dessus. Formons le carre´ carte´sien de S-sche´mas quasi-
projectifs
Y ′
i′ 
f ′

X ′
f

Y
i  X.
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On a un isomorphisme de changement de base i!f∗  f ′∗i′! et un diagramme commutatif
RY i!f∗ 
∼

i!RXf∗
(1)  i!f∗RX′
∼

RY f ′∗i
′! (2)  f ′∗RY ′i
′!  f ′∗i
′!RX′
Les transformations naturelles (1) et (2) sont inversibles par le corollaire 3.13. Il suﬃt
donc de prouver que
ξi′ : RY ′i′!π∗X′(A)  i
′!RX′π∗X′(A)
est inversible. Lorsque Y ′ = X ′, il n’y a rien a` montrer. Lorsque Y ′ est un diviseur a`
croisements normaux, le re´sultat recherche´ de´coule du lemme 3.16 ci-dessous. 
Lemme 3.16. Soit πX : X −→ S un S-sche´ma quasi-projectif. Soit i : Y ⊂ X un
diviseur a` croisements normaux dans un sous-sche´ma ferme´ re´gulier H ⊂ X. Alors, le
morphisme
ξi : RY i!π∗X(A)  i
!RXπ∗X(A)
est inversible pour tout A ∈ Λ.
De´monstration. Par le lemme 3.10 et la pleine ﬁde´lite´ des foncteurs i∗, il revient au
meˆme de de´montrer que
RX i∗i!π∗X(A)  i∗i
!RXπ∗X(A)
est inversible. On e´crit Y =
⋃n
i=1 Di avec Di des diviseurs re´guliers de H et on raisonne
par re´currence sur n. Lorsque n = 1, le re´sultat de´coule de la proprie´te´ de R-purete´
impose´e a` la classe Λ. Supposons que n  2. On pose Ci = Di ∩ Dn pour 1  i  n − 1,
Z =
⋃n−1
i=1 Ci et T =
⋃n−1
i=1 Di. Avec ces notations, on a un carre´ carte´sien d’immersions
ferme´es
Z
s 
t

z




 Dn
a

T
b  Y
On de´duit de [2, Proposition 1.4.9] un morphisme de 2-triangles distingue´s
RX(i ◦ z)∗(i ◦ z)! 

RX(i ◦ b)∗(i ◦ b)! ⊕ RX(i ◦ a)∗(i ◦ a)! 

RX i∗i! 

(i ◦ z)∗(i ◦ z)!RX  (i ◦ b)∗(i ◦ b)!RX ⊕ (i ◦ a)∗(i ◦ a)!RX  i∗i!RX 
On utilise alors l’hypothe`se de re´currence et le fait que T et Z sont des diviseurs a`
croisements normaux de H et Dn, re´union de n − 1 diviseurs re´guliers. 
250 J. Ayoub
Le lemme 3.14 et la proposition 3.15 entraˆınent que les transformations naturelles ξf
sont inversibles apre`s application aux objets Λ-constructibles pour tout morphisme f de
S-sche´mas quasi-projectifs.
Corollaire 3.17. Soit j : U −→ X une immersion ouverte de S-sche´mas quasi-projectifs.
La transformation naturelle γj : RX ◦j∗ −→ j∗◦RU est inversible lorsqu’elle est applique´e
aux objets Λ-constructibles de H1(U).
De´monstration. Soit i : Y −→ X l’immersion du ferme´ comple´mentaire a` U . On de´duit
de [2, Proposition 1.4.9] un morphisme de 2-triangles distingue´s
RX i∗i! 

RX  RXj∗j∗ 

i∗i!RX  RX  j∗j
∗RX 
Par la proposition 3.15, la transformation naturelle de droite est inversible apre`s applica-
tion aux objets Λ-constructibles. Le re´sultat de´coule alors du fait que j∗ : Hct1,Λ(X) −→
Hct1,Λ(U) est essentiellement surjectif. 
Les corollaires 3.13 et 3.17 entrainent que γf est inversible apre`s application aux objets
Λ-constructibles pour tout morphisme f de S-sche´mas quasi-projectifs. On a ainsi acheve´
la preuve du the´ore`me 3.7.
On passe maintenant a` la commutativite´ avec les foncteurs Hom(−,−). On travaillera
dans la suite sous les hypothe`ses du the´ore`me 3.8. On aura besoin du lemme suivant.
Lemme 3.18. Soit f : X ′ −→ X un morphisme lisse de S-sche´mas quasi-projectifs. On
dispose d’un diagramme commutatif
RX(Hom(f#(A), B)) 
∼

Hom(RX f#(A),RX(B))
∼  Hom(f#RX′(A),RX(B))
∼

f∗Hom(RX′(A), f∗RX(B))
θf∼

RXf∗Hom(A, f∗(B))
γf  f∗RX′Hom(A, f∗(B))  f∗Hom(RX′(A),RX′f∗(B))
naturel en A ∈ H1(X ′) et B ∈ H1(X).
De´monstration. Les ﬂe`ches non-nomme´es du diagramme de l’e´nonce´ sont des mor-
phismes du type (3.1) et des isomorphismes Hom(f#(−), (−))  f∗Hom((−), f∗(−))
obtenus par adjonction de la formule de projection f#((−) ⊗ f∗(−))  f#(−) ⊗ (−).
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En passant aux foncteurs adjoints a` gauche des foncteurs f∗ et Hom(†,−) dans le dia-
gramme de l’e´nonce´, on obtient
f#(RX′(A) ⊗ f∗RX(C)) ∼ 
∼

f#(RX′(A)) ⊗ RX(C) ∼  RX(f#(A)) ⊗ RX(C)
∼

RX(f#(A) ⊗ C)
f#(RX′(A) ⊗ RX′f∗(C)) ∼  f#RX′(A ⊗ f∗(C)) ∼  RXf#(A ⊗ f∗(C)).
∼

Il est facile de voir que le diagramme ci-dessus est commutatif. Le lemme est de´montre´.

Pour montrer que (3.1) est inversible avec A et B des objets Λ-constructibles, on peut
supposer que A = g#π∗UA0 pour g : U −→ X un morphisme lisse de S-sche´mas quasi-
projectifs, πU la projection structurale du S-sche´ma U et A0 ∈ Λ. Par le lemme 3.18, il
suﬃt de montrer que les morphismes
RXg∗Hom(π∗U (A0), g
∗(B))
γg−−−−→ g∗RUHom(π∗U (A0), g∗(B)), (3.3)
RUHom(π∗U (A0), g
∗(B)) −−−−→ Hom(RU π∗U (A0),RX′g∗(B)) (3.4)
sont inversibles. Or, Hom(π∗U (A0), g
∗(B)) est un objet Λ-constructible par [2, Propo-
sition 2.3.62]. Le the´ore`me 3.7 assure donc que (3.3) est inversible. Il reste donc a`
traiter le morphisme (3.4). En d’autres termes, on peut supposer que g = idX , i.e., que
A = π∗X(A0). E´tant donne´ que A0 est fortement dualisable, (3.4) s’identiﬁe a` l’inverse de
l’isomorphisme structural du foncteur mono¨ıdal RX
RX(π∗X(A
∨
0 ) ⊗ B) ∼  RXπ∗X(A∨0 ) ⊗ RX(B)
avec A∨0 = Hom(A0, 1) le dual fort de A0. Ceci ache`ve la preuve du the´ore`me 3.8. En
spe´cialisant a` la re´alisation de Betti, on obtient le re´sultat suivant.
The´ore`me 3.19. Soient k un corps de caracte´ristique nulle muni d’un plongement com-
plexe σ : k ⊂ C et f : X ′ −→ X un morphisme de k-sche´mas quasi-projectifs.
(A) On dispose de transformations naturelles inversibles
θf : (fan)∗ ◦ BettiX ∼  BettiX′f∗ et ρf : BettiX ◦ f! ∼  fan! ◦ BettiX′
compatibles a` la composition des morphismes de k-sche´mas.
(B) Les transformations naturelles θf et ρf induisent par adjonction des transformations
naturelles
γf : BettiX ◦ f∗  fan∗ ◦ BettiX′ et ξf : BettiX′ ◦ f !  (fan)! ◦ BettiX .
Ces transformations naturelles sont inversibles lorsqu’elles sont applique´es aux objets
compacts de SHM(X ′) et SHM(X) respectivement.
252 J. Ayoub
(C) Soit X un k-sche´ma quasi-projectif. On dispose d’un morphisme
BettiX(Hom(A,B))  Hom(BettiX(A),BettiX(B)) (3.5)
naturel en A et B dans SHM(X). Supposons que les objets compacts de Ho(M) sont
fortement dualisables. Alors (3.5) est inversible pour A et B des objets compacts.
De´monstration. On prendra pour Λ la classe des objets de la forme SuspT (Spec(k) ⊗ A)
avec p ∈ N et A un objet compact de Ho(M). Dans ce cas, Λ-constructible est syn-
onyme de compact. En eﬀet, pour X un k-sche´ma quasi-projectif, la cate´gorie triangule´e
avec sommes inﬁnies SHM(X) est compactement engendre´e par les objets de la forme
SuspT (U ⊗A) avec U un X-sche´ma lisse, A ∈ E et p ∈ N. Dans la sous-section 4.5.5 de [3],
ceci est de´montre´ pour M la cate´gorie des spectres syme´triques ou celle des complexes
de groupes abe´liens (voir [3, The´ore`me 4.5.67]). Pour M une cate´gorie de coeﬃcients
ge´ne´rale, on trouvera une preuve dans [4] base´e sur la proprie´te´ de Brown–Gersten [6]
mais qui est s’applique a` un cas plus ge´ne´ral. Il suﬃt alors de se restreindre au cas de la
valuation triviale pour obtenir la proprie´te´ recherche´e.
Pour justiﬁer le the´ore`me 3.19, il nous faut donc montrer que les conditions
d’application des the´ore`mes 3.7 et 3.8 sont ve´riﬁe´es dans notre situation. Comme k est de
caracte´ristique nulle, on dispose de la re´solution des singularite´s par e´clatements par [10].
La classe Λ est clairement stable par twists de Tate ne´gatifs. Les conditions de purete´
sont automatiques lorsque S est le spectre d’un corps parfait. Enﬁn, si les objets com-
pacts de Ho(M) sont fortement dualisables, les quatrie`me et cinquie`me conditions sur
Λ, qu’on a impose´es dans l’e´nonce´ du the´ore`me 3.8, sont satisfaites. Seule la quatrie`me
condition ne´cessite une preuve. Mais si A ∈ Ob(M) est compact, Hom(A,−)  A∨ ⊗ −
commute aux sommes inﬁnies. Ceci entraˆıne que A⊗− pre´serve les objets compacts. 
4. Compatibilite´ de la re´alisation de Betti avec les foncteurs cycles proches
Comme avant, k de´signera un corps muni d’un plongement complexe σ : k ⊂ C.
Dans cette dernie`re section, on e´tudie la compatibilite´ des foncteurs cycles proches
avec la re´alisation de Betti. Pour cela, on a besoin d’e´tendre la re´alisation de Betti
aux diagrammes de k-sche´mas. Rappelons qu’un diagramme de k-sche´mas (respective-
ment d’espaces analytiques complexes) (F , I) est un foncteur covariant F de´ﬁni sur une
petite cate´gorie I a` valeurs dans la cate´gorie des k-sche´mas (respectivement des espaces
analytiques complexes).
Soit (F , I) un diagramme d’espaces analytiques complexes. Par analogie avec la sous-
section 4.5.1 de [3], on notera AnSm/(F , I) la cate´gorie des couples (U, i) avec i ∈ Ob(I)
et U un F (i)-espace analytique lisse. On note aussi Ouv(F , I) la cate´gorie des couples
(U, i) avec i ∈ Ob(I) et U un ouvert de F (i). On dispose d’une inclusion e´vidente
ιF : Ouv(F , I) ⊂ AnSm/(F , I) qui induit un morphisme de sites pour les topologies
usuelles.
Sauf mention explicite du contraire, on munit les cate´gories PreShv(Ouv(F , I),M)
et PreShv(AnSm/(F , I),M) des structures de mode`les semi-projectives usu-locale et
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(D1,usu)-locale respectivement. Ces structures de mode`les sont telles que les coﬁbrations
et les e´quivalences faibles sont de´tecte´es par leurs restrictions a` Ouv(F (i)) et AnSm/F (i)
pour tout i ∈ Ob(I). L’existence de telles structures de mode`les se de´montre en adap-
tant la preuve de [3, Proposition 4.5.9]. On notera DM(F , I) la cate´gorie homotopique
Housu(PreShv(Ouv(F , I),M)).
On de´ﬁnit les morphismes de diagrammes d’espaces analytiques complexes en adaptant
[2, De´ﬁnition 2.4.4]. E´tant donne´ un morphisme de diagrammes d’espaces analytiques
complexes (f, α) : (G ,J ) −→ (F , I), on a un carre´ commutatif (a` un isomorphisme
pre`s) d’adjonctions de Quillen
PreShv(Ouv(F , I),M) ((f,α)
∗,(f,α)∗) 
(ι∗F ,ιF∗)

PreShv(Ouv(G ,J ),M)
(ι∗G ,ιG∗)

PreShv(AnSm/(F , I),M) ((f,α)
∗,(f,α)∗)  PreShv(AnSm/(G ,J ),M).
Les foncteurs (f, α)∗ = f∗ ◦ α∗ sont de´ﬁnis comme dans le cas alge´brique (voir [3,
De´ﬁnition 4.5.1]). Les adjonctions verticales dans le carre´ ci-dessus sont des e´quivalences
de Quillen comme le montre la proposition suivante.
Proposition 4.1. Soit (F , I) un diagramme d’espaces analytiques complexes. Alors,
l’adjonction
(ι∗F , ιF∗) : PreShv(Ouv(F , I),M)  PreShv(AnSm/(F , I),M)
est un e´quivalence de Quillen.
De´monstration. Pour un objet i de I, on note i : F (i) −→ (F , I) le morphisme de dia-
grammes d’espaces analytiques complexes qui est l’identite´ sur F (i). Comme i∗ pre´serve
les e´quivalences usu-locales et (D1,usu)-locales, il se de´rive trivialement. On dispose d’un
isomorphisme naturel i∗ ◦ ι∗F  ι∗F(i) ◦ i∗ qui induit par adjonction une transformation
naturelle
i∗ ◦ RιF∗  RιF(i)∗ ◦ i∗.
On ve´riﬁe imme´diatement que cette transformation naturelle est inversible. Par ailleurs,
on a des diagrammes commutatifs
i∗ 

i∗RιF∗ι∗F
∼

RιF(i)∗ι∗F(i),
i∗ι∗FRιF∗ 
∼

i∗
ι∗F(i)RιF(i)∗i
∗.
		
Le re´sultat de´coule maintenant du the´ore`me 1.8 et du fait que la famille des i∗ est
conservative. 
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Supposons que le morphisme de diagrammes d’espaces analytiques complexes (f, α) :
(G ,J ) −→ (F , I) est lisse argument par argument (i.e., les morphismes f(j) : G (j) −→
F (α(j)) sont lisses pour tout j ∈ Ob(J )). On dispose alors d’une adjonction
((f, α)#, (f, α)∗) : PreShv(AnSm/(G ,J ),M)  PreShv(AnSm/(F , I),M) .
La construction du foncteur (f, α)# est calque´e sur son analogue alge´brique (voir [3,
Proposition 4.5.4]). Il s’agit d’une adjonction de Quillen pour les structures projectives
(et non semi-projectives!) (D1,usu)-locales. En utilisant la proposition 4.1, on obtient
alors l’existence d’une adjonction
((f, α)#, (f, α)∗) : DM(F , I)  DM(G ,J ) .
Dans la suite, on ﬁxe un replacement coﬁbrant T de Cof(Gman ⊗1 → A1,an ⊗ 1) dans
PreShv(AnSm/pt,M) avec 1 ∈ E l’objet unite´ de M (suppose´e de´sormais mono¨ıdale
syme´trique et unitaire). On note TF l’image inverse de T suivant la projection (F , I) −→
pt. Le foncteur de suspension
Sus0TF : PreShv(AnSm/(F , I),M)  SpectΣTF (PreShv(AnSm/(F , I),M))
est une e´quivalence de Quillen a` gauche lorsqu’on munit la source de la structure
semi-projective (D1,usu)-locale et le but de la structure projective stable de´duite de
la structure semi-projective (D1,usu)-locale (comme dans [3, De´ﬁnition 4.5.21]). La
cate´gorie homotopique de cette dernie`re structure sera note´e SHanM(F , I). On a donc
une e´quivalence de cate´gories
SH
an
M(F , I)  DM(F , I). (4.1)
Les adjonctions de Quillen ((f, α)∗, (f, α)∗) induisent des adjonctions de Quillen sur les
cate´gories de T -spectres. On a donc un couple d’ope´rations adjointes
((f, α)∗, (f, α)∗) : SHM(F , I)  SHM(G ,J )
qui correspondent aux ope´rations de meˆmes noms sur DM(−,−) via les e´quivalences de
cate´gories (4.1). Lorsque (f, α) est lisse argument par argument, on dispose d’un couple
d’ope´rations adjointes
((f, α)#, (f, α)∗) : SHM(G ,J )  SHM(F , I).
Supposons maintenant que (F , I) est un diagramme de k-sche´mas de type ﬁni. On
note (F an, I) le diagramme d’espaces analytiques complexes obtenu en composant F
avec le foncteur d’analytiﬁcation. On a une adjonction de Quillen
(An∗F ,AnF∗) : Spect
Σ
TF
(PreShv(Sm/(F , I),M))
−→ SpectΣT anF (PreShv(AnSm/(F
an, I),M))
pour les structures projectives stables de´duites des structures semi-projectives (A1,Nis)-
locale et (D1,usu)-locale.
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De´ﬁnition 4.2. Soit (F , I) un diagramme de k-sche´mas de type ﬁni. La re´alisation de
Betti au dessus de F est le foncteur compose´
BettiF : SHM(F , I)
LAn∗F  SHanM(F
an, I)  ∼  DM(F an, I).
Soit (f, α) : (G ,J ) −→ (F , I) un morphisme de diagrammes de k-sche´mas de type
ﬁni. On dispose d’un carre´ commutatif (a` un isomorphisme pre`s) d’adjonctions de Quillen
SpectΣTF (PreShv(Sm/(F , I),M))
((f,α)∗,(f,α)∗) 
(An∗F ,AnF∗)

SpectΣTG (PreShv(Sm/(G , J ),M))
(An∗G ,AnG∗)

SpectΣTanF
(PreShv(AnSm/(Fan, I),M)) ((f
an,α)∗,(fan,α)∗)  SpectΣTanG (PreShv(AnSm/(G
an, J ),M)).
Lorsque (f, α) est lisse argument par argument, on a e´galement un carre´ commutatif
d’adjonctions de Quillen
SpectΣTG (PreShv(Sm/(G , J ),M))
((f,α)#,(f,α)
∗)

(An∗G ,AnG∗)

SpectΣTF (PreShv(Sm/(F , I),M))
(An∗F ,AnF∗)

SpectΣTanG
(PreShv(AnSm/(G an, J ),M))
((fan,α)#,(f
an,α)∗)
 SpectΣTanF (PreShv(AnSm/(F
an, I),M))
relativement aux structures projectives stables de´duites des structures projectives (et
non semi-projectives!). On a donc le re´sultat suivant.
Lemme 4.3. Pour tout morphisme de diagrammes de k-sche´mas de type ﬁni (f, α) :
(G ,J ) −→ (F , I), on dispose d’une transformation naturelle inversible
θ(f,α) : (f, α)∗ ◦ BettiF ∼  BettiG ◦ (f, α)∗
compatible a` la composition des morphismes de diagrammes de k-sche´mas. Lorsque (f, α)
est lisse argument par argument, la transformation naturelle
(f, α)# ◦ BettiG  BettiF ◦ (f, α)# ,
de´duite de θ−1(f,α) via les adjonctions ((f, α)#, (f, α)
∗), est inversible.
Via les adjonctions ((f, α)∗, (f, α)∗), on de´duit de θ(f,α) une transformation naturelle
γ(f,α) : BettiF ◦ (f, α)∗  (f, α)∗ ◦ BettiG .
On a le re´sultat suivant.
Proposition 4.4. Soit f : (G , I) −→ (F , I) un morphisme de I-diagrammes de k-
sche´mas de type ﬁni (i.e., un morphisme de diagrammes induisant l’identite´ sur les
cate´gories d’indices). Alors, la transformation naturelle
γf : BettiF ◦ f∗  f∗ ◦ BettiG
est inversible lorsqu’elle est applique´e aux objets A de SHM(G , I) tels que i∗(A) est
compact pour tout i ∈ Ob(I).
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De´monstration. Ceci de´coule facilement de la partie (B) du the´ore`me 3.19 et du
fait que le morphisme de changement de base i∗f∗ −→ f(i)∗i∗ est inversible pour tout
i ∈ Ob(I). 
Rappelons la construction des foncteurs cycles proches dans un de´rivateur alge´brique
homotopique et stable H (au sens de [2, De´ﬁnition 2.4.13]). Le lecteur ne perdera rien a`
supposer que H(−,−) = SHM(−,−) ou H = SHanM((−)an,−). Pour un k-sche´ma X, on
notera H(X) = H(X, e) ou` e est la cate´gorie ﬁnale. Dans [3, De´ﬁnition 3.5.3] nous avons
de´ﬁni un diagramme de k-sche´mas lisses (R,∆ × N×) muni d’un morphisme
(θ, p∆×N×) : (R,∆ × N×)  Gmk .
Pour le moment, la de´ﬁnition exacte du diagramme R ne jouera aucun roˆle. Elle ne sera
donc rappelle´e que plus tard. E´tant donne´ un morphisme de k-sche´mas quasi-projectifs
f : X −→ A1k, on forme le diagramme commutatif a` carre´s carte´siens
RX
(θf ,p∆×N× ) 

Xη
j 
fη

X
f

Xσ
fσ

i
R
(θ,p∆×N× )  η = Gmk
j  A1k o = σ.
i
On conside`re le foncteur compose´
H(Xη)
(θf ,p∆×N× )
∗
−−−−−−−−→ H(RX ,∆ × N×) (θf )∗−−−→ H(Xη,∆ × N×)
i∗j∗−−→ H(Xσ,∆ × N×)
(p∆×N× )#−−−−−−−→ H(Xσ).
Lorsque H = SHM(−), ce foncteur sera note´ Ψf . Il est e´galement connu sous le nom de
foncteur motif proche . Lorsque H = DM((−)an) il sera note´ Ψ ′fan pour le distinguer du
vrai foncteur  cycles proches  Ψfan dont on trouvera une de´ﬁnition dans [7, E´xpose´ XIV].
Cette de´ﬁnition sera d’ailleurs rappele´e plus loin dans la section.
Proposition 4.5. Il existe une transformation naturelle
ωf : BettiXσ ◦ Ψf  Ψ ′fan ◦ BettiXη
de foncteurs pseudo-mono¨ıdaux, syme´triques et pseudo-unitaires qui est inversible
lorsqu’elle est applique´e aux objets compacts de SHM(Xη). Les ω? de´ﬁnissent un mor-
phisme ω : Betti ◦ Ψ −→ Betti ◦ Ψ ′ de syste`mes de spe´cialisation (au sens de [3,
De´ﬁnition 3.1.1]) de SHM(−)|Sch/Gmk dans DM((−)an).
De´monstration. Pour abre´ger les notations, on notera K la cate´gorie ∆ × N×. La
transformation ωf est la compose´e des isomorphismes (de foncteurs pseudo-mono¨ıdaux)
BettiXσpK#  pK#Betti(Xσ,K), Betti(Xσ,K)i∗  i∗Betti(X,K),
Betti(X,K)j∗  j∗Betti(Xη,K) , Betti(Xη,K)θf∗  θf∗BettiR×GmkXη ,
BettiR×GmkXη (θf , pK)
∗  (θf , pK)∗BettiXη .
Note sur les ope´rations de Grothendieck et la re´alisation de Betti 257
En particulier, le fait que ωf est inversible apre`s application aux objets compacts de´coule
de la proposition 4.4. Par ailleurs, les foncteurs BettiXσ ◦ Ψf et Ψ ′fan ◦ BettiXη de´ﬁnissent
des syste`mes de spe´cialisation mono¨ıdaux. Ceci de´coule imme´diatement du the´ore`me 3.19
et plus pre´cise´ment de la commutativite´ de la re´alisation de Betti avec les foncteurs
 image directe  suivant un morphisme projectif. La ve´riﬁcation que ω est un morphisme
de syste`mes de spe´cialisation est facile et sera laisse´e en exercice. 
La seconde e´tape consiste a` construire une transformation naturelle Ψ ′fan −→ Ψfan .
Pour cela, on a besoin de rappeler la construction du diagramme R ou plutoˆt son ana-
lytiﬁe´ Ran. Le diagramme Ran est construit en appliquant [3, Lemme 3.4.1] au dia-
gramme de diagrammes d’espaces analytiques complexes
(E an,N×) (E an,N×) (pt,N×)1
avec E an la tour des reveˆtements e´tales ﬁnis de Gmank . Formons le diagramme commutatif
(A1,an,N×)
(r,id)

(A1,an,N×)
(r,id)

(pt,N×)0
(E an,N×) (E an,N×) (pt,N×)1
ou` la ligne supe´rieure est forme´e de diagrammes constants et r(n) : A1,an −→ Gman est
la fonction analytique z  exp(n−1 · z). On de´duit ainsi un morphisme de (∆ × N×)-
diagrammes d’espaces analytiques
r : (C ,∆) × (pt,N×)  (Ran,∆ × N×)
avec C l’espace analytique cosimplicial obtenu en appliquant [3, Lemme 3.4.1] a`
A1,an A1,an pt.
0
Pour la suite, on introduit quelques notations.
Notation 4.6. On note
(φ, p∆) : (C ,∆) −→ A1an
le morphisme de´duit du diagramme commutatif
A1,an A1,an

pt
0
A1,an  pt pt.
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On note aussi q : ∆×N× −→ ∆ la projection sur le premier facteur. Avec ces notations,
on a un diagramme commutatif de diagrammes d’espaces analytiques complexes
(C ◦ q,∆ × N×) r 
(φ,p∆×N× )

(ϕ,p∆×N× )



(Ran,∆ × N×)
(θan,p∆×N× )

A1,an r(1)

r(n) 
Gman
Gman
en

(4.2)
avec en le morphisme d’e´le´vation a` la puissance n. Soit f : X −→ A1,an un morphisme
d’espaces analytiques complexes. On note Xη = f−1(Gman) et j son inclusion dans X.
On note aussi Xσ = f−1(o) et i son inclusion dans X. On obtient de (4.2) un diagramme
commutatif
(CX ◦ q,∆ × N×)
rf 
(φf ,p∆×N× )

(ϕf ,p∆×N× )

(RanX ,∆ × N×)
(θanf ,p∆×N× )

A1,an ×Gman Xη rf (1)

rf (n) 
Xη
Gman ×en,GmanXη
en,f

(4.3)
par changement de base suivant fη : Xη −→ Gman.
Muni des notations pre´ce´dentes, on de´ﬁnit cinq foncteurs Ψ ′f , Ψ
1
f , Ψ
2
f , Ψ
3
f et χn,f respec-
tivement par les compose´s suivants :
DM(Xη)
(θanf ,p∆×N× )
∗
−−−−−−−−−→ DM(RanX ,∆ × N×)
(θanf )∗−−−−→ DM(Xη,∆ × N×)
i∗j∗−−→ DM(Xσ,∆ × N×)
(p∆×N× )#−−−−−−−→ DM(Xσ),
DM(Xη)
(ϕf ,p∆×N× )
∗
−−−−−−−−−→ DM(CX ◦ q,∆ × N×) (ϕf )∗−−−→ DM(Xη,∆ × N×)
i∗j∗−−→ DM(Xσ,∆ × N×)
(p∆×N× )#−−−−−−−→ DM(Xσ),
DM(Xη)
(ϕf ,p∆)∗−−−−−−→ DM(CX ,∆) (ϕf )∗−−−→ DM(Xη,∆) i
∗j∗−−→ DM(Xσ,∆) (p∆)#−−−−→ DM(Xσ),
DM(Xη)
rf (1)∗−−−−→ DM(A1,an ×Gman Xη) rf (1)∗−−−−→ DM(Xη) i
∗j∗−−→ DM(Xσ),
et
DM(Xη)
e∗n,f−−−→ DM(Gman ×en,GmanXη)
en,f∗−−−→ DM(Xη) i
∗j∗−−→ DM(Xσ).
Les morphismes de diagrammes d’espaces analytiques complexes rf induisent des trans-
formations naturelles de foncteurs pseudo-mono¨ıdaux syme´triques et unitaires Ψ ′f −→ Ψ1f
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(construites comme dans [3, De´ﬁnition 3.2.11]). Ces transformations naturelles forment
un morphisme de syste`mes de spe´cialisation au sens analytique du terme (voir [3,
De´ﬁnition 3.1.1]). De meˆme on dispose d’un morphisme de syste`mes de spe´cialisation
χn −→ Ψ3. Par ailleurs, on a le lemme suivant.
Lemme 4.7. Il existe des isomorphismes naturels (de foncteurs pseudo-mono¨ıdaux,
syme´triques et pseudo-unitaires) Ψ1f  Ψ2f et Ψ2f  Ψ3f qui sont des isomorphismes de
syste`mes de spe´cialisation au sens analytique du terme (voir [3, De´ﬁnition 3.1.1]).
De´monstration. Pour un objet A de DM(Xη), Ψ1f (A) est la colimite homotopique du
N×-diagramme constant de valeur Ψ2f (A), i.e., Ψ
1
f (A)  (pN×)#p∗N×Ψ2f (A) avec pN× :
N× −→ e. De plus, le morphisme Ψ1 −→ Ψ2 s’identiﬁe a` la counite´ de (p∗
N× , (pN×)#). Or,
l’ensemble ordonne´ N× admet un plus grand e´le´ment a` savoir 1 (N× e´tant ordonne´
par l’oppose´e de la relation de divisibilite´). Il vient que le morphisme de counite´
(pN×)#p∗N× −→ id est inversible (voir par exemple [2, Proposition 2.1.41]).
Passons a` l’isomorphisme Ψ2f  Ψ3f . La cate´gorie ∆ admet un objet ﬁnal, a` savoir 0. Il
vient que la counite´ de l’adjonction ((p∆)#, p∗∆) est inversible. Il suﬃrait donc de prouver
que Ψ2 est isomorphe au foncteur compose´
DM(Xη)
(expf ,p∆)
∗
−−−−−−−→ DM(A1,an ×Gman Xη,∆)
expf∗−−−−→ DM(Xη,∆)
i∗j∗−−→ DM(Xσ,∆) (p∆)#−−−−→ DM(Xσ).
On montrera plus pre´cise´ment que le morphisme d’unite´ id −→ (φf )∗(φf )∗ est inversible
avec φf le morphisme e´vident d’espaces analytiques complexes cosimpliciaux (CX ,∆) −→
(A1,an ×Gman Xη,∆). Il suﬃt alors de montrer que le morphisme d’unite´ id −→
φf (n)∗φf (n)∗ est inversible pour tout n ∈ N. Mais, CX(n)  (A1,an ×Gman Xη) × An,an
et φf (n) est la projection sur le premier facteur. Le re´sultat de´coule alors de l’invariance
par homotopie. 
Rappelons la de´ﬁnition du foncteur  cycles proches  Ψf associe´ a` un morphisme f :
X −→ A1,an d’espaces analytiques complexes. Notons E = A1,an∐{(−∞)} muni de la
topologie caracte´rise´e par :
• E − {(−∞)} est un ouvert de E et l’identite´ A1,an −→ E − {(−∞)} est un
home´omorphisme ;
• un syste`me coﬁnal de voisinages ouverts de (−∞) est donne´ par les VN =
{(−∞)}∐{z ∈ C, Re(z) < −N} avec N ∈ N.
La fonction analytique r(1) = exp : A1,an −→ A1,an s’e´tend par continuite´ en une appli-
cation
exp′ : E  A1,an
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en posant exp′(−∞) = 0. On a ainsi un diagramme a` carre´s carte´siens
Eη = A1,an
j¯ 
exp

E
exp′

pt−∞
i¯
Gman
j  A1,an pt.0
i
En faisant le changement de base suivant f , on obtient le diagramme
Eη ×A1,an X j¯ 
expf

E ×A1,an X
exp′f

Xσ
i¯
Xη
j  X Xσ.
i
On pose, suivant [7, E´xpose´ XIV], Ψf (A) = i¯∗j¯∗exp∗fA. On dispose d’une transformation
naturelle
Ψ3f = i
∗j∗expf∗exp∗f  i
∗exp′f∗j¯∗exp
∗
f
 idXσ∗i¯
∗j¯∗exp∗f  Ψf .
La conclusion de la discussion pre´ce´dente est le re´sultat suivant.
Proposition 4.8. Soit f : X −→ A1k un morphisme de k-sche´mas de type ﬁni. Il existe
une transformation naturelle de foncteurs pseudo-mono¨ıdaux syme´triques et pseudo-
unitaires
X : BettiXσ ◦ Ψf  Ψfan ◦ BettiXη .
Les ? de´ﬁnissent un morphisme  : Betti◦Ψ −→ Betti◦Ψ de syste`mes de spe´cialisation
de SHM(−)|Sch/Gmk vers DM((−)an) au sens de [3, De´ﬁnition 3.1.1]. De plus, on a un
carre´ commutatif
BettiXσ ◦ χn,f 

χn,fan ◦ BettiXη

BettiXσ ◦ Ψf  Ψfan ◦ BettiXη
avec χn,f = i∗j∗en,f∗e∗n,f . (Voir les notations 4.6 dans le cas analytique.)
De´monstration. La transformation naturelle f est la compose´e
BettiXσΨf
ωf−−→ Ψ ′fanBettiXη −→ Ψ1fanBettiXη  Ψ2fanBettiXη
 Ψ3fanBettiXη −→ ΨfanBettiXη .
Il s’agit bien d’un morphisme de syste`mes de spe´cialisation comme il de´coule de la propo-
sition 4.5 et du fait que Ψ ′? −→ Ψ1? , les isomorphismes du lemme 4.7 et Ψ3? −→ Ψ? sont
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des morphismes des syste`mes de spe´cialisation (au sens analytique du terme). Les ﬂe`ches
verticales du carre´ de l’e´nonce´ proviennent des triangles commutatifs
(R ◦ (id×n),∆ × N×) 

(R,∆ × N×)

Gmk
en  Gmk,
A1,an
r(n) 
exp 
Gman
en

Gman .
La commutativite´ du carre´ est facile et sera laisse´e en exercice. 
On peut maintenant e´noncer et de´montrer le the´ore`me principal de cette section.
The´ore`me 4.9. Pour tout morphisme de type ﬁni f : X −→ A1k, la transformation
naturelle
X : BettiXσ ◦ Ψf  Ψfan ◦ BettiXη
est inversible lorsqu’elle est applique´e aux objets constructibles de SHM(Xη).
De´monstration. Soit Λ la classe des objets de la forme SuspT (Spec(k) ⊗ †) avec † ∈
Ho(M) compact et p ∈ N. Il vient (voir la preuve du the´ore`me 3.19) que compact est
synonyme de Λ-constructible pour les objets de SHM(−). Soit π une inde´termine´e de
sorte que A1k = Spec(k[π]). Pour n ∈ N, conside´rons les deux A1k-sche´mas
bn : Bn = Spec(k[π, T ]/Tn − π)  Spec(k[π])
et
b1n : B1n = Spec(k[π, T, U, U
−1]/Tn − U · π)  Spec(k[π]).
Par [3, The´ore`me 3.3.46], pour montrer que  est inversible sur les objets compacts, il
suﬃt de ve´riﬁer que
Betti(Bn)σ ◦ Ψbn(bn)∗ηA| Gmk −→ Ψbann ◦ Betti(Bn)η (bn)∗ηA| Gmk
et
Betti(B1n)σ ◦ Ψb1n(b1n)∗ηA| Gmk −→ Ψb1,ann ◦ Betti(B1n)η (b1n)∗ηA| Gmk
sont inversibles pour tout A ∈ Λ.
Le 2-foncteur homotopique stable DM((−)an) est se´pare´ au sens de [2, De´ﬁnition
2.1.160]. En utilisant le reveˆtement e´tale
B′n = k[π, T
′, V, V −1]/(T ′n − π)  B1n = k[π, T, U, U−1]/(Tn − U · π),
donne´ sur les anneaux de fonctions par les associations U  V n et T  T ′V −1, on peut
remplacer ci-dessus b1n : B
1
n −→ A1k par b′n : B′n −→ A1k. Or, B′n est lisse au dessus de Bn.
Il est donc suﬃsant de ve´riﬁer que
Betti(Bn)σ ◦ Ψbn(bn)∗ηA| Gmk  Ψbann ◦ Betti(Bn)η (bn)∗ηA| Gmk (4.4)
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est inversible pour n ∈ N× et A ∈ Ho(M). Il revient au meˆme de montrer que
Bettiσ ◦ Ψid(bn)η∗(bn)∗ηA| Gmk  Ψid ◦ Bettiη(bn)η∗(bn)∗ηA| Gmk (4.5)
est inversible (puisque bn est ﬁni et donc projectif).
On peut supposer que k contient l’ensemble des racines n-e`mes de l’unite´ qu’on notera
µn(k). On a un isomorphisme µn(k)-e´quivariant
Ψid(bn)η∗(bn)∗ηA| Gmk 
⊕
ξ∈µn(k)
A
(voir [3, Proposition 3.5.12]). De meˆme, on montre que
ΨidBettiη(bn)η∗(bn)∗ηA| Gmk 
⊕
ξ∈µn(k)
BettiσA.
Il s’agit de montrer que modulo ces identiﬁcations, le morphisme (4.5) est l’identite´. Pour
ve´riﬁer cela, on utilise le carre´ commutatif
Bettiσ ◦ χn,id(bn)η∗(bn)∗ηA| Gmk 

χn,id ◦ Bettiη(bn)η∗(bn)∗ηA| Gmk

Bettiσ ◦ Ψid(bn)η∗(bn)∗ηA| Gmk  Ψid ◦ Bettiη(bn)η∗(bn)∗ηA| Gmk .
(4.6)
Montrons que la ﬂe`che horizontale supe´rieure de ce carre´ s’identiﬁe a` l’identite´ de
⊕
ξ∈µn(k)
Bettiσ(A ⊕ A(−1)[−1]).
Remarquons que le Gmk-sche´ma (Bn)η est isomorphe a` en : Gmk −→ Gmk. On a donc
un carre´ carte´sien ∐
ξ∈µn(k)(Bn)η
∐
uξ

∐
id  (Bn)η

Gmk
en  Gmk
ou` uξ est l’isomorphisme correspondant a` la section inversible ξ ·T du faisceau structural
de (Bn)η. Par construction de χn, on a
χn,id(bn)η∗(bn)∗ηA| Gmk 
⊕
ξ∈µn(k)
χ1,iduξ∗u∗ξA| Gmk 
⊕
ξ∈µn(k)
χ1,idA| Gmk .
Un calcul similaire montre que
χn,idBettiη(bn)∗η(bn)
∗
ηA| Gmk 
⊕
ξ∈µn(k)
χ1,idBettiηA| Gmk .
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De plus, modulo ces identiﬁcations, la ﬂe`che horizontale supe´rieure de (4.6) est la
somme directe des isomorphismes e´vidents Bettiσχ1,idA| Gmk  χ1,idBettiηA| Gmk . Or
χ1,idAGmk  A⊕A(−1)[−1] (voir [2, Corollaire 1.6.2]). Il en est de meˆme dans le contexte
analytique. D’ou` la description recherche´e de la ﬂe`che horizontale supe´rieure de (4.6).
Pour terminer, il suﬃt de voir que les ﬂe`ches verticales de (4.6) s’identiﬁent a` la somme
directe des projections (id, 0) : BettiσA ⊕ BettiσA(−1)[−1] −→ BettiσA. Ceci de´coule de
[3, Lemme 3.5.10] en utilisant la me´thode de la preuve de [3, Corollaire 3.5.12]. Le
the´ore`me est de´montre´. 
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