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Abstract
While stochastic gradient descent (SGD) and variants have been surprisingly successful for training
deep nets, several aspects of the optimization dynamics and generalization are still not well understood.
In this paper, we present new empirical observations and theoretical results on both the optimization
dynamics and generalization behavior of SGD for deep nets based on the Hessian of the training loss
and associated quantities. We consider three specific research questions: (1) what is the relationship
between the Hessian of the loss and the second moment of stochastic gradients (SGs)? (2) how can we
characterize the stochastic optimization dynamics of SGD with fixed and adaptive step sizes and diagonal
pre-conditioning based on the first and second moments of SGs? and (3) how can we characterize a
scale-invariant generalization bound of deep nets based on the Hessian of the loss, which by itself is not
scale invariant? We shed light on these three questions using theoretical results supported by extensive
empirical observations,with experiments on synthetic data, MNIST, and CIFAR-10, with different batch
sizes, and with different difficulty levels by synthetically adding random labels.
1 Introduction
Stochastic gradient descent (SGD) and its variants have been surprisingly successful for training complex
deep nets [80, 67, 52]. The surprise comes from two aspects: first, SGD is able to ‘solve’ such non-convex
optimization problems, and second, the solutions typically have good generalization performance. While
numerous commercial, scientific, and societal applications of deep nets are being developed every day
[71, 48, 18], understanding the optimization and generalization aspects of SGD for deep nets has emerged as
a key research focus for the core machine learning community.
In this paper, we present new empirical and theoretical results on both the optimization dynamics and
generalization behavior of SGD for deep nets. For the empirical study, we view each run of SGD as a
realization of a stochastic process in line with recent perspectives and advances [11, 44, 76, 29]. We repeat
each experiment, i.e., training a deep net on a data set from initialization to convergence, 10,000 times to get a
full distributional characterization of the stochastic process, including the dynamics of the value, gradient, and
Hessian of the loss.Thus, rather than presenting an average over 10 or 100 runs, we often show trajectories
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of different quantiles of the loss and associated quantities, giving a more complete sense of the empirical
behavior of SGD.
We consider three key research questions in the paper. First, how does the Hessian of the loss relate to the
second moment of the stochastic gradients (SGs)? In general, since the loss is non-convex, the Hessian will
be indefinite with both positive and negative eigenvalues and the second moment of SGs, by definition, will
be positive (semi-)definite (PSD). The subspace corresponding to the top (positive) eigenvalues of the second
moment broadly captures the preferred direction of the SGs. Does this primary subspace of the second
moment overlap substantially with the subspace corresponding to the top positive eigenvalues of the loss
Hessian? We study the dynamics of the relationship between these subspaces till convergence for a variety of
problems (Section 4). Interestingly, the top sub-spaces do indeed align quite persistently over iterations and
for different problems. Thus, within the scope of these experiments, SGD seems to be picking up and using
second order information of the loss.
Second, how does the empirical dynamics of SGD look like as a stochastic process and how do we characterize
such dynamics and convergence in theory? We study the empirical dynamics of the loss, cosine of subsequent
SGs, and `2 norm of the SGs based on 10,000 runs to get a better understanding of the stochastic process [41,
81, 17, 3, 62, 16, 79, 8, 41]. Under simple assumptions, we then present a distributional characterization of
the loss dynamics as well as large deviation bounds for the change in loss at each step using a characterization
based on a suitable martingale difference sequence. Special cases of the analysis for over-parameterized
least squares and logistic regression provide helpful insights into the stochastic dynamics. We then illustrate
that adaptive step sizes or adaptive diagonal preconditioning can be used to convert the dynamics into a
super-martingale. Under suitable assumptions, we characterize such super-martingale convergence as well as
rates of convergence of such adaptive step size or preconditioned SGD to a stationary point.
Third, can we develop a scale-invariant generalization bound which considers the structure of the Hessian
at minima obtained from SGD? While the Hessian at minima contains helpful information such as local
flatness, the Hessian changes if the deep net is reparameterized. We develop a PAC Bayesian bound based
on an anisotropic Gaussian posterior whose precision (inverse covariance) matrix is based on a suitably
thresholded version of the Hessian. The posterior is intuitively meaningful, e.g., flat directions in the Hessian
have large variance in the posterior. We show that while Hessian itself changes due to re-parameterization,
the KL-divergence between the posterior and prior does not, yielding a scale invariant generalization bound.
The bound revels a dependency and also trade-off between two scale-invariant terms: a measure of effective
curvature and a weighted Frobenius norm of the change in parameters from initialization. Both terms remain
unchanged even if the deep net is re-parameterized. We also show empirical results illustrating that both
terms stay small for simple problems and they increase for hard learning problems.
Our experiments explore the fully connected feed-forward network with Relu activations. We evaluate SGD
dynamics on both synthetic datasets and some commonly used real datasets, viz., the MNIST database of
handwritten digits [38] and the CIFAR-10 dataset [33]. The synthetic datasets, which are inspired by recent
work in [64, 80], consist of equal number of samples drawn from k isotropic Gaussians with different means,
each corresponding to one class. We refer to these datasets as Gauss-k. We also consider variants of these
datasets where a fixed fraction of points have been assigned random labels [80] without changing the features.
Details of our experimental setup are discussed in the Appendix. Experiments on both Gauss-10 and Gauss-2
datasets are repeated 10,000 times for each setting to get a full distributional characterization of the loss
stochastic process and associated quantities, including full eigen-spectrum of the Hessian of the loss and
the second moment. In the main paper, we present results based on Gauss-10 and some on MNIST and
CIFAR-10. Additional results on all datasets and all proofs are discussed in the Appendix.
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The rest of the paper is organized as follows. We start with a brief discussion on related work in Section 2.
In Section 3, we introduce the notations and preliminaries for the paper. In Section 4, we investigate the
relationship between the Hessian of the loss and the second moment of the SGs. In Section 5, we characterize
the dynamics of SGD both empirically and in theory by treating SGD as a stochastic process, and reveal
the influence of the dynamics of Hessian and second moment on such dynamics. In Section 6, we present a
PAC-Bayesian based scale-invariant generalization bound which balances the effect of the local structure of
the Hessian and the change in parameters from initialization. Finally, we conclude the paper in section 7.
2 Related Work
Hessian Decomposition. The relationship between the stochastic gradients and the Hessian of the loss
has been studied by decomposing the Hessian into the covariance of stochastic gradients and the averaged
Hessian of predictions [76, 64, 63]. [64, 63] found the eigen-spectrum of the Hessian after convergence are
composed of a ‘bulk’ which corresponds to large portion of zero and small eigenvalues and ‘outliers’ which
corresponds to large eigenvalues. Later on, [53, 54] found that the ‘outliers’ of the Hessian spectrum come
from the covariance of the stochastic gradients and the ‘bulk’ comes from the averaged Hessian of predictions.
[23, 20] studied the dynamics of the gradients and the Hessian during training and found that large portion of
the gradients lie in the top-k eigenspace of the Hessian. [20] found that using batch normalization suppresses
the outliers of Hessian spectrum and the stochastic covariance spectrum.
SGD dynamics and convergence. To understand how SGD finds minima which generalizes well, various
aspects of SGD dynamics have been studied recently. [76, 29] studied the SGD trajectory and deduced that
SGD bounces off walls of a valley-like-structure where the learning rate controls the height at which SGD
bounces above the valley floor while batch size controls gradient stochasticity which facilitates exploration.
[11, 28, 44] studied the stationary distribution of SGD using characterizations based stochastic partial
differential equations. In particular, [44] proposed that constant learning rate SGD approximates a continuous
time stochastic process (Ornstein-Uhlenbeck process) with a Gaussian stationary distribution. However,
the assumption of constant covariance has been considered unsuitable for deep nets [76, 64]. There have
been work studying SGD convergence and local minima. [62, 16] proved the probability of hitting a local
minima in Relu neural network is quite high, and increases with the network width. The convergence of SGD
for deep nets has been extensively studied and it has been observed that over-parameterization and proper
random initialization can help the optimization in training neural networks [15, 3, 1, 41, 42]. With over-
parameterization and random initialization, GD and SGD can find the global optimum in polynomial time for
deep nets with Relu activation [41, 81] and residual connections [15]. Linear rate of SGD for optimizing
over-parameterized deep nets is observed in some special cases and assumptions [17, 1, 3]. However, [66]
showed that for linear deep nets, the number of iterations required for convergence scales exponentially with
the depth of the network, which is opposite to the idea that increasing depth can speed up optimization [4].
Generalization. Traditional approaches attribute small generalization error either to properties of the model
family or to the regularization techniques. However, these methods fail to explain why large neural networks
generalize well in practice [80]. Recently, several interpretations have been proposed [52, 67]. The concept
of generalization via achieving flat minima was first proposed in [25]. Motivated by such idea, [10] proposed
the Entropy-SGD algorithm which biases the parameters to wide valleys to guarantee generalization. [30]
showed that small batch size can help SGD converge to flat minima. However, for deep nets with positively
homogeneous activations, most measures of sharpness/flatness and norm are not invariant to rescaling of
the network parameters, corresponding to the same function (“α-scale transformation” [14]). This means
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that the measure of flatness/sharpness can be arbitrarily changed through rescaling without changing the
generalization performance, rendering the notion of ‘flatness’ meaningless. To handle the sensitive to
reparameterization, [67] explained the generalization behavior through ‘Bayesian evidence’, which penalizes
sharp minima but is invariant to model reparameterization. In addition, some spectrally-normalized margin
generalization bounds have proposed which depend on the product of the spectral norms of layers [5, 51].
[49] proposed deterministic margin bound based on suitable derandomization of PAC-Bayesian bounds
in order to address the exponential dependence on the depth [5, 51]. Most recently, [57, 69, 77] explored
scale-invariant flatness measure for deep network minima.
3 Preliminaries
In this section, we set up notations and discuss preliminaries which will be used in the sequel. For simplicity,
we denote the j-th entry of a vector x as xj . Let D be a fixed but unknown distribution over a sample space
Z and let
S = {z1, . . . , zn} ∼ Dn (1)
be a finite training set drawn independently from the true distribution D. For k-class classification problems,
we have
zi = (xi, yi) ∈ Rd × Y, (2)
where xi ∈ Rd is a data sample, yi is the corresponding label, and Y = {1, 2, . . . , k} is the set of labels. In
this paper, we focus on empirical and theoretical analysis of SGD applied to deep nets such as feed forward
neural networks, and convolutaional networks [37, 22]. With θ ∈ Rp denoting the parameters of the deep net,
the empirical loss on the training set is
f(θ) , 1
n
n∑
i=1
f(θ; zi) , (3)
for a suitable point-wise loss f : Rp ×Z → R+. The gradient of the empirical loss is
µ(θ) , 1
n
n∑
i=1
∇f(θ; zi) = ∇f(θ) (4)
and the covariance of the sample gradient∇f(θ; zi) is
Σ(θ) , 1
n
n∑
i=1
(∇f(θ; zi)− µ(θ))(∇f(θ; zi)− µ(θ))T . (5)
Further, let
Hf (θ) ,
1
n
n∑
i=1
∇2f(θ; zi) = ∇2f(θ) (6)
be the Hessian of the empirical loss and
M(θ) , 1
n
n∑
i=1
∇f(θ; zi)∇f(θ; zi)T = Σ(θ) + µ(θ)µ(θ)T (7)
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be the second moment of sample gradient∇f(θ; zi). Note that these quantities are all defined in terms of the
training sample S.
At each step, SGD performs the following update [60, 50]:
θt+1 = θt − ηt∇f˜(θt) , (8)
where ηt is the step size and f˜(θt) is the stochastic gradient (SG) typically computed from a mini-batch of
samples. Let m be the batch size, so that 1 ≤ m ≤ n. We denote the mean and covariance of SG as µ(m)(θt)
and Σ(m)(θt) respectively, and we have µ(m)(θt) = µ(θt) and Σ(m)(θt) = 1mΣ(θt). For convenience, we
introduce the following notation:
µt = µ(θt) , Σt = Σ(θt) , Mt = M(θt) . (9)
Let φ(θ;xi) : Rp × Rd → Rk be the output of the deep net for a k-class classification problem, then the
prediction probability of true label yi is given by:
p(yi|xi, θ) = exp(φyi(θ;xi))∑k
j=1 exp(φj(θ;xi))
, (10)
where φj(θ;xi) is the j-th entry of φ(θ;xi). In this paper, we consider the log-loss, also known as the
cross-entropy loss, given by
f(θ; zi) = − log p(yi|xi, θ) . (11)
4 Hessian of the Loss and Second Moment of SGD
In this section, we investigate the relationship between the Hessian of the training loss Hf (θt) and the second
moment of SGs Mt. We compute and compare the eigenvalues and eigenvectors of both Hf (θt) and Mt.
Our experimental results show that the primary subspaces of Hf (θt) and Mt overlap while the eigenvalue
distributions (eigen-spectra) of the two matrices have substantial differences. We also illustrate that the
overlap of the primary subspaces cannot be quite explained based the Fisher information matrix. Different
from [23, 20], our work not only focuses on the full eigenvalue distribution at the beginning and the end
of SGD, but also reveals how such distribution evolves during the training by providing additional result
at intermediate iteration. Comparing with [23], we use a more well-established metric to characterize the
overlap between two subspaces.
4.1 Hessian Decomposition
For the empirical log-loss based on (3) and (11), the Hessian Hf (θt) of the loss and the second moment Mt
of the stochastic gradients are related as follows [64, 76, 45, 28]:
Proposition 1 For Hf (θt) and Mt as defined in (6) and (9), we have
Hf (θt) = Mt −Hp(θt) , (12)
where Hp(θt) = 1n
∑n
i=1
1
p(θt;zi)
∂2p(θt;zi)
∂θ2
.
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(a) Gauss-10, batch size: 5, 0% random labels.
(b) Gauss-10, batch size: 5, 15% random labels.
Figure 1: Eigen-spectrum dynamics of Hf (θt) (left), Mt (middle), and Hp(θt) (right). The network is trained
on Gauss-10 dataset with small batches containing one twentieth of the training samples (5/100). Hp remains
significant even after SGD converges, and is close to −Hf (θt).
Figure 1 shows the full eigen-spectrum (averaged over 10,000 runs) of Hf (θt), Mt, and the residual term
Hp(θt) at the first, one intermediate, and the last iteration of SGD trained on Gauss-10. Overall, the eigenvalue
dynamics of Hf (θt) and Mt exhibit similar trend (Figure 1, 2: middle and right) with slight increase at early
iterations, followed by a decrease. Eigenvalues of Mt usually drop faster than those of Hf (θt) (Figure 2:
middle and right). In general, when the training data has k classes, Mt is a positive definite matrix with an
order of k non-trivial eigenvalues [64].
For simple problems in which data are easy to separate, as SGD converges, we would expect the average
gradient µt as well as the gradient∇f(θt; zi) for each individual sample to be close to 0 [15, 42]. Thus Mt
approaches 0 as almost all non-trivial eigenvalues vanish (Figure 1 (a): middle). As a result, the residual
Hp(θt) approaches −Hf (θt) (Figure 1 (a): left and right).
When dealing with a hard problem (Figure 1(b)), at convergence, even though the average gradient µt may
be close to 0, certain individual gradients ∇f(θt; zi) need not. Therefore, Mt may still have a handful of
non-trivial eigenvalues, but they are at least one order of magnitude smaller than the top eigenvalues of
Hf (θt) (Figure 1(b): left and middle). Such an observation is not only true for Guass-10 with 15% random
labels, but also observed on MNIST (Figure 3: middle and right) and CIFAR-10 dataset (Figure 4: middle
and right). Hence, the top eigenvalues of Hp(θt) are much closer to Hf (θt) than those of Mt. The bottom
eigenvalues of Hp(θt) always approaches −Hf (θt) since Mt only has non-negative eigenvalues. Overall,
the eigen-spetrum of Hp(θt) looks very similar to −Hf (θt) close to convergence. Our observations disagree
with existing claims [76] which suggest that Hf (θt) is almost equal to Mt near the minima by assuming the
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(a) Gauss-10, batch size: 5, 0% random labels.
(b) Gauss-10, batch size: 5, 15% random labels.
Figure 2: Dynamics of top 15 principal angles between Hf (θt) and Mt (left) and corresponding eigenvalues
of Hf (θt) (middle) and Mt (right) for Gauss-10. Solid lines represent the mean value over all runs, and
shaded bands indicate the 95% confidence intervals. cos(γ1) to cos(γ10) u 1, indicating the top 10 principal
subspaces are well aligned.
residual term Hp(θt) disappears.
4.2 Top Subspaces: Hessian and Second Moment
Proposition 1 indicates that, at any time during training, Hf (θt) and Mt are related but differ by a residual
term Hp(θt). Our empirical results show that the impact of Hp(θt) on the eigen-spectrum dynamics of
Mt and Hf (θt) is persistent and not negligible. But how does Hp(θt) impact the primary subspaces, i.e.,
corresponding to the largest positive eigenvalues, of Mt and Hf (θt)?
To answer this question, we carefully assess the overlap between the principal eigen-spaces of Hf (θt) and
Mt determined by the eigenvectors corresponding to the top (positive) eigenvalues of these matrices during
training based on principal angles; additional results based on Davis-Kahan [13, 78] perturbation can be
found in the appendix. Recall that principal angles [21] {γi}qi=1 between two subspaces P and Q in Rp,
whose dimensions satisfy p ≥ dim(P ) ≥ dim(Q) = q ≥ 1, are defined recursively by
cos(γi) , uTi vi = max
u∈P,‖u‖2=1,
uT [u1,...,ui−1]=0
max
v∈Q,‖v‖2=1,
vT [v1,...,vi−1]=0
uT v . (13)
Let U and V be two orthogonal matrices, e.g., eigenvectors of Hf (θt) and Mt, whose range are P and Q
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(a) MNIST, No. hidden layers: 3, batch size: 64.
(b) MNIST, No. hidden layers: 3, batch size: 256.
Figure 3: Dynamics of top 15 principal angles between Hf (θt) and Mt (left) and corresponding eigenvalues
of Hf (θt) (middle) and Mt (right) for MNIST. cos(γ1) to cos(γ10) u 1, indicating the top 10 principal
subspaces are well aligned.
respectively, then we have cos(γi) = ωi, where ωi denotes the singular values of UTV . Such relationships
are also considered in Canonical Correlation Analysis (CCA) [21].
Figures 2-4 show the evolution of the subspace overlap between Hf (θt) and Mt in terms of the top-15
principal angles for Gauss-10, MNIST, and CIFAR-10 datasets. All datasets have 10 classes. The key
observation is the top 10 principal subspaces of Hf (θt) and Mt quickly align with each other and overlap
almost completely during the entire training period. Additional results for Gauss-2 dataset whose top 2
principal subspaces overlap can be found in the appendix (Figure 15). Such persistent overlap occurs in
both synthetic and real datasets, suggesting that the second moment of the SGs somehow carry second order
information about the loss.
Notice that in some scenarios, e.g., MNIST dataset (Figure 3 (b)), the cosine value of all 15 principal angles
stays high. However, comparing with its top 10 eigenvalues, the remaining eigenvalues of Mt have much
smaller values (Figure 3 (b):right). Thus, the overlap in these subspaces will not significantly affect the
behavior of SGD.
4.3 Relationship with Fisher Information
The observation that the primary subspaces of Mt indeed overlap with the primary suspaces Hf (θt) is some-
what surprising. One potential explanation can be based on connecting the decomposition in Proposition 1
with the Fisher Information matrix.
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(a) CIFAR-10, No. hidden layers: 3, batch size: 256.
(b) CIFAR-10, No. hidden layers: 3, batch size: 512.
Figure 4: Dynamics of top 15 principal angles between Hf (θt) and Mt (left) and corresponding eigenvalues
of Hf (θt) (middle) and Mt (right) for CIFAR-10. cos(γ1) to cos(γ10) u 1, indicating the top 10 principal
subspaces are well aligned.
Denoting θ∗ as the true parameter for the generative model p(θ∗;Z) and with f(θ∗;Z) = − log p(θ∗;Z), the
Fisher Information matrix [40, 58] is defined as
I(θ∗) = EZ [M(θ∗)] = EZ
[∇f(θ∗;Z)∇f(θ∗;Z)T ] , (14)
where ∇f(θ∗;Z) is often referred to as the score function. Under so-called regularity conditions [12, 2] (see
Appendix B.3 for more details), the Fisher Information can also be written as
I(θ∗) = EZ [Hf (θ∗)] = EZ
[∇2f(θ∗;Z)] . (15)
In particular, using integration by parts and recalling that f(θ∗;Z) = − log p(θ∗;Z), we in fact have
EZ
[∇2f(θ∗;Z)] = EZ [∇f(θ∗;Z)∇f(θ∗;Z)T ]+ EZ [ 1
p(θ∗;Z)
∇2p(θ∗;Z)
]
, (16)
which is line with Proposition 1. However, under the regularity conditions, we have (see Appendix B.3)
EZ
[
1
p(θ∗;Z)∇2p(θ∗;Z)
]
= 0, which makes the two forms of I(θ∗) equal. However, for finite samples, the
expectation EZ is replaced by 1n
∑n
i=1, so the
1
p(θ∗;Z) term does not cancel out, and the finite sample Hp(θ)
in Proposition 1 does not become zero. In addition, θt during the SGD iterations are not the true parameter
θ∗, so the quantities involved in Proposition 1 are not quite the finite sample versions of Fisher Information
due to model misspecification.
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Table 1: Summary of the probabilistic model p(y|x, θ), the Hessian of the empirical loss Hf (θt), the second
moment Mt and the residual term Hp(θt) for least squares (second column) and binary logistic regression
(last column). Here σθt(xi) = pθt(xi)(1 − pθt(xi)). In high dimensional case, when θt approaches the
optimum, Hp(θt) does not approach zero for least squares, and Hp(θt) has the same order as Hf (θt) for
logistic regression.
Least Squares Binary Logistic Regression
p(y|x, θ) 1√
2piσ
e−
(xT θ−y)2
2σ2
1
(1+e−x
T
i
θ)yi
· 1
(1+ex
T
i
θ)1−yi
Hf (θt)
1
nσ2
XTX 1n
∑n
i=1 σθt(xi)xix
T
i
Mt
1
nσ4
∑n
i=1(x
T
i θt − yi)2xixTi 1n
∑n
i=1(pθt(xi)− yi)2xixTi
Hp(θt)
1
nσ4
∑n
i=1[(x
T
i θt − yi)2 − σ2]xixTi 1n
∑n
i=1[(pθt(xi)− yi)2 − σθt(xi)]xixTi
Our empirical results show that in the context of Proposition 1 the quantities corresponding to (15) and (16)
are not the same possibly due to the finite sample over-parameterized setting, inaccurate estimate of θ∗, and
the non-smoothness of the Relu activation.
Especially when the model is over-parameterized, even for smooth loss functions, we may still observe
Hf (θ) to be different from Mt, e.g., see the analysis on over-parameterized least squares (Example 1) and
over-parameterized logistic regression (Example 2) below. Thus, Fisher information alone is not sufficient to
explain the overlap between the primary subspaces of Hf (θt) and Mt.
Example 1 (Least Squares) LetX = [x1, . . . , xn]T ∈ Rn×p be the design matrix and Y = [y1, . . . , yn]T ∈
Rn be the response vector for n training samples. Given a sample zi = (xi, yi) defined in (2), we assume the
following linear relationship holds: yi = xTi θ + i, where i ∼ N (0, σ2) is a Gaussian noise with mean 0
and variance σ2. The empirical loss of the least squares problem is given by
f(θ) =
1
2nσ2
n∑
i=1
(xTi θ − yi)2 . (17)
The Hessian of the empirical loss Hf (θt), the second moment Mt, and the residual term Hp(θt) can be
directly calculated (see Appendix B.4.1) and has been summarized in Table 1 (second column). In high
dimensional case when n < p, the optimal solution θˆ satisfies Xθˆ = Y . As θt approaches θˆ, we have
Hp(θˆ) = − 1
nσ2
XTX, and M(θˆ) = 0 , (18)
so that Hf (θˆ) = −Hp(θˆ) and Hf (θˆ) 6= M(θˆ).
Example 2 (Logistic Regression) The empirical loss of binary logistic regression for n observations (xi, yi), i =
1, . . . , n and yi ∈ {0, 1} is given by
f(θ) = − 1
n
n∑
i=1
log
(
pθ(xi)
yi(1− pθ(xi))(1−yi)
)
, where pθ(xi) =
1
1 + e−xTi θ
. (19)
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Figure 5: Notations for layer-wise Hessian analysis. Gh, h = 0, 1, 2: the diagonal blocks of Hf (θt), where
the partial derivatives are taken with respect to the weights in the same layer. Hh, h = 0, 1, 2: the Hessian of
the sub-network starting from the layer h. H0 is the full Hessian Hf (θt), and H2 is the same as G2.
The Hessian of the empirical loss Hf (θt), the second moment Mt, and the residual term Hp(θt) can be
calculated directly (see Appendix B.4.2) and has been summarized in Table 1 (last column). In the high
dimensional case, the data are always linearly separable. Thus
∑n
i=1(pθt(xi)− yi)2 can be arbitrarily small,
depending on ‖xi‖2. When θt approaches the optimum, we have σθt(xi) (pθt(xi)− yi)2 ≈ 0, therefore
−Hp(θt) ≈ Hf (θt) = 1
n
n∑
i=1
σθt(xi)xix
T
i 
1
n
n∑
i=1
(pθt(xi)− yi)2xixTi = Mt ≈ 0 , (20)
so that −Hp(θt) approaches Hf (θt) and Mt 9 Hf (θt) as t→∞.
4.4 Layer-wise Hessian
We also provide a layer-wise analysis of the curvature as obtained from the Hessian. The Hessian Hf (θt) of
a 2-hidden layer Relu network can be thought of as a collection of several block matrices (Figure 5). We use
h = 0 to denote the lowest layer which connects to the input and h = 2 corresponds to the output layer. Let
Gh, h = 0, 1, 2 denote the diagonal blocks of Hf (θt), such that each element in Gh is the partial derivative
taken with respect to the weights in the same layer,
Gh[kl, k
′l′] =
∂2f(θ)
∂wkl[h]∂wk′l′ [h]
=
(
∂φ
∂wkl[h]
)T
∇2φf(θ)
∂φ
∂wk′l′ [h]
(21)
where φ ∈ Rk is the output of the network defined in Section 3, wkl[h] is the weight at the layer h connecting
the node k from the previous layer and node l at the layer h, and Hh, h = 0, 1, 2 is the Hessian of the
sub-network starting from the layer h, with H0 being the full Hessian Hf (θt), and H2 being the same as G2.
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(a) Gauss-10, batch size 5, 0% Random labels. (b) Gauss-10, batch size 5, 15% Random labels.
(c) Gauss-10, batch size 50, 0% Random labels. (d) Gauss-10, batch size 50, 15% Random labels.
Figure 6: Eigen-spectrum dynamics of Hh and Gh, h = 0, 1, 2 for networks trained on Gauss-10 dataset. (a)
and (b): small batches containing one twentieth of the training samples (5/100); (c) and (d): large batches
containing half of the training samples (50/100). All Ghs are positive semi-definite matrices whose top
eigenvalues have the same order of magnitude, indicating that the top few large eigenvalues of Hf (θt) can
not come from the output layer alone.
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(a) Gauss-10, batch size 5, 0% Random labels.
(b) Gauss-10, batch size 5, 15% Random labels.
(c) Gauss-10, batch size 50, 0% Random labels.
(d) Gauss-10, batch size 50, 15% Random labels.
Figure 7: Layer-wise eigenvector loadings for networks trained on Gauss-10 dataset. (a) and (b): small
batches containing one twentieth of the training samples (5/100); (c) and (d): large batches containing half of
the training samples (50/100). Even though for simple problem, it seems that the output layer always has the
loading while layer 0 contributes less, such relationship does not always hold for hard problem.
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(a) Gauss-10, batch size 5, 0% random labels
(b) Gauss-10, batch size 5, 15% random labels
Figure 8: Gauss-10: Dynamics of the loss f(θt) (left), the angle of two successive SGs cos(gt, gt−1) (middle),
and the norm of the SGs ‖gt‖2 (right) at different quantiles of f(θt).
From (21), every matrix Gh is positive semi-definite (PSD) since ∇2φ(θ), the Hessian of the logistic loss,
is PSD. The definitions of Gh and Hh has been depicted in Figure 5. Figure 6 shows the eigen-spectrum
dynamics of Hh and Gh, for h = 0, 1, 2. We observe that the top eigenvalus of all Gh are of the same
order of magnitude. To get a better sense of which layer contributes more, we also analyze the eigenvectors
corresponding to the top eigenvalues of H0. We evaluate the magnitude of the eigenvector components
corresponding to each layer, normalized by the layer size, and the results can be found in Figure 7. Overall,
for simple problem, layer 2 (connected to the output) always has the largest value while layer 0 contributes
less. Such a relationship holds for hard problem at the beginning of the training, then the difference among
the 3 layers shrinks, and eventually all layers have almost equal contributions.
5 SGD Dynamics
In this section, we study the empirical dynamics of the loss, cosine of the angle between subsequent SGs,
and the `2 norm of the SGs based on constant step-size SGD for fixed batch sizes and averaged over 10,000
runs. We then present a distributional characterization of the loss dynamics as well as a large deviation bound
of the change in loss at each step. Further, we specialize the analysis for the special cases of least squares
regression and logistic regression to gain insights for these cases. Finally, we present convergence results to a
stationary point for mini-batch SGD with adaptive step sizes as well as adaptive preconditioning.
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(a) Gauss-10, Batch size: 5, 0% Random labels.
(b) Gauss-10, Batch size: 5, 15% Random labels.
Figure 9: Dynamics of the distribution ∆t(f) = f(θt+1)− f(θt) conditioned at θt for the Gauss-10 dataset
trained with small batches containing one twentieth of training samples (5/100). Red horizontal line highlights
the value of ∆t(f) = 0. The loss-difference dynamics mainly consist of two phases: (1) the mean of ∆t(f)
decreases with an increase of variance (see (a): iteration 1 to 15, and (b): iteration 1 to 100); (2) the mean of
∆t(f) increases and reaches 0 while the variance shrinks ( see (a): iteration 25 to 200, and (b): iteration 200
to the end).
5.1 Empirical Loss Dynamics
The stochastic parameter dynamics of θt as in (8) and associated quantities such as the loss f(θt) can be
interpreted as a stochastic process. Since we have 10,000 realizations of the stochastic process, i.e., parameter
and loss trajectory based on SGD, we present the results at different quantiles of the loss f(θt) at each
iteration t.
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(a) Gauss-10, batch size 5, 0% Random labels (b) Gauss-10, batch size 5, 15% random labels
(c) Gauss-10, Batch size 50, 0% Random labels. (d) Gauss-10, Batch size 50, 15% Random labels.
Figure 10: The dynamics of the variance of ∆t(f) = f(θt+1) − f(θt) conditioned at θt during training.
The variance sharply increases with a short period of time at the beginning, then continues to decrease until
convergence. For both easy and hard problem with various batch sizes, the variance exhibits a similarly
behavior.
SGD dynamics. Figure 8 shows the dynamics of the loss f(θt), the angle between two consecutive SGs
cos(gt, gt−1), and the `2 norm of the SGs ‖gt‖2 for problems with different levels of difficulty, i.e., percentage
of random labels in Gauss-10. For the simple problem with true labels (0% random) (Figure 8(a)), SGD
converges fast in less than 50 iterations. The three quantities f(θt), cos(gt, gt−1), and ‖gt‖2 of all quantiles
exhibit similar behavior, and decrease rapidly in the early iterations. Both f(θt) and ‖gt‖2 converge to zero,
while cos(gt, gt−1) reaches a steady state and oscillates around 0.25, indicating subsequent SGs are almost
orthogonal to each other (the angle between subsequent SGs is greater than 75◦).
The dynamics become more interesting with 15% random labels, the more difficult problem. In the initial
phase, all quantiles of the loss and the angle between subsequent SGs drop sharply, similar to the 0% random
label case. On the other hand, the gradient norms ‖gt‖2 of all quantiles increase despite the slight drop for
the 75th and 90th quantiles at the very beginning (see Figure 19 in the appendix for more details). Once
the gradient norm ‖gt‖2 peaks, and cos(gt, gt−1) hits a valley, SGD enters a convergence phase. At this late
phase, the gradient norm ‖gt‖2 shows a steady decrease, while cos(gt, gt−1) grows again until it reaches a
steady state and begins to oscillate around 0. The loss persistently reduces to 0, but the rate of change also
declines. We also observe similar dynamics in both MNIST and CIFAR-10 (see Figures 22 and 21 in the
Appendix).
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Empirical loss dynamics. Let ∆t(f) denote the stochastic loss difference, i.e.,
∆t(f) = f(θt+1)− f(θt) . (22)
Figure 9 shows the empirical distributions of ∆t(f) at the 10th, 50th and 90th quantiles of the loss at iteration
t respectively. In particular, we get the empirical distribution of the qth quantile for every iteration from
10,000 runs of SGD. Overall, the distributions of ∆t(f) are roughly symmetric, and mainly contain two
stages of change: in the first stage, the means of both the upper (90th) and lower (10th) quantile distributions
move away from the red horizontal line where ∆t(f) = 0 (Figure 23 (a): iteration 1 to 15, and (b): iteration
1 to 100) while the variance of ∆t(f) grows for all quantiles (Figure 10 (a) and (b)). In the subsequent stage,
the mean of both the upper (90th) and lower (10th) quantiles moves towards zero (Figure 23 (a): iteration
25 to 200, and (b): iteration 200 to 9999), while the variance of all quantiles shrinks significantly. As SGD
converges, the mean of ∆t(f) at all quantiles stays near zero, and the variance becomes very small.
5.2 Deviation Bounds for Loss Dynamics
We consider the following two types of SGD updates:
θt+1 = θt − ηt∇f˜(θt), (23)
to be referred to as vanilla SGD in the sequel, and
θt+1 = θt −At∇f˜(θt), (24)
to be referred to as preconditioned SGD with diagonal preconditioner matrix At. Recall that here ∇f˜(θt)
represents the SG of f at iteration t computed based on a mini-batch of m samples. Notice that if we take At
to be ηtI, preconditioned SGD becomes vanilla SGD.
Assuming SGs follow a multi-variate distribution with mean µt and covariance 1mΣt, we can represent the
SG as
∇f˜(θt) = µt + 1√
m
Σ
1/2
t g , (25)
where g is a random vector sampled uniformly from
√
pSp−1 [72, 39] representing a sphere of radius √p
in Rp. The assumption on g is reasonable since in a high dimensional space, sampling from an isotropic
Gaussian distribution is effectively the same as sampling from (a small annular ring around) the sphere with
high probability [72]. Let us denote the batch dependent second moment of the SG as
M
(m)
t , E
[
∇f˜(θt)∇f˜(θt)T
]
=
1
m
Σt + µtµ
T
t . (26)
We show in theory that for vanilla SGD, our observations of the two-phase dynamics of ∆t(f) conditioned on
θt, i.e., the inter-quantile range and variance increasing first then decreasing, in Figure 9 can be characterized
by the Hessian Hf (θ), the covariance Σt and associated quantities introduced in Section 4. To proceed with
our analysis, we make Assumption 1, and then present Theorem 1 characterizing a conditional expectation
and large deviation bound for ∆t(f) defined in (22).
Assumption 1 (Bounded Hessian) Let R(θt) = {θt − ηtµt − ηt 1√mΣ
1/2
t g : ∀g ∈
√
pBp}, where ηt is the
step size in (8), and
√
pBp2 is a ball of radius
√
p in Rp. There is an L > 0 such that ‖Hf (θ)‖2 ≤ L for all
θ ∈ R(θt).
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Assumption 1 is the so called local smoothness condition [70]. From Figure 2, 3, and 4, the largest eigenvalues
of Hf (θt) will decrease after the first few iterations. Therefore it is reasonable to assume the spectral norm of
Hf (θ) to be bounded when θ is close to a point in SGD iterations.
Theorem 1 Let ∆t(f) = f(θt+1)− f(θt). If Assumption 1 holds, we have for vanilla SGD (8)
−ηt‖µt‖22 −
η2t
2
LTrMt ≤ Eθt+1
[
∆t(f)
∣∣∣∣θt] ≤ −ηt‖µt‖22 + η2t2 LTrMt . (27)
Further, for all s > 0, we have
P
[
∆t(f)−
{
− ηt‖µt‖22 +
η2t
2
LTrMt
}
≥ s
∣∣∣∣θt] ≤ 2 exp
[
−cmin
(
s2
α2t,1
,
s2
α2t,2
,
s
αt,3
)]
, (28)
P
[
∆t(f)−
{
− ηt‖µt‖22 −
η2t
2
LTrMt
}
≤ −s
∣∣∣∣θt] ≤ 2 exp
[
−cmin
(
s2
β2t,1
,
s2
α2t,2
,
s
αt,3
)]
, (29)
where
αt,1 = ηt|1− ηtL| 1√
m
‖Σ1/2t µt‖2 , βt,1 = ηt|1 + ηtL|
1√
m
‖Σ1/2t µt‖2 ,
αt,2 =
η2tL
2m
‖Σt‖F , αt,3 =
η2tL
2m
‖Σt‖2 ,
and c > 0 is an absolute constant.
The proof of Theorem 1 can be found in Appendix D. At iteration t, Theorem 1 tells us that the conditional dis-
tribution of ∆t(f) stays in the interval−ηt‖µt‖22± η
2
t
2 LTrMt with high probability, where the concentration
depends on dynamic quantities αt,1, βt,1, αt,2, and αt,3 related to SG covariance and expectation.
The interval depends on two key quantities: (1) the negative of the 2-norm of the full gradient ‖µt‖22 (first
moment of the SG), and (2) the trace of the second moment of the SG TrMt. The first term tends to push the
mean downward, while the second term lifts the mean. When −ηt‖µt‖22 + η
2
t
2 LTrMt is less than zero and
αt,1, αt,2 and αt,3 are small, SGD will decrease the loss with high probability.
The dynamics of the variance of ∆t(f) depends on Σt, i.e., the variance of the change in loss function
depends on the covariance of the SGs (see Figures 1 and 10).
For constant step size ηt = η, the dynamics of αt,2 corresponds to the dynamics of ‖Σt‖F and the dynamics
of αt,3 corresponds to the dynamics of ‖Σt‖2. The eigenvalues of Σt first increase then decrease (Figure 1:
middle), and so does ‖Σt‖F and ‖Σt‖2. Therefore, the dynamics of the variance of ∆t(f) follow a similar
trend (Figure 10).
SGD is able to escape certain types of stationary point or local minima. Consider a scenario where θt
reaches a stationary point of f(θ) such that ∇f(θt) = 0, but θt is not the local minima of all f(θ; z), i.e.,
∃i ∈ {1, 2, . . . , n}, such that ∇f(θ; zi) 6= 0. Then we have µt = 0 but Mt 6= 0, and the deviation bound
becomes
P
[∣∣∣∣∆t(f)− η2t2 LTrMt
∣∣∣∣ ≥ s∣∣∣∣θt] ≤ 4 exp
[
−cmin
(
s2
α2t,2
,
s
αt,3
)]
,
so that ∆t(f) concentrates around
η2t
2 LTrMt > 0 in the current setting since Mt is positive definite.
Therefore f will increase and escape such stationary point or local minima.
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We give a detailed characterization of ∆t(f) for two over-parameterized problems using Theorem 1: (a) high
dimensional least squares and (b) high dimensional logistic regression. For both problems, SGD has two
stages of change as discussed in Section 5.1.
5.2.1 High Dimensional Least Squares
Considering the least squares problem in Example 1, we have the following result:
Corollary 1 Consider high dimensional least squares as in Example 1. Let us assume ‖Hf (θ)‖2 ≤ L,
σmin(
1
nXX
T ) ≥ α > 0, and maxi ‖xi‖22 ≤ β, where σmin is the minimum singular value. Choosing
η = αβL , for s > 0 we have
P
[
∆t(f) ≥ − α
2
2βLn
‖Xθt − y‖22 + s
∣∣∣∣ θt] ≤ exp
[
−cmin
(
s2
α2t,1
,
s2
α2t,2
,
s
αt,3
)]
, (30)
where αt,1 = |1− α2β | 1√m‖Σ
1
2
t µt‖2, αt,2 = α
2
2β2Lm
‖Σt‖F , αt,3 = α22β2Lm‖Σt‖2, and c is a positive constant.
Note that Corollary 1 presents a one-sided version of the concentration, but focuses on the side of interest,
which characterizes the lower side or decrease in ∆t(f). From Corollary 1, SGD for high dimensional least
squares has two phases. Early on in the iterations, − α22βLn‖Xθt − y‖22 will be much smaller than zero, thus
SGD can sharply decrease f . αt,1, αt,2, αt,3 are large since θt is not close to θ∗ and Σt has large eigenvalues.
Therefore the probability density of ∆t(f) will spread out over its range, and facilitates exploration. In later
iterations, both α
2
2βLn‖Xθt − y‖22 and ‖Σt‖2 are small, therefore SGD will help with the loss approaching the
global minima with a sharp concentration.
5.2.2 High Dimensional Logistic Regression
For the binary logistic regression problem in Example 2, we have:
Corollary 2 Consider high dimensional logistic regression given by (19). Let us assume ‖Hf (θ)‖2 ≤ L,
σmin(
1
n
∑n
i=1 xix
T
i ) ≥ α > 0, and maxi ‖xi‖22 ≤ β, where σmin is the minimum singular value. If we
choose η = αβL , we have
P
[
∆t(f) ≥ − α
2
2βLn
n∑
i=1
(yi − pθt(xi))2 + s
∣∣∣∣∣ θt
]
≤ exp
[
−cmin
(
s2
α2t,1
,
s2
α2t,2
,
s
αt,3
)]
, (31)
where αt,1 = η|1 − ηL| 1√m‖Σ
1/2
t µt‖2 , αt,2 = η
2L
2m ‖Σt‖F , αt,3 = η
2L
2m ‖Σt‖2 , and c > 0 is an absolute
constant.
As in the case of least squares, 2 focuses on a one-sided bound, focusing on the decrease in ∆t(f). Proofs of
Corollary 1 and 2 are in appendix E. In the high dimensional case, the data are always linearly separable.
In this case
∑n
i=1(yi − pθt(xi))2 can be arbitrarily small (depending on ‖xi‖2), therefore SGD will have a
similar behavior as least squares. In the early phase, ηt‖µt‖22 − η
2
t
2 LTrMt is large, thus SGD can sharply
decrease f ; αt,1, αt,2, αt,3 are also large, allowing SGD to explore more directions. In the later phase, SGD
will steadily decrease the loss and eventually approach the global minima.
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5.3 Deviation Bound for Loss Process
Since the SGD update (8) is a Markov process [36], if we condition on θt, then ∆t(f) is independent from θt′
for all t′ < t. The sequence ∆t(f)− E[∆t(f)|θt] is a Martingale Difference Sequence (MDS) [7] because
the expectation of the sequence conditioned on the history θt equals to zero. Now we focus on the deviation
behavior of the random process ∆t(f) for any choice of stepsize ηt. Utilizing two sided tail bounds for
∆t(f) in Theorem 1, the MDS ∆t(f)− E [∆t(f)|θt] has sub-exponential tail [73]. Then the Theorem 2 is a
consequence of the Azuma-Bernstein inequality [47] for sub-exponential MDSs.
Theorem 2 If Assumption 1 holds, stepsize ηt ≤ η, gradient ‖µt‖2 ≤ µ, covariance ‖Σt‖1/22 ≤ σ1/2, and
the loss function is Lipschitz, i.e., |f(θ1)− f(θ2)| ≤ L1‖θ1− θ2‖2 for arbitrary θ1, θ2 ∈ Rp, then for vanilla
SGD, we have
P
[
|f(θT )− Ef(θT )| ≥
√
Ts
]
≤ 2 exp
[
−cmin
(
s2
8K22
,
√
Ts
2K2
)]
(32)
where for vanilla SGD,
K2 = max
(
2L1η
(
µ+
√
σp√
m
)
,
(
η2L
(
σ + µ2
)
+
ηµ2√
m
(1 + ηL)
√
σ +
(m+ 1)η2Lσ
2m
))
, (33)
and c is an absolute constant.
With s =
√
TK2, Theorem 2 becomes
P[|f(θT )− Ef(θT )| ≥ K2T ] ≤ 2 exp(−cT ) , (34)
for some suitable constant c. For a Brownian motion sequence Bt which has Bt ∼ N(0, σ2t), we have the
tail bound P [|BT | ≥ σT ] ≤ 2 exp(−T/2). We can see the tail of f(θT )− Ef(θT ) shares the same upper
bound as the tail of B2cT with σ = K22c .
5.4 Convergence of Adaptive SGD
To sharpen the analysis, continuing with Theorem 1, if we take step size ηt such that−ηt‖µt‖22+ η
2
t
2 LTrMt ≤
0, then E[∆t(f)|θt] ≤ −ηt‖µt‖22 + η
2
t
2 LTrMt ≤ 0, and the random process ∆t(f) becomes a non-negative
super-martingale [27]. The martingale convergence theorem [75] leads to the following conclusion:
Theorem 3 Given Assumption 1, with stepsize ηt for adaptive step-size SGD s.t.
‖µt‖22
2LTrMt
< ηt <
3‖µt‖22
2LTrMt
, (35)
or with diagonal preconditioner At = diag{at,1, . . . , at,p} s.t.
µ2t,j
2LMt,j
< at,j <
3µ2t,j
2LMt,j
, (36)
we have the following:
20
(1) the random processes f(θt) almost surely converges to a random variable f(θ∗), where θ∗ is a stationary
point, i.e.,∇f(θ∗) = 0 for the empirical loss function f ;
(2) let f∗ be the global minimum of f , assume Tr Σt ≤ σ2 for a constant σ > 0, then for any  > 0, after
T ≥ 2L(f(θ0)−f∗)(σ2/m+)
2
iterations, we have mint E‖∇f(θt)‖22 ≤ .
Theorem 3 shows that by choosing a proper adaptive step size or preconditioner, SGD is able to converge to a
stationary point. Unlike the analysis of [59], the convergence does not require the objective f to be convex.
With the bounded covariance assumption, we have the convergence rate as mint E‖∇f(θt)‖22 = O(1/
√
T ),
which matches the state of the art [19]. Our choice of step size and preconditioner requires knowledge of
‖µt‖22 and TrMt. To make this algorithm practical, we need to estimate ‖µt‖22 and TrMt dynamically, which
will be considered in future work.
5.5 Comparison with ADAM
We share brief remarks comparing our diagonal preconditioned SGD with ADAM [31, 59, 68], a popular
adaptive gradient method for training deep nets. In ADAM, the algorithm maintains two exponential moving
averages, respectively of SGs and squares of SGs for each coordinate j = 1, . . . , p, given by
gt,j = γ1gt−1,j + (1− γ1)µ˜t,j , 0 < γ1 < 1 (37)
νt,j = γ2νt−1,j + (1− γ2)µ˜2t,j , 0 < γ2 < 1 . (38)
where µ˜t,j = [µ(m)(θt)]j , corresponding to the mini-batch based estimate of the gradient µt,j . For the sake
of the current discussion, gt,j and νt,j can be considered estimates of µt,j , the first moment, and Mt,j the
second moment in our context.
ADAM uses a diagonal preconditionerAt = diag{at,1, . . . , at,p} with at,j = η√νt,j , where η > 0 is a constant
step size. At each step t, the update of ADAM for j = 1, . . . , p is given by
θt+1,j = θt,j − at,jgt,j = θt,j − η gt,j√
νt,j
. (39)
In the current context, using our notation, the update has the form:
θt+1,j = θt,j − η µt,j√
Mt,j
. (40)
In this case, ADAM becomes a fixed algorithm. We can rewrite our proposed preconditioned SGD in the
following form
θt+1,j = θt,j − η
(
µt,j√
Mt,j
)2
gt,j (41)
Our proposed preconditioned SGD can be seen as a variety of ADAM where each entry is given by the square
of ADAM update times the stochastic gradient. Therefore, we used the magnitude of ADAM while we used
the direction of SGD.
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6 Generalization Bound
In this section, we present a scale-invariant PAC-Bayesian generalization bound [46, 35, 51] which considers
the local structure of the parameter learned from the training data. The PAC-Bayesian bound characterizes the
generalization error in terms of the KL-divergence between the posterior distribution learned from the training
data and the prior distribution independent of the training data. In current PAC-Bayes bounds [51, 49, 52] for
deep nets, the posterior distribution is assumed to be a Gaussian N (θ, σ2I) for some σ > 0 with θ ∈ Rp the
parameter learned from from training data. The prior distribution is assumed to be N (0, σ2I).
For the analysis, we assume that the posterior Qθ to be an anisotropic multivariate Gaussian with mean
corresponding to the parameter θ learned from the training data and the covariance relating to the Hessian
of the loss Hf (θ). The prior distribution P is fixed before training and is independent of the training data.
Note that the proposed generalization bound holds for any specific parameter θ obtained from the SGD based
learning process. In particular, the bound and associated analysis does not rely on θ being a minima or a
stationary point.
While existing PAC-Bayes analysis assumes the posterior to be an isotropic Gaussian [67, 52], assuming the
posterior to be an anisotropic Gaussian related to the Hessian of the loss acknowledges the local flatness
and sharpness structures and helps gain additional insights. In particular, we make the following specific
assumption regarding the prior P and posterior Qθ:
Assumption 2 We consider the prior distribution to be multivariate Gaussian
P ∼ N (θ0,ΣP) where ΣP = diag(σ21, ..., σ2p) , (42)
where θ0 and ΣP are fixed before training. We assume the posterior distribution to be an anisotropic
multivariate Gaussian
Qθ ∼ N (θ,ΣQθ) , (43)
where the mean θ is the parameter learned from training data, and the precision matrix Σ−1Qθ is given by
Σ−1Qθ = diag(ν1, ν2, ..., νp) s.t. νj = max
{
Hf (θ)[j, j],
1
σ2j
}
, (44)
where Hf (θ)[j, j] is the jth diagonal element of the Hessian Hf (θ) and σ2j is the variance of the j
th
coordinate of the posterior P .
The posterior distribution Qθ considers the structure of the Hessian corresponding to the parameter θ learned
from the training data. In particular, the precision matrix Σ−1Qθ uses the diagonal elements of the Hessian
Hf (θ)[j, j] as parameter wise precision capped below by the precision 1σ2j
of the prior. For the special case
of isotropic prior, σ2j = 1 and νj = max{Hf (θ)[j, j], 1} for all j. We consider two cases to understand
the assumption on the posterior better. For dimension j with flat curvature, the diagonal of the Hessian
Hf (θ)[j, j] ≤ 1σ2j , so that the posterior precision νj =
1
σ2j
and the posterior variance is exactly the same as
the prior variance σ2j . Thus, for flat directions, the posterior variance is large, where large is determined by
the prior variance. The spectrum of the Hessian (Figure 1) shows large subspaces with flat directions, i.e., 0
eigenvalues (curvature) at the minima. As we show shortly, such flatness is also maintained in the diagonals of
the Hessian. Note that our choice of posterior caps the large variance along these flat directions to the variance
of the prior, and prevents the posterior variances in the flat directions from going to infinity. For dimensions j
22
with sharp curvature, Hessian Hf (θ)[j, j]  1σ2j , so that the posterior precision νj = Hf (θ)[j, j], and the
posterior covariance is 1Hf (θ)[j,j] , which will be quite small since the curvature captured by Hf (θ)[j, j] is
large. Thus, the few directions with sharp curvature will have small variance in the posterior. In other words,
the posterior suggests that that these parameters θj corresponding to the sharp curvature directions need stay
close to their learned values, which serve as the mean of the posterior.
In recent work, [14] showed that the Hessian Hf (θ) can be modified by a certain α-scale transformation
which scales the weights by non-negative coefficients but does not change the function (see Definition 1).
More importantly, α-scale transformation invalidates certain recently proposed flatness based generalization
bounds [25, 10, 30] by arbitrarily changing the flatness of the loss landscape for deep networks with positively
homogeneous activation without changing the functions represented by the networks.
Definition 1 (α-scale transformation [14]) Let θ = (θ1, ..., θL) be the parameters of L-layer feedforward
network with rectified activation function and ΠLl=1αl = 1, where αl > 0, ∀l ∈ {1, .., L}. We define the the
family of transformations
Tα : (θ1, ..., θl)→ (α1θ1, ..., αLθL) , (45)
as an α-scale transformation.
Recall that the PAC-Bayes bound relies on the KL(Qθ||P), the KL divergence or differential relative entropy
between the posterior and the prior. In order to obtain a generalization bound invariant to the α-scale
transformation, we first note (Lemma 1) that KL(Qθ||P) between two continuous distributions remains
invariant under invertible transformations (Definition 2).
Definition 2 [24] A transformation T : U → V is said to be invertible if for any v ∈ V there is a unique
u ∈ U such that
T (u) = v. (46)
We can then define the invert transform S : V → U such that
S(v) = u, (47)
and we have
S(T (u)) = u and T (S(v)) = v, for any u ∈ U and v ∈ V. (48)
Lemma 1 [32] The differential relative entropy between two continuous distributions remains invariant
under invertible transformations. Specifically, for distributions Q and P of a continuous random variable
with support X ⊆ Rp andQ is absolutely continuous with respect to P , and letQ′ and P ′ be the distributions
after invertible transformation corresponding to Q and P respectively. Then we have the following
KL(Q′||P ′) = KL(Q||P) (49)
Note that α-scale transformation is a special case of an invertible transformation, and is in fact an invertible
linear transformation T (θ) = Aθ where A is non-singular (Definition 1). Then we show (Corollary 3) that,
as a special case of Lemma 1, although the local structure such as the Hessian Hf (θ) get modified by the
α-scale transformation, the KL-divergence between the posterior Qθ and prior P defined by Assumption 2 is
invariant to the α-scale transformation if Assumption 2 holds, which underlies our scale-invariant bound.
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Let PTα(θ0) be the prior distribution after α-scale transformation, Tα(θ) be the parameter after applying
α-scale transformation to θ and QTα(θ) be the corresponding posterior defined by Assumption 2. We have
the following corollary.
Corollary 3 If Assumption 2 holds, the KL(Qθ||P) is invariant to α-scale transformation, i.e.,
KL(QTα(θ)||PTα(θ0)) = KL(Qθ||P). (50)
Note that the prior distribution PTα(θ0) is obtained by applying the scaling defined in Definition 1 to the
original coordinate system. The posterior QTα(θ) is obtained by the local curvature of Tα(θ), i.e., Hessian
Hf (Tα(θ)).
Let S be a sample of n pairs (xi, yi) drawn i.i.d. from the distribution D. For two Bernoulli distributions with
event probability p, q, the relative entropy kl(p‖q) , p log(p/q) + (1 − p) log(1 − p)/(1 − q). The main
generalization bound can be stated as follows:
Theorem 4 Let P ∼ N (θ0,ΣPI) to be the prior andQθ ∼ N (θ,ΣQθ) to be the posterior defined following
Assumption 2. Let d˜ = |{j : Hf (θ)[j, j] > 1/σ2j }|, the corresponding precision values be {ν˜(1), ..., ν˜(d˜)}
and the corresponding thresholds be {1/σ˜(1), ..., 1/σ˜(d)}. With probability at least (1− δ) over the choice of
S we have the following scale-invariant generalization bound:
kl(`(Qθ, S)||`(Qθ, D)) ≤ 1
2n

d˜∑
l=1
ln
ν˜(l)
1/σ˜2(l)︸ ︷︷ ︸
effective curvature
+
p∑
j=1
(θ[j]− θ0[j])2
σ2j︸ ︷︷ ︸
precision weighted Frobenius norm
+
ln n+1δ
n
(51)
where
`(Qθ, S) = Eθ′∼Qθ
[
1
n
n∑
i=1
`(yi, φ(xi, θ
′))
]
and `(Qθ, D) = Eθ′∼Qθ
[
E(x,y)∼D
[
`(y, φ(x, θ′))
]]
are respectively the expected training and generalization error of the Bayesian model θ ∼ Qθ.
We step through each of the terms in (51) to gain insights into the bound. The first term, referred to as
effective curvature, measures (in log scale) how the posterior precision (inverse variance) measured based
on the diagonal elements of the Hessian cross a threshold based on the prior precision. This term implies
that only dimensions with high curvature that cross certain thresholds contribute to the generalization error.
The effective curvature term implies that low curvature or ‘flat valley’ models, where few Hf (θ)[j, j] cross
the threshold 1/σ2j and only by a small amount, have small generalization error; on the other hand, high
curvature models, where several Hf (θ)[j, j]cross the threshold 1/σ2j or a few cross the threshold by a large
amount, have larger generalization error.
At a high level, this term captures similar qualitative dependencies as in recent advances in spectrally
normalized bounds [5, 51], but with a more explicit dependence on the curvature base on a computable
quantity: the diagonal of the Hessian. In our notation, spectrally normalized bounds characterize the
perturbation [51, 49] f(θ˜) − f(θ) u (θ˜ − θ)THf (θ)(θ˜ − θ). Instead of using the Hessian, the existing
advances have focused on uniform bounds on such perturbations in terms of the spectral and related norms of
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(a) Diagonal Element of Hf (θt). (b) Effective Curvature.
(c) Precision Weighted Frobenius Norm. (d) Scale-invariant Generalization Bound.
Figure 11: Gauss-10, batch size 5: Distributions from 10,000 runs. Note that (b), (c) and (d) are scale-invariant
based on the analysis of Corollary 3. The plots indicate that with randomness increased from 0% to 15%, the
distribution of the effective curvature, precision weighted Frobenius norm and generalization error shift to a
higher value, which validates the proposed bound.
the layerwise weight matrices [5, 51]. Our results suggest that it is possible to get qualitatively similar but
arguably more intuitive bounds by focusing on the structure of the Hessian.
The second term is the precision weighted Frobenius norm, which measures the distance of the parameter θ
from initialization θ0 weighted by the prior precision. The closer the parameter stays to the initialization, the
smaller the term will be, implying a smaller generalization error. Similar qualitative dependencies on the
Frobenius norm also showed up in recent advances in spectrally normalized PAC-Bayesian bounds [5, 51, 49]
where the layer-wise Frobenius norm is normalized by the layer-wise spectral norm by picking special prior
distribution for the PAC-Bayesian bound.
The above generalization bound explains the generalization jointly in terms of both the effective curvature
and the precision weighted Frobenius norm. In the above generalization bound, the dependence on the prior
covariance in the two terms illustrates a trade-off, i.e., a large prior variance σj diminishes the dependence on
(θ[j]− θ0[j])2 but increases the dependence on the effective curvature should dimension j turn out to be a
25
direction with sharp curvature, and vice versa.
The following corollary gives a generalization bound corresponding to the special case of an isotropic prior,
with σj = σ, j = 1, ..., p:
Corollary 4 Let P ∼ N (θ0, σ2) be the prior and Qθ ∼ N (θ,ΣQθ) be the posterior, where ΣQθ is defined
as Assumption 2. Let d˜ be the number that Hf (θ)[j, j] > 1/σ2 and let the corresponding precision values be
{ν˜(1), ..., ν˜(d˜)} and corresponding thresholds be {1/σ˜(1), ..., 1/σ˜(d)}. With probability at least (1 − δ) we
have the following scale-invariant generalization bound:
KL(`(Qθ, S)||`(Qθ, D)) ≤ 12(n)
(∑d˜
l=1 ln
ν˜(s)
1/σ2
+ ‖θ−θ0‖
2
σ2
)
+
ln n+1
δ
n (52)
where `(Qθ, S) = Eθ′∼Qθ
[
1
n
∑n
i=1 `(yi, φ(xi, θ
′))
]
and `(Qθ, D) = Eθ′∼Qθ
[
E(x,y)∼D [`(y, φ(x, θ′))]
]
are the training and generalization error of the hypotheses θ ∼ Qθ respectively.
To evaluate the proposed generalization bound, we use SGD with isotropic Gaussian initialization (Gaussian
prior: σi = σ and θ0 = 0) to train the aforementioned models on true labeled data and random labeled data.
We repeat the training for 10,000 time. Figure 11 presents the results on Gauss-10 dataset. Figure 11(a) plots
the diagonal elements of Hf (θ), demonstrating that for true labeled data, few Hf (θ)[j, j] cross 1/σ2 (red
line). For random labeled data, a larger number of Hf (θ)[j, j] cross 1/σ2, suggesting a larger generalization
error than true labeled data. The large diagonal elements of the Hessian on the random labeled data also
implies that the loss surface of the parameter learned from random labeled data is sharper than the one learned
from true labeled data. Note that the spectrum of the diagonal elements of Hf (θ) can change by α-scale
transformation. However the ratio of the diagonal elements to the corresponding precision does not change,
since the scaling on both terms gets canceled. Figure 11(b) presents the effective curvature, the first term
in the bound. True labeled data has smaller effective curvature than data with random labels in line with
the observations in 11(a) that fewer Hf (θ)[j, j] cross 1/σ2 for true labeled data than random labeled data.
Figure 11(c) plots the weighted Frobenius norm ‖θ‖2F /σ2. As the σ2 remains the same for random labeled
data and true labeled data, Figure 11(c) implies that SGD goes further from the initialization with random
labels suggesting larger generalization error than true labeled data. Finally, the results in Figure 11(d) shows
with the randomness increased from 0% to 15%, the generalization error shifts to a higher value, which is
consistent with the observations in [80, 52] that random labeled data has larger generalization error. Note that
Figure 11(b), (c) and (d) are scale-invariant based on the analysis of Corollary 3. Additional results can be
found in Appendix H.
7 Conclusions
In this paper, we empirically and theoretically study the dynamics and generalization of SGD for deep nets
based on the Hessian of the loss. We find that the primary subspace of the second moment of SGs overlaps
substantially with that of the Hessian, although the matrices are not equal. Thus, SGD seems to be picking
up and using second order information of the loss. We empirically study the SGD dynamics and present
large deviation bounds for the change in loss at each step characterized as a martingale sequence. We also
characterize the convergence of SGD to a stationary point with adaptive step sizes as well as preconditioning.
From a stochastic process perspective, such adaptivity makes the dynamics a super-martingale. We develop a
scale-invariant PAC-Bayesian generalization bound where the anisotropic posterior depends on the Hessian
at minima in an intuitive manner, e.g., flat directions of the Hessian have large variance in the posterior.
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A Experimental Setup
We perform experiments on the fully connected feed-forward network with Relu activation. All experiments
on synthetic datasets have been run on a 56-core Intel R© CPU @ 2.40 GHz with 256GB memory, while
experiments on real datasets have been performed on a Tesla M4 GPU.
A.1 Synthetic data with corrupted labels
In this section, we provide discussions regrading the synthetic dataset, the network architecture, and the
training process. The details of setting for each specific experiment have been summarized in Table 2.
Synthetic datasets. We generated synthetic datasets of size n with k-class Gaussian blobs where equal
number of points is randomly sampled from k Gaussian distributionN (µk, I) with µkbe generated uniformly
between -10 and 10 in each dimension (the default setting provided by sklearn [56]).
We form the k-class classification problems with different degrees of difficulties by introducing different
levels of randomness r in labels [80]. In our context, r is the portion of labels for each class that has been
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Table 2: Summary of the setting for each specific experiment with synthetic data. Since n = 100  p =
902(1150), the 2-layer Relu network is over-parameterized.
Data
No. of Classes k: 2 2 10 10
Input Dimension: 50 50 50 50
No. of Training Samples n: 100 100 100 100
Random Labels: 0 20% 0% 15%
Network Structure
No. of Layers: 2 2 2
No. of Nodes per Layer: [10,30] [10,30] [10,30] [10,30]
No. of Parameters p: 902 902 1150 1150
Training Parameters
Batch Size m: 5, 50 5, 50 5, 50 5, 50
Learning Rate η: 0.1 0.05 0.1 0.1
Max Iterations: 100 3,000 400 10,000
replaced by random labels uniformly chosen from k classes. r = 0 denotes the original dataset with no
corruption, and r = 1 means a dataset with completely random labels.
Network architecture for Guass-k. The Relu-network has two hidden layers [64] with 10 and 30 hidden
units respectively. The input layer of such Relu network is 50-dimensional, and the output layer is k-
dimensional (k ≥ 2) with softmax activation. The proposed network has approximately 1,000 parameters
(the exact number of parameters can be found in Table 2).
Training. We use constant step-size SGD to train the Relu network on the above mentioned datasets
repetitively 10,000 times to analyze the SGD dynamics, stationary distribution and generalization. For each
independent run, we first generate θ0 ∼ P (θ) from a Gaussian distribution N (0, I), than train the Rule
network using SGD with constant learning rate η, batch size m (random samples with replacement) for T
iterations until converge. The corresponding θt,training loss f(θt), Hessian of the loss Hf (θt), and Mt at
each iteration t are recorded. Training till convergence is repeated 10,000 times, and these 10,000 different
runs let us compute the empirical distribution of several quantities of interest including f(θt), θt, Hf (θt),Mt
as well as eigen-spectra of Hf (θt),Mt and related matrices.
A.2 MNIST and CIFAR-10
We also conduct a series of experiments on two commonly used real datasets: MNIST [38], and CIFAR-
10 [33] to demonstrate that, even though in the real-world scenario the problem can be significantly more
challenging, observations we have made in the synthetic datasets are still valid.
MNIST dataset. The MNIST dataset contains 60,000 black and white training images, representing hand-
written digits 0 to 9. Each image of size 28 × 28 is normalized by subtracting the mean and dividing the
standard deviation of the training set and converted into a vector of size 784.
Network architecture for MNIST. The d-hidden layer Relu network, with d varying from 3 to 6, has 128
hidden units at each layer. Each Relu-network has more than 100,000 parameters (see Table 3 for details).
CIFAR-10 dataset. The CIFAR-10 dataset consists of 60,000 color images including 10 categories. 50,000
of them are for training, and the rest 10,000 are for validation/testing purpose. Every image is of size 32× 32
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Table 3: Summary of the setting for each specific experiment with MNIST dataset and CIFAR-10 dataset.
MNIST CIFAR-10
No. of Classes k: 10 10
Input Dimension: 784 3072
No. of Training Samples n: 60,000 50,000
Network Structure
No. of Layers: 3 4 5 6 3 6
No. of Nodes per Layer: 128 128 128 128 256 256
No. of Parameters p: 134,794 151,306 167,818 184,330 920,842 1,118,218
Training Parameters
Batch Size m: [64, 128, 256, 512] [256, 512]
Learning Rate η: 0.1 0.1 0.1 0.1 0.1 0.1
Max Iterations: 20,00 10,000 10,000 10,000 10,000 15,000
and has 3 color channels. We first re-scale each image into [0, 1] by dividing each pixel value by 255, then
each image is normalized by subtracting the mean and dividing the standard deviation of the training set for
each color channel, and finally each image is converted into a vector of size 3072 (32× 32× 3).
Network architecture for CIFAR-10. We consider two network architectures: a shallow 3-hidden layer
Relu-network, and a deeper 6-hidden layer one. Each network structure has approximately 1 million
parameters with 256 nodes at each layer.
Training. We use constant step-size SGD to train the Relu network with 4 mini-batch sizes: 64, 128, 256,
and 512 on MNIST, and 2 mini-batch sizes: 256 and 512 on CIFAR-10. Each experiment has been repeated
10 times.
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B Hessian of the Loss and the Second Moment of SGD
In this section, we first provide a full derivation of the Hessian decomposition in Proposition 1. Then we
present more experimental results about the overlap between the top eigenvectors of the Hessian Hf (θt) and
the second moment Mt based on principal angles (13), and additional analysis based on Davis-Kahan pertur-
bation theorem [13]. Finally we discuss potential relationships between the decomposition in Proposition 1
and the Fisher Information matrix.
B.1 Proof of the Proposition 1
Recall Proposition 1 in Section 4:
Proposition 1 For Hf (θt) and Mt as defined in (6) and (9), we have
Hf (θt) = Mt −Hp(θt) , (12)
where Hp(θt) = 1n
∑n
i=1
1
p(θt;zi)
∂2p(θt;zi)
∂θ2
.
Proof: By definition,
∇2f(θt) = 1
n
n∑
i=1
∇2f(θt; zi)
=
1
n
n∑
i=1
−∂
2 log p(θt; zi)
∂2θt
=
1
n
n∑
i=1
− ∂
∂θt
(
1
p(θt; zi)
∂p(θt; zi)
∂θt
)
=
1
n
n∑
i=1
(
1
p(θt; zi)
)2 ∂p(θt; zi)
∂θt
∂p(θt; zi)
∂θt
T
− 1
n
n∑
i=1
1
p(θt; zi)
∂2p(θt; zi)
∂θ2t
=
1
n
n∑
i=1
∂ log p(θt; zi)
∂θt
∂ log p(θt; zi)
∂θt
T
− 1
n
n∑
i=1
1
p(θt; zi)
∂2p(θt; zi)
∂θ2t
= Σt + µtµ
T
t −Hp(θt)
= Mt −Hp(θt) .
That completes the proof.
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Full eigen-spectrum. Here we present the full eigen-spectrum of Hf (θt), Mt, and the residual term Hp(θt)
for networks trained on Gauss-10 dataset with large batches (50/100), and Gauss-2 dataset with both small
(10/100) and large (50/100) batches. Figure 12 to 13 show the results at the first, one intermediate, and the
last iteration.
(a) Gauss-10, batch size 50, 0% Random labels.
(b) Gauss-10, batch size 50, 15% Random labels.
Figure 12: Eigen-spectrum dynamics of Hf (θt) (left), Mt (middle), and Hp(θt) (right) for Gauss-10 dataset
trained with large batches containing half of training samples (50/100). Hp(θt) remains significant even after
SGD converges, and is close to −Hf (θt).
35
(a) Gauss-2, batch size: 5, 0% random labels.
(b) Gauss-2, batch size: 5, 20% random labels.
(c) Gauss-2, batch size: 50, 0% random labels.
(d) Gauss-2, batch size: 50, 20% random labels.
Figure 13: Eigen-spectrum dynamics of Hf (θt) (left), Mt (middle), and Hp(θt) (right) for Gauss-2 dataset.
(a) and (b): small batches containing one twentieth of training samples (5/100); (c) and (d): large batches
containing half of training samples (50/100). Hp(θt) remains significant even after SGD converges, and is
close to −Hf (θt).
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B.2 Top subspaces: Hessian and Second Moment
In Section B.2.1, we provide additional experimental results about the overlap between the top eigenvectors
of the Hessian Hf (θt) and the second moment Mt based on principal angles (13). Then in Section B.2.2, we
present supplemental analysis based on Davis-Kahan perturbation theorem [13].
B.2.1 Principal Angles
We provide additional results for networks trained on Gauss-10 dataset with large batches (Figure 14), which
contain half of the training samples (50/100), and Gauss-2 dataset with both small (one twentieth of the
training samples) (Figure 15 (a) and (b)) and large batches (Figure 15 (c) and (d)).
(a) Gauss-10, batch size 50, 0% Random labels.
(b) Gauss-10, batch size 50, 15% Random labels.
Figure 14: Dynamics of principal angles of top 15 eigenvector space between Hf (θt) and Mt (Left) and top
15 eigenvalues dynamics of Hf (θt) (Middle) and Mt (Right) for Gauss-10 dataset trained with large batches
containing half of the training samples (50/100). cos(γ1) to cos(γ10) u 1, indicating the top 10 principal
subspaces are well aligned.
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(a) Gauss-2, batch size: 5, 0% random labels.
(b) Gauss-2, batch size: 5, 20% random labels.
(c) Gauss-2, batch size: 50, 0% random labels.
(d) Gauss-2, batch size: 50, 20% random labels.
Figure 15: Dynamics of principal angles of top 5 eigenvector space between Hf (θt) and Mt (Left) and top 5
eigenvalues dynamics of Hf (θt) (Middle) and Mt (Right) for Gauss-2 dataset. (a) and (b): small batches
containing one twentieth of training samples (5/100); (c) and (d): large batches containing half of training
samples (50/100). cos(γ1) to cos(γ2) u 1, indicating the top 2 principal subspaces are always well aligned.
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(a) Gauss-10, batch size 5, 0% random labels. (b) Gauss-10, batch size 5, 15% random labels.
(c) Gauss-10, batch size 50, 0% random labels. (d) Gauss-10, batch size 50, 15% random labels.
Figure 16: Davis-Kahan sin θ(u, v) =
√
1− (uT v)2 for Gauss-10 dataset. (a) and (b): small batches
containing one twentieth of the training samples (5/100); (c) and (d): large batches containing half of the
training samples (50/100). sin θ(u, v) > 0.5 serves as an extra evidence to suggest the primary subspaces
spanned by the top eigen-vectors of Mt and Hf (θt) significantly overlaps as training proceeds. However, the
computed upper bounds are too loose to be useful.
B.2.2 Davis-Kahan sin θ theorem
In this part, we introduce some matrix perturbation theories to bound the angles between top eigenvectors of
Hf and Mt = Σt + µtµTt .
Let
Q = P + ∆ , (53)
where ∆ is a symmetric matrix. We will refer to ∆ as the perturbation. In the setting of deep-nets, let
P = Hf (θt) Q = Mt ∆ = Hp(θt) . (54)
Note that we are treating P as the true matrix, and Q as the perturbation, but their roles can be reversed by
using −∆ as the perturbation. Further, note that in deep-nets (P,Q,∆) are dynamic, and we can study how
the similarity between the eigen-spaces evolve over time.
Let λ1 ≥ . . . ≥ λp be the eigen-values of P (true matrix, Hf (θt)) with corresponding eigen-vectors
v1, . . . ,vp; further, let λ˜1 ≥ . . . ≥ λ˜p be the eigen-values ofQ (perturbed matrix,Hp(θt)) with corresponding
eigen-vectors v˜1, . . . , v˜p. Let θr be the angle between vr and v˜r. Let
δr = min
s 6=r
|λ˜s − λr| . (55)
Then, the Davis-Kahan theorem [13] says:
sin θr ≤ ‖∆‖2
δr
. (56)
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(a) Gauss-2, batch size 5, 0% random labels. (b) Gauss-2, batch size 5, 20% random labels.
(c) Gauss-2, batch size 50, 0% random labels. (d) Gauss-2, batch size 50, 20% random labels.
Figure 17: Davis-Kahan sin θ(u, v) =
√
1− (uT v)2 for Gauss-2 dataset. (a) and (b): small batches
containing one twentieth of the training samples (5/100); (c) and (d): large batches containing half of the
training samples (50/100). sin θ(u, v) > 0.5 serves as an extra evidence to suggest the primary subspaces
spanned by the top eigen-vectors of Mt and Hf (θt) significantly overlaps as training proceeds. However, the
computed upper bounds are too loose to be useful.
Instead of a result per principal angle, we can use D-K on the subspace. We start by considering the subspace
version of D-K. Fix r, s such that 1 ≤ r ≤ s ≤ p and let d , s − r + 1. For the analysis, d will serve as
the dimensionality of the subspace of interest. Further, assume that min(λr−1 − λr, λs − λs+1) > 0. Let
V = (vr · · · vs) ∈ Rp×d and V˜ = (v˜r · · · vs) ∈ Rp×d. Then, we have
‖ sin Θ(V˜ , V )‖F ≤ 2 min(
√
d‖∆‖2, ‖∆‖F )
min(λr−1 − λr, λs − λs+1) . (57)
Top eigen-space: Choose r = 1, so that for s < p, we have
min(λr−1 − λr, λs − λs+1) = λs − λs+1 . (58)
We choose s such that λs ≥ α and λs+1 < α; in practice, α can be chosen such that eigen-gap λs − λs+1 is
significant. Then, we have
‖ sin Θ(V˜ , V )‖F ≤ 2 min(
√
d‖Hp(θt)‖2, ‖Hp(θt)‖F )
λs − λs+1 . (59)
The above bound can be computed numerically, and we show the dynamics of the bound for s = 1, 2, 3 in
Figures 16 and 17. The values of the sin θ(u, v) for both true and random labeled datasets stay above 0.5
most of the time. In other words, the angle between the eigenvectors corresponding to the largest eigenvalues
of Mt and Hf (θt) stays below 30
◦
, which serves as supplemental evidence to support our argument that there
is a good amount of overlap between the two subspaces spanned by the top eigenvectors of Mt and Hf (θt).
However, the computed upper bounds are significantly above 1, making them not so helpful.
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B.3 Relationship with the Fisher Information Matrix
The expected value of the Hessian of the log-loss goes by another name in the literature: the Fisher Information
matrix [40]. We share brief remarks on how the above decomposition in Proposition 1 relates to the Fisher
Information matrix but does not quite explain the overlap of the primary subspaces of the Hessian Hf (θt) of
the log-loss and the second moment matrix Mt. Let us denote θ∗ the true parameter, recall that the Fisher
Information matrix [40, 58] is defined as:
I(θ∗) , EZ
[∇ log p(θ∗;Z)∇ log p(θ∗;Z)T ] , (60)
where ∇ log p(θ;Z) is often referred to as the score function. In the current context, the result of interest is
the fact that under suitable regularity conditions [12, 2] the Fisher Information matrix can be written in terms
of the expectation of the Hessian of the log-loss, i.e.,
I(θ∗) = −EZ
[∇2 log p(θ∗;Z)] , (61)
Starting with f(θ; z) = − log p(θ; z), a direct calculation by chain rule shows:
EZ
[∇2f(θ;Z)] = EZ [∇f(θ;Z)∇f(θ;Z)T ]− EZ [ 1
p(θ;Z)
∇2p(θ;Z)
]
⇒ H¯f (θ) = M¯t − H¯p(θ) , (62)
where ·¯ denotes the population expectation corresponding to sample expectations in Proposition 1. In the
context of Fisher information matrix, we have
µ¯ = −EZ [∇ log p(θ∗;Z)] = 0 , (63)
H¯p(θ
∗) = EZ
[
1
p(θ∗;Z)
∇2p(θ∗;Z)
]
= 0 , (64)
where (63) follows by assuming an unbiased estimator in the context of statistical estimation [9, 74], and (64)
follows the so-called regularity conditions [12, 2] which allows switching the integral and second derivatives
so that
EZ
[
1
p(θ∗;Z)
∇2p(θ∗;Z)
]
=
∫
z
∇2p(θ∗;Z)dz = ∇2
∫
z
p(θ∗;Z) = ∇21 = 0 .
Then, we have
EZ
[∇2f(θ∗;Z)] = EZ [∇f(θ∗;Z)∇f(θ∗;Z)T ]
⇒ −EZ
[∇2 log p(θ∗;Z)] = EZ [∇ log p(θ∗;Z)∇ log p(θ∗;Z)T ] ,
⇒ H¯f (θ∗) = M¯t ,
which are both equivalent definitions of the Fisher Information matrix.
B.4 Examples
In this subsection, we give detailed derivations of Table 1.
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B.4.1 Least Squares
Let xi ∈ Rp and yi ∈ R for i = 1, 2, . . . , n. In this section we focus on the theoretical analysis of SGD for
least squares. We assume the probability model is given by:
p(yi|xi, θ) = 1√
2piσ
e−
(xTi θ−yi)2
2σ2 .
Given a sample zi, the stochastic loss function is:
f(θ; zi) = − log p(yi|xi, θ) = 1
2σ2
(xTi θ − yi)2 + C,
where C > 0 is a constant.
Let us denote X = [x1, x2, . . . , xn]T and y = [y1, y2, . . . , yn]T , the empirical loss of least squares is given
by
f(θ) =
1
2nσ2
n∑
i=1
(xTi θ − yi)2 + C =
1
2nσ2
‖Xθ − y‖22 + C. (65)
The gradient of the empirical loss is
µt = ∇f(θt) = 1
nσ2
n∑
i=1
xi(x
T
i θt − yi) =
1
nσ2
XT (Xθ − y). (66)
The second moment of the stochastic gradient is given by
Mt =
1
n
n∑
i=1
∇f(θt; zi)∇f(θt; zi)T = 1
nσ4
n∑
i=1
(xTi θt − yi)2xixTi
The Hessian of the empirical loss function is given by
Hf = ∇2f(θ) = 1
nσ2
n∑
i=1
xix
T
i =
1
nσ2
XTX.
And
Hp(θt) = Mt −Hf = 1
nσ4
n∑
i=1
(xTi θt − yi)2xixTi −
1
nσ4
n∑
i=1
σ2xix
T
i =
1
nσ4
n∑
i=1
[(xTi θt − yi)2 − σ2]xixTi .
In n < p case, the optimal solution θˆ satisfies Xθˆ = y. As θt approaches θˆ, we have Hp(θt) approaches
Hp(θˆ) = − 1
nσ2
XTX, (67)
and the second moment Mt approaches a zero matrix.
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B.4.2 Logistic Regression
Let xi ∈ Rp and yi ∈ {0, 1} for i = 1, 2, . . . , n. The probability model of logistic regression is given by
p(yi|xi, θ) = pθ(xi)yi(1− pθ(xi))1−yi
where pθ(xi) = (1 + expxTi θ)
−1. Given a sample zi, the stochastic loss function is:
f(θ; zi) = − log p(yi|xi, θ) = yi log(1 + exp(−xTi θ)) + (1− yi) log(1 + exp(xTi θ)),
The empirical loss of logistic regression is given by
f(θ) = − 1
n
n∑
i=1
log p(yi|xi, θ) = 1
n
n∑
i=1
[yi log(1 + exp(−xTi θ)) + (1− yi) log(1 + exp(xTi θ))]. (68)
Let us denote σθt(xi) = pθt(xi)(1 − pθt(xi)), the gradient µt and Hessian Hf (θt) of empirical loss f(θt)
are given by
µt =
1
n
n∑
i=1
(pθt(xi)− yi)xi,
and
Hf (θt) =
1
n
n∑
i=1
pθt(xi)(1− pθt(xi))xixTi =
1
n
n∑
i=1
σθt(xi)xix
T
i .
The second moment of the stochastic gradient is given by
Mt =
1
n
n∑
i=1
(pθt(xi)− yi)2xixTi . (69)
And
Hˆp(θt) = Mt −Hf = 1
n
n∑
i=1
[(pθt(xi)− yi)2 − σθt(xi)]xixTi .
B.5 Computation of the Hessian
In the following Section B.5.1 and B.5.2, we share some brief discussions regarding the computation aspect
of Hessian used in our analysis.
B.5.1 Relu Network Trained on Gauss-k
In our experiments, the exact Hessian and the Second Moment of Relu-networks trained on Gauss-k datasets
are directly computed using Autograd [43]. Then we evaluate the full eigen-spectrum of Hf (θt) and Mt
using numpy.
Consider a general loss function l(yT yˆ(θ)), where y ∈ {0, 1}K is the true label and yˆ(θ) is the prediction of
our learning algorithm. Our prediction in this paper is given by
vTσ(W2σ(W1x)), θ = {v,W2,W1}, (70)
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where W1 ∈ Rm1×m, W2 ∈ Rm2×m1 are weight matrices. Function σ is the activation function applied
element-wisely and v ∈ RmD×K denotes the weights of the output layer. Autograd is able to compute
∇l(yT yˆ(θ)) and ∇2l(yT yˆ(θ)) using calculus rules [61]. Let us denote
ad = Wdσ(Wd−1σ(Wd−2 . . . σ(W1x)))
be the value of the d-th layer before activation. When σ is the ReLu function, Autograd computes the first
order and second order derivative of σ denoted as σ′ and σ′′ by the following rule:
σ′(ad)j =

1 ad,j > 0
1
2 ad,j = 0
0 ad,j < 0
and σ′′(ad) = 0.
B.5.2 Relu Network Trained on MNIST and CIFAR-10
For Relu-networks trained on MNIST and CIFAR-10 dataset, the number of parameters exceeds 100,000.
Thus the direct computation of Hf (θt) and Mt is inapplicable. We compute such high-dimensional eigen-
spectra based on the Hessian-vector products [55] and the Lanczos algorithm [34, 53].
C SGD Dynamics: Additional Experimental Results
Additional figures for the analysis performed in Section 5 are presented below.
C.1 SGD Dynamics
Additional SGD dynamics for networks trained on Gauss-10 dataset with large batches, which contain half of
the training samples (50/100), and Gauss-2 dataset with both small (one twentieth of the training samples)
and large batches are presented below.
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(a) Gauss-10, Batch size 50, 0% Random labels.
(b) Gauss-10, Batch size 50, 15% Random labels.
Figure 18: Dynamics of the loss f(θt) (left), the angle of two successive SGs cos(gt, gt−1) (middle), and the
norm of the SGs ‖gt‖2 (right) at different quantiles of f(θt) for Gauss-10 dataset trained with large batches
containing half of training samples (50/100).
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(a) Gauss-10, batch size 5, 0% Random labels
(b) Gauss-10, batch size 5, 15% random labels
(c) Gauss-10, Batch size 50, 0% Random labels.
(d) Gauss-10, Batch size 50, 15% Random labels.
Figure 19: Dynamics of the first 100 iterations for the loss f(θt) (left), the angle of two successive SGs
cos(gt, gt−1) (middle), and the norm of the SGs ‖gt‖2 (right) at different quantiles of f(θt) for Gauss-10
dataset. (a) and (b): small batches containing one twentieth of training samples (5/100); (c) and (d): large
batches containing half of training samples (50/100). The gradient norm always has a decreasing phase at the
first few iterations.
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(a) Gauss-2, batch size: 5, 0% random labels.
(b) Gauss-2, batch size: 5, 20% random labels.
(c) Gauss-2, batch size: 50, 0% random labels.
(d) Gauss-2, batch size:50, 20% random labels..
Figure 20: Dynamics of the loss f(θt) (left), the angle of two successive SGs cos(gt, gt−1) (middle), and the
norm of the SGs ‖gt‖2 (right) at different quantiles of f(θt) for Gauss-2 dataset. (a) and (b): small batches
containing one twentieth of training samples (5/100); (c) and (d): large batches containing half of training
samples (50/100).
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(a) MNIST, Network with 3 hidden layers.
(b) MNIST, Network with 4 hidden layers.
(c) MNIST, Network with 5 hidden layers.
(d) MNIST, Network with 6 hidden layers.
Figure 21: Dynamics of the loss f(θt) (left), the angle of two successive SGs cos(gt, gt−1) (middle), and
the norm of the SGs ‖gt‖2 (right) for the MNIST trained on networks with 3 to 6 hidden layers and various
batch sizes. Networks have more than 100,000 parameters. SGD dynamics behave similarly to our Gauss-k
datasets with random labels.
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(a) CIFAR-10, Network with 3 hidden layers.
(b) CIFAR-10, Network with 6 hidden layers.
Figure 22: Dynamics of the loss f(θt) (left), the angle of two successive SGs cos(gt, gt−1) (middle), and the
norm of the SGs ‖gt‖2 (right) for the CIFAR-10 dataset with different network architectures and batch sizes.
Networks have approximately 1 million parameters. SGD dynamics exhibit similar behavior to Gauss-k
datasets.
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C.2 Loss Difference Dynamics
Additional loss difference dynamics for networks trained on Gauss-10 dataset with large batches, which
contain half of the training samples (50/100), and Gauss-2 dataset with both small (one twentieth of the
training samples) and large batches are presented below.
(a) Gauss-10, Batch size: 50, 0% Random labels.
(b) Gauss-10, Batch size: 50, 15% Random labels.
Figure 23: Dynamics of the distribution ∆t(f) = f(θt+1)− f(θt) conditioned at θt for Gauss-10 datasets
trained with large batches containing half of training samples (50/100). Red horizontal line highlights the
value of ∆t(f) = 0. The loss-difference dynamics mainly consist of two phases: 1) the mean of ∆t(f)
decreases with an increase of variance; 2) the mean of ∆t(f) increases and reaches 0 while the variance
shrinks.
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(a) Gauss-2, Batch size: 50, 0% Random labels.
(b) Gauss-2, Batch size: 50, 20% Random labels.
Figure 24: Dynamics of the distribution ∆t(f) = f(θt+1) − f(θt) conditioned at θt for Gauss-2 datasets
trained with large batches containing half of training samples (50/100). Red horizontal line highlights the
value of ∆t(f) = 0. The loss-difference dynamics changes from two phases to three phases as we increase
the difficulty level of the problem.
D SGD Dynamics: Proof of Theorem 1
Recall Theorem 1 in Section 5:
Theorem 1 Let ∆t(f) = f(θt+1)− f(θt). If Assumption 1 holds, we have for vanilla SGD (8)
−ηt‖µt‖22 −
η2t
2
LTrMt ≤ Eθt+1
[
∆t(f)
∣∣∣∣θt] ≤ −ηt‖µt‖22 + η2t2 LTrMt . (27)
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Further, for all s > 0, we have
P
[
∆t(f)−
{
− ηt‖µt‖22 +
η2t
2
LTrMt
}
≥ s
∣∣∣∣θt] ≤ 2 exp
[
−cmin
(
s2
α2t,1
,
s2
α2t,2
,
s
αt,3
)]
, (28)
P
[
∆t(f)−
{
− ηt‖µt‖22 −
η2t
2
LTrMt
}
≤ −s
∣∣∣∣θt] ≤ 2 exp
[
−cmin
(
s2
β2t,1
,
s2
α2t,2
,
s
αt,3
)]
, (29)
where
αt,1 = ηt|1− ηtL| 1√
m
‖Σ1/2t µt‖2 , βt,1 = ηt|1 + ηtL|
1√
m
‖Σ1/2t µt‖2 ,
αt,2 =
η2tL
2m
‖Σt‖F , αt,3 =
η2tL
2m
‖Σt‖2 ,
and c > 0 is an absolute constant.
Proof: In terms of the empirical loss, we have
f(θt+1) = f(θt) + (θt+1 − θt)T∇f(θt) + 1
2
(θt+1 − θt)THf (θt+ 1
2
)(θt+1 − θt) , (71)
where θt+ 1
2
denotes a suitable parameter of the form (1− τ)θt + τθt+1 which satisfies the above equality by
the mean-value theorem [61, 6]. Replacing (θt+1 − θt) in (71) using the SGD update (8), we have
f(θt+1)− f(θt) = −ηt∇f˜(θt)T∇f(θt) + η
2
t
2
∇ ˜f(θt)THf (θt+ 1
2
)∇ ˜f(θt) (72)
we can represent the SG as
∇f˜(θt) = µt + 1√
m
Σ
1/2
t g , (73)
Based on Proposition 1, we have
Hf (θt) = Mt −Hp(θt) , (6)
where Hp(θt) = 1n
∑n
i=1
1
p(θt;zi)
∂2p(θt;zi)
∂θ2
.
From Assumption 1, replacing (25) and (6) in (72), we get
f(θt+1)− f(θt)
≤ −ηt
(
µt + Σ
1/2
t gt
)T
µt +
η2L
2
(
µt +
1√
m
Σ
1/2
t gt
)T (
µt +
1√
m
Σ
1/2
t gt
)
= −ηtµTt
(
1− ηL
2
)
µt︸ ︷︷ ︸
T1
−ηtµTt
(
1− 1√
m
ηtL
)
Σ
1/2
t gt︸ ︷︷ ︸
T2
+
η2L
2m
gTt Σtgt︸ ︷︷ ︸
T3
.
(74)
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and
f(θt+1)− f(θt)
≥ −ηt
(
µt + Σ
1/2
t gt
)T
µt − η
2
tL
2
(
µt +
1√
m
Σ
1/2
t gt
)T (
µt +
1√
m
Σ
1/2
t gt
)
= −ηtµTt
(
1 +
ηtL
2
)
µt︸ ︷︷ ︸
T4
−ηµTt
(
1 +
1√
m
ηtL
)
Σ
1/2
t g︸ ︷︷ ︸
T5
−η
2
tL
2m
gTt Σtgt︸ ︷︷ ︸
T6
(75)
Since gt is isotropic, conditional on θt, let us take expectation on both sides of inequalities (74) and (75)
E[f(θt+1)− f(θt)|θt]
≤ E[T1|θt] + E[T2|θt] + E[T3|θt]
= −ηtµTt
(
1− ηtL
2
)
µt − ηtE
[
µTt
(
1− 1√
m
ηtL
)
Σ
1/2
t g
∣∣∣∣θt]+ η2tL2m E
[
gTt Σtgt
∣∣∣∣θt]
= −ηt‖µt‖22 +
η2tL
2
‖µt‖22 +
η2tL
2m
Tr (Σt)
= −ηt‖µt‖22 +
η2tL
2
Tr
(
1
m
Σt + µtµ
T
t
)
= −ηt‖µt‖22 +
η2tL
2
TrMt
(76)
Similarly,
E[f(θt+1)− f(θt)|θt]
≥ E[T4|θt] + E[T5|θt] + E[T6|θt]
≥ −ηtµTt
(
1 +
ηtL
2
)
µt − ηE
[
µTt
(
1 +
1√
m
ηtL
)
Σ
1/2
t g
∣∣∣∣θt]− η2tL2m E
[
gTt Σtgt
∣∣∣∣θt]
= −ηt‖µt‖22 −
η2tL
2
‖µt‖22 −
η2tL
2m
Tr(Σt)
= −ηt‖µt‖22 −
η2tL
2
Tr
(
1
m
Σt + µtµ
T
t
)
= −ηt‖µt‖22 −
η2tL
2
TrMt
(77)
Next, we focus on a large deviation bound for the f(θt+1)− f(θt)|θt. First, note that T1 is deterministic. For
T2 and T5, let ςt = ηt(1− 1√mηtL)Σ
1/2
t µt ∈ Rp and ς
′
t = ηt(1 +
1√
m
ηtL)Σ
1/2
t µt ∈ Rp. Since gt is uniform
on a sphere, by concentration inequality on a sphere [39], we have
P [T2 − ET2 ≥ s] = P
[
ςTt gt ≥ s
] ≤ exp(− s2‖ςt‖2
)
. (78)
P [T2 − ET2 ≤ −s] = P
[
ς
′T
t gt ≤ −s
]
≤ exp
(
− s
2
‖ς ′t‖2
)
. (79)
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For T3 and T6, with At =
η2tL
2m Σt a positive semidefinite matrix, from the Hanson-Wright inequality [26], we
have
P [T3 − ET3 ≥ s] = P
[
gTt Atgt −
η2tL
2
Tr(Σt) ≥ s
]
≤ exp
[
−c2 min
(
s2
‖At‖2F
,
s
‖At‖2
)]
, (80)
P [T3 − ET3 ≤ −s] = P
[
gTt Atgt −
η2tL
2
Tr(Σt) ≤ −s
]
≤ exp
[
−c2 min
(
s2
‖At‖2F
,
s
‖At‖2
)]
, (81)
where c2 > 0 is an absolute constant.
Then we use the concentration inequality for Ti, i = 3, 4, 5, 6 to construct the two sided tail bounds for
f(θt+1)− f(θt)|θt, which is:
P
[
∆t(f)−
{
− ηt‖µt‖22 +
η2t
2
LTrMt
}
≥ s
∣∣∣∣θt]
≤P
[
T1 + T2 + T3 −
{
− ηt‖µt‖22 +
η2t
2
LTrMt
}
≥ s
∣∣∣∣θt]
=P
[
T2 − ET2 + T3 − ET3 ≥ s
∣∣∣∣θt]
≤P
[
T2 − ET2 ≥ s/2
∣∣∣∣θt]+ P[T3 − ET3 ≥ s/2∣∣∣∣θt]
≤ exp
(
− s
2
‖ςt‖2
)
+ exp
[
−c2 min
(
s2
‖At‖2F
,
s
‖At‖2
)]
≤2 exp
(
−cmin
(
s2
‖ςt‖2 ,
s2
‖At‖2F
,
s
‖At‖2
))
(82)
and
P
[
∆t(f)−
{
− ηt‖µt‖22 −
η2t
2
LTrMt
}
≤ − s
∣∣∣∣θt]
≤P
[
T4 + T5 + T6 −
{
− ηt‖µt‖22 −
η2t
2
LTrMt
}
≤ − s
∣∣∣∣θt]
=P
[
T4 − ET4 + T5 − ET5 ≤ − s
∣∣∣∣θt]
≤P
[
T4 − ET4 ≤ − s/2
∣∣∣∣θt]+ P[T5 − ET5 ≤ − s/2∣∣∣∣θt]
≤ exp
(
− s
2
‖ς ′t‖2
)
+ exp
[
−c2 min
(
s2
‖At‖2F
,
s
‖At‖2
)]
≤2 exp
(
−cmin
(
s2
‖ς ′t‖2
,
s2
‖At‖2F
,
s
‖At‖2
))
(83)
Here c is an absolute constant.
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E SGD Dynamics: Examples
We apply Theorem 1 to characterize the loss difference of two simple special cases in the over-parameterized
setting: high dimensional least squares and high dimensional logistic regression.
E.1 High Dimensional Least Squares
For high dimensional least squares discussed in Example 1, we have the following result:
Corollary 1 Consider high dimensional least squares as in Example 1. Let us assume ‖Hf (θ)‖2 ≤ L,
σmin(
1
nXX
T ) ≥ α > 0, and maxi ‖xi‖22 ≤ β, where σmin is the minimum singular value. Choosing
η = αβL , for s > 0 we have
P
[
∆t(f) ≥ − α
2
2βLn
‖Xθt − y‖22 + s
∣∣∣∣ θt] ≤ exp
[
−cmin
(
s2
α2t,1
,
s2
α2t,2
,
s
αt,3
)]
, (30)
where αt,1 = |1− α2β | 1√m‖Σ
1
2
t µt‖2, αt,2 = α
2
2β2Lm
‖Σt‖F , αt,3 = α22β2Lm‖Σt‖2, and c is a positive constant.
Proof: Let us denote ∆t(f) = f(θt+1)− f(θt), we have
∆t(f) =
η2
2
(
µt + Σ
1
2
t g
)T
Hf
(
µt + Σ
1
2
t g
)
− ηµTt
(
µt + Σ
1
2
t g
)
.
Then
E[∆t(f)|θt] = η
2
2
Tr]
(
Hf
(
Σt + µtµ
T
t
))− η‖µt‖22
≤ η
2L
2
Tr
(
Σt + µtµ
T
t
)− η‖µt‖22 (84)
Let A = LΣt, following Theorem 1, we have
P (|∆t(f)− E∆t(f)| ≥ s) ≤ 2 exp
[
−cmin
(
s2
α2t,1
,
s2
α2t,2
,
s
αt,3
)]
,
where
αt,1 = |1− ηL
2
√
m
|‖Σ
1
2
t µt‖2 , αt,2 =
L
m
‖Σt|F , αt,3 = L
m
‖Σt‖2 ,
and c is a positive constant. If we analyze the convergence of least squares in expectation, we have
E[∆t(f)|θt] ≤ η
2L
2
1
n
n∑
i=1
‖xi‖22(xTi θ − yi)2 − η‖µt‖22
=
η2L
2
1
n
n∑
i=1
‖xi‖22(xTi θ − yi)2 −
η
n2
(Xθ − y)T (XXT )(Xθ − y).
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Let us assume σmin( 1n2XX
T ) ≥ α > 0 and xTi Hfxi ≤ β for i = 1, . . . , n, we have
E[∆t(f)|θt] ≤ η
2βL
2
· 1
n
‖Xθt − y‖22 − ηα ·
1
n
‖Xθt − y‖22 .
Let η = αβLn , we have
E[∆t(f)|θt] ≤ − α
2
2βLn
‖Xθt − y‖22.
The analysis above proves Corollary 1 following Theorem 1.
From Corollary 1, SGD for high dimensional least squares has two phases. In the early phase, − α22βLn‖Xθt−
y‖22 will be much smaller than zero, thus SGD can sharply decrease f ; αt,1, αt,2, αt,3 are large, allowing
SGD to explore loss surface. In the later phase both α
2
2βLn‖Xθt − y‖22 and ‖Σt‖2 are small, therefore SGD
will do a steady decrease. Therefore, SGD is able to hit the global minima of fˆ(θ).
E.2 High Dimensional Logistic Regression.
The empirical loss of binary logistic regression is given by
fˆ(θ; z) = − log pθ(x)y(1− pθ(x))1−y, (19)
where pθ(x) = (1 + exp(−θTx))−1. Then, we have:
Corollary 2 Consider high dimensional logistic regression given by (19). Let us assume ‖Hf (θ)‖2 ≤ L,
σmin(
1
n
∑n
i=1 xix
T
i ) ≥ α > 0, and maxi ‖xi‖22 ≤ β, where σmin is the minimum singular value. If we
choose η = αβL , we have
P
[
∆t(f) ≥ − α
2
2βLn
n∑
i=1
(yi − pθt(xi))2 + s
∣∣∣∣∣ θt
]
≤ exp
[
−cmin
(
s2
α2t,1
,
s2
α2t,2
,
s
αt,3
)]
, (31)
where αt,1 = η|1 − ηL| 1√m‖Σ
1/2
t µt‖2 , αt,2 = η
2L
2m ‖Σt‖F , αt,3 = η
2L
2m ‖Σt‖2 , and c > 0 is an absolute
constant.
Proof: Let ∆t(f) = f(θt+1)− f(θ), we have
E[∆t(f)|θt] ≤ L
2
E‖µ¯t‖22 − η‖µt‖22
=
η2L
2
Tr(Σt + µtµ
T
t )− η‖µt‖22
=
η2L
2
1
n
n∑
i=1
‖xi‖22(yi − pθt(xi))2 − η‖µt‖22 ,
Assume σmin( 1nXX
T ) ≥ α > 0 and maxi ‖xi‖22 ≤ β then
E[∆t(f)|θt] ≤η
2βL
2
1
n
n∑
i=1
(yi − pθt(xi))2 − ηα
1
n
n∑
i=1
(yi − pθt(xi))2.
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We choose η = αβL , we have
E[∆t(f)|θt] ≤ − α
2
2βLn
n∑
i=1
(yi − pθt(xi))2.
The analysis above proves Corollary 2 following Theorem 1.
In the high dimensional case, the data are always linearly separable. In this case
∑n
i=1(yi − pθt(xi))2 can be
arbitrarily small (depending on ‖xi‖2), therefore SGD will have a similar behavior as least squares.
F SGD Dynamics: Proof of Theorem 2
Recall Theorem 2 in Section 5:
Theorem 2 If Assumption 1 holds, stepsize ηt ≤ η, gradient ‖µt‖2 ≤ µ, covariance ‖Σt‖1/22 ≤ σ1/2, and
the loss function is Lipschitz, i.e., |f(θ1)− f(θ2)| ≤ L1‖θ1− θ2‖2 for arbitrary θ1, θ2 ∈ Rp, then for vanilla
SGD, we have
P
[
|f(θT )− Ef(θT )| ≥
√
Ts
]
≤ 2 exp
[
−cmin
(
s2
8K22
,
√
Ts
2K2
)]
(32)
where for vanilla SGD,
K2 = max
(
2L1η
(
µ+
√
σp√
m
)
,
(
η2L
(
σ + µ2
)
+
ηµ2√
m
(1 + ηL)
√
σ +
(m+ 1)η2Lσ
2m
))
, (33)
and c is an absolute constant.
Proof: Recall that from Theorem 1, we already have two sided bounds:
P
[
∆t(f)−
{
− ηt‖µt‖22 +
η2t
2
LTrMt
}∣∣∣∣ θt ≥ s] ≤ 2 exp
[
−cmin
(
s2
α2t,1
,
s2
α2t,2
,
s
αt,3
)]
, (85)
P
[
∆t(f)−
{
− ηt‖µt‖22 −
η2t
2
LTrMt
}∣∣∣∣ θt ≤ −s] ≤ 2 exp
[
−cmin
(
s2
β2t,1
,
s2
α2t,2
,
s
αt,3
)]
, (86)
where αt,1 = ηt|1 − 1√mηtL|‖Σ
1/2
t µt‖2 , βt,1 = ηt|1 + 1√mηtL|‖Σ
1/2
t µt‖2 , αt,2 = η
2
tL
2m ‖Σt‖F , αt,3 =
η2tL
2m ‖Σt‖2 , and c > 0 is an absolute constant. Based on inequalities (74) and (75), we have:
E[∆t(f)|θt] ∈
[
−ηt‖µt‖22 −
η2t
2
LTrMt,−ηt‖µt‖22 +
η2t
2
LTrMt
]
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For ∀s ≥ 2η2tLTrMt, we have:
P [ |∆t(f)− E∆t(f)| ≥ s| θt]
= P [∆t(f)− E∆t(f) ≥ s|θt] + P [∆t(f)− E∆t(f) ≤ −s| θt]
= P
[
∆t(f)−
{
− ηt‖µt‖22 +
η2t
2
LTrMt
}
≥ s+ E∆t(f)−
{
− ηt‖µt‖22 +
η2t
2
LTrMt
}∣∣∣∣ θt]
+ P
[
∆t(f)−
{
− ηt‖µt‖22 −
η2t
2
LTrMt
}
≤ −s+ E∆t(f)−
{
− ηt‖µt‖22 −
η2t
2
LTrMt
}∣∣∣∣ θt]
≤ P
[
∆t(f)−
{
− ηt‖µt‖22 +
η2t
2
LTrMt
}
≥ s− η2tLTrMt
∣∣∣∣ θt]
+ P
[
∆t(f)−
{
− ηt‖µt‖22 −
η2t
2
LTrMt
}
≤ −s+ η2tLTrMt
∣∣∣∣ θt]
≤ 2 exp
[
−cmin
((
s− η2tLTrMt
)2
α2t,1
,
(s− η2tLTrMt)2
α2t,2
,
s− η2tLTrMt
αt,3
)]
+ 2 exp
[
−cmin
(
(s− η2tLTrMt)2
β2t,1
,
(s− η2tLTrMt)2
α2t,2
,
s− η2tLTrMt
αt,3
)]
≤ 4 exp
[
−cmin
(
(s− η2tLTrMt)2
β2t,1
,
(s− η2tLTrMt)2
α2t,2
,
s− η2tLTrMt
αt,3
)]
≤ 4 exp
[
−cmin
(
(s− s/2)2
β2t,1
,
(s− s/2)2
α2t,2
,
s− s/2
αt,3
)]
≤ 4 exp
[
−cmin
(
s2
β2t,1
,
s2
α2t,2
,
s
αt,3
)]
,
(87)
where c is an absolute constant which can be different in different steps.
For non-negative random variable X , we have property E(X) =
∫∞
0 P(X ≥ u)du. Let X = ‖∆t − E∆t‖p,
58
for any p ≥ 1, based on [73] and use (87), we have the moments of X satisfy
‖∆t − E∆t‖pLp = E|∆t − E∆t|p
=
∫ ∞
0
P (|∆t − E∆t|p ≥ u)du
=
∫ ∞
0
P (|∆t − E∆t| ≥ s)psp−1ds
=
∫ 2η2tLTrMt
0
P (|∆t − E∆t| ≥ s)psp−1ds+
∫ ∞
2η2tLTrMt
P (|∆t − E∆t| ≥ s)psp−1ds
≤ p (2η2tLTrMt)p + ∫ ∞
2η2tLTrMt
4 exp
(
−cmin
(
s2
β2t,1
,
s2
α2t,2
,
s
αt,3
))
psp−1ds
≤ p (2η2tLTrMt)p + ∫ ∞
0
4 exp
(
−cmin
(
s2
β2t,1
,
s2
α2t,2
,
s
αt,3
))
psp−1ds)1/p
≤ p (2η2tLTrMt)p + ∫ ∞
0
4 exp
(
−c s
2
β2t,1
)
psp−1ds
+
∫ ∞
0
4 exp
(
−c s
2
αt,2
)
psp−1ds+
∫ ∞
0
4 exp
(
−c s
2
αt,2
)
psp−1ds .
Taking p-th root, we have
‖∆t − E∆t‖Lp ≤ 2p1/pη2tLTrMt + p1/p
(∫ ∞
0
4 exp
(
−c s
2
β2t,1
)
sp−1ds
)1/p
+ p1/p
(∫ ∞
0
4 exp
(
−c s
2
αt,2
)
psp−1ds
)1/p
+
(∫ ∞
0
4 exp
(
−c s
2
αt,2
)
psp−1ds
)1/p
= 2p1/pη2tLTrMt + (4p)
1/p
(∫ ∞
0
exp(−v) β
p
t,1
cp/2
v
p−2
2
1
2
dt
)1/p
+ (4p)1/p
(∫ ∞
0
exp(−v)α
p
t,2
cp/2
v
p−2
2
1
2
dt
)1/p
+ (4p)1/p
(∫ ∞
0
exp(−v)α
p
t,3
cp
vp−1dv
)1/p
= 2p1/pη2tLTrMt + (4p)
1/p
(
1
2
βpt,1
cp
Γ
(
p− 2
2
))1/p
+ (4p)1/p
(
1
2
αpt,2
cp
Γ
(
p− 2
2
))1/p
+ (4p)1/p
(
αpt,3
cp
Γ(p− 1)
)1/p
,
where Γ(x) represents gamma function [65]. Using the property of gamma function [65]: Γ(x) ≤ xx, we
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have:
‖∆t − E∆t‖Lp
≤ 1
c
(
2p1/pη2tLTrMt + (2p)
1/pβt,1
(
p− 2
2
) p−2
2p
+ (2p)1/pαt,2(2(p− 2))
p−2
2p + (4p)1/pα3(p− 1)
p−1
p
)
≤ 1
c
(
2p1/pη2tLTrMt + 4
1/pβt,1
(p
2
)1/2
+ 41/pαt,2
(p
2
)1/2
+ 41/pαt,3p
)
≤ 1
4c
(η2tLTrMt + βt,1 + αt,2 + αt,3)p .
From bounded assumption: stepsize ηt ≤ η, gradient ‖µt‖2 ≤ µ, covariance ‖Σ1/2t ‖2 ≤ σ1/2, then
‖Σt‖2 ≤ ‖Σ1/2t ‖22 ≤ σ, and ‖Σt‖F ≤ m‖Σt‖2 ≤ mσ, we have the following
‖∆t − E∆t‖Lp
≤ 1
4c
(η2tLTrMt + βt,1 + αt,2 + αt,3)p
=
1
4c
(
η2tLTrMt + ηt|1 + ηtL|
1√
m
‖Σ1/2t µt‖2 +
η2tL
2m
‖Σt‖F +
η2tL
2m
‖Σt‖2
)
p
≤ 1
4c
(
η2L
(
σ + µ2
)
+
ηµ2√
m
(1 + ηL)
√
σ +
(m+ 1)η2Lσ
2m
)
p
:= Kp
Therefore, ∆t(f)−E∆t(f)|θt is a sub-exponential MDS, which has so-called sub-exponential norm or Orlicz
norm equivalent to K = 14c
(
η2L
(
σ + µ2
)
+ ηµ
2√
m
(1 + ηL)
√
σ + (m+1)η
2Lσ
2m
)
up to an absolute constant.
Another equivalent form of sub-exponential property [73] is:
E[exp(λ(∆t(f)− E∆t(f)))|θt] ≤ exp(K2λ2), ∀λ s.t. |λ| ≤ 1/K . (88)
In the next step, using this sub-exponential property on MDS, we can derive an Azuma-Bernstein inequality
for sub-exponential MDSs, which is a generalization of classical Azuma-Hoeffding inequality [47].
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For any 0 < λ ≤ 1/K, we have:
P [f(θT )− Ef(θT ) > s]
= P
[
T−1∑
t=0
(∆t(f)− E[∆t(f)]) > s
]
= P
[
exp
(
λ
T−1∑
t=0
(∆t(f)− E[∆t(f)])
)
> exp(λs)
]
≤ exp(−λs)E
[
exp
(
λ
T−1∑
t=0
(∆t(f)− E [∆t(f)])
)]
= exp(−λs)E
[
E
[
T−1∏
t=0
exp(λ(∆t(f)− E[∆t(f)]))
∣∣∣∣∣ θT−1
]]
= exp(−λs)E
[
E [ exp(λ(∆T−1(f)− E[∆T−1(f)]))| θT−1]
T−1∏
t=0
exp(λ(∆t(f)− E[∆t(f)]))
]
= exp(−λs)E[E [ exp(λ(∆T−1(f)− E[∆T−1(f)|θT−1]))| θT−1]
E [exp(λ(E[∆T−1|θT−1]− E[∆T−1]))]
T−1∏
t=0
exp(λ(∆t(f)− E[∆t(f)]))]
Notice that here when we want to apply the Equation (88), the main issue here is the difference between
E[∆T−1|θT−1] and E[∆T−1]. From E [E[∆T−1|θT−1] = E[∆T−1]] and we have bounded ∆t:
|∆t| = |f(θt+1)− f(θt)| ≤ L1‖θt+1 − θt‖2
= L1‖ηtµt + ηt 1√
m
Σ
1/2
t g‖
≤ L1η(µ+
√
σp√
m
)
so we can apply Hoeffding Lemma on random variable E[∆T−1|θT−1]− E[∆T−1]: For any λ ∈ R
E [exp(λ(E[∆T−1|θT−1]− E[∆T−1])] ≤ exp(2L1η(µ+
√
σp√
m
)λ2) := exp(K1λ
2)
Combining Equation (88), the last inequality can be further computed as:
≤ exp(−λs) exp(λ2K2 + λ2K21 )E
[
T−2∏
t=0
exp(λ(∆t(f)− E[∆t(f)]))
]
≤ exp(−λs) exp(2λ2K2 + 2λ2K21 )E
[
T−3∏
t=0
exp(λ(∆t(f)− E[∆t(f)]))
]
≤ · · · ≤ exp(−λs+ Tλ2K2 + Tλ2K21 )
Denote K2 = max(K,K1), choosing λ = min
(
s
4K22T
, 1K2
)
, we obtain
P [f(θT )− Ef(θT ) > s] ≤ exp
(
−cmin
(
s2
8K22T
,
s
2K2
))
(89)
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Repeating the same argument with−(∆t(f)−E[∆t(f)]) instead of ∆t(f)−E[∆t(f)], we obtain the similar
bound for P [f(θT )− Ef(θT ) < −s]. Combining the two results give:
P [|f(θT )− Ef(θT )| > s] ≤ 2 exp
(
−cmin
(
s2
8K22T
,
s
2K2
))
(90)
Take s = τ
√
T , we can have another form:
P
[
|f(θT )− Ef(θT )| > τ
√
T
]
≤ 2 exp
(
−cmin
(
τ2
8K22
,
τ
√
T
2K2
))
(91)
The proof is similar for preconditioned SGD. That completes the proof.
G Proof of Theorem 3
Recall Theorem 3 in Section 5:
Theorem 3 Given Assumption 1, with stepsize ηt for adaptive step-size SGD s.t.
‖µt‖22
2LTrMt
< ηt <
3‖µt‖22
2LTrMt
, (35)
or with diagonal preconditioner At = diag{at,1, . . . , at,p} s.t.
µ2t,j
2LMt,j
< at,j <
3µ2t,j
2LMt,j
, (36)
we have the following:
(1) the random processes f(θt) almost surely converges to a random variable f(θ∗), where θ∗ is a stationary
point, i.e.,∇f(θ∗) = 0 for the empirical loss function f ;
(2) let f∗ be the global minimum of f , assume Tr Σt ≤ σ2 for a constant σ > 0, then for any  > 0, after
T ≥ 2L(f(θ0)−f∗)(σ2/m+)
2
iterations, we have mint E‖∇f(θt)‖22 ≤ .
Proof: We first show the proof of statement (1). By inequality (77), f(θt) is a non-negative martingale for
our choices of step size and preconditioner. Then statement (1) is a direct result from Martingale Convergence
Theorem for non-negative super-martingale [75]. We proof statement (2) by following the proof strategy of
Theorem 2.1 in [19], then we show the convergence using contradiction. We show the proof of both vanilla
SGD (35) and preconditioned SGD (36). Let us first look at vanilla SGD (35). By inequality (76) and our
choice of step size (35),
E[f(θt+1)− f(θt)|θt] ≤ − ‖µt‖
4
2
4LTrMt
= − ‖µt‖
4
2
4L(Tr Σt + ‖µt‖22)
.
By our assumption Tr Σt ≤ σ2, we have
E[f(θt+1)− f(θt)|θt] ≤ − ‖µt‖
4
2
4L(σ2 + ‖µt‖22)
.
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Let us take expectation over all θt,
E[f(θt+1)− f(θt)] ≤ −E ‖µt‖
4
2
4L(σ2 + ‖µt‖22)
⇒ E ‖µt‖
4
2
4L(σ2 + ‖µt‖22)
≤ E[f(θt)− f(θt+1)] .
Since function x
2
σ2+x
is convex when x ≥ 0, by Jensen’s inequality, we have
(E‖µt‖22)2
4L(σ2 + E‖µt‖22)
≤ E ‖µt‖
4
2
4L(σ2 + ‖µt‖22)
≤ E[f(θt)− f(θt+1)].
Let us sum over all t = 0, 1, . . . , T , we have
1
4L
T∑
t=0
E‖µt‖22
σ2 + E‖µt‖22
· E‖µt‖22 ≤ E[f(θ0)− f(θT )] ≤ E[f(θ0)− f∗],
where the second inequality follows the fact that f∗ is the global minimum of function f . We can divide both
side of the inequality by 12L
∑T
t=0
E‖µt‖22
σ2+E‖µt‖22
follows the proof of Theorem 2.1 in [19] to get
min
t
E‖µt‖22 ≤
4LE[f(θ0)− f∗]∑T
t=0
E‖µt‖22
σ2+E‖µt‖22
.
Let us choose
T ≥ 4LE[f(θ0)− f
∗](σ2 + )
2
.
For any  > 0, if we assume mint E‖µt‖22 ≥ , we have
min
t
E‖µt‖22 ≤
4LE[f(θ0)− f∗]∑T
t=0
E‖µt‖22
σ2+E‖µt‖22
≤ 4LE[f(θ0)− f
∗]
(T + 1) 
σ2+
<  ,
and we get a contradiction. Therefore mint E‖µt‖22 = O
(
1√
T
)
.
We then show the convrgence of preconditioned SGD (36). Let us denote σ2j be upper bound of the j-th
diagonal element of Σt. For the preconditioned SGD case, the conditional expectation can be bounded by
E∆t(f) ≤ − 1
4L
E
p∑
j=1
µ2t,j
Mt,j
≤ −E 1
4L
p∑
j=1
µ2t,j
σ2j + µ
2
t,j
.
Since function x
2
σ2+x
is convex when x ≥ 0, by Jensen’s inequality, we have
− 1
4L
E
p∑
j=1
µ2t,i
4Lσ2j + µ
2
t,j
≤ − 1
4L
E
‖µt‖42∑p
j=1 σ
2
j + ‖µt‖22
≤ − 1
4L
E
‖µt‖42
σ2 + ‖µt‖22
.
By using Jensen’s inequality again, we have
(E‖µt‖22)2
4L(σ2 + E‖µt‖22)
≤ E ‖µt‖
4
2
4L(σ2 + ‖µt‖22)
≤ E[f(θt)− f(θt+1)].
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Summing over all t = 0, . . . , T , we have
1
4L
T∑
t=0
E‖µt‖22
σ2 + E‖µt‖22
· E‖µt‖22 ≤ E[f(θ0)− f(θT )] ≤ E[f(θ0)− f∗].
We can divide both side of the inequality by 12L
∑T
t=0
E‖µt‖22
σ2+E‖µt‖22
follows the proof of Theorem 2.1 in [19] to
get
min
t
E‖µt‖22 ≤
4LE[f(θ0)− f∗]∑T
t=0
E‖µt‖22
σ2+E‖µt‖22
.
Let us choose
T ≥ 4LE[f(θ0)− f
∗](σ2 + )
2
.
For any  > 0, if we assume mint E‖µt‖22 ≥ , we have
min
t
E‖µt‖22 ≤
4LE[f(θ0)− f∗]∑T
t=0
E‖µt‖22
σ2+E‖µt‖22
≤ 4LE[f(θ0)− f
∗]
(T + 1) 
σ2+
<  ,
and we get a contradiction. Therefore mint E‖µt‖22 = O
(
1√
T
)
. That completes the proof.
H Proof of scale-invariant generalization bound
In this section, we first present the proof of Lemma 1 and Corollary 3. Then we present the proof of Theorem
4.
H.1 Proof of Lemma 1 and Corollary 3
Recall Lemma 1 in Section 6:
Lemma 1 [32] The differential relative entropy between two continuous distributions remains invariant
under invertible transformations. Specifically, for distributions Q and P of a continuous random variable
with support X ⊆ Rp andQ is absolutely continuous with respect to P , and letQ′ and P ′ be the distributions
after invertible transformation corresponding to Q and P respectively. Then we have the following
KL(Q′||P ′) = KL(Q||P) (49)
Proof: For distributions Q and P of a continuous random variable with support X ⊆ Rp, and Q is
absolutely continuous with respect to P , the differential relative entropy is defined to be
KL(Q||P) =
∫
X
q(x) log
q(x)
p(x)
dx, (92)
where q(x) and p(x) are probability density functions of Q and P .
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Suppose we have the following general invertible change of variables:
r : X → X (93)
and
y = r(x) (94)
Let Q′ and P ′ to the transformed distributions corresponding to Q and P respectively. The transformed
probability densities of Q′ and P ′ is
q′(y) = q(r−1(y))
∣∣∣∣det{∂r−1(y)∂y
}∣∣∣∣ = q(r−1(y)) |det J | , (95)
where J = ∂r
−1(y)
∂y is the so-called Jacobian of the transformation. The change of variables formula for
integration is
dx = dy |det J | . (96)
Let X ′ be the support of y. So we have:
KL(Q′||P ′) =
∫
X ′
q′(y)
q′(y)
p′(y)
dy
=
∫
X
q(x) log
q(x)| det J |
p(x)|det J |dx
= KL(Q||P) (97)
provided the determinant of the transformation does not vanish since the Jacobian J is non-singular given r
is invertible linear transformation.
Corollary 3 If Assumption 2 holds, the KL(Qθ||P) is invariant to α-scale transformation, i.e.,
KL(QTα(θ)||PTα(θ0)) = KL(Qθ||P). (50)
This follows from the general result above. Since α-transformation is an invertible transformation, we also
give an independent proof for this special case of interest.
Proof: We use Tα(θ) to denote (α1θ1, ..., αLθL). Then we have Tα(θ) = Aθ and A is diagonal matrix
A =
α1In1 . . . 0... . . . ...
0 . . . αLInL

where the n1, ..., nL represent the number of parameters of each layer.
Let ΣPTα(θ0) be the covariance of PTα(θ0), we have:
ΣPTα(θ0) = AΣPA
T (98)
By the property of α-scale transformation:
Hf (Tα(θ)) = (A
T )−1Hf (θ)A−1 (99)
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By the definition of H(θ), with (99) and (98) after Tα transformation we have
Σ−1QTα(θ) = [ν
α
1 , ..., ν
α
p ] (100)
where
ναi = max
(
Hf (Tα(θ)[i, i], 1/(α
2
i σ
2
i )
)
= max
(
(AT )−1Hf (θ)A−1[i, i], 1/(α2i σ
2
i )
)
= max
(
1
α2i
Hf (θ)[i, i], 1/(α
2
i σ
2
i )
)
=
1
α2i
max
(
Hf (θ)[i, i], 1/σ
2
i
)
(101)
By the definition of the posterior covariance in Assumption 2, we have the covariance after α-scale transfor-
mation is
ΣQTα(θ) = AΣQθA
T (102)
By definition, the KL-divergence before transformation is
KL(Qθ||P) = 1
2
(
Tr(Σ−1P ΣQθ + (θ0 − θ)TΣ−1P (θ0 − θ)− d+ ln
(
det ΣP
det ΣQθ
))
(103)
Equation (102) shows that after transformation, the posterior distribution is QTα(θ) ∼ N (Aθ,AΣQθAT ) and
the prior distribution is PTα(θ0) ∼ N (Aθ0, AΣPAT ). So the KL-divergence after transformation is
KL(QTα(θ)||PTα(θ0))
=
1
2
(
Tr
(
(AΣPAT )−1AΣQθA
T
)
+ (Aθ0 −Aθ)T (AΣPAT )−1(Aθ0 −Aθ)− d+ ln
(
detAΣPAT
detAΣQθAT
))
=
1
2
(
Tr
(
(AT )−1Σ−1P ΣQθA
T
)
+ (θ0 − θ)TΣ−1P (θ0 − θ)− d+ ln
(
det(A) det(ΣP) det(AT )
det(A) det(ΣQθ) det(AT )
))
=
1
2
(
Tr(Σ−1P ΣQθ) + (θ0 − θ)TΣ−1P (θ0 − θ)− d+ ln
(
det ΣP
det ΣQθ
))
= KL(Qθ||P) (104)
Here we complete the proof.
H.2 Proof of Theorem 4
Recall Theorem 4 in Section 6:
Theorem 4 Let P ∼ N (θ0,ΣPI) to be the prior andQθ ∼ N (θ,ΣQθ) to be the posterior defined following
Assumption 2. Let d˜ = |{j : Hf (θ)[j, j] > 1/σ2j }|, the corresponding precision values be {ν˜(1), ..., ν˜(d˜)}
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(a) Diagonal Element of Hf (θt). (b) Effective Curvature.
(c) Precision Weighted Frobenius Norm. (d) Scale-invariant Generalization Bound.
Figure 25: Distributions from 10,000 runs on Gauss-10 datasets trained with large batches containing half
of training samples (50/100): a) the diagonal elements (mean) of Hf (θ); random labels increase the value
of diagonal elements implying a large first term in the generalization error bound. b) The first term in the
generalization bound; as fraction of random labels increases, the term increases, partly explaining the poor
generalization performance. c) The second term in the generalization bound; SGD goes further from the
initialization with random labels (σi = σ, second term = ‖θ‖2/σ2), suggesting larger generalization error
than true labels. d) The generalization bound, with randomness increased from 0% to 15%, the distribution
of the generalization error shifts to a higher value, which validates the proposed bound.
and the corresponding thresholds be {1/σ˜(1), ..., 1/σ˜(d)}. With probability at least (1− δ) over the choice of
S we have the following scale-invariant generalization bound:
kl(`(Qθ, S)||`(Qθ, D)) ≤ 1
2n

d˜∑
l=1
ln
ν˜(l)
1/σ˜2(l)︸ ︷︷ ︸
effective curvature
+
p∑
j=1
(θ[j]− θ0[j])2
σ2j︸ ︷︷ ︸
precision weighted Frobenius norm
+
ln n+1δ
n
(51)
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where
`(Qθ, S) = Eθ′∼Qθ
[
1
n
n∑
i=1
`(yi, φ(xi, θ
′))
]
and `(Qθ, D) = Eθ′∼Qθ
[
E(x,y)∼D
[
`(y, φ(x, θ′))
]]
are respectively the expected training and generalization error of the Bayesian model θ ∼ Qθ.
Proof: The result is an application of the PAC-Bayesian bound [46, 35], which states that for n i.i.d.
samples, with probability at least 1− δ we have
kl(`(Q, S)‖`(Q, D)) ≤ 1
n
[
KL(Q‖P) + ln n+ 1
δ
]
. (105)
The primary focus of our analysis is to bound KL(Q‖P) under Assumption 2. We have:
2KL(Q||P ) =
p∑
j=1
(
1
σ2j νj
− 1) +
p∑
j=1
|θ[j]− θ0[j]|2
σ2j
+
p∑
i=1
ln
νj
1/σ2j
≤
d˜∑
l=1
ln
ν˜(l)
1/σ˜2(l)
+
p∑
j=1
|θ[j]− θ0[j]|2
σ2j
(106)
The proof follows by replacing this upper bound Eq. (106) in the PAC-Bayes bound in Eq. (105)
Based on Corollary 3, the KL(Q‖P) in the right hand side is scale-invariant, so the bound Eq. (106) is
scale-invariant. That completes the proof.
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