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Our aim is to obtain conditions under which every solution y of the vector
functional differential equation
y9 x s A x y t x q B x y x , x g x , ‘wŽ . Ž . Ž . Ž . Ž . .Ž . 0
can be estimated in terms of a solution v of a scalar functional equation
a x v t x q bv x s 0, x g x , ‘ ,wŽ . Ž . Ž . .Ž . 0
Ž .where a x is a suitable real positive function and b is a suitable real negative
Ž .constant. Moreover, if B x is diagonal matrix, we derive more precise estimates of
y in terms of a solution n of a vector functional equation
Aq x n t x q B x n x s 0, x g x , ‘ ,wŽ . Ž . Ž . Ž . .Ž . 0
qŽ .where the elements of A x are formed by the absolute values of the correspond-
Ž .ing elements of A x . These asymptotic results enable us to obtain sharp estimates
of solutions of certain linear delay systems. Q 1998 Academic Press
Key Words: Functional differential equation; functional equation; transforma-
tion; asymptotic behavior
1. INTRODUCTION
The paper discusses the asymptotic properties of solutions of the linear
delay system
y9 x s A x y t x q B x y x , x g I s x , ‘ . 1Ž . Ž . Ž . Ž . Ž . . Ž .Ž . 0
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w x w xWe generalize a method used in 7 and 3 , where the asymptotic behavior
of all solutions of a certain scalar functional differential equation has been
determined by means of a solution of an auxiliary functional nondifferen-
Ž w x.tial equation for a similar idea, see 4 .
Ž .The asymptotic properties of solutions of 1 have been widely investi-
Ž . Ž .gated, especially for Eq. 1 with a constant or bounded function r x s
Ž . w xx y t x . From among recent works, we refer to paper 10 , dealing with
Ž . Ž . w xthe stability of Eq. 1 , where t x s x y r, r ) 0, and papers 1, 2 ,
Ž . Ž .considering Eq. 1 , where t x s x y 1, with respect to the existence of
``small'' solutions.
Ž .The presented results may be applied to the wide class of equations 1
with an unbounded delay and involve cases that have not yet been
Ž . Ž .described. Among the papers concerning Eq. 1 with an unbounded r x ,
w xwe can mention 9, 13 , dealing with the asymptotic bounds of solutions of
Ž . Ž . w x Ž .1 , where t x s l x, 0 - l - 1, and 6 , discussing the stability of Eq. 1 ,
Ž .where 0 - t 9 x F « , « is small. Our approach enables us, among other
things, to generalize and improve some of these results.
Let M denote the set of all n = n matrices with real entries. Through-n
out this paper we shall assume that A, B: I “ M are continuous func-n
Ž .tions and t : I “ R is a continuous increasing function such that t x - x
Ž . Ž .for every x g I and lim t x s ‘. Under these assumptions Eq. 1 hasx “‘
Ž . Ž . Ž .a unique solution y x, F such that y x, F satisfies 1 for every x g I
and coincides with a given initial function F on the initial set E sx 0w Ž . xt x , x . Let us remark that only if E consists of the initial point x do0 0 x 00
all of the results of this paper remain valid.
Ž . n < <We define the norm of a vector y s y , y , . . . , y g R as y s1 2 n
Ž < <. 5 5  < < nmax y and the norm of a matrix A as A s sup Ay : y g R ,1F iF n i
< < 4y s 1 .
Ž .2. EQUATION 1 AND A SCALAR
FUNCTIONAL EQUATION
In the sequel we assume that the equation
y9 x s B x y x , x g I 2Ž . Ž . Ž . Ž .
is uniformly asymptotic stable, i.e., there are real constants L ) 0 and
Ž . Ž .b - 0 such that the evolution matrix G x, u of 2 satisfies
5 5G x , u F L exp b x y u , x F u F x . 3 4Ž . Ž . Ž .0
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Ž .Then, together with system 1 , we consider the equations
5 5A x c t x q bc x s 0, x g I 4Ž . Ž . Ž . Ž .Ž .
and
w t x s w x y 1, x g I. 5Ž . Ž . Ž .Ž .
Ž .Equation 4 is the scalar linear homogeneous functional equation and can
be rewritten in the form
c x s g x c t x , x g I , 6Ž . Ž . Ž . Ž .Ž .
Ž . 5 Ž .5 Ž . Ž .where g x s A x r yb G 0 for every x g I. Equation 5 is an Abel
equation. The theory of these functional equations is described in the
w xmonograph 8 . Some results concerning their use in the transformation
w x w xtheory of functional differential equations can be found in 11 and 12 .
Ž .We recall here the statements ensuring the existence of solutions of 5
Ž .and 6 having certain properties.
rŽ .PROPOSITION 1. Let g, t g C I , r G 0, and g ) 0 on I. Then for any
rŽw Ž . x. w Ž . xinitial function c g C t x , x such that c ) 0 on t x , x and0 0 0 0 0 0
Ž .sŽ s.c x s g x c t x , s s 0, 1, . . . , r ,Ž . Ž . Ž .Ž .0 0 0 0 0
rŽw Ž . .. Ž .there exists a unique solution c g C t x , ‘ of 6 such that c ) 0 on I0
and
c x s c xŽ . Ž .0
w Ž . xfor e¤ery x g t x , x .0 0
w xProof. The proof is similar to that of Theorem 3.4.1 of 8 and is
therefore omitted.
rŽ .PROPOSITION 2. Let t g C I , r G 1, and t 9 ) 0 on I. Then for any
rŽw Ž . x. X w Ž . xinitial function w g C t x , x such that w ) 0 on t x , x and0 0 0 0 0 0
Ž . Ž .s s
w t x s w x y 1 , s s 0, 1, . . . , r ,Ž . Ž .Ž .0 0 0
rŽw Ž . . Ž .there exists a unique solution w g C t x , ‘ of 5 such that w9 ) 0 on I0
and
w x s w xŽ . Ž .0
w Ž . xfor e¤ery x g t x , x .0 0
Ž wProof. This statement is proved by the step method cf. 11, Theo-
x.rem 1 .
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Put
Äc 9 x s max yc 9 x , 0 , x g I.Ž . Ž .Ž .
Ž .The following theorem yields the asymptotic bound of all solutions y of 1
Ž . Ž .in terms of solutions c and w of 4 and 5 , respectively.
Ž . ŽTHEOREM 1. Assume that Eq. 2 is uniformly asymptotic stable with L
Ž .. Ž . 5 5 2Ž . 5 5and b gi¤en by 3 and consider Eq. 1 , where A , t g C I , A / 0 on
2Ž .I and t 9 ) 0 on I. Furthermore, let w g C I , w9 ) 0 on I, be a solution of
Ž . 2Ž . Ž .5 and let c g C I , c ) 0 on I, be a solution of 4 . If
Ž . Ž . Ž .i c 9 x y bc x ) 0 for all x large enough,
ÄŽ . Ž . Ž Ž . Ž ..ii c 9 x r c 9 x ybc x is nonincreasing for all x large enough,
‘ ÄŽ . Ž . Ž . Ž Ž . Ž ..iii H c 9 s w9 s r c 9 s y bc s ds - ‘,x 0
then
< < wŽ x .y x s O c x L as x “ ‘Ž . Ž .Ž .
Ž .for e¤ery solution y of 1 .
Ž . Ž . wŽ x .Remark 1. Notice that the function v x s c x L is a solution of
the equation
5 5L A x v t x q bv x s 0, x g I. 7Ž . Ž . Ž . Ž .Ž .
Thus, under the assumptions of Theorem 1, the asymptotic bound of all
Ž . Ž .solutions of 1 can be given in terms of a solution of 7 .
5 Ž .5 5 Ž .5Remark 2. If A x G yb and A x is nondecreasing for all x
Ž .large enough, then it is possible to choose a solution c of 4 such that
Ä Ž . Ž . Ž .c 9 x s 0 for all x large enough, and we can omit the assumptions i , ii ,
Ž .and iii .
Ž . Ž . Ž . Ž Ž .. Ž Ž ..Proof. Let y x be a solution of 1 and put z t s y h t rc h t ,
y1 Ž . Ž .where h s w on w I . Then z t is a solution of the system
Ç Çc h t h tŽ . Ž .Ž .Çz t s B h t h t y E z tŽ . Ž . Ž . Ž .Ž .Ç ž /c h tŽ .Ž .
c t h tŽ .Ž .Ž . Çq A h t h t z t y 1 , 8Ž . Ž . Ž . Ž .Ž .
c h tŽ .Ž .
where E denotes the identity matrix.
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Ž .Let H t, s be the evolution matrix of the system
Ç Çc h t h tŽ . Ž .Ž .Çz t s B h t h t y E z t .Ž . Ž . Ž . Ž .Ž .Ç ž /c h tŽ .Ž .
It is easy to check that
c h sŽ .Ž .
H t , s s G h t , h s .Ž . Ž . Ž .Ž .
c h tŽ .Ž .
Ž . Ž .Now choose x* g I such that requirements i and ii are fulfilled for all
Ž . w xx G x*, and let t* s w x* . Denote by I the interval t* q k y 1, t* q kk
 < Ž . < 4and put M s sup z t : t g I , k s 1, 2, . . . .k k
Ž .Take any t g I . Then integrating 8 , we getkq1
z t s H t , t* q k z t* q kŽ . Ž . Ž .
c t h sŽ .Ž .Ž .t Çq H t , s A h s h s z s y 1 ds.Ž . Ž . Ž . Ž .Ž .H ž /c h sŽ .Ž .t*qk
Consequently,
c h t* q kŽ .Ž .
< <z t F LM exp b h t y h t* q k 4Ž . Ž . Ž .Ž .k c h tŽ .Ž .
c t h sŽ .Ž .Ž .t Çq H t , s A h s h s z s y 1 ds,Ž . Ž . Ž . Ž .Ž .H ž /c h sŽ .Ž .t*qk
i.e.,
c h t* q kŽ .Ž .
< <z t F LM exp b h t y h t* q k 4Ž . Ž . Ž .Ž .k ½ c h tŽ .Ž .
c h sŽ .Ž .t Çq exp b h t y h s yb h s ds. 4Ž . Ž . Ž . Ž .Ž .H 5ž /c h tŽ .Ž .t*qk
From here we obtain
< <z t c h t* q kŽ . Ž .Ž .
F M exp b h t y h t* q k 4Ž . Ž .Ž .k ½L c h tŽ .Ž .
exp bh t d 4Ž . t
q c h s exp ybh s ds . 9 4Ž . Ž . Ž .Ž .H 5ž /c h t dsŽ .Ž . t*qk
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Since
dt
c h s exp ybh s ds 4Ž . Ž .Ž .H ž /dst*qk
ts c h s exp ybh s 4Ž . Ž .Ž . t*qk
t Ç Çq yc h s h s exp ybh s ds, 4Ž . Ž . Ž .Ž .Ž .H
t*qk
it is enough to estimate the integral on the right side of the last equality.
Repeating the integration by parts, we obtain
t Ç Çyc h s h s exp ybh s ds 4Ž . Ž . Ž .Ž .Ž .H
t*qk
t ÄÇ ÇF c h s h s exp ybh s ds 4Ž . Ž . Ž .Ž .H ž /
t*qk
Çc h s dŽ .Ž .t
F c h s exp ybh s ds 4Ž . Ž .Ž .H Ç dsž /c h s y bc h st*qk Ž . Ž .Ž . Ž .
tÄÇc h sŽ .Ž .
s c h s exp ybh s 4Ž . Ž .Ž . Çc h s y bc h sŽ . Ž .Ž . Ž .
t*qk
ÄÇd yc h sŽ .Ž .t
q c h s exp ybh s ds 4Ž . Ž .Ž .H Çds c h s y bc h st*qk  0Ž . Ž .Ž . Ž .
tÄÇc h sŽ .Ž .
F c h s exp ybh s 4Ž . Ž .Ž . Çc h s y bc h sŽ . Ž .Ž . Ž .
t*qk
tÄÇyc h sŽ .Ž .
qc h t exp ybh t 4Ž . Ž .Ž . Çc h s y bc h sŽ . Ž .Ž . Ž .
t*qk
ÄÇc h t* q kŽ .Ž .ts c h s exp ybh s . 4Ž . Ž .Ž . t*qk Çc h t* q k y bc h t* q kŽ . Ž .Ž . Ž .
Ž .Substituting this into 9 , we have
ÄÇ< <z t c h t* q kŽ . Ž .Ž .
F M 1 qk ½ 5ÇL c h t* q k y bc h t* q kŽ . Ž .Ž . Ž .
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for every t g I , i.e.,kq1
ÄÇc h t* q kŽ .Ž .
M F LM 1 qkq1 k ½ 5Çc h t* q k y bc h t* q kŽ . Ž .Ž . Ž .
Äk Çc h t* q jŽ .Ž .
kF L M 1 qŁ1 ½ 5Çc h t* q j y bc h t* q jŽ . Ž .Ž . Ž .js1
for every k s 1, 2, . . . .
Now using Cauchy integral criterion with respect to the substitution
Ž .h t s x, we obtain the convergence of the infinite product as k “ ‘,
which implies that
< < kz t F MLŽ .
for every t g I . Since k - t y t* - k q 1, we havekq1
< < tz t F NLŽ .
Ž .for every t G t*. Then from the definition of z t ,
< < wŽ x .y x F Nc x L .Ž . Ž .
COROLLARY 1. Consider the system
y9 x s Ay t x q By x , x g I , 10Ž . Ž . Ž . Ž .Ž .
5 5 2Ž . Ž .where A, B are n = n constant matrices, A / 0, t g C I , and 0 - t 9 x
1gŽ Ž . .F t x rx for e¤ery x g I and a suitable g ) . If all of the eigen¤alues of2
2Ž . Ž .B ha¤e negati¤e real parts and w g C I , w9 ) 0 on I is a solution of 5 ,
Ž .then e¤ery solution y of 10 satisfies
Ž .w x5 5L A
< <y x s O as x “ ‘, 11Ž . Ž .ž /ž /yb
Ž .where constants L and b are gi¤en by 3 .
Ž . Ž5 5 Ž ..wŽ x . Ž .Proof. Since c x s A r yb is the required solution of 4 , it
‘Ž Ž ..2is enough to show that H w9 s ds - ‘. The function w9 is a solution ofx 0
the functional equation
w9 x s w9 t x t 9 x .Ž . Ž . Ž .Ž .
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w 1ynŽ . ynŽ .x Ž ynWe divide I into subintervals I , where I s t x , t x tn n 0 0
y1 .means the nth iterate of the inverse function t , n s 0, 1, 2, . . . . Fur-
Ž . gthermore, choose M ) 0 such that w9 x F Mrx for every x g I . As-0
Ž . gsuming w9 x F Mrx for every x g I , we obtainn
M M
w9 x F t 9 x FŽ . Ž .g gxt xŽ .Ž .
Ž . gfor every x g I . Thus, by induction we see that w9 x F Mrx for everynq1
x g I. Now the statement follows from Theorem 1.
5 5 Ž .Let us remark that if A G yb, we can omit the assumption t 9 x F
1gŽ Ž . .t x rx for every x g I and a suitable g ) .2
Ž .3. EQUATION 1 AND A VECTOR
FUNCTIONAL EQUATION
w x w x w xTheorem 1 is a generalization of some results derived in 7 , 9 , and 13 .
Ž .The main idea consists of finding estimates of all solutions of 1 in terms
of a solution of an auxiliary scalar functional equation. This idea can be
Ž .developed in a certain similar way. Instead of scalar functional Eq. 7 , we
consider the vector functional equation
Aq x n t x q B x n x s 0, x g I , 12Ž . Ž . Ž . Ž . Ž .Ž .
qŽ .where the elements of the matrix A x are formed by the absolute
Ž .values of the corresponding elements of the matrix A x .
Ž . Ž Ž .. n < Ž . <In the sequel we suppose that A x s a x , where Ý a x / 0i j js1 i j
Ž . Ž Ž .. Ž .for every x g I and i s 1, 2, . . . , n and B x s diag b x , where b x - 0i i
Ž .for every x g I and i s 1, 2, . . . , n. Then system 12 can be rewritten as
n x s C x n t x , x g I , 13Ž . Ž . Ž . Ž .Ž .
Ž . Ž Ž .. Ž . < Ž . < Ž Ž ..where C x s c x and c x s a x r yb x G 0 for every x g Ii j i j i j i
and i s 1, 2, . . . , n.
Ž .Let n s n . Then we define the relation n ) 0 on J as the relationi
Ž .between corresponding coordinates, i.e., n x ) 0 for every x g J andi
i s 1, 2, . . . , n.
The analogy of Proposition 1 is
rŽ . Ž . n Ž .PROPOSITION 3. Let C, t g C I , r G 0, and let c x G 0, Ý c xi j js1 i j
/ 0 for e¤ery x g I, i, j s 1, 2, . . . , n. Then for any initial ¤ector function
rŽw Ž . x. w Ž . xn* g C t x , x such that n* ) 0 on t x , x and0 0 0 0
Ž .sŽ s.n* x s C x n* t x , s s 0, 1, . . . , r ,Ž . Ž . Ž .Ž .0 0 0
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rŽw Ž . .. Ž .there exists a unique solution n g C t x , ‘ of 13 such that n ) 0 on I0
and
n x s n* xŽ . Ž .
w Ž . xfor e¤ery x g t x , x .0 0
Proof. The existence of an r-times continuously differentiable solution
n can be shown in the usual way by the step method. We prove that n ) 0
 Ž .on I. Suppose not and put x* s inf x g I: n x s 0 for some i si
41, 2, . . . , n . Then
n
c x* n t x* s 0Ž . Ž .Ž .Ý i j j
js1
Ž . Ž .for some i. Since c x* G 0 for all j s 1, 2, . . . , n and c x* ) 0 fori j i j
Ž Ž ..some j, it must be that n t x* s 0 for this j, which contradicts thej
definition of x*.
Put
n X x s max yn X x , 0 , x g I , i s 1, 2, . . . , n.Ž . Ž .Ž .Äi i
Then we have
Ž . q 2Ž . n < Ž . <THEOREM 2. Consider Eq. 1 , where A , B, t g C I , Ý a x / 0,js1 i j
Ž . Ž Ž .. Ž . Ž .B x s diag b x , b x - 0, and t 9 x ) 0 for e¤ery x g I, i s 1, 2, . . . , n.i i
2Ž . Ž .Furthermore, let w g C I , w9 ) 0 on I, be a solution of 5 and let
Ž . 2Ž . Ž .n s n g C I , n ) 0 on I, be a solution of 12 . Ifi
Ž . XŽ . Ž . Ž .i n x y b x n x ) 0 for all x large enough,Äi i i
Ž . XŽ . Ž XŽ . Ž . Ž ..ii n x r n x y b x n x is nonincreasing for all x largeÄi i i i
enough,
Ž . ‘ XŽ . Ž . Ž XŽ . Ž . Ž ..iii H n s w9 s r n s y b s n s ds - ‘,Äx i i i i0
then
< <y x s O n x as x “ ‘Ž . Ž .Ž .i i
Ž . Ž .for e¤ery solution y s y of Eq. 1 , i s 1, 2, . . . , n.i
Proof. Take the ith equation in the form
n
Xy x s a x y t x q b x y x , x g I 14Ž . Ž . Ž . Ž . Ž . Ž .Ž .Ýi i j j i i
js1
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Ž . Ž Ž .. Ž Ž .. Ž . y1Ž . Ž .and put z t s y h t rn h t , where h t s w t , t g w I . Then Eq.i i i
Ž .14 becomes
Çn h t h tŽ . Ž .Ž .Çi Çz t q y b h t h t z tŽ . Ž . Ž . Ž .Ž .Çi i iž /n h tŽ .Ž .i
n n t h tŽ .Ž .Ž .jÇs a h t h t z t y 1 .Ž . Ž . Ž .Ž .Ý i j jž /n h tŽ .Ž .ijs1
Ž Ž ..  hŽ t . Ž . 4Multiplying this equality by n h t exp yH b u du , we obtaini x i0
d Ž .h t
z t n h t exp y b u duŽ . Ž . Ž .Ž . Hi i i½ 5dt x0
n Ž .h tÇs a h t h t n t h t exp y b u du z t y 1 .Ž . Ž . Ž . Ž . Ž .Ž . Ž .Ž .Ý Hi j j i j½ 5ž /x0js1
15Ž .
Ž . Ž .Let x* g I be such that conditions i and ii are satisfied for all x G x*
Ž . w x iand put t* s w x* . Furthermore, let I s t* q k y 1; t* q k , M sk k
 < Ž . < 4 Ž 1 n.sup z t : t g I , M s max M , . . . , M , k s 1, 2, . . . .i k k k k
Ž .Now choose any t g I . Integrating 15 , we havekq1
n h t* q kŽ .Ž . Ž .h ti
z t s exp b u du z t* q kŽ . Ž . Ž .Hi i i½ 5n h tŽ .Ž . Ž .h t*qki
Ž .h t
exp y b u duŽ .H i½ 5
x0q
n h tŽ .Ž .i
n
t Ç= a h s h s n t h sŽ . Ž . Ž .Ž . Ž .Ž .ÝH i j jžt*qk js1
Ž .h s
=exp b u du z s y 1 ds.Ž . Ž .H i j½ 5 /x0
Using the relation
n
< <a h s n t h s s yb h s n h s , s g w I ,Ž . Ž . Ž . Ž . Ž .Ž . Ž . Ž . Ž .Ž .Ý i j j i i
js1
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we get
Ž .h t
exp b u duŽ .H i½ 5n h t*qkŽ .Ž . Ž . xh ti 0i< <z t FM exp b u du qMŽ . Ž .Hi k i k½ 5n h t n h tŽ . Ž .Ž . Ž .Ž .h t*qki i
=
t Ž .h sÇyb h s h s n h s exp y b u du ds,Ž . Ž . Ž . Ž .Ž . Ž .H Hi i i½ 5ž /t*qk x0
i.e.,
¡
n h t* q kŽ .Ž . Ž .h ti~< <z t F M exp b u duŽ . Ž .Hi k i½ 5n h tŽ .Ž . Ž .h t*qki¢
Ž .h t
exp b u du ƒŽ .H i½ 5 dt Ž .x h s0 ¥q n h s exp y b u du ds .Ž . Ž .Ž .H Hi i½ 5ž /n h t dsŽ .Ž . t*qk xi §0
Ž .This inequality is similar to inequality 9 , and the same line of argument
as given in the proof of Theorem 1 proves the boundedness of M ask
k “ ‘, and this completes the proof.
Ž .Now we are going to discuss the form of a positive solution of Eq. 12
with constant coefficients. We consider this equation in the form
Aqn t x q Bn x s 0, x g I , 16Ž . Ž . Ž .Ž .
i.e.,
n
< <a n t x q b n x s 0, x g I , i s 1, 2, . . . , n ,Ž . Ž .Ž .Ž .Ý i j j i i
js1
where b - 0, and denote by Aq the matrixi b
< < < < < <¡ ƒa a a11 12 1n
???
yb yb yb1 1 1
< < < < < <a a a21 22 2 n
???
yb yb yb .2 2 2
. . . .. . . .. . . .
< < < < < <a a a1n 2 n nn
???¢ §yb yb ybn n n
Furthermore, we recall the following definition.
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Ž .DEFINITION. We say that a square matrix C s c is reducible if therei j
exists a partition of all indices 1, 2, . . . , n into two complementary systems
Ž .i , i , . . . , i ; j , j , . . . , j k q l s n such that1 2 k 1 2 l
c s 0 a s 1, 2, . . . , k ; b s 1, 2, . . . , l .Ž .i ja b
In the opposite case C is called irreducible.
Notice that, e.g., any matrix with nonzero elements is irreducible. The
w xproof of the following theorem can, for example, be found in 5 .
FROBENIUS THEOREM. E¤ery irreducible matrix C with nonnegati¤e ele-
ments has a positi¤e eigen¤alue l such that the corresponding eigen¤ector has
positi¤e coordinates. This l is a spectral radius of C, and, moreo¤er, it is the
simple root of the characteristic equation.
The following assertion yields the explicit form of a positive solution n
Ž .of Eq. 16 .
Ž . Ž . rŽ .LEMMA. Consider Eq. 16 , where A s a is irreducible, t g C I ,i j
rŽ . Ž .r G 0, and denote by w g C I a solution of Abel Eq. 5 . Furthermore, let
l ) 0 be the eigen¤alue of the matrix Aq , which is equal to the spectral radiusb
q Ž . Ž .of A , and let g s g be the corresponding eigen¤ector. Then n s n ,b i i
Ž . wŽ x . Ž . rŽ .where n x s g l , x g I, is a solution of 16 such that n g C I andi i
n ) 0 on I.
Ž . Ž .Proof. Let t s w x . Then Eq. 16 becomes
n
< <a m t y 1 q b m t s 0, t g w I , i s 1, 2, . . . , n ,Ž . Ž . Ž .Ž .Ý i j j i i
js1
17Ž .
Ž . Ž Ž .. Ž .  4where n x s m w x . Let us suppose m in the form m t s g exp a t .i i i i i
Ž .Substituting this into 17 , we obtain
n
< <  4  4a g exp a t y a q b g exp a t s 0, i s 1, 2, . . . , n ,Ž .Ý i j j i i
js1
i.e.,
n
< <  4a g exp ya q b g s 0, i s 1, 2, . . . , n.Ž .Ý i j j i i
js1
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 4Put l s exp a . Then we have
n
< < < <a q b l g q a g s 0, i s 1, 2, . . . , n.Ž . Ýi i i i i j j
js1, j/i
The last equation has a positive solution if and only if the matrix Aq has ab
positive eigenvalue l such that the corresponding eigenvector g has
positive coordinates g . Since Aq fulfills the assumptions of the Frobeniusi b
Ž . t Ž . wŽ x .Theorem, it is easy to check that m t s g l , i.e., n x s g l , i si i i i
1, 2, . . . , n, is the required solution.
Using Theorem 2 and the previous lemma, we have
Ž . Ž . Ž .COROLLARY 2. Consider Eq. 10 , where A s a , B s diag b arei j i
n = n constant matrices such that A is irreducible, b - 0 for e¤ery i si
2Ž . Ž . Ž Ž . .g1, 2, . . . , n, and t g C I , 0 - t 9 x F t x rx , for e¤ery x g I and a
1 2Ž . Ž .suitable g ) . Furthermore, let w g C I , w9 ) 0 on I, be a solution of 52
and let l be the spectral radius of the matrix Aq. Thenb
< < wŽ x .y x s O l as x “ ‘ 18Ž . Ž . Ž .
Ž .for e¤ery solution y of 10 .
Remark 3. It is worth mentioning that Corollary 2 is also valid for Eq.
Ž .10 , where A, B are matrices with complex constant entries. It is enough
to consider the equation
n
qA n t x q Re Bn x s 0, x g IŽ . Ž .Ž .Ý
js1
Ž Ž .. Ž .Re B s diag Re b instead of 16 , and replace the assumption b - 0i i
with Re b - 0. Of course, the matrix Aq then becomesi b
< < < < < <¡ ƒa a a11 12 1n
???
yRe b yRe b yRe b1 1 1
< < < < < <a a a21 22 2 n
???
yRe b yRe b yRe b .2 2 2
. . . .. . . .. . . .
< < < < < <a a an1 n2 nn
???¢ §yRe b yRe b yRe bn n n
Furthermore, suppose that B is diagonalizable with eigenvalues b havingi
negative real parts. Then there is a nonsingular matrix P such that
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y1 Ž . Ž . y1 Ž .B s PDP , where D s diag b , b , . . . , b . Putting w x s P y x , Eq.1 2 n
Ž .11 becomes
w9 x s Cw t x q Dw x , x g I ,Ž . Ž . Ž .Ž .
where C s Py1AP. This case is covered by Corollary 2 with respect to the
previous part of this remark. Consequently, under modified assumptions of
Ž .Corollary 2, there is a constant l ) 0 such that 18 holds for every
Ž .solution y of Eq. 10 with such a matrix B.
Ž .Remark 4. It is interesting to compare estimates of solutions of 10
Ž . Ž . Ž .given by formulas 11 and 18 . If B s diag b , b , . . . , b , where Re b F1 2 n 1
Ž .Re b F ??? F Re b - 0, then b in 3 is equal to Re b and L s 1.2 n n
Therefore,
5 5A
q5 5l F A F .b yb
5 5 Ž .If Re b - Re b , it actually can happen that l - A r yb .1 n
4. APPLICATIONS
EXAMPLE 1. The equation
y9 x s Ay j x q By x 19Ž . Ž . Ž . Ž .
Žserves as a mathematical model of some technical problems for references
w x. Ž .see, e.g., 9 . The asymptotic behavior of solutions of 19 has been
w x Ž .investigated in 9 under assumptions B s diag b , b , . . . , b , Re b F1 2 n 1
Re b F ??? F Re b - 0, 0 - j - 1. It has been shown that then every2 n
Ž .solution y of 19 satisfies
5 5A
a y1< <y x s O x as x “ ‘, a s log log j 20Ž . Ž . Ž .½ 5yRe bn
Ž w x.see 9, Theorem 3 .
Ž . Ž .Now we apply our previous results to Eq. 19 . Considering t x s j x,
Ž .Abel Eq. 5 becomes
w j x s w x y 1Ž . Ž .
Ž . Ž . Ž y1 .and has the function w x s log x r log j , x ) 0, as a solution with
the required differential properties. Then we can put L s 1 and b s Re b ,n
Ž . Ž .and the asymptotic estimate given by 11 coincides with estimate 20 . If
Ž .Re b - Re b , a sharper estimate than estimate 20 can be given.1 n
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EXAMPLE 2. We investigate the asymptotic behavior of solutions of the
system
yX x s a x y t x q b x y xŽ . Ž . Ž . Ž . Ž .Ž .1 1 2 1 1 , x g I. 21Ž .Xy x s a x y t x q b x y xŽ . Ž . Ž . Ž . Ž .Ž .2 2 1 2 2
Ž . Ž . Ž . Ž .If a x , a x / 0, b x , b x - 0 for every x g I, then because of1 2 1 2
Ž .Theorem 2 every solution y of 21 can be estimated, under certain
Ž .assumptions, by means of a solutions n s n , n of the system of func-1 2
tional equations
a x n t x q b x n x s 0,Ž . Ž . Ž . Ž .Ž .1 2 1 1 , x g I.
a x n t x q b x n x s 0Ž . Ž . Ž . Ž .Ž .2 1 2 2
Notice that this system can be converted to the scalar functional equation
a x a t x n t 2 x y b x b t x n x s 0, x g I ,Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .Ž .1 2 1 1 2 1
Ž .which is the equation of the form in 6 .
Ž .Now consider system 21 , with constant coefficients in the form
yX x s a y t x q b y xŽ . Ž . Ž .Ž .1 1 2 1 1 , x g I , 22Ž .Xy x s a y t x q b xŽ . Ž . Ž .Ž .2 2 1 2
2Ž .where a / 0 and b - 0 for i s 1, 2. Furthermore, suppose that t g C I ,i i
1gŽ . Ž Ž . .0 - t 9 x F t x rx , for every x g I and a suitable g ) , and let2
2Ž . Ž .w g C I , w9 ) 0 on I, be a solution of 5 . Since
< <a1
0 1r2< <yb a a1 1 2
A s and l s ,b ž /< <a b b2 1 20 0yb2
we have by Corollary 2 that
Ž .w x r2< <a a1 2
< <y x s O as x “ ‘Ž . ž /ž /b b1 2
Ž . Ž .for every solution y of 22 . Consequently, every solution y of 22 tends to
< <zero as x “ ‘, provided a a - b b .1 2 1 2
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Ž . Ž . w .In particular, if we have t x s j x in 22 , 0 - j - 1, x g 0, ‘ , then
< < ŽŽ1r2.log < a1 a2 < r b1 b2 .rlog j
y1
y x s O x as x “ ‘Ž . Ž .
Ž .for every solution y of 22 .
Ž . g w . Ž .If t x s x , 0 - g - 1, x g 1, ‘ , then Abel Eq. 5 can be read as
w xg s w x y 1,Ž . Ž .
Ž . Ž . Ž y1 .having the function w x s log log x r log g as the required solution
w .on any interval c, ‘ , c ) 1. Then
ŽŽ . < < . y11r2 log a a rb b rlog g1 2 1 2< <y x s O log x as x “ ‘Ž . Ž .Ž .
Ž .for every solution y of 22 .
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