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Abstract
Let Σ be an axially symmetric, smooth, closed hypersurface in Rn+1 with
a simply connected interior which is contained inside the unit sphere Sn. For
a continuous function f , which is defined on Sn, the main goal of this paper
is to characterize the support of f in case where its integrals vanish on sub-
spheres obtained by intersecting Sn with the tangent hyperplanes of a certain
subdomain U ⊂ Σ of Σ. We show that the support of f can be characterized
in case where its integrals also vanish on subspheres obtained by intersecting
Sn with hyperplanes obtained by infinitesimal perturbations of the tangent hy-
perplanes of U and where U satisfies some regularity condition which implies
local convexity.
1 Introduction and Motivation
The main mathematical tool to be investigated in this paper is the spherical
transform which integrates functions, defined on the unit hypersphere Sn in Rn+1, on
a prescribed n dimensional family Ω of subspheres in Sn. By definition, a subsphere in
Sn is any nonempty subset obtained by intersecting Sn with a hyperplane in Rn+1 and
thus the family Ω is completely determined by the corresponding set Ω′ of hyperplanes.
Results related to the spherical transform, such as reconstruction methods, unique-
ness theorems and range characterization have been derived by many authors and we
do not pretend to cover here a large list of references. For a small sample of some
classical and new results see [2, 4–11,13,15,17,18,21,23,24].
The earliest results in this subject matter were obtained by Paul Funk in [4, 5]
which obtained a reconstruction method for the case where Ω′ consists of all hyper-
planes in R3 which pass through the origin or equivalently where Ω consists of all
great circles on S2, i.e., the Funk transform. In this case it was shown how the even
part of a function can be reconstructed while the kernel of the Funk transform consists
of odd functions. In [10, 11, 24] the results above were generalized in any dimension.
Similar results can be obtained for the generalized case where Ω′ consists of tangent
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planes to a hypersphere inside Sn with center at the origin and radius r, 0 ≤ r < 1, or
equivalently where Ω consists of subspheres with a fixed radius, by using expansion
into spherical harmonics, as was shown in [5].
Results for the similar case where Ω′ consists of hyperplanes which pass through
a common point on Sn, or equivalently where Ω consists of subspheres which have a
common point, were obtained in [10, 11]. There, the author uses the stereographic
projection in order to obtain an explicit relation between the spherical transform,
which in this case is called the spherical slice transform, and the classical Radon
transform in order to obtain a reconstruction method and a uniqueness theorem.
More generally, reconstruction formulae and kernel and range characterization for
the case where Ω′ consists of hyperplanes which pass through a fixed point inside Sn
were obtained recently in [15,18–21].
Results for the case where Ω′ consists of hyperplanes which are parallel to the last
coordinate axis xn+1, or equivalently where Ω consists of subspheres orthogonal to the
hyperplane H : xn+1 = 0, were obtained in [8,9,23]. There it was shown how the even
part of a function, with respect to the reflection through H, can be reconstructed
while the kernel consists of odd functions with respect to this reflection.
Observe that all the cases discussed above can be obtained as a particular case by
considering sets Ω′ which consist of tangent planes to a given hypersurface in Rn+1.
Indeed, the Funk transform can be obtained by considering the set Ω′ of tangent
planes to a hypersphere inside Sn with center at the origin and radius r and then
taking the limit r → 0+. Similarly, the spherical slice transform and the generalized
case where Ω′ consists of hyperplanes which pass through a common point p inside Sn
can be obtained exactly as before by considering hyperspheres with an arbitrary small
radius and center at p. The case where Ω′ consists of hyperplanes which are parallel
to the last coordinate axis xn+1 can be obtained by considering a hypersphere with a
center on ten+1, t ∈ R and radius r > 0 and then taking the limit t→ ±∞, r → 0+.
This more generalized case where Ω′ consists of tangent planes to a hypersurface
Σ was considered in [14–16, 22]. The case where Σ is a spheroid inside Sn with cen-
ter at the origin was considered in [22] and the case where Σ is an arbitrary sphere
inside Sn was considered in [15]. The more generalized case where Σ is an arbitrary
ellipsoid inside Sn was considered in [14, 16] where it is shown how uniqueness and
reconstruction theorems can be obtained if one assumes some nontrivial assumptions
on the support of each function in question.
In all of the results mentioned above one cannot obtain a support characterization
for functions with vanishing integrals on each subsphere in the family Ω. That is, one
cannot guarantee that a function f , with vanishing integrals on each subsphere in Ω,
will vanish even on an arbitrary small open subset of Sn. Indeed, any odd function is
in the kernel of the Funk transform and of course one can easily choose such functions
which do not vanish in any small open subset. For the more general case, where Ω′
consists of tangent planes to a hypersphere inside Sn with center at the origin and
radius r, 0 ≤ r < 1, then if r is a root of the Gegenbauer polynomial of order (n−2)/2
and degree m then the integrals of any spherical harmonic of degree m will vanish
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on each subsphere in Ω. Similar examples can be obtained for the case where Ω′
consists of hyperplanes passing through a common point inside Sn (see [18] where the
kernel of the corresponding integral transform is characterized). For the case where Ω
consists of subspheres which are orthogonal to the hyperplane H : xn+1 = 0 then the
integrals of any function which is odd, with respect to the reflection through H, will
vanish on each subsphere in Ω. Similarly, for the case where Ω′ consists of tangent
planes to an ellipsoid inside Sn one needs to assume some prescribed conditions on
the support of each function f , with vanishing integrals on each subsphere of Ω, in
order to guarantee that f will vanish on a larger subset of Sn (see [16]).
In conclusion, one cannot expect to obtain results with regard to the support
characterization by assuming that Ω′ consists only of tangent planes to a given hy-
persurface Σ.
However, the main result of this paper asserts that if Σ is a hypersurface, which
satisfies some prescribed conditions, and Ω′ consists of all tangent planes to a certain
subdomain U ⊂ Σ of Σ, then a support characterization, for functions with vanishing
integrals on each subsphere in Ω, can be obtained if one allows a ”slight enlargement”
of Ω. By this slight enlargement we mean that for the set Ω′ we add all the hyperplanes
which are obtained from the tangent planes to U by ”infinitesimal perturbations”. The
notion of infinitesimal perturbations of a hyperplane will be defined more rigorously
in the next section. Intuitively, the enlargement of Ω means that if one thinks of Ω as
a manifold in the set of all subspheres in Sn and if the spherical transform vanishes on
Ω then its first order derivatives also vanish on Ω. Again, the notion of a derivative
of the spherical transform will be defined more rigorously in the next section.
As for the hypersurface Σ, we assume that it closed, smooth, contained inside
the unit sphere Sn and is axially symmetric with respect to the last coordinate axis
xn+1. We also assume that the interior of Σ is simply connected so for example the
case where Σ is a torus is omitted. The last condition is imposed to ensure that the
last coordinate axis xn+1 all ways intersects Σ which will be important to ensure the
existence of the subdomain U ⊂ Σ as described above. For the domain U we assume
that it satisfies an additional regularity condition which will be rigourously defined
below. This regularity condition implies in particular that U is locally convex at each
point where we say that U is locally convex at a point p if there exists a ball B,
with the center at p, such that B ∩U is contained on a boundary of a strictly convex
domain D, i.e., D is convex and its boundary does not contain any line segments.
In terms of the support characterization, assume that for the subdomain U of Σ,
which is completely determined by Σ, the family Ω′ consists of all the tangent planes
to U together with their infinitesimal perturbations. Then, any continuous function
f , with vanishing integrals on each subsphere in Ω, has support inside the projection
of U on the hypersphere Sn with respect to the north pole en+1. This notion of
projection will be defined more rigorously in the next section.
For the proof of the main result we exploit the relation between the spherical and
spherical mean transforms which is induced by the stereographic projection. With
the help of the stereographic projection we define a function which maps the subdo-
main U ⊂ Σ onto a hypersurface U ′ in Rn × [0,∞). We then show that the support
characterization problem can be converted to the problem of the support characteri-
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zation for functions whose spherical mean transform vanishes, together with its first
order derivatives, on U ′. Our main observation is that U ′ is allways a space like
surface (which will be defined in the next section) and thus we can exploit unique-
ness theorems, which were obtained in [3, Chap VI], for this type of surfaces. After
characterizing the support of functions, whose spherical mean transform satisfies the
assumption above, we use the inverse stereographic projection in order to obtain a
support characterization for the case of the spherical transform with its corresponding
family Ω of subspheres.
The main results of this paper are formulated in Sect. 3. Before formulating the
main results we introduce some mathematical background given in Sect. 2.
2 Mathematical Background
Denote by Rn the n dimensional Euclidean space and by R+ the ray [0,∞). For
a point x ∈ Rn and a real number r ≥ 0 denote by Sn−1(x, r) the n− 1 dimensional
sphere in Rn with the center at x and radius r, i.e.,
Sn−1(x, r) = {x′ ∈ Rn : |x′ − x| = r}.
In particular, we denote by Sn−1 := Sn−1(0¯, 1) the unit sphere in Rn. Denote by
Bn(x, r) the open n dimensional ball in Rn with the center at x and radius r, i.e.,
Bn(x, r) = {x′ ∈ Rn : |x′ − x| < r}.
In case where the dimension of Bn(x, r) is clear from the context we will just write
B(x, r). For a point ψ ∈ Sn and a real number ρ ≥ 0 denote by Hψ,ρ the hyperplane
in Rn+1 with the distance ρ from the origin in the direction ψ, i.e.,
Hψ,ρ = {x ∈ Rn+1 : x · ψ = ρ}.
In case where ρ < 1 we denote by Sn−1ψ,ρ the n− 1 dimensional subsphere in Sn which
is obtained by the intersection of Hψ,ρ with Sn, i.e.,
Sn−1ψ,ρ = S
n ∩ Hψ,ρ = {x ∈ Sn : x · ψ = ρ}.
For a continuous function f , which is defined on Sn, define its spherical transform
Sf by
(Sf) : Sn × [0, 1)→ R,
(Sf)(ψ, t) =
∫
ψ′·ψ=t
f(ψ′)dSψ′
where dSψ′ is the standard infinitesimal volume measure. For each point (ψ, t) ∈ Sn×
[0, 1) the spherical transform Sf evaluates the integral of f on the n− 1 dimensional
subsphere Sn−1ψ,t . Sometimes, it will be more convenient to work with the unit ball
Bn+1(0, 1) as the domain of definition rather than with the cylinder Sn × [0, 1) and
thus we define the modified spherical transform S0f , of a function f , by
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S0f : Bn+1(0, 1) \ {0} → R, (S0f)(x) = (Sf)(x/|x|, |x|).
That is, for a point x 6= 0 inside the unit ball we consider the unique hyperplane for
which x is its closest point to the origin and integrate f on the n − 1 dimensional
subsphere obtained from the intersection of this hyperplane with Sn. Observe that
the modified spherical transform is not defined at x = 0 since this point does not
determine a hyperplane in a unique way.
Similarly to the spherical transform, the spherical mean transform Rf of a con-
tinuous function f , which is defined on Rn, is defined by
(Rf) : Rn × R+ → R,
(Rf)(x, t) =
∫
|x′−x|=t
f(x′)dSx′
where dSx′ is the standard infinitesimal volume measure on the sphere of integration.
For a point (x, t) ∈ Rn ×R+ the spherical mean transform Rf evaluates the integral
of f on the hypersphere Sn−1(x, t) with center at x and radius t.
Denote by Λ and Λ−1 respectively the stereographic and inverse stereographic
projections between Sn and Rn:
Λ : Sn \ {en+1} → Rn,
Λ(x) =
(
x1
1− xn+1 , ...,
xn
1− xn+1
)
,
Λ−1 : Rn → Sn \ {en+1},
Λ−1(x) =
(
2x1
1 + |x|2 , ...,
2xn
1 + |x|2 ,
−1 + |x|2
1 + |x|2
)
.
The following important lemma will be used throughout the text. Its proof is
straightforward but rather technical and hence it will be omitted. For more details
see [17, Chap. 7].
Lemma 2.1. Consider the subsphere Sn−1ψ,ρ of Sn and assume that it does not pass
through the north pole en+1, i.e, the condition ρ 6= ψn+1 is satisfied. Then, the image
Sn−1,∗ψ,ρ = Λ(S
n−1
ψ,ρ ) of S
n−1
ψ,ρ under the stereographic projection Λ is the n−1 dimensional
sphere
Sn−1,∗ψ,ρ = S
n−1
(
ψ∗/(ρ− ψn+1),
√
1− ρ2/|ρ− ψn+1|
)
(2.1)
in Rn with the center at ψ∗/(ρ − ψn+1) and radius
√
1− ρ2/|ρ − ψn+1| where ψ∗ =
(ψ1, ..., ψn) (i.e., ψ
∗ is the orthogonal projection of ψ to Rn). Futhermore, let dS and
dS∗ be respectively the standard infinitesimal volume measures on Sn−1ψ,ρ and S
n−1,∗
ψ,ρ .
Then, for every point x on Sn−1,∗ψ,ρ we have the following relation:
dS(Λ−1(x)) = 2n−1dS∗(x)/(1 + |x|2)n−1.
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From the last equation and equation (2.1) in Lemma 2.1 it follows that we have
the following relation between the spherical and spherical mean transforms:
(Sf)(ψ, ρ) = (Rg)
(
ψ∗/(ρ− ψn+1),
√
1− ρ2/|ρ− ψn+1|
)
(2.2)
where
g(x) = 2n−1f
(
Λ−1(x)
)
/(1 + |x|2)n−1, x ∈ Rn. (2.3)
Definition 2.2. A hypersurface Σ in Rn+1 is an n dimensional set which is also
the set of solutions to an equation of the form F (x) = 0 for a continuous function
F : Rn+1 → R. If F is also continuously differentiable and ∇F (x) 6= 0¯ whenever
F (x) = 0 then Σ is called smooth. A one dimensional hypersurface is called a
curve.
Definition 2.3. Let Σ be a curve in R2 and let Σ∗ be a subcurve of Σ (i.e., a
connected subset). Then, Σ∗ is called regular if there exists an interval I and a twice
continuously differential path function γ : I → R2 which parameterizes Σ∗ and which
satisfies the condition γ′1(t)γ
′′
2 (t)− γ′′1 (t)γ′2(t) 6= 0, t ∈ I.
Definition 2.4. For a smooth hypersurface Σ denote by Hx(Σ) its tangent hyperplane
at the point x ∈ Σ. Then, the singularity set Σ′ ⊂ Σ of Σ is the set of points x on
Σ for which the tangent plane Hx(Σ) passes through the north pole en+1 of the unit
sphere Sn. We also define the larger subset Σ0 ⊂ Σ as the set of points on Σ whose
tangent planes pass through the north pole en+1 or through the origin.
Definition 2.5. A closed hypersurface Σ ⊂ Rn+1 is said to be axially symmetric
if it is invariant with respect to rotations which fix the last coordinate axis xn+1.
A connected axially symmetric subdomain U ⊆ Σ, of an axially symmetric closed
hypersurface Σ, is called regular if it is obtained as the surface of revolution of a
subcurve which is regular.
We now present the concept of space like surfaces which was introduced in [3].
For more details and results on this type of surfaces see [3, Chap VI].
Definition 2.6. A smooth, connected hypersurface Σ in Rn+1 is called space like
if at each point x ∈ Σ the normal N(x), of Σ at x, satisfies N2n+1(x) ≥
∑n
i=1 N
2
i (x).
That is, at each point x ∈ Σ the normal N(x) is contained in the closure of the
interior of the right circular cone with apex at x.
Remark 2.7. Geometrically, space like surfaces can be described as surfaces which
cannot ”approach infinity” faster than a cone. More accurately, if Σ is space like then
at each point x ∈ Σ, the upper part of the interior of the right circular cone with
apex at x is contained above Σ. Similarly, the lower part of the interior of this cone
is contained below Σ. We will use this fact in the proof of the main result.
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Figure 1: For the hypersurface Σ ⊂ R3 in the left image below the red, blue, yellow and
green areas are the connected components of Σ \Σ′ where Σ′ is the singularity set of Σ. A
2D section of this image is shown in the right image. Observe that the tangent planes, at
the boundary points of these connected components, pass through the north pole.
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Let
S0 = Sn (en+1/2, 1/2) ⊂ B(0, 1)
be the n dimensional sphere with the center at en+1/2 = (0, ..., 0, 1/2) and radius
1/2. For a closed, smooth hypersurface Σ in Rn+1, which is contained inside the unit
sphere Sn, define the map
Ψ0 : Σ \ Σ0 → B(0, 1) \ S0
as follows: for a point x in Σ \ Σ0 let Hx(Σ) be the tangent plane of Σ at x and
let x′ be its closest point to the origin, then Ψ0(x) = x′. Equivalently, if Hx(Σ) has
unit normal ψ and distance ρ ≥ 0 from the origin (the sign of ψ is chosen so that
ρψ ∈ Hx(Σ)) then Ψ0(x) = ρψ.
If Σ is given by the equation F (x) = 0 then Ψ0 is given explicitly by
Ψ0(x) =
[
x · ∇F (x)
|∇F (x)|2
]
∇F (x), x ∈ Σ \ Σ0.
Observe that if Hx(Σ) is a tangent plane to Σ at a point x ∈ Σ0 then, if Hx(Σ) passes
through the north pole en+1 then the image of x under Ψ0 will be a point in S0 while
if Hx(Σ) passes through the origin then x will be mapped to the origin. Hence, S0
is omitted from the range of Ψ0. Of course, Ψ0 can be defined on the whole of Σ.
However, later for the proof of the main result we will have to compose Ψ0 with a
map which is not defined on S0. Hence, we need to reduce the domain of definition
of Ψ0 accordingly.
Now we are ready to define the concept of vanishing of the spherical transform on
a family of subspheres with their infinitesimal perturbations. For abbreviation, we
7
Figure 2: In left and right images we give two examples of hypersurfaces Γ1 and Γ2 re-
spectively where Γ1 is space-like while Γ2 is not. Observe that the upper and lower parts of
the right circular cone, which is emanating from a point on Γ1, are respectively above and
below Γ1 while the upper part of the right circular cone, which is emanating from a point
on Γ2, intersects Γ2.
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denote by Sx(Σ) the subsphere of Sn obtained by intersection of Sn with the tangent
plane Hx(Σ) of the hypersurface Σ at the point x.
Definition 2.8. Let Σ be a closed, smooth hypersurface in Rn+1, which is contained
inside Sn, let ∆ be a subset of Σ\Σ′ and let f be a continuous function defined on Sn.
Then, we say that the spherical transform Sf of f vanishes on the set of subspheres
Sx(Σ), x ∈ ∆, together with their infinitesimal perturbations, if
(S0f)(Ψ0(x)) = 0, ∂i(S0f)(Ψ0(x)) = 0, i = 1, ..., n+ 1,∀x ∈ ∆ \ Σ0. (2.4)
Hence, for the notion of infinitesimal perturbations we first identify the family
Ω of subpheres of integration with a submanifold M ⊂ B(0¯, 1) with the help of the
function Ψ0. Then, we say that the spherical transform vanishes on subspheres in Ω
with their infinitesimal perturbations if the modified spherical transform vanishes on
M with its first order derivatives.
Finally, we define the concept of the tangent cone and its projection set for axially
symmetric surfaces. First, observe that if the smooth hypersurface Σ ⊂ Rn+1 is
axially symmetric and has a simply connected interior then the last coordinate axis
xn+1 intersects Σ at exactly two points p
+ and p− where p+ · en+1 > p− · en+1. Let
U be the component of Σ \Σ′ which contains the point p+, we will call U the upper
connected component of Σ \ Σ′. We define the tangent cone CΣ of Σ as the
union of lines which pass through the north pole en+1 and a boundary point of U .
Observe that Sn \ (CΣ \ {en+1}) consists of two connected components and we denote
by ΠΣ ⊆ Sn the ”lower component” which contains the south pole −en+1, i.e., the
intersection of the interior of the cone CΣ with Sn. We then say that ΠΣ is the
projected set of the cone CΣ on Sn generated by the hypersurface Σ.
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3 The Main Results
The main result of this paper is given in Theorem 3.1 below. To make the formulation
less cumbersome let us denote by Σ the set of axially symmetric, closed, smooth
hypersurfaces with a simply connected interior and which are contained inside Sn. Let
us also denote by C0(Sn) the set of continuous functions on Sn which are compactly
supported with respect to the north pole, i.e., f is in C0(Sn) if and only if f is
continuous and vanishes in a neighborhood of en+1.
Theorem 3.1. Let Σ be a hypersurface in Σ and let U be the upper connected com-
ponent of Σ \Σ′ and assume that it is also regular. Let Sf be the spherical transform
of a function f in C0(Sn) and suppose that it vanishes on the family of subspheres
Sx(Σ), x ∈ U , together with their infinitesimal perturbations. Then, f is supported in
the projection set ΠΣ of the cone CΣ on Sn generated by the hypersurface Σ.
The method in the proof of Theorem 3.1 is based on the following insight about
the manifold of hyperspheres in Rn which is obtained as the set of images, under the
stereographic projection, of the family of subspheres Sx(Σ), x ∈ U where U is the
upper connected component of Σ \ Σ′. Observe that every hypersphere in Rn with
center at x and radius t ≥ 0 can be identified with the point (x, t) in Rn × R+. Our
main observation is that if every hypersphere in Rn, which is obtained as an image,
under the stereographic projection, of a subsphere Sx(Σ), for some x ∈ U , is identified
with its corresponding point in Rn×R+ then the union of these points is a space like
surface. Since this result is important by itself it will be formulated in Theorem 3.6
below as the second main result of this paper.
Results concerning uniqueness theorems and support characterization for func-
tions satisfying second degree hyperbolic partial differential equations with initial
data on a space like surface have been obtained in [3, Chapter VI]. Using the main
observation as discussed above, the connection between the spherical and spherical
mean transforms (2.2) and the fact that the spherical mean transform satisfies the
Darboux’s equation we obtain, using the results obtained in [3], a support charac-
terization for the function g where the relation between f and g is given by (2.3).
Finally, using the inverse stereographic projection and the support characterization
obtained for g we will be able to characterize the support of f .
Before formulating Theorem 3.6 we introduce the concept of the surface map. Let
us first define the following function
Ψ : Sn × [0, 1) \ {(ψ, ρ) : ρ = ψn+1} → Rn × R+,
Ψ(ψ, ρ) =
(
ψ∗/(ρ− ψn+1),
√
1− ρ2/|ρ− ψn+1|
)
. (3.1)
Let us explain on a geometrical level how Ψ operates. For a point (ψ, ρ) in the domain
of Ψ we consider the subsphere Sn−1ψ,ρ of Sn which does not pass through the north
pole en+1 because of the condition ρ 6= ψn+1. The image of this subsphere, under the
stereographic projection, is a hypersphere in Rn and from Lemma 2.1 its center and
radius respectively are given as in the right hand side of (3.1). Finally, we identify
this hypersphere with its corresponding point in Rn × R+.
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Figure 3: In the two images below the red part on the surface Σ is the upper connected
component of Σ \Σ′. The two black segments which are tangent to Σ are the cone CΣ and
the red part on the unit circle is the projection set ΠΣ. Of course, these images are two
dimensional sections of the corresponding surfaces in higher dimensions.
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Definition 3.2. For a closed, smooth hypersurface Σ in Rn+1, which is contained
inside Sn, define its surface map ΦΣ by
ΦΣ : Σ \ Σ′ → Rn+1,ΦΣ(x) = Ψ (ψx, ρx)
where ψx ∈ Sn and ρx ≥ 0 are respectively the normal and distance, from the origin,
of the tangent plane Hx(Σ) of Σ at x (the sign of ψx is chosen such that ρxψx ∈ Hx(Σ)
and in case where ρx = 0 one can choose any sign for ψx).
Remark 3.3. Similarly to the function Ψ the surface map ΦΣ operates as follows. For
each point x in Σ we consider its tangent plane Hx(Σ) and then intersect it with the
unit sphere Sn. Observe that since Σ is contained inside Sn this intersection in never
empty. This intersection is a subsphere in Sn which is then projected to a hypersphere
in Rn by the stereographic projection Λ. Finally, the projected hypersphere is being
identified with a point in Rn+1 corresponding to its center and radius respectively.
Remark 3.4. Observe that for a closed, smooth hypersurface Σ in Rn+1, which is
contained inside Sn, ΦΣ is defined on Σ \ Σ′ rather than on the whole of Σ. This is
because on Σ′ the tangent hyperplanes pass through the north pole en+1 and thus
their intersections with Sn will be spheres that also pass through en+1. However, in
this case the stereographic projection Λ will map each such sphere to a hyperplane
in Rn rather than to a hypersphere.
Remark 3.5. Let f and g be continuously differentiable functions, defined on Sn and
Rn respectively, which are related by equation (2.3) and let Σ be a closed, smooth
hypersurface which is contained inside Sn. Then, the spherical transform Sf of f is
given on the set of subspheres obtained by intersections of tangent planes to Σ \ Σ′
with Sn if and only if the spherical mean transform Rg of g is given on the image
ΦΣ(Σ \ Σ′) of Σ \ Σ′ under ΦΣ.
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The second main result of this paper is the following.
Theorem 3.6. Let Σ be a hypersurface in Σ and let V be a connected component of
Σ\Σ′ (Σ′ is the set of singularity of Σ) which is simply connected and regular. Then,
the image ΦΣ(V) of V under ΦΣ is a space like surface.
Observe that if Σ is a hypersurface in Σ, i.e., axially symmetric and has a simply
connected interior, then in dimension greater than two the connected components
of Σ \ Σ′ which are simply connected are exactly the upper and lower components
(i.e., the connected components which intersect the coordinate axis xn+1). Hence,
as a corollary we obtain that if the upper connected component U of Σ \ Σ′ is also
regular then its image under ΦΣ will be space like. Intuitively, it is clear that the
other connected components cannot be mapped by ΦΣ to a space like surface since
their boundary is not connected while one can think of a space like surface of having
a connected boundary at infinity.
Let us explain intuitively why the regularity condition is needed in Theorem 3.6
and for simplicity let us restrict our discussion only to the two dimensional plane.
First, we say that a path function γ : I → R2 is well-ordered of degree k ≥ 1 if
γ is k times continuously differentiable and γ(i)(t) 6= 0¯, t ∈ I, i = 1, ..., k. Secondly,
observe that if the path function γ is well-ordered of degree k ≥ 1 then in particular
we have that γ′(t) 6= 0¯, t ∈ I, and thus we can all ways assume that γ is parameterized
in unit speed, i.e., the condition |γ′(t)| = 1 is satisfied for every t ∈ I.
Returning to our discussion of the regularity condition in Theorem 3.6, observe
that since the definition of the map ΦΣ involves the concept of the tangent plane,
which itself involves the concept of a derivative, it follows that if γ is well ordered of
degree k then ΦΣ ◦γ will be well ordered of degree k−1. That is, the map ΦΣ reduces
the degree of well-orderedness of γ by one. Hence, if Σ∗ is a smooth subcurve of Σ,
which is parameterized by γ, and we only know that γ is well-ordered of degree one
then the derivative of ΦΣ ◦ γ can vanish at some point which will imply in particular
that ΦΣ(Σ
∗) might not have a tangent line at that point and hence it will not be space
like. However, this is where the regularity condition comes in order to guarantee the
smoothness of ΦΣ(Σ
∗). Indeed, if γ is parameterized in unit speed then the condition
γ′1(t)γ
′′
2 (t)− γ′′1 (t)γ′2(t) 6= 0 is equivalent to γ′′(t) 6= 0¯, i.e., γ is well ordered of degree
2 which will imply that ΦΣ ◦ γ is a well-ordered path function of degree one and
thus ΦΣ(Σ
∗) is smooth (i.e., has a tangent line at each point). In other words, when
restricted to regular curves the map ΦΣ is a diffeomorphism, i.e., the image of a
regular curve under ΦΣ contains no ”spikes”.
On a geometrical level the regularity condition on the subcurve Σ∗ implies that
it is locally convex at every point. Indeed, in the two dimensional case local con-
vexity of a curve Σ∗ at a point p is equivalent to the condition that there exists a
neighborhood of p such that no two points in Σ∗ in this neighborhood have parallel
tangent lines (of course these conditions are not equivalent in higher dimensions).
The regularity condition guarantees that this last condition is satisfied. Indeed, let γ
be a parametrization of Σ∗ satisfying the condition γ′1(t)γ
′′
2 (t)−γ′′1 (t)γ′2(t) 6= 0 and for
the point p assume that γ(t0) = p. Since at least γ
′
1(t0) or γ
′
2(t0) are different from
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zero let us assume with out loss of generality that γ′1(t0) 6= 0 and the last inequality
is thus true in a neighborhood of t0. Hence, for the function s(t) = γ
′
2(t)/γ
′
1(t) the
regularity condition implies that its derivative is different from zero in a neighborhood
of t0 which implies that s(t) is injective in a neighborhood of t0. But since s(t) is the
slope of the tangent lines of points in a neighborhood of p this equivalently means
that no two tangent lines in this neighborhood can have the same slope, i.e., they are
not parallel.
Finally, in our case the regularity condition implies local convexity for regular
connected components of Σ \Σ′ in higher dimensions since these components are ob-
tained as a surface of revolution of a regular curve.
For the proof of Theorem 3.6 we need to find the explicit form of ΦΣ in case where
the hypersurface Σ, given as in Theorem 3.6, is the set of solutions of F (x) = 0. In
this case, if Hx(Σ) = {y ∈ Rn+1 : y · ψ = ρ} is the tangent plane to Σ at x ∈ Σ then
we have that
ψ =
∇F (x)
|(∇F )(x)| , ρ =
x · ∇F (x)
|(∇F )(x)| or ψ = −
∇F (x)
|(∇F )(x)| , ρ = −
x · ∇F (x)
|(∇F )(x)| (3.2)
where the sign is chosen so that ρ ≥ 0. In either case it can be easily seen that this
does not change the right hand side of equation (3.1) in the definition of Ψ. Also,
Hx(Σ) passes through en+1 if and only if x · ∇F (x) − Fxn+1(x) = 0. Hence, using
formula (3.1) for Ψ and equation (3.2) we obtain the following corollary.
Corollary 3.7. If a closed, smooth hypersurface Σ in Rn+1, which is contained inside
Sn, is given by the equation Σ : F (x) = 0, then the surface map ΦΣ is given by
ΦΣ : Σ \ Σ′ → Rn+1 where Σ′ = {x ∈ Σ : x · ∇F (x)− Fxn+1(x) = 0},
ΦΣ(x)
=
(
Fx1(x)
x · ∇F (x)− Fxn+1(x)
, ...,
Fxn(x)
x · ∇F (x)− Fxn+1(x)
,
√|∇F (x)|2 − (x · ∇F (x))2∣∣x · ∇F (x)− Fxn+1(x)∣∣
)
.
(3.3)
Example 3.8. Let Σ be the hypersphere
Σ : F (x) = |x− λω|2 − r2 = 0
in Rn+1 with radius r and center at λω where ω ∈ Sn and where 0 ≤ r < 1− λ (the
last condition guarantees that Σ is contained inside Sn). From Corollary 3.7 we have
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Figure 4: On the two dimensional plane let us consider the hypersurface Σ which is
parameterized by the path function γ : [−pi, pi) → R2, γ(θ) = r(θ)eiθ, where r(θ) =
0.9 · (0.5 + 0.2 · sin(3θ + 3.1)). The set Σ \ Σ′, where Σ′ is the singularity set of Σ, consists
of six connected components (see image on the left) and thus ΦΣ(Σ \ Σ′) consists also of
six components (see the image on the right). Observe that in the connected components of
ΦΣ(Σ \ Σ′) only the red part is a space like curve. This is because it is the only connected
component whose inverse image under ΦΣ is a regular subcurve. The other connected com-
ponents are obtained as the image of ΦΣ ◦ γ on a domain for which there exists a point θ
such that γ′1(θ)γ′′2 (θ)− γ′′1 (θ)γ′2(θ) = 0.
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
ΦΣ : {x ∈ Rn+1 : |x−λω|2−r2 = 0, r2−λ2 +λ(ω ·x)−xn+1 +λωn+1 6= 0} → Rn+1
ΦΣ(x)
=
(
x1 − λω1
r2 − λ2 + λ(ω · x)− xn+1 + λωn+1 , ...,
xn − λωn
r2 − λ2 + λ(ω · x)− xn+1 + λωn+1 ,√
r2 − (r2 − λ2 + λ(x · ω))2
|r2 − λ2 + λ(ω · x)− xn+1 + λωn+1|
)
.
If ω∗ = (ω1, ..., ωn) denotes the orthogonal projection of ω into Rn then by stan-
dard considerations one can prove that the image ΦΣ(Σ \ Σ′) of Σ \ Σ′ under ΦΣ
has the algebraic representation as the union of the following two ”upper” elliptic
hyperboloids
A(yn+1 ±B)2 −C
(
ω∗√
1− ω2n+1
· y¯
)2
−D
|y¯|2 −( ω∗√
1− ω2n+1
· y¯
)2 = 1, yn+1 > 0
where y¯ = (y1, ..., yn) and if we denote
Q =
√
1− r + λωn+1
1 + r − λωn+1 , P =
√
1 + r + λωn+1
1− r − λωn+1 , L = r + λ
√
1− ω2n+1
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then A = 4/(Q+ P )2, B = (Q− P )/2 and
C =
(√
1− L2 −BL
)2
A− L2, D =
(√
1− r2 −Br
)2
A− r2.
In particular, in case where λ = 0 (i.e., Σ is a hypersphere with center at the origin
and radius r) we have that
ΦΣ(Σ \ Σ′) :
(
yn+1 ± r√
1− r2
)2
− y21 − ...− y2n =
1
1− r2 , yn+1 > 0.
Observe that when λ = 0 then Σ is axially symmetric and, as according to Theo-
rem 3.6, the images under ΦΣ of the two connected components of Σ \ Σ′, which are
regular and simply connected, are indeed space like.
4 Proofs of the Main Results
We begin with the proof of Theorem 3.6 since, as discussed above, Theorem 3.1 is
based on its main result. The proof of Theorem 3.6 is based on the following lemma.
Lemma 4.1. Let Σ be a closed, smooth and connected curve in R2 which is contained
inside the unit circle and let Σ′ be its set of singularity. Then, if V is a connected
component of Σ \ Σ′ which is also regular then its image V ′ = ΦΣ(V) under ΦΣ is a
space like curve.
Proof. First observe that since V is connected and ΦΣ is continuous on Σ \ Σ′ (and
in particular on V) it follows that V ′ = ΦΣ(V) is also connected. Secondly, since the
boundary points of V are mapped to infinity by ΦΣ it follows that V ′ contains no
boundary points. Hence, all is left is to prove that V ′ is smooth, i.e., has a tangent
line at each point, and that it is space like, i.e., the normal to each tangent line is
contained inside the set x22 − x21 ≥ 0.
Let us denote by F = 0 the equation which defines the curve Σ. Since V is regular
it follows that it can be parameterized by a twice continuously differentiable path
function γ : I → R2 satisfying γ′1(t)γ′′2 (t)− γ′′1 (t)γ′2(t) 6= 0, t ∈ I. Since V is contained
in Σ it follows that F (γ1(t), γ2(t)) = 0, t ∈ I and hence by taking the derivative with
respect to t we obtain
∂1F (γ1(t), γ2(t))γ
′
1(t) + ∂2F (γ1(t), γ2(t))γ
′
2(t) = 0, t ∈ I. (4.1)
Now, let p be a point in V ′ and our aim is to show that V ′ is smooth and space
like in p (i.e., has a tangent line in p whose normal is contained in x22 − x21 ≥ 0).
Let t0 be a point in I such that ΦΣ(γ(t0)) = p. Since Σ is smooth it follows that
either ∂1F (γ1(t0), γ2(t0)) or ∂2F (γ1(t0), γ2(t0)) are different from zero and let us as-
sume, without loss of generality, that ∂1F (γ1(t0), γ2(t0)) 6= 0. By taking into account
equation (4.1) this implies that γ′2(t0) 6= 0 and thus in a neighborhood of t0 we have
⇒ ∂2F (γ1(t), γ2(t))/∂1F (γ1(t), γ2(t)) = −γ′1(t)/γ′2(t). (4.2)
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Returning to the curve V , observe that since Σ is defined by the equation F (x1, x2) = 0
we have, from the definition of the map ΦΣ in Corollary 3.7, the following parametriza-
tion
V ′ =
{(
Fx1(x)
x · ∇F (x)− Fx2(x)
,
√|∇F (x)|2 − (x · ∇F (x))2
|x · ∇F (x)− Fx2(x)|
)
: x = (x1, x2) ∈ V
}
(4.3)
of V ′. From the parametrization of V we can replace, in the right hand side of
equation (4.3), the variable x with γ(t) = (γ1(t), γ2(t)). Thus, using equation (4.2) it
follows that in a neighborhood of t0 we have the following parametrization of V ′ in a
neighborhood of the point p:
V ′ :
(
Fx1(γ(t))
γ(t) · ∇F (γ(t))− Fx2(γ(t))
,
√|∇F (γ(t))|2 − (γ(t) · ∇F (γ(t)))2
|γ(t) · ∇F (γ(t))− Fx2(γ(t))|
)
=
(
γ′2(t)
γ1(t)γ′2(t)− γ2(t)γ′1(t) + γ′1(t)
,
√
[γ′1(t)]2 + [γ
′
2(t)]
2 − (γ1(t)γ′2(t)− γ2(t)γ′1(t))2
|γ1(t)γ′2(t)− γ2(t)γ′1(t) + γ′1(t)|
)
.
(4.4)
By taking the derivative, with respect to t, of this parametrization it follows that the
tangent line of V ′ at the point p = ΦΣ(γ(t0)) has the direction
ν(t0)
= K(t0)
(
1− γ2(t0),±γ1(t0)(γ1(t0)γ
′
2(t0)− γ′1(t0)γ2(t0)) + γ1(t0)γ′1(t0) + γ2(t0)γ′2(t0)− γ′2(t0)√
[γ′1(t0)]2 + [γ
′
2(t0)]
2 − (γ1(t0)γ′2(t0)− γ2(t0)γ′1(t0))2
)
,
where
K(t) =
γ′1(t)γ
′′
2 (t)− γ′′1 (t)γ′2(t)
(γ1(t)γ′2(t)− γ2(t)γ′1(t) + γ′1(t))2
.
Now, this is the crucial part where we use the fact that V is regular which translates
to the condition that γ′1(t)γ
′′
2 (t)− γ′′1 (t)γ′2(t) 6= 0 and thus K(t) 6= 0.
Observe also that K(t) is finite, i.e, γ1(t)γ
′
2(t) − γ2(t)γ′1(t) + γ′1(t) 6= 0 since the
last inequality is exactly the condition that the tangent lines of the image of the
path function (−γ1(t), γ2(t)) (i.e., the reflection of V with respect to the x2 axis) do
not pass through the north pole e2. This can be easily seen to be equivalent to the
condition that the tangent lines of V , which is parameterized by (γ1(t), γ2(t)), do not
pass through the north pole e2 which is the case since no point in Σ
′ is in V .
Hence, since 1−γ2(t0) > 0 (since γ(t) is contained inside the unit circle) it follows
that ν(t0) is finite and satisfies ν(t0) 6= 0¯ and thus V ′ has a tangent line at p. To show
that V ′ is space like in p let us define
h1(t) = (1− γ2(t))
√
[γ′1(t)]2 + [γ
′
2(t)]
2 − (γ1(t)γ′2(t)− γ2(t)γ′1(t))2,
h2(t) = ±[γ1(t)(γ1(t)γ′2(t)− γ′1(t)γ2(t)) + γ1(t)γ′1(t) + γ2(t)γ′2(t)− γ′2(t)]
then it can be easily verified that
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h21(t)− h22(t) = (1− γ21(t)− γ22(t))(γ1(t)γ′2(t)− γ′1(t)γ2(t) + γ′1(t))2 ≥ 0.
Hence, since p is arbitrary it follows that V ′ is a space like curve.
Observe that, in the two dimensional case, Lemma 4.1 is slightly stronger than
Theorem 3.6 since the condition that Σ must be axially symmetric is relaxed.
In higher dimensions Theorem 3.6 follows from Lemma 4.1 as follows. Let Σ0 be
the two dimensional curve in R2 obtained by intersecting Σ with the two dimensional
plane H spanned by e1 and en+1 and let Σ′0 be its set of singularity. If V is simply
connected and regular then it follows that the intersection of V with H is a subcurve
V0 of Σ0 which must be symmetric with respect to the second coordinate axis (since V
is axially symmetric), connected (since V is simply connected) and regular (since V is
regular and is the surface of revolution of V0). That is, V0 is a connected component
of Σ0 \Σ′0 which is regular and thus by Lemma 4.1 its image ΦΣ0(V0) under ΦΣ0 is a
space like curve which is also symmetric with respect to the second coordinate axis
(since V0 is symmetric). Hence, since the image ΦΣ(V) of V under ΦΣ is the surface
of revolution of ΦΣ0(V0) it follows that ΦΣ(V) is also space like and is also smooth
since ΦΣ0(V0) is symmetric (i.e., when revolving ΦΣ0(V0) with respect to the second
coordinate axis the resulting surface does not intersect itself). This proves Theorem
3.6.
For the proof of Theorem 3.1 we will also need the following two auxiliary lemmas.
The first lemma, proved in [3, Chap VI], is a uniqueness theorem for functions which
satisfy the Darboux’s equation and vanish, with their first order derivatives, on a
subdomain of the hyperplane t = 0. The method of its proof can be easily extended
to any smooth, space like surface. We present and prove this modified extended result
in Lemma 4.2 below for the reader convenience. Before proving Lemma 4.2 we make
the convention that a point (p, pn+1) ∈ Rn × R+ is ”above” a surface S ⊂ Rn × R+
if the segment [(p, 0), (p, pn+1)] intersects S and the segment [(p, pn+1), (p,∞)] does
not.
Lemma 4.2. For a continuous function f , defined on Rn, let Rf be its spherical mean
transform and assume that Rf vanishes, together with its first order derivatives, on
a space like surface S ⊂ Rn × R+. Then, if (p, pn+1) ∈ Rn × R+ is a point above S
then Rf vanishes at this point.
Proof. For abbreviation we denote by R the spherical mean transform Rf of f . Let
us define the normalized spherical mean of f by Q(x, t) = t1−nR(x, t). Observe that
R vanishes, together with its first order derivatives, on S if and only if the same is
true for Q and that R vanishes at (p, pn+1) if and only if the same is true for Q.
Hence, our aim is to show that Q vanishes at (p, pn+1) given the assumption that it
vanishes on S with its first order derivatives.
The normalized spherical mean transform Q(x, t) is known to satisfy the Dar-
boux’s equation (see [1, 3, 12])
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L [Q] (x, t) =
(
∂2t +
n− 1
t
∂t −∆x
)
Q(x, t) = 0.
Hence, in particular we have the identity
0 = −2QtL[Q] = 2
n∑
i=1
(QtQxi)xi −
[
n∑
i=1
Q2xi +Q2t
]
t
− 2(n− 1)
t
Q2t . (4.5)
Let P be the right circular cone with the apex at (p, pn+1). Then, if G is the bounded
domain between P and S, P ′ is the domain on the boundary of G which belongs to
P and S ′ is the domain on the boundary of G which belongs to S then by integrating
identity (4.5) on G and using the divergence theorem we have
0 =
∫
G
[
2(n− 1)
t
Q2t +
[
n∑
i=1
Q2xi +Q2t
]
t
− 2
n∑
i=1
(QtQxi)xi
]
dxdt
=
∫
G
[
2(n− 1)
t
Q2t
]
dxdt+
∫
P ′
[[
n∑
i=1
Q2xi +Q2t
]
nˆt − 2
n∑
i=1
(QtQxi)nˆxi
]
dP ′
+
∫
S′
[[
n∑
i=1
Q2xi +Q2t
]
nˆt − 2
n∑
i=1
(QtQxi)nˆxi
]
dS ′. (4.6)
By our assumption, all the derivatives of Q vanish on S, and in particular on S ′,
and thus the third integral in the right hand side of equation (4.6) vanishes. On the
second integral the normal nˆ = (nˆx1 , ..., nˆxn , nˆt) to P
′ satisfies nˆ2t = nˆ
2
x1
+ ... + nˆ2xn .
Thus, on P ′ we have the following identity[
n∑
i=1
Q2xi +Q2t
]
nˆt − 2
n∑
i=1
(QtQxi)nˆxi =
1
nˆt
n∑
i=1
(Qxinˆt −Qtnˆxi)2 .
Now, observe that since the surface S is space like and the point (p, pn+1) is above S
then, for the domain G, the exterior normals at its boundary points which belong P ′
are pointing upward. That is, P ′ is the ”upper” part of the boundary of G and S ′ is
its ”lower part”. Hence, nˆt ≥ 0 on P ′ and thus the integrand in the integral on P ′ in
the right hand side of equation (4.6) is nonnegative. Observe also that the integrand
on G is also nonnegative since Q2t ≥ 0 and t ≥ 0 (because G ⊂ Rn×R+). Thus, both
integrands vanish on their domain of integration respectively, i.e.,
1
nˆt
n∑
i=1
(Qxinˆt −Qtnˆxi)2 = 0, (x, t) ∈ P ′, (4.7)
n− 1
t
Q2t (x, t) = 0, (x, t) ∈ G. (4.8)
Since P ′ ⊂ G it follows in particular, from equation (4.8), that if n ≥ 2 then Qt
vanishes on P ′ and thus from equation (4.7) we have Qxi(x, t) = 0, i = 1, ..., n for
every (x, t) ∈ P ′ (the case where n = 1, where the Darboux’s equation coincides
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with the wave equation, is even simpler, see [3, Chap VI, p. 643]). Hence, all the
first order derivatives of Q vanish on P ′ and thus Q is constant on P ′. Indeed, if
ϕ : A→ P ′(A ⊂ Rn) is a parametrization of P ′ then for the function U(x) = Q(ϕ(x))
we have, by the chain rule, that Ux1 = ... = Uxn = 0. Thus, U is constant on A
which is equivalent to the fact that Q is constant on P ′. Finally, since Q is constant
on P ′ and vanishes on the intersection of P ′ with the surface S then it follows that
Q vanishes on P ′. Since (p, pn+1) ∈ P ′ it follows in particular that Q vanishes on
(p, pn+1). This finishes the proof of Lemma 4.2.
For the proof of the second lemma we introduce the following map
Ψ1 : B(0, 1) \ S0 → Rn × R+,Ψ1(x) = Ψ
(
x
|x| , |x|
)
.
The map Ψ1 acts as follows: for a point x in B(0, 1) \ S0 we consider the unique
hyperplane whose closest point to the origin is x (since x 6= 0 this hyperplane is
well defined). This hyperplane intersects Sn at a subsphere which is then projected
into a subsphere in Rn by using the stereographic projection. Finally, we identify
this projected sphere with the point in Rn × R+ which corresponds to its center and
radius respectively.
Observe that for points x = ρψ in the punctured sphere S0 \ {0¯} we have that
ρ = ψn+1. That is, these are the closest distance points, to the origin, of hyperplanes
that pass through the north pole en+1. Hence, the values Ψ(ψ, ρ) are not defined for
these points and hence we have to omit them from the domain of definition of Ψ1.
The point x = 0¯ is also omitted since it does not determine a hyperplane in Rn+1 in a
unique way. It can be easily proved that Ψ1 maps the interior of S0 into the domain in
Rn×R+ which is above the upper hyperboloid H : x2n+1−x21− ...−x2n = 1, xn+1 > 0,
and the exterior of S0, in the unit ball B(0, 1), into the domain in Rn × R+ which is
below H (see Figure 5). Explicitly, Ψ1 is given by
Ψ1(x) =
(
x1
|x|2 − xn+1 , ...,
xn
|x|2 − xn+1 ,
|x|√1− |x|2
||x|2 − xn+1|
)
.
Lemma 4.3. Let Σ be in Σ and let U be the upper connected component of Σ \ Σ′
and assume that it is also regular. Let f be a function in C0(Sn) and suppose that
the spherical transform Sf of f vanishes on the family of subspheres Sx(Σ), x ∈ U ,
together with their infinitesimal perturbations. Then, if H is a tangent plane to U \Σ0
then f vanishes on the connected component of the set Sn\H which contains the north
pole en+1.
Proof. The following relation ΦΣ|Σ\Σ0 = Ψ1 ◦ Ψ0, which follows immediately from
the definitions of the maps ΦΣ,Ψ0 and Ψ1, will be used throughout the proof of the
lemma. Using the relation (2.2) between the spherical and spherical mean transforms
we have
(S0f)(x) = (Sf)(x/|x|, |x|) = (Rg)
(
x∗
|x|2 − xn+1 ,
|x|√1− |x|2
||x|2 − xn+1|
)
= (Rg)(Ψ1(x)),
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Figure 5: The left image below consists of the two connected parts of the domain of
definition of Ψ1. The blue part is the interior of S0 and the light blue part is its complement
in the unit disk. The right image below consists of the images of the interior of S0 and its
complement respectively under Ψ1 which are the domains above (blue part) and below (light
blue part) the upper part of the hyperboloid x2n+1 − x21 − ...− x2n = 1.
where x∗ = (x1, ..., xn) and the relation between f and g is given by equation (2.3).
Hence, we obtain that
(S0f)(x) = (Rg)(Ψ1(x)), (S0f)xi(x) = [(Rg)(Ψ1(x))]xi , i = 1, ..., n+ 1. (4.9)
The right hand side of equation (4.9) can be written equivalently as
∇(S0(f))(x) = JΨ1(x)T · ∇(Rg)(Ψ1(x)) (4.10)
where in the right hand side we have a matrix multiplication of the Jacobian matrix
JΨ1 of Ψ1, evaluated at the point x, and the gradient vector ∇(Rg) of Rg evaluated
at the point Ψ1(x). Now, the Jacobian of Ψ1 is given by
| det(JΨ1)(x)| = |x|||x|2 − xn+1|n+1
√
1− |x|2
and so it does not vanish in the domain of definition of S0f . Hence, if all the deriva-
tives of S0f vanish at the point x then from equation (4.10) it follows that all the
derivatives of Rg vanish at the point Ψ1(x). By assumption, the spherical transform
Sf vanishes on the family of subspheres Sx(Σ), x ∈ U , together with their infinitesimal
perturbations. Hence, from Definition 2.8 we have
(S0f)(Ψ0(x)) = 0, ∂i(S0f)(Ψ0(x)) = 0, i = 1, ..., n+ 1,∀x ∈ U \ Σ0. (4.11)
That is, all the derivatives of S0f vanish at points y = Ψ0(x) where x ∈ U \ Σ0 and
thus all the derivatives of Rg vanish at points z = Ψ1(y) = Ψ1(Ψ0(x)) = ΦΣ(x) where
19
x ∈ U \ Σ0. Also, by replacing x with Ψ0(x) in equation (4.9) we have that
(S0f)(Ψ0(x)) = (Rg)(Ψ1(Ψ0(x))) = (Rg)(ΦΣ(x)).
Thus, since, from equation (4.11), (S0f)◦Ψ0 vanishes on U \Σ0 then the same is true
for (Rg) ◦ ΦΣ. That is, Rg vanishes at each point ΦΣ(x) where x ∈ U \ Σ0.
Hence, in conclusion we obtained that Rg vanishes, with its first order derivatives,
on the image of the set U \ Σ0 under the map ΦΣ. Observe that since the image of
Σ0∩U , under ΦΣ, is a set of codimension 1 as a subset of the image U ′ := ΦΣ(U), and
since Rg is continuously differentiable, we can assume that Rg, and its first order
derivatives, vanish on the whole image U ′.
Now, let u ∈ U be any point of tangency in the intersection of U with H and let
u′ = (u′′, u′n+1) (u
′′ ∈ Rn, u′n+1 ∈ R+) be its image in U ′ under the map ΦΣ. Since, by
Theorem 3.6, U ′ is a space like surface (since U is regular and it is simply connected
because it is the upper connected component of Σ \ Σ′) it follows that each point in
the interior Pint = |t − u′n+1|2 ≥ |x − u′′|2, t ≥ u′n+1, of the right circular cone with
apex at u′ is above U ′. Hence, from Lemma 4.2 it follows that Rg vanishes at each
point in Pint. Thus, if S denotes the hypersphere in Rn with the center at u′′ and
radius u′n+1 then the last condition is equivalent to the condition that the integrals
of g vanish on each hypersphere in Rn which contains S. Since f is continuous and
vanishes in a neighborhood of en+1 it follows that g is continuous and is compactly
supported and thus from [11, Chap I, Lemma 2.7] it follows that g vanishes outside S.
From the definition of the stereographic projection Λ and the map ΦΣ it follows that
the inverse image of S under Λ is the subsphere S′ on Sn obtained by intersecting Sn
with the hyperplane H. Thus, the inverse image of the exterior of S under Λ must
coincide with one of the connected components of Sn \S′ and in fact it must coincide
with the connected component C which contains the north pole en+1 since it is the
only component which is mapped to infinity (i.e., to an unbounded set) by Λ. Now,
from the relation between the functions f and g it is clear that the support of f
coincides with the inverse image of the support of g under Λ and thus f vanishes in
C. This proves Lemma 4.3.
Proof of Theorem 3.1: For a hyperplane H in Rn+1, which intersects the unit
sphere Sn and does not pass through the north pole en+1, let us denote by S+H and S
−
H
respectively the connected components of Sn\H where S+H is the connected component
which contains en+1. Let us also denote by H
+ and H− respectively the halfspaces
generated by H which correspond to S+H and S
−
H. That is,
S+H = S
n ∩ H+, S−H = Sn ∩ H−.
Now let H0 be a tangent plane to U which passes through en+1, i.e., H0 passes
through the boundary of U . Let us denote by H+0 and H−0 the half spaces generated
by H0. This tangent plane is also tangent to the tangent cone CΣ of Σ (since both
sets contain the segment between en+1 and a boundary point of U). Hence, one of the
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half spaces H+0 or H
−
0 must contain CΣ and we can assume, without loss of generality,
that this is the half space H−0 . Let us also denote S
+
H0
= Sn ∩H+0 and S−H0 = Sn ∩H−0 .
Now, since H+0 passes through the north pole en+1 we cannot use Lemma 4.3 for
this tangent plane. However, since H0 passes through the boundary of U it follows
that there is a series of tangent planes {Hi}i of U which converge to H0 and do
not pass through en+1. By taking a subsequence we can assume that none of these
tangent planes pass through the origin (i.e, these are tangent planes to points on
U \Σ0). Indeed, otherwise it follows that H0 also passes through the origin and since
it also passes through en+1 and is tangent to U it follows, since U is axially symmetric,
that U must intersect itself. However, by the assumption on smoothness on Σ this is
impossible.
Now, let us consider the subsequence of tangent planes {Hi}i which intersect the
segment l between −en+1 and en+1 and the complement subsequence. Since at least
one of these subsequences is infinite then by passing again to a subsequence we have
the following two possibilities:
• Each tangent plane Hi intersects the segment l.
In this case, since {Hi}i converge to H0 and H0 intersects the segment l only at
the point en+1, it follows that each hyperplane Hi intersects l at a point ai such that
ai → en+1. Hence, it follows that each half space H+i of Hi, which contains the north
pole, contains only an infinitesimally small neighborhood of en+1 in the segment l
(more specifically, this neighborhood is the segment [ai, en+1]). Since the interior of
the cone CΣ contains the whole segment l \ {±en+1} and since {Hi}i converge to a
tangent plane of CΣ it follows that as i→∞ the intersection of H+i with the interior
of CΣ converges to the empty set. Hence, the sequence of half spaces H
+
i ”converge”
to the half space H+0 of H0 which does not contain CΣ. Now, using Lemma 4.3
the function f vanishes on each connected component S+Hi of S
n \ Hi obtained by
intersecting Sn with the half space H+i . Hence, since the family of half spaces {H+i }i
converge to the half space H+0 and S
+
Hi
= Sn ∩ H+i , S+H0 = Sn ∩ H+0 it follows that
the family of sets {S+Hi}i converges to S+H0 and thus f vanishes on this set. Now,
we can repeat the above argument for every rotation H′0 of H0, which preserves the
last coordinate xn+1, and use the fact that since U is axially symmetric we will have
the same behavior of the tangent planes which approach H′0 (i.e., each tangent plane
intersects l). Hence, we can conclude that f vanishes on each rotation of S+H0 , which
preserves the last coordinate axis xn+1, and use the fact that the union of these sets,
which is obtained by rotating S+H0 , covers the exterior of the cone CΣ in the sphere
Sn. That is, f is supported on the projected set ΠΣ of the cone CΣ.
Hence, we are only left with the following possibility:
• Each tangent plane Hi does not intersect the segment l.
Using exactly the same argument as above we can prove that f vanishes on S−H0 .
Observe that S−H0 = S
n ∩ H−0 where H−0 is a half space which contains the cone CΣ.
Hence, if H∗ = K(H0), where K is the map (x∗, xn+1) 7→ (−x∗, xn+1), then by simple
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Figure 6: The left image corresponds to the case where the series {Hi}i converges to H0,
each plane in this series is tangent to a point in U (the red part) and also intersects the
segment l. The right image corresponds to the case where these planes do not intersect l.
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geometrical considerations it can be easily proved that H−0 contains the set S
+
H∗ which
is obtained by intersecting Sn with the half space H+∗ which does not contain CΣ.
Thus S+H∗ ⊂ S−H0 and in particular f vanishes on S+H∗ . As in the previous case by
rotating S+H∗ we can prove that f is supported on ΠΣ. This finishes the proof of
Theorem 3.1.

References
[1] L. A´sgeirsson, U¨ber eine Mittelwertseigenschaft von Lo¨sungen homogener linearer
partieller Differentialgleichungen 2. Ordnung mit konstanten Koefficienten. Math.
Ann. 113, 321-346, 1937.
[2] T. N. Bailey, M. G. Eastwood, A. R. Gover and L. J. Mason, Complex analysis
and the Funk transform. Journal of the Korean Mathematical Society, 40, no. 4,
577-593, 2003.
[3] R. Courant and D. Hilbert, Methods of Mathematical Physics. Volume II, Partial
Differential Equations, Interscience, New York, 1962.
[4] P. Funk, U¨ber eine geometrische Anwendung der Abelschen Integralgleichung.
Math. Ann. 77(1), 129-135, 1915.
[5] P. Funk, U¨ber Fla¨chen mit lauter geschlossenen geoda¨tischen Linien (on surfaces
with louder closed geodesic lines). Math. Ann., vol. 74, pp. 278-300, 1913.
22
[6] I. M. Gelfand, S. G. Gindikin, and M. I. Graev, Integral geometry in affine and
projective spaces. Itogi Nauki Tekh., Ser. Sovrem. Probl. Mat. 16 (1980), 53-226,
translated into English in J. Sov. Math. 18, 39-167, 1980.
[7] I. M. Gelfand, S. G. Gindikin and M. I. Graev, Selected topics in integral geometry.
Translations of Mathematical Monographs, AMS, Providence, RI, 2003.
[8] S. Gindikin, J. Reeds, and L. Shepp. Spherical tomography and spherical integral
geometry. In E. T. Quinto, M. Cheney, and P. Kuchment, editors. Tomography,
Impedance Imaging, and Integral Geometry, volume 30 of Lectures in Appl. Math,
pages 83-92. South Hadley, Massachusetts, 1994.
[9] R. Hielscher and M. Quellmaltz, Reconstructing a function on the sphere from its
means along vertical slices. Inverse Probl. Imaging 10(3), 711-739, 2016.
[10] S. Helgason, Integral geometry and Radon transforms. Springer, New York-
Dordrecht-Heidelberg-London, 2011.
[11] S. Helgason. The Radon transform, Birkhauser, Basel, 1980.
[12] F. John, Plane waves and spherical means, applied to partial differential equa-
tions. Dover 1971.
[13] S. G. Kazantsev, Funk-Minkowski transform and spherical convolution of Hilbert
type in reconstructing functions on the sphere. Siberian Electronic Mathematical
Reports, Vol. 15, pp. 1630-1650, 2018.
[14] V. P. Palamodov, Exact inversion of Funk-Radon transforms with non-algebraic
geometries. arXiv:1711.10392, 2017.
[15] V. P. Palamodov, Reconstruction from integral data. Monographs and Research
Notes in Mathematics. CRC Press, Boca Raton, 2016.
[16] V. P. Palamodov, Reconstructions from integrals over non-analytic 1 manifolds.
2018.
[17] V. P. Palamodov, Reconstructive integral geometry. Monographs in Mathematics,
98. Birkhauser Verlag, Basel, 2004.
[18] M. Quellmalz, A generalization of the Funk-Radon transform. Inverse Problems
33, no. 3, 025013, 2017.
[19] M. Quellmalz, The Funk-Radon transform for hyperplane sections through a com-
mon point. arXiv:1810.08105, 2018.
[20] B. Rubin, Reconstruction of functions on the sphere from their integrals over
hyperplane sections. arXiv:1810.09017, 2018.
[21] Y. Salman, Recovering functions defined on the unit sphere by integration on a
special family of sub-spheres. Anal. Math.Phys., 7(2):165-185, 2017.
23
[22] Y. Salman, Recovering functions defined on Sn−1 by integration on subspheres
obtained from hyperplanes tangent to a spheroid. arXiv:1704.00349, 2017.
[23] O. Scherzer and G. Zangerl, Exact reconstruction in photoacoustic tomography
with circular integrating detectors II: Spherical geometry, Math. Methods Appl.
Sci., 33(15):1771-1782. 2010.
[24] V. Semyanisty, Homogeneous functions and some problems of integral geometry
in spaces of constant curvature. Soviet Math. Dokl., 2, 59-62, 1961.
24
