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Aquest document de nomenclatura de la IUPAC ha estat preparat per establir una aproximació uniforme i 
vàlida de la terminologia, notació i formulació per al calibratge en química analítica. En aquesta primera part, 
es presenten els conceptes fonamentals de calibratge, és a dir, per les relacions tant de les variables 
qualitatives com de les quantitatives (relacions entre les variables que caracteritzen certs tipus d'analits i 
senyals de mesura en certes posicions d'una funció mesurada, per una banda, i entre variables que 
caracteritzen la quantitat o la concentració de les espècies químiques i les intensitats dels senyals mesurats, 
per l'altra). Sobre aquesta base es representen els conceptes fonamentals del calibratge de component únic 
i comú dels quals són representats els models de relació y = ƒ(x) entre els senyals d'intensitats y i les 
quantitats o les concentracions x de l'analit sota unes condicions determinades. Es prepararà una 
documentació addicional que tractarà extensament les relacions entre les diverses intensitats de senyal i la 
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En general, el calibratge és una operació que relaciona els resultats d'una magnitud amb una magnitud 
donada, mesurades en un sistema en unes condicions establertes. 
 
En el procés de mesura química (PMQ [1]), les magnituds d'entrada han estat donades (facilitades) per 
magnituds analítiques que caracteritzen certs tipus d'analits (espècies químiques) q, i les seves quantitats o 
concentracions x. Les magnituds de sortida estan representats pels valors mesurats, per exemple certs 
senyals en posicions zj amb intensitats yzj. El cas comú, en el qual la relació ha estat determinada pel 
calibratge entre la quantitat d'un cert analit xqj, i un senyal d'intensitat yzj és només un cas especial de 
calibratge. 
 
En un sentit més general, el calibratge en química analítica fa referència a la relació entre una funció 
analítica x = ƒ(q) que representa els analits i les seves quantitats o concentracions en una mostra 
determinada (vegeu Fig. 1, costat esquerra) i una funció de mesura y = g(z) la qual pot ser representada per 











Fig. 1 Relació entre la funció analítica x = ƒ(q) i la funció de mesura y = g(z) 
 
 
Per tant, hi ha quatre magnituds q, x, z i y que han d'anar relacionades entre elles. La situació està descrita 
en la Fig. 2 en una representació quasi quadrimensional. El primer terme de la representació representa la 
relació entre les espècies químiques i els seus senyals característics, mentre que, a part d'això, s'estableix 
la relació entre senyal i concentració. En conjunt, aquestes relacions estableixen la composició de la mostra. 
Aquestes connexions generals estan reflectides en tres aplicacions analítiques importants: 
 
(1) Calibratge de magnituds que caracteritzen posicions típiques de senyal z (calibratge q-z) per a la 







on ƒ representa la relació funcional subjacent, ez la mesura d'error de z i L és (aproximadament) l'operador 
lineal que transforma q (magnitud específica d'un component com el nombre atòmic, el nombre de massa, o 
els valors d'energia típics) en z. 
 
(2) Calibratge de magnituds què caracteritzen la intensitat d'una resposta observada y (calibratge y-x) d'un 




on F representa la relació funcional subjacent (la funció de calibratge en un sentit més concret), ey la mesura 
d'error de y, i M és (aproximadament) l'operador lineal que transforma x en y. 
 
( ) zz                              eqLeqz +⋅≈+ƒ=  (1) 























Fig. 2  Representació quasi quadrimensional de la connexió entre el calibratge quantitatiu i qualitatiu. La relació q-z correspon a una 











on Y representa la matriu dels valors mesurats, X la matriu de les quantitats d'analit, A la sensibilitat de la 
matriu que transforma X en Y, i E és l'error de la matriu. El calibratge quantitatiu de múltiples components és 







El calibratge en química analítica és l'operació que determina la relació funcional entre valors mesurats 
(intensitat de senyal y en certes posicions de senyal zj) i magnituds analítiques que caracteritzen els tipus 
d'analits qi i les seves magnituds (contingut, concentració) x. El calibratge inclou la selecció del model (la 
seva forma funcional), l'estimació dels paràmetres del model i dels errors i la seva validació. 
 
 
2.1 Funció de calibratge per a la identificació d'espècies químiques i l'anàlisi qualitativa (calibratge q-z, 
més específicament: calibratge d'aquells paràmetres analítics que caracteritzen els tipus d'espècies 
químiques) és l'establiment d'un model (l'estimació del paràmetre i la seva validació) de relació entre z i q 




EXAY                   +⋅=  (3) 












(identificació d'espècies,  
anàlisis qualitativa) 




En la pràctica analítica, el calibratge q-z es refereix a la posició dels senyals sobre l'energia o les escales 
proporcionals a l'energia, com ara la longitud d'ona, la freqüència o la càrrega/massa dels espectròmetres, o 
les coordinades temporals dels cromatogrames, respectivament, com a model de senyal característica 
causat per les espècies químiques presents. 
 
L'operador lineal L en la identificació i l'anàlisi qualitativa pot ser [2]: 
 
(i) una funció determinista en base a les lleis naturals, z = ƒdet (q), com ara  la llei de Moseley sobre la 
dependència de les freqüències de raig X sobre el nombre atòmic [3], o 
 
(ii) una funció empírica, z = ƒemp (q), com els índexs de Kovats sobre components homòlegs en la seva 
dependència respecte les dades de retenció en cromatografia de gasos [4], o 
 
(iii) una connexió empírica, z = emp(q), representada per taules i atles, per exemple per la taula de 
Colthup sobre les vibracions característiques [5], els atles d'espectroscòpia d'emissió atòmica [6], i 
d'altres tipus de taules de longitud d'ona [7]. 
 
Mentre les relacions z = ƒdet (q) se sap que es bases en les lleis naturals, l'estimació d'una funció empírica z 
= ƒemp (q) amb el propòsit de la identificació i l'anàlisi qualitativa es fa, en general, pels mínims quadrats 
(lineals) per ajustar els valors observats de z a un conjunt de patrons de component pur o un patró de 
multicomponent (sovint mesclats en una relació “intensitat-normalització”). D'altra banda, el calibratge en 
base a les relacions empíriques z = emp(q) en la forma de taules, atles i gràfics es desenvolupen mitjançant 
la classificació dels resultats experimentals. 
 
 
2.2 Funció de calibratge per a l'anàlisi quantitativa és la determinació de les relacions funcionals entre y i 




on F és la funció de calibratge. En la majoria dels casos, la funció de calibratge s'ha de tenir en compte en 
les relacions de la resposta per a tots els constituents importants i les interferències. Llavors, y depèn del 
vector x = (xa, xb, ... xm, xn... xq) que consisteix en les quantitats de l'analit principal, xa, els components 





En les millors circumstàncies, l'equació (4) és una equació de vector lineal. L'estimació dels models d'acord 
amb l'equació (4) és objecte de disseny experimental i optimització, que s'exposes en un tercer informe. 
 
En el cas més senzill de calibratge d'acord amb l'equació (2), per a una quantitat donada de     x = xa on cap 
dels altres components i factors han estat considerats, y és una magnitud escalar. Generalment, y pot ser 




i representa un model característic, com ara un espectre d'un component pur. 
( ) y            exFy +=  (2) 
( ) y            eFy += x  (4) 
( ) ( ) ( )zexzMzy y              +=  (4a) 
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2.3 Funció d'avaluació [1, 8] 
 




donat que les relacions entre el valor mesurat y i la quantitat d'analit x han estat creades pel calibratge, com 
acostuma a passar en química analítica. No obstant, hi ha també altres tipus de procediments d'avaluació, 
per exemple en base a les lleis naturals, depenent de la naturalesa del mètode analític. La determinació de 
les quantitats d'analits pot estar basada en mesures absolutes, relatives o de referència [9]. 
 




on la sensibilitat d'A en química analítica generalment està definida com el coeficient diferencial dy/dx. En 
cas de models lineals, A ve donada per ∆y/∆x [1]. Per als tres tipus esmentats de mesures analítiques la 
sensibilitat ve donada per relacions matemàticament ben definides, com ara: 
 
(a) Mesures absolutes per a les magnituds fonamentals com la constant de Faraday i els quocients de les 
masses atòmiques i molars, respectivament; 
 
(b) Mesures definitives per a les magnituds fonamentals en combinació amb constants empíriques ben 
conegudes (transferibles) (exemples: coeficient d'absorció molar, conductivitat a dilució definida, coeficients 
de difusió per a un mitjà donat) de vegades complementades per un factor empíric (títol, per exemple); i 
 
(c) Mesures de referència directes per a la relació entre el valor mesurat i la concentració (contingut) d'un 
material de referència (R) 
 
A = yR / xR 
 
D'acord amb això, les mesures absolutes no necessiten (permanentment) calibratge3 i les mesures 
definitives i les de referència directes necessiten només una mesura de comparació (per exemple el patró 
titrimètric) o una mesura de referència (material de referència o mostra “carregada”). 
 
Per una altra banda, les mesures de referència indirectes estan basades en funcions de calibratge 




on l'ordenada a l'origen de B correspon al blanc experimental i el pendent A a la sensibilitat experimental. 
Els paràmetres A i B usualment s'estimen pel mètode dels mínims quadrats4, ey és l'error de les mesures de 
y. En la pràctica analítica, també alguns mètodes que utilitzen mesures definitives són calibrats en principi 
mitjançant estimacions pels mínims quadrats (per exemple espectrometria, polarografia) per proveir d'una 
estimació fidedigna d'A. 
 
Les funcions de calibratge corresponents a l'equació (8) no són transferibles en el decurs del temps ni 
tampoc d'un laboratori a un altre. No obstant, en cas dels mètodes de relació sense blanc lliure o de blanc 
corregit 
 
y = Ax + ey 
 
poden calibrar-se de forma robusta sota unes condicions experimentals fixades. Els coeficients de 
sensibilitat experimental (factors de sensibilitat) són transferibles en el decurs del temps i entre laboratoris, 
                                            
3
 A part del fet que tant les constants de sensibilitat A com les condicions sota les quals són vàlides (per exemple sota les quals una 
reacció es desenvolupa quantitativament) de vegades són trobades d'una manera teòrica o experimental. 
 
4
 Els mètodes gràfics encara s'apliquen de manera ocasional; recentment, les xarxes informàtiques també es fan servir per a construir 
models experimentals de calibratge, especialment en cas de relacions no lineals. 
 
( )yFx        1−=  (5) 
xAy             ⋅=  (6) 
y                    exABy ++=  (8) 
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iyˆ  
sota condicions de treball normalitzades. A causa d'aquesta transferibilitat, aquests mètodes són anomenats 
ocasionalment sense patró. Aquests mètodes sense patró han estat desenvolupats, com ara en el camp de 
l'espectrografia d'emissió òptica [10], en espectroscòpia de font de massa i flama [11] i en espectroscòpia de 
fluorescència de RX [12] per l'anàlisi semiquantitativa de multielements. Els mètodes sense patró han de 
distingir-se dels de mètodes de sense calibratge utilitzant les mesures absolutes abans esmentades [9]. 
 
 
3. CALIBRATGE  DELS  MÍNIMS  QUADRATS 
 
3.1 Model de calibratge lineal 
 
Amb la condició que els errors de mesura tinguin de mitjana zero i no estiguin correlacionats, una funció 
lineal (8) pot ser l'adequada per a la mesura dels valors mitjançant l'estimació dels mínims quadrats (MQ, o 
l'estimació ordinària dels mínims quadrats, OMQ, respectivament). 
 
Amb les relacions fonamentals 
 




(on E(yi) és l'esperat de yi) el criteri general dels mínims quadrats expressat per la suma de les desviacions 





on σi és la desviació estàndard en el punt donat i i m el número de mesures de calibratge (vegeu equació 
(20)).  
 
[La suma de quadrats prové de la funció de versemblança (L  =  (2pi)-1  σ1-1  σ2-1 ...  σn-1  exp(-½ SDQ)) com 
el producte de probabilitats que de tots els valors mesurats yi es corresponen amb els estimats tan exacte 
com sigui possible SDQ esdevé un mínim si L esdevé un màxim.] 
Nota 1: Un criteri corresponent pot ser formulat per a la determinació de x des de (sense 
error) y mitjançant l'estimat Aquest model, de tota manera, no té rellevància 
usualment en el calibratge analític. 
 
 






El símbol  significa que l'expressió de l'esquerra ha de ser un mínim. Depenent del compliment de les 
següents condicions, el criteri dels mínims quadrats ha de ser modificat segons: 
 
 








o, expressat pels estimats de σ 
 
 
( ) yiiyiii                         eyEexA  By +=++=  (10a) 




      
ˆ xA  By +=  (10b) 
iiiiyi     
ˆ
        
ˆ
          xA  Byyyd −−=−=  (10c) 










iii  /    ˆ dyySDQ  








(13)       yx σ<<σ A  














on significa la igualtat per a un risc estadístic d'error α donat. Només en aquest cas de 
homocedasticitat i si els errors en x poden ser desestimats d'acord amb l'equació (13) el criteri MQ 





i pot aplicar-se el criteri clàssic gaussià MQ (mínims quadrats normal o ordinari, MQ, MQN, o MQO). 
 
 
(2) En el cas que els errors mesurats σy variïn i s'hagi d'assumir l'heterocedasticitat (les equacions (14) no 





























En aquest cas, en el qual hi ha errors en ambdues variables, per exemple el valor mesurat i la magnitud 
analítica (concentració), la suma de dx + y2, vegeu Fig. 3, ha de ser minimitzada i dur a terme l'ajust dels 
mínims quadrats ortogonal, per exemple d'acord amb el paràgraf 3.4. Els diferents models dels mínims 
quadrats que poden ser calculats es mostren d'una manera esquemàtica en la  Fig. 3. 
 
El model que s'està utilitzant en el 
calibratge analític, depèn del compliment de 
les condicions abans esmentades y del 
procediment en el calibratge. 
 
D'acord amb l'equació (2) els calibratges 
experimentals són principalment duts a 
tterme per la mesura d'un conjunt de 
calibradors que contenen l'analit investigat 
en quantitats convenientment graduades. Si 
és possible, els analistes utilitzen materials 
les concentracions dels quals estan 
reconegudes amb màxima confiança, per 
exemple amb una alta precisió i credibilitat. 
En la pràctica analítica, els materials de 
referència certificats, patrons d'únic i 
multicomponent, i patrons de materials 










Les concentracions (continguts) dels calibradors poden ser considerades com a "vertaderes" i lliures d'error 
o es pot assumir que, d'acord amb l'equació (13), l'error aleatori de x pot ser desestimat comparat amb el de 




i els paràmetres Bx i Ax s'han d'estimar per l'algoritme gaussià dels mínims quadrats en cas  








on m és el nombre total d'experiments de calibratge (índex j) quan s'obté la funció de calibratge i amb les 
següents sumes: 







xABy            +=  
xABy  ˆ   ˆ    ˆ xx +=  
yABx  ˆ   ˆ    ˆ yy +=  
 x y ,y ,x ,y de estimats els són
 x
ˆ




(18) yxx                exABy ++=  
(19) xxxyx   /       ˆ QQA =  











el qual és una mesura de la relació entre dues variables aleatòries, no té sentit en el calibratge sota les 
condicions abans esmentades, perquè els valors de x no són magnituds aleatòries en l'experiment de 
calibratge. 
 
Nota 2: El coeficient de correlació rxy pot tenir un gran significat per a les relacions entre 
variables aleatòries, però no s'ha d'utilitzar en el calibratge [1]. 
 




donat que els requisits (1) i (2) esmentats abans són correctes. 
 
Nota 3: En realitat, la reacció entre els valors mesurats de y i la quantitat de l'analit 





on xverd és la concentració dels materials de referència (certificats) utilitzats per al 
calibratge i considerats com a vertaders (“lliures d'error”). Per altra banda, és un 
variable aleatòria afectada per errors. Tant si la condició (13) es 
compleix per xestm com si no, no pot ser fixada a priori. 
 
Del model tridimensional (i) en resulten les següents relacions bidimensionals: 
 




 per exemple d'acord amb l'equació (18), 
 




per exemple seguint l'equació (23), i 
 




(21a) ( ) ( ) mxxxxQ                           2j2j2jxx ∑∑∑ −=−=
(21c) ( ) ( ) ( ) yxmyxyyxxQ                      jjjjxy −=−−= ∑∑  
(21b) ( ) ( ) myyyyQ                           2j2j2jyy ∑∑∑ −=−=  
(22) yyxxxyxy           QQQr ⋅=  
(23) ( ) xx ˆ  /  ˆ          ˆ AByx −=  
( )estmverd  ,       xxy ƒ=  (i) 
xx ˆ  estm =  
(ii) ( ) yverdC          exy +ƒ=  
(iii) ( ) xAestm          eyx +ƒ=  
(iv) ( ) xverdVestm          exx +ƒ=  
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la qual caracteritza l'exactitud dels resultats analítics. Per la funció de validació xestm = 
xverit  – i només en aquest cas – la relació tridimensional (i) esdevé bidimensional i està 
justificat el calibratge dels mínims quadrats comú. 
 
3.2 Errors en el calibratge lineal i avaluació mitjançant l'estimació ordinària dels MQ 
 
Fonamentalment, les incerteses dels valors mesurats de y estimades per calibratge, per exemple d'acord 
amb l'equació (18), per una banda i els resultats analítics (quantitats d'analit, concentracions) estimats 
mitjançant els models de calibratge, per exemple d'acord amb l'equació (23), per l'altra difereixen les unes 
dels altres. La incertesa dels valors de y en el calibratge està caracteritzada per l'interval de confiança cnf(y) 
= ∆yc, mentre que la incertesa dels valors estimats de x és caracteritzada per l'interval de predicció prd(x) = 
∆xp. L'interval de predicció del valor mesurat de y, prd(y) = ∆yp, també juga un paper, es a dir per la definició 
del valor crític (límit de decisió), límit de detecció i límit de quantificació [1, 16-19]. 
 
La precisió de calibratge està caracteritzada pels errors especials següents 
 






Observeu que el nombre de graus de llibertat és ƒ = m – 2 en aquest cas d'un model biparamètric d'acord 
amb l'equació (8). En el cas del calibratge lineal a través de la coordinada en l'origen d'acord amb l'equació 
(9) ƒ = m – 1. 
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s  (24) 
(25) xx2 xy,B   /      / 1         Qxmss +=  
(26) xx xy,A   /       Qss =  
(27) ( ) xx2i xy,yc   /          / 1         Qxxmss −+=  
(28) ( ) xx2i xy,yp   /          / 1    1         Qxxmss −++=  
(29) ( ) xx2i xy,py   /          / 1     / 1         Qxxmnss −++=  


























Fig. 4 Recta de calibratge amb les bandes de predicció i de confiança pertinents: yup límit superior de predicció, yuc límit superior de 
confiança, ylc límit inferior de confiança, ylp límit inferior de predicció. 
 
 




Els següents intervals d'incertesa que resulten de (24) a (30) tenen un interès pràctic: 
 
 




3.2.9 Interval de predicció prd(B) d'un valor únic de B per l'equació (33) i que la mitjana de per n 
mesures repetides d'acord amb l'equació (34). Això últim, és important respecte a l'estimació del límit 





















( )ilp      ˆ     yprdyy −=
( )ilc      ˆ     ycnfyy −=
( )iup      ˆ     yprdyy += ( )iuc      ˆ     ycnfyy +=




( )B prdB     ˆ +
( )B cnfB     ˆ +
(31) 2m2f ;21f ;ye   2 ˆ −==α±= FsyCB
(322m-f ,B             )nf(c =α±= tsB B
(35( ) ( ) xx2i2mf  xy,ici  /  xx    / 1              nfc Qmtsyy ; −+±= −=α
(33( ) xx22mf  xy,   /      / 1    1                prd QxmtsBB ; ++±= −=α
(34( ) xx22mf  xy,   /      / 1    / 1                prd QxmntsBB ; ++±= −=α
ie
ˆy


















3.3 Estimació lineal dels mínims quadrats ponderats (MQP) 
 
En els casos en què aquesta homocedasticitat d'acord amb l'equació (15) no es dóna, la desviació 
estàndard estimada sy és freqüentment una funció d'una magnitud mesurada, sy = ƒ(y), en termes estrictes 
σy = ƒ[E(y)]. Això significa que la desviació estàndard pot ser una funció del valor esperat de y. En aquest 
cas, el sistema de calibratge és heterocedastic i els mínims quadrats ponderats adequats han de ser 
aplicats [20, 21]. Mitjançant la ponderació són considerades les diferents variàncies de certs punts de 













Els coeficients de calibratge són calculats d'una manera anàloga a les equacions (19) i (20) per mitjà de la 
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(38( ) ( ) ( )xx22i2mf;x,yipi    /    1//1     /          prd QAyy    m    nt  Asxx −++±= −=α
( ) ( )
 2      /  ˆ          2iw,x,y ∑ −−= myyws (43)
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Altres magnituds caracteritzant les incerteses poden ser estimades de manera anàloga de l'equació (25) a la 
(38). Alguns programes informàtics per a l'anàlisi de regressió permeten introduir una estimació de la 
dependència funcional σy = ƒ [E(y)] i realitzar una ponderació apropiada amb aquesta funció. 
 
La decisió dels mínims quadrats ponderats o no ponderats es pot buscar en base a una prova estadística o 
en base a un model teòric. 
 
 
3.4 Mínims quadrats lineals apropiats per a errors en ambdues variables (MQ ortogonal) 
 
En la Fig. 3, es donen les tres línies de calibratge. Primer, el model per estimar y per (pràcticament) valors 
















Nota 5: En química analítica, l'equació (45) generalment no té interès pràctic. Serveix només com a 
mitjà per a estimar la recta de calibratge ortogonal d'acord amb l'equació (46). 
 
 




s'ha de determinar per la minimització dels mínims quadrats ortogonal, que significa que els errors en 
ambdues variables, la dependent i la independent, són minimitzats simultàniament. Aquest calibratge dels 
mínims quadrats ortogonal s'ha d'aplicar si els valors mesurats de y i els valors analítics de x són magnituds 
afectades per errors. El model (46) no pot determinar-ho d'una manera directa però només per 
aproximacions, com ara el pendent A pot ser estimada com la mitjana geomètrica (MG) de les línies rectes 









  /  1     ˆ         ˆ /  ˆ    ˆ     i llavors AAAB  B ≠−≠
 
xABy   ˆ    ˆ    ˆ xx += (44) 
(45) yABx   ˆ    ˆ      ˆ yy +=
(46
)
xABy   ˆ    ˆ      ˆ +=
(47) [ ])ˆ tan    ˆ (tan  1/2  tan      ˆ y1x1 AAA −− +=  
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amb d'acord amb l'equació (19) i . L'estimació de B s'obté de la (46) anàlogament a la 









on m és el nombre de mesures de calibratge i g = m / 2 = h – 1 per el mateix m i                        g = (m + 1) / 
2 = h quan m no és sempre el mateix. A més, cal esmentar que el primer component principal p1 d'una 
anàlisi de component principal (ACP) [23-25] dóna una bona aproximació de la recta de calibratge 
ortogonal. 
 
S'han comparat varis models d'aproximació per als procediments del calibratge ortogonal [28], el problema 




4. PROVES  ESTADÍSTIQUES 
 
Per l'aplicació del model apropiat de calibratge, és 
important provar si les condicions donades en la secció 
3.1 es compleixen. Com a primera informació, mitjançant 
programes informàtics comercials de software es pot 
examinar visualment els errors residuals d'un model de 
calibratge donat i obtenir una preinformació del tipus 
d'errors residuals. Gràfics típics, com els mostrats en la 
Fig. 5 també donen informació de les proves que cal dur a 











4.1 Linealitat: Si el model lineal triat és l'adequat, es pot veure per la distribució de la desviació residual 
dels valors de x. En la Fig. 5a els errors de dispersió triats a l'atzar al voltant de la línia del zero indiquen que 
el model és correcte. Per altra banda, en la Fig. 5b es pot observar que els errors mostren desviacions 
sistemàtiques i sempre en el cas donat on les desviacions alternen en el camí real, això indica que el model 
lineal no és l'adequat i s'ha de triar un model no lineal. S'ha de provar la hipòtesi de la linealitat. 
 
(a) A priori (el model no lineal no actual és considerat) per comparació de les desviacions de les mitjanes 
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(mi nombre de mesures en els punts de calibratge p;                                                          usualment m1 = m2 = ... = mp, i p · mi = 
m). La prova es du a terme per la comparació del quocient (49) amb la Ff1=p–2; f2=m–p 
 
 
(b) A posteriori (comparació amb un cert model no lineal) per comparació de les desviacions estàndards 








El nombre de graus de llibertat en el cas de models lineals és ƒlin = m – 2 o m – 1, respectivament, tot 
depenent de si els dos paràmetres estan calculats d'acord amb l'equació (8) o un paràmetre d'acord amb 
l'equació (9). En el cas no lineal ƒnon en són els del model actual (per exemple d'una equació de segon grau 






per comparació amb Fα, f1-1, f2-fnon. En cada cas on el model lineal no pot ser aplicat. 
 
 
4.2 Homocedasticitat: Variàncies desiguals es reconeixen pels gràfics residuals com en la Fig. 5c, on 
freqüentment dy és una funció de x que pren forma de trompeta. En aquest cas, la prova de 
l'homocedasticitat es du a terme d'una manera senzilla mitjançant la prova de Hartley [33] (per a mi iguals en 





En els casos en què la situació no és tan clara com la representada en la Fig. 5c, s'ha d'aplicar la prova de 






on ƒ = m – p = Σ ƒi és el nombre total de graus de llibertat (p és un altre cop el nombre de punts de 
calibratge de cadascun dels mi on s'ha fet la repetició de la mesura), s2 = Σ (ƒi si2 / ƒ) la variància 
ponderada, si2 les variàncies del grup i-è (punt) amb els graus de llibertat ƒi i c és una correcció constant 
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4.3 Prova dels paràmetres de calibratge: En alguns casos, pot ser útil comparar experimentalment els 
paràmetres de calibratge A i B trobats, respectivament, amb els valors teòricament esperats α i β. Aquesta 







En relació a la validació, té interès especialment la hipòtesi nul·la α = 1 i β = 0. Les respectives hipòtesis són 




5. VALIDACIÓ  DEL  CALIBRATGE 
 
Com a norma, la veracitat dels resultats analítics és garantida per experiments de validació. El procediment 
de validació del calibratge és basa en la funció de validació (funció de recuperació) xestm = ƒ ( xverit ) vegeu 
equació (iv) secció 3.1., nota 3. S'utilitzen dues maneres pràctiques per a investigar la veracitat dels 
resultats analítics: 
 
5.1 Anàlisis de materials de referència certificats (CRM): amb contingut vertader. La funció de validació és 




on a i b són coeficients de validació amb el significat analític d'un error sistemàtic constant (b) i d'un error 
sistemàtic proporcional (a). Les estimacions de a i b poden determinar-se per les equacions (19) i (20). Per 
la prova de la hipòtesi nul·la a = 1 i b = 0 d'acord amb les equacions. (54) i (55) l'absència d'errors dels 
resultats analítics pot ser verificada. 
 
Les desviacions sistemàtiques també poden ser detectades si els corresponents intervals de confiança dels 
coeficients de variació no inclouen 0 o 1, respectivament, es representa 
 
(i) un error sistemàtic afegit si b + ∆b < 0 o b – ∆b > 0 ( b > ∆b) 
(ii) un error sistemàtic proporcional si a + ∆a < 1 o a – ∆a > 1 ( a > ∆a) 
 
 
5.2 Anàlisis d'un conjunt de mostres amb concentracions graduades per dos mètodes independents, el 
primer, I, pel qual es verifica l'error sistemàtic, en comparació directa amb un altre mètode, II, del qual se 




Perquè ambdues magnituds, xl,estm i xlI,verd són objectes d'error en aquest processament, és necessari aplicar 
els mínims quadrats ortogonals adequats d'acord amb les equacions (47), (48), anàlisi del component 
principal o, un mètode adequat més robust. Les proves de les desviacions significatives de a = 1 i b = 0 són 
dutes a terme com ja s'ha mostrat anteriorment. 
(54) 
A  /          ˆ s  At α−=
(55) B  /          ˆ s  Bt β−=
f; 
ˆ
α≥ tt  
(56) E(xestm)  =  b  +  a xverd 
(57xI,estm  =  b  +  a xII,verd 
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6. ROBUSTESA  EN  EL  CALIBRATGE 
 
Si les condicions bàsiques per a la utilització dels mínims quadrats adequats no es compleixen o si els punts 
de calibratge presenten una forta desviació (aberrants), el mètode dels mínims quadrats ordinari falla, per 
exemple els paràmetres estimats són errònis i llavors, no són representatius de la relació entre x i y. 
Considerant que la normalitat dels valors mesurats freqüentment pot obtenir-se mitjançant una transformació 
apropiada, en especial en el cas dels punts fora de calibratge [35], s'hi ha d'aplicar un calibratge robust. En 
el cas més simple, l'estimació robusta del paràmetre es pot dur a terme per mitjà de estadística no 
paramétrica. Entre tots els punts de calibratge, es calculen totes les possibles pendents   Aij = (yj – yi) · (xj – 
xi) per a j > i. Després de decidir la Aji d'acord amb l'increment dels valors, la pendent mitjana pot ser 








Les estimacions de les variàncies i els intervals d'incertesa en un calibratge robust poden extreure's de la 
literatura [35, 36]. 
 
Nota 6: Un calibratge robust correspon en 
la majoria dels casos al problema dels 
punts fora del calibratge (aberrants). Tenint 
en compte això, l'atenció ha d'anar dirigida 
cap a la linealitat de la relació en general i 
la d'aleatorietat residual. 
 
La relació entre els models més importants de 
calibratge depenent del compliment de certes 
condicions estan representades a la Figura 6 
esquemàticament. Com s'ha dit abans, l'estimació 
dels mínims quadrats ordinaris només pot ser 
aplicada si els valors mesurats són independents i 
amb una distribució normal, lliure de valors 
aberrants i caracteritzada per l'homocedasticitat. 
A més, els valors en l'anàlisi quantitativa 













Des d'un punt de vista químic, en els casos en què aparegui l'efecte matriu i els materials de referència no 
siguin els adequats (CRM) és vàlid, modificar el calibratge per mitjà de l'addició de patró a la matriu. 
(58) { }ij  med      ~ AA =
(59
)
{ }ii  ~    med      ~ xA  yB −=
 







NO Normalitat. Lluire 









  << sy
2
 


















Calibratge normal  
per mitjà de  
Mínims Quadrats Ordinaris (Gaussià) 
 
 
Fig. 6  Diferents models de calibratge depenents del compliment 
de certes condicions estadístiques i químiques. 
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7. CALIBRATGE  PER  ADDICIONS  D'ESTÀNDARD 
 
Quan l'efecte matriu apareix o és d'esperar i les mostres de calibratge de la matriu equiparada no són vàlids, 
el mètode de l'addició de patró esdevé el mètode de calibratge d'elecció. Especialment, en el cas dels 
sistemes mediambientals i bioquímics i, en general, en l'anàlisi d'ínfimes quantitats el mètode de l'addició de 
patró s'usa freqüentment. Per l'addició de solucions de patró a la mostra es crea un conjunt de calibradors i 
de mostra amb un comportament similar sempre que l'analit afegit sigui de la mateixa espècie química. 
 
El model de l'addició d'estàndard està basat en el requisit previ de què el blanc no hi aparegui o pugui ser 




on y0 és el valor mesurat de no conegut 
mostra de prova. Quantitats conegudes de 
l'analit x1 són afegides a la mostra, si es fa 
això, és recomanable utilitzar quantitats 
equimolars de xi en el rang de  x1  ≈  x0,  x2  =  
2 x1,  ..., xp  =  p x1, (freqüentment es fa servir 
p = 3 o 4). Llavors, algunes idees sobre la 







La funció de calibratge d'addició de patró (AE) 
s'estima pels mínims quadrats adequat. El 









Aquest procediment està justificat si la sensibilitat per a l'espècie química de la mostra és la mateixa que la 
de l'espècie química afegida: Ax = ∆y, ∆x = y0, x0 = (yp – y0) xp (p és el número de mostres amb addició de 










el qual és més ampli comparat amb un calibratge normal (vegeu equació 35 dividida per Ax) perquè 
l'extrapolació de xi = – x0. El nombre de mesures de calibratge m en resulten de          m0 + p · mi o m0 + Σp 
mi, respectivament, on m0 és el nombre de mesures de y0. 
(61) ( ) p0px          xyyA −=
(62) ( )0p0px                  yyyxA −⋅=
(63) ( ) ( )[ ]xx2p0x2mf;x,y00   / 2 /        /1      /            cnf QxxmAtsxx −−+±= −=α







0 x0 x0 + x1 x0 + x2 x0 + x3 
Fig. 7  Calibratge per addició de patró 
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Quan un blanc apareix, ha de ser estimat amb una quantitat suficientment àmplia de mesures de blanc i els 
valors mesurats s'han de corregir adequadament. Per cerciorar-se que el model de calibratge AE és el 
correcte, s'ha de dur a terme p ≥ 2 addicions. Només en el cas en què es coneix definitivament que el model 
lineal és el correcte, es pot fer l'addició única (repetides vegades m1). En general, la linealitat es pot provar 
d'acord amb les equacions (49) a (51). 
 
Encara que el calibratge d'addició de patró no és un mètode segur si la linealitat en l'interval x < x0 no s'ha 







S'han presentat els fonaments del calibratge en química analítica. Segons els mètodes de calibratge les 
dades poden tenir característiques estadístiques diferents. Depenent que les dades es distribueixin 
gaussianament, que la variable independent estigui lliure d'error (contingut des calibradors) i que existeixi 
homocedasticitat, el calibratge pot ser dut a terme mitjançant el mètode dels mínims quadrats normal o 
ordinari, mínims quadrats ponderats, mínims quadrats ortogonals (tractament dels errors d'ambdues 
variables), o per calibratge robust, com s'ha vist en l'esquema de la Fig. 6. 
 
En la majoria de casos pràctics, es pot aplicar el calibratge dels mínims quadrats ordinari (gaussià). S'han 
de considerar l'existència d'errors en ambdues variables i, si hi són, s'ha d'aplicar els mínims quadrats 
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