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Abstract. If g is a monotone boolean function depending on all its variables, the property that 
each prime implicant of g intersects each prime clause of g in a singleton is a well-known necessary 
condition for g to be computable by a formula with no repeated variable, and only using the 
connectives and, or. We prove that the condition is also sufficient. Our proof uses matroid theory. 
Introduction 
The set F of and-or formulas with no repeated variables is defined as follows: 
(1) each variable x is in F; 
(2) if H and K are boolean formulas in F, and no variable jointly occurs in H 
and K, then both H A K and H v K are in F. 
The family of boolean functions computed by such formulas is an interesting 
class of planar monotone functions [2,4,5, p. 931. A familiar construction (see, e.g. 
[3, p. 7171) shows that F is in 1- 1 correspondence with the family of series parallel 
graphs [6,8]. The aim of this paper is to provide a syntax-free characterization of 
the boolean functions computed by formulas in F. For the nontrivial direction we 
use (series parallel) matroid theory [S, 93. We refer to [ $71 for a background on 
boolean functions. 
Theorem. Let g : (0, 1)” + (0, 1) be a function essentially dependent on all its variables. 
Then the following conditions are equivalent: 
(i) g can be computed by an and-or formula G(x, , . . . , x,,) with no repeated 
variables ; 
(ii) g is monotone, and for each prime implicant I of g and each prime clause C of 
g, I fl C is a singleton. 
Proof. (i) implies (ii): See [ 5, Subsection 3.3.1 .I], where prime implicants and prime 
clauses are called minima! i-sets and minimal O-sets respectively. 
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(ii) implies (i): Let {C, , . . . , CP} be the set of prime clauses of g, and (I,, . . . , I”} 
be the set of prime implicants of g. Thus, in particular, each Ci is a set of variables, 
and no Ci is properly contained in any other Cj- Since, by hypothesis, g is essentially 
dependent on each variable, we have IJ Ci={X, , . . . , xn}. Further, a set I of variables 
is a prime implicant of g iti I intersects each Ci, and no proper subset of I intersects 
each Ci. Let now e be a new element, and for each i = 1,. . . , p andj = 1,. . . , q define 
Ai = Ci v (e}, Bj = Ij v (e), A=~Al,-..,Ap~, 
B={B ,,..., Bq}, M=(x, ,..., x,,,e}. 
Then B is the collection of minimal subsets B of M each containing e and satisfying 
(A n B)\{ e}.# 0 for all A in A. From [3, Theorem p. 7201, together with our 
hypothesis (ii), it follows that A is the set of circuits containing e of a uniquely 
determined binary matroid M Since for every x = x1, . . . , x,, there is a circuit in M 
containing x and e, using circuit transitivity [9, p. 302) we also have that, for any 
two elements of M there is a circuit in RI contzrining the two elements: stated 
otherwise, RI is a connected matroid. One more application of hypothesis (ii) 
together with [S, Theorem 2, p. 2371 and [ 1, proof of Lemma 2.21 yields that M is 
the matroid of a series parallel network C such that for any two edges of G there 
is a circuit containing both. Since g is the monotone function associated with the 
series parallel matroid M with distinguished edge e in the sense of [3, pp. 717,721], 
from the series parallel network G with distinguished (port) edge e and (resistor) 
edges x1 , . . . , x, we immediately obtain an and-or formula G(x, , . . . , x,)) with no 
repeated variables such that g is the boolean function computed by G. The proof 
is complete. q 
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