Reference frames are important for understanding how sensory cues from different modalities are coordinated to guide behavior, and the parietal cortex is critical to these functions. We compare reference frames of vestibular self-motion signals in the ventral intraparietal area (VIP), parietoinsular vestibular cortex (PIVC), and dorsal medial superior temporal area (MSTd). Vestibular heading tuning in VIP is invariant to changes in both eye and head positions, indicating a body (or world)-centered reference frame. Vestibular signals in PIVC have reference frames that are intermediate between head and body centered. In contrast, MSTd neurons show reference frames between head and eye centered but not body centered. Eye and head position gain fields were strongest in MSTd and weakest in PIVC. Our findings reveal distinct spatial reference frames for representing vestibular signals and pose new challenges for understanding the respective roles of these areas in potentially diverse vestibular functions.
INTRODUCTION
The vestibular system plays critical roles in multiple brain functions, including balance, posture, and locomotion (Macpherson et al., 2007; St George and Fitzpatrick, 2011) , spatial updating and memory (Israë l et al., 1997; Klier and Angelaki, 2008; Li and Angelaki, 2005) , self-motion perception , spatial navigation (Muir et al., 2009; Yoder and Taube, 2009) , and movement planning (Bockisch and Haslwanter, 2007; Demougeot et al., 2011) . More generally, vestibular information plays important roles in transforming sensory signals from our head and body into body-centered or world-centered representations of space that are important for interacting with the environment.
The parietal cortex is known to be involved in many of these functions, and vestibular responses have been found in multiple parietal areas, including the ventral intraparietal area (VIP; Bremmer et al., 2002; Chen et al., 2011a Chen et al., , 2011b , the parietoinsular vestibular cortex (PIVC; Chen et al., 2010; Grü sser et al., 1990a) , and the dorsal medial superior temporal area (MSTd; Duffy, 1998; Gu et al., 2006 Gu et al., , 2007 Page and Duffy, 2003; Takahashi et al., 2007) . Vestibular signals in these areas are integrated with other sensory and movement-related signals to form multimodal representations of space (Andersen et al., 1997) . However, a challenge for constructing these multimodal representations is that different sensory and motor signals are originally encoded in distinct spatial reference frames (Cohen and Andersen, 2002) . For example, vestibular afferents signal motion of the head in space (a head-centered reference frame), whereas visual motion signals are represented relative to the retina (an eye-centered frame; Fetsch et al., 2007; Lee et al., 2011) . Facial tactile signals are head centered (Avillac et al., 2005) , whereas arm-related premotor neurons use a more complicated relative position code (Chang and Snyder, 2010) . It has been commonly thought that multisensory neurons should represent different cues in a common reference frame (Cohen and Andersen, 2002) , but this hypothesis has been challenged by experimental findings (Avillac et al., 2005; Fetsch et al., 2007; Mullette-Gillman et al., 2005) .
Although the spatial references frames used by different regions of parietal cortex are not fully known, the literature suggests some possible differences between areas. Parietal cortex has been implicated in mediating the ''body schema,'' a spatial representation of the body in its environment Aglioti, 1997, 2010; Schicke and Rö der, 2006) . It has been proposed that area VIP serves as a multisensory relay for remapping modality-specific spatial coordinates into external coordinates (Azañ ó n et al., 2010; Klemen and Chambers, 2012; McCollum et al., 2012) . Indeed, TMS over human VIP interferes with the realignment of tactile and visual maps (Bolognini and Maravita, 2007) , as well as tactile and auditory maps (Renzi et al., 2013) across hand postures. Although these studies may suggest a world-centered representation in human VIP, they were not designed to distinguish head-, body-, and world-centered coordinates. Thus, the findings might also be explained by head-or body-centered representations.
Spatial hemineglect, a common type of parietal cortex dysfunction, involves diminished awareness of regions of contralesional space. Interestingly, reference frame experiments with neglect patients support the existence of multiple spatial representations in parietal cortex that use different reference frames (Arguin and Bub, 1993; Driver et al., 1994; Karnath et al., 1993; Vallar, 1998) . These properties were predicted from simulated lesions in a basis-function model of parietal cortex (Pouget and Sejnowski, 1997) . Remarkably, vestibular and optokinetic stimulation protocols that produce nystagmus with a slow phase toward the left side temporarily ameliorate aspects of the hemineglect syndrome, which may implicate an egocentric representation of space based on vestibular signals (Moon et al., 2006) . Thus, some researchers have suggested that hemineglect may be largely a disorder of the vestibular system (Karnath and Dieterich, 2006) . By these considerations, it is critical to better understand the spatial reference frames of vestibular signals in parietal neurons. Are vestibular responses in parietal cortex represented in the same, head-centered format as in the vestibular periphery? Or are different reference frames found in different areas, perhaps to facilitate integration with other inputs? Based on human studies (Azañ ó n et al., 2010; Bolognini and Maravita, 2007; Renzi et al., 2013) , we hypothesized that VIP might represent space in body-or world-centered coordinates. This would be in stark contrast to MSTd, where vestibular tuning is mainly headcentered with a small shift toward an eye-centered representation (Fetsch et al., 2007) . Based on spatiotemporal response properties, we previously proposed that VIP receives vestibular information through projections from PIVC (Chen et al., 2011a) . Thus, we further hypothesize that PIVC may reflect a partial transformation from head-centered to body-centered coordinates. A key feature of our approach is to dissociate body-, eye-, and head-centered reference frames by varying eye position relative to the head and head position relative to the body. Very few studies have previously attempted to separate head-and body-centered reference frames in parietal cortex (Brotchie et al., 1995; Snyder et al., 1998) and none in the context of self-motion.
We find that the spatial reference frames of vestibular signals differ markedly across areas: VIP tuning curves remain invariant in a body-centered reference frame, whereas PIVC tuning curves show an intermediate head/body-centered representation. Both of these areas differ strikingly from area MSTd, where vestibular heading tuning curves show a broad distribution spanning head-and eye-centered (but not body-centered) representations. These findings have broad implications for the functional roles of vestibular signals in parietal cortex and clearly distinguish VIP and MSTd in terms of their spatial representations of self-motion. Figure 1A ) to deliver smooth translational movements ( Figure 1C ) in the horizontal plane ( Figure 1B) , Figure 1 . Experimental Apparatus and Design (A) In the virtual reality apparatus, the monkey, field coil, projector, mirrors, and screen were mounted on a motion platform that could translate in any direction. (B) Illustration of the ten heading directions that were tested in the horizontal plane. (C) The Gaussian velocity profile of each movement trajectory (red) and its corresponding acceleration profile (green). (D) Schematic illustration of the head restraint that allows yaw-axis rotation of the head. The head-restraint ring (white) is part of the cranial implant, and attaches to the collar (black) via set screws. The collar is attached to a plate at the top of the chair (blue), with ball bearings that allow it to rotate. A stop pin can be engaged to prevent rotation of the collar and fix head orientation. A head coil is attached to the collar to track head position, and a laser mounted on top of the collar provides visual feedback regarding head position. (E) Eye-versus-Head condition. The head target (green) was located straight ahead while the eye target (orange) was presented at one of three locations: left (À20 ), straight ahead (0 ), or right (20 ).
RESULTS

Using a motion platform (
(F) Head-versus-Body condition. Both the eye and head targets varied position together, left (À20 ), straight ahead (0 ), or right (20 ), such that the eyes were always centered in the orbits. See Figure S2 for confirmation that the trunk did not rotate with the head. (G) Schematic illustration of the locations of the three cortical areas studied (PIVC, VIP, and MST). See also Figure S1 .
Neuron Vestibular Reference Frames in Parietal Cortex
we examined the spatial reference frames of vestibular heading tuning in areas PIVC, VIP, and MSTd ( Figure 1G ). In one set of stimulus conditions, the head remained fixed relative to the body and eye position varied relative to the head (Eye-versusHead condition, Figure 1E ). In the other set of conditions, eye and head positions varied together, such that eye position relative to the head remained constant, while head position relative to the body changed (Head-versus-Body condition; Figure 1F) . Our goal was to examine whether vestibular heading tuning curves of individual neurons were best represented in eye-centered, head-centered, or body-centered coordinates. Basic vestibular response properties of these neurons are described elsewhere (Chen et al., 2010 (Chen et al., , 2011a (Chen et al., , 2011b (Chen et al., , 2011c Gu et al., 2006 Gu et al., , 2007 Takahashi et al., 2007) .
Quantification of Reference Frames by Displacement Index
To quantify neural responses, we constructed peristimulus time histograms (PSTHs) for each direction of motion and each combination of eye and head positions ( Figure 2A ). Heading tuning curves were then constructed from mean firing rates computed in a 400 ms time window centered on the ''peak time'' for each cell (see Experimental Procedures and Chen et al., 2010) , as illustrated for an example VIP neuron in Figures 2B and 2C . For the Eye-versus-Head condition ( Figure 2B ), if the three tuning curves were systematically displaced from one another by an amount equal to the change in eye position (À20 , 0 , 20 ), this would indicate an eye-centered reference frame. If the three tuning curves overlapped, this would indicate a head-or body-centered frame. For the Head-versus-Body condition (Figure 2C) , if the three tuning curves were systematically displaced by amounts equal to the change in head position (À20 , 0 , 20 ) , this would indicate an eye-or head-centered frame. If the three tuning curves overlapped, this would indicate a body-centered frame. Qualitatively, the three curves for the example VIP neuron overlap nicely in both conditions ( Figures 2B and 2C) , suggesting a body-centered reference frame.
A displacement index (DI) was computed to quantify the shift of each pair of tuning curves relative to the change in eye or head position (Avillac et al., 2005; Fetsch et al., 2007) . This method finds the shift that maximizes the cross-covariance between the two curves (see Experimental Procedures) and takes into account the entire tuning function rather than just one parameter such as the peak. DI is robust to changes in the gain or width of the tuning curves and can tolerate a wide variety of tuning shapes. For the example VIP cell in Figure 2 , the mean DIs for both the Eye-versus-Head and Head-versus-Body conditions were close to zero (0.25 and 0.00, respectively), consistent with a body-centered representation of heading.
Tuning curves of typical example neurons from PIVC and MSTd are shown in Figures 3A and 3B . For the example PIVC cell ( Figure 3A) , DI values were 0.10 for the Eye-versus-Head Figure 4 . For PIVC (top row), DI values clustered around 0 in the Eye-versus-Head condition, with a mean DI of 0.00 ± 0.05 SE, which was not significantly different from 0 (p = 0.13, sign test). In contrast, DI values for PIVC clustered between 0 and 1 in the Head-versus-Body condition, with a mean of 0.27 ± 0.06, a value that was significantly greater than 0 (p < 0.0001, sign test) and significantly less than 1 (p < 0.0001). Thus, PIVC neurons generally coded vestibular heading in a reference frame that was intermediate between body and head centered.
For VIP (Figure 4 , middle row), the mean DI values were 0.06 ± 0.05 for the Eye-versus-Head condition (not significantly different from 0, p = 0.08, sign test) and 0.14 ± 0.07 for the Head-versus-Body condition (marginally different from 0, p = 0.02 but significantly different from 1, p < 0.001). Thus, the vestibular representation of heading in VIP was nearly body centered. Finally, for MSTd (bottom row), the average DI value for the Eye-versus-Head condition was 0.40 ± 0.09, which was significantly different from both 0 and 1 (p < 0.001). In contrast, the average DI for the Head-versus-Body condition was 0.89 ± 0.11 and was not significantly different from 1 (p = 0.50). MSTd neurons, therefore, generally represent vestibular information in a reference frame that is intermediate between eye and head centered.
Average DIs for the Eye-versus-Head condition did not differ significantly between PIVC and VIP (p = 0.24, Wilcoxon ranksum test), whereas average DIs differed significantly between these areas in the Head-versus-Body condition (p = 0.001). This indicates that VIP is more body centered than PIVC. Average DI values for MSTd differed significantly from both PIVC and VIP, and this was true for both the Eye-versus-Head and Head-versus-Body conditions (p < 0.001). The variance of the DI distributions was also significantly greater for MSTd than VIP and PIVC (Levene's test, p < 0.001), indicating a greater spread of reference frames across neurons in MSTd.
To better visualize the distribution of reference frames in each area, DI values from the Eye-versus-Head condition were plotted against DIs from the Head-versus-Body condition ( Figure 5 ). In this representation, body-, head-and eye-centered reference frames are indicated by coordinates (0, 0), (1, 0), and (1, 1), respectively (red, green, and blue crosses). A bootstrap method (see Experimental Procedures) was used to classify neurons as eye-, head-or body-centered (colored symbols in Figure 5 ). PIVC neurons tend to cluster between body-and head-centered representations, with 33.3% of cells classified as body centered (red), 9.1% classified as head centered (green), and none classified as eye centered. VIP neurons cluster around a bodycentered representation, with 39.7% of cells classified as body centered, 6.4% classified as head centered, and none classified as eye centered. Finally, MSTd neurons are broadly distributed between eye-and head-centered representations, with 13% of cells classified as head centered, one cell (2%) classified as eye centered (blue datum), and no neurons classified as body centered. Together, these DI analyses reveal that tuning shifts in areas VIP, PIVC, and MSTd are consistent with different spatial reference frames for vestibular heading tuning.
Individual Curve Fits
The DI analysis provides a model-independent characterization of tuning shifts. However, it does not characterize changes in response amplitude as a function of eye/head position, known as ''gain fields'' Cohen and Andersen, 2002) . To better characterize the effects of eye and head position on heading tuning, we fit a von Mises function (Equation 2) separately to each tuning curve that passed our criteria for significant tuning.
Tuning curves in all three areas were satisfactorily fit by von Mises functions, as illustrated by the example cells in Figures  6A and 6B. The goodness of fit, as quantified by R 2 values, is illustrated for each area in Figure 6C . Median values of R 2 are 0.96, 0.95, and 0.94 for PIVC, VIP, and MSTd, respectively. To eliminate bad fits from our analysis, we excluded a small minority of fits (2.4% in PIVC, 0.8% in VIP, and 1.1% in MSTd) with R 2 < 0.6 ( Figure 6C , open bars). The von Mises function has four free parameters: preferred direction ðq p Þ, tuning width (s), peak amplitude (A), and baseline response ðr b Þ. We did not observe significant changes in tuning width (s) or baseline response ðr b Þ across the population: none of the four comparisons ðs R20 À s 0 Þ, ðs L20 À s 0 Þ, ðr bR20 À r b0 Þ, and ðr bL20 À r b0 Þ revealed significant differences (t tests, PIVC: p = 0.06, 0.80, 0.17, and 0.75; VIP: p = 0.29, 0.89, 0.05, and 0.99; MSTd: p = 0.33, 0.12, 0.81, and 0.08). Thus, we focused on testing how parameters q p and A were modulated by changes in eye and head position. Figure 7A shows the average difference in preferred direction between left (À20 ) and forward (0 ) An important feature of many extrastriate and posterior parietal cortex neurons is a modulation of the amplitude of neuronal responses as a function of eye position, known as a ''gain field'' (Cohen and Andersen, 2002) . Multiple studies have documented gain fields for eye position in parietal cortex (Cohen and Andersen, 2002 ) and a few studies have also shown gain fields for hand position (Chang et al., 2009) or head position (Brotchie et al., 1995) . Are heading tuning curves in PIVC, VIP, and MSTd scaled by eye or head position?
Using the von Mises function fits, we computed the ratio of response amplitudes for left and center eye/head positions ðA L20 =A 0 Þ, as well as the ratio of amplitudes for right and center positions ðA R20 =A 0 Þ. differences between areas in the variance of the gain-field distributions. The variance of the distribution of eye position gain-field ratios was significantly greater for MSTd than for both VIP (Levene's test, p < 0.001, data pooled across A L20 =A 0 and A R20 =A 0 ) and PIVC (p < 0.001) and was greater for VIP as compared to PIVC (p < 0.01). A similar trend was seen for the variance of head position gain fields, although only the difference between MSTd and PIVC was significant (p < 0.001). Thus, MSTd tended to have the strongest gain fields (greatest departures from a ratio of 1), with PIVC having the weakest gain fields and VIP having intermediate strength effects. There was no correlation between tuning curve shifts and gain ratios on a cell-by-cell basis in any area or stimulus condition (p > 0.14). Both the Eye-versus-Head and/or Head-versus-Body conditions manipulate gaze (i.e., eye-in-world) direction, by changing eye-in-head or head-in-world, respectively. Thus, if neuronal tuning curves are scaled by a gaze position signal, the gain fields for the Eye-versus-Head and Head-versusBody conditions should be similar and thus correlated across the population. Indeed, the slope of the relationship between head and eye position gain fields in MSTd is not significantly different from unity (type II regression; R = 0.59, p < 0.001, slope = 1.02, 95% CI = [0.83, 1.22]; Figure 7B , purple symbols), suggesting that MSTd vestibular tuning curves are scaled by gaze direction. In contrast, there was no significant correlation between head and eye position gain ratios in PIVC (R = 0.11, p = 0.25; Figure 7B , black symbols), which may simply reflect the narrow range of gain ratios observed in PIVC. Finally, the correlation between eye and head gain ratios in VIP was significant but weaker than in MSTd (R = 0.38, p < 0.001, slope = 1.32, 95% CI = [1.11, 1.53]; Figure 7B , orange symbols).
Overall, these analyses indicate that gain fields, possibly driven by a gaze signal, increase in strength from PIVC to VIP to MSTd. Our main findings regarding reference frames were also confirmed by an additional analysis in which all of the data from each neuron were fit with eye-, head-, and body-centered models (Supplemental Experimental Procedures and Results; Figure S3 ). 
DISCUSSION
We systematically tested the spatial reference frames of vestibular heading tuning in three cortical areas: PIVC, VIP, and MSTd.
Results from both empirical and model-based analyses show that vestibular signals are represented differently in these three areas: (1) vestibular heading tuning in VIP is mainly body (or world) centered; (2) PIVC neurons are mostly body (or world) centered but significantly less so than in VIP; (3) MSTd neurons, in clear contrast to both VIP and PIVC, are frequently close to head centered but significantly shifted toward an eye-centered reference frame. Because the otolith organs are fixed relative to the head, vestibular translation signals in the periphery are presumably head centered. Thus, our data show clearly that vestibular heading information is transformed in multiple ways in parietal cortex, presumably to be integrated appropriately with a diverse array of other sensory or motor signals according to largely unknown functional demands.
Gain Fields
Scaling of neuronal tuning curves by a static postural signal (e.g., eye, head, or hand position) has been proposed to support neuronal computations in different reference frames (Cohen and Andersen, 2002) . We find that MSTd neurons show well-correlated gain fields for eye and head position, suggesting modulation by a gaze signal ( Figure 7B ). A weak correlation between eye and head gain fields was also observed in VIP but was absent in PIVC. A similar correlation between eye and head position gain fields has been reported previously for eye-centered LIP neurons (Brotchie et al., 1995) . Motivated by a feedforward neural network model, Brotchie et al. (1995) concluded that LIP represents visual space in body-centered coordinates, not at the level of single cells but at the level of the population activity. This conjecture could also be applicable to vestibular heading coding in MSTd. However, it is not clear why a body-centered representation might be represented in population activity in MST, rather than being made explicit in the activity of single neurons, as in VIP.
Body-Centered Representation of Vestibular Signals in VIP and PIVC The importance of converting vestibular signals from a headcentered to a body-centered reference frame has been highlighted previously. For example, behavioral evidence shows that the brain continuously reinterprets vestibular signals to account for ongoing voluntary changes in head position relative to the body (Osler and Reynolds, 2012; St George and Fitzpatrick, 2011 ). In addition, subjects derive trunk motion perception from a combination of vestibular and neck proprioceptive cues (Mergner et al., 1991) . Accordingly, systematic alterations in vestibulospinal reflex properties have been reported after altered static orientations of the head on body (Kennedy and Inglis, 2002; Nashner and Wolfson, 1974) . Information regarding body orientation and movement is also important for perception of self-motion and localization of objects in extrapersonal space (Mergner et al., 1992) . Relatively little is known about body-centered neural representations that may mediate such behaviors, however. VIP is a multimodal area with neurons responding to visual motion, as well as vestibular, auditory, and somatosensory stimuli (Avillac et al., 2005; Bremmer et al., 2002; Chen et al., 2011a Chen et al., , 2011c Colby et al., 1993; Schlack et al., 2005) . Tactile receptive fields are represented in a head-centered reference frame, whereas auditory and visual receptive fields are organized in a continuum between eye-and head-centered coordinates (Avillac et al., 2005; Duhamel et al., 1997; Schlack et al., 2005) . Because head position relative to the body was not varied in previous studies, it is unclear whether body-centered representations may also be present in VIP for visual, auditory, or somatosensory stimuli. Only vestibular and somatosensory responsiveness has been described for PIVC neurons, which do not respond selectively to optic flow or eye movements (Chen et al., 2010; Grü sser et al., 1990a Grü sser et al., , 1990b .
In our study, many neurons in VIP and PIVC had bodycentered vestibular tuning. How does the brain compute heading in a body-centered reference frame from vestibular inputs that are encoded in a head-centered reference frame? Similar to the transformation from eye to head coordinates, which requires eye position information arising from efference copy or proprioception , the transformation of otolith signals from head to body centered is likely to depend on efference copy of head movement commands or neck proprioceptive signals. Such signals are likely to exist in both VIP (Klam and Graf, 2006) and PIVC (Grü sser et al., 1990a (Grü sser et al., , 1990b .
Exactly how and where the body-centered reference frame transformation seen in VIP and PIVC takes place is unknown. To our knowledge, thalamic areas projecting to VIP (e.g., medial inferior pulvinar) do not respond to vestibular stimulation (Meng and Angelaki, 2010) . In contrast, PIVC receives direct vestibular signals from vestibular and cerebellar nuclei via the thalamus (Akbarian et al., 1992; Asanuma et al., 1983; McCrea, 2008, 2009; Meng and Angelaki, 2010; Meng et al., 2007) . As seen in the periphery, vestibular translation signals in the rostral vestibular nuclei maintain a head-centered representation (Shaikh et al., 2004) , although reference frames intermediate between head and body centered, without gain fields, have been reported in the cerebellar nuclei (Kleine et al., 2004; Shaikh et al., 2004) . Because PIVC projects to VIP (Lewis and Van Essen, 2000) , vestibular signals in VIP could be derived from PIVC. Indeed, vestibular responses in PIVC show smaller response delays and stronger acceleration components than in MSTd or VIP (Chen et al., 2011a) . The present results, showing a more complete body-centered representation in VIP, as compared to PIVC, support the notion that vestibular signals are transformed along a pathway from PIVC to VIP.
It is possible that body-centered VIP/PIVC cells receive inputs selectively from body-centered cerebellar nuclei neurons (Shaikh et al., 2004) . Alternatively, head-centered vestibular signals from the brainstem and cerebellum (Shaikh et al., 2004) may be transformed into a body-centered representation during their transmission through the thalamus or within the cortical layers. While many aspects of vestibular responses in the thalamus appear to be similar to those recorded in the vestibular and cerebellar nuclei (Meng and Angelaki, 2010; Meng et al., 2007) , the spatial reference frames in which thalamic vestibular signals are represented remain unclear. Whether the thalamus simply relays vestibular signals to PIVC or plays an active role in transforming these signals requires further study.
Finally, because body orientation relative to the world was not manipulated in these experiments, it is not clear whether the observed invariance of heading tuning to changes in eye and head position in VIP and PIVC reflects a body-centered representation or potentially a world-centered representation. Further studies, in which body orientation is varied relative to heading direction, will be needed to test for a world-centered reference frame. Preliminary results from such an experiment suggest that VIP responses are body centered, not world centered (unpublished data).
Relationship between VIP and MSTd
The largest differences in reference frames were observed between PIVC/VIP and MSTd. MSTd neurons, which respond to both optic flow and vestibular cues, are thought to be involved in heading perception (Britten and van Wezel, 1998; Fetsch et al., 2012; Gu et al. 2006 Gu et al. , 2007 Gu et al. , 2008 Gu et al. , 2012 . Unlike VIP and PIVC, however, there is at present no evidence that MSTd neurons respond to somatosensory stimuli. Anatomical studies have shown that MSTd is bidirectionally connected with both VIP and the frontal eye fields (FEFs) (Boussaoud et al., 1990; Lewis and Van Essen, 2000) . Whereas there is clear evidence for direct vestibular projections to the FEF (Ebata et al., 2004) , there is a lack of anatomical evidence for vestibular projections to MSTd through the thalamus. Quantitative analyses of the spatiotemporal response properties of PIVC, MSTd, and VIP neurons to 3D heading stimuli revealed a gradual shift in response dynamics from PIVC to VIP to MSTd, as well as a gradual shift in response latency across areas, with MSTd neurons showing the largest latencies as compared to PIVC/VIP (Chen et al., 2011a) . Together, the existing anatomical and neurophysiological evidence has suggested a hierarchy in cortical vestibular processing, with PIVC being most proximal to the vestibular periphery, VIP intermediate, and MSTd most distal.
How do the present results fit with this potential hierarchical scheme? Our results are consistent with the notion that vestibular signals reach VIP through PIVC. However, if MSTd received its vestibular signals through projections from VIP, the bodycentered signals that are commonplace in VIP would have to be converted back to a head-centered representation in MSTd. Although this possibility cannot be excluded, it appears unlikely and would not be computationally efficient. Alternatively, vestibular signals could reach MSTd through projections from the FEF. The latter receives short-latency vestibular projections (Ebata et al., 2004) and is strongly and bidirectionally connected with both MST and VIP (Lewis and Van Essen, 2000) . Indeed, neurons in the pursuit area of FEF respond to both vestibular and optic flow stimulation (Fukushima et al., 2004; Gu et al., 2010, SFN, abstract) . Thus, it is possible that vestibular signals in MSTd arise from FEF, independent of the representation of vestibular heading signals in VIP, which may have its origin in PIVC. Exploration of the reference frames of vestibular responses in FEF may therefore help to elucidate these pathways.
Because the otolith organs are fixed relative to the head, otolith afferent responses are presumably organized in a headcentered reference frame. Thus, the fact that MSTd tuning curves shift partially with eye position (Figure 5 ; see also Fetsch et al., 2007) might be surprising if one expects that visual signals should be transformed from an eye-centered to a head (or body)-centered reference frame in order to interact with vestibular signals, not the other way around. We consider a possible computational rationale for these findings in the next section. Froehler and Duffy (2002) reported that responses of MSTd neurons depend on the temporal sequence of heading stimuli, indicating that MSTd neurons carry information about path as well as instantaneous heading. They also found that some MSTd neurons carry position signals that confer place selectivity on the responses. While these findings clearly indicate that MSTd represents more than just heading, it is not clear how they are related to the spatial reference frames of heading selectivity, as studied here. For example, MSTd neurons might carry path and place signals but still represent heading in an eye-centered or head-centered reference frame. The potential link between path/place selectivity and reference frames clearly deserves further study.
Reference Frames and Multisensory Integration
A natural expectation is that multisensory integration should require different sensory signals to be represented in a common reference frame (Cohen and Andersen, 2002) , as this would enable neurons to represent a particular spatial variable (e.g., heading direction) regardless of the sensory modalities of the inputs and eye/head position. In the superior colliculus, for example, visual and tactile or auditory receptive fields are largely overlapping (Groh and Sparks, 1996; Jay and Sparks, 1987) , and spatial alignment of response fields might be required for multimodal response enhancement (Meredith and Stein, 1996) . Without a common reference frame, the alignment of spatial tuning across sensory modalities will be altered by changes in eye and/or head position.
Many neurons in VIP and MSTd show heading tuning for both vestibular and visual stimuli (Bremmer et al., 2002; Gu et al., 2006 Gu et al., , 2007 Gu et al., , 2008 Page and Duffy, 2003) . However, optic flow signals in MSTd are represented in an eye-centered reference frame (Fetsch et al., 2007; Lee et al., 2011) . This may be surprising because one might expect heading perception to rely on head-or body-centered neural representations. Instead, vestibular signals in MSTd are shifted toward the native reference frame for visual cues (eye centered). Despite this lack of a common spatial reference frame in MSTd, previous studies show that MSTd neurons are well suited to account for perceptual integration of visual and vestibular heading cues (Fetsch et al., 2012; Gu et al., 2008) . Incongruency among reference frames has been observed in other previous studies of parietal cortex: convergence of tactile and visual receptive fields (Avillac et al., 2005) , as well as visual and auditory receptive fields (Mullette-Gillman et al., 2005; Schlack et al., 2005) , has been found to exhibit a diversity of reference frames in VIP.
What are the implications of the lack of a common reference frame and the prevalence of intermediate frames in parietal cortex? Some consider intermediate reference frames to represent an intermediate stage in the process of transforming signals between eye-and head-centered coordinates (Cohen and Andersen, 2002) . Alternatively, theoretical and computational studies have proposed that broadly distributed and/or intermediate reference frames may arise naturally when a multimodal brain area makes recurrent connections with unimodal areas that encode space in their native reference frames (Pouget et al., 2002) and that multisensory convergence with different reference frames may be optimal in the presence of noise (Deneve et al., 2001) . This theory predicts a correlation between the relative strength of multisensory signals in a particular brain area and the spatial reference frames in which they are coded (Avillac et al., 2005; Fetsch et al., 2007) . Accordingly, the degree to which tuning curves shift with eye or head position in multisensory areas may simply reflect the dominant sensory modalities in that area.
Our findings are broadly consistent with this notion. In MSTd, where visual responses are generally stronger than vestibular responses (Gu et al., 2006 (Gu et al., , 2008 , visual motion signals largely maintain their native eye-centered reference frame, whereas vestibular signals are partially shifted away from their native head-centered representation toward an eye-centered reference frame (Figures 4, 7 , and S3; see also Fetsch et al., 2007) . The fact that vestibular tuning in VIP is typically stronger than visual tuning (Chen et al., 2011c) may allow the vestibular signals not to be drawn toward an eye-centered reference frame. Instead, the previously reported partial shift of VIP visual receptive fields toward a head-centered reference frame (Duhamel et al., 1997) could reflect the dominance of head-centered extraretinal signals in this area (Avillac et al., 2005) . Furthermore, the head-centered visual receptive fields reported previously in VIP (Avillac et al., 2005; Duhamel et al., 1997) might, in fact, be found to be body-centered if head position were allowed to vary relative to the body. In this case, visual and vestibular representations would be congruently represented in a common body-centered reference frame in VIP. Whether this and other predictions of the computational framework are able to withstand rigorous experimental testing remains to be determined by future studies.
EXPERIMENTAL PROCEDURES Subjects and Preparation
Two male rhesus monkeys (Macaca mulata), weighing 7-10 kg, were chronically implanted, under sterile conditions, with a circular delrin cap for head stabilization as described previously (Gu et al., 2006) , as well as two scleral search coils for measuring eye position. All procedures were approved by the Institutional Animal Care and Use Committee and were in accordance with National Institutes of Health guidelines.
Task and Vestibular Stimulus
Each animal was seated comfortably in a monkey chair and their head was fixed to the chair via a light-weight plastic ring that was anchored to the skull using titanium inverted T-bolts and dental acrylic. This head-restraint ring was attached, at three points, to a collar that was embedded within a plate on top of the chair ( Figure 1D ). The collar could rotate on ball bearings within the plate on top of the chair. When the stop pin was in place, the head was fixed in primary position. When the stop pin was removed, the head was free to rotate in the horizontal plane (yaw rotation about the center of the head). A head coil, which was attached to the outside of the collar, was used to track head position. A laser mounted on top of the collar, which rotated together with the monkey's head, projected a green spot of light onto the display screen and was used to provide feedback about current head position. The monkey chair, magnetic field coil (CNC Engineering), tangent screen and projector (Christie Digital Mirage 2000; Christie) were all secured to a six degree-of-freedom motion platform (MOOG 6DOF2000E; Moog) ( Figure 1A ) that allowed physical translation along any axis in three dimensions (Fetsch et al., 2007; Gu et al., 2006) . Fixation targets were rear projected onto the screen, which was positioned 30 cm in front of the monkey and subtended 90 3 90 of visual angle.
At the start of each trial, a head target (green cross, Figures 1E and 1F) was presented on the screen and the head-fixed laser was turned on. The monkey was required to align the laser spot with the head target by rotating its head. After the head fixation target was acquired and maintained within a 2 3 2 window for 300 ms, an eye target (orange square) appeared. The monkey was required to fixate this target, within a 2 3 2 window, and maintain both head and eye fixation for another 300 ms. Subsequently, the monkey had to maintain both eye and head fixations throughout the 1 s vestibular stimulus presentation and for an additional 0.5 s after stimulus offset. A juice reward was given after each successful trial. Although no visual motion stimuli were presented on the display, there was some background illumination from the projector. However, the sides and top of the coil frame were covered with black material such that the monkey's field of view was restricted to the tangent screen. Thus, no allocentric cues were available to specify position in the room; this was important as a previous study showed that such cues could affect responses to heading in area MSTd (Froehler and Duffy, 2002) . By manipulating the relative positions of eye and head targets, we designed the task to separate eye-, head-, and body-centered spatial reference frames. To distinguish eye-and head-centered reference frames, we varied eye position relatively to the head (Eye-versus-Head condition, Figure 1E ]. These were randomly interleaved in a single block of trials. Video observations and control measurements confirmed that there was little change in trunk orientation associated with changes in head orientation (Supplemental Experimental Procedures and Figure S2 ). Translation of the animal by the motion platform followed a Gaussian velocity profile: duration = 1 s; displacement = 13 cm; peak acceleration y 0.1G (y 0.98 m/s 2 ; peak velocity y 0.30 m/s) ( Figure 1C ). Translation directions were limited to the horizontal plane and ten motion directions were tested (0 , 45 , 70 , 90 , 110 , 135 , 180 , 225 , 270 , and 315 ) , where 90 is straight forward, 0 is rightward, and 180 is leftward ( Figure 1B ). The directions 20 to the left and right of straight ahead were included to align with the directions of the eccentric eye and head targets.
Neural Recordings
A plastic Delrin grid (3.5 3 5.5 3 0.5 cm), containing staggered rows of holes (0.8 mm spacing), was stereotaxically attached inside the head cap using dental acrylic. The grid was positioned in the horizontal plane and extended from the midline to the areas overlying the PIVC, VIP, and MSTd bilaterally. Before recording, the three areas were initially localized via structural MRI scans (Gu et al., 2006) . To better localize the subset of grid holes for each target area, we performed detailed mapping via electrode penetrations. The target areas were identified by patterns of white and gray matter transitions, as well as neuronal response properties (Chen et al., 2010 (Chen et al., , 2011b (Chen et al., , 2011c Gu et al., 2006) , as detailed below.
To map PIVC, we identified the medial tip of the lateral sulcus (LS) and moved laterally until responses to sinusoidal vestibular stimuli could no longer be found on the upper bank of the LS. At the anterior end of PIVC, the upper bank of the LS was the first (and only) gray matter responding to vestibular stimuli. The posterior end of PIVC is the border with the visual posterior sylvian (VPS) area. PIVC neurons do not respond to optic flow stimuli, but VPS neurons have strong optic flow responses (Chen et al., 2010 (Chen et al., , 2011b .
To map VIP, we identified the medial tip of the intraparietal sulcus (IPS) and moved laterally until directionally selective visual responses could no longer be found. At the anterior end of VIP, visually responsive neurons gave way to purely somatosensory neurons in the fundus. At the posterior end, there was a transition to visual neurons that were not selective for motion (Chen et al., 2011c) . VIP neurons generally responded strongly to large random-dot patches (>10 3 10 ) but weakly to small patches. For most neurons, receptive fields were centered in the contralateral visual field, but some extended into the ipsilateral field and included the fovea. MSTd was identified as a visually responsive region, lateral and slightly posterior to VIP, close to the medial tip of the superior temporal sulcus (STS) and extending laterally $2-4 mm (Gu et al., 2006) . MSTd neurons had large receptive fields often centered in the contralateral visual field and often containing the fovea and portions of the ipsilateral visual field. To avoid confusion with the lateral subdivision of MST (MSTl), we targeted our penetrations to the medial and posterior portions of MSTd. At these locations, penetrations typically encountered portions of area MT with fairly eccentric receptive fields, after passing through MSTd and the lumen of the STS (Gu et al., 2006) .
Recordings were made using tungsten microelectrodes (FHC) that were inserted into the brain via transdural guide tubes. Each neuron was first tested, in complete darkness (projector off), with sinusoidal vestibular stimuli involving translation (0.5 Hz, ±10 cm) along the lateral and forward/backward directions. Only cells with clear response modulations to sinusoidal vestibular stimuli were further tested with the heading tuning protocols described above. Data were collected in PIVC, VIP, and MSTd from four hemispheres of two monkeys, E and Q ( Figure 1G ; see also Figure S1 for recording locations on a flattened MRI map). For the VIP recordings in monkey E, optic flow stimuli (Chen et al., 2011c) were interleaved with the vestibular heading stimuli. Results were similar between the two animals ( Figure 4 ), thus data were pooled across animals for all population analyses.
Data Analysis
All analyses were done in MATLAB (MathWorks). Neurons included in the analyses were required to have at least three repetitions for each distinct stimulus condition (PIVC: n = 100, 60 from E, 40 from Q; VIP: n = 194, 96 from E, 98 from Q; MSTd: n = 107, 70 from E, 37 from Q), and most neurons (88%) were tested with five or more repetitions. Each repetition consisted of 50 trials (10 headings 3 5 eye/head position combinations).
Peristimulus time histograms (PSTHs) were constructed for each heading and each combination of eye and head positions (e.g., Figure 2A ). Spikes were grouped into 50 ms time bins and the data were smoothed by a 100 ms boxcar filter. Tuning curves for each condition (Eye-versus-Head and Head-versus-Body) were constructed by plotting firing rate as a function of heading. Firing rates were computed in a 400 ms window centered on the ''peak time'' of each neuron (Chen et al., 2010) . To compute peak time, we computed firing rates in many different 400 ms time windows spanning the range of the data in 25 ms steps. For each 400 ms window, a one-way ANOVA (response by heading) was performed for each combination of eye and head positions. The peak time was defined as the center of the 400 ms window for which the neuronal response reached its maximum across all stimulus conditions. Heading tuning was considered significant if the ANOVA was significant for five contiguous time points centered on the peak time (p < 0.05, one-way ANOVA). Neurons with significant tuning curves for at least two of the three eye and head position combinations in either the Eye-versus-Head or Head-versus-Body condition were analyzed further.
We adopted two main approaches to characterizing how tuning curves shift with eye and head position (Fetsch et al., 2007) , as described below. In addition, a third approach is described in Supplemental Experimental Procedures and Figure S3 . Here, k (in degrees) is the shift between a pair of tuning curves (denoted R i and R j ), and the superscript above k refers to the maximum covariance between the tuning curves as a function of k. The denominator represents the difference between the two eye or head positions (P i and P j ) at which the tuning functions were measured. If the shift between a pair of tuning curves is equal to the change in eye or head position, the DI will equal 1. If no shift occurs, the DI will equal 0. If all three tuning curves in each condition have significant modulation, then three DIs are computed (one for each distinct pair of the three tuning curves) and we report the average DI in these cases. If only two of the three tuning curves are significant, then only the DI computed from these two tuning curves is reported. The number of neurons that met these criteria were: for the Eye-versus-Head condition, PIVC: n = 65 (35 from E, 30 from Q), VIP: n = 76 (36 from E, 40 from Q), MSTd: n = 53 (39 from E, 14 from Q). For the Head-versus-Body condition, PIVC: n = 66 (35 from E, 31 from Q), VIP: n = 78 (38 from E, 40 from Q), MSTd: n = 54 (39 from E, 15 from Q).
To classify the spatial reference frames of each neuron based on DI measurements, a confidence interval (CI) was computed for each DI value using a bootstrap method. Bootstrapped tuning curves were generated by resampling (with replacement) the data for each motion direction and then a DI was computed from the bootstrapped data. This was repeated 1,000 times to produce a distribution of DIs from which a 95% CI was derived (percentile method). A DI was considered significantly different from a particular value (either 0 or 1) if its 95% CI did not include that value. Thus, each neuron was classified as eye centered if the CIs in both Eye-versus-Head and Head-versus-Body conditions did not include 0 but included 1, head centered if the CI in Eye-versus-Head condition included 0 but did not include 1 and the CI in Head-versus-Body condition did not include 0 but included 1, and body centered if the CIs in both Eye-versus-Head and Head-versusBody conditions included 0 but did not include 1. If a neuron did not satisfy any of these conditions, it was labeled as unclassified. ( Equation 2) where A is the amplitude, q p is the preferred heading, s is the tuning width, and r b is the baseline response level. Variations in the values of A across eye or head positions were used to quantify gain-field effects, whereas variations in q p were used to quantify tuning curve shifts. Specifically, we computed the difference in q p between left (À20 ) and center (0 ) eye/head positions ðq L20 À q 0 Þ, as well as the difference between right (20 ) and center positions ðq R20 À q 0 Þ. This was done for both the Eye-versus-Head and Head-versusBody conditions. For response amplitude (A), we computed amplitude ratios between left and center positions ðA L20 =A 0 Þ or between right and center positions ðA R20 =A 0 Þ.
Note that Eye-versus-Head and Head-versus-Body conditions both manipulate gaze direction (eye-in-world) by changing eye-in-head or headin-world, respectively. Thus, if neuronal tuning curves are scaled by a gaze position signal, a significant positive correlation is expected between response amplitude ratios for the Eye-versus-Head and Head-versus-Body conditions. To assess this possibility, we compared amplitude ratios (A L20 =A 0 , A R20 =A 0 ) computed from the Head-versus-Body condition to those from the Eye-versus-Head condition ( Figure 7B ). To be included in this analysis, all three tuning curves needed to pass the significance criterion described above and needed to be well fit by Equation 2, as indicated by R 2 > 0.6. For the Eye-versus-Head condition, the samples that passed these criteria were: PIVC, n = 58 (31 from E, 27 from Q); VIP, n = 74 (34 from E, 40 from Q); MSTd, n = 43 (35 from E, 8 from Q). For the Head-versus-Body condition, the corresponding numbers were: PIVC, n = 57 (31 from E, 26 from Q); VIP, n = 72 (34 from E, 38 from Q); MSTd, n = 47 (37 from E, 10 from Q). 
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