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Abstract: In Science, Reshef et al. (2011) proposed the concept of equi-
tability for measures of dependence between two random variables. To this
end, they proposed a novel measure, the maximal information coefficient
(MIC). Recently a PNAS paper (Kinney and Atwal, 2014) gave a math-
ematical definition for equitability. They proved that MIC in fact is not
equitable, while a fundamental information theoretic measure, the mutual
information (MI), is self-equitable. In this paper, we show that MI also does
not correctly reflect the proportion of deterministic signals hidden in noisy
data. We propose a new equitability definition based on this scenario. The
copula correlation (Ccor), based on the L1-distance of copula density, is
shown to be equitable under both definitions. We also prove theoretically
that Ccor is much easier to estimate than MI. Numerical studies illustrate
the properties of the measures.
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1. INTRODUCTION
With the advance of modern technology, the size of available data keeps ex-
ploding. Data mining is increasingly used to keep up with the trend, and to
explore complex relationships among a vast number of variables. The nonlinear
relationships are as important as the linear relationship in data exploration.
Hence the traditional measure such as Pearson’s linear correlation coefficient is
no longer adequate for today’s big data analysis. Reshef et al. (2011) proposed
the concept of equitability. That is, a dependence measure should give equal im-
portance to linear and nonlinear relationships. For this purpose, they proposed
a novel maximal information coefficient (MIC) measure.
The MIC measure stimulated great interest and further studies in the statis-
tical community. Speed (2011) praised it as “a correlation for the 21st century”.
It has been quickly adopted by many researchers in data analysis. However, its
mathematical and statistical properties are still not studied very well. There are
also criticisms on the measure based on those properties.
∗This research project is supported by NSF grant CCF-1442728
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MIC has been criticised for its low power in detecting dependence (Simon
and Tibshirani, 2011; de Siqueira Santos et al., 2013; Heller, Heller and Gorfine,
2013), in comparison to existing measures and tests. Particularly, Simon and
Tibshirani (2011) recommended the distance correlation (dcor) by Sze´kely, Rizzo
and Bakirov (2007) over MIC. However, dcor does not have the equitable prop-
erty. The equitable dependence measure is needed to properly rank the strength
of relationships in data exploration. As we will discuss in detail later, the equi-
tability is a different feature from the power of dependence testing.
Kinney and Atwal (2014) gives a strict mathematical definition of R2-equitability
described in Reshef et al. (2011). They discovered that no non-trivial statistic
can be R2-equitable, thus MIC is in fact not R2-equitable. They further proposed
a replacement definition of self-equitability. Interestingly, the MIC is also not
self-equitable. Kinney and Atwal (2014) recommended a fundamental measure
from information theory, the mutual information (MI), which is self-equitable.
While the estimation of MI has been studied extensively in the literature,
practitioners are often frustrated by the unreliability of these estimation (Fer-
nandes and Gloor, 2010; Reshef et al., 2011). We show that this is in fact due
to a problem in the MI measure’s definition: it does not correctly reflect the
strength of deterministic relationships hidden in noise. We propose a new equi-
tability definition to clarify the issue.
We relate the study of equitability to another popular line of research on
the copula – a joint probability distribution with uniform marginals. Sklar’s
Theorem decomposes any joint probability distribution into two components:
the marginal distributions and the copula. The copula captures all the depen-
dence information among the variables. Hence an equitable dependence measure
should be copula-based. The copula-based dependence measures have been stud-
ied for a long time. An earlier classic work by Schweizer and Wolff (1981) proved
many mathematical properties for several copula-based dependence measures.
With the advance of modern computing power, there are renewed high interest
in copula-based dependence measures (Schmid et al., 2010; Po´czos, Ghahramani
and Schneider, 2012; Lopez-Paz, Hennig and Scho¨lkopf, 2013).
Using copula, we mathematically define the robust-equitability condition: a
dependence measure should equal the proportion of deterministic relationship
(linear or nonlinear) hidden in uniform background noise. Hence such measures
equal Pearson’s correlation for linear relationship hidden in uniform background
noise, and extend Pearson’s correlation to all deterministic relationships hidden
in uniform background noise. We propose a new robust-equitable measure, the
copula correlation (Ccor), which is defined as half the L1-distance of the copula
density function from independence. This measure was used as a test statistic
for independence testing before (Chan and Tran, 1992; Tjøstheim, 1996; Bag-
nato, De Capitani and Punzo, 2013). For discrete random variables, it is also
called as the Kolmogorov dependence measure in the pattern recognition lit-
erature (Vilmansen, 1972, 1973; Ekdahl and Koski, 2006) and as the Mortara
dependence index (Bagnato, De Capitani and Punzo, 2013). We consider the
measure for continuous variables, and refer to it as the copula correlation. The
name emphasizes the facts that it is a copula-based dependence measure, and
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that it is an extension of Pearson’s correlation. The L1-distance based statistics
are robust in many statistical application. The L1-distance based dependence
measure here is robust to mixture of some deterministic data with continuous
data, properly reflect the dependence strength in the mixture.
We shall show that Ccor is both self-equitable and robust-equitable. On the
other hand, MI is not robust-equitable. This also provides insights on the dif-
ficulty to estimate MI. Some authors (Pa´l, Po´czos and Szepesva´ri, 2010; Liu,
Lafferty and Wasserman, 2012) studied the convergence of MI estimators by
imposing the Ho¨lder condition on the copula density. This Ho¨lder condition,
while being a standard condition for density estimations, does not hold for any
commonly used copula (Omelka, Gijbels and Veraverbeke, 2009; Segers, 2012).
Under a more realistic Ho¨lder condition on the bounded region of copula density,
we provide a theoretical proof that the mutual information (MI)’s minimax risk
is infinite. This provides a theoretical explanation on the statistical difficulty
of estimating MI observed by practitioners. In contrast, Ccor is consistently
estimable under the same condition.
Section 2 prepares the notations by defining several dependence measures
and relating equitability to the copula. A weak-equitability definition is intro-
duced which relates to copula-based measures. We define our new measure Ccor
and review some existing dependence measures in literature, including MIC,
MI, dcor, etc. We review the copula-based measures by Schweizer and Wolff
(1981), and their modified version of Re´nyi’s Axioms (Re´nyi, 1959). We clarify
the relationship between these Axioms and the equitability. Section 3.1 reviews
the equitability definitions of Kinney and Atwal (2014), and studies the self-
equitability of these dependence measures. The self-equitable measures such
as MI may not reflect the proportion of deterministic signal in data correctly.
This motivates our definition of equitable extension of the Pearson’s linear cor-
relation coefficient. Section 3.2 mathematically formulate this into our robust-
equitability definition. Ccor is the only measure proven to be both self-equitable
and robust-equitable. Multivariate extension is also discussed. Section 4 further
studies the convergence of estimators for the two self-equitable measures MI
and Ccor. Ccor is shown to be easier to estimate theoretically than MI. This
and its equitability provide the desirable theoretical properties for the applica-
tions of Ccor in big data exploration. The estimation of MI have been studied
extensively in literature. MI can be estimated using methods including kernel
density estimation (KDE) method (Moon, Rajagopalan and Lall, 1995), the k-
nearest-neighbor (KNN) method (Kraskov, Sto¨gbauer and Grassberger, 2004),
maximum likelihood estimation of density ratio method (Suzuki, Sugiyama and
Tanaka, 2009), etc. We advocate that more attention should be paid to estimat-
ing Ccor instead. In this paper, we propose a KDE-based estimator for Ccor.
Section 5 compares the numerical performance of this estimator C˜cor with other
dependence measures through simulation studies and a real data analysis. The
Ccor is shown to rank the strength of dependence relationship better than other
measures. It also provides good performance in the real data. We end the paper
with proofs and summary discussions.
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2. COPULA AND DEPENDENCE MEASURES
We review several classes of dependence measures D(X;Y ) between two random
variables X and Y in the literature, and introduce our proposed new measure.
For simplicity, we will focus on the dependence measures for two continuous
univariate random variables X and Y in most of the paper. The multivariate
extension will be discussed in Section 3.3.
2.1. Weak-equitability and Copula-based Dependence Measures
The most commonly used dependence measure is Pearson’s linear correlation
coefficient ρ(X;Y ) = Cov(X,Y )/
√
V ar(X)V ar(Y ) where Cov(X,Y ) denotes
the covariance between X and Y , and V ar(X) denotes the variance of X. The
linear correlation coefficient ρ is good at characterizing linear relationships be-
tween X and Y : |ρ| = 1 for perfectly deterministic linear relationship, and ρ = 0
when X and Y are independent. However, it does not measure the nonlinear
relationships between X and Y well.
To motivate the equitability concept, we can look at three examples in the left
half of Table 1, where the two continuous random variable X and Y are related
by deterministic relationships: linear in (A); nonlinear in (B) and (C). These
examples illustrate two deficiencies for Pearson’s linear correlation coefficient
ρ(X;Y ):
(D1) It is not invariant to monotone transformations of the variables. The value
would change, say, using a logarithm/exponential scale. The ρ value is
lower in example (B) than (A) of Table 1 under a logarithm transformation
of X.
(D2) ρ does not treat all deterministic relationship equally, and can not capture
some non-monotone nonlinear relationships. In example (C), ρ = 0 for X
and Y related by the nonlinear relationship Y = cos(4piX), in contrast to
ρ = 1 in the linear relationship of example (A).
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Table 1
Pearson’s linear correlation on three functional relationships.
Kinney and Atwal (2014) mathematically defines equitability of a depen-
dence measure D[X;Y ] through its invariance under certain transformations of
the random variables X and Y . The deficiency (D1) above provides the original
motivation for invariance consideration. For example, if we change the unit of
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X (or Y ), the values of X (or Y ) changes by a constant multiple, but should not
affect the dependence measure D[X;Y ] at all. Similarly, if we apply a mono-
tone transformation on X (e.g. the commonly used logarithmic or exponential
transformation), then the dependence with Y should not be affected and the
measure D[X;Y ] should remain the same. For dependence scanning in data
mining/variable selection, invariance to monotone transformations of the vari-
ables is very important, since we do not know beforehand the appropriate scale
of each variable. This leads to our following definition of weak-equitability.
Definition 1. A dependence measure D[X;Y ] is weakly-equitable if and only if
D[X;Y ] = D[f(X);Y ] whenever f is a strictly monotone continuous determin-
istic function.
The weak-equitability property relates to the popular copula concept. The
Sklar’s theorem ensures that, for any joint distribution function FX,Y (x, y) =
Pr(X ≤ x, Y ≤ y), there exists a copula C – a probability distribution on the
unit square I2 = [0, 1]× [0, 1] – such that
FX,Y (x, y) = C[FX(x), FY (y)] for all x, y. (1)
Here FX(x) = Pr(X ≤ x) and FY (y) = Pr(Y ≤ y) are the marginal cumulative
distribution functions (CDFs) of X and Y respectively. The copula C captures
all the dependence between X and Y .
The copula decomposition separates the dependence (copula) from any marginal
effects. Figure 1 shows the data from two distributions with different marginals
but the same dependence structure.
−2
0
2
−2 0 2
X1
Y
(a) Bivariate Gaussian
−2
0
2
0 2 4 6 8
X2
Y
(b) Different marginals
0.00
0.25
0.50
0.75
1.00
0.00 0.25 0.50 0.75 1.00
copula transformation
(c) The Guassian copula
Fig 1: (a) Bivariate Gaussian data with ρ = 0.75. (b) The data with exponential
marginal for X. (c) The Gaussian copula. The first two distributions both have
the same copula as in (c).
We call a dependence measure D[X;Y ] symmetric if D[X;Y ] = D[Y ;X]
for all random variables X and Y . Then a symmetric weakly-equitable mea-
sure satisfies the monotone-invariance property: D[X;Y ] is invariant to strictly
monotone continuous transformations both for X and for Y . A symmetric de-
pendence measure D[X;Y ] is weakly-equitable if and only if D[X;Y ] depends on
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the copula C(u, v) only and is not affected by the marginals FX(x) and FY (y).
In other words, the symmetric weakly-equitable dependence measures are de-
fined on the copula-transformed, uniformly distributed, variables U = FX(X)
and V = FY (Y ). The right half of Table 1 shows the copula-transformed vari-
ables for Examples (A), (B) and (C) in contrast to the original variables on
the left. Calculating the linear correlation coefficient on the copula-transformed
variables leads to the Spearman’s Rho, which is weakly-equitable. This remedies
the first deficiency (D1) above, as shown in Examples (A) and (B) in Table 1
after copula-transformation. The deficiency (D2) is still not solved by copula-
transformation in example (C). We will address this in section 3.1, as this relates
to the equitability concept of treating all deterministic relationships equally.
2.2. Re´nyi’s Axioms for Nonlinear Dependence Measures
Schweizer and Wolff (1981) showed that several copula-based dependence mea-
sures D[X;Y ] satisfy a modified version of Re´nyi’s Axioms on two continuously
distributed random variables X and Y .
A1. D[X;Y ] is defined for any X and Y .
A2. D[X;Y ] = D[Y ;X].
A3. 0 ≤ D[X;Y ] ≤ 1.
A4. D(X;Y ) = 0 if and only if X and Y are statistically independent.
A5. D(X;Y ) = 1 if and only if each of X, Y is a.s. a strictly monotone function
of the other.
A6. If f and g are strictly monotone a.s. on Range(X) and Range(Y ), respec-
tively, then D[f(X); g(Y )] = D[X;Y ].
A7. If the joint distribution of X and Y is bivariate Gaussian, with linear
correlation coefficient ρ, then D[X;Y ] is a strictly increasing function of
|ρ|.
Re´nyi (1959)’s original axioms differ from the Schweizer and Wolff (1981)’s
version in that: (i) They were not restricted to continuously distributed random
variables; (ii) Axiom A5, A6 and A7 are replaced by:
A5a. D(X;Y ) = 1 if either X = f(Y ) or Y = g(X) for some Borel-measurable
functions f and g.
A6a. If f and g are Borel-measurable, one-one mappings of the real line into
itself then D[f(X); g(Y )] = D[X;Y ].
A7a. If the joint distribution of X and Y is bivariate Gaussian, with linear
correlation coefficient ρ, then D[X;Y ] = |ρ|.
We will mostly stick with continuous random variables as in Schweizer and
Wolff (1981) so that we can relate to the copula representation. But we will
also discuss the original A5a, A6a and A7a as they relate to the discussions
on the equitability concept. The original Re´nyi’s Axioms are too strong for
nonparametric measures (Schweizer and Wolff, 1981). The only known measure
shown to satisfy all seven original Re´nyi’s Axioms is the Re´nyi’s maximum
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correlation coefficient (Rcor). The Rcor has a number of major drawbacks, e.g.,
it equals 1 too often and is generally not effectively computable (Schweizer and
Wolff, 1981; Sze´kely and Rizzo, 2009). We will discuss this more in section 3.1.
In section 5, we will numerically study a recently proposed estimator for Rcor
by Lopez-Paz, Hennig and Scho¨lkopf (2013).
The Axiom A4 partially addresses the deficiency (D2) in the example (C)
above. The Axiom A2 states that the measure is symmetric. Hence under Axiom
A2, the weak-equitability Definition 1 is equivalent to the Axiom A6. The self-
equitability definition (Kinney and Atwal, 2014) is stronger than Axiom A6
(weak-equitability), and is weaker than the original Axiom A6a.
2.3. Some Dependence Measures and Independence
Characterization
One common class of copula-based measures are the concordance measures (Nelsen,
2006, chapter 5). In the bivariate case, let c(u, v) = (∂2/∂u∂v)C(u, v) denote the
density function of the copula C(u, v), for (u, v) ∈ I2. Then Spearman’s Rho is
ρ = −3+12 ∫∫I2 C(u, v)dudv; Kendall’s Tau is τ = −1+4 ∫∫I2 c(u, v)C(u, v)dudv;
Gini’s Gamma is γ = 2
∫∫
I2(|u+ v − 1| − |u− v|)c(u, v)dudv; Blomqvist’s Beta
is γ = −1 + 4C(0.5, 0.5).
However, those concordance measures all suffer from the deficiency (D2)
above: they all equal zero for the deterministic relationship in example (C)
of Table 1. Naturally we want dependence measures satisfies Re´nyi’s Axiom
A4. Several classes of dependence measures satisfies Axiom A4 using different
but equivalent mathematical characterizations of the statistical independence
between X and Y with a similar form:
fX,Y (x, y) = fX(x)fY (y) for all x, y. (2)
Here the fX,Y can be either joint CDF FX,Y (x, y), or joint characteristic func-
tion φX,Y (s, t) = E[e
i(Xs+Y t)] with E[·] denoting the expectation, or joint prob-
ability density function pX,Y . Then fX and fY are the corresponding marginal
functions: CDFs FX and FY , or characteristic functions φX(s) = E[e
iXs] and
φY (t) = E[e
iY t], or probability density functions pX and pY .
Due to the characterization (2), it is natural to define D(X;Y ) through
a discrepancy measure between the joint function fX,Y and the product of
marginal functions fXfY . Such types of D(X;Y ) would equal to zero if and
only if fX,Y = fXfY always, i.e., X and Y are independent.
The first class of dependence measures use CDFs in the characterization (2).
Denote the independence copula Π = C(u, v) = uv on I2. Then using L∞
and L2 distance between C and Π, we get the commonly used Kolmogorov-
Smirnov criterion KS(X;Y ) = maxI2 |C(u, v)−Π(u, v)| and Crame´r-von Mises
criterion CVM(X;Y ) =
∫∫
I2 [C(u, v) − Π(u, v)]2dudv. These criteria are often
used for independence testing (Genest and Re´millard, 2004; Genest, Quessy and
Re´millard, 2007; Kojadinovic and Holmes, 2009).
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We notice that, to satisfy the Axiom A3: 0 ≤ D(X;Y ) ≤ 1, KS and CVM
need to be scaled with appropriate constants. The scaling does not affect the
results for independence testing, but only affects the numerical values of the de-
pendence measures. Schweizer and Wolff (1981) studied dependence measures in
this class using Lp distance. The L1, L2 and L∞ distance result in, respectively,
the Wolf’s σ, Hoeffding’s Φ2 and Wolf’s κ measures:
σ(X;Y ) = 12
∫∫
I2
|C(u, v)−Π(u, v)|dudv, (3)
Φ2(X;Y ) = 90
∫∫
I2
[C(u, v)−Π(u, v)]2dudv = 90CVM(X;Y ), (4)
κ(X;Y ) = 4 max
I2
|C(u, v)−Π(u, v)| = 4KS(X;Y ). (5)
This class of dependence measures satisfies the modified Re´nyi’s Axioms 1-
7 (Schweizer and Wolff, 1981).
For the second class of dependence measures, using the characteristic func-
tions in the characterization (2) can lead to the distance covariance (Sze´kely,
Rizzo and Bakirov, 2007; Sze´kely and Rizzo, 2009).
dCov2(X;Y ) =
∫∫
s,t
|φX,Y (s, t)− φX(s)φY (t)|2
|s|2|t|2 dtds. (6)
To satisfy the Axiom A3, the distance correlation is defined as
dcor(X;Y ) =
dCov(X;Y )√
dCov(X;X)dCov(Y ;Y )
. (7)
The dcor does not satisfy the Axiom A6. This can be remedied by defining the
distance correlation on the copula-transformed variables U and V . That is, we
use the rank-based version of dcor that replaces φX,Y , φX and φY with φU,V ,
φU and φV in (6). This will be assumed in the rest of the paper.
The third class of dependence measures use the probability density functions
pX,Y , pX and pY in the characterization (2). Then the copula-based version
involves only the copula density c(u, v). This class includes many information-
theoretical measures such as the Re´nyi’s mutual information
MIα(X;Y ) =
1
α− 1 log[
∫∫
I2
cα(u, v)dudv], α > 0 and α 6= 1. (8)
In the limit of α→ 1, MI1 becomes the popular Shannon’s mutual information
(MI) criterion
MI(X;Y ) =
∫∫
I2
log[c(u, v)]c(u, v)dudv. (9)
MI is the recommended measure in Kinney and Atwal (2014). For Axiom A3,
we can define mutual information correlation (Joe, 1989)
MIcor =
√
1− e−2MI . (10)
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We use the name MIcor to indicate it as the scaled version of MI. It is also
known as the Linfoot correlation in literature (Speed, 2011).
Other information measures include Tsallis entropy (Tsallis, 1988):
∆α(X;Y ) =
1
1− α [1−
∫∫
I2
cα(u, v)dudv], α 6= 0, 1. (11)
In the limit of α → 1, ∆1 becomes MI. When α = 1/2, ∆1/2 =
∫∫
I2 2[1 −
c1/2(u, v)]dudv becomes the Hellinger distance. The scaled version is the Hellinger
dependence measure (Tjøstheim, 1996; Granger, Maasoumi and Racine, 2004)
H(X;Y ) = ∆1/2/2.
Also in this class are measures using Lp distance between the copula density
c(u, v) and the independence copula density pi(u, v) ≡ 1. Hence we call them
the Copula-Distance
CDα =
∫∫
I2
|c(u, v)− 1|αdudv, α > 0. (12)
Again, we can scale CDα to satisfy Axiom A3. CD2 is the Pearson’s φ
2 with
its scaled version being φcor =
√
CD2/(1 + CD2) (Joe, 1989).
Particularly, we call the scaled version of CD1 as copula correlation
Ccor =
1
2
CD1 =
1
2
∫∫
I2
|c(u, v)− 1|dudv. (13)
We defined the third class of dependence measures through the copula den-
sity c(u, v). For some important cases such as when Y is a deterministic func-
tion of X, the copula density c(u, v) does not exist with respect to the two-
dimensional Lebesgue measure. That is, the copula C(u, v) contains a singular
component (Nelsen, 2006, page 27). For the copula with a singular component,
we define the dependence measures on it as the limits of dependence measures
on continuous copulas approaching it. Let {C1, C2, ...} be a sequence of contin-
uous copulas that converges to the copula C. The convergence can be defined
in any distance for probability distributions, and we take the L1-distance here.
That is, lim
m→∞ ‖Cm−C‖1 := limm→∞ supA |Cm(A)−C(A)| = 0, where the supreme is
taken over all Borel sets A. Then the dependence measure D[X;Y ]’s value under
copula C(u, v) is defined as D[X;Y |C] := lim
m→∞D[X;Y |Cm]. Using such a defi-
nition, if Y is a deterministic function of X, then clearly MI =∞, MIcor = 1,
φcor = 1 and Ccor = 1.
2.4. Parameters, Estimators and MIC
The dependence measures in Section 2.3 are all parameters. Sometimes the same
names also refer to the corresponding sample statistics. Let (X1, Y1), ..., (Xn, Yn)
be a random sample of size n from the joint distribution of (X,Y ). Then the
sample statistic ρn =
∑n
i=1(Xi− X¯)(Yi− Y¯ )/
√∑n
i=1(Xi − X¯)2
∑n
i=1(Yi − Y¯ )2
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is also called Pearson’s correlation coefficient. In fact, ρn is an estimator for
ρ, and converges at the parametric rate of n−1/2. The first two classes of mea-
sures have natural empirical estimators, replacing CDFs and characteristic func-
tions by their empirical versions. Particularly, Sze´kely, Rizzo and Bakirov (2007)
showed that the resulting dcorn statistic is the sample correlation of centered
distances between pairs of (Xi, Yi) and (Xj , Yj). The last class of dependence
measures use the probability density functions instead, and are harder to esti-
mate. For continuous X and Y , simply plugging in empirical density functions
may not result in good estimators for the dependence measures. However, we
will see in section 3.1 that the first two class of measures do not have the equi-
tability property. Hence we need to study the harder-to-estimate measures such
as MIcor and Ccor.
The MIC introduced in Reshef et al. (2011) is in fact a definition of a sample
statistic, not a parameter. On the data set (X1, Y1), ..., (Xn, Yn), they first
consider putting these n data points into a grid G of bX × bY bins. Then the
mutual information MIG for the grid is computed from the empirical frequencies
of the data on the grid. The MIC statistic is defined as the maximum value of
MIG/ log[min(bX , bY )] over all possible grids G with the total number of bins
bXbY bounded by B = n
0.6. That is,
MICn = max
bXbY <B
MIG
log[min(bX , bY )]
(14)
TheMICn is always bounded between 0 and 1 since 0 ≤MIG ≤ log[min(bX , bY )].
The corresponding parameter MIC for the joint distribution of X and Y
can be defined as the limit of the sample statistic for big sample size MIC =
limn→∞MICn. We notice that this definition depends on the tuning parameter
B and the implicit assumption that the limit exists. Hence the MIC parameter
may change with different selection of B(n). This is in contrast to the usual
statistical literature, where the parameter definition is fixed but its estimator
may contain some tuning parameter B(n). Because the MIC parameter is only
defined as a limit, the theoretical study on its mathematical properties is very
hard.
As we introduce the strict mathematical definition for the equitability in
next subsection 3.1, we can see that equitability should be a property for the
parameter but not for the statistic.
3. Equitable measures
3.1. R2-Equitability and Self-equitability
We first describe the theoretical results on equitability by Kinney and Atwal
(2014). Reshef et al. (2011) proposed that an equitable measure should treat all
deterministic relationships similarly under noisy situations. Particularly, they
focused on the nonlinear regression setting for motivation: Y = f(X)+ε, where
ε denotes the random noise that is independent of X conditional on f(X).
Ding and Li/Copula Correlation 11
The squared Pearson’s coefficient R2 reflects the proportion of variance in Y
explained by the regression on X. They want the nonlinear dependence measure
to be close to R2 regardless of the specific form of f(·). To formalize this concept,
Kinney and Atwal (2014) used the condition “X ↔ f(X)↔ Y forms a Markov
chain” to characterize the nonlinear regression model. This condition means, in
the model Y = f(X) + ε with deterministic f , ε is the random noise variable
which may depend on f(X) as long as ε has no additional dependence on X.
Then Kinney and Atwal (2014) defined the R2-equitability as
Definition 2. A dependence measure D[X;Y ] is R2-equitable if and only if,
D[X;Y ] = g(R2[f(X);Y ]). Here, g is a function that does not depend on the
distribution pX,Y , f is a deterministic function and X ↔ f(X) ↔ Y forms a
Markov chain.
Given the joint distribution pX,Y , the function f in the regression model
Y = f(X)+ε is not uniquely specified. This implies that any R2-equitable mea-
sure must be a trivial constant measure. Therefore, Kinney and Atwal (2014)
proposed a new replacement definition of equitability by extending the invari-
ance property (of the weakly-equitability or Axiom A6) in the regression model.
Definition 3. A dependence measure D[X;Y ] is self-equitable if and only if
D[X;Y ] = D[f(X);Y ] whenever f is a deterministic function and X ↔ f(X)↔
Y forms a Markov chain.
The self-equitability turned out to be characterized by a commonly used
inequality in information theory.
Definition 4. A dependence measure D[X;Y ] satisfies the Data Process-
ing Inequality (DPI) if and only if D[X;Y ] ≥ D[X;Z] whenever the random
variables X, Y, Z form a Markov chain X ↔ Y ↔ Z.
Kinney and Atwal (2014, SI, Theorem 3) showed that every DPI-satisfying
measure is self-equitable. Kinney and Atwal (2014, SI, Theorem 4) proved that
measures of the following form must satisfy DPI:
Dg(X;Y ) =
∫∫
g(
pX,Y (x, y)
pX(x)pY (y)
)pX(x)pY (y)dxdy,
with g a convex function on the nonnegative real numbers. In term of copula
density, Dg(X;Y ) =
∫∫
I2 g[c(u, v)]dudv.
Therefore, due to the convexity of functions |x−1|α (when α ≥ 1) and 1−xα
(when α ≤ 1) on x > 0, we get the following proposition.
Proposition 1. The Copula-Distance CDα with α ≥ 1 and the Tsallis entropy
∆α with α ≤ 1 are self-equitable.
As a direct result of Proposition 1, the copula correlation Ccor = CD1/2 and
the Hellinger dependence measure H = ∆1/2/2 are both self-equitable.
The Re´nyi’s Axiom A6a is a stronger condition than the self-equitability as
no Markov Chain condition is required. Therefore, Re´nyi’s maximum correlation
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coefficient Rcor is also self-equitable. However, Rcor equals one too often. We
illustrate this deficiency of Rcor, and the self-equitability of the dependence mea-
sures on some examples of simple probability distributions on the unit square.
These examples are modified from those in Kinney and Atwal (2014), and the
results are displayed in Table 2.
Examples MIcor Ccor φcor Rcor MIC dcor κ Φ2 σ
A 0.94 0.63 0.82 1 1 0.56 0.75 0.31 0.53
B 0.94 0.63 0.82 1 0.95 0.82 0.75 0.66 0.84
C 0.94 0.63 0.82 1 1 0.87 1 0.75 0.84
D 1 1 1 1 1 1 1 1 1
E 0.97 0.75 0.87 1 1 0.94 1 0.88 0.94
F 0.87 0.50 0.71 1 1 0.79 1 0.63 0.75
Table 2
The values of several dependence measures on some example distributions. For each
example distribution, the graph shows its probability density function: the white regions have
zero density, the shaded regions have constant densities. The dark regions have densities
twice as big as the densities on the light grey regions.
A self-equitable measure will equal the same value in the first three examples
A, B and C in Table 2 due to the existence of an invertible transformation
satisfying the Markov chain condition (Kinney and Atwal, 2014). We can see
that MIcor (or MI), Ccor, φcor (or CD2) and Rcor all remain constants for the
first three examples A, B and C. In contrast, the MIC, dcor, and those measures
of the first class (κ, Φ2 and σ) are not self-equitable.
The next three examples D, E and F show increasing noise levels. However,
Rcor, MIC and κ always equal one across Examples D, E and F, failing to
correctly reflect the noise levels here. Particularly, Rcor equals one in all six
examples here, failing to distinguish the strengths of deterministic signals among
them.
3.2. robust-equitability
An equitable dependence measure should reflect the strength of the deterministic
signal in data, regardless of the relationship form. However, what quantity is
the proper measure for the signal’s strength? Reshef et al. (2011) proposed to
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use the nonlinear R2 to measure the signal strength, which could not lead to
a proper equitability definition (Kinney and Atwal, 2014). One reason for the
failure is the incompatibility of the nonlinear regression model Y = f(X)+ε with
the joint Gaussian distribution. (The R2 is the natural measure for Gaussian
distribution as in Re´nyi’s Axiom A7). However, Y = f(X) + ε would result in
the joint Gaussian distribution only for linear f(x) but not for any nonlinear
f(x).
For a better equitability definition, we consider a different situation: a mixture
distribution with p proportion of deterministic relationship Y = f(X) hidden in
continuous background noise. This situation can be mathematically rigorously
expressed through the mixture-copula. The copula can always be separated into
a singular component and an absolutely continuous component (Nelsen, 2006,
page 27). The absolutely continuous component corresponds to the background
noise. The independent background noise must corresponds to the independence
copula Π(u, v) = uv (the uniform distribution on the unit square). Therefore, the
data (X,Y ) with p proportion of hidden deterministic relationship Y = f(X)
have copula C = pCs + (1 − p)Π. Here Cs is a singular copula representing
the deterministic relationship, so that its support S has Lebesgue measure zero.
Clearly the signal strength in this situation should equal to p, regardless of the
specific form of deterministic relationship. Hence we have the following equi-
tability definition.
Definition 5. A dependence measure D[X;Y ] is robust-equitable if and only
if D[X;Y ] = p whenever (X,Y ) follows a distribution whose copula is C =
pCs + (1− p)Π, for a singular copula Cs.
We note that a robust-equitable measure is an extension for the Pearson’s
linear correlation. When the p proportion of the deterministic relationship is
linear, Cs has the support on the diagonal of the unit square, and hence p = |ρ|.
A robust-equitable dependence measure treat the linear hidden deterministic re-
lationship the same as a nonlinear one. For the dependence measures mentioned
above, only the copula correlation is known to be robust-equitable.
Proposition 2. The copula correlation Ccor is robust-equitable.
The Proposition 2 comes directly from calculation that
Ccor = [p
∫
S
C(du, dv) +
∫
I2\S
|(1− p)− 1|dudv]/2 = [p(1) + p]/2 = p.
Most self-equitable measures discussed above are not robust-equitable. Direct
calculations show that the mutual information MI and copula distance CDα
for α > 1 all equal to ∞ for the mixture copula with p > 0. Hence they are
not robust-equitable, neither are their scaled version (MIcor and other scaled
version such as φcor all equal to 1). On the mixture copula, the Tsallis entropy
∆α = [1− (1− p)α]/(1− α) for α < 1. Hence the Tsallis entropies are also not
robust-equitable.
We do not have a proof on whether Rcor is robust-equitable. However Rcor
has many drawbacks as mentioned earlier. As shown in the examples in Table 2,
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Rcor equals one too often. Because Rcor’s definition involve taking the supreme
over all Borel functions, its theoretical properties are often hard to analyze.
Another drawback of Rcor is that it is very difficult to estimate. There is no
commonly accepted estimator for Rcor.
The difference between self-equitable and robust-equitable measures is illus-
trated through examples in Figure 2. Figures 2a and 2b shows 10% of data
coming from two deterministic curves, and in Figures 2c and 2d the 10% of
data is nearly deterministic around the curve in a very small strip of area
0.1/exp(10) = 4.5 × 10−6. In Figure 2, MI and Ccor are self-equitable, (their
values are the same on (a) and (b), and the same on (c) and (d)), whereas
Pearson’s correlation coefficient ρ is not. However, the data distributions in (a)
and (b) (MI = ∞) are in fact very close to the corresponding cases of (c) and
(d) (MI = 1), Ccor reflects this with Ccor = 0.1 (differ only in 10−6 order) in
all cases but MI does not.
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(a) ρ = 0.1, MI =
∞, Ccor = 0.1
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(b) ρ = 0, MI =
∞, Ccor = 0.1
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(c) ρ = 0.1, MI =
1, Ccor = 0.1
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(d) ρ = 0, MI = 1,
Ccor = 0.1
Fig 2: (a) and (b): 10% data on a deterministic curve hidden in background
noise. (c) and (d): the 10% nearly deterministic data on a narrow strip around
the curve.
From the examples, we see that self-equitability is not sufficient for a good
dependence measure. While self-equitability ensures the measure’s invariance
under transformation between Figures 2a and Figures 2b, MI would equal to
∞, an unreasonable value for those cases. In fact, MI would equal to ∞ for an
arbitrarily tiny amount of hidden deterministic relationship in the data. There-
fore, its value is very unstable. This instability makes the consistent estimation
of MI impossible as we will show in Section 4.
3.3. Multivariate Extensions
We have so far concentrated on the simple bivariate case. The dependence mea-
sure can be extended to the multivariate case.
There are two possible directions of extending dependence measures to the
multivariate case. In the first direction, we are interested in any dependence
among d variables X1, ..., Xd. Therefore, the divergence of their joint distri-
bution from the independent joint distribution (the product of marginals) can
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be used to measure such dependence. Schmid et al. (2010) provided higher-
dimensional extension of many copula-based dependence measures along this
direction. We define a multivariate version Ccor1 as the half L1 distance between
the d-dimensional joint copula density from the independent copula density:
Ccor1 = 12
∫ |c(u1, ..., ud)− 1|du1...dud
= 12
∫ |pX1,...,Xd(x1, ..., xd)− pX1(x1)...pXd(xd)|dx1...dxd. (15)
The corresponding robust-equitability definition becomes
Definition 6. A dependence measure D[X1, ..., Xd] is robust-equitable if and
only if D[X1, ..., Xd] = p whenever (X1, ..., Xd) follows a distribution whose
copula is C = pCs + (1− p)Π, for a singular copula Cs.
Here Π(u1, ..., ud) is the independence copula of dimension d.
It is easy to check that Ccor1 is robust-equitable for this d-dimensional ex-
tension.
In the second direction, we can divide the d-dimensional vector into a q-
dimensional vector ~X and r-dimensional vector ~Y with q+ r = d. And we want
a dependence measure between ~X and ~Y , not caring about the dependence
within ~X or within ~Y . The dcor (Sze´kely and Rizzo, 2009) is a dependence
measure of this type. Along this direction, we define the multivariate version
Ccor2 for ~X = (X1, ..., Xq) and ~Y = (Y1, ..., Yr) as
Ccor2 = 12
∫ |p ~X,~Y (~x, ~y)− p ~X(~x)p~Y (~y)|dx1...dxqdy1...dyr
= 12
∫ |c(~u,~v)− c ~X(~u)c~Y (~v)|du1...duqdv1...dvr. (16)
Here c ~X and c~Y are the copula densities for
~X and ~Y respectively. The robust-
equitability definition in this direction of extension is
Definition 7. A dependence measure D[ ~X; ~Y ] is robust-equitable if and only
if D[ ~X; ~Y ] = p whenever ( ~X, ~Y ) follows a distribution whose copula is C =
pCs + (1− p)C ~X × C~Y , for a singular copula Cs.
Here C ~X and C~Y are the q-dimensional and r-dimensional copulas of
~X and
~Y respectively. The measure Ccor2 is robust-equitable under this definition.
4. STATISTICAL ERROR IN THE DEPENDENCE MEASURE
ESTIMATION
We now turn our attention to the statistical errors in estimating the dependence
measures. Particularly we focus on the two self-equitable measures MI and Ccor.
First, we point out that the first class of dependence measures are generally
estimable at the parametric rate of n−1/2. These measures, including Hoeffding’s
Φ2, Wolf’s σ and κ, are defined through the CDFs. We use the notations Φ2(C),
σ(C) and κ(C) to emphasize that they are functionals of the copula function
C(u, v). Then we can estimate them by plug-in estimators Φˆ2 = Φ2(Cn), σˆ =
σ(Cn) and κˆ = κ(Cn), where Cn(u, v) denotes the empirical estimator for the
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copula function C(u, v). Since Cn(u, v) converges to C(u, v) at the parametric
rate of n−1/2 (Omelka, Gijbels and Veraverbeke, 2009; Segers, 2012), Φ2, σ and
κ can also be estimated at the parametric rate of n−1/2.
However, the self-equitable measures come from the third class of dependence
measures which involves the density function. Hence the parametric rate of
convergence n−1/2 can only be achieved with the plug-in density estimator for
discrete distributions, e.g., for M̂I = MI(cn) (Joe, 1989). The convergence rate
involving continuous distributions need more care. We consider the estimation
of MI and Ccor respectively in the next two subsections 4.1 and 4.2.
4.1. The Mutual Information Is Not Consistently Estimable
The estimation of MI has been studied extensively in literature. Over all dis-
tributions, even discrete ones, no uniform rate of convergence is possible for
MI (Antos and Kontoyiannis, 2001; Paninski, 2003). On the other hand, many
estimators were shown to converge to MI for every distribution. These two
results are not contradictory, but rather common phenomenon for many param-
eters. The first result is about the uniform convergence over all distributions
while the second result is about the pointwise convergence for each distribution.
The first restriction is too strong while the second restriction is too weak. The
difficulty of estimating a parameter needs to be studied for uniform convergence
over a properly chosen family.
As MI is defined through the copula density, it is natural to consider the
families generally used in density estimation literature. Starting from Farrell
(1972), it is standard to study the minimax rate of convergence for density
estimation over the class of functions whose m-th derivatives satisfy the Ho¨lder
condition. Since the minimax convergence rate usually is achieved by the kernel
estimator, it is also the optimal convergence rate of density estimation under
those Ho¨lder classes. Generally, with the Ho¨lder condition imposed on the m-th
derivatives, the optimal rate of convergence for two-dimensional kernel density
estimator is n−(m+1)/(2m+4) (Silverman, 1986; Scott, 1992).
Therefore, when studying the convergence of MI estimators, it is very at-
tempting to impose the Ho¨lder condition on the m-th derivatives of the copula
density. In fact, under the Ho¨lder condition on the copula density itself (i.e., on
the 0-th derivative), Liu, Lafferty and Wasserman (2012) showed that the kernel
density estimation (KDE) based MI estimator converges at the parametric rate
of n−1/2. Pa´l, Po´czos and Szepesva´ri (2010) also considered similar Ho¨lder con-
dition when they studied the convergence of k-nearest-neighbor (KNN) based
MI estimator. However, we argue that such conditions are too strong for copula
density, thus these results do not reflect the true difficulty of MI estimation.
Specifically, the Ho¨lder condition on the copula density means
|c(u1, v1)− c(u2, v2)| ≤M1‖(u1 − u2, v1 − v2)‖ (17)
for a constant M1 and all u1, v1, u2, v2 values between 0 and 1. Here and in
the following ‖ · ‖ refers to the Euclidean norm. However, this Ho¨lder condition
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(17) would exclude all commonly used continuous copula densities since they
are unbounded (Omelka, Gijbels and Veraverbeke, 2009; Segers, 2012). There-
fore, we need to consider the minimax convergence rate under a less restrictive
condition.
When c(u, v) is unbounded, the Ho¨lder condition can not hold for the region
where c(u, v) is big. Hence we impose it only on the region where the copula
density is small. Specifically, we assume that the Ho¨lder condition (17) holds
only on the region AM = {(u, v) : c(u, v) < M} for a constant M > 1. That
is, |c(u1, v1) − c(u2, v2)| ≤ M1‖(u1 − u2, v1 − v2)‖ whenever (u1, v1) ∈ AM
and (u2, v2) ∈ AM . Then this condition is satisfied by all common continuous
copulas in the book by Nelsen (2006). For example, all Gaussian copulas satisfy
the Ho¨lder condition (17) on AM for some constants M > 1 and M1 > 0.
But no Gaussian copulas, except the independence copula Π, satisfy the Ho¨lder
condition (17) over the whole I2.
If (17) holds on AM for any particular M and M1 values, then (17) holds on
AM also for all smaller M values and for all bigger M1 values. Without loss of
generality, we assume that M is close to 1 and M1 is a big constant.
Let C denotes the class of continuous copulas whose density satisfies the
Ho¨lder condition (17) on AM . We can then study the minimax risk of esti-
mating MI(C) for C ∈ C. Without loss of generality, we consider the data
set {(U1, V1), ..., (Un, Vn)} consisting of independent observations from a copula
distribution C ∈ C.
Theorem 1. Let M̂In be any estimator of the mutual information MI in equa-
tion (9) based on the observations (U1, V1), ..., (Un, Vn) from a copula distribu-
tion C ∈ C. And let M̂Icorn be any estimator of the MIcor in equation (10).
Then
sup
C∈C
E[|M̂In(C)−MI(C)|] = ∞, and
sup
C∈C
E[|M̂Icorn(C)−MIcor(C)|] ≥ a2 > 0,
(18)
for a positive constant a2.
The proof of Theorem 1 uses a method of Le Cam (Le Cam, 1973, 1986)
by finding a pair of hardest to estimate copulas. That is, we can find a pair
of copulas C1 and C2 in the class C such that C1 and C2 are arbitrarily close
in Hellinger distance but their mutual information are very different. Then no
estimator can estimate MI well at both copulas C1 and C2, leading to a lower
bound for the minimax risk. Detailed proof is provided in Section 6.1.
In the literature, MI are estimated using methods including kernel density
estimation (KDE) (Moon, Rajagopalan and Lall, 1995), the k-nearest-neighbor
(KNN) (Kraskov, Sto¨gbauer and Grassberger, 2004), maximum likelihood esti-
mation of density ratio (Suzuki, Sugiyama and Tanaka, 2009). There are also
other density estimation based MI estimators (Blumentritt and Schmid, 2012)
that use the Beta kernel density estimation (Chen, 1999) and the Bernstein
estimator (Bouezmarni, Ghouch and Taamouti, 2013).
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No matter which MI estimator above is used, Theorem 1 states that its min-
imax risk over the family C is infinite. Also, the scaled version for estimating
MIcor have minimax risk bounded away from zero. That is, the MI and MIcor
can not be estimated consistently over the class C. This inconsistency is not
specific to an estimation method. The estimation difficulty comes from the in-
stability of MI due to its definition, as shown by the huge difference in MI values
in Figures 2a and 2c for two virtually same probability distributions.
Mathematically, MI is unstable because it overweighs the region with large
density c(u, v) values. From equation (9), MI is the expectation of log[c(u, v)]
under the true copula distribution c(u, v). In contrast, the Ccor in (13) takes
the expectation at the independence case Π instead. This allows consistent es-
timation of Ccor over the family C, as shown in the next subsection 4.2.
4.2. The Consistent Estimation Of Copula Correlation
The proposed copula correlation measure Ccor can be consistently estimated
since the region of large copula density values has little effect on it. To see this,
we derive an alternative expression of Ccor (13). Let x+ = max(x, 0) denote
the non-negative part of x. Then
1∫
0
1∫
0
[c(u, v)−1]+dudv−
1∫
0
1∫
0
[1−c(u, v)]+dudv =
1∫
0
1∫
0
[c(u, v)−1]dudv = 1−1 = 0.
Hence
1∫
0
1∫
0
[c(u, v)− 1]+dudv =
1∫
0
1∫
0
[1− c(u, v)]+dudv. Therefore,
1∫
0
1∫
0
|c(u, v)− 1|dudv =
1∫
0
1∫
0
[c(u, v)− 1]+dudv +
1∫
0
1∫
0
[1− c(u, v)]+dudv
= 2
1∫
0
1∫
0
[1− c(u, v)]+dudv.
Then we arrive at the alternative expression
Ccor =
1
2
1∫
0
1∫
0
|c(u, v)− 1|dudv =
1∫
0
1∫
0
[1− c(u, v)]+dudv. (19)
In the new expression (19), Ccor only depends on [1−c(u, v)]+ which is nonzero
only when c(u, v) < 1. To estimate Ccor well, we only need the density estimator
cn(u, v) to be good for points (u, v) with low copula density. Specifically, we
consider the plug-in estimator
Ĉcor = Ccor(cn) =
1∫
0
1∫
0
[1− cn(u, v)]+dudv, (20)
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where cn(u, v) =
1
nh2
n∑
i=1
K(u−Uih )K(
v−Vi
h ) is a kernel density estimator with
kernel K(·) and bandwidth h.
To analyze the statistical error of Ĉcor, we can look at the error in the low
copula density region separately from the error in the high copula density region.
Specifically, let M2 be a constant between 1 and M , say, M2 = (M+1)/2. Then
we can separate the unit square into the low copula density region AM2 =
{(u, v) : c(u, v) ≤ M2} and the high copula density region AcM2 = {(u, v) :
c(u, v) > M2}. We now have Ccor = T1(c) + T2(c) where T1(c) =
∫∫
AM2
[1 −
c(u, v)]+dudv and T2(c) =
∫∫
AcM2
[1−c(u, v)]+dudv. Since the Ho¨lder condition (17)
holds on AM , the classical error rate O(h + (nh
2)−1/2) for the kernel density
estimator holds for |cn(u, v) − c(u, v)| on the low copula density region AM2 .
Hence the error |T1(cn)−T1(c)| is also bounded by O(h+(nh2)−1/2). While the
density estimation error |cn(u, v)−c(u, v)| can be unbounded on the high copula
density region AcM2 , it only propagates into error for Ĉcor when cn(u, v) < 1.
We can show that the overall propagated error |T2(cn)−T2(c)| is controlled at a
higher order O((nh2)−1). Therefore, the error rate of Ĉcor can be controlled by
the classical kernel density estimation error rate as summarized in the following
Theorem 2.
Theorem 2. Let cn(u, v) =
1
nh2
n∑
i=1
K(u−Uih )K(
v−Vi
h ) be a kernel estimation of
the copula density based on observations (U1, V1), ..., (Un, Vn). We assume the
following conditions
1. The bandwidth h→ 0 and nh2 →∞.
2. The kernel K has compact support [−1, 1].
3.
∫∞
−∞K(x)dx = 1,
∫∞
−∞ xK(x)dx = 0 and µ2 =
∫∞
−∞ x
2K(x)dx > 0.
Then the plug-in estimator Ĉcor = Ccor(cn) in (20) has a risk bound
sup
C∈C
E[|Ĉcor − Ccor|] ≤ 2
√
M1h+
2µ2√
nh2
+
M5
nh2
(21)
for some finite constant M5 > 0.
The detailed proofs for Theorem 2 are provided in Section 6.2. From (21), if
we choose the bandwidth h = n−1/4, then Ĉcor converges to the true value Ccor
at the rate of O(n−1/4). Thus Ccor can be consistently estimated, in contrast
to the results on MI and MIcor in subsection 4.1.
The Theorem 2 provides only an upper bound for the statistical error of
the plug-in estimator Ĉcor. The actual error may be lower. In fact, the error
|T1(c)−T1(cˆn)| can be controlled at O(n−1/2) using kernel density estimator cn
(Bickel and Ritov, 2003). Here we did not find the optimal rate of convergence.
But the upper bound already shows that Ccor is much easier to estimate than
MI and MIcor. Similar to classical kernel density estimation theory, assuming
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that the Ho¨lder condition holds on AM for the m-th derivatives of the copula
density, the upper bound on the convergence rate can be further improved to
O(n−(m+1)/(2m+4)).
The technical conditions 1 − 3 in Theorem 2 are classical conditions on the
bandwidth and the kernel. We have used the bivariate product kernel for techni-
cal simplicity. Other variations of the conditions in the literature may be used.
For example, it is possible to relax the compact support condition 2 to allow
using the Gaussian kernel.
Further adjustment is needed for a practical estimator for Ccor. In practice,
the (Ui, Vi)’s are not observed. From the raw data of (Xi, Yi)’s, i = 1, ..., n,
it is conventional to estimate (Uˆi = RX,i/(n + 1), Vˆi = RY,i/(n + 1)), and
then calculate Ĉcor using (Uˆi, Vˆi)’s. Here RX,i is the rank of Xi among all
Xs, and RY,i is the rank of Yi among all Ys. We will use the square kernel
K(u)K(v) = 1{|u| < 1}1{|v| < 1} and h = 0.25n−1/4 in practice. The band-
width h = 0.25n−1/4 is selected through numerical study detailed in the sup-
plemental Section 8.
Also, for any fixed sample size n and fixed bandwidth h, the estimator Ĉcor
can never reach the value of 1 and 0. Thus we make a finite-sample linear
correction
C˜cor = (Ĉcor − Cmin)/(Cmax− Cmin). (22)
Here Cmax and Cmin are respectively the maximum and minimum possible
values of Ĉcor given the n and h values. We use C˜cor in the numerical study of
Section 5.
Extra effort is needed to prove the risk bound for C˜cor using (Uˆi, Vˆi)’s. We
did not do that here. The purpose of Theorem 2 is to show that Ccor is funda-
mentally easier to estimate than MI. The risk bound on Ĉcor suffices for that
purpose.
5. NUMERICAL STUDIES
In this section, we conduct several numerical studies on the finite sample proper-
ties of the proposed Ccor, and compare it with several other measures. We first
compare the equitability of different correlation measures in simulation stud-
ies in subsection 5.1. Subsection 5.2 compares the computation time and the
power of the independence tests based on these dependence measures. Finally,
we apply Ccor to a data set of social, economic, health, and political indica-
tors from the World Health Organization (WHO) in subsection 5.3. This WHO
data set is analyzed by Reshef et al. (2011), and is available from their web-
site http://www.exploredata.net. We used their MINE package from the same
website to calculate MIC.
5.1. Equitability Analysis
The main purpose of a dependence measure is to rank the strength of dependence
within pairs of random variables. The Pearson’s correlation ranks the pairs of
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related variables based on the strength of linear relationship within each pair.
An equitable dependence measure does not prefer linear relationship nor any
other particular types of relationship. The equitable dependence measure should
treat all types of relationship equally, and do the ranking purely on the strength
of contained deterministic relationship.
We check the performance of various dependence measures in this respect
with a simulation study. We generate bivariate data sets each with a determin-
istic relationship hidden in the uniform background noise. We generate data
with two noise proportions 1 − p at 1/3 and 2/3. Six different deterministic
relationships, linear and nonlinear ones, are used in the simulation. These rela-
tionships are specified in the supplemental section 8.1. The data sets are of two
sample sizes n = 200 and n = 2000. We calculate the dependence measures on
these data sets, and rank the data sets in order according to each dependence
measure. An equitable dependence measure would separate the data sets purely
based on the noise levels 1 − p. Figure 3 shows the ranking by Ccor and other
dependence measures reviewed.
We can see that the Pearson correlation (cor), distance correlation (dcor) and
MIC all do not separate the two noise levels well. For the mutual information MI,
we considered the KNN estimators with different tuning parameters K = 20 and
K = 3 as in Kinney and Atwal (2014). Kinney and Atwal (2014) showed that
the estimator MI(KNN20) is more powerful when used to test independence,
while the estimator MI(KNN3) shows better self-equitability in finite sample.
In Figure 3, the MI(KNN3) separates the two noise levels much better than
MI(KNN20). The Ccor and RDC do the best job at separating the two noise
levels. The RDC (Randomized Dependence Coefficient) is proposed by Lopez-
Paz, Hennig and Scho¨lkopf (2013) as an estimator for Rcor.
In section 3.1, we showed that MI is not robust-equitable. Its theoretical
value is defined as infinity in those cases. So as sample size increases, the value
of its estimator will increase. Hence MI ranks higher those data sets with larger
sample size, rather than ranking purely by the noise level.
We use a bigger simulation to study further the three good measures in
Figure 3, namely Ccor, MI(KNN3) and RDC. For bigger simulation, we ignore
the more computationally intensive dcor and MIC which already perform badly.
We repeat the simulation with sample sizes n = 200 and n = 20000, doing ten
simulation runs at each combination of the noise levels and function types as
before. The result is given by Figure 4. We also plotted the box-plots of the
dependence measures for more detailed information on the ranking.
The MI(KNN3) does not separate the noise levels anymore. This confirms that
no estimator of MI reflects the strength of deterministic signal well.
The Ccor still does a pretty good job at separating the noise levels, reflecting
its good equitability property. RDC does much worse in separating the noise
levels. RDC is an estimator for the Rcor. While we can not prove if Rcor is
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Fig 3: Ranking the data sets using various dependence measures against the
noise levels.
robust-equitable or not, one of its drawbacks mentioned earlier is that no good
estimator exists. RDC also has problems as an estimator. For one, it is a ran-
domized estimator. As Figure 5a shows over a fixed data set with sample size
n = 1, 000, its value varies a lot over different runs. Also, sometimes it has trou-
ble converging to the true value of Rcor. Figures 5b and 5c show two data sets
generated from two different deterministic relationships. In both case, Rcor=1.
However, only in the first case 5b RDC gets close to one, for a very large sample
size n = 100, 000. For the second case in Figure 5c, even when n = 100, 000,
RDC remains below 0.82, far from Rcor = 1.
5.2. Comparison of Powers and Computation Times
Here we conduct simulation to compare powers of independence tests corre-
sponding to various dependence measures, similar to those in Simon and Tib-
shirani (2011) and Kinney and Atwal (2014). We compare the tests based the
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Fig 4: Ranking the data sets using three dependence measures against the noise
levels.
empirical estimates of linear correlation (cor), our copula correlation (Ccor),
MIC, distance correlation (dcor), two versions of MI estimators and RDC. The
two MI estimators (MI03 and MI20) are those KNN estimators in Kinney and
Atwal (2014) with tuning parameters K = 3 and K = 20 respectively. We also
included comparison to the (HHG) test of Heller, Heller and Gorfine (2013). The
dcor, RDC and the HHG tests were calculated using the R packages contributed
by those authors.
Similar to Simon and Tibshirani (2011), we simulated data sets of sample
size n = 320 from the regression model Y = f(X) + ε with Gaussian error
ε ∼ N(0, σ2), with different bivariate functional relationships Y = f(X). We
used nine bivariate relationships from literature (Newton et al., 2009; Reshef
et al., 2011; Heller, Heller and Gorfine, 2013; Kinney and Atwal, 2014), listed
in Table 3.
Data sets with 30 different increasing noise levels are generated. Similar to
Simon and Tibshirani (2011) and Kinney and Atwal (2014), we decide the cutoff
points as the 95th percentile from 1000 “null” data sets created by randomly
permuting the Y values. The test rejects the null hypothesis of independence
when the statistic on the simulated data sets exceeds the cutoff point, resulting
in a 5% significance level test. The power is calculated from 500 simulated
data sets, and reported in Figure 6 across different noise levels and the first
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Fig 5: RDC drawback: (a) random RDC values of different runs on the same
data set (n = 1, 000); (b) and (c) plots two data sets (n = 100, 000 each) with
different deterministic relationships and their RDC estimates.
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Table 3
The functions used in the power comparison simulation. The “Type” gives the name, f(x)
gives the definition, and “Data” column draws one noisy data set for the type.
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eight bivariate relationships. Following Kinney and Atwal (2014), we labeled
the test with the maximum noise-at-50%-power and those tests with noise-at-
50%-powers within 25% of this maximum.
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Fig 6: Heat maps shows the statistical powers testing independence by vari-
ous measures. “O” indicates the test with maximum noise-at-50% power, “*”
indicates tests with noise-at-50%-powers within 25% of the maximum.
From Figure 6, the linear correlation is best at detecting linear relationships
but can have very low power to detect other relationships. There is no single
test dominates in power in all cases. The MIC is very good at picking up the
high frequency function sin(16pix), but low power for other cases. Our Ccor has
best power in one case and near best in other four cases. Overall, RDC and
HHG have best or near best power in most cases.
We omitted from Figure 6 the simulated powers for the last bivariate rela-
tionship “four clouds” in Table 3. In fact, X and Y are independent in that
case. So the simulated powers in that case are actually the Type I error rates,
which are indeed close to the nominal 0.05 level for all tests here. We note that
HHG’s p-values provided by their package would lead to much higher Type I
error rates. Those p-values were not used in our simulation. Instead we decide
the cutoff points for HHG test statistics based on simulated “null” data sets as
described above for every other dependence measures.
We note that the power comparison study here is not the best way to assess
the dependence measure. The dependence measure should reflect the strength of
deterministic relationship in data, which is different from the power of indepen-
dence test. This can be clarified by the usage of R2 in linear regression settings.
The R2 (the square of the linear correlation) measures the strength of linear
deterministic relationship in data. Given a fixed sample size n, R2 does have
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a one-to-one mapping to the p-value of its corresponding F-test. However, the
F-test p-value measures the “statistical significance” of the linear relationship,
and generally becomes smaller for larger sample size (since we will be able to
detect very weak linear relationship given large enough sample size). The R2
reflects the “practical significance” of the linear relationship. It measures the
signal-to-noise ratio in data, and do not keep on increasing with the sample
size.
An equitable dependence measure should be an extension of the linear cor-
relation to measure the signal-to-noise ratio in data, regardless if the signal is
linear or not. Hence it is more important to assess how well the measure reflect
the “practical significance” of the signal in data. The power is about how well the
test captures the “statistical significance”, not the main aim of the dependence
measure. It is not surprising that HHG test, tailored for testing independence
purpose, has best power in most cases. However, such independence tests do not
lead to dependence measures directly. If we try to use the p-values of such tests
to rank the strength of deterministic relationships, then they will prefer large
sample sizes rather than strong signals in data.
The correct way to judge the equitability of a dependence measure is to
check how well it ranks the data according to the strength of signal in data
as done in subsection 5.1. We can see that measures such as MI also prefers
large sample size rather than ranking purely based on signal strengths. Ccor is
shown to be most equitable there. Therefore, Ccor would be more useful than
other dependence measures in selecting variables related to Y among X1, ...,
XK , particularly when X1, ..., XK do not all have the same sample size. The
unequal sample sizes occur in practice if some of Xk’s are hard or costly to
measure. We would not want to choose a weaker related Xk simply because it
has more measurements than others.
Another practical issue for applications is the computation time for the de-
pendence measure. We checked the computational times of the independence
test statistics on a system with dual Intel E5 2650 CPU’s at 2GHz and 128GB
RAM. We simulated data with different sample sizes n and the results are given
in Table 4.
Measures n=100 n=1000 n=10000
cor 0.001 0.001 0.001
Ccor 0.020 0.049 0.437
MIC 0.314 1.742 80.41
dcor 0.006 0.457 30.52
MI03 0.001 0.001 0.023
MI20 0.001 0.002 0.055
RDC 0.005 0.012 0.262
HHG 0.539 27.87 3786.9
Table 4
The computation times of all test statistics (in seconds).
As we could see from Table 4, MIC, dcor and HHG become very compu-
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tational intensive for large sample size. That would restrict their usefulness in
mining large data sets. Ccor took significantly less time than those three. Ccor
does take more time than the other dependence measures, but its computational
time is acceptable.
In summary, the computational time and power for Ccor are good but not
best among all dependence measures. It is clearly the most equitable measure,
providing best ranking of data sets based on the strengths of deterministic
relationships. Overall, Ccor performs very well as a dependence measure in
these simulation studies.
5.3. Analysis Of WHO Data
We now apply the new measure Ccor to the WHO data set. We repeat the
analysis in Reshef et al. (2011) by calculating the pairwise correlations among
the 357 variables in the data set. The first variable contains the ID numbers
of the countries: from 1 to 202. These numerical values have no real intrinsic
meaning. Hence the correlations between the first variable with other variables
are rather senseless. We drop the first variable and only calculate the pairwise
correlations among the rest 356 variables. There are many missing data in the
data sets. For some pairs of variables the available sample size is very small. Since
our estimator for Ccor uses the copula density estimation, its accuracy under a
very small sample size is suspectable. Therefore we calculate the measure Ccor
only on those pairs with at least n = 50 common observations. This results in
49286 pairwise correlations in total.
We first look at some pairs of variables studied by Reshef et al. (2011).
Figure 7 plots the data along with linear correlation (cor), MIC and Ccor values
for the examples 4C-4H in Reshef et al. (2011).
We can see that Ccor and MIC qualitatively give the same conclusion in those
examples. They both give low correlations to the first case. They both detect
some clear nonrandom relationships with weak linear correlations (cor). They
give lower correlation values than cor in the two cases with high linear correla-
tions, but big enough to detect the relationship. There are some differences in
the numerical values between Ccor and MIC. The biggest difference occurs for
the third case in the first row, with MIC = 0.72 and Ccor = 0.46.
To compare the estimates for Ccor and MIC, we plotted their values for all
49286 pairs on the WHO data sets in Figure 8. We can see that the values fall
in a band around the diagonal. This means that Ccor and MIC generally rate
the pair-wise dependence similarly.
To investigate the different rankings by these two measures, we investigate
three pairs of variables that have very similar values in one measure but big
difference in the other measure. These three pairs are labeled as A, B and C
on the graph of Figure 8. We plot the data for these variables in the Figure 9.
Since Ccor and MIC are both rank-based, we also plot these data in the ranks
to avoid any specious pattern due to the scales on the variables.
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Fig 7: The raw data and estimated correlation measures for several example
cases in Reshef et al. (2011).
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Fig 8: The Ccor and MIC values for all pairs in the WHO data. Three cases
labeled on the graph is shown in detail in the Figure 9
As we can see from Figure 9, the later two cases (B and C) both seem to have
strong linear relationships with some noise. While the noise patterns are different
in Figure 9B and 9C, the average noise amount looks about the same. The first
case Figure 9A clearly is much noisier than the later two cases. This pattern is
correctly reflected by Ccor which assigns similar correlation to the latter two
cases while giving the first case a much lower correlation value. However, MIC
assigns about the same correlation value to the first two cases and a much
higher correlation value to the third case. This certainly does not agree with
the observed data patterns. Particularly, MIC assigns a correlation value of 1
to the case 9C which is far from a noiseless deterministic relationship. From
these observations, Ccor better reflects the noise level than MIC. Thus Ccor is
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a better equitable correlation measure.
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Fig 9: The comparison of Ccor and MIC on three example cases.
As suggested by Reshef et al. (2011), we can search for nonlinear relationships in
data by checking the cases where the dependence measure Ccor far exceeds the
linear correlation |ρ|. Figure 10(a)-(c) show the top three relationships ranked
by Ccor−|ρ|. All three (and the next nine top ranked ones not plotted here) are
the “<” shaped relationship between variable “Trade Balance” against several
other variables. These two-branches “<” type relationships are also ranked in
the top by MIC − |ρ|. For example, the relationship between “Trade Balance”
and “Total Income” is ranked as the top one by Ccor−|ρ| and as the top second
by MIC − |ρ|.
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Fig 10: The top nonlinear relationships selected by Ccor on WHO data set:
(a)-(c) the top 3, (d) the top 16th.
Ccor−|ρ| also lead us to discovery of some relationships not found by other mea-
sures. The variables “Inequality Index” and “Births Attended by Skilled Health
Workers in the Poorest Quintile Residents” has clearly a proportion of deter-
ministic increasing relationship mixed with more noisy data (Figure 10d). This
relationship is ranked 16th by Ccor − |ρ|, but ranked very low by other depen-
dence measures. It was ranked in the 268th, 531th and 253th respectively by
MIC − |ρ|, dcor − |ρ| and MIcor − |ρ|.
6. Proofs
6.1. Proof of Theorem 1.
To prove the theorem, we use Le Cam (1973)’s method to find the lower bound
on the minimax risk of the estimating mutual information MI. To do this, we
will use a more convenient form of Le Cam’s method developed by Donoho and
Liu (1991). Define the module of continuity of a functional T over the class F
with respect to Hellinger distance as in equation (1.1) of Donoho and Liu (1991):
w(ε) = sup{|T (F1)− T (F2)| : H(F1, F2) ≤ ε, Fi ∈ F}. (23)
Here H(F1, F2) denotes the Hellinger distance between F1 and F2. Then the
minimax rate of convergence for estimating T (F ) over the class F is bounded
below by w(n−1/2).
We now look for a pair of density functions c1(u, v) and c2(u, v) on the unit
square for distributions that are close in Hellinger distance but far away in their
mutual information. This provides a lower bound on the module of continuity
for mutual information MI over the class C, and hence leads to a lower bound
on the minimax risk. We outline the proof here.
We first divide the unit square into three disjoint regions R1, R2 and R3
with R1 ∪ R2 ∪ R3 = [0, 1] × [0, 1]. The first density function c1(u, v) puts
probability masses δ, a and 1− a− δ respectively on the regions R1, R2 and R3
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Fig 11: The plot shows the regions R1, R2 and R3. The other two narrow strips
neighboring R1 and R2 are for the continuity correction mentioned at the end
of the proof.
each uniformly. The a is an arbitrary small fixed value, for example, a = 0.01.
For now, we take δ to be another small fixed value. The area of the region is
chosen so that c1(u, v) = M on region R2 and c1(u, v) = M
∗ on region R1
for a very big M∗. The second density function c2(u, v), compared to c1(u, v),
moves a small probability mass ε from R1 to R2. We will see that the Hellinger
distance between c1 and c2 is of the same order as ε, but the change in MI
is unbounded for big M∗. Hence module of continuity w(ε) is unbounded for
mutual information MI. Therefore the MI can not be consistently estimated over
the class C.
Specifically, the region R1 is chosen to be a narrow strip immediately above
the diagonal, R1 = {(u, v) : −δ1 < u − v < 0}; and R2 is chosen to be a
narrow strip immediately below the diagonal, R2 = {(u, v) : 0 ≤ u − v <
δ2}. The remaining region is R3 = [0, 1] × [0, 1] \ (R1 ∪ R2). The values of
δ1 and δ2 are chosen so that the areas of regions R1 and R2 are δ/M
∗ and
a/M respectively. Then clearly c1(u, v) = M
∗ on R1; c1(u, v) = M on R2;
c1(u, v) = (1− a− δ)/(1− a/M − δ/M∗) on R3. And c2(u, v) = M∗ − ε(M∗/δ)
on R1; c2(u, v) = M+ε(M/a) on R2; c2(u, v) = c1(u, v) on R3. See the Figure 11.
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Then we have
2H2(c1, c2) =
∫∫
(
√
c2(u, v)−
√
c1(u, v))
2dudv
= (
√
M∗ − ε(M∗/δ)−√M∗)2δ/M∗ + (√M + ε(M/a)−√M)2a/M
= δ(
√
1− ε/δ − 1)2 + a(√1 + ε/a− 1)2
= δ(ε/2δ)2 + a(ε/2a)2 + o(ε2)
= ε2( 14δ +
1
4a ) + o(ε
2).
Hence the Hellinger distance is of the same order as ε:
H(c1, c2) = ε
√
1
8δ
+
1
8a
+ o(ε).
On the other hand, the difference in the mutual information is
MI(c1)−MI(c2)
= δ log(M∗) + a log(M)− (δ − ε) log[M∗ − ε(M∗/δ)]− (a+ ε) log[M + ε(M/a)]
= ε log(M∗)− ε log(M)− (δ − ε) log(1− ε/δ)− (a+ ε) log(1 + ε/a).
(24)
Here M , δ and a are fixed constants. Hence when M∗ → ∞, this difference
in MI also goes to ∞. For example, if we let M∗ = e1/(ε)2 , then the module
of continuity w(ε) ≥ O(1/ε). That means, the rate of convergence is at least
O(w(n−1/2)) = O(n1/2) → ∞. In other words, MI can not be consistently
estimated.
The small difference in Hellinger distance of c1 and c2 can lead to unbounded
difference in MI(c1) and MI(c2) since MI is unbounded. After the transfor-
mation MIcor =
√
1− e−2MI in (10), the mutual information correlation is
bounded. The difference between MIcor(c1) and MIcor(c2) in the above ex-
ample is actually small since the MI are big for both c1 and c2 (leading to
corresponding MIcors close to zero). However, MIcor is also very hard to es-
timate over the class C. To see this, we follow the same reasoning above but
modify the example of c1 and c2. First, we notice that for any pair of densities
c1 and c2,
|MIcor(c1)−MIcor(c2)| = |
√
1− e−2MI(c1) −
√
1− e−2MI(c2)|
= | [1−e−2MI(c1)]−[1−e−2MI(c2)]√
1−e−2MI(c1)+
√
1−e−2MI(c2)
|
≥ 12 |e−2MI(c1) − e−2MI(c2)|
= 12e
−2MI(c1)|1− e−2[MI(c1)−MI(c2)]|.
For the difference MIcor(c1)−MIcor(c2) to be the same order of the difference
MI(c1)−MI(c2), we need to set MI(c1) at constant order when ε→ 0.
Therefore, we modify the above c1 to have probability mass δ = 2ε in region
R1, varying with the ε value instead of fixed as before. And we set M
∗ = e1/ε,
leading to
MI(c1)
= δ log(M∗) + a log(M) + (1− a− δ) log[(1− a− δ)/(1− a/M − δ/M∗)]
= 2 + a log(M) + (1− a− 2ε) log[(1− a− 2ε)/(1− a/M − 2εe−1/ε)],
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which converges to a fixed constant a1 = 2 + a log(M) + (1− a) log[(1− a)/(1−
a/M)] as ε→ 0. Using (24), recall that δ = 2ε and M∗ = e1/ε, we have
MI(c1)−MI(c2)
= ε log(M∗)− ε log(M)− (δ − ε) log(1− ε/δ)− (a+ ε) log(1 + ε/a)
= 1− ε log(M)− ε log(1/2)− (a+ ε) log(1 + ε/a),
which converges to 1 as ε→ 0. Hence we have
lim
ε→0
w(ε) ≥ lim
ε→0
1
2
e−2MI(c1)|1− e−2[MI(c1)−MI(c2)]| = 1
2
e−2a1(1− e−2(1)),
a positive constant a2 = e
−2a1(1 − e−2)/2. Therefore, MIcor can not be esti-
mated consistently over the class C either.
The above outlines the main idea of the proof, ignoring some mathemati-
cal subtleties. One is that the example densities c1 and c2 are only piecewise
continuous on the three regions, but not truly continuous as required for the
class C. This can be easily remedied by connecting the three pieces linearly.
Specifically we set the densities ci(u, v) = M , i = 1, 2, on the boundary be-
tween R1 and R3, {(u, v) : u − v = −δ1}, and on the boundary between
R2 and R3, {(u, v) : u − v = δ2}. Then we use two narrow strips within
R3, {(u, v) : −δ3 ≤ u − v ≤ −δ1} and {(u, v) : δ2 ≤ u − v ≤ δ4} to con-
nect the constant ci(u, v) values on the rest of region R3 with the boundary
value ci(u, v) = M continuously through linear (in u − v) ci(u, v)’s on the two
strips that satisfies the Ho¨lder condition (17). By the Ho¨lder condition (17),
the connection can be made with strips of width at most (M − 1 + a+ δ)/M1.
This continuity modification does not affect the calculation of the difference
MI(c1)−MI(c2) above as c1 and c2 only differ on regions R1 and R2. Within
regions R1 and R2, the densities c1 and c2 can be further similarly connected
continuously linearly in u− v. As there is no Ho¨lder condition on AcM , the con-
nection within R1 and R2 can be as steep as we want. Clearly the order obtained
through above calculations will not change if we make these connections very
steep so that their effect is negligible.
Another technical subtlety is that the c1 and c2 defined above are only densi-
ties on the unit square but not copula densities which require uniform marginal
distributions. However, it is clear that the marginal densities for cis are uniform
over the interval (δ3, 1− δ4) and linear in the rest of interval near the two end
points 0 and 1. The copulas densities c∗i ’s corresponding to ci’s can be calculated
directly through Sklar’s decomposition (1). It is easy to see that the order for
the module of continuity w(ε) remains the same for using the corresponding
copula densities c∗i ’s.
6.2. Proof of Theorem 2.
Let M2 be a constant between 1 and M , say, M2 = (M + 1)/2. Denote AM2 =
{(u, v) : c(u, v) ≤ M2}. Then we denote T1(c) =
∫∫
AM2
[1 − c(u, v)]+dudv and
T2(c) =
∫∫
AcM2
[1− c(u, v)]+dudv so that Ccor = T1(c) + T2(c).
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For a density estimator cˆn(u, v), we have the corresponding copula correlation
estimator by plugging cˆn(u, v) into the Ccor expression. Hence Ĉcor = T1(cˆn)+
T2(cˆn). We now bound the errors in estimating T1 and T2 separately.
T1 involves the integral over the (u, v) points in AM2 only. Those points are
contained in the set of low density points where the Ho¨lder condition holds.
Hence we can apply the usual bounds for kernel density estimation. Particu-
larly, let c¯n(u, v) = E[cˆn(u, v)] =
∫∫
K(s)K(t)c(u + hs, v + ht)dsdt denote the
expectation of the density estimator cˆn. Then the bias in density estimation is
bounded by
|c¯n(u, v)− c(u, v)| ≤
1∫
−1
1∫
−1
K(s)K(t)|c(u+ hs, v + ht)− c(u, v)|dsdt.
For (u, v) ∈ AM2 , c(u + hs, v + ht) ∈ AM for h ≤ (M −M2)/(
√
2M1), |s| ≤ 1
and |t| ≤ 1. Since the support of K(·) is [−1, 1], for small enough h, the bias is
bounded using the Ho¨lder condition by
1∫
−1
1∫
−1
K(s)K(t)M1h(|s|+ |t|)dsdt ≤ 2M1h
1∫
−1
1∫
−1
K(s)K(t)dsdt
= 2M1h.
(25)
The variance of cˆn is given by
V ar[cˆn(u, v)] =
1
nV ar[
1
h2K(
u−U1
h )K(
v−V1
h )]
≤ 1nh2
1∫
−1
1∫
−1
K2(s)K2(t)c(u+ hs, v + ht)dsdt.
Hence by the same arguments above, for small enough h, the variance is bounded
by
1
nh2
1∫
−1
1∫
−1
K2(s)K2(t)[c(u, v) +M1h(|s|+ |t|)]dsdt
≤ 1nh2µ22[c(u, v) + 2M1h],
(26)
where µ2 =
∫ 1
−1K
2(t)dt. Combining (25) and (26), we get
E{[cˆn(u, v)− c(u, v)]2} ≤ 4M1h2 + 1
nh2
µ22[c(u, v) + 2M1h]. (27)
The integration of the right hand side over the region AM2 is bounded by its
integration over the whole unit square: (u, v) ∈ [0, 1]× [0, 1]. For h small enough,
since 2M1h ≤ 1, we get
E{∫∫
AM2
[cˆn(u, v)− c(u, v)]2dudv}
≤
1∫
0
1∫
0
{4M1h2 + 1nh2µ22[c(u, v) + 1]}dudv = 4M1h2 + 2µ
2
2
nh2 .
(28)
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Hence
{E ∫∫
AM2
|cˆn(u, v)− c(u, v)|dudv}2 ≤ E{
∫∫
AM2
[cˆn(u, v)− c(u, v)]2dudv}
≤ 4M1h2 + 2µ
2
2
nh2 ≤ (2
√
M1h+
2µ2√
nh
)2.
That is,
|T1(cˆn)− T1(c)| ≤ E
∫∫
AM2
|cˆn(u, v)− c(u, v)|dudv ≤ 2
√
M1h+
2µ2√
nh
. (29)
Now we look at the error bound on AcM2 . Since the Ho¨lder condition does not
hold here, we can not control the error in cˆn on A
c
M2
. Notice that
V ar[cˆn(u, v)] =
1
n
V ar[
1
h2
K(
u− U1
h
)K(
v − V1
h
)]
may be unbounded since c(u, v) is unbounded on AcM2 . However,
V ar[cˆn(u, v)] ≤ 1
nh2
1∫
−1
1∫
−1
K2(s)K2(t)c(u+hs, v+ht)dsdt ≤ 1
nh2
M2KE[cˆn(u, v)],
where MK = max
0≤t≤1
K(t).
Let 1{cˆn(u, v) < 1} be the indicator variable for where cˆn < 1. Then
Pr[cˆn(u, v) < 1] = E[1{cˆn(u, v) < 1}] ≤ V ar[cˆn(u, v)]
[c¯n(u, v)− 1]2
by Chebyshev’s inequality.
Let M3 be a constant between 1 and M2, say M3 = (1+M2)/2 > 1. Then for
any point (u, v) ∈ AcM2 , when h is small enough, the h-square centered at (u, v)
are contained in AcM3 . Hence c¯n(u, v) =
∫∫
K(s)K(t)c(u+hs, v+ht)dsdt ≥M3.
Since the function x/(x−1)2 is strictly decreasing on [1,∞), let M4 = M3/(M3−
1)2, then
E[1{cˆn(u, v) < 1}] ≤ V ar[cˆn(u, v)]
[c¯n(u, v)− 1]2 ≤
1
nh2
M2K
c¯n(u, v)
[c¯n(u, v)− 1]2 ≤
1
nh2
M2KM4.
Hence,
|T2(cˆn)− T2(c)| = |T2(cˆn)|
= E| ∫∫
AcM2
[1− cˆn(u, v)]+dudv|
≤ ∫∫
AcM2
E[1{cˆn(u, v) < 1}]dudv ≤ 1nh2M2KM4.
(30)
Combining (29) and (30),
|Ĉcor − Ccor| ≤ 2
√
M1h+
2µ2√
nh
+
1
nh2
M2KM4.
This is (21) with M5 = M
2
KM4.
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7. DISCUSSIONS AND CONCLUSIONS
We have proposed a new equitability definition for dependence measures that
reflect properly the strength of deterministic relationships in data. The copula
correlation is proposed as the equitable extension of Pearson’s linear correla-
tion. Theoretically we proved that Ccor is robust-equitable and consistently
estimable. Its good performance is demonstrated through simulation studies
and a real data analysis. Based on these studies, Ccor will be a very useful new
tool to explore complex relations in big data sets.
For simplicity of presentation, we focused on bivariate continuous distribu-
tions. The multivariate extensions of Ccor are provided in Section 3.3. In higher-
dimensions, we need to explore Ccor estimators other than the KDE-based es-
timator. One possible direction is to develop KNN-based estimator for Ccor,
similar to what was done for MI. It may also be worthwhile to explore the
connection to dependence measures based on the reproducing kernel Hilbert
space (Gretton et al., 2005; Po´czos, Ghahramani and Schneider, 2012). One
such measure is in fact CD2 in equation (12) (Fukumizu et al., 2007). Because
of the good theoretical properties of Ccor proven in this paper, developing better
estimators for it deserves more research attention.
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8. Supplemental Materials
8.1. The Six Functional Relationships Used in the Numerical
Equitability Analysis
The following tables lists the six function relationships used in the equitability
analysis in section 5.1 of the main text. We provide the function expressions,
the plots of the functions and their corresponding singular copula Cs.
Functions Linear Parabolic Cosine 2-branches circle cross
f(x) y = x 4(x− 1
2
)2 cos(4pix) ±x ±√x− x2 ±(x− 1
2
)
Copula Cs
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8.2. Ccor Estimation With Kernel Copula Density Estimator:
Bandwidth Selection And Finite Sample Correction
We estimate Ccor using the plug-in estimator of equation (20) in the main text.
For the compact support kernel K(·), we take the constant function on [−1, 1].
That is, K(x) = 1/2 for −1 ≤ x ≤ 1. Hence the resulting bivariate kernel is
simply a square (u± h, v ± h).
We first make a finite-sample correction to Ĉcor. For any fixed sample size n
and fixed bandwidth h, the estimator Ĉcor can never reach the value of 1 and
0. This problem diminishes for large sample size as Ĉcor converges to the true
value by Theorem 2 in the main text. However, this can be a serious problem
for real applications where the sample size is always finite. We make a linear
correction of
C˜cor = (Ĉcor − Cmin)/(Cmax− Cmin). (31)
Here Cmax and Cmin are the maximum and minimum possible values of Ĉcor
and are functions of n and h. Cmax is the Ĉcor value on perfectly matched U
and V : Ui = Vi, i = 1, ..., n. Cmin is calculated on the most evenly distributed
possible case of (Ui, Vi)’s. That is, for Ui arranged in increasing order, Vi’s are
arranged in evenly distributed columns with the neighboring Vis separated by
2h distance within each column. The reported values in the numerical studies
throughout the paper is for this finite-sample corrected estimator.
We now turn attention to the choice of bandwidth. Theorem 2 suggested the
bandwidth h = b·n−1/4 for a constant b. While asymptotically any b value works,
for any finite sample different b values make a big difference. There have been
extensive literature on bandwidth selection for density estimations. Wand and
Jones (1993) and Wand and Jones (1994) provided plug-in formulas for choosing
bandwidth in multivariate density estimation. However, those formulas can not
be directly used here since they are calculated under conditions inappropriate
for copula density estimation as argued in the main text. They were calculated
for other types of kernels and a Gaussian reference distribution which is not a
copula distribution. Also, minimizing estimation error of Ccor is different from
minimizing the error in density function c(u, v). In any case, we first still tried to
plug into Ĉcor the bivariate density estimation using the function KDE2d() in
R with default bandwidth. This is similar to what is done with MI estimation
by Khan et al. (2007) and Reshef et al. (2011). The resulting estimator Ĉcor is
ok for big sample size, but can be much improved upon for the mediate sample
sizes smaller than thousands.
Therefore, we used an empirical approach to decide on the constant b for
bandwidth selection. For the nine functions listed in Table 5, we calculated the
true values of Ccor at various noise levels. Then we estimated C˜cor on generated
noisy data sets using different bandwidth values at sample sizes of n = 102, 103,
104 and 105. The averages of C˜cor from 100 randomly generated noisy data sets
are compared to the true Ccor values to decide on an optimal b value. From this
simulation, we decided on the bandwidth h = 0.25n−1/4. Figure 12 plots the
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A Linear y = x
B Quadratic y = x2
C Square Root y =
√
x
D Cubic y = x3
E Centered Cubic y = 4(x− 1/2)3
F Centered Quadratic y = 4x(1− x)
G Cosine (Period 1) y = [cos(2pix) + 1]/2
H Circle (x− 1/2)2 + y2 = 1/4
I Cross y = ±(x− 1/2)
Table 5
The function relationships used in Figures 12, 13 and 14.
simulation results using h = 0.25n−1/4. We can see that the performance of C˜cor
improves as sample size increases, and gives very accurate estimates for Ccor
under big sample sizes. For illustration, we showed the plots with bandwidth
h = 0.1n−1/4 and h = 0.5n−1/4 in Figure 13 and Figure 14 respectively. Those
bandwidth choices are clearly either too small or too big.
All the reported numerical results in the main text use the plug-in estimator
C˜cor in equation (31) with a square kernel and bandwidth h = 0.25n−1/4. This
choice works well in the numerical studies. Further investigation of other kernel
and bandwidth choices is a future research topic. Data-based adaptive band-
width selection (Jones, Marron and Sheather, 1996) could also be investigated.
Another possible future research direction is to consider the Ccor estimator
over a range of varying bandwidths. This idea is motivated by the MIC measure.
Although theoretically not equitable, Reshef et al. (2011) demonstrated some
good attributes of MIC under finite sample. More mathematical investigation of
MIC is warranted to understand its behaviour. Studies by Reshef et al. (2013)
indicate that taking the maximum value of the MI statistics over varying sizes of
grids is essential to its stability across different functional relationships in finite
samples. It can be proven that taking maximum of the plug-in Ccor estimator
over a range of varying bandwidths still results in a consistent estimator. It
could be interesting to investigate if such estimators can also take on some good
attributes of MIC in finite sample.
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Fig 12: The comparison of Ccor with its estimated values under different sample
sizes. This estimator uses the square kernel density estimator with bandwidth
h = 0.25n−1/4.
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Fig 13: The comparison of Ccor with its estimated values under different sample
sizes. This estimator uses the square kernel density estimator with bandwidth
h = 0.1n−1/4.
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Fig 14: The comparison of Ccor with its estimated values under different sample
sizes. This estimator uses the square kernel density estimator with bandwidth
h = 0.5n−1/4.
