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1. INTRODUCTION 
This paper enlarges the theory of optimal approximation in the 
following respect: it allows the observations on which an approxima- 
tion is based to be elements of diverse Hilbert spaces rather than 
scalars. For us an observation may be a function or a map or a set of 
functions or maps. This leads to more powerful approximations than 
those based on a finite number of scalar observations. 
Essential tools in our proofs are the Hilbert space constructed by 
Golomb and Weinberger, and the quotient theorem. 
We consider a given linear continuous operator G on a Banach space 
X to a Banach space 2. We wish to approximate Gx, x E X, in terms 
of m observations Fix, F2x ,..., Fmx of x, where F1 ,,.., Fm are given 
linear continuous operators on X to respective Hilbert spaces P,..., 
Zm. Thus the object to be approximated Gx is an element of the space 
2, and the observation Fix is an element of the space 2?, i = l,..., m. 
Let Ax denote the approximation of Gx. The operator A on X to 2 
approximates G. 
We agree to admit only approximations A which are linear in the 
observations and which are such that 
where U is a given fixed linear continuous operator on X onto an 
inner product Y; and Q, dependent on A, is a linear operator on Y 
to 2. We do not require that Q be continuous. A necessary and 
sufficient condition for the existence of the operator Q is that 
Rx=0 whenever ux=o, XEX. 
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Among the admissible approximations of G we shall distinguish one 
A, which we call optimal. 
In particular, G may be the identity. Let PO denote the optimal 
approximation of the identity. We call Pox, x E X, the spline approxi- 
mation of x. The name spline was devised by Schoenberg [32] 
and seems suitable even in its present larger role. 
With the aid of a few technical hypotheses, we shall establish the 
following properties of optimal approximation, known heretofore 
only in the scalar case (that is, the case in which Zl,.. ., 2” are all 
one-dimensional). 
1. The operators A0 , PO, and Q. are continuous, where 
G - A0 = QoU. For all x E X, Aox = Gf, 5 = Pox (Corollary 1 
and Theorem 2). 
2. A0 minimizes the norm 
among admissible approximations (Theorem 2). 
3. For each x E X, the norm 11 Uy I] is minimal among all y E X 
such that Fiy = Fix, i = l,..., m, when y = Pox and only then 
(Corollary 3). 
4. Let M denote the range of PO . For each x E X, there is a unique 
element t EM such that Fit = Fix, i = I,..., m; and 4 = Pox 
(Corollary 2). 
5. For each x E X, the norm I] U(v - z) 11 is minimal among all 
rl E M if and only if U(7) - Pox) = 0 (Corollary 4). 
6. For each .$ E M and each p > 0, A, minimizes sup I/ Rx I( 
among admissible operators, where the supremum is taken over all 
x E X such that Fix = Fit, i = l,..., m, and Ij U(x - [) 11 <p 
(Definition of optimality, Section 3). 
These properties are strong evidence that optimal approximation, 
as we define it, is important. Properties 2, 3, 5, and 6 involve mini- 
mizations. Properties 3, 4, and 6 involve a generalized interpolation. 
Of course no one method of approximation of G can be universal. 
What we do in the present paper is relative to Fl,..., Fm and U. There 
remain interesting problems pertinent to the choice of Fl,.. ., F” and U 
([30], pp. 90-104 and 74-80). 
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2. HYPOTHESES 
Suppose that X and Z are Banach spaces, that Y is an inner product 
space, and that Z?,..., 2” are Hilbert spaces, separable or not. Each 
space is to consist of more than one point. We shall denote by F(X, 2) 
the space of linear operators on X to 2. If T E F(X, 2) is continuous, 
the norm of T is 
Suppose that continuous operators G E F(X, 2) and Fi E Y(X, Zi), 
i = l,..., m, are given and that we wish to approximate G linearly 
in terms of F1 ,..., Fm; that is, to approximate G by A, where 
A = f EW, Ei E F(.Z, 2). 
a=1 
The remainder in the approximation will be 
(1) 
R=G-A. (2) 
This paper studies the design and analysis of the approximation, that 
is, the choice of El,..., Em and the analysis of R. 
Suppose that a continuous operator U E 9(X, Z) is given and 
that we agree to confine our attention to approximations A of the 
form (1) for which there exists an operator Q 6 r(X, Z) such that 
R=QU. (3) 
We describe such approximations A as admissible. Let & denote 
the class of admissible operators. Thus A E & if and only if (l), (2), 
and (3) hold. 
Assume the following additional hypotheses. 
1. The operator U is onjective (i.e., surjective): 
Y=UX. 
2. The operators Fl,..., Fm have closed ranges. 
3. There exists a constant B < cc such that 
II x Ila < B2 [II ux I? + Fl IIF”x llz] , x E X. (4) 
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Hypothesis 1 is nonrestrictive, since we may take Y as UX. 
Hypothesis 2 assures that the operator A0 , to be constructed, will 
be of the form (I). Hypothesis 3 assures that U, Fl,..., Fm contain 
enough information for our analysis. For each x E X, the set Ux, 
FIX,..., Fmx determines x, by (4), and therefore Gx. We shall suppose 
that the observations FLY,..., Fmx are accessible to us. These observa- 
tions will determine Ax. Study or appraisal of Rx will depend on 
full or partial knowledge of Ux. 
Our earlier hypotheses that Zl,..., Zm are Hilbert spaces and Y 
is an inner product space permit the use of projections. These 
hypotheses seem quite acceptable, since there are so many ways of 
constructing inner product and Hilbert spaces. In translating a 
preproblem into a problem, a mathematician can often arrange that 
key spaces be inner product and Hilbert spaces, by the use of direct 
sums of L”-spaces relative to suitable measures. The measures would 
be such that the induced norms in the spaces Y, Zi,..., Z* would 
measure size in a way that fits the preproblem ([30], pp. 328-329; [31]). 
Because W is onjective, the condition (3) that Q E *y( Y, 2) exist 
such that R = QU is equivalent to the condition that 
Rx = 0 whenever ux = 0, xfzx; (5) 
that is, 
kernel U C kernel R. 
This assertion is the algebraic part of the quotient theorem ([30], 
Remark, p. 312). Thus A E & if and only if (l), (2), and (5) hold. 
In applications it may be easier to verify (5) than (3). 
3. SPLINES AND OPTIMAL APPROXIMATIONS 
Let N denote the intersection of the kernels of the operators 
Fl,..., Fm; that is, the subspace of X on which all the operators Fl,..., F” 
vanish: 
Let 
N = {x E X : Fix = 0, all i = l,..., m>. (6) 
M = {x E X : (Ux, 775) = 0 whenever 5 E N). (7) 
Thus M is the set of points x in X such that the inner product 
(Ux, UC’ in Y vanishes for all c in N. We call the elements of M 
splines (relative to F1 ,..., Fm, U). 
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Note that 
kernel U C M. (8) 
We say that an approximation A E d is optimal if, for each fixed 
5 E M and each fixed p > 0, A minimizes 
sup II. 
wsx : 
x-&N, P IIUb-ENlIP 
The supremum is taken over all x E X such that x - 4 E N and 
II U(x - 6) II G P- It is not clear a priori that an optimal approximation 
exists, because the minimization of the supremum may depend on E 
and p. The above definition of optimality may seem contrived; our 
later theorems will justify the definition. 
4. THE CONSTRUCTED HILBERT SPACE 
Following Golomb and Weinberger [19], we now construct a 
Hilbert space % which as a set is the same as X. 
Choose an integer q, 1 < q < m, to be held fixed throughout the 
paper, such that for a constant B < CO, 
By (4) we know that q may be taken as m. If smaller values of q are 
possible, they may afford computational advantages. 
Define the bilinear form (x, y) on X as follows: 
(x, y) = (Ux, Q) + i (~*XPy), x,yeX. 
h-l 
Here (Ux, Uy) refers to the inner product in Y and (Px, Far) to 
the inner product in Zh, h = l,..., q. Condition (10) implies that (x, y) 
is an inner product on X, since (x, zc) = 0, x E X, implies that 
I( x (I = 0 and h ence x = 0. Condition (10) may be written 
II x II2 < =v> 4, XEX. 
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In the other direction, the continuity of U and Fl,..., Fn and (11) 
imply that 
Consequently the original norm on X and the norm induced by 
our constructed inner product are equivalent: each is majorized by a 
constant times the other. 
Let 3 denote the linear space X with the inner product (11). Then 
F is a complete space, because X is complete relative to its original 
norm. Hence S is a Hilbert space. 
An equivalent of our hypothesis (4) is the following: that for some 
Q < m, (x, x) = 0, x E X, implies that x = 0; and that the inner 
product space X is complete. 
The operators G, Fl,. . ., Fm, and U are continuous on %; their norms 
henceforth will refer to 2” rather than X. 
The spaces N and M, defined in (6) and (7), are closed linear sub- 
spaces of % and are independent of G. 
LEMMA 1. The spaces M and N afford an orthogonal decomposition 
of%: 
M=NL, N=ML. 
Proof: It is sufficient to show that M = Nl, Now 
N”-={x~~:(x,~)=Owhenever~~N} 
= {x E 9” : (Ux, Vi) = 0 whenever 5 E N} = M, 
since 
II 
(x, 5) = (Ux, Ut) + 2 (Fhx, FhD = (Ux, Ut) 
h=l 
whenever 5 E N. This completes the proof. 
Put 
Ao = GPFj = G - GPpj, 
Ro=G-Ao=GPsoj, 
where Proj, denotes the orthogonal projection in 3Y onto L. 
(12) 
LEMMA 2. An operator Q. E 9( Y, 2) exists such that 
R, =QoU. 
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Proof. By the algebraic part of the quotient theorem ([30], p. 312), it 
is sufficient to show that R,x = 0 whenever Ux = 0, x E 3%. Now 
Ux = 0, x E X, implies that x E M, by (8), and hence that Proj, x = 0 
and R,x = 0. 
LEMMA 3. The operator A, is admissible: 
A, EZZ. 
Proof. By Lemma 2, it will be sufficient to show the existence of 
operators Eoi E Y(Z(, Z), i = l,..., m, such that 
A, = f EoiFi. 
t=1 
Let Q be the direct sum of the Hilbert spaces Zl,..., 2” ([30], 
p. 353). Define V as the operator on X to Q such that 
Vx = (Fix,..., Fmx) EL?, XEX. 
Then V E r(S?“, Sz). 
If VX = 0, x E Z”, then x E N and A,x = 0, by (12). Furthermore 
ICY is closed in Q and hence a Hilbert space, since FiX is closed in 
Zi, i = I,..., m, by hypothesis. It follows, by the full quotient theorem 
([28]; [3U], pp. 310-313), that a continuous operator WE Y(V%, 2) 
exists such that 
A0 = WV. 
Extend W, defined on V%, to W, , defined on Sz, as follows: 
Here Proj,% is the projection in s2 onto V%; and ]I IV, 11 = I] W 1) . If 
y= Vx,x.S-, h t en W,y = Wy. Thus 
A0 = W,V. 
Now 
WO(Y1,...> y”) = W(-Jyl, 0 )...) 0) + W,(0,y2, 0 ,..., 0) + *** + Wo(O,..., O,Y”) 
= Eolyl + Eo2y2 + .-. + Eomym, (yl,..., y”) E Q, 
where 
Eoiyi zf W,(O ,..., 0, y’, 0 ,..., o), yi E .z, i = l,..., m. 
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Hence 
A,x = WoVx = Wo(F%c,..., F”x) = EolFlx + *.* + Eo”F”x, XES, 
as was to be shown. The operators Eol,..., Eom, and A0 are in fact 
continuous. 
5. THE OPTIMAL APPROXIMATION 
We shall denote the restriction of G to N by G j’ N. 
THEOREM 1. There is one and only one optimal approximation of 
G; it is 
A0 = G Pzj. 
For each .$ E M and each p > 0, 
SUP sex: 
X-@N, 
iiU(*E)llGP 
II Rx II sup ___ 
XEX: P 
(13) 
x-&N, 
llub-m$P 
for all A E .d, where 
II G r N II = =I$: II (2,’ II = yw, 11 G< Ii 7 
ll5lI = 1 IlUiil~l 
R,=G-Ao=GP;oj, R=G-AA. 
(14) 
Equality holds in (13) f or all t E M and all p > 0, if and only if 
A= A,. 
Thus the first supremum in (13), which might depend on 5 and p, 
is in fact independent of both. Note that (14) asserts that 11 G r N I/ 
is the Banach norm of G 1 N, where, as agreed, G is considered as an 
operator on .‘JZ rather than X. The two suprema in (14) are the same, 
because 11 { Ij = II Ut; j/ if < E N. The operator Proj, was denoted 
I’,, in Section 1. The fact that A0 and PO = ProjM are unique implies 
that these operators are independent of the choice of operators 
F1 ,..., Fq that enter in (10) and the definition of X. 
Theorem 1 in the scalar case is due to Golomb and Weinberger, as 
is the idea of the following proof [19]. 
Proof. For any x E 3, put 
5 =PzjxEM. 
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Then 
x-e=PpjxxE, 
Rot = 0, 
R,(x - f) = Rex = G(x - [). 
Consider any A E &. By (1) and (6), since x - 6 E N, 
Ax = AtJ + A(x - 5) = A[; 
hence 
(15) 
(16) 
Rx = G(x - 5) + (G - A) 1. (17) 
Now suppose that x is an element of the domain described in the 
suprema in (13), that is, that x - [ E N, (1 U(x - e) 11 < p, and x E 3, 
where t E M and p > 0 are fixed. Put 
x’ = - x + 26; 
then 
x’ - ~‘EN, II W’ - E) II <PP, and X’ES-; 
and, by (17), 
Rx’ = G(x’ - 0 + (G - 4 5 = - G(x - 5) + (G - 4 6. 
Hence, by (15) and (14), 
II Rx II sup - 
SEX: 
SEEN, P 
IIUb-Oll<P 
=~~~~~~[II~~~-~)+(~-~)~Il,ll-~(~-~)+(~-~)~Il] 
2 +-sup II G(x - I) II = $ sup II Rex II = II G 1 N II , (18) 
with equality if and only if (G - A) t = 0. Here and elsewhere a 
supremum which is not explicitly delimited is to be taken over the 
same domain as the suprema just before it. The inequality in (18) 
and our assertion about equality are consequences of the following 
elementary lemma. 
LEMMA 4. For all pairs of points u, w of a Hilbert space, 
mm [II u + 0 II , II u - w III 2 II v II , 
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with equality if and only if u = 0. Furthermore, the diJgerence 
max [II u + v II , II u - v Ill - II v II 
is bounded away from zero, for fixed u # 0 and bounded [j v I/ . 
As regards (18), note that (G - A) 5 therein is indeed fixed and that 
II G (x - 5) II th erein is bounded, since it is at most p /I G 1 N 11 _ 
Thus (13) is established, and A, is an optimal approximation of G. 
It remains to discuss equality in (13). If A = A, , then R = R, and 
the equality holds. Conversely, if equality holds in (13), then it 
holds in (18). Hence (G - A) t = 0; and 
Ax=Af=Gf=Ao(=Aox for all XEX, 
by (16), (12), and the fact that 5 = ProjM x since x - .$ E N. Hence 
A = A, , if equality holds in (13) for all [ E M and all p > 0. This 
completes the proof. 
For any x E 3, we call 
the spline approximation of x. There has been some variation in what 
writers mean by the term spline. For suitable choices ofFI,..., F”, and 
U, the present splines become the splines of other authors, whenever 
the latter splines have the minimal property described in Corollary 3 
below or the minimal property described in Theorem 2 below. 
Alternatively, one may identify our splines with others by describing 
M directly. The first appearance of splines of the present sort was in 
Meyers and Sard [24], where the splines are called preparatory 
formulas; cf. [JO], pp. 90-100, where the splines are called special 
formulas. Splines of the present sort, always in the scalar case, are 
considered in [I]-[12]; [14]-[16]; [18]-[24; [30]; [331-[&l. 
The following four Corollaries of Theorem 1 are due to Holladay 
[22], Golomb and Weinberger [19], Walsh, Ahlberg, and Nilson [Mj; 
[I]-[6], de Boor [Id], and Schoenberg [38]-[39]. Also see Greville [21], 
Atteia [;rl-[IO], de B oor and Lynch [15], Karlin and Ziegler [23]. 
Although the proofs of the corollaries will be quite immediate 
because of the Golomb-Weinberger method, the discovery of the 
corollaries in other guises was an important clarification of the theory 
of optimal approximation. 
COROLLARY 1. The optimal approximation of Gx, x E X, is Gf, 
where ( is the spline approximation of x. 
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Proof. Immediate, since A, = G Proj, , 
Note, however, that it is not necessarily true that the easiest calcula- 
tion of A, is that of Proj, followed by G. In some cases a direct 
calculation of A, , based on Theorem 2 below, may be easier. This 
is because Proj, is an operator to M C 3, whereas A, is an operator 
to 2. If 2 is simpler than M, then A, may be simpler than Proj,. 
As an instance one may consider [30], pp. 94-100, where certain 
spline approximations are given explicitly. Corollary 1 shows that 
each of these approximations may be integrated to obtain one of the 
optimal integration formulas of Table 1, p. 53 of [30], as discovered 
by Schoenberg [35], [36]. In this way, only a fraction of Table 1 would 
have been obtained, because the range of the parameters m, n in 
pp. 94-100 of [30] is substantially less than in Table 1. Yet in both 
cases the calculations were carried as far as possible on a desk machine. 
COROLLARY 2. For each x E ?Z, there is a unique 8 E M such that 
Fix = Fit, i = l,..., m; and 5 is the spline approximation of x. 
Proof. The condition Fix = Fit, i = l,..., m, may be written 
x - 5 E N. The decomposition theorem for the Hilbert space X 
implies that the decomposition of x into 4 E M and x - 5 E N is 
always possible and unique. 
LEMMA 5. If x E % and 5 = Proj, x, then 
II ux II2 - II ut II2 = II U(x - 8 II2 = II x II2 - II E II2 = II x - E II2 
= 11 PI;0 x l12. 
Proof. The last two equalities are immediate. And 
II x - 5 II2 = II vx - I) II2 + f: IIJYX - t> II2 = II qx - f) 112, 
h=l 
since x - e E N. Finally, 
II x II2 - II z II2 = II ux II2 + i II FhX II2 - II ut II2 - 2 IIFY II2 
h=l h-l 
= II ux II2 - II ut 112, 
since Fhx = Fhf, h = l,..., q. 
COROLLARY 3. For each x E 3, the norm 11 Uy 11 is minimal among 
ally E X such that F%y = Fix, i = l,..., m, if and only if y is the spline 
approximation of x. 
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Proof. Put [ = Proj, x. Then Fix = Fit, i = I,.,., m, by Corol- 
lary 2. Now consider y E X such that Fiy = Fix, i = I,..., m; that is, 
such that y - 5 E hi. Then [ = Proj,y; and 
by Lemma 5. Hence 11 Uy 11 3 11 Uf jj , with equality if and only if 
y = f. 
COROLLARY 4. For each x E %, the norm 11 Z!(T - x) jl is minimal 
among all 71 E M a7 and only if ZJ(q - 4) = 0, where .$ is the spline 
approximation of x. 
Proof. Put & = Proj, x. If 17 E M, then 
7 ~- ‘x = (7 - 5) + (E -- 4, ‘I-6EM 5 --XEN. 
Hence, by Lemma 1, 
and 
II 7 - X /I2 = II 7 - 5 II2 + II 4 - 3 Ii’; 
II WI - 4 112 + i: IIWI - 4 Ii2 
h=l 
= II U(, - 5) II2 + i IIF% - 6) II2 + II U(f -- 4 /I2 -I- 0. 
h=l 
Now 
w7 - 4 =m7 - 0, h = l,..., p, 
since x - 5 E N. Hence 
II ubl - 4 /I2 = II WI - 5) /I2 + II U(C - x) 112 >, I/ U(( - x) 112, 
with equality if and only if U(q - 5) = 0. This completes the proof. 
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THEOREM 2. The optimal operator A, minimizes the norm 11 Q 11 
among admissible operators A E &. Furthermore 
II Rex II2 G K”[ll ux II2 - II ut II21 < K2 II Ux 112, allXE%, (20) 
where 
K=IIG rNlI=~;IIQlI= ;; II’XII 
II UCll i 1 
= inf sup Ii RX (I = sup II J&x II = IIQo II < co. 
AS& it-c.!E 
II Uxll = 1 ,lUZg 1 
(21) 
If A,#AE&, then 
II Rx II2 
II ux II2 - II ut II2 ’
XES-, 
is unbounded; whereas 
II Rx II 
II’ 
XES?-, 
is bounded by II Q II if Q is continuous. If Z is one-dimensional (real or 
complex), then A, is the only element of S? which minimizes II Q 11. 
If Z is many-dimensional, then A,, need not be the only element of d 
which minimizes 11 Q 11. 
Other forms of II Ux II2 - 11 U[ II2 are given in Lemma 5. 
The fact that 
II Rx II2 
II ux II2 - II UY II2 ’ 
XE%, 
is unbounded if A # A, implies that the first part of the appraisal (20) 
is lost if A, is perturbed. 
That (20) holds with K = 11 G r N II is due, in the scalar case, to 
Golomb and Weinberger [19]. That A, minimizes 11 Q 11 among 
admissible onerators and that (211 holds are due. in the scalar case. 
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Proof. Part 1. By Theorem 1 and (15), for each 5 E M and p > 0, 
II Rex II 
llWN/Id=i= sup -= 
sup II Rob - 5) II 
e X@Z-: 
*L&N, 
P P 
IIw+-E)114p 
Here and elsewhere, whenever the domain of a supremum is un- 
specified, it is to be the domain of the preceding supremum. By 
Lemma 5, 
Hence 
K = sup II Ro(x - 8 II = sup II Rob - 5) II 
XT%-: X-EN, P /Ix - fli . Ilx-C-II =P
K = sup II Ro(x - 4) II = sup II Ro(x - 4) II “Rex ” . (22) 
LX&-: 
OZ.+&EN 
II x - E II II 0 - 5) II = sup II U(x - f> II 
With Lemma 5, this establishes the first inequality of (20) and the 
sharpness thereof, and therefore the second inequality of (20). 
Furthermore, by (22), 
K = sup II Rot II -=llQo ~~~Il~llQoii~ 
(go II w II 
(23) 
On the other hand, 
11 Q. 11 = sup /I = 
g5:, II ux II 
SUP i-C&: [ 
II G Proj, x II . II Proh x II 
Ux#O, II Proj, x II 1 II Uxll ’ 
ProjNx#O 
since the excluded case Proj, x = 0 would give R,x = 0. By Lemma 5, 
0 < II P$ x It2 = II ux II2 - II ut 112, 5 = Ppj x, XES-, 
and 
o < II Proj, x I? = 1 _ II uf II2 ( I 
’ II Uxl12 -jpi-jp. 
Hence 
I/ Q. I/ < sup I’ GProjA’ x ‘I = II G r N /! = K. 
XC?&: 
ProjNx#O 
II WA x II 
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With (23), this implies that 
IlQo II =K. 
Now for any A E d, 
(24: 
IIQ )I = sup !!?k!! - = II@ II K 
g$b II ux II supx = ’ 
since R( = G{ - A< = Gc, 5 E N. Thus we have shown that 
K = II G r in II = IlQo II = g$ II Q II. (25) 
The remaining equalities in (21) are merely elucidations of (25). 
Part 2. Consider 
Put 5 = x - 5. Then Rx = R[ + R( = R[ + G[, since 
R< = Gc - A[ = G< because 5 E N. Hence 
II Rt + G5 II2 
P= I,ugl12 > [EM, &-EN. (26) 
Suppose that A, # A E LZ? and therefore that R, # R. We have 
seen that R( = Gc = R,( for all 5 E N. Hence there must be an 
element to E M such that Rot, # 0 (otherwise R would be R,). Put 
5 = to in (26) and let 5 + 0. Then 
Ut--+O, (X-to, R5o+G5+Rto, IIW,+G1II+IIR~oII#O. 
Hence p ---t co, as stated. 
Part 3. Suppose that the space 2 is one-dimensional, either real 
or complex, say complex, to fix our ideas. The spaces Zl,..., Zm need 
not be one-dimensional. We shall show that A, is the only element of 
J.Z# which minimizes 11 Q 11; that is, that 
IIQII >K if A,#Aed. 
Thus, as before, there must be an element co E M such that 
R&, # 0. Then Ufo # 0, since R = QU. Now 
bY (21). 
(27) 
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If K = 0, then Gc = 0 for all 5 E N, and R,x = G (,x --- 0 L= 0, 
for all x E %, by (1.5). H ence Q. = 0, since the quotient operator in 
the quotient theorem is unique. On the other hand, Q + 0, else 
Rf, would vanish. Hence /I Q /j > jl Qo 11 = 0, as was to be shown, 
if K : 0. Henceforth assume that 
K ,O. 
Put 
I Rto I2 
and let co E N be such that 
O,K-e<<1G&, &K 
and 
(29) 
IIa*li=ll5oll=l. 
That co exists follows from (27). 
Let t be the complex number such that 
(30) 
I No I 
I t ’ = 1 G1, / I/ 7Jto (I2 > ’ (31) 
and 
Q t = 4 Gl, - r, Rc$, . (32) 
Put 
Then 
Rx = tR&, -f- R&‘, = tR5o -I- G5, , 
since R = G - A; and 
Ux = tU&-, + r/So . 
Now tR(, has the same half direction as Gco , by (32). Hence, by (31), 
( Rx / = I t / I R6o I + I GL, I = I Rto I2 + I Go I2 II uto II” I G5, I ‘I UC?, I2 ’ 
Furthermore, 
(ttJ.$, , UCO) = t(U&j , UC,) = Go 9 50) = 07 
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by (1 l), the fact that co E N, and Lemma 1. Hence, by (30) and (31) 
and 
I Rx I2 I R5o I2 
II= II uto II2 
+ 1 Gto I2 > 2eK + I K - e I2 = K2 + e2, 
by (28) and (29). Hence 
II Q II2 = ;;zos > K2 + e2 > Key 
as was to be shown. 
Part 4. If 2 is more than one-dimensional, A, need not be the 
only element of & which minimizes 11 Q 11 . This is established by 
the following elementary example. 
LetX= R5, Y=Z=.P= R3,m=l, 
ux = (Xl , x2 , x3) E y, 
Fix = (x3 , x4 , XJ E 21, 
Gx = (xl, x2 > ~4) E 2, 
for all (x1 , x2 , x3 , xq , x5) E X. 
Use Euclidean inner products. Then all our hypotheses are satisfied, 
including (4). We seek El E F(.P, 2). Represent El by the 3 x 3 
matrix 
ell e12 e13 
t 1 
e21 e22 e23 . 
e31 es2 e33
Then 
Ax = ElFlx = 
(ellx3 + elg4 + e13xs , e2,x3 + e2,x4 + e2,x5 , e3,x3 + e3,x4 + esaxs>, 
and the constraint is that Ax = Gx, whenever Ux = 0, that is, 
whenever x1 = x2 = x3 = 0. Thus A E &’ if and only if 
elG4 + e13x5 = 0, 
e22*4 + e2,x5 = 0, 
e3,x4 + e33x5 = x4 , 
for all x4 , x5 E R. 
Hence A E SZZ if and only if e,, = 1, e12 = e13 = e22 = e23 = e33 = 0. 
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This leaves e,, , ear , es1 free, so that dim G? < 3. 
If A E ,d, then 
Ax = (w, , e2s3 , e3,x3 + x4), 
Rx ==( x1 - es3 , x2 - e21x3 , - e3,x3), 
Rx = QUx, 
all x E X, 
where Q E F( Y, 2) is represented by the 3 x 3 matrix 
Now 11 Q I/ is the largest absolute autoroot of this matrix. Hence 
min IlQ 11 = 1; 
and the minimum is attained if and only if / es1 1 < 1. Thus the mini- 
mum is not uniquely attained. This completes the proof. The reader 
may verify that 
N = span ((1, 0, 0, 0, O), (0, LO, 0, W, 
("%Y>% = (%Y)x + X3Y3 9 
x = (Xl , x3 , x3 , 24 > x5) E x 
Y=(Yl,Y2,Y3,Y4,Y5)EX, 
Phoj x = (x1 , x2 , 0, 0, 01, 
Rex = G Ppj x = (x1 , x2 , 0), 
A,x = Gx - Rex = (O,O, x4) 
Thus Q. is represented by the matrix 
i 01 0 1 0 1 . 
6. ILLUSTRATIONS 
Many instances of optimal approximation in the scalar case are 
considered in the papers listed in the bibliography. The next case, 
in which Zl,..., Zm are finite-dimensional, may provide interesting 
applications. The case in which some or all of the spaces Z1 ,..., 2” 
580/1/z-8 
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are infinite-dimensional presents the greatest novelty. An instance is 
the following. One may perhaps get a notion from it of how the 
entire theory depends on Fl,..., F”, and U, and, in particular, on the 
norms in the spaces X, Y, and 2, Z1 ,..., 2”. 
Let 
I = Is x I, , I, = {s : - 1 < s < 11, It = (1 : - 1 < t < l}. 
Let P(1) be the space of functions on I, measurable and absolute 
square integrable, with 
(u, w,) = ss, ~6, t> ~0, t) ds dt, u, v EP(I), 
two functions being equivalent if equal almost everywhere; and let 
L2(I,), L2(I,) be th e analogous spaces of functions on I,, I,, re- 
spectively. Let X be the space of functions x on I such that the partial 
derivatives xr,r(s, t), x2,s(s, 0), x,,,(O, t) each exist almost everywhere 
on I, I, , I, and are elements of L2(1), L2(1,), L2 (It), respectively, and 
such that the Taylor formula 
x(s, t) = x(0,0) + sxl.o(O, 0)+ txo,l(O, 0) + j-’ (s - f> x2,oK 0) ds” 
0 
+ j-’ j-’ xlsl(f, f) df dt’ + ,: (t - i) x~,~(O, i) dt (33) 0 0 
holds for all (s, t) E I. Thus X is like the space B,,,(O, 0) of [30, p. 1721, 
except that the second partials are absolute square integrable. Define 
the inner product on X as 
(x, y) = x(070) Y(O, 0) + %0(09 0) Yl.O(O, 0) + ~O.l(O, 0) YO.l(Q 0) 
+ j- IS %.o(s, O)Y,,O~% 0) ds + j-II xds, t)ym(s, t) ds d 
+S x0,2(0, t)yo,,(O, t) 4 x,yeX. 
It 
Then X is a Hilbert space, in fact, the direct sum 
Rs @LB(&) @La(l) @L2(It). 
Let 2 = X and let G be the identity on X. 
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Let Y be the Hilbert space L*(I,) @L*(1) @L2(1,); and let U be 
the operator 
[Jx = bz,o(s, Oh q,(s> 0, x,.,(0, t>> E Y, XEX. 
Here we follow the classical, informal practice of denoting a function 
by its values. Thus U E r(X, Y), U is continuous, and Y = UX, 
because of (33). 
Let 21 =; z” = . . . = Zk be the space of functions u on I, such that 
the first derivative u1 exists almost everywhere, is an element of 
L2(18), and such that 
u(s) = u(0) + I”, q(S) df, SEI,; 
with inner product 
Let Fl,..., Fk be the operations of observing an element of X on k 
specified sections of I parallel to I, . That is, b, ,..., b, are specified 
elements of I, , and 
Fix = x(s, bi), SEIs, XEX, i = I,..., k. 
Similarly, let Zk+l = Zk+2 = ... = Zm be the space of functions on 
I, like Z1 and let 
Fix = x(a, ) t), tEIt, XEX, i = k + I,..., m, 
where ak+r ,..., a, are specified elements of I, . 
Then Fi E 9(X, Zd) and Fi is continuous, i = l,..., m. Further- 
more FiX is closed, at least if bi or ai , as appropriate, is not zero. 
We assume this. Finally, B < oo exists such that 
Ii x !I2 < B2 [II Ux II2 + El IFix lie] , x E X, 
at least if k 3 2, b, # b, , and m - k > 2, ak+l # ak+2, which we 
assume. The proofs of these assertions are omitted. 
This concludes the description of an example in which all our 
hypotheses are in force and in which Z1, . . . , Zm are infinite-dimensional. 
What is involved is the approximation of a function of two variables 
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in terms of m of its sections. The example may be generalized as 
follows: The observations Rc,..., Fmx are values of x along specified 
curves in I instead of specified line segments. 
A variant of the example is the following: consider two of the 
components of the above Ux as observations, Fm+lx and Fm+2~, and 
take the third component of UX as a new UX. 
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