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O VITASENIOR-MT é uma plataforma de teleassistência, desenvolvida especificamente 
para a população idosa, que permite monitorar remotamente os dados biométricos e 
ambientais dos pacientes no seu conforto doméstico. Estes dados são transferidos para a 
infraestrutura na nuvem por intermédio de um dispositivo, Vitabox, que permite também a 
interação dos pacientes com o sistema através da televisão.  
Este relatório foca-se na componente de computação em nuvem, onde se encontram os 
serviços de processamento e armazenamento dos valores recolhidos, bem como a emissão 
de alertas e gestão do equipamento. 
A solução pretende transferir, processar e armazenar os valores recolhidos pelos sensores 
associados às Vitaboxes e aos respetivos pacientes, seguindo uma arquitetura de 
microsserviços, que promove escalabilidade computacional, um melhor isolamento de falhas 
e fácil integração entre os serviços.  
O sistema é também provido de um portal, onde podem ser registados médicos e cuidadores, 
garantindo o acompanhamento dos pacientes. 
A abordagem apresentada garante a segurança de dados pessoais e uma forma simplificada 
de recolher e apresentar os dados aos diferentes atores sem comprometer a performance do 
sistema.  
Os testes realizados comprovaram que esta solução é mais eficiente que uma abordagem 








VITASENIOR-MT is a telehealth platform designed specifically for the elderly population, 
which allows to remotely monitor biometric and environmental data in their home comfort. 
These data are transferred through a device, the Vitabox, which also allows patients to 
interact with the system through the television. 
This work is focused on the cloud computing component, where the processing and storage 
services are defined, as well as the alerts issuance and the equipment management. 
The solution is able to transfer, process and store the data collected by the sensors related 
with the Vitaboxes and their patients, following a microservice architecture, which promotes 
computational scalability, better faults isolation and easier integration. 
The system also provides a web portal, where doctors and caregivers can register and easily 
follow their patients’ status. 
This approach provides personal data security to the patients and a simplified way of 
collecting and presenting the data to the different actors without compromising the system’s 
performance. 
The tests performed demonstrated that this solution is more efficient than a monolithic 
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Nas últimas décadas tem-se verificado um aumento da taxa de envelhecimento da população 
e um aumento do número de casos de idosos isolados, resultado da evolução da estrutura da 
família, em que os jovens são mais independentes dos patriarcas. Este fenómeno justifica a 
necessidade de soluções de monitorização e teleassistência desta população envelhecida e 
isolada. Este trabalho tem por objetivo contribuir com uma nova solução para este problema. 
Neste capítulo é apresentada em a motivação e objetivos deste projeto, uma descrição geral 
do projeto e a solução proposta. 
 
1.1. Motivação 
Atualmente a Europa vive o maior envelhecimento de população da sua história, um 
fenómeno que se começou a sentir no fim do século passado. Se em 1950 nenhum país tinha 
uma taxa de população idosa (com 65 anos ou mais) superior a 11%, em 2000 esse valor 
atingiu os 18% e prevê-se que atinja os 28% em 2050 [1]. Segundo relatórios da Comissão 
Europeia de 2017, na última década, a taxa de envelhecimento cresceu em média 2,4%, 
sendo que esse efeito foi mais acentuado em Portugal com uma pontuação média de 3,6% 





Fig. 1 - Crescimento da percentagem de população com 65 anos ou mais entre 2007 e 2017 [2]. 
 
Este fenómeno é causado pela diminuição das taxas de natalidade e pelo aumento contínuo 
da esperança média de vida, motivado pelos avanços da medicina e dos serviços nacionais 
de saúde, que em Portugal era inexistente até à segunda metade do século XX [3]. Desta 
forma a proporção de população dependente idosa em relação à população ativa atingiu 
29,9% em 2017, ou seja, a responsabilidade social de cada idoso incide em aproximadamente 
3 trabalhadores. 
Considerando o ritmo atual, prevê-se que em 2050 seja atingido o pico de população na 
Europa (jovem, ativa e idosa), seguindo-se de um contínuo declínio, que levará ao 





Fig. 2 - Projeção da taxa de dependência idosa de 2017 a 2080 na União Europeia [2]. 
 
Uma vez que os idosos serão mais numerosos que as crianças e que a responsabilidade social 
sobrecarregará um número cada vez menor de população ativa serão visíveis as alterações 
na natureza da sociedade [1].  
Algumas das consequências desta tendência são já visíveis, tais como os crescentes casos de 
abandono e isolamento de idosos. Em 2017 existiam 28279 idosos a viver sozinhos, 
representando mais de metade da população idosa sinalizada e mais 8,2% que no ano anterior 
[4]. 
Ao crescimento da taxa de envelhecimento está também associado o elevado número de 
acidentes cardiovasculares na população. Embora tenha vindo a diminuir nos últimos 30 
anos por toda a União Europeia, no caso de Portugal representou quase 31% das causas de 






Fig. 3 - Causas de morte em 2014 [5]. 
 
No entanto não são apenas os casos de acidentes cardiovasculares que preocupam, pois 
embora a população na Europa, em média, viva hoje mais anos, estes têm cada vez mais 
doenças crónicas associados aos, cada vez piores, hábitos alimentares. Entre estes, destacam-
se o excessivo consumo de álcool e outras drogas, diminuição de atividade física e aumento 
da exposição à poluição. Assim, Portugal é um dos países com menos de 50% de população 
adulta reportada como saudável, sendo agravado pelo facto de mais de 25% dessa população 




Fig. 4 - Percentagem de população com limitações na atividade diária [6]. 
 
Com base nestes estudos percebemos que os países desenvolvidos encontram-se cada vez 
mais envelhecidos e que esta população exige mais cuidados e acompanhamento, que por 
sua vez necessita de uma forte presença humana. No entanto, esta tende a escassear a longo 
prazo, pois serão cada vez menos os trabalhadores ativos e capacitados em relação à 
população dependentes.  
Para responder aos problemas identificados tem sido realizado um investimento, associado 
ao plano de crescimento inteligente, sustentável e inclusivo da Europa 2020 [7]. Este 
investimento tem dado origem a diversos projetos com a missão de facultar melhores 
cuidados de saúde e acompanhamento social, a menor custo, através de metodologias de 




1.2. Solução proposta 
No sentido de atenuar os impactos sociais da evolução demográfica apresentada foi proposto 
o projeto VITASENIOR-MT, uma solução de teleassistência com foco na população idosa 
da região do Médio Tejo [8] descrita de forma geral nas secções seguintes. 
 
1.2.1. Objetivo do projeto VITASENIOR-MT 
O projeto VITASENIOR-MT pretende assegurar o acompanhamento de idosos isolados e 
pessoas incapacitadas para a prevenção de acidentes, que possam ocorrer em ambiente 
doméstico, de forma automatizada, através da monitorização do ambiente envolvente e do 
estado biométrico dos seus pacientes, oferecendo assim maior autonomia e segurança no seu 
quotidiano.  
O projeto caracteriza-se pela sua natureza holística que se adequa a várias necessidades, 
podendo ser integrado em qualquer ambiente doméstico (por exemplo uma casa ou um lar) 
e para qualquer estrato social. Para além do idoso, o sistema poderá também ser usado por 
crianças, jovens e adultos, uma vez que a solução foi desenvolvida com vista ao pouco 
conhecimento tecnológico por parte do utilizador. 
 
1.2.2. Visão geral do projeto 
A solução final agrega os dados recolhidos por sensores ambientais organizados numa rede 
de sensores sem fios (WSN), de uma pulseira desportiva e de dispositivos médicos como 
uma balança, um glicosímetro ou um esfigmomanómetro por meio de Bluetooth. De seguida 
estes dados são modelados e guardados remotamente para posterior análise, que despoleta 
avisos em situações anómalas. O sistema permite também a visualização dos mesmos por 
parte de entidades competentes como um médico ou um familiar. Uma vez que se tratam de 
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dados pessoais, todo o processo de transporte, alojamento e acesso a estes é devidamente 
validado e seguro, de acordo com as normas vigentes para dados sensíveis. 
O sistema está divido em 3 componentes distintas (Fig. 5):  
1. Rede de sensores; 
2.  Vitabox – dispositivo que interliga os sensores e televisão; 






Fig. 5 - Arquitetura geral do VITASENIOR-MT. 
 
Na componente referente à rede de sensores são implementados mecanismos de 
comunicação entre os sensores na WSN, de recolha e transporte dos dados obtidos e de 
aceitação/remoção de dispositivos na rede. Nesta componente são também interpretados 
comandos Bluetooth para a extração de dados dos equipamentos médicos e da pulseira. 
A Vitabox apresenta-se como um o gateway1 que suporta a interoperabilidade entre a Cloud 
e a rede de sensores. Isto é, estabelece a ligação com ambos os pontos e encaminha os dados, 
previamente modelados, para a Cloud, aplicando assim o conceito de Fog Computing. Esta 
exerce também a interação com o paciente por meio da televisão e do comando da mesma, 
 
1 Dispositivo que serve de interface entre duas redes distintas. 
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sendo esta funcionalidade de importância fulcral para aumentar a usabilidade da solução e 
com isto facilitar a aceitação do sistema por parte do idoso, pois é um dispositivo com o qual 
este já se encontra familiarizado. 
Por fim, a Cloud guarda os dados, valida a autenticidade dos acessos, gere os equipamentos 
e pacientes definidos em cada Vitabox, procura anomalias nos valores recebidos e envia 
alertas para situações de risco. Na Cloud existe a interface gráfica de configuração de 
equipamento e visualização de dados. 
 
1.2.3. Descrição da solução 
O foco deste relatório será a componente de Cloud, apresentando a arquitetura desenvolvida, 
com a devida fundamentação para cada decisão tomada ao longo deste processo, 
apresentando as dificuldades encontradas e os resultados obtidos. 
Um dos critérios para a implementação do projeto foi a utilização da plataforma IBM Cloud 
[9] para alojar os serviços do projeto VITASENIOR-MT. Esta opção é justificada pela 
cooperação entre o Instituto Politécnico de Tomar e a empresa Softinsa2 para o 
desenvolvimento da referida solução. Deste modo será necessário conhecer as soluções 
oferecidas, os modelos de negócio aplicados e as implicações da integração do software na 
plataforma. 
A Cloud deverá disponibilizar serviços para que seja possível à Vitabox obter a lista do 
equipamento e pacientes a ela associados e submeter os valores dos sensores. No momento 
da receção dos dados dos sensores, estes deverão ser imediatamente submetidos a análise, a 
fim de averiguar eventuais anormalidades. Caso se detetem valores fora do intervalo que se 
entende como aceitável, a Vitabox e os utilizadores relacionados com a própria (podendo ser 
um médico ou um familiar), ou o paciente em causa, deverão ser imediatamente alertados.  
 
2 Empresa do grupo IBM. 
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Para a visualização dos dados recolhidos, receção de alertas e configuração de equipamentos 
foi desenvolvida uma aplicação web, para que os utilizadores possam aceder remotamente. 
Os utilizadores da aplicação web são categorizados em 4 papéis possíveis (Fig. 6): 
• Responsáveis clínicos (será usado o termo “médico” para esta função ao longo do 
relatório); 





Valores de sensores ambientais
Atividade dos sensores ambientais
Dados da Vitabox
(localização, atividade)
Dados dos paciente 
(nome, atividade, sensores biométricos)
Valores dos sensores biométricos




Fig. 6 - Esquema de acessos dos utilizadores. 
 
Os médicos têm permissões para aceder aos dados dos pacientes a si atribuídos, receber 
alertas, agendar a utilização do equipamento pelos pacientes e definir os seus perfis clínicos. 
Já os cuidadores, além do acesso aos dados dos pacientes da Vitabox em causa e da receção 
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de alertas, podem também consultar o histórico do estado ambiental da habitação. Os 
patronos têm acesso a todas as ações dos cuidadores e também são responsáveis pela 
associação dos pacientes aos respetivos médicos, gerir o equipamento, registando-o na 
Vitabox e no caso das pulseiras, definido os pacientes a que pertencem e definir utilizadores 
como cuidadores da Vitabox. Adicionalmente o patrono, o médico e o cuidador poderão 
realizar videochamadas e enviar notificações em tempo real para a Vitabox em causa. 
O administrador desempenha o papel de responsável pela manutenção da infraestrutura 
fornecido pela empresa que presta o serviço, estando impedido de visualizar os dados dos 
sensores. A sua função será apenas de monitorizar o estado de atividade do equipamento e 
de todo o sistema, tendo acesso apenas ao momento da última receção de valores de um 
equipamento e sendo notificado caso algum equipamento emita valores considerados 
inválidos, como por exemplo humidade negativa. 
Para que seja possível a implementação das regras de acesso são definidas as relações entre 
as diferentes entidades do sistema, impondo uma estrutura hierárquica em que no centro 



















A solução desenvolvida cumpre boas práticas e contém mecanismos para garantir 
escalabilidade, disponibilidade e otimização, a fim de promover os menores tempos de 
resposta e de atuação possíveis sem comprometer a flexibilidade que o sistema deve ter de 
forma a, no futuro, integrar novas funcionalidades ou alterar as existentes. Para isso recorre 
a padrões de desenvolvimento já definidos e testados para comunicação cliente-servidor, 
envio de eventos e alojamento de dados. 
Para concluir, o desenvolvimento bem-sucedido de toda a componente de Cloud do projeto 
VITASENIOR-MT teve como base 4 etapas específicas que são abordadas em detalhe nos 
capítulos seguintes: 
• Planeamento da solução a desenvolver e escolha das tecnologias a utilizar; 
• Desenvolvimento da solução de backend e API; 
• Desenvolvimento de aplicação de frontend; 
• Testes (integração) ao sistema desenvolvido.  
 
1.2.4. Organização do relatório 
O relatório está organizado da seguinte forma: no capítulo 2 é apresentada uma 
contextualização tecnológica de metodologias para o alojamento e comunicação entre 
serviços dedicados à monitorização bem como os seus desafios e algumas soluções. 
No capítulo 3 é apresentado o levantamento do estado de arte na área da integração de 
soluções Cloud com a Internet das Coisas (IoT), iniciando com algumas propostas de Cloud 
no mercado, bem como os seus pontos diferenciadores e finalizando com um levantamento 
sobre outros trabalhos e estudos já realizados na área da teleassistência e e-saúde na 
perspetiva de Cloud. 
No capítulo 4 é detalhado todo o sistema desenvolvido, começando pro apresentar a proposta 
de solução e uma vista geral da mesma, seguido de uma descrição dos componentes mais 
relevantes. Entre estes, destacam-se os ambientes utilizados para desenvolvimento e 
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produção, a escalabilidade da arquitetura, o armazenamento, a segurança, o acesso aos dados 
e por fim uma demonstração dos testes realizados à solução. 
Para terminar, o capítulo 5 apresenta as conclusões do desenvolvido e aborda algumas ideias 











Neste capítulo são apresentados os conceitos de computação em nuvem (cloud computing) 
e de Internet das Coisas, bem como os seus benefícios e desafios. De seguida são 
apresentados os mecanismos de integração entre estes conceitos e as arquiteturas tipicamente 
utilizadas. 
 
2.1. Computação em Nuvem 
O conceito de Computação em Nuvem (comumente referido como Cloud Computing ou 
simplesmente Cloud ao longo do relatório) refere-se à alocação de recursos de computação 
sem o conhecimento da localização física deles. Isto é, um conjunto de computadores ligados 
entre si pela infraestrutura de rede que permite acesso remoto, e disponibiliza processamento 
e armazenamento de grandes volumes de dados. Desta forma, é possível mover os serviços 
disponibilizados para um centro de processamento de dados mais próximo do cliente e 
configurar réplicas ou cópias de segurança (backups) no outro lado do mundo de forma 
automatizada, consoante as necessidades. 
Com esta facilidade de alocação de recursos é possível ao provedor disponibilizar novos 
modelos de negócio como por exemplo o Platform as a Service (PaaS). 
Neste modelo, o provedor fornece todo o ecossistema e ferramentas de desenvolvimento e 
implementação já configurados, cabendo ao programador desenvolver sobre a tecnologia 
fornecida, Assim, este delega a responsabilidade de backups de dados, balanceamento de 
serviços e atualizações de infraestrutura para o provedor do serviço. Este paradigma vem 
opor-se ao tradicional Infrastructure as a Service (IaaS), em que o provedor apenas oferece 
os recursos físicos de processamento, armazenamento e rede. Nesta segunda abordagem, o 
programador é responsável por configurar todo o sistema, garantir o seu correto 
funcionamento e assumir o risco de falha, tornando o processo mais moroso e propício a 
erros [10].  
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Com a oferta de novos modelos de negócio vem também a oferta de novos modelos de 
pagamento, pois ao invés do cliente alocar um valor fixo de recursos, é lhe agora possível 
pagar apenas os recursos utilizados, aplicando uma política de pay-as-you-go (PAYG). Uma 
vez que a plataforma oferecida é elástica, o cliente pode iniciar o serviço com os recursos 
provisionados ao mínimo e ir alocando mais recursos conforme a necessidade de utilização. 
 
2.2. Internet das Coisas 
A Internet das Coisas (IoT) pode ser definida como a interseção do mundo digital com 
mundo físico, por meio de dispositivos interligados com o objetivo de monitorizar, atuar 
e/ou disponibilizar informação de forma “natural” aos seus utilizadores, de forma não 
intrusiva e de fácil acesso. Estes dispositivos são maioritariamente caracterizados pelo seu 
baixo consumo energético, portabilidade e capacidade imersiva do utilizador, sendo já 
aplicados em diferentes áreas tais como a monitorização ambiental, gestão de energia, 
cuidados de saúde, automação industrial, venda a retalho, manutenção de equipamento, 
multimédia e transportes.  
Sendo o projeto VITASENIOR-MT uma solução IoT aplicada à saúde e monitorização 
ambiental, serão encarados os desafios que daí provêm, como o tratamento de um extenso 
volume de dados provenientes dos sensores, a interoperabilidade entre os sensores e a 
infraestrutura de Cloud e também a segurança de qualquer informação que daí possa ser 
extraída. 
O sentimento corrente do mercado e a expectativa a curto-prazo em relação à evolução da 
IoT é muito elevada, esperando-se que o desenvolvimento de plataformas e aplicações 
continuem a dirigir o mercado conforme os serviços são deslocados para a Cloud (Fig. 8). A 
perspetiva de crescimento da IoT nas suas diversas aplicações é tão elevada que se supõe um 
impacto no mercado de 3 a 11 mil milhões de dólares em 2025, o que poderá representar 





Fig. 8 - Adoção de IoT por segmento e região [12]. 
 
No entanto ainda existem diversas barreiras à adoção da IoT [13]. A primeira e mais óbvia 
é a adoção destas tecnologias, que implica uma alteração da posição do ser humano em 
relação ao mundo que o rodeia. Na perspetiva do consumidor final existe uma grande 
diferença geracional no que toca à adesão digital, em que os mais novos, que já nasceram 
num mundo digital, aceitam a integração de novas tecnologias no seu quotidiano com 
naturalidade, enquanto os mais velhos são desconfiados e muitas vezes adversos à alteração 
dos seus hábitos. Na perspetiva das empresas, o obstáculo está no investimento necessário 
para integrar estas soluções, obrigando a uma reformulação dos seus sistemas e à aquisição 
de novo equipamento, que apesar de a longo prazo se apresentar como opção lucrativa, a 
maioria continua a adiar a sua integração. Por fim existe a questão da segurança dos dados 
pessoais, em que muitos provedores não asseguram a confidencialidade dos mesmos, 
possibilitando a exposição de dados relativos aos utilizadores, edifícios ou empresas a 




2.3. Integração de Computação em Nuvem com a Internet das Coisas 
Embora os dispositivos IoT (ex. sensores, RFID tags ou câmeras) tenham um enorme leque 
de aplicações, estes encontram-se dependentes das suas restrições de recursos, tais como a 
autonomia (capacidade da bateria), memória, acessibilidade e processamento. Assim, é 
necessário delegar a computação de maior complexidade para os serviços da Cloud, onde as 
mesmas restrições não se aplicam e que podem ser facilmente acedidos pelos utilizadores 
finais [14]. 
Para que a funcionalidade disponibilizada na Cloud possa responder às necessidades da uma 
arquitetura IoT, esta deve suportar a escalabilidade das aplicações, alojamento de grandes 
volumes de dados e processamento distribuído de forma a melhor responder ao problema do 
“Big Data” [15]. 
Nas seções seguintes serão apresentados os desafios de integração da Cloud com a Internet 
das Coisas e algumas arquiteturas que têm vindo a ser adotadas. 
 
2.3.1. Desafios de integração 
A comunicação entre a Cloud e os clientes é geralmente realizada por meio de web services, 
seguindo a arquitetura RESTful, que opera sobre o protocolo HTTP, ou SOAP, trocando 
informação no formato JSON ou XML. No entanto, estes métodos operam sobre IEEE 802.3 
(Ethernet) ou IEEE 802.11 (Wireless LAN), que é um obstáculo para muitos dos dispositivos 
IoT a operar sobre IEEE 802.15.4. Assim estes dispositivos necessitam de protocolos de 
transferência de dados alternativos, como o caso do CoAP e MQTT. O CoAP segue o estilo 
RESTful mas funcionando sobre UDP na camada de transporte, removendo o overhead do 
TCP. Outra diferença do CoAP é que, ao invés dos serviços normais RESTful em que a 
comunicação é iniciada por um cliente em pull mode, este usa push mode assíncrono para 
obter os dados do servidor seguindo o padrão de observer [15], permitindo ciclos de 
dormência ao servidor (que se encontra no sensor) otimizando a poupança energética do 
mesmo. Já o MQTT por outro lado funciona com operações publish/subscribe, utilizando o 
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sistema de filas de mensagens para encaminhar os valores para o broker (intermediário) que 
se encontra permanentemente à escuta. Este protocolo diferencia-se dos similares (ex. 
AMQP, XMPP) por ser mais básico, sem a nomeação de filas de espera, minimizando o 
consumo energético e o uso de rede [16]. Apesar do MQTT ter sido idealizado para 
dispositivos de baixos recursos é também verdade que muitas empresas começam a 
empregá-lo em aplicações na Internet, um exemplo disso é o Facebook Messenger [17]. 
Devido a esta diversidade de protocolos de comunicação e da heterogeneidade dos dados 
recolhidos é necessária uma articulação na Cloud para compreender os dialetos dos 
dispositivos que com esta comunicam. Este esforço tem sido cada vez mais transferido para 
camadas de abstração que se localizam entre os dispositivos e a Cloud, geralmente no limite 
(edge) das redes locais [18] por meio da utilização de um Cloudlet (abordado em detalhe na 
secção seguinte) ou de uma arquitetura de processamento distribuído na rede local. As 
arquiteturas mais adotadas são (ilustradas na Fig. 9): Mobile Cloud Computing (MCC); 
Mobile Edge Computing (MEC); Edge Computing (EC); Dew Computing (DC); Fog 




Fig. 9 - Arquiteturas de camadas de abstração entre Cloud e dispositivos [18]. 
 
2.3.1.1. Cloudlet 
Cloudlet é um servidor básico, mais limitado em termos de capacidade de processamento e 
armazenamento que a Cloud, mas mais robusto quando comparado com os dispositivos IoT. 
Este normalmente localiza-se no edge da rede local e é utilizado em sistemas que não 
localizam o negócio na Cloud, mas que a utilizam apenas para tarefas realmente exaustivas 
em memória e processamento (ex. machine learning, analítica e backups) ou para serviços 
de agregação de dados de diferentes Cloudlets [18]. 
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Esta abordagem é utilizada nas arquiteturas MCC, MEC e EC (referidas no capítulo 2.3.1). 
No caso do Dew Computing, o conceito é similar, sendo que o equipamento responsável pelo 
processamento é o smartphone, destinando-se geralmente apenas a aplicações pessoais.  
A título de exemplo, em [19] é apresentada uma aplicação de Cloudlet utilizada na recolha 
de dados numa rede local de sensores corporais (WBAN). Nesta, um conjunto de sensores 
biométricos monitorizam os parâmetros de um paciente e transmitem os dados para o 
servidor que serão posteriormente encaminhados para um hospital, clínica ou provedor de 
serviço. 
 
2.3.1.2. Fog Computing 
Fog computing é um paradigma de computação distribuída, que consiste num módulo 
agregador dos sensores da rede local [18], a fim de lidar com as ligações dos dispositivos 
heterogéneos, com a modelação dos seus dados para um padrão homogéneo e interpretável 
pela Cloud, com o alojamento temporário dos dados e por fim com o encaminhamento dos 
mesmos para a Cloud. Desta forma é retirada a responsabilidade de autenticação de todos os 
sensores na Cloud, tendo apenas que autenticar o módulo. A infraestrutura de rede pública é 
também libertada do excesso de tráfego causado pelos sensores, uma vez que será contido 
na rede local. E por fim a Cloud foca os seus recursos, que embora extensos têm um preço, 
apenas na análise direta dos dados, sem necessidade de traduções, conversões e modelações 
dos dados vindos dos diversos sensores que por norma têm formatos díspares. 
A Fog Computing promove também as condições ideais para resposta a situações em que é 
necessária uma atuação imediata, analisando os dados localmente e acionando o protocolo 
de emergência [20]. 
Um exemplo de um sistema que faz uso de Fog Computing é apresentado em [21], com o 
gateway inteligente, a que chamaram UT-GATE, a agregar diferentes topologias de redes de 





Fig. 10 - Arquitetura do UT-GATE [21]. 
 
2.3.1.3. Mobile Sink 
Mobile Sink (MS) é apresentado em [22] como um agregador móvel que se desloca até ao 
alcance de cada sensor para receber os seus dados. Esta solução visa a remover os gastos 
excessivos das comunicações multihop e da construção da árvore de nós da rede de sensores 
sem fio (WSN), uma vez que os nós mais próximos da raiz consomem mais energia, que os 
das bordas, no reencaminhamento de dados. Esta solução pretende minimizar o número de 
transmissões de dados dos sensores, uma vez que cada sensor enviará apenas os seus próprios 
dados, e com isso aumentar o seu tempo de um ciclo de bateria. Além disso, desta forma os 
sensores não necessitam de ligação completa à rede, tendo apenas de estabelecer 
comunicação com o MS, sendo este o responsável por encaminhar os dados para a Cloud. 
Por fim esta solução reduz os erros de transmissão e as colisões que ocorrem em redes com 





Estado da arte 
Neste capítulo são apresentadas algumas das soluções existentes no mercado de 
infraestruturas de Cloud com aplicação em sistemas IoT, assim como a sua arquitetura e os 
seus pontos diferenciadores. Por fim será abordada a aplicação prática de Computação em 
Nuvem para monitorização biométrica de pacientes 
 
3.1. Soluções de Computação em Nuvem para Internet das Coisas 
Sendo a expectativa de valorização do mercado da Internet das Coisas tão elevada, é natural 
o surgimento de soluções comerciais e abertas à comunidade que respondam a essa procura. 
Um exemplo disso é o OpenIoT [23], um middleware de código aberto, desenvolvido em 
Java que deverá comportar-se como uma extensão da Cloud, permitindo a agregação dos 
sensores e atuadores de diferentes plataformas (RFID, WSN, entre outras) que sejam 
reconhecidos pela plataforma Extended Global Sensors Network (XGSN) e fornecendo os 
recursos dos sensores numa plataforma sob o conceito sensing-as-a-service. Esta solução 
destaca-se pela sua estrutura semântica, baseada em ontologia, que permite a 
interoperabilidade com sistemas externos e com os utilizadores finais que podem visualizar, 
configurar dependências, agendar leituras. 
O Stack4Things [24] é um projeto de código aberto que promove a gestão de um conjunto 
de dispositivos sem necessidade de conhecer a localização física dos dispositivos, a 
tecnologia utilizada e a sua configuração de rede. O projeto tem dois módulos desenvolvidos 
em Node.JS, o IoTronic, que permite aos utilizadores gerir os seus recursos através de uma 
interface gráfica, e o Lightning-rod que estabelece a ligação do dispositivo com a Cloud por 
CoAP ou AMQP. Atualmente o projeto está a migrar o IoTronic para um sistema baseado 
em OpenStack que permite criar máquinas virtuais para a gestão de grupos de sensores e 
realizar a orquestração das máquinas, ou seja, alocar recursos físicos para as máquinas 
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conforme as suas necessidades. As plataformas habilitadas a interagir com o Stack4Things 
são o Arduino, Android, Raspberry Pi, Orange Pi e Kitra. 
Uma solução mais comercial e com uma oferta mais ampla, tanto nos serviços oferecidos 
como nos dispositivos é a CloudPlug [25], que consiste num serviço de Cloud de apoio às 
suas plataformas: a SmartPlug, o Edge One e o PicoPlug. O conceito da SmartPlug baseia-
se no desenvolvimento de um agente seguro e robusto que funciona em qualquer dispositivo 
que corra Linux ou Arduino. Assim, o utilizador pode desenvolver em JavaScript ou C++ 
para a(s) sua(s) SmartPlug(s), conseguindo recolher valores, executar um atuador ou 
comunicar com outros dispositivos no seu alcance (ex. ZigBee, Bluetooth, …) a funcionar 
como bridge. O Edge One funciona em gateways Intel x86, dedicando-se à computação no 
edge da rede, com um conjunto de módulos (containers) definidos pelo utilizador que podem 
ter funcionalidade de accounting, analítica e armazenamento. O PicoPlug destina-se a 
microcontroladores ESP8266 e ESP32, estando mais limitados nas suas funcionalidades. Na 
Cloud o utilizador poderá descarregar o seu script (conjunto de instruções a executar) para 
os equipamentos desejados, agendar tarefas, guardar os dados recebidos ou definir regras 
conforme os valores recolhidos. O plano de utilização oferecido pela CloudPlugs é de pay-
as-you-grow, ou seja, paga conforme o número de equipamentos configurados com as suas 
frameworks. 
Particle [26] apresenta-se no mercado como uma plataforma “all-in-one”, disponibilizando 
o sistema operativo dos dispositivos, a plataforma de desenvolvimento e a Cloud de gestão 
do equipamento e recolha de dados. A sintaxe de desenvolvimento é muito semelhante à do 
Arduino e a Cloud fornece uma interface de programação de aplicações (API) RESTful caso 
o cliente pretenda desenvolver aplicações suas sobre a plataforma. Este sistema pode ainda 
integrar com outras plataformas de Cloud como a Google Cloud Platform ou a Azure IoT 
Hub. Sendo o código do sistema operativo (Device OS) disponibilizado num repositório 
público [27], a Cloud fornecida gratuitamente e o equipamento de baixo custo, esta 
plataforma apresenta-se como uma boa solução para quem tiver intenção de começar a 
trabalhar na IoT. 
Entre os gigantes tecnológicos inseridos no mercado de Cloud a IBM apresenta a solução 
mais simplista aos seus clientes, o IBM Watson IoT [28]. Este consiste num hub que permite 
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a ligação aos dispositivos por MQTT ou HTTP de modo a receber valores e enviar comandos 
para acionar as ações pretendidas. Ao contrário do que o nome sugere, esta plataforma não 
tem ligação direta ao serviço IBM Watson (solução de inteligência artificial da IBM). Após 
a receção de dados vindos dos dispositivos é despoletado um evento que pode ser escutado 
pelos clientes. Para este fim a IBM fornece uma biblioteca com suporte para várias 
linguagens de programação, que torna possível aos clientes desenvolver as suas aplicações 
sobre os valores recebidos. A solução mais comum é a implementação de um serviço de 
Node-red [29], uma ferramenta de programação em Node.JS, orientada a fluxos, com base 
numa interface gráfica, que permite escutar eventos, receber e enviar pedidos HTTP, 
estabelecer WebSockets e guardar os dados em bases de dados. Esta ferramenta inicialmente 
foi desenvolvida pela IBM Emerging Technology Services e agora é detida pela JS 
Foundation. 
Ao contrário da IBM, a Google Cloud IoT [30] apresenta uma das construções em blocos 
mais completas entre os provedores de Cloud (Fig. 11). Começa por oferecer a aplicação 
Cloud IoT Edge que pode ser executada em dispositivos no edge da rede local com 
distribuições Linux. Este bloco é capaz de realizar operações que requeiram machine-
learning em tempo-real através da framework de código-aberto TensorFlow Lite com 
suporte da sua solução Edge TPU (tensor processing unit), um circuito integrado capaz de 
acelerar as operações de inteligência artificial executando as mesmas por hardware. Os 
dados recolhidos são enviados para a Cloud IoT Core que permite ligações por HTTP ou 
MQTT e reencaminha os dados para o bloco de publish/subscribe (Cloud Pub/Sub). De 
seguida os dados são recolhidos pelo módulo Cloud Functions, onde o cliente pode definir 
um conjunto de funções a realizar com esses dados. Em alternativa, pode encaminhar os 
mesmos usando a Cloud Dataflow, em que os dados poderão ser submetidos a um conjunto 
de ferramentas disponibilizadas para analítica, extração de valores chave, aprendizagem e 





Fig. 11 - Google Cloud IoT construção em blocos [30]. 
 
À semelhança do modelo de negócio apresentado pela Google, também a Microsoft adotou 
o modelo de construção em blocos e de Edge Computing (à exceção do acelerador de 
hardware). O que diferencia a plataforma Azure IoT Hub [31] é a sua integração com 
ferramentas da própria empresa que já estão fortemente enraizadas em diversas empresas. 
Alguns exemplos são os casos do Active Directory, que permite a autorização de acessos a 
determinados sensores/atuadores mediante o utilizador da organização, e o Power BI que 
permite a submissão dos dados para análise imediata. 
O modelo de negócio apresentado pela Amazon é muito semelhante ao apresentado pela 
Google e pela Microsoft, optando também pela estrutura de construção em blocos e de 
computação no edge. O potencial da AWS IoT [32] está na disponibilização de um sistema 
operativo para os end devices, o Amazon FreeRTOS, uma evolução do FreeRTOS dedicada 
e otimizada para as ligações com os serviços da Amazon, incluindo o AWS IoT Greengrass 
(software que corre no edge da rede local). 
Por fim, o ThingSpeak [33] é um serviço de Cloud fortemente adotado pela comunidade de 
MATLAB, motivado pela sua facilidade de integração com a ferramenta. Esta plataforma 
fornece um conjunto de bibliotecas para dispositivos como Arduino, ESP8266, ESP32 e 
Raspberry Pi, permitindo que estes se possam ligar à Cloud. Após estabelecer a ligação, é 
possível a um utilizador partilhar os canais dos sensores com outros utilizadores da Cloud, 
25 
 
integrar serviços de MATLAB configurados por si para analisar os dados e despoletar 
eventos (Fig. 12). 
Pelo facto do MATLAB ser uma ferramenta de ampla utilidade nas diferentes engenharias, 
são diversos os projetos académicos desenvolvidos com o suporte da ThingSpeak. Alguns 
exemplos disto são a implementação de um sistema de monitorização de batimentos 
cardíacos [34], ou o repositório de canais públicos em que os utilizadores da plataforma 
divulgam os resultados obtidos com os seus estudos [35]. 
 
 
Fig. 12 - Arquitetura da ThingSpeak [33]. 
 
O estudo efetuado permitiu concluir que a oferta de soluções de Cloud para ambientes IoT é 
vasta e diversificada. Existem arquiteturas robustas em que o cliente aloca as funcionalidades 
que pretende utilizar, como o caso das ofertas de Google Cloud IoT, da AWS IoT e da Azure 
IoT Hub. Por outro lado, temos soluções comerciais em que o utilizador deve configurar o 
equipamento e a plataforma detidos pela marca, como o caso da Particle e da CloudPlugs. 
Existem ainda soluções para fases específicas na transmissão de dados, como o caso da 
OpenIoT que funciona como middleware para a estruturação e encaminhamento dos valores, 
da IBM Watson IoT o do Stack4Things que funcionam como um hubs de receção. Por fim, 
existem ainda soluções com foco em fins académicos como o caso da ThingSpeak. Por estas 
ferramentas serem tão divergentes quanto às suas funcionalidades é difícil compará-las 
diretamente, sendo que cada uma deve ser considerada consoante as especificidades do 




3.2. Desenvolvimento na área da e-saúde e teleassistência 
Apesar de a oferta de soluções IoT no mercado ser abundante a verdade é que as 
implementações de Cloud na área da e-saúde e teleassistência continuam fechadas. Uma das 
causas é o facto de os proprietários preferirem desenvolver os seus próprios sistemas em vez 
de utilizar os existentes. Possíveis causas são a falta de confiança nos serviços fornecidos 
pelos provedores ou porque estes não lhes proporcionam as condições favoráveis ao seu 
negócio, como por exemplo a gestão de utilizadores para os seus sistemas. Esta realidade 
implica, na maioria dos cenários, a escassez de inovação (na componente do servidor) e 
desaproveitamento dos recursos da Cloud. 
Um exemplo simples disso é a proposta em [36], uma solução para monitorização de saúde, 
para regiões do interior da Índia, em que diversos dispositivos (ex. eletrocardiogramas, 
tensiómetros, entre outros) foram desenvolvidos de forma a se ligarem à plataforma para o 
envio dos valores lidos por intermédia de aplicações móveis (Dew Computing). Nessa 
plataforma os utilizadores são associados a responsáveis clínicos que monitorizam os 
parâmetros através de uma aplicação web (Fig. 13). O serviço foi desenvolvido com Java 
Servlets3, suportadas por um servidor web Apache Tomcat, sendo os dados alojados num 
servidor de base de dados MySQL. Sendo a solução apresentada uma prova de conceito, o 
projeto foca-se apenas na recolha de valores associados a um paciente, na captura de valores 
fora do intervalo aceitável, na notificação ao respetivo médico e no envio de mensagens aos 
pacientes. O sistema apresenta assim uma arquitetura simplista que impede a sua própria 
evolução para monitorizar diferentes equipamentos (estando limitados aos próprios), 
dependendo dos funcionários das PCU (centros de cuidados de saúde primários na India) 
para o manuseamento do equipamento (abrindo exceções para situações pontuais em que 
pode estar no ambiente doméstico) e não prevê sistemas de gestão de utilizadores, 
autenticando os mesmos pela identificação do smartphone. 
 





Fig. 13 - Interface gráfica de projeto de monitorização de saúde na India [36]. 
 
Outra abordagem similar é apresentada no projeto CardiaQloud [37], em que utilizam a e-
Health Sensor Shield V2.0, na plataforma Arduíno, para extrair valores de eletrocardiografia. 
Após os dados serem extraídos pela shield, são recolhidos por um cliente local e 
encaminhados para a Cloud (Fig. 14). Nesta solução já é utilizada uma plataforma escalável 
(Amazon EC2), onde desenvolveram um web service, em Node.JS, para visualização em 
tempo real dos dados. Sendo este projeto apenas um protótipo, não existe qualquer modelo 
de negócio associado, servindo apenas para demonstrar uma abordagem à recolha de 





Fig. 14 - Arquitetura do CardiaQloud [37]. 
 
Um dos grandes obstáculos apontados para a implementação de sistemas IoT na saúde é a 
capacidade de resposta dos sistemas, pois quando se lida com valores que podem assinalar 
uma situação fatal é necessária uma atuação no momento. Desta forma estes sistemas 
necessitam sempre de uma camada de tratamento dos dados recolhidos localmente 
(computação na névoa) [38]. Para este cenário ser realmente efetivo seria necessário o 
desenvolvimento de equipamento ajustado a esta realidade e o que se verifica é a reduzida 
oferta comercial destes dispositivos, pois o foco atualmente é na centralização dos serviços 
numa Cloud. 
No mercado existem já algumas soluções fechadas como o caso do MySignals [39] e o Apple 
Health [40], no entanto estas requerem a utilização de equipamento específico da marca, que 
não se adequa a todos os públicos (por exemplo os smartphones não correspondem aos 
requisitos de usabilidade para a população idosa em Portugal). Para além disso, na sua 
maioria estas soluções estão limitadas à extração de valores e apresentação dos mesmos a 
um único utilizador, não sendo possível o relacionamento com familiares, a parametrização 
e acompanhamento remoto por cuidadores. Sendo que este é um ponto relevante ao sucesso 
de uma solução para a saúde, pois é essencial a adesão e a compreensão destes sistemas por 
parte dos profissionais especializados na área, como os médicos de família ou 
fisioterapeutas, para que estes consigam monitorizar a realização de exercícios de 
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reabilitação, a medicação ou atividades de prevenção, diminuindo assim a hospitalização e 
o número de cuidadores necessários [38]. 
Por fim, em [41] é referido outro motivo para a (ainda) pouca oferta de soluções e-saúde: a 
falta de padrões de desenvolvimento e arquitetura para a uma e-Health Cloud. Ou seja, não 
foi ainda definido um formato aceite de como os dados devem ser recolhidos, os intervalos 
de tempo para as recolhas e como devem ser alojados estes dados de forma segura. Isto 
acontece porque existe um conjunto de entidades distintas a desenvolver padrões (ex. 








4.1. Modo de funcionamento da solução 
Conforme referido na seção 1.2 Solução proposta, a plataforma VITASENIOR-MT deve 
permitir o acesso a vários utilizadores com diferentes permissões, bem como recolher dados 
de sensores biométricos e ambientais oriundos das Vitaboxes que se encontram nas 
habitações. Deve ainda validar os valores e averiguar alguma anormalidade que justifique a 
emissão de um alerta.  
Para que estas ações sejam possíveis existe um conjunto de processos que foram previamente 
definidos, como o registo dos modelos de equipamento a utilizar no sistema, das Vitaboxes 
ainda inativas que poderão ser posteriormente associadas a uma habitação pelo próprio 
proprietário, dos pacientes e dos equipamentos a associar à Vitabox e a transferência de todos 
estes parâmetros para a própria Vitabox (Fig. 15 - Fluxo de instalação da Vitabox). 
Para cada equipamento foram definidos os intervalos de valores considerados normais e os 
limites que cada sensor é capaz de medir (podendo a observação destes significar uma avaria 
do equipamento). Foi também definido o intervalo de envio de valores tanto para efeitos de 
histórico do estado ambiental da habitação ou da evolução dos parâmetros vitais dos 
pacientes como para o rastreio de equipamento inativo (podendo significar também uma 
avaria do equipamento). Desta forma é possível tanto aos administradores perceberem 
quando o equipamento se encontra com anomalias e intervirem como aos cuidadores e 
médicos serem alertados de situações anómalas com os pacientes em tempo real, agilizando 
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Fig. 15 - Fluxo de instalação da Vitabox na casa do utente. 
 
4.2. Arquitetura Geral 
A infraestrutura de Cloud foi inicialmente projetada e implementada na IBM Cloud. No 
entanto, o sistema foi desenhado da forma mais modular e genérica possível, contemplando 
desde o início a possibilidade de mudança de provedor, podendo mesmo ser alojada in-
house. Para este fim, foi escolhida uma abordagem de arquitetura em microsserviços. 
Uma arquitetura em microsserviços define-se pela distribuição de tarefas de um sistema por 
diversos serviços web, ao contrário do tradicional serviço web que aglomera todas as 
funcionalidades necessárias ao funcionamento do negócio. Desta forma é possível obter 
melhor isolamento e tratamento de problemas, desenvolvimento independente de cada 
serviço, maior distribuição de processamento e melhor gestão de recursos entre serviços. A 
principal desvantagem de uma arquitetura em microsserviços é o aumento de complexidade 
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do sistema, proporcional ao número de serviços desenvolvidos, sendo necessário manter a 
coordenação e comunicação entre eles. 
Cada serviço foi desenvolvido em Node.js [42], um ambiente de execução (runtime) 
assíncrono de JavaScript (JS) orientado a eventos. O facto desta tecnologia ser não 
bloqueante permite diminuir os tempos de execução das tarefas. Isto é, enquanto o serviço 
espera uma resposta de outro serviço externo ou a execução de outro servidor (ex. uma 
pesquisa na base de dados) ele vai executando outros pedidos, nunca ficando bloqueado no 
meio de pedidos. Isto, aliado ao facto de ter uma classe de HTTP na sua arquitetura base 
torna-o uma ferramenta poderosa para o desenvolvimento de serviços de streaming e de 
baixa latência.  
Apesar de o JavaScript ser uma linguagem interpretada, o Node.js utiliza o motor V8 da 
Google para compilar o código JS diretamente em código máquina (neste caso, a máquina 
virtual Java usada) e otimizar partes do código em tempo real [43]. O processo de compilação 
do V8 passa por duas fases, uma inicial, mais rápida mas menos eficiente, que traduz 
diretamente o código JS, permitindo um arranque mais rápido. Nesse momento o motor 
começa a instanciar todas as chamadas realizadas e recompilar o código mais usado pelo seu 
compilador just-in-time (JIT) de forma mais optimizada. Todos os métodos chamados serão 
guardados em cache (inline caching) e será guardado em memória uma tradução de todos os 
objetos dinâmicos em hidden classes, uma forma de abstração de protótipos (uma analogia 
semelhante à das classes). Assim, após duas chamadas bem-sucedidas do método com os 
parâmetros de entrada da mesma hidden class o V8 vai assumir que a estrutura não se alterou 
e vai saltar diretamente para o endereço de memória da respetiva estrutura aplicando o offset 
obtido das chamadas anteriores [44]. Este processo diminui muito os tempos de execução, 
no entanto é muito exigente em memória quando comparado com outras linguagens que não 
têm uma tipagem dinâmica4 como o Java. Por fim o JIT vai procurar as hot functions 
(métodos mais frequentemente chamados) que se encontram em cache e vai recompilar com 
base nas hidden classes fornecidas, procurando um código mais otimizado para obter a 
resposta já apresentada nos pedidos anteriores. É importante salientar que o JIT pode incidir 
 
4 Permite alterar o tipo de dados de uma variável ao lhe atribuir um valor. 
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várias vezes sobre o mesmo método, e que o mesmo método pode ter várias hidden classes 
associadas a ele, por isso é importante mantê-las pelo mínimo para que o JIT obtenha uma 
melhor otimização. 
 
4.2.1. Microserviços desenvolvidos 
Os microsserviços desenvolvidos são: Api, WebSocket, Worker, Schedule e Peer. Estes 
microserviços trocam mensagens entre si por meio de um servidor de fila de mensagens e 
comunicam para a rede pública por meio de um servidor reverse proxy que se encontra no 
limite da rede local criada pelo gestor de containers, tal como ilustrado na figura seguinte 
(Fig. 16 – Arquitetura geral da Cloud). 
WS messages
HTTP Request/Response
Data flow between services


























A Web Application Programming Interface (API) é o serviço que permite o acesso aos dados 
pelos utilizadores através da uma arquitetura Representational State Transfer (REST), 
promovendo as ações de escrita, leitura, atualização e remoção sobre os modelos de dados 
do sistema, aqui também é realizada a autenticação dos utilizadores e a atribuição de 
permissões aos mesmos.5 
 
4.2.1.2. WebSocket 
O serviço de WebSocket estabelece as ligações por WebSockets (WS) entre este e as 
Vitaboxes ou o browser (navegador) utilizado pelos utilizadores para o envio de mensagens 
em tempo real. Estas mensagens são enviadas por iniciativa do servidor para diversas tarefas, 
tais como a atualização das listas de pacientes ou equipamento na Vitabox, para avisos aos 
cuidadores e médicos perante alguma irregularidade nos valores biométricos do paciente ou 
para o envio de lembretes em tempo real para os pacientes através da Vitabox.6 
 
4.2.1.3. Worker 
O serviço de Worker é responsável pela execução de tarefas intensivas como a aplicação de 
filtros aos dados recolhidos, por comparar os valores dos sensores com os limites 
estabelecidos para o equipamento e os perfis clínicos dos pacientes, atualizar tempos de 










O serviço de Schedule executa todas as ações que se encontrem agendadas (em loop), isto é, 
que ocorrem sistematicamente num período de tempo definido, como verificar se 
determinados exames foram realizados pelos pacientes, gerar conjuntos de dados (datasets) 
de valores anonimizados e limpar os avisos já demasiado antigos da base de dados.8 
 
4.2.1.5. Peer 
O serviço de Peer permite o registo e a negociação de utilizadores que pretendam estabelecer 
uma comunicação em tempo-real peer-to-peer (P2P) através do mecanismo Real Time 
Communication over the Web (WebRTC).9 
 
4.2.2. Estrutura de cada microserviço 
Para obter o máximo partido do motor V8 o código foi dividido em camadas, seguindo o 
padrão layered de arquitetura de software. Desta forma é possível reaproveitar código e 
impor uma estrutura de chamada das funções direcionando de forma mais eficiente o JIT do 
V8 e a criação de hidden classes mais eficientes. Este padrão permite também o isolamento 
de problemas no serviço, sendo facilitado o rastreio do mesmo, melhor gestão dos pedidos 
dos utilizadores e aplicação de políticas de acesso, uma vez que toda ela é realizada nas 
camadas superiores da pilha e melhor organização do código e da equipa de 
desenvolvimento, uma vez que permite a distribuição de tarefas por camada [45]. 
As camadas definidas, considerando que algumas não são exclusivas de um único 






• HTTP Server: representa o serviço de arranque que escuta os pedidos dos clientes; 
• Middleware: Primeiro código executado em cada pedido, definindo os cabeçalhos 
aceites, valida o token de autenticação e extraí o idioma do cliente;  
• Router: interpreta a rota e a versão requerida e reencaminha para o respetivo 
controller; 
• Controller: filtra os acessos e acordo com as permissões do cliente, recolhe os 
parâmetros enviados e chama os métodos necessários à lógica do negócio; 
• Business: executa todas as ações de CRUD e analítica dos dados;  
• Broker: estabelece ligação com o servidor de filas de mensagens e efetua a 
transmissão e receção de mensagens; 
• Model: estabelece a ligação com os servidores de base de dados e define os modelos 
dos dados persistentes;  
• WebSocket server: inicia o servidor de WebSockets e estabelece a ligação com os 
clientes; 
• Broker-WebSocket interface: Associa a cada canal de WebSockets a fila de 
mensagens correspondente; 
• Peer Server: Suporta o registo e descoberta de clientes que pretendam iniciar 
comunicações WebRTC. 
 
4.3. Ambientes de desenvolvimento e produção 
Um dos maiores obstáculos no desenvolvimento de software está ligado à complexidade da 
configuração do ambiente de desenvolvimento, sendo necessário instalar uma panóplia de 
diferentes tecnologias. Para além disso, cada membro da equipa tem por norma um ambiente 
de desenvolvimento diferente (por exemplo utilizando diferentes versões de sistemas 
operativos, bibliotecas e serviços) o que vai gerar problemas difíceis de replicar de máquina 
para máquina. Este problema acentua-se no momento de colocar o sistema em produção, 
pois o sistema foi desenvolvido e testado num ambiente de desenvolvimento que é 
habitualmente muito diferente do ambiente de produção, com sistemas operativos, serviços 
e configurações mais robustas e restritas. 
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De forma a evitar esse constrangimento foi montado um ambiente de desenvolvimento 
suportado pelo Vagrant [46], uma camada de abstração para a criação de máquinas virtuais. 
Com esta ferramenta é possível definir num só documento de configurações, denominado 
Vagrantfile, o sistema operativo (OS), as portas partilhadas entre o host e a máquina virtual, 
os recursos físicos alocados (CPU e RAM), os comandos a executar no momento da criação 
e a cada vez que a máquina é iniciada. Desta forma é possível partilhar o Vagrantfile pela 
equipa de desenvolvimento e assim todos os elementos estarão a desenvolver no mesmo 
ambiente virtual, com as mesmas configurações. 
Apesar de o Vagrant ser uma ferramenta útil para auxiliar o desenvolvimento, não é a solução 
adequada para ambientes de produção, pois implica utilizar uma máquina virtual completa e 
consequentemente mais pesada. Numa arquitetura em microsserviços que se pretende 
escalável e robusta, é necessária a orquestração dos serviços e a recuperação imediata de um 
destes em situações de falha, sendo por isso mais eficaz utilizar um sistema de containers, 
em que cada container terá um microserviço associado. 
A virtualização baseada em containers destaca-se das máquinas virtuais pela sua 
performance de execução, eficiência de recursos e portabilidade do sistema, pois, ao invés 
das máquinas virtuais que requerem instâncias de sistema operativo independentes assentes 
sobre um emulador (hypervisor), os containers partilham o mesmo kernel do sistema 
operativo anfitrião (Fig. 17), tornando a sua arquitetura mais simplista e possibilitando a 
aplicação da imagem de um container para diferentes hosts [47]. 
 
Fig. 17 - Comparação entre máquinas virtuais e containers [48]. 
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Esta flexibilidade fomenta a utilização de técnicas de Agile e DevOps, aplicando os 
conceitos de testes e integração contínuos, uma fez que a alocação de recursos é mais 
eficiente, os ambientes de produção são os mesmos e os tempos de aplicação são mais 
reduzidos.  
A infraestrutura de Cloud do projeto VITASENIOR-MT, devido à colaboração com uma 
empresa do grupo IBM, foi implementada na plataforma IBM Cloud que, pelos motivos 
apresentados anteriormente, é baseada na arquitetura em containers, facilitando assim o 
processo de contabilização e promovendo a oferta do modelo de negócio PaaS.  
Apesar de todos os benefícios da metodologia PaaS, há certos cuidados que o programador 
deve ter em atenção, nomeadamente aos requisitos impostos pela plataforma, uma vez que 
muita responsabilidade é passada para o lado do provedor. Este tipo de solução PaaS pode 
tornar o processo semelhante a lidar com uma blackbox, pois o programador submete o 
código, espera o resultado, mas não sabe exatamente o processo no seu interior. No caso do 
VITASENIOR-MT ocorreu após uns meses de utilização uma falha do serviço, que tudo 
indicava ser uma questão de encaminhamento de pedidos entre o reverse proxy e a aplicação 
(Fig. 18), no entanto, após contacto com a equipa de suporte, percebeu-se que o erro ocorria 
pela incompatibilidade de versões entre o ambiente fornecido e o definido para a aplicação, 
pois a plataforma sofreu (sem controlo da nossa parte) uma atualização que inviabilizou a 
correta execução do serviço. 
 




Apesar do sistema ter sido desenvolvido com o intuito de ser executado na infraestrutura da 
IBM Cloud, foi também implementada uma versão de produção do sistema em ambiente 
local (servidor in-house). Nesse sistema foi utilizado como gestor de containers o Docker 
[49]. Para a implementação da arquitetura com o Docker foi necessário para cada serviço de 
Node.js definir um ficheiro (Dockerfile), que constrói a imagem do serviço a correr, 
contendo a referência da imagem base do ambiente de execução, os comandos de instalação 
de dependências, construção da aplicação e de início de atividade. Para os servidores de base 
de dados, filas de mensagens e reverse proxy foram utilizadas imagens disponibilizadas no 
repositório do Docker (Docker Hub). Com as imagens de cada serviço definidas, foi 
necessário configurar o método de arranque de todo o sistema através do Docker-Compose, 
onde se define a rede partilhada entre os serviços, as diretorias partilhadas entre os containers 
e o host OS, as variáveis de ambiente que definem a autenticação dos serviços, a ordem de 
arranque dos mesmos e as políticas de reinicialização. Com esta configuração é possível, em 
qualquer momento, escalar a solução para outras máquinas, por meio de Docker Swarm ou 
migrar o sistema para outra máquina, sendo o único requisito ter o Docker instalado. 
 
4.4. Escalabilidade 
Sendo a infraestrutura de Cloud do projeto VITASENIOR-MT responsável pela agregação 
e disponibilização dos dados, a garantia da comunicação com os seus clientes e os tempos 
de resposta são tópicos vitais ao funcionamento da solução. 
Para isso foi desenvolvida uma API RESTful, que disponibiliza um conjunto de endpoints 
que são acessíveis tanto à Vitabox como aos clientes da aplicação web (no browser), desta 
forma foi possível abstrair a Cloud da diferença entre os clientes, lidando com eles da mesma 
forma.  
Pelo facto de o serviço ser stateless, isto é, a API não guardar informação da sessão dos 
utilizadores e não rastreia a sua atividade, facilita o desenvolvimento do componente 
frontend de forma independente do servidor, tornado o cliente responsável pelo fluxo da 
comunicação, distribuindo melhor o serviço e libertando grande parte do processamento do 
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servidor, uma vez que o render das vistas é realizado no browser. Assim os dados são 
enviados no formato de anotação de objectos em JavaScript (JSON), que apresenta menor 
overhead que reenviar a página HTML completa a cada novo pedido. Por outro lado, a 
complexidade de processamento necessária para a composição de tabelas e gráficos é 
transferida para o cliente, limitando o servidor às ações mais simples de CRUD. 
Apesar de grande parte da complexidade poder ser transferida para o cliente a verdade é que 
não se pode descartar a responsabilidade de filtrar e validar os valores recolhidos pelos 
sensores e encaminhados pela Vitabox. Por esse motivo cabe à Cloud a responsabilidade de 
validar os valores, aplicar os limites definidos como aceitáveis ou inválidos, no caso de 
parâmetros biométricos, aplicar o perfil clínico do respetivo paciente, atualizar as datas de 
receção dos equipamentos e gerar alertas caso se justifique.  
Durante uma primeira versão do sistema, todo este processo estava a prejudicar os tempos 
de resposta do serviço na Cloud. Apesar do ambiente de execução, neste caso o Node.js, ser 
assíncrono, existe um limite para os processos que consegue lidar no seu pipeline. Neste 
caso, se um processo se tornar demasiado lento, todos os pedidos seguintes ficarão 
congelados à espera de tempo de processamento para serem executados. Para colmatar o 
problema em causa, comum em arquiteturas monolíticas, foram estudadas e testadas várias 
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Fig. 19 - Evolução do paradigma da Cloud. 
 
Na primeira fase optou-se pela utilização de worker threads para executar os métodos que 
estavam a atrasar todo o sistema em background, aplicando os mecanismos de 
multithreading, enquanto o processo main do event loop do Node.js continuava a processar 
os restantes pedidos. A solução em teoria era plausível, mas depois de alguns testes foi 
encontrado novo problema: a impossibilidade de utilização de bibliotecas externas no código 
criado para ser executado pelos workers. Isto acontece pois a biblioteca não foi preparada 
para esse fim, podia apenas importar scripts em JavaScript. A utilização de workers torna-
se assim uma solução inviável uma vez que no nosso sistema os referidos processos workers 
necessitam de bibliotecas (packages) para interagir com as bases de dados e que estas são 
tipicamente desenvolvidas com módulos em C++ (por questões de performance). 
De seguida optou-se por tirar o máximo partido do facto do serviço ser stateless e 
implementou-se uma arquitetura em cluster, ou seja, levantavam-se tantos serviços 
homogéneos da arquitetura monolítica quantos os recursos da máquina permitissem e 
balanceava-se os pedidos dos clientes entre as várias instâncias. A solução funcionou 
temporariamente, no entanto o que estava a acontecer era a propagação do problema, além 
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de escalar a solução estava também a ser escalado o problema. Por outro lado, a longo prazo 
tornar-se-ia insustentável a utilização da arquitetura, pois continuava a prejudicar a 
disponibilização de todos os serviços em prol de uma minoria que exigia mais processamento 
Por fim foi decidido resolver o problema partindo o serviço em serviços menores, isolando 
todas as tarefas que necessitavam de mais recursos computacionais num serviço à parte. 
Desta forma a sua execução ficava independente da execução da API, que assim não atrasava 
os pedidos dos clientes pois delegava as tarefas exaustivas para o serviço Worker. Para a 
comunicação entre os serviços é utilizado um servidor de filas de mensagens, no caso o 
RabbitMQ [50]. Desta forma a API publica numa fila uma mensagem com os valores dos 
sensores a processar e do outro lado os Workers que se encontram à escuta vão requerendo 
mensagens conforme os processam. 
O RabbitMQ permite a criação de diferentes filas de mensagens, sendo que as utilizadas pelo 
VITASENIOR-MT são apenas as “Work Queues” e as “Publish/Subscribe” (Fig. 20). As 
“Work Queues” são as mais simples, é criada uma fila de mensagens com vários 
consumidores e no momento da publicação o RabbitMQ aplica um Round-Robin10 para 
definir qual é o consumidor que vai receber a mensagem, sendo enviada apenas para um. 
Este método foi o aplicado para a comunicação entre os serviços API e Worker de modo a 
poder escalar o nó de Worker. O outro método consiste na publicação da mesma mensagem 
em várias filas e todos os que se encontram à escuta nas respetivas filas vão receber a mesma 
mensagem. 
 
Fig. 20 - Tipos de filas de mensagens do RabbitMQ [50]. 
 




Após a questão do processamento dos valores dos sensores resolvido foi necessário um 
mecanismo de alerta para as situações em que os valores reportados pelos sensores 
ambientais ou biométricos não se encontravam no intervalo aceitável. 
Continuando no caminho dos microserviços a solução mais óbvia foi a criação de um serviço 
de WebSockets. Esse serviço vai registar cada cliente a uma fila de mensagens apenas deste 
(pessoal). Caso este seja um cuidador, vai também ser associado a uma fila de mensagens da 
cada Vitabox a que pertence. No caso do utilizador ligado ter o papel de médico, será 
associado a uma fila de mensagem de cada paciente (Fig. 21). O mecanismo de filas aplicado 
aos WebSockets é o de “Publish/Subscribe”, desta forma sempre que é gerado um alerta 
todos os cuidadores da respetiva Vitabox serão notificados. Se o alerta for de um parâmetro 
biomédico, também os médicos do paciente serão notificados. Esta solução permite escalar 
os nós do serviço de WebSocket, porque como as ligações estão associadas a filas de espera, 
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Posteriormente sentiu-se a necessidade de realizar chamadas peer-to-peer entre os pacientes 
(por meio da sua Vitabox) e os respetivos cuidadores e médicos clientes e também de 
agendar tarefas em períodos rotativos, provando mais uma vez que a arquitetura de 
microsserviços permite escalar em funcionalidades, pois o desenvolvimento destes serviços 
não influenciou o funcionamento dos já existentes. 
Esta arquitetura permite ao sistema não só escalar em funcionalidades, mas também em 
número de instâncias por microsserviço de acordo com os tipos de acesso. Isto é, se por 
exemplo for gerada uma quantidade elevada de dados de sensores, mas não houver muitos 
utilizadores a consultar os mesmos, será necessário alocar mais recursos (escalar instâncias) 
do nó de Worker, sem necessidade de alterar o da API. Se por outro lado forem gerados 
poucos dados ambientais ou biológicos, mas desses, todos eles geram alertas, então o nó 
Worker não necessitará de tantos recursos, mas o nó de WebSocket sim, pois terá que lidar 
com o encaminhamento de um grande número de alertas. Isto significa que o sistema está 
preparado para se adaptar a todos os tipos de cenários. 
 
4.5. Armazenamento 
A infraestrutura de Cloud está constantemente a receber dados gerados pelos sensores das 
várias Vitaboxes instaladas. Dessa forma, é necessário um sistema de armazenamento de 
informação capaz de suportar uma enorme quantidade leituras e escritas. Por essa razão 
optou-se por utilizar uma base de dados não relacional para o alojamento dos valores 
recebidos, dos alertas gerados pelos mesmos e dos logs dos utilizadores. O sistema de bases 
de dados não relacional escolhido para o efeito foi o MongoDB [51], uma base de dados 
orientada a documentos, em que as pesquisas são de complexidade linear e que permite 
escalar horizontalmente. 
O MongoDB, apesar de apresentar grande performance no tratamento de um grande volume 
de dados, tem uma característica que limita a sua utilização exclusiva em toda a solução: o 
facto de não ser ACID. Isto é, não disponibiliza um ambiente transacional que garanta a 
atomicidade, consistência, isolamento e durabilidade dos dados. Este facto para processos 
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como autenticação de utilizadores, registo de Vitaboxes e criação de perfis clínicos de 
pacientes seria um risco que não poderia ser posto em consideração. É importante referir que 
a partir da versão 4.0, lançada em meados de 2018, o MongoDB passou a suportar transações 
multidocumento [52], sendo que à data já o projeto estava em desenvolvimento há 
aproximadamente 10 meses e, para além de ser uma funcionalidade nova e ainda não 
devidamente testada em ambientes reais, não era exequível refazer trabalho já desenvolvido. 
Outro fator que pesou na tomada de decisão da não utilização do MongoDB para toda a 
solução é a característica dominante de ser schemaless11. Não sendo necessariamente um 
ponto negativo, tendo a sua utilizada em cenários específicos, no caso do VITASENIOR-
MT apresenta-se como um obstáculo aos critérios necessários para definir os modelos dos 
dados que suportam as regras de um sistema tão restrito em políticas de acesso. 
Dessa forma foi também utilizada uma base de dados relacional, o MySQL [53], já bem 
estabelecida no mercado e reconhecida pela sua capacidade de transações seguras. Esta 
ferramenta foi utilizada para armazenar os dados de utilizadores, Vitaboxes, equipamentos, 
pacientes, perfis clínicos e todas as relações entre os mesmos. É importante salientar que o 
MySQL também suporta armazenamento não relacional, com base de dados orientada a 
documentos [54], no entanto por estar ainda num nível de pouca maturidade optou-se por 
não tirar partido dessa característica. 
Como o sistema estava implementado na plataforma IBM Cloud, foram alocadas instâncias 
dedicadas para as bases de dados pretendidas. Uma lição retirada desta opção é a que 
devemos tirar partido da propriedade elástica que a Cloud tem para oferecer, pois na 
implementação do VITASENIOR-MT foi utilizado um plano fixo de armazenamento e a 
certo momento as aplicações deixaram de responder nos tempos desejados. A razão para tal 
foram os limites fixos de memória alocados para cada instância (Fig. 22). O plano de 
utilização em vigor não estava habilitado a alocar recursos conforme a exigência de 
utilização (escalar automaticamente) e desta forma o serviço encontrava-se limitado. 
 





Fig. 22 - Limite de memória nas bases de dados. 
 
Por fim, existia também a necessidade de ter um repositório de ficheiros, em que fosse 
possível alojar as imagens dos utilizadores e os dados anonimizados extraídos para analítica. 
A solução passou pela utilização de um object storage, uma tecnologia que permite separar 
os ficheiros em repositórios (locais de armazenamento) que podem ser atribuídos a diferentes 
aplicações, sendo possível ainda definir uma chave de acesso que é renovada num intervalo 
definido de tempo, dando acesso aos ficheiros apenas a quem essa chave for transmitida. 
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Este é o modelo de alojamento para ficheiros que são partilhados na rede, utilizado pelos 
gigantes da indústria tecnológica como o caso do Facebook, Google e LinkedIn. 
Com o object storage garante-se a consistência e duração dos ficheiros armazenados, uma 
vês que os dados dos serviços que se encontram em containers são voláteis. Permite também 
ao cliente aceder diretamente ao ficheiro, desde que lhe tenha sido transmitido previamente 




De acordo com o Regulamento Geral de Proteção de Dados (GPDR), todos os dados que 
diretamente ou indiretamente possam identificar um utilizador devem seguir um conjunto de 
medidas tecnológicas e organizacionais para garantir a segurança e os níveis de acesso aos 
dados [55]. Para isso foram implementados diversos mecanismos de forma a garantir que 
ninguém acede indevidamente à informação pessoal dos utilizadores e, mais importante, aos 
dados dos pacientes recolhidos através das Vitaboxes. As medidas aplicadas vão desde a 
comunicação, ao armazenamento e às políticas de acesso. 
De forma a garantir a segurança da comunicação entre os clientes e a Cloud são utilizados 
canais seguros (HTTPS e WSS), desta forma toda a comunicação é cifrada por uma chave 
simétrica negociada entre o cliente (Vitabox ou aplicação web) e a Cloud. Para que a 
negociação seja possível, isto é, para que o cliente confirme que o servidor da Cloud é 
realmente quem se anuncia, existe um certificado assinado por uma autoridade certificadora 
(CA) já previamente reconhecida pelo cliente. Na implementação na IBM Cloud a 
responsabilidade de fornecer o certificado e garantir a comunicação segura coube ao 
provedor. No caso da implementação in-house, foi gerado um certificado através da Let’s 
Encrypt [56], uma CA livre e automatizada, colaboradora da Linux Foundation. Para o Let’s 
Encrypt atribuir um certificado ao servidor é necessário instalar um script no host e definir 
um hostname, de seguida esta ferramenta levanta um serviço de negociação na porta 80 para 
que seja autenticado o hostname e transferido o certificado. Estes certificados têm uma 
49 
 
validade de 90 dias, por isso é possível agendar a renegociação de certificado no agendador 
de tarefas do sistema host. Após a primeira negociação a ferramenta já conhece o hostname, 
daí o processo de renegociação não necessitar de intervenção do utilizador e ocorrer 
automaticamente. Com o certificado criado, este é definido no servidor de reverse proxy, no 
caso foi utilizado o NGINX [57], que pode forçar todas as ligações a serem seguras, isto é, 
todos os pedidos em HTTP ou WS progredirem para HTTPS/WSS. 
Para a comunicação entre os microsserviços e os servidores de bases de dados foi utilizada 
autenticação, sendo criadas contas apenas para o acesso aos mesmos pelos serviços. Na 
camada responsável pelos dados (Modelos ou Models) dos microsserviços foram ainda 
utilizados sistemas de mapeamento objeto-relação (ORM) e mapeamento objeto-documento 
(ODM), que além de facilitarem a organização da lógica do negócio, contêm também 
mecanismos de proteção a possíveis ataques como o caso de injeção de SQL. 
No caso da solução in-house, com todo o ambiente montado em containers de Docker, foi 
criada uma rede local dedicada apenas aos serviços, e não foi atribuída nenhuma porta 
partilhada entre o host e os containers que suportavam os servidores de base de dados, sendo 
apenas possível aceder aos mesmos dentro do domínio privado criado pelo Docker, onde se 
encontram também os serviços. Isto força a que todas as interações entre os utilizadores e as 
bases de dados ocorram por meio dos microsserviços, não deixando backdoors de acesso. 
Por cima de todo este sistema foi ainda implementada uma firewall que deixa apenas passar 
pedidos aos portos 80 e 443 (para os microsserviços), 20 (para ligar por SSH) e 15672 para 
o cliente de gestão do RabbitMQ. Para aceder ao cliente de gestão do RabbitMQ é necessária 
autenticação, tendo sido alterados os utilizadores padrão e as ligações por SSH utilizando 
password foram desabilitadas, sendo apenas possível ligar as máquinas que já tenham 
previamente registado um certificado de acesso no host. 
Sendo o propósito base do projeto implementar o sistema na IBM Cloud, foi necessário 
assumir um comportamento “honesto mas curioso” do respetivo provedor [58], isto é, 
embora o provedor tenha boas intenções, pode ter curiosidade em consultar os dados. Dessa 
forma é necessário cifrar o conteúdo das bases de dados de forma a mascarar o seu 
significado. No entanto, o processo de cifragem implica um custo extra de computação, 
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podendo atrasar o sistema desnecessariamente. Para colmatar esse problema foram 
analisados os campos que realmente necessitavam de ser cifrados, isto é, que pudessem 
identificar os utilizadores e pacientes, e concluiu-se que o grosso do volume de dados estava 
nos valores das leituras dos sensores, mas esses valores só por si não identificam 
inequivocamente um paciente, pois são apenas séries de números muito semelhantes entre 
cada utilizador. Assim, por uma questão de otimização de recursos, sem prejudicar a 
segurança do sistema, optou-se por cifrar apenas os campos que relacionavam diretamente 
os pacientes e os utilizadores, como os nomes, contactos, moradas e nomes de ficheiros. 
Desta forma, eventuais atacantes poderão eventualmente ler valores numéricos (ex: 
temperatura de uma divisão, batimento cardíaco), mas não conseguem descortinar a quem 
estes pertencem.  
Como referido anteriormente foram implementadas diferentes permissões no sistema 
(cargos), sendo elas as de administrador, patrono, cuidador e médico. Uma outra permissão 
não percetível aos restantes utilizadores é a da própria Vitabox, que para a Cloud apresenta-
se como um cliente com o mesmo comportamento que os restantes. A validação das 
permissões dos utilizadores é obtida a partir do JSON Web Token (JWT) presente no 
cabeçalho de autenticação dos pedidos HTTP. Este token é assinado por uma chave privada 
da Cloud de forma a garantir a autenticidade do mesmo. No token estão presentes as 
permissões do utilizador bem como o seu identificador único. O JWT permite tirar o máximo 
potencial de um serviço RESTful uma vez que a identificação do cliente vem em cada pedido 
evitando guardar e ter de consultar a informação sobre cada sessão no servidor e permite 
também a autenticação para os WebSockets, uma vez que o token é facilmente validado por 
um serviço com acesso à chave privada do serviço emissor do mesmo. 
Por fim outra medida de segurança implementada foi o pré-registo de todo o equipamento a 
ser utilizado pelo sistema. Desta forma, além de facilitar a sua gestão e a usabilidade, permite 
também garantir que não haverá equipamento fantasma no sistema a emitir valores falsos 





Para libertar algum processamento da Cloud, em vez de realizar a renderização das páginas 
a apresentar ao utilizador do lado do servidor (server-side-view), foi desenvolvida uma 
aplicação web utilizando Vue.js [59], uma framework progressiva de JS para 
desenvolvimento de frontend. Esta abordagem permite uma melhor estruturação do projeto, 
tornando o desenvolvimento do frontend independente dos microsserviços. Desta forma todo 
o processamento para apresentar gráficos e interfaces mais dinâmicas é transferido para o 
cliente, sendo os dados fornecidos pela API em JSON. Este processo reduz o gasto 
desnecessário de recursos computacionais do lado da infraestrutura de Cloud, passando parte 
deste processamento para o browser utilizado no dispositivo do lado do cliente. Para além 
disto, diminui o tráfego necessário na interação cliente-servidor, uma vez que os pacotes 
apenas com os dados em formato JSON são menores que transferir toda a informação e 
formatação desta em HTML a cada novo pedido. 
Para que o desenvolvimento do frontend e da Vitabox fosse facilitado e possa ser feito por 
equipas independentes no futuro, foi criada a documentação de todas as rotas 
disponibilizadas pela API (Fig. 23). Esta informação, disponível numa página HTML, está 
também aberta ao público, abrindo a possibilidade de terceiros poderem contribuir para o 
projeto.  
Esta documentação é gerada pela ferramenta apiDoc [60], que interpreta as anotações do 
código fonte de uma determinada diretoria (Fig. 24) e gera um conjunto de ficheiros estáticos 
a serem apresentados por um servidor web. Nesta documentação estão definidas as rotas a 
serem usadas, as permissões de utilizadores necessárias ao acesso, os parâmetros e 
cabeçalhos a enviar e as possíveis respostas em caso de sucesso ou erro, bem como exemplos 











Fig. 24 - Anotações do código fonte para documentação. 
 
Esta ferramenta permite ainda distinguir as configurações das rotas entre versões da API. 
Para que o cliente possa aceder a uma versão específica de uma rota deve definir no 




Outro cabeçalho importante de mencionar é o de internacionalização, pois tanto no frontend 
como na API foram desenvolvidos mecanismos de internacionalização. Estes permitem ao 
cliente requerer que os dados sejam disponibilizados numa determinada língua e a API 
devolve a informação na linguagem requerida. De modo a isso ser possível o cliente deverá 
definir o cabeçalho “Accept-Language” com o código do país seguindo a norma ISO 3166-
1 alpha-2 [61]. Para a tradução tanto do frontend como da API foi seguido padrão i18n com 
a definição de uma estrutura chave-valor para cada linguagem suportada, em que a chave é 
uma etiqueta única (tag) e o valor corresponde ao texto traduzido (Fig. 25). 
 
 
Fig. 25 - Dicionário de tradução. 
 
Toda a tradução poderia ser transferida para o cliente, definindo previamente os dicionários 
de tradução no cliente e assim a API respondia apenas com as tags necessárias à tradução. 
No entanto, com a perspetiva de evolução do sistema, em que poderão existir vários clientes 
distintos, ou frontends, (que na verdade já existem, uma vez que para a API a Vitabox é 
outro cliente), e para evitar replicação de dicionários em diversos clientes, implementou-se 
a tradução de conteúdo fornecido pela API do lado do servidor, deixando para o cliente 
apenas a tradução do conteúdo estático das suas interfaces. Exemplificando este conceito, 
tanto a descrição dos logs dos utilizadores, como a descrição dos alertas, são guardadas em 
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forma de tag na base de dados e é definido um dicionário com as traduções para cada 
linguagem na API. No momento do pedido o serviço verifica a linguagem requerida, traduz 
os dados e envia. 
O frontend desenvolvido suporta também WebRTC [62], permitindo videochamadas Peer-
to-peer (P2P) entre clientes, o que garante uma latência mais reduzida que no típico cenário 
da utilização de um servidor intermédio. Para isto os clientes apenas precisam de se registar 
no servidor de Peer, que coordena a ligação entre clientes e lida com a tradução do endereço 
de rede (NAT) e com as firewalls, pois de outra forma os clientes não conseguiriam 
encontrar-se. 
Outros aspetos positivos desta abordagem de desenvolvimento do frontend são a facilidade 
de integração com APIs externas como o caso do serviço de mapas Google Maps, ter acesso 
ao um armazenamento local, como a localStorage e a indexedDB e a possibilidade de 
desenvolver uma aplicação web progressiva (PWA).  
Uma PWA distingue-se das aplicações nativas pelo facto de poder ser executada em qualquer 
plataforma, uma vez que a sua base é o browser. Para que ela possa ser utilizada, a 
comunicação tem de ser obrigatoriamente sobre HTTPS. Na primeira utilização o utilizador 
pode instalar a aplicação (Fig. 26) e a partir de então abri-la em qualquer momento como 






Fig. 26 - Instalação da PWA. 
 
Fig. 27 - Execução da PWA. 
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Esta funcionalidade facilita em muito a utilização do sistema, em especial para os cuidadores 
e médicos, que em muitos casos não estão tão familiarizados com novas tecnologias, 
tornando o processo de abertura e utilização semelhante a uma aplicação de desktop. Esta 
funcionalidade aliada às bases de dados locais, embutidas nos browsers, e à facilidade de 
integração com APIs externas, possibilita o desenvolvimento de muitas funcionalidades 
offline12. Ou seja, é possível transferir previamente um conjunto de configurações para o 
cliente e caso não seja possível à Cloud satisfazer os pedidos de imediato, é guardado um 
registo dos pedidos para que possam ser mais tarde executados, e aplicando as devidas 
alterações localmente na aplicação, transparecendo ao utilizador o funcionamento total.
 








Testes e resultados 
Ao longo do desenvolvimento da componente de Cloud do VITASENIOR-MT o código-
fonte foi sendo constantemente validado, de forma a garantir a coerência e funcionalidade 
do sistema. Numa fase primária de teste de cada nova funcionalidade foi usado o Postman 
[63], um ambiente de desenvolvimento integrado (IDE) de APIs que na sua funcionalidade 
mais básica permite submeter pedidos a serviços web e obter a sua resposta, tornando 
possível perceber se a rota está a desempenhar devidamente a sua função. 
Após os testes iniciais e com o crescimento do sistema foi necessário automatizar o processo 
de execução de testes, pois a partir de certo ponto as alterações de determinadas 
funcionalidades poderiam influenciar os resultados de outras e era fácil para o programador 
perder a noção de todas as implicações de cada alteração. Foi então utilizada a framework 
de testes Mocha [64], que permite simular um conjunto de pedidos à API e validar se o 
resultado obtido é o esperado (Fig. 28).  
 
 
Fig. 28 - Testes automatizados com Mocha. 
 
A framework Mocha, além de automatizar os testes, permite ainda contabilizar o tempo de 
execução de cada rota, permitindo ao programador captar as que estão a demorar demasiado 
tempo a responder, de forma a otimizar o código da respetiva rota. Foi através desta 
funcionalidade que foi possível perceber o atraso que a rota de receção de valores de sensores 
estava a causar. 
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Partindo desse ponto foram realizados então testes de carga em rotas específicas, sendo os 
testes mais exaustivos precisamente na rota de receção de valores de sensores. A ferramenta 
utilizada para os testes de carga foi o Vegeta [65], através de um script na linguagem Go que 
simula o comportamento de um ataque brute force a um URL. Assim foram realizados vários 
testes às diferentes abordagens pensadas para a API (descritas em 4.4.Escalabilidade) de 
forma a encontrar a melhor implementação para o sistema. Desses testes destacam-se os 
realizados durante a fase de arquitetura monolítica e após o desenvolvimento da arquitetura 
em microsserviços.  
Nos testes realizados foi definido como valor a testar o envio de 50 valores de sensores por 
pedido, em 50 pedidos por segundo durante 80 segundos. No teste realizado à arquitetura 
monolítica (Fig. 29) foi possível verificar que para os parâmetros definidos o tempo de 
resposta da API rapidamente aumenta para os 30 segundos, começando depois a deixar de 
responder, sendo emitidas apenas mensagens de erro, possivelmente um “504 Gateway 
Timeout” após os 20 segundos de execução.  
 
 




Após a implementação da arquitetura em microsserviços, com apenas um nó de API e um 
nó de Worker, utilizando os mesmos parâmetros de teste (Fig. 30), foi possível constatar que 
a API raramente ultrapassava os 30 milissegundos a responder e o serviço nunca ficava 
indisponível, o que representava uma melhoria tremenda. 
 
 
Fig. 30 - Teste de carga em microserviços 
 
Por fim, foram também realizados alguns testes de usabilidade junto de utilizadores com o 
perfil do consumidor final da solução do VITASENIOR-MT. O sistema foi instalado no Lar 
da Santa Casa da Misericórdia de Tomar [66], onde foram selecionados alguns utentes para 
a utilização contínua do sistema, com os enfermeiros e o médico do lar associados (Fig. 31). 
Outros sistemas de teste foram também dispersos por outras localizações, sendo que um foi 
instalado no laboratório na Escola Superior de Tecnologia de Tomar [67], servindo para 
testes de usabilidade de apenas uma utilização por utilizadores de diferentes perfis e outro 
na Escola Superior de Tecnologia da Saúde de Coimbra [68], para testes ao equipamento 
62 
 
utilizado pelo sistema e à interface gráfica apresentada no frontend para o utilizador de perfil 
médico. Durante esta fase foi possível perceber o nível de aceitação da solução por parte de 
todos os intervenientes, o grau de complexidade que estava associado à utilização das suas 
interfaces (frontend e Vitabox) e a capacidade de resposta da Cloud num ambiente real. Com 
essa informação foi possível a constante melhoria e adaptação do sistema às necessidades 
dos potenciais interessados. 
 
 






De uma forma geral, o objetivo principal do projeto VITASENIOR-MT foi alcançado, que 
era implementar uma solução de teleassistência que permitisse monitorizar o meio 
envolvente e os parâmetros biométricos de um (ou mais) idoso(s), com possibilidade de 
adaptar o sistema às suas necessidades. Em termos de adoção e usabilidade, a solução 
apresentada provou ser bastante acessível e user friendly, com uma compreensão 
relativamente rápida das suas funcionalidades por parte dos utilizadores finais quando 
comparado ao que era esperado inicialmente. O portal foi avaliado positivamente pelos 
utilizadores de teste, uma vez que apesar de permitir efetuar inúmeras tarefas por diferentes 
tipos de utilizadores, a sua complexidade de utilização foi abstraída com sucesso, 
apresentando uma interface simples e acessível. 
Em relação à infraestrutura de Cloud, o objetivo principal era criar um sistema robusto, 
escalável, onde a segurança dos dados fosse garantida e os tempos de resposta reduzidos, 
sem penalizar toda a funcionalidade do sistema e a acessibilidade aos diferentes clientes. 
Estas metas foram atingidas, podendo, como referido anteriormente, ainda ser melhorado.  
Como indicador do sucesso deste projeto, foram já publicados dois artigos científicos em 
conferências de revisão entre pares, sendo o segundo inteiramente focado no trabalho 
apresentado neste relatório: 
1. “VITASENIOR-MT: a telehealth solution for the elderly focused on the interaction 
with TV” [69] 
2. “VITASENIOR-MT: A distributed and scalable cloud-based telehealth solution” 
[70]. 




6.1. Trabalho futuro 
Apesar de a solução desenvolvida apresentar robustez, o sistema poderá ser otimizado e até 
simplificado a vários níveis no futuro.  
Em primeira instância, o mecanismo de validação de tokens nos 3 microsserviços de Peer, 
Websocket e API deveria ser restruturado, pois para a atual validação da autenticidade do 
utilizador é necessária a partilha de uma chave pública e privada entre esses serviços, além 
da replicação de código, e perda de performance. Para colmatar essa questão deveria ser 
desenvolvido um serviço apenas para a autenticação, responsável pela validação do cliente 
e pela emissão de JWT. Após a autenticação bem-sucedida este serviço alocaria num 
servidor de base de dados chave-valor em memória, como o caso do Redis [71], os dados do 
cliente com o token como chave e impondo um tempo de validade igual à validade do token. 
Desta forma todos os serviços que necessitem de autenticar o utilizador requeriam ao 
servidor de chaves a informação do utilizador, caso não houvesse retorno, significava 
simplesmente que o cliente não estava autenticado. 
Outra alteração possível seria a alteração da organização do sistema em diferentes servidores 
de base de dados persistentes, pois a realidade da tecnologia hoje não é a mesma que no 
início do projeto e hoje seria possível optar apenas por um provedor em vez de dois 
servidores diferentes. Poderia até ser considerada a possibilidade de utilização de uma base 
de dados orientada a grafos, que tira partido do melhor dos dois mundos: a segurança 
transacional e relações entre entidades bem definidas, presente nas bases de dados 
relacionais, e o tratamento de grandes volumes de dados, típico da bases de dados não 
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