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Abstract
In this paper we study some properties of the convolution powers K(n) = K ∗K ∗ · · · ∗K of a probability
density K on a discrete group G, where K is not assumed to be symmetric. If K is centered, we show that
the Markov operator T associated with K is analytic in Lp(G) for 1 < p < ∞, and prove Davies–Gaffney
estimates in L2 for the iterated operators T n. This enables us to obtain Gaussian upper bounds for the
convolution powers K(n). In case the group G is amenable, we discover that the analyticity and Davies–
Gaffney estimates hold if and only if K is centered. We also estimate time and space differences, and use
these to obtain a new proof of the Gaussian estimates with precise time decay in case G has polynomial
volume growth.
© 2007 Elsevier Masson SAS. All rights reserved.
Résumé
Dans ce travail on étudie le comportement des puissances de convolution K(n) = K ∗K ∗ · · · ∗ K d’une
probabilité K sur un groupe discret G, où K n’est pas nécessairement symétrique. Si K est centrée, on
montre que l’opérateur de Markov T associé à K est analytique dans Lp(G), 1 <p < ∞, et l’on démontre
des estimations de Davies–Gaffney dans L2 pour les opérateurs T n. Ceci permet d’obtenir des estimations
gaussiennes des puissances K(n). Dans le cas où le groupe G est moyennable, T est analytique, ou bien les
estimations de Davies–Gaffney ont lieu, si et seulement si K est centrée. On étudie aussi les dérivées en
temps et en espace des puissances T n, et l’on obtient alors une nouvelle preuve des estimations gaussiennes
précisées si G est à croissance polynomiale.
© 2007 Elsevier Masson SAS. All rights reserved.
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1. Introduction and statement of results
The aim of this paper is to study some properties of non-symmetric random walks on a fi-
nitely generated discrete group G. We consider a probability density K on G and the random
walk on G governed by K . (For general background, see for example [20,22,23].) Under certain
assumptions on K , we prove time regularity estimates and Gaussian off-diagonal estimates for
this walk. While various authors have obtained similar estimates for symmetric random walks
and Markov chains, our results make no symmetry assumption. Also, it is remarkable that our
results apply to arbitrary discrete groups without any special assumptions on the group structure
(though, as it turns out, the results are most interesting for discrete groups which are amenable).
To be more precise, recall (cf. [2,8]) that a linear operator S ∈ L(X), where X is a complex
Banach space, is said to be analytic if there exists a c > 0 such that∥∥(I − S)Sn∥∥ cn−1
for all n ∈ N. This notion is a discrete analogue of the usual notion of analyticity for a continuous
time semigroup (e−tA)t0 which corresponds to an estimate ‖Ae−tA‖  ct−1, t > 0 (see, for
example, [9, Section 2.5]). Our first main theorem is the fundamental result that the Markov
operator T , associated with the density K on G, is analytic in L2 = L2(G) whenever K is
centered (the definition of “centered” is given below). In particular, this theorem provides a large
and interesting class of examples of analytic operators which are not self-adjoint.
Our second main theorem gives Davies–Gaffney estimates, that is, L2 off-diagonal estimates,
for the iterated operators T n when K is centered. This enables us to deduce Gaussian estimates
for the nth convolution powers K(n) of K . Similar Gaussian estimates have been established for
symmetric random walks in, for example, [4,15,21], but are apparently new for non-symmetric
walks on general discrete groups.
We also discover that when the group G is amenable, then the above properties, that is, ana-
lyticity of T or the Davies–Gaffney estimates, hold if and only if the density K is centered.
In the case where the discrete group G has polynomial volume growth, Alexopoulos [1] de-
rived comprehensive results for non-symmetric, centered random walks, including a parabolic
Harnack inequality and precise upper and lower Gaussian estimates on K(n). His results imply
analyticity and Lp off-diagonal estimates on this special class of groups. However, his arguments
are quite specific to groups of polynomial growth: for example, he uses the famous theorem of
Gromov [14] that any such group contains a nilpotent subgroup of finite index, to show that
analysis on G is approximated by analysis on a nilpotent group. Our approach is necessarily
more general in order to deal with groups which are not of polynomial growth. Moreover, in the
polynomial growth case, our approach enables a new proof of the precise Gaussian estimates for
K(n) which does not require Gromov’s theorem.
To state our results precisely, we fix some ideas and notation. Let G be a finitely generated
discrete group and let dg be the counting measure on G. Let K be a probability density on G,
that is, K :G → [0,1] and ∫
G
dgK(g) = 1. We will generally assume that:
(i) The support V := {g ∈ G: K(g) > 0} of K is finite, and G = ⋃∞n=1 V n where V n :={g1 . . . gn: g1, . . . , gn ∈ V }.
(ii) K(e) > 0, or in other words e ∈ V , where e is the identity of G.
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The density K determines a random walk on G, whose distribution after n steps is given by
the nth convolution power K(n) := K ∗ K ∗ · · · ∗ K . Here, in general the convolution of two
functions f1, f2 on G is defined by
(f1 ∗ f2)(g) =
∫
G
dhf1(h)f2(h
−1g) =
∫
G
dhf1(gh
−1)f2(h)
for all g ∈ G. The Markov operator T associated with K is defined by
Tf = K ∗ f
for any f ∈ Lp := Lp(G;dg), 1 p ∞. Then ‖T ‖p→p  1 for all p ∈ [1,∞], where ‖·‖p→q
denotes the norm of a bounded linear operator from Lp to Lq . Note that T nf = K(n) ∗ f for all
n ∈ N = {1,2,3, . . .}.
The concept of centeredness is defined as follows (cf. [1, Section 1]). Let G0 := [G,G] be
the commutator subgroup of G, and consider the canonical homomorphism π0 :G → G/G0.
Note that G/G0 is a finitely generated abelian group, and therefore it can be written in the
form G/G0 ∼= Zq × A where q ∈ N0 = {0,1,2, . . .} and A is a finite abelian group. Define
G1 := π−10 ({0} × A). Then G1 is a normal subgroup of G with [G,G] ⊆ G1, and G/G1 is
isomorphic to Zq . Consider the homomorphism π1 :G → G/G1 ∼= Zq and let π(j)1 :G → Z be
the j th component of π1 for j ∈ {1, . . . , q}. We say that K is centered if the first order moments
of the projection of K onto Zq vanish, that is, if∫
G
dgK(g)π
(j)
1 (g) = 0 (1)
for all j ∈ {1, . . . , q}. We quote from [1, Section 1] the following basic lemma which shows that
a general density on G is conjugate via a multiplicative function to a centered density.
Lemma 1.1. Let K be a density on G satisfying assumption (i) above. Suppose K is not centered.
Then there exist a centered density K ′, a multiplicative function χ :G → (0,∞) (that is, χ(gh) =
χ(g)χ(h) for all g,h ∈ G) and a constant δ ∈ (0,1) such that
K(g) = δχ(g)K ′(g)
for all g ∈ G. Then, setting T ′f = K ′ ∗ f , we have the relations
K(n)(g) = δnχ(g)K ′(n)(g), T nf = δnχ T ′n(χ−1f ),
for all n ∈ N, g ∈ G, and f ∈ Lp , 1 p ∞.
Because of Lemma 1.1, in the sequel we concentrate mainly on the study of centered densities.
Note that in the rest of this paper, we shall always assume that the density K :G → [0,1]
satisfies assumptions (i) and (ii) above, except where otherwise stated.
Let L = LG be the left regular representation of G which acts on functions f :G → C by
(L(g)f )(h) = f (g−1h), g,h ∈ G. Define the difference operators ∂g = L(g) − I for g ∈ G. By
definition, the “discrete Laplacian” corresponding to K is the operator
I − T = −
∫
dgK(g)∂g. (2)
G
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every homomorphism η :G → Z.
We now state our first main result.
Theorem 1.2. Let K be centered. Then T is analytic in L2, that is, there exists c > 0 with
‖(I − T )T n‖2→2  cn−1 for all n ∈ N.
From Theorem 1.2 and some interpolation methods we deduce the following corollary (see
Section 3 below for details).
Corollary 1.3. Let K be centered. Then T is analytic in Lp for each p ∈ (1,∞).
Next we consider L2 off-diagonal estimates for the operators T n. We need to define a distance
on G, as follows. Fix a finite set U ⊆ G which is symmetric (U = U−1), and is such that e ∈ U
and U generates G. Thus G =⋃∞n=1 Un, and we define ρ :G → N by
ρ(g) = inf{n ∈ N: g ∈ Un}, g ∈ G.
We then define the “distance” between any subsets E and F of G as
d(E,F ) = inf{ρ(gh−1): g ∈ E,h ∈ F} ∈ N.
This distance is right invariant in the sense that d(Eg,Fg) = d(E,F ), g ∈ G, where Eg :=
{hg: h ∈ E}. Observe that ρ(g) = d({g}, {e}) = ρ(g−1) for all g ∈ G.
Let E be the set of all functions ψ :G → R such that ∂gψ ∈ L∞ for each g ∈ G. It follows
easily from the triangle inequality ρ(gh) ρ(g)+ ρ(h), g,h ∈ G, that one has ρ ∈ E .
The operators {Tλ}λ∈R defined by Tλf = eλψT e−λψf may be called the “Davies pertur-
bations” of the Markov operator T , in analogy with the Davies perturbation of semigroups
generated by differential operators (for the latter, see for example [10]).
Theorem 1.4. Let K be centered. Then for each ψ ∈ E , setting Tλ := eλψT e−λψ for λ ∈ R, there
exists ω > 0 such that
‖T nλ ‖2→2  eωλ
2n
for all n ∈ N and λ ∈ R.
By applying Theorem 1.4 we will obtain the following estimates. Let χE denote the charac-
teristic function of a subset E ⊆ G (thus χE(g) = 1 for g ∈ E, χE(g) = 0 for g /∈ E), and also
denote by χE the operator of pointwise multiplication f 
→ χEf .
Theorem 1.5. Let K be centered. Then there exist c, b > 0 such that
‖χET nχF ‖2→2  ce−bd(E,F )2/n (3)
for all n ∈ N and all non-empty subsets E and F of G, and∫
E
dg
∫
F
dhK(n)(gh−1) c|E|1/2|F |1/2e−bd(E,F )2/n (4)
for all n ∈ N and all non-empty finite subsets E,F of G, where |E| = dg(E) denotes the number
of elements of E.
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Gaffney estimates. Analogues of these estimates are well known for heat semigroups on mani-
folds (see for example [10,11,13]). An analogue of Theorem 1.4 for symmetric Markov chains
occurs for example in [15], while a proof of versions of (3) and (4) for walks on graphs is given
in [7]. These previous proofs do not work for non-symmetric walks and our approach to proving
Theorems 1.4 and 1.5 is rather different.
By choosing E = {g}, F = {e} in (4), we obtain the following general Gaussian upper bound.
Corollary 1.6. Let K be centered. There exist c, b > 0 such that
K(n)(g) ce−bρ(g)2/n (5)
for all n ∈ N and g ∈ G.
Estimates analogous to (5) were given for symmetric walks in, for example, [4,7,21].
Let us also remark the following estimate in Lp , which follows immediately by interpolation
between (3) and the obvious estimates ‖χET nχF ‖1→1  ‖T n‖1→1  1, ‖χET nχF ‖∞→∞  1.
Corollary 1.7. Let K be centered and let p ∈ (1,∞). There exist c = c(p), b = b(p) > 0 such
that
‖χET nχF ‖p→p  ce−bd(E,F )2/n
for all n ∈ N and non-empty E,F ⊆ G.
Theorems 1.2 and 1.4 can be regarded as the fundamental results of this paper. Let us explain
an algebraic result which is crucial for their proofs and which is of independent interest. For
j ∈ N, let Dj denote the linear span of all operators in L(L2) of the form ∂g1 . . . ∂gk with k ∈ N,
k  j and g1, . . . , gk ∈ G. Then Dj is an algebra of operators contained in L(L2), and D1 ⊇
D2 ⊇D3 ⊇ · · ·. It is clear from (2) that the discrete Laplacian I − T is always an element of D1.
We have the following characterization of centered densities.
Proposition 1.8. The density K is centered if and only if I − T ∈D2.
In the special case where K is symmetric (K(g) = K(g−1)), the well known identity I −T =
2−1
∫
G
dgK(g)∂g−1∂g immediately implies that I − T ∈ D2. The proof that I − T ∈ D2 for a
general centered density is not so trivial.
When the group G is amenable, the estimates of Theorems 1.2 and 1.4 hold if and only if K is
centered. More precisely, in Section 6 we will prove the following theorem which gives a num-
ber of other analytic conditions equivalent to centeredness. As one might expect, the properties
of the operators T n are closely related to properties of the continuous time Markov semigroup
(e−t (I−T ))t0 generated by I − T . Since ‖T ‖p→p  1, the semigroup (e−t (I−T ))t0 is contrac-
tive in Lp for all p ∈ [1,∞].
Recall that we always assume K satisfies assumptions (i) and (ii).
Theorem 1.9. Suppose that G is amenable. Then the following conditions (I) to (IX) are equiv-
alent.
(I) K is centered.
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(III) There exists c > 0 such that∣∣((I − T )f,f )∣∣ c∑
u∈U
‖∂uf ‖22
for all f ∈ L2.
(IV) T is analytic in L2.
(V) The operators (e−t (I−T ))t0 form a bounded analytic semigroup in L2; that is, there
exists c > 0 such that∥∥(I − T )e−t (I−T )∥∥2→2  ct−1
for all t > 0.
(VI) For each ψ ∈ E , setting Tλ = eλψT e−λψ , there exist c,ω > 0 such that
‖T nλ ‖2→2  ceωλ
2n
for all n ∈ N and λ ∈ [−1,1].
(VII) For each ψ ∈ E , setting Tλ = eλψT e−λψ , there exist c,ω > 0 such that
‖e−t (I−Tλ)‖2→2  ceωλ2t
for all t > 0 and λ ∈ [−1,1].
(VIII) For each ψ ∈ E , setting Tλ = eλψT e−λψ , there exists ω > 0 such that
Re
(
(I − Tλ)f,f
)
−ωλ2‖f ‖22
for all f ∈ L2 and λ ∈ [−1,1].
(IX) For each ψ ∈ E , setting Tλ = eλψT e−λψ , one has
‖Tλ‖2→2 = 1 + O(λ2)
for all λ ∈ [−1,1].
In condition (IX) above, we used the standard notation O(λk), λ ∈ J , to denote a function
s = s(λ) which satisfies an estimate |s(λ)| c|λk| for all λ in the interval J ⊆ R.
Analyticity of T means that the operators T n have a certain regularity in time. The next result
(which will be deduced from Theorem 1.2) is a form of spatial regularity.
Theorem 1.10. Let K be centered. There is a c > 0 such that
‖∂gT n‖2→2  cρ(g)n−1/2
for all n ∈ N and g ∈ G.
In fact, one also has temporal and spatial regularity in L2 for the perturbed operators Tλ, as
follows.
Theorem 1.11. Let K be centered, let ψ ∈ E and set Tλ = eλψT e−λψ . Then there exist c,ω > 0
such that∥∥(I − Tλ)T n∥∥ = ∥∥eλψ(I − T )T ne−λψ∥∥  cn−1eωλ2nλ 2→2 2→2
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‖eλψ∂gT ne−λψ‖2→2  c
(
ρ(g)n−1/2
)
eωλ
2n
for all n ∈ N, λ ∈ R and g ∈ G satisfying ρ(g) n1/2.
We will derive the first estimate of Theorem 1.11 from Theorem 1.2, by applying a theorem
of Blunck [2] on perturbations of analytic operators.
As an important application of the estimates of Theorem 1.11, we will obtain the following
theorem which improves on Corollary 1.6.
Theorem 1.12. Let K be centered, and suppose that there exist a,D > 0 with dg(Un)  anD
for all n ∈ N. Then there are c, b > 0 such that
K(n)(g) cn−D/2e−bρ(g)2/n,∣∣(∂hK(n))(g)∣∣ c(ρ(h)n−1/2)n−D/2e−bρ(g)2/n,∣∣K(n)(g)−K(n+1)(g)∣∣ cn−1n−D/2e−bρ(g)2/n
for all n ∈ N, g ∈ G, and h ∈ G satisfying ρ(h) n1/2.
In the case where G has polynomial volume growth of order precisely D (that is, c−1nD 
dg(Un)  cnD for all n ∈ N), the estimates of Theorem 1.12 were established by Alexopoulos
[1]. By appealing to Nash inequality methods of [12], we obtain a proof of Theorem 1.12 which
is completely different and perhaps easier than the proofs of [1].
Let us make some further remarks about the above results.
– The basic results and ideas of this paper can be adapted for centered densities on other
classes of locally compact groups such as Lie groups. The technical details are somewhat dif-
ferent and will be presented elsewhere. (In fact, since writing the present paper, the author has
a preprint ‘Properties of centered random walks on locally compact groups and Lie groups’ (ac-
cepted for Rev. Mat. Iberoamericana); and a paper ‘Time regularity for random walks on locally
compact groups’, Probab. Theory Relat. Fields 137 (2007) 429–442.)
– The question of analyticity in L1, that is, whether Corollary 1.3 holds when p = 1, is not
answered in general in this paper. Similarly, we do not know if the estimate of Corollary 1.7
holds when p = 1 (or equivalently, by duality, when p = ∞). In the particular case where G has
polynomial growth, a standard integration of the Gaussian estimates of Theorem 1.12 shows that
the above results do hold for p ∈ {1,∞}.
– For a density K on G, it is well known that ‖T ‖2→2 < 1 if and only if G is non-amenable.
For non-amenable groups, our main results in L2 (for example, analyticity of T ) follow rather
trivially from ‖T ‖2→2 < 1. (The estimate of Theorem 1.4 follows trivially using Lemma 4.1.)
Thus our L2 results are of greatest value for amenable groups.
– One sometimes wants to consider random walks where assumption (ii) is not satisfied. An
example is the simplest symmetric random walk on Z, which corresponds to the density
K :Z → [0,1], K(1) = K(−1) = 1/2.
In this example, because K(2n+1)(0) = 0 for all n ∈ N, one may show that |K(2n)(0) −
K(2n+1)(0)| = K(2n)(0)  cn−1/2 for large n, and from this it is not hard to deduce that the
operator T , with Tf := K ∗ f , is not analytic in L2(Z).
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rem 1.2. We shall see that assumption (ii) implies a condition on the spectrum of T which is
necessary for analyticity (see Lemma 3.2 below).
In cases of interest where K(e) = 0, one can usually find n0  2 such that the density K(n0)
satisfies assumptions (i) and (ii), and then apply our results to K(n0). In the special case where K
is symmetric, T is a self-adjoint contraction in L2 so that T 2 is self-adjoint with spectrum con-
tained in [0,1], and the spectral theorem easily shows that T 2 is analytic (see also Theorem 3.1
below).
– The problem of obtaining uniform upper bounds of the form
‖K(n)‖∞ M(n) (6)
for all n ∈ N and with some function M :N → (0,∞), has been considered in many works. For
general results and references to the literature see, for example, [19,20,22,23].
For example, it is known (see [22, Chapter VII]) that if the volume growth of G satisfies
dg(Un) aeanγ for some a > 0, γ ∈ (0,1] and all n ∈ N, then (6) holds with M(n) = c1e−c2nβ
where ci are positive constants and β = γ /(2 + γ ). This result is not optimal for all G:
for example, there are solvable groups with exponential growth dg(Un)  aean for which
‖K(n)‖∞  c1e−c2nβ where β > 1/3 (see [19,20] and their references).
Note that while many authors study only the case of symmetric K , one can usually deduce
uniform bounds for non-symmetric walks from the symmetric case: see Appendix A of this paper
for details.
– If an estimate (6) holds and K is centered, then interpolation with the bound of Corollary 1.6
yields that
K(n)(g)M(n)1−εcεe−bερ(g)2/n
for any ε ∈ (0,1), g ∈ G and n ∈ N. For example, if (6) holds with M(n) = c1e−c2nβ where β ∈
(0,1], then we obtain K(n)(g) c3e−c4nβ e−c4ρ(g)2/n for some constants c3, c4 > 0. In particular,
combining with the previous remark we obtain the following result. If G has exponential growth
dg(Un) aean, n ∈ N, and K is centered, then an estimate
K(n)(g) ce−bn1/3e−bρ(g)2/n
holds for all n ∈ N and g ∈ G.
The paper is organized as follows. In Section 2 we prove Proposition 1.8, which is a key step
in the proofs of Theorems 1.2 and 1.4 given in Sections 3 and 4. Sections 5 and 6 give the proofs
of Theorems 1.5 and 1.9 respectively. Theorems 1.10, 1.11 and 1.12 are proved in Section 7.
Finally, in Appendix A we give a general result on uniform bounds for non-symmetric random
walks.
In general, c, c′, b and so on, will denote positive constants whose value may change from
line to line when convenient.
2. Proof of Proposition 1.8
In this section we continue the notations of Section 1 and give the proof of Proposition 1.8.
The proof requires some lemmas which are of independent interest. In particular, the first lemma
below provides a simple characterization of the subgroup G1 of G.
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G1 =
{
g ∈ G: there exists n ∈ N with gn ∈ [G,G]}.
Proof. Let g ∈ G and suppose gn ∈ [G,G] for some n ∈ N. Then (π0(g))n is the identity ele-
ment of G/[G,G] ∼= Zq × A, where A is a finite abelian group. It follows that π0(g) ∈ {0} ×A,
in other words, g ∈ π−10 ({0} × A) = G1. Conversely, if g ∈ G1 then we can reverse each step in
the above argument to obtain that gn ∈ [G,G] for some n ∈ N. 
Lemma 2.2. For any n ∈ N with n 2 and g1, . . . , gn ∈ G, one has
∂g1...gn = ∂g1 + · · · + ∂gn +
n∑
k=2
∑
i1,...,ik
∂gi1
. . . ∂gik
,
where the inner sum is over all i1, . . . , ik ∈ {1, . . . , n} with i1 < i2 < · · · < ik . In particular, when
n = 2,
∂g1g2 = ∂g1 + ∂g2 + ∂g1∂g2 .
Moreover, ∂g−1 = −∂g − ∂g∂g−1 for all g ∈ G. Finally, one has
∂gk − k∂g ∈D2
for all g ∈ G and k ∈ Z.
Proof. The first identity of the lemma may be proved by induction on n, beginning with the case
n = 2. The identity for ∂g−1 follows from the case n = 2 upon setting g1 = g, g2 = g−1. The final
statement of the lemma is easily deduced from the preceding identities. 
For the proof of the next lemma, remark that the spaces Dj , j ∈ N, which were defined before
Proposition 1.8, have the characterization
Dj = span
{
L(g0)∂g1 . . . ∂gj : g0, g1, . . . , gj ∈ G
}
.
Indeed, it is obvious that each element of Dj is expressible as a linear combination of terms
L(g0)∂g1 . . . ∂gj . Since also
L(g0)∂g1 . . . ∂gj = ∂g0∂g1 . . . ∂gj + ∂g1 . . . ∂gj ∈Dj ,
our remark follows.
Lemma 2.3. For any g ∈ G1, one has ∂g ∈D2.
Proof. Let us write [g1, g2] = g1g2g−11 g−12 for g1, g2 ∈ G. Direct computation yields the iden-
tity
∂[g1,g2] = −L(g1g2)(∂g−12 ∂g−11 − ∂g−11 ∂g−12 ) ∈D2
(actually, that ∂[g1,g2] ∈ D2 can also be deduced from identities of Lemma 2.2). Since [G,G]
consists of all finite products of elements of form [g1, g2], using Lemma 2.2 we see that ∂g ∈D2
for all g ∈ [G,G].
Next, suppose that g ∈ G1. Then gn ∈ [G,G] for some n ∈ N by Lemma 2.1, so that ∂gn ∈D2.
Because ∂gn − n∂g ∈D2 by Lemma 2.2, we deduce that ∂g ∈D2. 
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G/G1 ∼= Zq and identify G/G1 with Zq . Let ej = (δjk)qk=1, j ∈ {1, . . . , q}, denote the standard
basis vectors in Zq , and fix elements x1, . . . , xq ∈ G such that π1(xj ) = ej for all j ∈ {1, . . . , q}.
For each g ∈ G we can write
g = xp11 . . . x
pq
q g
′ (7)
where pj := π(j)1 (g) ∈ Z, j ∈ {1, . . . , q}, and g′ ∈ G. Observe that g′ ∈ G1, because G1 is the
kernel of the homomorphism π1 and π1(xp11 . . . x
pq
q ) = (p1, . . . , pq) = π1(g). By applying the
identities of Lemma 2.2 to (7), and since ∂g′ ∈D2 by Lemma 2.3, it follows that
∂g = π(1)1 (g)∂x1 + · · · + π(q)1 (g)∂xq +Wg
where Wg is an element of D2 depending on g. Since K is centered, from (1) and (2) we obtain
I − T = −
∫
G
dgK(g)∂g = −
∫
G
dgK(g)Wg ∈D2,
as required.
Conversely, let us suppose that I − T ∈D2 and show that K must be centered. Let η :G → Z
be any homomorphism. We have (∂g1η)(h) = η(g−11 h)− η(h) = −η(g1) for all h ∈ G, so that
∂g1η = −η(g1), ∂g2∂g1η = 0,
for all g1, g2 ∈ G. This shows that Wη = 0 for any W ∈ D2. Setting W = I − T , we have
((I − T )η)(e) = 0 so that
0 = η(e) = (T η)(e) =
∫
G
dgK(g)η(g−1) = −
∫
G
dgK(g)η(g).
With η = π(j)1 , j ∈ {1, . . . , q}, we conclude that (1) holds and K is centered. This completes the
proof of Proposition 1.8. 
3. Proof of Theorem 1.2
To prove Theorem 1.2 we will use the following general characterization of analytic operators
due to Nevanlinna (see [17, Theorem 4.5.4], [18, Theorem 2.1], and [2]). Let D := {z ∈ C: |z| <
1} be the open unit disk.
Theorem 3.1. Let X be a complex Banach space and let S ∈ L(X). The following two conditions
are equivalent.
(I) S is power-bounded (that is, sup{‖Sn‖: n ∈ N} < ∞) and analytic.
(II) (e−t (I−S))t0 is a bounded analytic semigroup in X, and the spectrum of S is contained in
D ∪ {1}.
We will verify condition (II) of Theorem 3.1 when S = T and X = L2. The following lemma
gives the desired condition on the spectrum of T . Denote by σp(S) the spectrum of an operator
S ∈ L(Lp).
N. Dungey / Bull. Sci. math. 132 (2008) 359–381 369Lemma 3.2. Let P :G → [0,1] be any probability density on G, and define the operator S by
Sf = P ∗ f , f ∈ Lp . If P(e) > 0, then σp(S) is contained in D ∪ {1} for all p ∈ [1,∞].
Proof. Let B = {g ∈ G: g = e}. We may write
S = P(e)I +
∫
B
dg P (g)L(g) = P(e)I + S′,
where the operator S′ satisfies
‖S′‖p→p 
∫
B
dg P (g) = 1 − P(e).
Then σp(S′) ⊆ {z ∈ C: |z| 1 − P(e)} and
σp(S) = P(e)+ σp(S′) ⊆ P(e)+
{
z ∈ C: |z| 1 − P(e)}⊆ D ∪ {1},
where the last inclusion used the hypothesis P(e) > 0. 
By Theorem 3.1 and Lemma 3.2, the proof of Theorem 1.2 is now reduced to showing that
e−t (I−T ) is a bounded analytic semigroup in L2 when K is centered. To show this, it suffices to
prove an estimate∣∣((I − T )f,f )∣∣ cRe((I − T )f,f ) (8)
for all f ∈ L2. Indeed, one has the following standard semigroup result (see for example [16,
Theorem IX.1.24]), whose proof we sketch for the sake of completeness and for later use. For
θ > 0 define the open sector Λθ = {z ∈ C: z = 0, | arg z| < θ}.
Lemma 3.3. Let H be a complex Hilbert space and S ∈ L(H). Suppose there exists c0  0 such
that ∣∣Im(Sf,f )∣∣ c0 Re(Sf,f )
for all f ∈H. Then e−tS is a bounded analytic semigroup; more precisely, there exist constants
θ1 ∈ (0,π/2], c1 > 0, depending only on c0, such that
‖e−zS‖ 1
for all z ∈ Λθ1 and ‖Se−tS‖ c1t−1 for all t > 0.
Proof. Define θ1 ∈ (0,π/2] by requiring that tan θ1 = c−10 . Let f ∈H and θ ∈ (−θ1, θ1), and set
ψt := e−teiθ Sf for all t > 0. Differentiation with respect to t yields
(d/dt)
(‖ψt‖2)= −2 cos θ Re(Sψt ,ψt )+ 2 sin θ Im(Sψt ,ψt )
which is non-positive because | sin θ |  (cos θ)c−10 . Therefore ‖ψt‖2  ‖f ‖2 for all t > 0,
which implies the desired estimate ‖e−zS‖  1, z ∈ Λθ1 . The bound on Se−tS follows by ap-
plying the Cauchy integral formula to the analytic function z 
→ e−zH (compare for example [9,
Lemma 2.38]). 
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C by setting
(∇f )(g) :=
(∑
u∈U
∣∣(∂uf )(g)∣∣2)1/2, g ∈ G,
where U = U−1 ⊆ G is the fixed finite generating set from Section 1. Observe that
‖∇f ‖22 =
∑
u∈U
‖∂uf ‖22
and
‖∂gf ‖2  ρ(g) sup
u∈U
‖∂uf ‖2  ρ(g)‖∇f ‖2 (9)
for all g ∈ G, f ∈ L2. Inequality (9) is easily derived by writing g = u1u2 . . . un with uj ∈ U ,
n = ρ(g), and observing that ‖∂gf ‖2 ∑nj=1 ‖∂uj f ‖2.
The first step in the proof of (8) is the following observation.
Lemma 3.4. There exists a c > 1 such that c−1‖∇f ‖22  Re((I − T )f,f )  c‖∇f ‖22 for all
f ∈ L2.
Proof. Define T̂ := 2−1(T + T ∗) where T ∗ is the L2-adjoint of T . Then T̂ is self-adjoint and
Re
(
(I − T )f,f )= 2−1((I − T )f,f )+ 2−1(f, (I − T )f )= ((I − T̂ )f, f )
for all f ∈ L2. Observe that T̂ f = K̂ ∗ f , f ∈ L2, where K̂ is the probability density defined by
K̂(g) = 2−1(K(g)+K(g−1)), g ∈ G.
The support V ′ of K̂ contains the support V of K , so that V ′ generates G. The symmetry K̂(g) =
K̂(g−1) of K̂ implies that
I − T̂ = −
∑
g∈V ′
K̂(g)∂g = 2−1
∑
g∈V ′
K̂(g)∂g−1∂g.
Then
Re
(
(I − T )f,f )= ((I − T̂ )f, f )= 2−1 ∑
g∈V ′
K̂(g)‖∂gf ‖22,
and since V ′ generates G the lemma follows easily. 
Remark. Lemma 3.4 does not require K to be centered; in fact the lemma holds for any density
which satisfies assumption (i).
Let us continue the proof of (8). Let K be centered. By Proposition 1.8, ((I − T )f,f ) is
expressible as a finite linear combination of terms each of the form
(∂g1 . . . ∂gkf, f ) = (∂g2 . . . ∂gkf, ∂g−11 f )
with k  2 and g1, . . . , gk ∈ G. By (9), each such term satisfies an estimate
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 2k−2‖∂gkf ‖2‖∂g−11 f ‖2  c‖∇f ‖
2
2,
and we conclude that∣∣((I − T )f,f )∣∣ c′‖∇f ‖22 (10)
for all f ∈ L2. Together with Lemma 3.4, this yields (8). The proof of Theorem 1.2 is com-
plete. 
Proof of Corollary 1.3. The following interpolation theorem for analytic operators was proved
by Blunck [3, Theorem 1.1].
Theorem 3.5. Let p,q ∈ [1,∞] and let S ∈ L(Lp) be power-bounded and analytic in Lp . If S
is power-bounded in Lq then S is power-bounded and analytic in Lr for all r strictly between p
and q .
Corollary 1.3 follows immediately from Theorems 1.2 and 3.5, since T is power-bounded in
L1 and in L∞.
Alternatively, one may obtain Corollary 1.3 without invoking Theorem 3.5, as follows. The
semigroup (e−t (I−T ))t0 is bounded analytic in L2 as we showed above, and it is also bounded
in L1 and in L∞. By a standard application of the Stein interpolation theorem (see for example
[10, Theorem 1.4.2]), it follows that (e−t (I−T )) is bounded analytic in Lp for each p ∈ (1,∞).
Applying Theorem 3.1 and Lemma 3.2, we deduce that T is analytic in Lp for such p. 
4. Proof of Theorem 1.4
In this section we prove Theorem 1.4, and in the process derive other useful estimates involv-
ing the operators Tλ.
Let us fix ψ ∈ E and set Tλ = eλψT e−λψ for λ ∈ R. We begin with a simple estimate of the
difference Tλ − T which is valid whether K is centered or not.
Lemma 4.1. There exist c,ω > 0 such that
‖Tλ − T ‖p→p  c|λ|eω|λ|
for all λ ∈ R and p ∈ [1,∞].
Proof. Note the identities
eλψL(g)(e−λψf ) = e−λ∂gψL(g)f,
eλψ∂g(e
−λψf ) = ∂gf + [e−λ∂gψ − 1]L(g)f (11)
for a function f :G → C and g ∈ G. Since T = ∫
G
dgK(g)L(g), we find that
(Tλ − T )f =
∫
dgK(g)[e−λ∂gψ − 1]L(g)f.
G
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g ∈ V , where V is the finite support of K , we have
‖e−λ∂gψ − 1‖∞  c|λ|ec|λ|
for all g ∈ V and λ ∈ R. Then∥∥(Tλ − T )f ∥∥p  c|λ|ec|λ|
∫
V
dgK(g)
∥∥L(g)f ∥∥
p
= c|λ|ec|λ|‖f ‖p
for all f ∈ Lp , which proves the lemma. 
Since ‖T ‖2→2  1, Lemma 4.1 implies that ‖Tλ‖2→2 = 1 + O(|λ|) when |λ| is small. To
obtain Theorem 1.4, our main task will be to prove the improved estimate
‖Tλ‖2→2 = 1 + O(λ2) (12)
for all |λ| 1, when K is centered. Indeed, if one combines (12) with Lemma 4.1, one obtains
for some ω′ > 0 that ‖Tλ‖2→2  eω′λ2 for all λ ∈ R. It then follows that ‖T nλ ‖2→2  eω
′λ2n for
all n ∈ N, which is the estimate of Theorem 1.4.
The main step in proving (12) is the following perturbation estimate. Define quadratic forms
Q and Qλ, λ ∈ R, by
Q(f ) = ‖f ‖22 − ‖Tf ‖22, Qλ(f ) = ‖f ‖22 − ‖Tλf ‖22,
for all f ∈ L2, so that Q = Q0.
Proposition 4.2. Let K be centered.
(I) There exists c > 0 such that∣∣((Tλ − T )f1, f2)∣∣ ε(‖∇f1‖22 + ‖∇f2‖22)+ c(1 + ε−1)λ2(‖f1‖22 + ‖f2‖22)
for all ε > 0, f1, f2 ∈ L2 and |λ| 1.
(II) There exists c′ > 0 such that∣∣Q(f )−Qλ(f )∣∣ ε‖∇f ‖22 + c′(1 + ε−1)λ2‖f ‖22
for all ε > 0, f ∈ L2 and |λ| 1.
Proof. To prove part (I), we use the fact that I − T ∈ D2 by Proposition 1.8. It follows that
((Tλ − T )f1, f2) = ((I − T )f1, f2) − ((I − Tλ)f1, f2) is a finite linear combination of terms t
each of the form
t = (∂g1 . . . ∂gkf1, f2)− (eλψ∂g1 . . . ∂gk e−λψf1, f2)
where k  2 and g1, . . . , gk ∈ G. By (11), each such term t is a finite linear combination of terms
t ′ of the form
t ′ = (B1(λ) . . .Bk(λ)f1, f2), (13)
where k  2 and where for each i either Bi(λ) = ∂gi or Bi(λ) = [e−λ∂gi ψ − 1]L(gi), with the
second case occurring for at least one i ∈ {1, . . . , k}.
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values of i, then since ‖e−λ∂gi ψ − 1‖∞  c|λ| for |λ| 1, we easily obtain that
|t ′| c′λ2‖f1‖2‖f2‖2  2−1c′λ2
(‖f1‖22 + ‖f2‖22)
for all |λ| 1. Secondly, if B1(λ) = [e−λ∂g1ψ − 1]L(g1) and Bi = ∂gi for all i ∈ {2, . . . , k}, then
using (9) gives
|t ′| c|λ|‖∇f1‖2‖f2‖2  2−1c
(
ε‖∇f1‖22 + ε−1λ2‖f2‖22
)
for all |λ|  1 and all ε > 0. Thirdly, in the remaining case one has B1 = ∂g1 and Bi(λ) =
[e−λ∂gi ψ − 1]L(gi) for some i ∈ {2, . . . , k}, and by writing t ′ = (B2(λ) . . .Bk(λ)f1, ∂g−11 f2) weget
|t ′| c|λ|‖f1‖2‖∇f2‖2  2−1c
(
ε‖∇f2‖22 + ε−1λ2‖f1‖22
)
for all |λ| 1 and ε > 0. Part (I) follows by combining these three cases.
To prove part (II), write
Q(f )−Qλ(f ) = ‖Tλf ‖22 − ‖Tf ‖22
= (Tf, (Tλ − T )f )+ ((Tλ − T )f,Tf )+ ((Tλ − T )f, (Tλ − T )f )
= 2 Re((Tλ − T )f,Tf )+ ∥∥(Tλ − T )f ∥∥22.
Note that ‖(Tλ − T )f ‖22  cλ2‖f ‖22 for all |λ| 1, thanks to Lemma 4.1. Also, part (I) gives∣∣((Tλ − T )f,Tf )∣∣ ε(‖∇f ‖22 + ‖∇Tf ‖22)+ c(1 + ε−1)λ2(‖f ‖22 + ‖Tf ‖22)
 c1ε‖∇f ‖22 + 2c(1 + ε−1)λ2‖f ‖22
for all |λ| 1 and ε > 0, since it is easy to see using (9) that ‖∇Tf ‖2  c′‖∇f ‖2 for all f ∈ L2.
By combining these inequalities we obtain part (II). 
Let us complete the proof of Theorem 1.4. First observe that one has an estimate
c−1‖∇f ‖22 Q(f ) = ‖f ‖22 − ‖Tf ‖22  c‖∇f ‖22 (14)
for all f ∈ L2. Indeed, Q(f ) = ((I − T ∗T )f,f ) and T ∗Tf = K˜ ∗ f , where K˜ := K∗ ∗ K
and K∗(g) := K(g−1), g ∈ G. Note that K˜ is a symmetric probability density. Moreover, since
K˜(g)K∗(e)K(g) = K(e)K(g) and K(e) > 0, the support V˜ of K˜ contains the support of K ,
so that V˜ generates G. Thus (14) follows from Lemma 3.4 applied to T ∗T in place of T .
Let K be centered. From (14) and Proposition 4.2, part (II), there exists c′′ > 0 such that∣∣Q(f )−Qλ(f )∣∣ εQ(f )+ c′′(1 + ε−1)λ2‖f ‖22 (15)
for all f ∈ L2, ε > 0 and |λ| 1. By choosing ε < 1 in (15), we see that there exists ω > 0 such
that
Qλ(f ) = ‖f ‖22 − ‖Tλf ‖22 −ωλ2‖f ‖22,
or in other words ‖Tλf ‖22  (1 + ωλ2)‖f ‖22, for all f ∈ L2 and |λ| 1. Thus ‖Tλ‖2→2  (1 +
ωλ2)1/2  1 +ωλ2 for |λ| 1. This proves (12), and Theorem 1.4 follows. 
We end the section with a remark which will be useful later.
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function ψ ∈ E . However, if E ′ is a subset of E which is uniformly bounded, in the sense that
sup
ψ∈E ′
‖∂gψ‖∞ < ∞
for each fixed g ∈ G, then the estimates hold uniformly for all ψ ∈ E ′. This remark follows easily
from the above proofs. In particular, the bounds of Lemma 4.1, Proposition 4.2 and the estimate
‖eλψT ne−λψ‖2→2  eωλ2n of Theorem 1.4 hold uniformly for all ψ ∈ E ′.
5. Proof of Theorem 1.5
Let us prove the first estimate (3) of Theorem 1.5. We will assume that d(E,F )  2, for
otherwise the desired estimate follows trivially from the bound ‖χET nχF ‖2→2  ‖T n‖2→2  1.
For each non-empty set F ⊆ G, define ψF :G → N by ψF (g) := d({g},F ) = inf{ρ(gh−1): h ∈
F }. The bound∣∣d({gh},F )− d({h},F )∣∣ ρ(g) = ρ(g−1), g,h ∈ G,
shows that ‖∂gψF ‖∞  ρ(g) for all g ∈ G. Therefore Theorem 1.4 and Remark 4.3 give an
estimate
‖eλψF T ne−λψF ‖2→2  eωλ2n
for all n ∈ N, λ ∈ R, where ω > 0 is a constant independent of F . Observe that ψF (g) d(E,F )
for all g ∈ E, while ψF (g) = 1 for all g ∈ F . We find that
‖χET nχF ‖2→2 =
∥∥(χEe−λψF )eλψF T ne−λψF (χF eλψF )∥∥2→2
 ‖χEe−λψF ‖∞‖eλψF T ne−λψF ‖2→2‖χF eλψF ‖∞
 exp
(−λd(E,F )+ λ+ωλ2n)
 exp
(−2−1λd(E,F )+ωλ2n)
for all n ∈ N, λ  0 and all non-empty E,F ⊆ G with d(E,F )  2. Choosing λ to be a small
constant multiple of d(E,F )/n then yields estimate (3).
Next, if f1, f2 ∈ L2 are such that f1 is supported in F and f2 is supported in E, then (3)
implies the estimate∣∣∣∣
∫
G
dg
∫
G
dhK(n)(gh−1)f1(h)f2(g)
∣∣∣∣= ∣∣(T nf1, f2)∣∣
= ∣∣(χET nχF f1, f2)∣∣
 c‖f1‖2‖f2‖2 e−bd(E,F )2/n
for all n ∈ N. By taking f1 = χF , f2 = χE , we obtain (4), and the proof of Theorem 1.5 is
complete. 
6. Proof of Theorem 1.9
To prove the equivalence of conditions (I) to (IX) in Theorem 1.9, we will establish
the chains of implications (I)⇒(II)⇒(III)⇒(IV)⇒(V)⇒(I), (I)⇒(IX)⇒(VI)⇒(VII)⇒(I), and
(IX)⇒(VIII)⇒(VII).
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ity (10), the implication (II)⇒(III) is contained in the proof of Theorem 1.2. The implication
(III)⇒(IV) also follows from the proof of Theorem 1.2. That (IV) implies (V) is just a special
case of Theorem 3.1.
The implications (I)⇒(IX) and (IX)⇒(VI) are contained in the proof of Theorem 1.4. The
implication (VI)⇒(VII) is derived by writing e−t (I−Tλ) = e−t ∑∞n=0(n!)−1tnT nλ , so that
‖e−t (I−Tλ)‖2→2  ce−t
∞∑
n=0
(n!)−1tneωλ2n
= c exp(−t + teωλ2)
 c exp(c′λ2t)
for all t > 0 and |λ| 1. In the last step we used an estimate eωλ2 − 1 c′λ2 for all |λ| 1.
If (IX) holds, then for some ω > 0 one has Re(Tλf,f )  (1 + ωλ2)‖f ‖22 for all f ∈ L2
and |λ|  1, and this inequality rearranges to give (VIII). That (VIII) implies (VII) is standard
semigroup theory: given (VIII), then
(d/dt)
(‖e−t (I−T )f ‖22)= −2 Re((I − T )e−t (I−T )f, e−t (I−T )f )
 2ωλ2‖e−t (I−T )f ‖22
for all t > 0 and f ∈ L2. This differential inequality implies that ‖e−t (I−T )f ‖22  e2ωλ
2t‖f ‖22,
which yields (VII).
It only remains to prove the implications (V)⇒(I) and (VII)⇒(I), and these are immediate
consequences of the following theorem.
Theorem 6.1. Let G be amenable and suppose that K is not centered. Then for some c > 0,∥∥(I − T )e−t (I−T )∥∥2→2  ct−1/2
for all t  1. Thus the semigroup e−t (I−T ) is not bounded analytic. Moreover, there exists a
homomorphism Φ :G → Z (that is, Φ(gh) = Φ(g) + Φ(h), g,h ∈ G) and constants α > 0,
ε > 0 such that Tλ := eλΦT e−λΦ satisfies
‖e−t (I−Tλ)‖2→2  eαλt
for all t > 0 and λ ∈ [0, ε].
To prove Theorem 6.1 we first analyze, using Fourier theory, the special case where G = Z.
Lemma 6.2. Let P :Z → [0,1] be a finitely supported probability density on Z which is not
centered, that is, a :=∑n∈Z nP (n) = 0. Define Sf = P ∗ f for all f ∈ L2 = L2(Z). Then there
is c > 0 such that∥∥(I − S)e−t (I−S)∥∥2→2  ct−1/2
for all t  1. Moreover, there exists a homomorphism ψ :Z → Z and constants α > 0, ε ∈ (0,1)
such that Sλ := eλψSe−λψ satisfies
‖e−t (I−Sλ)‖2→2  eαλt
for all t > 0 and λ ∈ [0, ε].
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(Ff )(x) :=
∑
n∈Z
f (n)einx, x ∈ [−π,π],
which defines a unitary isomorphism F :f 
→ Ff of L2(Z) onto the space L2([−π,π];dx/
(2π)). Set F :=FP and observe that (FSf )(x) = F(x)(Ff )(x), x ∈ [−π,π], that is, the oper-
ator S corresponds under F to multiplication by F . It follows that∥∥(I − S)e−t (I−S)∥∥2→2 = sup
x∈[−π,π]
∣∣(1 − F(x))e−t (1−F(x))∣∣
= sup
x∈[−π,π]
∣∣1 − F(x)∣∣ exp(−t Re(1 − F(x)))
for each t > 0. Note that F(0) = 1, F ′(0) = i∑n nP (n) = ia and that F ′′(0) = −∑n n2P(n) =−b where b > 0. Thus the Taylor expansion of F about 0 has the form F(x) = 1 + iax −
2−1bx2 + O(x3). Since 0 = a ∈ R, we deduce that there are constants δ ∈ (0,π) and c1, c2 > 0
such that∣∣1 − F(x)∣∣ c1|x|, Re(1 − F(x)) c2x2,
for all x ∈ [−δ, δ]. Then∥∥(I − S)e−t (I−S)∥∥2→2  sup
x∈[−δ,δ]
c1|x| exp(−tc2x2) c3t−1/2
for all t  1, where the last inequality follows by taking x = δt−1/2.
To prove the second estimate of the lemma, let us assume that a > 0 and set ψ(n) = n for all
n ∈ Z (the proof in the case a < 0 is similar and is left to the reader). A simple calculation yields
that
Sλf = eλψSe−λψf = Pλ ∗ f
for all f ∈ L2, λ ∈ R, where Pλ(n) := eλnP (n), n ∈ Z. Thus Sλ corresponds under F to multi-
plication by the function Fλ(x) :=∑n P (n)eλneinx . Differentiating Fλ(0) =∑n P (n)eλn with
respect to λ gives the expansion
Fλ(0) = 1 + aλ+ 2−1bλ2 + O
(|λ|3)
for small |λ|, where a and b are as above. Hence, there is a ε ∈ (0,π) such that Re(1 −Fλ(0)) =
1 − Fλ(0)−aλ for all λ ∈ [0, ε]. We obtain that
‖e−t (I−Sλ)‖2→2 = sup
x∈[−π,π]
e−t Re(1−Fλ(x))  e−t (1−Fλ(0))  eaλt
for all t > 0 and λ ∈ [0, ε]. Lemma 6.2 is proved. 
Proof of Theorem 6.1. We will deduce Theorem 6.1 from Lemma 6.2 by a transference method.
Suppose K is not centered, and fix j ∈ {1, . . . , q} such that ∫
G
dgK(g)π
(j)
1 (g) = 0. Let P be the
image under π(j)1 of K , that is, P :Z → [0,1] is the probability density which satisfies∫
dnP (n)f (n) =
∫
dgK(g)f
(
π
(j)
1 (g)
)Z G
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= 0. Set Sf = P ∗f for f ∈ L2(Z). Since G is amenable,
a standard transference theorem (see [5, Theorem 2.4]) yields that∥∥(I − S)e−t (I−S)∥∥2→2  ∥∥(I − T )e−t (I−T )∥∥2→2
for each t > 0. Thus the first statement of Theorem 6.1 follows by Lemma 6.2.
Next, let the homomorphism ψ :Z → Z be as in Lemma 6.2. We define a homomorphism
Φ := ψ ◦ π(j)1 :G → Z. Since Tλ := eλΦT e−λΦ is a convolution operator on G (indeed, Tλf =
(eλΦK) ∗ f for f ∈ L2(G)), we may again apply the transference theorem of [5] to obtain
‖e−t (I−Sλ)‖2→2  ‖e−t (I−Tλ)‖2→2
for all t > 0 and λ ∈ R. Hence the second part of Theorem 6.1 also follows from Lemma 6.2.
This ends the proof of Theorems 6.1 and 1.9. 
7. Further estimates
In this section we prove Theorems 1.10, 1.11 and 1.12. We assume throughout the section that
K is centered.
Proof of Theorem 1.10. Lemma 3.4 and Theorem 1.2 yield a bound
‖∇T nf ‖22  cRe
(
(I − T )T nf,T nf ) c′n−1‖f ‖22
for all f ∈ L2 and n ∈ N. Since ‖∂gT nf ‖2  ρ(g)‖∇T nf ‖2 by (9), the estimate of Theo-
rem 1.10 follows. 
Proof of Theorem 1.11. We will deduce the first estimate of the theorem from the analyticity
of T by using the following theorem of Blunck [2] on perturbation of analytic operators. Denote
by σ(S) the spectrum of a linear operator S, and recall from Section 3 the notation Λδ = {z ∈
C: z = 0, |arg z| < δ} for δ > 0.
Theorem 7.1. (See [2].) Let X be a complex Banach space and let S ∈ L(X) be power-bounded
and analytic. Fix α0 ∈ C\σ(S), C > 0, and δ ∈ (π/2,π). Then there exist β0, r , M > 0 such that
for all W ∈ L(X) with ‖W‖ C and all β ∈ [0, β0], if one has∥∥α(I −W + βI + αI)−1∥∥ C (16)
for all α ∈ Λδ and
α0 ∈ C\σ(W),
∥∥(α0I − S)−1 − (α0I −W)−1∥∥ r,
then ‖(I −W)Wn‖M(β + n−1)eβn for all n ∈ N.
According to standard semigroup theory (see for example [9, Section 2.5]), estimate (16)
means that the semigroup (e−t (I−W+βI))t0 = (e−βt e−t (I−W))t0 is bounded analytic. Thus
the essential content of Theorem 7.1 is that the analyticity of the semigroup e−t (I−W) controls
the analyticity of the operator W when W is a small perturbation of S.
We will verify the hypotheses of Theorem 7.1 when X = L2(G), S = T and W = Tλ for
sufficiently small λ. Applying Lemma 3.4 and Proposition 4.2, part (I), we obtain estimates of
the form
‖∇f ‖2  c′ Re((I − T )f,f ) cRe((I − Tλ)f,f )+ cλ2‖f ‖2 (17)2 2
378 N. Dungey / Bull. Sci. math. 132 (2008) 359–381and, using (10),∣∣((I − Tλ)f,f )∣∣ c∣∣((I − T )f,f )∣∣+ cλ2‖f ‖22  c′‖∇f ‖22 + cλ2‖f ‖22
for all f ∈ L2 and λ ∈ R with |λ| 1. Therefore, one can find constants c,ω1 > 0 large enough
so that∣∣((I − Tλ +ω1λ2I )f,f )∣∣ cRe((I − Tλ +ω1λ2I )f,f )
for all f ∈ L2 and |λ| 1. By Lemma 3.3, this implies that for some θ1 ∈ (0,π/2),∥∥exp(−z(I − Tλ +ω1λ2I ))∥∥2→2  1
for all z ∈ Λθ1 and |λ| 1. By the standard theory of bounded analytic semigroups (see [9]), it
follows that there are δ ∈ (π/2,π) and c > 0 such that∥∥α(I − Tλ +ω1λ2I + αI)−1∥∥2→2  c
for all α ∈ Λδ and |λ| 1. Also, since ‖T ‖2→2  1 and since ‖Tλ −T ‖2→2 = O(|λ|) for |λ| 1
by Lemma 4.1, one easily sees that 2 ∈ C\σ(Tλ) for all sufficiently small λ and
lim
λ→0
∥∥(2I − T )−1 − (2I − Tλ)−1∥∥2→2 = 0.
By the above remarks, we can apply Theorem 7.1 with S = T , W = Tλ, α0 = 2 and β = ω1λ2
for all sufficiently small λ. We conclude that for some λ0 ∈ (0,1) and M > 0, one has∥∥(I − Tλ)T nλ ∥∥2→2 M(ω1λ2 + n−1)eω1λ2n  2Mn−1e2ω1λ2n
for all n ∈ N and |λ|  λ0. In case |λ|  λ0, an estimate of similar form holds as a trivial
consequence of the bound ‖T nλ ‖2→2  eωλ
2n of Theorem 1.4. This proves the first estimate of
Theorem 1.11.
To obtain the second estimate of the theorem, replace f by T nλ f in (17). Then by the first
estimate of Theorem 1.11 and by Theorem 1.4, there exists ω > 0 such that
‖∇T nλ f ‖22  (cn−1e2ωλ
2n + cλ2e2ωλ2n)‖f ‖22
for all f ∈ L2, n ∈ N and |λ| 1. By (9), this implies an estimate of form
‖∂gT nλ ‖2→2  cρ(g)n−1/2eω
′λ2n
for all n ∈ N, g ∈ G and |λ| 1. Using (11) it is easy to deduce from this the desired estimate on
‖eλψ∂gT ne−λψ‖2→2 = ‖(eλψ∂ge−λψ)T nλ ‖2→2. We leave the details to the reader. 
Proof of Theorem 1.12. Theorem 1.12 follows from the L2 off-diagonal estimates of Theo-
rems 1.4 and 1.11, by applying a general theorem of the author [12] on Gaussian estimates for
convolution powers on groups. The details are as follows.
Setting ψ = ρ ∈ E in Theorems 1.4 and 1.11 gives estimates of the form
‖eλρT ne−λρ‖2→2  eωλ2n, ‖eλρ∂gT ne−λρ‖2→2  cρ(g)n−1/2eωλ2n (18)
for all n ∈ N, λ ∈ R, and g ∈ G with ρ(g) n1/2. Also, it follows easily from the bound K(g)
ce−bρ(g)2 , g ∈ G, or just from the fact that K has finite support, that there exist c′,ω′ > 0 with
‖eλρK‖2  c′eω′λ2 (19)
for all λ 0.
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of [12] to obtain immediately the first two estimates of Theorem 1.12. Note that the proof in [12]
also yields, for some c,ω > 0, the bound
‖eλρK(n)‖2  cn−D/4eωλ2n (20)
for all n ∈ N and λ 0.
To complete the proof of Theorem 1.12 it remains to establish the Gaussian estimate on K(n)−
K(n+1). From the identities K(n+m) = T n(K(m)), K(n+m) −K(n+m+1) = (I − T )T n(K(m)), we
have ∥∥eλρ(K(n+m) −K(n+m+1))∥∥2  ∥∥eλρ(I − T )T ne−λρ∥∥2→2‖eλρK(m)‖2
for all n,m ∈ N. Then choosing n = m or n = m + 1, and applying (20) and Theorem 1.11, we
get for some c,ω > 0 that∥∥eλρ(K(n) −K(n+1))∥∥2  cn−1n−D/4eωλ2n (21)
for all n ∈ N with n  2 and λ  0. The convolution identity K(n+m) − K(n+m+1) = (K(n) −
K(n+1)) ∗K(m) implies that
eλρ(g)
∣∣K(n+m)(g)−K(n+m+1)(g)∣∣

∫
G
dheλρ(h)
∣∣K(n)(h)−K(n+1)(h)∣∣eλρ(h−1g)K(m)(h−1g)

∥∥eλρ(K(n) −K(n+1))∥∥2‖eλρK(m)‖2
for all n,m ∈ N, λ 0 and g ∈ G. Hence, using (20) and (21) we deduce a bound of the form
eλρ(g)
∣∣K(n)(g)−K(n+1)(g)∣∣ c′n−1n−D/2eωλ2n
for all n 3, λ 0 and g ∈ G. Choosing λ to be a small constant multiple of ρ(g)/n gives the
desired Gaussian estimate on K(n) −K(n+1). 
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Appendix A
In this appendix, we observe rather generally that uniform bounds for non-symmetric ran-
dom walks on G can be deduced from uniform bounds for a symmetric random walk. This is
essentially a consequence of Nash inequality methods; here we will follow Coulhon [6] who
formulates these methods for discrete time semigroups on measure spaces.
A linear operator T acting in the spaces Lp(X;dμ), where (X,dμ) is a σ -finite measure
space, is said to be regularizing if ‖T ‖p→q < ∞ for all 1  p  q ∞; this terminology is
taken from [6,8]. If dμ is counting measure on a countable set X, then Lp ⊆ Lq for p  q so
that T is regularizing whenever T is bounded in Lp for all p.
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one has inf{M ′(n+ 1)/M ′(n): n ∈ N} > 0, and the function m := logM is convex and satisfies
−m′(u)−αm′(t)
for some α > 0, all t > 0 and all u ∈ [t,2t]. For example, the functions t 
→ c1t−d/2 and t 
→
c1e−c2t
β
are of class (D˜), for any constants c1, c2, d > 0 and β ∈ (0,1].
From [6] one extracts:
Theorem A.1. Let (X,dμ) be a σ -finite measure space and Lp := Lp(X;dμ). Let T1, T2 be
regularizing operators satisfying ‖Ti‖p→p  1 for all p ∈ [1,∞], i = 1,2. Suppose T1 is self-
adjoint in L2 and that M is a function of class (D˜) with
‖T n1 ‖1→∞ M(n)
for all n ∈ N. If there exists c > 0 with
‖f ‖22 − ‖T1f ‖22  c
(‖f ‖22 − ‖T2f ‖22)
for all f ∈ L2, then there are c1, c2 > 0 such that
‖T n2 ‖1→∞  c1M(c2n)
for all n ∈ N.
Proof. It follows by combining Propositions IV.1, IV.2 and the proof of Theorem IV.3 of [6].
See also the proof of Proposition IV.4 of [6]. 
As a consequence we obtain:
Theorem A.2. Let K1,K2 :G → [0,1] be probability densities on the finitely generated discrete
group G, whose supports Vi := {g ∈ G: Ki(g) > 0} are finite. Assume that K1 is symmetric, that
G =⋃∞n=1 V n2 and that K2(e) > 0. Let M be a function of class (D˜) such that
‖K(n)1 ‖∞ M(n)
for all n ∈ N. Then there are c1, c2 > 0 such that
‖K(n)2 ‖∞  c1M(c2n)
for all n ∈ N.
Proof. Define Tif = Ki ∗ f for f ∈ Lp = Lp(G) and i = 1,2. The symmetry of K1 means that
T1 is self-adjoint, and it follows as in the proof of Lemma 3.4 that
‖f ‖22 − ‖T1f ‖22 =
(
(I − T 21 )f,f
)
 c‖∇f ‖22
for all f ∈ L2. Also, using the assumptions on K2, the proof of (14) shows that
‖∇f ‖22  c′
(‖f ‖22 − ‖T2f ‖22) (22)
for f ∈ L2. Since ‖K(n)i ‖∞ = ‖T ni ‖1→∞, the theorem now follows from Theorem A.1. 
N. Dungey / Bull. Sci. math. 132 (2008) 359–381 381Remark. In Theorem A.2, the assumptions K2(e) > 0, G = ⋃n V n2 can be replaced by the
weaker assumption that the set
V −12 V2 := {g−1h: g,h ∈ V2}
generates G. To see this, note that V −12 V2 equals the support of K˜ := K∗2 ∗ K2 where K∗2 (g) :=
K2(g−1), g ∈ G. The proof of (14) shows that if V −12 V2 generates G then (22) holds, and the
proof of Theorem A.2 remains valid.
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