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1. Introduction
In recent years we have seen a renewed interest in modelling complex systems using Kolmogorov type systems of
equations. We mention that birth-and-death type models with proliferation recently have been used to describe sub-cellular
processes such as development of drug resistance in cancer cells or evolution of microsatellite repeats, see e.g. [7,13].
In all cases we model the evolution in time of a population of objects divided into subpopulations characterized by
a certain discrete parameter j ∈ N0 = {0,1, . . .} which can be the number of copies of a drug-resistant gene, the number of
repeats in the microsatellite, size in terms of the smallest building units of a cluster, or the parasite load of individuals. The
modelling is similar in each case: we assume that in a single event an object in the subpopulation j can generate objects
in several (possibly all) subpopulations i ∈ N0 at certain rates aij . The mechanism of such state changes and the rates are
determined for each model, [7,13].
In the linear case this procedure produces the Kolmogorov system
f ′n = an0 f0 + an1 f1 + · · · + ann fn + · · · , n 1. (1)
To avoid additional diﬃculties, in this paper we assume that the coeﬃcient matrix A = (aij)(i, j)∈N0×N0 , where N0 ={0,1,2, . . .}, deﬁnes a bounded operator A in a relevant Banach space X and thus the solution to (1) in X is given by
a uniformly continuous semigroup (et A)t0. The classical result of [10, Theorem 3.1] states that (et A)t0 is (topologically)
chaotic in X provided there is a selection S of eigenvectors of A which is an analytic function in an open connected subset
of C which intersects iR and such that SpanS = X . We note that there are some weaker suﬃcient conditions ensuring
chaoticity of (et A)t0, [5,11], but we shall not use them in our considerations.
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with proliferation (that is, with aij = 0 unless j = i, i + 1, i, j ∈ N0), see [15,2,3,5,9]. A relative simplicity of this case follows
from the fact that the pure death system, especially with constant coeﬃcients, represents in fact the backward shift the
dynamics of which is well understood. On the other hand, birth-and-death systems, in which A is a tri-diagonal matrix,
have presented much more serious challenge. The chaos in the spaces lp was proved by a combination of combinatorial
and functional analytic techniques in [3] but only for the case where the birth coeﬃcients (ak+1,k)k0 converge to 0 at
an exponential rate; it also has been known that the birth-and-death system with coeﬃcients being aﬃne functions of
n generates dynamics which is chaotic in some subspace of l1, [4]. Recently, [6], we proved that the constant coeﬃcient
birth-and-death system is chaotic in l1. The proof is relatively elementary but depends heavily on a special structure of
the eigenvectors of A and thus it seems to be restricted to this particular case. Nevertheless, it is still quite interesting as
recently, see e.g. [7], the stability of such birth-and-death systems was investigated for a range of coeﬃcients which overlap
with the coeﬃcients for which we have established the existence of chaotic dynamics. This apparent contradiction can be
explained by noting that the stability was obtained in [7] only for particular initial conditions which are ‘missed’ by chaotic
trajectories, [6].
In this paper we present a more general look at the dynamics of solutions of (1) and relate suﬃcient conditions for the
emergence of chaos to the density of the generating functions constructed from the coeﬃcients of the eigenvectors of A.
To illustrate this method, we provide an alternative proof of chaoticity of the constant coeﬃcient birth-and-death system.
Further applications include showing that the ﬁnite difference discretization of the drift-diffusion equation with positive
coeﬃcients on the half line is chaotic irrespective of how small the step is. Finally, we present a method of constructing
Kolmogorov matrices for which systems (1) are chaotic. It is worthwhile to note that the system constructed in the last ap-
plication is, to our knowledge, the ﬁrst example of a chaotic system involving Kolmogorov matrices with rows of unbounded
lengthes.
2. Basic theory
Our considerations will be carried out in the Banach space l1w of inﬁnite sequences summable with a weight w =
(wn)n∈N0 , wn > 0 for n ∈ N0; that is,
l1w =
{
x; ‖x‖w :=
∞∑
n=0
|xn|wn < ∞
}
.
The norm in the standard space l1 will be always denoted by ‖ · ‖. When we deal with dual spaces we always use the
duality pairing 〈·,·〉l∞×l1 so that (l1w)∗ is identiﬁed with l∞w−1 , where w−1 = (w−1n )n∈N0 .
Let A = (aij)(i, j)∈N0×N0 be the inﬁnite matrix with real coeﬃcients of the right-hand side of (1). We shall work with
a ﬁxed weight w at a time. For a given w we assume that A is such that
|||A|||w := sup
j∈N0
{
w−1j
∞∑
i=0
wi |aij|
}
< ∞,
so that A induces a bounded operator A in l1w : A ∈ L(l1w , l1w). Being bounded, A generates a uniformly continuous semigroup
on l1w which we denote by (e
t A)t0.
To use the spectral criterion of [10] one has to ﬁnd eigenvectors of A which here are λ dependent vectors f(λ) =
( f0(λ), f1(λ), . . .) ∈ l1w such that
λ f i(λ) =
∞∑
j=0
aij f j(λ), i ∈ N0, (2)
where the series on the right-hand side is convergent in C for any i ∈ N0.
Often, instead of (2), we consider a modiﬁed system with some coeﬃcients, e.g. on the diagonal, normalized. In this case
we look for eigenvectors of
μgi(μ) =
∞∑
j=0
a¯i j g j(μ), i ∈ N0, (3)
where μ = h(λ) and h is a bi-holomorphic transformation of the complex plane (in many cases μ = αλ + β for some
constants α,β and the coeﬃcients a¯i j , i, j ∈ N0, are such that g(μ) = f(λ)).
In what follows we denote Dr = {μ ∈ C; |μ| < r} and D := D1.
Lemma1. Assume that there is a selection of eigenvectorsΩ 	 μ → g(μ)which is an analytic l1w-valued function in an open connected
set Ω 	 0. Then
J. Banasiak / J. Math. Anal. Appl. 378 (2011) 89–97 911. There is an inﬁnite matrix G = (gij)(i, j)∈N0×N0 and r > 0 such that
gi(μ) =
∞∑
j=0
gijμ
j, i = 0,1, . . . , μ ∈ Dr .
2. Denote by s the weight (1, s, s2, . . .) and let s > 1r . Then G induces a bounded operator G1 ∈ L(l1s , l1w).
3. The adjoint G∗1 ∈ L(l∞w−1 , l∞s−1 ) is induced by the matrix GT , formally transposed to G .
Proof. 1. By assumption, there is r > 0 such that g(μ) =∑∞j=0 g jμ j where g j ∈ l1w , j = 0,1, . . . and the series converges in
l1w almost uniformly in Dr . Hence, operating with functionals ei = (δin)n∈N0 ∈ l∞w−1 , we get
i(μ) =
∞∑
j=0
gijμ
j, i = 0,1, . . . ,
where i = 〈ei,g〉l∞×l1 . Denoting G = (gij)(i, j)∈N0×N0 , we can formally write
g(μ) = Gm,
where m= (1,μ,μ2, . . .). In particular, g j are the columns of G .
2. Let us ﬁx s > 1/r and take x ∈ l1s . Then we have
‖G1x‖w 
∞∑
i=0
wi
( ∞∑
j=0
|gij||x j|
)
=
∞∑
j=0
|x j|
( ∞∑
i=0
wi |gij|
)
= C
∞∑
j=0
∣∣x js j∣∣,
where C = sup0 j<∞ ‖g j‖ws− j < ∞, as the terms of a convergent series are bounded.
3. For any φ ∈ l∞
w−1 we have 〈φ,G1x〉 = 〈G∗1φ,x〉 for any φ ∈ l∞w−1 ,x ∈ l1s ; that is, G∗1φ = (ψ0,ψ1, . . .) with
supi∈N0 s
−i |ψi | < ∞. But then for x = ei we have ∑∞j=0 φ j g ji = ψi ; that is G∗1φ = GTφ for any φ ∈ l∞w−1 , where GT is
the matrix transposed to G . 
This lemma allows to prove the main chaoticity criterion of this paper.
Theorem 1. Let the assumptions of Lemma 1 hold and let h(iy) ∈ Ω for some y ∈ R. Then the semigroup (et A)t0 is chaotic in l1w
provided one of the two equivalent conditions are satisﬁed:
1. Span{g j} j∈N0 = l1w . (4)
2. φ = (0,0, . . .) is the only solution φ = (φ0, φ1, . . .) ∈ l∞w−1 of
g0 jφ0 + g1 jφ1 + . . . = 0, j ∈ N0. (5)
Proof. First we observe that the theorem will be proved if we show that Span{g(μ); μ ∈ Dr} = l1w . Indeed, assume that for
any φ ∈ l∞
w−1 the condition < φ,g(μ) >= 0 on Dr yields φ = 0. Consider now the original eigenvalues f(λ) = g(μ), μ = h(λ).
We assumed that μ → g(μ) is analytic in an open connected set Ω containing zero, hence λ → f(λ) is analytic in an open
connected set Ω ′ := h−1(Ω) which, by assumption, contains an open neighbourhood Λ of a segment (iξ, iζ ) 	 iy. By [10], to
show that (et A)t0 is chaotic, it suﬃces to prove that Span{f(λ); λ ∈ Λ} = l1w or equivalently that, for φ ∈ l∞w−1 , the condition〈φ, f(λ)〉 = 0 for all λ ∈ Λ yields φ = 0. So, let 〈φ, f(λ)〉 = 0 for all λ ∈ Λ. Since f is analytic in Ω ′ , 〈φ, f(λ)〉 = 0 for all λ ∈ Ω ′
and in, particular, on h−1(Dr); that is, 〈φ,g(μ)〉 = 0 on Dr . By assumption φ = 0 and thus (et A)t0 is chaotic.
Hence, the ﬁrst statement is just [5, Lemma 3.4]. Indeed, on Dr we have
〈
φ,g(μ)
〉= ∞∑
j=0
μ j〈φ,g j〉
and thus φ annihilates Span{g j; j ∈ N0} if and only if 〈φ,g j〉 = 0 for any j ∈ N0 which in turn is equivalent to
∞∑
j=0
μ j〈φ,g j〉 =
〈
φ,
∞∑
j=0
g jμ
j
〉
= 0
for μ ∈ Dr . Thus, the density of the linear span of {g j; j ∈ N0} is equivalent to the density of the linear span of {g(μ);
μ ∈ Dr}.
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entries. Since lﬁn is dense in l1s and G1 is continuous, we see that Span{g j; j ∈ N0} = l1w is equivalent to the range of G1
being dense in l1w . On the other hand, the range density is equivalent to G
∗
1 having trivial kernel which, by Lemma 1(3), is
equivalent to (5). 
In the next step, we shall provide a technique of ascertaining that condition (2) of Theorem 1 holds. The approach is
based on an idea from [12].
Let GT = (g ji)(i, j)∈N0×N0 = (γi j)(i, j)∈N0×N0 . Previous considerations only ensure that for each i, gi = (γi j) j0 ∈ l1w . To
proceed, we assume that the weight
(wn)n∈N0 is increasing and wn = O
(
na
)
, a 0, n → ∞. (6)
Then, for any i, the generating function Γi(z) =∑∞j=0 γi j z j is a scalar analytic function on D . Indeed since w0  w j  C ja ,
lim j→∞ j
√
w j = 1 and so the weight does not have any inﬂuence on the radius of convergence of the series. With a stronger
assumption we can prove the following result.
Theorem 2. Assume that there is ρ > 1 (independent of i) such that all generating functions Γi , i = 0,1, . . . , are analytic in Dρ and
are linearly dense in C(Dρ) in the uniform convergence topology, then the semigroup (et A)t0 is chaotic in l1w .
Proof. Assume that for some φ = (φ0, φ1, . . .) ∈ l∞w−1 we have
∞∑
k=0
φkγik = 0, i ∈ N0. (7)
Since Γi are analytic in Dρ with ρ > 1, by (6), there is ρ > δ > 1 such that (γikδk)k∈N ∈ l1 ⊂ l2 for any i ∈ N. Using the
same δ we see that
∞∑
k=0
|φk|2δ−2k =
∞∑
k=0
|φk|2w−2k w2kδ−2k  C‖φ‖2l∞
w−1
∞∑
k=0
k2aδ−2k < +∞
for some constant C , where the last series is ﬁnite by δ > 1 and the Cauchy–Hadamard criterion. Hence, also (φkδ−k)k∈N ∈ l2
and we can rewrite (7) as
∞∑
k=0
φkδ
−kδkγik =
∞∑
k=0
φ˜kδ
kγik = 0, i ∈ N0, (8)
with δ˜φk = φkδ−k , k = 0,1, . . . . Therefore
Γ˜i(z) :=
∞∑
k=0
γik(δz)
k = Γi(δz)
is analytic in Dρ/δ ⊃ D since δ < ρ . Now, observe that if Span{Γi}i∈N is dense in C(Dρ) in the uniform convergence topology,
then Span{Γ˜i}i∈N is dense in C(D). Indeed, for a given function η ∈ C(D) we construct a function ηδ(ζ ) = η(δ−1ζ ) ∈ C(Dδ)
which can be approximated by a sequence of elements of Span{Γi(ζ )}i∈N0 uniformly in Dδ ⊂ Dρ . Then the corresponding
sequence of elements from Span{Γ˜i(z)}i∈N0 approximates η uniformly on D . Now, (8) expresses the fact that the function∑∞
k=0 φ˜kzk is orthogonal in the Hardy space H2(D), see e.g. [16], to the set {Γ˜i(z)}i∈N0 . Since the uniform norm is stronger
than the H2 norm, the assumption on {Γi(z)}i∈N0 and the above considerations yield the linear density of {Γ˜i(z)}i∈N0 in
H2(D) which implies φ = 0. 
Remark 1. Eq. (8) can be interpreted also as the orthogonality relation for the coeﬃcients of Fourier expansions of functions
in, say, L2([0,1]). However, for the applications discussed in this paper, the setting of analytic functions is more convenient.
3. Applications
In this section we discuss applications of Theorems 1 and 2 to some classical models of Kolmogorov type.
3.1. Constant coeﬃcient birth-and-death system with proliferation
If in the model (1) an individual only can move from subpopulation j to the neighbouring subpopulations j − 1 and
j + 1 or produce individuals at j, and the rates are constant, then (1) becomes
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f ′n = afn + bfn−1 + dfn+1, n 1. (9)
If w satisﬁes (6), then the operator A, given by the matrix of coeﬃcients of the right-hand side of (9), is bounded and
generates a uniformly continuous semigroup (et A)t0 in l1w . We ﬁnd the eigenvectors of A by solving
λ f0 = af0 + df1,
λ f i = afn + bfn−1 + dfn+1, n 1, (10)
subject to f = ( f1, f2, . . .) ∈ l1w . Recall that a,b,d are real numbers; we further assume d = 0. Then we can normalize (10) to
μg0 = g1,
μgn = b¯gn−1 + gn+1, n 1, (11)
with μ = λ/d − a¯, a¯ = a/d, b¯ = b/d and g(μ) = g( λ−ad ) = f(λ). We denote the matrix of coeﬃcients of (11) by A and by A
the operator generated by this matrix in l1w . It is clear that a vector g ∈ l1w is an eigenvector of A if its components satisfy
the equation
b¯gn−1 − μgn + gn+1 = 0, n = 1,2,3, . . . (12)
and the ‘initial’ condition, arising by degeneracy in the ﬁrst equation of the system,
g1 = μg0. (13)
In what follows we assume
|b¯| < 1, |a¯| < |b¯ + 1|. (14)
The solutions of (12) are determined by the roots of the equation
z2 − μz + b¯ = 0, z ∈ C, (15)
with a complex parameter μ. In [6] we proved that for a ﬁxed |b¯| < 1 the set Eb¯, of all μ ∈ C for which the modulus of
each root of (15) is less then 1, is given by
Eb¯ =
{
μ ∈ C:
(
Reμ
1+ b¯
)2
+
(
Imμ
1− b¯
)2
< 1
}
. (16)
Since our interest lies with the system (1), the set of eigenvalues λ must intersect iR. Thus, according to the discussion
after (3), we must ensure that the region of analyticity of g(μ) contains a segment of the form −a¯ + i(−c, c) for some
c > 0. Since μ = (λ − a)/d, then for μ = −a¯ + iy, we have λ = iy.
Lemma 2. If (14) is satisﬁed, then there is a number 0 < ρ < 1 and an open connected setΩ ⊂ C, containing both 0 and±a¯+ i(−c, c)
for some c > 0, such that both roots z1 and z2 of Eq. (15) satisfy |z1|, |z2| ρ uniformly for μ ∈ Ω .
Proof. Consider complex μx = x + iy and let x = a¯. Then, as in [6], (14) implies that for y ∈ (−c, c), where c =
|1− b¯||1+ b¯|−1
√
(1+ b¯)2 − a¯2 > 0, (16) is satisﬁed and thus |z1| < 1, |z2| < 1 holds for μ = −a¯ + i(−c, c). There are three
cases to consider. First, if a¯ > 0, then clearly (Reμx)2 = x2 decreases to 0 as x changes from −a¯ to x = 0 and increases back
to a¯2 at x = a¯. The case a¯ < 0 is similar. By continuity, shrinking the interval (−c, c) to some (−c′, c′), we see that in both
cases there is an open connected set Ω ′ ⊂ C, containing 0 and ±a¯ + i(−c′, c′) such that if μ ∈ Ω ′ , then (16) holds. Finally,
if a¯ = 0, then we take an open neighbourhood of i(−c, c) as above.
Next, possibly taking a smaller open connected set Ω satisfying 0 ∈ Ω , Ω ∩ ±a¯ + i(−c′, c′) = ∅ and Ω ⊂ Ω ′ on which
(Reμ/(1+ b¯))2 + (Imμ/(1− b¯))2  ρ ′ < 1, by uniform continuity of
[1− ,1]× 	 (ρ,μ) → Ψ (ρ,μ) :=
(
ρ Reμ
ρ2 + b¯
)2
+
(
ρ Imμ
ρ2 − b¯
)2
,
where (1− )2 > b¯, we ﬁnd
√
b¯ < ρ0 < 1 such that for any ρ ∈ (ρ0,1] we have Ψ (ρ,μ) < 1 uniformly for μ ∈ Ω . However,
the latter inequality is condition (16) for the equation ζ 2 − ρ−1μζ + ρ−2b¯ = 0 which ensures that the absolute values
of both roots ζ1, ζ2 of this equation are smaller then 1. However ζi are related to zi , i = 1,2 of (15) by ρζi = zi hence
|zi | = |ζi |ρ < ρ . 
Now we note that (μ) :=
√
μ2 − 4b¯ has two branching points at μ = ±2
√
b¯ (on real or imaginary axis). Though these
points can be in Ω , we can select a single-valued analytic function in a simply connected subset Ωb¯ of Ω by taking cuts
along non-intersecting half-lines originating from the branching points.
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selection of eigenvectors.
Proof. For μ ∈ Ωb¯ , (μ) = 0 and thus, using (15), we ﬁnd that the eigenvector satisfying g0 = 1 is given by
gn(μ) = (μ)−1
((
z1(μ)
)n+1 − (z2(μ))n+1),
where z1,2(μ) := (±
√
μ2 − 4b¯+μ)/2. However, by iterations, we ﬁnd that gn(μ) is a polynomial of degree n. Using Propo-
sition 2 we see that gn(μ) C(μ)−1ρn for some constant C . By (6), the sequence g(μ) = (gn(μ))n∈N0 ∈ l1w and, being an
almost uniform limit in Ωb¯ of analytic functions μ → g j(μ) = (1, g1(μ), . . . , g j(μ),0,0, . . .), it is an l1w -analytic function
in Ωb¯ . 
Hence, we can apply Theorems 1 and 2. We have
G =
⎛
⎜⎜⎜⎜⎝
1 0 0 0 0 . . .
0 1 0 0 0 . . .
−b¯ 0 1 0 0 . . .
0 −2b¯ 0 1 0 . . .
...
...
...
...
... . . .
⎞
⎟⎟⎟⎟⎠ . (17)
Due to the structure of G it is convenient to split it into two matrices acting on even and odd entries, respectively. Let us
make this idea more precise. Let X be any sequence space and f ∈ X . We write
f= ( f0, f1, . . .) = ( f0,0, f2, . . .) + (0, f1,0, . . .) =: f˜e + f˜o (18)
and accordingly split X into (algebraic) direct sum of X˜e consisting of sequences of the form f˜e and X˜o with sequences of
the form f˜o . Clearly, G X˜e = G˜e X˜e ⊂ X˜e and G X˜o = G˜o X˜o ⊂ X˜o , where G˜e and G˜o are obtained from G in the same manner.
To simplify notation, we identify f˜e with fe := ( f0, f2, . . .); in the same way f˜o is identiﬁed with fo := ( f0, f2, . . .). Then the
spaces X˜e and X˜0 are identiﬁed with Xe and Xo consisting, respectively, of vectors fe and fo . Thus, e.g., l1w,e is the l
1 space
with the weight (w2 j) j∈N0 . Similarly, we deﬁne
Ge =
⎛
⎝ 1 0 0 . . .−b¯ 1 0 . . .
...
...
... . . .
⎞
⎠ , Go =
⎛
⎝ 1 0 0 . . .−2b¯ 1 0 . . .
...
...
... . . .
⎞
⎠ . (19)
Then Ge induces an operator G1,e ∈ L(l1s,e, l1s,e) and Go induces G1,o ∈ L(l1s,o, l1s,o). An important observation is that if the
columns g j,e = (g0, g2, . . .) of Ge and g j,o = (g1, g3, . . .) of Go span l1w,e and l1w,o , respectively, then the columns g j of G
span l1w . This follows from g j = g˜ j,e + g˜ j,o , see (18).
Let us move to the proof of chaoticity. By Lemmas 2 and 3 we can use Lemma 1 and Theorem 1. First observe that the
coeﬃcients of GT are given by
γi j =
⎧⎨
⎩
0 for i > j,
1 for i = j,
γi−1, j−1 − b¯γi, j−2 otherwise.
(20)
The semigroup et A is chaotic if the only solution to GTφ = 0 in l∞
w−1 is φ = 0. Using the notation introduced above, this will
be proved if we show that the only solutions φe = (φ0, φ2, . . .) ∈ l∞w−1,e,φo = (φ1, φ3, . . .) ∈ l∞w−1,o to
GTe φe = 0, GTo φo = 0 (21)
are φe = 0 and φo = 0. Hence, let us introduce the notation
βlk = γ i
2 ,
j−i
2
, i, j even, j  i
ηlk = γ i−1
2 ,
j−i
2
, i, j odd, j  i, (22)
that is, βs and ηs are coeﬃcients of, respectively, GTe and GTo , counted from the diagonal. To ﬁnd the solution to (21), we
introduce the generating functions
Fl(z) =
∞∑
ηlkz
k, Hl(z) =
∞∑
βlkz
k.k=0 k=0
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βlk = −b¯βl,k−1 + ηl−1,k−1, ηlk = −b¯ηl,k−1 + βl,k−1, (23)
with βl0 = ηl0 = 1 and β0k = (−b¯)k,k = 0,1, . . . which, in terms of the generating functions, reduces to
Fl(z) = −b¯zFl(z) + Hl(z), Hl(z) = −b¯zHl(z) + Fl−1(z),
so that Fl(z) = Hl(z)/(1+ b¯z) and
Fl(z) = Fl−1(z)
(1+ b¯z)2 , Hl(z) =
Hl−1(z)
(1+ b¯z)2 .
Now, it is clear that H0(z) =∑∞k=0(−b¯z)k = (1+ b¯z)−1 and hence
Fl(z) = 1
(1+ b¯z)2l+2 , Hl(z) =
1
(1+ b¯z)2l+1 ,
l  0. An important observation is that all Fl and Hl , l  0, are analytic in Dρ with ρ = 1/b¯ > 1. Now, to apply Theorem 2
we observe that, due to (22), the generating functions Hl and Fl are related to the generating functions Γl,e(z) and Γl,o for
the columns of, respectively, GTe and GTo (see Theorem 2) by
Γl,e(z) = zlHl(z), Γl,o(z) = zl Fl(z).
Hence it is enough to show that both {zlHl(z)}l0 and {zl Fl(z)}l0 are linearly dense in the uniform topology of C(Dρ). We
have
zlHl(z) = 1
(1+ b¯z)2
zl
(1+ b¯z)2l , l 0. (24)
First we observe that w = z(1+ b¯z)−2 is a bi-holomorphic function from Dρ onto some Ω . Indeed, assume that for some
z1, z2 we have z1(1+ b¯z1)−2 = z2(1+ b¯z2)−2. Then, cross-multiplying and simplifying leads to z1z2b¯2 = 1, which is impossi-
ble if |z1|, |z2| ρ < 1/b¯. Hence the pull-back operator [ Jφ](z) = φ(w(z)) is an isomorphism between the spaces C(Ω) and
C(Dρ). Since Dρ is simply connected, so is Ω and thus, by Mergelyan’s theorem, [16], polynomials are dense in the uniform
convergence topology in C(Ω) and therefore polynomials in z/(1+ b¯z)2 are dense in C(Dρ). Since (1+ b¯z)−2 is a continu-
ous, non-vanishing and bounded on Dρ function, multiplication by it does not affect the density. Finally, the uniform norm
is stronger than the H2(D) norm, hence (24) span H2(D) and thus φe = 0.
Analogous considerations with (24) replaced by
zl Fl(z) = 1
(1+ b¯z)
zl
(1+ b¯z)2l , l 0,
show φo = 0.
3.2. Discretization of a drift-diffusion equation
Consider the problem
ut = duxx + bux + au, t > 0, x > 0,
u(0, t) = 0, t  0,
u(x,0) = f (x), x > 0, f ∈ X, (25)
on X = L2([0,∞)). This problem was considered in [10], where it was proved that the solution semigroup is chaotic in
X provided a,b,d > 0 and a < b2/2d < 1. However, a simple time rescaling argument shows that in fact the condition
b2/2d < 1 is not necessary for chaoticity of the semigroup, [14, p. 18]. If b < 0, the semigroup is not chaotic, see e.g. [1]
but, to the author’s knowledge, the problem whether it is chaotic under the sole assumption that a,b,d > 0, is open.
It is then interesting that the ﬁnite difference space discretization of (25) displays chaotic dynamics, especially if the step
is small. Indeed, using ﬁnite differences with step h converts (25) to
u′1 =
(
a + b
h
− 2d
h2
)
u1 + d
h2
u2,
u′n =
(
a + b − 2d
2
)
un +
(
d
2
− b
)
un−1 + d2 un+1, n 2, (26)h h h h h
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difference quotient to approximate the second derivative with respect to x.
By the results of Section 3.1, system (26) is chaotic in, say, l1, if
d
h2
>
d
h2
− b
h
,
which is true if b > 0, and∣∣∣∣2dh2 − bh
∣∣∣∣>
∣∣∣∣a + bh − 2dh2
∣∣∣∣
which, for small h, is satisﬁed provided d,a > 0, which is a weaker assumption than in the continuous case. However, having
in mind negative results of [8], it is not clear whether one can use this result to extend the range of coeﬃcients for which
(25) is chaotic.
Remark 2. Chaos for (25) was proved in L2([0,∞)) and so far we have only established that the discretized system is
chaotic in l1. However, l1 ⊂ l2 with a continuous and dense injection and clearly A induces a bounded operator in l2, which
generates there a uniformly continuous semigroup. From the density of the embedding it follows that a dense trajectory
and a dense set of periodic points in l1 remain dense in l2, hence the birth-and-death system generates a chaotic dynamics
in l2 if it does in l1.
3.3. Construction of a chaotic Kolmogorov system
The result of Theorem 2 provides a tool to construct chaotic Kolmogorov systems by ‘reverse engineering’. Indeed, for
any given set of analytic functions which is dense in Dρ , ρ > 1, we can backtrack the steps described in Section 2 to ﬁnd
a dynamical systems having the prescribed analytic functions as the generating functions Γ j described in Theorem 2. To
illustrate this idea, let us consider the set of functions(
ez
(
zez
)l)
l0.
As in Section 3.1 we can ascertain that it is linearly dense in C(Dρ), see also [12]. We look for a dynamical system for
which the functions ez(zez)l are generating functions for the columns of the eigenvector matrix. First, we have
ez
(
zez
)l = zlez(l+1) = zl ∞∑
i=0
(l + 1)i zi
i! =
∞∑
k=l
aklz
k,
with akl = 0 for k < l and akl = (l + 1)k−l/(k − l)!. Proceeding for a moment purely formally, we see that the eigenvectors of
the sought Kolmogorov matrix λ → f(λ) = ( f0(λ), f1(λ), . . .) are deﬁned by
fk(λ) =
k∑
l=0
λl
(l + 1)k−l
(k − l)! , k = 0,1, . . . . (27)
It is impossible to ﬁnd a tri-diagonal system with the eigenvectors speciﬁed above. However, we can ﬁnd a lower triangular
system with such eigenvectors. Denoting A = (αki)0k∞,0ik+1, we must have
k+1∑
l=1
ak,l−1λl =
k+1∑
l=0
λl
(
k+1∑
i=l
αkiail
)
for any k. This results in the system
ak,k− j =
j+1∑
i=1
αk,k− j+iak− j+i,k− j+1, 0 j  k, (28)
with the convention that ak,−1 = 0 for any k. Explicitly, (28) is given by
(k − j + 1) j
j! =
j+1∑
i=1
αk,k− j+i
(k − j + 2)i−1
(i − 1)! .
Noting that
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j! =
(k − j + 2− 1) j
j! =
1
j!
j∑
i=0
(−1) j−i(k − j + 2)i
(
j
i
)
=
j+1∑
i=1
(−1) j−i+1(k − j + 2)i−1 1
(i − 1)!( j − i + 1)! ,
we obtain αk,k−l = (−1)l+1/(l + 1)! where, by (28), −1 l k. In the expanded form
A = (αki)0k∞,0ik+1 =
⎛
⎜⎜⎜⎜⎝
−1 1 0 0 0 . . .
1
2 −1 1 0 0 . . .
− 16 12 −1 1 0 . . .
...
...
...
...
...
⎞
⎟⎟⎟⎟⎠ .
To validate the previous steps we note that, since for any x ∈ l1 we have
∞∑
k=0
∣∣∣∣∣
k+1∑
i=0
αkixi
∣∣∣∣∣ (1+ e)‖x‖,
A induces a bounded linear operator, say A, in l1 which generates a uniformly continuous semigroup there. Thus, to show
that f(λ), deﬁned by (27), are eigenvectors, it is enough to prove that they belong to l1. But here we have
∞∑
k=0
∣∣ fk(λ)∣∣ ∞∑
k=0
k∑
l=0
|λ|l (l + 1)
k−l
(k − l)! =
∞∑
l=0
|λ|l
∞∑
r=0
(l + 1)r
r! =
∞∑
l=0
|λ|lel+1.
Thus, arguing as in Lemma 3, λ → f(λ) is an l1-analytic function for |λ| < e−1 and thus Theorem 2 can be applied yielding
that (et A)t0 is chaotic in l1.
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