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GLOBAL WEAK SOLUTIONS AND ASYMPTOTICS OF A SINGULAR
PDE-ODE CHEMOTAXIS SYSTEM WITH DISCONTINUOUS DATA
HONGYUN PENG, ZHI-AN WANG, AND CHANGJIANG ZHU
Abstract. This paper is concerned with the well-posedness and large-time behavior of a two di-
mensional PDE-ODE hybrid chemotaxis system describing the initiation of tumor angiogenesis.
We first transform the system via a Cole-Hopf type transformation into a parabolic-hyperbolic
system and show that the solution of the transformed system converges to a constant equi-
librium state as time tends to infinity. Finally we reverse the Cole-Hopf transformation and
obtain the relevant results for the pre-transformed PDE-ODE hybrid system. In contrast to
the existing related results, where continuous initial datum is imposed, we are able to prove the
asymptotic stability for discontinuous initial data with large oscillations. The key ingredient in
our proof is the use of so-called “effective viscous flux”, which enables us to obtain the desired
energy estimates and regularity. The technique of “effective viscous flux” turns out to be a very
useful tool to study chemotaxis systems with initial data having low regularity and was rarely
(if not) used in the literature for chemotaxis models.
1. Introduction
In this paper we consider the following PDE-ODE hybrid chemotaxis model{
ut = ∆u−∇ · (ξu∇ ln c),
ct = −µuc
(1.1)
which was proposed in [28] to describe the interaction between signaling molecules vascular
endothelial growth factor (VEGF) and vascular endothelial cells during the initiation of tumor
angiogenesis (see also in [5, 6]), where u(x, t) and c(x, t) denote the density of vascular endothelial
cells and concentration of VEGF, respectively. The parameter ξ > 0 is referred to as the
chemotactic coefficient measuring the strength of chemotaxis and µ denotes the degradation
rate of the chemical VEGF. Here the chemical diffusion is neglected since it is far less important
than its interaction with endothelial cells (cf. [28]). On the other hand, the system (1.1) can also
be regarded as a particular form of the well-known Keller-Segel system proposed in the seminal
paper [25] describing the propagation of traveling wave band formed by bacterial chemotaxis
observed in the experiment of Adler [2].
The distinguishing feature of the model (1.1) is twofold: (i) the first equation of (1.1) contains a
logarithmic sensitivity function ln c which is singular at c = 0 but is a very meaningful sensitivity
representation (cf. [24, 40]; (ii) the second equation of (1.1) is an ODE and hence lacks a spatial
structure. Either of these features is the source of challenges for mathematical analysis and
numerical computations. To overcome these obstacles, a Cole-Hopf type transformation
v = −
1
µ
∇(ln c) = −
1
µ
∇c
c
(1.2)
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has been introduced in [27, 45], which transforms the system (1.1) into a parabolic-hyperbolic
system: {
ut − χ∇ · (uv) = ∆u,
vt −∇u = 0,
(1.3)
where χ = µξ > 0, v is a gradient vector and curlv = 0. Apparently the transformed system (1.3)
is much more manipulable mathematically than the original system (1.1) since the singularity
vanishes and the quantity v possesses a spatial structure through u. In this paper, we shall
consider the well-posedness and asymptotic behavior of solutions to (1.3) with initial data
(u,v)(x, 0) = (u0,v0)(x), x ∈ R
2 (1.4)
subject to the following asymptotic states
(u,v)(±∞, t) = (u¯,0), (1.5)
where (u¯,0) with u¯ > 0 is a constant ground state of (1.3)). Then we reverse the Cole-Hopf
transformation (1.2) and get the well-posedness and asymptotic behavior of solutions to the
original PDE-ODE chemotaxis system (1.1).
There has been a considerable amount of interesting works carried out for the transformed
system (1.3). The one-dimensional problem has been first studied extensively from various
aspects such as the traveling wave solutions [22, 32, 34, 35, 39, 41, 44], global dynamics of
solutions in the whole space [12, 30, 37, 49] or in the bounded interval [19, 31, 33, 48]. For the
multidimensional whole space R2, the nonlinear stability of planar traveling wave was recently
established in [3]. When the initial datum is close to the constant ground state (u¯,0), numerous
results have been obtained to the system (1.3). First the blowup criteria of classical solutions was
established in [8, 29] and the long-time behavior of solutions was obtained in [29] if (u0− u¯,v0) ∈
Hs(Rd) for s > d2 + 1 and ‖(u0 − u¯,v0)‖Hs×Hs is small. Later, Hao [13] established the global
existence of mild solutions in the critical Besov space B˙
− 1
2
2,1 × (B˙
1
2
2,1)
d with minimal regularity in
the Chemin-Lerner space framework. The global well-posedness of strong solutions of (1.3) in R3
was established in [7] if ‖(u0− u¯,v0)‖L2×H1 is small. If the initial datum has a higher regularity
such that ‖(u0 − u¯,v0)‖H2×H1 is small, the algebraic decay of solutions was further derived in
[7]. Wang, Xiang and Yu [47] established the global existence and time decay rates of solutions
of (1.3) in Rd for d = 2, 3 if (u0−u¯,v0) ∈ H
2(Rd) and ‖(u0−u¯,v0)‖H1×H1 is small. Recently the
small energy solution in Rd(d = 2, 3) was established in [46]. In the multidimensional bounded
domain Ω ⊂ Rd(d = 2, 3), the global existence and exponential decay rates of solutions under
Neumann boundary conditions were obtained in [33, 42] for small data, and local existence of
classical solutions in two dimensions with Dirichlet boundary conditions was given in [20]. When
the Laplacian (diffusion) in (1.3) was modified to a fractional Laplacian, the global existence of
solutions of (1.3) in a torus with periodic boundary conditions in some dissipation regimes was
established in [10, 11].
In the above-mentioned results, all solutions obtained for (1.3) are classical thanks to the high
regularity and smallness of the Hs(s ≥ 1)-norm on the initial data. The goal of this paper is
to exploit the parabolic-hyperbolic system (1.3) with rougher initial data which are allowed to
be discontinuous and possess large amplitude. Specifically we consider the initial data (u0, v0)
in some appropriate Lp space and allow ‖u0 − u¯‖L∞ + ‖v0‖L∞ to be arbitrarily large. The low
regularity of initial data and large amplitude bring us many new difficulties in analysis compared
to the existing works (cf. [7, 29, 47]). In particular, the integrability of ∇v, which plays a crucial
role in the analysis of [7, 29, 47], can be easily attained therein but appears to be unattainable
for our less regular initial data due to the hyperbolic effect of the second equation. Hence one
can only expect to examine Lp-integrability for v and hence obtain weak solutions instead of
strong (classical) solutions. The key idea of gaining Lp-integrability of v developed in this paper
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is to rewrite the first equation of (1.3) as u˜t = ∇ · F inspired by the works [15, 36] on the
Navier-Stokes equations, where F is the so called “effective viscous flux” defined by
F = ∇u+ χuv. (1.6)
Then we rewrite the second equation of (1.3) as
vt = −χuv +F
and try to attain the regularity of v through F whose regularity is easier than v to obtain. We
remark that the dynamics of PDEs with discontinuous data has been an important topic arising
from fluid mechanics and gas dynamics in order to understand how the discontinuity evolves in
the fluid. For this, Hoff with his collaborators have developed some nice ideas and obtained a
series of important results in this aspect (cf. [14–18]). We refer to [4, 21, 26, 38] and references
therein for further development on the discontinuous data problem. However in our current
work the “effective viscous flux” F exists in its divergence form (i.e. ∇ · F), which is different
from that used in the Navier-Stokes equations where the “effective viscous flux” exists in its
gradient form and Lp-norm of ∇F can be achieved directly (cf. [15–18, 36]). This implies that
besides the estimate of ∇ · F, we have to estimate for the curl of F (denoted by ∇⊥F) in order
to get the estimates for ∇F and hence the regularity for F, which is a key difference from the
Navier-Stokes equation. The “effective viscous flux” technique appears to be a very powerful
tool to study chemotaxis systems with low regular initial data and was rarely (if not) used in
the literature.
Since the dependence of solutions on χ and u¯ is not the interest of this paper, we henceforth
assume χ = u¯ = 1 throughout the paper for simplicity without further clarification.
To state our results, we first introduce the definition of weak solutions of (1.3)-(1.5).
Definition 1.1 (Weak solutions). We say that (u,v) is a weak solution of (1.3)-(1.5), if (u,v)
is suitably integrable and satisfies for all test functions Ψ ∈ C∞0 (R
2 × [0,∞)) that∫
R2
u0Ψ0dx+
∫ ∞
0
∫
R2
(uΨt −∇u · ∇Ψ) dxdt =
∫ ∞
0
∫
R2
uv · ∇Ψdxdt
and ∫
R2
v
j
0Ψ0dx+
∫ ∞
0
∫
R2
(
vjΨt − uΨxj
)
dxdt = 0,
where j = 1, 2 and Ψ0(x) = Ψ(x, 0).
Then our main results in this paper are given as follows:
Theorem 1.1. Let 4 < p0 <∞ and the initial data satisfy
u0 − 1 ∈ L
2(R2), v0 ∈ L
2(R2) ∩ Lp0(R2), u0 ≥ 0, ∇
⊥ · v0 = 0 (1.7)
where ∇⊥ = (∂2,−∂1) denotes the curl operator. Then for any constantM > 0 with ‖v0‖Lp0 (R2) ≤
M , there exists a constant ε > 0 depending on M , such that if
‖u0 − 1‖
2
L2(R2) + ‖v0‖
2
L2(R2) = θ0 ≤ ε,
then the Cauchy problem (1.3)-(1.5) has a global weak solution (u,v)(x, t) satisfying{
u− 1 ∈ L∞([0,∞);L2(R2)) ∩ C((0,∞);C(R2)), ∇u ∈ L2([0,∞);L2(R2)),
v ∈ L∞([0,∞);L2(R2) ∩ Lp0(R2)) ∩ C([0,∞),H−1(R2)).
(1.8)
and the following asymptotic convergence
‖u(x, t) − 1‖Lp1 (R2) → 0, ‖v(x, t)‖Lp2 (R2) → 0 as t→∞, (1.9)
where 2 < p1 ≤ ∞ and 2 < p2 < p0 <∞.
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Remark 1.1. The above results hold true regardless of the strength of initial perturbation from
the constant ground state (1, 0), namely the amplitude ‖u0 − 1‖L∞ + ‖v0‖L∞ can be arbitrarily
large. The initial conditions (1.7) imply that the initial data of the Cauchy problem (1.3)-(1.5)
could be discontinuous (such as piecewise constant with arbitrarily large jump discontinuities),
which brings great challenges to the analysis. Moreover the condition ∇⊥ · v0 = 0 is a natural
consequence the Cole-Hopf transformation (1.2).
To prove Theorem 1.1, we first mollify the initial data with a mollifying parameter δ and
obtain the global smooth solution (uδ,vδ) depending on the mollifying parameter δ. Then
we pass to the limit as δ → 0 and obtain a weak solution of (1.3)-(1.5). The core of the
proof is to derive the global a priori estimates independent of the mollifying parameter δ. In
this connection, the approaches and estimates developed in previous works [29, 47] for small-
amplitude and continuous initial data are not adequate for our current problem. In this paper,
we shall introduce the so called “effective viscous flux” technique and make a full use of the
structure of (1.3) to obtain the desired uniform-in-δ estimates.
Converting the results from v to c by reversing the Cole-Hopf transformation (1.2), we get
the results for the original chemotaxis model (1.1).
Theorem 1.2. Let 4 < p0 <∞ and the initial data satisfy
u0 − 1 ∈ L
2(R2), u0(x) ≥ 0, ∇ ln c0 ∈ L
2(R2) ∩ Lp0(R2)
Then for any constant M > 0 with ‖∇ ln c0‖Lp0 (R2) ≤M , there exists a constant ε > 0 depending
on M , such that if
‖u0 − 1‖
2
L2(R2) + ‖∇ ln c0‖
2
L2(R2) ≤ ε,
the Cauchy problem (1.3)-(1.5) has a global weak solution (u, c)(x, t) satisfying

u− 1 ∈ L∞([0,∞);L2(R2)), ∇u ∈ L2([0,∞);L2(R2)),
u− 1 ∈ C((0,∞);C(R2)), ∇ ln c ∈ C([0,∞),H−1(R2)),
∇ ln c ∈ L∞([0,∞);L2(R2) ∩ Lp0(R2)) ∩ L4([0,∞);L4(R2))
and
‖u− 1‖Lp1 (R2) → 0, ‖∇ ln c‖Lp2 (R2) → 0 as t→∞,
where 2 < p1 ≤ ∞ and 2 < p2 < p0 <∞.
Furthermore, if c0 ∈ L
∞(R2), c0 > 0, then there exists a positive constant C independent of
t such that the solution has the following decay rates in time:
‖c‖L∞(R2) ≤ Ce
− 3
4
t. (1.10)
The rest of paper is organized as follows. In Section 2, we collect some elementary facts and
inequalities that will be used in later analysis. Section 3 is devoted to deriving the a priori
estimates on smooth solutions. Then we prove Theorem 1.1 in Section 4. Finally we prove
Theorem 1.2 in section 5.
2. Preliminaries
In this section, we will recall and prove some basic results that will be used later. Before
embarking on this, we first introduce some notations used throughout this paper.
Notations.
• In what follows, C denotes a generic positive constant which may vary in the context;
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• Hk(R2) denotes the usual k-th order Sobolev space on R2 with norm
‖f‖Hk(R2) :=
( k∑
j=0
∫
R2
|∂jxf |
2dx
)1/2
.
For simplicity, we denote ‖ · ‖ := ‖ · ‖L2(R2), ‖ · ‖k := ‖ · ‖Hk(R2), and furthermore L
2(R2)
will be abbreviated as L2 without confusion.
• We denote the curl operator as
∇⊥ = (∂2,−∂1), (2.1)
• For simplicity we set
θ0 = ‖u0 − 1‖
2 + ‖v0‖
2. (2.2)
Since θ0 will be assumed to be small in this paper, we assume that θ0 < 1 without loss
of generality in the sequel.
We start with the local existence and blowup criterion of smooth solutions to the Cauchy
problem (1.3)-(1.5) established in [8, 29].
Lemma 2.1 ([29]). Let s > d2 + 1 and (u0 − 1,v0) ∈ H
s(Rd). Then there exists a small-time
T∗ = T∗(‖u0−1‖Hs , ‖v0‖Hs(Rd)) > 0 such that the Cauchy problem (1.3)-(1.5) a unique solution
(u− 1,v) ∈ L∞((0, T∗],H
s(Rd)).
Lemma 2.2 ([8]). Let s > d2 + 1 and (u0 − 1,v0) ∈ H
s(Rd). Let (u,v) be the unique local
solution in Lemma 2.1 with the maximal lifespan T∗ > 0. If∫ T∗
0
‖v‖
2q
q−d
Lq(Rd)
<∞, with d < q ≤ ∞, (2.3)
then the solution can be extended beyond T∗ > 0.
Next, we introduce a change of variable u˜ = u− 1. Thus, the problem (1.3)-(1.4) turns into

u˜t −∆u˜ = ∇ · (u˜v) +∇ · v,
vt −∇u˜ = 0,
(u˜,v)(x, 0) = (u0 − 1,v0)(x).
(2.4)
Then the “effective viscous flux” F defined in (1.6) can be written as
F = ∇u˜+ (u˜+ 1)v. (2.5)
By the first equation of (2.4), it is easy to see that
∇ · F = u˜t. (2.6)
Then F has the following useful estimate.
Lemma 2.3. Let (u˜,v) be a smooth solution of (2.4). Then there exists a positive constant C
such that
‖∇F‖Lp ≤C(‖u˜t‖Lp + ‖∇
⊥u˜ · v‖Lp), (2.7)
where p > 1.
Proof. First we recall the following inequality (cf. Lemma 2.4(1) in [23]):
‖∇F‖Lp ≤C
(
‖∇ · F‖Lp + ‖∇
⊥ · F‖Lp
)
. (2.8)
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It then follows from (2.1) and (2.5) that
∇⊥ · F =∇⊥ · ∇u˜+∇⊥ · (u˜v) +∇⊥ · v
=∇⊥ · (u˜v) +∇⊥ · v
=(u˜+ 1)∇⊥ · v +∇⊥u˜ · v,
(2.9)
where in the second equality we have used the fact that ∇⊥ · ∇ = 0. Operating ∇⊥ on the
second equation of (2.4) and integrating the result over (0, t), we have from ∇⊥ · v0 = 0 that
∇⊥ · v = 0, which updates (2.9) as ∇⊥ · F = ∇⊥u˜ · v. This together with (2.6) and (2.8) gives
‖∇F‖Lp ≤C‖u˜t‖Lp + C‖∇
⊥u˜ · v‖Lp .
Thus, the proof of Lemma 2.3 is completed. 
The following Gagliardo-Nirenberg inequality will be frequently used in this paper.
Lemma 2.4 ([9]). Let 1 ≤ q, r ≤ ∞ and 0 < a ≤ 1 such that
1
p
= a
(
1
q
−
1
2
)
+ (1− a)
1
r
.
Then, for any u ∈W 1,p(R2) ∩ Lr(R2), there exists a positive constant C depending only on q, r
and n such that the following inequality holds:
‖u‖Lp(R2) ≤ C‖∇u‖
a
Lq(R2)‖u‖
1−a
Lr(R2)
. (2.10)
3. A Priori Estimates for Approximate Solutions
In this section, we prove Theorem 1.1, by constructing approximate solutions based upon the
following mollified initial data:
u˜δ0 = j
δ ∗ u˜0, v
δ
0 = j
δ ∗ v0,
where u˜0 = u0 − 1 and j
δ is the standard mollifying kernel of width δ (e.g. see [1]). Then we
consider the following approximate system{
u˜δt −∆u˜
δ = ∇ · (u˜δvδ) +∇ · vδ,
vδt −∇u˜
δ = 0,
(3.1)
with smooth initial data (u˜δ0,v
δ
0) which satisfies
(u˜δ0,v
δ
0) ∈ H
3(R2) (3.2)
and
‖u˜δ0‖
2 + ‖vδ0‖
2 ≤ ‖u˜0‖
2 + ‖v0‖
2 = θ0. (3.3)
By Lemma 2.1, we can obtain the local existence of solutions to the approximate system (3.1)
with initial data (uδ0,v
δ
0) satisfying (3.2)-(3.3). Next, we shall show in a sequence of lemmas that
these approximate solutions satisfy some global a priori estimates, independent of the mollifying
parameter δ. These estimates will then be applied in Section 4 to obtain the solutions of Theorem
1.1 as the limits of these approximate solutions.
For the sake of simplicity, we still use (u˜,v) to represent the approximate solution (u˜δ ,vδ) in
this section. Let T > 0 be a fixed time and (u˜,v) be the smooth solution to (3.1) on R2× (0, T ].
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We set σ = σ(t) = min{1, t} and define

A1(T ) , sup
t∈[0,T ]
(
‖u˜‖2 + ‖v‖2
)
+
∫ T
0
‖∇u˜‖2dt,
A2(T ) , sup
t∈[0,T ]
(
σ‖∇u˜‖2 + σ2‖u˜t‖
2 + σ2‖vt‖
2
)
+
∫ T
0
(
σ‖u˜t‖
2 + σ2‖∇u˜t‖
2
)
dt,
A3(T ) , sup
t∈[0,T ]
‖v‖4L4 +
∫ T
0
‖v‖4L4dt.
(3.4)
Next, we shall employ the technique of a priori assumption to derive the a priori estimates
for the smooth solutions of (3.1)-(3.3). That is, we first assume that the smooth solution (u˜,v)
satisfies for any t ∈ [0, T ]
A1(T ) ≤ 2θ0, A2(T ) ≤ 2θ
1
2
0 , A3(T ) ≤ 2θ
η0
0 , sup
t∈[0,T ]
‖v‖Lp0 ≤ 6M, (3.5)
where M and θ0 are from Theorem 1.1, and η0 is defined as
η0 ,
p0 − 4
2(p0 − 2)
∈ (0,
1
2
). (3.6)
Then we will derive the a priori estimates to obtain global solutions. Finally, we show the
obtained global solutions satisfy the above a priori assumption and close our argument.
We depart with the L2-estimate of (u˜,v).
Lemma 3.1. Let the conditions of Theorem 1.1 hold and (u˜,v) be a smooth solution of (3.1)-
(3.3) satisfying (3.5). Then it holds that
‖u˜‖2 + ‖v‖2 +
∫ T
0
‖∇u˜‖2dt ≤
3θ0
2
. (3.7)
Proof. Multiplying the first equation of (3.1) by u˜ and the second by v, adding the results and
integrating by parts over R2, we have
1
2
d
dt
(
‖u˜‖2 + ‖v‖2
)
+ ‖∇u˜‖2 =
∫
R2
∇ · (u˜v)u˜dx = −
∫
R2
u˜v∇u˜dx. (3.8)
For the term on the right-hand side of (3.8), we use (2.10), Ho¨lder and Cauchy-Schwarz inequal-
ities to estimate it as
−
∫
R2
u˜v∇u˜dx ≤‖u˜v‖2 +
1
4
‖∇u˜‖2
≤‖u˜‖2L4‖v‖
2
L4 +
1
4
‖∇u˜‖2
≤C‖u˜‖‖∇u˜‖‖v‖2L4 +
1
4
‖∇u˜‖2
≤C‖u˜‖2‖v‖4L4 +
1
2
‖∇u˜‖2,
which therefore updates (3.8) as
d
dt
(
‖u˜‖2 + ‖v‖2
)
+ ‖∇u˜‖2 ≤ C‖u˜‖2‖v‖4L4 .
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Integrating the above result over [0, t] and using (2.2), (3.4) and (3.5), we have
‖u˜‖2 + ‖v‖2 +
∫ T
0
‖∇u˜‖2dt
≤‖u˜0‖
2 + ‖v0‖
2 + C
∫ T
0
‖u˜‖2‖v‖4L4dt
≤‖u˜0‖
2 + ‖v0‖
2 + CA1(T )A3(T )
≤θ0 + Cθ
1+η0
0 ≤
3θ0
2
,
provided that Cθη00 ≤
1
2 . This yields (3.7) and completes the proof of Lemma 3.1. 
Lemma 3.2. Let the conditions of Theorem 1.1 hold and (u˜,v) be a smooth solution of (3.1)-
(3.3) satisfying (3.5). Then it holds that
σ‖∇u˜‖2 + σ2‖u˜t‖
2 + σ2‖vt‖
2 +
∫ T
0
σ‖u˜t‖
2dt+
∫ T
0
σ2‖∇u˜t‖
2dt ≤ θ
1
2
0 , (3.9)
where σ = σ(t) = min{1, t}.
Proof. We divide our proof into two steps.
Step 1. We first multiply the first equation of (3.1) by σut and integrate the resulting
equation over R2 × [0, T ] to get
1
2
σ‖∇u˜‖2 +
∫ T
0
σ‖u˜t‖
2dt
=
1
2
∫ σ(T )
0
‖∇u˜‖2dt−
∫ T
0
σ
∫
R2
u˜v∇u˜tdxdt−
∫ T
0
σ
∫
R2
v∇u˜tdxdt,
(3.10)
where we have used the fact that
1
2
∫ T
0
σt‖∇u˜‖
2dt =
1
2
∫ σ(T )
0
‖∇u˜‖2dt.
For the first term on the right-hand side of (3.10), we have from (3.7)
1
2
∫ σ(T )
0
‖∇u˜‖2dt ≤
1
2
∫ T
0
‖∇u˜‖2dt ≤ Cθ0. (3.11)
For the second term on the right-hand side of (3.10), we have from (2.10), Cauchy-Schwarz
inequality, (3.5) and (3.7) that
−
∫ T
0
σ
∫
R2
u˜v∇u˜tdxdt ≤λ
∫ T
0
σ2‖∇u˜t‖
2dt+ C
∫ T
0
‖u˜v‖2dt
≤λ
∫ T
0
σ2‖∇u˜t‖
2dt+ C
∫ T
0
‖u˜‖2L4‖v‖
2
L4dt
≤λ
∫ T
0
σ2‖∇u˜t‖
2dt+ C
∫ T
0
‖u˜‖L2‖∇u˜‖L2‖v‖
2
L4dt
≤λ
∫ T
0
σ2‖∇u˜t‖
2dt+ C
∫ T
0
‖∇u˜‖2dt+ C
∫ T
0
‖u˜‖2‖v‖4L4dt
≤λ
∫ T
0
σ2‖∇u˜t‖
2dt+ Cθ0 + Cθ
1+η0
0
≤λ
∫ T
0
σ2‖∇u˜t‖
2dt+ Cθ0,
(3.12)
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where λ > 0 is a constant to be determined later. For the last term on the right-hand side of
(3.10), we have
−
∫ T
0
σ
∫
R2
v∇u˜tdxdt =−
∫ T
0
(
σ
∫
R2
v∇u˜dx
)
t
dt+
∫ σ(T )
0
∫
R2
v∇u˜dxdt
+
∫ T
0
σ
∫
R2
vt∇u˜dxdt = I1 + I2 + I3.
(3.13)
By Cauchy-Schwarz inequality and (3.7), we have from 0 ≤ σ ≤ 1 that
I1 =− σ
∫
R2
v∇u˜dx ≤
σ
4
‖∇u˜‖2 + σ‖v‖2
≤
σ
4
‖∇u˜‖2 + 2θ0,
I2 =
∫ σ(T )
0
∫
R2
v∇u˜dxdt
≤
1
2
∫ σ(T )
0
‖∇u˜‖2dt+
1
2
∫ σ(T )
0
‖v‖2dt
≤
1
2
∫ T
0
‖∇u˜‖2dt+
1
2
sup
t∈[0,T ]
‖v‖2
≤2θ0
and
I3 =
∫ T
0
σ
∫
R2
vt∇u˜dxdt =
∫ T
0
σ
∫
R2
|∇u˜|2dxdt ≤
∫ T
0
∫
R2
|∇u˜|2dxdt ≤ 2θ0,
where we have used the second equation of (3.1). Substituting (3.11), (3.12), (3.13) and the
above estimates for Ii(i = 1, 2, 3) into (3.10), we have
σ‖∇u˜‖2 + 4
∫ T
0
σ‖u˜t‖
2dt ≤ 4λ
∫ T
0
σ2‖∇u˜t‖
2dt+ Cθ0. (3.14)
Step 2. Next, we need to obtain the estimate of
∫ T
0
σ2‖∇u˜t‖
2dt. To this end, we differentiate
(3.1) with respect time t to get{
u˜tt −∆u˜t = ∇ · (u˜v)t +∇ · vt,
vtt −∇u˜t = 0.
(3.15)
Multiplying the first equation of (3.15) by σ2u˜t and the second by σ
2vt, adding the results
followed by an integration over R2 × [0, t], we have
σ2
2
‖u˜t‖
2 +
σ2
2
‖vt‖
2 +
∫ T
0
σ2‖∇u˜t‖
2dt
=
∫ σ(T )
0
σ‖u˜t‖
2dt+
∫ σ(T )
0
σ‖vt‖
2dt−
∫ T
0
σ2
∫
R2
(u˜v)t∇u˜tdxdt
≤
∫ T
0
σ‖u˜t‖
2dt+
∫ T
0
σ‖∇u˜‖2dt−
∫ T
0
σ2
∫
R2
u˜vt∇u˜tdxdt−
∫ T
0
σ2
∫
R2
u˜tv∇u˜tdxdt
≤Cθ0 +
∫ T
0
σ‖u˜t‖
2dt−
∫ T
0
σ2
∫
R2
u˜∇u˜∇u˜tdxdt−
∫ T
0
σ2
∫
R2
u˜tv∇u˜tdxdt,
(3.16)
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where we have used the second equation of (3.1) and (3.7). For the third term on the right-hand
of the above inequality, we estimate it by Cauchy-Schwarz inequality, (2.10) and (3.7) as∫ T
0
σ2
∫
R2
u˜∇u˜∇u˜tdxdt ≤
1
4
∫ T
0
σ2‖∇u˜t‖
2dt+
∫ T
0
σ2‖u˜∇u˜‖2dt
≤
1
4
∫ T
0
σ2‖∇u˜t‖
2dt+
∫ T
0
σ2‖u˜‖2L4‖∇u˜‖
2
L4dt
≤
1
4
∫ T
0
σ2‖∇u˜t‖
2dt+ C
∫ T
0
σ2‖u˜‖‖∇u˜‖‖∇u˜‖2L4dt
≤
1
4
∫ T
0
σ2‖∇u˜t‖
2dt+ C
∫ T
0
σ2‖∇u˜‖2dt+ C
∫ T
0
σ2‖u˜‖2‖∇u˜‖4L4dt
≤Cθ0 +
1
4
∫ T
0
σ2‖∇u˜t‖
2dt+ Cθ0
∫ T
0
σ2‖∇u˜‖4L4dt.
(3.17)
Furthermore we have from (2.10) and (2.5) that
‖∇u˜‖L4 ≤‖F − u˜v− v‖L4
≤‖F‖L4 + ‖u˜v‖L4 + ‖v‖L4
≤C
(
‖F‖
1
2 ‖∇F‖
1
2 + ‖u˜‖L∞‖v‖L4 + ‖v‖L4
)
≤C
(
‖F‖
1
2 ‖∇F‖
1
2 + ‖u˜‖
1
2
L4
‖∇u˜‖
1
2
L4
‖v‖L4 + ‖v‖L4
)
.
(3.18)
Thus, by (3.5) and (3.18), we have∫ T
0
σ2‖∇u˜‖4L4dt
≤C
∫ T
0
σ2
(
‖F‖2‖∇F‖2 + ‖u˜‖2L4‖∇u˜‖
2
L4‖v‖
4
L4 + ‖v‖
4
L4
)
dt
≤CA3(T ) + C
∫ T
0
σ2‖F‖2‖∇F‖2dt+ C
∫ T
0
σ2‖u˜‖2L4‖∇u˜‖
2
L4‖v‖
4
L4dt
=Cθη00 + I4 + I5.
(3.19)
To control I4, we need to estimate ‖F‖ and ‖∇F‖ first. By (2.10), (2.5), Cauchy-Schwarz
inequality, we have from (3.4), (3.5) and (3.7) that
‖F‖ ≤‖∇u˜+ u˜v + v‖
≤‖∇u˜‖+ ‖u˜v‖+ ‖v‖
≤‖∇u˜‖+ ‖u˜‖L4‖v‖L4 + ‖v‖
≤‖∇u˜‖+ C‖u˜‖
1
2‖∇u˜‖
1
2‖v‖L4 + ‖v‖
≤‖∇u˜‖+ C‖u˜‖‖v‖2L4 + ‖v‖
≤‖∇u˜‖+ Cθ
η0+1
2
0 + Cθ
1
2
0
≤‖∇u˜‖+ Cθ
1
2
0 ,
(3.20)
where we have used the assumption θ0 < 1 and the fact η0 > 0.
By (2.7) and Ho¨lder inequality, we have
‖∇F‖ ≤ C‖u˜t‖+ C‖∇
⊥u˜ · v‖ ≤ C‖u˜t‖+ C‖∇u˜‖L4‖v‖L4 . (3.21)
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Then by (3.4), (3.5), (3.20), (3.21) and Cauchy-Schwarz inequality, we estimate I4 as
I4 ≤C
∫ T
0
σ(‖∇u˜‖2 + θ0)σ(‖u˜t‖
2 + ‖∇u˜‖2L4‖v‖
2
L4)dt
≤C (A2(T ) + θ0)
∫ T
0
σ(‖u˜t‖
2 + ‖∇u˜‖2L4‖v‖
2
L4)dt
≤Cθ
1
2
0
∫ T
0
σ‖u˜t‖
2dt+ Cθ
1
2
0
∫ T
0
σ2‖∇u˜‖4L4dt+ Cθ
1
2
0
∫ T
0
‖v‖4L4dt
≤Cθ
1
2
0 A2(T ) + Cθ
1
2
0
∫ T
0
σ2‖∇u˜‖4L4dt+ Cθ
1
2
0 A3(T )
≤Cθ0 + Cθ
1
2
0
∫ T
0
σ2‖∇u˜‖4L4dt+ Cθ
1
2
+η0
0
≤Cθ
1
2
0 + Cθ
1
2
0
∫ T
0
σ2‖∇u˜‖4L4dt.
(3.22)
Furthermore we use (2.10), (3.5) and (3.7) to estimate I5 as
I5 =C
∫ T
0
σ2‖u˜‖2L4‖∇u˜‖
2
L4‖v‖
4
L4dt
≤
1
4
∫ T
0
σ2‖∇u˜‖4L4dt+ CA
2
3(T )
∫ T
0
σ2‖u˜‖4L4dt
≤
1
4
∫ T
0
σ2‖∇u˜‖4L4dt+ CA
2
3(T )
∫ T
0
σ2‖u˜‖2‖∇u˜‖2dt
≤
1
4
∫ T
0
σ2‖∇u˜‖4L4dt+ CA
2
1(T )A
2
3(T )
≤
1
4
∫ T
0
σ2‖∇u˜‖4L4dt+ Cθ
2(1+η0)
0
≤
1
4
∫ T
0
σ2‖∇u˜‖4L4dt+ Cθ
η0
0 .
(3.23)
Substituting (3.22) and (3.23) into (3.19) and choosing θ0 small enough such that Cθ
1
2
0 ≤
1
4 , we
get from (3.6) that
∫ T
0
σ2‖∇u˜‖4L4dt ≤ Cθ
η0
0 + Cθ
1
2
0 ≤ Cθ
η0
0 . (3.24)
By (3.17) and (3.24), we get
∣∣∣∣
∫ T
0
σ2
∫
R2
u˜∇u˜∇u˜tdxdt
∣∣∣∣ ≤Cθ1+η00 + 14
∫ T
0
σ2‖∇u˜t‖
2dt
≤Cθ0 +
1
4
∫ T
0
σ2‖∇u˜t‖
2dt.
(3.25)
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So far we have finished estimating the third term on the right hand side of (3.16). Next we
proceed to estimate the last term on the right-hand of (3.16). To this end, we use Cauchy-
Schwarz inequality, (2.10) and (3.5) to get∫ T
0
σ2
∫
R2
u˜tv∇u˜tdxdt ≤
1
4
∫ T
0
σ2‖∇u˜t‖
2dt+
∫ T
0
σ2‖u˜tv‖
2dt
≤
1
4
∫ T
0
σ2‖∇u˜t‖
2dt+
∫ T
0
σ2‖u˜t‖
2
L4‖v‖
2
L4dt
≤
1
4
∫ T
0
σ2‖∇u˜t‖
2dt+C
∫ T
0
σ2‖u˜t‖‖∇u˜t‖‖v‖
2
L4dt
≤
1
2
∫ T
0
σ2‖∇u˜t‖
2dt+C
∫ T
0
σ2‖u˜t‖
2‖v‖4L4dt
≤
1
2
∫ T
0
σ2‖∇u˜t‖
2dt+Cθη00
∫ T
0
σ2‖u˜t‖
2dt.
(3.26)
Substituting (3.25) and (3.26) into (3.16), we get from 0 ≤ σ ≤ 1 and θ0 ≤ 1 that
σ2‖u˜t‖
2 + σ2‖vt‖
2 +
∫ T
0
σ2‖∇u˜t‖
2dt ≤ C
∫ T
0
σ‖u˜t‖
2dt+ Cθ0,
which, along with (3.14), immediately leads to
σ2‖u˜t‖
2 + σ2‖vt‖
2 +
∫ T
0
σ2‖∇u˜t‖
2dt ≤ Cλ
∫ T
0
σ2‖∇u˜t‖
2dt+ Cθ0.
Choosing λ small such that Cλ ≤ 12 , we have
σ2‖u˜t‖
2 + σ2‖vt‖
2 +
∫ T
0
σ2‖∇u˜t‖
2dt ≤ Cθ0,
which, together with (3.14), gives
σ‖∇u˜‖2 + σ2‖u˜t‖
2 + σ2‖vt‖
2 +
∫ T
0
σ‖u˜t‖
2dt+
∫ T
0
σ2‖∇u˜t‖
2dt ≤ Cθ0. (3.27)
Taking θ0 small enough such that Cθ
1
2
0 ≤ 1, we have from (3.27) that
σ‖∇u˜‖2 + σ2‖u˜t‖
2 + σ2‖vt‖
2 +
∫ T
0
σ‖u˜t‖
2dt+
∫ T
0
σ2‖∇u˜t‖
2dt ≤ θ
1
2
0 .
Thus, the proof of Lemma 3.2 is completed. 
Next we shall derive the a priori estimate of ‖v‖L4 . For this, we first derive some estimates
that will be used later.
Lemma 3.3. Let the conditions of Theorem 1.1 hold and (u˜,v) be a smooth solution of (3.1)-
(3.3) satisfying (3.5). Then it holds that
σ4‖u˜‖4L∞ ≤ Cθ0.
Furthermore, for any t ∈ (σ(T ), T ], it holds that
−
1
4
≤ u˜(x, t) ≤
1
4
. (3.28)
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Proof. By Gagliardo-Nirenberg inequality (2.10), we have from (3.7) and (3.9) that
σ4‖u˜‖4L∞ ≤Cσ
4‖u˜‖2L4‖∇u˜‖
2
L4
≤Cσ4‖u˜‖‖∇u˜‖‖∇u˜‖2L4
≤Cσ
3
2‖u˜‖
(
σ
1
2 ‖∇u˜‖
)
σ2‖∇u˜‖2L4
≤Cσ
3
2A
1
2
1 (T )A
1
2
2 (T )σ
2‖∇u˜‖2L4
≤Cθ
3
4
0 σ
2‖∇u˜‖2L4 .
(3.29)
With (2.10), (3.6), (3.7) and (3.18), we have the following estimates
‖∇u˜‖L4 ≤C
(
‖F‖
1
2 ‖∇F‖
1
2 + ‖u˜‖
1
2
L4
‖∇u˜‖
1
2
L4
‖v‖L4 + ‖v‖L4
)
≤
1
2
‖∇F‖+ C‖F‖+
1
2
‖∇u˜‖L4 + C‖u˜‖L4‖v‖
2
L4 + C‖v‖L4
≤
1
2
‖∇F‖+ C‖F‖+
1
2
‖∇u˜‖L4 + C‖u˜‖
1
2‖∇u˜‖
1
2 ‖v‖2L4 + C‖v‖L4
≤
1
2
‖∇F‖+ C‖F‖+
1
2
‖∇u˜‖L4 + C‖∇u˜‖+ C‖u˜‖‖v‖
4
L4 +C‖v‖L4
≤
1
2
‖∇F‖+ C‖F‖+
1
2
‖∇u˜‖L4 + C‖∇u˜‖+ CA
1
2
1 (T )A3(T ) +CA
1
4
3 (T )
≤
1
2
‖∇F‖+ C‖F‖+
1
2
‖∇u˜‖L4 + C‖∇u˜‖+ Cθ
1
2
+η0
0 + Cθ
η0
4
0
≤
1
2
‖∇F‖+ C‖F‖+
1
2
‖∇u˜‖L4 + C‖∇u˜‖+ Cθ
η0
4
0 .
(3.30)
Then by (3.5), (3.20) and (3.21), one has
‖F‖ ≤ C‖∇u˜‖+ Cθ
1
2
0
(3.31)
and
‖∇F‖ ≤ C‖u˜t‖+ Cθ
η0
4
0 ‖∇u˜‖L4 . (3.32)
Substituting (3.31) and (3.32) into (3.30), we get
‖∇u˜‖L4 ≤Cθ
1
2
0 + C‖∇u˜‖+ C‖u˜t‖+ Cθ
η0
4
0 ‖∇u˜‖L4 + Cθ
η0
4
0 .
(3.33)
Choosing θ0 small enough such that Cθ
η0
4
0 ≤
1
2 , using (3.6) and (3.33), we end up with
‖∇u˜‖L4 ≤ Cθ
η0
4
0 + C‖∇u˜‖+ C‖u˜t‖, (3.34)
which, along with (3.32) and θ0 ≤ 1, yields
‖∇F‖ ≤ Cθ
η0
2
0 +C‖u˜t‖+ C‖∇u˜‖. (3.35)
Then by the fact 0 ≤ σ ≤ 1, (3.6), (3.9) and (3.34), it holds that
σ2‖∇u˜‖2L4 ≤Cσ
2θ
η0
2
0 +Cσ
2‖∇u˜‖2 + Cσ2‖u˜t‖
2
≤Cθ
η0
2
0 + CA2(T )
≤Cθ
η0
2
0 + Cθ
1
2
0
≤Cθ
η0
2
0 .
(3.36)
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With (3.36), (3.29) is updated as
σ4‖u˜‖4L∞ ≤ Cθ
3+2η0
4
0 ≤ Cθ
3
4
0 .
Choosing θ0 small enough such that Cθ
3
4
0 ≤ 4
−4 and using the fact σ(t) = 1 for t ∈ (σ(T ), T ],
we have
sup
t∈[σ(T ),T ]
|u˜(x, t)| ≤
1
4
, (3.37)
which implies
−
1
4
≤ u˜(x, t) ≤
1
4
, for t ∈ (σ(T ), T ].
Thus, the proof of Lemma 3.3 is completed. 
Lemma 3.4. Let the conditions of Theorem 1.1 hold and (u˜,v) be a smooth solution of (3.1)-
(3.3) satisfying (3.5). Then it holds that
sup
t∈[0,T ]
∫
R2
v4dx+
∫ t
0
∫
R2
v4dxdt ≤ θη00 ,
where η0 ,
p0 − 4
2(p0 − 2)
.
Proof. First it follows from vt = ∇u˜ and (2.5) that
vt + (u˜+ 1)v = F. (3.38)
Multiplying (3.38) by |v|2v and integrating the resulting equality over R2, one has
1
4
(∫
R2
v4dx
)
t
+
∫
R2
(u˜+ 1)v4dx =
∫
R2
F|v|2vdx. (3.39)
Integrating the above equality over [σ(T ), T ] and using (3.28), we have
1
4
∫
R2
v4dx+
3
4
∫ T
σ(T )
∫
R2
v4dxdt ≤ sup
t∈[0,σ(T )]
(
1
4
∫
R2
v4dx
)
+
∫ T
σ(T )
∫
R2
|F||v|3dxdt. (3.40)
By the interpolation inequality and (3.5), for any 2 < p < p0, we have
‖v‖Lp ≤ ‖v‖
2(p0−p)
p(p0−2) ‖v‖
p0(p−2)
p(p0−2)
Lp0 ≤ Cθ
(p0−p)
p(p0−2)
0 M
p0(p−2)
p(p0−2) ,
which implies that
‖v‖L4 ≤ Cθ
(p0−4)
2(p0−2)
0 M
p0
2(p0−2) ≤ C(M)θ
(p0−4)
2(p0−2)
0 ≤ C(M)θ
η0
0 .
(3.41)
We need to further estimate the last term in (3.40). By the Young inequality, we have that∫ T
σ(T )
∫
R2
|F||v|3dxdt ≤
1
4
∫ T
σ(T )
∫
R2
v4dxdt+ C
∫ T
σ(T )
∫
R2
|F|4dxdt,
which updates (3.40) as
1
4
∫
R2
v4dx+
1
2
∫ T
σ(T )
∫
R2
v4dxdt ≤ sup
t∈[0,σ(T )]
(
1
4
∫
R2
v4dx
)
+ C
∫ T
σ(T )
∫
R2
|F|4dxdt
≤C(M)θ4η00 + C
∫ T
σ(T )
∫
R2
|F|4dxdt,
(3.42)
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where we have used (3.41). By Gagliardo-Nirenberg inequality (2.10), one has∫ T
σ(T )
‖F‖4L4dt ≤C
∫ T
σ(T )
‖F‖2‖∇F‖2dt
≤C
(
sup
σ(T )≤t≤T
‖F‖2
)∫ T
σ(T )
‖∇F‖2dt.
(3.43)
It follows from (3.9) and (3.20) that
sup
σ(T )≤t≤T
‖F‖2 ≤C sup
σ(T )≤t≤T
σ‖∇u˜‖2 + Cθ0 ≤ Cθ
1
2
0 + Cθ0 ≤ Cθ
1
2
0 , (3.44)
where the fact that σ(t) = 1 for t ≥ σ(T ) has been used. By (3.9) and (3.21), we have∫ T
σ(T )
‖∇F‖2dt ≤C
∫ T
σ(T )
σ‖u˜t‖
2dt+ C
∫ T
σ(T )
σ‖∇u˜‖2L4‖v‖
2
L4dt
≤Cθ
1
2
0 + C
∫ T
σ(T )
σ‖∇u˜‖2L4‖v‖
2
L4dt.
(3.45)
Then with (3.24), Cauchy-Schwarz inequality and (3.5), we get
C
∫ T
σ(T )
σ‖∇u˜‖2L4‖v‖
2
L4dt ≤ C
∫ T
σ(T )
σ2‖∇u˜‖4L4dt+ C
∫ T
σ(T )
‖v‖4L4dt ≤ Cθ
η0
0 ,
which, along with (3.45) gives ∫ T
σ(T )
‖∇F‖2dt ≤Cθη00 .
This together with (3.43) and (3.44) leads to∫ T
σ(T )
‖F‖4L4dt ≤ Cθ
1
2
+η0
0 . (3.46)
Substituting (3.46) into (3.42) to get
sup
t∈[σ(T ),T ]
∫
R2
v4dx+
∫ T
σ(T )
∫
R2
v4dxdt ≤ C(M)θ4η00 + Cθ
1
2
+η0
0 .
For 0 ≤ t ≤ σ(T ), we have from (3.41) that
sup
t∈[0,σ(T )]
∫
R2
v4dx+
∫ σ(T )
0
∫
R2
v4dxdt ≤ 2 sup
t∈[0,σ(T )]
∫
R2
v4dx ≤ C(M)θ4η00 .
Coupling the above two inequalities together, we arrive at
sup
t∈[0,T ]
∫
R2
v4dx+
∫ t
0
∫
R2
v4dxdt ≤ C(M)θ4η00 + Cθ
1
2
+η0
0 ≤ θ
η0
0 , (3.47)
provided that C(M)θ3η00 ≤
1
2 and Cθ
1
2
0 ≤
1
2 . This completes the proof of Lemma 3.4. 
Lemma 3.5. Let the conditions of Theorem 1.1 hold and (u˜,v) be a smooth solution of (3.1)-
(3.3) satisfying (3.5), then it holds that
sup
t∈[0,T ]
‖v‖Lp0 ≤ 3M. (3.48)
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Proof. Multiplying (3.38) by |v|p0−2v(4 < p0 < ∞) and integrating the resulting equality over
R
2, one has
1
p0
(∫
R2
|v|p0dx
)
t
+
∫
R2
(u˜+ 1)|v|p0dx =
∫
R2
F|v|p0−2vdx. (3.49)
For t ∈ [0, σ(T )], it is known that u = u˜ + 1 ≥ 0. Then the Ho¨lder inequality yields that
1
p0
(
‖v‖p0Lp0
)
t
≤ ‖F‖Lp0‖v‖
p0−1
Lp0 , which hence leads to
(‖v‖Lp0 )t ≤ ‖F‖Lp0 .
Integrating the above equality over [0, σ(T )], we have
sup
t∈[0,σ(T )]
‖v‖Lp0 ≤ ‖v0‖Lp0 +
∫ σ(T )
0
‖F‖Lp0dt. (3.50)
The last term in (3.50) can be estimated by the Gagliardo-Nirenberg inequality (2.10) as∫ σ(T )
0
‖F‖Lp0dt ≤C
∫ σ(T )
0
‖F‖
2
p0 ‖∇F‖
p0−2
p0 dt. (3.51)
By (3.9) and (3.31), one gets
sup
t∈[0,σ(T )]
σ
1
2‖F‖ ≤Cσ
1
2‖∇u˜‖+ Cσ
1
2 θ
1
2
0 ≤ Cθ
1
4
0 . (3.52)
It then follows from (3.6), (3.7), (3.9), (3.21) and (3.24) that∫ T
0
σ‖∇F‖2dt ≤C
∫ T
0
σ‖u˜t‖
2dt+ C
∫ T
0
σ‖∇u˜‖2L4‖v‖
2
L4dt
≤C
∫ T
0
σ‖u˜t‖
2dt+ C
∫ T
0
(
σ2‖∇u˜‖4L4 + ‖v‖
4
L4
)
dt
≤Cθ
1
2
0 + Cθ
η0
0 ≤ Cθ
η0
0 .
(3.53)
Substituting (3.52)-(3.53) into (3.51) and using (3.9) with Ho¨lder inequality, we end up with∫ σ(T )
0
‖F‖Lp0dt ≤C
∫ σ(T )
0
‖F‖
2
p0 ‖∇F‖
p0−2
p0 dt
≤
∫ σ(T )
0
(
σ
1
2 ‖F‖
) 2
p0
(
σ‖∇F‖2
) p0−2
2p0 σ−
1
2 dt
≤Cθ
1
2p0
0
∫ σ(T )
0
(
σ‖∇F‖2
) p0−2
2p0 σ−
1
2 dt
≤Cθ
1
2p0
0
(∫ σ(T )
0
σ‖∇F‖2dt
) p0−2
2p0
(∫ σ(T )
0
σ
− 1
2
×
2p0
p0+2dt
) p0+2
2p0
≤Cθ
1+η0(p0−2)
2p0
0
(∫ σ(T )
0
t
−
p0
p0+2 dt
) p0+2
2p0
≤Cθ
p0−2
4p0
0 ,
which, along with (3.50), gives
sup
t∈[0,σ(T )]
‖v‖Lp0 ≤M + Cθ
p0−2
4p0
0 ≤
3M
2
, (3.54)
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provided that Cθ
p0−2
4p0
0 ≤
M
2 .
Next consider the estimate of ‖v‖Lp0 for t ∈ [σ(T ), T ]. Indeed integrating (3.49) over
[σ(T ), T ]) and using u˜ ≥ −14 , we have
1
p0
∫
R2
|v|p0dx+
3
4
∫ T
σ(T )
∫
R2
|v|p0dxdt ≤ sup
t∈[0,σ(T )]
(
1
p0
∫
R2
|v|p0dx
)
+
∫ T
σ(T )
∫
R2
|F||v|p0−1dxdt.
(3.55)
We proceed to estimate the last term in (3.55). By the Young inequality:
ab ≤ ǫaq + (ǫq)
− r
q r−1br, a, b ≥ 0, ǫ > 0, q, r > 0,
1
q
+
1
r
= 1,
we see that∫ T
σ(T )
∫
R2
|F||v|p0−1dxdt ≤
1
2
∫ T
σ(T )
∫
R2
|v|p0dxdt+
1
p0
(
2p0 − 2
p0
)p0−1 ∫ T
σ(T )
∫
R2
|F|p0dxdt,
which updates (3.55) as∫
R2
|v|p0dx+
p0
4
∫ T
σ(T )
∫
R2
|v|p0dxdt
≤ sup
t∈[0,σ(T )]
(∫
R2
|v|p0dx
)
+
(
2p0 − 2
p0
)p0−1 ∫ T
σ(T )
∫
R2
|F|p0dxdt.
(3.56)
On the other hand, from (2.10), (2.6) and (3.43), one has∫ T
σ(T )
‖F‖
p0
Lp0dt ≤C
∫ T
σ(T )
‖F‖2‖∇F‖p0−2dt ≤ C sup
t∈[σ(T ),T ]
‖F‖2‖∇F‖p0−4
∫ T
σ(T )
‖∇F‖2dt. (3.57)
Then we have from (3.52) and (3.53) that
sup
t∈[σ(T ),T ]
‖F‖2 ≤ sup
t∈[σ(T ),T ]
(σ‖F‖2) ≤ Cθ
1
2
0
and ∫ T
σ(T )
‖∇F‖2dt =
∫ T
σ(T )
σ‖∇F‖2dt ≤ Cθη00 ,
where we the fact σ(t) = 1 for t ∈ [σ(T ), T ] has been used. By (3.6), (3.9) and (3.35), we get
sup
t∈[σ(T ),T ]
‖∇F‖ ≤ Cθ
η0
2
0 + Cσ‖u˜t‖+ Cσ
1
2 ‖∇u˜‖ ≤ Cθ
η0
2
0 + θ
1
4
0 ≤ Cθ
η0
2
0 ,
which implies
sup
t∈[σ(T ),T ]
‖∇F‖p0−4 ≤ Cθ
η0(p0−4)
2
0 .
Substituting the above inequalities into (3.57), we have from (3.6) that∫ T
σ(T )
‖F‖p0Lp0dt ≤Cθ
η0(p0−2)+1
2
0 = Cθ
p0−2
4
0 . (3.58)
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It follows from (3.54), (3.56) and (3.58) that
sup
t∈[σ(T ),T ]
∫
R2
vp0dx+
p0
4
∫ T
σ(T )
∫
R2
vp0dxdt ≤
(
3M
2
)p0
+ C
(
2p0 − 2
p0
)p0−1
θ
p0−2
4
0
≤
(
3M
2
)p0
+ Cθ
p0−2
4
0 2
p0−1
≤ (3M)p0 ,
(3.59)
provided that θ
p0−2
4p0
0 ≤
3M
2
. Then, raising the power 1p0 to both sides of (3.59), we obtain that
sup
t∈[σ(T ),T ])
‖v‖Lp0 ≤ 3M,
which combined to (3.54) yields that
sup
t∈[0,T ]
‖v‖Lp0 ≤ 3M.
Thus, the proof of Lemma 3.5 is finished. 
With the help of Lemmas 3.1-3.5, we have
A1(T ) ≤
3
2
θ0, A2(T ) ≤ θ
1
2
0 , A3(T ) ≤ θ
η0
0 , sup
t∈[0,T ]
‖v‖Lp0 ≤ 3M, (3.60)
which closes the a priori assumption (3.5).
4. Proof of Theorem 1.1
In this section, we prove Theorem 1.1 by constructing weak solutions as limits of approximate
smooth solutions. We start with the global-in-time existence of smooth solutions to (3.1).
Proposition 4.1. Assume the initial data satisfies (u˜δ0,v
δ
0) ∈ H
3(R2) and θ0 ≤ ε. Then there
exists a unique solution to the system (3.1) such that (u˜δ,vδ) ∈ L∞([0,∞),H3).
Proof. By Lemma 2.1, there exists a T∗ > 0 such that the Cauchy problem (3.1)-(3.3) has a
unique solution on R2 × (0, T∗]. First, it follows from (1.7), (3.3) and (3.4) that
A1(0) ≤ θ0, A2(0) = 0, ‖v
δ
0‖Lp0 ≤M.
By (3.41), we have
A3(0) = ‖v
δ
0‖
4
L4 ≤ C(M)θ
4η0
0 ≤ θ
η0
0 ,
provided that C(M)θ3η00 ≤ 1. Therefore, there exists a T1 ∈ (0, T∗] such that (3.5) holds for
T = T1.
Now, we set
T ∗ = sup{T | (3.5) holds}. (4.1)
Then, T ∗ > T1 > 0. Next, we claim that
T ∗ =∞. (4.2)
Otherwise, if T ∗ <∞, by the blowup criterion (2.3) with d = 2 and q = 4, we have that if∫ T ∗
0
‖vδ‖4L4 <∞, (4.3)
then the solution can be extended beyond T ∗. From Lemmas 3.1-3.5 and (4.1), we see that
(3.60) holds for T = T ∗, which immediately implies (4.3). This means there exists a T ∗∗ > T ∗
such that (u − 1,v) ∈ L∞([0, T ∗∗],H3) and (3.5) holds for T = T ∗∗, which contradicts (4.1).
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Hence (4.2) holds. Using (4.2) and the blowup criterion (2.3) again, we complete the proof of
Proposition 4.1. 
Note that Proposition 4.1 holds for any given positive constant δ (T∗, T1 and T
∗ may depend
on δ). We cannot obtain the δ-independent estimates of the global solution (uδ − 1, vδ) in
H3-norm. However we can pass to the limit as δ → 0 in proper functional space in which the
δ-independent estimates of the solution are obtained, as shown below.
From (3.60), we have the uniform-in-δ estimates as following:

sup
t∈[0,T ]
(
‖uδ − 1‖2 + ‖vδ‖2
)
+
∫ T
0
‖∇uδ‖2dt ≤
3θ0
2
,
sup
t∈[0,T ]
(
σ‖∇uδ‖2 + σ2‖uδt‖
2 + σ2‖vδt ‖
2
)
+
∫ T
0
σ‖uδt‖
2dt+
∫ T
0
σ2‖∇uδt‖
2dt ≤ θ
1
2
0 ,
sup
t∈[0,T ]
‖vδ‖4L4 +
∫ t
0
‖vδ‖4L4dt ≤ θ
η0
0 ,
sup
t∈[0,T ]
‖vδ‖Lp0 ≤ 3M.
(4.4)
On the other hand, by (2.10), (4.4) and (3.36), one has
σ‖uδ − 1‖2L4 ≤ C‖u
δ − 1‖σ‖∇uδ‖ ≤ C, σ2‖∇uδ‖2L4 ≤ C. (4.5)
Noticing that σ = min{1, t}, we have from (4.4) and (4.5) that

uδ − 1 ∈ L∞([0,∞), L2(R2)), (vδt ,∇u
δ) ∈ L2([0,∞), L2(R2)),
uδ − 1 ∈ L∞((0,∞),W 1,4(R2)), uδt ∈ L
2((0,∞),H1(R2)),
vδ ∈ L∞([0,∞);L2(R2) ∩ Lp0(R2)) ∩ L4([0,∞);L4(R2)).
(4.6)
By (4.6) and the Aubin-Lions-Simon lemma (cf.[43]), we can extract a subsequence, still denoted
by (uδ,vδ), such that the following convergence hold as δ → 0

vδ(·, t)→ v strongly in C([0,∞),H−1(R2)),
uδ(·, t)→ u(·, t) strongly in C((0,∞), C(R2)),
∇uδ(·, t)→ ∇u(·, t) weakly in L2([0,∞), L2(R2)).
Thus, the limit function (u,v) is indeed a weak solution of the system (1.3)-(1.5) and inherits
all the bounds of (4.4) which yield (1.8) and

sup
t∈[0,T ]
(
‖u− 1‖2 + ‖v‖2
)
+
∫ T
0
‖∇u‖2dt ≤
3θ0
2
,
sup
t∈[0,T ]
(
σ‖∇u‖2 + σ2‖ut‖
2 + σ2‖vt‖
2
)
+
∫ T
0
σ‖ut‖
2dt+
∫ T
0
σ2‖∇ut‖
2dt ≤ θ
1
2
0 ,
sup
t∈[0,T ]
‖v‖4L4 +
∫ t
0
‖v‖4L4dt ≤ θ
η0
0 ,
sup
t∈[0,T ]
‖v‖Lp0 ≤ 3M.
(4.7)
To complete the proof of Theorem 1.1, we only need to prove (1.9). It follows from (4.7) and
σ = 1 for t ≥ 1 that ∫ ∞
1
‖∇u˜‖2dt ≤ C
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and ∫ ∞
1
∣∣(‖∇u˜‖2)
t
∣∣ dt ≤2∫ ∞
1
‖∇u˜‖‖∇u˜t‖dt
≤
(∫ ∞
1
‖∇u˜‖2dt
) 1
2
(∫ ∞
1
σ2‖∇u˜t‖
2dt
) 1
2
≤ C.
Thus,
‖∇u˜‖ → 0 as t→∞. (4.8)
Using Gagliardo-Nirenberg inequality (2.10) and σ = 1 for t ≥ 1, we have
sup
t≥1
‖u˜‖4L∞ ≤C sup
t≥1
σ
5
2‖u˜‖2L4‖∇u˜‖
2
L4 ≤ C sup
t≥1
‖u˜‖L2σ
1
2 ‖∇u˜‖L2σ
2‖∇u˜‖2L4 ,
which together with (3.36), (4.7) and (4.8) gives
‖u− 1‖L∞ → 0 as t→∞. (4.9)
By the interpolation inequality, (4.7) and (4.9), for any 2 < p1 ≤ ∞, we have
‖u− 1‖Lp1 → 0 as t→∞.
On the other hand, by (3.39), we have from (3.46) and (3.47) that∫ ∞
1
∣∣(‖v‖4L4)t∣∣ dt ≤C
∫ ∞
1
∫
R2
|u˜+ 1|v4dxdt+ C
∫ ∞
1
∫
R2
|F||v|3dxdt
≤C
∫ ∞
1
∫
R2
v4dxdt+ C
∫ ∞
1
∫
R2
|F||v|3dxdt
≤C
∫ ∞
1
∫
R2
v4dxdt+ C
∫ ∞
1
∫
R2
|F|4dxdt
≤C.
Combining the above inequality with (3.47), we have
‖v‖L4 → 0 as t→∞,
which together with the interpolation inequality, (3.7) and (3.48) implies
‖v‖Lp2 → 0 as t→∞, 2 < p2 < p0.
Hence (1.9) is proved and the proof of Theorem 1.1 is thus completed.
5. Proof of Theorem 1.2
In this section, we pass the results of the transformed chemotaxis model (1.3) to the original
chemotaxis system (1.1). Noticing that the transformed and pre-transformed systems have the
same quantity u, we are left to prove the results for c only. We start with the proof of (1.10).
From the second equation of (1.1) and the Cole-Hopf transformation (1.2), we can derive that
(ln c)t = −u (5.1)
which together with c0 > 0 and u ≥ 0 gives
0 ≤ c(x, t) ≤ c(x, 0) = c0. (5.2)
Integrating (5.1) over [1, t), we have from (5.2) that
c(x, t) =c(x, 1) exp
(
−(t− 1)−
∫ t
1
(u− 1)dτ
)
≤c0 exp
(
−(t− 1)−
∫ t
1
(u− 1)dτ
)
.
(5.3)
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From (3.37), we get ∫ t
1
‖u− 1‖L∞dτ ≤
1
4
(t− 1),
which, along with (5.3) yields
‖c‖L∞ ≤ Ce
− 3
4
(t−1) ≤ Ce−
3
4
t.
This completes the proof of Theorem 1.2.
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