Cloud access to interoperable IVOA-compliant VOSpace storage by Bertocco, S. et al.
ar
X
iv
:1
80
6.
04
98
6v
1 
 [a
str
o-
ph
.IM
]  
13
 Ju
n 2
01
8
Cloud access to interoperable IVOA-compliant VOSpace
storage
S. Bertoccoa, P. Dowlerb, S. Gaudetb, B. Majorb, F. Pasiana, G. Taffonia
aINAF-OATs, Istituto Nazionale di Astrofisica - Osservatorio Astronomico di Trieste,
Trieste, Italy
bCADC, National Research Council Canada, Victoria, BC, Canada
Abstract
Handling, processing and archiving the huge amount of data produced by
the new generation of experiments and instruments in Astronomy and As-
trophysics are among the more exciting challenges to address in designing the
future data management infrastructures and computing services.We investi-
gated the feasibility of a data management and computation infrastructure,
available world-wide, with the aim of merging the FAIR1 data management
provided by IVOA standards with the efficiency and reliability of a cloud ap-
proach. Our work involved the Canadian Advanced Network for Astronomy
Research (CANFAR) infrastructure and the European EGI federated cloud
(EFC). We designed and deployed a pilot data management and computation
infrastructure that provides IVOA-compliant VOSpace storage resources and
wide access to interoperable federated clouds. In this paper, we detail the
main user requirements covered, the technical choices and the implemented
solutions and we describe the resulting Hybrid cloud Worldwide infrastruc-
ture, its benefits and limitations.
Keywords: IVOA, Virtual Observatory, Cloud, Interoperability,
Distributed services, VOSpace, Storage
1. Introduction
Astronomy and astrophysics (A&A) has become a BigData science thanks
to the advent of numerous experiments across the electromagnetic spectrum
1Findable, Accessible, Interoperable, Reusable
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with many terabytes of images and with billions of detected sources, and
often with tens of measurements for each of the observed objects (e.g. [1] [2]
[3] [4] [5] [6]). Moreover, during the next decade, new highly complex and
massively large data sets are expected to be provided by a new generation
of scientific instruments implemented by large international collaborations
(e.g. the Square Kilometer Array [7], the Cherenkov Telescope Array [8], the
Extremely Large Telescope E-ELT [9], the James Webb Space telescope [10],
the Large Synoptic Survey Telescope [11], or the Euclid satellite mission [12]).
Finally, high-resolution numerical simulation codes are producing in-silico
experiments resulting in PetaBytes of data to be stored and analyzed.
Thus, the huge data production foreseen by this new generation of ex-
periments and their technical complexity requires the adoption of new ap-
proaches that overcome the traditional research methods, of new computing
and storage facilities, of new science platforms, and algorithms for the access,
visualization and analysis of astronomical data.
In the last decades scientific communities adopted production e-Infrastructures
or Distributed Computing Infrastructures (DCI) to satisfy their computing
and storage requirements (e.g. the European Grid Infrastructure EGI2 and
the Open Science Grid3) and to manage large distributed collaborations.
In the framework of DCIs, Cloud Computing (CC) has emerged as one
of the dominant technologies, because it offers flexibility in computing and
data resources exploitation.
The use of Cloud Computing facilities is thus becoming increasingly im-
portant also within the A&A community. For example in [4], [13] or [14], the
authors showed some interesting results in terms of simplicity for the soft-
ware installation and maintenance, flexibility to adapt the infrastructure to
the needs of the problems, scalability of the infrastructure due to on-demand
consumption of (shared) resources and services accessibility (standard APIs,
services and tools).
While CC technologies allow to create open platform environments ori-
ented to data and computing for experiments, the A&A community needs
not only traditional computing resources but also the use of complex data
operations that require on-line access to catalogs and archives.
Traditionally A&A has been at the forefront of implementing digital
2http://www.egi.eu
3http://www.opensciencegrid.org
2
repositories for preserving and curating their own data. Typically such repos-
itories are maintained within data centers with appropriate provision for
tools/services for access and analysis. Data archives are expanding rapidly,
e.g. through flagship high data volume generating A&A projects, and Eu-
roVO4 has recently identified over 70 data centres in Europe.
It is also well-known that since more than forty years FITS5 has been used
as a standard for data exchange, and since the 2000s, the Virtual Observatory
(VObs) has been THE standard for A&A data interoperability. The VObs
is a collection of distributed interoperating data archives and software tools
using the Internet in order to form a scientific research environment in which
astronomers are able to conduct astronomical research programs finding, ac-
cessing and processing data seamlessly, regardless of their physical location.
The VObs distributed data oriented infrastructure is based on standards,
tools, software and services defined by the International Virtual Observatory
Alliance (IVOA)6, a world-wide organization with the task of facilitating the
international coordination and collaboration to release standards and tools.
A&A data centers are employing VObs to provide seamless unified access to
distributed and highly heterogeneous data archives.
The VObs is a data and services platform that complements the dis-
tributed computing and storage infrastructures (including CC). Integrating
the two technologies into a single framework would allow to build a science
platform for A&A users and projects. This approach as been already recog-
nised as an important technology solution, indeed EuroVO emphasises that
the relation between the VObs and Cloud technologies should be taken into
appropriate consideration in order to provide a complete data usage ecosys-
tem for A&A communities7.
To this extent, A&A community has gathered rich experiences within the
CANFAR (Canadian Advanced Network For Astronomy Research) federated
cloud deployed on Compute Canada resources and operated by National
Research Council Canada. CANFAR is a unique example of an A&A oriented
infrastructure that joins together the Infrastructure as a Service (IaaS) cloud
and the standards and services developed by the IVOA. However, to offer
a science platform for the new generation of experiments it is necessary to
4Census of European DataCentres http://goo.gl/zOWykc
5https://fits.gsfc.nasa.gov/fits home.html
6http://www.ivoa.net
7EuroVO–CoSADIE Project http://www.eurovo.org
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design an infrastructure involving geographically distributed, international
Cloud facilities.
In this paper we present our work to provide a new innovative science
platform built for European astronomers and Astronomical Data Centers, in-
tegrated in the EGI Federated Cloud, providing A&A users with wide access
to data, storage and computation resources. The aim of this work is building
an Hybrid Cloud that interconnects the CANFAR cloud infrastructure and
the EGI Federated Cloud, both remaining unique entities, owned, managed
and operated by different institutions but bounded together by means of a
common authentication model and by the IVOA standards implementation.
To reach this goal we:
• exploit IVOA standards to ensure FAIRness (Findability, Accessibil-
ity, Interoperability, Reusability) of data and at the same time of the
computing resources management;
• exploit and extend a set of software APIs, open source released by the
Canadian Astronomy Data Center (CADC), to set up a set of services
interoperable with the CANFAR one, in Europe;
• provide geographically distributed storage services, ensuring a wide net-
worked accessibility of data and flexibility in resource usage, moving
a new step toward the realisation of the VObs and of an international
distributed A&A facility;
• provide a uniform and seamless access to heterogeneous resources nec-
essary to organize and process high data volumes.
This work is exploring a possible technological solution for large projects,
to implement a new integrated approach to data access, manipulation and
sharing. In particular, in case of world wide distributed collaborations that
needs to share distributed infrastructures.
The paper is organized as follows. In section 2 we introduce the Virtual
Observatory and IVOA; in section 3 we describe Cloud Computing in general
and we detail the CANFAR and EFC platforms implementation. Section 4
presents the developments of our science platform in the context of the Vir-
tual Observatory framework to provide an integrated infrastructure for big
data analysis, management and visualization; we detail the technical imple-
mentation and the different aspects to face (authentication, authorization
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implementation policies, interoperability aspects). Finally we present actual
applications and future perspectives of our work.
2. The Virtual Observatory and IVOA Standards
Astronomy produces largely increasing amount of data of many kinds,
coming from various sources: science space missions, ground based tele-
scopes, theoretical models, compilation of results, etc. Traditionally data
are managed both by large data centers and smaller teams providing the
scientific community with data and/or computing services through the In-
ternet. This is a Resource Layer. Individual researchers, research teams or
computer systems need to access these data interacting with a User Layer,
i.e. a set of access, management and analysis facilities. The Virtual Ob-
servatory (VObs) is the necessary middle layer framework connecting the
Resource Layer to the User Layer in a seamless and transparent manner [15].
Like the web, which enables end users and machines to access transparently
documents and services without concern about where they are stored, the
VObs enables the astronomical scientific community to access astronomical
resources without bothering where they are stored by the astronomical data
and services providers. The VObs makes available a technical framework
for the providers to share their data and services (“Interoperating”), allow-
ing users to find (“Finding”) these resources, to get them (“Accessing”) and
to use them (“Re-Using”). In this sense VObs implements a FAIR data
management. The International Virtual Observatory Alliance (IVOA) is an
organisation that debates and agrees the technical standards that are needed
to make the VObs possible.
In the A&A research community the standards and tools delivered by
the IVOA are widely used for data management (intended as data storage,
archival and preservation) and for data analysis. To provide A&A researchers
with an engaging and useful operative environment, cloud infrastructures
should make available access to storage, data and computing in a VObs
compliant manner, i.e. through IVOA tools and services.
3. Cloud Computing e-infrastructures
Cloud Computing in its simplest sense, is a computing and storage re-
sources management model. It is a method for pooling and sharing hardware
infrastructure resources on a massive scale: finite hardware resources are
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clustered using a Cloud Management Stack and shared, between competing
demands, through the on-demand flexible provision of services or virtualized
computing, networking and data storage capabilities. In a Cloud, each user
has the illusion of exclusive control over the underlying environment without
needing to know anything about how the physical resources are configured.
Cloud resources delivery can be divided into three services layers, as
proposed by the US National Institute of Standards and Technology8 [16],
namely: Software as a Service (SaaS) , Platform as a Service (PaaS) and
Infrastructure as a Service (IaaS). At the highest level, SaaS allows users to
use the providers applications running on a cloud infrastructure (e.g. Google
suite). In a PaaS cloud the user can deploy his own software applications
in the cloud infrastructure, while at the lowest level, an IaaS provides users
with virtualized storage, processing, and other computing resources.
Cloud technology is also characterized by four deployment models:
• private cloud, exclusively used by an organization;
• community cloud, used by a specific community of consumers from or-
ganizations that have shared concerns (e.g., mission, security require-
ments, policy, and compliance considerations);
• public cloud, for general public open use;
• hybrid cloud, a composition of two or more distinct cloud infrastruc-
tures (private, community, or public) tied together by standardized or
proprietary technology which enables data and application portability.
In this paper we describe our design and implementation of an IaaS Hy-
brid Cloud based on CANFAR and EFC (EGI Federated Cloud).
3.1. EGI Federated Cloud
The EGI Federated Cloud9 is an European open cloud system that offers a
scalable and flexible e-infrastructure to the European research communities.
The Federation pools IaaS, PaaS and SaaS services from a heterogeneous set
of cloud providers using a single authentication and authorization framework
that allows the portability of workloads across multiple providers.
8https://csrc.nist.gov/publications/detail/sp/800-145/final
9https://www.egi.eu/federation/egi-federated-cloud/
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The EFC architecture defines cloud specific capabilities and interfaces and
a number of core services for operations and security. Those services can be
used to build community platforms and cloud Realms (See Figure 1). Every
Figure 1: EGI Federate Cloud Layered Infrastructure.
participating cloud provider has got to expose to users and system admin-
istrators the same set of interfaces([17], [18]), so enforcing cloud technology
agnosticism. This way EGI supports more than one Cloud stack implemen-
tation exposing a set of common interfaces. In our work we use OpenStack
Mitaka, that is the same platform used by CANFAR, however EFC supports
also OpenNebula and Synnefo.
The core services required to build the Federated Cloud, are: Feder-
ated Authentication and Authorization Interface (AAI) which allow users to
connect to all cloud sites using the same credentials, the Accounting which
collects, integrates and displays usage information across the whole federa-
tion, the Information System which discovers the available resources in the
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infrastructure, the Monitoring service which monitors services and resources
status and availability, the Service Registry for configuration management
of federated cloud services and Service marketplace where free and paid re-
sources can be listed and discovered. Finally, the EGI Applications Database
(AppDB) is a central service that stores and provides to the public informa-
tion about software solutions in the form of native software products and/or
virtual appliances. Some registered solutions enable users to deploy and
manage Virtual Machines to the EGI Cloud infrastructure automatically.
Within EGI, research communities are generally identified and, for the
purpose of using EGI resources, managed through “Virtual Organisations”.
The users are identified with X.509 certificates which are extended with Vir-
tual Organisations attributes as discussed in Section 6.
3.2. CANFAR Infrastructure
CANFAR is an integrated e-infrastructure to support collaborative as-
tronomy (A&A) teams, especially those with data intensive projects. It
combines the Canadian national research network (CANARIE), the cloud
processing and storage resources of Compute Canada and an astronomy data
center, the Canadian Astronomy Data Center (CADC), into a unified ser-
vice. CANFAR is developed, maintained and operated by the CADC with
contributions from several Canadian universities. In Figure 2, we sketch the
CANFAR architecture and the connections between the IVOA services and
the computing services. CADC is offering both private and public data access
to astronomical data archives using IVOA standards. An authentication and
authorization service is used to provide access to proprietary data. The same
service is used by CANFAR to allow the access to computing and storage
resources and to services for proprietary data analysis.
CANFAR has four principal user-facing capabilities, namely: user stor-
age, virtual machines on demand, batch processing and groups management.
All are RESTful web services accessible via http or via web user interfaces.
The authentication is based upon username/password and a X.509 certifi-
cate mechanism and the services interoperability is granted by the IVOA cre-
dential delegation protocol [19] implementation. Using this protocol, X.509
user’s credentials can be delegated so, using them, a service can make re-
quests of other services in the name of that user.
The authorization is based on a group membership policy. A RESTful
web service to manage groups and memberships, called Group Management
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Figure 2: CANFAR infrastructure schema. The main components of the infrastructure
and the connections between the IVOA services offered by CADC and the CANFAR
computing service are sketched.
Service (GMS), is available that guarantees a fine grained authorization sys-
tem. It supports the following operations: creating, getting, updating and
deleting a group; adding and deleting a user to/from a group; adding and
deleting a group to/from a group.
A distributed storage layer allows users to access and share their data.
It is based on a VOSpace IVOA service [20] and on a data transfer service.
CANFAR provides also a FUSE VOSpace implementation to allow users to
mount their VOSpace on virtual machines.
CANFAR is offering a cloud computing facility that allows the creation
of on demand virtual machines and data-location-aware virtual clusters to
process and analyze data. The system is based on standard OpenStack tech-
nologies (e.g. Nova) and IVOA standards that allow the execution and man-
agement of jobs in the cloud (the IVOA Universal Worker Service [21]).
Each web service supports a RESTful monitoring interface that complies
with the VOSI-availability standard [22]. These interfaces can be monitored
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via periodic requests from many standard monitoring packages to provide a
central view of the system.
4. Building an Hybrid Cloud: the architectural view
In our work we designed and deployed an hybrid cloud gathering CAN-
FAR and EFC cloud infrastructures and we identified services and interfaces
required to make the two clouds cooperate and interoperate. Our aims was
to allow A&A data and applications to work in the same way regardless the
infrastructure and to implement the ability of data, VMs and software to be
easily moved and reused in the two cloud environments. There are only a
Figure 3: General architecture. The three main blocks of the science platform are de-
picted: CANFAR, EGI and the gateway site INAF-OATs. CANFAR and the gateway
are interoperable thanks to the IVOA standards implementation. The gateway is EGI
compliant short-circuiting the interoperability. The more significant software components
are highlighted.
few essential building blocks towards an interoperability for IaaS [23, 24] and
we focus our attention on three of them in particular: access mechanisms,
security and storage.
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By implementing the Authentication and Authorisation Infrastructure
(AAI) federation, users exploit transparently resources provided via the two
clouds. An interoperable AAI allows European users to access CANFAR
resources (data and computing) using their European (EGI Federated Cloud)
credentials and vice versa. An interoperable storage allows data sharing (e.g.
to replicate open and private data for data availability and preservation)
and Virtual Machines (VMs) sharing. Astronomers or developers can access
Cloud services for VMs, Virtual appliances or application executions using
APIs or Command line interfaces offered by OpenStack which is a common
”middleware” for both EFC and CANFAR.
The federation model proposed in this document is based on the assump-
tion that the two clouds will remain independent and independently managed
but bounded together by a set of interoperable services based on IVOA stan-
dards. The interoperability is achieved through an OpenStack gateway site,
hosted by the INAF Trieste Astronomical Observatory (INAF-OATs), that
implements the interoperability services. This site is federated in the EFC,
which is offering a multi-community cloud providing generic services to make
available Community Platforms [25] as shown in Figure 1.
The INAF-OATs gateway hosts a deployment of the services and inter-
faces implementing the A&A platform. These services are provided as EGI
Community Services and based on IVOA standards:
• the Access Control Service is the AAI service implementation managing
users and groups.
• the VOSpace service is a distributed storage implementation10;
• the Credential Delegation Service is the IVOA Credential Delegation
Protocol implementation [19].
Those services are also available to the EFC users thanks to the Service
Registry and the Market place. A VM image, configured to support a pool
of ad hoc clients and analysis tools (ESO Scisoft package, TOPCAT), is
available in the EGI AppDB.
A picture of the main building blocks used to build our hybrid cloud and
to reach interoperability and compatibility is presented in Figure 3, the role
10In this work we adopt the VOSpace 2.1 proposed recommendation as described by
http://www.ivoa.net/documents/VOSpace/20170924/index.html
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of the gateway site and its services is highlighted. The green box isolates the
Community services deployed in the gateway and their role, including their
persistence layer.
The Access Control (AC) guarantee a seamless access to both EGI and
CANFAR infrastructures to users identified by their X.509 certificate while
the services interoperability is achieved exploiting the IVOA credential del-
egation protocol [19]. For what regards the authorization, EFC implements
a coarse grained approach based on Virtual Organisations while CANFAR,
OATs-INAF gateway site and consequently our Community Cloud Platform,
implements a fine grained approach based on the data ownership and on the
user group memberships. In EFC, Astronomers will be mapped in a single
specific Virtual Organization and the granularity of local data access policies
is driven by the local groups memberships stored in the local AC Service at
the gateway site.
Each service has a persistence layer. The Access Control persists data on
an LDAP database. We have chosen LDAP because widely used in data and
computing centers to store users and groups informations for authentication
and authorization purpose. This allows already existing LDAP databases to
be integrated with or directly used by the Access Control service.
The VOSpace Service uses a relational database to save meta-data asso-
ciated with stored files while we implement a vospace-backend service and a
TransferGenerator on the gateway site in order to interface with a EGI spe-
cific storage solution (Openstack Swift). The Credential Delegation Service
uses a relational database to store the user’s delegated credentials.
We implemented different solutions for the persistent layer: Sybase at
CANFAR and MysqlDB at EGI. We also made a number of software cus-
tomisations to make the CADC provided APIs more flexible in supporting
different persistent layers.
In the following sections we are going to detail the software components
implemented by the CADC open source cloud project or by the INAF-OATs
development group and how they have been deployed to achieve the federated
environment building our science platform.
5. Software description and functionalities
The software used to deploy the INAF-OATs gateway site is a set of java
RestFul web services. It is mainly released by the CADC in an open source
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repository11.
In our work, we adapted and deployed three CADC released modules to
achieve interoperability: Access Control, Credential Delegation and VOSpace
interface. INAF-OATs releases a vospace-backend software module imple-
menting a storage management service12 which, integrated with the VOSpace
interface, makes available a working storage service.
Access Control. The Access Control Service stores the information about
users and groups and provides authentication mechanisms using CADC re-
leased software APIs. The CADC User Authentication Model, adopted by
INAF-OATs also, is a model for representing users and groups. It is im-
plemented in Java using the Java Authentication and Authorization Service
(JAAS). A user is internally uniquely identified by one numerical identity,
but he can have a number of other identities, for different contexts, aligned
with the IVOA Single-Sign-On Profile [26]: an HTTP-identity, which is the
web user identity associated with the simple HTTP user-password access; a
X.509 identity, which is a X.509 certificate identity; a Cookie identity, which
is a web user identity associated with a cookie. The set of supported identities
can be increased with new kinds of identities by design.
The user registration follows a classic registration mechanism added with
a user registration authorization process: the user provides to the service
some registration information, the registration request is put in standby, a
service administrator must check the request and decide if accept or reject it.
This is the implementation of a common requirement in scientific platforms
allowing administrators to check pertinence of the registration request and
in case, to configure authorization policies for the new user contextually with
the registration authorization. Groups represent associations of users. They
have an owner, administrative members, and actual members.
The management of users and groups is performed by RESTful web ser-
vices using an LDAP server as persistence layer. This service can be queried
to ask informations about user’s identities and groups memberships then used
as authorization informations (see figure 4). The class diagram of the user
authorization model adopted is in Figure 5 and the authorization mechanism
is described in section 6.
11https://github.com/opencadc
12https://github.com/oats-cadc
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Figure 4: XML response to a users information request.
Credential Delegation Service. Credential Delegation Service is an IVOA
RESTful web service that enables users to create temporary credentials at a
site enabling that site to perform web service actions on their behalf. This
feature is the key to allow the interaction among services located at different
sites.
The software implementation is based on AstroGrid security-facade li-
brary [27] [28], which provides a Java implementation of both the service
and client ends of the IVOA Credential Delegation Protocol [19]. Certifi-
cate and proxy validation is performed using Bouncy Castle13. The service
end point of this implementation is a servlet which, by default, caches the
delegated credentials in memory. It’s designed to be plugged into any Java
web-application and extended to use any persistence layer as static credential
store. The CADC Credential Delegation Service includes the implementa-
tion of a persistence layer storing credentials in a relational database. We
13Bouncy Castle is a collection of APIs used in cryptography. It includes APIs for both
the Java and the C# programming languages
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Figure 5: CADC User Authentication and Authorization Model Class Diagram.
modified the implementation to make the software flexible enough to allow
the use of different databases (we used sybase, mysql, mariadb and postgress
in different environments: CADC, INAF-OATs and testing in both sites).
VOSpace. VOSpace exposes to users an interface to storage to allow them to
access, process, and share their data. It conforms to the VOSpace IVOA rec-
ommendation [20]. The IVOA recommendation defines the control messages
required to access the data, and not how data is stored or transferred. Thus,
the VOSpace interface can readily be added to an existing storage system. On
this base, we splitted the implementation of a storage service in three main
components: the VOSpace interface, here called VOSpace front-end, respon-
sible of the meta-data management; the data transfer service, responsible for
handling the upload and download of data to and from their physical stor-
age location; the vospace-backend, in charge to manage the physical storage
layer and to point to the data location. Figure 6 shows the software modules
with their main classes, relationships and persistence layer. The VOSpace
front-end has different implementations: a command-line Java client, a web
client shown in figure 7 (Java and Javascript written) and a command-line
Python client. The vospace-backend links the VOSpace metadata structure,
called Node, with the stored data identified in order to keep the information
15
Figure 6: VOSpace Services and Class Diagram.
about physical data location. The storage solution can be changed thanks
to a plug-in architecture allowing to plug-in at run time different storage so-
lutions. The current implementation provides two plug-ins: one for a posix
file system storage and one for an OpenStack swift storage implementation.
The selected plug-in has to be shaped in a configuration file.
6. Authentication, authorization and interoperability
The services interoperability is granted by the use of X.509 personal cer-
tificates for user authentication both in Virtual Observatory services and EGI
Federated cloud sites.
16
Figure 7: VOSpace web client main interface.
To exploit the interoperability of services, registered users must have a
X.509 certificate identity. At CANFAR, an internal Certification Authority
(CA) automatically issues a X.509 certificate to users. However, a user al-
ready having a personal certificate can delegate that certificate by uploading
a proxy to the Access Control Service. At OATs-INAF, the user needs to
have a certificate issued by a Certification Authority (CA) member of the
Interoperable Global Trust Federation (IGTF). All the Authorities releasing
certificates must be trusted on both sides of the platform: EFC and CAN-
FAR.
The X.509 certificates are accepted by the EFC also. Within EGI, re-
search communities are generally identified and, for the purpose of using
EGI resources, managed through “Virtual Organisations”. Users are identi-
fied with X.509 certificates extended with Virtual Organizations attributes
(e.g. acknowledging that a user is member of a Virtual Organization) in
a so called VOMS proxy certificate. VOMS (Virtual Organization Mem-
bership Service) is a well proven technology, to provide identity federation
across different providers [29]. The EFC OpenStack based endpoints, suit-
ably configured using an integration module for VOMS authentication named
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keystone-voms14, are able to map the voms proxy certificate with the Virtual
Organization information in users authentication and authorization mecha-
nisms in OpenStack.
The OATs-INAF cloud site is configured to support VOMS proxy au-
thentication, so the VOMS proxy certificates can be used to query both the
Virtual Observatory services and the EFC sites suitably configured with the
keystone-voms module. Users of the IVOA services, to be authenticated and
authorized, must be registered in a common Virtual Organization which is
mapped in a specific Domain in the OpenStack-Keystone service.
To well clarify the authorization mechanism, in the Virtual Observatory
services, INAF-OATs or CANFAR located, the authorization policies are
based on the user group memberships. On the other hand, in the EFC the
authorization policies are related to the Virtual Organization membership. In
our science platform, Virtual Observatory users must be mapped in a single
specific Virtual Organization and the granularity of local data access policies
is driven by the local groups memberships stored in the local Access Control
Services. The access to shared cloud resources is driven by the specific Virtual
Organization membership.
Proxy authentication in the Access Control. The Access Control Service sup-
ports the proxy authentication mechanism by design, so EGI users having
a X.509 certificate and belonging to a Virtual Organization can request a
VOMS proxy and use it to access both OATs-INAF VObs gateway A&A
community specific services and EGI services.
Access Control and Keystone-VOMS interoperability. A user belonging to a
Virtual Organization and registered both in the OATs-INAF cloud site and in
the OATs-INAF Access Control, can access seamlessly cloud resources and
VObs A&A community specific services located at INAF-OATs exploiting
the proxy authentication: a user, given his X.509 certificate and his Virtual
Organization membership, can ask a VOMS proxy certificate and, using it,
perform the authentication.
14Keystone-VOMS is an extension module of Keystone, the OpenStack service that
provides API client authentication, service discovery, and distributed multi-tenant au-
thorization. Keystone-voms enables OpenStack authentication of users through X.509
certificates with VOMS extensions. It is designed to be integrated as an external authen-
tication plug-in, so that Keystone will preserve its original features and users will still be
able to authenticate using any of the Keystone native mechanisms
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The ldap server used to store the Access Control Service users and the
OpenStack cloud users in the OATs-INAF infrastructure is the same. This
way, a user can access the IVOA services and the cloud resources also ex-
ploiting the same login/password authentication.
Authorization interoperability. Data access authorization interoperability ex-
ploits proxy certificates, the certificate delegation concept and specific access
control mechanisms. The authorization information is stored in the VOSpace
front-end as meta-data. Data can be public or private and, in case they are
private, a set of groups of users have the read and/or write permissions.
The group name is assumed to contain the information about which Ac-
cess Control Service stores the information about a group (i.e. creator and
group members). This is obtained using a group IVOA compliant identi-
fier with the form: ivo://<ivoa-authority-identifier>/gms?<group-name>,
containing the information about the authority (i.e. substantially the site)
hosting the group.
If a PI (Project Investigator) wants, for example, share with an INAF-
OATs collaborator a private dataset, related to an observation, stored at
CANFAR he has to perform the following steps:
• create a group in the gatway site INAF-OATs (e.g. ivo://oats.inaf.it/gms?experimentname)
• ensure that his collaborator is registered as INAF-OATs gatway site
user
• add the collaborator as a new group member
• give to the newly created INAF-OATs group the access rights (read
and write permissions) to the CANFAR stored dataset
At this point, the collaborator needing data access have to
• have a X.509 certificate
• be member of a Virtual Organization
• create a VOMS certificate proxy
• access the INAF-OATs cloud gateway using the proxy certificate
• instantiate a cloud virtual machine using the ad hoc image providing
A&A community VObs services clients
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• access the virtual machine with the same user-password credentials
registered in the Access Control Service
• copy his proxy in the virtual machine and delegate his credentials
(proxy) to the CANFAR Credential Delegation Service
• request the data to the CANFAR VOSpace Service
At this point, the CANFAR VOSpace Service knows the groups having access
rights to that data, from the group names it knows which authority hosts that
groups and so, getting the user’s credentials from the CANFAR Delegation
Service, it uses them to query the right Access Control Services to know the
members of that groups. If the user requesting the data belongs to a group
having access, the VOSpace Service uses the user’s delegated credentials to
retrieve and return the data to the querying user.
The interoperability between the differently located (Canada and Eu-
rope) storage services is performed through a test plan carried on jointly by
CANFAR and OATs, specifically for what concerns the authentication, au-
thorization and data movement aspects. Conditions and steps described in
the previous paragraph have been verified.
7. Conclusions and future work
The new generation of scientific instruments is starting to produce an
unprecedented amount of data. At the same time, the recent astrophysics
and astroparticle experiments, although aiming at different scientific goals,
have the common characteristic to be so complex to require the cooperation
of large international collaborations collecting the expertise of Astronomers
from different countries. Handling and exploring the new big data volumes in
world-wide collaborations with the purpose of making real scientific discov-
eries, requires scientific research to be preceded by a considerable technical
activity based on the adoption of new approaches. These shall overcome
the traditional data processing methods and require the exploitation of new
computing and storage facilities and science platforms for the access, visual-
ization and analysis of the data. These challenges can be faced through the
use of appropriate science platforms. With our work we have demonstrated
the feasibility of building a science platform, by merging a cloud approach to
computing and storage resource consumption with an integrated VObs im-
plementation based on IVOA standards. In such a way, a FAIR (Findable,
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Accessible, Interoperable, Reusable) data access and management solution
can be achieved. This science platform is deployed following an hybrid cloud
model in which the CANFAR e-infrastructure and the EFC are interoperable,
thanks to a common authentication model based on X.509 certificates and to
the implementation of IVOA standards. All the work done to deploy the Vir-
tual Observatory compliant services is detailed, and on-line documentation
is publicly available to disseminate our experience15.
For the future, many plans are being made, involving developers, plat-
form administrators and final users. Among technical aspects, the need is
prominent to evaluate the feasibility of adopting new standards for authen-
tication, authorization and credential delegation, like Identity Federation,
OAuth, OpenId Connect. A thorough discussion on this topic has started
within the IVOA environment. We plan to implement a container-based de-
ployment procedure to simplify the adoption of our approach and to engage
new institutions. From the final users perspective work is on-going to collect
requirements for specific use cases and the provision of ad-hoc user interfaces
is planned.
Our work has shown that several cloud infrastructures, world-wide dis-
tributed, can be federated to create a global discipline-specific cloud, useful
for each of the future big data projects and for interoperating among all of
them. The ultimate goal of this activity is defining and implementing a tech-
nology to build a shared world-wide VO-compliant platform, based upon a
number of facilities allowing (i) to access data and (ii) to perform process-
ing on them. In such a way astrophysics and astroparticle physics would
migrate from a community of managers/curators/distributors of data collec-
tions to a community capable of managing an integrated system of services
for data-intensive astronomy.
8. Acknowledgements
This work has been partially supported by the European Commission
through the projects EGI-Engage (grant no. 654142) and ASTERICS (grant
no. 653477), in the framework of the Horizon2020 research and innovation
programme. The authors are indebted to Tiziana Ferrari (EGI) and David
Schade (CADC) for many useful discussions.
15https://github.com/oats-cadc
21
References
[1] Planck Collaboration, P. A. R. Ade, N. Aghanim, et al., Planck 2013 re-
sults. XVI. Cosmological parameters, Astronomy and Astrophysics 571
(2014) A16. arXiv:1303.5076, doi:10.1051/0004-6361/201321591.
[2] D. N. Spergel, L. Verde, H. V. Peiris, et al., First-Year Wilkinson Mi-
crowave Anisotropy Probe (WMAP) Observations: Determination of
Cosmological Parameters, Astrophysical Journal Supplement Series 148
(2003) 175–194. arXiv:astro-ph/0302209, doi:10.1086/377226.
[3] Zˇ. Ivezic´, D. Schlegel, A. Uomoto, et al., SDSS spectroscopic survey
of stars., Memorie della Societa´ Astronomica Italiana 77 (2006) 1057.
arXiv:astro-ph/0701509.
[4] J. Sabater, S. Sa´nchez-Expo´sito, P. Best, et al., Calibration of LO-
FAR data on the cloud, Astronomy and Computing 19 (2017) 75–89.
arXiv:1704.05064, doi:10.1016/j.ascom.2017.04.001.
[5] S. Johnston, M. Bailes, N. Bartel, C. Baugh, et al., PASA: Publi-
cations of the Astronomical Society of Australia 24 (2007) 174–188.
arXiv:0711.2103, doi:10.1071/AS07033.
[6] O. Tibolla, Recent Results from the MAGIC Telescopes, in: S. Giani,
et al. (Eds.), Astroparticle, Particle, Space Physics and Detectors For
Physics Applications - Proceedings of the 13th ICATPP Conference.
Published by World Scientific Publishing Co. Pte. Ltd., 2012, pp. 194–
203. arXiv:1201.2295, doi:10.1142/9789814405072{\_}0030.
[7] P. E. Dewdney, P. J. Hall, R. T. Schilizzi, T. J. L. W. Lazio,
The Square Kilometre Array, IEEE Proceedings 97 (2009) 1482–1496.
doi:10.1109/JPROC.2009.2021005.
[8] V. Connaughton, The Cherenkov Telescope Array, in: APS April Meet-
ing Abstracts, 2014, p. R8.006. doi:10.1103/BAPS.2014.APRIL.R8.6.
[9] T. de Zeeuw, R. Tamai, J. Liske, Constructing the E-ELT, The Messen-
ger 158 (2014) 3–6.
[10] J. P. Gardner, J. C. Mather, M. e. a. Clampin, The James Webb Space
Telescope, Astrophysics and Space Science Proceedings 123 (2006) 485–
606. arXiv:astro-ph/0606175, doi:10.1007/s11214-006-8315-7.
22
[11] W. O’Mullane, LSST Data Management Team, LSST Data Manage-
ment, in: American Astronomical Society Meeting Abstracts, Vol. 231
of American Astronomical Society Meeting Abstracts, 2018, p. #362.10.
[12] R. Laureijs, P. Gondoin, L. Duvet, et al., Euclid: ESA’s mission to map
the geometry of the dark universe, in: Space Telescopes and Instrumen-
tation 2012: Optical, Infrared, and Millimeter Wave, Vol. 8442, 2012, p.
84420T. doi:10.1117/12.926496.
[13] G. B. Berriman, G. Juve, E. Deelman, M. Regelson, P. Plavchan, The
application of cloud computing to astronomy: A study of cost and per-
formance, in: 2010 Sixth IEEE International Conference on e-Science
Workshops, 2010, pp. 1–7. doi:10.1109/eScienceW.2010.10.
[14] G. B. Berriman, S. L. Groom, How will astronomy archives survive the data tsunami?,
Commun. ACM 54 (12) (2011) 52–56. doi:10.1145/2043174.2043190.
URL http://doi.acm.org/10.1145/2043174.2043190
[15] C. Arviset, S. Gaudet, IVOA Technical Coordination Group, IVOA Ar-
chitecture Version 1.0, IVOA Note 23 November 2010 (Nov. 2010).
[16] P. Mell, T. Grance, The nist definition of cloud computing, Tech. Rep.
800-145, National Institute of Standards and Technology (NIST),
Gaithersburg, MD (September 2011).
URL http://csrc.nist.gov/publications/nistpubs/800-145/SP800-145.pdf
[17] T. Metsch, A. Edmonds, A. Open Cloud Computing Interface - RESTful
HTTP Rendering (v1.1), Tech. Rep. GFD-P-R.185 – Open Grid Forum
(May 2011).
[18] T. Metsch, A. Edmonds, Cloud Data Management Interface, Tech. Rep.
ISO/IEC 17826:2012 – ISO (May 2012).
[19] R. Plante, M. Graham, G. Rixon, G. Taffoni, IVOA Credential Dele-
gation Protocol Version 1.0, IVOA Recommendation 18 February 2010
(Feb. 2010). arXiv:1110.0509.
[20] M. Graham, D. Morris, G. Rixon, et al., VOSpace specification
Version 2.1, IVOA Recommendation 29 March 2013 (Mar. 2013).
arXiv:1509.06049.
23
[21] P. A. Harrison, G. Rixon, Universal Worker Service Pattern Version 1.1,
IVOA Recommendation 24 October 2016 (Oct. 2016).
[22] M. Graham, G. Rixon, P. Dowler, et al., IVOA Support Interfaces Ver-
sion 1.1, IVOA Recommendation 24 May 2017 (May 2017).
[23] R. Prodan, S. Ostermann, A survey and taxonomy of infrastruc-
ture as a service and web hosting cloud providers, in: 2009 10th
IEEE/ACM International Conference on Grid Computing, 2009, pp.
17–25. doi:10.1109/GRID.2009.5353074.
[24] R. Teckelmann, C. Reich, A. Sulistio, Mapping of cloud standards to the
taxonomy of interoperability in iaas, in: 2011 IEEE Third International
Conference on Cloud Computing Technology and Science, 2011, pp. 522–
526. doi:10.1109/CloudCom.2011.78.
[25] . G. E Fernndez-del Castillo, D Scardaci, The egi federated cloud e-
infrastructure, in: Elsevier (Ed.), Procedia Computer Science, no. 68,
2015, pp. 196–205. doi:10.1016/j.procs.2015.09.235.
[26] G. Taffoni, A. Schaaf, G. Rixon, B. Major, SSO - Single-Sign-On Pro-
file: Authentication Mechanisms Version 2.0, IVOA Recommendation
24 May 2017 (May 2017). arXiv:1709.00171.
[27] H. Enke, M. Steinmetz, H. Adorf, et al.,
Astrogrid-d: Grid technology for astronomical science, CoRR
abs/1007.4053. arXiv:1007.4053.
URL http://arxiv.org/abs/1007.4053
[28] G. Rixon, K. Benson, D. Morris, Access Control in AstroGrid Software,
in: P. Shopbell, M. Britton, R. Ebert (Eds.), Astronomical Data Anal-
ysis Software and Systems XIV, Vol. 347 of Astronomical Society of the
Pacific Conference Series, 2005, p. 316.
[29] A. Lopez Garcia, E. Fernandez-del-Castillo, M. Puel, Identity Federation
with VOMS in Cloud Infrastructures, in: IEEE (Ed.), Cloud Comput-
ing Technology and Science (CloudCom), 2013 IEEE 5th International
Conference, Vol. 1, 2013, pp. 42–48. doi:10.1109/CloudCom.2013.13.
24
