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CLASSIFICATION OF IRREDUCIBLE MODULES FOR
BERSHADSKY-POLYAKOV ALGEBRA AT CERTAIN LEVELS
DRAZˇEN ADAMOVIC´ AND ANA KONTREC
Abstract. We study the representation theory of the Bershadsky-Polyakov
algebra Wk = Wk(sl3, fθ). In particular, Zhu algebra of Wk is isomorphic to
a certain quotient of the Smith algebra, after changing the Virasoro vector.
We classify all modules in the category O for the Bershadsky-Polyakov algebra
Wk for k = −5/3,−9/4,−1, 0. In the case k = 0 we show that the Zhu algebra
A(Wk) has 2–dimensional indecomposable modules.
1. Introduction
Bershadsky-Polyakov vertex algebra Wk = Wk(sl3, fθ) is one of the simplest,
but most important minimal affine W–algebras. This vertex algebra is not of Lie
type and its representation theory is very interesting.
• In the physics literature, it appeared in the work of M. Bershadsky [18] and
A. M. Polyakov [43].
• A vertex algebraic framework for studying minimal affine W-algebras was
presented in the work of V. Kac and M. Wakimoto [35] and V. Kac, S.
Roan, M. Wakimoto [36]. These papers also give a framework for studying
the vertex algebra Wk.
• Rationality of Wk for k = p/2− 3, p ≥ 3, p odd was proved by T. Arakawa
in [10]. This paper also contains many important new ideas for studying
representation theory of Wk, which we will use in our paper. A particular
importance of Arakawa’s approach is in application of the theory of Smith
algebras from [44].
• Cosets of the Bershadsky-Polyakov algebra at half-integer levels were in-
vestigated in [11].
There are two different approaches for studying the representation theory of
Wk. The first approach uses the representation theory of the affine vertex algebra
Vk(sl(3)) and quantum Hamiltonian reduction [36], [35]. This approach is very use-
ful for constructing representations ofWk. Moreover, using Arakawa-Moreau theory
developed in papers [13, 14, 15, 16] one sees that for admissible levels k,Wk(sl3, fθ)
is quasi-lisse, and it has finitely many irreducible modules in the category O. But
this approach is not sufficient for classifying irreducible representations. Second
approach uses explicit formulas for singular vectors in the universal vertex algebra
Wk, and projection of these singular vectors in Zhu’s algebra for Wk. Although
there are some approaches to construct singular vectors in Wk using ŝl(3)–singular
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vector [30] it is still unclear how one constructs Wk–singular vectors in general.
Fortunately, in some cases one can find explicit formulas for singular vectors using
straightforward calculation. We find such singular vectors for k = −5/3,−9/4 and
for k ∈ Z, k ≥ −1. Using these singular vectors we are able to classify irreducible,
highest weight representations.
As in the case of affine vertex algebras, the classification of irreducible represen-
tations is naturally connected with Zhu’s algebra theory. If we choose the standard
Virasoro element (denoted by ω), the vertex algebraWk is 12Z≥0–graded, and Zhu’s
algebra Aω(Wk) is isomorphic to certain quotient of the polynomial algebra C[x, y].
Let us illustrate this in the cases k = −5/3,−9/4.
Table 1. Singular vectors of conformal weight 4 and 3 in Wk(sl3, fθ).
Formula for the singular vector in Wk(sl3, fθ) Projection in Aω(Wk)
Ω4, k = − 53
− 629 L2−21+ 143 L−41− 18J4−11+ 54J−2J2−11−
−130J−3J−11+ 332 J2−21+ 13J−41− 12L−3J−11+ −18x4 + 46x2y − 12x2−
46L−2J
2
−11−G+−2G−−11+G+−1G−−21− 18J−1G+−1G−−11 − 629 y2 − 109 y
Ω3, k = − 94
3
8L−31+ J
3
−11− 3J−2J−11+ 114 J−31− 32L−2J−11
+G+−1G
−
−11 x
3 − 32xy − 58x
But it turns out that in order to classify irreducible, highest weight representa-
tions, it is not enough to know the projection of singular vector in C[x, y].
We apply a different approach, which was used for different levels in [10]. We
use a new Virasoro vector ω = ω + 12DJ , and then vertex algebras Wk and Wk
become Z≥0–graded with respect to L(0) = ω1. Then Zhu’s algebras are not
longer commutative, and it carries more information on the representation theory.
Zhu algebra for Wk is realized as a quotient of the Smith algebra from [44]. Let
g(x, y) ∈ C[x, y] be an arbitrary polynomial. Associative algebra R(g) of Smith
type is generated by {E,F,X, Y } such that Y is a central element and the following
relations hold:
XE − EX = E, XF − FX = −F, EF − FE = g(X,Y ).
Table 2. Singular vectors of conformal weight 4 and 3 in
Wk(sl3, fθ) with a new Virasoro field L(z) := T (z) + 12DJ(z).
Formula for the singular vector in Wk(sl3, fθ) Relation in Aω(Wk)
Ω4, k = − 53
− 629 L(−2)21+ 143 L(−4)1− 18J(−1)41+ 31J(−2)J(−1)21−
−118J(−3)J(−1)1+ 1339 J(−2)21− 89J(−4)1+ [G+]2([ω] + 19 ) = 0
62
9 L(−2)J(−2)1− 12L(−3)J(−1)1+ 46L(−2)J(−1)21−
−G+(−2)G−(−2)1+G+(−1)G−(−3)1−
−18J(−1)G+(−1)G−(−2)1
Ω3, k = − 94
3
8L(−3)1+ J(−1)31− 94J(−2)J(−1)1+ 198 J(−3)1
− 32L(−2)J(−1)1+G+(−1)G−(−2)1 [G+]([ω] + 12 ) = 0
In the case k = −5/3, we show that Wk can be realized as a Z3-orbifold (fixed
points subalgebra) of the Weyl vertex algebraW (cf. Proposition 5.9). In this case
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Wk has exactly 9 irreducible, highest weight modules (cf. Proposition 5.5, Theorem
5.10). Of these 9 modules, 6 have finite-dimensional weight spaces for L(0), while
others have infinite-dimensional weight spaces.
In the case k = −9/4, Wk is an important example of a logarithmic vertex
algebra. We prove that Wk has exactly 6 irreducible, highest weight modules (cf.
Proposition 6.4), of which 3 have have finite-dimensional weight spaces for L(0).
Bershadsky-Polyakov vertex algebra Wk is a part of a series of vertex algebras
which can be realized using vertex algebras from logarithmic conformal field theory,
the so-called Bp–algebras. In particular, for k = −9/4 it holds that Wk ∼= B4. We
construct an uncountable family of weight modules for Wk outside of category O
(cf. Theorem 7.2).
We construct a family of singular vectors in Wk which generalizes Arakawa’s
formulas for singular vectors for k = p/2 − 3, p ≥ 3, p odd (cf. [10]). Namely,
vectors
G+(−1)n1, G−(−2)n1
are singular for n = k + 2, where k ∈ Z, k ≥ −1 (cf. Lemma 8.1).
For k = −1 and k = 0 we classify all modules in the category O. In the case
k = 0, we give an explicit realization of the vertex algebra Wk and its modules as
certain irrational subalgebras of lattice VOAs. We prove (cf. Theorem 8.6):
Theorem 1.1. (1) The vertex algebra W0 has two families of irreducible high-
est weight modules
{L(x, x2 + (i− 1)x)|x ∈ C, i = 0, 1}.
(2) There exists a Z≥0–gradedW0–moduleM such thatMtop is a 2–dimensional
indecomposable module for the Smith algebra R(g).
Representation theory of the Bershadsky-Polyakov vertex algebraWk when k ∈
Z≥1 is much more difficult, and it will be studied in our forthcoming papers.
Setup.
• The universal Bershadsky-Polyakov algebra of level k will be denoted with
Wk(sl3, fθ) or Wk;
• its unique simple quotient with Wk(sl3, fθ) or Wk.
• Modes of fields with respect to Virasoro vector ω: Jn, Ln, G±n .
• Lx,y denotes the irreducible highest weight representation with highest
weight (x, y) with respect to (J0, L0) and highest weight vector vx,y.
• L∗x,y denotes the module contragredient to Lx,y with respect to the Virasoro
algebra generated by Ln, n ∈ Z
• Modes of fields with respect to Virasoro vector ω = ω + 12DJ :
J(n) = Jn, L(n) = Ln − n+ 1
2
Jn, G
+(n) = G+n , G
−(n) = G−n+1.
• L(x, y) denotes the irreducible highest weight representation with highest
weight (x, y) with respect to (J(0), L(0)) and highest weight vector v(x, y).
• We have L(x, y) = Lx,y+x/2.
• The Zhu algebra associated to the vertex operator algebra V with the Vi-
rasoro vector ω will be denoted with Aω(V ).
• The Smith algebra corresponding to the polynomial g(x, y) ∈ C[x, y] is
denoted with R(g).
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2. Preliminaries
In this section we briefly recall definitions of certain types of modules for vertex
operator algebras, as well as examples of VOAs that will be used in later sections.
As the Bershadsky-Polyakov algebra is 12Z-graded, we also define contragredient
modules and Zhu algebra for 12Z-graded vertex operator algebras.
2.1. Vertex algebras and its modules. Following [24], we will say that V is a
1
2Z-graded vertex operator algebra if V satisfies all the axioms for the VOA except
that V is 12Z-graded instead of Z-graded.
Let V be a 12Z-graded VOA. A weak V –module is the pair (M,Y ), where M
is a complex C-graded vector space and Y is the operator
Y : V −→ (EndM)[[z, z−1]], Y (v, z) =
∑
n∈Z
vnz
−n−1
satisfying the following conditions for u, v ∈ V , w ∈M :
(1) Y (1, z) = IdM ,
(2) vnw = 0 for n ∈ Z sufficiently large,
(3) The Jacobi identity holds:
z−10 δ
(
z1 − z2
z0
)
YM (u, z1)YM (v, z2)w − z−10 δ
(−z2 + z1
z0
)
YM (v, z2)YM (u, z1)w =
= z−12 δ
(
z1 − z0
z2
)
YM (Y (u, z0)v, z2)w.
(4) Setting Y (ω, z) =
∑
n∈Z Lnz
−n−2, it holds that
[Lm, Ln] = (m− n)Lm+n + m
3 −m
12
cδm+n,0, (m,n ∈ Z),
d
dz
Y (v, z) = Y (L−1v, z).
An ordinary V -module (M,Y ) is a weak V -module M =
⊕
h∈CM(h), where
M(h) = {w ∈M : L0w = hw}, such that ∀h ∈ C, dim M(h) <∞ andM(h+n) = 0
for n ∈ Z sufficiently small.
2.2. Contragredient modules. The notion of contragredient modules for VOAs
was originally introduced in [26] and further generalized to Q-graded VOAs in [24].
Here we only state the results for 12Z-graded VOAs (see [24], [40] for the more
general theory of contragredient modules for Q-graded VOAs).
Let V be a 12Z-graded VOA and let M =
⊕
h∈CM(h) be a ordinary V -module
such that dim M(h) < ∞, ∀h ∈ C. Let M∗ = ⊕h∈CM∗(h) be the graded dual
space of M . Define the adjoint vertex operators Y ∗(v, z) for v ∈ V as
Y ∗ : V −→ (EndM∗)[[z, z−1]], Y ∗(v, z) =
∑
n∈Z
v∗nz
−n−1
satisfying the condition
〈Y ∗(v, z)w∗, w〉 = 〈w∗, Y (ezL(1)epiiL(0)z−2L(0)v, z−1)w〉
for v ∈ V , w∗ ∈ M∗, w ∈ M . Here 〈·, ·〉 denotes the natural pairing between V ∗
and V .
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Proposition 2.1 ([24], Proposition 3.7., Remark 3.8.). Let V be a 12Z-graded vertex
operator algebra. Then M∗ has the structure of a V -module.
We will call M∗ the V -module contragredient to M .
Let V be a VOA and M a V -module. In [26] it was proved that the double
contragredient module (M∗)∗ is isomorphic to M , and hence M is irreducible if
and only if M∗ is irreducible (cf. [26], Proposition 5.3.2.) If V is a Q-graded VOA,
the following relation holds (cf. [40], Remark 2.5.):
(2.1) (Y ∗)∗(v, z) = Y (τ(v), z),
where τ = e2piiL(0) is an automorphism of V .
Recall that the automorphism group Aut(V ) acts on the set of irreducible mod-
ules by M 7→M ◦ g, for g ∈ Aut(V ) (cf. [21]).
Since by (2.1), the double contragredient module (M∗)∗is isomorphic to the
moduleM ◦ τ , we conclude that (M∗)∗ is irreducible if and only ifM is irreducible.
This implies that M∗ is irreducible if and only if M is irreducible.
2.3. Zhu algebra. Let V =
⊕
r∈ 1
2
Z
V (r) be a 12Z-graded VOA, and let deg a = r
for a ∈ V (r). Let
V 0 =
⊕
r∈Z
V (r), V 1 =
⊕
r∈ 1
2
+Z
V (r).
Define bilinear mappings ∗ : V × V −→ V , ◦ : V × V −→ V :
a ∗ b =
{
Resz
(
Y (a, z) (1+z)
deg a
z b
)
, for a, b ∈ V 0
0, for a, b ∈ V 1
a ◦ b =

Resz
(
Y (a, z) (1+z)
deg a
z2 b
)
, for a ∈ V 0
Resz
(
Y (a, z) (1+z)
deg a− 1
2
z b
)
, for a ∈ V 1,
for homogenuous a, b.
Let O(V ) ⊂ V be the linear span of the elements a ◦ b. The quotient space
A(V ) =
V
O(V )
is an associative algebra called the Zhu algebra of the VOA V .
In the case V 1 = {0}, we get the usual definition of Zhu’s algebra for vertex
operator algebras [45].
For homogenuous a, b ∈ V , the following formula holds ([45], Lemma 2.1.3.):
(2.2) a ∗ b− b ∗ a = Resz(1 + z)deg a−1Y (a, z)b+O(V ).
2.4. The Weyl vertex algebra. The Weyl vertex algebra W is the universal
vertex algebra generated by the even fields a+ and a− and the following non-trivial
λ–bracket:
[a+λ a
−] = 1.
The vertex algebra W has the structure of the irreducible level one module for the
Lie algebra with generators {K, a±n | n ∈ Z} and commutation relations:
[a+r , a
−
s ] = δr+s+1,0K, [a
±
r , a
±
s ] = 0 (r, s ∈ Z, ),
6 DRAZˇEN ADAMOVIC´ AND ANA KONTREC
where K is central element. The fields a± acts onW as the following Laurent series
a±(z) =
∑
n∈Z
a±n z
−n−1.
2.5. Clifford vertex algebra. Clifford vertex algebra F is the universal vertex
algebra generated by the odd fields Ψ+ and Ψ− , and the following λ–brackets:
[ Ψ+λΨ
− ] = 1, [ Ψ±λΨ
± ] = 0.
The vertex algebra F has the structure of an irreducible module for the Clifford
algebra Cl(A) associated to the vector superspace A = CΨ+⊕CΨ− with generators
Ψ±(r), r ∈ 12 + Z and commutation relations
{Ψ+(r),Ψ−(s)} = δr+s,0, {Ψ±(r),Ψ±(s)} = 0.
As a vector space,
F =
∧(
Ψ±(1/2− n), n ∈ Z>0
)
.
Let α =: Ψ+Ψ− :. The field α(z) generates a Heisenberg vertex subalgebra of
F , which we denote with M(1). Vertex algebras M(1) and F have the following
Virasoro vector of central charge c = 1:
ωF =
1
2
: αα :,
so that Ψ± are primary fields of conformal weight 1/2.
If we choose the Virasoro vector
ωc=−2 =
1
2
(: αα : +Dα)
of conformal weight c = −2, then Ψ+ and Ψ− are primary fields of conformal
weights 0 and 1 respectively.
2.6. Symplectic fermions. Symplectic fermions A(1) are the universal vertex
algebra generated by the odd fields b and c, and the following λ–brackets:
[bλc] = λ, [bλb] = [cλc] = 0.
The vertex algebra A(1) has the structure of an irreducible module for the Lie
superalgebra with generators b(n), c(n), n ∈ Z and commutation relations
{b(n), c(m)} = nδn+m,0.
All other super-commutators are equal to 0. As a vector space,
A(1) ∼=
∧
(b(−n), c(−n), n ∈ Z>0) .
A(1) has the following Virasoro vector of central charge c = −2:
ωA(1) =: bc : .
There is a conformal embedding of A(1) into F such that
b = −DΨ+, c = Ψ−, ωA(1) = ωc=−2.
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3. Bershadsky-Polyakov algebra Wk(sl3, fθ)
Bershadsky-Polyakov vertex algebra Wk(= Wk(sl3, fθ)) is the minimal affine
W-algebra associated to the minimal nilpotent element fθ. The algebra Wk is
generated by four fields T, J,G+, G−, of conformal weights 2, 1, 32 ,
3
2 and is a
1
2Z-
graded VOA.
Definition 3.1. Universal Bershadsky-Polyakov vertex algebra Wk is the vertex
algebra generated by fields T, J,G+, G−, which satisfy the following relations:
J(x)J(y) ∼ 2k + 3
3
(z − w)−2, G±(z)G±(w) ∼ 0,
J(z)G±(w) ∼ ±G±(w)(z − w)−1,
T (z)T (w) ∼ −ck
2
(z − w)−4 + 2T (w)(z − w)−2 +DT (w)(z − w)−1,
T (z)G±(w) ∼ 3
2
G±(w)(z − w)−2 +DG±(w)(z − w)−1,
T (z)J(w) ∼ J(w)(z − w)−2 +DJ(w)(z − w)−1,
G+(z)G−(w) ∼ (k + 1)(2k + 3)(z − w)−3 + 3(k + 1)J(w)(z − w)−2+
+ (3 : J(w)J(w) : +
3(k + 1)
2
DJ(w) − (k + 3)T (w))(z − w)−1,
where ck = − (3k+1)(2k+3)k+3 .
Vertex algebra Wk is called the universal Bershadsky-Polyakov vertex algebra
of level k. For k 6= −3 , Wk has a unique simple quotient which is denoted by Wk.
Let
T (z) =
∑
n∈Z
Lnz
−n−2
J(z) =
∑
n∈Z
Jnz
−n−1,
G+(z) =
∑
n∈Z
G+n z
−n−1,
G−(z) =
∑
n∈Z
G−n z
−n−1.
The following commutation relations hold:
[Jm, Jn] =
2k + 3
3
mδm+n,0, [Jm, G
±
n ] = ±G±m+n,
[Lm, Jn] = −nJm+n,
[Lm, G
±
n ] = (
1
2
m− n+ 1
2
)G±m+n,
[G+m, G
−
n ] = 3(J
2)m+n−1 +
3
2
(k + 1)(m− n)Jm+n−1 − (k + 3)Lm+n−1+
+
(k + 1)(2k + 3)(m− 1)m
2
δm+n,1.
By applying results from [35] we see that for every (x, y) ∈ C2 there exists an
irreducible representation Lx,y of Wk generated by a highest weight vector vx,y
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such that
J0vx,y = xvx,y, Jnvx,y = 0 for n > 0,
L0vx,y = yvx,y, Lnvx,y = 0 for n > 0,
G±n vx,y = 0 for n ≥ 1.
Let Aω(V ) be the Zhu algebra associated to the VOA V with the Virasoro vector
ω, and let [v] be the image of v ∈ V under the mapping V 7→ Aω(V ).
For the Zhu algebra Aω(Wk) it holds that:
Proposition 3.2. There exists a homomorphism Φ : C[x, y]→ Aω(Wk) such that
Φ(x) = [J ], Φ(y) = [T ].
Proof. Since the fields G+, G−, J, T are strong generators for Wk, the Zhu algebra
Aω(Wk) is generated by [G+], [G−], [J ], [T ]. But, since
[G±−11] ◦ [1] = ReszG±(z)
(1 + z)degG
±
−1−
1
2
z
1
= Resz(
1
z
+ 1)(
∑
G±n z
−n−1)1
= G±−11 = G
± ∈ O(V ),
we have that [G±] = 0 in Aω(Wk).
As [T ] is in the center of Aω(Wk), we conclude that Aω(Wk) is a commutative
algebra and hence there is a homomorphism from the symmetric algebra in two
variables into Aω(Wk). 
Remark 3.3. It can be shown that the homomorphism Φ : C[x, y] → Aω(Wk) is
in fact an isomorphism, i.e. that Aω(Wk) ∼= C[x, y].
Let L∗x,y denote the module contragredient to Lx,y with respect to the Virasoro
algebra generated by Ln, n ∈ Z (cf. Section 2). The following lemma illustrates the
symmetry property of contragredient modules.
Lemma 3.4.
(1) The contragredient module L∗x,y is isomorphic to L−x,y.
(2) Assume that Lx,y is a Wk–module. Then L−x,y is also a Wk–module.
4. Smith algebra and Zhu’s algebra Aω(Wk)
The class of associative algebras R(f) parametrized by an arbitrary polynomial
f(x) ∈ C[x], with generators {A,B,H} satisfying relations
HA−AH = A, HB −BH = −B, AB −BA = f(H).
were introduced by S. P. Smith in [44].
These algebras were used by T. Arakawa in the paper [10] to prove rationality
of Wk(sl3, fθ) for k = p/2− 3, p ≥ 3, p odd. In this section we recall some results
from this paper which we will use to classify Wk-modules, and prove that the Zhu
algebra associated to Wk is a quotient of the Smith algebra. First we expand the
original definition of Smith algebras R(f) by adding a central element.
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Definition 4.1. Let g(x, y) ∈ C[x, y] be an arbitrary polynomial. Associative al-
gebra R(g) of Smith type is generated by {E,F,X, Y } such that Y is a central
element and the following relations hold:
XE − EX = E, XF − FX = −F, EF − FE = g(X,Y ).
4.1. Structure of the Zhu algebra Aω(Wk). Now we consider the Zhu algebra
Aω(Wk) associated to the Bershadsky-Polyakov algebra Wk with a new Virasoro
field
L(z) := T (z) +
1
2
DJ(z).
Then ω = ω + 12DJ is a conformal vector ωn+1 = L(n) with central charge
ck = −4(k + 1)(2k + 3)
k + 3
.
The fields J,G+, G− have conformal weights 1, 1, 2 respectively. Set J(n) = Jn, G
+(n) =
G+n , G
−(n) = G−n+1. We have
L(z) =
∑
n∈Z
L(n)z−n−2, G+(z) =
∑
n∈Z
G+(n)z−n−1, G−(z) =
∑
n∈Z
G−(n)z−n−2.
This defines a Z≥0-gradation on Wk.
Proposition 4.2. Zhu algebra Aω(Wk) is a quotient of the Smith algebra R(g) for
g(x, y) = −(3x2 − (2k + 3)x− (k + 3)y).
Proof. Let
E = [G+], F = −[G−], X = [J ], Y = [ω],
where [G+], [G−], [J ], [ω] are the generators of the Zhu algebra Aω(Wk). Using
formula (2.2), we have:
X ∗ E − E ∗X = Resz(
∑
J(n)z−n−1)G+(−1)1+O(V )
= [J(0)G+(−1)1] = [G+(−1)1] = E,
X ∗ F − F ∗X = −Resz(
∑
J(n)z−n−1)G−(−2)1+O(V )
= −[J(0)G−(−2)1] = [G−(−2)1] = −F,
X ∗ Y − Y ∗X = Resz(
∑
J(n)z−n−1)L(−2)1+O(V )
= [J(0)L(−2)1] = 0,
E ∗ F − F ∗ E = −Resz(
∑
G+(n)z−n−1)G−(−2)1+O(V )
= −[G+(0)G−(−2)1]
= −[3J2(−2)1+ (2k + 3)J(−2)1− (k + 3)L(−2)1]
= −(3X2 − (2k + 3)X − (k + 3)Y ) = g(X,Y ),
E ∗ Y − Y ∗ E = Resz(
∑
G+(n)z−n−1)L(−2)1+O(V )
= [G+(0)L(−2)1] = 0,
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F ∗ Y − Y ∗ F = −Resz(1 + z)(
∑
G−(n)z−n−2)L(−2)1+O(V )
= −[G−(−1)L(−2)1]− [G−(0)L(−2)1]
= −[L(−1)G−(−2)1]− 2[G−(−2)1]
= 2[G−(−2)1]− 2[G−(−2)1] = 0.
As the generators E,F,X, Y satisfy the defining relations for the Smith algebra,
we conclude that there is a homomorphism from the Smith algebra R(g) into the
Zhu algebra Aω(Wk).

4.2. Modules for the Zhu algebras Aω(Wk) and Aω(Wk). In the previous
sections we showed that the Zhu algebra Aω(Wk) is isomorphic to the algebra of
polynomials in two variables C[x, y], while the Zhu algebra Aω(Wk) (corresponding
to the Bershadsky-Polyakov algebra with a shifted Virasoro vector ω) is a quotient
of the Smith algebra R(g) for a certain polynomial g.
Now we investigate the relationship between modules for these two Zhu algebras.
Consider the irreducible highest weight module L(x, y) for Wk, generated by a
highest weight vector v(x, y) := vx,y with highest weight (x, y + x/2) ∈ C2. For
n ≥ 0 we have:
L(n)v(x, y) = (Ln − n+ 1
2
Jn)v(x, y) = yδn,0v(x, y).
Clearly we have:
L(x, y) = Lx,y+x/2.
We get:
Proposition 4.3. For every (x, y) ∈ C2 there exists an irreducible representation
L(x, y) of Wk generated by a highest weight vector v(x, y) such that
J(0)v(x, y) = xv(x, y), J(n)v(x, y) = 0 for n > 0,
L(0)v(x, y) = yv(x, y), L(n)v(x, y) = 0 for n > 0,
G−(n− 1)v(x, y) = G+(n)v(x, y) = 0 for n ≥ 1.
Lemma 4.4. L(x, y) is a Wk–module if and only if L(−x, y+ x) is a Wk–module.
Proof. The proof follows using the symmetry property of contragredient modules
(Lemma 3.4):
L(x, y)∗ = L∗x,y+x/2 = L−x,y+x/2 = L(−x, y + x).

Define:
L(x, y)top = {v ∈ L(x, y) : L(0)v = yv} .
Now let
g(x, y) = −(3x2 − (2k + 3)x− (k + 3)y) ∈ C[x, y]
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and define polynomials hi(x, y), for i ∈ N (cf. [10]) as
hi(x, y) =
1
i
(g(x, y) + g(x+ 1, y) + ...+ g(x+ i− 1, y))
= −i2 + ki− 3xi+ 3i− 3x2 − k + 2kx+ 6x+ ky + 3y − 2.
The following properties were proven in [10]:
Proposition 4.5 ([10], Proposition 2.2.). Let L(x, y)top and hi(x, y), for i ∈ N be
as above. Then:
(i) L(x, y)top is spanned (as a vector space) by vectors
{
(G+(0))iv(x, y) 0 ≤ i},
(ii) If the space L(x, y)top is n-dimensional, then hn(x, y) = 0.
Define
∆(−J, z) = z−J(0)exp
(
∞∑
k=1
(−1)k+1−J(k)
kzk
)
,
and let ∑
n∈Z
ψ(an)z
−n−1 = Y (∆(−J, z)a, z),
for a ∈ Wk.
The operator ∆(h, z) associates to every V -module M a new structure of an
irreducible V -module. Let us denote this new module (obtained using the mapping
an 7→ ψ(an)) with ψ(M). As the ∆-operator acts bijectively on the set of irreducible
modules, there exists an inverse ψ−1(M).
From the definition of ∆(−J, z) we have that
ψ(J(n)) = J(n)− 2k + 3
3
δn,0, ψ(L(n)) = L(n)− J(n) + 2k + 3
3
δn,0,
ψ(G+(n)) = G+(n− 1), ψ(G−(n)) = G−(n+ 1).
Lemma 4.6 ([10], Proposition 2.3.). Let dimL(x, y)top = i. Then
v̂(x, y) = G+(0)i−1v(x, y)
is a highest weight vector for ψ(L(x, y)), with highest weight
(x+ i− 1− 2k + 3
3
, y − x− i+ 1 + 2k + 3
3
).
Specifically, it holds that
ψ(L(x, y)) ∼= L(x+ i− 1− 2k + 3
3
, y − x− i+ 1 + 2k + 3
3
).
5. Classification of irreducible modules for k = −5/3
In this section we classify irreducible Wk–modules for k = −5/3. Here we
rely on results from Section 4, which connected the Zhu algebra associated to the
Bershadsky-Polyakov algebra Wk to the Smith algebra R(g). Another important
ingredient in the classification is the singular vector of conformal weight 4 in Wk,
and properties of its projection in the Zhu algebra.
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5.1. Singular vector and relations in Zhu’s algebra. First we calculate an
explicit formula for singular vector of conformal weight 4 and its projection in the
Zhu algebra Aω(Wk).
Lemma 5.1. Vertex algebraWk for k = − 53 contains a unique (up to scalar factor)
singular vector of conformal weight 4, and it is given by
Ω4 = −62
9
L2−21+
14
3
L−41− 18J4−11+ 54J−2J2−11− 130J−3J−11+
+
33
2
J2−21+ 13J−41− 12L−3J−11+ 46L−2J2−11−G+−2G−−11+
+G+−1G
−
−21− 18J−1G+−1G−−11.
Proof of this lemma is obtained by direct calculation and is therefore omitted.
Proposition 5.2. Let Ω4 be the singular vector of conformal weight 4 inWk and let
k = −5/3. Projection of Ω4 in the Zhu algebra Aω(Wk) is given by the polynomial
U(x, y) ∈ C[x, y],
U(x, y) = −18x4 + 46x2y − 1
2
x2 − 62
9
y2 − 10
9
y.
Now we choose a new Virasoro field
L(z) =
∑
n∈Z
L(n)z−n−2 := T (z) +
1
2
DJ(z),
so that the corresponding Zhu algebra Aω(Wk) is a quotient of the Smith algebra
R(g) for g(x, y) = −(3x2 − (2k + 3)x− (k + 3)y) (cf. Proposition 4.2).
From Proposition 5.2 we obtain the following criterion:
Lemma 5.3. Let L(x, y) be an irreducible Wk–module. Then (x, y) ∈ C2 satisfy
U(x, y + x/2) = 0.
The following relation (derived from the formula for the singular vector Ω4, see
Appendix B) is essential in the classification of irreducible Wk–modules.
Proposition 5.4. In the Zhu algebra Aω(Wk) it holds that
(5.1) [G+]2([ω] +
1
9
) = 0.
Define
Sk = {(−1
9
, 0), (0, 0), (
1
3
,
1
3
), (−1
3
,
2
3
), (−4
9
,
1
3
), (−7
9
,
2
3
)}.
S˜k = {(1
9
,−1
9
), (
4
9
,−1
9
), (
7
9
,−1
9
)}.
Proposition 5.5. Let k = −5/3. Assume that L(x, y) is an irreducible Wk–
module. Then we have
(i) (x, y) ∈ Sk ∪ S˜k.
(ii) If L(x, y)top is finite-dimensional, then (x, y) ∈ Sk.
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Proof. Let M =
⊕∞
n=0M(n) be a Z≥0-graded irreducible module for Wk. From
Zhu theory it follows that M(0) is a module for the Zhu algebra Aω(Wk), and that
[G+]2([ω] + 1/9) = 0
on M(0).
Let v(x, y) be a highest weight vector with highest weight (x, y) for M(0). As-
sume that M(0) is finite dimensional. From the above relation it follows that we
have two cases: either (G+(0))2 acts trivially on M(0), or y = −1/9.
(1) (G+(0))2 = 0 on M(0)
Since it holds that (G+(0))2v(x, y) = 0 on M(0) and G−(0)(G+(0))iv(x, y) =
ihi(x, y)(G
+(0))i−1v(x, y), it follows that h2(x, y) = 0 or G
+(0)v(x, y) = 0 (hence
h1(x, y) = 0) ⇒ M(0) is either a 1-dimensional or 2-dimensional module for the
Zhu algebra. Now we consider the module M̂ = Ψ(M). M̂ is a module with highest
weight (xˆ, yˆ), where
xˆ = x+ i− 1 + 1
9
, yˆ = y − x− i+ 1− 1
9
.
Assume first that G+(0)v(x, y) = 0. Then it holds that xˆ = x+ 19 , yˆ = y−x− 19 .
Notice that ŷ = − 19 if and only if y = x. If y 6= x, on the top level of M̂ again the
relation G+(0) = 0 holds. It follows that the top level of M̂(0) is 1–dimensional
and hence h1(xˆ, yˆ) = 0. Now
h1(x, y) = 0 = h1(xˆ, yˆ),
gives us a system of equations
−3x2 − 1
3
x+
4
3
y = 0
−3x2 − 7
3
x+
4
3
y − 2
9
= 0
which has a unique solution (x, y) = (− 19 , 0).
If x = y, the equation h1(x, x) = 0 has solutions x = 0 and x =
1
3 .
Let us now consider the case h2(x, y) = 0. It holds that xˆ = x+
10
9 , yˆ = y−x− 109 ,
and furthermore ŷ = − 19 if and only if y = x+ 1.
(a) Suppose first that y 6= x+ 1. Then we again have the relation (G+(0))2 = 0
on the top level of M̂ . Hence the top level of M̂(0) is either 1–dimensional or
2–dimensional and it holds that h1(xˆ, yˆ) = 0 or h2(xˆ, yˆ) = 0.
If M(0) is a 1-dimensional module for the Zhu algebra, it holds that
h1(x, y) = 0 = h2(x+
1
9
, y − x− 1
9
),
and
−3x2 − 1
3
x+
4
3
y = 0
−3x2 − 16
3
x+
4
3
y − 20
9
= 0
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which has a unique solution (x, y) = (− 49 , 13 ).
IfM(0) is a 2-dimensional module for the Zhu algebra, there are two possibilities:
if
h2(x, y) = 0 = h1(xˆ, yˆ),
we obtain a system of equations
−3x2 − 10
3
x+
4
3
y − 5
3
= 0
−3x2 − 25
3
x+
4
3
y − 50
9
= 0
which has a unique solution (x, y) = (− 79 , 23 );
if
h2(x, y) = 0 = h2(xˆ, yˆ),
we obtain a system of equations
−3x2 − 10
3
x+
4
3
y − 5
3
= 0
−3x2 − 34
3
x+
4
3
y − 95
9
= 0
which has a unique solution (x, y) = (− 109 , 54 ).
From Lemma 5.3 it follows that if L(x, y) is an irreducible Wk–module, then
(x, y) must be a zero of the equation
U(x, y + x/2) = 0.
Since (− 109 , 54 ) is not a solution of U(x, y + x/2) = 0, then L(− 109 , 54 ) cannot be a
Wk–module.
(b) Suppose that y = x+ 1. Since we have that h2(x, y) = h2(x, x + 1) = 0, by
solving this equation we obtain a unique solution (x, y) = (− 13 ,− 13 ).
(2) It remains to consider Z≥0–graded modules M = L(x, y) =
⊕∞
n=0M(n) with
M(0) = L(x, y)top such that
(∗) L(0) ≡ −1
9
Id on M(0).
As above, a necessary condition for L(x, y) to be an irreducible Wk–module is
that (x, y) is a zero of the equation
U(x, y + x/2) = 0.
By solving this equation, we get x ∈ { 19 , 49 , 79 ,− 118}.
If L(−1/18,−1/9) is a Wk–module, then by Lemma 4.4 so is L(1/18,−1/6).
From the relation
[G+]2([ω] + 1/9) = 0
on L(1/18,−1/6)top, we see that (as y = −1/6 6= −1/9), if L(1/18,−1/6) were a
Wk–module, then necessarily (G+(0))2 = 0 on L(1/18,−1/6)top. Hence L(1/18,−1/6)top
would need to be a 1- or 2-dimensional module for the Zhu algebra.
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But, since h1(x, y) 6= 0 and h2(x, y) 6= 0 for (x, y) = (1/18,−1/6), the top
component of L(1/18,−1/6) is not a 1- or 2-dimensional module for the Zhu algebra.
Hence L(−1/18,−1/9) is not a Wk–module.
This proves that (x, y) ∈ Sk ∪ S˜k, so assertion (1) holds.
From the first part of the proof we have that L(x, y)top is finite-dimensional for
(x, y) ∈ Sk. Assume that dimL(x, y)top = i for certain i ∈ Z>0 and (x, y) ∈ S˜k. By
direct calculation we have
hi(1/9,−1/9) = 2/9 + i − i2 6= 0,
hi(4/9,−1/9) = 1/9− i2 6= 0,
hi(7/9,−1/9) = −(2/9)− i− i2 6= 0.
A contradiction. Therefore, L(x, y)top is infinite-dimensional for (x, y) ∈ S˜k. This
proves assertion (2). 
5.2. Embedding of Wk into the Weyl vertex algebra. It remains to prove
that modules from Proposition 5.5 are indeed Wk–modules. For that purpose, we
will show first that the vertex algebra Wk can be embedded into the Weyl vertex
algebra.
Proposition 5.6. Let
J = −1
3
a+−1a
−
−11, ω =
1
2
(
a−−2a
+
−1 − a+−2a−−1
)
1,
G+ =
1
3
(
a+−1
)3
1, G− =
1
9
(
a−−1
)3
1,
where {a±n : n ∈ Z} are generators of the Weyl vertex algebra W . The vertex subal-
gebra W˜k of the Weyl vertex algebra W generated by vectors J, ω,G± is isomorphic
to a certain quotient of Wk.
Sketch of proof. We claim that the above choice of generators defines a nontrivial
homomorphism of vertex algebras Θ : Wk → W . This follows from the following
lemma:
Lemma 5.7. For J, ω,G+, G− as above it holds that
G+2 G
− =
2
9
1,
G+1 G
− = −2J,
G+0 G
− = 3J2−1 −DJ −
4
3
ω,
and the fact that ω = 12
(
a−−2a
+
−1 − a+−2a−−1
)
1 is a conformal vector of central
charge −1. Proof of Lemma 5.7 is technical and is given in the Appendix. 
In the next proposition we will show that W˜k is in fact isomorphic to the simple
quotient Wk.
Let g = e
2pii
3
J0 . Then g is an automorphism of W of order 3 and it holds that
W =W (0) +W (1) +W (−1),
where
W (j) = {v ∈W | gv = e−2pii3 jv}, j = 0, 1, 2.
Hence W (0) is a simple vertex algebra, and W (±1) are irreducible W (0)-modules.
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Lemma 5.8. Let Ω4 the singular vector of conformal weight 4 in Wk. We have:
Θ(Ω4) = 0 in W.
Proof. Let
W4,0 = {v ∈ W |L0v = 4v, J0v = 0}, Wk4,0 = {v ∈ Wk|L0v = 4v, J0v = 0}.
First notice that
W4,0 = spanC{(a+−2)2(a−−1)2, (a−−2)2(a+−1)2, a+−3a−−2, a−−3a+−2, a+−4a−−1, a−−4a+−1,
a+−3a
+
−1(a
−
−1)
2, a−−3a
−
−1(a
+
−1)
2, a+−2(a
−
−1)
3(a+−1)
2, a−−2(a
+
−1)
3(a−−1)
2,
a+−1a
−
−1a
+
−2a
−
−2, (a
+
−1)
4(a−−1)
4},
hence dimW4,0 = 12. Similarly we see that dimWk4,0 = 13. We conclude that there
is a nontrivial relationship between the generators of Wk and hence Ker Θ 6= 0.
Since the singular vector Ω4 of conformal weight 4 is unique (cf. Lemma 5.1), it
must hold that Ω4 ∈ Ker Θ. 
Proposition 5.9. Let W be the Weyl vertex algebra, g as above. Then it holds
that:
(1) Wk =W (0).
(2) W (±1) are irreducible Wk–modules of highest weight (13 , 13 ), (− 13 , 23 ) respec-
tively.
Proof. First notice that a± ∈ W (±1) are highest weight vectors, with highest
weights (13 ,
1
3 ), (− 13 , 23 ). If we show that W˜k = Wk = W 0, then it will follow
that W (±1) are irreducible Wk-modules of highest weight (13 , 13 ), (− 13 , 23 ).
Let us prove (1). Assume that W˜k 6= W (0). Then W (0) is a module for W˜k.
W (0) contains an irreducibleWk–subquotient L(x, y) of highest weight (x, y), where
x = m ∈ Z, and y = n2 ∈ 12Z. From Proposition 5.5 we know that if L(x, y)
is an irreducible Wk–module with finite dimensional weight subspaces for L(0),
then (x, y) ∈ Sk. But since potential highest weights also need to be of the form
(x, y) = (m, n2 ), for m,n ∈ Z, we conclude that (m,n) = (0, 0) is the only such
weight. Since W˜k = W (0), W˜k is simple, hence W˜k = Wk. This completes the
proof of the claim. 
5.3. Classification of irreducible modules in the category O. Now we are
ready to complete the proof of classification of ordinary Wk–modules and Wk–
modules in the categoryO for k = −5/3. So we need to determine which irreducible
highest weight modules L(x, y) are modules for Wk.
Theorem 5.10. Let k = −5/3. The set
{L(x, y) | (x, y) ∈ Sk ∪ S˜k},
gives a complete list of irreducible Wk–modules from the category O.
Proof. We have proved in Proposition 5.5 that if L(x, y) is a Wk–module, then
(x, y) ∈ Sk ∪ S˜k. So it remains to see that modules parametrized by Sk ∪ S˜k are
indeed Wk–modules.
From Proposition 5.9 it follows that the Weyl vertex algebra W is a direct sum
of three irreducible Wk–modules, with the following highest weights:
• W (0) has a highest weight vector 1, with the highest weight (0, 0)
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• W (1) has a highest weight vector a+−11, with the highest weight (1/3, 1/3)
• W (−1) has a highest weight vector a−−11, with the highest weight (−1/3, 2/3).
Hence L(0, 0), L(1/3, 1/3) and L(−1/3, 2/3) are irreducibleWk–modules. Claim
now follows from the formulas
Ψ−1(L(0, 0)) = L(−1
9
, 0),
Ψ−1(L(−1
3
,
2
3
)) = L(−4
9
,
1
3
),
Ψ−1(L(
1
3
,
1
3
)) = L(−7
9
,
2
3
),
Ψ(L(0, 0)) = L(
1
9
,−1
9
),
Ψ(L(−1
3
,
2
3
)) = L(
7
9
,−1
9
),
Ψ(L(
1
3
,
1
3
)) = L(
4
9
,−1
9
),
and the fact that for every irreducibleWk–moduleM , Ψ(M) and Ψ−1(M) are again
irreducible Wk–modules. 
Remark 5.11. Note that the Weyl vertex algebra is non-rational and it contains
infinitely many weight-modules (cf. [8]) and modules of Whittaker type (cf. [7]).
Since Wk is an orbifold of the Weyl vertex algebras, Whittaker and weight modules
are also Wk–modules. Moreover, the Weyl vertex algebra also contains logarithmic
modules (cf. [19], [38]), which by restriction, gives logarithmic Wk–modules.
6. Classification of irreducible modules for k = −9/4
In this section we classify irreducible Wk–modules for k = −9/4, using meth-
ods that are analogous to the ones used in the previous section to classify Wk–
modules for k = −5/3. Realization of these modules relies on a construction of the
Bershadsky-Polyakov algebraWk as a part of the series of Bp-algebras (see Section
7).
6.1. Singular vector Ω3 and the relation in the Zhu algebra. As in the
previous section, the starting point in the classification of irreducible Wk–modules
is the formula for the singular vector Ω3 of conformal weight 3, which is obtained
by direct calculation.
Lemma 6.1. Vertex algebraWk for k = − 94 contains a unique (up to scalar factor)
singular vector of conformal weight 3, and it is given by
Ω3 =
3
8
L−31+ J
3
−11− 3J−2J−11+
11
4
J−31− 3
2
L−2J−11+G
+
−1G
−
−11.
Proposition 6.2. Let Ω3 be the singular vector of conformal weight 3 inWk and let
k = −9/4. Projection of Ω3 in the Zhu algebra Aω(Wk) is given by the polynomial
V (x, y) ∈ C[x, y],
V (x, y) = x3 − 3
2
xy − 5
8
x = x(x2 − 3
2
y − 5
8
).
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Let ω = ω + 12DJ be the new Virasoro vector. Similarly to the case k = −5/3,
we derive the following key relation in Aω(Wk) from the formula for the singular
vector Ω3.
Proposition 6.3. In the Zhu algebra Aω(Wk) it holds that
(6.1) [G+]([ω] +
1
2
) = 0.
Proof of relation (6.1) is completely analogous to the case k = −5/3 (see Ap-
pendix B).
6.2. Classification of irreducible modules in the category O.
Proposition 6.4. Let k = −9/4. Define
Sk = {(−1
2
, 0), (0, 0), (−1
4
,−1
4
)}, S˜k = {(0,−1
2
), (
1
4
,−1
2
), (
1
2
,−1
2
)}.
(i) For every (x, y) ∈ Sk ∪ S˜k, L(x, y) is a Wk–module.
(ii) Assume that L(x, y) is an irreducible Wk–module. Then (x, y) ∈ Sk ∪ S˜k.
(iii) Assume that L(x, y) is an irreducible Wk–module with finite dimensional weight
subspaces for L(0). Then (x, y) ∈ Sk.
Therefore, the set {L(x, y)| (x, y) ∈ Sk ∪ S˜k} gives all irreducible Wk–modules
in the category O.
Proof. Let us first prove (i). Here we will use the fact that if M is an irreducible
Wk–module, then Ψ(M) and Ψ−1(M) are again Wk–modules.
Since Wk = L(0, 0), we have that L(0, 0) is a Wk–module. Furthermore, as it
holds that Ψ(L(−1/2, 0)) = L(0, 0), L(−1/2, 0) = Ψ−1(L(0, 0)) is a module for the
vertex algebra Wk.
Using Lemma 7.3 we have that L(x, y) are Wk–modules for (x, y) ∈ S˜k. Since
L(−1/4,−1/4) = Ψ−1(L(1/4,−1/2)), L(−1/4,−1/4) is also a module for Wk. So,
(i) holds.
Let us prove (ii) and (iii).
Let M = L(x, y) =
⊕∞
n=0M(n) be a Z≥0-graded irreducible module for Wk.
From Zhu theory it follows that M(0) = L(x, y)top is a module for the Zhu algebra
Aω(Wk), and that
[G+]([ω] + 1/2) = 0
on M(0).
Let v(x, y) be a highest weight vector with highest weight (x, y) for L(x, y).
Assume that M(0) is finite dimensional. From the above relation it follows that we
have two cases: either G+(0) acts trivially on M(0), or y = −1/2.
(1) G+(0) = 0 on M(0)
Since it holds thatG+(0)v(x, y) = 0 onM(0) andG−(0)G+(0)v(x, y) = g(x, y)v(x, y),
it follows that g(x, y) = h1(x, y) = 0 ⇒ M(0) is a 1-dimensional module for the
Zhu algebra. Now we consider the module M̂ = Ψ(M). M̂ is a module with highest
weight (xˆ, yˆ), where
xˆ = x+
1
2
, yˆ = y − x− 1
2
.
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Notice that ŷ = − 12 if and only if y = x. If y 6= x on the top level of M̂ again the
relation G+(0) = 0 holds. It follows that the top level of M̂(0) is 1–dimensional
and hence h1(xˆ, yˆ) = 0. Now
h1(x, y) = 0 = h1(xˆ, yˆ),
gives us a system of equations
−3x2 − 3
2
x+
3
4
y = 0
−3x2 − 21
4
x+
3
4
y − 15
8
= 0
which has a unique solution (x, y) = (− 12 , 0). If x = y, the equation h1(x, x) = 0
has solutions x = 0 and x = −1/4.
(2) Assume now that M =
⊕∞
n=0M(n) such that
(∗) L(0) ≡ −1
2
Id on M(0).
Denote M = L(x, y) and let y = −1/2. Solving the equation V (x, y + x/2) = 0,
we get that x = r/4, r ∈ {0, 1, 2} and therefore (x, y) ∈ S˜k. This proves assertion
(ii). By (i) we have that L(x, y)top is finite-dimensional for (x, y) ∈ Sk. One can
easily see that hi(r/4,− 12 ) 6= 0 for each i ∈ Z>0, r = 0, 1, 2, since
hi(0,−1/2) = −1/8(2i− 1)(4i− 1) 6= 0,
hi(1/2,−1/2) = −1/8(2i+ 1)(4i+ 1) 6= 0,
hi(1/4,−1/2) = −1/16(4i− 1)(4i+ 1) 6= 0,
which implies that L(x, y)top is infinite-dimensional. This proves assertion (iii).
The proof follows. 
7. Modules for W−9/4 outside of the category O
Bershadsky-Polyakov vertex algebra Wk is a part of a series of vertex algebras
which can be realized using vertex algebras from logarithmic conformal field theory,
the so-called Bp–algebras. For p = 3, vertex algebra B3 is realized in the paper by
D. Adamovic´ [3] as the affine vertex algebra associated to ŝl2 at level −4/3. Bp-
algebras for p ≥ 4 are defined in the paper by T. Creutzig, D. Ridout and S. Wood
[20], where they conjectured that those algebras can be realized using quantum
hamiltonian reduction. This statement hasn’t been proven in full generality, but in
the case p = 4 it turns out that B4 coincides with the Bershadsky-Polyakov algebra
Wk at level k = −9/4.
7.1. B4–algebra realization. It is conjectured that Bp is isomorphic to the affine
W–algebra W
(2)
p−1 introduced by Feigin and Semikhatov. The authors prove this
conjecture for p ≤ 5. For p = 4, this gives the Bershadsky-Polyakov vertex algebra.
In this section we shall recall the definition of Bp in the case p = 4, and present
an alternative proof of simplicity which uses the representation theory of Wk for
k = −9/4.
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We start by describing the construction of the doublet vertex algebraA(4), which
is a special case of the series of vertex algebras A(p) from the paper of D. Adamovic´
and A. Milas [5].
Let L be an even lattice such that
L = Zγ + Zδ 〈γ, γ〉 = −〈δ, δ〉 = 2, 〈γ, δ〉 = 0.
Let A(4) be the vertex algebra generated by
a− = e−γ , a+ = Qa−, ωA(4) =
1
4
γ(−1)2 + 3
4
γ(−2),
where Q = e2γ0 is a screening operator.
We shall need the following formulas
a+4 a
− = −a−4 a+ = −201,
a+3 a
− = a−3 a
+ = 0,
a+2 a
− = −a−2 a+ = 2γ(−1)2 + 6γ(−2) = 8ωA(4).
a+1 a
− = ADωA(4). (A = 4).
Then the vertex algebra B4 (cf. [20]) is defined as a subalgebra of A(4)⊗ VZδ ⊂
VL, generated by
τ− = −
√
6
8
a− ⊗ e−δ = −
√
6
8
e−γ−δ,
τ+ =
√
6
8
a+ ⊗ eδ =
√
6
8
1
3
(4γ(−1)3 + 6γ(−1)γ(−2) + 2γ(−3))eγ+δ,
j = −1
2
δ(−1),
ω = ωA(4) −
1
4
δ(−1)2.
Direct computation shows that
τ+2 τ
− =
15
8
1 = (k + 1)(2k + 3)1,
τ+1 τ
− =
15
8
δ(−1) = 3(k + 1)j,
τ+0 τ
− = − 6
64
(8ωA(4) − 10δ(−1)2 − 10δ(−2))
= −(k + 3)ω + 3J2−1 +
3(k + 1)
2
J−2.
Proposition 7.1. For k = −9/4 it holds that
Wk ∼= B4.
Proof. The above computation shows that G± = τ±, j, ω generate a subalgebra of
A(4)⊗ VZδ isomorphic to a certain quotient of the universal Bershadsky-Polyakov
algebra Wk. Hence B4 is a certain quotient of Wk.
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In the realization, we have
τ+−1τ
− =− 3
32
(a+1 a
− + a+1 a
−δ(−1)− 20
6
(δ(−1)3 + 3δ(−2)δ(−1) + 2δ(−3)))
=− 3
32
(ADωA(4) + 8ωA(4)δ(−1)−
20
6
(δ(−1)3 + 3δ(−2)δ(−1) + 2δ(−3)))
=− 3
32
(AL−3 +
A
2
δ(−2)δ(−1) + 8L−2δ(−1) + 2δ(−1)3 − 8δ(−3)−
− 20
6
(δ(−1)3 + 3δ(−2)δ(−1) + 2δ(−3)))
=− 3
32
(AL−3 +
A
2
δ(−2)δ(−1) + 8L−2δ(−1)− 8
6
δ(−1)3 − 8δ(−3)−
− 20
6
(3δ(−2)δ(−1) + 2δ(−3)))
=− 3
32
(4L−3 − 8δ(−2)δ(−1) + 8L−2δ(−1)− 4
3
δ(−1)3 − 44
3
δ(−3))
=− 3
8
L−3 + 3J−2J−1 +
3
2
L−2J−1 − J3−1 −
11
4
J−3,
which implies that the singular vector Ω3 (cf. Lemma 6.1) vanishes in the realiza-
tion, i.e., Ω3 = 0 in B4.
We can consider B4 as a (Z≥0–graded) VOA with Virasoro vector ω = ω+ 12DJ .
Clearly, for every irreducible subquotient L(x, y) of B4, we have dimL(x, y)top <∞.
Assume that B4 6=Wk. Then by Proposition 6.4 (ii), (iii), B4 has an irreducible
subquotient isomorphic to L(x, y) for (x, y) ∈ Sk \ {(0, 0)} = {(− 12 , 0), (− 14 ,− 14 )}.
On the other hand, there are no vectors in B4 having such weight. A contradiction.
This implies that B4 is a simple vertex algebra and hence isomorphic to Wk.

7.2. Construction of a family of weight modules outside of the category
O. Let us choose a new Virasoro vector
L = ω − 1
4
δ(−2).
Let D = Z(γ + δ). Then Wk is realized as a subalgebra of
Π(0) =M(1)⊗ C[D].
Specifically, for every s ∈ Z and r ∈ C it holds that
Ms(r) := Π(0).esδ+r(γ+δ)
is an irreducible Π(0)–module (cf. [17], [41]).
It holds that
L(n)esδ+r(γ+δ) = 0 (n ≥ 1)
L(0)esδ+r(γ+δ) =
4r2 − 6r − 4(r + s)2 − 2(r + s)
4
esδ+r(γ+δ)
=
−8r − 8rs− 4s2 − 2s
4
esδ+r(γ+δ)
From these formulas it follows that Ms(r) is Z≥0–graded if and only if s = −1.
Then for every r it holds that
L(0)e−δ+r(γ+δ) = −1
2
e−δ+r(γ+δ).
22 DRAZˇEN ADAMOVIC´ AND ANA KONTREC
In this way we have constructed an infinite series of Z≥0–gradedWk–modules with
lowest conformal weight − 12 .
Theorem 7.2. (1) For every r ∈ C,M−1(r) is a Z≥0–gradedWk–module with
lowest conformal weight −1/2:
M−1(r) =
∞⊕
m=0
M−1(r)(m), L(0)|M−1(r)(m) ≡ (−1
2
+m)Id.
(2) Assume that 4r /∈ Z for some r ∈ C. Then:
(i) M−1(r)(0) is an irreducible module for the Smith algebra R(g), for
g(x, y) = −(3x2 − (2k + 3)x− (k + 3)y)
where y = −1/2.
(ii) Wk–module M−1(r) is irreducible.
Proof. (1) First notice that e−δ+r(γ+δ) is a vector with (J(0), L(0))–weight
(x, y) = (r − 1,−1/2).
It holds that
G−(0)e−δ+r(γ+δ) = τ−1 e
−δ+r(γ+δ) = −νe−δ+(r−1)(γ+δ) (ν =
√
6
8
).
From the relation
e
−δ+r(γ+δ)
0 τ
+ = −ν
(
4r
3
)
e−δ+(r+1)(γ+δ)
we have that
G+(0)e−δ+r(γ+δ) = τ+0 e
−δ+r(γ+δ) = ν
(
4r
3
)
e−δ+(r+1)(γ+δ).
Now
[G+(0), G−(0)]e−δ+r(γ+δ) =
(
−ν2
(
4r − 4
3
)
+ ν2
(
4r
3
))
e−δ+r(γ+δ)
= (3r2 − 9r/2 + 15/8)e−δ+r(γ+δ)
= −(3x2 − (2k + 3)x− (k + 3)y)e−δ+r(γ+δ)
= g(x, y)e−δ+r(γ+δ).
(2) From the above formulas it follows that the top component of the module
M−1(r) can be realized as
M−1(r)(0) = spanC{e−δ+(m+r)(γ+δ) | m ∈ Z}
and that it is also a module for the Smith algebra R(g), where g(x, y) = −(3x2 −
(2k + 3)x− (k + 3)y. The Smith algebra R(g) acts with
Ee−δ+(m+r)(γ+δ) = G+(0)e−δ+(m+r)(γ+δ) = ν
(
4(r +m)
3
)
e−δ+(m+r+1)(γ+δ)
Fe−δ+(m+r)(γ+δ) = G−(0)e−δ+(m+r)(γ+δ) = −νe−δ+(m+r−1)(γ+δ)
Xe−δ+(m+r)(γ+δ) = J(0)e−δ+(m+r)(γ+δ) = (m+ r − 1)e−δ+(m+r)(γ+δ)
Y e−δ+(m+r)(γ+δ) = L(0)e−δ+(m+r)(γ+δ) = −1
2
e−δ+(m+r)(γ+δ)
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Now it follows that M−1(r)top is an irreducible R(g)–module if the condition(
4(r+m)
3
) 6= 0 holds for every m ∈ Z, which is satisfied if 4r /∈ Z. This concludes the
proof of (i).
Let us prove (ii). Assume that M−1(r) is reducible. Since M−1(r)(0) is an
irreducible A(Wk)–module, we have that M−1(r) has a Z≥0-graded subquotient
M =
⊕
n∈Z≥0
M(n), M(0) ∩M−1(r)(0) = {0}.
Moreover, the top component M(0) is then a module for the Zhu algebra A(Wk).
From the relation [G+]([ω] + 1/2) = 0 in the Zhu algebra it follows that M(0) is
a 1–dimensional A(Wk)–module. Now Proposition 6.4 implies that M(0) has to
have lowest conformal weight 0 or −1/4. But this is impossible, since there is no
vector of conformal weight 0 or −1/4 in M−1(r). This concludes the proof of the
theorem.

As a consequence, we can construct 3 irreducible Wk–modules in the category
O:
Lemma 7.3. L(r/4,−1/2) is a Wk–module, which is realized as a subquotient of
the Wk–module M−1(r) for r = 0, 1, 2.
Proof. For r = 0, 1, 2 it holds that
G+(0)e−δ+r(γ+δ) = τ+0 e
−δ+r(γ+δ) = ν
(
4r
3
)
e−δ+(r+1)(γ+δ)
= ν
(
1
3
)
e−δ+(r+1)(γ+δ)
= 0,
hence U := 〈e−δ+r(γ+δ)〉 is a proper submodule of M−1(r).
Let v(x, y) = e−δ+(r+1)(γ+δ). Since
J(0)v(x, y) = J(0)e−δ+(r+1)(γ+δ) = re−δ+(r+1)(γ+δ) = rv(x, y),
L(0)v(x, y) = L(0)e−δ+(r+1)(γ+δ) = −1
2
e−δ+(r+1)(γ+δ) = −1
2
v(x, y),
G−(0)v(x, y) = G−(0)e−δ+(r+1)(γ+δ) = νe−δ+r(γ+δ) + U ∈ U,
it follows that v(x, y) is a highest weight vector of weight
(x, y) = (r,−1/2) = (r/4,−1/2)
in the quotient M−1(r)/U . Therefore, L(r/4,−1/2) is a Wk–module. 
8. Irreducible Wk-modules for integer levels k
In this section we study irreducible highest weight modules for the Bershadsky-
Polyakov algebra Wk at integer levels k, k ≥ −1. We generalize a construction of
a family of singular vectors from the paper [10] and prove a necessary condition
for highest weights of Wk–modules, while finding a realization for these as Wk–
modules remains an open question. In this paper we obtain a classification for levels
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k = −1, 0 using results from papers by D. Adamovic´, V. G. Kac, P. Mo¨seneder-
Frajria, P. Papi, O. Persˇe [6]; and T. Arakawa, T. Creutzig, K. Kawasetsu, A.
Linshaw [12].
8.1. Singular vectors and a necessary condition for Wk–modules. First we
generalize a construction of a family of singular vectors by T. Arakawa in [10],
where he found a similar formula for singular vectors in Wk at levels k = p/2− 3,
p ≥ 3, p odd.
Lemma 8.1. Vectors
G+(−1)n1, G−(−2)n1
are singular in Wk for n = k + 2, where k ∈ Z, k ≥ −1.
Proof. Observe that
J(m)G+(−1)n1 = L(m)G+(−1)n1 = J(m)G−(−2)n1 = L(m)G−(−2)n1 = 0
for m > 0. Also, it is easy to see that G−(m)G+(−1)n1 = 0 for m > 1 and
G+(m)G−(−2)n1 = 0 for m > 2.
To prove that G−(−2)k+21 is a singular vector in Wk, we need to show that
G+(1)G−(−2)n1 = G+(2)G−(−2)n1 = 0 for n = k + 2. We claim that
G+(1)G−(−2)n1 = 3n(k − (n− 2))J(−1)G−(−2)n−11+
n(n− 1)(k − (n− 2))G−(−3)G−(−2)n−21.
We will prove this by induction. Assume that
G+(1)G−(−2)n−11 = 3(n− 1)(k − (n− 3))J(−1)G−(−2)n−21+
(n− 1)(n− 2)(k − (n− 3))G−(−3)G−(−2)n−31.
It holds that
G+(1)G−(−2)n1 = (3J2(−1) + 3(k + 1)J(−1)− (k + 3)L(−1))G−(−2)n−11+
+G−(−2)G+(1)G−(−2)n−11
= (3kn− 3n2 + 6n)J(−1)G−(−2)n−11+
+ (kn2 − kn− n3 + 3n2 − 2n)G−(−3)G−(−2)n−21
= 3n(k − (n− 2))J(−1)G−(−2)n−11+
+ n(n− 1)(k − (n− 2))G−(−3)G−(−2)n−21.
Next, we claim that
G+(2)G−(−2)n1 = 2n(k − (n− 2))(k − (n− 2) + n/2)G−(−2)n−11.
Assume that
G+(2)G−(−2)n−11 = 2(n− 1)(k − (n− 3))(k − (n− 3) + (n− 1)/2)G−(−2)n−21.
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We have
G+(2)G−(−2)n1 = (3J2(0) + (4k + 3)J(0)− (k + 3)L(0)+
(k + 1)(2k + 3))G−(−2)n−11+G−(−2)G+(2)G−(−2)n−11
= 3(n− 1)2G−(−2)n−11− (n− 1)(4k + 3)G−(−2)n−11
− (2n− 2)(k + 3)G−(−2)n−11+ (k + 1)(2k + 3)G−(−2)n−11+
+ 2(n− 1)(k − (n− 3))(k − (n− 3) + (n− 1)/2)G−(−2)n−21
= 2n(k − (n− 2))(k − (n− 2) + n/2)G−(−2)n−11.
Similarly, to show that (G+(−1))k+21 is a singular vector in Wk, we need to
show that G+(1)G−(−2)n1 = 0 for n = k + 2. We claim that
G−(1)G+(−1)n1 = −n(k − (n− 2))(2k − (n− 4))G+(−1)n−11.
Again we proceed by induction. Assume that
G−(1)G+(−1)n−11 = −(n− 1)(k − (n− 3))(2k − (n− 5))G+(−1)n−21.
It holds that
G−(1)G+(−1)n1 = (−3J2(0) + (5k + 6)J(0) + (k + 3)L(0)−
− (k + 1)(2k + 3))G+(−1)n−11+G+(−1)G−(1)G+(−1)n−11
= (−3(n− 1)2 + (n− 1)(5k + 6) + (n− 1)(k + 3)− (k + 1)(2k + 3)−
− (n− 1)(k − (n− 3))(2k − (n− 5)))G+(−1)n−11
= −n(k − (n− 2))(2k − (n− 4))G+(−1)n−11.

Define the set
Sk =
{
(x, y) ∈ C2 |hi(x, y) = 0, 1 ≤ i ≤ k + 2
}
.
Proposition 8.2. Let k ∈ Z, k ≥ −1. Then we have:
(1) The set of equivalency classes of irreducible ordinary Wk–modules is con-
tained in the set
{L(x, y) | (x, y) ∈ Sk}.
(2) Every irreducible Wk–module in the category O is an ordinary module.
Proof. Let L(x, y) be an irreducibleWk–module with a highest weight vector v(x, y).
Since
(G+(−1))k+21 = 0
in Wk, it follows that G+(z)k+2v(x, y) = 0. Hence on the top level L(x, y)top the
following relation holds:
(G+(0))k+2vx,y = 0.
It follows that the space L(x, y)top is i-dimensional for certain 1 ≤ i ≤ k+2. So
L(x, y) is an ordinary module and from Proposition 4.5 we get that hi(x, y) = 0,
for certain 1 ≤ i ≤ k + 2. In this way we have shown that the set of equivalency
classes of irreducible Wk–modules is contained in the set
{L(x, y) | (x, y) ∈ Sk}.

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Conjecture 8.3. The set {L(x, y) | (x, y) ∈ Sk} is the set of all irreducible ordinary
Wk–modules.
In what follows, we will prove this conjecture for k = −1, 0.
8.2. The vertex algebra W−1. In [6] it was shown that the Bershadsky-Polyakov
algebra Wk for k = −1 is isomorphic to the Heisenberg vertex algebra M(1). We
will use this fact to prove the following:
Theorem 8.4. The set
{L(x, y) | (x, y) ∈ S−1}
is the set of all irreducible W−1–modules.
Proof. For k = −1 the generators G± of Wk belong to the maximal ideal, hence
G± = 0 in the simple quotient Wk and W−1 ∼=M(1).
Also, for k = −1 there is a conformal embedding of the Heisenberg vertex algebra
into Wk (cf. [6]). The (original) Virasoro vector is given by ω = 32 : J2 :, and the
shifted Virasoro is
ω = ω +
1
2
DJ =
3
2
J(−1)21+ 1
2
J(−2)1.
Since all irreducible modules for the Heisenberg vertex algebra M(1) are of the
form M(1, x) for some x ∈ C, where J(0) acts on M(1, x) as xId, then L(0) acts
on the highest weight vector of M(1, x) as
y =
3
2
x2 − 1
2
x.
This shows that the highest weights of irreducible W−1 = M(1)–modules coin-
cide with the zeroes of the polynomial h1(x, y) = −3x2 + (2k + 3)x + (k + 3)y for
k = −1. 
8.3. The vertex algebra W0 and its modules. Let A(1) be the vertex algebra
of symplectic fermions generated by odd fields b and c, with the Virasoro vector
ωA(1) =: bc : of central charge c = −2.
Let F be the Clifford vertex algebra generated by odd fields Ψ+ and Ψ− and
let M(1) be the Heisenberg vertex subalgebra of F generated by α :=: Ψ+Ψ− :.
Vertex algebrasM(1) and F have a Virasoro vector ωF =
1
2 : αα : of central charge
c = 1.
We will need the following result from [12] :
Theorem 8.5. [12] There exists a non-trivial homomorphism of vertex algebras
Φ :W0 → F ⊗A(1),
J 7→: Ψ+Ψ− :
T 7→ ωF + ωA(1)
G+ 7→
√
3 : Ψ+b :
G− 7→
√
3 : Ψ−c : .
Let VL = M(1) ⊗ C[L] be the lattice vertex algebra associated with the lattice
L = Zα1 + Zα2, where
〈αi, αj〉 = δi,j , i, j = 1, 2.
We consider the subalgebra V [D] =M(1)⊗C[D] of VL, where D = Z(α1 +α2).
IRREDUCIBLE MODULES FOR BERSHADSKY-POLYAKOV ALGEBRA 27
For every x ∈ C, i = 0, 1,
V [D − iα1 − x(α1 − α2)] = V [D].e−iα1−x(α1−α2)
is an irreducible V [D]–module.
Theorem 8.6. (1) The simple vertex algebra W0 can be realized as a vertex
subalgebra of V [D] generated by vectors
J 7→ α2(−1)
L 7→ 1
2
(
α1(−1)2 − α1(−2) + α2(−1)2 + α2(−2)
)
G+ 7→
√
3eα1+α2
G− 7→ −
√
3α1(−1)e−α1−α2 .
(2) W0 has two families of irreducible highest weight modules
{L(x, x2 + (i− 1)x) | x ∈ C, i = 0, 1}
which are realized as quotients of
Ui(x) =W0.e−iα1−x(α1−α2).
Morreover, we have:
(i) dimL(x, x2 − x)top = 1 for all x ∈ C.
(ii) dimL(x, x2)top = 2 for all x ∈ C \ {0}.
(iii) U1(0) is an indecomposable W0–module. In particular, U1(0)top is an
indecomposable 2-dimensional module for A(W0).
Proof. The Clifford vertex algebra F can be embedded into the vertex algebra VL
so that
Ψ+ = eα2 , Ψ− = e−α2 , ωF =
1
2
α2(−1)2.
Symplectic fermions A(1) are also a subalgebra of VL such that
b = eα1 , c = −α1(−1)e−α1 , ωA(1) =
1
2
(α1(−1)2 − α1(−2)).
Using the fermionic realization from Theorem 8.5 we can now obtain an explicit
bosonic realization of W0.
Denote
α1 + α2 = γ, −α1 − α2 = δ.
Then 〈γ, δ〉 = −2 and from direct calculations we get
G+(2)G− = −3eα1+α22 α1(−1)e−α1−α2
= 31 = (k + 1)(2k + 3)1,
G+(1)G− = −3eα1+α21 α1(−1)e−α1−α2
= 3α2(−1) = 3(k + 1)J,
G+(0)G− = −3eα1+α20 α1(−1)e−α1−α2
= 3J(−1)2 + 3J(−2)− 3L(−2) = 3J(−1)2 + (2k + 3)J(−2)− (k + 3)L(−2).
This concludes the proof of (1).
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Using the formula
(8.1) (α1(−1)e−α1−α2)n =
∞∑
i=0
(α1(−i− 1)e−α1−α2n+i + e−α1−α2n−i−1 α1(i))
we obtain for n ≥ 0, (i = 0, 1):
G−(n)e−iα1−x(α1−α2) = −
√
3(α1(−1)e−α1−α2)n+1e−iα1−x(α1−α2)
= −
√
3δn,0e
−α1−α2
0 α1(0)e
−iα1−x(α1−α2)
= −
√
3(−i− x)δn,0e−α1−α20 e−iα1−x(α1−α2)
= 0,
G+(n)e−α1−x(α1−α2) =
√
3eα1+α2n e
−α1−x(α1−α2)
=
√
3δn,0e
α2−x(α1−α2),
G+(n)e−x(α1−α2) =
√
3eα1+α2n e
−x(α1−α2) = 0,
J(n)e−iα1−x(α1−α2) = α2(n)e
−iα1−x(α1−α2)
= xδn,0e
−iα1−x(α1−α2),
L(n)e−iα1−x(α1−α2) =
1
2
(
α1(−1)2 − α1(−2) + α2(−1)2 + α2(−2)
)
n
e−iα1−x(α1−α2)
= (x2 + (i− 1)x)δn,0e−iα1−x(α1−α2).
This implies that e−iα1−x(α1−α2), i = 0, 1 are highest weight vectors for W0 and
that the highest weight is (x, x2 + (i− 1)x). Next, we claim that
(8.2) G−(n)eα2−x(α1−α2) =
√
3xδn,0e
−α1−x(α1−α2).
Using the formula (8.1) again, we have
G−(n)eα2−x(α1−α2) = −
√
3(α1(−1)e−α1−α2)n+1eα2−x(α1−α2)
= −
√
3δn,0e
−α1−α2
0 α1(0)e
α2−x(α1−α2)
= −
√
3δn,0(−x)e−α1−α20 eα2−x(α1−α2)
=
√
3xδn,0e
−α1−x(α1−α2).
From the formula (8.2), and the fact that h2(x, y) = 0, we see that U1(x)top is
an indecomposable 2-dimensional A(W0)–module when x = 0.
HenceW0 has two families of highest weight modules Ui(x) with highest weights
(x, x2+(i−1)x), i = 0, 1. In particular, their irreducible quotients L(x, x2+(i−1)x)
are also modules for W0. 
Appendix A. Proof of Lemma 5.7
Lemma A.1. Let J = − 13a+−1a−−11, ω = 12
(
a−−2a
+
−1 − a+−2a−−1
)
1, G+ = 13
(
a+−1
)3
1, G− =
1
9
(
a−−1
)3
1. Then it holds that:
G+2 G
− =
2
9
1
G+1 G
− = −2J
G+0 G
− = 3J2−1 −DJ −
4
3
ω.
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Proof. Let
∑∞
k=−∞ ckz
−k−1 =
(∑∞
i=−∞ a
+
i z
−i−1
) (∑∞
j=−∞ a
+
j z
−j−1
)
. The coef-
ficients ck are given by ck+1 =
∑∞
l=−∞ a
+
l a
+
k−l (since (−l− 1) + (−k + l − 1) =
− (k + 1)− 1).
If we apply this to the formula
Y
(
1
3
(
a+−1
)3
, z
)
=
(
1
3
∑
n∈Z
a+n z
−n−1
)3
=
1
3
∑
n∈Z
G+n z
−n−1,
we obtain the following expression for G+n :
G+n+1 =
1
3
∞∑
m=−∞
cma
+
n−m =
1
3
∞∑
m=−∞
(
∞∑
l=−∞
a+l a
+
m−1−l
)
a+n−m. (∗)
Now we can compute the products G+2 G
−, G+1 G
− i G+0 G
−.
• G+2 G−
From (∗) it follows that the only nonzero elements in the product G+2 G−
are obtained for m ≥ 1, m ≤ 1 + l ≤ 1, i.e. m = 1 and l = 1. Since(
a+0
)3 (
a−−1
)3
1 = 61, we have
G+2 G
− =
1
27
(
a+0
)3 (
a−−1
)3
1 =
6
27
1 =
2
9
1.
• G+1 G−
From (∗) it follows that the only nonzero elements in the product G+1 G−
are obtained for m ≥ 0, m ≤ 1 + l ≤ 1 ⇒ m = 1 and l = 0, m = 0 and
l = 0, m = 0 and l = −1. Since (a+0 )2 (a−−1)3 1 = 6a−−11, we have
G+1 G
− =
(
a+0 a
+
−1a
+
0 + a
+
−1a
+
0 a
+
0 + a
+
0 a
+
0 a
+
−1
) 1
27
(
a−−1
)3
1
=
6
9
a+−1a
−
−11 = −2J.
• G+0 G−
From (∗) it follows that the only nonzero elements in the product G+0 G−
are obtained for m ≥ −1, m ≤ 1 + l ≤ 1 ⇒ m = 1 and l = 0, m = 0 and
l = 0, m = 0 and l = −1, m = −1 and l = 0, m = −1 and l = −1, m = −1
and l = −2. Since a+0
(
a−−1
)3
1 = 3
(
a−−1
)2
1, we have
G+0 G
− = (a+0 a
+
−2a
+
0 + a
+
−1a
+
−1a
+
0 + a
+
−2a
+
0 a
+
0 + a
+
0 a
+
−1a
+
−1 + a
+
−1a
+
0 a
+
−1+
+ a+0 a
+
0 a
+
−2)
1
27
(a−−1)
3
1
=
2
3
a+−2a
−
−11+
1
3
(
a+−1
)2 (
a−−1
)2
1
= 3J2−1 −DJ −
4
3
ω.

Appendix B. Proof of Proposition 5.4
Let Ω4 be the singular vector of conformal weight 4 in Wk for k = −5/3 (cf.
Lemma 5.1). Using the formula for Ω4, we outline the computations needed to
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prove the relation (cf. Proposition 5.4)
[G+]2([ω] +
1
9
) = 0
in the Zhu algebra Aω(Wk).
Lemma B.1. Let Ω4 be the singular vector of conformal weight 4 in Wk for k =
−5/3. After changing the Virasoro vector to ω = ω + 12DJ , singular vector of
conformal weight 4 in Wk is given by
Ω4 = −62
9
L(−2)21+ 14
3
L(−4)1− 18J(−1)41+ 31J(−2)J(−1)21−
− 118J(−3)J(−1)1+ 133
9
J(−2)21− 8
9
J(−4)1+ 62
9
L(−2)J(−2)1−
− 12L(−3)J(−1)1+ 46L(−2)J(−1)21−G+(−2)G−(−2)1+
+G+(−1)G−(−3)1− 18J(−1)G+(−1)G−(−2)1.
Acting with G+(0)2 on the singular vector Ω4 yields the following formula:
G+(0)2Ω4 = −484
3
G+(−1)G+(−3)1+ 704
9
G+(−2)21− 44J(−1)G+(−1)G+(−2)1+
+ 44J(−2)G+(−1)21+ 44L(−2)G+(−1)21.
Recall that the Zhu algebra Aω(Wk) is a quotient of the Smith algebra R(g) for
g(x, y) = −(3x2 − (2k + 3)x− (k + 3)y) (cf. Proposition 4.2).
Lemma B.2. Let E,F,X, Y be the generators of the Smith algebra R(g). In the
Zhu algebra Aω(Wk) it holds that:
(1) [G+(−1)G+(−3)1] = E2
(2) [G+(−2)21] = E2
(3) [J(−1)G+(−1)G+(−2)1] = −E2X
(4) [J(−2)G+(−1)21] = −E2X
(5) [L(−2)G+(−1)21] = E2Y + 2E2.
Proof. From relations (G+(−2) +G+(−1))v ∈ O(V ) and (G+(−3) +G+(−2))v ∈
O(V ) (cf. [45]), we have that
[G+(−3)1] = −[G+(−2)1] = [G+(−1)1] = E.
Hence
[G+(−3)] ∗ [G+(−1)] = E2 = Resz (1 + z)
0
z
G+(z)G+(−2)1+O(V )
= Resz
(
1
z
∑
G+(n)z−n−1G+(−3)1
)
+O(V )
= [G+(−1)G+(−3)1].
Also, since (G+(−1) +G+(−2))G+(−2) ∈ O(V ), it follows that
[G+(−2)21] = −[G+(−1)G+(−2)1] = E2.
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Next, we compute:
[G+(−1)G+(−2)] ∗ [J(−1)] = −E2X = Resz (1 + z)
0
z
J(z)G+(−1)G+(−2)1+O(V )
= Resz
(
1
z
∑
J(n)z−n−1G+(−1)G+(−2)1
)
+O(V )
= [J(−1)G+(−1)G+(−2)1],
[J(−2)G+(−1)] ∗ [G+(−1)] = (−XE + E)E = Resz (1 + z)
0
z
G+(z)J(−2)G+(−1)1+ O(V )
= [G+(−1)J(−2)G+(−1)1]
= −[G+(−3)G+(−1)1] + [J(−2)G+(−1)21]
=⇒ [J(−2)G+(−1)21] = XE2 + 2E2 = −E2X,
[G+(−1)2] ∗ [L(−2)] = EY = Resz (1 + z)
1
z
L(z)G+(−1)21+O(V )
= [L(−2)G+(−1)21] + [L(−1)G+(−1)21]
= [L(−2)G+(−1)1] + 2[G+(−1)G+(−2)1]
=⇒ [L(−2)G+(−1)21] = E2Y + 2E2.

Proposition B.3. In the Zhu algebra Aω(Wk) it holds that
[G+]2([ω] +
1
9
) = 0.
Proof. From the above computation we have that
[G+(0)2Ω4] = −484
3
E2 +
704
9
E2 − 44(−E2X) + 44(−E2X) + 44(E2Y + 2E2)
= 44E2(Y +
1
9
),
and the claim follows. 
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