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Neste trabalho sa˜o estudadas algumas questo˜es relativas a` complexidade de um me´todo de
caminho interior para o problema de rastreio regido pela equac¸a˜o do calor. Os resultados sa˜o




In this work some complexity issues concerning the path-following method for the tracking
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Aquecimento e arrefecimento controlados sa˜o dois processos de fabricac¸a˜o importantes. O
surgimento de novas tecnologias requer te´cnicas mais avanc¸adas no controlo da temperatura
[4]. Va´rios aspectos do problema de seguimento para a equac¸a˜o de calor sa˜o discutidos em [1,
2, 3, 8, 9, 11] (ver tambe´m a literatura a´ı referida). Neste trabalho, analisamos a complexidade
do me´todo de caminho interior para um problema de rastreio regido pela equac¸a˜o do calor.
Usamos a definic¸a˜o de soluc¸a˜o para uma equac¸a˜o parabo´lica introduzida e estudada por
Ladyzenskaja e sua escola [5]. Isso permite-nos garantir a existeˆncia de soluc¸a˜o para o pro-
blema de rastreio e usar o princ´ıpio do ma´ximo, a fim de obter um majorante para a diferenc¸a
entre a soluc¸a˜o da equac¸a˜o considerada e a soluc¸a˜o nume´rica do problema de controlo o´timo
correspondente. Usamos ainda alguns resultados de programac¸a˜o convexa estudados por Nes-
terov e Nemirovskii [7] e um me´todo de caminho interior apresentado por Nesterov [6].
O trabalho esta´ organizado da seguinte forma. Na pro´xima secc¸a˜o, apresentamos alguns
aspetos sobre os espac¸os de func¸o˜es considerados. Na terceira secc¸a˜o, recordamos alguns
resultados bem conhecidos da teoria de EDPs. Alguns resultados de otimizac¸a˜o nume´rica sa˜o
apresentados na quarta secc¸a˜o. Na secc¸a˜o cinco e´ declarado o problema de rastreio estudado,
os resultados obtidos, bem como a sua prova e, por fim, e´ considerado um exemplo ilustrativo.
1
2 Espac¸os Sobolev
Em alguns problemas modelados por equac¸o˜es diferenciais, na˜o e´ poss´ıvel encontrar uma
soluc¸a˜o no sentido cla´ssico, isto e´, uma func¸a˜o diferencia´vel que satisfac¸a a equac¸a˜o. Assim,
procuramos generalizar a ideia de derivada para podermos solucionar uma maior diversidade de
problemas. Dada uma func¸a˜o u : U → R diferencia´vel, onde U e´ um subintervalo de R, para



















Procuramos generalizar esta ideia a um grupo mais amplo de func¸o˜es.
No que se segue, Ω representa um subconjunto aberto e limitado de Rn e T ∈ R. QT
denota o conjunto Ω× (0, T ). A norma Euclidiana em R e´ representada por | · |.
2.1 Derivadas Fracas
Notac¸a˜o: Dado 1 ≤ p < ∞, denotamos Lp(Ω,R) o espac¸o das func¸o˜es mensura´veis
u : Ω→ R tais que ∫
Ω








Denotamos L∞(Ω,R) o espac¸o das func¸o˜es mensura´veis u : Ω→ R tais que ess supΩ |u| <∞,
munido da norma
‖u‖L∞(Ω,R) = ess sup
Ω
|u|.













Representamos o espac¸o Lq,∞(QT ,R) de forma ana´loga. Se p = r, representamos por Lq(QT ,R)
e por ‖ · ‖Lq(QT ,R), o espac¸o Lq,q(QT ,R) e a norma ‖ · ‖Lq,q(QT ,R), respetivamente.
Definic¸a˜o 2.1. Seja u ∈ L1(Ω,R). A uma func¸a˜o v ∈ L1(Ω,R) chamamos derivada fraca de
u em ordem a` varia´vel xi se, para toda a func¸a˜o φ : Ω→ R infinitamente diferencia´vel e com






onde x = (x1, . . . , xn). Uma func¸a˜o u ∈ L1(Ω,R) diz-se fracamente diferencia´vel se u tem
derivadas fracas em ordem a todas as suas varia´veis.
Uma vez que apenas estamos interessados em derivadas fracas, usaremos a designac¸a˜o de
derivada em vez de derivada fraca.
Lema 2.1. Se u ∈ L1(Ω,R) tem derivada, enta˜o ela e´ u´nica.
Demonstrac¸a˜o. Sejam v1 e v2 duas derivadas de u. Enta˜o, para toda a func¸a˜o φ : Ω → R






Logo, v1 = v2 em quase todos os pontos.
Dada a unicidade de derivada, denotaremos a derivada de u em ordem a` varia´vel xi por
du
dxi
, Dxiu ou, simplesmente, uxi .




 −1, x ∈ (a, 0]1, x ∈ (0, b) .



















Exemplo 2.2. A func¸a˜o u : (−1, 1)→ R definida por
u(x) =

 −1, x ∈ (−1, 0]1, x ∈ (0, 1)













φxdx = φ(1) + φ(−1)− 2φ(0) = −2φ(0),
para toda a func¸a˜o φ : (−1, 1) → R infinitamente diferencia´vel e com suporte compacto em
(−1, 1). Considerando uma sucessa˜o de func¸o˜es, φn, tais que, para todo n ∈ N, verifiquem
φn(x) ∈ [0, 1], ∀x ∈ (−1, 1), φn(0) = 1, φn(x)→ 0, ∀x 6= 0,
temos







o que e´ uma contradic¸a˜o.
2.2 Espac¸os Sobolev
Vamos agora definir os espac¸os onde se encontram todas as func¸o˜es diferencia´veis.
Definic¸a˜o 2.2. Chamamos ı´ndice mu´ltiplo a um n-uplo α = (α1, · · · , αn) tal que αi ∈ N0,
para todo i = 1, n.
Dados dois ı´ndices mu´ltiplos, α = (α1, · · · , αn) e β = (β1, · · · , βn), definimos as operac¸o˜es
α + β = (α1 + β1, · · · , αn + βn),





· · ·Dαnxn .
Definic¸a˜o 2.3. Sejam 1 ≤ p ≤ ∞ e k um inteiro na˜o negativo. Definimos o espac¸o de Sobolev
W kp (Ω) como sendo o espac¸o que consiste em todas as func¸o˜es u ∈ Lp(Ω,R) tais que todas






Lema 2.2. Seja {un}n∈N uma sucessa˜o em W 1p (Ω) tal que un → u e Dxiun → v fracamente
em Lp(Ω,R). Enta˜o, v = Dxiu.

























Logo, v = Dxiu.
Proposic¸a˜o 2.3. O espac¸o W kp (Ω) e´ um espac¸o de Banach.
Demonstrac¸a˜o. Seja {un}n∈N uma sucessa˜o de Cauchy em W kp (Ω). Para cada i = 1, n temos
‖Djxiun −Djxium‖Lp(Ω,R) ≤ ‖un − um‖Wkp (Ω), para todo j ≤ k. Logo, a sucessa˜o {Djxiun}n∈N
e´ de Cauchy em Lp(Ω,R). Como Lp(Ω,R) e´ completo, existem v1, v2, · · · , vk ∈ Lp(Ω,R)
tais que Djxiun → vj em Lp(Ω,R), para todo j ≤ k. Pelo Lema 2.2, temos vj = Dxivj−1.
De modo ana´logo, podemos proceder para qualquer ı´ndice mu´ltiplo α, com |α| ≤ k. Logo,
v0 ∈ W kp (Ω) e un → v0 em W kp (Ω).
No caso em que p = 2, o espac¸o W k2 (Ω) munido do produto interno definido por








e´ um espac¸o de Hilbert. A norma associada ao espac¸o W k2 (Ω) e a norma gerada por este produto












2.3 Espac¸os de Func¸o˜es Temporais
Definic¸a˜o 2.4. Seja 1 ≤ p ≤ ∞. Definimos o espac¸o de Sobolev W 1,0p (QT ) como sendo o
espac¸o que consiste em todas as func¸o˜es u ∈ Lp(QT ,R) tais que as derivadas de u da forma
uxi existem e esta˜o em Lp(QT ,R), munido da norma




Definic¸a˜o 2.5. Seja 1 ≤ p ≤ ∞. Definimos o espac¸o de Sobolev W 1,1p (QT ) como sendo o
espac¸o que consiste em todas as func¸o˜es u ∈ Lp(QT ,R) tais que as derivadas de u da forma
ut e uxi existem e esta˜o em Lp(QT ,R), munido da norma




Proposic¸a˜o 2.4. Os espac¸os W 1,0p (QT ) e W
1,1
p (QT ) sa˜o espac¸os de Banach.
Demonstrac¸a˜o. A prova da Proposic¸a˜o 2.4 e´ ana´loga a` prova da Proposic¸a˜o 2.3, pelo que sera´
omitida.









, |x| < 1













A func¸a˜o Λ e´ chamada func¸a˜o suavizante padra˜o.








Definic¸a˜o 2.7. Seja u ∈ L1((0, T ),R). Definimos a suavizac¸a˜o de u como sendo a func¸a˜o









Lema 2.5. Seja u ∈ L1((0, T ),R). Enta˜o:
1. uε e´ infinitamente diferencia´vel em (ε, T − ε);
2. uε converge para u em quase todos os pontos;
3. Se u e´ cont´ınua, enta˜o uε converge uniformemente para u nos subconjuntos compactos
de (0, T );
4. Se u ∈ Lp((0, T ),R), enta˜o uε converge para u em Lp((0, T ),R).
Demonstrac¸a˜o.
































(t − τ)u(τ)dτ . De modo ana´logo, prova-se que
qualquer derivada de uε existe.
2. Seja t ∈ (0, T ). Como (0, T ) e´ aberto, existe δ suficientemente pequeno tal que, para





























Como, pelo Teorema da Diferenciac¸a˜o de Lebesgue, 1
ε
∫ t+ε
t−ε |u(τ)− u(t)|dτ tende para 0
em quase todos os pontos, fica provado 2.
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t−ε |u(τ) − u(t)|dτ tende para 0 uniformemente em (a, b). Logo, uε converge
uniformemente para u em (a, b).
4. Comecemos por provar que ‖uε‖Lp((a,b),R) ≤ ‖u‖Lp((0,T ),R), onde [a, b] ⊆ (0, T ). Com











































desde que ε seja suficientemente pequeno para termos (a− ε, b+ ε) ⊆ (0, T ).
Consideremos agora uma func¸a˜o v cont´ınua em (0, T ) e tal que ‖v − u‖Lp((0,T ),R) ≤ δ.
Enta˜o,
‖uε − u‖Lp((a,b),R) ≤ ‖uε − vε‖Lp((a,b),R) + ‖vε − v‖Lp((a,b),R) + ‖v − u‖Lp((a,b),R)
≤ ‖u− v‖Lp((0,T ),R) + ‖vε − v‖Lp((a,b),R) + ‖v − u‖Lp((0,T ),R) ≤ 2δ + ‖vε − v‖Lp((a,b),R).
Como v e´ cont´ınua, vε converge uniformemente para v em [a, b] e, por isso, para ε
suficientemente pequeno temos ‖vε − v‖Lp((a,b),R) ≤ δ, terminando assim a prova do
Lema.
Proposic¸a˜o 2.6. Seja u ∈ W 1,1p (QT ). Enta˜o, para todos 0 ≤ s ≤ t ≤ T , temos





Demonstrac¸a˜o. Consideremos a func¸a˜o uε(x, t) =
∫ T
0















Uma vez que Λε e´ infinitamente diferencia´vel e, para cada t ∈ (ε, T − ε), a func¸a˜o definida por


















. Uma vez que a func¸a˜o uε e´ cont´ınua, temos





(x, τ)dτ, 0 < s ≤ t < T.






(x, t) em Lp(QT ,R),
obtemos






para todos 0 ≤ s ≤ t ≤ T .
Definic¸a˜o 2.8. Definimos o espac¸o de Sobolev V2(QT ) como sendo o espac¸o que consiste em
todas as func¸o˜es u ∈ W 1,02 (QT ) com norma







Definic¸a˜o 2.9. Definimos o espac¸o de Sobolev V 1,02 (QT ) como sendo o subespac¸o de V2(QT )
das func¸o˜es cont´ınuas na norma de L2(Ω,R), isto e´, das func¸o˜es u ∈ V2(QT ) tais que ‖u(·, t+
∆t)− u(·, t)‖L2(Ω,R) → 0 sempre que ∆t→ 0.
Proposic¸a˜o 2.7. Os espac¸os V2(QT ) e V
1,0
2 (QT ) sa˜o espac¸os de Banach.
Demonstrac¸a˜o. A prova da Proposic¸a˜o 2.7 e´ ana´loga a` prova da Proposic¸a˜o 2.3, pelo que sera´
omitida.
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Proposic¸a˜o 2.8. O espac¸o V 1,02 (QT ) e´ o completado de W
1,1
2 (QT ) relativamente a` norma de
V2(QT ).
Demonstrac¸a˜o. Consideremos u ∈ V 1,02 (QT ). Para cada n ∈ N, consideremos a partic¸a˜o do
intervalo [0, T ], [0 = τ0, τ1], [τ1, τ2], · · · , [τn−1, τn = T ] tal que τk+1 − τk = Tn , para todo
k = 0, n− 1 e a func¸a˜o un definida por
un(x, t) = u(x, τk) +
t− τk
τk+1 − τk (u(x, τk+1)− u(x, τk)), t ∈ [τk, τk+1].
E´ claro que un ∈ W 1,12 (QT ). Resta mostrar que un converge para u em V 1,02 (QT ). De facto
temos
















‖uxi − (un)xi‖L2(QT ,R).
Uma vez que ‖u(x, t+∆t)−u(x, t)‖L2(QT ,R) → 0, quando ∆t→ 0, temos ‖uxi−(un)xi‖L2(QT ,R) →
0, quando n→∞. Ale´m disso, uma vez que u ∈ V 1,02 (QT ), tambe´m temos ess supτk≤t≤τk+1 ‖u−
un‖L2(Ω,R) → 0, quando n→∞. Logo, un converge para u em V 1,02 (QT ).
Os Lemas que se seguem teˆm como objetivo fornecer-nos condic¸o˜es suficientes para a











q ∈ [2, 2n
n−2
]
, r ∈ [2,∞] , se n ≥ 3,
q ∈ [2,∞) , r ∈ (2,∞] , se n = 2,













Demonstrac¸a˜o. A prova desta desigualdade sera´ feita por induc¸a˜o em n. Tomemos para caso
base n = 2. Temos∫ ∫


























Supondo agora que a desigualdade e´ verdadeira para n−1 ≥ 1, vamos provar que e´ tambe´m
verdadeira para n. Com efeito temos∫




















{|u(x1, · · · , xn)|}max
xn





{|u(x1, · · · , xn)|}
n−1








































onde Ωn−1 representa o subespac¸o de dimensa˜o n − 1 de Ω formado pelos pontos da forma








Lema 2.10. Seja u ∈ W 12 (Ω) tal que u(x) = 0, quando x ∈ ∂Ω. Se q satisfaz a condic¸a˜o (1),










Demonstrac¸a˜o. Consideremos n = 1. Neste caso, temos












































Se q =∞, a demonstrac¸a˜o e´ ana´loga, mostrando que


















n2−pn . Seja v = u
1/λ, onde λ = n−p






e assim, usando a desigualdade (2), temos
‖u‖L pn
n−p












































































































































































Lema 2.11. Se u ∈ V2(QT ) e u(x, t) = 0, (x, t) ∈ (∂Ω× [0, T ]), enta˜o a estimativa
‖u‖Lq,r(QT ,R) ≤ C‖u‖V 2(QT )
vale, para todos q e r que satisfazem a condic¸a˜o (1).




















































‖uxi‖2/rL2(QT ,R) ess sup
0≤t≤T
‖u‖(1−2/r)L2(Ω,R).














































Usaremos a notac¸a˜o que se segue.















Estas func¸o˜es verificam as seguintes propriedades:
1. φh e uh sa˜o diferencia´veis;
2. Se φ ∈ Lp(Ω× (−h, T ),R) e u ∈ Lp(QT ,R), enta˜o φh e uh sa˜o elementos de Lp(QT ,R)
e Lp(Ω× (0, T −h),R) e convergem para φ e u, respetivamente, nos respetivos espac¸os;










A propriedade 1. e´ consequeˆncia do Teorema da Diferenciac¸a˜o de Lebesgue, a propriedade
2. pode ser demonstrada de forma ana´loga ao que foi feito no Lema 2.5, 4., enquanto que a
propriedade 3. consiste apenas numa mudanc¸a na ordem de integrac¸a˜o.
15
3 Equac¸o˜es Diferenciais Parabo´licas
Nesta secc¸a˜o apresentamos alguns resultados sobre equac¸o˜es diferenciais parabo´licas ja´ co-
nhecidos.
3.1 Equac¸o˜es Parabo´licas









u(x, t) = 0, (x, t) ∈ ∂Ω× [0, T ],

















bi(x, t)uxi − a(x, t)u,







aij(x, t)ξiξj ≤ ν2
n∑
i=1
ξ2i , ν1, ν2 = (const) > 0. (7)












, r ∈ [1,∞) , se n ≥ 2,

















≤ µ1, ‖a‖Lq,r(QT ,R) ≤ µ1, (9)
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sa˜o satisfeitas. Assumamos tambe´m
n∑
i=1

















, r1 ∈ [1, 2] , se n ≥ 3,
q1 ∈ (1, 2] , r1 ∈ [1, 2) , se n = 2,










Usaremos a definic¸a˜o de soluc¸a˜o da equac¸a˜o (5) e do problema (6) introduzida e estudada
por Ladyzenskaja e sua escola (ver [5]).
Tomemos











































Definic¸a˜o 3.1. Dizemos que uma func¸a˜o u ∈ V2(QT ) e´ soluc¸a˜o da equac¸a˜o (5) se, para todo
t1 ∈ [0, T ], verifica a igualdade
I(t1; u, φ) = 0,
para todo φ ∈ W 1,12 tal que φ(x, 0) = 0 e φ(x, t) = 0, (x, t) ∈ (∂Ω × [0, T ]). Dizemos que
u ∈ V2(QT ) e´ soluc¸a˜o do problema (6) se, u(x, t) = 0, (x, t) ∈ (∂Ω × [0, T ]) e, para todo
t1 ∈ [0, T ], verifica a igualdade




para todo φ ∈ W 1,12 tal que φ(x, t) = 0, (x, t) ∈ (∂Ω× [0, T ]).
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Para esta a definic¸a˜o de soluc¸a˜o do problema, os teoremas que se seguem garantem a
existeˆncia e unicidade de soluc¸a˜o, bem como a dependeˆncia cont´ınua dos dados do problema,
e ainda a possibilidade de usar um principio do ma´ximo (Teorema 3.8) que permitira´ encontrar
um majorante para a soluc¸a˜o em termos das suas condic¸o˜es de fronteira.
3.2 Existeˆncia e Unicidade de Soluc¸a˜o
A estimativa a priori que se segue permite-nos relacionar a norma da soluc¸a˜o da equac¸a˜o
(5) com as normas do seu valor inicial e dos coeficientes independentes da equac¸a˜o. Assim,
e´ poss´ıvel mostrar a impossibilidade de existeˆncia de duas soluc¸o˜es diferentes para o mesmo
problema de valores iniciais.
Lema 3.1. Consideremos u ∈ V2(QT ) tal que u(x, t) = 0, (x, t) ∈ (∂Ω×[0, T ]) e satisfazendo,












(L1(u, u) + L2(f, u))dt ≤ 0. (13)
Enta˜o, a desigualdade





‖fi‖L2(QT ,R) + ‖f‖Lq1,r1 (QT ,R)
]
(14)
verifica-se para algum c > 0.












(L1(u, u) + L2(f, u))dt ≤ 0





























































































































‖ · ‖V2(Qt1,t2 ) = ess sup
t1≤t≤t2
‖ · ‖L2(Ω,R) +
n∑
i=1
‖Dxi · ‖2,2,t1,t2 .


































onde q = 2q




























q1−1 e r1 =
r1
r1−1 . Da desigualdade (9) obtemos


























































e uma vez que a desigualdade (15) se verifica para quase todos t1, t2 ∈ [0, T ], em particular
temos
min{1, ν1}‖u‖2V2(Qt1,t2 ) ≤ (n+1)
2‖u(·, t1)‖2L2(Ω,R)+ξ(t1, t2)‖u‖2V2(Qt1,t2 )+F(t1, t2)‖u‖V2(Qt1,t2 ).
Se ξ(t1, t2) < min{1, ν1}, esta desigualdade da´-nos uma estimativa para ‖u‖V2(Qt1,t2 ) nas
condic¸o˜es desejadas. Para obter essa estimativa em todo o intervalo [0, T ], vamos dividir-lo em
intervalos [0 = τ0, τ1], [τ1, τ2], · · · , [τs−1, τs = T ], de tal forma que
ξ(τk−1, τk) ≤ 1
2
min{1, ν1}, k = 1, s.
Assim, para k = 1, s temos
min{1, ν1}
2
‖u‖2V2(Qτk−1,τk ) ≤ (n+ 1)
2‖u(·, τk−1)‖2L2(Ω,R) + F(τk−1, τk)‖u‖V2(Qτk−1,τk ).
Como, pela desigualdade de Young,

















‖u‖V2(Qτk−1,τk ) ≥ ‖u(·, τk)‖L2(Ω,R),



























e cada uma das partic¸o˜es, exceto possivelmente a u´ltima, pode ser feita de forma a termos




























Lema 3.2. Seja u ∈ V 1,02 (QT ) uma soluc¸a˜o do problema (6). Enta˜o, a desigualdade





‖fi‖L2(QT ,R) + ‖f‖Lq1,r1 (QT ,R)
]
(16)
verifica-se para algum c > 0.
Demonstrac¸a˜o. Seja u ∈ V 1,02 (QT ) uma soluc¸a˜o do problema (6). Consideremos φ ∈ W 1,12 (Ω×






como em (3). Enta˜o, para todo t1 ∈ [0, T − h], verifica-se

































(L1(uh, φ) + L2(fh, φ))dt = 0. (17)
E´ claro que uh ∈ W 1,12 (QT ). Ale´m disso, como u e´ soluc¸a˜o do problema (6), uh(x, t) = 0,












(L1(uh, uh) + L2(f, uh))dt = 0,












(L1(u, u) + L2(f, u))dt = 0. (18)
Logo, pelo Lema anterior, u verifica a estimativa (16).
Teorema 3.3. O problema (6) na˜o pode ter duas soluc¸o˜es distintas em V 1,02 (QT ).
Demonstrac¸a˜o. Sejam u, v ∈ V 1,02 (QT ) duas soluc¸o˜es do problema (6). Enta˜o, a func¸a˜o w =
u− v ∈ V 1,02 (QT ) e´ tambe´m soluc¸a˜o do problema (6) com ψ0 ≡ fi ≡ f ≡ 0. Logo, pelo lema
anterior, w = 0.
Usando o me´todo de Galerkin demonstraremos a existeˆncia de soluc¸a˜o do problema (6).
Em seguida, vamos verificar que, de facto, as condic¸o˜es (7)-(11) nos garantem uma maior
regularidade da soluc¸a˜o do que a principio possa parecer.
No resto desta secc¸a˜o, denotaremos o produto interno em L2(Ω,R) por 〈·, ·〉L2(Ω,R)
Teorema 3.4. Se ψ0 ∈ L2(Ω,R), enta˜o o problema (6) tem uma soluc¸a˜o u ∈ V2(QT ).
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Demonstrac¸a˜o. Consideremos um sistema fundamental de func¸o˜es ξk ∈ W 12 (Ω), k ∈ {1, 2, · · · },
com ξk(x) = 0, x ∈ ∂Ω, ortonormadas em L2(Ω,R). Vamos aproximar a soluc¸a˜o do problema





onde cNk (t) = 〈uN , ξk〉L2(Ω,R) e´ determinado pelo sistema
d
dt
〈uN , ξk〉L2(Ω,R) + L1(uN , ξk) + L2(f, ξk) = 0, k = 1, N, (19)
cNk (0) = 〈ψ0, ξk〉L2(Ω,R). (20)
Uma vez que o sistema e´ um sistema de EDOs lineares, a soluc¸a˜o existe e e´ u´nica em [0, T ].
Vamos mostrar que a sucessa˜o uN e´ uniformemente limitada. Para isso, vamos multiplicar a










(L1(uN , uN) + L2(uN , uN))dt = 0.






temos uma estimativa para a norma de uN em V2(QT ) que na˜o depende de N . Mais, uma vez
que, para todo t ∈ [0, T ], se tem ‖uN‖L2(Ω,R) ≤ ‖uN‖V2(QT ), a mesma estimativa vale para(∑N
k=1 |cNk (t)|2
)1/2
. Fixemos k arbitra´rio e N ≥ k. Integrando a igualdade (19) de t a t+∆t,
obtemos
|cNk (t+∆t)− cNk (t)| ≤
∫ t+∆t
t
(|L1(uN , ξk)|+ |L2(f, ξk)|)dt.
















































































































































































































onde q = 2q
q−1 , r =
2r
r−1 , q1 =
q1
q1−1 e r1 =
r1
r1−1 , temos uma estimativa para |cNk (t+∆t)−cNk (t)|
em termos de ∆t e normas de func¸o˜es conhecidas. Para provar que esta estimativa tende para
0 quando ∆t→ 0, basta provar que ‖ξk‖Lq(Ω,R) <∞ e ‖ξk‖Lq1 (Ω,R) <∞. Isto segue do Lema
2.11, uma vez que ‖ξk‖V2(QT ) = 1 + T
∑n
i=1 ‖(ξk)xi‖L2(Ω,R) < ∞. Conclu´ımos enta˜o que a





k tal que c
Np
k converge uniformemente em [0, T ] para ck. Estas func¸o˜es
determinam uma func¸a˜o u(x, t) =
∑∞






converge fracamente em L2(Ω,R) e uniformemente na varia´vel t para a func¸a˜o u. Notemos
que se ϕ e´ uma func¸a˜o em L2(Ω,R), enta˜o











































onde K na˜o depende de Np. Para s suficientemente grande, podemos fazer o u´ltimo termo
desta desigualdade inferior a qualquer ε > 0. Ale´m disso, sem perda de generalidade, tomando


















Quando Np → ∞, esta quantidade tambe´m tende para zero. Logo, 〈uNp − u, ϕ〉L2(Ω,R) pode
ser feito ta˜o pequeno quanto se queira, desde que Np seja suficientemente grande. Como
c
Np
k converge uniformemente para ck, o mesmo racioc´ınio pode ser feito para provar que u
Np
converge fracamente em L2(QT ,R) e uniformemente na varia´vel t para a func¸a˜o u. Uma
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vez que uNp e´ limitada em V2(QT ), as suas derivadas tambe´m o sa˜o em L2(QT ,R). Assim,
podemos escolher uma subsucessa˜o de uNp tal que as suas derivadas convergem fracamente.





















‖uxi‖L2(QT ,R) ≤ sup
Np∈N
‖uNpxi ‖L2(QT ,R) <∞.
Logo, u ∈ V2(QT ). Vamos agora provar que u e´ soluc¸a˜o do problema (6). Consideremos dk(t)
uma sucessa˜o de func¸o˜es suaves. Multiplicando a equac¸a˜o (19) por dk, somando em k de 1 a
N ′ ≤ N e integrando de 0 a t1, obtemos
I(t1; u
N ,ΦN ′) =
∫
Ω
uN(x, 0)ΦN ′(x, 0)dx,
onde ΦN ′(x, t) =
∑N ′
i=1 di(t)ξi(x). Uma vez que todas as func¸o˜es desta igualdade sa˜o elementos
de L2(Ω,R) (pode ser verificado recorrendo a`s estimativas apresentadas acima) e que u
Np
converge fracamente para u em L2(Ω) e uniformemente em t, podemos passar ao limite referente
a` sucessa˜o uNp , obtendo




Como qualquer func¸a˜o em W 1,12 (QT ) pode ser aproximada por func¸o˜es do tipo ΦN ′(x, t), u e´
soluc¸a˜o do problema (6).



























−aijuxj − aiu− fi
e
F P = −
n∑
i=1
biuxi − au− f.
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≤ ν2 ‖u‖V2(QT ) , (21)
‖aiu‖L2(QT ,R) ≤ ‖ai‖L2q,2r(QT ,R) ‖u‖Lq,r(QT ,R)
=
∥∥a2i∥∥1/2Lq,r(QT ,R) ‖u‖V2(QT ,R) ≤ √µ1 ‖u‖V2(QT ) ,

 (22)
‖biuxi‖Lq1,r1 (QT ,R) ≤ ‖bi‖Lq1,r1 (QT ,R) ‖uxi‖L2(QT ,R) ≤ µ1 ‖u‖V2(QT ) (23)
e
‖au‖Lq1,r1 (QT ,R) ≤ ‖a‖Lq1,r1 (QT ,R) ‖u‖L2(QT ,R) ≤ µ1
√
T ‖u‖V2(QT ) , (24)
onde q1 =
2q1
2−q1 e r1 =
2r1
2−r1 satisfazem a condic¸a˜o (8), Fi e F satisfazem a condic¸a˜o (11).
















O Lema que se segue garante-nos a regularidade de uma func¸a˜o nestas condic¸o˜es.
Lema 3.5. Seja u ∈ V2(QT ) uma func¸a˜o que verifica u(x, t) = 0, (x, t) ∈ (∂Ω × [0, T ]) e a
equac¸a˜o (25), para todo φ ∈ W 1,12 (Ω) tal que φ(x, T ) = 0 e φ(x, t) = 0, (x, t) ∈ (∂Ω× [0, T ]),
onde Fi e F satisfazem (11). Enta˜o u ∈ V 1,02 (QT ).
Demonstrac¸a˜o. Comecemos por denotar por Q o conjunto Ω × (−∞,∞) e consideremos u∗,
F ∗i e F




u(u, t), t ∈ [0, T ]
u(x,−t), t ∈ [−T, 0)
0, |t| > T
F ∗i (x, t) =


Fi(u, t), t ∈ [0, T ]
−Fi(x,−t), t ∈ [−T, 0)
0, |t| > T
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F ∗(x, t) =


F (u, t), t ∈ [0, T ]
−F (x,−t), t ∈ [−T, 0)
















para todo φ ∈ W 1,12 (Q) tal que φ(x, t) = 0, (x, t) ∈ (∂Ω× (−∞,∞)).
Consideremos φ(x, t) = χ(t)ξ(x), onde χ(t) e´ uma func¸a˜o suave que se anula para |t| ≥ T
e ξ(x) ∈ W 12 (Ω), anula-se em ∂Ω, e φh(x, t) =
∫ t














































para todo ξ ∈ W 12 (Ω) tal que ξ(x) = 0, x ∈ ∂Ω. Por linearidade dos integrais, obtemos∫
Ω






((F ∗i )h1 − (F ∗i )h2)φxi +
(





para todo φ ∈ W 1,12 (Q) tal que φ(x, t) = 0, (x, t) ∈ (∂Ω×(−∞,∞)). Em particular, tomando














((F ∗i )h1 − (F ∗i )h2)) (u∗h1 − u∗h2)xi +
(





Integrando ambos os membros de −∞ a t, onde t e´ arbitra´rio, obtemos
1
2









((F ∗i )h1 − (F ∗i )h2)) (u∗h1 − u∗h2)xi +
(





≤ ‖(F ∗i )h1 − (F ∗i )h2‖L2(QT ,R)‖(u∗h1)xi − (u∗h2)xi‖L2(QT ,R)
+‖F ∗h1 − F ∗h2‖Lq1,r1 (QT ,R)‖u∗h1 − u∗h2‖Lq,r(QT ,R)
≤ (‖(F ∗i )h1 − (F ∗i )h2‖L2(QT ,R) + ‖F ∗h1 − F ∗h2‖Lq1,r1 (QT ,R))‖u∗h1 − u∗h2‖V2(QT ) → 0.
Assim, como L2(Ω,R) e´ completo, u
∗
h e´ convergente em L2(Ω,R), uniformemente em t. Logo,
a func¸a˜o u∗ e´ continua na norma de L2(Ω,R).
Segue diretamente do Lema anterior o seguinte Teorema.
Teorema 3.6. A soluc¸a˜o u ∈ V2(QT ) do problema (6) pertence a V 1,02 (QT ).
3.3 Dependeˆncia Cont´ınua dos Dados e Principio do Ma´ximo





i − f p,
u(x, t) = 0, (x, t) ∈ ∂Ω× [0, T ],


















bpi (x, t)uxi − ap(x, t)u,
verificam as condic¸o˜es (7)-(11) para as mesmas constantes. Suponhamos ainda que os coefi-
cientes apij sa˜o uniformemente limitados e convergem em quase toda a parte para aij e que os
coeficientes api , b
p
i , a
p, f pi e f
p convergem nas respetivas normas de acordo com as condic¸o˜es
(8)-(11) para ai, bi, a, fi e f , respetivamente, e ψ
p
0 ∈ L2(Ω,R) converge em L2(Ω,R) para
ψ0. Enta˜o, as soluc¸o˜es u
p ∈ V 1,02 (QT ) dos problemas convergem fortemente em V 1,02 (QT ) para
a soluc¸a˜o u do problema (6).
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Demonstrac¸a˜o. Consideremos a diferenc¸a entre a identidade (12) para up e a identidade (12)














































(bpi − bi)uxi + (ap − a)u+ f p − f,





i − F p,
u(x, t) = 0, (x, t) ∈ ∂Ω× [0, T ],
u(x, 0) = ψp0(x)− ψ0(x).


Ora, pelas estimativas (21)-(24), o problema satisfaz as condic¸o˜es (7)-(11), e portanto, pelo
Lema 3.2, vp verifica
‖vp‖V2(QT ) ≤ c
[
‖ψp0 − ψ0‖L2(Ω,R) +
n∑
i=1
‖F pi ‖L2(QT ,R) + ‖F p‖Lq1,r1 (QT ,R)
]
.
Assim, temos ‖vp‖V2(QT ) → 0 quando p→∞.
Seja Γ = (∂Ω× [0, T ]) ∪ (Ω× {0}).
Teorema 3.8. Seja u ∈ V 1,02 (QT ) a soluc¸a˜o da equac¸a˜o (5). Assumamos que as seguintes
condic¸o˜es sa˜o satisfeitas:
1. a(x, t) ≥ 0,
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u(x, t)} ≤ u(x, t) ≤ max{0, ess sup
Γ
u(x, t)}
para quase todo (x, t) de QT .
Demonstrac¸a˜o. Comecemos por considerar a equac¸a˜o (17). Consideremos ainda a func¸a˜o vh =
max{0, uh −Mh}, onde Mh = max{0, ess supΓ uh(x, t)}.









































































































































































i ‖q,r,0,t1 , enta˜o conclu´ımos ‖v‖2V2(Q0,t1 ) ≤ 0. Fazendo o mesmo
para intervalos da forma [τk, τk+1] temos ‖v‖2V2(Qτk,τk+1 ) ≤ 0. Como esses intervalos podem ser
feitos em nu´mero finito e de forma a cobrir [0, T ], temos ‖v‖2V2(Q0,T ) ≤ 0. Assim, u(x, t) ≤
max{0, ess supU u(x, t)}. A prova da outra desigualdade e´ feita verificando que −u tambe´m e´
soluc¸a˜o da equac¸a˜o (5).
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4 Programac¸a˜o Convexa
No que se segue, 〈·, ·〉 e ‖·‖ representam o produto interno Euclidiano e a norma Euclideana
em Rn, respetivamente. Dadas duas matrizes quadradas de ordem n, A e B, escreveremos
A  B para significar 〈Au, u〉 ≤ 〈Bu, u〉, para todo u ∈ Rn.
4.1 Func¸o˜es Auto-concordantes
Consideremos f uma func¸a˜o convexa fechada, pelo menos 3 vezes diferencia´vel e com
dom´ınio aberto. Dado um ponto x ∈ dom f e uma direc¸a˜o u ∈ Rn, consideramos a seguinte
notac¸a˜o:
Notac¸a˜o: Denotamos
Df(x)[u] = 〈f ′(x), u〉,
D2f(x)[u, u] = 〈f ′′(x)u, u〉,
D3f(x)[u, u, u] = 〈f ′′′(x)[u]u, u〉,
onde f ′′′(x)[u] = limα→0 1α (f
′′(x+ αu)− f ′′(x)).
Definic¸a˜o 4.1. Dizemos que a func¸a˜o f e´ uma func¸a˜o auto-concordante se a desigualdade
|D3f(x)[u, u, u]| ≤Mf (D2f(x)[u, u])3/2
se verifica para todo x ∈ dom f e todo u ∈ Rn, para alguma constante Mf ≥ 0.
Exemplo 4.1. Consideremos a func¸a˜o f(x) = α+ 〈a, x〉+ 1
2
〈Ax, x〉, com A = AT ≥ 0. Uma
vez que f ′′(x) = A e f ′′′(x) = 0, a func¸a˜o f e´ auto-concordante com constante Mf = 0.
Exemplo 4.2. Consideremos a func¸a˜o f(x) = − ln x, x ∈ R+. Uma vez que f ′′(x) = 1
x2
e
f ′′′(x) = − 2
x3
, a func¸a˜o f e´ auto-concordante com constante Mf = 2.
33
Exemplo 4.3. Consideremos a func¸a˜o f(x) = − lnφ(x), onde φ(x) = α+ 〈a, x〉 − 1
2
〈Ax, x〉,
com A = AT ≥ 0. Uma vez que
Df(x)[u] = − 1
φ(x)






(〈a, u〉 − 〈Ax, u〉)2
e
D3f(x)[u, u, u] = − 3
φ2(x)
〈Au, u〉 (〈a, u〉 − 〈Ax, u〉)− 2
φ3(x)
(〈a, u〉 − 〈Ax, u〉)3 ,
tomando r = 1
φ(x)

























Uma vez que o ma´ximo da func¸a˜o k 7→ 3k+2
(k+1)3/2




Logo, a func¸a˜o f e´ auto-concordante com constante Mf = 2.
Proposic¸a˜o 4.1. Sejam f1 e f2 duas func¸o˜es auto-concordantes com constantes Mf1 e Mf2 ,











Demonstrac¸a˜o. Comecemos por notar que f e´ convexa e fechada. Assim, fixando x ∈ dom f








(αD2f1(x)[u, u] + βD2f2(x)[u, u])3/2
Fazendo a mudanc¸a de varia´vel D2f1(x)[u, u] = tw1 e D
2f2(x)[u, u] = tw2 e tomando t de

































e, por isso, toma o seu
ma´ximo num dos extremos do intervalo, ficando provado o resultado.
Proposic¸a˜o 4.2. Sejam f uma func¸a˜o auto-concordante com constante Mf e A(x) = Ax+ b
um operador afim. Enta˜o, a func¸a˜o g(x) = f(A(x)) e´ auto-concordante com constante Mg =
Mf .
Demonstrac¸a˜o. Comecemos por notar que g e´ convexa, uma vez que
g(αx+ (1− α)y) = f(αAx+ (1− α)Ay + b) = f(α(Ax+ b) + (1− α)(Ay + b))
≤ αf(Ax+ b) + (1− α)f(Ay + b) = αg(x) + (1− α)g(y).
Alem disso, por continuidade, g tambe´m e´ fechada.
Uma vez que
Dg(x)[u] = 〈f ′(Ax), Au〉 = Df(Ax)[Au],
D2g(x)[u, u] = 〈f ′′(Ax)Au,Au〉 = D2f(Ax)[Au,Au],
e
D3g(x)[u, u, u] = 〈D3f(Ax)[Au]Au,Au〉 = D3f(Ax)[Au,Au,Au],
temos
|D3g(x)[u, u, u]| = |D3f(Ax)[Au,Au,Au]|
≤Mf (D2f(Ax)[Au,Au])3/2 = Mf (D2g(x)[u, u])3/2.
Lema 4.3. Sejam f uma func¸a˜o auto-concordante e x ∈ ∂ dom f . Se xk ∈ dom f e´ tal que
xk → x, enta˜o f(xk)→∞.
Demonstrac¸a˜o. Comecemos por notar que, uma vez que f e´ convexa, temos f(xk) ≤ f(x0) +
〈f ′(x0), xk − x0〉. Como 〈f ′(x0), xk − x0〉 converge para 〈f ′(x0), x− x0〉, a sucessa˜o f(xk) e´
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minorada. Suponhamos que e´ tambe´m majorada. Enta˜o, existe uma sua subsucessa˜o f(xkp)
convergente para um limite y. Assim, temos
(xkp , f(xkp))→ (x, y)
e, como f e´ fechada, (x, y) pertence ao epigrafo de f , o que e´ um absurdo, uma vez que
x 6∈ dom f . Logo, f(xk) na˜o pode ser majorada.
Definic¸a˜o 4.2. Seja f uma func¸a˜o auto-concordante. Dizemos que f e´ uma func¸a˜o auto-
concordante padra˜o se Mf = 2.
Estamos interessados apenas nas func¸o˜es f auto-concordantes padra˜o tais que f ′′ e´ na˜o
singular em todos os pontos. Neste caso, tomemos as seguintes notac¸o˜es:
‖u‖fx = 〈f ′′(x)u, u〉1/2,
‖u‖f∗x = 〈[f ′′(x)]−1u, u〉1/2.
As aplicac¸o˜es ‖ · ‖fx e ‖ · ‖f∗x esta˜o bem definidas, uma vez que f e´ uma aplicac¸a˜o convexa e,
portanto, para todo x ∈ Rn, tanto f ′′(x) como a sua inversa sa˜o definidas positivas.
Lema 4.4. As aplicac¸o˜es ‖ · ‖fx e ‖ · ‖f∗x sa˜o normas.
Demonstrac¸a˜o. Comecemos por notar que, por f ′′ ser estritamente positiva, temos ‖u‖fx ≥ 0
e ‖u‖fx = 0 se e apenas se u = 0.
Tomando u ∈ Rn e α ∈ R, temos
‖αu‖fx = 〈f ′′(x)αu, αu〉1/2 =
(
α2〈f ′′(x)u, u〉)1/2 = |α|〈f ′′(x)u, u〉1/2 = |α|‖u‖fx.
Finalmente, dados u, v ∈ Rn e λ ∈ R, uma vez que f ′′(x) e´ sime´trica, temos
0 ≤ 〈f ′′(x)(u− λv), u− λv〉 = 〈f ′′(x)u, u〉 − 2λ〈f ′′(x)u, v〉+ λ2〈f ′′(x)v, v〉.
Tomando λ = 〈f ′′(x)u, v〉〈f ′′(x)v, v〉−1, obtemos
0 ≤ 〈f ′′(x)u, u〉 − 〈f ′′(x)u, v〉2〈f ′′(x)v, v〉−1,
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ou equivalentemente,
〈f ′′(x)u, v〉 ≤ ‖u‖fx‖v‖fx
Logo,
(‖u+ v‖fx)2 = 〈f ′′(x)(u+ v), u+ v〉 = 〈f ′′(x)u, u〉+ 〈f ′′(x)v, v〉+ 〈f ′′(x)u, v〉+ 〈f ′′(x)v, u〉
≤ (‖u‖fx)2 + (‖v‖fx)2 + 2‖u‖fx‖v‖fx = (‖u‖fx + ‖v‖fx)2 .
De forma ana´loga se mostra que ‖ · ‖f∗x e´ norma.
Lema 4.5. Seja u ∈ Rn. Enta˜o, ‖u‖f∗x = max{〈u, v〉 : ‖v‖fx ≤ 1}. Em particular, 〈u, v〉 ≤
‖u‖f∗x ‖v‖fx.
Demonstrac¸a˜o. Fixemos u ∈ Rn. Usando o me´todo dos multiplicadores de Lagrange para





onde λ e´ o multiplicador de Lagrange. Obviamente, o ma´ximo de 〈u, v〉 e´ atingido para v com




[f ′′(x)]−1u, λ = ‖[f ′′(x)]−1u‖fx.
Assim, temos
max{〈u, v〉 : ‖v‖fx ≤ 1} =
1
‖[f ′′(x)]−1u‖fx
〈u, [f ′′(x)]−1u〉 = ‖u‖f∗x .
De forma ana´loga e´ poss´ıvel demonstrar que ‖u‖fx = max{〈u, v〉 : ‖v‖f∗x ≤ 1}.
O lema que se segue e´ uma propriedade de todas as formas multilineares sime´tricas. Dele
podemos concluir que toda a func¸a˜o auto-concordante f verifica a desigualdade
|D3f(x)[u1, u2, u3]| ≤Mf‖u1‖fx‖u2‖fx‖u3‖fx. (26)
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Lema 4.6. Seja H uma forma k-linear sime´trica sobre Rn e A uma forma quadra´tica definida
positiva sobre Rn. Se
|H(u, · · · , u)| ≤ A(u, u)k/2, ∀u ∈ Rn,
enta˜o




1/2, ∀u1, · · · , uk ∈ Rn,
Demonstrac¸a˜o. A aplicac¸a˜o A(·, ·) e´ um produto escalar sobre Rn. Assim, usaremos a notac¸a˜o
〈u, v〉A = A(u, v) e ‖u‖A = A(u, u)1/2. E´ suficiente provar que
ω = sup{|H(u1, · · · , uk)| : ‖ui‖A ≤ 1, i = 1, k} = sup{|H(u, · · · , u)| : ‖u‖A ≤ 1}. (27)
Para isso, chamaremos a uma colec¸a˜o E = [E1, · · · , Ek] de subespac¸os de dimensa˜o 1 de Rn um
extremal se tivermos |H(e1, · · · , ek)| = ω, onde ei ∈ Ei sa˜o vetores unita´rios. Pela linearidade
de H, os extremais existem. Tomaremos E o conjunto de todos os extremais. Assim, provar
(27) e´ equivalente a provar que E conte´m um extremal da forma [E, · · · , E].
A prova deste Lema sera´ feita por induc¸a˜o sobre k. Tomemos, por base, k = 2. Conside-
remos [E1, E2] ∈ E, com E1 6= E2, e Q a matriz sime´trica definida por
〈Qu, v〉A = H(u, v).
Sejam e1 ∈ E1 e e2 ∈ E2 vetores unita´rios. Vamos provar que [R(e1 + e2),R(e1 + e2)] ∈ E.
Temos
ω = |〈Qe1, e2〉A| = sup{|〈Qu, v〉A| : ‖u‖A ≤ 1, ‖v‖A ≤ 1}.
Consideremos P+, P− e P ′ os subespac¸os de Rn definidos por P+ = {u ∈ Rn : Qu = ωu},
P− = {u ∈ Rn : Qu = −ωu} e P ′ = (P++P−)⊥. Pelo menos um dos subespac¸os P+ ou P−
na˜o e´ nulo. Assim, temos ‖Qx‖A ≤ ω′‖x‖A, x ∈ P ′, onde ω′ < ω. Uma vez que os espac¸os
P+, P− e P sa˜o ortogonais dois a dois e invariantes para Q, temos
ω = |〈Qe1, e2〉A| = |〈Qe+1 , e+2 〉A + 〈Qe−1 , e−2 〉A + 〈Qe′1, e′2〉A|
= |ω〈e+1 , e+2 〉A − ω〈e−1 , e−2 〉A + 〈Qe′1, e′2〉A|
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≤ ω(‖e+1 ‖A‖e+2 ‖A + ‖e−1 ‖A‖e−2 ‖A) + ‖Qe′1‖A‖e′2‖A
≤ ω ((‖e+1 ‖2A + ‖e−1 ‖2A)(‖e+2 ‖2A + ‖e−2 ‖2A))1/2 + ω′‖e′1‖A‖e′2‖A ≤ ω.
Note-se que ‖e+i ‖2A+‖e−i ‖2A+‖e′i‖2A = ‖ei‖2A = 1, i ∈ {1, 2}. Segue enta˜o que as desigualdades
acima sa˜o todas igualdades. Uma vez que ω′ e´ estritamente menor que ω, conclu´ımos que
‖e′1‖A = ‖e′1‖A = 0. Mais, das desigualdades acima, temos ainda

‖e+1 ‖A‖e+2 ‖A + ‖e−1 ‖A‖e−2 ‖A = 1
‖e+1 ‖2A + ‖e−1 ‖2A = 1
‖e+2 ‖2A + ‖e−2 ‖2A = 1
,
de onde se conclui ‖e+1 ‖A = ‖e+2 ‖A e ‖e−1 ‖A = ‖e−2 ‖A. Ale´m disso, como |〈e+1 , e+2 〉A| +
|〈e−1 , e−2 〉A| = 1 e ‖e+1 ‖A‖e+2 ‖A + ‖e−1 ‖A‖e−2 ‖A = 1, temos |〈e+1 , e+2 〉A| = ‖e+1 ‖A‖e+2 ‖A e
|〈e−1 , e−2 〉A| = ‖e−1 ‖A‖e−2 ‖A e, portanto, e+1 = ±e+2 e e−1 = ±e−2 . Uma vez que e1 6= e2, pois
E1 6= E2, temos apenas duas possibilidades




1 = −e−2 ;
(b) e+1 = −e+2 , e−1 = e−2 .
No caso (a), temos e1 + e2 = 2e
+
1 ∈ E+. Logo, [R(e1 + e2),R(e1 + e2)] ∈ E. No caso (b),
temos e1 + e2 = 2e
−
1 ∈ E−. Logo, [R(e1 + e2),R(e1 + e2)] ∈ E.
Consideremos agora que a igualdade (27) se verifica para todas as formas (ℓ − 1)-lineares
sime´tricas sobre Rn e vamos provar que tambe´m se verifica para as formas ℓ-lineares sime´tricas
sobre Rn.
Consideremos E∗ o subconjunto de E formado pelos extremais da forma [E, · · · , E, F, · · · , F ],
onde o espac¸o E aparece p vezes e o espac¸o F aparece q vezes (p e q dependem dos extremais
considerados). Uma vez que, ficado v ∈ Rn, a aplicac¸a˜o Gv definida por Gv(u1, · · · , uℓ−1) =
H(u1, · · · , uℓ−1, v) e´ uma forma (ℓ − 1)-linear sime´trica sobre Rn, pelo passo de induc¸a˜o,
o conjunto E∗ conteˆm um extremal da forma [E, · · · , E, F ]. Logo, E∗ na˜o e´ vazio. Seja
E = [E, · · · , E, F, · · · , F ], onde o espac¸o E aparece p vezes e o espac¸o F aparece q vezes.
Sem perda de generalidade, suponhamos p ≤ q. Designemos por α(E) o aˆngulo formado pelos
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espac¸os E e F e e ∈ E e f ∈ F dois vetores com aˆngulo entre eles igual a α(E). Como feito
no passo base, a colec¸a˜o E ′ = [R(e+ f), · · · ,R(e+ f), F, · · · , F ], onde R(e+ f) aparece 2p
vezes e F aparece q−p vezes, e´ tambe´m um extremal. Mais, α(E ′) = α(E)/2. Logo, podemos
encontrar uma sequeˆncia {Ei ∈ E∗} tal que α(Ei) → 0. Esta sequeˆncia converge para uma
certa colec¸a˜o E ∈ E∗ que verifica α(E) = 0. Logo, E e´ um extremal do tipo [E, · · · , E].







3f(x+ tu)[u, u, u]|
2(D2f(x+ tu)[u, u])3/2
≤ 1,
para todo t ∈ domφ, temos as desigualdades
φ(0)− |t| ≤ φ(t) ≤ φ(0) + |t|. (29)
Lema 4.7. O dom´ınio da func¸a˜o φ conteˆm o intervalo (−φ(0), φ(0)).
Demonstrac¸a˜o. Uma vez que f(x + tu) → ∞ quando x + tu se aproxima da fronteira do
dom´ınio de f , o mesmo acontece com ‖u‖fx+tu = 〈f ′′(x+ tu)u, u〉1/2. Assim, quando x+ tu se
aproxima da fronteira do dom´ınio de f , φ(t)→ 0 e, pela desigualdade (29), temos φ(0)−|t| ≤
φ(t)→ 0.
Lema 4.8. Sejam x ∈ dom f e y ∈ Rn. Se ‖y − x‖fx ≤ 1, enta˜o y ∈ dom f .
Demonstrac¸a˜o. Consideremos u = y − x na func¸a˜o definida em (28). Se ‖y − x‖fx ≤ 1, enta˜o
φ(0) ≥ 1. Logo, pelo Lema 4.7, 1 ∈ domφ, ou seja, y ∈ dom f .
Proposic¸a˜o 4.9. Para todos x, y ∈ dom f a desigualdade
‖y − x‖fy ≥
‖y − x‖fx
1 + ‖y − x‖fx
verifica-se. Se ‖y − x‖fx < 1, enta˜o tambe´m se verifica a desigualdade
‖y − x‖fy ≤
‖y − x‖fx
1− ‖y − x‖fx
.
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Demonstrac¸a˜o. Consideremos a func¸a˜o φ definida em (28) e tomemos u = y − x. Pela







≤ 1‖y − x‖fx
+ 1
ou, equivalentemente,
‖y − x‖fy ≥
‖y − x‖fx
1 + ‖y − x‖fx
.
Se, adicionalmente, tivermos ‖y − x‖fx < 1, enta˜o, neste caso, φ(0) > 1 e tambe´m φ(1) ≥
φ(0)− 1, ou seja,
‖y − x‖fy ≤
‖y − x‖fx
1− ‖y − x‖fx
.
Proposic¸a˜o 4.10. Sejam x ∈ dom f e y ∈ Rn tais que ‖y − x‖fx ≤ 1. Enta˜o temos
(1− ‖y − x‖fx)2f ′′(x)  f ′′(y) 
1
(1− ‖y − x‖fx)2
f ′′(x).
Demonstrac¸a˜o. Seja u ∈ Rn, u 6= 0. Consideremos a func¸a˜o
ψ(t) = 〈f ′′(x+ t(y − x))u, u〉, t ∈ [0, 1].
Denotando por yt = x+ t(y − x), pela desigualdade (26) e Proposic¸a˜o 4.9, temos







1− ‖yt − x‖xψ(t) =
2‖y − x‖x







1− t‖y − x‖x = −2(ln(1− t‖y − x‖x))
′,
temos
2(ln(1− t‖y − x‖x))′ ≤ (lnψ(t))′ ≤ −2(ln(1− t‖y − x‖x))′
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Integrando as desigualdades de 0 a 1, obtemos
2(ln(1− ‖y − x‖x)) ≤ lnψ(1)− lnψ(0) ≤ −2(ln(1− ‖y − x‖x)),
ou equivalentemente,
(1− ‖y − x‖x)2 ≤ ψ(1)
ψ(0)
≤ 1
(1− ‖y − x‖x)2 .
Corola´rio 4.11. Sejam x ∈ dom f e y ∈ Rn tais que ‖y − x‖fx ≤ 1. Enta˜o temos
(1− ‖y − x‖fx)2[f ′′(x)]−1  [f ′′(y)]−1 
1
(1− ‖y − x‖fx)2
[f ′′(x)]−1.
Demonstrac¸a˜o. Aplicando o Lema 4.5 e a Proposic¸a˜o 4.10 temos





〈u, v〉 : 1
(1− ‖y − x‖fx)2






(1− ‖y − x‖fx)〈u, v〉 : 〈[f ′′(x)]−1v, v〉 ≤ 1
})2
= (1− ‖y − x‖fx)2
(
max
{〈u, v〉 : 〈[f ′′(x)]−1v, v〉 ≤ 1})2
= (1− ‖y − x‖fx)2〈[f ′′(x)]−1u, u〉.
De modo ana´logo, temos
〈[f ′′(y)]−1u, u〉 = (max{〈u, v〉 : 〈[f ′′(y)]−1v, v〉 ≤ 1})2






1− ‖y − x‖fx




(1− ‖y − x‖fx)2
(
max
{〈u, v〉 : 〈[f ′′(x)]−1v, v〉 ≤ 1})2
=
1
(1− ‖y − x‖fx)2
〈[f ′′(x)]−1u, u〉.
42
Corola´rio 4.12. Sejam x ∈ dom f e y ∈ Rn tais que ‖y − x‖fx ≤ 1. Enta˜o temos(







f ′′(x+ τ(y − x))dτ  1
1− ‖y − x‖fx
f ′′(x).
Demonstrac¸a˜o. Pela Proposic¸a˜o 4.10, temos∫ 1
0
f ′′(x+ τ(y − x))dτ 
∫ 1
0
(1− ‖τ(y − x)‖fx)2f ′′(x)dτ = f ′′(x)
∫ 1
0
(1− τ‖y − x‖fx)2dτ
=
(











(1− ‖τ(y − x)‖fx)2








1− ‖y − x‖fx
f ′′(x)
Lema 4.13. Para todos x, y ∈ dom f , temos
〈f ′(y)− f ′(x), y − x〉 ≥
(‖y − x‖fx)2
1 + ‖y − x‖fx
.
Demonstrac¸a˜o. Sejam x, y ∈ dom f e denotemos por yt = x + t(y − x), t ∈ [0, 1]. Enta˜o,
temos
〈f ′(y)− f ′(x), y − x〉 =
∫ 1
0











(‖yt − x‖fyt)2 dt.
Pelo Lema 4.9, temos
‖yt − x‖fyt ≥
‖yt − x‖fx
1 + ‖yt − x‖fx
=
t‖y − x‖fx
1 + t‖y − x‖fx
.
Logo,
〈f ′(y)− f ′(x), y − x〉 ≥
∫ 1
0
( ‖y − x‖fx




1 + ‖y − x‖fx
.
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Demonstrac¸a˜o. Uma vez que x∗f e´ o valor o´timo da func¸a˜o f , temos f
′(x∗f ) = 0. Usando os
Lemas 4.5 e 4.13, obtemos(‖x− x∗f‖fx)2
1 + ‖x− x∗f‖fx






Proposic¸a˜o 4.15. Seja x ∈ dom f tal que ‖f ′(x)‖f∗x < 1. Enta˜o x+ = x − [f ′′(x)]−1f ′(x)






Demonstrac¸a˜o. Comecemos por notar que
‖x+ − x‖fx = ‖[f ′′(x)]−1f ′(x)‖fx = ‖f ′(x)‖f∗x ≤ 1.
Logo, pelo Lema 4.8, x+ ∈ dom f .
Pelo Corola´rio 4.11, temos
‖f ′(x+)‖f∗x+ = 〈[f ′′(x+)]−1f ′(x+), f ′(x+)〉1/2
≤ 1
1− ‖x+ − x‖fx
〈[f ′′(x)]−1f ′(x+), f ′(x+)〉1/2 = 1









(f ′′(x+ τ(x+ − x))− f ′′(x)) dτ , temos
f ′(x+) = f ′(x+)− f ′(x)− f ′′(x)(x+ − x) = G(x+ − x).
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Assim, (‖f ′(x+)‖f∗x )2 = 〈[f ′′(x)]−1G(x+ − x), G(x+ − x)〉
= 〈[f ′′(x)]−1G[f ′′(x)]−1f ′(x), G[f ′′(x)]−1f ′(x)〉
= 〈[f ′′(x)]−1/2G[f ′′(x)]−1f ′(x), [f ′′(x)]−1/2G[f ′′(x)]−1f ′(x)〉
= ‖[f ′′(x)]−1/2G[f ′′(x)]−1f ′(x)‖2 ≤ ‖[f ′′(x)]−1/2G[f ′′(x)]−1/2‖2‖[f ′′(x)]−1/2f ′(x)‖2
= ‖[f ′′(x)]−1/2G[f ′′(x)]−1/2‖2 (‖f ′(x)‖f∗x )2









onde I representa a aplicac¸a˜o identidade. Assim,
























Definic¸a˜o 4.3. Seja F uma func¸a˜o auto-concordante padra˜o. Dizemos que F e´ uma ν-barreira
auto-concordante para o conjunto DomF , onde DomF representa a adereˆncia do conjunto
domF , se a desigualdade
max
u∈Rn
[2DF (x)[u]−D2F (x)[u, u]] ≤ ν (30)
se verifica para todo x ∈ domF .
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Estamos interessados apenas em func¸o˜es com segunda derivada invert´ıvel. Neste caso, a
condic¸a˜o (30) e´ equivalente a
〈[F ′′(x)]−1F ′(x), F ′(x)〉 ≤ ν.



















Fazendo a mudanc¸a de varia´vel u/x = s, obtemos
max
u∈R
[2DF (x)[u]−D2F (x)[u, u]] = max
s∈R
[−2s− s2] = 1
Logo, a func¸a˜o F e´ uma 1-barreira auto-concordante.
Exemplo 4.5. Consideremos a func¸a˜o f(x) = − lnφ(x), onde φ(x) = α+ 〈a, x〉 − 1
2
〈Ax, x〉,
com A = AT ≥ 0. Uma vez que
Df(x)[u] = − 1
φ(x)







(〈a, u〉 − 〈Ax, u〉)2 ,
tomando r = 1
φ(x)









[−2r − r2 − s] ≤ max
r∈R
[−2r − r2] = 1
Logo, a func¸a˜o F e´ uma 1-barreira auto-concordante.
Proposic¸a˜o 4.16. Seja F uma ν-barreira auto-concordante. Enta˜o, (DF (x)[u])2 ≤ νD2F (x)[u, u].
Demonstrac¸a˜o. Consideremos x ∈ domF e u ∈ Rn tais que D2F (x)[u, u] > 0 e a func¸a˜o ψ
definida por
ψ(λ) = 2DF (x)[λu]−D2F (x)[λu, λu] = 2λDF (x)[u]− λ2D2F (x)[u, u].
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pelo que (DF (x)[u])2 ≤ νD2F (x)[u, u].
Proposic¸a˜o 4.17. Sejam Fi νi-barreiras auto-concordantes, i = 1, 2. Enta˜o, a func¸a˜o F =
F1 + F2 e´ uma ν-barreira auto-concordante com ν = ν1 + ν2.
Demonstrac¸a˜o. Comecemos por notar que, pela Proposic¸a˜o 4.1, a func¸a˜o F e´ auto-concordante
padra˜o. Assim, para todo x ∈ domF , temos
max
u∈Rn





[2DF1(x)[u]−D2F1(x)[u, u]] + max
u∈Rn
[2DF2(x)[u]−D2F2(x)[u, u]] ≤ ν1 + ν2.
Proposic¸a˜o 4.18. Sejam F uma ν-barreira auto-concordante e A(x) = Ax+ b um operador
afim. Enta˜o, a func¸a˜o G(x) = F (A(x)) e´ uma ν-barreira auto-concordante.
Demonstrac¸a˜o. Comecemos por notar que, pela Proposic¸a˜o 4.2, G e´ uma func¸a˜o auto-concordante
padra˜o. Uma vez que
DG(x)[u] = DF (Ax)[Au]
e




[2DG(x)[u]−D2G(x)[u, u]] = max
u∈Rn
[2DF (Ax)[Au]−D2F (Ax)[Au,Au]] ≤ ν.
Proposic¸a˜o 4.19. Seja F uma ν-barreira auto-concordante. Enta˜o, para todo x ∈ domF e
y ∈ DomF a desigualdade
〈F ′(x), y − x〉 ≤ ν
verifica-se.
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Demonstrac¸a˜o. Sejam x ∈ domF e y ∈ DomF . Consideremos a func¸a˜o
ϕ(t) = 〈F ′(x+ t(y − x)), y − x〉, t ∈ [0, 1).
A func¸a˜o ϕ esta´ bem definida, uma vez que o dom´ınio de F e´ convexo.
Se ϕ(0) ≤ 0, enta˜o o resultado e´ imediato, uma vez que, pela proposic¸a˜o 4.16, podemos
concluir que ν e´ na˜o negativo. Suponhamos que ϕ(0) > 0. Pela proposic¸a˜o 4.16 temos
ϕ′(t) = 〈F ′′(x+ t(y − x))(y − x), y − x〉 ≥ 1
ν
〈F ′(x+ t(y − x)), y − x〉2 = 1
ν
ϕ2(t),
































para todo t ∈ (0, 1).
4.3 Me´todo de Caminho Interior
Consideremos o problema de minimizac¸a˜o
min{〈c, x〉 : x ∈ Q}, (31)
onde c ∈ Rn e Q e´ um subconjunto limitado, fechado e convexo de Rn com interior na˜o vazio e
para o qual e´ conhecida uma ν-barreira auto-concordante F tal que Q = DomF . Para resolver
o problema (31), usaremos o seguinte caminho central:
x∗(t) = arg min
x∈domF
f(t; x),
onde f(t; x) = t〈c, x〉 + F (x), t ≥ 0. Assim, para cada t ≥ 0 temos tc + F ′(x∗(t)) = 0.
Consideremos a condic¸a˜o de aproximac¸a˜o central
‖tc+ F ′(x)‖F∗x = ‖f ′(t; x)‖F∗x ≤ β, (32)
onde β ∈ (0, 1) e´ um paraˆmetro suficientemente pequeno.
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Proposic¸a˜o 4.20. Para todo t > 0, verifica-se a desigualdade
〈c, x∗(t)〉 − c∗ ≤ ν
t
,
onde c∗ e´ o valor o´timo do problema (31). Se x ∈ domF satisfaz a condic¸a˜o (32) enta˜o










Demonstrac¸a˜o. Seja x∗ ∈ Q tal que 〈c, x∗〉 = c∗. Uma vez que tc+ F ′(x∗(t)) = 0, temos
〈c, x∗(t)〉 − c∗ = 〈c, x∗(t)− x∗〉 = 1
t
〈F ′(x∗(t)), x∗ − x∗(t)〉.
Pela proposic¸a˜o 4.19, conclu´ımos 〈c, x∗(t)〉 − c∗ ≤ ν
t
. Consideremos agora x ∈ domF satisfa-
zendo a condic¸a˜o (32). Enta˜o,
〈c, x− x∗(t)〉 = 1
t
〈f ′(t; x)− F ′(x), x− x∗(t)〉 = 1
t
(〈f ′(t; x), x− x∗(t)〉+ 〈F ′(x), x∗(t)− x〉)
≤ 1
t
(‖f ′(t; x)‖F∗x + ‖F ′(x)‖F∗x ) ‖x− x∗(t)‖Fx ≤ 1t (β +√ν) ‖x− x∗(t)‖Fx
Uma vez que 〈c, x〉 − c∗ = 〈c, x − x∗(t)〉 + 〈c, x∗(t)〉 − c∗, usando o Lema 4.14 obtemos o
resultado.











‖f ′(t, x)− F ′(x)‖F∗x ≤
1
t










− β e o seguinte me´todo de minimizac¸a˜o
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Inicializac¸a˜o: Estabelec¸a t0 = 0. Escolha uma precisa˜o ε > 0 e x0 ∈ domF tal
que
‖F ′(x0)‖F∗x0 ≤ β.
Passo k: Fac¸a




xk+1 = xk − [F ′′(xk)]−1(tk+1c+ F ′(xk)).





1− β ≤ εtk.
Tabela 1: Me´todo de caminho interior
Para avaliarmos a complexidade deste me´todo, usaremos os lemas que se seguem.




x+ = x− [F ′′(x)]−1(t+c+ F ′(x)).


Lema 4.22. Se x ∈ domF e´ tal que ‖tc+ F ′(x)‖F∗x ≤ β, enta˜o ‖t+c+ F ′(x+)‖F∗x+ ≤ β.
Demonstrac¸a˜o. Comecemos por notar que
‖t+c+ F ′(x)‖F∗x = ‖tc+ F ′(x) +
γ
‖c‖F∗x
c‖F∗x ≤ ‖tc+ F ′(x)c‖F∗x + |γ| ≤ β + |γ|.
Ora, pela Proposic¸a˜o 4.15, temos
‖t+c+ F ′(x+)‖F∗x+ ≤
( ‖t+c+ F ′(x)‖F∗x





1− β − γ
)2
= β.
Usando os Lemas 4.21 e 4.22, podemos concluir que para cada k ∈ N temos
tk+1 = tk +
γ
‖c‖F∗xk


































No final do processo, temos 〈c, xN 〉 − c∗ ≤ ε, onde c∗ e´ o valor o´timo do problema (31).
Demonstrac¸a˜o. Notemos que, pelo Lema 4.14, temos




1− β ≤ 1.

































Uma vez que o processo para quando ν + (β+
√
ν)β





































Por fim, pelo Lema 4.20, temos










Sejam P : Rn → R uma func¸a˜o convexa e Ki ∈ R, i = 1, n. Consideremos o problema:
P (x)→ min,
x = (x1, x2, . . . , xn) ∈ Rn,





Para aplicarmos o me´todo de caminho interior a este problema, consideremos o seguinte pro-
blema de programac¸a˜o matema´tica:
σ = 〈b, (x, σ)〉 → min,
x = (x1, x2, . . . , xn) ∈ Rn,
P (x) ≤ σ,




onde b = (0, 1) ∈ Rn × R. Podemos ainda usar a barreira auto-concordante F definida por
F(x, σ) = − ln(σ − P (x))− ln(σ − σ)−
n∑
i=1
ln(Ki − x2i ),
onde σ = max{x|x2i≤Ki,i=1,n} P (x).
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5 Problema
No que se segue, o conjunto das func¸o˜es reais absolutamente cont´ınuas definidas no intervalo
[0, T ] sera´ denotado por AC([0, T ],R). O vetor gradiente e a matriz Hessiana de uma func¸a˜o F
iremos denotar por ∇F e ∇2F , respetivamente. Denotaremos por HN o conjunto das func¸o˜es
η ∈ L2((0, T ),R) constantes por partes tomando valores η(t) = η(τk), t ∈ (τk, τ(k + 1)],
k = 0, N − 1, τ = T/N . O produto interno usual em Rn sera´ denotado por 〈·|·〉.
5.1 Formulac¸a˜o do Problema
Seja θˇ ∈ V 1,02 (QT ) ∩ L∞(QT ,R). Consideremos ϕ(θ, t) = |θˇ(x, t) − θ(x, t)|2. Sejam
Qj ∈ W 22 (Ω), j = 1,m, Kj > 0, j = 1,m, and θ0 ∈ L2(Ω,R). Fixemos C ∈ R. Consideremos
o problema de controlo o´timo
J(θ, q1, . . . , qm) =
∫∫
QT
ϕ(θ(x, t), t)dxdt → min, (35)








Qj(x)qj(0) = θ0(x), (38)
‖q˙j‖L∞((0,T ),R) ≤ Kj, (39)
onde (θ, q1, · · · , qm) pertence ao espac¸o V 1,02 (QT )× (AC([0, T ],R))m.
A condic¸a˜o de fronteira (37) abrange a maioria das situac¸o˜es enfrentadas em problemas
pra´ticos. As func¸o˜es Qj, j = 1,m, podem ser consideradas como uma partic¸a˜o da unidade
definida em Ω ou enta˜o como func¸o˜es de forma (shape functions) para algum conjunto de
elementos. As func¸o˜es qj, j = 1,m, determinam a dinaˆmica de θ em Ω∩ supp(Qj), j = 1,m.
A continuidade absoluta de qj e´ a condic¸a˜o mais fraca que pode ser imposta. De facto, em
aplicac¸o˜es, qj, j = 1,m, sa˜o temperaturas ou concentrac¸o˜es que teˆm alguma inercia e sa˜o
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func¸o˜es bastante regulares. As derivadas q˙j, j = 1,m, sa˜o consideradas como paraˆmetros de
controlo.
Comec¸aremos o estudo deste problema considerando um problema auxiliar onde a func¸a˜o
ϕ : R× [0, T ]→ R e´ convexa e localmente Lipschitziana em relac¸a˜o a` varia´vel θ e mensura´vel
em relac¸a˜o a` varia´vel t. Assumimos que |ϕ(θ1, t) − ϕ(θ2, t)| ≤ Kϕ|θ1 − θ2|, Kϕ > 0, sempre
que θ1, θ2 ∈ [−Θ,Θ].
Tomemos u(x, t) = θ(x, t) − ∑mj=1Qj(x)qj(t). Sejam q0j ∈ R, j = 1,m, tais que∑m
j=1Qj(x)q
0
j = θ0(x). O problema (35)-(39) e´ equivalente ao problema seguinte:










dxdt → min, (40)







u(x, t) = 0, (x, t) ∈ ∂Ω× [0, T ], (42)
u(x, 0) = 0, (43)
q˙j = ηj, qj(0) = q
0
j , (44)
‖ηj‖L∞((0,T ),R) ≤ Kj, (45)
onde (u, q1, · · · , qm, η1, · · · , ηm) pertence ao espac¸o V 1,02 (QT )×(AC([0, T ],R))m×(L∞((0, T ),R))m.
Juntamente com este problema, consideraremos o problema:










dxdt → min, (46)







u(x, t) = 0, (x, t) ∈ ∂Ω× [0, T ], (48)
u(x, 0) = 0, (49)
q˙j = ηj, qj(0) = q
0
j , (50)
‖ηj‖L∞((0,T ),R) ≤ Kj, (51)
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onde (u, q1, · · · , qm, η1, · · · , ηm) pertence ao espac¸o V 1,02 (QT ) × (AC([0, T ],R))m × (HN)m.
Uma vez que as func¸o˜es ηj, j = 1,m e ηj, j = 1,m determinam completamente as func¸o˜es
(u, q1, . . . , qm) e (u, q1, . . . , qm), respetivamente, usaremos as notac¸o˜es J(η) = J(θ, q1, . . . , qm) =
J(u, q1, . . . , qm) e J(η) = J(θ, q1, . . . , qm) = J(u, q1, . . . , qm).
Na˜o consideramos qualquer discretizac¸a˜o da equac¸a˜o diferencial (47). A soluc¸a˜o para (47)
admite uma representac¸a˜o em se´rie de Fourier que converge rapidamente e, como consequeˆncia,
pode ser calculada rapidamente com precisa˜o do computador.
5.2 Resultados Principais
Vamos agora formular os resultados principais deste trabalho.
Teorema 5.1. O problema (35)-(39) tem uma soluc¸a˜o.
Teorema 5.2. Seja θˆ uma soluc¸a˜o o´tima de (35)-(39) e θˆ = uˆ +
∑m
j=1Qj qˆj uma soluc¸a˜o
o´tima de (46)-(51). Enta˜o




















ln(Ki − (ηi(k))2). (52)




































) + 2. (55)
Seja ηˆ um controlo o´timo de (40)-(45).
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Teorema 5.3. O me´todo de caminho interior encontra η ∈ HN satisfazendo |J(η)−J(ηˆ)| < ε,
em na˜o mais que N iterac¸o˜es.
5.3 Lemas Auxiliares
Os seguintes resultados sera˜o necessa´rios.
Lema 5.4. Seja η = (η1, η2, . . . , ηm) ∈ L∞((0, T ),Rm) uma func¸a˜o satisfazendo ‖ηj‖L∞((0,T ),R) ≤




































































Uma vez que u(x, t) = θ(x, t)−∑mj=1Qj(x)qj(t), temos
















e o fim da demonstrac¸a˜o.
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2 , . . . , η
(1)
m ) ∈ L∞((0, T ),Rm) e η(2) = (η(2)1 , η(2)2 , . . . , η(2)m ) ∈
L∞((0, T ),Rm) func¸o˜es satisfazendo ‖η(1)j ‖L∞((0,T ),R) ≤ Kj e ‖η(2)j ‖L∞((0,T ),R) ≤ Kj. Enta˜o,
verifica-se a desigualdade












Demonstrac¸a˜o. Sejam (u(i), q
(i)
1 , . . . , q
(i)
















u(i)(x, t) = 0, (x, t) ∈ ∂Ω× [0, T ],







j (0) = q
0
j , i ∈ {1, 2}.




j (t) e θ
















∣∣θ(1)(x, t)− θ(2)(x, t)∣∣ dxdt ≤ TVΩKϕ‖θ(1) − θ(2)‖L∞(QT ,R)






















Logo, pelo Teorema 3.8, temos


























5.4 Prova dos Resultados Principais












ul(x, t) = 0, (x, t) ∈ ∂Ω× [0, T ],












onde (θ, q1, · · · , qm, η1, · · · , ηm) pertence ao espac¸o V 1,02 (QT )×(AC([0, T ],R))m×(L∞((0, T ),R))m,
tal que J(ul(·, ·), ql(·))→ ℓ. Como {ηl} e´ limitada em L2((0, T ),Rm), existe uma subsequeˆncia
{ηlk} fracamente convergente em L2((0, T ),Rm). Seja η0 o limite fraco de {ηlk}. Pelo Teo-
rema de Mazur, existe uma sequeˆncia de combinac¸o˜es convexas de {ηlk}, ξp =∑I(p)i=p λiηli , tal
que ξp → η0 in L2((0, T ),Rm). Uma vez que a equac¸a˜o (41) e´ linear, pelo Teorema 3.7 temos∑I(p)
i=p λiu
li → u0 e ∑I(p)i=p λiqli → q0. Assim, como J e´ convexa, pelo Lema 5.5 obtemos


















li , qli) = ℓ.
Logo, (u0, q0) e´ uma soluc¸a˜o de (40)-(45).
No que se segue, denotaremos por (θˆ, qˆj) um processo o´timo de (35)-(39). O problema (46)-
(51) tem tambe´m soluc¸a˜o. Isto segue da compacidade do conjunto de controlos e do Teorema
3.7. Iremos mostrar que a diferenc¸a entre J(θˆ) e J(θˆ), onde θˆ = uˆ+
∑m
j=1Qj qˆj e´ uma soluc¸a˜o
o´tima de (46)-(51), pode ser feita arbitrariamente pequena quando N e´ suficientemente grande.
Consideremos as func¸o˜es q˜j, j = 1,m, definidas por
q˜j(0) = qˆj(0),
e







j = 1,m, t ∈ (τk, τ(k + 1)]τ = T
N
.
Obviamente, estas func¸o˜es sa˜o lineares por partes, continuas e satisfazem | ˙˜qj(t)| ≤ Kj, t ∈
[0, T ], j = 1,m. A func¸a˜o
∑m
j=1Qj q˜j esta´ pro´xima da func¸a˜o
∑m
j=1Qj qˆj no seguinte sentido.













Demonstrac¸a˜o. Por induc¸a˜o temos
m∑
j=1





























Qj(x)qˆj(τk), k = 0, N. (58)


















Qj(x)q˜j(τ(k + 1)) +










































































e, se t ∈ (τ(k + 1
2



















































Agora, usaremos o principio do ma´ximo (Teorema 3.8) para encontrar uma estimativa para
a diferenc¸a entre a soluc¸a˜o o´tima de (40)-(45) e a soluc¸a˜o o´tima de (46)-(51).
Lema 5.7. Seja
∑m




j=1Qj(x)q˜j(t), (x, t) ∈ ∂Ω× [0, T ],
θ˜(x, 0) = θ0(x).














Qj(x)(q˜j(t)− qˆj(t)), (x, t) ∈ ∂Ω× [0, T ],
e
δθ(x, 0) = 0.













Prova do Teorema 5.2. Consideremos θ˜ a func¸a˜o definida no Lema 5.7. Assim como na
prova do Lema 5.5, obtemos









≤ TVΩKϕ‖θ˜ − θˆ‖L∞(QT ,R).
Pelo Lema 5.7, temos







J(θˆ, qˆ1, . . . , qˆm) ≤ J(θˆ, qˆ1, . . . , qˆm) ≤ J(θ˜, q˜1, . . . , q˜m),
temos




















Pelo Teorema 5.2, temos |J(ηˆ) − J(ηˆ)| < ε/2, onde ηˆ e´ um processo o´timo de (46)-(51) e ηˆ
e´ um processo o´timo de (40)-(45). Usando o me´todo de caminho interior, encontramos η tal



















onde b = (0, 1). Temos






Como ‖b‖F(x˜,σ˜) e´ a raiz quadrada da (n + 1, n + 1)-e´sima entrada da matriz [∇2(F)(x˜, σ˜)],










(σ˜ − J(η˜))2(σ − σ˜)2
(σ˜ − J(η˜))2 + (σ − σ˜)2
)1/2
,
onde σ = max{η∈HN |‖ηi‖L∞((0,T ),R)≤Ki} J(η) e (η˜, σ˜) = argmin (F) (ver 52).
Consideremos a func¸a˜o
g(λ) =
(λ− J(η˜))2(σ − λ)2
(λ− J(η˜))2 + (σ − λ)2 , λ ∈ [J(η˜), σ].







Aplicando o Lema 5.5, obtemos o resultado.
5.5 Problema de Rastreio. Exemplos
Consideremos o problema de rastreio. Neste caso, ϕ(θ, t) = |θˇ(x, t) − θ(x, t)|2, onde
θˇ ∈ V 1,02 (QT )∩L∞(QT ,R). O nu´mero de iterac¸o˜es necessa´rias para alcanc¸ar uma dada precisa˜o
e´ determinada por (53)-(55), onde Kϕ = 2
(‖θ0‖L∞(Ω,R) + T maxj=1,mKj + ‖θˇ‖L∞(QT ,R)).
Note-se que, uma vez que a funcional e´ estritamente convexa, o problema de rastreio tem
uma u´nica soluc¸a˜o. Ale´m disso, a sequeˆncia de soluc¸o˜es do problema (46)-(51) convergem em
quase todos os pontos para a soluc¸a˜o do problema de rastreio.
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Abaixo apresentamos alguns exemplos. Consideremos o problema





|θ(x, t)− 3 cos(πt)/4|2dxdt → min,
θt = θxx,
θ(0, t) = θ(π, t) = q(t),
‖q˙‖L∞((0,10),R) ≤ 1,
θ(x, 0) = q(0) = 3/4.
Introduzindo a nova func¸a˜o y = θ − ✶q temos
yt = yxx − (✶q)t,
y(0, t) = y(π, t) = 0,
y(x, 0) = 0,
q˙ = η,
q(0) = 3/4.
Agora, o problema assume a forma





|y(x, t) + (✶q)− 3 cos(πt)/4|2dxdt → min,
yt = yxx − (✶q)t,
y(0, t) = y(π, t) = 0,
y(x, 0) = 0,
q˙ = η,
q(0) = 3/4.
Obviamente, temos y(x, t) =
∞∑
n=1





















, n = 2k − 1,
0, n = 2k.
Logo, temos 

y˙k = −(2k − 1)2yk − 4
(2k − 1)πη k = 1, 2, . . . ,
q˙ = η,
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yk(0) = 0, q(0) = 3/4.







































0 0 0 0
0
. . . 0 0

















































1 0 0 0
0












(〈Y |MY 〉+ 〈Y |µ〉) dt+ 45π
16
,








yk(t) sin((2k − 1)x),
onde






e´ soluc¸a˜o da equac¸a˜o yt = yxx − η. Comecemos por notar que y e´ limitada. Temos∣∣∣∣∣
N∑
k=1















(2k − 1)3 <∞
para qualquer N ∈ N. De forma ana´loga, conclu´ımos que
∣∣∣∑Nk=1(2k − 1)yk(t) cos((2k − 1)x)∣∣∣ <
∞. Logo, y ∈ V2(QT ).
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Seja φ ∈ W 1,12 (QT ) tal que φ(0, t) = φ(π, t) = 0, t ∈ [0, 10]. E´ claro que φ(x, t) =∑∞
i=1 φi(t) sin(ix), onde φi(t) =
∫ π
0

















































































































e´ obtida a partir das desigualdades de Holder e de Bessel. Notemos que
∞∑
k=1












































































(〈Y k|MY k〉+ 〈Y k|µ(k/N)〉)+ 45π
16
.
O valor de Y k pode ser calculado numericamente como





(S((k − i)/N)Bη(i)) .
Sejam N = 10, ε = 10−12, F (η, σ) = − ln(σ − J(η))− ln(σ − σ)−∑10k=1 ln(1− η(k)2),
ηin ≡ 0, σin = J(ηin) + 50, and σ = σin + 50. (precisamos fazer σin e σ suficientemente
grandes para garantir a desigualdade ‖∇(F )(ηin, σin)‖F(ηin,σin) < β). Usando o me´todo de
caminho interior com β = 1/9 e γ = 5/36, obtemos, apo´s 693 iterac¸o˜es, a soluc¸a˜o
η =
[
−1,−1, 0.73,−1, 1,−1, 1,−1, 0.95,−1,−0.18
]
e a funcional toma o valor 15.8919. A estimativa teo´rica para o nu´mero de iterac¸o˜es e´ 1096.
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Figura 1: Evoluc¸a˜o do controlo discreto
Figura 2: Evoluc¸a˜o da func¸a˜o θ
A tabela 2 mostra-nos o nu´mero real e o nu´mero estimado de iterac¸o˜es para diferentes
preciso˜es e outras func¸o˜es objetivo.
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precisa˜o e−t cos(πt) cos(10t) | cos(5t)| estimado
10−1 85 138 116 85 431
10−2 110 188 158 111 492
10−3 133 239 199 136 552
10−4 157 289 240 159 613
10−5 180 340 281 182 673
10−6 203 390 323 206 733
10−7 227 441 364 229 794
10−8 250 491 405 252 854
10−9 273 542 446 276 915
10−10 297 592 488 299 975
10−11 320 643 529 322 1035
10−12 343 693 570 345 1096
10−13 367 744 611 369 1156
10−14 389 794 626 390 1217
Tabela 2: 10 partic¸o˜es
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