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초    록 
 
자율 주행 관련 기술들이 급격히 발전해 가고 있는 가운데 
자율주행의 기반 기술 중 하나인 센서 기술은 현재 라이다, 레이더, 
스테레오 비전, 알고리즘 기반의 모노 비전 카메라 등이 사용되고 
있으나 이러한 센서들은 부피가 크거나 가격이 높아 아직 대중적으로 
많은 차량에 적용하기 어려운 실정이다. 이에 본 연구에서는 블랙박스 
카메라의 크기와 동일한 소형 카메라의 앞단에 가변조리개를 간단히 
삽입하여 부피를 줄이고 가격을 현저히 낮추어 영상과 거리 정보를 
동시에 제공하는 거리 센서를 개발하였다. 
이 거리 센서는 f/1.8과 f/4.0의 값을 가지는 가변조리개와 초점 
거리 8 mm, 화각 45°, FHD급 화질을 가지는 카메라 모듈로 구성된다. 
가변조리개가 입력 전압을 받게 되면 전압에 따라 가변조리개의 크기가 
변화하고, 가변조리개가 탑재된 카메라 모듈에서는 조리개의 크기에 
따라 같은 장면에 대해 피사계 심도가 다른 두 이미지를 얻게 되며, 이 
피사계 심도의 차이를 통해 거리 정보를 추출할 수 있게 된다. 이때 
서로 다른 크기의 조리개로 얻은 두 이미지 간의 피사계 심도 차이는 
거리에 따라 선형적으로 증가하며 실제 측정을 통하여 이를 확인하였다. 
딥러닝 알고리즘을 적용하면 오차를 줄일 수 있는데, 본 연구에서는 
디텍터 기반과 거리맵 기반의 알고리즘을 사용하였다. 디텍터 기반의 
알고리즘을 적용하였을 경우, 주간에 차량이 정지된 상황에서는 50 m 
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거리 범위에서 평균 0.826 m의 오차가 발생하였다. 거리맵 기반의 경우, 
주간에 촬영된 70 m 거리 범위의 영상에서 물체 영역의 오차는 차량의 
정지 상황에서는 0.619 m, 주행 상황에서는 1.000 m를 가진다. 야간에 
주행 중 촬영한 영상은 40 m 범위에서 물체 영역에 대해 5.470 m의 
오차를 가진다. 가변조리개의 구동은 액정 디스플레이 방식을 
사용함으로써 2.64 V의 낮은 동작 전압과 10.59 ms의 빠른 응답 
시간을 구현하여 전체 거리 센서 시스템이 낮은 전력에서 30 fps로 
실시간 거리 측정이 가능하다는 것을 보였다. 
본 연구에서 개발한 거리 센서는 가변조리개를 사용함으로써 카메라 
한 대 만으로 한 장의 이미지가 아닌 피사계 심도가 다른 두 장의 
이미지를 이용하여 거리 정확도를 높였다. 또한 1/2.7 인치의 이미지 
센서를 가지는 카메라 앞단에, 반도체 공정 및 디스플레이 공정 기술을 
이용하여 구현된 10 × 10 × 1.8 mm3 크기의 소형 가변조리개를 
삽입함으로써 전체 센서 크기를 소형화 시켰으며 공정 정확도를 높였다. 
가격적인 측면에서도 기존 거리 센서들과 비교해 매우 낮아졌으며 
FHD급 카메라를 사용하여 영상의 화질을 높였다. 개발한 가변조리개가 
한 레이어에서 동작하기 때문에 정렬의 오차에서 오는 광학 수차를 줄일 
수 있고 기계적으로 움직이는 부분이 없어 신뢰성이 좋으며 부호화된 
조리개, 컬러 필터를 이용한 조리개, 가시광, 적외선 필터를 이용한 이중 
조리개 등 조리개를 이용한 다른 DFD 방식보다 거리 측정 가능 범위가 
커서 자동차 용으로 사용될 수 있으며 이미지의 후처리 없이 선명한 
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영상을 바로 얻을 수 있다.  
거리 센서는 자율주행차에 적용되어 충돌 방지 경고, 사각 지대 
검출, 보행자 검출 및 거리 인식, 주차 보조 등의 기능을 할 수 있으며 
그 외 로봇, 드론, 모바일용 카메라, 게임 산업, 사물인터넷 등과 같이 
소형 카메라가 삽입되어 거리 측정을 필요로 한 여러 응용 분야에서 
사용될 수 있다.  
 
주요어 : 카메라 기반 거리 센서, 차량용 영상 센서, 소형 가변조리개, 
액정 디스플레이 방식의 가변조리개, 비초점 Depth from 
defocus, FHD급 화질 
 
학   번 : 2013─23106 
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제 1 장 서    론 
 
제 1 절 연구의 배경 
 
최근 자동차 제조업체들뿐 만 아니라 Information and 
Communication Technology (ICT) 대표 기업들까지 자율주행자동차 
기술 개발에 경쟁적으로 참여하며 관련 기술이 급속도로 발전하고 있다 
[1─9]. 컨설팅 기업인 Gartner의 2019 Hype Cycle Report에서는 
10대 전략 기술 트렌드 중 하나로 자율주행을 꼽았으며 [10], 전 세계 
시장 규모는 연평균 62.86%로 성장하여 2024년에는 412억5천달러로 
급격한 성장을 이룰 것으로 전망 된다 [11].  
그림 1.1과 같이 완전한 자율주행까지는 0부터 5까지의 레벨로 
분류할 수 있는데 레벨 0은 운전자가 차량을 완전히 제어해야만 하는 
단계, 레벨 1은 조향, 가감속 등을 자동화해 운전자가 도움 받는 수준, 
레벨 2는 고속도로 주행 시 차량, 차선 인식, 앞차와 간격 유지가 
가능한 단계, 레벨 3은 일정 기간 자율주행이 가능하지만 운전자가 
주변상황을 주시하여 돌발상황을 대비해야 하는 단계, 레벨 4는 특정 
도로조건에서 모든 제어가 가능한 단계, 레벨 5는 운전자의 개입 없이 
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목적지까지 주차 등 모든 기능이 완전 자동화 된 단계이다 [12]. 현재 
상용화된 기술 수준은 레벨 2에서 3 사이의 수준이고 Gartner에 의하면 
완전 자율주행의 안정 단계 진입까지는 앞으로 10년 이상 소요될 
것으로 예측된다 [10]. 
 
그림 1.1 자율주행의 5 단계 
 
자율주행차 개발에 있어 현재 Google의 자회사인 Waymo가 가장 
앞서있다. 2010년 Google은 360°로 회전하는 Velodyne의 
라이다(Light Detection and Ranging, LIDAR)를 장착하여 세계 최초로 
자율주행차 기술을 공개하였다 [8, 13]. 관련 기술을 이어 받은 
Waymo는 2018년 카 쉐어링 업체인 Lyft와 협약을 맺어 미국 
애리조나 주 피닉스 지역에서 어플리케이션을 통한 자율주행택시 
서비스를 시작하였다 [14].  
자율주행차는 여러가지 측면에서 이점을 갖는다. 미국 
도로교통안전국(National Highway Traffic Safety Administration, 
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NHTSA)에 따르면 2016년 교통 사고로 37,000명 이상이 사망했는데 
그중 약 94%가 과속에 의한 충돌, 음주 운전, 전방 주시 태만, 졸음 
운전 등 사람의 과실로 인한 사고였다 [15]. 자율주행 기술은 운전자를 
대체함으로써 교통사고 사망률을 크게 줄일 수 있게 된다. 또한 
운전자는 차량 안에서 집이나 사무실에서와 같이 쉬거나 일을 할 수 
있으며 이를 통해 운전자의 스트레스를 줄일 수 있고 운전을 할 수 없는 
사람도 운전을 가능하게 할 수 있다. 보다 효율적으로 속도 변경을 하는 
운전 형태는 도로 혼잡 및 탄소 배출도 줄일 수 있다.  
미국 고속도로안전보험협회(Insurance Institute for Highway 
Safety, IIHS)에 따르면 Autonomous Emergency Braking (AEB) 
기능이 차량에 탑재된 경우 후방 추돌사고가 40% 감소한다고 
발표하였다 [16]. 이에 미국 정부는 2022년까지 AEB를 의무 
장착하기로 합의 하였으며 유럽연합(EU) 역시 AEB 의무화를 
추진하기로 하였다 [17, 18]. 이는 자율주행을 위한 기술이 운전자의 
편의만을 위한 것이 아닌 운전자 안전을 위한 필수 규제 요소가 된다는 
것을 의미한다. 
자율주행차 관련 업체들이 상용화를 목표로 하고 있지만 실제 
상용화를 위한 기술 수준은 아직 부족한 실정이다. 2016년에는 Tesla의 
모델 S가 자율주행기능을 사용하다가 교통사고가 발생해 운전자가 
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사망하는 사고가 일어났다 [19]. Tesla 측은 역광 탓에 피해 차량 앞에 
끼어든 트레일러의 흰색 옆면이 햇빛에 반사되면서 시스템이 트레일러를 
하늘로 오인해 브레이크가 작동하지 않았다고 설명했다. 
프랑스의 자율주행 기업인 Navya의 자율주행택시의 경우 가격이 
25만 유로로 책정되었고 현재 자율주행단계 레벨 5에 대해 테스트 
중이다 [20]. 이렇게 레벨 4 이상 자율주행 자동차는 대중이 
구입하기에는 매우 부담스러운 수준이라 초기 자율주행 시장에서는 
차량공유업체의 자율주행택시나 트럭과 같은 운송 수단의 수요에 그칠 
것으로 보인다. 따라서 일반 대중에게 공급되기 위해서는 보다 
저렴하면서도 차량 주위의 환경을 정확히 인식할 수 있는 센서의 제공이 
필요하다.  
 
제 2 절 선행 연구 
 
1.2.1 거리 측정 방식의 종류 
라이다는 특정 패턴으로 송출된 레이저 빔이 주변 물체에 반사되어 
돌아오는 왕복 시간, 위상 변위, 펄스 전력, 펄스 폭을 통해 영상 정보를 
수집한다 [21─24]. 그림 1.2는 Velodyne의 64채널을 가진 라이다로 
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다채널의 레이저 송수신부가 모터에 의해 360°돌아갈 수 있으며 회전 
스캐닝을 함으로써 3D 영상 수집이 가능하다 [23─26]. 정밀도가 
높지만 [27] 큰 부피와 높은 가격대를 가지며, 라이다를 탑재한 차량이 
많아질 경우 차량 간의 신호 간섭이 문제될 수 있다 [28].  
 
 
그림 1.2 Velodyne의 64채널 라이다 [24] 
 
레이더는 라이다에 비해 오랜 기간 개발이 진행되어 왔다. 차량용 
라이다는 밀리미터파를 이용하며, 송출된 전파와 수신된 전파 사이의 
도플러 주파수 편이를 이용하여 피탐지체와의 거리와 상대 속도를 
추정한다 [29─31]. 그림 1.3은 Bosch의 레이더로 좌측의 중거리용 
레이더는 80 m까지 측정이 가능하여 주로 차량의 모서리 부근이나 
사각지대를 탐지하고 다른 차량의 차선 교차를 관찰하며, 우측의 
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장거리용 레이더는 250 m까지 측정 가능하여 전방 주시 센서로 
활용된다 [32─33]. 밀리미터파를 이용한 차량용 레이더는 눈, 비, 황사, 
미세먼지 등 시야가 확보되지 않는 환경에서 우수하게 동작하지만 [34] 
긴 파장으로 인해 상대적으로 작은 물질은 감지가 어렵다 [35].  
 
 
그림 1.3 Bosch의 중거리용(좌)/장거리용(우) 레이더 [32, 33] 
 
초음파 센서는 초음파를 활용하여 근거리 장애물을 감지하고 
측정한다 [36]. 일정한 간격으로 높은 주파수의 음파를 발사하고 
물체를 통해 반사된 에코를 압전변환기를 통하여 전자 신호로 
전환하는데 이때 음파의 속도와 음파가 반사되어 돌아올 때까지의 
시간을 통해 물체까지의 거리를 계산한다. 초음파 센서의 기술은 이미 
성숙 단계에 있고 제품 단가가 타 센서 대비 가장 저렴하다. 가능한 
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측정 거리가 수 미터 이내로 짧아 주차 보조 기술로 사용되고 있다 
[34].  
영상 센서는 카메라의 이미지 센서를 이용하여 주변 환경을 
이미지로 감지하여 거리를 추정하는 방식으로, 동시에 인간의 눈과 같이 
차선, 신호등, 표지판, 차량 및 보행자 등의 다양한 사물을 인지할 수 
있다. 영상 센서는 크게 카메라를 한 대 이용하는 모노 비전(mono 
vision) 방식과 두 대 이용하는 스테레오 비전(stereo vision) 방식으로 
나눌 수 있다.  
그림 1.4는 Continental의 스테레오 비전 센서로, 사람이 두 눈을 
사용하여 거리를 계측하는 원리와 비슷하게 두 대의 카메라를 이용하여 
하나의 사물을 인식하여 거리를 추출한다 [37]. 스테레오 비전이 
거리를 계산하기 위해 필요한 세 요소는 크게 베이스라인(baseline), 
초점 거리, 시차이다. 베이스라인은 카메라와 카메라 간의 거리이고 
초점 거리는 이미지 센서와 렌즈와의 거리이며 시차는 좌우 영상에서 
동일하게 나타나는 물체에 대한 위치 차이를 의미한다. 베이스라인과 
초점 거리는 고정된 상수이고 스테레오 영상 정합 기법을 통해 시차를 
계산하여 거리를 추출한다 [38─40]. 이 방식은 카메라 모듈 구조가 
일반 카메라와 같기 때문에 하드웨어적인 수정이 필요하지 않다는 것이 
장점이다. 하지만 거리 정보를 획득하기 위해서는 두 카메라의 내부 및 
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외부 칼리브레이션(calibration) 과정과 두 카메라 간의 정렬이 반드시 
필요하다. 자동차에서 사용하게 되면 카메라의 정렬이 틀어지기 쉽기 
때문에 이로 인한 이슈가 주요 연구 대상이다. 또한 스테레오 비전 
기술은 카메라 두 대 간의 최소 베이스라인이 정해져 있기 때문에 전체 
부피를 줄이는 데에 한계가 있다 [41]. 
 
 
그림 1.4 Continental의 스테레오 비전 센서 [37] 
 
스테레오 카메라 중 한 대를 프로젝터로 대체한 구조광 카메라도 
개발되었다. 프로젝터를 통해 면, 점, 선 등 구조화 되어 있는 광 패턴을 
물체에 주사하고 그 패턴의 굴곡을 인식하여 광에 대한 대응점을 찾아 
스테레오 비전 방식과 동일하게 삼각 측량 방식을 이용한다 [42─45]. 
구조광 방식은 이미 설계된 패턴을 분석하기 때문에 비교적 정밀한 
측정이 가능하다. 또한 다른 방식과는 달리 구조화 된 패턴을 물체에 
주사하기 때문에 물체의 텍스처에 영향을 받지 않는다. 그러나 먼 
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거리의 물체에 대해 광을 주사하게 되면 패턴이 광범위하게 적용이 
되면서 패턴의 변형을 인식하기 어려워지며 패턴보다 작은 물체 또한 
패턴의 변형을 분석하기 어렵다. 또한 조도가 큰 환경에 취약하기 
때문에 차량용 거리 측정 센서로는 적합하지 않고 실내에서 사용할 수 
있는 제스처 인식, 안면 인식과 같은 보안용으로 적합하다. 
 
 
그림 1.5 구조광 카메라의 원리 [45] 
 
카메라 한 대만을 이용하는 모노 비전은 인공지능을 기반으로 한 
Mobileye의 제품이 첨단 운전자 보조 시스템(Advanced Driver 
Assistant System, ADAS) 시장의 1위를 차지하고 있다. 2018년 78개 
완성차 모델에 적용되는 20개 프로그램을 출시하였고 누적기준으로 
32백만대 차량이 Mobileye 칩을 사용 중이다 [46]. 이 제품은 
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카메라의 전체 화면 크기 대비 앞 차량의 크기 비율을 통해 해당 
차량까지의 거리를 산출하고, 그 크기의 변화로부터 속도를 계산해 
충돌소요시간을 산출하고 추돌 전에 경보를 울린다 [47]. 부피가 작고 
다른 센서에 비해 가격이 저렴하다는 장점이 있지만 앞 차량의 크기, 
각도 등을 정확히 읽어내기 위해서는 카메라가 지면으로부터 위치해야 
하는 값이 정해져 있어, 자동차와 같이 지속적으로 움직임과 진동이 
발생하는 환경에서는 첫 설치 후에도 사용자가 계속 주의를 기울여야 
한다.  
 
그림 1.6 Mobileye의 모노 비전 센서 [46] 
 
모노 비전으로 이미지의 피사계 심도를 이용하여 거리를 추출하는 
방식인 Depth from Defocus (DFD) 방식은 꾸준하게 연구 되어 왔다 
[48─52]. 하지만 전통적인 DFD 방식은 한 장의 이미지만을 사용하기 
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때문에 거리의 정확도를 높이기 위하여 피사계 심도에 변화를 줄 수 
있는 조리개가 연구되어 왔고, 그 중 하나의 방식이 부호화된 
조리개(coded aperture)를 이용하는 것이다 [53─54]. 이 방법은 
부호화된 조리개를 기존의 카메라에 삽입하여 블러(blur)를 유도하고 
이를 통해 이미지를 합성하여 피사계 심도를 변경하고 깊이 맵(depth 
map)을 만들 수 있다.  
부호화된 조리개 대신 특정 색을 필터링 할 수 있는 조리개를 
이용한 방법도 연구 되었다 [55─56]. 컬러 필터를 사용하게 되면 
초점이 맞는 경우에는 컬러 필터를 통과한 각 빛이 한 지점에 모여 
이미지가 선명하게 보이지만 초점이 맞지 않는 경우는 컬러 필터를 
통과한 빛이 서로 다른 지점에 모이게 되고 이 때 발생하는 위상 차의 
분석을 통해 이미지의 깊이를 알 수 있게 된다. 하지만 부호화된 
조리개나 컬러 필터를 이용한 방식들은 보통의 조리개보다 적은 광을 
투과 시키고 선명한 영상을 얻기 위해서는 이미지를 가공하는 후 처리가 
반드시 필요하다.  
입사되는 광량을 효율적으로 사용하면서 정확도를 높이기 위해 이중 
조리개 방법이 연구 되었다 [57]. 그림 1.7과 같이 이중 조리개 방식은 
가시광과 적외선을 각각 필터링 시키는 2개의 조리개를 사용한다. 각 
조리개는 크기가 달라 가시광 필터 조리개로부터 얻어지는 이미지와 
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적외선 필터 조리개로부터 얻어지는 이미지의 피사계 심도가 다르기 
때문에 이를 분석하여 이미지에 있는 물체들의 거리를 추정할 수 있다. 
하지만 이 방식은 두 개의 조리개를 각각 제작하여 어셈블리하기 때문에 
두 조리개 간에 정렬 오차가 생길 수 있다. 또한 일반적인 이미지 
센서의 베이어(Bayer) 패턴은 가시광만 처리하므로 적외선 신호롤 
처리하기 위해 이미지 센서 상의 녹색 필터를 적외선 필터로 대체해야 
한다.  
 
그림 1.7 이중조리개 방식 [58] 
 
1.2.2 다양한 방식의 소형 가변조리개 
그림 1.8은 기계적 방식의 가변조리개로 Micro Electro Mechanical 
Systems (MEMS)의 빗살(comb─drive) 구조를 이용한 정전기 
액추에이터(actuator)로 구동 된다 [59]. 불투명한 블레이드는 빗살 
구동기에 연결되어 있는데 이 구동기에 전압 인가 시 정전기력에 의해 
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미세한 간격을 지닌 빗살 구조의 사이가 변하면서 수평 방향으로 
블레이드가 회전하게 된다. 전체 두 레이어로 이루어져 있는데 각 
레이어에는 블레이드가 4개로 구성되어 있어, 총 8개의 레이어가 
회전하면서 팔각형의 가변조리개를 형성한다. 전압을 0부터 100 V까지 
가하였을 때 조리개의 지름은 0.45 mm부터 1.56 mm까지 변화한다. 
응답 시간은 4 ms로 매우 빠르나 구동 전압이 높은 편이다.  
 
그림 1.8 빗살 구동기를 이용한 가변조리개 [59] 
 
그림 1.9는 액체의 전기 습윤(electrowetting) 현상을 이용한 
가변조리개로 소수성으로 표면 처리된 메인 채널과 서브 채널 안에 
도전성과 광 흡수성을 지닌 액체를 넣어 구동 시킨다 [60].  액체의 
표면에 전기장이 가해지면 전기 습윤 현상에 의해 액체의 접촉각이 
작아지면서 모세관 현상이 발생하게 되며 조리개의 크기가 줄어들게 
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된다. 전압을 0부터 70 V까지 가하였을 때 조리개 크기는 4.5 mm부터 
0.85 mm까지 변화하며 42 ms의 응답 시간을 가진다.  
 
그림 1.9 전기 습윤 현상을 이용한 가변조리개 [60] 
 
그림 1.10은 링 형태의 압전 액추에이터를 이용한 가변조리개이다 
[61]. 액추에이터에 연결된 polydimethylsiloxane (PDMS) 
멤브레인(membrane)과 유리 기판 사이에 광 흡수성 액체를 넣었다. 
압전 액추에이터에 전압을 가하게 되면 액추에이터가 위쪽으로 휘어지고 
챔버 안의 기압은 내려가면서 PDMS 멤브레인이 아래쪽으로 오목한 
형태로 휘어진다. 이때 멤브레인이 유리 기판과 원형으로 접촉하게 
되는데 압전 액추에이터에 가해지는 전압이 커질수록 접촉되는 면적은 
더욱 커진다. 접촉이 된 부분에는 액체가 존재하지 않아 빛이 
투과하지만 접촉이 되지 않은 부분은 액체로 인해 빛이 투과 되지 않아 
 
 15 
전압에 따라 조리개의 크기가 변화하게 된다. 80 V의 전압을 가하였을 
때 조리개 크기는 0부터 4.55 mm까지 변화하며 시간은 약 1초 정도 
걸린다. 멤브레인이 유리 기판과 닿으면서 조리개의 원형이 정의 되기 
때문에 조리개의 테두리 쪽이 선명하지 않다는 단점이 있다. 
 
 
그림 1.10 압전 액추에이터를 이용한 가변조리개 [61] 
 
그림 1.11은 전압이 걸릴 때 전기화학적 반응으로 인해 물질의 
색이 변화하는 통전 변색성(electrochromism)을 이용한 
가변조리개이다 [62]. 물질로는 phenazine과 viologen을 이용하여 변색 
시 물질의 투과도 대비를 높였고 두 개의 동심원으로 패터닝하여 세 
가지 크기의 조리개가 형성되도록 하였다. 2 V의 동작 전압으로 낮지만 









그림 1.12 유전영동을 이용한 가변조리개 [63] 
 
그림 1.12는 유전영동(dielectrophoresis)을 이용한 
가변조리개이다 [63]. 유전영동은 불균일한 전기장에 입자가 놓였을 때 
입자에 유도된 쌍극자에 의해 입자에 방향성 있는 힘이 가해지는 
현상으로, 전기장 위의 액체를 이동 시켜 조리개를 형성하였다. 액체는 
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투명한 오일과 유전상수가 큰 불투명한 잉크를 사용하여 두 액체가 
섞이지 않도록 하였으며, 액체에 전기장이 인가되면 힘이 원의 가운데 
방향으로 가해지면서 잉크가 가운데 방향으로 좁혀와 조리개 크기가 
줄어들게 된다. 동작 전압은 0부터 160 V로 80 V를 가하였을 때의 
응답 시간은 45 ms이다.  
 
 
그림 1.13 전자석 액추에이터를 이용한 방식 [64] 
 
그림 1.13은 전자석 액추에이터를 이용한 방식의 가변조리개이다 
[64]. 패러데이의 전자기 유도 법칙에 따라 전류가 코일에 흐르게 되면 
자기장이 발생하는데, 이 자기장이 불투명한 액체 자석을 움직여 
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조리개를 가변 시킨다. 액체 자석은 서브 채널 안에 채워져 있고, 
전류가 흐르게 되면 메인 채널의 가운데 방향으로 움직이면서 조리개가 
작아지게 된다. 전류를 0부터 2.6 A까지 변화시켰을 때 조리개의 
크기는 1.09 mm에서 1.72 mm까지 변화한다.  
 
 
그림 1.14 롤 액추에이터를 이용한 가변조리개 [65] 
 
그림 1.14는 정전기력을 이용한 롤 액추에이터 방식의 
가변조리개이다 [65]. 실리콘 나이트라이드(Silicon Nitride)와 알루미늄 
박막이 MEMS 공정 기술을 이용하여 36개의 조각으로 패터닝 되어 
있는데 실리콘 나이트라이드와 알루미늄 사이의 스트레스 차이로 인하여 
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롤 형태로 말려 있다. 바닥 부분의 투명한 금속에 전압을 가하게 되면 
정전기력에 의하여 말려 있던 박막이 펴지게 되면서 조리개의 크기가 
작아진다. 30 V의 전압을 가하였을 때 조리개의 지름은 0에서 2.2 
mm로 변화하며 응답 시간은 2 ms 이다. 이 방식은 점진적으로 크기를 
변화시키는 다른 가변조리개 방식과 달리 두 가지 크기의 조리개 만을 
구현한다.  
 
제 3 절 연구의 목적 
 
자율주행을 위한 기반 기술로써 매우 중요한 거리 측정 센서는 현재 
부피가 크거나 가격이 높아 아직 대중적으로 차량에 적용하기 어려운 
실정이다. 이에 본 연구에서는 소형 카메라에 가변조리개를 간단히 
삽입하여 영상과 거리 정보를 동시에 제공하는 거리 센서를 
하드웨어적으로 구현하였다. 블랙박스 카메라와 같은 크기의 카메라의 
앞단에 반도체 공정 및 디스플레이 공정 기술을 이용하여 구현된 소형 
가변조리개를 어셈블리함으로써 전체 센서 크기를 소형화 시켰으며 
가격적인 측면에서도 기존 거리 센서들과 비교해 매우 낮아졌다. 
이 거리 센서는 가변조리개를 사용함으로써 카메라 한 대 만으로 
이미지 한 장이 아닌 피사계 심도가 다른 두 장을 이용하여 거리 
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정확도를 높였다 [66]. 또한 개발한 가변조리개는 타 연구에서 개발한 
가변조리개 대비 낮은 동작 전압과 빠른 응답 시간을 동시에 지님으로써 
전체 거리 센서는 낮은 전력으로 실시간 거리 측정이 가능하게 되었다. 
거리 센서의 전체 시스템을 나타내는 블록 다이어그램은 그림 
1.15와 같다. 전압을 스위칭 하도록 코딩된 아두이노 보드로부터 
가변조리개가 입력 전압을 받게 되면 전압에 따라 가변조리개의 크기가 
변화한다. 가변조리개와 어셈블리된 카메라 모듈의 이미지 센서에서는 
가변조리개의 크기에 따라 서로 다른 영상을 받게 되고 이미지 센서와 
연결된 카메라의 메인 보드에서 이미지 프로세싱을 거쳐 디스플레이 
창에 영상이 보여지게 된다. 디스플레이 되는 영상에 거리 추정 





그림 1.15 거리 센서 시스템을 나타낸 블록 다이어그램 
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본 논문의 제 2장에서는 가변조리개의 개발에 관한 내용을 다루고 
제 3장에서는 가변조리개가 삽입될 카메라 모듈을 거리 측정 시스템에 
맞게 개발하고 카메라 메인 보드와 가변조리개를 구동시키는 아두이노 
보드를 함께 어셈블리 하는 것에 대해 다룬다. 제 4장은 전체 거리 측정 
시스템으로 얻은 영상에 DFD 알고리즘을 적용하여 도출된 거리 측정 




제 2 장 액정 디스플레이 방식의 가변조리개 
 
제 1 절 가변조리개의 동작 원리 
 
기존에 개발된 소형 가변조리개는 MEMS를 이용한 방식처럼 
전압이 높거나 [59], 전기 습윤 현상을 이용한 방식처럼 응답 시간이 
낮은 문제가 있어 [60], 본 연구에서는 액정(Liquid Crystal, LC)을 
이용하여 구동하는 가변조리개를 개발하였다. 액정은 고체와 같이 결정 
구조를 갖지만 액체처럼 움직이는 물질로써 배열 구조의 차이에 따라 
네마틱(nematic), 스멕틱(smetic), 콜레스테릭(cholesteric)으로 
분류된다 [67]. 그 중 1971년 네마틱 액정이면서 층간에 방향이 
틀어진 형태인 비틀린 네마틱(Twisted Nematic, TN) 액정에 의한 
전기─광학 효과가 발표 되면서 오늘날 가장 기본적인 액정 
디스플레이(Liquid Crystal Display, LCD)에 사용되게 되었다 [68].  
액정 디스플레이의 구성과 기본적인 동작을 그림 2.1에 나타내었다. 
위아래 유리 기판의 안쪽에는 투명 전극인 indium─tin─oxide (ITO)가 
증착 되어 있다. 이 ITO 위에는 액정의 방향자(director)의 정렬을 




그림 2.1 액정 디스플레이의 동작 원리 
 
위쪽 기판과 아래쪽 기판의 러빙 방향이 수직이 되게 하고 기판 사이에 
액정을 주입하게 되면 ITO 표면에서 러빙 방향에 평행하게 액정의 
방향자가 놓이게 되며 유리 기판 사이에서 연속적으로 90° 비틀리게 
된다. 유리 기판의 각 바깥쪽에는 편광 필름을 부착하는데 이때 편광 
필름의 편광축이 배향막의 러빙 방향과 평행하도록 부착한다. 전압을 
인가하기 전에 빛이 들어오게 되면, 위쪽 편광 필름에 의해 선편광된 
빛의 편광면이 액정 층에서 단계적으로 비틀린 구조에 의해 회전하면서 
아래쪽 편광 필름의 편광축과 평행하게 되어 빛이 투과하게 된다. 
위아래 기판에 전압을 인가하게 되면 방향자가 전기장 방향에 평행하게 
배열되기 때문에 액정 층에서 편광면이 회전하는 특성이 없어져 위쪽 
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편광 필름에 의해 선편광된 빛이 그대로 바닥까지 내려와 아래쪽 편광 
필름의 편광축과 90°가 되어 빛이 투과하지 못하게 된다.  
이러한 액정 디스플레이의 동작 원리를 이용하여 가변조리개를 
개발하였다. 한쪽 유리 기판의 ITO 전극을 그림 2.2와 같이 링 형태로 
패터닝을 하여 가운데 원에 유리 기판이 드러나게 하였다. 이후 기판 
전체에 ITO 전극이 있는 다른 유리 기판과 합착 시켜 두 기판 사이에 
전압을 가하게 되면 유리 기판이 드러난 원 부분에는 전기장이 형성 
되지 않아 항상 빛이 통과하게 된다. ITO 전극의 바깥 부분에 
크롬(Chromium)을 증착한 것은 빛이 조리개 이외의 부분으로 통과되는 
것을 막기 위함이다.  
 
 
그림 2.2 유리 기판 위에 링 형태로 패터닝된 ITO 
 
그림 2.3은 위아래 기판이 합착 되었을 때의 단면도와 그 동작 
원리를 나타낸다. 위쪽 기판에는 ITO가 전체적으로 증착되어 있고 
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아래쪽 기판에는 ITO의 가운데 부분이 식각 되어 있으며 조리개 바깥쪽 
부분에는 크롬을 증착 하였고 전압은 ITO 기판 사이에 인가하게 된다. 
전압을 가하지 않은 상태에서는 전체적으로 전기장이 형성되지 않아 
크롬이 있는 부분을 제외한 곳에서 빛이 투과가 되면서 큰 원이 
형성된다. 전압을 가하게 되면 ITO가 있는 부분은 전기장이 형성 
되지만 ITO가 식각된 부분에는 전기장이 형성되지 않아 전기장이 
형성된 부분만 빛이 통과하지 못하게 되므로 작은 원이 형성되게 된다.  
 
 
그림 2.3 액정 디스플레이 방식을 이용한 가변조리개의 동작 원리 
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제 2 절 가변조리개 설계 
 
한쪽 유리 기판을 동심원 형태로 패터닝 하게 되면 전기─광학 
액추에이터로써 여러 가지 크기를 가지는 가변조리개를 형성할 수 있다.  
 
 
그림 2.4 6개의 서로 다른 크기를 가지는 가변조리개의 패턴 
 
그림 2.4에서 ITO는 동심원 형태로 패터닝 되었으며 1번 전극이 
가장 바깥쪽 링에 연결되고 5번 전극이 가장 안쪽 링에 연결 되어 있다. 
1번 전극부터 5번 전극까지 순차적으로 동작 전압을 가하고 패턴이 
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없는 다른 한쪽 유리 기판의 ITO를 접지에 연결 시키면 가변조리개의 
크기를 6단계로 제어할 수 있다. 먼저, 전압을 가하지 않은 상태는 빛이 
모두 투과되므로 가장 큰 조리개가 형성 된다. 전극 패드 1번에 동작 
전압을 가하게 되면 가장 바깥쪽 링 부분으로는 빛이 투과되지 않으면서 
조리개의 크기가 한 단계 줄어든다. 1번 전극과 2번 전극에 동시에 
전압을 가하게 되면 조리개의 크기가 처음 크기에 비해 두 단계 
줄어든다. 1번 전극부터 5번 전극까지 모두 전압을 가하게 되면 가운데 
ITO가 제거된 원 부분만이 빛을 투과하게 되면서 가장 작은 조리개를 
형성 하게 된다.  
조리개의 크기는 사진 분야에서 일반적으로 사용되는 
f─number(f/#)인 1.8, 2.8, 4.0, 5.6, 8.0, 11.0으로 설정하였다. f/#는 
식 (2.1)과 같이 초점 거리(f)를 입사 동공 지름의 길이(D)로 나눈 
값으로 정의 된다 [69]. 렌즈 앞단에 조리개를 위치시킬 경우 D를 





    (2.1) 
한 다이(die)의 크기는 일반 블랙박스의 렌즈 크기를 고려하여 10 
× 10 mm로 하였으며 3.2 절에서 설계된 초점 거리 8 mm를 식 
(2.1)에 적용하면 가장 바깥쪽 원의 지름은 f/1.8일 때인 4.44 mm 
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이다. 상판과 하판의 합착 시 실런트(sealant)의 너비가 대략 1.5 mm인 
것을 고려하여 전극 패드의 길이는 1 mm로 하였다. ITO 전극이 
상하판의 안쪽에 있기 때문에 전계를 가하기 위해서는 전체 두께의 
절반만 절단하여 그림 2.5와 같이 패드가 드러나야 한다.  
 
 
그림 2.5 다이, 조리개 및 전극 패드의 크기 설계 
 
제 3 절 가변조리개 제작 
 
액정 디스플레이 방식 가변조리개는 반도체 공정과 디스플레이 
공정을 이용하여 제작하는데 상판과 하판을 각각 공정하여 합착 후 
액정을 주입하게 된다. 그림 2.6은 전체 공정의 흐름도로 먼저 0.7 mm 
두께의 소다라임(Sodalime) 유리 기판에 투명 전극인 ITO를 75 nm의 
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두께로 증착한다. 이후 크롬을 이용하여 조리개의 바깥 부분은 빛을 
흡수함으로써 조리개 구동 시 빛의 영향이 없게 하였다.  Metal 
sputter를 이용하여 100 nm의 크롬을 증착한 후 감광제로는 1.5 μm 
두께의 PR 5214를 사용하여 사진 공정 진행하였으며 Reactive Ion 
Etching (RIE) 방식을 이용하여 식각 하였다. 하판의 ITO는 
가변조리개를 구현하기 위하여 패터닝 하게 되는데 이전 단계에서 
형성된 크롬 패턴에 정렬 하여 사진 공정을 진행 후 RIE 방식을 이용해 
식각 하였다. 이후 상하판에 비틀린 네마틱 액정의 정렬을 위하여 
폴리이미드를 증착하고 경화된 폴리이미드를 일정한 방향으로 러빙을 
하였다. 상하판 사이의 합착을 위해서는 실런트를 도포 해야 하는데 
이때 실런트에 4 μm 크기를 가지는 스페이서(spacer)를 함께 섞어서 
합착하여 상하판의 간격이 일정하게 유지될 수 있도록 하였다. 
다이싱(dicing) 공정을 진행할 때는 다이 별로 전체 두께를 절단하고 
전극 부분에는 전체 두께의 절반만 절단하여 전극이 바깥으로 
드러나도록 하였다. 액정은 JNC Korea Co.의 IAN─5000XX T20를 
사용하였고 모세관 현상을 이용하여 액정을 주입 시켰다. 이 후 양쪽 





그림 2.6 가변조리개의 공정 흐름도 
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ITO 식각 시 RIE를 이용하였는데 이때 사용한 기체는 아르곤, 수소, 
메탄이다 [70]. 식각 실험 시 아르곤, 사플루오린화탄소, 산소로 사용 
기체를 구성 하였을 때에는 식각률이 3.6─12.9 Åmin─1으로 매우 
낮았다 [71]. 하지만 아르곤, 수소, 메탄을 각각 20, 60, 20 sccm으로 
설정하고 100 mTorr의 압력 하에서 150 W의 전력을 공급하였을 때 
73.7 Åmin─1의 식각률을 얻을 수 있었다.  
 
 
그림 2.7 ITO 건식 식각 결과 
 
그림 2.7은 그림 2.4의 조리개 패턴에서 전극 패드 라인 사이의 
식각 결과를 보여준다. 얇은 부분의 선폭은 본 공정에서 가장 작은 값인 




제 4 절 가변조리개 제작 
 
제작된 가변조리개의 전체 칩 사이즈는 10 × 10 × 1.8 mm3 이며, 
설계된 f/#에 따라 해당 전극 패드에 전압을 가하였을 때 동작하는 
가변조리개의 사진과 측정된 크기를 표 2.1에 나타내었다.  
 
표 2.1 가변조리개의 사진 및 크기 측정 결과 
f/# 1.8 2.8 4.0 5.6 8.0 11.0 
사진 
      
설계값 (μm) 4400 2860 2000 1420 1000 720 
측정값 
(μm) 
가로 4342.86 2742.86 1973.29 1457.14 1028.57 776.18 
세로 4429.48 2914.29 1971.43 1459.66 1032.14 685.71 
대각(\) 4387.20 2788.02 2060.71 1395.33 977.29 727.31 
대각(/) 4340.06 2849.27 1939.49 1405.82 1032.14 669.45 
평균 4374.90 2823.61 1986.23 1429.49 1017.53 714.66 
오차 (%) 0.57 1.27 0.69 0.67 1.75 0.74 
Elongation 0.04 0.06 0.06 0.04 0.05 0.14 
 
여기서 elongation은 측정된 조리개가 얼마나 원에 가까운지 
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측정하기 위해 측정값의 최대값과 최소값의 비를 1에서 뺀 수치로 원에 
가까울수록 0에 가깝다. 
액정의 특성에 따라 전압을 인가하게 되면 투과되는 빛의 양이 
줄어들게 되어, 전압에 대한 빛의 투과량을 측정함으로써 동작 전압과 
응답 시간을 측정 할 수 있다.  
 
 
그림 2.8 가변조리개의 동작 전압과 응답 시간을 측정하기 위한 셋업 
 
그림 2.8은 측정 시스템 구성에 관한 것으로 가변조리개의 바로 
아래에는 포토다이오드가 있어 광량의 변화를 알 수 있고 이 
포토다이오드는 100 MΩ의 저항, 5 V DC 전압과 직렬로 연결되어 있다. 
가변조리개에 0부터 10 V까지 가하였을 때 포토다이오드로 입사되는 
빛의 양이 줄어 들게 되고 이에 포토다이오드에 걸리는 전압은 증가하여 
포토다이오드에 직렬로 연결된 저항에 걸리는 전압은 줄어들게 된다. 
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이때 저항에 걸리는 전압을 출력 전압으로 측정함으로써 동작 전압과 
응답 시간을 측정할 수 있다.  
출력 전압을 측정하여 투과도로 0─100%까지 정규화 하면 
전압─투과도 곡선을 얻을 수 있는데 그림 2.9는 샘플 5개에 대하여 
전압─투과도를 표현한 것이다. 투과도의 변화가 전체의 90%가 되는 
때의 전압을 광학적 포화 전압(optical saturation voltage)이라고 
하는데 가변조리개에서는 이 광학적 포화 전압을 동작 전압으로 볼 수 
있다. 샘플 5개의 동작 전압을 나타내면 표 2.2와 같고 전체 샘플의 
평균 동작 전압은 2.64 ± 0.26 V 이다. 
 
 





표 2.2 가변조리개 샘플 5개의 동작 전압 
 동작 전압 (V) 
샘플 1 2.65 
샘플 2 2.56 
샘플 3 2.91 
샘플 4 2.86 




또한 가변조리개에 5 V, 1 Hz의 구형파를 인가했을 때 회로의 출력 
전압을 나타내면 가변조리개의 응답 시간을 알 수 있다. 출력 전압의 
최소값을 투과도 100%, 출력 전압의 최대값을 투과도 0% 라고 했을 
때 응답 시간 중 상승 시간은 투과도 10%에서 90%까지 변화하는데 
걸리는 시간, 하강 시간은 투과도 10%에서 90%까지 변화하는데 
걸리는 시간 이다. 그림 2.10은 샘플 5개 중 한 샘플에 대한 측정 
그래프로 왼쪽 y축에 표시된 것은 가변조리개에 인가되는 전압이고 
오른쪽 y축에 표시된 것은 가변조리개의 동작으로 인해 변화하는 
회로의 출력 전압이다. 출력 전압의 (+), (-) 단자를 바꾸어 측정하게 
되면 상승 시간은 0 V의 입력 전압을 가하여 f/4.0에서 f/1.8로 변화될 
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때 출력 전압이 90%에서 10%로 낮아지는데 걸리는 시간이고, 하강 
시간은 5 V의 입력 전압을 가하여 f/1.8에서 f/4.0으로 변화할 때 출력 
전압이 10%에서 90%로 증가하는데 걸리는 시간이다. 가변조리개 샘플 
5개에 대해 측정된 응답 시간의 상승 시간과 하강 시간에 대해 표 
2.3에 나타내었다. 이를 통해 샘플 5개의 평균 상승 시간은 8.29 ± 
1.18 ms이고 하강 시간은 2.30 ± 0.94 ms 임을 알 수 있다. 
 
 
그림 2.10 구형파 인가 시 가변조리개 샘플 5의 응답 시간 
 
같은 장면에 대해 동작 전압이 인가되지 않았을 때와 동작 전압이 
인가되었을 때 각각의 장면이 필요하므로, 두 장의 사진을 찍기 
위해서는 응답 시간의 상승 시간과 하강 시간이 모두 고려되어야 하며 
이를 합하면 10.59 ms 이다. 30 fps로 영상을 송출할 경우 두 장의 
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사진을 얻는 데에는 대략 16.65 ms 이하의 시간이 필요하게 되는데 
측정된 응답 시간은 이를 만족한다.  
 
표 2.3 가변조리개 샘플 5개의 응답 시간 
 상승 시간 (ms) 하강 시간 (ms) 
샘플 1 6.62 1.50 
샘플 2 8.00 1.30 
샘플 3 8.61 2.20 
샘플 4 9.91 2.99 
샘플 5 8.33 3.50 
평균 8.29 2.30 
표준편차 1.18 0.94 
 
측정된 동작 전압과 응답 시간을 각각 x축과 y축으로 나타내어 타 
연구들과 비교한 결과를 그림 2.10에 나타내었다. 동작 전압과 응답 




그림 2.11 타 가변조리개와의 동작 전압, 응답 시간의 비교 
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제 3 장 거리 측정 시스템 
 
제 1 절 거리 측정의 원리 
 
물체로부터 반사된 빛이 렌즈로 들어와 이미지 센서 면에 맺힐 때 
완전한 초점이 이루어지지 않으면 블러가 발생하게 되는데 이때 생기는 
원을 광학에서 착란원(Circle of Confusion, CoC)이라 지칭한다.  
 
 
그림 3.1 얇은 렌즈 모델에서의 착란원 
 
이 착란원은 그림 3.1의 얇은 렌즈 모델에서 c로 표현 된다. c가 
작을 경우 맺힌 상이 하나의 점으로 인식되어 또렷하게 보이지만 초점이 
 
 41 
맞지 않아 c가 커지게 될 경우 맺힌 상의 윤곽을 뚜렷하게 알 수가 
없게 되며 이를 블러라 한다. c가 작아 블러 되어 보이지 않기 위한 
물체면(object plane)에서의 거리 범위를 피사계 심도, 이미지면(image 
plane)에서의 초점 범위를 초점 심도라고 한다. c’은 c로 인해 물체면에 
생기는 원으로 c에 대해 배율 m배만큼 차이가 난다.  
 'c c m   (3.1) 






  (3.2) 
i는 렌즈에서 이미지 센서까지의 거리, zIFP는 렌즈에서 물체면의 
초점면(in─focal─plane)까지의 거리이다. 물체면에서 삼각형 닮은꼴을 











z는 렌즈에서 물체까지의 거리, A는 조리개의 크기이다. 식 (3.2)와 









  (3.4) 






   (3.5) 
식 (3.5)와 식 (2.1)을 이용하여 식 (3.4)를 정리하면 다음과 같이 













식 (3.6)을 통해 f/#가 작아질수록, 즉 조리개의 크기가 커질수록 
c가 커져 이미지에 블러가 더 많이 일어나는 것을 알 수 있다.  
 
제 2 절 광학 시스템의 파라미터 선정 
 
이 절에서는 이미지 센서의 크기, 광학계의 화각, 초점 거리, f/#, 
zIFP의 파라미터 값을 각각 설정한다. 먼저 이미지 센서는 전장용 
카메라로 많이 쓰이는 1/2.7 인치 포맷의 Full High Definition 
(FHD)의 해상도를 가지는 센서를 선정하였다.  
화각(Field of View)은 식 (3.7)과 같이 나타낼 수 있다 [77].  
 
1    )  2 (
2  
pixel size number of pixel






화각이 크면 전방의 더 넓은 시야가 한 이미지 안에 들어올 수 
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있지만 큰 화각을 갖기 위해 초점 거리를 작게 하면 식 (3.6)에서 





 . (1 ) ( )
( )
IFP
IFP l e small
z f
Blur diff
z z f N N
  
  (3.8) 
 
 
그림 3.2 초점 거리에 대한 FoV와 조리개 간의 블러 차이 
 
두 조리개 간의 블러 차이를 통해 거리 정보를 추출하기 때문에 
블러 차이가 작아지게 되면 거리 센서의 정확도는 낮아진다. 따라서 두 
파라미터를 함께 고려하기 위하여 그림 3.2에 식 (3.7)과 식 (3.8)을 
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초점 거리에 대하여 나타내었다. 현재 Mobileye의 제품이 40°의 화각을 
사용하고 있는 점을 고려하여 [46], 40° 이상의 화각에서 조리개 
크기에 따른 블러 차이가 큰 지점인 초점 거리 8 mm에서의 화각 45°로 
정하게 되었다.  
식 (3.8)로부터 두 조리개 간의 값의 차이가 클수록 각 
조리개로부터 얻는 이미지의 블러의 차이가 큼을 알 수 있다. 두 조리개 
중 지름이 큰 조리개는 2.3절에서 제작한 가변조리개 중 지름이 가장 
큰 f/1.8을 선택하였다. 나머지 다른 하나의 조리개는 지름이 
작아질수록 f/1.8 조리개와의 블러 차이를 크게 만들 수 있어 거리 추출 
정확도 면에서 유리하다. 하지만 지름이 너무 작아지게 되면 입사되는 
빛이 현저히 줄어들어 되어 이미지가 매우 어두워지게 된다. 큰 
사이즈의 조리개 대비 작은 사이즈의 조리개의 빛의 세기 비율을 식 
(3.9)에 나타내었다.  
 
2    ( )
  arg  
Size of smaller aperture
Light intensity
Size of l er aperture
  (3.9)
 
여기서 큰 사이즈의 조리개는 f/1.8인 지름 4.4 mm 이다. 식 (3.9)를 
백분율화하여 f/1.8보다 큰 f/#에 대해 나타낸 것과 식 (3.8)의 블러 




그림 3.3 f/#의 변화에 대한 광량과 조리개 간의 블러 차이  
 
그림 3.3을 통해 조리개 간 블러의 차이를 크게 하여 거리의 
정확도를 높이는 것과 광량의 효율을 동시에 고려하였을 때 f/4.0인 
부근이 최적인 것으로 확인하였다. 이것은 두 조리개를 이용하여 DFD 
알고리즘을 적용할 때 두 조리개 간의 지름의 차이는 약 2배 정도가 
적절하다는 참고문헌과도 일치한다 [57]. 
zIFP 지점으로부터 물체가 멀어질수록 두 조리개 간의 블러 차이가 
발생하므로 거리 측정 가능 범위의 최소값은 zIFP가 된다. 이는 zIFP 값이 
작을수록 더 가까이 있는 물체까지의 거리도 측정 가능하다 것을 
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의미한다. 하지만 여러 zIFP 값에 대하여 거리에 따른 블러 양을 나타낸 
그림 3.4를 보면 zIFP가 작을수록 근거리에서의 기울기가 매우 커 거리 
정확도 측면에서 불리하다는 것을 알 수 있다.  
 
 
그림 3.4 거리 증가 시 여러 zIFP와 f/#에 대한 블러 
 
이에 그림 3.5와 같이 zIFP에 대해 거리 측정이 가능한 최소의 
거리값과 블러 그래프의 기울기를 함께 나타내어 최적점을 고려하였다. 
10 m 거리까지의 기울기를 나타내었을 때, zIFP 값을 1.8 m로 하는 것이 
거리 측정 시 정확도에 대한 안정성도 가지면서 가까운 거리도 측정할 




그림 3.5 zIFP에 대한 최소 거리값과 블러의 기울기 
 
이 절에서 설정한 광학계의 파라미터를 정리하면 표 3.1과 같다. 
 
표 3.1 광학계 시스템의 파라미터 
파라미터 값 
이미지 센서 포맷 1/2.7 인치 
이미지 센서 해상도 FHD (1920 × 1080) 
화각 45° 
초점 거리 8 mm 
f/# 1.8, 4.0 
zIFP 1.8 m 
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제 3 절 시뮬레이션을 통한 블러 예측 
 
같은 크기의 물체가 렌즈로부터 멀어지게 되면 이미지면에서는 그 
물체가 작아 보이게 되는데 이에 대한 고려가 식 (3.6)에는 포함되어 
있지 않기 때문에 Matlab을 이용하여 물체까지의 거리가 증가할 때의 
f/#에 따른 블러에 대한 시뮬레이션을 진행하였다.  
먼저 블러가 생기지 않은 가상의 이미지를 행렬로써 설정하는데, 
3.2절에서 정한 이미지 센서의 스펙에 의해 행렬의 크기는 1920 × 
1080이 되고 회색조를 나타내는 0부터 255의 값 중 흰색인 255를 
모든 행렬 값에 할당한다. 물체는 차량 뒷면을 단순화 하여 2 × 1 m의 
직사각형 물체라 가정하였고 이 물체가 이미지 센서에 맺히는 크기는 식 









여기서 L은 실제 물체의 길이, f는 초점 거리, p는 이미지 센서의 
픽셀 크기로 여기서는 1/2.7 인치 FHD급을 사용하므로 3 μm이며 z는 
렌즈와 물체 사이의 거리, L’은 이미지 센서에 맺히는 물체의 길이이다. 
이미지 센서에 맺힌 물체는 행렬에서 검은색인 0으로 할당되며 뒷면을 
보이는 차량 한 대가 중앙에 위치한 것으로 가정하여 시뮬레이션을 
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진행하였다. 그림 3.6의 (a)는 차량이 10 m 앞에 있을 때의 이미지이고 
(b)는 50 m 앞에 있을 때의 이미지이며, (a)와 같이 흰 배경을 255, 
검은 물체를 0으로 하여 픽셀 수만큼의 크기를 가진 행렬로 표현 
가능하다.  
 
그림 3.6 행렬로 도출한 (a) 차량이 10 m 앞에 있을 때의 이미지, (b) 
차량이 50 m 앞에 있을 때의 이미지 
 
5 m부터 55 m까지 1 m 단위로 물체를 위치시킨 이미지에 필터를 
이용하여 블러를 형성 시킨다. 이때 실제 블러가 생기는 형태와 가장 
유사한 가우시안 필터를 사용하였다 [78]. 블러된 이미지는 블러 되지 
않은 이미지와 가우시안 필터를 컨볼루션(convoluation) 하여 얻을 수 
있으며 수식으로 나타내면 식 (3.11)과 같다. 
 '( ) ( )* ( , )I z I z h x y  (3.11) 
I는 블러가 되지 않은 이미지이고 I’은 거리, 조리개의 크기에 따라 
블러가 된 이미지이며 h(x,y)는 가우시안 함수로 식 (3.12)와 같고 
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가우시안 함수의 σ 값은 식 (3.13)과 같이 c값을 이용하여 나타낼 수 
























z z f N
   

 (3.13) 
블러된 이미지를 정량적인 값으로 표현하기 위해 Diagonal 
Laplacian (LAPD) 연산자를 사용하였다. LAPD는 이미지의 가로, 세로, 
대각 방향으로의 픽셀 값의 변화를 통해 얼마나 블러가 되었는지 
계산하는 방식으로 다른 계산 방식에 비해 정확한 방법이다 [80]. 식 
(3.14)와 같이 이미지와 M을 컨볼루션 하면 블러에 대한 정량적인 
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TM M   
최종 블러 값 B는 계산된 Q 행렬의 모든 원소 값에 대하여 평균을 
내었고 블러의 증가를 가시적으로 표현하기 위해 역수를 취했다.   
 
1
,      p ij
ij
ij
B N Q a
a
      (3.15) 
각 조리개 값에 대해 거리가 증가할 때의 블러의 값을 나타낸 것이 
그림 3.7이다. 이를 통해 거리에 따라 블러가 거의 선형적으로 증가하며 
조리개가 클수록 블러의 증가 속도가 큰 것을 알 수 있다.  
 
 
그림 3.7 시뮬레이션을 통한 거리에 따른 블러 값 추출 
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제 4 절 광학계 개발 
 
이 절에서는 Code V 시뮬레이션을 이용하여 3.2절에서 설계된 
파라미터 값을 충족하는 광학계를 설계한다. 설계된 광학계의 도면은 
그림 3.8과 같다. 가변조리개와 유리 렌즈 5매, 적외선 차단 필터, 
CMOS Image Sensor (CIS)로 구성되어 있다. 화질을 높이기 위해서는 
볼록렌즈와 오목렌즈를 결합한 멀티 렌즈로 설계해야 하며 FHD급을 
설계할 때에는 적어도 5매 이상의 렌즈가 필요하여 전체 렌즈 매수는 
5매로 설계 하였고 이미지 센서에서 노이즈를 일으키는 적외선을 
차단하기 위하여 적외선 차단 필터를 렌즈 끝 단에 배치하였다. 광학계 
제작 시 렌즈 경통을 조립한 뒤 가변조리개를 어셈블리를 하게 되는데 
이때 두 부품 간의 정렬을 쉽게 하고 가변조리개의 구동을 위한 전선을 
밖으로 빼내기 위하여 가변조리개를 가장 앞에 위치 시켰다. 또한, 보통 
1/2.7 인치 이미지 센서를 사용하는 블랙박스 카메라는 초점 거리가 
대략 3─4 mm로 본 연구에서 필요한 초점 거리는 2배 정도 길기 
때문에 핀홀 렌즈의 형태에서 착안하여 앞 부분의 렌즈 직경을 뒷 




그림 3.8 Code V를 이용해 설계된 광학계 
 
설계된 각 렌즈의 특성은 표 3.2와 같다.  
 
표 3.2 설계된 렌즈 특성 
 렌즈 1 렌즈 2 렌즈 3 렌즈 4 렌즈 5 
두께 (mm) 3.44 1.20 2.20 4.80 5.00 
좌측 곡률 
(mm) 
4.75 infinity infinity 9.60 9.60 
우측 곡률 
(mm) 














3.2절에서 설정한 광학 파라미터 값과 시뮬레이션으로부터 얻어진 
광학 파라미터의 결과값을 표 3.3에 나타내었다. 전체 오차는 2% 내로 
설계 되었으며, 이미지 센서 포맷은 이미지 센서를 원으로 커버 했을 때 
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그 원의 지름으로 표현되는 파라미터로 대체하여 설계 하였다.  
 
표 3.3 설계값과 시뮬레이션 결과값 비교 
파라미터 설계값 결과값 오차 (%) 
이미지 센서 포맷 






화각 45° 45.23° 0.51 









렌즈의 성능을 평가하는 테스트로 총 3가지를 진행 하였다. 먼저 
Modulation Transfer Function (MTF) 곡선을 통해 렌즈의 성능을 
판단할 수 있다. 이 MTF 곡선은 검정과 흰색이 서로 번갈아 표시되는 
라인 쌍(line pair)을 서로 구분된 개체로 볼 수 있는 렌즈의 능력을 
뜻하며 밀리미터 당 라인 쌍을 단위로 한다. MTF 결과를 나타내는 그림 
3.9에서 빨간색, 녹색, 파란색 곡선은 각각 광선이 이미지 센서의 0 
필드, 0.7 필드, 1 필드로 들어가는 것을 뜻한다. 여기서 필드는 이미지 
센서의 가운데를 0, 모서리 부분을 1로 정의한 위치 값이다. 또한 
점선은 단면을 가로로 통과하는 광선이고 실선은 세로로 통과하는 
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광선을 뜻한다. 검은색 점선인 회절 한계는 렌즈의 이론적인 최대 
분해능이다. 이 그래프는 120 lp/mm에서 10% 이상이므로 FHD급 
해상도를 만족한다고 볼 수 있다.  
 
 
그림 3.9 설계된 광학계의 MTF 평가 결과 
 
상대 조도(relative illumination)는 센서의 가장 바깥쪽인 1 필드의 
조도가 센서 중앙인 0 필드 대비 상대적으로 어느 정도의 밝기를 
가지는지 평가하는 지표이다. 0, 0.7, 1 필드에 대하여 상대 조도에 대한 
결과는 표 3.4와 같다. 일반적으로 1 필드에서 60% 이상을 만족해야 




표 3.4 설계된 광학계의 상대 조도 평가 결과 





왜곡(Distortion)은 렌즈의 중심을 통과한 빛과 외곽을 통과한 빛의 
광학 배율이 조금씩 달라지게 되어 생기는 수차로, 원래 상의 크기보다 
크게 혹은 작게 보이는 현상이다. MTF는 상의 선명도를 결정한다면 
왜곡은 상의 전체적인 모양을 결정한다. 왜곡의 정도를 수치적으로 








    (3.16) 
이때 왜곡이 양수이면 실패형(pincushion)왜곡이라 하고 음수이면 
원통형(barrel) 왜곡이라 한다. 일반적으로 ± 3% 내의 왜곡은 비전 
시스템에서 문제가 없다 [81]. 왜곡의 정도에 대한 시뮬레이션 결과는 
그림 3.10과 같다. 그림에서 검정색 십자선이 상의 원래 위치일 때 
빨간색 실선은 실제로 상이 맺히면서 변형이 된 위치를 나타낸다. 결과 




그림 3.10 설계된 광학계의 왜곡 평가 
 
제 5 절 가변조리개와 렌즈의 단일 기판 집적화 
 
이 절에서는 가변조리개와 렌즈를 웨이퍼 레벨에서 집적화 하여 
가변조리개와 렌즈 간의 정렬 오차를 줄이고 간격 조절을 미세하게 
컨트롤 할 수 있도록 한다.  
 
3.5.1 웨이퍼 레벨의 렌즈 연구 동향 
 
웨이퍼 레벨에서 제작 된 렌즈는 마이크로시스템에 쉽게 집적화 될 
수 있어 활발히 연구되고 있는 분야이다. 대부분의 경우 폴리머와 
유리가 렌즈의 재료로써 사용된다. 폴리머는 부피 대비 무게가 적고 
 
 58 
공정이 쉽기 때문에 유리보다 더 많이 선택되는 경향이 있다. 하지만 
폴리머는 기계적 강건함이 낮고 화학적 내구성이 떨어지며 수분에 
취약하다는 단점이 있다. 이러한 단점을 극복하기 위하여 유리로 제작된 
렌즈들이 연구 되어 왔으며, 웨이퍼 레벨에서 제작하기 위하여 열 
리플로우, 레이저 등이 사용된다. 
 
표 3.5 열 리플로우 공정을 이용한 유리 볼록 렌즈의 비교 








제작 방법 열 리플로우 열 리플로우 열 리플로우 
렌즈 지름 960 μm 793 μm 1900 μm 
렌즈 새그 
(sag) 
43 μm 124 μm 42 μm 










표 3.5는 열 리플로우 공정을 이용한 유리 볼록 렌즈를 비교한 
표이다. 표 3.5의 (a) 렌즈는 유리와 실리콘 기판을 양극 접합하여 
유리를 식각한 상태에서 열 리플로우를 하여 렌즈 형태를 만드는 
방식이다. 공정이 매우 간단하지만 열 리플로우 공정 시 유리가 
바깥쪽으로 흐르면서 지름에 대한 컨트롤이 어렵다는 단점이 있다. 표 
3.5의 (b) 렌즈는 실리콘을 먼저 식각하고 유리를 양극 접합한 후 1차 
열 리플로우를 진행함으로써 실리콘 공동 안에 유리를 채워 넣는다. 
이후 유리를 식각하여 2차 열 리플로우를 진행하여 렌즈를 형성한다. 이 
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방식은 실리콘 공동 안에서 렌즈가 형성되기 때문에 지름의 컨트롤이 
정확하지만 열 리플로우 공정을 2회 진행해야 하는 복잡성이 있다. 표 
3.5의 (c) 렌즈는 (b) 렌즈와 유사하게 실리콘을 식각한 후 유리와 
양극 접합 하였지만, 열 리플로우 시 시간을 조절하여 유리가 아래로 
쳐지면서 생긴 볼록해진 면을 렌즈로 활용하였다. 이 방식은 열 
리플로우 시 시간에 대한 렌즈의 새그(sag)가 선형적이나 온도가 높을 
때에는 시간에 대한 새그의 기울기가 매우 커 새그를 컨트롤 하기 
어렵다는 단점이 있다.  
오목렌즈는 카메라의 성능을 높이기 위해 볼록렌즈와 복합적으로 
쓰이는 경우가 많이 있고 또한 레이저나 [85] LED의 빔 [86] 확장에도 
쓰이는 등 많은 어플리케이션에 사용된다. 그럼에도 불구하고 웨이퍼 
레벨의 유리 렌즈에 대한 선행 연구의 대부분은 볼록 렌즈에 대해 
진행이 되어 왔고 오목렌즈에 대한 연구는 부족한 실정이다. 표 3.6에는 
유리 오목렌즈 제작 방식에 관하여 비교한 것을 나타내었다.  
 
표 3.6 유리 기판을 이용한 오목렌즈 공정 비교 
 (a) [87] (b) [88] 





제작 방법 레이저, 습식 식각 열 리플로우 
렌즈 지름 50 μm 2008 μm 
렌즈 새그 (sag) 1.25 μm 164 μm 








표 3.6의 (a)는 레이저와 습식 식각을 이용한 방법으로, 레이저 
패터닝을 이용하여 크레이터(crater)를 형성한 후 골드 필름을 하드 
마스크로써 사용하여 습식 식각을 통해 오목렌즈를 형성한다. 이 방식은 
오목렌즈 형성에 있어 공정이 간단하여 많이 쓰이지만, 밀리미터 단위의 
지름을 가지는 렌즈의 제작이 어렵다는 단점이 있다.  표 3.6의 (b)는 
열 리플로우 공정을 이용하여 오목렌즈를 제작했다. 두 장의 실리콘을 
각각 식각하는데 한 장은 원이 완전히 관통되게 하였고 나머지 한 장은 
공동을 형성 하였다. 식각된 두 장의 실리콘 기판과 한 장의 유리 
기판을 진공 상태에서 양극 접합 하였고 이후 열 리플로우 공정에서 
유리가 아래쪽으로 흐르면서 오목렌즈를 형성하였다. 이 공정 방법은 두 
장의 실리콘 기판을 이용함으로써 지름 컨트롤이 잘 될 수 있도록 
하였지만 공정 과정이 복잡한 편이다.  
 
3.5.2 웨이퍼 레벨의 오목렌즈 설계 및 실험 
 
기존의 유리 오목렌즈 제작 방법을 보완하여 새로운 방식으로 
오목렌즈를 제작 하였다. 이전의 열 리플로우 방식을 이용한 렌즈 제작 
방식과 같이 식각된 실리콘과 유리 기판을 양극 접합 하여 열 
리플로우를 진행하지만, 양극 접합 시 진공이 아닌 대기압 상태에서 
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진행하여 열 리플로우 시 공동 안의 기체가 팽창하면서 오목렌즈를 
형성한다.  이러한 방식은 실리콘과 유리 기판, 각 한 장씩으로 얼라인 
없이 한 번 만의 사진 공정 만을 진행하고, 열 리플로우 시 진공으로 
만들 필요가 없다는 장점을 가지고 있다.  
 
 
그림 3.11 공동 내의 기체 팽창으로 인한 오목 형태 구현 과정 
 
그림 3.11은 온도가 증가함에 따른 공동 내의 기체의 팽창을 
나타낸 것이다. 만약 유리 기판과 실리콘 기판의 접합을 진공 상태에서 
진행한다면 열 리플로우 시 유리가 아래 방향으로 흐르게 된다. 반대로 
대기압 상태에서 유리와 실리콘을 접합하여 열 리플로우를 진행한다면 
유리가 위 방향으로 솟아 아래에서 보면 오목한 렌즈 형태를 가지게 
된다. 일정한 압력에서 기체의 부피가 비례한다는 샤를의 법칙으로부터 
















식 (3.16)의 부피를 렌즈의 새그(h), 반지름(r), 실리콘 공동(T)의 
높이로 대체하면 식 (3.17)과 같이 나타낼 수 있다.  
 
3 2 21 1  .( 1)
6 2   .
Reflow temp
h r h r T
Anodic bonding temp




그림 3.12는 오목렌즈 공정 과정을 나타낸 것이다. 렌즈의 새그를 
크게 하려면 실리콘 공동의 부피를 크게 해야 하므로 1 mm 두께의 
두꺼운 실리콘 웨이퍼를 사용했다. 유리 웨이퍼는 실리콘과 비슷한 
열팽창계수를 가지는 borosilicate glass (BSG)를 사용하였다. 실리콘에 
공동을 만들기 위해 300 nm의 알루미늄을 증착하여 사진 공정을 통해 
하드 마스크를 만든 후 deep reactive ion etching (DRIE)를 했다. 이후 
대기압 상태에서 실리콘과 유리 기판을 양극 접합한다. 이때 
척(chuck)의 온도는 400℃, 기판 사이의 전압은 800 V를 가하며 10분 
동안 진행 하였다. 접합 된 기판은 850℃로 설정된 퍼니스(furnace) 
안에서 30분 동안 열 리플로우 공정을 거쳐 렌즈 형태가 완성이 되며 
이후 렌즈의 바깥쪽을 평평하게 하기 위하여 CMP (Chemical 





그림 3.12 오목렌즈의 공정 흐름도 
 
그림 3.13은 실리콘 공동의 깊이에 따른 렌즈의 프로파일을 depth 
measurement (Olympus, STM6)를 이용하여 측정한 결과이다. 
실리콘의 공동 깊이의 평균은 검은색이 550 μm (실제 평균 552.3 
μm), 녹색이 600 μm (실제 평균 601.8 μm), 파란색이 650 μm 
(실제 평균 657.36 μm), 자주색이 700 μm (실제 평균 705.88 μm) 
이다. 실리콘 공동의 깊이가 깊을수록 갇혀 있던 기체의 부피가 더 크기 




그림 3.13 실리콘 공동 깊이에 따른 렌즈의 프로파일 
 
그림 3.14는 그림 3.13의 실험 결과를 공동 깊이에 대한 렌즈의 
새그 높이로 나타낸 후 선형으로 근사 시킨 것이다. 3.4절에서 설계한 
렌즈군의 첫번째 렌즈가 567 μm의 새그를 가지는데 이를 만족하기 
위해서는 실리콘 공동의 높이가 620 μm가 되도록 식각을 하면 될 





그림 3.14 실리콘 공동 깊이에 따른 렌즈의 새그  
 
3.5.3 집적화 공정 및 결과 
 
그림 3.15는 설계한 오목렌즈와 가변조리개를 단일 기판에 집적화 
하는 공정을 나타낸 흐름도이다. 그림 3.12의 흐름도와 마찬가지로 4 
mm 두께의 BSG 유리 기판과 1 mm 두께의 실리콘 기판을 이용해 
오목렌즈를 형성한다. 300 nm 두께의 알루미늄을 하드 마스크로써 
이용하여 실리콘 DRIE를 진행한다. 이때 식각되는 공동의 지름은 
렌즈의 지름인 4.5 mm이고 공동의 깊이는 5.1절의 실험을 통해 얻어진 
620 μm로 하였다. 식각된 실리콘 기판과 BSG 유리 기판은 대기압 
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하에 400℃, 800 V가 가해진 상태에서 양극 접합하고 850℃에서 
30분동안 열 리플로우 공정을 진행하여 유리를 오목한 모양으로 변화 
시킨다. 이후 CMP 공정을 통해 위쪽 유리 기판을 평평하게 하고 
아래쪽 실리콘도 일부 제거하여 렌즈 부분이 드러나도록 한다. 남은 
실리콘 부분은 가변조리개의 유리 하판을 양극 접합 시킬 매개체 겸 
렌즈와 가변조리개 사이의 간격을 조절하는 스페이서로써 활용 된다. 이 
실리콘과 유리 기판 (Pyrex 7740)의 양극 접합을 통해 가변조리개의 
하판을 만들고 ITO를 증착한 후 2.2절과 마찬가지로 가변조리개 형성을 
위한 동심원 형태로 ITO를 식각을 하게 된다. 이후 액정의 정렬을 위한 
폴리이미드를 증착하고 러빙 과정을 거치게 된다. 가변조리개의 상판인 
다른 유리 기판도 ITO를 증착하고 조리개 외의 부분으로 들어오는 빛을 
차단하기 위해 크롬을 패터닝 하게 된다. 이후 하판과 마찬가지로 
폴리이미드의 증착 및 러빙 공정이 수행 된다. 그 위에 스페이서가 섞인 
실런트를 도포하여 두 기판을 합착하고 다이싱을 한 후 액정을 주입하고 





그림 3.15 가변조리개와 오목렌즈의 단일 기판 집적화 공정 흐름도 
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그림 3.16은 오목렌즈까지 제작된 기판의 사진이다.   
 
 
그림 3.16 웨이퍼 레벨의 오목렌즈 
 
오목렌즈에서 실리콘의 공동 높이와 새그 값의 설계값과 측정값은 
표 3.7과 같다. 공동 높이는 1% 미만의 오차를 가지며 렌즈 새그의 
경우 8.38%의 오차를 가지는 것을 확인 하였다. 그림 3.17은 렌즈의 
프로파일을 depth measurement (Olympus, STM6)를 이용하여 측정한 




표 3.7 실리콘의 공동 높이 및 렌즈의 새그 높이 결과 
 설계값 (μm) 측정값 (μm) 오차 (%) 
공동 높이 620 624.32 0.70 




그림 3.17 제작한 오목렌즈의 프로파일 
 
렌즈의 표면 거칠기는 stylus profiler (DectakXT, Bruker)을 
사용하여 측정하였고 산술 평균 거칠기를 이용해 나타내었다. 산술 평균 
거칠기는 일정 구간(L)의 거칠기 곡선(f(x))에서 중심선을 기준으로 
모든 구간을 더해 길이(L)로 나눈 것이다. 길이 100 μm에 대해 측정 
결과 26.1 nm가 측정 되었다. 가시광선 파장(400~800 nm)에서 표면 
거칠기 Ra가 파장의 1/4보다 클 때 표면에서 빛의 산란이 일어나는데, 
개발한 렌즈의 경우 파장의 1/15 보다 작아 산란으로 인한 광손실이 
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발생하지 않음을 알 수 있다. 
그림 3.18은 오목렌즈와 가변조리개가 단일 기판 집적화된 칩의 
사진이다. 칩 하나의 크기는 10 × 10 × 5.5 mm3 이고 렌즈의 지름은 
4.5 mm이며 전압 구동 시 각 조리개의 크기는 4.4 mm (f/1.8)와 2.0 
mm (f/4.0)를 가진다.  
 
 
그림 3.18 오목렌즈와 가변조리개가 집적된 칩 사진 
 
오목렌즈와 가변조리개의 정렬 오차는 정렬 키(alignment key) 
기준 2.32 μm로 측정 되었다. 이는 기존 생산되는 렌즈와 타 부품간의 
정렬 오차가 ± 20 μm인 것에 비해 매우 적은 수치이다.  
오목렌즈와 단일화된 가변조리개의 동작 전압과 응답 시간은 
2.3절의 측정 방법과 동일하게 측정 하였다. 가변조리개에 인가된 입력 
전압이 커짐에 따라 빛의 투과도가 줄어들게 되고 가변조리개 아래에 
있는 포토다이오드로 들어가는 빛도 줄어들게 되면서 포토다이오드와 
직렬 연결 된 저항에 걸리는 출력 전압도 줄어들게 된다. 이때 출력 
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전압의 변화를 0부터 100%까지의 투과도로 표현하여 그림 3.19에 
나타내었다. 그래프를 통해 동작 전압은 2.84 V임을 확인할 수 있었다.  
 
 
그림 3.19 오목렌즈와 단일화된 가변조리개의 전압─투과도 곡선 
 
그림 3.20은 오목렌즈와 단일화된 가변조리개의 응답 시간 
그래프이다. 투과도의 10%에서 90%로 변화할 때와 90%에서 10%로 
변화할 때를 각각 상승 시간과 하강 시간이라고 할 때 상승 시간은 




그림 3.20 오목렌즈와 단일화된 가변조리개의 응답 시간 측정 곡선 
 
공정 후 렌즈 새그 값의 오차로 인해 곡률이 4.31 mm로 설계값인 
4.75 mm 대비 9.3% 오차가 발생하였다. 또한 렌즈 두께에 있어서도 
2.3% 오차가 발생하였다. 이에 Code V를 통한 렌즈 시뮬레이션으로 
다른 렌즈의 곡률과 두께를 조금씩 수정하여 FHD급 화질에 맞도록 
하였다. 표 3.8에서 수정 전은 3.4절에서 설계된 값이며 수정 후의 렌즈 
1은 단일 기판 집적화 공정을 통해 측정된 값으로 렌즈 2와 렌즈 3만을 
수정하여 전체 FHD값을 가지도록 하였다.  
 
표 3.8 실제 렌즈 측정값을 토대로 재 설계한 렌즈의 특성 
 렌즈 1 렌즈 2 렌즈 3 렌즈 4 렌즈 5 





3.44 3.52 1.20 1.33 2.20 0.90 4.80 5.00 
좌측 곡률 
(mm) 
4.75 4.31 infinity infinity 9.60 9.60 
우측 곡률 
(mm) 
















그림 3.21 재설계한 광학계의 MTF 평가 결과 
 
표 3.8에 대한 렌즈를 토대로 Code V를 이용하여 3.4절에서 
진행했던 3가지 테스트를 통하여 성능을 확인하였다. 먼저 그림 3.21은 
MTF 시뮬레이션 결과이다. 3.4절에서 설계하였던 렌즈군과 비교할때 
68lp/mm에서 13% 가량 낮아진 것을 확인할 수 있다. 하지만 
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120lp/mm에서는 오히려 더 높아진 것을 보이며 10% 이상이므로 
FHD급 해상도를 만족한다고 볼 수 있다. 
표 3.9는 상대 조도에 대한 결과이다. 1 field에서 상대 조도값은 
75.8%로 60% 이상 기준을 만족하며 3.3절에서 설계한 렌즈보다 
10.5% 증가함을 보인다. 
 
표 3.9 재설계한 광학계의 상대 조도 평가 결과 










마지막으로 왜곡에 대한 시뮬레이션 평가 결과를 그림 3.22에 
나타내었다. ─2.30%로 원통형 왜곡이 일어났지만 비전 시스템에 
문제가 되지 않는 적은 양의 왜곡이며 3.3절에서 설계한 렌즈보다 
0.28% 줄어들어 왜곡이 완화됨을 알 수 있다.  
설계된 광학계의 3가지 성능 테스트를 통해 FHD급 화질을 가지며 
광량과 왜곡에 있어 문제가 없는 렌즈 설계가 잘 되었음을 확인하였다. 
이를 통해 표 3.8과 같이 두 번째 렌즈와 세 번째 렌즈의 두께와 
곡률을 수정하고, 나머지 렌즈는 그대로 사용하여 제작된 단일 기판의 
가변조리개와 오목렌즈와 어셈블리를 하면 FHD 해상도의 영상을 얻을 
수 있음을 알 수 있다.  
 
제 6 절 어셈블리 
 
3.4절에서 설계한 광학계를 구현하기 위해 그림 3.23과 같이 
CAD를 이용하여 카메라 경통과 내부 부품에 대한 도면을 작성하고 
제작하였다. 실제 어셈블리에 있어서는 3.5절에서 제작한 단일 기판에서 
집적화된 가변조리개와 렌즈를 사용하지 않고 렌즈 제작 회사로부터 




그림 3.23 CAD를 이용하여 설계된 경통의 전체 도면 
 
그림 3.23에서 카메라의 가장 앞단에 위치한 것은 가변조리개를 
고정하기 위한 링 형태의 구조물로써 그림 3.24와 같이 제작을 하여 
가변조리개를 장착하였다. 10 × 10 mm2 크기의 가변조리개의 대각 
길이를 고려하여 제작된 이 구조물에 가변조리개를 장착한 후, 구조물 
측면에 있는 0.8 mm 홀로 가변조리개의 전원선을 빼내었다. 이 
구조물의 모서리에 홈을 만들어 1차로 가변조리개를 정렬 시킨 후 
가변조리개가 가운데에 정확히 위치할 수 있도록 현미경을 보며 2차로 
정렬한 후 에폭시를 이용하여 고정하였다. 링에는 가변조리개가 카메라 
경통과 쉽게 체결되는 동시에 정렬이 될 수 있도록 나선홀이 형성되어 





그림 3.24 가변조리개와 링 구조물과의 어셈블리 
 
그림 3.23에서 렌즈와 적외선 차단 필터, 경통, 스페이서는 
㈜ROC를 통하여 제작 하였다. 렌즈는 곡률과 두께를 1차로 깎는 곡면 
형성 공정, 곡률과 두께를 미세하게 그라인딩 하고 광을 내는 연마 공정, 
렌즈의 외경을 가공하고 광축을 점검하는 센터링 공정, 렌즈의 표면을 
보호하고 투과율을 높이면서 반사율은 낮추기 위한 코팅 공정을 거쳐 
제작되었다. 렌즈들을 일렬로 위치시키기 위한 경통은 그림 3.23과 같이 
M12(12pi) 규격에 5매 렌즈의 전체 길이, 각 렌즈의 지름 및 두께를 
고려하여 제작 되었고 경통의 안쪽 지름의 공차는 ± 0.03 mm을 
가지도록 하였다. 렌즈들 간 거리를 일정하게 유지 시켜 주는 
스페이서는 2번 렌즈와 3번 렌즈 사이와 3번 렌즈와 4번 렌즈 사이에 
위치하며 스페이서의 두께 공차는 ± 0.02 mm 이다.  
그림 3.25는 제작된 경통과 그 안의 부품이다. 렌즈 표면의 이물, 
얼룩 등 외관 상태를 검사하는 과정을 진행한 후 조립 공정이 
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진행되었다. 경통에 가장 앞단의 렌즈부터 조립되며 차례대로 렌즈 1, 
렌즈 2, 첫 번째 스페이서, 렌즈 3, 두 번째 스페이서, 렌즈 4, 렌즈 5, 
적외선 차단 필터를 조립한 후 마지막 링을 홈에 맞게 돌려서 
고정하였다. 렌즈 제작 시 지름과 두께를 정밀 공정 수준인 ± 0.02 
mm의 공차를 가지도록 제작하였기 때문에 렌즈들을 경통에 조립 시 
셀프 정렬(self─aligned)이 될 수 있다. 경통의 바깥쪽에는 나선홀이 
형성되어 있어 이미지 센서 보드에 쉽게 체결 된다. 경통을 조립한 
후에는 앞서 조립한 가변조리개를 경통의 앞단에 체결하였다. 전체 경통 
조립이 완료된 후에는 상단의 가변조리개와 하단의 기구물이 풀리거나 




그림 3.25 카메라 광학계의 렌즈부 부품. 좌측부터 순서대로 경통, 렌즈 
1, 렌즈 2, 1번 스페이서, 렌즈 3, 2번 스페이서, 렌즈 4, 렌즈 5, 
적외선 필터, 하단의 고정을 위한 기구물 
 
가변조리개의 구동을 위하여, 그림 3.26과 같이 노트북의 USB 
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포트로 입력 전원을 공급 받는 아두이노 보드의 출력 전압을 
가변조리개에 연결하였다. 아두이노 보드에서 두 전원 출력 핀을 
가변조리개의 상판과 하판의 전극 패드로 각각 연결하였고 두 핀 사이의 
전압이 0 V(off)와 5 V(on)를 번갈아 가며 출력되도록 코딩을 하여 
가변조리개의 크기가 변화하도록 하였다.  
 
 
그림 3.26 아두이노로부터 동작 전압을 받는 가변조리개  
 
이미지 센서에서 영상을 디지털 신호로 변환한 후 이를 카메라 
메인보드로 전달하는 기능을 하는 이미지 센서 보드는 카메라 
메인보드에 연결되어 이미지 센서로부터 받은 이미지 데이터를 Inter–
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Integrated Circuit (I2C) 방식의 컨트롤 방식으로 전송한다. 이미지 
센서 보드는 제작한 렌즈 경통이 마운트 될 수 있는 M12 규격의 DK 
SEMICON의 IB─K─Po2210N 모델을 사용하였고 이 이미지 센서 
보드 안에는 1/2.7 인치 FHD급 CMOS 이미지 센서인 Pixel plus의 
CMOS 이미지 센서 K─PO2210N 모델이 포함되어 있다. 그림 3.27은 
이미지 센서 보드를 장착 시킬 수 있는 카메라 메인보드이며 DK 
SEMICON의 PP─DEB─009 모델을 사용하였다. 그림 3.27의 카메라 








그림 3.28은 가변조리개, 렌즈 경통, 이미지 센서, 카메라 메인보드, 
아두이노 보드가 모두 어셈블리된 것으로 가변조리개가 부착된 렌즈 
경통을 이미지 센서 보드에 마운트 한 후 카메라 메인 보드에 장착시킨 
다음 가변조리개의 구동을 위한 입력 전원선을 아두이노 보드에 
연결하여 완성한다. 카메라 메인보드와 아두이노 보드를 노트북 USB 
포트를 통해 구동 시키게 되면 가변조리개가 동작하면서 실시간으로 
피사계 심도가 서로 다른 이미지를 얻을 수 있게 된다. 
 
 




제 4 장 거리 측정 실험 
 
제 1 절 실험 환경 구축 
 
3장에서 개발한 거리 센서를 이용하여 실제 거리를 측정하는 
실험을 진행하였다. 피사체와의 실제 거리를 알기 위해 Velodyne의 
32채널 라이다를 활용하였는데, 회전 모터를 이용하여 360° 촬영이 
가능하며 80—100 m의 거리 범위에서 ± 2 cm의 정확도를 가지고 
있고 때문에 라이다의 데이터를 실제 참 값인 ground truth (GT)로 볼 
수 있다 [89]. 그림 4.1은 서울대학교 지능형 자동차 연구실의 
자율주행차로 차량 상단에 라이다 2개가 장착되어 있어 이를 활용 
하였고, 내부 대시보드에 거리 센서를 설치 하고 영상 획득을 위한 보조 
장비(가변조리개 전원 보드, 노트북)를 세팅하였다. 라이다로부터 각 
장면마다 3D 포인트 클라우드 데이터로 거리 정보를 획득하였고, 
동시에 거리 센서로부터 조리개가 f/1.8과 f/4.0일 때의 피사계 심도가 





그림 4.1 라이다가 장착된 자율주행차량(좌)과 거리 센서 설치 
환경(우) 
 
거리 측정을 실험하기에 앞서 3차원 공간상의 점들이 카메라를 
통해 2차원의 이미지 평면에 투영될 때 영향을 주는 내부, 외부의 
요인들을 정량적으로 정립하고 이를 보정해주는 과정인 
칼리브레이션(calibration)을 위한 촬영을 진행한다. 칼리브레이션은 
내부 파라미터와 외부 파라미터로 나누어서 진행하는데, 내부 
파라미터는 영상 좌표와 카메라 좌표 간의 관계를 의미하며 렌즈 
중심에서 이미지 센서까지의 거리 값인 초점 거리, 카메라 렌즈의 
광학축이 이미지 센서와 만나는 점인 주점, 이미지 센서의 기울기를 
나타내는 비대칭계수를 포함한다. 내부 파라미터를 알기 위해서는 
체커보드를 이용한 복수 개의 이미지를 사용하는 방법이 가장 보편화 
되어 있다 [90, 91]. 그림 4.2와 같이 체커보드를 여러 각도와 위치에서 
촬영한 후 패턴의 교차점을 검출하여 내부 파라미터를 미지수로 한 선형 
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방정식 풀이를 통해 카메라 내부의 좌표와 영상에서의 좌표를 매칭하고 
이미지의 모서리 쪽에 생기는 왜곡을 보정하였다.  
 
 
그림 4.2 카메라의 내부 파라미터 칼리브레이션을 위한 촬영 
 
외부 파라미터는 2차원의 카메라 좌표계와 3차원의 세계 좌표계 
사이의 관계를 나타내는데 카메라의 회전행렬과 이동 변위 벡터로 
구성되어 있으며 카메라의 위치에 영향을 받는다 [92]. 카메라의 
좌표계와 라이다의 좌표계가 일치 해야 라이다에서 얻은 거리 정보를 
레퍼런스로 쓸 수 있기 때문에 그림 4.3과 같이 색깔이 있는 폼보드의 
위치를 다양하게 촬영하였고 이후 거리 센서와 라이다 간의 좌표 매칭을 




그림 4.3 카메라의 외부 파라미터 칼리브레이션을 위한 촬영 
 
제 2 절 영상 획득 
 
다양한 환경에 대한 데이터를 확보하기 위하여 차량의 정지 상황과 
주행 상황으로 구성된 407개의 장면을 피사계 심도가 다른 영상 2장씩 
전체 814장의 영상을 촬영하였다.  
먼저 정지 상황은 300개의 장면으로 구성하였다. 2 m부터 11 
m까지 1 m 단위로 촬영한 근거리 범위, 11 m부터 50 m까지 1 m 
단위로 촬영한 중거리 범위, 55 m부터 70 m까지 5 m 단위로 촬영한 
원거리 범위로 나누어 촬영하였다. 근거리는 차량 3대와 보행자 1명의 
조합으로 된 72개의 장면에 대하여 가변조리개를 작동시켜 피사계 
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심도가 다른 영상 2장씩 총 144장을 촬영하였다. 그림 4.4는 근거리 
범위에서 촬영한 영상의 예시이다.  
 
 
그림 4.4 1차선 차량은 9 m, 2차선 차량은 4 m, 3차선 차량은 3 m 
위치에서의 f/1.8 사진(좌)과 f/4.0 사진(우) 
 
중거리 범위는 근거리 범위와 마찬가지로 차량 3 대와 보행자 
1명의 조합을 이루어 장면을 구성하였으며 216개의 장면에 대하여 
피사계 심도가 다른 영상 2장씩 총 432장을 촬영하였다. 그림 4.5는 





그림 4.5 사람은 10 m, 차량은 3차선에서 각각 30 m, 40 m 위치에서의 
f/1.8 사진(좌)과 f/4.0 사진(우) 
 
 
그림 4.6 1차선 차량은 60 m, 2차선 차량은 55 m, 3차선 차량은 70 m 




원거리 범위에서는 차량 3대를 조합하여 12개의 장면에 대해 24장 
영상을 확보하였다. 그림 4.6은 원거리 범위에서 촬영한 영상의 
예시이다.  
주행 상황은 90개의 장면으로 구성하였다. 촬영 차량은 정지하고 
피사체 차량만 전진하는 상황에서, 피사체 차량 1대 혹은 2대가 속도 3, 
5, 10 km/h로 이동하는 장면 54개에 대해 각 2장씩 영상을 얻었다. 
반대로 피사체 차량은 정지하고 촬영 차량만 전진하는 상황에서, 촬영 
차량의 속도가 3 km/h로 이동하는 장면 14개에 대해 각 2장씩 영상을 
얻었다. 피사체 차량과 촬영 차량이 동시에 3 km/h로 이동하는 장면은 
8개에 대해 각 2장씩 영상을 얻었다. 추가로 촬영 차량은 정지 
상태에서 피사체 차량 1대와 보행자가 동시에 이동하는 장면 10개와 
촬영 차량과 보행자가 동시에 이동 하는 장면 4개에 대해 각 2장씩 
영상을 얻었다.  이때 보행자는 종 방향, 횡 방향으로 각각 이동 한다. 
또한 야간에 실제 도로에서 촬영 차량과 피사체 차량이 동시에 
움직이는 17개의 장면에 대해 34장을 획득하였다. 그림 4.7은 이때 




그림 4.7 야간 도로 주행시의 f/1.8 사진(좌)과 f/4.0 사진(우) 
 
제 3 절 결과 및 분석 
 
4.3.1 DFD 알고리즘을 이용한 결과 분석 
거리 센서로부터 획득한 영상들에 3.3절에서 기술한 LAPD 방식의 
블러 측정 연산자를 적용하여 나타낸 결과를 그림 4.8에 나타내었다. 원 
표식은 f/4.0 조리개를 이용하여 얻은 영상이고 삼각형 표식은 f/1.8 
조리개를 이용하여 얻은 영상이며, 촬영 차량을 기준으로 피사체 차량의 




그림 4.8 차량과 거리 센서 사이의 거리에 따른 블러 
 
그래프를 통해 앞 차량의 거리가 멀어질수록 f/1.8과 f/4.0의 영상 
간의 블러 차이가 커짐을 알 수 있다. 그림 4.8의 결과를 같은 종방향 
위치에서 평균을 내어 3.3절의 시뮬레이션 결과와 비교한 결과를 그림 
4.9에 나타내었다. 실제 영상에 대한 결과는 시뮬레이션과 마찬가지로 
어느 정도 선형성을 보이지만 f/4.0의 블러가 예상보다 더 발생 하였다. 
시뮬레이션의 f/1.8과 f/4.0간의 블러 차와 실제 영상의 f/1.8과 
f/4.0간의 블러 차를 비교하면 대략 40% 정도 차이가 난다. 이는 
시뮬레이션이 흰 배경에 검은 색 물체를 기준으로 수행 되었고 실제 






그림 4.9 LAPD 방식에 대한 시뮬레이션과 실제 영상 값의 비교 
 
4.3.2 딥러닝을 이용한 결과 분석 
 
이 절에서는 거리 센서로부터 얻은 영상을 통해 거리를 추출할 수 
있도록 서울대학교 컴퓨터비젼 연구실에서 진행한 딥러닝의 결과를 
다룬다 [93]. 라이다로부터 얻은 거리 정보를 실제 참값에 해당하는 
GT로 활용하여, 촬영된 영상에 대하여 GT 거리 값으로 구성된 
데이터셋을 확보하였다. 정지 장면 촬영 시 얻은 300 장면의 데이터 중 
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하나의 장면은 영상과 라이다 데이터의 오류로 인해 사용하지 않았고 
나머지 299 장면 중에서 학습 199 장면은 학습을 위한 데이터, 100 
장면은 테스트를 위한 데이터로 나누어 사용하였다. 주간 주행 시 얻은 
90 장면은 정지 장면 199 장면을 학습한 알고리즘에 추가로 60 장면을 
학습하고 나머지 30 장면을 테스트 하였다. 야간 주행 시 얻은 17 
장면은 장면 199 장면을 학습한 알고리즘에 추가로 10 장면을 
학습하고 나머지 7 장면을 테스트 하였다. 
사용된 알고리즘은 디텍터 기반과 거리맵 기반, 두 가지이다.   
 
 
그림 4.10 디텍터 기반 거리 측정 알고리즘 모식도 
 
그림 4.10은 디텍터 기반 알고리즘에 대한 모식도로, f/#가 다른 두 
영상이 입력 되었을 때 차량 및 사람을 검출하는 검출 단계와 이에 대한 
거리 정보를 측정하는 두 단계를 거치게 된다. 물체의 검출에는 
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YOLO─v2 모델 [94]을 사용하였는데 그림 4.11는 YOLO─v2를 
적용한 예시로 차량 또는 보행자를 인식해 검출해 낼 수 있다. 거리 
추출에는 딥러닝 아키텍처인 ResNet─34 [95]를 이용하였다.  
 
 
그림 4.11 YOLO─v2 디텍터를 사용하여 검출된 차량 영역 
 
 
그림 4.12 거리맵 기반 거리 측정 알고리즘 모식도 
   
그림 4.12는 거리맵 기반 알고리즘에 대한 모식도로 f/#가 다른 두 
영상에 대해 Convolutional Neural Network (CNN)를 적용하여 영상 
 
 96 
전체에 대해 한 장의 거리맵을 출력하도록 한다. 거리맵 방식은 입력된 
영상에 존재하는 물체의 수에 관계없이 한 번의 작업을 통하여 결과물을 
도출할 수 있으며 물체의 종류에 제한 받지 않고 영상 전체에 대한 거리 
정보의 획득이 가능하다. 거리맵 알고리즘은 RGBD semantic 
segmentation에 활용된 네트워크인 RedNet [96]을 기반으로 했다. 
GT에 해당하는 거리맵이 없기 때문에 그림 4.13과 같이 라이다로부터 




그림 4.13 f/4.0 영상(좌), GT 거리맵(중), 영상의 거리맵(우) 
 
디텍터 기반의 알고리즘을 사용한 경우에서 각 지점의 물체에 
대하여 거리 오차를 나타낸 것을 그림 4.14에 나타내었으며, 전체 50 m 
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범위에서 평균 0.826 m의 오차가 검출 되었다. 49.605 m 지점에서 큰 
오차를 보이는데 이 지점은 사람을 검출한 것으로 원거리에서는 사람이 
차량에 비해 매우 작은 크기이기 때문에 인식률이 낮아지면서 큰 오차가 
발생한 것으로 보인다.  
 
 
그림 4.14 주간 정지 상황의 영상에 디텍터 기반 알고리즘 적용 시 
거리에 대한 오차 분포도 
 
거리맵 기반의 경우 거리 오차 계산 시 오차 측정 대상을 차량 및 
사람 등의 관심 있는 물체 영역에 대한 거리 정보만을 비교하여 
그래프로 나타내었다. 오차 측정 대상을 해당 물체 영역만으로 제한하면 
물체 주변의 노이즈에 영향을 받지 않고 정확한 오차를 계산할 수 
있으며 도로 및 하늘 등의 불필요한 영역에 대한 오차가 최소화 되므로 
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보다 정확한 거리 측정이 가능하다. 물체가 정지 상황일 때 거리맵 기반 
알고리즘을 적용한 경우의 거리에 대한 오차를 그림 4.15에 
나타내었으며, 전체 70 m 범위에서 평균 0.619 m의 오차를 가진다. 
오차가 큰 지점인 20.300 m, 31.495 m, 46.030 m 지점은 모두 사람을 
검출 했을 때 생긴 오차로, 차량에 비해 작은 크기인 사람이 오차를 
더욱 크게 만들고 또한 학습 데이터의 불충분, 사람의 움직임 등이 
오차의 원인으로 추정된다.   
 
 
그림 4.15 주간 정지 상황의 영상에 거리맵 기반 알고리즘 적용 시 
거리에 대한 오차 분포도 
 
표 4.1은 그림 4.15의 거리 오차 분포도에서 거리를 구간 별로 
나누어 거리 오차를 나타낸 것이다. 거리 범위 3.5 m 이상부터 10 m 
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이하의 범위에서는 거리에 대한 오차 비율이 3% 이상으로 다른 구간 
대비 큰 것을 볼 수 있다. 이는 거리 센서의 45° 화각으로 인해 
근거리에서는 주행 차로의 양 옆 차량이 완전히 보이지 않고 옆 면이 
보이기 때문에 뒷면까지의 거리를 추정해야 하므로 이로 인해 오차가 
커진 것으로 보인다. 도로 폭이 3 m일 때 주행 차선을 포함한 양 옆 
차선의 차량 뒷면이 완전히 보이는 거리는 10.9 m로, 표 4.1을 보면 10 
m 이상의 구간에서부터 오차가 3% 미만으로 줄어드는 것을 확인할 수 
있었다. 예외적으로 20 m부터 25 m 사이의 범위는 3% 이상의 오차가 
발생하였지만 보행자가 서 있는 하나의 장면을 제외하면 마찬가지로 
3% 이내의 오차를 가진다. 
 
표 4.1 주간 정지 상황의 영상에 대한 거리맵 기반 알고리즘 적용 시 
거리 x에 대한 오차 
거리 범위 (m) 오차 (m) 
거리 대비 오차 
(%) 
3.5 < x ≤ 5 0.27 6.35 
5 < x ≤ 10 0.23 3.07 
10 < x ≤ 15 0.31 2.48 
15 < x ≤ 20 0.46 2.63 
20 < x ≤ 25 0.74 3.29 
25 < x ≤ 30 0.75 2.73 
30 < x ≤ 35 0.88 2.71 
35 < x ≤ 40 0.76 2.03 
40 < x ≤ 45 1.07 2.52 
45 < x ≤ 50 1.00 2.11 
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50 < x ≤ 55 0.87 1.66 
55 < x ≤ 60 0.79 1.37 
60 < x ≤ 65 1.34 2.14 
65 < x ≤ 70 1.98 2.93 
 
거리맵 기반의 알고리즘을 사용하여 차량과 사람이 움직이는 상황일 
때 거리에 대한 오차를 그림 4.16에 나타내었으며 전체 거리 70 m 
범위에서 평균 1.000 m의 오차를 가진다. 실제 실험 시에는 
가변조리개에 입력 전압이 들어가는 시간과 카메라 보드의 이미지 
프레임 시간 간의 동기화를 하지 않고 진행하여 f/#가 다른 두 
이미지를 찍는데 18 ms의 시간이 발생하였고 이로 인해 피사체 차량이 
10 km/h로 이동할 때 두 이미지에서 차량의 위치는 5 cm의 차이를 
가지게 되었다. 이러한 차이로 인해 정지 상황에 비해 0.55%의 오차가 
증가한 것으로 보인다. 60 fps 성능의 카메라 보드를 사용하여 영상이 
촬영 되도록 하고 카메라 보드와 가변조리개를 동기화 시켜 두 프레임 
당 f/#가 서로 다른 두 이미지를 얻을 수 있게 하면, 두 이미지 간의 
시간 차를 줄여 거리 정확도를 높일 수 있고 30 fps 속도로 거리 정보 
송출이 가능하다. 특히 가변조리개의 경우 하강 시간이 상승 시간보다 
짧기 때문에 f/1.8을 먼저 찍고 f/4.0을 후에 찍으면 두 이미지 간의 
시간차는 2.3 ms이 된다. 이 시간차로 인해 차량이 60 km/h로 이동 시 
이미지 간의 차량의 위치가 3.8 cm의 차이를 가지게 되지만 이는 작은 
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수치로 거리 추출에 있어 크게 영향을 주지 않을 것으로 예상 된다. 
 
 
그림 4.16 주간 주행 상황의 영상에 거리맵 기반 알고리즘 적용 시 
거리에 대한 오차 분포도 
 
야간의 실제 도로 주행 상황에서 찍은 영상을 거리맵 알고리즘을 
적용한 경우의 거리에 대한 오차를 그림 4.17에 나타내었으며, 전체 40 
m 범위에서 거리 오차 5.470 m를 가진다. 야간 주행 시 오차가 큰 
이유는 라이다로 측정한 GT 거리맵 자체가 많은 오차를 가지고 있어 
정확한 학습이 어려웠기 때문인 것으로 분석된다. 또한 학습된 데이터가 
거의 주간에 촬영된 영상이고 실제 도로가 아닌 설정된 공간 내에서 
찍은 영상들로 이루어진 것도 원인으로 볼 수 있다. 특히 야간에는 
차량의 미등(tail lamp), 제동등(brake lamp), 신호등 등의 빛 번짐으로 
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인해 영상의 블러를 파악하기 어렵다는 점이 오차를 크게 만드는 요인 
중 하나이다.  
 
 
그림 4.17 야간 주행 상황의 영상에 거리맵 기반 알고리즘 적용 시 
거리에 대한 오차 분포도 
 
표 4.2에는 촬영한 영상 종류에 대해, 알고리즘 방식과 오차 측정 
대상을 다르게 함에 따른 거리 오차를 정리하여 나타내었다. 주간에 
촬영한 70 m 거리 범위의 영상에 거리맵 기반 알고리즘 적용 시, 영상 
전체의 오차는 차량의 정지 상황에서 0.922 m, 주행 상황에서는 1.063 
m를 가지며 물체 영역의 오차는 차량의 정지 상황에서는 0.619 m, 
주행 상황에서는 1.000 m를 가진다. 야간에 촬영한 주행 영상은 거리에 





표 4.2 촬영 영상에 대한 알고리즘 적용 및 거리 오차 계산 결과 















631 78 물체 < 50m 0.826m 
거리맵 
199 100 전체 장면 < 70m 0.922m 
199 100 물체 < 70m 0.619m 
주행 
상황 
199+60 30 전체 장면 < 70m 1.063m 
199+60 30 물체 < 70m 1.000m 
야간 
199+10 7 전체 장면 < 40m 13.160m 
199+10 7 물체 < 40m 5.470m 
 
거리맵 기반의 경우 오차 측정 대상을 전체 장면으로 하였을 때 
오차가 더 큰데 이는 그림 4.13에서 보듯이 차량 주변의 거리맵이 
깔끔하지 않아 생기는 오차에 기인한다. 물체 주변의 노이즈가 GT 
거리맵과 추정된 거리맵에서 유사한 형태를 띠고 있는 것으로 미루어 
라이다의 데이터가 충분치 않기 때문이며 더 좋은 성능의 라이다를 
사용하는 등 GT 거리맵의 정확도를 높이면 실제 오차도 더 줄일 수 
있을 것이다.  
카메라의 조리개를 수정하여 거리를 추출하는 부호화된 조리개 방식 
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[53], 컬러 필터를 이용한 방식 [56], 가시광∙적외선 필터를 이용한 
이중 조리개 방식 [57]에 대한 연구를 본 연구와 비교한 것을 표 4.3에 
나타내었다. 비교 시 이미지 센서의 크기가 모두 다르므로, 35 mm 
필름의 이미지 센서를 기준으로 하여 나타내는 환산 초점 거리를 함께 
나타내었다 [97]. 본 연구의 거리 센서는 차량용으로 개발되어 70 m의 
거리까지 측정 가능하다는 장점을 가진다.
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오차 (m) 측정 사진 거리맵 결과 
부호화된 
조리개 [53] 
50 f/1.8 80 3 ─ 
   
컬러 필터 
조리개 [56] 








35 2 0.26 










제 5 장 결    론 
 
본 연구는 가변조리개가 탑재된 카메라를 이용하여 물체까지의 거리 
정보와 영상을 동시에 얻을 수 있는 거리 센서 시스템을 개발하였다. 이 
센서 시스템은 한 장면에 대해 f/1.8과 f/4.0의 조리개 값으로 각각 
이미지를 얻는데, 이 두 이미지 간의 피사계 심도 차이가 거리에 따라 
선형적으로 증가하는 특성을 이용하여 거리를 추정한다.  
초점 거리 8 mm, 화각 45°, 1/2.7 인치 이미지 센서, FHD급 
화질을 가지도록 설계된 카메라 모듈에 가변조리개를 어셈블리하여 거리 
센서를 구현하였고 차량에 장착하여 영상을 얻었다. 이 영상에 DFD 
알고리즘을 적용함으로써 f/#가 다른 두 이미지의 피사계 심도 차이와 
거리 간의 선형성을 확인하였다. 또한 오차를 줄이기 위하여 디텍터 
기반과 거리맵 기반의 딥러닝 알고리즘을 적용하였다. 주간에 차량이 
정지된 상태에서 찍은 영상에 대해 디텍터 기반의 알고리즘을 
적용하였을 경우 50 m 거리 범위에서 평균 0.826 m의 오차를 가졌고, 
거리맵 기반의 알고리즘을 적용하였을 경우 70 m 거리 범위에서 이미지 
내 모든 영역의 오차는 평균 0.922 m, 물체 영역의 오차는 평균 0.619 
m를 가졌다. 주간에 찍은 영상 중 차량이 10 km/h 이내로 움직이고 
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보행자가 걸어 다니는 영상에 대해 거리맵 기반의 알고리즘을 
적용하였을 경우 70 m 거리 범위에서 이미지 내 모든 영역의 오차는 
평균 1.063 m, 물체까지의 오차는 평균 1.000 m를 가졌다. 야간에 
도로 주행 시 찍은 영상에 거리맵 기반의 알고리즘을 적용하였을 때는 
40 m 거리 범위에서 이미지 내 모든 영역의 오차는 평균 13.160 m, 
물체까지의 오차는 평균 5.470 m를 가졌다.  
가변조리개는 액정 디스플레이의 원리를 이용하여 동작함으로써 
2.64 V의 낮은 동작 전압과 10.59 ms의 빠른 응답 시간을 가지며 두 
파라미터에 대해 타 소형 가변조리개에 관한 연구 대비 가장 좋은 
성능을 가진다. 응답 시간은 f/1.8과 f/4.0 간 연속적으로 변화하는데 
걸리는 시간을 의미하므로, 가변조리개의 동작 전압이 들어가는 시간과 
카메라 보드의 프레임 시간을 동기화 시킨다면 30 fps의 속도로 영상과 
거리 정보를 동시에 송출하는 것이 가능하다. 또한 가변조리개의 하강 
시간이 상승 시간보다 짧기 때문에 f/1.8의 이미지를 먼저 찍은 후 
f/4.0의 이미지를 나중에 찍는다면 두 이미지 간의 시간차는 2.3 ms가 
된다. 도로에서 60 km/h로 움직이는 차량을 가정 하였을 때, 이 차량을 
찍은 두 이미지 간 차량의 위치 차이는 3.8 cm로 거리 정확도에 크게 
영향을 미치지 않을 것으로 예상 된다. 
부호화된 조리개, 컬러 필터를 이용한 조리개, 가시광∙적외선 필터를 
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이용한 이중 조리개 등 조리개를 이용한 타 DFD 방식과 비교하여 거리 
측정 범위가 10.9 m부터 70 m까지로 가장 크며 한 레이어에서 
조리개가 동작하기 때문에 정렬 오차로부터 발생하는 광학 수차를 줄일 
수 있다는 장점이 있다. 
본 연구의 거리 센서는 블랙박스 카메라와 같은 크기의 카메라 
앞단에 10 × 10 × 1.8 mm3 크기의 소형 가변조리개를 
어셈블리함으로써 전체 센서 크기를 소형화 시켰다. 또한 가변조리개 
개발 시 반도체 공정 및 디스플레이 공정 기술을 이용하여 공정 
정확도를 높였으며 가격적인 측면에서도 차량용 거리 센서들과 비교해 
매우 낮아졌다. 낮은 전력으로도 사용 가능한 장점을 가지며 
가변조리개가 기계적으로 움직이는 부분이 없기 때문에 신뢰성이 좋다. 
개발된 거리 센서는 낮은 가격이면서 소형화 되어 대중적으로 
차량에 보급될 수 있으며 차량 뿐 만 아니라 로봇, 드론, 모바일용 
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Recently, autonomous car is rapidly developing with the 
distance sensing technology. There is LIDAR, radar, stereo vision, 
and algorithm-based monovision cameras, but these sensors are 
bulk or expensive. That’s why these sensors are not yet popularly 
used in many vehicles for autonomous car. To overcome these 
major problems, this study provides the image and distance 
information at the same time by implementing the distance sensor 
by simply inserting a tunable aperture in front of the same size 
camera as dash cam. 
The distance sensor of this study consists of the tunable 
aperture with f/1.8 and f/4.0 and the camera module with focal 
length of 8 mm, field of view of 45°, and FHD resolution. When a 
driving voltage is applied to the tunable aperture, the tunable 
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aperture changes according to the voltage. The camera module 
assembled with the tunable aperture can obtain two images with two 
different depth of field. Depth of field difference between two 
images increases linearly with distance, and this is confirmed 
through simulation and experiment. The distance information can be 
extracted through the difference in the depth of field of images. 
Additionally, the deep learning algorithm such as detector algorithm 
and depth map algorithm can increase the accuracy of the distance. 
When the detector algorithm was applied, the average error is 
0.826 m in the 50 m range when the vehicle was stopped during the 
day. In the case of depth map algorithm, the error of the object area 
in the 70 m range during the day is 0.619 m in the stationary 
situation and 1.000 m in the driving situation. The image taken at 
night has an error of 5.470 m for the object area in the 40 m range. 
The distance sensor system can measure the distances in real time 
of 30 fps at low power by tunable aperture based on LCD method 
for low operating voltage of 2.64 V and fast response time of 10.59 
ms, 
The distance sensor improves the distance accuracy by using 
two apertures instead of just one aperture in a single camera. This 
sensor has the same size as a dashboard camera with a 1/2.7 inch 
image sensor by using small variable aperture of 10 × 10 × 1.8 mm3 
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by semiconductor fabrication and display fabrication, which is 
realized to reduce the overall distance sensor size and improve 
fabrication accuracy. Also, the price is much lower than existing 
distance sensors, and the FHD camera is used to improve image 
quality. Since the tunable aperture operates in one layer, it can 
reduce optical aberration resulting from misalignment. The sensor 
could be highly reliable due to no moving mechanical parts. Unlike 
the distance sensors using other apertures such as coded aperture, 
aperture using color filter, and dual aperture using visible and 
infrared filter, clear image is obtained without recovery process.  
The distance sensor is applied to autonomous vehicles for 
collision avoidance warning, blind spot detection, pedestrian 
detection, and parking assistance. It is also suitable to the other 
applications such as robots, drones, mobile cameras, gaming 
industry and the Internet of Things.  
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