q-difference intertwining operators for $U_q(sl(n))$: general setting
  and the case $n=3$ by Dobrev, V. K.
ar
X
iv
:h
ep
-th
/9
40
51
50
v2
  1
5 
D
ec
 2
00
3
ASI-TPA/10/93 (October 1993), hepth/9405150;
Published in: J. Phys. A: Math. Gen. 27 (1994) 4841-4857;
Note Added published in: J. Phys. A: Math. Gen. 27 (1994) 6633-6634.
q - Difference Intertwining Operators for Uq(sl(n)) :
General Setting and the Case n=3
V.K. Dobrev∗
Arnold Sommerfeld Institute for Mathematical Physics
Technical University Clausthal
Leibnizstr. 10, 38678 Clausthal-Zellerfeld, Germany
Abstract
We construct representations πˆr¯ of the quantum algebra Uq(sl(n)) labelled by n−1
complex numbers ri and acting in the space of formal power series of n(n − 1)/2 non-
commuting variables. These variables generate a flag manifold of the matrix quantum
group SLq(n) which is dual to Uq(sl(n)) . The conditions for reducibility of πˆr¯ and
the procedure for the construction of the q - difference intertwining operators are given.
The representations and q - difference intertwining operators are given in the most explicit
form for n = 3.
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1. Introduction
Invariant differential equations I f = 0 play a very important role in the description
of physical symmetries - recall, e.g., the examples of Dirac, Maxwell equations, (for more
examples cf., e.g., [1]). It is an important and yet unsolved problem to find such equations
for the setting of quantum groups, where they are expected as q-difference equations,
especially, in the case of non-commuting variables.
The approach to this problem used here relies on the following. In the classical situa-
tion the invariant differential operators I giving the equations above may be described as
operators intertwining representations of complex and real semisimple Lie groups [2], [3],
[4], [5]. There are many ways to find such operators, cf., e.g., [1], however, most of these
rely on constructions which are not available for quantum groups. Here we shall apply
a procedure [5] which is rather algebraic and can be generalized almost straightforwardly
to quantum groups. According to this procedure one first needs to know these construc-
tions for the complex semisimple Lie groups since the consideration of a real semisimple
Lie group involves also its complexification. That is why we start here with the case of
Uq(sl(n)) (we write sl(n) instead of sl(n, CI)). For the procedure one needs q-difference
realizations of the representations in terms of functions of non-commuting variables. Until
now such a realization of the representations and of the intertwining operators was found
only for a Lorentz quantum algebra (dual to the matrix Lorentz quantum group of [6]) in
[7]. The construction in [7] (also applying the procedure of [5]) involves two q-commuting
variables ηη¯ = qη¯η and uses the complexification Uq(sl(2)) ⊗ Uq(sl(2)) of the Lorentz
quantum algebra.
In the present paper following the mentioned procedure we construct representations
πˆr¯ of Uq(sl(n)) labelled by n − 1 complex numbers r¯ = {r1, . . . , rn−1} and acting
in the spaces of formal power series of n(n − 1)/2 non-commuting (for n > 2) variables
Yij , 1 ≤ j < i ≤ n. These variables generate a flag manifold of the matrix quantum
group SLq(n) which is dual to Uq(sl(n)) . For generic ri ∈ CI the representations πˆr¯
are irreducible. We give the values of ri when the representations πˆr¯ are reducible. It is in
the latter cases that there arise various partial equivalences among these representations.
These partial equivalences are realized by q - difference intertwining operators for which
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we give a canonical derivation following [5]. For q = 1 these operators become the invariant
differential operators mentioned above. We should also note that our considerations below
are for general n ≥ 2, though the case n = 2, while being done first as a toy model
[8], is not interesting from the non-commutative point of view since it involves functions
of one variable, and furthermore the representations and the only possible q-difference
intertwining operator are known for Uq(sl(2)), (though derived by a different method), [9].
The paper is organized as follows. In Section 2 we recall the matrix quantum group
GLq(n) and its dual quantum algebra Ug. In Section 3 we give the explicit construction
of representations of Ug and its semisimple part Uq(sl(n)). In Section 4 we give the
reducibility conditions for these representations and the procedure for the construction of
the q - difference intertwining operators. In Section 5 we consider in more detail the case
n = 3.
2. The matrix quantum group
Let us consider an n×n quantum matrix M with non-commuting matrix elements
aij , 1 ≤ i, j ≤ n. The matrix quantum group Ag = GLq(n), q ∈ CI, is generated by the
matrix elements aij with the following commutation relations [10] (λ = q − q
−1) :
aijaiℓ = q
−1aiℓaij , for j < ℓ , (1a)
aijakj = q
−1akjaij , for i < k , (1b)
aiℓakj = akjaiℓ , for i < k , j < ℓ , (1c)
akℓaij − aijakℓ = λaiℓakj , for i < k , j < ℓ . (1d)
Considered as a bialgebra, it has the following comultiplication δA and counit εA :
δA(aij) =
n∑
k=1
aik ⊗ akj , εA(aij) = δij . (2)
This algebra has determinant D given by [10]:
D =
∑
ρ∈Sn
ǫ(ρ) a1,ρ(1) . . . an,ρ(n) =
∑
ρ∈Sn
ǫ(ρ) aρ(1),1 . . . aρ(n),n , (3)
3
where summations are over all permutations ρ of {1, . . . , n} and the quantum signature is:
ǫ(ρ) =
∏
j<k
ρ(j)>ρ(k)
(−q−1) . (4)
The determinant obeys [10]:
δA(D) = D ⊗D , εA(D) = 1 . (5)
The determinant is central, i.e., it commutes with the elements aik [10]:
aik D = D aik . (6)
Further, if D 6= 0 one extends the algebra by an element D−1 which obeys [10]:
DD−1 = D−1D = 1A . (7)
Next one defines the left and right quantum cofactor matrix Aij [10]:
Aij =
∑
ρ(i)=j
ǫ(ρ ◦ σi)
ǫ(σi)
a1,ρ(1) . . . âij . . . an,ρ(n) =
=
∑
ρ(j)=i
ǫ(ρ ◦ σ′j)
ǫ(σ′j)
aρ(1),1 . . . âij . . . aρ(n),n ,
(8)
where σi and σ
′
j denote the cyclic permutations:
σi = {i, . . . , 1} , σ
′
j = {j, . . . , n} , (9)
and the notation xˆ indicates that x is to be omited. Now one can show that [10]:
∑
j
aij Aℓj =
∑
j
Aji ajℓ = δiℓ D , (10)
and obtain the left and right inverse [10]:
M−1 = D−1 A = A D−1 . (11)
Thus, one can introduce the antipode in GLq(n) [10] :
γA(aij) = D
−1 Aji = Aji D
−1 . (12)
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Next we introduce a basis of GLq(n) which consists of monomials
f = (a21)
p21 . . . (an,n−1)
pn,n−1(a11)
ℓ1 . . . (ann)
ℓn(an−1,n)
nn−1,n . . . (a12)
n12 =
= fℓ¯,p¯,n¯ ,
(13)
where ℓ¯, p¯, n¯ denote the sets {ℓi}, {pij}, {nij}, resp., ℓi, pij , nij ∈ ZZ+ and we have used
the so-called normal ordering of the elements aij . Namely, we first put the elements aij
with i > j in lexicographic order, i.e., if i < k then aij (i > j) is before akℓ (k > ℓ) and
ati (t > i) is before atk (t > k); then we put the elements aii; finally we put the elements
aij with i < j in antilexicographic order, i.e., if i > k then aij (i < j) is before akℓ (k < ℓ)
and ati (t < i) is before atk (t < k). Note that the basis (13) icludes also the unit element
1Ag of Ag when all {ℓi}, {pij}, {nij} are equal to zero, i.e.:
f0¯,0¯,0¯ = 1Ag . (14)
We need the dual algebra of GLq(n). This is the algebra Ug = Uq(sl(n)) ⊗ Uq(Z),
where Uq(Z) is central in Ug [11]. Let us denote the Chevalley generators of sl(n) by Hi,
X±i , i = 1, . . . , n−1. Then we take for the ’Chevalley’ generators of U = Uq(sl(n)) : ki =
qHi/2, k−1i = q
−Hi/2, X±i , i = 1, . . . , n− 1, with the following algebra relations:
kikj = kjki , kik
−1
i = k
−1
i ki = 1Ug , kiX
±
j = q
±cijX±j ki (15a)
[X+i , X
−
j ] = δij
(
k2i − k
−2
i
)
/λ , (15b)(
X±i
)2
X±j − [2]qX
±
i X
±
j X
±
i + X
±
j
(
X±i
)2
= 0 , |i− j| = 1 , (15c)
[X±i , X
±
j ] = 0 , |i− j| 6= 1 , (15d)
where cij is the Cartan matrix of sl(n), and coalgebra relations:
δU (k
±
i ) = k
±
i ⊗ k
±
i , (16a)
δU (X
±
i ) = X
±
i ⊗ ki + k
−1
i ⊗X
±
i , (16b)
εU (k
±
i ) = 1 , εU (X
±
i ) = 0 , (16c)
γU (ki) = k
−1
i , γU(X
±
i ) = −q
±1 X±i , (16d)
where k+i = ki, k
−
i = k
−1
i . Further, we denote the generator of Z by H and the generators
of Uq(Z) by k = q
H/2, k−1 = q−H/2, kk−1 = k−1k = 1Ug . The generators k, k
−1
commute with the generators of U , and their coalgebra relations are as those of any ki.
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From now on we shall give most formulae only for the generators ki, X
±
i , k, since the
analogous formulae for k−1i , k
−1 follow trivially from those for ki, k, resp.
The bilinear form giving the duality between Ug and Ag is given by [11]:
〈 ki , ajℓ 〉 = δjℓ q
(δij−δi,j+1)/2 , (17a)
〈 X+i , ajℓ 〉 = δj+1,ℓδij , (17b)
〈 X−i , ajℓ 〉 = δj−1,ℓδiℓ , (17c)
〈 k , ajℓ 〉 = δjℓ q
1/2 . (17d)
The pairing between arbitrary elements of Ug and f follows then from the properties of
the duality pairing. All this is given in [11] and is not reproduced here since we shall not
need these formulae. The pairing (17) is standardly supplemented with
〈 y , 1Ag 〉 = εUg (y) . (18)
It is well know that the pairing provides the fundamental representation of Ug :
F (y)jℓ = 〈 y , ajℓ 〉 , y = ki, X
±
i , k . (19)
Of course, F (k) = q1/2In , where In is the unit n× n matrix.
3. Representations of Ug and U
We begin by defining two actions of the dual algebra Ug on the basis (13) of Ag.
First we introduce the left regular representation of Ug which in the q = 1 case is
the infinitesimal version of :
π(Y ) M = Y −1 M , Y,M ∈ GL(n) . (20)
Explicitly, we define the action of Ug as follows (cf. (19)):
π(y) aiℓ
.
=
(
F
(
y−1
)
M
)
iℓ
=
∑
j
F
(
y−1
)
ij
ajℓ =
∑
j
〈 y−1 , aij 〉 ajℓ , (21)
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where y denotes the generators of Ug and y
−1 is symbolic notation, the possible pairs
being given explicitly by:
(y, y−1) = (ki, k
−1
i ), (X
±
i , −X
±
i ), (k, k
−1) . (22)
From (21) we find the explicit action of the generators of Ug :
π(ki) ajℓ = q
(δi+1,j−δij)/2 ajℓ , (23a)
π(X+i ) ajℓ = −δij aj+1ℓ , (23b)
π(X−i ) ajℓ = −δi+1,j aj−1ℓ , (23c)
π(k) ajℓ = q
−1/2 ajℓ . (23d)
The above is supplemented with the following action on the unit element of Ag:
π(ki) 1Ag = 1Ag , π(X
±
i ) 1Ag = 0 , π(k) 1Ag = 1Ag . (24)
In order to derive the action of π(y) on arbitrary elements of the basis (13), we use
the twisted derivation rule consistent with the coproduct and the representation structure,
namely, we take: π(y)ϕψ = π(δ′Ug(y))(ϕ⊗ ψ), where δ
′
Ug
= σ ◦ δUg is the opposite
coproduct, (σ is the permutation operator). Thus, we have:
π(ki)ϕψ = π(ki)ϕ · π(ki)ψ , (25a)
π(X±i )ϕψ = π(X
±
i )ϕ · π(k
−1
i )ψ + π(ki)ϕ · π(X
±
i )ψ , (25b)
π(k)ϕψ = π(k)ϕ · π(k)ψ . (25c)
From now on we suppose that q is not a nontrivial root of unity. Applying the above
rules one obtains:
π(ki) (ajℓ)
n = qn(δi+1,j−δij)/2 (ajℓ)
n , (26a)
π(X+i ) (ajℓ)
n = −δij cn (ajℓ)
n−1 aj+1ℓ , (26b)
π(X−i ) (ajℓ)
n = −δi+1,j cn aj−1ℓ (ajℓ)
n−1 , (26c)
π(k) (ajℓ)
n = q−n/2 (ajℓ)
n , (26d)
where
cn = q
(n−1)/2 [n]q , [n]q = (q
n − q−n)/λ . (27)
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Note that (24) and (23) are partial cases of (26) for n = 0 and n = 1 resp. (cf. (14)).
Analogously, we introduce the right action (see also [12]) which in the classical case
is the infinitesimal counterpart of :
πR(Y ) M = M Y , Y,M ∈ GL(n) . (28)
Thus, we define the right action of Ug as follows (cf. (19)):
πR(y) aiℓ = (MF (y))iℓ =
∑
j
aij F (y)jℓ =
∑
j
aij 〈 y , ajℓ 〉 , (29)
where y denotes the generators of Ug .
From (29) we find the explicit right action of the generators of Ug :
πR(ki) ajℓ = q
(δiℓ−δi+1,ℓ)/2 ajℓ , (30a)
πR(X
+
i ) ajℓ = δi+1,ℓ aj,ℓ−1 , (30b)
πR(X
−
i ) ajℓ = δiℓ aj,ℓ+1 , (30c)
πR(k) ajℓ = q
1/2 ajℓ , (30d)
supplemented by the right action on the unit element:
πR(ki) 1Ag = 1Ag , πR(X
±
i ) 1Ag = 0 , πR(k) 1Ag = 1Ag . (31)
The twisted derivation rule is now given by πR(y)ϕψ = πR(δUg(y))(ϕ⊗ ψ), i.e.,
πR(ki)ϕψ = πR(ki)ϕ · πR(ki)ψ , (32a)
πR(X
±
i )ϕψ = πR(X
±
i )ϕ · πR(ki)ψ + πR(k
−1
i )ϕ · πR(X
±
i )ψ , (32b)
πR(k)ϕψ = πR(k)ϕ · πR(k)ψ , (32c)
Using this, we find:
πR(ki) (ajℓ)
n = qn(δiℓ−δi+1,ℓ)/2 (ajℓ)
n , (33a)
πR(X
+
i ) (ajℓ)
n = δi+1,ℓ cn aj,ℓ−1 (ajℓ)
n−1 , (33b)
πR(X
−
i ) (ajℓ)
n = δiℓ cn (ajℓ)
n−1 aj,ℓ+1 , (33c)
πR(k) (ajℓ)
n = qn/2 (ajℓ)
n . (33d)
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Let us now introduce the elements ϕ as formal power series of the basis (13):
ϕ =
∑
ℓ¯,m¯,n¯∈Z +
µℓ¯,m¯,n¯ (a21)
m21 . . . (an,n−1)
mn,n−1(a11)
ℓ1 . . . (ann)
ℓn×
× (an−1,n)
nn−1,n . . . (a12)
n12 .
(34)
By (26) and (33) we have defined left and right action of Ug on ϕ. As in the classical
case the left and right actions commute, and as in [5] we shall use the right action to reduce
the left regular representation (which is highly reducible). In particular, we would like the
right action to mimic some properties of a highest weight module, i.e., annihilation by the
raising generators X+i and scalar action by the (exponents of the) Cartan operators ki, k.
In the classical case these properties are also called right covariance [5]. However, first we
have to make a change of basis using the q-analogue of the classical Gauss decomposition.
For this we have to suppose that the principal minor determinants of M :
Dm =
∑
ρ∈Sm
ǫ(ρ) a1,ρ(1) . . . am,ρ(m) =
=
∑
ρ∈Sm
ǫ(ρ) aρ(1),1 . . . aρ(m),m , m ≤ n ,
(35)
are invertible; note that Dn = D, Dn−1 = Ann. Thus, using (10) for i = ℓ = n we can
express, e.g., ann in terms of other elements:
ann =

D − ∑
j<n
anj Anj

 D−1n−1 = D−1n−1

D − ∑
j<n
Ajn ajn

 . (36)
Further, for the ordered sets I = {i1 < · · · < ir} and J = {j1 < · · · < jr}, let ξ
I
J be
the r-minor determinant with respect to rows I and columns J such that
ξIJ =
∑
ρ∈Sr
ǫ(ρ) aiρ(1)j1 · · ·aiρ(r)jr . (37)
Note that ξ1 ··· i1 ··· i = Di . Then one has [13] (i, j, ℓ = 1, . . . , n) :
aiℓ =
∑
j
BijZjℓ , Biℓ = ξ
1 ··· ℓ−1 i
1 ··· ℓ D
−1
ℓ−1 , Ziℓ = D
−1
i ξ
1 ··· i
1 ··· i−1 ℓ , (38)
Biℓ = 0 for i < ℓ, Ziℓ = 0 for i > ℓ, (which follows from the obvious extension of (37)
to the case when I, resp. J , is not ordered). Then Zij , i < j, may be regarded as a
q-analogue of local coordinates of the flag manifold B\GL(n).
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For our purposes we need a refinement of this decomposition:
Biℓ = YiℓDℓℓ , Yiℓ = ξ
1 ··· ℓ−1 i
1 ··· ℓ D
−1
ℓ , Dℓℓ = DℓD
−1
ℓ−1 , (D0 ≡ 1Ag ) , (39)
where Yjℓ, j > ℓ, may be regarded as a q-analogue of local coordinates of the flag manifold
GL(n)/DZ.
Clearly, we can replace the basis (13) of Ag with a basis in terms of Yiℓ, i > ℓ, Dℓ, Ziℓ,
i < ℓ. (Note that Yii = Zii = 1Ag .) We could have used also Dℓℓ instead of Dℓ, but this
choice is more convenient since below we shall impose Dn = D = 1Ag . Thus, we consider
formal power series:
ϕ =
∑
m¯,n¯∈Z+
ℓ¯∈Z
µ′ℓ¯,m¯,n¯ (Y21)
m21 . . . (Yn,n−1)
mn,n−1(D1)
ℓ1 . . . (Dn)
ℓn×
× (Zn−1,n)
nn−1,n . . . (Z12)
n12 .
(40)
Now, let us impose right covariance [5] with respect to X+i , i.e., we require:
πR(X
+
i ) ϕ = 0 . (41)
First we notice that:
πR(X
+
i ) ξ
I
J = 0 , for J = {1, . . . , j} , ∀ I , (42)
from which follow:
πR(X
+
i ) Dj = 0 , πR(X
+
i ) Yjℓ = 0 . (43)
On the other hand πR(X
+
i ) acts nontrivially on Zjℓ . Thus, (41) simply means that
our functions ϕ do not depend on Zjℓ . Thus, the functions obeying (41) are:
ϕ =
∑
ℓ¯∈Z , m¯∈Z +
µℓ¯,m¯ (Y21)
m21 . . . (Yn,n−1)
mn,n−1(D1)
ℓ1 . . . (Dn)
ℓn . (44)
Next, we impose right covariance with respect to ki, k :
πR(ki) ϕ = q
ri/2 ϕ , (45a)
πR(k) ϕ = q
rˆ/2 ϕ , (45b)
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where ri, rˆ are parameters to be specified below. On the other hand using (32a, c), (33a, c)
we have:
πR(ki) ξ
I
J = q
δij/2 ξIJ , πR(k) ξ
I
J = q
j/2 ξIJ , for J = {1, . . . , j} , ∀ I , (46)
from which follows:
πR(ki) Dj = q
δij/2 Dj , πR(k) Dj = q
j/2 Dj , (47a)
πR(ki) Yjℓ = Yjℓ , πR(k) Yjℓ = Yjℓ , (47b)
and thus we have:
πR(ki) ϕ = q
ℓi/2 ϕ , (48a)
πR(k) ϕ = q
∑
n
j=1
jℓj/2 ϕ . (48b)
Comparing right covariance conditions (45) with the direct calculations (48) we obtain
ℓi = ri, for i < n,
∑n
j=1 jℓj = rˆ. This means that ri, rˆ ∈ ZZ and that there is no
summation in ℓi, also ℓn = (rˆ −
∑n−1
i=1 iri)/n.
Thus, the reduced functions obeying (41) and (45 )are:
ϕ =
∑
m¯∈Z +
µm¯ (Y21)
m21 . . . (Yn,n−1)
mn,n−1(D1)
r1 . . . (Dn−1)
rn−1(Dn)
ℓˆ , (49)
where ℓˆ = (rˆ −
∑n−1
i=1 iri)/n.
Next we would like to derive the Ug - action π on ϕ . First, we notice that U acts
trivially on Dn = D :
π(X±i ) D = 0 , π(ki) D = D . (50)
Then we note:
π(k) Dj = q
−j/2 Dj , π(k) Yjℓ = Yjℓ , (51)
from which follows:
π(k) ϕ = q−rˆ/2 ϕ . (52)
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Thus, the action of U involves only the parameters ri, i < n, while the action of Uq(Z) in-
volves only the parameter rˆ. Thus we can consistently also from the representation theory
point of view restrict to the matrix quantum group SLq(n), i.e., we set:
D = D−1 = 1Ag . (53)
Then the dual algebra is U = Uq(sl(n)). This is justified as in the q = 1 case [5] since
for our considerations only the semisimple part of the algebra is important. (This would
not be possible for the multiparameter deformation of GL(n) [14], [15], since there D is
not central. Nevertheless, we expect most of the essential features of our approach to
be preserved since the dual algebra can be transformed as a commutation algebra to the
one-parameter Ug, with the extra parameters entering only the co-algebra structure [11].)
Thus, the reduced functions for the U action are:
ϕ˜(Y¯ , D¯) =
∑
m¯∈Z +
µm¯ (Y21)
m21 . . . (Yn,n−1)
mn,n−1(D1)
r1 . . . (Dn−1)
rn−1 = (54a)
= ϕˆ(Y¯ ) (D1)
r1 . . . (Dn−1)
rn−1 , (54b)
where Y¯ , D¯ denote the variables Yil, i > ℓ, Di, i < n. Next we calculate:
π(ki) Dj = q
−δij/2 Dj , (55a)
π(X+i ) Dj = −δij Yj+1,j Dj , (55b)
π(X−i ) Dj = 0 , (55c)
π(ki) Yjℓ = q
1
2 (δi+1,j−δij−δi+1,ℓ+δiℓ) Yjℓ (56a)
π(X+i ) Yjℓ = − δij Yj+1,ℓ + δiℓ q
1−δj,ℓ+1/2 Yℓ+1,ℓ Yjℓ +
+ δi+1,ℓ
(
q−1 Yj,ℓ−1 − Yℓ,ℓ−1 Yjℓ
)
,
(56b)
π(X−i ) Yjℓ = −δi+1,j q
−δiℓ/2 Yj−1,ℓ . (56c)
These results have the important consequence that the degrees of the variables Dj are
not changed by the action of U . Thus, the parameters ri indeed characterize the
action of U , i.e., we have obtained representations of U . We shall denote by Cr¯ the
representation space of functions in (54) which have covariance properties (41), (45a), and
the representation acting in Cr¯ we denote by π˜r¯ - here a renormalization of the explicit
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formulae may be done to simplify things. To obtain this representation more explicitly
one just applies (55), (56) to the basis in (54) using (25). In particular, we have:
π(ki) (Dj)
n = q−nδij/2 (Dj)
n , n ∈ ZZ , (57a)
π(X+i ) (Dj)
n = − δij c¯n Yj+1,j (Dj)
n , n ∈ ZZ , (57b)
π(X−i ) (Dj)
n = 0 , n ∈ ZZ , (57c)
π(ki) (Yjℓ)
n = q
n
2 (δi+1,j−δij−δi+1,ℓ+δiℓ) (Yjℓ)
n , n ∈ ZZ+ , (58a)
π(X+i ) (Yjℓ)
n = − δij cn (Yjℓ)
n−1 Yj+1,ℓ +
+ δiℓ q
1−nδj,ℓ+1/2 cn Yℓ+1,ℓ (Yjℓ)
n +
+ δi+1,ℓ c¯n
(
q−1 Yj,ℓ−1 (Yjℓ)
n−1 − Yℓ,ℓ−1 Y
n
jℓ
)
, n ∈ ZZ+(58b)
π(X−i ) (Yjℓ)
n = − δi+1,j q
−δj,ℓ+1n/2 cn Yj−1,ℓ (Yjℓ)
n−1 , n ∈ ZZ+ , (58c)
where
c¯n = q
(1−n)/2 [n]q . (59)
Further, since the action of U is not affecting the degrees of Di, we introduce (as in
[5]) the restricted functions ϕˆ(Y¯ ) by the formula which is prompted in (54b) :
ϕˆ(Y¯ ) ≡
(
Aϕ˜)(Y¯ )
.
= ϕ˜(Y¯ , D1 = · · · = Dn−1 = 1Ag ) . (60)
We denote the representation space of ϕˆ(Y¯ ) by Cˆr¯ and the representation acting in
Cˆr¯ by πˆr¯ . Thus, the operator A acts from Cr¯ to Cˆr¯ . The properties of Cˆr¯ follow
from the intertwining requirement for A [5]:
πˆr¯ A = A π˜r¯ . (61)
4. Reducibilty and q - difference intertwining operators
We have defined the representations πˆr¯ for ri ∈ ZZ. However, notice that we
can consider the restricted functions ϕˆ(Y¯ ) for arbitrary complex ri. We shall make these
extension from now on, since this gives the same set of representations for Uq(sl(n)) as
in the case q = 1.
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Now we make some statements which are true in the classical case [5], and will be
illustrated below. For any i, j, such that 1 ≤ i ≤ j ≤ n− 1, define:
mij ≡ ri + · · ·+ rj + j − i+ 1 , (62)
note mi = mii = ri + 1, mij = mi + · · · + mj . Note that the possible choices of i, j
are in 1-to-1 correspondence with the positive roots α = αij = αi + · · · + αj of the root
system of sl(n), the cases i = j = 1 . . . , n − 1 enumerating the simple roots αi = αii. In
general, mij ∈ CI for the representations πˆr¯, while mij ∈ ZZ for the representations
πr¯. If mij /∈ IN for all possible i, j the representations πˆr¯, πr¯ are irreducible. If mij ∈
IN for some i, j the representations πˆr¯, πr¯ are reducible. The corresponding irreducible
subrepresentations are still infinite-dimensional unless mi ∈ IN for all i = 1, . . . , n − 1.
The representation spaces of the irreducible subrepresentations are invariant irreducible
subspaces of our representation spaces. These invariant subspaces are spanned by functions
depending on all variables Yjℓ , except when for some s ∈ IN , 1 ≤ s ≤ n − 1, we have
ms = ms+1 = · · · = mn−1 = 1. In the latter case these functions depend only on the
(s−1)(2n−s)/2 variables Yjℓ with ℓ < s, (the unrestricted subrepresentation functions
depend still on Dℓ with ℓ < s). In particular, for s = 2 the restricted subrepresentation
functions depend only on the n− 1 variables Yj1. The latter situation is relatively simple
also in the q case since these variables are q-commuting : Yj1Yk1 = qYk1Yj1 , j > k.
(For s = 1 the irreducible subrepresentation is one dimensional, hence no dependence on
any variables.)
Furthermore, for mij ∈ IN the representation πˆr¯, πr¯, resp., is partially equivalent to
the representation πˆr¯′ , πr¯′ , resp., with m
′
ℓ = r
′
ℓ + 1 being explicitly given as follows [5]:
m′ℓ =


mℓ , for ℓ 6= i− 1, i, j, j + 1 ,
mℓj , for ℓ = i− 1 ,
−mℓ+1,j , for ℓ = i < j ,
−mi,ℓ−1 , for ℓ = j > i ,
−mℓ , for ℓ = i = j ,
miℓ , for ℓ = j + 1 .
(63)
These partial equivalences are realized by intertwining operators:
Iij : Cr¯ −→ Cr¯′ , mij ∈ IN , (64a)
Iij : Cˆr¯ −→ Cˆr¯′ , mij ∈ IN , (64b)
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i.e., one has:
Iij ◦ πr¯ = πr¯′ ◦ Iij , mij ∈ IN , (65a)
Iij ◦ πˆr¯ = πˆr¯′ ◦ Iij , mij ∈ IN . (65b)
The invariant irreducible subspace of πˆr¯ (resp. πr¯) discussed above is the intersection of
the kernels of all intertwining operators acting from πˆr¯ (resp. πr¯). When all mi ∈ IN the
invariant subspace is finite-dimensional with dimension
∏
1≤i≤j≤n−1 mij /
∏n−1
t=1 t! , and
all finite-dimensional irreps of Uq(sl(n)) can be obtained in this way.
We present now a canonical procedure for the derivation of these intertwining opera-
tors following the q = 1 procedure of [5]. By this procedure one should take as intertwiners
(up to nonzero multiplicative constants):
Imij = P
m
ij
(
πR(X
−
i ), . . . , πR(X
−
j )
)
, m = mij ∈ IN , (66a)
Imij = P
m
ij
(
πˆR(X
−
i ), . . . , πˆR(X
−
j )
)
, m = mij ∈ IN , (66b)
where Pmij is a homogeneous polynomial in each of its (j− i+1) variables of degree m.
This polynomial gives a singular vector vij in a Verma module V
Λ(r¯) with highest weight
Λ(r¯) determined by r¯, (cf. [5]), i.e.:
vij = P
m
ij
(
X−i , . . . , X
−
j
)
⊗ v0 , (67)
where v0 is the highest weight vector of V
Λ(r¯). In particular, in the case of the simple
roots, i.e., when mi = mii = ri + 1 ∈ IN , we have
Imii =
(
πR(X
−
i )
)mi
, mi ∈ IN , (68a)
Imii =
(
πˆR(X
−
i )
)mi
, mi ∈ IN . (68b)
For the nonsimple roots one should use the explicit expressions for the singular vectors of
the Verma modules over Uq(sl(n)) given in [16]. Implementing the above one should be
careful since πˆR(X
−
i ) is not preserving the reduced spaces Cr¯, Cˆr¯, which is of course a
prerequisite for (65), (66), (68).
5. The case of Uq(sl(3))
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In this Section we consider in more detail the case n = 3. We could have started
(following the chronology) also with the case n = 2 involving functions of one variable
[8]. However, though by a different method, this case was obtained in [9]. It can also be
obtained by restricting the construction for the (complexification of the) Lorentz quantum
algebra of [7] to one of its Uq(sl(2)) subalgebras.
Let us now for n = 3 denote the coordinates on the flag manifold by: ξ = Y21,
η = Y32, ζ = Y31. We note for future use the commutation relations between these
coordinates:
ξη = qηξ − λζ , ηζ = qζη , ζξ = qξζ . (69)
The reduced functions for the U action are (cf. (54)):
ϕ˜(Y¯ , D¯) =
∑
j,n,ℓ∈Z +
µj,n,ℓ ξ
j ζn ηℓ(D1)
r1 (D2)
r2 = (70a)
=
∑
j,n,ℓ∈Z +
µj,n,ℓ ϕ˜jnℓ , (70b)
ϕ˜jnℓ = ξ
j ζn ηℓ (D1)
r1 (D2)
r2 . (70c)
Now the action of Uq(sl(3)) on (70) is given explicitly by:
π(k1) ϕ˜jnℓ = q
j+(n−ℓ−r1)/2 ϕ˜jnℓ , (71a)
π(k2) ϕ˜jnℓ = q
ℓ+(n−j−r2)/2 ϕ˜jnℓ , (71b)
π(X+1 ) ϕ˜jnℓ = q
(1+n−ℓ−r1)/2 [n+ j − ℓ− r1]q ϕ˜j+1,nℓ +
+ qj+(n−ℓ−3r1−1)/2 [ℓ]q ϕ˜j,n+1,ℓ−1 , (71c)
π(X+2 ) ϕ˜jnℓ = q
(1+n−j−r2)/2 [ℓ− r2]q ϕ˜jn,ℓ+1 −
− q−ℓ+(j−n+r2−1)/2 [j]q ϕ˜j−1,n+1,ℓ , (71d)
π(X−1 ) ϕ˜jnℓ = q
(ℓ−n+r1−1)/2 [j]q ϕ˜j−1,nℓ , (71e)
π(X−2 ) ϕ˜jnℓ = − q
(n−j+r2−1)/2 [ℓ]q ϕ˜jn,ℓ−1 −
− q−ℓ+(n−j+r2−1)/2 [n]q ϕ˜j+1,n−1,ℓ . (71f)
It is easy to check that π(ki), π(X
±
i ) satisfy (15). It is also clear that we can remove
the inessential phases by setting:
π˜r1,r2(ki) = π(ki) , π˜r1,r2(X
±
i ) = q
±(ri−1)/2 π(X±i ) . (72)
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Then π˜r1,r2 also satisfy (15).
Then we consider the restricted functions (cf. (60)):
ϕˆ(Y¯ ) =
∑
j,n,ℓ∈Z +
µj,n,ℓ ξ
j ζn ηℓ = (73a)
=
∑
j,n,ℓ∈Z +
µj,n,ℓ ϕˆjnℓ , (73b)
ϕˆjnℓ = ξ
j ζn ηℓ . (73c)
As a consequence of the intertwining property (61) we obtain that ϕˆjnℓ obey the same
transformation rules (71) as ϕ˜jnℓ, i.e., (cf. also (72)) we have:
πˆr1,r2(k1) ϕˆjnℓ = q
j+(n−ℓ−r1)/2 ϕˆjnℓ , (74a)
πˆr1,r2(k2) ϕˆjnℓ = q
ℓ+(n−j−r2)/2 ϕˆjnℓ , (74b)
πˆr1,r2(X
+
1 ) ϕˆjnℓ = q
(n−ℓ)/2 [n+ j − ℓ− r1]q ϕˆj+1,nℓ +
+ qj−r1−1+(n−ℓ)/2 [ℓ]q ϕˆj,n+1,ℓ−1 , (74c)
πˆr1,r2(X
+
2 ) ϕˆjnℓ = q
(n−j)/2 [ℓ− r2]q ϕˆjn,ℓ+1 −
− qr2−1−ℓ+(j−n)/2 [j]q ϕˆj−1,n+1,ℓ , (74d)
πˆr1,r2(X
−
1 ) ϕˆjnℓ = q
(ℓ−n)/2 [j]q ϕˆj−1,nℓ , (74e)
πˆr1,r2(X
−
2 ) ϕˆjnℓ = − q
(n−j)/2 [ℓ]q ϕˆjn,ℓ−1 −
− q−ℓ+(n−j)/2 [n]q ϕˆj+1,n−1,ℓ . (74f)
Let us introduce the following operators acting on our functions:
Mˆ±κ ϕˆ(Y¯ ) =
∑
j,n,ℓ∈Z +
µj,n,ℓ Mˆ
±
κ ϕˆjnℓ , (75a)
Tκ ϕˆ(Y¯ ) =
∑
j,n,ℓ∈Z +
µj,n,ℓ Tκ ϕˆjnℓ , (75b)
where κ = ξ, η, ζ, and the explicit action on ϕˆjnℓ is defined by:
Mˆ±ξ ϕˆjnℓ = ϕˆj±1,nℓ , (76a)
Mˆ±η ϕˆjnℓ = ϕˆjn,ℓ±1 , (76b)
Mˆ±ζ ϕˆjnℓ = ϕˆj,n±1,ℓ , (76c)
Tξ ϕˆjnℓ = q
j ϕˆjnℓ , (76d)
Tη ϕˆjnℓ = q
ℓ ϕˆjnℓ , (76e)
Tζ ϕˆjnℓ = q
n ϕˆjnℓ . (76f)
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Now we define the q-difference operators by:
Dˆκ ϕˆ(Y¯ ) =
1
λ
Mˆ−κ
(
Tκ − T
−1
κ
)
ϕˆ(Y¯ ) , κ = ξ, η, ζ . (77)
Thus, we have:
Dˆξ ϕˆjnℓ = [j] ϕˆj−1,nℓ , (78a)
Dˆη ϕˆjnℓ = [ℓ] ϕˆjn,ℓ−1 , (78b)
Dˆζ ϕˆjnℓ = [n] ϕˆj,n−1,ℓ . (78c)
Of course, for q → 1 we have Dˆκ → ∂κ ≡ ∂/∂κ.
In terms of the above operators the transformation rules (74) are written as follows:
πˆr1,r2(k1) ϕˆ(Y¯ ) = q
−r1/2 Tξ T
1/2
ζ T
−1/2
η ϕˆ(Y¯ ) , (79a)
πˆr1,r2(k2) ϕˆ(Y¯ ) = q
−r2/2 Tη T
1/2
ζ T
−1/2
ξ ϕˆ(Y¯ ) , (79b)
πˆr1,r2(X
+
1 ) ϕˆ(Y¯ ) = (1/λ) Mˆξ T
1/2
ζ T
−1/2
η
(
q−r1TξTζT
−1
η − q
r1T−1ξ T
−1
ζ Tη
)
ϕˆ(Y¯ ) +
+ q−r1−1 Mˆζ Dˆη Tξ T
1/2
ζ T
−1/2
η ϕˆ(Y¯ ) , (79c)
πˆr1,r2(X
+
2 ) ϕˆ(Y¯ ) = (1/λ) Mˆη T
1/2
ζ T
−1/2
ξ
(
q−r2Tη − q
r2T−1η
)
ϕˆ(Y¯ ) −
− qr2−1 Mˆζ Dˆξ T
1/2
ξ T
−1/2
ζ T
−1
η ϕˆ(Y¯ ) , (79d)
πˆr1,r2(X
−
1 ) ϕˆ(Y¯ ) = Dˆξ T
−1/2
ζ T
1/2
η ϕˆ(Y¯ ) , (79e)
πˆr1,r2(X
−
2 ) ϕˆ(Y¯ ) = − Dˆη T
1/2
ζ T
−1/2
ξ ϕˆ(Y¯ ) −
− Mˆξ Dˆζ T
−1/2
ξ T
1/2
ζ T
−1
η ϕˆ(Y¯ ) , (79f)
where Mˆκ = Mˆ
+
κ .
Notice that it is possible to obtain a realization of the representation πˆr1,r2 on
monomials in three commuting variables x, y, z. Indeed, one can relate the non-commuting
algebra CI [ξ, η, ζ] with the commuting one CI [x, y, z] by fixing an ordering prescription.
However, such realization in commuting variables may be obtained much more directly
as is done by other methods and for other purposes in [17]. In the present paper we are
interested in the non-commutative case and we continue to work with the non-commuting
variables ξ, η, ζ.
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Now we can illustrate some of the general statements of the previous Section. Let
m2 = r2 + 1 ∈ IN . Then it is clear that functions ϕˆ from (73) with µj,n,ℓ = 0 if ℓ ≥ m2
form an invariant subspace since:
πˆr1,r2(X
+
2 ) ϕˆjnr2 = − q
−1+(j−n)/2 [j]q ϕˆj−1,n+1,r2 , (80)
and all other operators in (74) either preserve or lower the index ℓ. The same is true for
the functions ϕ˜. In particular, for m2 = 1 the functions in the invariant subspace do not
depend on the variable η. In this case we have functions of two q-commuting variables
ζξ = qξζ which are much easier to handle that the general non-commutative case (69).
The intertwining operator (68) for m2 ∈ IN is given as follows. First we calculate:(
πR(X
−
2 )
)s
ϕ˜jnℓ =
(
πR(X
−
2 )
)s
ξj ζn ηℓ Dr11 D
r2
2 =
= ξj ζn
s∑
t=0
ast η
ℓ−t Dr1+t1 D
r2−s−t
2 (ξ
12
13)
s−t ,
ast = q
tℓ+r2s/2−(s+t)(s+t+1)/4
(
s
t
)
q
[r2 − t]q![ℓ]q!
[r2 − s]q![ℓ− t]q!
,
(81)
where
(
n
k
)
q
≡ [n]q!/[k]q![n− k]q!, [m]q! ≡ [m]q[m− 1]q . . . [1]q. Thus, indeed πR(X
−
2 )
is not preserving the reduced space Cr1,r2 , and furthermore there is the additional variable
ξ1213 . Since we would like πR(X
−
2 ) to some power to map to another reduced space this is
only possible if the coefficients ast vanish for s 6= t. This happens iff s = r2 + 1 = m2.
Thus we have (in terms of the representation parameters mi = ri + 1):(
πR(X
−
2 )
)m2
ξj ζn ηℓ Dm1−11 D
m2−1
2 =
= qm2(ℓ−1−m2/2)
[ℓ]q!
[ℓ−m2]q!
ξj ζn ηℓ−m2 Dm12−11 D
−m2−1
2 .
(82)
Comparing the powers of Di we recover at once (63) for our situation, namely, m
′
1 = m12,
m′2 = −m2. Thus, we have shown (64a) and (65a). Then (64b) and (65b) follow using
(61). This intertwining operator has a kernel which is just the invariant subspace discussed
above - from the factor 1/[ℓ−m2]q! in (82) it is obvious that all monomials with ℓ < m2
are mapped to zero.
For the restricted functions we have:
(
πR(X
−
2 )
)m2
ϕˆjnℓ = q
m2(ℓ−1−m2/2)
[ℓ]q!
[ℓ−m2]q!
ϕˆjn,ℓ−m2 =
= q−3m2/2
(
Dˆη Tη
)m2
ϕˆjnℓ .
(83)
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Thus, renormalizing (68b) by q−3m2/2 we finally have:
Im22 =
(
Dˆη Tη
)m2
. (84)
For q = 1 this operator reduces to the known result: I2 = (∂η)
m2 [5].
Let now m1 ∈ IN . In a similar way, though the calculations are more complicated,
we find:(
πR(X
−
1 )
)m1
ξj ζn ηℓ Dm1−11 D
m2−1
2 =
= qm1(j+n−ℓ−1−m1/2)
m1∑
t=0
q−t(t+3+2j)/2 ×
×
(
m1
t
)
q
[j]q![n]q!
[j −m1 + t]q![n− t]q!
ξj+t−m1 ζn−t ηℓ+t D−m1−11 D
m12−1
2 .
(85)
Comparing the powers of Di we recover (63) for our situation, namely, m
′
1 = −m1, m
′
2 =
m12. Thus, we have shown (64) and (65).
For the restricted functions we have:(
πR(X
−
1 )
)m1
ϕˆjnℓ = q
m1(j+n−ℓ−1−m1/2)
m1∑
t=0
qt(t+3+2j)/2 ×
×
(
m1
t
)
q
[j]q![n]q!
[j −m1 + t]q![n− t]q!
ϕˆj+t−m1,n−t,ℓ+t =
= q−m1(3/2+m1) Tm1ζ
m1∑
t=0
Mˆ tη Dˆ
t
ζ (qDˆξTx)
m1−t T−m1η ϕˆjnℓ .
(86)
Then, renormalizing (68b) we finally have:
Im11 = T
m1
ζ
m1∑
t=0
Mˆ tη Dˆ
t
ζ (qDˆξTx)
m1−t T−m1η . (87)
For q = 1 this operator reduces to the known result: I1 = (∂ξ + η∂ζ)
m1 [5].
Finally, let us consider the case m = m12 = m1 +m2 ∈ IN , first with m1, m2 /∈ IN .
In this case the intertwining operator is given by (66,) (67) with [18], formula (27), (cf.
also [16]):
Pm12
(
X−1 , X
−
2
)
=
m∑
s=0
as (X
−
1 )
m−s (X−2 )
m (X−1 )
s ,
as = (−1)
s a
[m1]q
[m1 − s]q
(m
s
)
q
, s = 0, . . . , m, a 6= 0 .
(88)
20
Let us illustrate the resulting intertwining operator in the case m = 1. Then, we have,
setting in (88) a = [1−m1]q :
I112 = [1−m1]q πR(X
−
1 ) πR(X
−
2 ) + [m1]q πR(X
−
2 ) πR(X
−
1 ) . (89)
Then we can see at once the intertwining properties of I112 by calculating:
I112 ξ
j ζn ηℓ Dm1−11 D
m2−1
2 = q
j+n−2−m1 [j]q [ℓ]q ξ
j−1 ζn ηℓ−1 Dm1−21 D
m2−2
2 +
+ qn−2 [n]q [ℓ+m1]q ξ
j ζn−1 ηℓ Dm1−21 D
m2−2
2 .
(90)
Comparing the powers ofDi we recover (63) for our situation, namely,m
′
1 = −m2 = m1−1,
m′2 = −m1 = m2 − 1.
For the restricted functions we have:(
[1−m1]q πR(X
−
1 ) πR(X
−
2 ) + [m1]q πR(X
−
2 ) πR(X
−
1 )
)
ϕˆjnℓ =
= qn−2+j−m1 [j]q [ℓ]q ϕˆj−1,n,ℓ−1 + q
n−2 [n]q [ℓ+m1]q ϕˆj,n−1,ℓ =
= q−2
(
q−m1 Dˆξ Tξ Dˆη + (1/λ) Dˆζ (q
m1Tη − q
−m1T−1η )
)
Tζ ϕˆjnℓ .
(91)
Rescaling (66b) we finally have:
I112 =
(
q−m1 Dˆξ Tξ Dˆη + (1/λ) Dˆζ (q
m1Tη − q
−m1T−1η )
)
Tζ . (92)
For q = 1 this operator is: I12 = ∂ξ∂η + (m1 + η∂η)∂ζ [5].
Above we have supposed that m1, m2 /∈ IN . However, after the proper choice of a in
(88), (e.g., as made above in (89)) we can consider the singular vector (88) and the resulting
intertwining operator also when m1 and/or m2 are positive integers. Of particular interest
are the cases m1, m2 ∈ ZZ+. In these cases the singular vector is reduced in four different
ways (cf. [18], [16] formulae (33a-d)). Accordingly, the intertwining operator becomes
composite, i.e., it can be expressed as the composition of the intertwiners introduced so
far as follows:
Im12 = c1 I
m2
1 I
m
2 I
m1
1 = (93a)
= c2 I
m1
2 I
m
1 I
m2
2 = (93b)
= c3 I
m1
2 I
m2
12 I
m1
1 = (93c)
= c4 I
m2
1 I
m1
12 I
m2
2 . (93d)
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The four expressions were used to prove commutativity of the hexagon diagram of
Uq(sl(3, CI))) [18]. This diagram involves six representations which are denoted by V00,
V 100, V
2
00, V
12
00 , V
21
00 , V
3
00, in (29) of [18] and which in our notation are connected by the
intertwiners in (93) as follows:
Cˆm1,m2
Im11
−→
Cˆ−m1,m
Im2
−→
Cˆm2,−m
Im21
−→
Cˆ−m2,−m1 , (94a)
Cˆm1,m2
Im22
−→
Cˆm,−m2
Im1
−→
Cˆ−m,m1
Im12
−→
Cˆ−m2,−m1 , (94b)
Cˆm1,m2
Im11
−→
Cˆ−m1,m
Im212
−→
Cˆ−m,m1
Im12
−→
Cˆ−m2,−m1 , (94c)
Cˆm1,m2
Im22
−→
Cˆm,−m2
Im112
−→
Cˆm2,−m
Im21
−→
Cˆ−m2,−m1 . (94d)
Of these six representations only Cˆm1,m2 has a finite dimensional irreducible subspace iff
m1m2 > 0, the dimension being m1m2m/2 [18]. If m1 = 0 the intertwining operators with
superscript m1 become the identity (since in these cases the intertwined spaces coincide)
and the compositions in (93), (94) are shortened to two terms in cases (a,b,d) and one
term in case (c), (resp. for m2 = 0, two terms in cases (a,b,c), one term in (d)). (Such
considerations are part of the multiplet classification given in [18].)
Note Added published in: J. Phys. A: Math. Gen. 27 (1994) 6633-6634.
1. We decided to add several formulae which will be useful for those who would like
to consider in more detail Uq(sl(n)) for n > 3 without waiting for the sequel of this
article. (Some of these formulae were used above in their simple n = 3 versions without
explication.) First we give the commutation relations of the Yjℓ and Di variables:
YiℓYij = qYijYiℓ , i > ℓ > j , (95a)
YkjYij = qYijYkj , k > i > j , (95b)
YiℓYkj = YkjYiℓ , k > i > ℓ > j , (95c)
YijYkℓ = YkℓYij − λYiℓYkj , k > i, ℓ > j , i 6= ℓ , (95d)
YijYki = qYkiYij − λYkj , k > i > j , (95e)
22
YjℓDi = DiYjℓ , j > ℓ > i , (96a)
YjℓDi = qDiYjℓ , j > i ≥ ℓ , (96b)
YjℓDi = DiYjℓ , i ≥ j > ℓ , (96c)
where in (95d) we use Yiℓ = 0 when i < ℓ. Note that (95a− d) may be obtained by
replacing aiℓ with Yiℓ in (1a− d). Note that the structure of the q - flag manifold for
general n is exibited already for n = 4, while for n = 3 relations (95c, d) are not present
- cf. (69). The commutation relations between the Z and D variables are obtained from
(95), (96), by just replacing Yst by Zts in all formuale.
Next, we explicate the right action on the variables Zjℓ:
πR(X
+
i ) Zjℓ = δi+1,ℓ q
δij/2 Zj,ℓ−1 , (97a)
πR(X
−
i ) Zjℓ = δiℓ Zj,ℓ+1 − δij q
−δj+1,ℓ/2 Zj,j+1 Zjℓ + δi,j−1 D
−1
j ξ
1 ··· j
1 ··· j−2,j,ℓ (97b)
πR(ki) Zjℓ = q
(δi+1,j−δij+δiℓ−δi+1,ℓ)/2 Zjℓ . (97c)
Formula (97a) may have appeared after (43), while the other two are used in the calculation
of the intertwiners. In the latter calculations we also use:
πR(X
−
i ) (Dℓ)
n = δiℓ cn (Dℓ)
n Zℓ,ℓ+1 , (98a)
πR(X
−
i ) (Yjℓ)
n = δiℓ q
n−3/2 [n]q (Yjℓ)
n−1 Yj,ℓ+1 Dℓ+1 D
−2
ℓ Dℓ−1 . (98b)
2. A q - difference operator realization of Uq(sl(3)) depending on two q-commuting
variables and one integer representation parameter was constructed by a different method
in [19]. Thus, formula (24) of [19] should be compared with our (79) if we set in (79)
r1 ∈ ZZ+, r2 = 0, Tη = id, Dˆη = 0, and then restrict our functions to the variables ξ, ζ.
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