Since the matrix formed by nonlocal similar patches in a natural image is of low rank, the nuclear norm minimization (NNM) has been widely used in various image processing studies. Nonetheless, nuclear norm based convex surrogate of the rank function usually over-shrinks the rank components and makes different components equally, and thus may produce a result far from the optimum. To alleviate the above-mentioned limitations of the nuclear norm, in this paper we propose a new method for image restoration via the non-convex weighted p nuclear norm minimization (NCW-NNM), which is able to more accurately enforce the image structural sparsity and self-similarity simultaneously. To make the proposed model tractable and robust, the alternative direction multiplier method (ADMM) is adopted to solve the associated non-convex minimization problem. Experimental results on various types of image restoration problems, including image deblurring, image inpainting and image compressive sensing (CS) recovery, demonstrate that the proposed method outperforms many current state-of-the-art methods in both the objective and the perceptual qualities.
Introduction
Image restoration (IR) aims to reconstruct a high quality image X from its degraded observation Y , which can be generally expressed as
where H is a non-invertible linear degradation operator and η is the vector of some independent Gaussian white noise. With different settings of matrix H , various IR problems can be derived from Eq. (1), such as image denoising [1, 2, 3, 4, 70] when H is an identity matrix, image deblurring [5, 6, 7, 8 ] when
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H is a blur operator, image inpainting [9, 10, 11, 12] when H is a mask and image compressive sensing (CS) recovery when H is a random projection matrix [13, 14, 15, 16] . In this work, we focus on the latter three problems.
IR is a typical ill-posed problem. To deal with this issue, image prior knowledge is usually exploited for regularizing the solution to the following minimization,X = arg min
where the first term above is the data fidelity term and the second term depends on the employed image priors, and λ is the regularization parameter. Due to 10 the ill-posed nature of IR, the image prior knowledge plays a critical role in enhancing the performance of IR algorithms. In other words, how to design an effective regularization model to represent the image priors is vital for IR tasks.
The classical regularization models, such as Tikhonov regularization [17] and total variation (TV) regularization [18, 19] , exploited the image local structure 15 and high effectiveness to preserve image edges. Nonetheless, they tended to over-smooth the image and some image details are usually lost.
As an emerging machine learning technique, sparse representation based modeling has been proved to be a promising model for image restoration [20, 21, 22, 23] . It assumes that image/image patch can be precisely represented as 20 a sparse linear combination of basic elements. These elements, called atoms, compose a dictionary [20, 21, 24, 25] . The dictionary is usually learned from a natural image dataset [20, 21] . The well known dictionary learning (DL) based methods, such as KSVD [20, 21] , ODL [24] and tasked driven DL [25] , have been proposed and applied to image restoration and other image processing tasks.
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Image patches that have similar pattern can be spatially far from each other and thus can be collected in the whole image. This so-called nonlocal selfsimilarity (NSS) prior is the most outstanding priors for image restoration. The seminal work of nonlocal means (NLM) [1] exploited the NSS prior to perform a series of the weighted filtering for image denoising. Due to its effectiveness, 30 a large amount of related developments have been proposed [3, 7, 16, 26, 27, 28, 29] . For instance, BM3D [28] exploited nonlocal similar 2D image patches and 3D transform domain collaborative filtering. Marial et al.
[3] considered the idea of NSS by simultaneous sparse coding (SSC). Dong et al. [26] proposed the nonlocally centralized sparse representation (NCSR) model for image 35 restoration, which obtained the estimation of the sparse coding coefficients of the original image by the principle of NLM [1] , and then according to those estimates, NCSR, centralized the sparse coding coefficients of the observed image to improve the restoration performance. Zhang et al. [29] proposed a group-based sparse representation framework for image restoration.
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Recently, image priors based on NSS [1, 4, 6, 7, 22, 26, 27, 28, 29, 30] and low-rank matrix approximation (LRMA) [43, 31, 32, 39, 33, 34] have achieved a great success in IR [35, 36, 37] . A flurry of IR have been proposed, such as image alignment [35] , image/video denoising [4, 36, 38] , image deblurring [6, 40, 41] and image inpainting [9, 42] . However, these methods usually suffer 45 from a common drawback that the nuclear norm is usually adopted as a convex surrogate of the rank. Despite a good theoretical guarantee by the singular value thresholding (SVT) model [43] , the nuclear norm minimization (NNM)
[43, 31, 33] tends to over-shrink the rank components and treats the different rank components equally, and thus it cannot approximate the matrix rank ac-50 curately enough. To enforce the low rank regularization efficiently, inspired by the success of p (0 < p < 1) sparse optimization [44, 45, 46] , Schatten p-norm is proposed [47, 48, 49] , which is defined as the p -norm (0 < p < 1) of the singular values. Compared with traditional nuclear norm, Schatten p-norm not only achieves a more accurate recovery result of the signal, but also requires 55 only a weaker restricted isometry property based on theory [48] . Nonetheless, similar to the standard nuclear norm, most of the Schatten p-norm based models treat all singular values equally, which may be infeasible in executing many practical problems, such as image inverse problems [50] . To further improve the flexibility of NNM, Gu et al. [4] proposed the weighted nuclear norm min- Inspired by the success of p (0 < p < 1) [44, 45, 46] and the reweighted 1 sparse optimization [51] , to obtain the rank approximation more accurately, we propose a novel model for image restoration (IR) via the non-convex weighted p (0 < p < 1) nuclear norm minimization (NCW-NNM), which is expected to be more accurate than traditional nuclear norm. Moreover, to solve the associated non-convex minimization problem, we develop an efficient alternative direction 70 multiplier method (ADMM). Experimental results on three typical IR tasks, including image deblurring, image inpainting and image compressive sensing (CS) recovery, show that the proposed method outperforms many current stateof-the-art methods both quantitatively and qualitatively.
The remainder of this paper is organized as follows. Section 2 introduces the 75 proposed non-convex weighted p nuclear norm prior model for image restoration. Section 3 presents the implementation details of the proposed non-convex model under the ADMM optimization framework. Section 4 reports the experimental results. Finally, Section 5 concludes this paper.
Non-convex Weighted p Nuclear Norm Prior Model for Image Restoration
Generally speaking, the low rank property of the data matrix formed by nonlocal similar patches in image restoration (IR), is usually characterized by the nuclear norm. However, nuclear norm based convex surrogate of the rank function usually over-shrinks the rank components and makes different compo-
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nents equally, and thus may produce a result far from the optimum. To boost the accuracy of the rank approximation in IR, we propose an efficient IR method via the non-convex weighted p nuclear norm minimization (NCW-NNM).
In this section, we will elaborate the non-convex weighted p nuclear norm prior model for IR. Specifically, the basic idea is that data matrix composed of nonlocal similar patches in a natural image is of low rank. The well-known nonlocal self-similarity (NSS) [1, 4, 6, 7, 22, 26, 27, 28, 29, 30] , which depicts the repetitiveness of textures and structures reflected by a natural image within nonlocal regions, implies that many similar patches can be found for any exemplar patch. More specifically, image X with size N is divided into n overlapped
.., n. Then for each exemplar patch x i , its most similar m patches are selected from an L × L sized searching window to form a set S i . After this, all the patches in S i are stacked into a data matrix X i ∈ d×m , which contains every element of S i as its column, i.e.,
, where x i,m denotes the m-th similar patch (column vector form) of the i-th group. Since all the patches have the similar structures in each data matrix, thus, the constructed data matrix X i has a low-rank property. Therefore, by incorporating the low-rank prior into Eq. (2), IR is turned into solving the following minimization problem,
In general, the rank minimization is an NP-hard problem. 
where 0 < p < 1, and σ i,j (X i ) is the j-th singular value of a matrix X i ∈ d×m .
w i,j ≥ 0 is a non-negative weight assigned to σ i,j (X i ). Then the weighted p nuclear norm of X i with power p is
where W i and Σ i are diagonal matrices whose diagonal entries are composed of all w i,j and σ i,j (X i ), respectively.
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Therefore, considering all the data matrices {X i }, the proposed non-convex low rank prior model for IR is formulated aŝ
Obviously, it can be seen that the proposed non-convex low-rank prior model is able to employ the structured sparsity of nonlocal similar patches and the non-convexity of rank minimization simultaneously, which is expected to obtain better rank approximation results than many existing methods. In this section, the proposed scheme is used to solve the IR tasks, including image deblurring, image inpainting and image compressive sensing (CS) recovery. To be concrete, it can be seen that solving the objective function of Eq. (6) is very difficult, since it is a large scale non-convex optimization problem. To make the proposed scheme tractable and robust, in this paper, we adopt the alternating direction method of multipliers (ADMM) [52] to solve Eq. (6).
The ADMM algorithm is a powerful tool for various large scale optimization problems and its basic idea is to turn the unconstrained minimization problem into a constrained one based on variable splitting. Numerical simulations have
shown that it can converge by only using a small memory footprint, which makes it very attractive for numerous large-scale optimization problems [44, 53, 54] .
We will briefly introduce the ADMM algorithm by considering a constrained optimization,
where z ∈ M×N and f :
the ADMM is shown in Algorithm 1.
Algorithm 1:
ADMM Method.
1. Initialization k, choose ρ > 0, u, z , and c.
Repeat
7. Until stoping criterion is satisfied. Now, by introducing an auxiliary variable Z with the constraint X = Z ,
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Eq. (6) can be rewritten as
and
It can be seen that the minimization for Eq. (6) involves splitting two minimization sub-problems, i.e., X and Z sub-problems. Next, we will introduce that there is an efficient solution to each sub-problem. To avoid confusion, the subscribe k may be omitted for conciseness.
X sub-problem
Given Z , the X sub-problem denoted by Eq. (8) becomes
Clearly, Eq. (11) has a closed-form solution and its solution can be expressed
where I represents the identity matrix.
Due to the specific structure of H in image deblurring and image inpainting, Eq. (11) can be computed without matrix inversion efficiently ( more details can be seen in [55] ).
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However, H is a random projection matrix without a special structure in image CS recovery, computing the inverse by Eq. (11) at each iteration is too costly to implement numerically. Thus, to avoid computing the matrix inversion, an iterative algorithm is highly desired for solving Eq. (11) . In this work, we adopt the gradient descent method [56] with an optimal step to solve Eq. (11), i.e.,X = X − µq (13) where q is the gradient direction of the objective function L 1 (X ), and µ is the optimal step.
Therefore, in image CS recovery, it only requires an iterative calculation of the following equation to solve the X sub-problem,
where H T H and H T Y can be calculated in advance.
Z sub-problem
Given X , similarly, according to Eq. (9), the Z sub-problem can be rewritten
where R = X − C . However, due to the high complex non-convex structure 120 of F (Z i ), it is difficult to solve Eq. (15) . To obtain a tractable solution of
Eq. (15), in this work, a general assumption is made, with which even a closedform solution can be obtained. Specifically, R can be regarded as some type of noisy observation of X , and then the assumption is made that each element of E = Z − R follows an independent zero-mean distribution with variance δ 2 .
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The following conclusion can be proved with this assumption.
, and e(j) as each element of error vector e, where e = Z − R, j = 1, ..., N . Assume that e(j) follows an independent zero mean distribution with variance δ 2 , and thus for any ε > 0, we can represent the relationship between
by the following property,
where P(•) represents the probability and
Proof: Owing to the assumption that e(j ) follows an independent zero mean distribution with variance δ 2 , i.e, E [e(j )] = 0 and Var [e(j )] = δ 2 . Thus, it can be deduced that each e(j ) 2 is also independent, and the meaning of each e(j ) 2 is:
By invoking the law of Large numbers in probability theory, for any ε > 0, it leads to lim
Next, we denote the concatenation of all the groups Z i and R i , i = 1, 2, ..., n,
by Z and R, respectively. Meanwhile, we denote the error of each element of Z − R by e(k), k = 1, 2, ..., K. We have also denote e(k) following an independent zero mean distribution with variance δ 2 .
Therefore, the same process applied to e(k) 2 yields lim
Obviously, considering Eqs. (18) and (19) together, we can prove Eq. (16).
Accordingly, based on Theorem 1, we have the following equation with a very large probability (restricted 1) at each iteration,
Therefore, based on Eqs. (15) and (20), we have
where
th singular value of the matrix Z i and τ = λK/ρN. Obviously, one can observe that Eq. (21) can be efficiently minimized by solving n sub-problems for all the data matrices Z i . However, due to the fact that Eq. (21) is high non-convex, it seems to be very difficult to solve it. Nonetheless, to achieve an effective solution of Eq. (21), we have the following Theorems. The proof can be seen in [71] .
Then the optimal solution of the j-th diagonal element σ i,j of the diagonal matrix Σ i is solved by the following problem,
where σ i,j represents the j-th singular value of each data matrix Z i .
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Proof: Suppose the SVD of Z i and R i are
, respectively, where Σ i and ∆ i are ordered singular value matrices with the same order. Then Eq. (21) can be rewritten as
where W i = {w i,1 , w i,2 , ..., w i,j } T and w i,j is a non-negative weight assigned to
Based on Theorem 2, we have
where the equality holds only when P i = U i and Q i = V i . Therefore, Eq. (21) is minimized when P i = U i and Q i = V i , and the optimal solution of Σ i is obtained by solving the following problem,
Therefore, the minimization problem of Eq. (21) More specifically, given p, γ i,j and w i,j , there exists a specific threshold,
Here if γ i,j < τ GST p (w i,j ), σ i,j = 0 is the global minimum. Otherwise, the optimum will be obtained at non-zero point. According to [45] , for any
which can be obtained by solving the following equation,
The complete description of the GST algorithm is exhibited in Algorithm 2. For Input: γ i,j , w i,j , p, J.
Therefore, a closed-form solution of Eq. (22) can be computed as
where J denotes the iteration number of the GST algorithm.
For each weight w i,j , large singular values of a group R i transmit major edge and texture information. This implies that to reconstruct X i from its degraded one, we should shrink the larger singular values less, while shrinking smaller ones more. Therefore, we let
where is a small constant.
The parameter λ that balances the fidelity term and the regularization term should be adaptively determined for better reconstruction performance. In this paper, inspired by [57] , the regularization parameter λ of each group R i is set as:
where θ i denotes the estimated variance of ∆ i , and ς is a small constant.
Summary of the Algorithm
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The above two sub-problems X , Z have been solved. We can achieve an efficient solution by solving each sub-problem separately, which can guarantee the whole algorithm to be more efficient and effective. Based on the above analysis, the complete description of the proposed method for the IR via nonconvex weighted p nuclear norm prior model is exhibited in Table 1 . 
Experimental Results
In this section, we conduct a variety of experiments on three IR tasks, including image deblurring, image inpainting and image CS recovery, to evaluate the effectiveness of the proposed NCW-NNM method. To prove the advantage of the proposed NCW-NNM method, which can improve the accuracy of the 165 matrix rank approximation. We compare it with traditional rank minimization method, i.e., nuclear norm minimization (NNM) method. All the experimental images are shown in Fig. 1 . To evaluate the quality of the restored images, the PSNR and the recently proposed powerful perceptual quality metric FSIM [58] are calculated. All the experiments were implemented in Matlab 2012b on a PC 170 with 3.50GHz CUP and 4GB RAM.
Image Deblurring
In image deblurring, two blur kernels, 9 × 9 uniform kernel and a Gaussian blur kernel (fspecial('gaussian', 25, 1.6)) are used. Blurred images are further Input: The observed image Y , the degraded operator H . (14);
End if
Generating the groups {R i } by searching similar patches from R; Get the estimation Z i k+1 =U i Σ i V i T ;
End for
Update Z k+1 by aggregating all groups Z i k+1 ;
Update C k+1 by computing Eq. (10);
Until maximum iteration number is reached.
Output:
The final restored imageX . and (0.06, 0.6) for Gaussian blur and Uniform blur, respectively.
We have compared the proposed NCW-NNM with five other competing methods including BM3D [59] , NCSR [26] , JSM [7] , MSEPLL [60] and FPD 180 [61] . The PSNR and FSIM results are shown in Table 2 . The average gain of the proposed NCW-NNM over BM3D, NCSR, JSM, MSEPLL and FPD methods can be as much as 0.64dB, 0.16dB, 1.07dB, 0.79dB and 1.85dB, respectively.
The visual comparisons of the deblurring methods are shown in Fig. 2 and Fig. 3 .
It can be seen that BM3D, NCSR, JSM, MSEPLL and FPD still generate some 185 undesirable artifacts, while result in over-smooth phenomena. By contrast, the proposed NCW-NNM not only preserves the sharpness of edges, but also suppresses undesirable artifacts more efficiently.
In addition, the proposed NCW-NNM is compared with AKTV method [62] , where AKTV method is well-known for working quite well in the case of large comparison is shown in Fig. 4 . It can be seen that the proposed NCW-NNM produces much clear and preserves much more details than AKTV method. 
Image Inpainting
In this subsection, two interesting examples of image inpainting with different masks are conducted, i.e., image restoration from partial random samples We compare the proposed NCW-NNM with five other competing methods:
SALSA [63] , BPFA [10], IPPO [64], JSM [7] and Aloha [9] . Table 3 
Image Compressive Sensing Recovery
In this subsection, we show the experimental results of the proposed NCW-NNM based image CS recovery. We generate the CS measurements at the block level by exploiting Gaussian random projection matrix to test images, i.e., the 
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To verify the performance of the proposed NCW-NNM, we have compared it with some competitive CS recovery methods including BCS [65] , BM3D-CS
[66], ADS-CS [15] , ALSB [23] , SGSR [67] and MRK [68] methods. The PSNR and FSIM results of 6 gray images are shown in Table 4 . One can observe that the proposed NCW-NNM almost outperforms other competing methods on all 230 test images over different numbers of CS measurements. The average gain of NCW-NNM over BCS, BM3D-CS, ADS-CS, ALSB, SGSR and MRK can be as much as 6.48dB, 2.94dB, 1.28dB, 1.77dB, 1.76dB and 1.62dB, respectively. The visual comparison results of the recovered images are presented in Fig. 7 and Fig. 8 . It can be seen that BCS method generates the worst perceptual result.
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The BM3D-CS, ADS-CS, ALSB, SGSR and MRK methods can obtain much better visual quality than BCS method, but still suffer from some undesirable artifacts or over-smooth phenomena, such as ring effects and some fine image details are lost. By contrast, the proposed NCW-NNM not only removes most of the visual artifacts, but also preserves large-scale sharp edges and small-scale 240 fine image details more effective than other competing methods. 
Effect of the number of the best matched patches
In this subsection, we have discussed how to select the best matching patch numbers m for the performance of the proposed NCW-NNM method. Specifi- showing the performance of the proposed NCW-NNM is insensitive to m. The best performance of each case is usually achieved with m in the range [40, 80] .
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Therefore, in this work m is empirically set to be 60.
Comparison of NNM method
In this subsection, to demonstrate the proposed NCW-NNM can improve the accuracy of the rank approximation effectively, we compare it with traditional nuclear norm minimization (NNM) method. In terms of the quantitative 255 metrics, one can observe that the PSNR and FSIM results of the NNM and the proposed NCW-NNM methods for image deblurring, image inpainting and image CS recovery are shown in Table 2, Table 3 and Table 4 , respectively. It can be seen that NCW-NNM consistently outperforms the NNM method based 
Comparsion Between ADMM and IST
In this subsection, the classical optimization method: iterative shrinkage/theresholding (IST) [69] is used to solve our proposed non-convex model for CS image reconstruction. We will make a comparison between ADMM and IST with ratio = 0.2 and ratio= 0.3 for two image fingerprint and pentagon as examples, respec-280 tively. Fig. 13 shows the progression curves of the PSNR (dB) results achieved by ADMM and IST, respectively. It can be seen that ADMM algorithm is more fast efficient and effective to solve the proposed non-convex model than traditional IST algorithm.
Convergence
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Since the proposed model is non-convex, it is difficult to give its theoretical proof for global convergence. Here, we only provide empirical evidence to display the good convergence of the proposed NCW-NNM method. Uniform Kernel, δ = √ 2 as well as image inpainting with 80% pixels missing, respectively. One can observe that with the increase of the iteration numbers, the PSNR curves gradually increase and ultimately become flat and stable, and thus exhibiting the good stability of the proposed NCW-NNM method. shortcoming of the nuclear norm, this paper proposed a new method for image restoration via non-convex weighted p nuclear norm minimization (NCW-NNM). To make the optimization tractable, the alternative direction multiplier method (ADMM) framework was used to solve the proposed non-convex model.
Conclusion
Experimental results on three image restoration applications, image deblur-305 ring, image inpainting and image CS recovery, have shown that the proposed method outperforms many current state-of-the-art methods both quantitatively and qualitatively.
