The distance matrix of a simple connected graph G is D(G) = (d ij ), where d ij is the distance between the vertices i and j in G. We consider a weighted tree T on n vertices with edge weights are square matrix of same size. The distance d ij between the vertices i and j is the sum of the weight matrices of the edges in the unique path from i to j. In this article we establish a characterization for the trees in terms of rank of (matrix) weighted Laplacian matrix associated with it. Then we establish a necessary and sufficient condition for the distance matrix D, with matrix weights, to be invertible and the formula for the inverse of D, if it exists. Also we study some of the properties of the distance matrices of matrix weighted trees in connection with the Laplacian matrices, g-inverses and eigenvalues.
then the determinant of the distance matrix D of T is (−1) n−1 (n − 1)2 n−2 , which is independent of the structure of the underlying tree. Subsequently, Graham and Lovász [6] derived a formula for the inverse of the distance matrix of a tree. An extension of these two results for the weighted trees, where the weights are being positive scalars, were obtained by Bapat et al. [2] . In [3] , Bapat obtained the determinant of the distance matrix of a weighted tree where weights are arbitrary matrices of fixed order. In [1] , Balaji and Bapat determined the inverse of the distance matrix of a weighted tree where weights are positive definite matrices. Bapat et al., considered the q-distance matrix of an unweighted tree and gave formulae for the inverse and the determinant [4] . Similar type of results were established for distance matrices of trees with weights are from rings [10, 11] .
In this paper we consider weighted trees with the edge weights are matrices of same size. We establish a characterization for trees in terms of rank of (matrix) weighted Laplacian matrix associated with it(Theorem 2.4). Then we derive a necessary and sufficient condition for the distance matrix to be invertible and the formula for the inverse of the distance matrix, if it exist(Theorem 3.2). Also we study some of the properties of the distance matrices of matrix weighted trees in connection with the Laplacian matrices(Theorem 3.3) and g-inverses(Theorem 3.4). Finally, we derive an interlacing inequality for the eigenvalues of distance and Laplacian matrices for the case of positive definite matrix weights(Theorem 3.6).
This article is organized as follows: In section 2, we study some of the properties of the matrix weighted Laplacian matrices of graphs and provide a characterization for trees in terms rank of weighted Laplacian matrix associated with it. In section 3, we establish a formula for the inverse of distance matrix of weighted trees whose weights are invertible matrices. Using this, we prove some properties of distance matrices related to Laplacian matrices, g-inverse and eigenvalues.
A characterization for trees
In this section, first we define the notion of incidence matrix of a weighted graph whose edges are assigned positive definite matrix weights. In this case, it is easy to see that, the Laplacian matrix L can be written as L = QQ T .
Recall that, the Kronecker product of matrices A = (a ij ) of size m × n and B of size p × q, denoted by A ⊗ B, is defined to be the mp × nq block matrix (a ij B). It is known that for matrices M , N , P and Q of suitable sizes, M N ⊗ P Q = (M ⊗ P )(N ⊗ Q) [8] . Proof. We have Q T is a matrix of order ms × ns, where m is the number of edges in G. Let X is a vector in the null space in Q T and let X = (X 1 , X 2 , · · · , X n ) T be a partition where each X i is of order
, where W i is the weight of the (i, j)th edge in G.
Since W i is positive definite, X i = X j . As the graph G is connected, we must have X i = X j for all i, j = 1, 2, · · · , n. Thus X must be of the form e T ⊗ X T 1 , where e is a all one vector of order n. So the dimension of null space of Q T is at most s and thus rank of Q T is at least (n − 1)s. Again the block row sum of Q T is zero, gives rank of Q T is at most (n − 1)s. Hence rank of Q T and Q is (n − 1)s.
Also as the edge weights of the graphs are positive definite matrices, so L = QQ T and rank of L is (n − 1)s.
Next we give an example of a weighted graph (not a tree) with weights are nonsingular matrix for which rank of L is not (n − 1)s. 
Then one can verify that rank of L is 5( = (n − 1)s). From the previous example we can see that for a weighted graph (not a tree) with weights are nonsingular matrices for which rank of L may not be (n − 1)s. However from the theorem below, it is guaranteed that if the graph is tree then for nonsingular matrix weights of order s, then the rank of L is (n − 1)s. Proof. To prove the result we use induction on the number of vertices n of the tree T . For n = 2, T is just an edge and let weight on this edge is W , which is a nonsingular matrix of order s. Then clearly
Assume that the result is true for n = k − 1. Let T be a tree on k vertices. Consider a pendent vertex v 1 and the vertex v 2 which is adjacent to v 1 and let weight of the edge (
the Laplacian matrix of T in which vertex ordering is v 1 , v 2 and followed by the other vertices of T .
Let T * be the tree obtained by removing the vertex v 1 from T and L * be the corresponding Laplacian
where A is the first diagonal block of the matrix L * . Now by induction hypothesis rank of L * is (n−2)s.
As the block row sum of L * is zero, so we have the last (n−2)s columns of L * are linearly independent.
Then last (n − 2)s columns of L are also linearly independent. Again as W is nonsingular, so all the s linearly independent columns of L corresponding to the vertex v 2 is linearly independent with the last (n − 2)s columns of L. Hence we get L has (n − 1)s number of linearly independent columns so that the rank of L is (n − 1)s.
In the following theorem, we prove that for a graph which is not a tree, there exist an assignment of nonsingular matrix weights for its edges such that rank of L is less than (n − 1)s. Proof. To prove the result, it is sufficient to give an assignment of non zero scaler weights on the edges of the graph G such that rank of L is less than (n − 1). As G is not a tree then G contains at least one cycle. Let (i, j) be an edge on a cycle of G. Now assign a nonzero scaler weight w to the edge (i, j) and for other edges assign the weight 1. By matrix tree theorem (weighted version), any cofactor of L is the sum of the weights of all spanning trees of G. Note that in this case weight of a tree means the product of all edge weights of the tree. Then it is clear that any cofactor of L is equal to the form aw + b, where a is the number of spanning trees which contain the edge (i, j) and b is the number of spanning trees which does not contain the edge (i, j). As (i, j) is not a cut edge, both a, b are nonzero. Now we consider w = − b a , which is a non zero negative number. Then each cofactor of L is becomes zero, so that each minor of order n − 1 becomes zero. Hence in this case rank of L is less than (n − 1).
We illustrate the above theorem by the following example. 
Now T 1 , T 2 , T 3 and T 4 are the spanning trees of G which contain the edge (1, 3) and T 5 , T 6 , T 7 and T 8 are the spanning trees of G which does not contain the edge (1, 3) . The weight of each of the tree T 1 , T 2 , T 3 and T 4 is w and weight of each of the tree T 5 , T 6 , T 7 and T 8 is 1. Sum of the weights of all spanning trees of G is 4w + 4. One can verify that each cofactor of L is also 4w + 4. Now if we take w = −1, then rank of L is 2 (< n − 1). 3 Inverse of distance matrices of trees with matrix weights
In this section first we state the formula for the determinant of the distance matrix of a tree with matrix weight which is obtained in [3] . 
Then the inverse of D is given by
Proof. From Theorem 3.1, it is easily verifiable that D is invertible if and only if W i , i = 1, 2, . . . , n−1, and (
For the second part, we use induction on the number of vertices n of the tree T . For n = 2, T is just an edge. Then
So for n = 2, the proof is complete. For n ≥ 3, we assume that the inverse formula holds for trees of order n. Let T * be a weighted tree on n + 1 vertices, say 1, 2, . . . , n + 1, and the edge weights
. . , n are such that the weight matrices and ( n i=1 W i ) are invertible. We consider a pendent vertex of T * and index it as n+1 and the vertex adjacent to n+1 is indexed by n. Also let the weight of the edge with end vertices n and n + 1 be W n . We form a new weighted tree T by deleting the vertex n + 1. We first assume that (
Then by the induction hypothesis, inverse formula for D −1 is true for the tree T . Let D, L, and δ be the corresponding quantities for T and D * , L * , and δ * for T * . Let e n , 1 and I denote the standard n th unit basis vector, the column vector with all entries are equal to 1 and the identity matrix of appropriate size, respectively. Then, we have
and
We assume that
where P, Q, R, and S are given by
Now one can verify that
and this implies
In the partitioned matrix
, the Schur complement of the block D is given by
Now using a well known formula for the inverse of a partition matrix we get
where P 0 , Q 0 , R 0 , and S 0 are given by
Now we simplify P 0 , Q 0 , R 0 , and S 0 one by one.
Figure 3: Path of order 4
Thus using (2) and (3) we get
and H * n = n i=1 W i + ǫI are simultaneously invertible. Then using the new weights of the tree T * inverse formula holds. Now by observing (1) and (4) we can see that the term
n−1 is omitted in both the equation. Hence by the continuity argument of matrices we can say that
n and H * n → H n . Hence our inverse formula is true for this case.
We note that the formula for inverse of the distance matrix of a weighted tree with the weights are invertible elements of a ring is given in [11] . One may derive the formula given from [11, Theorem 10] . However, we present an independent proof here. Next, let us illustrate the above theorem by an example. 
As a consequence of the above theorem, we obtain one of the main results presented in [1] . 
Now, we present extensions of some of the results presented in [5] . Among these results, the first four parts are true for trees with nonsingular matrix weights and the last part holds true for trees with positive definite matrix weights. 
Again we have
Hence from (5) we get
(ii) Applying similar technique as in (i) we have the following,
Remark 3.1. Part(iii) of the above theorem gives an alternate simple proof for a more general version of Lemma 3.2. of [1] . The proof presented in [1] uses mathematical induction.
A matrix G of order n × m is said to be a generalized inverse (or a g-inverse) of A if AGA = A.
Next, we shall consider the properties related to distance matrix, Laplacian matrix and g-inverse. Let e ij be a n × 1 vector with i coordinate equal to 1, j coordinate equal to −1, and zeros elsewhere. Let B be an ns × ns matrix which is partitioned into the form
where each B i,j , for i, j = 1, 2, · · · , n, is a submatrix of order s. Then (e ij ⊗ I s ) T B(e ij ⊗ I s ) = B i,i + B j,j − B i,j − B j,i . 
Hence (e ij ⊗ I s ) T H 1 (e ij ⊗ I s ) = (e ij ⊗ I s ) T H 2 (e ij ⊗ I s ).
(ii) From Theorem 3.3, we have LDL = −2L. Thus − Our next result gives some interlacing inequality for the eigenvalues of D and L where the graph is a weighted tree on n vertices. This result extends a result given in [9] .
