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Abstract: In this paper, we establish a necessary and sufficient condition for the
existence and regularity of the density of the solution to a semilinear stochastic
(fractional) heat equation with measure-valued initial conditions. Under a mild
cone condition for the diffusion coefficient, we establish the smooth joint density
at multiple points. The tool we use is Malliavin calculus. The main ingredient is
to prove that the solutions to a related stochastic partial differential equation have
negative moments of all orders. Because we cannot prove u(t, x) ∈ D∞ for measure-
valued initial data, we need a localized version of Malliavin calculus. Furthermore,
we prove that the (joint) density is strictly positive in the interior of the support of
the law, where we allow both measure-valued initial data and unbounded diffusion
coefficient. The criteria introduced by Bally and Pardoux [1] are no longer applicable
for the parabolic Anderson model. We have extended their criteria to a localized
version. Our general framework includes the parabolic Anderson model as a special
case.
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1 Introduction
In this paper, we are interested in the density of the law of the solution to the following stochastic
fractional heat equation:
(
∂
∂t
− xDαδ
)
u(t, x) = ρ(t, x, u(t, x))W˙ (t, x), t > 0 , x ∈ R,
u(0, ·) = µ(·).
(1.1)
We shall concentrate on the regularity and the strict positivity of the density of the solution
u(t, x) as a random variable. First, we explain the meaning of the terms in above equation. The
operator xD
α
δ is the Riesz-Feller fractional differential operator of order α and skewness δ. In
terms of Fourier transform this operator is defined by
F(xDαδ f)(ξ) = −|ξ|αeι sign(ξ)δπ/2fˆ(ξ) . (1.2)
To study random field solutions, we need to require, and hence will assume throughout the paper,
that
α ∈ (1, 2] and |δ| ≤ 2− α. (1.3)
Under these two conditions and when α 6= 2, we can express the above Riesz-Feller fractional
differential operator as
xD
α
δ f(x) =
Γ(1 + α)
π
{
sin
(
(α + δ)
π
2
)∫ ∞
0
f(x+ ξ)− f(x)− ξf ′(x)
ξ1+α
dξ
2
+ sin
(
(α− δ)π
2
)∫ ∞
0
f(x− ξ)− f(x) + ξf ′(x)
ξ1+α
dξ
}
.
The nonlinear coefficient ρ(t, x, z) is a continuous function which is differentiable in the third
argument with a bounded derivative and it also satisfies the linear growth condition: for some
Lρ > 0 and ς ≥ 0,
|ρ(t, x, z)| ≤ Lρ(ς +|z|) for all (t, x, z) ∈ R+ × R× R. (1.4)
Throughout of the paper, denote ρ′ := ∂ρ/∂z and ρ(u(t, x)) is understood as a short-hand
notation for ρ(t, x, u(t, x)). An important case that fits these conditions is the parabolic Anderson
model (PAM) [2]: ρ(u) = λu, α = 2 and δ = 0.
W˙ is the space-time white noise on R+ × R. The initial data µ is assumed to be a Borel
(regular) measure on R such that
sup
y∈R
∫
R
|µ|(dx)
1 + |y − x|1+α < +∞, if α ∈ (1, 2),∫
R
e−cx
2|µ|(dx) < +∞ for all c > 0, if α = 2 ,
(1.5)
where we recall the Jordan decomposition of a signed Borel measure µ = µ+− µ−, where µ± are
two nonnegative Borel measures with disjoint support and we denote |µ| = µ++µ−. By “µ > 0”,
it means that µ is a nonnegative and nonvanishing measure. It is interesting to point out that
our assumption allows the initial data µ to be the Dirac measure δ.
Before we state our main results let us recall some relevant works. Nualart and Quer-
Sardanyons [18] proved the existence of a smooth density for the solutions to a general class of
stochastic partial differential equations (SPDE’s), including stochastic heat and wave equations.
They assume that the initial data is vanishing and ρ is C∞ with bounded derivatives. Moreover,
the condition ρ(u) ≥ c > 0 is required in their proof, which excludes the case ρ(u) = λu. Mueller
and Nualart [13] later showed that for the stochastic heat equation (i.e., α = 2) on [0, 1] with
Dirichlet boundary conditions, the condition ρ(u) ≥ c > 0 can be removed. They require the
initial condition to be a Ho¨lder continuous function such that ρ(0, x, u(0, x)) 6= 0 for some x ∈ R.
The existence of absolutely continuous density under a similar setting as [13] is obtained earlier
by Pardoux and Zhang [19]. Note that all these results are for densities at a single time space
point (t, x) ∈ (0,∞)× R.
For solution at multiple spatial points (u(t, x1), . . . , u(t, xd)), Bally and Pardoux [1] proved
a local result, i.e., smoothness of density on {ρ 6= 0}d for the space-time white noise case and
more recently Hu et al [9] proved this result for the spatially colored noise case (which is white
in time). In both [1] and [9], the function ρ(t, x, z) = ρ(z) does not depend on (t, x). The initial
data are assumed to be continuous in [1] and vanishing in [9].
The aim of this paper is to extend the above results with more general initial conditions. In
particular, we are interested in proving that under some regularity and non-degeneracy conditions
the solution at a single point or at multiple spatial points has a smooth (joint) density and the
density is strictly positive in the interior of support of the law. We shall not concern with the
existence and uniqueness of the solution since it has been studied in [3, 4, 5]. Notice that a
comparison principle has been obtained recently in [6]. Let us point out that the initial measure
satisfying (1.5) poses some serious difficulties. For example, the following statement will no
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longer hold true:
sup
(t,x)∈[0,T ]×(a,b)
E[|u(t, x)|p] < +∞, for T > 0 and −∞ ≤ a < b ≤ +∞. (1.6)
For this reason, more care needs to be taken when dealing with various approximation procedures.
This property (1.6) is important in the conventional Malliavin calculus. For example, without
property (1.6), even in the case of ρ is smooth and its derivatives of all orders are bounded, we
are not able to prove the property u(t, x) ∈ D∞. We need to introduce a bigger space D∞S and
carry out some localized analysis to deal with this case; see Theorem 2.5, Proposition 5.1 and
Remark 5.7 below for more details.
Now we state our main results on the regularity of densities. These results are summarized
in the following three theorems, Theorems 1.1, 1.2 and 1.3. The differences lie in different
assumptions on initial data and on the function ρ(t, x, u). The first two theorems (Theorems 1.1
and 1.2) are global results, while the third (Theorem 1.3) is a local one.
The first theorem, Theorem 1.1, gives the necessary and sufficient condition for the existence
and smoothness of the density of the solution u(t, x). It extends the sufficient condition (see
Theorem 6.1 below) by Mueller and Nualart [13] from the case where α = 2 and the initial data
is an ordinary function to the case where α ∈ (1, 2] and the initial data is a measure.
Theorem 1.1. Suppose that ρ : [0,∞) × R2 7→ R is continuous. Let u(t, x) be the solution to
(1.1) starting from an initial measure µ that satisfies (1.5). Then we have the following two
statements:
(a) If ρ is differentiable in the third argument with bounded Lipschitz continuous derivative,
then for all t > 0 and x ∈ R, u(t, x) has an absolutely continuous law with respect to the
Lebesgue measure if and only if
t > t0 := inf
{
s > 0, sup
y∈R
|ρ (s, y, (G(s, ·) ∗ µ)(y))| 6= 0
}
. (1.7)
(b) If ρ is infinitely differentiable in the third argument with bounded derivatives, then for all
t > 0 and x ∈ R, u(t, x) has a smooth density if and only if condition (1.7) holds.
This theorem is proved in Section 6. For the PAM (i.e., ρ(t, x, u) = λu) with the Dirac delta
initial condition, it is not hard to see that t0 = 0. Theorem 1.1 implies both existence and
smoothness of the density of the law of u(t, x) for any t > 0 and x ∈ R.
In the next theorem, Theorem 1.2, by imposing one additional condition (1.8) on the lower
bound of ρ, we are able to extend the above result (and hence the result by Mueller and Nualart
[13]) from the density at a single point to a joint density at multiple spatial points and with
slightly different condition on the initial data from that in Theorem 1.1. In particular, the
condition “µ > 0” and the cone condition (1.8) below imply immediately that the critical time
t0 defined in (1.7) is equal to zero.
Theorem 1.2. Let u(t, x) be the solution to (1.1) starting from a nonnegative measure µ > 0
that satisfies (1.5). Suppose that for some constants β > 0, γ ∈ (0, 2− 1/α) and lρ > 0,
|ρ(t, x, z)| ≥ lρ exp
{
−β
[
log
1
|z| ∧ 1
]γ}
, for all (t, x, z) ∈ R+ × R2 . (1.8)
Then for any x1 < x2 < · · · < xd and t > 0, we have the following two statements:
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(a) If ρ is differentiable in the third argument with bounded Lipschitz continuous derivative, then
the law of the random vector (u(t, x1), . . . , u(t, xd)) is absolutely continuous with respect to
the Lebesgue measure on Rd.
(b) If ρ is infinitely differentiable in the third argument with bounded derivatives, then the
random vector (u(t, x1), . . . , u(t, xd)) has a smooth density on R
d.
This theorem is proved in Section 7.1. Note that because α ∈ (1, 2], we see that 2 − 1/α ∈
(1, 3/2]. When (1.8) holds for γ = 1, condition (1.8) reduces to the following condition
|ρ(t, x, z)| ≥ lρmin
(|z|β, 1) for all (t, x, z) ∈ R+ × R2 .
In particular, the PAM (i.e., ρ(t, x, u) = λu) satisfies (1.8) with lρ = |λ| and β = γ = 1. We also
note that the range of the exponent γ in (1.8) can be improved if one can obtain a better bound
for the probability on the left-hand side of (1.11) below; see the work by Moreno Flores [12] for
the case α = 2.
The next theorem, Theorem 1.3, extends the local results of Bally and Pardoux [1] by allowing
more general initial data and allowing the parabolic Anderson model. The cone condition (1.8)
in Theorem 1.2 is not required. However, one should require ρ(t, x, u) = ρ(u) and the conclusion
is weaker in the sense that only a local result is obtained: the smooth density is established over
the domain {ρ 6= 0}d instead of Rd.
Theorem 1.3. Let u(t, x) be the solution starting from a singed initial measure µ that satisfies
(1.5). Suppose that ρ(t, x, z) = ρ(z) and it is infinitely differentiable with bounded derivatives.
Then for any x1 < x2 < · · · < xd and t > 0, the law of the random vector (u(t, x1), . . . , u(t, xd))
admits a smooth joint density p on {ρ 6= 0}d. Namely, for some p ∈ C∞({ρ 6= 0}d;R) it holds
that for every φ ∈ Cb(Rd;R) with supp (φ) ⊆ {ρ 6= 0}d,
E [φ(u(t, x1), . . . , u(t, xd))] =
∫
Rd
φ(z)p(z)dz.
The proof is given at Section 7.2. Note that when the initial data are vanishing, one can also
prove this theorem by verifying the four assumptions in Theorem 3.1 and Remark 3.2 of [9]; see
Remark 7.2 for the verification.
As for the strict positivity of the density, most known results assume the boundedness of the
diffusion coefficient ρ; see, e.g., Theorem 2.2 of Bally and Pardoux [1], Theorem 4.1 of Hu et al
[9] and Theorem 5.1 of Nualart [17]. This condition excludes the important case: the parabolic
Anderson model ρ(u) = λu. The following theorem will cover this linear case. Moreover, it
allows measure-valued initial data in some cases. Before stating the theorem, we first introduce
a notion. We say that a Borel measure µ is proper at a point x ∈ R if there exists a neighborhood
E of x such that µ restricted to E is absolutely continuous with respect to the Lebesgue measure.
Theorem 1.4. Suppose ρ(t, x, z) = ρ(z) and ρ ∈ C∞(R) such that all derivatives of ρ are
bounded. Let x1 < x2 < · · · < xd be some proper points of µ with a bounded density on each
neighborhood. Then for any t > 0, the joint law of (u(t, x1), . . . , u(t, xd)) admits a C
∞-density
p(y), and p(y) > 0 if y belongs both to {ρ 6= 0}d and to the interior of the support of the law of
(u(t, x1), . . . , u(t, xd)).
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This theorem is proved in Section 8.
To show our theorems we need two auxiliary results, which are interesting by themselves. So
we shall state them explicitly here. The first one is the existence of negative moments for the
solution of the following SPDE:
(
∂
∂t
− xDαδ
)
u(t, x) = H(t, x)σ(t, x, u(t, x))W˙ (t, x), t > 0 , x ∈ R,
u(0, ·) = µ(·),
(1.9)
which is a key ingredient in the proofs of Theorems 1.1 and 1.2.
Theorem 1.5. Let u(t, x) be the solution to (1.9) starting from a deterministic and nonnegative
measure µ > 0 that satisfies (1.5). Suppose that H(t, x) in (1.9) is a bounded and adapted process
and σ(t, x, z) is a measurable and locally bounded function which is Lipschitz continuous in z,
uniformly in both t and x, satisfying that σ(t, x, 0) = 0. Let Λ > 0 be a constant such that
|H(t, x, ω)σ(t, x, z)| ≤ Λ|z| for all (t, x, z, ω) ∈ R+ × R2 × Ω. (1.10)
Then for any compact set K ⊆ R and t > 0, there exist finite constant B > 0 which only depend
on Λ, δ, K and t > 0 such that for small enough ǫ > 0,
P
(
inf
x∈K
u(t, x) < ǫ
)
≤ exp
(
−B {| log(ǫ)| log (| log(ǫ)|)}2−1/α
)
. (1.11)
Consequently, for all p > 0,
E
([
inf
x∈K
u(t, x)
]−p)
< +∞. (1.12)
This theorem is an extension of Theorem 1.4 in [6]; see Remark 3.2 below. This theorem is
proved in Section 3 by arguments similar to those in [13]. The improvement is made through a
stopping time argument.
The second result is the following lemma, which is used in the proof of Theorem 1.1. It also
illustrates the subtlety of the measure-valued initial data. Let ||·||p denote the Lp(Ω)-norm.
Lemma 1.6. Let u be the solution with the initial data µ that satisfies (1.5). Suppose there are
a′ < b′ such that the measure µ restricted to [a′, b′] has a bounded density f(x). Then for any
a′ < a < b < b′, the following properties hold:
(1) For all T > 0, sup(t,x)∈[0,T ]×[a,b] ||u(t, x)||p < +∞;
(2) If f is β-Ho¨lder continuous on [a′, b′] for some β ∈ (0, 1), then for all x ∈ (a, b),
||u(t, x)− u(s, x)||p ≤ CT |t− s|
(α−1)∧β
2α for all 0 ≤ s ≤ t ≤ T and p ≥ 2.
As pointed out, e.g., in Example 3.3 and Proposition 3.5 of [4], without the restriction x ∈
(a, b), both the limit and the supremum in the above lemma can be equal to infinity. This lemma
is proved in Section 4.
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The paper is organized as follows. We first give some preliminaries on the fundamental
solutions, stochastic integral and Malliavin calculus in Section 2. In Section 5 we study the
Malliavin derivatives of u(t, x). Then we prove Theorem 1.5 on the moments of negative power
in Section 3. We proceed to prove Lemma 1.6 in Section 4. Then we prove our results on the
densities, Theorem 1.1 (resp. Theorems 1.2 and 1.3), in Section 6 (resp. Section 7). Finally, the
strict positivity of the density, Theorem 1.4, is proved in Section 8. Some technical lemmas are
given in Appendix.
Throughout this paper, we use C to denote a generic constant whose value may vary at
different occurrences.
2 Preliminaries and notation
2.1 Fundamental solutions
Following [5], we denote the fundamental solution to (1.1) by δGα(t, x), or simply G(t, x) since
we shall fix α and δ. The function δGα(1, x) is the density of the (not necessarily symmetric)
α-stable distribution. In particular, when α = 2 (which forces δ = 0),
0G2(t, x) =
1√
4πt
exp
(
−x
2
4t
)
. (2.1)
For general values of α and δ, there is no explicit expression for G(t, x) in general. From (1.2) it
is easy to see that it can be equivalently defined through the inverse Fourier transform:
δGα(t, x) :=
1
2π
∫
R
dξ exp
(
iξx− t|ξ|αe−iπδsgn(ξ)/2) .
The fundamental solution G(t, x) has the following scaling property
G(t, x) = t−1/αG
(
1, t−1/αx
)
. (2.2)
The following bounds are useful
∣∣G(n)(1, x)∣∣ ≤ Kn
1 + |x|1+n+α , for n ≥ 0, if α ∈ (1, 2] and δ ≤ 2− |α|,
G(1, x) ≥ K
′
1 + |x|1+α , if α ∈ (1, 2) and δ < 2− |α| .
(2.3)
[See (4.2), resp. (5.1), of [5] for the upper, resp. lower, bound.] When we apply space-time
convolutions, G(t, x) is understood as G(t, x)1I{t>0}. We will use G˜(t, x) to denote the symmetric
case (when δ = 0), i.e.,
G˜(t, x) := 0Gα(t, x).
By the properties of δGα(t, x), we know that for some constants Cα,δ and C
′
α,δ > 0,
C ′α,δG˜(t, x) ≤ δGα(t, x) ≤ Cα,δG˜(t, x), for all t > 0 and x ∈ R. (2.4)
In particular, when α = 2, the two inequalities in (2.4) become equality with Cα,δ = C
′
α,δ = 1.
In [5] one can find more properties of G(t, x) related to the calculations in this paper.
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2.2 Some moment bounds and related functions
Now we define the space-time white noise on a certain complete probability space (Ω,F ,P). Let
W = {W (A), A is a Borel subset of [0,+∞)× R such that |A| <∞}
be a Gaussian family of random variables with zero mean and covariance
E [W (A)W (B)] = |A ∩ B|,
where |A| denotes the Lebesgue measure of a Borel sets in R2. Let {Ft, t ≥ 0} be the filtration
generated by W and augmented by the σ-field N generated by all P-null sets in F :
Ft = σ (W ([0, s)× A) : 0 ≤ s ≤ t, A ∈ Bb (R)) ∨N , t ≥ 0, (2.5)
where Bb (R) is the set of Borel sets with finite Lebesgue measure. In the following, we fix
this filtered probability space {Ω,F , {Ft, t ≥ 0} ,P}. In this setup, W becomes a worthy mar-
tingale measure in the sense of Walsh [21]. As proved in [3], for any adapted random field
{X(s, y), (s, y) ∈ R+ × R} that is jointly measurable and∫ t
0
∫
R
E[X(s, y)2]dsdy <∞,
the following stochastic integral ∫∫
[0,t]×R
X(s, y)W (ds, dy)
is well-defined.
For h ∈ L2(R), set Wt(h) :=
∫∫
[0,t]×R h(y)W (ds, dy). Then {Wt, t ≥ 0} becomes a cylindrical
Wiener process in the Hilbert space L2(R) with the following covariance
E(Wt(h)Ws(g)) = min(t, s) 〈h, g〉L2(R) for all h, g ∈ L2(R); (2.6)
see [7, Chapter 4]. With this integral, the solution to (1.1) is understood in the following mild
sense:
u(t, x) = J0(t, x) +
∫∫
[0,t]×R
G(t− s, x− y)ρ(s, y, u(s, y))W (ds, dy), (2.7)
where J0(t, x) is the solution to the homogeneous equation, i.e.,
J0(t, x) := (µ ∗G(t, ·))(x) =
∫
R
G(t, x− y)µ(dy). (2.8)
In [3, 5], existence and uniqueness of solutions to (1.1) starting from initial data that satisfies
(1.5) have been established. Note that as far as for existence and uniqueness the change from
ρ(z) to ρ(t, x, z) does not pose any problem because both the Lipschitz continuity and the linear
growth condition (1.4) in z are uniformly in t and x. The following inequality is a version of
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the Burkholder-Gundy-Davis inequality (see Lemma 3.7 [3]): If X is an adapted and jointly
measurable random field such that∫ t
0
∫
R
||X(s, y)||2p dsdy <∞,
then ∣∣∣∣∣∣∣∣∫ t
0
∫
R
X(s, y)W (dsdy)
∣∣∣∣∣∣∣∣2
p
≤ 4p
∫ t
0
∫
R
||X(s, y)||2p dsdy. (2.9)
Hence,
||u(t, x)||2p ≤ 2J20 (t, x) + 8p
∫ t
0
∫
R
G(t− s, x− y)2 ||ρ(s, y, u(s, y))||2p dsdy, (2.10)
for all p ≥ 2, t > 0 and x ∈ R.
The moment formula/bounds obtained in [3, 5] are the key tools in this study. Here is a brief
summary. Denote
Kλ(t, x) :=
∞∑
n=0
λ2(n+1)
(
G2 ⋆ · · · ⋆ G2)︸ ︷︷ ︸
(n+ 1)’s
(t, x), (2.11)
where “⋆” is convolution in both space and time variables, i.e.,
(h ⋆ g)(t, x) =
∫ t
0
ds
∫
R
dy h(s, y)g(t− s, x− y).
For the heat equation (α = 2), an explicit formula for this kernel function Kλ is obtained in [3]
Kλ(t, x) = 1√
2πt
(
λ2√
8πt
+
λ4
4
e
λ4t
8 Φ
(
λ2
√
t
2
))
exp
(
−x
2
2t
)
, (2.12)
where Φ(x) = (2π)−1/2
∫ x
−∞ e
−y2/2dy is the cumulative distribution function for the standard
normal distribution. Denote
G(t, x) := t−1/αG(t, x). (2.13)
When α ∈ (1, 2] and |δ| ≤ 2− α, we have the following upper bound for Kλ (see [5, Proposition
3.2])
Kλ(t, x) ≤ CG(t, x)
(
1 + t1/αeCt
)
, (2.14)
for some constant C = C(α, δ, λ).
One can view Lemma 2.1 below as a two-parameter Gronwall’s lemma.
Lemma 2.1. If two functions f, g : [0,∞)× R 7→ [0,∞] satisfy the following integral inequality
g(t, x) ≤ f(t, x) + λ2
∫ t
0
∫
R
G(t− s, x− y)2 [ς +g(s, y)] dsdy, (2.15)
for all t ≥ 0 and x ∈ R, where λ > 0 and ς ≥ 0 are some constants, then for all t ∈ [0, T ] and
x ∈ R,
g(t, x) ≤ f(t, x) + Cλ,T
[
ς +
∫ t
0
∫
R
G(t− s, x− y)f(s, y)dsdy
]
.
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Proof. By the arguments in [3] and [5], we have
g(t, x) ≤ f(t, x) + ((ς +f) ⋆Kλ)(t, x). (2.16)
For t ∈ [0, T ] and α ∈ (1, 2], from (2.14), we see that Kλ(t, x) ≤ Ct−1/αG(t, x) = CG(t, x).
Plugging this upper bound in the above inequality proves Lemma 2.1.
Under the growth condition (1.4), we can write (2.10) as the form of (2.15). Then an appli-
cation of Lemma 2.1 yields the bounds for the p-th moments (p ≥ 2) of the solution:
||u(t, x)||2p ≤ 2J20 (t, x) +
(
[ς2 + 2J20 ] ⋆K2√pLρ
)
(t, x); (2.17)
see [5, Theorem 3.1]. Then by (2.14), for some constant C depending on λ and p, we have
||u(t, x)||2p ≤ CJ20 (t, x) + C
∫ t
0
∫
R
(t− s)−1/αG(t− s, x− y)J20 (s, y)dsdy, (2.18)
for all t ∈ [0, T ] and x ∈ R.
We remark that by setting C = Lρmax(ς, 1) the linear growth condition (1.4) may be replaced
by a condition of the following form
|ρ(z)| ≤ C(1 + |z|) for all z ∈ R.
In the proofs of Theorems 1.1 and 1.5, we will apply the strong Markov property for the
solution u(t, x). For any stopping time τ with respect to the filtration {Ft, t ≥ 0}, the time-
shifted white noise, denoted formally as W˙ ∗(t, x) = W˙ (t + τ, x), is defined as
W ∗t (h) = Wt+τ (h)−Wt(h), for all h ∈ L2(R). (2.19)
2.3 Malliavin calculus
Now we recall some basic facts on Malliavin calculus associated with W . Denote by C∞p (R
n) the
space of smooth functions with all their partial derivatives having at most polynomial growth at
infinity. Let S be the space of simple functionals of the form
F = f(W (A1), . . . ,W (An)), (2.20)
where f ∈ C∞p (Rn) and A1, . . . , An are Borel subsets of [0,∞)×R with finite Lebesgue measure.
The derivative of F is a two-parameter stochastic process defined as follows
Dt,xF =
n∑
i=1
∂f
∂xi
(W (A1), . . . ,W (An)) 1IAi(t, x).
In a similar way we define the iterated derivative DkF . The derivative operator Dk for positive
integers k ≥ 1 is a closable operator from Lp(Ω) into Lp(Ω;L2(([0,∞)×R)k) for any p ≥ 1. Let
k be some positive integer. For any p > 1, let Dk,p be the completion of S with respect to the
norm
||F ||k,p :=
(
E (|F |p) +
k∑
j=1
E
[(∫
([0,∞)×R)j
(
Dz1 · · ·DzjF
)2
dz1 . . .dzj
)p/2])1/p
. (2.21)
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Denote D∞ := ∩k,pDk,p.
Suppose that F = (F 1, . . . , F d) is a d-dimensional random vector whose components are in
D
1,2. The following random symmetric nonnegative definite matrix
σF =
(〈
DF i, DF j
〉
L2([0,∞)×R)
)
1≤i,j≤d
(2.22)
is called the Malliavin matrix of F . The classical criteria for the existence and regularity of the
density are the following:
Theorem 2.2. Suppose that F = (F 1, . . . , F d) is a d-dimensional random vector whose compo-
nents are in D1,2. Then
(1) If det(σF ) > 0 almost surely, the law of F is absolutely continuous with respect to the
Lebesgue measure.
(2) If F i ∈ D∞ for each i = 1, . . . , d and E [(det σF )−p] < ∞ for all p ≥ 1, then F has a
smooth density.
The next lemma gives us a way to establish F ∈ D∞.
Lemma 2.3. (Lemma 1.5.3 in [15]) Let {Fm, m ≥ 1} be a sequence of random variables con-
verging to F in Lp(Ω) for some p > 1. Suppose that supm ||Fm||k,p < ∞ for some k ≥ 1. Then
F ∈ Dk,p.
However, in order to deal with measure-valued initial conditions, we need to extend the above
criteria and the lemma as follows; See Remark 5.7 below for the reason that our arguments fail
when applying Theorem 2.2. Fix some measurable set S ⊆ [0,∞)×R. For F in the form (2.20),
define the following norm
||F ||k,p,S :=
(
E (|F |p) +
k∑
j=1
E
[(∫
Sj
(
Dz1 · · ·DzjF
)2
dz1 . . .dzj
)p/2])1/p
, (2.23)
with respect to which one can define the spaces Dk,pS as above. By convention, when k = 0,
||F ||0,p,S = ||F ||p. Define D∞S := ∩k,pDk,pS .
Definition 2.4. We say that a random vector F = (F 1, . . . , F d) is nondegenerate with respect
to S if it satisfies the following conditions:
(1) F i ∈ D∞S for all i = 1, . . . , d.
(2) The localized Malliavin matrix
σF,S :=
(〈
DF i, DF j
〉
L2(S)
)
1≤i,j≤d
(2.24)
satisfies E
[
(det σF,S)
−p] <∞ for all p ≥ 2.
Theorem 2.5. Suppose that F = (F 1, . . . , F d) is a random vector whose components are in D1,2.
Then
(1) If det(σF,S) > 0 almost surely, the law of F is absolutely continuous with respect to the
Lebesgue measure.
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(2) If F i ∈ D∞S for each i = 1, . . . , d and E
[
(det σF,S)
−p] < ∞ for all p ≥ 1, then F has a
smooth density.
Proof. We will only prove part (2). We use B(A) to denote all Borel subsets of A ⊆ (Rd). Part (1)
is a restatement of part (1) of Theorem 2.2. Because {W (A), A ∈ B(S)} and {W (B), B ∈ B(Sc)}
are independent, we may assume that we work on a product space ΩS × ΩSc . Let DS be the
Malliavin derivative with respect to {W (A), A ∈ B(S)}. For k ≥ 1 and p ≥ 2, let Dk,pS,∗ be the
space completed by the smooth cylindrical random variables restricted on S with respect to the
norm
||F ||k,p,S,∗ :=
(
E (|F |p) +
k∑
j=1
E
[(∫
Sj
(
DSz1 · · ·DSzjF
)2
dz1 . . .dzj
)p/2])1/p
. (2.25)
Here, by smooth cylindrical random variables restricted on S, we mean any random variable of
the following form:
F = f(W (A1), . . . ,W (An)), A1, . . .An ∈ B(S),
where f belongs to C∞p (R
n) (f and all its partial derivatives have polynomial growth). Similarly,
define the space D∞S,∗ = ∩k≥1,p≥2Dk,pS,∗.
We first claim that
DSz F = 1IS(z)DzF for any F ∈ D1,2. (2.26)
In fact, let F be a smooth and cylindrical random variables without restrictions (i.e., restricted
on [0,∞)× R) of the following form
F = f(W (B1), . . . ,W (Bn)), B1, . . . , Bn ∈ B([0,∞)× R), f ∈ C∞p (Rn).
Noticing that
F = f(W (B1 ∩ S) +W (B1 ∩ Sc), . . . ,W (Bn ∩ S) +W (Bn ∩ Sc)),
we have that
DSz F =
n∑
i=1
∂f
∂xi
(W (B1), . . . ,W (Bn)) 1IBi∩S(z) = 1IS(z)DzF.
As a consequence of (2.26), we have that for all F ∈ Dk,pS ,
||F ||k,p,S,∗ :=
(
E
S (|F |p) +
k∑
j=1
E
S
[(∫
Sj
(
Dz1 · · ·DzjF
)2
dz1 . . .dzj
)p/2])1/p
, (2.27)
and
||F ||pk,p,S = E
[
||F ||pk,p,S,∗
]
, (2.28)
where ES is the expectation with respect to ΩS.
Now we claim that F j(·, ω′) ∈ D∞S,∗ for almost all ω′ ∈ ΩSc . Actually, since F ∈ Dk,pS , one can
find a sequence of smooth and cylindrical random variables {F jn, n ≥ 1} such that F jn converges
to F j in the norm ||·||k,p,S. By (2.28), one can find a subsequence {F jnk , k ≥ 1} such that F jnk
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converges to F j in the norm ||·||k,p,S,∗ almost surely on ΩSc as k →∞. Since the operator DS is
closable from Lp(ΩS) to L
p(ΩS;L
2(S)), one can conclude that F j ∈ Dk,pS,∗ almost surely on ΩSc .
Finally, because k ≥ 1 and p ≥ 2 are arbitrary, this claim follows.
The condition E [(det σF,S)
−p] <∞ implies that ES [(det σF,S)−p] <∞ for almost all ω′ ∈ ΩSc .
Now we can apply the usual criterion, i.e., part (2) of Theorem 2.2, to obtain a smooth density
for F (·, ω′) for almost all ω′. Finally, integrating with respect to ω′ produces the desired smooth
density for F . This completes the proof of Theorem 2.5.
The following lemma provides us some sufficient conditions for proving F ∈ Dn,pS . It is an
extension of Lemma 2.3. We need to introduce some operators. Notice that one can obtain the
orthogonal decomposition L2(ΩS) = ⊕∞n=0Hn,S where Hn,S is the n-th Wiener Chaos associated
to the Gaussian family {W (A), A ∈ B(S)}. Let Jn,S be the orthogonal projection on the n-th
Wiener chaos. Define the Ornstein-Uhlenbeck semigroup restricted on S on L2(ΩS) by
Tt,S(F ) =
∞∑
n=0
e−ntJn,SF.
Or one can equivalently define this operator through Mehler’s formula (see, e.g., [16, Proposition
3.1]):
Tt,S(F ) = E
′
(
F
(
e−tW +
√
1− e−2tW ′
))
, for all F ∈ L2(ΩS),
where W = {W (A), A ∈ B(S)}, W ′ is an independent copy of W , and E′ is the expectation with
respect to W ′.
Lemma 2.6. Let {Fm, m ≥ 1} be a sequence of random variables converging to F in Lp(Ω) for
some p > 1. Suppose that supm ||Fm||n,p,S <∞ for some integer n ≥ 1. Then F ∈ Dn,pS .
Proof. Fix some integer n ≥ 1. Set H = L2(S). The condition supm ||Fm||n,p,S <∞ implies that
{DkFm, m ≥ 1} is bounded in Lp(Ω;H⊗k) for all k = 1, . . . , n. Hence, one can find a subsequence
{Fmi , i ≥ 1} such that DkFmi converges weakly to Θk ∈ Lp(Ω;H⊗k) for all k = 1, . . . , n, i.e., for
all βk ∈ Lq(Ω;H⊗k), 1/p+ 1/q = 1,
lim
i→∞
E
[〈
βk, D
kFmi
〉
H⊗k
]
= E [〈βk,Θk〉H⊗k ] , for k = 1, . . . , n. (2.29)
In the following, we will use the sequence {Fm, m ≥ 1} itself to denote the subsequence {Fmi , i ≥
1} for simplicity.
Let t > 0. It is clear that Tt,SFm converges to Tt,SF in L
p(Ω) as m→∞. On the other hand,
by Proposition 3.8 of [16], for all k ∈ {1, . . . , n},∣∣∣∣ ∣∣∣∣Dk,S (Tt,SFn − Tt,SFm)∣∣∣∣H⊗k∣∣∣∣p ≤ Cpt−k/2 ||Fn − Fm||p → 0 as n,m→∞.
Hence, one can conclude that Tt,SF ∈ Dn,pS and
Dk,STt,SF = lim
m→∞
Dk,STt,SFm in L
p(Ω) for all k = 1, . . . , n. (2.30)
By Proposition 3.7 of [16], we have that Dk,STt,SFm = e
−ktTt,SDk,SFm for all k = 1, . . . , n.
Then, for all βk ∈ Lq(Ω;H⊗k), 1/p+ 1/q = 1, k = 1, · · · , n, we have that
E
[〈
Dk,STt,SF, βk
〉
H⊗k
] (2.30)
= lim
m→∞
E
[〈
Dk,STt,SFm, βk
〉
H⊗k
]
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= lim
m→∞
E
[〈
e−ktTt,SDk,SFm, βk
〉
H⊗k
]
= lim
m→∞
E
[〈
Dk,SFm, e
−ktTt,Sβk
〉
H⊗k
]
(2.29)
= E
[〈
Θk, e
−ktTt,Sβk
〉
H⊗k
]
= E
[〈
e−ktTt,SΘk, βk
〉
H⊗k
]
.
Therefore,
Dk,STt,SF = e
−ktTt,SΘk, for all k = 1, . . . , n.
Because T1/m,SF converges to F as m→∞ in Lp(Ω) and
Dk,ST1/m,SF = e
−k/mT1/m,SΘk → Θk as m→∞ in Lp(Ω) for all k = 1, . . . , n,
we see that Dk,SF = Θk ∈ Lp(Ω;H⊗k) for all k = 1, . . . , n, which proves that F ∈ Dn,pS .
Finally, we refer to Nualart [15] for a complete presentation of the Malliavin calculus and its
applications and to Hu [8] for the general analysis on Gaussian space.
3 Nonnegative moments: Proof of Theorem 1.5
In this section, we will prove Theorem 1.5, which is an improvement of part (2) of the following
theorem. Part (1) of this theorem will also be used in our arguments.
Theorem 3.1 (Theorem 1.4 of [6]). Let u(t, x) be the solution to (1.9) starting from a determin-
istic and nonnegative measure µ that satisfies (1.5). Then we have the following two statements:
(1) If µ > 0, then for any compact set K ⊆ R∗+ × R, there exists some finite constant B > 0
which only depends on K such that for small enough ǫ > 0,
P
(
inf
(t,x)∈K
u(t, x) < ǫ
)
≤ exp
(
−B| log(ǫ)|1−1/a log (| log(ǫ)|)2−1/a
)
. (3.1)
(2) If µ(dx) = f(x)dx with f ∈ C(R), f(x) ≥ 0 for all x ∈ R and supp (f) 6= ∅, then for any
compact set K ⊆ supp (f) and any T > 0, there exists finite constant B > 0 which only depends
on K and T such that for all small enough ǫ > 0,
P
(
inf
(t,x)∈ ]0,T ]×K
u(t, x) < ǫ
)
≤ exp
(
−B {| log(ǫ)| · log (| log(ǫ)|)}2−1/a
)
. (3.2)
Remark 3.2. As a consequence of part (2) of Theorem 3.1, we have that
P
(
inf
x∈K
u(T, x) < ǫ
)
≤ exp
(
−B {| log(ǫ)| · log (| log(ǫ)|)}2−1/a
)
. (3.3)
Theorem 1.5 improves both (3.3) and (3.1) by both removing the condition K ⊆ supp (f) and
increasing the power of log(1/ǫ) from 1− 1/α to 2− 1/α, respectively. This is achieved through
a stopping time argument.
Let Φα(x) be the cumulative distribution function of G(1, x), i.e., Φα(x) :=
∫ x
−∞G(1, y)dy.
We need a slight extension of the weak comparison principle in [6] with σ(u) replaced by
H(t, x)σ(t, x, u). The proof of following lemma 3.3 is similar to that in [6]. We leave the details
to the interested readers.
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Lemma 3.3 (Weak comparison principle). Let ui(t, x), i = 1, 2, be two solutions to (1.9) starting
from initial measures u0,i that satisfy (1.5), respectively. If u0,1 − u0,2 ≥ 0, then
P
(
u1(t, x) ≥ u2(t, x) for all t ≥ 0 and x ∈ R
)
= 1.
The following lemma is used to initialize the iteration in the proof of Theorem 1.5.
Lemma 3.4. For any α ∈ [1, 2], a < b, γ ≥ 0 and T > 0 with b− a > γT , it holds that
0 < inf
0≤t+s≤T
inf
a−γ(t+s)≤x≤b+γ(t+s)
(1I[a−γs,b+γs] ∗G(t, ·))(x) ≤ 1.
Proof. The upper bound is true for all t > 0 and x ∈ R: (1I[a−γs,b+γs] ∗ G(t, ·))(x) ≤
∫
R
G(t, x −
y)dy = 1. As for the lower bound, fix t, s ≥ 0 such that t+ s ≤ T . Notice that
(1I[a−γs,b+γs] ∗G(t, ·))(x) = Φα
(
x− a+ γs
t1/α
)
− Φα
(
x− b− γs
t1/α
)
.
For any x ∈ [a− γ(t + s), b+ γ(t + s)], the above quantity achieves the minimum at one of the
two end points, i.e.,
(1I[a−γs,b+γs] ∗G(t, ·))(x) ≥min
{
Φα
(−γt1−1/α)− Φα((a− b)− γt− 2γs
t1/α
)
,
Φα
(
(b− a) + γt + 2γs
t1/α
)
− Φα
(
γt1−1/α
)}
≥min
{
Φα
(−γt1−1/α)− Φα(a− b
t1/α
)
,
Φα
(
b− a
t1/α
)
− Φα
(
γt1−1/α
)}
≥min
{
Φα
(−γT 1−1/α)− Φα(a− b
T 1/α
)
,
Φα
(
b− a
T 1/α
)
− Φα
(
γT 1−1/α
)}
> 0,
where the last inequality is due to γT < b− a. Note that in the above inequalities, we have used
the fact that α ≥ 1 (so that 1− 1/α ≥ 0). This proves Lemma 3.4.
Proof of Theorem 1.5. Let Ft be the natural filtration generated by the white noise (see (2.5)).
Fix an arbitrary compact set K ⊂ R and let T > 0. We are going to prove Theorem 1.5 for
infx∈K u(T, x) in two steps.
Case I. In this case, we make the following assumption:
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(H) Assume that for some nonempty interval (a, b) and some nonnegative function f the initial
measure µ satisfies that µ(dx) = f(x)dx. Moreover, for some c > 0, f(x) ≥ c1I(a,b)(x) for
all x ∈ R.
Thanks to the weak comparison principle (Lemma 3.3), we may assume that f(x) = 1I[a,b](x).
Choose γ ≥ 0 such that K ⊆ IT . For any t > 0, denote
It := [a− γt, b+ γt].
Denote
β :=
1
2
inf
0≤t+s≤T
inf
x∈It+s
(1I[a−γs,b+γs] ∗G(t, ·))(x).
By Lemma 3.4, we see that β ∈ (0, 1/2).
Define a sequence { Tn, n ≥ 0} of {Ft, t ≥ 0}-stopping times as follows: let T0 ≡ 0 and
Tk := inf
{
t > Tk−1 : inf
x∈It
u(t, x) ≤ βk
}
, k ≥ 1,
where we use the convention that inf ∅ =∞. By these settings, one can see that T1 > 0 a.s.
Let W˙k(t, x) = W˙ (t + Tk−1, x) be the time-shifted space-time white noise (see (2.19)) and
similarly, let Hk(t, x) = H(t + Tk−1, x). For each k, let uk(t, x) be the unique solution to (1.9)
starting from uk(0, x) = β
k−11I[a−γTk−1,b+γTk−1](x). Then
wk(t, x) := β
1−kuk(t, x)
solves the following SPDE
(
∂
∂t
− xDαδ
)
wk(t, x) = Hk(t, x)σk(t, x, wk(t, x))W˙k(t, x), t > 0 , x ∈ R,
wk(0, x) = 1I[a−γTk−1,b+γTk−1](x),
with σk(t, x, z) := β
1−kσ(t, x, βk−1z). Note that σk has the same Lipschitz constant as σ in the
third argument. Let S(t1, t2) be a space-time cone defined as
S(t1, t2) :=
{
(t, x) : t ∈ [0, t2 − t1], x ∈ [a− γ(t1 + t), b+ γ(t1 + t)]
}
.
Set
τn :=
2T
n
,
and define the events
Dk,n := {Tk − Tk−1 ≤ τn} , for 1 ≤ k ≤ n.
By the definition of the stopping times Tk,
β1−ku(Tk−1, x) ≥ β1−kuk(0, x) = wk(0, x) for all x ∈ R, a.s. on {Tk−1 < +∞},
for all k ≥ 1. Therefore, by the strong Markov property and the weak comparison principle
(Lemma 3.3), we see that on {Tn < T}, for k ≤ n,
P
(
Dk,n
∣∣FTk−1) = P
(
Dk,n
⋂{
sup
(t,x)∈S(Tk−1,Tk)
|wk(t, x)− wk(0, x)| ≥ 1− β
}∣∣∣∣∣FTk−1
)
.
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Write wk(t, x) in the mild form
wk(t, x) = (1I[a−γTk−1,b+γTk−1] ∗G(t, ·))(x)
+
∫ t
0
∫
R
Hk(s, y)σk(s, y, wk(s, y))G(t− s, x− y)Wk(ds, dy)
=:Jk(t, x) + Ik(t, x).
Notice that
|wk(t, x)− wk(0, x)| ≤
∣∣Jk(t, x)− 1I[a−γTk−1,b+γTk−1](x)∣∣ + |Ik(t, x)| .
Hence, on {Tn < T}, for k ≤ n,
P
(
Dk,n
⋂{
sup
(t,x)∈S(Tk−1,Tk)
|wk(t, x)− wk(0, x)| ≥ 1− β
}∣∣∣∣∣FTk−1
)
≤ P
(
sup
(t,x)∈S(Tk−1,Tk)
∣∣Jk(t, x)− 1I[a−γTk−1,b+γTk−1](x)∣∣ > 1− 2β
∣∣∣∣∣FTk−1
)
+ P
(
Dk,n
⋂{
sup
(t,x)∈S(Tk−1,Tk)
|Ik(t, x)| ≥ β
}∣∣∣∣∣FTk−1
)
.
By Lemma 3.4,
sup
(t,x)∈S(Tk−1,Tk)
∣∣Jk(t, x)− 1I[a−γTk−1,b+γTk−1](x)∣∣ ≤ 1− 2β, a.s. on {Tn ≤ T}.
Hence, an application of Chebyschev’s inequality shows that, on {Tn < T}, for k ≤ n,
P
(
Dk,n
⋂{
sup
(t,x)∈S(Tk−1,Tk)
|wk(t, x)− wk(0, x)| ≥ 1− β
}∣∣∣∣∣FTk−1
)
≤ P
(
Dk,n
⋂{
sup
(t,x)∈S(Tk−1,Tk)
|Ik(t, x)| ≥ β
}∣∣∣∣∣FTk−1
)
≤ P
(
sup
(t,x)∈[0,τn]×IT
|Ik(t, x)| ≥ β
∣∣∣∣∣FTk−1
)
≤ β−p E
[
sup
(t,x)∈[0,τn]×IT
|Ik(t, x)|p
∣∣∣∣∣FTk−1
]
, (3.4)
where we have used the fact that S(Tk−1, Tk) ⊆ [0, τn]× IT a.s. on Dk,n.
Next we will find a deterministic upper bound for the conditional expectation in (3.4). By
the Burkholder-Davis-Gundy inequality and Proposition 4.4 of [5], for some universal constant
C1 > 0 (see Proposition 4.4 of [5] for the value of this constant), it holds that
E [|Ik(s, x)− Ik(s′, x)|p] ≤ C1
(
|s− s′|α−12α
)p/2
sup
(t,y)∈[0,τn]×R
‖wk(t, y)‖pp ,
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for all (s, s′, x) ∈ [0, τn]2 × IT . Because σ(t, x, 0) = 0, Lemma 3.3 and Lemma 4.2 in [6] together
imply that
sup
(t,y)∈[0,τn]×R
‖wk(t, y)‖pp ≤ Qp exp
(
Qp
2α−1
α−1 τn
)
=: Cp,τn,
for some constant Q := Q(Λ) and for all p ≥ 2. Then by the Kolmogorov continuity theorem
(see Theorem A.6), for some constant C > 0 and for all 0 < η < 1− 2(α+1)
p(α−1) , we have that
E
[
sup
(t,x)∈[0,τn]×IT
∣∣∣∣∣Ik(t, x)τ α−12α ηn
∣∣∣∣∣
p]
≤ E
[
sup
(s,s′,x′)∈[0,τn]2×IT
∣∣∣∣∣Ik(s, x)− Ik(s′, x)|s− s′|ηα−12α
∣∣∣∣∣
p]
≤ CpCp,τn , (3.5)
where we have used the fact that I(0, x) ≡ 0 for all x ∈ R, a.s.
We are interested in the case where p = O
(
[n log n]1−1/α
)
as n → ∞ (see (3.6) below). In
this case, we have pα/(α−1)τn = O(logn) as n → ∞ since τn = 2T/n. This implies that there
exists some constant Q′ := Q′(β,Λ, T ) such that
β−p E
[
sup
(s,x)∈[0,τn]×IT
|Ik(s, x)|p
]
≤ Q′ τ
(α−1)η
2α
p
n exp
(
Q′p
2α−1
α−1 τn
)
= Q′ exp
(
Q′p
2α−1
α−1 τn +
(α− 1)η
2α
p log(τn)
)
.
By denoting η = θ
(
1− 2
p
α+1
α−1
)
with θ ∈ (0, 1), the above exponent becomes
f(p) := Q′τnp
2α−1
α−1 +
log(τn) θ (p[α− 1]− 2[α+ 1])
2α
.
Some calculations show that f(p) for p ≥ 2 is minimized at
p =
(
(α− 1)2θ log(1/τn)
2α(2α− 1)Q′τn
)1−1/α
=
(
(α− 1)2θ n log(n/(2T ))
4α(2α− 1)Q′T
)1−1/α
.
Thus, for some constants A := A(β,Λ, T ) and Q′′ := Q′′(β,Λ, T ),
min
p≥2
f(p) ≤ f(p′) = −Q′′n1−1/α[log(n)]2−1/α with p′ = A [n log(n)]1−1/α . (3.6)
Therefore, for some finite constant Q := Q(β,Λ, T ) > 0,
P
(
Dk,n
∣∣FTk−1) ≤ Q exp (−Qn(α−1)/α(log n)(2α−1)/α) . (3.7)
Note that the above upper bound is deterministic.
For convenience, assume that n = 2m is even. Let Ξn ⊆ Nm be defined as follows
(i1, . . . , im) ∈ Ξn if and only if 1 ≤ i1 < i2 < · · · < im ≤ n.
The cardinality of Ξn satisfies that |Ξn| =
(
n
m
) ≤ 2n. Then
P
(
inf
x∈K
u(T, x) ≤ βn
)
≤ P
(
inf
x∈IT
u(T, x) ≤ βn
)
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≤ P (Tn ≤ T )
≤ P
 ⋃
(i1,...,im)∈Ξn
m⋂
j=1
Dij ,n

≤
∑
(i1,...,im)∈Ξn
P
(
m⋂
j=1
Dij ,n
)
.
Applying (3.7) for m times, we see that
P
(
m⋂
j=1
Dij ,n
)
= E
[
m−1∏
j=1
1I{Dij ,n}E
(
1I{Dim,n}
∣∣FTim−1)
]
≤ Q exp (−Qn(α−1)/α(logn)(2α−1)/α)P(m−1⋂
j=1
Dij ,n
)
≤ Qm exp (−mQn(α−1)/α(logn)(2α−1)/α) .
Hence,
P
(
inf
x∈K
u(T, x) ≤ βn
)
≤ 2nQm exp (−mQn(α−1)/α(log n)(2α−1)/α) .
Finally, by adapting the value of Q in the above inequality and setting ǫ = βn, we can conclude
that for some constant B = B(Λ, T ) > 0 such that for ǫ > 0 small enough,
P
(
inf
x∈K
u(T, x) < ǫ
)
≤ exp
(
−B(Λ, T ) {| log(ǫ)| log (| log(ǫ)|)}2−1/α
)
. (3.8)
Case II. Now we consider the general initial data. Choose and fix an arbitrary θ ∈ (0, T ∧ 1).
Set
Θ(ω) := 1 ∧ inf
x∈(a,b)
u(θ, x, ω).
Since u(θ, x) > 0 for all x ∈ R a.s. (see Theorem 3.1) and u(θ, x, ω) is continuous in x, we
see that Θ > 0 a.s. Hence, u(θ, x, ω) ≥ Θ(ω)1I(a,b)(x) for all x ∈ R. Denote V (t, x, ω) :=
Θ(ω)−1u(t+ θ, x, ω). By the Markov property, V (t, x) solves the following time-shifted SPDE
(
∂
∂t
− xDαδ
)
V (t, x) = H˜(t, x)σ˜(t, x, u(t, x))W˙θ(t, x), t > 0 , x ∈ R,
V (0, x) = Θ−1u(θ, x),
(3.9)
where W˙θ(t, x) = W˙ (t + θ, x) (see (2.19)), H˜(t, x) = H(t+ θ, x) and
σ˜(t, x, z, ω) = Θ(ω)−1σ (t + θ, x,Θ(ω)z) .
A key observation is that condition (1.10) is satisfied by H˜ and σ˜ with the same constant Λ, that
is, ∣∣∣H˜(t, x, ω)σ˜(t, x, z, ω)∣∣∣ ≤ Λ|z| for all (t, x, z, ω) ∈ R+ × R2 × Ω.
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The initial data V (0, x) satisfies assumption (H) in Case I. Hence, we can conclude from (3.8)
that for ǫ > 0 small enough,
P
(
inf
x∈K
u(T + θ, x) < ǫ
)
≤ P
(
inf
x∈K
V (T, x) < ǫ
)
≤ exp
(
−B(Λ, T ) {| log(ǫ)| log (| log(ǫ)|)}2−1/α
)
.
Finally, using the fact that (t, x) 7→ u(t, x) is continuous a.s., by letting θ go to zero, we can
conclude that (1.11) holds for ǫ > 0 small enough. As a direct consequence of (1.11) and Lemma
A.1, we establish the existence of the negative moments. This completes the proof of Theorem
1.5.
4 Proof of Lemma 1.6
We first prove a lemma.
Lemma 4.1. If for some interval [a′, b′] ⊂ R, a′ < b′, the measure µ restricted to this interval
has a density f(x) with f(x) being β-Ho¨lder continuous for some β ∈ (0, 1), then for any interval
[a, b] ⊂ (a′, b′), a < b, there exists some finite constant C := C(a, b, β) > 0, it holds that∣∣∣∣∫
R
G(t, x− y)µ(dy)− f(x)
∣∣∣∣ ≤ Ctβ/α for all t > 0 and x ∈ (a, b).
Proof. Fix x ∈ (a, b). Notice that∣∣∣∣∫
R
G(t, x− y)µ(dy)− f(x)
∣∣∣∣ ≤ ∫ b′
a′
G(t, x− y) |f(y)− f(x)| dy
+
∫
[a′,b′]c
G(t, x− y)|µ|(dy) + |f(x)|
∫
[a′,b′]c
G(t, x− y)dy
=:I1 + I2 + I3.
By the Ho¨lder continuity of f and properties of G(t, x) (see (2.2) and (2.3)),
I1 ≤ C
∫ b′
a′
G(t, x− y)|y − x|βdy
≤ C
∫
R
t−1/αG
(
1,
y
t1/α
)
|y|βdy
= C
∫
R
t−β/αG (1, z) |z|βdz
≤ Ctβ/α
∫
R
|z|β
1 + |z|1+αdz
= Ctβ/α,
where in the last equality we have used the fact that α > 1 ≥ β. Note that the above equality
is also true for α = 2. As for I3, by the properties of G(t, x), for all α ∈ (1, 2],
I3 ≤ |f(x)|
∫
[a′,b′]c
Ct
t1+1/α + |x− y|1+αdy ≤ C|f(x)|t
∫
[a′,b′]c
dy
|x− y|1+α = Ca,b|f(x)|t,
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where in the last inequality we have used the fact that x ∈ (a, b). Similarly,
I2 ≤
∫
[a′,b′]c
Ct
t1+1/α + |x− y|1+α |µ|(dy) ≤ Ct
∫
[a′,b′]c
|µ|(dy)
|x− y|1+α = Ca,bt.
This proves Lemma 4.1.
Proof of Lemma 1.6. Fix x ∈ [a, b] and T > 0. Let f(x), supported on [a, b], be the density
satisfying that µ(dx)1I[a,b] = f(x)dx. Denote µˆ := µ − f = µ1I[a′,b′]c . Let Lρ be the Lipschitz
constants of ρ. We claim that
lim sup
t→0
||u(t, x)||p < +∞, for all x ∈ [a, b] and p ≥ 2. (4.1)
Then part (1) is a direct consequence of (4.1). Because the conditions in (1.5) for the cases α = 2
and α ∈ (1, 2) are different in nature, we need to consider the two cases separately.
Case I. When α ∈ (1, 2), by (2.18),
||u(t, x)||2p ≤ C|J0(t, x)|2 + CR(t, x),
for all t > 0 and x ∈ R, where J0(t, x) = (µ ∗G(t, ·))(x) and
R(t, x) =
∫ t
0
ds
∫
R
dy |J0(s, y)|2G(t− s, x− y)
(t− s)1/α . (4.2)
To prove (4.1), we may assume that t ∈ (0, 1). It is clear that limt→0 |J0(t, x)| = |f(x)| for a.e.
x ∈ [a, b]. By (2.2) and (2.3),
G(t, x) ≤ C t
t1+1/α + |x|1+α . (4.3)
Thus,
|J0(s, y)| ≤ 1
s1/α
∫
R
C ′
1 + |s−1/α(y − z)|1+α |µ|(dz)
≤ 1
s1/α
sup
y∈R
∫
R
C ′
1 + |y − z|1+α |µ|(dz) =:
C
s1/α
, (4.4)
where the second inequality is due to the fact that s ∈ (0, 1). So,
|J0(s, y)|2 ≤ 2
(∫
R
G(t, y − z)|µˆ|(dz)
)2
+ 2
(∫
R
G(t, y − z)|f(z)|dz
)2
≤ C
s1/α
∫
R
G(t, y − z)|µˆ|(dz) + 2 ||f ||2L∞(R) . (4.5)
Hence, by (4.3),
R(t, x) ≤C
∫ t
0
ds
[(t− s)s]1/α
∫
R
dy G(t− s, x− y)
∫
R
|µˆ|(dz)G(s, y − z) + Ct1−1/α
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≤C t1−2/α
∫
R
t
t1+1/α + |x− z|1+α |µˆ|(dz) + Ct
1−1/α
≤C
∫
[a′,b′]c
1
|x− z|1+α |µ|(dz) t
2(1−1/α) + Ct1−1/α (4.6)
→ 0, as t→ 0,
where the integral on the right-hand of (4.6) is finite because x ∈ [a, b] ⊂ [a′, b′]. Therefore, for
all p ≥ 2 and a.e. x ∈ [a, b],
||u(t, x)||2p ≤ C
(|f(x)|2 + t2(1−1/α) + t1−1/α)→ Cf(x)2, as t→ 0,
which proves both (4.1) and part (1) for α ∈ (1, 2).
As for part (2), we need only consider the case that s = 0. The case when s > 0 is covered
by Theorem 1.6 of [6]. By the Burkholder-Davis-Gundy inequality (2.10), for x ∈ (a, b),
||u(t, x)− f(x)||2p ≤C |J0(t, x)− f(x)|2 + C
∫ t
0
dr
∫
R
dy ||u(r, y)||2pG(t− r, x− y)2. (4.7)
By Lemma 2.1 and (4.6),∫ t
0
dr
∫
R
dy ||u(r, y)||2pG(t− r, x− y)2 ≤ C ′R(t, x) ≤ Ct1−1/α.
Then applying Lemma 4.1 to bound the first term on the right-hand side of (4.7) yields the
lemma.
Case II. If α = 2, G(t, x) is the Gaussian kernel; see (2.1). Apply Lemma 3.9 (or equation
(3.12)) in [3] with ν = 2 and λ = Lρ to obtain that
||u(t, x)||2p ≤ C [(|µ| ∗G(2t, ·))(x)]2 (4.8)
for all t ∈ [0, T ]. Now it is clear that the right-hand side of (4.8) converges to C|f(x)|2 for
a.e. x ∈ [a, b] as t → 0. This proves (4.1) and hence part (1). As for part (2), the case
s > 0 is covered by Theorem 3.1 of [4]. Now we consider the case when s = 0. Notice that
G(t, x)2 = (8πt)−1/2G(t/2, x). Hence, by (4.8) and Lemma 3.9 of [3],∫ t
0
dr
∫
R
dy ||u(r, y)||2pG(t− r, x− y)2 ≤ C t1/2.
Then we may apply the same arguments as those in Case I. This completes the proof of Lemma
1.6.
From the above proof for part (1) of Lemma 1.6, one can see that we have actually proved
the following slightly stronger result. Recall that the function G is defined in (2.13).
Lemma 4.2. Suppose there are a′ < b′ such that the initial measure µ restricted to [a′, b′] has a
bounded density f(x). Then for any a′ < a < b < b′, and for all T > 0,
sup
(t,x)∈[0,T ]×[a,b]
(
J20 (t, x) + (J
2
0 ⋆ G)(t, x)
)
< +∞. (4.9)
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5 Malliavin derivatives of u(t, x)
In this section, we will prove that u(t, x) ∈ D1,p for all p ≥ 1 and that Dθ,ξu(t, x) satisfies certain
stochastic integral equation. When the initial data is bounded, one can find a proof, e.g., in
[15, Proposition 2.4.4] and [18, Proposition 5.1]. For higher derivatives, we will show that under
usual conditions on ρ and if one can find some subset S ⊆ [0, T ] × R such that (5.2) below is
satisfied, then we can establish the property that u(t, x) ∈ Dk,pS for all k ≥ 1 and p ≥ 2. Denote
HT := L2([0, T ]× R).
Proposition 5.1. Suppose that ρ is a C1 function with bounded Lipschitz continuous derivative.
Suppose that the initial data µ satisfies (1.5). Then
(1) For any (t, x) ∈ [0, T ]× R, u(t, x) belongs to D1,p for all p ≥ 1.
(2) The Malliavin derivative Du(t, x) defines an HT -valued process that satisfies the following
linear stochastic differential equation
Dθ,ξu(t, x) = ρ(u(θ, ξ))G(t− θ, x− ξ)
+
∫ t
θ
∫
R
G(t− s, x− y)ρ′(u(s, y))Dθ,ξu(s, y)W (ds, dy),
(5.1)
for all (θ, ξ) ∈ [0, T ]× R.
(3) If ρ ∈ C∞(R) and it has bounded derivatives of all orders, and if for some measurable set
S ⊂ [0, t]× R the initial data satisfies the following condition
sup
(t,x)∈S
(
J20 (t, x) + (J
2
0 ⋆ G)(t, x)
)
<∞, (5.2)
then u(t, x) ∈ D∞S ; recall that G is defined in (2.13) and D∞S is defined in Section 2.3.
Remark 5.2. We first give some sufficient conditions for (5.2):
(1) If there exists some compact set K ⊂ R such that the Lebesgue measure of K is strictly
positive and the initial data restricted on K has a bounded density, then by Lemma 4.2
and (2.13), condition (5.2) is satisfied for S = [0, t] ×K. This is how we choose S in the
proof of a special case of Theorem 1.1 – Theorem 6.1 by utilizing the properness of the
initial data.
(2) If S is a compact set on [0, T ]×R that is away from t = 0, then condition (5.2) is trivially
satisfied. In the proof of Theorems 1.2 and 1.3, this S is chosen to be [t/2, t]×K where K
is some compact set in R.
In the following, we first establish parts (1) and (2) of Proposition 5.2. The proof of part
(3) is more involved. We need to introduce some notation and prove some lemmas. Then we
prove part (3). At the end of this section, we point out the reason that we need to resort to the
localized Malliavin analysis in Remark 5.7.
Proof of parts (1) and (2) of Proposition 5.1. Fix p ≥ 2. Consider the Picard approximations
um(t, x) in the proof of the existence of the random field solution in [3, 5], i.e., u0(t, x) = J0(t, x),
and for m ≥ 1,
um(t, x) = J0(t, x) +
∫ t
0
∫
R
G(t− s, x− y)ρ(um−1(s, y))W (dsdy). (5.3)
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It is proved in [3, 5] that um(t, x) converges to u(t, x) in L
p(Ω) as m→∞ and
||um(t, x)||2p ≤ 2J20 (t, x) + 2L2ρ
(
[1 + J20 ] ⋆Kλ
)
(t, x), (5.4)
for all t ∈ [0, T ], x ∈ R and m ∈ N, where the kernel function Kλ(t, x) is defined in (2.11) and
λ = 2
√
2Lρ.
We claim that for all m ≥ 0 and for all t ∈ [0, T ] and x ∈ R,
E
(||Dum(t, x)||pHT ) ≤ C [([1 + J20 ] ⋆Kλ) (t, x)]p/2 . (5.5)
It is clear that 0 ≡ Du0(t, x) satisfies (5.5). Assume that Duk(t, x) satisfies (5.5) for all k < m.
Now we shall show that Dum(t, x) satisfies the moment bound in (5.5). Notice that
Dθ,ξum(t, x) = G(t− θ, x− ξ)ρ (um−1(θ, ξ))
+
∫ t
θ
∫
R
G(t− s, x− y)ρ′ (um−1(s, y))Dθ,ξum−1(s, y)W (dsdy) (5.6)
=:A1 + A2.
We first consider A1. It is clear that by (5.4),
E
(||A1||pHT ) =E
([∫ t
0
∫
R
G(t− θ, x− ξ)2ρ(um−1(θ, ξ))2dθdξ
]p/2)
≤C
(∫ t
0
∫
R
λ2G(t− θ, x− ξ)2
[
1 + ||um−1(θ, ξ)||2p
]
dθdξ
)p/2
≤C [([1 + J20 + (1 + J20) ⋆Kλ] ⋆ λ2G2) (t, x)]p/2 .
By the following recursion formula which is clear from the definition of Kλ in (2.11),(Kλ ⋆ λ2G2) (t, x) = Kλ(t, x)− λ2G2(t, x), (5.7)
we see that
E
(||A1||pHT ) ≤ C [([1 + J20 ] ⋆Kλ) (t, x)]p/2 .
As for A2, by the Burkholder-Davis-Gundy inequality and by the boundedness of ρ
′,
E
(||A2||pHT ) ≤C E
([∫ t
0
∫
R
G(t− s, x− y)2 ||Dum−1(s, y)||2HT dsdy
]p/2)
≤C
(∫ t
0
∫
R
λ2G(t− s, x− y)2 ∣∣∣∣||Dum−1(s, y)||HT ∣∣∣∣2p dsdy)p/2 .
Then by the induction assumption (5.5),
E
(||A2||pHT ) ≤ C [(([1 + J20 ] ⋆Kλ) ⋆ λ2G2) (t, x)]p/2
= C
[(
[1 + J20 ] ⋆Kλ
)
(t, x)− ([1 + J20 ] ⋆ λ2G2) (t, x)]p/2
≤ C [([1 + J20 ] ⋆Kλ) (t, x)]p/2 ,
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where we have applied (5.7). Combining these two bounds shows that Dum(t, x) satisfies the
moment bound in (5.5). Therefore,
sup
m∈N
E
(||Dum(t, x)||pHT ) <∞.
By Lemma 2.3, we can conclude that u(t, x) ∈ D1,p. This proves part (1) of Proposition 5.1.
Now we shall show thatDθ,ξu(t, x) satisfies (5.1). Lemma 1.2.3 of [15] implies thatDθ,ξum(t, x)
converges to Dθ,ξu(t, x) in the weak topology of L
2 (Ω;HT ), namely, for any h ∈ HT and any
square integrable random variable F ∈ Ft,
lim
n→∞
E
(
〈Dθ,ξum(t, x)−Dθ,ξu(t, x), h〉HT F
)
= 0.
We need to show that the right-hand side of (5.6) converges to the right-hand side of (5.1) in
this weak topology of L2 (Ω;HT ) as well. Notice that by the Cauchy-Schwarz inequality,
E
(∣∣〈(ρ(u)− ρ(um))G(t− ·, x− ·), h〉HT F ∣∣)
≤ Lipρ ||h||HT ||F ||2
(∫ t
0
∫
R
||u(s, y)− um(s, y)||22G2(t− s, x− y)dsdy
)1/2
.
We need to find bounds for ||u(t, x)− um(t, x)||22. Let λ = max(Lρ,Lipρ). It is clear that
||u(t, x)− u0(t, x)||22 ≤L2ρ
∫ t
0
∫
R
G2(t− s, x− y) ||u(s, y)||22 dsdy
≤(λ2G2 ⋆ (J20 + (1 + J20 ) ⋆Kλ))(t, x)
≤((1 + J20 ) ⋆Kλ)(t, x),
where in the last step we have applied (5.7). For m ≥ 1, we have that
||u(t, x)− um(t, x)||22 ≤Lip2ρ
∫ t
0
∫
R
G2(t− s, x− y) ||u(s, y)− um−1(s, y)||22 dsdy
≤(λ2G2 ⋆ ||u− um−1||22)(t, x)
≤(Lm ⋆ ||u− u0||22)(t, x),
where
Lm(t, x) =
(
λ2G2 ⋆ · · · ⋆ λ2G2)︸ ︷︷ ︸
m’s λ2G2
(t, x).
By Proposition 4.3 of [5], we see that
Lm(t, x) ≤ C
m
Γ(m(1− 1/α))G(t, x) ≤
Cm
Γ(m(1 − 1/α))λ
2G2(t, x),
for t ∈ [0, T ] and x ∈ R. Hence,∫ t
0
∫
R
||u(s, y)− um(s, y)||22G2(t− s, x− y)dsdy
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≤C ((1 + J20 ) ⋆Kλ ⋆ Lm ⋆ λ2G2) (t, x)
≤ C
m
Γ(m(1− 1/α))
(
(1 + J20 ) ⋆Kλ ⋆ λ2G2 ⋆ λ2G2
)
(t, x)
≤ C
m
Γ(m(1− 1/α))
(
(1 + J20 ) ⋆Kλ
)
(t, x),
where in the last step we have applied twice the inequality (λ2G2 ⋆Kλ)(t, x) ≤ Kλ(t, x); see (5.7).
By Stirling’s approximation, one sees that
lim
m→∞
CmΓ(m(1− 1/α))−1 = 0. (5.8)
Therefore,
lim
m→∞
E
(〈(ρ(u)− ρ(um))G(t− ·, x− ·), h〉HT F ) = 0.
Denote the second term on the right-hand side of (5.6) (resp. (5.1)) by Im(t, x) (resp. I(t, x)).
It remains to show that
lim
m→∞
E
(〈I(t, x)− Im(t, x), h〉HT F ) = 0. (5.9)
Notice that
I(t, x)− Im(t, x)
=
∫ t
0
∫
R
G(t− s, x− y) (ρ′(u(s, y))− ρ′(um−1(s, y)))Dθ,ξum−1(s, y)W (dsdy)
+
∫ t
0
∫
R
G(t− s, x− y)ρ′(u(s, y)) (Dθ,ξu(s, y)−Dθ,ξum−1(s, y)))W (dsdy)
=:B1(t, x) +B2(t, x).
Since F is square integrable, it is known that for some adapted random field {Φ(s, y), s ∈
[0, T ], y ∈ R} with ∫ t
0
∫
R
E [Φ2(s, y)] dsdy <∞ it holds that
F = E[F ] +
∫ t
0
∫
R
Φ(s, y)W (dsdy);
see, e.g., Theorem 1.1.3 of [15]. Hence,
E
(〈B1(t, x), h〉HT F ) =∫ t
0
ds
∫
R
dy G(t− s, x− y)
× E [Φ(s, y) (ρ′(u(s, y))− ρ′m−1(u(s, y))) 〈Dum−1(s, y), h〉HT ] .
Note that it suffices to consider the case when Φ is bounded uniformly in (t, x, ω) since these
random fields are dense in the set of all adapted random fields such that
∫ T
0
∫
R
E[Φ2(s, y)]dsdy
is finite. By the Cauchy-Schwarz inequality,
E
(∣∣〈B1(t, x), h〉HT F ∣∣) ≤Lipρ′ ||Φ||L∞(R+×R×Ω) ||h||HT ∫ t
0
∫
R
G(t− s, x− y)
× E (|u(s, y)− um−1(s, y)| ||Dum−1(s, y)||HT ) dsdy
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≤C
∫ t
0
∫
R
G(t− s, x− y)
× ||u(s, y)− um−1(s, y)||2 E
(||Dum−1(s, y)||2HT )1/2 dsdy.
By the same arguments as above, we see that
||u(s, y)− um(s, y)||22 ≤
Cm
Γ(m(1− 1/α))
(
(1 + J20 ) ⋆Kλ
)
(s, y).
Together with (5.5), we have that
E
(∣∣〈B1(t, x), h〉HT F ∣∣)2 ≤Cm/2Γ (m(1 − 1/α))−1/2
×
∫ t
0
ds
∫
R
dy G(t− s, x− y) ((1 + J20 ) ⋆Kλ) (s, y).
By (2.14), we see that (
(1 + J20 ) ⋆Kλ
)
(s, y) ≤ C ((1 + J20 ) ⋆ G) (s, y),
where G(t, x) is defined in (2.13). Thanks to (5.8), we only need to prove that
M :=
∫ t
0
ds
∫
R
dy G(t− s, x− y) ((1 + J20 ) ⋆ G) (s, y) <∞.
Notice that M = ((1 + J20 ) ⋆ G ⋆ G) (t, x) and for all t ∈ [0, T ],
(G ⋆ G)(t, x) =
∫ t
0
ds s−1/α
∫
R
dy G(s, y)G(t− s, x− y) ≤ CT 1−1/αG(t, x) ≤ CG(t, x).
Hence, M ≤ C((1 + J20 ) ⋆ G)(t, x), which is clearly finite. Therefore, we can conclude that
lim
m→∞
E
(〈B1(t, x), h〉HT F ) = 0.
Similarly, for B2(t, x), we have that
E
(〈B2(t, x), h〉HT F ) = ∫ t
0
ds
∫
R
dy G(t− s, x− y)
× E [Φ(s, y)ρ′(u(s, y)) 〈D(u(s, y)− um−1(s, y)), h〉HT ] .
The boundedness of ρ′ implies that Φ(s, y)ρ′(u(s, y)) is again an Fs-measurable and square in-
tegral random variable. Since Dum(s, y) converges to Du(s, y) in the weak topology as specified
above, we have that
lim
m→∞
E
[
Φ(s, y)ρ′(u(s, y)) 〈D(u(s, y)− um−1(s, y)), h〉HT
]
= 0.
Then an application of the dominated convergence theorem implies that
lim
m→∞
E
(〈B2(t, x), h〉HT F ) = 0.
This proves part (2) of Proposition 5.1.
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In order to prove part (3) of the proposition, we need several lemmas. We first introduce
some notation. Let Λ(n, k), n ≥ k ≥ 1, be the set of partitions of the integer n of length k, that
is, if λ ∈ Λ(n, k), then λ ∈ Nk, and by writing λ = (λ1, . . . , λk) it satisfies λ1 ≥ · · · ≥ λk ≥ 1
and λ1 + · · · + λk = n. For λ ∈ Λ(n, k), let P(n, λ) be all partitions of n ordered objects, say
{θ1, . . . , θn} with θ1 ≥ · · · ≥ θn, into k groups {θ11, . . . , θ1λ1}, . . . , {θk1 , . . . , θkλk} such that within
each group the elements are ordered, i.e., θj1 ≥ · · · ≥ θjλj for 1 ≤ j ≤ k. It is clear that the
cardinality of the set P(n, λ) is equal to ( n
λ1,...,λk
)
= n!
λ1!...λk!
.
Lemma 5.3. For n ≥ 1, if ρ ∈ Cn(R) and u ∈ Dn,2, then
Dnθ1,...,θnρ(u) =
n∑
k=1
ρ(k)(u)
∑
λ∈Λ(n,k)
∑
P(n,k)
k∏
j=1
D
λj
θj1,...,θ
j
λj
u. (5.10)
Remark 5.4. Lemma 5.3 is simply a consequence of the Leibniz rule of differentials. We will
leave the proof to the interested readers. Here we list several special cases instead:
Dθ1ρ(u) =ρ
′(u)Dθ1u,
D2θ1,θ2ρ(u) =ρ
′′(u)Dθ1u Dθ2u+ ρ
′(u)D2θ1,θ2u,
D3θ1,θ2,θ3ρ(u) =ρ
(3)(u)Dθ1u Dθ2u Dθ3u
+ ρ(2)(u)
(
D2θ1,θ2u Dθ3u+D
2
θ1,θ3
u Dθ2u+D
2
θ2,θ3
u Dθ1u
)
+ ρ′(u)D3θ1,θ2,θ3u,
D4θ1,θ2,θ3,θ4ρ(u) =ρ
(4)(u)Dθ1u Dθ2u Dθ3u Dθ4u
+ ρ(3)(u)
[
D2θ1,θ2uDθ3uDθ4u+D
2
θ1,θ3uDθ2uDθ4u+D
2
θ1,θ4uDθ2uDθ3u
+D2θ2,θ3uDθ1uDθ4u+D
2
θ2,θ4uDθ1uDθ3u+D
2
θ3,θ4uDθ1uDθ2u
]
+ ρ(2)(u)
[(
D3θ1,θ2,θ3uDθ4u+D
3
θ1,θ2,θ4
uDθ3u+D
3
θ1,θ3,θ4
uDθ2u+D
3
θ2,θ3,θ4
uDθ1u
)
+
(
D2θ1,θ2uD
2
θ3,θ4
u+D2θ1,θ3uD
2
θ2,θ4
u+D2θ1,θ4uD
2
θ2,θ3
u
)]
+ ρ′(u)D4θ1,θ2,θ3,θ4u.
Lemma 5.5. Suppose ρ ∈ C∞(R) with all derivatives bounded and u is a smooth and cylindrical
random variable. Let H be the corresponding Hilbert space. Then
|| ||Dnρ(u)||H⊗n||2p ≤ Cn
n∑
k=1
∑
λ∈Λ(n,k)
(
n
λ1, . . . , λk
) k∏
j=1
∣∣∣∣ ∣∣∣∣Dλju∣∣∣∣H⊗λj ∣∣∣∣2kp . (5.11)
Proof. By Lemma 5.3 and by the boundedness of derivatives of ρ, we see that
||Dnρ(u)||H⊗n ≤ C
n∑
k=1
∑
λ∈Λ(n,k)
(
n
λ1, . . . , λk
) k∏
j=1
∣∣∣∣Dλju∣∣∣∣H⊗λj ,
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where we have used the fact that |P(n, λ)| = ( n
λ1,...,λk
)
. Hence, by the Minkowski inequality and
the Ho¨lder inequality,
|| ||Dnρ(u)||H⊗n ||p ≤ C
n∑
k=1
∑
λ∈Λ(n,k)
(
n
λ1, . . . , λk
) k∏
j=1
∣∣∣∣ ∣∣∣∣Dλju∣∣∣∣H⊗λj ∣∣∣∣kp .
Finally, an application of the inequality (a1 + · · ·+ an)2 ≤ n(a21 + · · ·+ a2n) completes the proof
of Lemma 5.5.
Lemma 5.6. Suppose ρ ∈ C∞ with all derivatives bounded and let {u(t, x), t > 0, x ∈ R} be an
adapted process such that for each (t, x) fixed, u(t, x) is a smooth and cylindrical random variable.
Let
I(t, x) =
∫ t
0
∫
R
ρ(u(s, y))G(t− s, x− y)W (dsdy).
Denote
α = ((θ1, ξ1), . . . , (θn, ξn)) and
αˆk = ((θ1, ξ1), . . . , (θk−1, ξk−1), (θk+1, ξk+1), . . . (θn, ξn)).
(5.12)
Then
DnαI(t, x) =
n∑
k=1
Dn−1αˆk ρ(u(θk, ξk))G(t− θk, x− ξk)
+
∫ t
∨ni=1θi
∫
R
Dnαρ(u(s, y))G(t− s, x− y)W (dsdy).
(5.13)
Proof. It is clear that when n = 1,
D(θ1,ξ1)I(t, x) = ρ(u(θ1, ξ1))G(t− θ1, x− ξ1) +
∫ t
θ1
∫
R
D(θ1,ξ1)ρ(u(s, y))G(t− s, x− y)W (dsdy).
Assume (5.13) is true for all k = 1, · · ·n − 1. Now we consider the case when k = n. Let
α = ((θ1, ξ1), . . . , (θn−1, ξn−1)) and β = ((θ1, ξ1), . . . , (θn, ξn)). By the induction assumption,
DnβI(t, x) =D(θn,ξn)D
n−1
α X(t, x)
=D(θn,ξn)
n−1∑
k=1
Dn−2αˆk ρ(u(θk, ξk))G(t− θk, x− ξk)
+Dn−1α ρ(u(θn, ξn))G(t− θn, x− ξn)
+
∫ t
∨ni=1θi
∫
R
D(θn,ξn)D
n−1
α ρ(u(s, y))G(t− s, x− y)W (dsdy)
=
n∑
k=1
Dn−1
βˆk
ρ(u(θk, ξk))G(t− θk, x− ξk)
+
∫ t
∨ni=1θi
∫
R
Dnβρ(u(s, y))G(t− s, x− y)W (dsdy).
Hence, (5.13) is true for k = n. This proves Lemma 5.6.
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Now we are ready to prove part (3) or Proposition 5.1.
Proof of part (3) of Proposition 5.1. Fix some T > 0. Throughout the proof, we assume that
t ∈ [0, T ]. Let um(t, x) be the Picard approximations given in (5.3). We will prove by induction
that
sup
m∈N
||um(t, x)||n,p,S <∞, for all n ≥ 1 and all p ≥ 2. (5.14)
This result together with Lemma 2.6 implies that u(t, x) ∈ D∞S . Set H = L2(S). Notice that
||F ||pn,p,S = E(|F |p) +
n∑
k=1
E
(∣∣∣∣DkF ∣∣∣∣pH⊗k) .
Hence, it suffices to prove the following property by induction:
sup
m∈N
sup
(t,x)∈[0,T ]×R
|| ||Dnum(t, x)||H⊗n||p <∞, for all n ≥ 1 and all p ≥ 2. (5.15)
Fix an arbitrary p ≥ 2. Let
λ := 4
√
p(||ρ′||L∞(R) ∨ Lρ), K˜(t, x) = K2√pλ(t, x), KT := (1 ⋆K2√pλ)(T, x) ∨ 1.
It is clear that KT is a constant that does not depend on x.
Step 1. We first consider the case n = 1. We will prove by induction that
sup
(t,x)∈[0,T ]×R
|| ||Dum(t, x)||H||2p ≤ 4λ2K2T sup
(s,y)∈S
[
(1 + J20 (s, y)) + ((1 + J
2
0 ) ⋆ K˜)(s, y)
]
=: Θ,
(5.16)
where the constant Θ does not depend on m. Note that the above constant Θ is finite due to the
assumption on the initial data (5.2) and (2.14). It is clear that Dθ1,ξ1u0(t, x) ≡ 0 satisfies (5.16).
Suppose that (5.16) is true for k ≤ m. Now we consider the case k = m+ 1. Notice that
Dθ1,ξ1um+1(t, x) =ρ(um(θ1, ξ1))G(t− θ1, x− ξ1)
+
∫ t
θ1
∫
R
G(t− s, x− y)ρ′(um(s, y))Dθ1,ξ1um(s, y)W (dsdy).
For the first term, by the moment bounds for ||um(s, y)||p in (5.4), we see that
sup
(t,x)∈[0,T ]×R
E
[(∫∫
S
ρ(um(θ1, ξ1))
2G2(t− θ1, x− ξ)dθ1dξ1
)p/2]2/p
≤ sup
(t,x)∈[0,T ]×R
∫∫
S
||ρ(um(θ1, ξ1))||2pG2(t− θ1, x− ξ)dθ1dξ1
≤ λ2KT sup
(s,y)∈S
(
1 + ||um(s, y)||2p
)
≤ λ2KT sup
(s,y)∈S
[
(1 + J20 (s, y)) + ((1 + J
2
0 ) ⋆ K˜)(s, y)
]
=
Θ
4KT
.
30
Hence, applying the Burkholder-Davis-Gundy inequality to the second term, we obtain that
|| ||Dum+1(t, x)||H||2p ≤
Θ
2KT
+ 2λ2
∫ t
0
∫
R
G(t− θ1, x− ξ1)2 || ||Dum(θ1, ξ1)||H||2p dθ1dξ1. (5.17)
Therefore, by (2.17) with ς = 0,
|| ||Dum+1(t, x)||H||2p ≤
Θ
2KT
+
Θ
2KT
(1 ⋆ K˜)(T, x) = Θ
(
1
2KT
+
1
2
)
≤ Θ,
which proves (5.16) for m+ 1. One can conclude that (5.15) holds true for n = 1 .
Step 2. Assume that (5.15) holds for n − 1. Now we will prove that (5.14) is still true for n.
Similar to Step 1, we will prove by induction that for some constant Θ that does not depend on
m, it holds that
sup
(t,x)∈[0,T ]×R
|| ||Dnum(t, x)||H⊗n||2p < Θ. (5.18)
It is clear that Dnu0(t, x) ≡ 0 satisfies (5.18). Suppose that (5.18) is true for k ≤ m. Now we
consider the case k = m+ 1. By Lemma 5.6, we see that
Dnαum+1(t, x) =
n∑
k=1
Dn−1αˆk ρ(um(θk, ξk))G(t− θk, x− ξk)
+
∫ t
∨ni=1θi
∫
R
Dnαρ(um(s, y))G(t− s, x− y)W (dsdy);
see (5.12) for the notation for α and αˆk. Hence,
||Dnum+1(t, x)||H⊗n ≤
n∑
k=1
(∫∫
S
dθkdξk G
2(t− θk, x− ξk)
∣∣∣∣Dn−1ρ(um(θk, ξk))∣∣∣∣2H⊗(n−1))1/2
+
∣∣∣∣∣
∣∣∣∣∣
∫ t
∨ni=1θi
∫
R
Dnρ(um(s, y))G(t− s, x− y)W (dsdy)
∣∣∣∣∣
∣∣∣∣∣
H⊗n
.
Then by the Burkholder-Davis-Gundy inequality and (a1 + · · ·+ an)2 ≤ n(a21 + · · ·+ a2n),
|| ||Dnum+1(t, x)||H⊗n ||2p ≤Cn
∫∫
S
G2(t− s, x− y) ∣∣∣∣ ∣∣∣∣Dn−1ρ(um(s, y))∣∣∣∣H⊗(n−1)∣∣∣∣2p dsdy
+ Cn
∫ t
0
∫
R
G2(t− s, x− y) || ||Dnρ(um(s, y))||H⊗n ||2p dsdy
=:A1 + A2,
where Cn = n+ 1. By Lemma 5.5 and the induction assumption,
A1 ≤ CnKT sup
m∈N
sup
(s,y)∈[0,T ]×R
∣∣∣∣ ∣∣∣∣Dn−1ρ(um(s, y))∣∣∣∣H⊗(n−1)∣∣∣∣2p <∞.
Following the notation in [18], let
∆nα(ρ, u) := D
n
αρ(u)− ρ′(u)Dnαu
31
be all terms in the summation of Dnαρ(u) that have Malliavin derivatives of order less than or
equal to n− 1. Then
A2 ≤2λ2Cn
∫ t
0
∫
R
G2(t− s, x− y) || ||Dnum(s, y)||H⊗n||2p dsdy
+ 2Cn
∫ t
0
∫
R
G2(t− s, x− y) || ||∆n(ρ, um(s, y))||H⊗n ||2p dsdy
=:A2,1 + A2,2. (5.19)
By the induction assumption, we see that
A2,2 ≤ 2CnKT sup
m∈N
sup
(s,y)∈[0,T ]×R
|| ||∆n(ρ, um(s, y))||H⊗n ||2p <∞.
Therefore, for some constant C ′n > 0,
|| ||Dnum+1(t, x)||H⊗n ||2p ≤ C ′n + 2Cnλ2
∫ t
0
∫
R
G2(t− s, x− y) || ||Dnum(s, y)||H⊗n ||2p dsdy.
Comparing the above inequality with (5.17), we see that one can prove (5.18) by the same
arguments as those in Step 1. Therefore, we have proved (5.15), which completes the proof of
part (3) of Proposition 5.1.
Remark 5.7. In this remark, we point out why we need the above localized Malliavin analysis.
Actually, if ρ(t, x, u) = λu, then there is no need to resort to the localized Malliavin analysis.
One can prove that u(t, x) ∈ D∞ because ρ(n)(u) ≡ 0 for n ≥ 2. However, if ρ(t, x, u) is not
linear in the third argument, we are not able to prove that u(t, x) ∈ D∞ and we need to resort
to a larger space D∞S . The reason is explained as follows: Let HT = L2((0,∞)×R) and um(t, x)
be the Picard approximation of u(t, x) in (5.3). From (5.5), we see that
sup
m∈N
∣∣∣∣ ||Dum(t, x)||HT ∣∣∣∣2p ≤ ((1 + J20 ) ⋆ G)(t, x). (5.20)
Now for the Malliavin derivatives of order 2, the A2,2 term in (5.19) is bounded as
A2,2 ≤2C2 ||ρ′′||2L∞(R)
∫ t
0
∫
R
G2(t− s, x− y) ∣∣∣∣ ||Dum(s, y)||2HT ∣∣∣∣2p dsdy
≤C
∫ t
0
∫
R
G2(t− s, x− y) ∣∣∣∣ ||Dum(s, y)||HT ∣∣∣∣42p dsdy.
Then from (5.20), we see that a sufficient condition for A2,2 to be finite is(
(J20 ⋆ G)2 ⋆ G2
)
(t, x) <∞.
In general, for the Malliavin derivatives of all orders, one needs to impose the following condition(
(J20 ⋆ G)n ⋆ G2
)
(t, x) <∞, for all n ∈ N. (5.21)
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If the initial data is bounded, then supt>0,x∈R(J
2
0 ⋆ G)(t, x) <∞, which implies (5.21). However,
condition (5.21) is too restrictive for measure-valued initial data. For example, if the initial data
is the Dirac delta measure δ0(x), then J0(t, x) = G(t, x) and (J
2
0 ⋆G)(t, x) ∼ t1−2/αG(t, x). Thus,
(J20 ⋆ G)n(t, x) ∼ tn(1−2/α)Gn(t, x) ∼ tn(1−2/α)−(n−1)/αG(t, x) =: f(t, x),
and condition (5.21) can be written as (f ⋆ G2)(t, x) <∞. One can bound G2(t, x) by CG(t, x)
and the integral in the spatial variable can be evaluated using the semigroup property. As for
the integral in the time variable in the convolution f ⋆ G2, it is easy to verify that it is finite if
n(1− 2/α)− (n− 1)/α > −1 ⇐⇒ n < 1 + α
3− α.
Therefore, condition (5.21) is true only for n < (1 + α)/(3 − α), where the upper bound is a
number in (1, 3] since α ∈ (1, 2].
6 Existence and smoothness of density at a single point
In this section, we will first generalize the sufficient condition for the existence and smoothness
of density by Mueller and Nualart [13] from function-valued initial data to measure-valued initial
data; see Theorem 6.1 in Section 6.1. Then based on a stopping time argument, we establish the
necessary and sufficient condition (1.8) in Section 6.2.
6.1 A sufficient condition
In this subsection, we will prove the following theorem:
Theorem 6.1. Let u(t, x) be the solution to (1.1) starting from an initial measure µ that satisfies
(1.5). Assume that µ is proper at some point x0 ∈ R with a density function f over a neighborhood
(a, b) of x0. Suppose that ρ(0, x0, f(x0)) 6= 0 and that f is β-Ho¨lder continuous on (a, b) for some
β ∈ (0, 1). Then we have the following two statements:
(a) If ρ is differentiable in the third argument with bounded Lipschitz continuous derivative,
then for all t > 0 and x ∈ R, u(t, x) has an absolutely continuous law with respect to the
Lebesgue measure.
(b) If ρ is infinitely differentiable in the third argument with bounded derivatives, then for all
t > 0 and x ∈ R, u(t, x) has a smooth density.
We need one lemma regarding the SPDE (1.9). Recall that the constant Λ is defined in (1.10).
Lemma 6.2. Suppose that u0(x) is an Fθ-measurable process indexed by x ∈ R with θ ≥ 0 such
that u0(x) ∈ Lp(Ω) for all p ≥ 2 and x ∈ R, and∫
R
||u0(y)||2pG(t, x− y)dy < +∞, for all t > 0 and x ∈ R.
Then there is a unique solution u(t, x) to (1.9) starting from u0 with W˙ replaced by W˙θ. Moreover,
for all p ≥ 2 and T > 0, there is a finite constant C := Cp,T,Λ > 0 such that
||u(t, x)||2p ≤ C
∫
R
||u0(y)||2pG(t, x− y)dy < +∞, for all (t, x) ∈ [0, T ]× R. (6.1)
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Proof. Fix (t, x) ∈ [0, T ]×R and p ≥ 2. The proof of the existence and uniqueness of a solution
follows from the standard Picard iteration. Here we only show the bounds for ||u(t, x)||p. Note
that the moment formulas in [3] and [5] are for deterministic initial conditions. In the current
case, similar formulas hold due to the Lipschitz continuity of σ(t, x, z) uniformly in (t, x).
Note that the moment bound in (2.10) is for the case when the initial data are deterministic.
When initial data are random, we need to replace J20 (t, x) by
∣∣∣∣∫
R
u0(y)G(t, x− y)dy
∣∣∣∣2
p
. By
Minkowski’s inequality and Ho¨lder’s inequality,∣∣∣∣∣∣∣∣∫
R
u0(y)G(t, x− y)dy
∣∣∣∣∣∣∣∣2
p
≤
∫
R
||u0(y)||2pG(t, x− y)dy =: J∗(t, x). (6.2)
Hence, by (2.10),
||u(t, x)||2p ≤ CJ∗(t, x) + C
∫ t
0
ds
∫
R
dy G(t− s, x− y)2 ||u(s, y)||2p dsdy.
Then by Lemma 2.1,
||u(t, x)||2p ≤CJ∗(t, x) + C
∫ t
0
ds
(t− s)1/α
∫
R
dy G(t− s, x− y)
∫
R
dz G(s, y − z) ||u0(z)||2p
≤CJ∗(t, x) + C
∫ t
0
ds
(t− s)1/α
∫
R
dz G(t, x− z) ||u0(z)||2p
=C
(
1 +
∫ t
0
ds
(t− s)1/α
)
J∗(t, x)
which is finite because α > 1. This completes the proof of Lemma 6.2.
Proof of Theorem 6.1. Recall that ρ(u(t, x)) is a short-hand notation for ρ(t, x, u(t, x)). By
Proposition 5.1, we know that
Dθ,ξu(t, x) = ρ(u(θ, ξ))G(t− θ, x− ξ)
+
∫ t
θ
∫
R
G(t− s, x− y)ρ′(u(s, y))Dθ,ξu(s, y)W (ds, dy),
(6.3)
for 0 ≤ θ ≤ t and ξ ∈ R. By the assumptions on µ, for some constants a < b, we have that
1I[a,b](x)µ(dx) = f(x)dx, where f is a β-Ho¨lder continuous (and hence bounded) function n [a, b]
for some β ∈ (0, 1). Set S = [0, t]× [a, b].
For part (b), notice that Lemma 1.6 and part (3) of Proposition 5.1 imply that u(t, x) ∈ D∞S .
Denote
C(t, x) =
∫ t
0
∫ b
a
[Dθ,ξu(t, x)]
2 dξdθ. (6.4)
By Theorem 2.5, both parts (a) and (b) are proved once we can show E [C(t, x)−p] < ∞ for all
p ≥ 2.
Because ρ(0, x0, f(x0)) > 0, by the continuity we can find a
′ and b′ such that b′ − a′ ≤ 1,
[a′, b′] ⊆ [a, b] and ρ(0, x, f(x)) ≥ δ > 0 for all x ∈ [a′, b′]. Let ψ be a continuous function with
support [a′, b′] and 0 ≤ ψ(ξ) ≤ 1. Set
Yθ(t, x) :=
∫
R
Dθ,ξu(t, x)ψ(ξ)dξ. (6.5)
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Choose r ∈ (0, 1) and ǫ such that 0 < ǫr < t. Then
C(t, x) ≥
∫ t
0
dθ
∫
R
dξ ψ(ξ) [Dθ,ξu(t, x)]
2
≥
∫ t
0
(∫
R
Dθ,ξu(t, x)ψ(ξ)dξ
)2
dθ
=
∫ t
0
Y 2θ (t, x)dθ ≥
∫ ǫr
0
Y 2θ (t, x)dθ
≥ ǫrY 20 (t, x)−
∫ ǫr
0
∣∣Y 2θ (t, x)− Y 20 (t, x)∣∣ dθ.
Hence,
P (C(t, x) < ǫ) ≤ P
(
|Y0(t, x)| <
√
2 ǫ
1−r
2
)
+ P
(∫ ǫr
0
∣∣Y 2θ (t, x)− Y 20 (t, x)∣∣ dθ > ǫ)
=: P(A1) + P(A2).
In the following, we consider P(A1) and P(A2) separately in two steps.
Step 1. We first consider P(A1). By integrating both sides of (6.3) against ψ(ξ)dξ, we see
that Yθ(t, x) solves the following integral equation
Yθ(t, x) =
∫
R
ψ(ξ)ρ(u(θ, ξ))G(t− θ, x− ξ)dξ
+
∫ t
θ
∫
R
G(t− s, x− y)ρ′(u(s, y))Yθ(s, y)W (ds, dy), for t ≥ θ.
(6.6)
In particular, Y0(t, x) is a mild solution to the following SPDE
(
∂
∂t
− xDαδ
)
Y0(t, x) = ρ
′(u(t, x))Y0(t, x)W˙ (t, x), t > 0 , x ∈ R,
Y0(0, x) = ψ(x)ρ(0, x, f(x)).
(6.7)
Because for some δ′ > 0, ψ(x)ρ(0, x, f(x)) ≥ δ′ for all x ∈ [a′, b′], the assumption in Theorem 1.5
is satisfied. Hence, (1.11) implies that for all p ≥ 1, t > 0 and x ∈ R,
P(A1) ≤ Ct,x,p ǫp, for ǫ small enough. (6.8)
Step 2. Now we consider P (A2). For all t > 0, x ∈ R and for all q ≥ 1, we see by Chebyshev
inequality that
P(A2) ≤ ǫq(r−1) sup
(θ,x)∈[0,ǫr]×R
E
[|Yθ(t, x)− Y0(t, x)|2q]1/2 E [|Yθ(t, x) + Y0(t, x)|2q]1/2 .
We claim that
sup
(θ,x)∈[0,t]×R
E
[|Yθ(t, x)|2q] < +∞. (6.9)
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From (6.6), we see that Xθ(t, x) := Yθ(t + θ, x), t ≥ 0, solves the following SPDE
(
∂
∂t
− xDαδ
)
Xθ(t, x) = ρ
′(u(t, x))Xθ(t, x)W˙θ(t, x), t > 0 , x ∈ R,
Xθ(0, x) = ψ(x)ρ(θ, x, u(θ, x)),
(6.10)
where W˙θ(t, x) := W˙ (t+ θ, x) is a time-shifted white noise. By the linear growth condition (1.4)
of ρ and part (1) of Lemma 1.6, we see that for all t > 0 and x ∈ R,∫
R
||ψ(y)ρ(u(θ, y))||22q G(t, x− y)dy ≤ L2ρ
∫
R
ψ(y)
(
ς + ||u(θ, y)||22q
)
G(t, x− y)dy
≤ L2ρ
(
ς + sup
(s,y)∈[0,t]×[a′,b′]
||u(s, y)||22q
)
< +∞.
Hence, Lemma 6.2 implies that for θ ∈ [0, t], there is a solution to (6.10) with
sup
(θ,x)∈[0,t]×R
||Yθ(t, x)||22q = sup
(θ,x)∈[0,t]×R
||Xθ(t− θ, x)||22q < +∞,
which proves (6.9).
Now we consider the other term:
Yθ(t, x)− Y0(t, x) =
∫
R
ψ(ξ) [ρ(u(θ, ξ))G(t− θ, x− ξ)− ρ(u(0, ξ))G(t, x− ξ)] dξ
−
∫ θ
0
∫
R
G(t− s, x− y)ρ′(u(s, y))Y0(s, y)W (ds, dy)
+
∫ t
θ
∫
R
G(t− s, x− y)ρ′(u(s, y)) (Yθ(s, y)− Y0(s, y))W (ds, dy)
=:Ψ1 −Ψ2 +Ψ3. (6.11)
By the Lipschitz continuity and linear growth condition of ρ, for q ≥ 2 and some constant Cq > 0,
E
[|Ψ1|2q] ≤ Cq E
[∣∣∣∣∫
R
ψ(ξ)|u(θ, ξ)− u(0, ξ)|G(t− θ, x− ξ)dξ
∣∣∣∣2q
]
+ Cq L
2
ρ
∣∣∣∣∫
R
ψ(ξ) |G(t− θ, x− ξ)−G(t, x− ξ)| (ς +u(0, ξ)2)dξ
∣∣∣∣2q
=:CqΨ11 + Cq L
2
ρΨ12.
By the Minkowski inequality and the Ho¨lder continuity of u(t, x) (part (2) of Lemma 1.6),
Ψ11 ≤
(∫
R
ψ(ξ)G(t− θ, x− ξ) ||u(θ, ξ)− u(0, ξ)||2q dξ
)2q
≤ CK θ
qmin(α−1,β)
α .
As for Ψ12, applying Ho¨lder’s inequality twice, we see that
Ψ12 ≤
(∫
R
ψ(ξ)[G(t− θ, x− ξ)−G(t, x− ξ)]2 (1 + u(0, ξ)2)dξ
)q
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≤ sup
ξ∈[a′,b′]
(1 + f(ξ)2)q
(∫
R
[G(t− θ, x− ξ)−G(t, x− ξ)]2dξ
)q
≤C sup
ξ∈[a′,b′]
(1 + f(ξ)2)q θ
(α−1)q
α ,
where in the last step we have applied [5, Proposition 4.4] and C is a universal constant. There-
fore, for all q ≥ 1, there exists some constant Cµ,t,x,q > 0,
E
[|Ψ1|2q] ≤ Cµ,t,x,q θ qmin(α−1,β)α , for all θ ∈ (0, t].
As for Ψ2, set Λ := sup(t,x,z) |ρ′(t, x, z)|. Because the initial data for Y0(t, x) is a bounded function,
sup(s,y)∈[0,t]×R ||Y0(s, y)||2q <∞. By (2.9) and (2.4),
||Ψ2||22q ≤ Λ2Cq
∫ θ
0
ds
∫
R
dy G(t− s, x− y)2 ||Y0(s, y)||22q
≤ Λ2Cq sup
(s,y)∈[0,t]×R
||Y0(s, y)||22q
∫ θ
0
ds
∫
R
dy G(t− s, x− y)2
≤ Λ2CqC2a,δ sup
(s,y)∈[0,t]×R
||Y0(s, y)||22q
∫ θ
0
G˜(2(t− s), 0)ds
= Λ2CqC
2
a,δG˜(1, 0) sup
(s,y)∈[0,t]×R
||Y0(s, y)||22q
∫ θ
0
1
(2(t− s))1/αds
≤ Cθ1−1/α, for all θ ∈ (0, t].
Thus, for some constant C ′µ,t,x,q > 0,
E
[|Ψ2|2q] ≤ C ′µ,t,x,q θ (α−1)qα , for all θ ∈ (0, t].
Applying the Burkholder-Gundy-Davis inequality (2.10) to the Ψ3 in (6.11), we can write
||Yθ(t, x)− Y0(t, x)||22q ≤ Cq
(
||Ψ1||22q + ||Ψ2||22q
)
(6.12)
+ CqΛ
2
∫ t
θ
ds
∫
R
dy G2(t− s, x− y) ||Yθ(s, y)− Y0(s, y)||22q .
By (6.9), we know that gθ(t) := supx∈R ||Yθ(t, x)− Y0(t, x)||22q is well defined. Thus, we can write
inequality (6.12) as
gθ(t) ≤ CΛ,µ,q,x
(
θ
min(α−1,β)
α +
∫ t
θ
1
(t− s)1/α gθ(s)ds
)
.
By Gronwall’s lemma (see Lemma A.2), we see that
gθ(t) ≤ C∗Λ,µ,q,t,x θ
min(α−1,β)
α for all θ ∈ (0, t].
Therefore,
sup
0<θ≤ǫr, x∈R
E
[|Yθ(t, x)− Y0(t, x)|2q] ≤ CΛ,µ,q,t,x,r ǫ rqmin(α−1,β)α , (6.13)
37
and consequently, we have
P(A2) ≤ C ′Λ,µ,q,t,x,r ǫ(r−1)q+
rqmin(α−1,β)
2α , for all t > 0 and x ∈ R. (6.14)
Notice that
(r − 1) + rβ
2α
> 0 ⇒ r > 2α
2α+ β
∈ [0, 1), and
(r − 1) + r(α− 1)
2α
> 0 ⇒ r > 2α
3α− 1 ∈ [4/5, 1) for α ∈ (1, 2].
By choosing r such that,
2α
min(3α− 1, 2α+ β) < r < 1,
we see that (r − 1)q + rqmin(α−1,β)
2α
> 0 for all q ≥ 2.
Finally, Theorem 6.1 is proved by an application of Lemma A.1 with (6.14) and (6.8).
6.2 Proof of Theorem 1.1
Now we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. Recall that the solution u(t, x) to (1.1) is understood in the mild form
(2.7). Let I(t, x) be the stochastic integral part in (2.7), i.e., u(t, x) = J0(t, x) + I(t, x). Denote
t0 := inf
{
s > 0, sup
y∈R
|ρ (s, y, (G(s, ·) ∗ µ)(y))| 6= 0
}
.
If condition (1.7) is not satisfied, i.e., t ≤ t0, then I(t, x) ≡ 0, which implies that u(t, x) = J0(t, x)
is deterministic. Hence, u(t, x) doesn’t have a density. This proves one direction for both parts
(a) and (b).
Now we assume that condition (1.7) is satisfied, i.e., t > t0. By the continuity of the function
(0,∞)× R2 ∋ (t, x, z) 7→ ρ (t, x, (G(t, ·) ∗ µ)(x) + z) ∈ R,
we know that for some ǫ0 ∈ (0, t− t0) and some x0 ∈ R, it holds that
ρ (t0 + ǫ, y, (G(t0 + ǫ, ·) ∗ µ)(y) + z) 6= 0 (6.15)
for all (ǫ, y, z) ∈ (0, ǫ0)× [x0−ǫ0, x0+ ǫ0]× [−ǫ0, ǫ0]. Let τ be the stopping time defined as follows
τ := (t0 + ǫ0) ∧ inf
{
t > t0, sup
y∈[x0−ǫ0,x0+ǫ0]
|I(t, y)| ≥ ǫ0
}
.
Let W˙∗(t, x) = W˙ (t+ τ, x) be the time shifted space-time white noise (see (2.19)) and similarly,
let ρ∗(t, x, z) = ρ(t+τ, x, z). Let u∗(t, x) be the solution to the following stochastic heat equation
(
∂
∂t
− xDαδ
)
u∗(t, x) = ρ∗(t, x, u∗(t, x))W˙∗(t, x), t > 0 , x ∈ R,
u∗(0, x) = u(τ, x), x ∈ R.
(6.16)
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By the construction, we see that
sup
y∈[x0−ǫ0,x0+ǫ0]
|I(τ, y)| ≤ ǫ0.
Hence, property (6.15) implies that
ρ∗ (0, y, u(τ, y)) = ρ (τ, y, J0(τ, y) + I(τ, y)) 6= 0, for all y ∈ [x0 − ǫ0, x0 + ǫ0].
Notice that y 7→ u(τ, y) is β-Ho¨lder continuous a.s. for any β ∈ (0, 1/2). Therefore, we can
apply Theorem 6.1 to (6.16) to see that if ρ is differentiable in the third argument with bounded
Lipschitz continuous derivative, then u∗(t, x) has a conditional density, denoted as ft(x), that
is absolutely continuous with respect to the Lebesgue measure. Moreover, if ρ is infinitely
differentiable in the third argument with bounded derivatives, then this conditional density
x 7→ ft(x) is smooth a.s.
Finally, for any nonnegative continuous function g on R with compact support, it holds that
E [g(u(t, x))] = E [E [g(u(t, x))|Fτ ]]
= E [E [g(u∗(t− τ, x))|Fτ ]]
= E
[∫
R
g(x)ft−τ (x)dx
]
=
∫
R
g(x) E [ft−τ (x)] dx.
Therefore, if ρ is differentiable in the third argument with bounded Lipschitz continuous deriva-
tive, then u(t, x) has a density, namely E [ft−τ (x)], which is absolutely continuous with respect
to the Lebesgue measure. Moreover, if ρ is infinitely differentiable in the third argument with
bounded derivatives, then this density is smooth. This completes the proof of Theorem 1.1.
7 Smoothness of joint density at multiple points
In this section, we will establish both Theorem 1.2 and Theorem 1.3.
7.1 Proof of Theorem 1.2
Recall that ρ(u(t, x)) is a short-hand notation for ρ(t, x, u(t, x)). By taking the Malliavin deriva-
tive on both sides of (2.7), we see that
Dr,zu(t, x) =ρ(u(r, z))G(t− r, x− z) +Qr,z(t, x) (7.1)
for 0 ≤ r ≤ t and z ∈ R, where
Qr,z(t, x) :=
∫ t
r
∫
R
G(t− s, x− y)ρ′(u(s, y))Dr,zu(s, y)W (ds, dy). (7.2)
Let Sr,z(t, x) be the solution to the equation
Sr,z(t, x) = G(t− r, x− z) +
∫ t
r
∫
R
G(t− s, x− y)ρ′(u(s, y))Sr,z(s, y)W (ds, dy).
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Then
Ψr,z(t, x) := Dr,zu(t, x) = Sr,z(t, x)ρ(u(r, z)).
We first prove a lemma.
Lemma 7.1. For t ∈ (0, T ], x ∈ R and p ≥ 2, there exists a constant C > 0, which depends on
T , p, and supx∈R |ρ′(x)|, such that
||Sr,z(t, x)||2p ≤ C (t− r)−1/αG(t− r, x− z).
Proof. Let λ := supx∈R |ρ′(x)|. By the Burkholder-Gundy-Davis inequality (see (2.10)),
||Sr,z(t, x)||2p ≤ CpG(t− r, x− z)2 + Cpλ2
∫ t
r
ds
∫
R
dy G(t− s, x− y)2 ||Sr,z(s, y)||2p .
Denote f(θ, η) = ||Sr,z(θ + r, η + z)||2p. Then by setting θ = t − r and η = x − z, we see that f
satisfies the inequality
f(θ, η) ≤ CpG(θ, η)2 + Cpλ2
∫ θ
0
ds
∫
R
dy G(θ − s, η − y)2f(s, y).
Then the lemma is proved by an application of Proposition 2.2 of [3] in case of α = 2, or by
Proposition 3.2 of [5] in case of α ∈ (1, 2).
Proof of Theorem 1.2. Fix t > 0 and x1 < · · · < xd. Let ǫ0 > 0 such that
ǫ0 ≤ min(t/2, 1) and 2 ǫ
α−1
α(1+α)
0 < min
i,j
|xi − xj |. (7.3)
Choose a compact set K such that
⋃d
i=1
[
xi − ǫ1/α0 , xi + ǫ1/α0
]
⊆ K. Set S = [t/2, t] × K. The
localized Malliavin matrix of the random vector (u(t, x1), . . . , u(t, xd)) with respect to S is equal
to
σij := σij,S =
∫ t
t/2
dr
∫
K
dz Ψr,z(t, xi)Ψr,z(t, xj).
Hence, for any ξ ∈ Rd and any ǫ ∈ (0, ǫ0),
〈σξ, ξ〉 =
∫ t
t/2
dr
∫
K
dz
(
d∑
i=1
Ψr,z(t, xi)ξi
)2
≥
d∑
j=1
∫ t
t−ǫ
dr
∫ xj+ǫ1/α
xj−ǫ1/α
dz
(
d∑
i=1
Ψr,z(t, xi)ξi
)2
≥
d∑
j=1
∫ t
t−ǫ
dr
∫ xj+ǫ1/α
xj−ǫ1/α
dz Ψ2r,z(t, xj)ξ
2
j
+ 2
d∑
j=1
∑
i 6=j
∫ t
t−ǫ
dr
∫ xj+ǫ1/α
xj−ǫ1/α
dz Ψr,z(t, xj)ξjΨr,z(t, xi)ξi
40
=: I∗ǫ (ξ) + 2I
(1)
ǫ (ξ),
where we have applied the following inequality(
d∑
i=1
ai
)2
= a2j + 2
∑
i 6=j
aiaj +
(∑
i 6=j
ai
)2
≥ a2j + 2
∑
i 6=j
aiaj .
Then by the inequality (a+ b)2 ≥ 2
3
a2 − 2b2, from (7.1), we see that
I∗ǫ (ξ) ≥
2
3
d∑
j=1
∫ t
t−ǫ
dr
∫ xj+ǫ1/α
xj−ǫ1/α
dz ρ(u(r, z))2G(t− r, xj − z)2ξ2j
− 2
d∑
j=1
∫ t
t−ǫ
dr
∫ xj+ǫ1/α
xj−ǫ1/α
dz Q2r,z(t, xj)ξ
2
j
≥ 2
3
d∑
j=1
∫ t
t−ǫ
dr
∫ xj+ǫ1/α
xj−ǫ1/α
dz ρ(u(t, xj))
2G(t− r, xj − z)2ξ2j
− 2
3
d∑
j=1
∫ t
t−ǫ
dr
∫ xj+ǫ1/α
xj−ǫ1/α
dz
∣∣ρ(u(r, z))2 − ρ(u(t, xj))2∣∣G(t− r, xj − z)2ξ2j
− 2
d∑
j=1
∫ t
t−ǫ
dr
∫ xj+ǫ1/α
xj−ǫ1/α
dz Q2r,z(t, xj)ξ
2
j
=:
2
3
I(0)ǫ (ξ)−
2
3
I(2)ǫ (ξ)− 2I(3)ǫ (ξ).
Hence,
(det σ)1/d ≥ inf
|ξ|=1
〈σξ, ξ〉 ≥ 2
3
inf
|ξ|=1
I(0)ǫ (ξ)− 2
3∑
i=1
sup
|ξ|=1
|I(i)ǫ (ξ)|.
Now, we will consider each of the four terms separately.
Step 1. We first consider I
(0)
ǫ (ξ). Let γ and β be the constants in condition (1.8). Denote
fγ,β(x) := exp
{
−2β
[
log
1
|x| ∧ 1
]γ}
, for x ∈ R.
Notice that for |ξ| = 1, by (1.8), for some β > 0,
I(0)ǫ (ξ) ≥ l2ρ
d∑
j=1
∫ t
t−ǫ
dr
∫ xj+ǫ1/α
xj−ǫ1/α
dz fβ,γ(u(t, xj))G(t− r, xj − z)2ξ2j
≥ l2ρ
[
inf
x∈K
fβ,γ(u(t, x))
] d∑
j=1
∫ t
t−ǫ
dr
∫ xj+ǫ1/α
xj−ǫ1/α
dz G(t− r, xj − z)2ξ2j
= l2ρ
[
inf
x∈K
fβ,γ(u(t, x))
] d∑
j=1
∫ t
t−ǫ
dr
∫ ǫ1/α
−ǫ1/α
dz G(t− r, z)2ξ2j
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= l2ρ
[
inf
x∈K
fβ,γ(u(t, x))
]∫ t
t−ǫ
dr
∫ ǫ1/α
−ǫ1/α
dz G(t− r, z)2.
By the scaling property of G(t, x) (see (2.2)), we see that∫ t
t−ǫ
dr
∫ ǫ1/α
−ǫ1/α
dz G(t− r, z)2 =
∫ t
t−ǫ
dr (t− r)−1/α
∫
|y|≤ ǫ1/α
(t−r)1/α
dy G(1, y)2
≥
∫ t
t−ǫ
dr (t− r)−1/α
∫
|y|≤1
dy G(1, y)2
= Cǫ1−1/α.
Therefore,
inf
|ξ|=1
∣∣I(0)ǫ (ξ)∣∣ ≥ C0 ǫ1−1/α inf
x∈K
fβ,γ(u(t, x)).
Step 2. Now we consider I
(1)
ǫ (ξ). Because |ξi| ≤ 1, by Minkowski’s inequality, for p ≥ 2,∣∣∣∣∣
∣∣∣∣∣sup|ξ|=1 ∣∣I(1)ǫ (ξ)∣∣
∣∣∣∣∣
∣∣∣∣∣
p
≤
∣∣∣∣∣
∣∣∣∣∣
d∑
j=1
∑
i 6=j
∫ t
t−ǫ
dr
∫ xj+ǫ1/α
xj−ǫ1/α
dz|Ψr,z(t, xi)Ψr,z(t, xj)|
∣∣∣∣∣
∣∣∣∣∣
p
≤
d∑
j=1
∑
i 6=j
∫ t
t−ǫ
dr
∫ xj+ǫ1/α
xj−ǫ1/α
dz ||Ψr,z(t, xi)Ψr,z(t, xj)||p .
Set
Ct,K := sup
(s,y)∈[t/2,t]×K
∣∣∣∣ρ(u(s, y))2∣∣∣∣
2p
. (7.4)
By Ho¨lder’s inequality, for r ∈ (t− ǫ, t) ⊆ (t/2, t) and z ∈ K,
||Ψr,z(t, xi)Ψr,z(t, xj)||p ≤ Ct,K ||Sr,z(t, xi)||4p ||Sr,z(t, xj)||4p .
Then, by Lemma 7.1 and by Ho¨lder’s inequality,∫ t
t−ǫ
dr
∫ xj+ǫ1/α
xj−ǫ1/α
dz ||Ψr,z(t, xi)Ψr,z(t, xj)||p
≤C
∫ t
t−ǫ
dr (t− r)−1/α
∫ xj+ǫ1/α
xj−ǫ1/α
√
G(t− r, xi − z)G(t− r, xj − z)dz
≤C
∫ ǫ
0
dr r−1/α
(∫ xj+ǫ1/α
xj−ǫ1/α
G(r, xj − z)dz
)1/2(∫ xj+ǫ1/α
xj−ǫ1/α
G(r, xi − z)dz
)1/2
≤C
∫ ǫ
0
dr r−1/α
(∫ xj+ǫ1/α
xj−ǫ1/α
G(r, xi − z)dz
)1/2
.
Notice that for some constant C > 0 (see (4.2) of [5]),∫ xj+ǫ1/α
xj−ǫ1/α
G(r, xi − z)dz = r−1/α
∫ ǫ1/α
−ǫ1/α
G(1, r−1/α(xi − xj − z))dz
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≤ Cr−1/α
∫ ǫ1/α
−ǫ1/α
1
1 + [r−1/α|xi − xj − z|]1+αdz
= Cr
∫ ǫ1/α
−ǫ1/α
1
r1+1/α + |xi − xj − z|1+αdz.
Thanks to (7.3), for |z| ≤ ǫ1/α,
|xi − xj − z| ≥ |xi − xj | − |z| ≥ 2ǫ
α−1
α(1+α) − ǫ1/α = ǫ α−1α(1+α)
(
2− ǫ 2α(1+α)
)
≥ ǫ α−1α(1+α) .
Hence, ∫ xj+ǫ1/α
xj−ǫ1/α
G(r, xi − z)dz ≤ Cr
∫ ǫ1/α
−ǫ1/α
1
r1+1/α + ǫ1−1/α
dz
=
2Crǫ1/α
r1+1/α + ǫ1−1/α
≤ 2Crǫ
1/α
2
√
r1+1/αǫ1−1/α
= Cr
1
2
− 1
2α ǫ−
1
2
+ 3
2α ,
and ∫ t
t−ǫ
dr
∫ xj+ǫ1/α
xj−ǫ1/α
dz ||Ψr,z(t, xi)Ψr,z(t, xj)||p ≤ C ′ǫ−
1
4
+ 3
4α
∫ ǫ
0
r
1
4
− 1
4α r−
1
αdr = C ′′ǫ1−
1
2α .
Therefore, ∣∣∣∣∣
∣∣∣∣∣sup|ξ|=1 ∣∣I(1)ǫ (ξ)∣∣
∣∣∣∣∣
∣∣∣∣∣
p
≤ C ǫ1− 12α .
Step 3. Now we consider I
(2)
ǫ (ξ). Similarly,∣∣∣∣∣
∣∣∣∣∣sup|ξ|=1 ∣∣I(2)ǫ (ξ)∣∣
∣∣∣∣∣
∣∣∣∣∣
p
≤
d∑
j=1
∫ t
t−ǫ
dr
∫ xj+ǫ1/α
xj−ǫ1/α
dz
∣∣∣∣ρ(u(r, z))2 − ρ(u(t, xj))2∣∣∣∣pG(t− r, xj − z)2.
By the Ho¨lder regularities of the solution (see [6] for the case α ∈ (1, 2) and [4] for the case
α = 2), ∣∣∣∣ρ(u(r, z))2 − ρ(u(t, xj))2∣∣∣∣p ≤ Ct,K ((t− r)1−1/α + (z − xj)α−1) . (7.5)
Hence, ∫ t
t−ǫ
dr
∫ xj+ǫ1/α
xj−ǫ1/α
dz
∣∣∣∣ρ(u(r, z))2 − ρ(u(t, xj))2∣∣∣∣pG(t− r, xj − z)2
≤ C
∫ t
t−ǫ
dr
∫ xj+ǫ1/α
xj−ǫ1/α
dz
(
(t− r)1−1/α + ǫ1−1/α)G(t− r, xj − z)2
≤ C
∫ t
t−ǫ
dr
(
(t− r)1−1/α + ǫ1−1/α) ∫
R
dz G(t− r, xj − z)2
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≤ C
∫ t
t−ǫ
dr
(
(t− r)1−1/α + ǫ1−1/α) G˜(2(t− r), 0)
≤ C
∫ t
t−ǫ
dr
(
(t− r)1−1/α + ǫ1−1/α) (t− r)−1/α
= C ǫ2(1−1/α),
where we have used the fact (2.4). Therefore,∣∣∣∣∣
∣∣∣∣∣sup|ξ|=1 ∣∣I(2)ǫ (ξ)∣∣
∣∣∣∣∣
∣∣∣∣∣
p
≤ C ǫ2(1−1/α).
Step 4. Now we consider I
(3)
ǫ (ξ). Similarly,∣∣∣∣∣
∣∣∣∣∣sup|ξ|=1 ∣∣I(3)ǫ (ξ)∣∣
∣∣∣∣∣
∣∣∣∣∣
p
≤
d∑
j=1
∫ t
t−ǫ
dr
∫
R
dz
∣∣∣∣Q2r,z(t, xj)∣∣∣∣p .
Let λ := supx∈R |ρ′(x)|. By the Burkholder-Gundy-Davis inequality (see (2.9)),∣∣∣∣Q2r,z(t, xj)∣∣∣∣p = ||Qr,z(t, xj)||22p
≤ Cpλ2
∫ t
r
ds
∫
R
dy G(t− s, xj − y)2 ||ρ(u(r, z))Sr,z(s, y)||22p .
By Ho¨lder’s inequality, for r ∈ (t− ǫ, t) and z ∈ K,
||ρ(u(r, z))Sr,z(s, y)||2p ≤ C1/2t,K ||Sr,z(s, y)||4p ,
where the constant Ct,K is defined in (7.4). Hence, by Lemma 7.1,∣∣∣∣Q2r,z(t, xj)∣∣∣∣p ≤ C ∫ t
r
ds (s− r)−1/α
∫
R
dy G(t− s, xj − y)2G(s− r, y − z)
≤ C
∫ t
r
ds (s− r)−1/α(t− s)−1/α
∫
R
dy G(t− s, xj − y)G(s− r, y − z)
≤ C
∫ t
r
ds (s− r)−1/α(t− s)−1/αG(t− r, xj − z).
Then integrating over dz gives that∫ t
t−ǫ
dr
∫
R
dz
∣∣∣∣Q2r,z(t, xj)∣∣∣∣p ≤ C ∫ t
t−ǫ
dr
∫ t
r
ds (s− r)−1/α(t− s)−1/α
= C
∫ t
t−ǫ
dr (t− r)1−2/α
= Cǫ2(1−1/α).
Therefore, ∣∣∣∣∣
∣∣∣∣∣sup|ξ|=1 ∣∣I(3)ǫ (ξ)∣∣
∣∣∣∣∣
∣∣∣∣∣
p
≤ C ǫ2(1−1/α).
44
Step 5. Finally, by choosing
1 < η < min
(
2,
2α− 1
2(α− 1)
)
, (7.6)
we see that for all p > 1,
P
(
(det σ)1/d < ǫ(1−1/α)η
) ≤ P(2
3
inf
|ξ|=1
∣∣I(0)ǫ (ξ)∣∣ < 2ǫ(1−1/α)η)
+
3∑
i=1
P
(
2 sup
|ξ|=1
∣∣I(i)ǫ (ξ)∣∣ > 13ǫ(1−1/α)η
)
≤ P
(
inf
x∈K
fβ,γ(u(t, x)) < C
′
0 ǫ
(1−1/α)(η−1)
)
+
3∑
i=1
C ′iǫ
p(min(1− 12α ,2− 2α)−(1−1/α)η). (7.7)
Notice that for any θ and x ∈ (0, 1),
exp
{
−2β
[
log
1
x
]γ}
< θ ⇐⇒ x < exp
{
−(2β)−1/γ
[
log
1
θ
]1/γ}
.
Hence, as ǫ is small enough, for some constant C ′′0 > 0,
P
(
inf
x∈K
fβ,γ(u(t, x)) < C
′
0 ǫ
(1−1/α)(η−1)
)
= P
(
inf
x∈K
u(t, x) ∧ 1 < exp
{
−C ′′0
(
(1− 1/α)(η − 1)
2β
) 1
γ
[
log
1
ǫ
] 1
γ
})
= P
(
inf
x∈K
u(t, x) < exp
{
−C ′′0
(
(1− 1/α)(η − 1)
2β
) 1
γ
[
log
1
ǫ
] 1
γ
})
.
Then Theorem 1.5 implies that for some B > 0 which depends on α, β, η, γ, K and t, such that
P
(
inf
x∈K
fβ,γ(u(t, x)) < C
′
0 ǫ
(1−1/α)(η−1)
)
≤ exp
(
−B [log(1/ǫ)] 2−1/αγ
)
=: g(ǫ). (7.8)
Because γ ∈ (0, 2 − 1/α), limǫ↓0 g(ǫ) = 0. The above choice of η guarantees the following two
inequalities
min
(
1− 1
2α
, 2− 2
α
)
− (1− 1/α)η > 0 and (1− 1/α)(η − 1) > 0.
Hence,
lim
ǫ′↓0
P
(
(det σ)1/d < ǫ′
)
= 0,
that is, det σ > 0 a.s. By part (1) of Proposition 5.1 we know that u(t, x) ∈ D1,2. Therefore, we
can conclude from part (1) of Theorem 2.5 that part (a) of Theorem 1.2 is true.
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As for part (b), since our choice of S = [t/2, t]×K is a compact set away from t = 0, condition
(5.2) is satisfied. Hence, part (3) of Proposition 5.1 implies that u(t, x) ∈ D∞S . In order to apply
part (2) of Theorem 2.5, we still need to establish the existence of nonnegative moments of det σ.
Because γ ∈ (0, 2− 1/α), the function g(ǫ) defined in (7.8) goes to zero as ǫ tends to zero faster
than any ǫp with p ≥ 1. Thanks to (7.7), we can apply Lemma A.1 to see that E [(det σ)−p] <∞
for all p > 0. Part (b) of Theorem 1.2 is then proved by an application of Theorem 2.2 (b). This
completes the proof of Theorem 1.2.
7.2 Proof of Theorem 1.3
Proof of Theorem 1.3. The proof of Theorem 1.3 is similar to that of Theorem 1.2 with some
minor changes. Denote F = (u(t, x1), . . . , u(t, xd)) and
Ωc := {ω : ρ(u(t, xi, ω))2 > c, i = 1, . . . , d}, for c > 0.
Following the notation in the proof of Theorem 1.2, we need only to prove that
lim
ǫ→0+
ǫ−kP
(
(det σ)1/d < ǫ, Ωc
)
= 0, for all c > 0 and k ∈ N.
Now fix an arbitrary c > 0. In Step 1 in the proof of Theorem 1.2, we bound I
(0)
ǫ (ξ) simply as
follows
I(0)ǫ (ξ) ≥ c l2ρ
d∑
j=1
∫ t
t−ǫ
dr
∫ xj+ǫ1/α
xj−ǫ1/α
dz G(t− r, xj − z)2ξ2j ≥ Cǫ1−1/α a.s. on Ωc
The upper bounds for I
(i)
ǫ (ξ), i = 1, 2, 3, are the same as those in Steps 2-4 of the proof of
Theorem 1.2. Then by the same choice of η as that in Step 5 of the proof of Theorem 1.2,
P
(
(det σ)1/d < ǫ(1−1/α)η , Ωc
) ≤ P(2
3
inf
|ξ|=1
∣∣I(0)ǫ (ξ)∣∣ < 2ǫ(1−1/α)η , Ωc)
+
3∑
i=1
P
(
2 sup
|ξ|=1
∣∣I(i)ǫ (ξ)∣∣ > 13ǫ(1−1/α)η
)
.
Then the remaining part of proof is the same as that in Step 5 of the proof of Theorem 1.2. This
completes the proof of Theorem 1.3.
Remark 7.2. In Hu et al [9], the smoothness of density is studied for a general class of the second
order stochastic partial differential equations with a centered Gaussian noise that is white in time
and homogeneous in space; see Section A.2 for a brief account of these results. Our equation
here falls into this class. The main contribution of Theorem 1.3 is the measure-valued initial
condition. Actually, if initial data is bounded, one can prove Theorem 1.3 through verifying
conditions (H1)–(H4) of Theorem A.8 and Remark A.9. In our current case, the correlation
function f in (A.18) is the Dirac delta function δ0. (H1) is true because∫ T
0
∫
R
|FG(t, ·)(ξ)|2dξdt = C
∫ T
0
∫
R
G(t, x)2dxdt = CT 1−1/α <∞,
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and supt∈[0,T ]
∫
R
G(t, x)dx ≡ 1. (H2) is true thanks to Theorem 1.6 of [6] with κ1 := (1−α)/(2α)
and κ2 := (α − 1)/2. Because
∫ ǫ
0
dr
∫
R
dx G(t, x)2 = Cǫ1−1/α, (H3) is satisfied with any ǫ0 > 0
and η := 1− 1/α > 0. Finally, for (H4), for any ǫ > 0,∫ ǫ
0
dr rκ1
∫
R
dx G(r, x)2 = C
∫ ǫ
0
rκ1−1/αdr = Cǫ1+κ1−1/α = Cǫ3(α−1)/(2α),
from where we can choose any ǫ1 > 0 and η1 := 3(α− 1)/(2α) > η. Since by (2.4) and (2.3), for
w 6= 0, ∫ ǫ
0
dr
∫
R
dx G(r, x)G(r, w + x) ≤ C
∫ ǫ
0
dr
∫
R
dx G˜(r, x)G˜(r, w + x)
= C
∫ ǫ
0
G˜(r, w)dr = C
∫ ǫ
0
r−1/αG˜
(
1,
w
r1/α
)
dr
= C
∫ ǫ
0
r−1/α
1
1 + |w|1+αr−(1+α)/αdr
= C
∫ ǫ
0
r
r1+1/α + |w|1+αdr ≤
C
|w|1+α ǫ
2,
we can choose any ǫ2 > 0 and η2 := 2 > η. Finally, because
xκ2G(t, x) ≤ Ct−1/α x
(α−1)/2
1 + |x|1+αt−(1+1/α) = Ct
(α−3)/(2α) sup
y>0
y(α−1)/2
1 + y1+α
≤ Ct(α−3)/(2α),
where we have used the fact that 0 < (α− 1)/2 < 1 + α, we see that∫ ǫ
0
dr
∫
R
dx xκ2G(r, x)G(r, w + x) ≤ C
∫ ǫ
0
dr r(α−3)/(2α)
∫
R
dx G(r, w + x)
= C
∫ ǫ
0
dr r(α−3)/(2α) = Cǫ3(α−1)/(2α).
Therefore, one can choose any ǫ3 > 0 and η3 := η1 = 3(α − 1)/(2α) > η. With this, we have
verified all conditions (H1)–(H4) of Theorem 3.1 and Remark 3.2 in [9].
8 Strict positivity of density
We will first establish two general criteria for the strict positivity of the density in Section 8.1.
Then we will prove Theorem 1.4 in Section 8.2 by verifying these two criteria. Some technical
lemmas are gathered in Section 8.3.
We first introduce some notation. We will use bold letters to denote vectors. Denote
|x| :=
√
x21 + · · ·+ x2d,
for x ∈ Rd and
||A|| :=
(
d∑
i1,...,im=1
A2i1,...,im
)1/2
47
for A ∈ (Rd)⊗m and m ≥ 2 (i.e., the Frobenius norm when m = 2).
Recall that W = {Wt, t ≥ 0} can be viewed as a cylindrical Wiener process in the Hilbert
space L2(R) with the covariance given by (2.6). Let h = (h1, . . . , hd) ∈ L2(R+ × R)d and
z = (z1, . . . , zd) ∈ Rd. Define a translation of Wt, denoted by Ŵt, as follows:
Ŵt(g) := Wt(g) +
d∑
i=1
zi
∫ t
0
∫
R
hi(s, y)g(y)dsdy, for any g ∈ L2(R). (8.1)
Then
{
Ŵt, t ≥ 0
}
is a cylindrical Wiener process in L2(R) on the probability space (Ω,F , P̂),
where
dP̂
dP
= exp
(
−
d∑
i=1
zi
∫ ∞
0
∫
R
hi(s, y)W (ds, dy)− 1
2
d∑
i=1
z2i
∫ ∞
0
∫
R
|hi(s, y)|2dsdy
)
.
For any predictable process Z ∈ L2(Ω× R+;L2(R)), we have that∫ ∞
0
∫
R
Z(s, y)Ŵ (ds, dy) =
∫ ∞
0
∫
R
Z(s, y)W (ds, dy) +
d∑
i=1
zi
∫ ∞
0
∫
R
Z(s, y)hi(s, y)dsdy.
In the following, we write
∑d
i=1 zih
i(s, y) =: 〈z,h(s, y)〉. Let ûz(t, x) be the solution to (1.1) with
respect to Ŵ , that is,
ûz(t, x) = J0(t, x) +
∫ t
0
∫
R
G(t− s, x− y)ρ(ûz(s, y))W (ds, dy)
+
∫ t
0
∫
R
G(t− s, x− y)ρ(ûz(s, y)) 〈z,h(s, y)〉dsdy.
(8.2)
Then, the law of u(t, x) under P coincides with the law of ûz(t, x) under P̂.
8.1 Two criteria for strict positivity of densities
We first state a technical lemma, which can be found in [1, Lemma 3.2] or [14, Lemma 4.2.1].
Lemma 8.1. For any β1 > 0, β2 > 0 and κ > 0, there exist nonnegative constants R and α such
that any mapping g : Rd 7→ Rd that satisfies
(1) | det g′(0)| ≥ 1/β1
(2) sup|z|≤κ (|g(z)|+ ||g′(z)||+ ||g′′(z)||) ≤ β2
is a diffeomorphism from a neighborhood of zero contained in the ball B(0, R) onto the ball
B(g(0), α).
To each z ∈ Rd and h ∈ L2(R+ × R)d, let Ŵ zt be the translation of Wt with respect to
z and h defined by (8.1). As a consequence of Lemma 2.1.4 in [15], for any d-dimensional
random vector F , measurable with respect to W , with each component of F belonging to D3,2,
both ∂zF (Ŵ
z) and ∂2zF (Ŵ
z) exist and are continuous with respect to z. We shall explain the
continuity. Fix i ∈ {1, . . . , d} and set g = ∑j 6=i zjhj . By Lemma 2.1.4 of [15], we have that
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F (Ŵ z) = F 〈z,h〉 and
{
F 〈z,h〉 = F zihi+g, zi ∈ R
}
has a version that is absolutely continuous with
respect to the Lebesgue measure on R and ∂ziF
〈z,h〉 = 〈DF, hi〉〈z,h〉H , where H = L2(R). Now
fix another i′ ∈ {1, . . . , d} and set g′ = ∑j 6=i′ zjhj. Another application of Lemma 2.1.4 of [15]
shows that {
∂ziF
〈z,h〉 = 〈DF, hi〉zi′hi′+g
′
H , zi′ ∈ R
}
has a version that is absolutely continuous with respect to the Lebesgue measure on R and
∂2zi,zi′F
〈z,h〉 =
〈
D2F, hi ⊗ hi′
〉(zihi+g)⊗(zi′hi′+g′)
H⊗2
.
Since F ∈ D3,2, one can apply Lemma 2.1.4 of [15] for a third time to show that for any
i′′ ∈ {1, . . . , d} there is a continuous version of zi′′ 7→ ∂2zi,zi′F 〈z,h〉. Therefore, both ∂zF (Ŵ z) and
∂2zF (Ŵ
z) exist and are continuous.
The following theorem is an extension of Theorem 3.3 by Bally and Pardoux [1]. The difference
is that we include a conditional probability in (8.4) below, which is necessary in order to deal
with the parabolic Anderson model.
Theorem 8.2. Let F be a d-dimensional random vector measurable with respect to W , such that
each component of F is in D3,2. Assume that for some f ∈ C(Rd) and for some open subset Γ
of Rd, it holds that
1IΓ(y)
[
P ◦ F−1] (dy) = 1IΓ(y)f(y)dy.
Fix a point y∗ ∈ Γ. Suppose that there exists a sequence {hn}n∈N ⊆ L2(R+ × R)d such that the
associated random field φn(z) = F (Ŵ
z,n) satisfies the following two conditions.
(i) There are constants c0 > 0 and r0 > 0 such that for all r ∈ (0, r0], the following limit holds
true:
lim inf
n→∞
P
(
|F − y∗| ≤ r and | det ∂zφn(0)| ≥ 1
c0
)
> 0. (8.3)
(ii) There are some constants κ > 0 and K > 0 such that
lim
n→∞
P
(
sup
|z|≤κ
||φn(z)||C2 ≤ K
∣∣∣∣∣ |F − y∗| ≤ r0
)
= 1, (8.4)
where
||φn(z)||C2 := |φn(z)|+ ||∂zφn(z)||+
∣∣∣∣∂2zφn(z)∣∣∣∣ .
Then f(y∗) > 0.
Proof. Fix y∗ ∈ Γ, κ, r0, c0 and K. Denote
Ωr,n :=
{
ω : |F − y∗| ≤ r, | det ∂zφn(0)| ≥ 1
c0
, sup
|z|≤κ
||φn(z)||C2 ≤ K
}
.
By applying Lemma 8.1 with β1 = c0 and β2 = K, we see that there exist α > 0 and R > 0 such
that for all ω ∈ Ωr,n and n ∈ N, the mapping z 7→ φn(z, ω) is a diffeomorphism between an open
neighborhood Vn(ω) of 0 in R
d, contained in some ball B(0, R), and the ball B(F (ω), α). When
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applying Lemma 8.1, by restricting to smaller neighborhoods (reducing values of R and α) when
necessary, we can and do assume that
|det ∂zφn(z, ω)| ≥ 1
2c0
, for all z ∈ Vn(ω) and ω ∈ Ωr0,n, n ∈ N. (8.5)
Denote r = r0 ∧ (α/2).
We claim that
lim inf
n→∞
P (Ωr,n) > 0. (8.6)
To see this, denote
A =
{
|F − y∗| ≤ r
}
, Bn =
{
| det ∂zφn(0)| ≥ 1
c0
}
, Cn =
{
sup
|z|≤κ
||φn(z)||C2 ≤ K
}
.
Notice that P (A) > 0 and
P (Bn ∩ Cn
∣∣A) = 1− P (Bcn ∪ Ccn∣∣A)
≥ 1− P (Bcn
∣∣A)− P (Ccn∣∣A)
= P (Bn
∣∣A) + P (Cn∣∣A)− 1 .
From conditions (8.3) and (8.4), we see that
lim inf
n→∞
P (Bn ∩ Cn
∣∣A) ≥ lim inf
n→∞
P (Bn
∣∣A) + lim inf
n→∞
P (Cn
∣∣A)− 1
= lim inf
n→∞
P (Bn
∣∣A) > 0.
This proves (8.6). Hence, there exists an m (= mr) ∈ N such that
P (Ωr,m) > 0.
By (8.5), we have that
Ωr,m ⊆ Ωr0,m ⊆
{
|det ∂zφm(z, ω)| ≥ 1
2c0
}
. (8.7)
From Girsanov’s theorem, (
P ◦ F−1) (dz) = ρm(z) (P ◦ φ−1m ) (dz),
where
ρm(z) = exp
(
〈z,W (hm)〉 − 1
2
d∑
i=1
z2i
∣∣∣∣him∣∣∣∣2L2(R+×R)
)
.
Let G(x) = (2π)−d/2 exp (−|x|2/2) for x ∈ Rd. Then for all g ∈ C∞b (Rd;R+),
E [g(F )] =
∫
Rd
E [g(F )]G(x)dx
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=∫
Rd
E [ρm(x)g(φm(x))]G(x)dx
≥ E
[∫
Rd
ρm(x)g(φm(x))G(x)dx; Ωr,m
]
≥ E
[∫
Vm
ρm(x)g(φm(x))G(x)dx; Ωr,m
]
.
Thanks to (8.7), we see that
E [g(F )] ≥ E
[∫
B(F,α)
g(y)
(
G ρm
| det ∂zφm|
)(
φ−1m (y)
)
dy; Ωr,m
]
≥
∫
Rd
g(y)θ(y)dy,
where
θ(y) = E
[
ϕ(|F − y|) min
(
1,
(
G ρm
| det ∂zφm|
)(
φ−1m (y)
))
; Ωr,m
]
,
and ϕ : R+ 7→ [0, 1] is a continuous function such that
1I[0,r](t) ≤ ϕ(t) ≤ 1I[0,α](t).
By the construction of θ, we see that θ(y∗) > 0. Because the function
R
d ∋ y 7→ ϕ(|F − y|) min
(
1,
(
G ρm
| det ∂zφm|
)(
φ−1m (y)
))
is continuous a.s. on Ωr,m and is bounded by 1, the dominated convergence theorem implies that
θ is a continuous function. Finally, we see that for all g ∈ C∞b (Rd;R+) with y∗ ∈ supp (g) ⊂ Γ,∫
Rd
g(y)f(y)dy = E[g(F )] ≥
∫
Rd
g(y)θ(y)dy > 0,
which implies that f(y∗) > 0. This completes the proof of Theorem 8.2.
8.2 Proof of Theorem 1.4
Proof of Theorem 1.4. Choose and fix an arbitrary final time T . We will prove Theorem 1.4 for
t = T . Throughout the proof, we fix κ > 0 and assume that |z| ≤ κ and t ∈ (0, T ]. Without loss
of generality, one may assume that T > 1 in order that T − 2−n > 0 for all n ≥ 1. Otherwise
we simply replace all “n ≥ 1” in the proof below by “n ≥ N” for some large N > 0. The proof
consists of three steps.
Step 1. For n ≥ 1, define hn as follows:
hin(s, y) := cn1I[T−2−n,T ](s)1I[xi−2−n,xi+2−n](y), for 1 ≤ i ≤ d, (8.8)
where
c−1n =
∫ T
T−2−n
ds
∫ xi+2−n
xi−2−n
dy G(T − s, xi − y) =
∫ 2−n
0
ds
∫ 2−n
−2−n
dy G(s, y). (8.9)
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Lemma 8.4 below implies that for some universal constant C > 0,
cn ≤ C2n(2−1/α), for all n ≥ 1. (8.10)
See (8.26) below for an explicit formula for cn when α = 2.
Let Ŵ nz be the cylindrical Wiener process translated by hn and z = (z1, . . . , zd). Let
{ûnz(t, x), (t, x) ∈ (0, T ] × R} be the random field shifted with respect to Ŵ nz , i.e., ûnz(t, x)
satisfies the following equation:
ûnz(t, x) = J0(t, x) +
∫ t
0
∫
R
G(t− s, x− y)ρ(ûnz(s, y))W (ds, dy)
+
∫ t
0
∫
R
G(t− s, x− y)ρ(ûnz(s, y)) 〈z,hn(s, y)〉dsdy.
(8.11)
For x ∈ R, denote the gradient vector and the Hessian matrix of ûnz(t, x) by
ûn,iz (t, x) := ∂zi û
n
z(t, x) and û
n,i,k
z (t, x) := ∂
2
zizk
ûnz(t, x), (8.12)
respectively. From (8.11), we see that
ûnz(s, y) = u(s, y) for s ≤ T − 2−n and y ∈ R.
Hence, {ûn,iz (t, x), (t, x) ∈ (0, T ]× R} satisfies
ûn,iz (t, x) =θ
n,i
z (t, x)
+ 1I{t>T−2−n}
∫ t
T−2−n
∫
R
G(t− s, x− y)ρ′(ûnz(s, y))ûn,iz (s, y)W (ds, dy)
+
∫ t
0
∫
R
G(t− s, x− y)ρ′(ûnz(s, y))ûn,iz (s, y) 〈z,hn(s, y)〉dsdy,
(8.13)
where
θn,iz (t, x) =
∫ t
0
∫
R
G(t− s, x− y)ρ(ûnz(s, y))hin(s, y)dsdy. (8.14)
Similarly, {ûn,i,kz (t, x), (t, x) ∈ (0, T ]× R} satisfies
ûn,i,kz (t, x) =θ
n,i,k
z (t, x) +
∫ t
0
∫
R
G(t− s, x− y)ρ′(ûnz(s, y))ûn,iz (s, y)hkn(s, y)dsdy
+ 1I{t>T−2−n}
∫ t
T−2−n
∫
R
G(t− s, x− y)ρ′′(ûnz(s, y))ûn,iz (s, y)ûn,kz (s, y)W (ds, dy)
+
∫ t
0
∫
R
G(t− s, x− y)ρ′′(ûnz(s, y))ûn,iz (s, y)ûn,kz (s, y) 〈z,hn(s, y)〉dsdy
+ 1I{t>T−2−n}
∫ t
T−2−n
∫
R
G(t− s, x− y)ρ′(ûnz(s, y))ûn,i,kz (s, y)W (ds, dy)
+
∫ t
0
∫
R
G(t− s, x− y)ρ′(ûnz(s, y))ûn,i,kz (s, y) 〈z,hn(s, y)〉dsdy, (8.15)
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where
θn,i,kz (t, x) := ∂zkθ
n,i
z (t, x) =
∫ t
0
∫
R
G(t− s, x− y)ρ′(ûnz(s, y))ûn,kz (s, y)hin(s, y)dsdy. (8.16)
Note that the second term on the right-hand side of (8.15) is equal to θn,k,iz (t, x).
Denote∣∣∣∣{ûnz(t, xi)}1≤i≤d∣∣∣∣C2
=
∣∣{ûnz(t, xi)}1≤i≤d∣∣+ ∣∣∣∣∣∣{ûn,iz (t, xj)}1≤i,j≤d∣∣∣∣∣∣ + ∣∣∣∣∣∣{ûn,i,kz (t, xj)}1≤i,j,k≤d∣∣∣∣∣∣ . (8.17)
Suppose that y ∈ Rd belongs to the interior of the support of the joint law of
(u(T, x1), . . . , u(T, xd))
and ρ(yi) 6= 0 for all i = 1, . . . , d. By Theorem 8.2, Theorem 1.4 is proved once we show that
there exist some positive constants c1, c2, r0, and κ such that the following two conditions are
satisfied:
lim inf
n→∞
P
(∣∣{u(T, xi)− yi}1≤i≤d∣∣ ≤ r and ∣∣∣det [{ûn,i0 (T, xj)}1≤i,j≤d]∣∣∣ ≥ c1
)
> 0, (8.18)
for all r ∈ (0, r0], and
lim
n→∞
P
(
sup
|z|≤κ
∣∣∣∣{ûnz(T, xi)}1≤i≤d∣∣∣∣C2 ≤ c2
∣∣∣∣∣ ∣∣{u(T, xi)− yi}1≤i≤d∣∣ ≤ r0
)
= 1. (8.19)
These two conditions are verified in the following two steps.
Step 2. Let y be a point in the intersection of {ρ 6= 0}d and the interior of the support of the
joint law of (u(T, x1), . . . , u(T, xd)). Then there exists r0 ∈ (0, 1) such that for all 0 < r ≤ r0,
P
({
(u(T, x1), . . . , u(T, xd)) ∈ B(y, r)
}
∩
{ d∏
i=1
|ρ(u(T, xi))| ≥ 2c0
})
> 0,
where
c0 =
1
2
inf
(z1,...,zd)∈B(y,r0)
d∏
i=1
|ρ(zi)| .
Due to (8.79) below, it holds that
lim
n→∞
det
[{
ûn,i0 (T, xj)
}
1≤i,j≤d
]
=
d∏
i=1
ρ (u(T, xi)) a.s.
Hence, by denoting
A :=
{
(u(T, x1), . . . , u(T, xd)) ∈ B(y, r)
}
,
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D :=
{ d∏
i=1
|ρ(u(T, xi))| ≥ 2c0
}
,
En :=
{∣∣∣∣∣det [{ûn,i0 (T, xj)}1≤i,j≤d]−
d∏
i=1
ρ (u(T, xi))
∣∣∣∣∣ < c0
}
, and
Gn :=
{ ∣∣det [{ûn,i0 (T, xj)}1≤i,j≤d]∣∣ ≥ c0},
we see that
P (A ∩Gn) ≥ P (A ∩D ∩ En)→ P(A ∩D) > 0, as n→∞.
Therefore,
lim inf
n→∞
P
({
(u(T, x1), . . . , u(T, xd)) ∈ B(y, r)
}
∩
{ ∣∣det [{ûn,i0 (T, xj)}1≤i,j≤d]∣∣ ≥ c0}) > 0,
which proves condition (8.18).
Step 3. From (8.17), we see that
∣∣∣∣{ûnz(T, xi)}1≤i≤d∣∣∣∣C2 ≤ d∑
i=1
|ûnz(T, xi)|+
d∑
i,j=1
|ûn,iz (T, xj)|+
d∑
i,j,k=1
|ûn,i,kz (T, xj)|.
By Proposition 8.11 below, there exists some constant Kr0 independent of n such that
lim
n→∞
P
(
sup
|z|≤κ
∣∣∣∣{ûnz(T, xi)}1≤i≤d∣∣∣∣C2 ≤ Kr0
∣∣∣∣∣ |{u(T, xi)− yi}1≤i≤d| ≤ r0
)
= 1,
where κ is fixed as at the beginning of the proof. Therefore, condition (8.19) is also satisfied.
This completes the proof of Theorem 1.4.
8.3 Technical propositions
In this part, we will prove three Propositions 8.3, 8.6 and 8.11 in three Subsections 8.3.1, 8.3.2
and 8.3.3, respectively. Throughout this section, we fix a final time T and we assume that T ≥ 1
for our convenience.
8.3.1 Properties of the function Ψin(t, x)
For t ∈ (0, T ] and x ∈ R, denote
Ψin(t, x) :=
∫ t
0
∫
R
G(t− s, x− y)hin(s, y)dsdy,
Ψn(t, x) :=
∫ t
0
∫
R
G(t− s, x− y) 〈1,hn(s, y)〉dsdy,
(8.20)
where 1 = (1, . . . , 1) ∈ Rd. The aim of this subsection is to prove the following proposition.
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Proposition 8.3. For i ∈ {1, . . . , d}, the following properties for the functions Ψin(t, x) hold:
(1) The function t 7→ Ψin(t, x) is nondecreasing and
0 ≤ Ψin(t, x) ≤ C (1−min((T − t)2n, 1))1−1/α , for all (t, x) ∈ [0, T ]× R. (8.21)
(2) For all (t, x) ∈ (0, T ]× R and n ∈ N, it holds that
Ψin(t, x) ≤ Ψin(T, x) ≤ CΨin(T, xi) and Ψin(T, xi) = 1. (8.22)
(3) If x 6= xi, then
Ψin(T, x) ≤ Cx 2−n(1+1/α) → 0, as n→∞. (8.23)
(4) For all (t, x) ∈ (0, T ]× R and n ∈ N,∫ t
0
∫
R
(t− s)−1/αG(t− s, x− y)Ψin(s, y)dsdy ≤ C2−n(1−1/α), (8.24)
where the constant C does not depend on t, x, n and i.
See Figure 1 for some graphs of this function Ψn(t, x).
(a) n = 1 (b) n = 2 (c) n = 3
Figure 1: Ψn(t, x) with α = 2, d = 1, T = 1 and x1 = 0 for t ∈ [0.45, 1] and x ∈ [−2, 2].
We need one lemma.
Lemma 8.4. If α ∈ [1, 2], then there exists some constant C = C(α, δ) > 0 such that∫ t
0
ds
∫ t
−t
dy G(s, y) ≥ Ct2−1/α for all t ∈ (0, 1].
Proof. Denote the integral by It. When α 6= 2, by (2.2) and (2.3),
It =
∫ t
0
ds
∫ t
−t
dy s−1/αG(1, s−1/αy)
≥ C
∫ t
0
ds
∫ t
−t
dy s−1/α
1
1 + [s−1/α|y|]1+α
≥ 2C
∫ t
0
ds
∫ t
0
dy s−1/α
1
1 + [s−1/αt]1+α
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= 2Ct
∫ t
0
s
s1+1/α + t1+α
ds
≥ 2Ct
∫ t
0
s
t1+1/α + t1+α
ds
=
Ct2
t1/α + tα
≥ C
2
t2−1/α,
where in the last step we have used the fact that t ∈ (0, 1] and α ≥ 1. When α = 2,
It =
∫ t
0
ds
∫ t
−t
dy
1√
4πs
e−
y2
4s ≥ 2t
∫ t
t/2
e−
t2
4s√
4πs
ds ≥ 2t
∫ t
t/2
e−
t2
4(t/2)
√
4πt
ds ≥ Ct3/2.
This completes the proof of Lemma 8.4.
Remark 8.5. Even though the explicit expression for the double integral in Lemma 8.4 as a
function of t is not needed in our later proof, it is interesting to evaluate this double integral in
some special case. Actually, when α = 2, it is proved in Lemma A.7 with ν = 2 that∫ t
0
ds
∫ t
−t
dy G(s, y) = t
(
(t + 2)Φ
(√
t/2
)
− t+
√
2
π
e−t/4
√
t/2− 1
)
, (8.25)
where Φ(x) =
∫ x
−∞(2π)
−1/2e−y
2/2dy. By setting t = 2−n, we obtain an explicit expression for cn
defined in (8.9)
cn = 2
−n
(
(2−n + 2)Φ
(
2−
1+n
2
)
− 2−n +
√
2
π
e−2
−n−2
2−
1+n
2 − 1
)
=
2√
π
2−
3n
2 − 1
2
2−2n + o(2−2n), (8.26)
where the last equality is due to the fact that Φ(x) = 1/2 + (2π)−1/2x+ o(x) for small x.
Proof of Proposition 8.3. (1) Since the fundamental solutions are nonnegative, we see that
Ψin(t, x) ≥ 0. Because
Ψin(t, x) = cn1I{t>T−2−n}
∫ 2−n−(T−t)
0
ds
∫ 2−n
−2−n
dy G(s, x− xi − y), (8.27)
we see that the function t 7→ Ψin(t, x) is nondecreasing. By the scaling property (2.2) of G and
(8.10),
Ψin(t, x) ≤ C2n(1−1/α)1I{t>T−2−n}
∫ 2−n−(T−t)
0
s−1/αds = C (1−min((T − t)2n, 1))1−1/α .
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(2) From Step 1 we see Ψin(t, x) ≤ Ψin(T, x). By (2.4), Ψin(T, x) ≤ Cα,δ(C ′α,δ)−1Ψin(T, xi). Finally,
(8.9) implies Ψin(T, xi) = 1. This proves (8.22).
(3) As for (8.23), notice that
Ψin(t, x) ≤ cn
∫ 2−n
0
ds s−1/α
∫ 2−n
−2−n
dy G(1, s−1/α(x− xi − y)).
Suppose n is large enough such that ∆ := |x− xi| > 21−n. Then for |y| ≤ 2−n < ∆/2,
|x− xi − y| ≥ |x− xi| − |y| ≥ ∆/2. (8.28)
When α = 2, for |y| ≤ 2−n < ∆/2, we can write
G(1, s−1/2(x− xi − y)) = 1√
4π
exp
(
−(x− xi − y)
2
4s
)
≤ 1√
4π
e−
∆2
16s .
Hence, for any k > 1, by (8.10),
Ψin(t, x) ≤ cn21−n
∫ 2−n
0
e−
∆2
16s√
4πs
ds
≤ cn21−n
(
sup
x∈[0,1]
x−ke−
∆2
16x
)∫ 2−n
0
uk√
4πu
du
= C cn2
−n(k+3/2) ≤ C ′2−nk → 0, as n→∞.
In particular, for the upper bound in (8.23) we may choose k = 3/2. When α 6= 2, by (8.28) and
(8.10),
Ψin(t, x) ≤ C cn
∫ 2−n
0
ds s−1/α
∫ 2−n
0
dy
1 + [s−1/α|x− xi − y|]1+α
= C cn
∫ 2−n
0
ds s
∫ 2−n
0
dy
s1+1/α + (∆/2)1+α
≤ C cn 2
−n
(∆/2)1+α
∫ 2−n
0
sds
= C ′ cn2−3n ≤ C ′′2−n(1+1/α) → 0, as n→∞.
(4) Denote the double integral in (8.24) by I(t, x). By the semigroup property of G, and by
(2.2), (2.3) and (8.27), we see that
I(t, x) =
∫ t
0
ds (t− s)−1/α
∫
R
dy G(t− s, x− y)
∫ s
0
dr
∫
R
dz G(s− r, y − z)hin(r, z)
=
∫ t
0
ds (t− s)−1/α
∫ s
0
dr
∫
R
dz G(t− r, x− z)hin(r, z)
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= C
∫ t
0
dr (t− r)1−1/α
∫
R
dz G(t− r, x− z)hin(r, z)
≤ Ccn
∫ 2−n
0
dr r1−1/α
∫ 2−n
−2−n
dz r−1/α
= Ccn2
−n(3−2/α) ≤ C2−n(1−1/α).
This completes the proof of Proposition 8.3.
A fact that we are going to use several times is that for any x ∈ R and t ∈ [T − 2−n, T ],∫ t
T−2−n
∫
R
G2(t− s, x− y)dsdy ≤ C2α,δ
∫ 2−n
0
G˜(2s, 0)ds
= C2α,δG˜(1, 0)
∫ 2−n
0
(2s)−1/αds
= C2α,δG˜(1, 0)2
n(1−α)−1
α = C2−n(1−1/α), (8.29)
which goes to zero as n→∞.
8.3.2 Moments of ûnz(t, x) and its first two derivatives
The aim of this subsection is to prove the following proposition.
Proposition 8.6. For all κ > 0, 1 ≤ i, k ≤ d, n ∈ N, p ≥ 2, t ∈ [0, T ] and x ∈ R, we have that∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ |ûnz(t, x)|
∣∣∣∣∣
∣∣∣∣∣
2
p
≤ C + CJ20 (t, x) + C
(
J20 ⋆ G
)
(t, x), (8.30)
∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ ∣∣ûn,iz (t, x)∣∣
∣∣∣∣∣
∣∣∣∣∣
2
p
≤ C [2−n(1−1/α) +Ψn(t, x)2] , (8.31)∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ ∣∣ûn,i,kz (t, x)∣∣
∣∣∣∣∣
∣∣∣∣∣
2
p
≤ C [2−n(1−1/α) +Ψn(t, x)2] , (8.32)∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ ∣∣θn,iz (t, x)∣∣
∣∣∣∣∣
∣∣∣∣∣
2
p
≤ CΨin(t, x)2, (8.33)∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ ∣∣θn,i,kz (t, x)∣∣
∣∣∣∣∣
∣∣∣∣∣
2
p
≤ C Ψin(t, x)2, (8.34)
where the function G(t, x) is defined in (2.13).
Proof. Because∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ |ûnz(t, x)|
∣∣∣∣∣
∣∣∣∣∣
2
p
≤ 2
∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ |ûnz(t, x)− ûn0 (t, x)|
∣∣∣∣∣
∣∣∣∣∣
2
p
+ 2 ||ûn0 (t, x)||2p ,
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one can apply the Kolmogorov continuity theorem (see Theorem A.6) and (8.63) to the first term
and apply (8.35) to the second term to see that∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ |ûnz(t, x)|
∣∣∣∣∣
∣∣∣∣∣
2
p
≤ 2C [2−n(1−1/α) +Ψn(t, x)]+ 2 [C + CJ20 (t, x) + C (J20 ⋆ G) (t, x)] ,
which proves (8.30). In the same way, (8.50) and (8.64) imply (8.31); (8.59) and (8.65) imply
(8.32). Now we show (8.33) and (8.34). From (8.14), we see that∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ ∣∣θn,iz (t, x)∣∣
∣∣∣∣∣
∣∣∣∣∣
p
≤ C
∫ t
0
∫
R
G(t− s, x− y)
∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ |ûnz(s, y)|
∣∣∣∣∣
∣∣∣∣∣
p
hin(s, y)dsdy.
Then application of (8.30) yields (8.33). Similarly, from (8.16), since ρ′ is bounded,∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ ∣∣θn,i,kz (t, x)∣∣
∣∣∣∣∣
∣∣∣∣∣
p
≤ C
∫ t
0
∫
R
G(t− s, x− y)
∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ ∣∣ûn,iz (s, y)∣∣
∣∣∣∣∣
∣∣∣∣∣
p
hin(s, y)dsdy.
Then we can apply (8.31) to conclude (8.34). This completes the proof of Proposition 8.6.
In the next lemma, we study the moments of ûnz(t, x).
Lemma 8.7. For any p ≥ 2, (t, x) ∈ [0, T ]× R, n ∈ N and κ > 0, there exists some constant C
independent of n such that
sup
n∈N
sup
|z|≤κ
||ûnz(t, x)||2p ≤ C + CJ20 (t, x) + C
(
J20 ⋆ G
)
(t, x), (8.35)
where the function G(t, x) is defined in (2.13). As a consequence,
sup
|z|≤κ
∣∣∣∣θn,iz (t, x)∣∣∣∣2p ≤ CΨin(t, x)2, and (8.36)
max
1≤i≤d
sup
n∈N
sup
(t,x)∈[0,T ]×R
sup
|z|≤κ
∣∣∣∣θn,iz (t, x)∣∣∣∣p <∞, (8.37)
and if x 6= xi, then
lim
n→∞
θn,iz (t, x) = 0 a.s. for all t ∈ [0, T ] and |z| ≤ κ. (8.38)
Proof of Lemma 8.7. We first show that for each n, ûnz(t, x) is in L
p(Ω) for p ≥ 2. Actually,
following the step 1 in the proof of Lemma 2.1.4 of [15], because for |z| ≤ κ,
||W (〈z,hn〉)||22 =
∫ t
0
∫
R
| 〈z,hn(s, y)〉 |2dsdy and∫ t
0
∫
R
| 〈z,hn(s, y)〉 |2dsdy ≤
d∑
i=1
κ2
∫ t
0
∫
R
|hin(s, y)|2dsdy ≤ κ2dc2n 21−2n ≤ C22n(1−1/α),
where the last inequality is due to (8.10), one can apply the Ho¨lder inequality to obtain that
||ûnz(t, x)||p =
∣∣∣∣∣∣∣∣u(t, x) exp(1pW (〈z,hn〉)− 12p
∫ t
0
∫
R
| 〈z,hn(s, y)〉 |2dsdy
)∣∣∣∣∣∣∣∣
p
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≤ ||uz(t, x)||2p
∣∣∣∣∣∣∣∣exp(1pW (〈z,hn〉)− 12p
∫ t
0
∫
R
| 〈z,hn(s, y)〉 |2dsdy
)∣∣∣∣∣∣∣∣
2p
= ||u(t, x)||2p E [exp (2W (〈z,hn〉))]
1
2p exp
(
− 1
2p
∫ t
0
∫
R
| 〈z,hn(s, y)〉 |2dsdy
)
= ||u(t, x)||2p exp
(
1
2p
∫ t
0
∫
R
| 〈z,hn(s, y)〉 |2dsdy
)
≤ ||u(t, x)||2p exp
(
C22n(1−1/α)
)
<∞.
To obtain a moment bound that is uniform in n, it requires much more efforts. Recall that ûnz(t, x)
satisfies the integral equation (8.11). By the Minkowski and the Cauchy-Schwarz inequalities,
sup
|z|≤κ
∣∣∣∣∣∣∣∣∫ t
0
∫
R
G(t− s, x− y)ρ(ûnz(s, y)) 〈z,hn(s, y)〉dsdy
∣∣∣∣∣∣∣∣2
p
≤κ2
(∫ t
0
∫
R
G(t− s, x− y) sup
|z|≤κ
||ρ(ûnz(s, y))||p 〈1,hn(s, y)〉dsdy
)2
≤κ2
(∫ t
0
∫
R
G(t− s, x− y) sup
|z|≤κ
||ρ(ûnz(s, y))||2p 〈1,hn(s, y)〉dsdy
)
×
(∫ t
0
∫
R
G(t− s, x− y) 〈1,hn(s, y)〉dsdy
)
≤Cdκ2
∫ t
0
∫
R
G(t− s, x− y) sup
|z|≤κ
||ρ(ûnz(s, y))||2p 〈1,hn(s, y)〉dsdy, (8.39)
where the last inequality is due to (8.22). Denote
Fκ(t, x) :=
∫ t
0
∫
R
G(t− s, x− y) sup
|z|≤κ
||ρ(ûnz(s, y))||2p 〈1,hn(s, y)〉dsdy. (8.40)
Hence, for some constant C > 0 independent of n,
sup
|z|≤κ
||ûnz(t, x)||2p ≤ CJ20 (t, x) + Cκ2Fκ(t, x)
+ C
∫ t
0
ds
∫
R
dy G2(t− s, x− y)
(
1 + sup
|z|≤κ
||ûnz(s, y)||2p
)
.
Then by applying Lemma 2.1 with ς = 1, we see that
sup
|z|≤κ
||ûnz(t, x)||2p ≤ C
[
J20 (t, x) + κ
2Fκ(t, x) + 1 +
(
(J20 + κ
2Fκ) ⋆ G
)
(t, x)
]
, (8.41)
for all t ∈ [0, T ], where G is defined in (2.13). Notice that
(Fκ ⋆ G) (t, x) ≤C
∫ t
0
ds
∫
R
dy G(t− s, x− y) 1
(t− s)1/α
∫ r
0
dr
×
∫
R
dw G(s− r, y − w)
(
1 + sup
|z|≤κ
||ûnz(r, w)||2p
)
〈1,hn(r, w)〉
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=C
∫ t
0
dr
∫ t
r
ds
1
(t− s)1/α
×
∫
R
dw G(t− r, x− w)
(
1 + sup
|z|≤κ
||ûnz(r, w)||2p
)
〈1,hn(r, w)〉
=C + C
∫ t
0
dr (t− r)1−1/α
×
∫
R
dw G(t− r, x− w) sup
|z|≤κ
||ûnz(r, w)||2p 〈1,hn(r, w)〉 .
Since (t− r)1−1/α ≤ T 1−1/α, we see that for some constant C > 0 (independent of n),
(Fκ ⋆ G) (t, x) ≤ C + C
∫ t
0
dr
∫
R
dw G(t− r, x− w) sup
|z|≤κ
||ûnz(r, w)||2p 〈1,hn(r, w)〉 . (8.42)
From (8.40), we see that Fκ(t, x) has an upper bound that is the same as that of (Fκ ⋆ G) (t, x)
Fκ(t, x) ≤ C + C
∫ t
0
dr
∫
R
dw G(t− r, x− w) sup
|z|≤κ
||ûnz(r, w)||2p 〈1,hn(r, w)〉 . (8.43)
Therefore, plugging these two upper bounds into (8.41), we see that
sup
|z|≤κ
||ûnz(t, x)||2p ≤ C + CJ20 (t, x) + C
(
J20 ⋆ G
)
(t, x)
+ Cκ2
∫ t
0
dr
∫
R
dw G(t− r, x− w) sup
|z|≤κ
||ûnz(r, w)||2p 〈1,hn(r, w)〉 .
(8.44)
In order to solve this integral inequality, we first claim that
sup
(t,x)∈[0,T ]×K
[
J20 (t, x) +
(
J20 ⋆ G
)
(t, x)
]
<∞. (8.45)
Actually, since xi are proper points with respect to the initial data µ, there is a compact set
K ⊆ R such that xi ∈ K for 1 ≤ i ≤ d, and µ restricted on K has a bounded density. This fact
together with (4.5) and (4.6) yields (8.45) easily (note that R in (4.6) is defined by (4.2) and G
is defined by (2.13)). Hence, by denoting
Unκ,K,p(t) := sup
x∈K
sup
|z|≤κ
||ûnz(t, x)||2p ,
the inequality (8.44) can be rewritten as
Unκ,K,p(t) ≤ C + Cκ2
∫ t
0
ds Unκ,K,p(s)
∫
R
dy G(t− s, x− y) 〈1,hn(s, y)〉
≤ C + Cκ2cn 21−nd sup
y∈R
G(1, y)1I{t>T−2−n}
∫ t
T−2−n
(t− s)−1/αUnκ,K,p(s)ds,
(8.46)
where the constant C > 0 independent of n and κ. Therefore, by (8.10), there exists some
constant C > 0, independent of n, such that
Unκ,K,p(t) ≤ C + C2n(1−1/α)1I{t>T−2−n}
∫ t
T−2−n
(t− s)−1/αUnκ,K,p(s)ds. (8.47)
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Then by applying Lemma A.3 to Unκ,K,p(t) with ǫ = 2
−n, we see that
sup
n∈N
sup
(t,x)∈[0,T ]×K
sup
|z|≤κ
||ûnz(t, x)||2p <∞. (8.48)
Hence, (8.39) and (8.48) imply that
sup
n∈N
sup
(t,x)∈[0,T ]×K
sup
|z|≤κ
∣∣∣∣∣∣∣∣∫ t
0
∫
R
G(t− s, x− y)ρ(ûnz(s, y)) 〈z,hn(s, y)〉dsdy
∣∣∣∣∣∣∣∣2
p
<∞.
Then by taking Lp(Ω)-norm on both sides of (8.11), we see that
sup
|z|≤κ
||ûnz(t, x)||2p ≤CJ20 (t, x) + C + C
∫ t
0
ds
∫
R
dy G2(t− s, x− y) sup
|z|≤κ
||ûnz(s, y)||2p ,
for all t ≤ T , where the constant C does not depend on n. Then an application of Lemma 2.1
proves (8.35).
Now we study the moments of θn,iz (t, x) defined by (8.14). By (8.48), we see that for all t ≤ T ,
x ∈ R, and n ∈ N,
sup
|z|≤κ
∣∣∣∣θn,iz (t, x)∣∣∣∣2p ≤
(∫ t
0
∫
R
G(t− s, x− y) sup
|z|≤κ
||ρ(ûnz(s, y))||p hin(s, y)dsdy
)2
≤ C
(∫ t
0
∫
R
G(t− s, x− y)hin(s, y)dsdy
)2
= CΨin(t, x)
2. (8.49)
Note that the constant C in the above inequalities does not depend on n. By Proposition 8.3, we
see that both (8.37) and (8.36) hold. When x 6= xi, an application of (8.23) and the Borel-Cantelli
lemma implies (8.38). This completes the proof of Lemma 8.7
In the next lemma, we study the moments of ûn,iz (t, x).
Lemma 8.8. For any p ≥ 2, n ∈ N, i = 1, . . . , d, and κ > 0, we have that
sup
|z|≤κ
∣∣∣∣ûn,iz (t, x)∣∣∣∣2p ≤ C [2−n(1−1/α) +Ψn(t, x)2] , (8.50)
and
max
1≤i≤d
sup
n∈N
sup
(t,x)∈[0,T ]×R
sup
|z|≤κ
∣∣∣∣ûn,iz (t, x)∣∣∣∣p <∞. (8.51)
As a consequence,
max
1≤i,k≤d
sup
|z|≤κ
∣∣∣∣θn,i,kz (t, x)∣∣∣∣2p ≤ CΨin(t, x)2. (8.52)
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Proof. The proof consists four steps.
Step 1. First, we show that ûn,iz (t, x) ∈ Lp(Ω) for i = 1, . . . , d and p ≥ 2. Notice that
sup
|z|≤κ
∣∣∣∣∣∣∣∣∫ t
0
∫
R
G(t− s, x− y)ρ′(ûnz(s, y))ûn,iz (s, y) 〈z,hn(s, y)〉dsdy
∣∣∣∣∣∣∣∣2
p
≤ Cc2n
∫ t
0
∫
R
G2(t− s, x− y) sup
|z|≤κ
∣∣∣∣ûn,iz (s, y)∣∣∣∣2p dsdy, (8.53)
where cn is defined in (8.9). Hence, by (8.37) and (2.9),
sup
|z|≤κ
∣∣∣∣ûn,iz (t, x)∣∣∣∣2p ≤C + C ′n ∫ t
0
∫
R
G2(t− s, x− y) sup
|z|≤κ
∣∣∣∣ûn,iz (s, y)∣∣∣∣2p dsdy.
Therefore, Lemma 2.1 implies that
sup
1≤i≤d
sup
|z|≤κ
∣∣∣∣ûn,iz (t, x)∣∣∣∣2p ≤ C + Cn (C ⋆ G) (t, x). (8.54)
Next, we shall obtain a bound that is uniform in n. This requires much more efforts. We
shall prove the three statements in the lemma in the remaining three steps:
Step 2. In this step, we will prove that the p-th moment of sup|z|≤κ |ûn,iz (t, x)| is bounded
uniformly in n, i, and (t, x) ∈ [0, T ]× R. Denote
Iz(t, x) :=
∣∣∣∣∫ t
0
∫
R
G(t− s, x− y)ρ′(ûnz(s, y))ûn,iz (s, y) 〈z,hn(s, y)〉dsdy
∣∣∣∣ .
Clearly, for |z| ≤ κ,
Iz(t, x) ≤ κ ||ρ′||L∞(R)
∫ t
0
∫
R
G(t− s, x− y)|ûn,iz (s, y)| 〈1,hn(s, y)〉dsdy.
By the same arguments as those led to (8.39),
sup
|z|≤κ
||Iz(t, x)||2p ≤ Cκ2
∫ t
0
∫
R
G(t− s, x− y) sup
|z|≤κ
∣∣∣∣ûn,iz (s, y)∣∣∣∣2p 〈1,hn(s, y)〉dsdy
=: Cκ2Fκ(t, x).
(8.55)
Then, taking the Lp(Ω)-norm on both sides of (8.13) and applying (8.37), (8.55) and (2.9) on
the three parts, we see that for some constant C > 0 that does not depend on n,
sup
|z|≤κ
∣∣∣∣ûn,iz (t, x)∣∣∣∣2p ≤C[1 + κ2Fκ(t, x)]
+ C1I{t>T−2−n}
∫ t
T−2−n
ds
∫
R
dy G2(t− s, x− y) sup
|z|≤κ
∣∣∣∣ûn,iz (s, y)∣∣∣∣2p . (8.56)
Hence, by replacing the bound T − 2−n by 0 in (8.56) and applying Lemma 2.1 with ς = 0,
sup
|z|≤κ
∣∣∣∣ûn,iz (t, x)∣∣∣∣2p ≤ C[1 + κ2Fκ(t, x)] + Cκ2 (Fκ ⋆ G) (t, x)
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≤ C + Cκ2
∫ t
0
ds
∫
R
dy G(t− s, x− y) sup
|z|≤κ
∣∣∣∣ûn,iz (s, y)∣∣∣∣2p 〈1,hn(s, y)〉 ,
where the second inequality is due to (8.42) and (8.43). Note that the constant C does not
depend on n. Denote
Un,iκ,p(t) := sup
x∈R
sup
|z|≤κ
∣∣∣∣ûn,iz (t, x)∣∣∣∣2p . (8.57)
Then one can show in the same way as those in the proof of Lemma 8.7 that there exists some
constant C > 0, independent of both n and i, such that
Un,iκ,p(t) ≤ C + C2n(1−1/α)1I{t>T−2−n}
∫ t
T−2−n
(t− s)−1/αUn,iκ,p(s)ds, t ≤ T.
Therefore, applying Lemma A.3 to max1≤i≤d Un,iκ,p(t) with ǫ = 2
−n, we derive (8.51).
Step 3. Now we prove (8.50). By (8.36), (8.29) and (8.51),
sup
|z|≤κ
∣∣∣∣ûn,iz (t, x)∣∣∣∣2p ≤ C sup|z|≤κ ∣∣∣∣θn,iz (t, x)∣∣∣∣2p
+ C1I{t>T−2−n}
∫ t
T−2−n
∫
R
G(t− s, x− y)2 sup
|z|≤κ
∣∣∣∣ûn,iz (s, y)∣∣∣∣2p dsdy
+ Cκ2
(∫ t
0
∫
R
G(t− s, x− y) sup
|z|≤κ
∣∣∣∣ûn,iz (s, y)∣∣∣∣p 〈1,hn(s, y)〉dsdy
)2
≤CΨin(t, x)2 + C2−n(1−1/α) + Cκ2
(∫ t
0
∫
R
G(t− s, x− y) 〈1,hn(s, y)〉dsdy
)2
≤C2−n(1−1/α) + CΨn(t, x)2.
Step 4. As for θn,i,kz (t, x) defined in (8.16), by (8.51), we have that
sup
|z|≤κ
∣∣∣∣θn,i,kz (t, x)∣∣∣∣2p ≤ C
(∫ t
0
∫
R
G(t− s, x− y) sup
|z|≤κ
∣∣∣∣ûn,kz (s, y)∣∣∣∣p hin(s, y)dsdy
)2
≤ C
(∫ t
0
∫
R
G(t− s, x− y)hin(s, y)dsdy
)2
≤ CΨin(t, x)2. (8.58)
This completes the proof of Lemma 8.8.
In the next lemma, we study the moments of ûn,i,kz (t, x).
Lemma 8.9. For any p ≥ 2, n ∈ N, 1 ≤ i, k ≤ d, and κ > 0, we have that
sup
|z|≤κ
∣∣∣∣ûn,i,kz (t, x)∣∣∣∣2p ≤ C [2−n(1−1/α) +Ψn(t, x)2] , (8.59)
and
max
1≤i,k≤d
sup
n∈N
sup
(t,x)∈[0,T ]×R
sup
|z|≤κ
∣∣∣∣ûn,i,kz (t, x)∣∣∣∣p <∞. (8.60)
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Proof. Write the six parts of ûn,i,kz (t, x) in (8.15) as
ûn,i,kz (t, x) = θ
n,i,k
z (t, x) + θ
n,k,i
z (t, x) +
4∑
ℓ=1
Unℓ (t, x). (8.61)
The moment bounds for θn,i,kz (t, x) are given by (8.52). Since ρ
′′ is bounded, by the moments
bound for ûn,iz (t, x) as in (8.51) and by (8.29),
sup
|z|≤κ
||Un1 (t, x)||2p ≤ C2−n(1−1/α). (8.62)
Similarly, by (8.51),
sup
|z|≤κ
||Un2 (t, x)||2p ≤ CΨn(t, x)2.
Then use the moment bounds for U3 and U4 to form an integral inequality similar to that in the
proof of Lemma 8.7. By the same arguments as those in the proof of Lemma 8.7, one can show
(8.60). We leave the details for the interested readers.
As for (8.59), since ρ′ is bounded, by (8.60), we see that
sup
|z|≤κ
||Un3 (t, x)||2p ≤ C2−n(1−1/α) and sup
|z|≤κ
||Un4 (t, x)||2p ≤ CΨn(t, x)2.
Combining these six bounds proves (8.59).
The next lemma is on the Ho¨lder continuity (in norm) of the random fields z 7→ ûnz(t, x) and
its first two derivatives.
Lemma 8.10. For all κ > 0, 1 ≤ i, k ≤ d, n ∈ N, t ∈ [0, T ] and x ∈ R, we have that
sup
|z|∨|z′|≤κ
||ûnz(t, x)− ûnz′(t, x)||2p ≤ C
[
2−n(1−1/α) +Ψn(t, x)
] |z− z′|2, (8.63)
sup
|z|∨|z′|≤κ
∣∣∣∣ûn,iz (t, x)− ûn,iz′ (t, x)∣∣∣∣2p ≤ C [2−n(1−1/α) +Ψn(t, x)2] |z− z′|2, (8.64)
sup
|z|∨|z′|≤κ
∣∣∣∣∣∣ûn,i,kz (t, x)− ûn,i,kz′ (t, x)∣∣∣∣∣∣2
p
≤ C [2−n(1−1/α) +Ψn(t, x)2] |z− z′|2. (8.65)
Proof. We will prove these three properties in three steps. We need only to prove the case when
t > T − 2−n. Hence, in the following proof, we assume that t ∈ [T − 2−n, T ].
Step 1. In this step, we will prove (8.63). Assume that |z| ≤ κ and |z′| ≤ κ. Notice that
||ûnz(t, x)− ûnz′(t, x)||2p
≤ 3 Lip2ρ 4p
∫ t
0
∫
R
G2(t− s, x− y) ||ûnz(s, y)− ûnz′(s, y)||2p dsdy
+ 3
∣∣∣∣∣∣∣∣∫ t
0
∫
R
G(t− s, x− y)ρ(ûnz(s, y)) 〈z− z′,hn(s, y)〉dsdy
∣∣∣∣∣∣∣∣2
p
+ 3
∣∣∣∣∣∣∣∣∫ t
0
∫
R
G(t− s, x− y) [ρ(ûnz(s, y))− ρ(ûnz′(s, y))] 〈z′,hn(s, y)〉dsdy
∣∣∣∣∣∣∣∣2
p
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=: 3I1 + 3I2 + 3I3,
where we have applied (2.9) for the bound in I1. By the same arguments as those led to (8.39),
we see that
I2 ≤C|z− z′|2
(∫ t
0
ds
∫
R
dy G(t− s, x− y)
(
1 + ||ûnz(s, y)||p
)
〈1,hn(s, y)〉
)2
,
and
I3 ≤Cκ2
∫ t
0
ds
∫
R
dy G(t− s, x− y) ||ûnz(s, y)− ûnz′(s, y)||2p 〈1,hn(s, y)〉 (8.66)
=:Cκ2Fn(t, x),
where the constants C do not depend on n, t and x. We claim that there exists a nonnegative
constant C independent of n, t and x such that
sup
|z|∨|z′|≤κ
Ii ≤ CΨn(t, x) |z− z′|2, i = 2, 3. (8.67)
The case I2 is clear from (8.20) and (8.35). As for I3, since (8.67) is true for I2, for some
nonnegative constant C independent of n, t and x, it holds that
||ûnz(t, x)− ûnz′(t, x)||2p ≤ CΨn(t, x)2|z− z′|2 + Cκ2Fn(t, x)
+ C
∫ t
0
ds
∫
R
dy G2(t− s, x− y) ||ûnz(s, y)− ûnz′(s, y)||2p .
(8.68)
Therefore, by Lemma 2.1, for t ∈ [0, T ], it holds that
||ûnz(t, x)− ûnz′(t, x)||2p ≤ CΨn(t, x)2|z− z′|2 + Cκ2Fn(t, x) + C
((|z− z′|2 + κ2Fn) ⋆ G) (t, x),
where G is defined in (2.13). By the same arguments as those led to (8.44), we see that
||ûnz(t, x)− ûnz′(t, x)||2p ≤ CΨn(t, x)2|z− z′|2+Cκ2
∫ t
0
ds
∫
R
dy G(t− s, x− y)
× ||ûnz(s, y)− ûnz′(s, y)||2p 〈1,hn(s, y)〉 .
Now set
Unz,z′,K,p(t) := sup
x∈K
||ûnz(t, x)− ûnz′(t, x)||2p .
Hence, for some constants C > 0,
Unz,z′,K,p(t) ≤ C|z− z′|2 + 2n(1−1/α)λ
∫ t
T−2−n
(t− s)−1/αUnz,z′,K,p(s)ds.
Then by applying Lemma A.3,
sup
|z|∨|z′|≤κ
sup
x∈K
||ûnz(t, x)− ûnz′(t, x)||2p ≤ C|z− z′|2.
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Putting this upper bound into the right-hand of (8.66) proves that (8.67) holds for I3. Therefore,
(8.68) becomes
||ûnz(t, x)− ûnz′(t, x)||2p ≤ CΨn(t, x) |z− z′|2
+ C
∫ t
0
ds
∫
R
dy G2(t− s, x− y) ||ûnz(s, y)− ûnz′(s, y)||2p ,
where C does not depend on n, z, z′, t and x. Finally, an application of Lemma 2.1 and (8.24)
implies that
sup
|z|∨|z′|≤κ
||ûnz(t, x)− ûnz′(t, x)||2p ≤ C
(
2−n(1−1/α) +Ψn(t, x)
) |z− z′|2. (8.69)
This proves (8.63).
Step 2. Now we prove (8.64). Notice that for t > T − 2−n,∣∣∣∣ûn,iz (t, x)− ûn,iz′ (t, x)∣∣∣∣2p
≤ 6 ∣∣∣∣θn,iz (t, x)− θn,iz′ (t, x)∣∣∣∣2p
+ 6
∣∣∣∣∣∣∣∣∫ t
0
ds
∫
R
dy G(t− s, x− y) [ρ′(ûnz(s, y))− ρ′(ûnz′(s, y))] ûn,iz (s, y) 〈z,hn(s, y)〉
∣∣∣∣∣∣∣∣2
p
+ 6
∣∣∣∣∣∣∣∣∫ t
0
ds
∫
R
dy G(t− s, x− y)ρ′(ûnz′(s, y))
[
ûn,iz (s, y)− ûn,iz′ (s, y)
] 〈z,hn(s, y)〉∣∣∣∣∣∣∣∣2
p
+ 6
∣∣∣∣∣∣∣∣∫ t
0
ds
∫
R
dy G(t− s, x− y)ρ′(ûnz′(s, y))ûn,iz′ (s, y) 〈z− z′,hn(s, y)〉
∣∣∣∣∣∣∣∣2
p
+ 24p
∫ t
T−2−n
∫
R
G2(t− s, x− y) ∣∣∣∣[ρ′(ûnz(s, y))− ρ′(ûnz′(s, y))] ûn,iz (s, y)∣∣∣∣2p dsdy
+ 24p
∫ t
T−2−n
∫
R
G2(t− s, x− y) ∣∣∣∣ρ′(ûnz′(s, y)) [ûn,iz (s, y)− ûn,iz′ (s, y)]∣∣∣∣2p dsdy
=:6 (I1 + I2 + I3 + I4 + 4pI5 + 4pI6) .
We claim that there exists some constant C > 0 independent of n, t and x such that
sup
|z|∨|z′|≤κ
Ii ≤ C
[
2−n(1−1/α) +Ψn(t, x)
2
] |z− z′|2, i = 1, 2, 4. (8.70)
Because∣∣∣∣θn,iz (t, x)− θn,iz′ (t, x)∣∣∣∣p ≤ C ∫ t
0
∫
R
G(t− s, x− y) ||ûnz(s, y)− ûnz′(s, y)||p hin(s, y)dsdy,
as a direct consequence of (8.69), we see that
sup
|z|∨|z′|≤κ
∣∣∣∣θn,iz (t, x)− θn,iz′ (t, x)∣∣∣∣2p ≤ CΨin(t, x)2|z− z′|2, (8.71)
67
which proves (8.70) for I1. The case for I4 is a direct consequence of (8.51) and (8.20). As for
I2, by (8.51) and (8.69),
I2 ≤
(∫ t
0
ds
∫
R
dy G(t− s, x− y) ∣∣∣∣[ρ′(ûnz(s, y))− ρ′(ûnz′(s, y))] ûn,iz (s, y)∣∣∣∣p 〈z,hn(s, y)〉)2
≤ C
(∫ t
0
ds
∫
R
dy G(t− s, x− y) ||ûnz(s, y)− ûnz′(s, y)||2p
∣∣∣∣ûn,iz (s, y)∣∣∣∣2p 〈z,hn(s, y)〉)2
≤ CΨn(t, x)2 |z− z′|2,
where the constants C do not depend on n, z, z′, t and x. Therefore, (8.70) holds.
For I3 we have that
I3 ≤ C
∫ t
0
∫
R
G(t− s, x− y) ∣∣∣∣ûn,iz (s, y)− ûn,iz′ (s, y)∣∣∣∣2p 〈1,hn(s, y)〉dsdy =: CFn(t, x).
As for I6, we see that
I6 ≤ C
∫ t
T−2−n
∫
R
G2(t− s, x− y) ∣∣∣∣ûn,iz (s, y)− ûn,iz′ (s, y)∣∣∣∣2p dsdy.
As for I5, by (8.51) and (8.63), we have that
I5 ≤ C
∫ t
T−2−n
∫
R
G2(t− s, x− y) ||ûnz(s, y)− ûnz′(s, y)||22p
∣∣∣∣ûn,iz (s, y)∣∣∣∣22p dsdy
≤ C|z− z′|2
∫ t
T−2−n
∫
R
G2(t− s, x− y)dsdy
≤ C2−n(1−1/α) |z− z′|2.
Therefore, for some constant C independent of n, t and x, it holds that∣∣∣∣ûn,iz (t, x)− ûn,iz′ (t, x)∣∣∣∣2p ≤ C [2−n(1−1/α) +Ψn(t, x)2] |z− z′|2 + CFn(t, x)
+ C
∫ t
0
ds
∫
R
dy G2(t− s, x− y) ∣∣∣∣ûn,iz (s, y)− ûn,iz′ (s, y)∣∣∣∣2p .
Then, by Lemma 2.1 with ς = 0,∣∣∣∣ûn,iz (t, x)− ûn,iz′ (t, x)∣∣∣∣2p ≤ C [2−n(1−1/α) +Ψn(t, x)2] |z−z′|2+CFn(t, x)+C(Fn⋆G)(t, x), t ≤ T.
Therefore, through a similar argument, the above inequality reduces to∣∣∣∣ûn,iz (t, x)− ûn,iz′ (t, x)∣∣∣∣2p ≤ C [2−n(1−1/α) +Ψn(t, x)2] |z− z′|2
+ C
∫ t
0
∫
R
G(t− s, x− y) ∣∣∣∣ûn,iz (s, y)− ûn,iz′ (s, y)∣∣∣∣2p 〈1,hn(s, y)〉dsdy.
Then by denoting
Un,iz,z′,p(t) := sup
x∈R
∣∣∣∣ûn,iz (t, x)− ûn,iz′ (t, x)∣∣∣∣2p
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and applying the same arguments as those led to (8.51), we see that
sup
x∈R
∣∣∣∣ûn,iz (t, x)− ûn,iz′ (t, x)∣∣∣∣2p ≤ C|z− z′|2.
Then putting this upper bound into the upper bound for I6, we see that
I6 ≤ C2−n(1−1/α)|z− z′|2.
Combining these six upper bounds proves (8.64).
Step 3. The proof of (8.65) is similar and we only give an outline of the proof and leave the
details for the readers. Write ûn,i,kz (t, x) in six parts as in (8.61). Using the results obtained in
Steps 1 and 2, one first proves that
sup
|z|∨|z′|≤κ
||Vz(t, x)− Vz′(t, x)||2p ≤ C
[
2−n(1−1/α) +Ψn(t, x)
2
] |z− z′|2,
with Vz being any one of θ
n,i,k
z , θ
n,k,i
z , U
n
1 , or U
n
2 . The terms U
n
3 and U
n
4 are used to form the
recursion. Then in the same way as above, one can prove (8.65). This completes the proof of
Lemma 8.10.
8.3.3 Conditional boundedness
The aim of this subsection is to prove the following proposition.
Proposition 8.11. For all κ > 0 and r > 0, there exists constant K > 0 such that for all
1 ≤ i, k ≤ d,
lim
n→∞
P
([
sup
|z|≤κ
|ûnz(T, xi)| ∨ sup
|z|≤κ
∣∣ûn,iz (T, xi)∣∣ ∨ sup
|z|≤κ
∣∣ûn,i,kz (T, xi)∣∣ ] ≤ K ∣∣∣ Qr
)
= 1, (8.72)
where
Qr :=
{
|{u(T, xi)− yi}1≤i≤d| ≤ r
}
.
Remark 8.12. It is natural and interesting to express the following limits:
lim
n→∞
sup
|z|≤κ
|ûnz(T, xi)|, lim
n→∞
sup
|z|≤κ
|ûn,iz (T, xi)| and lim
n→∞
sup
|z|≤κ
|ûn,i,kz (T, xi)|
as functionals of u(T, xi). However, finding these exact limits seems to be a very hard problem.
Here fortunately for our current purpose, we only need the above weaker result – the conditional
boundedness in (8.72).
We need some lemmas.
Lemma 8.13. For any κ > 0, p ≥ 2, n ∈ N, t ∈ [0, T ] and x ∈ R, we have∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ |ûnz(t, x)− u(t, x)|
∣∣∣∣∣
∣∣∣∣∣
2
p
≤ C [2−n(1−1/α) +Ψn(t, x)] . (8.73)
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Proof. Notice that
ûnz(t, x)− u(t, x) =
∫ t
0
∫
R
G(t− s, x− y)ρ(ûnz(t, x)) 〈z,hn(s, y)〉dsdy
+
∫ t
0
∫
R
G(t− s, x− y) [ρ(ûnz(t, x))− ρ(u(t, x))]W (ds, dy).
Then applying the arguments that led to (8.39) and by (8.30) and (8.20), we have that
sup
|z|≤κ
||ûnz(t, x)− u(t, x)||2p
≤ κ2CΨn(t, x)2 + C
∫ t
0
ds
∫
R
dy G2(t− s, x− y) sup
|z|≤κ
||ûnz(s, y)− u(s, y)||2p ,
for all t ∈ [0, T ]. Then by Lemma 2.1 with ς = 0, we see that
sup
|z|≤κ
||ûnz(t, x)− u(t, x)||2p ≤ κ2CΨn(t, x)2 + C
∫ t
0
∫
R
(t− s)−1/αG(t− s, x− y)Ψn(s, y)dsdy.
Hence, an application of (8.24) shows that
sup
|z|≤κ
||ûnz(t, x)− u(t, x)||2p ≤ C
[
2−n(1−1/α) +Ψn(t, x)2
] ≤ C [2−n(1−1/α) +Ψn(t, x)] . (8.74)
Thanks to (8.63) and the fact that ||ûn0(t, x)− u(t, x)||p ≡ 0, one can apply the Kolmogorov
continuity theorem (see Theorem A.6) to move the supremum inside the Lp(Ω)-norm in (8.74).
This proves Lemma 8.13.
Lemma 8.14. For any κ > 0, 1 ≤ i ≤ d and n ∈ N, it holds that∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ ∣∣θn,iz (T, xi)− ρ(u(T, xi))∣∣
∣∣∣∣∣
∣∣∣∣∣
2
p
≤ C [2−n(1−1/α) + κ2] . (8.75)
As a consequence, for all x ∈ R, when κ = 0,
lim
n→∞
θn,i0 (T, x) = ρ(u(T, xi))1I{x=xi} a.s. (8.76)
Proof. Notice that by (8.9),
θn,iz (T, xi) = ρ(u(T, xi)) +
∫ T
0
∫
R
G(T − s, xi − y) [ρ(ûnz(s, y))− ρ(u(T, xi))]hin(s, y)dsdy.
By the same arguments as those led to (8.39), we have that∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ ∣∣θn,iz (T, xi)− ρ(u(T, xi))∣∣
∣∣∣∣∣
∣∣∣∣∣
2
p
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≤ C
∫ T
0
∫
R
G(T − s, xi − y)hin(s, y)
∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ |ûnz(s, y)− u(T, xi)|
∣∣∣∣∣
∣∣∣∣∣
2
p
dsdy
= Ccn
∫ 2−n
0
∫ 2−n
−2−n
G(s, y)
∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ |ûnz(T − s, xi − y)− u(T, xi)|
∣∣∣∣∣
∣∣∣∣∣
2
p
dsdy
≤ Ccn
∫ 2−n
0
∫ 2−n
−2−n
G(s, y)
∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ |ûnz(T − s, xi − y)− u(T − s, xi − y)|
∣∣∣∣∣
∣∣∣∣∣
2
p
dsdy
+ Ccn
∫ 2−n
0
∫ 2−n
−2−n
G(s, y) ||u(T − s, xi − y)− u(T, xi)||2p dsdy
=: In1 + I
n
2 ,
where cn is defined in (8.9). By (8.73), we have that
In1 ≤ Ccn
∫ 2−n
0
∫ 2−n
−2−n
G(s, y)
[
2−n(1−1/α) + κ2
]
dsdy ≤ C [2−n(1−1/α) + κ2] .
As for In2 , by (2.2) and (2.3) and by the Ho¨lder regularity of u(t, x) (see (7.5)), we see that
In2 ≤Ccn
∫ 2−n
0
∫ 2−n
−2−n
s−1/α ||u(T − s, xi − y)− u(T, xi)||2p dsdy
≤Ccn
∫ 2−n
0
ds
∫ 2−n
−2−n
dy
[
s2(1−1/α)−1/α + s−1/α|y|2(α−1)]
≤C2−2n(1−1/α) + C2−2n(α−1). (8.77)
Therefore, (8.75) is proved by combining these two cases and by using the fact that 1−1/α < α−1.
Finally, (8.76) is proved by an application of the Borel-Cantelli lemma thanks to (8.75) when
x = xi and (8.36) when x 6= xi. This completes the proof of Lemma 8.14.
Lemma 8.15. For any κ > 0, 1 ≤ i ≤ d and n ∈ N, it holds that∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ ∣∣ûn,iz (T, xi)− ρ(u(T, xi))∣∣
∣∣∣∣∣
∣∣∣∣∣
2
p
≤ C [2−n(1−1/α) + κ2] . (8.78)
As a consequence, for all x ∈ R, when κ = 0,
lim
n→∞
ûn,i0 (T, x) = ρ(u(T, xi))1I{x=xi} a.s. (8.79)
Proof. The proof for (8.78) is similar to that for (8.73), where we need (8.75). From (8.13), we
see that
ûn,iz (T, xi)− ρ(u(T, xi)) = θn,iz (T, xi)− ρ(u(T, xi))
+
∫ T
T−2−n
∫
R
G(T − s, xi − y)ρ′(ûnz(s, y))ûn,iz (s, y)W (ds, dy)
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+
n∑
j=1,j 6=i
∫ T
0
ds
∫
R
dy G(T − s, xi − y)zjρ′(ûnz(s, y))ûn,iz (s, y)hjn(s, y)
+
∫ T
0
ds
∫
R
dy G(T − s, xi − y)ρ′(ûnz(s, y))ûn,iz (s, y)zihin(s, y)
=: Un0 + U
n
1 + U
n
2 + U
n
3 .
By (8.75), ∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ |Un0 |
∣∣∣∣∣
∣∣∣∣∣
2
p
≤ C [2−n(1−1/α) + κ2] .
By (2.9), (8.51) and (8.29),
sup
|z|≤κ
||Un1 ||2p ≤ C
∫ 2−n
0
∫
R
G(s, y)2dsdy ≤ C2−n(1−1/α).
Write Un1 as U
n
1,z. The difference ||U1,z − U1,z′ ||2p has been estimated in Step 2 in the proof of
Lemma 8.10, which is equal to I5 + I6 (with the notations there). Hence,
sup
|z|∨|z′|≤κ
||U1,z − U1,z′ ||2p ≤ C2−n(1−1/α)|z− z′|2.
Then one can apply the Kolmogorov continuity theorem (see Theorem A.6) to see that∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ ∣∣Un1,z∣∣
∣∣∣∣∣
∣∣∣∣∣
2
p
≤ C2−n(1−1/α).
By the same arguments led to (8.39) and by (8.31) and (8.20), using the boundedness of ρ′, we
see that ∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ |Un2 |
∣∣∣∣∣
∣∣∣∣∣
2
p
≤ κ2C
∑
j 6=i
Ψin(T, xj) ≤ κ2C.
As for Un3 , by (8.31) and by the boundedness of ρ
′, we have that∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ |Un3 |
∣∣∣∣∣
∣∣∣∣∣
2
p
≤ κ2C
∫ T
0
ds
∫
R
dy G(T − s, xi − y)
[
2−n(1−1/α) + 1
]
hin(s, y)
≤ κ2C [2−n(1−1/α) +Ψin(T, xi)]
= κ2C
[
2−n(1−1/α) + 1
]
,
where in the last step we have used the fact (8.22). Therefore, (8.78) is proved by combining
these three terms. Finally, (8.79) is application of the Borel-Cantelli lemma thanks to (8.78)
when x = xi and (8.50) when x 6= xi. This completes the proof of Lemma 8.15.
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Lemma 8.16. For all n ∈ N, t ∈ [T − 2−n, T ], p ≥ 2, 1 ≤ i, k ≤ d, K > 0, and x, y ∈ (−K,K),
we have that∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ |ûnz(t, x)− ûnz(t, y)|
∣∣∣∣∣
∣∣∣∣∣
2
p
≤ C (|x− y|2 + |x− y|α−1 + 2n/α|x− y|) , (8.80)
∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ ∣∣ûn,iz (t, x)− ûn,iz (t, y)∣∣
∣∣∣∣∣
∣∣∣∣∣
2
p
≤ C (|x− y|α−1 + 2n/α|x− y|) , (8.81)
∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ ∣∣ûn,i,kz (t, x)− ûn,i,kz (t, y)∣∣
∣∣∣∣∣
∣∣∣∣∣
2
p
≤ C (|x− y|α−1 + 2n/α|x− y|) . (8.82)
Proof. We first prove (8.80). Notice that
ûnz(t, x)− ûnz(t, y) =J0(t, x)− J0(t, y)
+
∫ t
0
∫
R
[G(t− s, x− z)−G(t− s, y − z)] ρ (ûnz(s, z))W (ds, dz)
+
d∑
i=1
zi
∫ t
0
∫
R
[G(t− s, x− z)−G(t− s, y − z)] ρ (ûnz(s, z)) hin(s, z)dsdz
=:I1 + I2 + I3.
The continuity of x 7→ J0(t, x) (see Lemma 4.10 in [5]) implies that |I1| ≤ C|x − y|. By (8.30)
and by the same arguments as those in the proof of Theorem 1.6 in [6], we see that
sup
|z|≤κ
||I2||2p ≤ C|x− y|α−1.
Write I2 as I2,z. Then by (8.63) and (A.13),
sup
|z|∨|z′|≤κ
||I2,z − I2,z′ ||2p ≤ C
∫ t
0
∫
R
[G(t− s, x− w)−G(t− s, y − w)]2
× sup
|z|∨|z′|≤κ
||uˆnz(s, w)− uˆnz′(s, w)||2p dsdw
≤ C|z− z′|2
∫ t
0
∫
R
[G(t− s, x− w)−G(t− s, y − w)]2 dsdw
≤ C|x− y|α−1|z− z′|2.
Hence, an application of the Kolmogorov continuity theorem (see Theorem A.6) implies that∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ |I2,z|
∣∣∣∣∣
∣∣∣∣∣
2
p
≤ C|x− y|α−1.
As for I3, by (8.30), we see that∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ |I3|
∣∣∣∣∣
∣∣∣∣∣
2
p
≤C1I{t>T−2−n}2n(2−1/α)
∫ t
T−2−n
∫ xi+2−n
xi−2−n
|G(t− s, x− z)−G(t− s, y − z)| dsdz
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≤C2n(2−1/α)
∫ 2−n
0
∫ xi+2−n
xi−2−n
|G(s, x− z)−G(s, y − z)| dsdz
≤C2n/α|x− y|,
where in the last step we have applied Lemma A.4.
Now we prove (8.81). From (8.13), write the difference uˆn,iz (t, x)− uˆn,iz (t, y) in three parts as
above. By moment bound (8.30), we see that the difference for θn,iz reduces to∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ ∣∣θn,iz (t, x)− θn,iz (t, y)∣∣
∣∣∣∣∣
∣∣∣∣∣
2
p
≤C
(∫ t
0
∫
R
|G(t− s, x− z)−G(t− s, y − z)| hin(s, z)dsdz
)2
.
Then by Lemma A.4, this part is bounded by C2n/α|x− y|. Thanks to the boundedness of ρ′, by
the same arguments (using moment bound (8.31)), the third part of ûn,iz in (8.13) has the same
moment bound as I3 above. The second part can be proved in the same way as those for I2.
This proves (8.81).
The result (8.82) can be proved in the same way. We leave the details for interested readers.
This completes the proof of Lemma 8.16.
Before proving Proposition 8.11, we introduce the following functionals to alleviate the nota-
tion: for any function g : R+ 7→ R, n ∈ N and t ∈ (0, T ], define
Fn [g] (t) := g(t) + (1− 1/α)1I{t>T−2−n}2n(1−1/α)
∫ t
T−2−n
(t− s)−1/αg(s)ds, (8.83)
and for m ≥ 1,
Fmn [g] (t) := m(1− 1/α)1I{t>T−2−n}2mn(1−1/α)
∫ t
T−2−n
(t− s)m(1−1/α)−1g(s)ds. (8.84)
Lemma 8.17. For all n,m,m′ ≥ 1 and T > 0, the following properties hold for all t ∈ (0, T ]:
Fn[g](t) = g(t) + F
1
n [g](t), (8.85)
lim
n→∞
Fmn [g](t)1I{t<T} = 0, (8.86)
Fmn [|g|](t) ≤
(
Fmn [|g|m
′
](t)
)1/m′
, (8.87)
Fmn
[
Fm
′
n [g]
]
(t) = Cm,m′,α F
m+m′
n [g](t) . (8.88)
If g is left-continuous at T , then
lim
n→∞
Fmn [g](T ) = g(T ). (8.89)
Proof. Properties (8.85) and (8.86) are clear from the definition. Note that
m (1− 1/α) 2mn(1−1/α)
∫ T
T−2−n
(T − s)m(1−1/α)−1ds = 1.
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Hence, the Ho¨lder inequality implies (8.87). As for (8.88), we need only to consider the case
when t > T − 2−n. In this case, by the Beta integral,
Fmn
[
Fm
′
n [g]
]
(t) =mm′(1− 1/α)22(m+m′)n(1−1/α)
∫ t
T−2−n
ds
∫ s
T−2−n
dr
× (t− s)m(1−1/α)−1(s− r)m′(1−1/α)−1g(r)
=mm′(1− 1/α)22(m+m′)n(1−1/α)
∫ t
T−2−n
dr g(r)
∫ t
r
ds
× (t− s)m(1−1/α)−1(s− r)m′(1−1/α)−1
=C ′m,m′,α(1− 1/α)2(m+m
′)n(1−1/α)
∫ t
T−2−n
(t− r)(m+m′)n(1−1/α)−1g(r)dr
=Cm,m′,α F
m+m′
n [g](t).
Finally, if g is left-continuous at T , then for any ǫ > 0, there exists N ≥ 1 such that when
T − s ≤ 2−N , then |g(T )− g(s)| ≤ ǫ. Hence, for all n ≥ N ,
|Fmn [g](T )− g(T )| = |Fmn [g](T )− Fmn [g(T )](T )| ≤ Fmn [|g(T )− g|](T ) ≤ Fmn [ǫ](T ) = ǫ.
Since ǫ is arbitrary, we have proved (8.89).
Now we are ready to prove our last proposition.
Proof of Proposition 8.11. In this proof we assume t ∈ (0, T ] and we use {Mn}n≥1 to denote a
generic sequence of nonnegative random variable that goes to zero as n → ∞. Its value may
vary at each occurrence. We divide the proof to four steps.
Step 1. We first prove (8.72) for ûnz(T, xi). Notice that
ûnz(t, xi)− u(t, xi) =
∫ t
0
∫
R
G(t− s, xi − y) [ρ (ûnz(s, y))− ρ (u(s, y))]W (ds, dy)
+
∑
j 6=i
zj
∫ t
0
∫
R
G(t− s, xi − y)ρ (ûnz(s, y))hjn(s, y)dsdy
+ zi
∫ t
0
∫
R
G(t− s, xi − y) [ρ (ûnz(s, y))− ρ (ûnz(s, xi))] hin(s, y)dsdy
+ zi
∫ t
0
∫
R
G(t− s, xi − y) [ρ (u(s, xi))− ρ (u(t, xi))]hin(s, y)dsdy
+ ziΨ
i
n(t, xi)ρ (u(t, xi))
+ zi
∫ t
0
∫
R
G(t− s, xi − y) [ρ (ûnz(s, xi))− ρ (u(s, xi))] hin(s, y)dsdy
=:
6∑
ℓ=1
Iℓ(t).
Then we have that
sup
|z|≤κ
|ûnz(t, xi)− u(t, xi)| ≤
5∑
ℓ=1
sup
|z|≤κ
|Iℓ(t)|+ C1I{t>T−2−n}2n(1−1/α)
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×
∫ t
T−2−n
(t− s)−1/α sup
|z|≤κ
|ûnz(s, xi)− u(s, xi)| ds.
By Lemma A.3 (see (A.10)) and by (8.83),
sup
|z|≤κ
|ûnz(t, xi)− u(t, xi)| ≤C
5∑
ℓ=1
Fn
[
sup
|z|≤κ
|Iℓ(·)|
]
(t). (8.90)
We estimate each term in the above sum separately. By (8.73) and (8.24), we see that∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ |I1(t)|
∣∣∣∣∣
∣∣∣∣∣
2
p
≤ C2−n(1−1/α).
By (8.30) and (8.23), and since i 6= j, we see that∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ |I2(t)|
∣∣∣∣∣
∣∣∣∣∣
2
p
≤ C2−n(1+1/α).
As for I3(t), we have that∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ |I3(t)|
∣∣∣∣∣
∣∣∣∣∣
2
p
≤C2n(2−1/α)1I{t>T−2−n}
×
∫ t
T−2−n
∫ xi+2−n
xi−2−n
G(t− s, xi − y)
∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ |ûnz(s, y)− ûnz(s, xi)|
∣∣∣∣∣
∣∣∣∣∣
2
p
dsdy.
Then since |y − xi| ≤ 2−n, by Lemma 8.16,∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ |ûnz(s, y)− ûnz(s, xi)|
∣∣∣∣∣
∣∣∣∣∣
2
p
≤ C2−n(1−1/α),
which implies that ∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ |I3(t)|
∣∣∣∣∣
∣∣∣∣∣
2
p
≤ C2−n(1−1/α).
Note that both I4(t) and I5(t) depend on z through a multiplicative factor zi. By the Ho¨lder
continuity of u(t, x), we see that∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ |I4(t)|
∣∣∣∣∣
∣∣∣∣∣
2
p
≤C2n(1−1/α)
∫ t
0
(t− s)−1/α ||u(s, xi)− u(t, xi)||2p ds
≤C2n(1−1/α)
∫ t
0
(t− s)−1/α(t− s)1−1/αds
=C2−n(1−1/α).
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Therefore, ∣∣∣∣∣
∣∣∣∣∣
4∑
ℓ=1
Fn
[
sup
|z|≤κ
|Iℓ(·)|
]
(t)
∣∣∣∣∣
∣∣∣∣∣
2
p
≤ C2−n(1−1/α).
By the Borel-Cantelli lemma, we see that,
lim
n→∞
4∑
ℓ=1
Fn
[
sup
|z|≤κ
|Iℓ(·)|
]
(t) = 0, a.s. (8.91)
The term I5 does not depend on z. By the property of Ψn(t, xi) (see (8.21) and (8.22)),
|Ψin(t, xi)ρ(u(t, xi))| ≤ C|ρ(u(t, xi))|, a.s. (8.92)
Hence, for all n ∈ N,
Fn [|I5(·)|] (t) ≤ CFn
[ |ρ(u(·, xi))| ](t). (8.93)
Note that the right-hand side of (8.93) does not depend on n. Therefore, by combining (8.90),
(8.91) and (8.93) we have that
sup
|z|≤κ
|ûnz(t, xi)− u(t, xi)| ≤Mn + C |ρ(u(t, xi))|+ CF 1n
[ |ρ(u(·, xi))| ](t) a.s. (8.94)
for all n ∈ N. Recall that Mn is some generic nonnegative random quantity that goes to zero
a.s. as n → ∞. Finally, by letting t = T and sending n → ∞, and by the Ho¨lder continuity of
s 7→ ρ(u(s, xi)), we have that
lim sup
n→∞
sup
|z|≤κ
|ûnz(T, xi)| ≤ lim sup
n→∞
sup
|z|≤κ
|ûnz(T, xi)− u(T, xi)|+ |u(T, xi)|
≤ |u(T, xi)|+ C|ρ(u(T, xi))|, a.s.,
which proves Proposition 8.11 for ûnz(T, x).
Step 2. Now we prove Proposition 8.11 for ûn,iz (T, x). Notice that
ûn,iz (t, xi)− ρ(u(t, xi))
= θn,iz (t, xi)
+ 1I{t>T−2−n}
∫ t
T−2−n
∫
R
G(t− s, xi − y)ρ′ (ûnz(s, y)) ûn,iz (s, y)W (ds, dy)
+
∑
j 6=i
zj
∫ t
0
∫
R
G(t− s, xi − y)ρ′ (ûnz(s, y)) ûn,iz (s, y)hjn(s, y)dsdy
+ zi
∫ t
0
∫
R
G(t− s, xi − y)ρ′ (ûnz(s, y))
[
ûn,iz (s, y)− ûn,iz (s, xi)
]
hin(s, y)dsdy
+ zi
∫ t
0
∫
R
G(t− s, xi − y)ρ′ (ûnz(s, y)) [ρ (u(s, xi))− ρ (u(t, xi))] hin(s, y)dsdy
+ ziρ (u(t, xi))Ψ
i
n(t, xi)
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+ zi
∫ t
0
∫
R
G(t− s, xi − y)ρ′ (ûnz(s, y))
[
ûn,iz (s, xi)− ρ (u(s, xi))
]
hin(s, y)dsdy
=:
6∑
ℓ=0
Iℓ(t).
Then we have
sup
|z|≤κ
∣∣ûn,iz (t, xi)− ρ(u(t, xi))∣∣ ≤ 5∑
ℓ=0
sup
|z|≤κ
|Iℓ(t)|+ C1I{t>T−2−n}2n(1−1/α)
×
∫ t
T−2−n
(t− s)−1/α sup
|z|≤κ
∣∣ûn,iz (s, xi)− ρ(u(s, xi))∣∣ ds.
(8.95)
By Lemma A.3 (see (A.10)),
sup
|z|≤κ
∣∣ûn,iz (t, xi)− ρ(u(t, xi))∣∣ ≤ C 5∑
ℓ=0
Fn
[
sup
|z|≤κ
|Iℓ(·)|
]
(t), a.s. (8.96)
By the same arguments as those in Step 1 and using the fact that ρ′ is bounded, we see that∣∣∣∣∣
∣∣∣∣∣
4∑
ℓ=1
Fn
[
sup
|z|≤κ
|Iℓ(·)|
]
(t)
∣∣∣∣∣
∣∣∣∣∣
2
p
≤ C2−n(1−1/α).
Hence, the Borel-Cantelli lemma implies that
lim
n→∞
4∑
ℓ=1
Fn
[
sup
|z|≤κ
|Iℓ(·)|
]
(t) = 0, a.s. (8.97)
The term I5 part is identical to the term I5 in Step 1 whence we have the bound (8.93). As for
I0(t), we decompose ziθ
n,i
z (t, xi) into three parts
ziθ
n,i
z (t, xi) =û
n
z(t, xi)− u(t, xi)
+
∫ t
0
∫
R
G(t− s, xi − y) [ρ (u(s, y))− ρ (ûnz(s, y))]W (ds, dy)
−
∑
j 6=i
zjθ
n,j
z (t, xi)
=:I0,1(t) + I0,2(t)− I0,3(t).
Notice that I0,2(t) is equal to I1(t) in Step 1. Hence,
lim
n→∞
Fn
[
sup
|z|≤κ
|I0,2(·)|
]
(t) = 0, a.s.
From (8.33), we have that
lim
n→∞
Fn
[
sup
|z|≤κ
|I0,3(·)|
]
(t) = 0, a.s.
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As for I0,1(t), by (8.94) and (8.88), we see that
Fn
[
sup
|z|≤κ
|I0,1(·)|
]
(t) ≤Mn + C|ρ(u(t, xi))|+ C
2∑
ℓ=1
F ℓn
[|ρ(u(·, xi))|](t) a.s.
Therefore,
Fn
[
sup
|z|≤κ
|I0(·)|
]
(t) ≤Mn + C|ρ(u(t, xi))|+ C
2∑
ℓ=1
F ℓn
[|ρ(u(·, xi))|](t) a.s. (8.98)
Combining (8.96), (8.97), (8.93) and (8.98) shows that for all t ∈ (0, T ] and n ∈ N,
sup
|z|≤κ
∣∣ûn,iz (t, xi)− ρ(u(t, xi))∣∣ ≤Mn + C |ρ(u(t, xi))|+ C 2∑
ℓ=1
F ℓn [|ρ(u(·, xi))|] (t) a.s. (8.99)
Finally, by letting t = T and sending n → ∞, and by the Ho¨lder continuity of s 7→ ρ(u(s, xi)),
we have that
lim sup
n→∞
sup
|z|≤κ
∣∣ûn,iz (T, xi)∣∣ ≤ C |ρ(u(T, xi))| ,
which proves Proposition 8.11 for ûn,iz (T, xi).
Step 3. In this step, we will prove
Fn
[
sup
|z|≤κ
∣∣θn,i,kz (·, xi)∣∣
]
(t) ≤Mn + C |ρ(u(t, xi))|+ C
3∑
ℓ=1
F ℓn [|ρ(u(·, xi))|] (t) a.s. (8.100)
By (8.52), we need only to consider the case when k = i. Notice from (8.13) that
ziθ
n,i,i
z (t, xi) =û
n,i
z (t, xi)− θn,iz (t, xi)−
∑
j 6=i
zjθ
n,i,k
z (t, xi)− I(t, xi),
where
I(t, xi) := 1I{t>T−2−n}
∫ t
T−2−n
∫
R
G(t− s, xi − y)ρ′ (ûnz(s, y)) ûn,iz (s, y)W (ds, dy).
By (8.99), we see that
Fn
[
sup
|z|≤κ
∣∣ûn,iz (·, xi)∣∣
]
(t) ≤ Fn
[
sup
|z|≤κ
∣∣ûn,iz (·, xi)− ρ(u(·, xi))∣∣
]
(t) + Fn
[
|ρ(u(·, xi))|
]
(t)
≤Mn + C |ρ(u(t, xi))|+ C
3∑
ℓ=1
F ℓn [|ρ(u(·, xi))|] (t) a.s.
Notice that θn,iz (t, xi) is the I0 term in Step 2, hence by (8.98)
Fn
[
sup
|z|≤κ
∣∣θn,iz (·)∣∣
]
(t) ≤ Mn + C|ρ(u(t, xi))|+ C
2∑
ℓ=1
F ℓn
[|ρ(u(·, xi))|](t) a.s.
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Because i 6= j, from (8.33) we see that∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ∑j 6=i
∣∣zjθn,i,kz (T, xi)∣∣
∣∣∣∣∣
∣∣∣∣∣
2
p
≤ C2−n(1−1/α).
Hence,
lim
n→∞
Fn
[∑
j 6=i
sup
|z|≤κ
∣∣zjθn,i,kz (·, xi)∣∣
]
(t) = 0, a.s.
By the boundedness of ρ′, (8.31) and (8.24), we see that∣∣∣∣∣
∣∣∣∣∣ sup|z|≤κ |I(t, xi)|
∣∣∣∣∣
∣∣∣∣∣
2
p
≤ C2−n(1−1/α),
which implies that
lim
n→∞
Fn
[
sup
|z|≤κ
|I(·, xi)|
]
(t) = 0, a.s.
Combining the above four terms proves (8.100).
Step 4. In this last step, we will prove Proposition 8.11 for ûn,i,kz (T, xi). Write the six parts of
ûn,i,kz (t, xi) in (8.15) as in (8.61), i.e.,
ûn,i,kz (t, xi) = θ
n,i,k
z (t, xi) + θ
n,k,i
z (t, xi) +
4∑
ℓ=1
Unℓ (t, xi). (8.101)
We first consider Un4 (t, xi) because it contributes to the recursion. Write U
n
4 (t, xi) in three parts
Un4 (t, xi) =
∑
j 6=i
zj
∫ t
0
∫
R
G(t− s, xi − y)ρ′ (ûnz(s, y)) ûn,i,kz (s, y)hjn(s, y)dsdy
+ zi
∫ t
0
∫
R
G(t− s, xi − y)ρ′ (ûnz(s, y))
[
ûn,i,kz (s, y)− ûn,i,kz (s, xi)
]
hin(s, y)dsdy
+ zi
∫ t
0
∫
R
G(t− s, xi − y)ρ′ (ûnz(s, y)) ûn,i,kz (s, xi)hin(s, y)dsdy
=:Un4,1(t, xi) + U
n
4,2(t, xi) + U
n
4,3(t, xi).
Notice that
sup
|z|≤κ
∣∣Un4,3(t, xi)∣∣ ≤ C1I{t>T−2−n}2n(1−1/α) ∫ t
T−2−n
(t− s)−1/α sup
|z|≤κ
|ûn,i,kz (s, xi)|ds, a.s.
Therefore, by Lemma A.3,
sup
|z|≤κ
|ûn,i,kz (t, xi)| ≤ C
∑
Fn
[
sup
|z|≤κ
Inz (·, xi)
]
(t) a.s., (8.102)
80
where the summation is over all terms on the right-hand side of (8.101) except Un4,3(t, xi) and I
n
z
stands such a generic term.
By the similar arguments as in the previous steps, using (8.82), one can show that
lim
n→∞
sup
|z|≤κ
Fn
[∣∣Un4,ℓ(·, xi)∣∣] (t) = 0, a.s. for ℓ = 1, 2. (8.103)
By (8.31), (8.32), the boundedness of both ρ′ and ρ′′, and (8.24), we can obtain moment
bounds for both sup|z|≤κ |Un1 (t, xi)| and sup|z|≤κ |Un3 (t, xi)| and then argue using the Borel-Cantelli
lemma as above to conclude that
lim
n→∞
Fn
[
sup
|z|≤κ
|Unℓ (·, xi)|
]
(t) = 0, a.s. for ℓ = 1, 3. (8.104)
We claim that
Fn
[
sup
|z|≤κ
|Un2 (·, xi)|
]
(t) ≤Mn + Cρ2(u(t, xi)) + C
4∑
ℓ=1
F ℓn
[
ρ2(u(·, xi))
]
(t) a.s. (8.105)
Write Un2 (t, xi) as
Un2 (t, xi) =
d∑
j=1
zjU
n,i,j,k
2 (t, xi),
where
Un,i,j,k2 (t, xi) =
∫ t
0
∫
R
G(t− s, xi − y)ρ′′ (ûnz(s, y)) ûn,iz (s, y)ûn,kz (s, y)hjn(s, y)dsdy.
We need only take care of the case when i = j = k because otherwise it is not hard to show that
lim
n→∞
sup
|z|≤κ
Fn
[
|Un,i,j,k2 (·, xi)|
]
(t) = 0 a.s.
As for Un,i,i,i2 (t, xi), it is nonnegative and
Un,i,i,i2 (t, xi) ≤C
∫ t
0
∫
R
G(t− s, xi − y)ûn,iz (s, y)2hin(s, y)dsdy
≤ C
∫ t
0
∫
R
G(t− s, xi − y)
[
ûn,iz (s, y)− ûn,iz (s, xi)
]2
hin(s, y)dsdy
+ C
∫ t
0
∫
R
G(t− s, xi − y)
[
ûn,iz (s, xi)− ρ(u(s, xi))
]2
hin(s, y)dsdy
+ C
∫ t
0
∫
R
G(t− s, xi − y) [ρ(u(s, xi))− ρ(u(t, xi))]2 hin(s, y)dsdy
=: Un,i,i,i2,1 (t, xi) + U
n,i,i,i
2,2 (t, xi) + U
n,i,i,i
2,3 (t, xi).
By (8.81) and the Ho¨lder continuity of s 7→ ρ(u(s, xi)) one can prove in the same way as before
that
lim
n→∞
Fn
[
sup
|z|≤κ
Un,i,i,i2,ℓ (·, xi)
]
(t) = 0, a.s. for ℓ = 1, 3.
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Notice that
sup
|z|≤κ
Un,i,i,i2,2 (t, xi) ≤ CF 1n
[
sup
|z|≤κ
[
ûn,iz (·, xi)− ρ(u(·, xi))
]2]
(t).
By applying (8.87) on (8.99) with m′ = 2, we see that
sup
|z|≤κ
[
ûn,iz (s, xi)− ρ(u(s, xi))
]2 ≤Mn + Cρ2(u(t, xi)) + C 2∑
ℓ=1
F ℓn
[
ρ2(u(·, xi))
]
(t) a.s.
Hence, by (8.88), for all n ∈ N,
sup
|z|≤κ
Un,i,i,i2,2 (t, xi) ≤Mn + Cρ2(u(t, xi)) + C
3∑
ℓ=1
F ℓn
[
ρ2(u(·, xi))
]
(t) a.s.
Then another application of (8.88) shows that
Fn
[
sup
|z|≤κ
Un,i,i,i2,2 (·, xi)
]
(t) ≤Mn + Cρ2(u(t, xi)) + C
4∑
ℓ=1
F ℓn
[
ρ2(u(·, xi))
]
(t) a.s.
Combining these terms, we have thus proved (8.105).
Finally, combining (8.100), (8.104), (8.105), and (8.103), we see that
sup
|z|≤κ
|ûn,i,kz (t, xi)| ≤Mn + C |ρ(u(t, xi))|+ Cρ2(u(t, xi))
+ C
3∑
ℓ=1
F ℓn [|ρ(u(·, xi))|] (t) + C
4∑
ℓ=1
F ℓn
[
ρ2(u(·, xi))
]
(t) a.s.
Then by letting t = T and sending n→∞ in the above inequality, and by the Ho¨lder continuity
of s 7→ ρ(u(s, xi)), we have that
lim sup
n→∞
sup
|z|≤κ
∣∣ûn,i,kz (T, xi)∣∣ ≤ C (|ρ(u(T, xi))|+ ρ2(u(T, xi))) ,
which proves Proposition 8.11 for ûn,i,kz (T, x). Thus we complete the proof of Proposition 8.11.
A Appendix
A.1 Some miscellaneous results
The following lemma is a well-known result.
Lemma A.1. Let X be a real-valued nonnegative random variable. The following two statements
are equivalent:
(1) For all p > 0, there exists some finite constant Cp > 0 such that
P (X < ǫ) < Cp ǫ
p for all ǫ > 0.
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(2) E[X−q] <∞ for all q > 0.
The following lemma can be viewed as a special case of Propositions 3.2 and 4.3 in [5]. This
lemma is used in the proof of Theorem 1.4. We will need the two-parameter Mittag-Leffler
function (see [20, Section 1.2] or [11, Section 1.9]) is defined as follows:
Eα,β(z) :=
∞∑
k=0
zk
Γ(αk + β)
, α > 0, β > 0. (A.1)
Lemma A.2. Suppose that α > 1, λ > 0 and that β : R+ 7→ R is a locally integrable function.
(1) If f satisfies
f(t) = β(t) + λ
∫ t
0
(t− s)−1/αf(s)ds for t ≥ 0, (A.2)
then
f(t) = β(t) +
∫ t
0
β(s)Kλ(t− s)ds, (A.3)
where
Kλ(t) = t
−1/αλΓ(1− 1/α)E1−1/α,1−1/α
(
t1−1/αλΓ(1− 1/α)) . (A.4)
Moreover, when β(x) ≥ 0, if the equality in (A.2) is replaced by “≤” (resp. “≥”), then the
equality in the conclusion (A.3) should be replaced by “≤” (resp. “≥”) accordingly.
(2) If β is a nonnegative constant, then there exist some nonnegative constants Cα and γα that
depend on α only, such that for all t ≥ 0,
f(t) = βΓ(1− 1/α)λt1−1/αE1−1/α,2−1/α(Γ(1− 1/α)λt1−1/α) (A.5)
≤ βCα exp
(
γαλ
α
α−1 t
)
. (A.6)
Proof. (1) Denote g(t) = t−1/α. Let “∗” be the convolution in time, i.e., (g ∗ f)(t) = ∫ t
0
g(s)f(t−
s)ds. Define k0(t) = g(t) and for n ≥ 1,
kn(t) :=
(
g ∗ · · · ∗ g︸ ︷︷ ︸
(n+ 1)’s g
)
(t).
Denote b = 1− 1/α. We claim that
kn(t) = Γ(b)t
−1/α [t
bΓ(b)]n
Γ((n+ 1)b)
, for all n ≥ 1. (A.7)
When n = 1, by the definition of the Beta functions,
(g ∗ g)(t) = t1−2/α
∫ 1
0
(s(1− s))−1/αds = t1−2/α Γ(b)
2
Γ(2b)
= k1(t).
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If (A.7) is true for n, then by the same reason,
(kn ∗ g)(t) = Γ(b)
n+1
Γ((n+ 1)b)
∫ t
0
s(n+1)b−1(t− s)b−1ds
=t−1/αt(n+1)b
Γ(b)n+2
Γ((n + 2)b)
= kn+1(t).
Hence, (A.7) is true. Therefore,
Kλ(t) := k0(t) +
∞∑
n=1
λn+1kn(t)
= t−1/α + λΓ(b)t−1/α
[
Eb,b
(
tbλΓ(b)
)− 1
λΓ(b)
]
= λΓ(b)t−1/αEb,b
(
tbλΓ(b)
)
.
Finally, by successive replacements, we see that
f(t) = β(t) +
∞∑
n=0
(β ∗ kn)(t) = β(t) + (β ∗Kλ)(t).
The remaining part of (1) is clear. (A.5) is a direct consequence of (1) and the following integral
(see (1.99) in [20]) ∫ z
0
Eα,β(λt
α)tβ−1dt = zβEα,β+1(λz
α), β > 0.
Finally, for any γα > Γ(b)
1/b, by the asymptotic property of the Mittag-Leffler function (see
Theorem 1.3 in [20]),
Cα := sup
x≥0
xEb,1+b(Γ(b)x
b) exp (−γαx) <∞.
This completes the proof of Lemma A.2.
Lemma A.3. Suppose that α ∈ (1, 2], λ > 0, T > ǫ > 0, and βǫ : R+ 7→ R is a locally integrable
function.
(1) If f satisfies
f(t) = βǫ(t) + λǫ
−(1−1/α)1I{t>T−ǫ}
∫ t
T−ǫ
(t− s)−1/αf(s)ds for all t ∈ (0, T ], (A.8)
then
f(t) = βǫ(t) + 1I{t>T−ǫ}
∫ t
T−ǫ
Kλǫ−(1−1/α)(t− s)βǫ(s)ds, for all t ∈ (0, T ], (A.9)
where Kλǫ−(1−1/α)(t) is defined in (A.4). Moreover, when βǫ(t) ≥ 0, if the equality in (A.8)
is replaced by “≤” (resp. “≥”), then the equality in the conclusion (A.9) should be replaced
by “≤” (resp. “≥”) accordingly.
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(2) When βǫ(t) ≥ 0, for some nonnegative constant C that depends on α, λ and T (not on ǫ),
we have
f(t) ≤ βǫ(t) + C1I{t>T−ǫ}ǫ−(1−1/α)
∫ t
T−ǫ
(t− s)−1/αβǫ(s)ds, (A.10)
for all t ∈ [0, T ]. Moreover, if βǫ is a nonnegative constant, then for the same constant C,
it holds that
f(t) ≤ Cβǫ, for all t ∈ [0, T ]. (A.11)
Proof. (1) Write βǫ(t) in two parts
βǫ(t) = βǫ(t)1I{t≤T−ǫ} + βǫ(t)1I{t>T−ǫ} =: β†ǫ (t) + β
∗
ǫ (t).
Denote accordingly f ∗(t) = f(t)1I{t>T−ǫ}. Then it is clear that f(t) = β†ǫ (t)+f
∗(t) and f ∗ satisfies
f ∗(t) = β∗ǫ (t) + λǫ
−(1−1/α)
∫ t
0
(t− s)−1/αf ∗(s)ds for all t ≥ 0.
Hence, by Lemma A.2,
f ∗(t) = β∗ǫ (t) +
∫ t
0
Kλǫ−(1−1/α)(t− s)β∗ǫ (s)ds
= β∗ǫ (t) + 1I{t>T−ǫ}
∫ t
T−ǫ
Kλǫ−(1−1/α)(t− s)βǫ(s)ds.
Then adding β†ǫ (t) on both sides proves (A.9).
(2) By the property of the Mittag-Leffler function, we see that for some constant C that does
not depend on ǫ,
Kλǫ−(1−1/α)(t− s) ≤ Cλǫ−(1−1/α)(t− s)−1/α exp
(
Cλǫ−(1−1/α)(t− s)) .
Since the integral in (A.9) is nonvanishing only when T − t ≤ ǫ and since t− s ≤ T − t, we see
that
Kλǫ−(1−1/α)(t− s) ≤ Cλǫ−(1−1/α)(t− s)−1/α exp
(
Cλǫ1/α
) ≤ C ′ǫ−(1−1/α)(t− s)−1/α.
Putting this upper bound back into (A.9) proves (A.10). (A.11) is clearly from (A.10). This
completes the proof of Lemma A.3.
Lemma A.4. Suppose that α ∈ (1, 2] and |δ| ≤ 2 − α. For all ǫ, h ∈ (0, 1) and y ∈ R, it holds
that ∫ ǫ
0
ds
∫ ǫ
−ǫ
dz |G(s, y − z)−G(s, z)| ≤ Cǫ2(1−1/α)|y|. (A.12)
Proof. Denote the integral by I. Choose any β ∈ (1, α) and let β∗ = β/(β − 1). It is clear that
β∗ ≥ 2. By the scaling property of G and by Ho¨lder’s inequality,
I =
∫ ǫ
0
ds
∫ ǫ
−ǫ
dz s−1/α
∣∣∣∣G(1, y − zs1/α
)
−G
(
1,
z
s1/α
)∣∣∣∣
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=(∫ ǫ
0
ds
∫ ǫ
−ǫ
dz s−β/α
)1/β (∫ ǫ
0
ds
∫ ǫ
−ǫ
dz
∣∣∣∣G(1, y − zs1/α
)
−G
(
1,
z
s1/α
)∣∣∣∣β∗
)1/β∗
≤ Cǫ(2− βα) 1β
(∫ ǫ
0
ds
∫ ǫ
−ǫ
dz
( |y|
s1/α
)β∗)1/β∗
≤ Cǫ(2− βα) 1β ǫ
(
2−β∗
α
)
1
β∗ |y| = Cǫ2(1−1/α)|y|,
where we have used the fact that G(1)(1, x) is bounded (see (2.3)).
Proposition A.5 (Proposition 4.4 of [5]). For α ∈ (1, 2] and |δ| ≤ 2− α, there is a constant C
depends only on α and δ such that for all t ≥ s > 0 and x, y ∈ R,∫ t
0
dr
∫
R
dz [G(t− r, x− z)−G(t− r, y − z)]2 ≤ C|x− y|α−1, (A.13)∫ s
0
dr
∫
R
dz [G(t− r, x− z)−G(s− r, x− z)]2 ≤ C(t− s)1−1/α, (A.14)
and ∫ t
s
dr
∫
R
dz [G(t− r, x− z)]2 ≤ C(t− s)1−1/α . (A.15)
In the following theorem, we state the Kolmogorov continuity theorem with an emphasize on
the constants. The proof can be found, e.g., in [10, Theorem 4.3].
Theorem A.6 (The Kolmogorov continuity theorem). Suppose {X(t)}t∈T is a stochastic process
indexed by a compact cube T := [a1, b1] × · · · × [ad, bd] ⊂ Rd. Suppose also that there exists
constants Θ > 0, p > 0, and γ > d such that uniformly for all s, t ∈ T ,
||X(t)−X(s)||p ≤ Θ|t− s|γ/p.
Then X has a continuous modification X¯. Moreover, if 0 ≤ θ < (γ − d)/p, then∣∣∣∣∣
∣∣∣∣∣supt 6=s
∣∣X¯(t)− X¯(s)∣∣
|t− s|θ
∣∣∣∣∣
∣∣∣∣∣
p
≤ Cγ,θ,p,d Θ. (A.16)
The following lemma can be used to give an explicit form for cn defined by (8.26) when α = 2
(see Remark 8.5).
Lemma A.7. For all ν > 0 and t > 0,∫ t
0
ds
∫ t
−t
dy
1√
2πνs
exp
(
− y
2
2νs
)
= t
[
2
(
t
ν
+ 1
)
Φ
(√
t/ν
)
− 2t
ν
+
√
2/π e−
t
2ν
√
t/ν − 1
]
.
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Proof. Recall that Φ(x) =
∫ x
−∞
1√
2π
e−
y2
2 dy. Because
∫ t
−t
1√
2πνs
exp
(
− y2
2νs
)
dy = 2Φ (t/
√
νs)− 1,
by change of variable t/
√
νs = u, the double integral is equal to
2t2ν−1
∫ ∞
√
t/ν
Φ(u)u−3du− t.
Now we evaluate the du integral. Apply the integration-by-parts twice to obtain that
2
∫ ∞
√
t/ν
Φ(u)u−3du = −u−2Φ(u)
∣∣∣∞√
t/ν
+
∫ ∞
√
t/ν
u−2
1√
2π
e−u
2/2du
= −u−2Φ(u)
∣∣∣∞√
t/ν
− u−1 1√
2π
e−u
2/2
∣∣∣∞√
t/ν
+
∫ ∞
√
t/ν
u−1
1√
2π
e−u
2/2(−u)du
=
ν
t
Φ(
√
t/ν ) +
√
ν
2πt
e−
t
2ν −
(
1− Φ(
√
t/ν )
)
.
Lemma A.7 is proved after some simplification.
A.2 A general framework from Hu et al [9]
In Hu, Huang, Nualart and Sun [9], under certain assumptions on the fundamental solutions and
the noise, the existence and smoothness of density for the following SPDE have been studied
Lu(t, x) = b(u(t, x)) + σ(u(t, x))W˙ (t, x), t > 0, x ∈ Rd. (A.17)
In this equation, L denotes a second order partial differential operator and W˙ is a centered
Gaussian noise that is white in time and homogeneous in space. Formally,
E
[
W˙ (t, x)W˙ (s, y)
]
= δ0(t− s)f(x− y), (A.18)
where f is some nonnegative and nonnegative definite function. Let µ be the spectral measure,
i.e., the Fourier transform of f . Let H be the Hilbert space obtained by the completion of
C∞0 (R
d) according to the inner product
〈ψ, φ〉H =
∫
Rd
dx
∫
Rd
dy φ(x)f(x− y)φ(y) =
∫
Rd
Fφ(ξ)Fφ(ξ)µ(dξ), ψ, φ ∈ C∞0 (Rd).
The space H may contain distributions. Set H0 = L2([0,∞);H).
(H1) The fundamental solution to Lu = 0, denoted by G, satisfies that for all t > 0, G(t, dx) is
a nonnegative measure with rapid decrease, such that for all T > 0,∫ T
0
∫
Rd
|FG(t)(ξ)|2 µ(dξ)dt <∞, (A.19)
and
sup
t∈[0,T ]
G(T,Rd) ≤ CT <∞. (A.20)
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(H2) There exist positive constants κ1 and κ2 such that for all s, t ∈ [0, T ], x, y ∈ Rd, T > 0 and
p ≥ 1,
E [|u(s, x)− u(t, x)|p] ≤ Cp,T |t− s|κ1p, (A.21)
E [|u(t, x)− u(t, y)|p] ≤ Cp,T |x− y|κ2p, (A.22)
for some constant Cp,T which only depends on p and T .
(H3) There exist some constants η > 0, ǫ0 > 0 and C > 0 such that for all 0 < ǫ ≤ ǫ0,
C ǫη ≤
∫ ǫ
0
||G(r)||2H dr. (A.23)
(H4) Let η be the constant defined in (H3) and κ1 and κ2 be the constants defined in (H2).
(i) There exist some constants η1 > η and ǫ1 > 0 such that for all 0 < ǫ ≤ ǫ1,∫ ǫ
0
rk1 ||G(r)||2H dr ≤ Cǫη1 . (A.24)
(ii) There exists some constant η2 > η such that for each fixed non-zero w ∈ Rd, there
exists two positive constants Cw and ǫ2 satisfying∫ ǫ
0
〈G(r, ∗), G(r, w + ∗)〉H dr ≤ Cwǫη2 , for all 0 ≤ ǫ ≤ ǫ2. (A.25)
(iii) The measure Ψ(t) defined by |x|κ2G(t, dx) satisfies ∫ T
0
∫
Rd
|FΨ(t)(ξ)|2µ(dξ)dt < ∞
and there exists a constant η3 > η such that for each fixed w ∈ Rd, there exist two
positive constants Cw and ǫ3 satisfying∫ ǫ
0
〈| ∗ |κ2G(r, ∗), G(r, w + ∗)〉H dr ≤ Cwǫη3 , for all 0 ≤ ǫ ≤ ǫ3. (A.26)
Theorem A.8 (Theorem 3.1 of [9]). Assume that conditions (H1)– (H4) hold, and the coefficients
σ and b are smooth functions with bounded derivatives of all orders. Let u(t, x) be the solution
to (A.17) with vanishing initial data. Fix t > 0 and let x1, . . . , xn be n distinct points in R
d.
Assume that u(t, xi), i = 1, . . . , n, satisfy the condition that for some positive constant C1,
|σ(u(t, xi))| ≥ C1 P-a.s. for any i = 1, . . . , n. (A.27)
Then the law of the random vector (u(t, x1), . . . , u(t, xn)) has a smooth density with respect to
the Lebesgue measure on Rn.
Remark A.9. In the remark 3.2 of [9], the authors commented that using a localization pro-
cedure developed in the proof of Theorem 3.1 in [1], one can obtain a version of Theorem A.8
without assuming (A.27). In this case, one concludes that the law of (u(t, x1), . . . , u(t, xn)) has
a smooth density on {y ∈ R : σ(y) 6= 0}n.
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