Many asymptotic formulas exist for unrestricted integer partitions as well as for distinct partitions of integers into a finite number of parts. Szekeres and Canfield have derived an asymptotic formula for the number of partitions that is valid for any value of the number of parts. We obtain general asymptotic formulas for distinct partitions that are valid in a wider range of parameters than the existing asymptotic formulas, and we recover the known asymptotic results as special cases of our general formulas.
Introduction 1 Methodology and notations
Throughout this paper we follow the same methodology. We illustrate it with the function P (E, N ). We introduce the partition function related to the function P (E, N ):
So, by inverting this relationship, we have:
We set z = e −α and x = e −β . The partition function for unrestricted partitions is:
1 − e −α e −βk −1
The partition function of P (E, N ) is well known (Andrews 1976) :
The integrals of eq.(2) are taken over closed contours round the origin of the complex x and z plane. We apply the saddle-point approximation method to compute eq.(2). So, by inverting this relationship, we have:
where α * and β * are the coordinates of the saddle-point that maximizes the entropy function S E (α, β) = αN + βE + ln Z E (α, β) and:
The second order derivatives are evaluated at the saddle-point (α * , β * ). Similar formulas hold for the number of distinct partitions q(E, N ) and q(E, N, B). The partition function of q(E, N ) is:
The associated entropy function is
The restriction of the size of parts to be lower than B modifies the partition function of q(E, N, B) compared to the one of q(E, N ):
The entropy function S R (α, β) is changed accordingly. Finally, following Szekeres (1987) , we introduce the following notations:
2 Canfield's formula from the saddle-point approximation
We recover Canfield's formula for P (E, N ) in an easy way with the saddle-point approximation. The entropy function writes for equal partitions:
By applying the Euler-McLaurin formula to the sum term, we get:
The saddle-point equations write:
and
We set v = β * N and u = N/ √ E After some analytics, we get the value of α at the saddle-point:
The integral term in eq. (14) is equivalent to:
Then, eq. (14) is equivalent to:
The second order derivatives are:
At the saddle-point, the function S E (α * , β * ) is equal to:
The denominator of the saddle-point formula is equal to:
Finally, we get the number of partitions of E into N summands or less:
where:
This is exactly Canfield's formula (Canfield 1997 ).
3 Asymptotic formula for unrestricted partitions 3.1 General formula for q(E, N)
We use the same methodology to obtain a similar formula for unequal partitions. The entropy formula for unequal partitions writes:
The coordinates (α * , β * ) of the saddle-point for distinct partitions are different from the ones for unrestricted partitions as seen in the previous section. We set v = β * N and u = N/ √ E After some analytics, we get the value of α * at the saddle-point:
The integral term in eq.(30) is equivalent to:
Then, eq.(30) is equivalent to:
At the Saddle-point, the entropy function is equal to:
Finally, we get the number of unequal partitions of E into N summands:
Limit N << √ E
Let's now focus on some limiting cases. In the limit N << √ E (i.e. u << 1), we have α * → ∞, and then, from eq.(31), v = β * N → 0. From eq. (30):
Then, β * = e −α * /E ∼ β * N/E because β * N << 1. It follows that β * ∼ N/E. We obtain u ∼ √ β * N and v ∼ β * N . The functionḡ(u) is equal to:
Similarly, from eq. (40), we get forf (u):
We obtain the known result:
We can take the same limit N << √ E in Canfield's formula eq. (23) for unrestricted partitions and we will get the same result as in eq.(44). Both asymptotics converge to the same limiting distribution which corresponds to the Maxwell-Boltzman distribution as explained for instance in (Debnath 1987) .
Limit N → √ 2E
We know from eq. (31), that N ≤ √ 2E. We can compute the asymptotics of q(E, N ) in the limit N → √ 2E. This limit correspond to α * → −∞ and β * N → ∞. It is straightforward to see that
Finally, there is another interesting limit when α * → 0. This limit corresponds to the total number of unequal partitions, whatever the value of N .
In the limit α * → 0, we have v ∼ ln 2. We set v = ln 2 + ǫ. At first order in ǫ, we obtain from eq.(33):
Then, we obtain g(u) ∼ 2c − 2cγǫ 2 /c In addition, we can rewrite ǫ as a function of N and E. Indeed:
We can solve this first order equation to get ǫ ∼ 1 γ c
− ln 2 . Finally, we obtain
From the approximations of eq. (45), we getf (u) ∼ 4 √ 6γ. In the limit α * → 0, the number of unequal partitions with N terms is:
This is exactly the result of Erdos and Lehner (1941) . Szekeres (1987) explains that the total number of unequal partitions is obtained by summing over all the values of N (or equivalently over all values of σ), and we obtain the well known asymptotic formula q(E) ∼ exp(2c
4 Formula when the summands are smaller than B
In the case where the summands are restricted to be lower than a given number B, the entropy function of eq. (26) is slightly modified because the sum term stops at B instead of infinity:
We introduce the partition function related to the function q(E, N, B):
We set z = e −α and x = e −β . The partition function for unequal partitions is well known:
By inverting this relationship, we have:
where α * and β * are the coordinates of the saddle-point that maximizes the function S R (α, β) = αN + βE + ln Z R (α, β) and:
The second order derivatives are taken at the saddle-point (α * , β * ). By applying the Euler-McLaurin formula to the sum term of eq.(50), we get: 
and ∂S ∂β = 0 = E − 1 β 2 βB 0 ln(1 + e −α e −x )dx + B β ln(1 + e −α−βB )
We set p = N/B, v = β * N , e 
