Control and Optimization of Future Electric Grid Integrating Plug-In Electric Vehicles and Wind Power. by Li, Chiao-Ting
Control and Optimization of Future Electric Grid Integrating 










A dissertation submitted in partial fulfillment 
of the requirements for the degree of 
Doctor of Philosophy 
(Mechanical Engineering) 









Professor Huei Peng, Co-Chair 
Professor Jing Sun, Co-Chair 
Assistant Professor Branko Kerkez 
Professor Jeffrey L. Stein 























I would like to express my gratitude to both of my advisors, Professor Huei Peng 
and Professor Jing Sun. Their guidance and encouragement have been enormous to my 
research and the completion of this dissertation, and their patience and supports have 
never been absence especially when time was hard. I would also like to thank my other 
committee members, Professor Branko Kerkez, Professor Jeffrey Stein, and Professor 
Dawn Tilbury, for their advice. Their comments on my work will remind me to think 
wide, broad and holistic while attending the details. 
I am indebted to the people, with whom I work together in the NSF EFRI-RESIN 
Project. They are Professor Ian Hiskens, Professor Greg Keoleian, Professor Mariesa 
Crow, Dr. Tulga Ersal, Dr. Jarod Kelly, Brandon Marshall, Dr. Joel Forman, Dr. Rakesh 
Patil, Dr. Changsun Ahn, and Dr. Tae-Kyung Lee. Their inputs and suggestions are 
helpful and have enriched my research. In addition, I would like to acknowledge the 
EFRI project for the financial supports for my graduate study. 
Also, I would like to thank my colleagues in the Vehicle Dynamics Lab: Jong-
Hwa Yoon, Byung-Joo Kim, William Smith, Xiaowu Zhang, Tianyou Guo, Ding Zhou, 
Ziheng Pan. I shall never forget their help, assistance, and all the good times we have had 
in the office. 
Lastly, my deepest thanks go to my family. They grant me a strong mind to walk 






TABLE OF CONTENTS 
ACKNOWLEDGMENTS .................................................................................................. ii 
LIST OF FIGURES ........................................................................................................... vi 
LIST OF TABLES .............................................................................................................. x 
LIST OF APPENDICES .................................................................................................... xi 
ABSTRACT ...................................................................................................................... xii 
CHAPTER 1 Introduction................................................................................................... 1 
1.1 Motivation ................................................................................................................ 1 
1.2 Background .............................................................................................................. 4 
1.2.1 Plug-in Electric Vehicles ................................................................................. 4 
1.2.2 Electricity Market ............................................................................................ 8 
1.2.3 Renewable Energy ........................................................................................ 10 
1.2.4 Smart Grid ..................................................................................................... 15 
1.3 Research Scope and Objectives ............................................................................. 16 
1.4 Contributions .......................................................................................................... 19 
1.5 Outline of the Dissertation ..................................................................................... 21 
CHAPTER 2 PEV Charging Control ................................................................................ 22 
2.1 Literature Review ................................................................................................... 22 
2.2 Modeling ................................................................................................................ 25 
2.2.1 Electric Grid .................................................................................................. 25 
2.2.2 PEV Fleet ...................................................................................................... 27 
2.3 Two-Level PEV Charging Control ........................................................................ 30 
2.3.1 Centralized Broadcast ................................................................................... 31 
2.3.2 Charging Power Allocation Rule .................................................................. 32 
2.3.3 Feedback Gains ............................................................................................. 34 
2.3.4 Sensitivity of the PEV Load .......................................................................... 35 
2.4 Simulations ............................................................................................................. 36 
 
iv 
2.4.1 Performance Comparison .............................................................................. 36 
2.4.2 Stability of the PEV Charging Controller ..................................................... 38 
2.4.3 Simulations of Fleets with More PEVs ......................................................... 40 
2.4.4 Early Plug-Off and Late Plug-In ................................................................... 41 
2.5 Conclusion ............................................................................................................. 42 
CHAPTER 3 Control of Battery Energy Storage to Mitigate Wind Power Intermittency 44 
3.1 Literature Review ................................................................................................... 46 
3.2 Modeling ................................................................................................................ 48 
3.2.1 Wind Power ................................................................................................... 48 
3.2.2 Battery ........................................................................................................... 50 
3.3 Mitigating Wind Power Intermittency ................................................................... 52 
3.3.1 Conventional Reserve ................................................................................... 52 
3.3.2 Heuristic Control Algorithm ......................................................................... 54 
3.4 Model Predictive Control (MPC) for BESS........................................................... 55 
3.4.1 MPC Design .................................................................................................. 55 
3.4.2 Revised Optimization Formulation for MPC ................................................ 60 
3.5 Sizing of BESS ....................................................................................................... 62 
3.6 Conclusion ............................................................................................................. 65 
CHAPTER 4 Synergistic Control for PEV Charging and Wind Power Scheduling ........ 67 
4.1 Literature Review ................................................................................................... 67 
4.2 Modeling ................................................................................................................ 69 
4.2.1 PEV Fleet ...................................................................................................... 69 
4.2.2 Wind Power ................................................................................................... 71 
4.2.3 The Electric grid ............................................................................................ 71 
4.3 Hierarchical Controller ........................................................................................... 72 
4.3.1 Top-Level Controller: Scheduling Optimization .......................................... 73 
4.3.2 Middle-Level Controller: Load Following .................................................... 78 
4.3.3 Bottom-Level Controller: Grid Frequency Regulation ................................. 79 
4.4 Simulations ............................................................................................................. 79 
4.5 Conclusion ............................................................................................................. 83 
CHAPTER 5 Reducing Grid Emissions through a Carbon Disincentive Policy .............. 85 
 
v 
5.1 Literature Review ................................................................................................... 85 
5.2 Modeling ................................................................................................................ 88 
5.2.1 Plug-In Vehicle Fleet .................................................................................... 88 
5.2.2 Wind Power ................................................................................................... 88 
5.2.3 The Electric Grid ........................................................................................... 89 
5.3 Scheduling Optimization for CO2 Emission and Electricity Generation Cost ....... 90 
5.3.1 Original Scheduling Optimization: Minimize Electricity Generation Cost .. 90 
5.3.2 Scheduling Optimization with Direct Penalty on CO2 .................................. 92 
5.3.3 Scheduling Optimization with CO2 Disincentive ......................................... 93 
5.4 Impacts of the Carbon Disincentive Policy ............................................................ 97 
5.4.1 Tradeoff between Electricity Generation Costs and CO2 Emission .............. 97 
5.4.2 Optimal Pareto Fronts of Various Scenarios ................................................. 99 
5.5 Conclusion ........................................................................................................... 102 
CHAPTER 6 Generation Planning for a Future Electric Grid ........................................ 104 
6.1 Literature Review ................................................................................................. 105 
6.2 Modeling of the Electric Grid .............................................................................. 108 
6.2.1 Generation Cost and CO2 Emission of Existing Generating Capacity ....... 108 
6.2.2 Cost Assumptions for New Generating Capacity ....................................... 110 
6.2.3 Costs due to Wind Power Intermittency ..................................................... 112 
6.3 Planning of Generating Capacity for 2035........................................................... 112 
6.3.1 New Generating Capacity to Meet Grid Load Increase .............................. 113 
6.3.2 Economic Dispatch ..................................................................................... 114 
6.3.3 Scheduling Optimization for Wind Power .................................................. 116 
6.3.4 Costs with Different Generating Capacity Upgrades .................................. 118 
6.4 Sensitivity Analyses ............................................................................................. 122 
6.5 Conclusion ........................................................................................................... 127 
CHAPTER 7 Conclusions and Future Work .................................................................. 129 
7.1 Conclusions .......................................................................................................... 129 





LIST OF FIGURES 
Figure 1.1 The U.S. energy use in 2011 (quadrillion BTU) [1] ...........................................1 
Figure 1.2 The U.S. energy-related CO2 emissions in 2010 (million metric tons) [2] ........2 
Figure 1.3 Renewable portfolio standards in the U.S. (adopted from [6]) ..........................3 
Figure 1.4 Estimated PEV Level-2 charger installation cost [26] .......................................7 
Figure 1.5 The U.S. electric generating capacity by in-service year [45] .........................10 
Figure 1.6 Shares of renewable generation in the U.S. energy supply in 2011 [46] .........11 
Figure 1.7 Installation cost of wind power in the U.S. [53]...............................................13 
Figure 1.8 Installation cost of solar power in the U.S. [54] ...............................................13 
Figure 1.9 The vision of grid integration ...........................................................................17 
Figure 2.1 Summary of literature related to PEV charging control ...................................24 
Figure 2.2 Nominal and actual load profiles ......................................................................26 
Figure 2.3 Electric grid model ...........................................................................................27 
Figure 2.4 Distributions of plug-in time, plug-off time, and SOC at plug-in ....................29 
Figure 2.5 PEV charging control for frequency regulation ...............................................30 
Figure 2.6 Perfect valley filling .........................................................................................31 
Figure 2.7 Charging power allocation rule ........................................................................33 
Figure 2.8 All possible values of PPEV in valley hours ......................................................35 
Figure 2.9 Extracted values of PPEV at 4AM .....................................................................35 
Figure 2.10 Grid frequency trajectories .............................................................................37 
Figure 2.11 Aggregate load profiles ..................................................................................37 
Figure 2.12 Block diagram of grid frequency dynamics with PEV charging control .......38 
Figure 2.13 Block diagram of grid frequency dynamics with conventional reserves .......39 
Figure 2.14 Nyquist Plot when the smallest stability margin happens ..............................39 
Figure 3.1 Two different ways to mitigate wind power intermittency ..............................45 
Figure 3.2 Summary of literature related to BESS sizing and control for wind power .....47 
Figure 3.3 One-week long power outputs of an 800MW wind farm .................................49 
 
vii 
Figure 3.4 The conditional probability distributions, P(wa|wf) ..........................................49 
Figure 3.5 The cumulative probability distributions, F(wa|wf), at wf = 400MW ...............50 
Figure 3.6 Power limits of battery. Subplot (a): discharge; (b): charge ............................51 
Figure 3.7 Wind scheduling with conventional reserves and BESS ..................................53 
Figure 3.8 Scaling factor for the heuristic control .............................................................54 
Figure 3.9 Evolution of the optimal control trajectories when CN increases .....................57 
Figure 3.10 Evolution of the optimal state trajectories when CN increases .......................58 
Figure 3.11 Non-unique optimal control trajectories .........................................................59 
Figure 3.12 Non-unique optimal state trajectories .............................................................60 
Figure 3.13 MPC implementation with forgetting factor ..................................................61 
Figure 3.14 MCP implementation with penalty on wind scheduling changes ..................62 
Figure 3.15 Optimal state trajectories ................................................................................62 
Figure 3.16 Annual revenue with the forgetting factor in the MPC formulation ..............63 
Figure 3.17 Annual revenue with penalty imposed on rate changes in wind scheduling ..64 
Figure 3.18 Annual wind curtailment ................................................................................65 
Figure 4.1 Distributions of the plug-in time and plug-off time [143] ................................70 
Figure 4.2 Distributions of the trip length [143] ................................................................70 
Figure 4.3 Cost of electricity generation in Michigan [145] .............................................72 
Figure 4.4 the structure of the hierarchical controller ........................................................73 
Figure 4.5 Objectives and time resolutions of the hierarchical controller .........................73 
Figure 4.6 The optimal scheduling in the valley hours with the nominal grid load ..........78 
Figure 4.7 The dispatch of non-renewable generation sources ..........................................80 
Figure 4.8 Grid frequency trajectories ...............................................................................81 
Figure 4.9 Total costs of electricity generation and reserve procurement .........................82 
Figure 4.10 Cost reduction between uncoordinated and coordinated grid operations 
with PEVs and wind power ........................................................................................82 
Figure 5.1 Summary of life-cycle GHG emissions for selected power plants [150] .........86 
Figure 5.2 Life-cycle CO2 emissions of vehicles ...............................................................87 
Figure 5.3 Cost of electricity generation in Michigan (extracted from [145]) ..................90 
Figure 5.4 CO2 emission rate of electricity generation (extracted from [173]) .................90 
Figure 5.5 Optimal generation scheduling of the baseline case .........................................92 
 
viii 
Figure 5.6 Optimal scheduling with a direct penalty on CO2 emissions ...........................93 
Figure 5.7 Optimal scheduling with a large direct penalty on CO2 emissions ..................93 
Figure 5.8 The modified cost curve and CO2 rate with β = $0.05/ton CO2 .......................94 
Figure 5.9 The optimal scheduling with β = $0.05/ton CO2 ..............................................95 
Figure 5.10 The modified price curve and CO2 rate with β = $20/ton CO2 ......................96 
Figure 5.11 The optimal scheduling with β = $20/ton CO2 ...............................................96 
Figure 5.12 Optimal Pareto Front with β varying from 0 to $20/ton CO2 .........................97 
Figure 5.13 Electricity generation by different types of power plants ..............................98 
Figure 5.14 Revenue distributions of different types of power plants ...............................99 
Figure 5.15 Pareto fronts of three different scenarios ......................................................100 
Figure 5.16 Normalized Pareto fronts ..............................................................................101 
Figure 6.1 Summary of literature related to generation planning ....................................105 
Figure 6.2 Generation cost of existing capacities in Michigan in 2012 [145] .................109 
Figure 6.3 Long-term fuel price [158, 193] .....................................................................109 
Figure 6.4 Construction cost summary [53, 170, 171, 186, 195-197] .............................110 
Figure 6.5 Capital outlays for power plant construction with a 5-year lead time [195] ..111 
Figure 6.6 The annual grid load of Michigan in 2012 [90] .............................................113 
Figure 6.7 The peak load increase and new capacity requirements from 2012 to 2035 ..114 
Figure 6.8 Merit order in 2012 and 2017 with additional nuclear power ........................114 
Figure 6.9 Hourly electricity generation in the peak load day in 2012............................115 
Figure 6.10 Hourly electricity generation in the peak load day in 2017 ..........................115 
Figure 6.11 Evolution of annual electricity generation with additional nuclear power ...116 
Figure 6.12 Merit order in 2012 and 2017 with additional wind power ..........................117 
Figure 6.13 Evolution of annual electricity generation with wind power .......................118 
Figure 6.14 Cash flow of adding nuclear power to the grid ............................................119 
Figure 6.15 Discounted cash flow of adding nuclear power to the grid ..........................120 
Figure 6.16 Total discounted costs (i.e. present value) over 23 years .............................121 
Figure 6.17 Sensitivity of total electricity generation cost to discount rate .....................123 
Figure 6.18 Sensitivity of total electricity generation cost to construction cost ..............123 
Figure 6.19 Sensitivity of total electricity generation cost to gas price ...........................124 
Figure 6.20 Sensitivity of total electricity generation cost to CO2 tax ............................124 
 
ix 
Figure 6.21 Sensitivity of total CO2 emission to CO2 tax. ...............................................125 
Figure 6.22 Wind power with energy storage system ......................................................126 
Figure A.1 Temporal distributions of real commute in the southeast Michigan [143] ....134 
Figure D.1 Upgrade the generation mix with nuclear power plants ................................140 
Figure D.2 Cash flow of adding nuclear power to the grid .............................................141 
Figure D.3 Discounted cash flow of adding nuclear power to the grid ...........................141 
Figure D.4 Upgrade the generation mix with coal power plants .....................................141 
Figure D.5 Cash flow of adding coal power plants to the grid ........................................142 
Figure D.6 Discounted cash flow of adding coal power plants to the grid ......................142 
Figure D.7 Upgrade the generation mix with natural gas power plants ..........................142 
Figure D.8 Cash flow of adding gas power plants to the grid .........................................143 
Figure D.9 Discounted cash flow of adding gas power plants to the grid .......................143 
Figure D.10 Upgrade the generation mix with natural gas power plants ........................143 
Figure D.11 Cash flow of adding gas power plants to the grid .......................................144 





LIST OF TABLES 
Table 1.1 PEVs and EVs in the U.S. Market by January 2013 [20-22] ...............................5 
Table 1.2 PEV Charging Infrastructure [24-27] ..................................................................7 
Table 1.3 New Electricity Generating Capacity Installed in 2012 in the U.S. [5] .............12 
Table 1.4 Market Supporting Mechanisms for Renewable Energy ...................................15 
Table 2.1 Performance between Conventional Reserve and PEV Charging Control ........40 
Table 2.2 Charging Performance with Different PEV Fleet Sizes ....................................41 
Table 4.1 Simulations Setups with Different Control Algorithms ....................................79 
Table 6.1 Parameters Related to Capacity Construction .................................................111 
Table 6.2 System-Wide LCOE ........................................................................................121 
Table 6.3 Parameters for Sensitivity Analyses ................................................................122 
Table A.1 Hourly Traffic Count on the Interstate Highway 5 (Hour 0-11) [95] .............133 
Table A.2 Hourly Traffic Count on the Interstate Highway 5 (Hour 11-23) [95] ...........134 
Table C.1 Parameters Related to Capacity Construction [196] .......................................137 
Table C.2 Parameters Related to Capacity Construction [193, 195, 197] .......................137 
Table C.3 Parameters Related to Capacity Construction [170] .......................................138 
Table C.4 Parameters Related to Capacity Construction [171] .......................................138 
Table C.5 Parameters Related to Capacity Construction [186] .......................................138 






LIST OF APPENDICES 
APPENDIX A Raw Data Used for PEV Fleet Modeling ................................................133 
APPENDIX B Dynamic Programming ...........................................................................135 
APPENDIX C Parameters Related to Costs of Power Plant Construction ......................137 





Control and Optimization of Future Electric Grid Integrating Plug-In Electric Vehicles 
and Wind Power 
by 
Chiao-Ting Li 
Co-Chairs: Huei Peng and Jing Sun 
This dissertation studies the integration and control problems that will arise when 
large numbers of plug-in electric vehicles (PEVs) and wind power are introduced to the 
electric grid. Various control and optimization techniques are developed in this 
dissertation to harnesses the synergy between PEVs and wind power to facilitate the grid 
operations. 
First, a PEV charging control algorithm is developed to utilize the idle generating 
capacity in evening hours to charge of the newly introduced PEVs on the future Michigan 
grid. The control algorithm adopts a partially-decentralized structure, so that its 
implementation does not require excessive computation and communication. At the 
global level, a SOC threshold command is calculated and broadcasted to all PEVs as the 
basis of charging level. At each charger, two attributes of individual PEVs, the battery 
state of charge and plug-off time, are considered to calculate the final charging power. 
The proposed algorithm allows most PEVs to be fully charged. In the meantime, the grid-
level objective “valley filling” is achieved. The algorithm also includes a feedback 
mechanism to regulate grid frequency to explore the potential of manipulating PEV 
charging to replace conventional reserves in the valley hours. 
Secondly, this dissertation investigates means to mitigate wind power 
intermittency. Model predictive control (MPC) is used to control the charging and 
discharging of battery energy storage system (BESS) to provide reserves. Unlike existing 
MPC studies that focused on state tracking or output regulation, realistic objective 
 
xiii 
functions that capture the reserve costs to cover wind surplus or deficit are used. The 
effect of BESS capacity sizing is also investigated. 
Thirdly, to accommodate both PEVs and wind power on the grid, a hierarchical 
control algorithm is proposed. The control algorithm has three levels. The top-level 
controller solves a scheduling optimization problem to minimize the grid-wide cost of 
electricity generation. The middle- and bottom-level controllers are based on the control 
algorithms previously developed for PEV charging and wind power scheduling. The 
hierarchical structure allows the features in the different control algorithms to be 
preserved. 
Next, a carbon disincentive policy is proposed to promote the use of low-carbon 
power plants for electricity generation to reduce grid CO2 emissions. The proposed policy 
can be used to adjust the carbon content in the generation mix, and the tradeoff between 
the generation costs and grid CO2 emissions is investigated. Analyses show that 
introducing wind generation can significantly reduce the electricity generation costs, but 
not grid CO2 emissions if no PEVs are available to mitigate wind intermittency. To 
address both the generation costs and CO2 emissions, manipulations in both the supply 
and demand on the grid are needed. 
Lastly, the generation planning problem is studied. A systematic methodology is 
proposed to evaluate the cost of constructing different types of generating capacities. The 
methodology considers the evolutions in both the supply and demand of the electric grid, 
including annual increases in the grid load and changes in the merit order when new 
power plants are commissioned. Furthermore, the renewable intermittency and reserve-
related costs are also considered, which are new features not seen in the literature. Based 
on the used assumptions, the cost evaluation identifies the construction cost as the 
bottleneck that prevents wind power from entering the market, although the wind 
intermittency can be addressed by BESS or PEVs on the operation stage.  
The modeling and optimization framework developed in this dissertation makes it 
possible to study the synergy between PEVs and wind power on the electric grid. 
Simulation results show that PEVs and wind power are complementary to each other, and 






Electricity generation and transportation are the two largest energy consumption 
sectors in the U.S. As can be seen from Figure 1.1, in 2011 alone, they are responsible for 
68% of the total energy use. In addition, most of the energy used in these two sectors 
comes from non-renewable sources. Figure 1.1 shows that 87% of the energy used in 
electricity generation and 96% in the transportation sector are non-renewable. These non-
renewable fossil fuels create significant carbon emissions. Figure 1.2 shows that, in 2010, 
transportation and electricity generation were responsible for 73% of CO2 emissions in 
the U.S. Thus, there are urgent needs to find sustainable and cost-effective ways to 
reduce the energy consumption and environment impacts of these two sectors.  
 




Figure 1.2 The U.S. energy-related CO2 emissions in 2010 (million metric tons) [2] 
 
In response to the growing demands of electricity usage and transportation, 
researchers are seeking solutions from many angles. There are legislations to require 
cleaner and more efficient operations of electric utility companies and automakers. For 
example, the American Clean Energy and Security Act of 2009 requires electric utilities 
to have 20% of their sales generated by renewable sources by 2020 [3] and the Obama 
Administrative announced the new CAFE standards in 2011 with the target to increase 
the automotive fleet fuel economy from 25.3 mpg to 54.5 mpg by 2025 [4]. In addition, 
many states in the U.S. have Renewable Portfolio Standards with targets of energy 
production from renewable sources (see Figure 1.3). In 2012, renewable energy 
accounted for 49.1% of all new U.S. electricity generating capacity installed, according to 
the latest update from the Federal Energy Regulatory Commission (FERC). Therefore, 
renewable sources now account for 15.4% of total installed U.S. generating capacity, 
which is more than nuclear (9.24%) and oil (3.57 %) combined [5]. Furthermore, electric 
utilities are initiating grid reform, such as variable pricing, advanced metering systems, 
and load-side controls to better accommodate renewable generation. Automakers are 
actively pursuing high-efficiency vehicle technologies, such as diesel engines, start-stop, 
alternative fuels, and hybrid vehicles. Plug-in electric vehicles (PEVs) in particular 
receive a lot of attention. PEVs are expected to leverage the electrified powertrain 
 
3 
technologies with larger battery packs to enable all-electric or blended driving so that less 
fossil fuel and more electric energy can be used in the transportation sector. The 
increased awareness from the public also stimulates the penetration of clean technologies 
into electricity generation and transportation. 
 
Figure 1.3 Renewable portfolio standards in the U.S. (adopted from [6]) 
 
With the favorable governmental and industry driving forces described above, 
PEVs and renewable energy sources are expected to gain popularity and drastically 
change the supply and demand on the electric grid. Although PEV charging will add 
additional load to the grid, if the charging is properly controlled, the presence of PEVs 
can have a positive impact to the grid. This dissertation focuses on studying wind power 
as the representative renewable energy source, as it is one of the fastest-growing 
renewable generating capacities on the grid and has the installation costs low enough to 
be comparable to coal-fired power plants [7, 8]. Furthermore, the fact that wind power 
sources are available overnight makes it more suitable than solar power for PEV charging. 
However, wind intermittency will increase electricity generation uncertainties, which 
needs to be properly addressed in the grid operation. In addition to their individual 
features, PEVs and wind power have significant synergy: PEVs can serve as a demand 
response to mitigate the intermittent wind generation, and wind power can provide low-
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carbon electricity to PEVs. PEVs will also significantly change the ground transportation 
sector, but the focus of this dissertation will mainly be on the electric grid. This 
dissertation tackles challenges of incorporating large numbers of PEVs and wind power 
on the electric grid via control and optimization techniques. It also presents solutions to 
integrate PEV charging and wind power dispatch on the electric grid. Those solutions 
include charging control, grid frequency regulation, electricity generation costs 
minimization, and grid CO2 emission reduction.  
1.2 Background 
This chapter summarizes background information on PEV charging, operation of 
the electricity market, attributes of renewable energy, and challenges associated with high 
penetrations of PEVs and wind power on the grid. 
1.2.1 Plug-in Electric Vehicles 
A key feature of PEVs is that they have much larger battery capacities than hybrid 
vehicles, which enables electric-only driving.  The all-electric range (AER) is a main 
attribute of PEVs. Long AER is highly correlated to better fuel economy on the EPA 
label and lower tailpipe emissions. In addition to recovering kinetic energy through 
regenerative braking during driving, PEVs often need to plug into household outlets or 
designated chargers to recharge their batteries. Though there is an improvement in fuel 
economy and tailpipe emissions during the driving phase, reduction in carbon footprint is 
not guaranteed. PEVs might have higher carbon footprints if the electricity from the grid 
is produced by coal-firing plants. Therefore, the development of PEVs and the 
deployment of renewable energy should proceed simultaneously for PEVs to be a 
sensible and sustainable solution for future ground transportation. 
Battery sizing and the onboard power management are aspects related to PEV 
charging. Sizing the battery capacity for PEVs is an important design problem because 
the battery capacity affects the AER. In addition, the battery is still fairly expensive, so 
the battery size significantly affects the vehicle cost. Furthermore, battery size and weight 
are important packaging issues in vehicle integration. Battery capacity also affects the 
charging time. As PEV penetration increases, the PEV charging demand will be more 
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substantial and influential to the grid operation. Table 1.1 is a list of recent PEV and 
electric vehicle models available in the U.S. They come in various battery capacities, and 
many studies have investigated battery sizing for PEVs [9-14]. With battery capacity 
significantly larger than non-plug-in hybrid vehicles, PEVs require different power 
management [15]. Several optimization methods have been used to solve the PEV power 
management problem, and it is generally recognized that the blending strategy is more 
efficient than the CDCS (charge-depletion, charge-sustaining) strategy [16-19] when the 
driving range is known a priori.  
Despite of the fact that battery sizing is an important design decision, battery 
sizing and power management are not going to be studied in this dissertation. All PEVs 
are assumed to have a given size of 16kWh (the same size as the 2013 Chevrolet Volt) in 
this dissertation. In addition, instead of making assumptions on power management, the 
EPA rated fuel economy listed in Table 1.1 will be used to assess the battery use during 
driving. 












Chevrolet Volt 2012 Plug-in Hybrid 38 mi 
98 mpg-e 
(34 kWh/100 mi) 
16 kWh
Fisker Karma 2012 Plug-in Hybrid 20 mi 
54 mpg-e 
(62 kWh/100 mi) 
20 kWh
Ford C-Max Energi 
Plug-in Hybrid 
2013 Plug-in Hybrid 21 mi 
100 mpg-e 
(34 kWh/100 mi) 
7.6 kWh
Ford Fusion Energi 
Plug-in Hybrid 
2013 Plug-in Hybrid 21 mi 
100 mpg-e 




2012 Plug-in Hybrid 11 mi 
95 mpg-e 
(35 kWh/100 mi) 
4.4 kWh
Nissan Leaf 2011 All-electric 73 mi 
99 mpg-e 
(34 kWh/100 mi) 
24 kWh
Tesla model S 2012 All-electric 265 mi 
89 mpg-e 
(38 kWh/100 mi) 
85 kWh
Coda 2012 All-electric 88 mi 
73 mpg-e 
(46 kWh/100 mi) 
31 kWh
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Ford Focus EV 2012 All-electric 76 mi 99 mpg-e 
(34 kWh/100 mi) 
23 kWh
Mitsubishi i-MiEV 2013 All-electric 62 mi 
99 mpg-e 
(34 kWh/100 mi) 
16 kWh
Fiat 500e 2013 All-electric 87 mi 
116 mpg-e 
(29 kWh/100 mi) 
31 kWh
Honda Fit EV 2012 All-electric 82 mi 
118 mpg-e 
(29 kWh/100 mi) 
20 kWh
Scion iQ EV 2013 All-electric 38 mi 
121 mpg-e 
(28 kWh/100 mi) 
12 kWh
Smart ED 2013 All-electric 68 mi 
107 mpg-e 
(32 kWh/100 mi) 
17.6 kWh
Toyota Prius 2012 Hybrid N/A 50 mpg 1.4 kWh
Average U.S. new car 2013 Gasoline only N/A 24.5 mpg [23] N/A 
 
The charging infrastructure is another factor affecting the PEV charging. The 
charging system includes the charging station, interface, and the charging protocols. 
Siting and cost are two major barriers to the popularity of charging stations. The siting 
concerns include parking availability, safety, permits, and installation costs. Cost 
estimates for installing PEV chargers are shown in Figure 1.4, and the interface and 
hardware specifications are summarized in Table 1.2. More details can be found in the 
SAE J1772 [24] and IEC 62196 standards [25]. In this dissertation, it is assumed that all 
PEV owners will opt for the Level-1 charger at home as it is the cheapest option, which, 
however, imposes greater challenge in charging control because of the longer charging 
time. It is also assumed that all PEVs are demand response, meaning their power demand 
is controllable, and can be slowed or stopped if deemed necessary. However, the V2G 






Figure 1.4 Estimated PEV Level-2 charger installation cost [26] 
 
Table 1.2 PEV Charging Infrastructure [24-27] 
 Level 1 Level 2 DC Charging 
Voltage/Amperage 120 VAC/12A 240 VAC/40A 
Under 
Development 
Charging Power 1.44kW 
3.3 kW 
(limited by vehicle) 
Charging Time for a 
10kWh Battery 
5-8 hours 1-2 hours 
Installation Cost 
Estimate (per Charger) 
$878 
House: $2,146 
Apartment complex: $1,520 
Commercial bldg.: $1,852 
 
PEVs will impact both the ground transportation sector and the electric grid 
because of the two-way power flow. In terms of the grid-to-vehicle (G2V) power flow, 
the fact that PEVs receive charging from the grid allows for a multiplicity of energy 
sources to be used in supplying power for PEVs—they can run on any type of energy as 
long as it is converted to electricity. This is a big leap toward petroleum displacement and 
energy sustainability. In terms of vehicle-to-grid (V2G) power flow, several studies have 
accessed the market potential of using PEV batteries to support grid operation [28-30]; 
however, as pointed out in above, due to concerns on battery longevity, V2G will not be 
considered in this dissertation. Last but not least, PEV owners benefit from the 
(equivalent) gas price of less than $1.00 per gallon [31]. Among the far-reaching impacts 
PEVs have, this dissertation focuses on PEVs’ impacts to the electric grid.  
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1.2.2 Electricity Market 
The electricity utility industry is less than one hundred years old, and the 
deregulated electricity market is an even more recent development [32]. Back in the time 
of the regulated electricity market before 1980, the electricity utility was owned and 
controlled by the government in a centralized fashion and there was no need for 
complicated coordination among power plants. The deregulation of electricity generation 
first happened in Chile in the early 1980’s, and the U.S. gradually opened and privatized 
the electricity system in the mid 1990’s. The motivation of deregulating the electricity 
market is the belief that the competition among privately-owned generation sellers and 
buyers can reduce the price and result in a more efficient operation. However, 
privatization fragments the electricity system, and coordination of generation scheduling 
and dispatch become a vital task in the grid operation.  
The deregulated electricity market is run by an independent system operator (ISO), 
which is usually a governmental or non-profit agency that ensures security and reliability 
constraints are respected while maintaining least-cost operation. The ISO enforces 
different market rules for trading electricity generation and reserves.  
The generation market is similar to the stock market: it is all about selling and 
buying. The ISO collects offers (bidding prices) from market participants (generation 
buyers and sellers) and clears the market price. The grid load (i.e. demand) prediction is 
of paramount importance because market participants rely on this information to adjust 
their bidding strategy and the ISO also clears the market price based on this information. 
The market clearing price is determined by solving a large-scale constrained optimization 
to minimize the total generation cost [33]; the various constraints include, but are not 
limited to, generation capacity, transmission line capacity, and ramping limits [34]. 
Bidding prices lower than the clearing price will be accepted and sellers, usually the 
power plant owners, receive payments if they fulfill the contract in their offers. Sellers 
are paid at the market clearing price rather than the bidding price, and, mathematically, 
the market clearing price is the marginal cost [35]. 
Reserves may also be called ancillary services, and they are often provided by 
fast-responding power plants, such as natural gas turbines or hydro generators, to make 
up for unexpected load fluctuations or generation shortage. The reserves market is 
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sometimes called the capacity market, which has more variations. Each ISO has different 
rules on how much reserve to procure to ensure reliability and how the reserve sellers are 
paid [36]. In general, an auction mechanism is still used but is more complicated. In some 
markets, market participants submit two offers, one for electricity generation and the 
other for the reserve capacity; thus, sellers must commit to a certain amount of electricity 
generation to be eligible to sell reserves. After the price for electricity generation is 
cleared, the ISO then sorts reserve capacities based on their reserve offering prices. If 
these capacities are dispatched, they receive the reserve payment. In other markets, there 
is auction on reserves, but not on electricity generation. It is not uncommon that reserve 
sellers get paid for standing by without actual generation (i.e. being scheduled but not 
dispatched). Strategic market participants might bid low on the reserve price to be 
scheduled but bid high on the energy price to avoid actual generation. Furthermore, 
reserves usually have several classifications, such as primary, secondary, and non-
spinning reserves; each has its own response time for different incidences on the grid, and 
thus might have different markets and prices [37-40]. 
The complex design of the electricity market is meant to match the supply and 
demand, and together with bidding price caps, right limitations, and other mechanisms, 
the market design is also meant to induce market participants to bid truthfully and prevent 
arbitrage [41]. Inadequate market designs could lead to a market crash. One infamous 
example is the California electricity crisis in 2001 where several market participants 
exploited the market by forcing shortage in the capacity market, resulting in multiple 
large-scale artificial blackouts and brownouts in California [42-44]. 
In this dissertation, the deregulated electricity market is simplified to the merit 
order dispatch, meaning that the ISO sorts all power plants based on their generation 
costs and dispatches the cheaper power plants before the more expensive ones. This 
essentially means that all power plants submit the same offers all the time truthfully to 
only cover their generation cost, and constraints of transmission line capacity or power 
plant ramping limits are not violated.  
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1.2.3 Renewable Energy 
Renewable energy has had impressive growth in the U.S. since 2005, according to 
the historical histogram shown in Figure 1.5. However, the shares of renewable energy in 
the U.S. energy system are still low. The 2011 statistics in Figure 1.6 show that 
renewable energy contributed only 9% of the energy supply in the U.S. The non-
intermittent renewable sources, hydropower and biomass (biofuel and wood-derived fuel) 
accounted for most of the renewable generation. Among the intermittent renewable 
sources, wind power accounts for 13% of the renewable generation, and the share of solar 
power was even less. 
 





Figure 1.6 Shares of renewable generation in the U.S. energy supply in 2011 [46] 
  
The non-intermittent renewable sources, hydropower and biomass, are beyond the 
scope of this dissertation, although they do play an important role in the energy supply 
around the world. Countries rich in hydropower, such as Brazil and New Zealand [47], 
even use it to support base loads on the electric grid; Nordic countries have been using 
hydroelectric power to mitigate wind power intermittency [48-52]. However, the 
availability of these two types of renewable energies has intrinsic limitations. A 
hydropower plant has to be near a large water body, and its operation largely depends on 
whether it is a dry or wet year. Biomass has the concerns of competing for agricultural 
land with crops and harvesting efficiency. If biomass is not acquired from 
environmentally sustainable sources, its overall emissions may be worse than using 
natural gas. Unfortunately, the scarcity of these two renewable energies cannot be 
addressed via demand-side controls, and thus this dissertation will not discuss them in-
depth. 
Wind and solar power both have contributed significantly to the new generating 
capacity of the U.S. electric grid in recent years (which is particularly true in 2012, 
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according to the FERC statistics shown in Table 1.3), and the innovations of technology 
continue to drive down the installation costs (see Figure 1.7 and Figure 1.8). The 
installation costs of wind farms averaged at $1,750/kW in 2012 [53], and solar farms cost 
$6,200/kW in 2010 [54]. In fact, wind farm installation costs are now almost comparable 
to coal-fired power plants [7, 8], but the price of solar power is still much more expensive 
than conventional generation and has a long way to achieve grid parity. Furthermore, the 
intermittent outputs from wind and solar power may cause issues to grid operation, 
especially when high volumes of wind and solar power are deployed onto the grid. For 
example, the capacity factor of a typical wind farm is only around 35%, meaning that the 
outputs of the wind farm are on average only one third of the nameplate capacity. Studies 
have shown that wind power may cost $5/MWh-$10/MWh to pay for reserves in order to 
accommodate for its intermittence [55]. Thus, the operation cost of wind and solar power 
may not be low, despite the fact that their generation does not require paying for fossil 
fuel, which is the major expense of operating non-renewable power plants. 





Figure 1.7 Installation cost of wind power in the U.S. [53] 
 
Figure 1.8 Installation cost of solar power in the U.S. [54] 
 
The intermittent renewable energy brings various challenges to the grid operation, 
in addition to the increasing requirement of reserves to compensate for the fluctuating 
generation mentioned in the previous section. Transmission planning and construction, 
real-time grid operation and market redesign may all be needed to integrate renewable 
energy into the electric grid. 
New transmission lines are needed to connect far-flung renewable generation to 
load centers or existing transmission corridors. Inadequate transmission will cause 
congestion, which may force the grid operator to curtail the renewable generation. Market 
efficiency will also suffer because the price will be forced to clear at a less preferable 
value due to transmission constraints. Furthermore, the planning and construction of 
transmission lines take much longer time than building wind or solar farms because they 
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usually involve approval from multiple states and governmental agencies. Therefore, the 
preparation of grid transmission has to start much earlier. In addition, the question of who 
should pay for it is also an issue. Existing market participants have no incentive to share 
this extra cost, so it very likely will be left to the renewable generation plant owners or 
the government. FERC is starting multiple initiatives to promote economic planning or 
BOT (build-operate-transfer) projects, which hopefully will create incentives for new 
transmission lines to be built [56]. 
Generation scheduling and dispatch need significant changes to accommodate the 
intermittent renewable generation. Real-time operation will be needed to deal with the 
sub-hour variations in renewable generation when scheduling and dispatching both 
conventional and renewable electricity generation. New analysis tools for reliability 
assessment, maintenance planning, and reserve procurement that include the probabilistic 
characteristic of renewable generation will also be needed. 
Market redesign is desired to reduce obstacles for renewable energy to enter the 
electricity market. Several market rules originally designed to prevent arbitrage, such as 
the imbalance penalty in transmission tariffs [56], prevent renewable generation from 
entering the market. These rules need to be revised; otherwise, renewable generation will 
be at a disadvantage compared to conventional generation sources. FERC is proposing to 
eliminate the imbalance penalty payment for renewable energy [56]. Many market 
supporting mechanisms are in place in the U.S. and Europe to facilitate renewable 
generation. In particular, the guaranteed buy-in prices will ensure the intermittent 
renewable generation to be dispatched, so that owners of wind and solar farms can 
receive guaranteed payment [55, 56]. A summary of various market supporting 










Table 1.4 Market Supporting Mechanisms for Renewable Energy 








• Investment incentives 
• Tax credits 
• Low interest loans 
• Investment grant • Environmental taxes 




• (Fixed) feed-in tariffs 
• Premium system 
• Long-term contracts 
quota certificate system
• Transmission charges 




• Shareholder programs 
• Contribution programs  
• Voluntary agreements 
Generation-
Based 
• Green tariffs 
  
 
Besides the external factors mentioned above, forecasting the renewable 
generation also draws a great amount of attention. For example, many research efforts 
have focused on estimating wind generation by integrating numerical weather forecasts 
and statistical techniques, several of which are already online in the U.S. and Europe to 
assist generation scheduling [55, 58-60]. However, in this dissertation, the forecasts of 
wind power generation are assumed to be known and available several hours prior to the 
operation, and improving the forecast accuracy is not within the scope of discussion. 
1.2.4 Smart Grid 
The Smart Grid is a concept to enhance the delivery of electricity from power 
plants to consumers. With advanced metering systems deployed to the grid to provide 
two-way communication, feedback, and control on customer appliances, the grid will be 
transformed from a passive operation system into a proactive control network system. 
The grid operator will have better knowledge about status of the supply, demand, and 
transmission, so the grid operator can better prevent and alleviate incidences. The Smart 
Grid is expected to save energy, improve operation efficiency, provide better quality of 
service, enhance reliability, and accommodate renewable generation. New services or 
markets might also emerge and create new types of energy commerce [61-63]. 
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While the descriptions about the Smart Grid are often about the hardware 
deployment of the advanced metering systems, the studies in this dissertation focus on 
developing the intelligence (i.e. control algorithms and optimization schemes) to achieve 
many of the goals mentioned in the Smart Grid by integrating the PEV charging and wind 
power. 
1.3 Research Scope and Objectives 
It was mentioned earlier that the focus of this dissertation is about the impacts to 
and changes of the electric grid brought by PEVs and wind power, and this section 
provides more specific descriptions about the research scope and objectives. 
Figure 1.9 depicts the various grid entities in four quadrants, where the bottom 
two quadrants show the existing entities (the traditional loads and conventional 
generating technologies), and the top two quadrants show the new entities (the plug-in 
electric vehicles (demand response) and renewable generation). In this dissertation, PEV 
is the designated demand response and wind power is the designated renewable 
generation. Another way to read Figure 1.9 is that the supply in the two quadrants on the 
right will produce electricity for the demands in the two quadrants on the left. In terms of 
the new grid entities, this dissertation tackles the challenges of incorporating large 
numbers of PEVs and wind power via various control and optimization techniques. Later, 
the developed control and optimization techniques are expanded to address issues of 
existing grid entities; more specifically, the dissertation discusses the CO2 emissions of 
non-renewable generation and long-term generation planning. More detailed descriptions 




Figure 1.9 The vision of grid integration 
 
First, a PEV charging control algorithm is developed. It is recognized that 
unmitigated PEV charging may cause grid congestion; therefore, the objective of the 
PEV charging control algorithm is to avoid congestion while fully charge all PEVs. 
Another objective is to make the PEV fleet an asset to facilitate the grid operation, such 
as providing reserves for grid frequency regulation, with one-way power flow, i.e., no 
V2G power. 
Secondly, this dissertation explores means to mitigate wind intermittency, so that 
the wind farm owner can schedule and sell more wind generation and become more 
competitive with non-renewable generation. In addition to using conventional reserves, 
battery energy storage system (BESS) is considered, which can be dedicated batteries or 
PEVs. Model predictive control (MPC) is used because of its superior performance in 
solving horizon problems. Meteorologists now can provide forecasts of wind generation 
up to several hours in the future with reasonable accuracy, and such future predictions 
can be incorporated in the framework of MPC. The effect of BESS capacity sizing is also 
investigated.  
Thirdly, to accommodate both PEVs and wind power on the grid, a hierarchical 
control algorithm is proposed to integrate PEV charging and wind power 
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scheduling/dispatch. The integration harnesses the synergy between PEV and wind power 
and creates a win-win situation for them. More specifically, the PEV fleet replaces BESS 
to provide reserves to mitigate wind intermittency, and wind generation provides cleaner 
electricity to charge PEVs. The features in the control algorithm previously developed for 
PEV charging and wind scheduling are included in this hierarchical controller. 
Next, we consider methods to reduce grid CO2 emissions. The need to understand 
the CO2 emissions on the grid still exists after renewable generation is deployed to the 
grid because some conventional generating capacities will continue to operate. A carbon 
disincentive policy is proposed to promote the use of low-carbon power plants for 
electricity generation. The tradeoff between the generation costs and grid CO2 emissions 
is investigated. 
Lastly, the long-term generation planning is studied. Generation planning is the 
decision making prior to operation integration, as it determines when and what type of 
new power plants should be constructed to meet the demand increases. Today, it is a 
commonly-agreed objective to increase the share of renewable generation. Therefore, the 
renewable intermittency and costs of reserve scheduling and dispatch are included into 
the generation planning problem to provide a more accurate assessment of the cost of 
wind power. A systematic methodology is developed to evaluation the total costs of the 
new power plant construction, in which the new aspects related to renewable generation 
will be addressed. 
All the control and optimization techniques developed are applicable to utility-
scale power systems. In this dissertation, the Michigan grid is used as the targeting grid, 
which has a coal-dominant generation mix. In addition, although the current market 
shares of PEVs and wind power are quite low in Michigan, it is assumed that the market 
shares of both PEVs and the capacity of wind power are substantial. This represents the 
scenario when both green technologies are mature and have been widely adopted, so that 
the grid integration is needed. 
Despite the attempt to include most aspects of PEVs and wind power related to 
the electric grid in this dissertation, several simplifications are adopted. In particular, this 
dissertation ignores the transmission line properties (line resistance and impedance) and 
limitations (power and current limits). Thus, no assessment can be made on the known 
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concerns on voltage raises if PEV chargers are tripped off simultaneously due to a grid 
fault or when wind generators absorb substantial reactive power from the grid.  
1.4 Contributions 
This dissertation aims to integrate two green technologies, PEV and wind power, 
onto the electric grid. The inclusion of these two technologies presents new challenges 
and opportunities for grid operation, and the synergy existing between them also has 
great potential to facilitate or improve the grid operation. This dissertation harnesses that 
synergy via various control and optimization techniques. Numerical simulations quantify 
gains of introducing these two green technologies properly, and illustrate the potential 
pitfalls if they are added to the grid without coordination. The main contributions of the 
dissertation include the following:  
1. The modeling work in this dissertation covers key features of the grid entities 
in all of the four quadrants shown in Figure 1.9, including the temporal distributions of 
the PEV population, stochastic wind power generation, grid frequency dynamics, CO2 
emissions, and costs of electricity generation and power plant construction. The 
comprehensive modeling enables various studies to investigate the interactions between 
supply and demand on the electric grid. These studies provide invaluable information on 
the challenges and opportunities of the evolving electric grid. The modeling work is 
presented in several different sub-sections in Chapters 2-6. 
2. A PEV charging control algorithm is developed to utilize the idle generating 
capacity in the late evening to charge a large number of PEVs, so that the aggregate load 
can achieve “valley filling.” This is a desired feature seen in the literature to control 
demand-response appliances because it avoids creating congestion on the grid. However, 
unlike the several highly centralized schemes in the literature, the control algorithm 
adopts a partially-decentralized structure to address two important attributes of individual 
PEVs, the battery state of charge and the plug-off time. This allows the majority of PEVs 
to be fully charged before they unplug. The algorithm also includes a feedback 
mechanism for grid frequency regulation; therefore, the PEV fleet can replace 
conventional reserves in the valley hours. This PEV charging control algorithm utilizes 
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the leeway existing in the PEV fleet, and turns the PEV fleet into a positive asset to 
facilitate the grid operation while satisfying the charging demand of individual PEVs. 
3. MPC is used to control the charging and discharging of BESS to compensate 
for wind intermittency. MPC has been used in the literature to mitigate wind 
intermittency; however, most studies focused on theoretical discussions with quadratic 
objective functions. The BESS control problem studied in this dissertation uses objective 
functions that capture the real operation costs to the wind farm owner; in particular, the 
reserve costs to cover wind surplus or deficit are included. This addresses the realistic 
scheduling problem a wind farm owner will fact in the future: to compete with non-
renewable generation by selling wind generation in the open market. Furthermore, the 
BESS sizing analysis reveals the benefit to adopt the more sophisticated horizon-based 
MPC controller; MPC can secure the same revenue for the wind farm owner with a much 
smaller BESS. 
4. A three-level hierarchical control algorithm is developed to harness the synergy 
between PEV and wind power. The top-level control algorithm solves a scheduling 
optimization problem to minimize the costs of electricity generation, which provides 
assessment to the full potential of manipulating both supply and demand on the grid. The 
middle- and bottom-level controllers are based on the control algorithms previously 
developed for PEV charging and wind power scheduling. The hierarchical structure 
allows the features in the different control algorithms to be preserved, including 
minimum generation costs, full vehicle battery charging, and grid frequency regulation. 
The results indicate that the PEV fleet and renewable power should grow together to 
realize their full potentials. 
5. A carbon disincentive policy is proposed as a supply-side interference to alter 
the dispatch order of power plants, which allows the more expensive low-CO2 generating 
capacities to be dispatched before the cheaper high-CO2 generating capacities. The 
carbon disincentive policy is based on the concept of the Pigovian tax. However, the 
carbon disincentive policy is designed to be revenue neutral and no tax revenue is 
collected, which reduces the burden to consumers on the grid. In fact, the proposed 
carbon disincentive policy is better interpreted as a tuning knob to the grid operator to 
adjust the carbon content in the generation mix. The tradeoff between the generation 
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costs and grid CO2 emissions is investigated using the optimal Pareto front. It is further 
found that a better tradeoff can be obtained by introducing both PEVs and wind power on 
the grid. Analyses indicate that introducing wind power can significantly reduce the 
generation costs, but not the CO2 emissions; manipulating both the supply and demand is 
necessary to address both the generation costs and CO2 emissions. 
6. A systematic methodology of cost evaluation is proposed for generation 
planning. The methodology considers the evolutions in both the supply and demand on 
the electric grid, including annual increases in the grid load and changes in the merit 
order when new power plants are commissioned. Furthermore, to introduce renewable 
generation to the grid, the renewable intermittency and reserve-related costs are 
considered, which are new features not seen in the literature. The cost evaluation 
identifies the construction cost as the bottleneck preventing wind power entering the 
market. 
7. This dissertation demonstrates that PEVs and wind power are complementary 
to each other. Furthermore, the proposed control and optimization schemes have 
implications in economics and the practices of grid operation, such as the economic gains 
and losses between coordinated and uncoordinated PEV charging, and the necessity of 
controlling supply and demand to reduce grid CO2 emissions.  
1.5 Outline of the Dissertation 
Chapters 2-6 contain the technical results of this dissertation. Some chapters have 
been published in conferences or journals independently. Nevertheless, the results of 
these chapters combined together demonstrate the multi-faceted potentials of a well-
integrated electric grid. Chapter 2 presents the PEV charging control algorithm; Chapter 
3 presents the MPC algorithm for controlling BESS to mitigate wind intermittency; 
Chapter 4 presents the hierarchical control algorithm to integrate PEV charging and wind 
power scheduling into the grid operation; Chapter 5 presents the use of a carbon 
disincentive policy to reduce grid CO2 emissions; Chapter 6 presents the methodology of 
evaluating long-term investment choices of upgrading generating capacities; and, a 
conclusion of this dissertation and suggested future work are presented in Chapter 7. 
22 
CHAPTER 2 
PEV Charging Control 
PEVs are usually equipped with sizable batteries, which allow more all-electric 
driving; therefore, PEVs are very capable of replacing the use of fossil fuel with electric 
energy in the ground transportation sector. However, PEVs are not problem-free. 
Charging PEV batteries burdens the electric grid with extra loads. If left unmitigated, 
PEV charging may cause negative impacts on the grid and jeopardize the grid operation. 
Fortunately, PEVs often stay parked for substantial amounts of time and the charging is 
interruptible, since the driving performance of PEVs is not critically dependent on when 
their batteries are charged by the grid. By controlling the timing and charging power, 
PEVs can be served by the idle generating capacity in valley (off-peak) hours, meaning 
that PEVs are charged by the existing grid without adding new power plants as long as 
the charging load is within the grid capacity. In this chapter, a PEV charging control 
algorithm is proposed. The algorithm controls the timing and charging power of 
individual PEVs based on their battery state of charge (SOC) and plug-off time and 
consolidates the charging in the valley hours, so that PEVs do not become an additional 
stress on the grid during peak hours and “valley filling” can be achieved.  
This chapter is organized as follows: Section 2.1 reviews the relevant literature; 
Section 2.2 presents models for the grid and the PEV fleet; Section 2.3 shows the 
derivations of the PEV charging control algorithm; Section 2.4 presents numerical 
simulations; and, Section 2.5 gives concluding remarks. 
2.1 Literature Review 
PEVs impact the electric grid in various ways, and several early studies have 
adopted rule-based charging algorithms to manage the load and evaluate the impacts 
brought by high numbers of PEVs on the grid [64-66]. Some of these simple charging 
rules are quite arbitrary and do not represent the full potential of well-managed PEV 
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charging. However, most of them found that coordinated charging is needed, else the 
aggregate load in peak hours may increase and adversely affect grid reliability. Since the 
PEVs can be treated as controllable loads on the electric grid, various load-side 
management algorithms were investigated first, followed by a review of studies more 
specific to PEV charging control. A summary of relevant literature is listed in Figure 2.1. 
The resource allocation methods [67] provide a centralized scheme to allocate the 
available assets to serve customers. To use the resource allocation methods to control 
PEV charging, one may take the sum of the battery SOC of individual PEVs as the 
optimization objective, and then the battery charging can be maximized. However, this 
approach is centralized as it requires collecting information from all PEVs. In addition, 
this approach is instantaneous, i.e., it does not consider the plug-in and plug-off times of 
PEVs, nor does it explore the valley in the load profile. For schemes that are horizon-
conscientious, scheduling and queuing theories are used. The scheduling theory provides 
systematic guidelines to prioritize and sort tasks, and many heuristics have been 
developed with theoretically guaranteed performance, such as minimum wait time or 
lateness [68]. The queuing theory has been used in manufacturing factories and hospitals 
[69], and many empirical variations have been developed to accommodate specific 
applications [70-72]. However, most of these application-specific scheduling and queuing 
heuristics are highly centralized and do not extend to PEV charging easily. 
For schemes directly related to PEV charging, several studies solve centralized 
optimization problems with various objectives, such as valley filling [73, 74], 
coordination with CHP (combined heat and power) [75], and using PEVs as grid reserves 
[76, 77]. Also, there are optimizations designated to solve the optimal PEV charging 
timing to mitigate wind intermittency, which will be discussed in detail in Chapter 4. 
However, to keep the problem numerically tractable, many of these optimization 
problems treat the whole PEV fleet as one large battery and do not take into account the 
plug-on/plug-off time and SOC of individual vehicles. Therefore, the solutions of these 
centralized optimizations do not provide implementable algorithms for PEV charging. 
Decentralized resource allocation methods for demand response [78] and PEV charging 
[79] have also been found in the literature, which usually involve auctions [80]. In 
addition, a revised allocation rule, the proportional sharing, is adopted [78] as a more 
 
24 
considerate alternative to low bidders in the auction. However, the practicality of these 
decentralized schemes is still in question as they require massive two-way 
communications and some even require iterations to reach a consensus. For real-time 
implementable schemes, dual tariffs are now available to PEV owners in several utility 
service regions [81, 82], in which distribution companies offer PEV owners a lower 
electricity price in late evenings as an incentive to delay their vehicle charging. However, 
dual tariffs are only suitable to the scenario when the market share of PEVs is low. 
Studies have shown that dual tariffs become inadequate when the PEV fleet is large, in 
that an undesired load increase will happen at the time when the low-price window starts 
[83, 84]. Another real-time implementable scheme is the on/off control for regulating 
thermostatic loads [85-87], one of which has been extended to PEV charging control [88]. 
 
Figure 2.1 Summary of literature related to PEV charging control 
 
In addition, it has been mentioned in the literature that hierarchical and partially-
decentralized algorithms are more appropriate for PEV charging [88], as a hierarchical 
structure allows both system- and individual-level objectives to be considered and a 
decentralized control algorithm may reduce/eliminate the need to collect individual 
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vehicle states, such as battery SOC. In this chapter, a two-level control architecture for 
PEV charging is proposed. The control algorithm is designed to be horizon-conscientious 
and partially decentralized. The first level is inspired by the centralized optimization in 
[74], which addresses the system-level objective of valley filling over a long time horizon. 
The second level is decentralized, which resembles the proportional sharing scheme in 
[80] and addresses the individual-level objective of SOC servicing. This partially 
decentralized arrangement allows this scheme to be applied to an indefinite number of 
PEVs. Feedback is then added to this control architecture based on the scheme in [86] to 
regulate the grid frequency, so that the requirement of conventional reserves can be 
reduced or even eliminated. Notice that the control algorithm will only alter the timing 
and charging power (i.e. speed up or slow down the charging) but it will never discharge 
PEV batteries to support grid operation; this is because V2G power flow is assumed to be 
unavailable in this study to avoid extra energy cycling on the PEV batteries. The results 
have been published in [89]. 
2.2 Modeling 
This section presents models of the electric grid and the PEV fleet. The grid 
model describes the background non-PEV grid load and the grid frequency dynamics, 
and the model of the PEV fleet describes the plug-on/plug-off time distributions and 
battery SOC. 
2.2.1 Electric Grid 
The electric grid model is developed to represent the situation in the state of 
Michigan, and the hourly load data from the area serviced by Detroit Edison [90] is used 
to represent the nominal non-PEV load on the grid, which ranges between 5,500-8,000 
MW. Sub-hour fluctuations are generated by a random process to match the typical 
fluctuations on state-wide power systems [91]. The nominal load and modeled load with 





Figure 2.2 Nominal and actual load profiles 
 
The frequency of the AC electric grid deviates from the nominal 60 Hz when 
mismatches happen between the load and generation. The electric grid is assumed to have 
two groups of generating units; the slow-generating units (nuclear or coal-firing power 
plants) are deployed to follow the hourly scheduling to fulfill the predicted load, whereas 
the fast-responding units (diesel or natural gas power plants) provide reserves when the 
actual load deviates from the prediction and the frequency deviates from nominal. 
However, exception happened in 2012 when natural gas had a substantial price drop and 
it was used to supply base loads in that period [92], even though gas turbines are fast-
responding power plants. The grid frequency dynamics are approximated by the 
rotational dynamics shown in Eq. (2.1), in that electricity generation will increase the grid 
frequency (ω) and loads will reduce the grid frequency. The model structure for the 
electric grid is depicted in Figure 2.3. 
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where I is the system inertia, and ω0 is the nominal frequency. PL is the actual grid load, 
and Pgen and Preserve represent the electric power generated by the slow-generating units 
and the fast-responding units. The frequency-dependent term, PR, captures the 
phenomenon that rotary loads, such as motors, slow down and consume less electricity 














where D is an empirical constant suggested in [93]. 
Equations (2.3) and (2.4) show that both Pgen and Preserve are assumed to be first-
order dynamics, but with different time constants and implications. In Eq. (2.3), the 
hourly nominal grid load (PL,nom) is used as the load prediction, which Pgen will try to 
follow. Eq. (2.4) shows that the fast generation, Preserve, is assumed to be controlled by a 
PI-controller to regulate the grid frequency. 
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where τ1 and τ2 are time constants. τ1 is chosen to be 5 minutes and τ2 is chosen to be 3.33 
seconds to resemble the ramp rate limits in each type of generation [93]. The controller 
gains, k and kI, are chosen so that the frequency deviation matches the typical value 
around 1% reported in [86]. The model shown in Figure 2.3 using conventional reserves 
to regulate the grid frequency will be used as the baseline for comparison.  
 
 
Figure 2.3 Electric grid model 
2.2.2 PEV Fleet 
The total number of PEVs is assumed to be two million, corresponding to a 25% 
penetration in the Michigan fleet. This is an aggressive projection of PEV penetration in 
the ground transportation in 2020 [94], representing the situation when PEVs have 
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captured a sizable market and their charging becomes a real issue. All PEVs are assumed 
to use smart chargers and thus controllable. The total number of PEVs does affect the 
performance in the SOC satisfaction of individual PEVs and grid frequency regulation; 
therefore, in addition to simulations and analyses with two million PEVs shown in 
Sections 2.4.1 and 2.4.2, cases with different numbers of PEVs and unexpected changes 
in the fleet population are presented in Sections 2.4.3 and 2.4.4. 
The PEV fleet is characterized by the plug-in time, the plug-off time, and the 
battery SOC at plug-in. The SOC quantifies the energy requirement to fully charge all 
PEVs, so that the grid operator can schedule extra generation to accommodate the PEV 
charging demand, and the plug-in/plug-off time prioritizes the PEV fleet and determines 
which vehicle receives immediate or delayed charging service. These three variables are 
assumed to have normal distributions that are mutually uncorrelated. Figure 2.4 shows 
the three distributions. The mean and standard deviation (std) of plug-in and plug-off 
time are chosen to match temporal distributions of the data reported in [95]; the raw data 
can be found in Appendix A. The SOC distribution at plug-in is assumed to have a mean 
of 50% and std of 10%. The PEV fleet is created by sampling the three distributions two 
million times, and then the three sets of samples are shuffled randomly, so that PEVs 
with all possible combinations of plug-in time, plug-off time, and SOC are covered. In 
this random-sampling process, some rarely-existing cases may be inadvertently 
introduced. For example, a vehicle with a very late plug-in time and a very early plug-off 
time will have an extremely short dwell time for battery charging. Thus, this hypothetical 
PEV fleet is more challenging to charge fully than in reality. However, the above 
assumptions are adopted in the proof-of-concept simulations in this chapter. A more 





Figure 2.4 Distributions of plug-in time, plug-off time, and SOC at plug-in 
 
The battery capacity of all PEVs are assumed to be 16kWh, which is the capacity 
seen on PEVs with a 40-mile electric driving range, and 80% SOC is defined as fully 
charged. With the battery capacity and the SOC distribution known, the total energy 
requirement to fully charge the PEV fleet can be calculated using Eq. (2.5); this 
information will be used in Section 2.3.1 when calculate the centralized broadcast for 
valley filling. The maximum charging power is 1,440W, assuming that all PEV owners 
opt for Level-1 charger at home [24]. Although the Level-1 has a lower power rating, it 
requires only the 120VAC power source, but not the 220VAC power source, which is 
readily available in most residential houses or apartments and requires minimum 
hardware upgrades. In addition, only night charging at home is allowed. Battery 
dynamics are ignored and the efficiencies of both charging and discharging are assumed 

















where Q is the battery capacity, SOCini is the battery SOC at the plug-in, and Pbatt is the 
battery discharge power. 
 
30 
2.3 Two-Level PEV Charging Control 
The proposed PEV charging controller consists of two levels. The first level is the 
centralized broadcast performed by the grid operator, which utilizes the predicted base 
load and adjusts the charging setpoint to achieve valley filling. The second level is the 
charging power allocation rule executed by individual PEVs, which regulates charging 
power for SOC satisfaction in a decentralized manner. The feedback is designed to mimic 
the PI-controller in Figure 2.3. With the PEV charging control algorithm in place, the 
conventional reserves can be replaced by the controlled PEV charging load, and the block 
diagram of the grid frequency dynamics changes from Figure 2.3 to Figure 2.5, where the 
centralized broadcast is denoted as C, the PEV charging rule is denoted as G, and the 
feedback gains are denoted as ksoc and kI,soc. 
 
 
Figure 2.5 PEV charging control for frequency regulation 
 
The centralized broadcast (C) and the feedback gains (ksoc and kI,soc) will be 
derived by the grid operator off-line. During the derivation, the grid operator is assumed 
to know the total number of PEVs and distributions of the plug-in time, plug-off time, 
and SOC at plug in of the PEV fleet. The distributions may be acquired from 
transportation statistics or market sales reports from automakers. The exact data points of 
individual vehicles are not needed. The centralized broadcast can be interpreted as the 
feedforward component in the PEV charging control algorithm. The feedback gains are 
designed based on the sensitivity analysis. The feedforward and feedback terms then are 
given to individual PEVs, so that the local controller on the smart charger can carry on to 
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calculate the charging power for individual. The local controller is decentralized, which 
address the different SOC and plug-off time of individual PEVs. It is assumed that the 
smart charger can read the SOC from the PEV automatically, but not the plug-off time. 
PEV owners will have to input this information to the smart charger. Sections 2.3.1-2.3.4 
present how C, G, and the feedback controller gains are derived. 
2.3.1 Centralized Broadcast 
First, the grid operator uses Eq. (2.5) to calculate the total energy needed to fully 
charge all PEVs. Note that this estimation of total energy for charging the whole PEV 
fleet is based only on the total number of PEVs and the SOC distribution; the plug-in and 
plug-off times of individual PEVs are not considered at this moment. Based on the SOC 
distribution in Figure 2.4-(b), it is found that 11.2GWh of energy is needed to fully 
charge two million PEVs. Then, the grid operator finds the extra generation required to 
accommodate the PEV load through iterations, assuming if a perfect valley filling can be 
achieved. As illustrated in Figure 2.6, the generation needs to support the nominal (non-
PEV) load and the extra PEV load will fill the load profile up to 7,214MW, which is 
denoted as Pvalley in the figure. In addition, Figure 2.6 shows that the PEV charging will 
between 10:04PM-8:52AM if the grid operator wishes to realize the perfect valley filling. 
 
Figure 2.6 Perfect valley filling 
 
Pvalley is then used to derive the feedforward component for PEV charging, in 
which an SOC threshold, SOCthr, is derived by Eqs.(2.7)-(2.8), and the grid operator 
broadcasts it to smart chargers to coordinate the charging of the whole PEV fleet. 
Equation (2.7) is nothing but an algebraic calculation to find the reference, r, which is the 
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idle generating capacity that will be used to charge PEVs. Equation (2.8) then converts r 
to SOCthr by inverting the downstream system, i.e., the charging power allocation rule, G 
(detailed in the next section). 
  
valley L,nomr P P   (2.7) 
  
1
thr{ : }C G r SOC
   (2.8) 
  
2.3.2 Charging Power Allocation Rule 
The aforementioned calculations done by the grid operator do not consider the 
SOC or plug-off time of individual PEVs; therefore, it is yet uncertain if all PEVs can be 
fully charging in the valley hours. To complete as much charging as possible, it is 
intuitive that PEVs with low SOC and early plug-off time should have a higher priority to 
receive the charging. Therefore, two strategies are developed; the charging power 
allocation rule will address the battery SOC, and the scaling factor will address the plug-
off time of individual PEVs. These two strategies are the local control algorithms that are 
assumed to be programmed on the smart charger and executed by individual PEVs in a 
decentralized manner. 
The idea of the charging power allocation rule is to allocate more power to low-
SOC vehicles; this is inspired by the proportional sharing scheme in [80] and supported 
by the optimal PEV charging in [74]. More specifically, the charging power allocation 
rule is defined by the hyperbolic tangent curve shown in Figure 2.7, which maps low 
SOC to high charging power and vice versa. The centralized command SOCthr is relevant, 
in that this curve is symmetric to SOCthr and will shift to the right if SOCthr rises. 
Therefore, SOCthr serves as the tuning knob to the grid operator for commanding the 
charging of all PEVs. Furthermore, although all PEVs are assumed to have the same 
battery capacity in this study, it is believed that the hyperbolic tangent curve can handle 
the scenario of PEVs with different battery capacities because the curve maps the 
charging power based on the SOC, which is a normalized measure, rather than actual 





Figure 2.7 Charging power allocation rule 
 
The plug-off time will be the information provided by the vehicle owner, and 
another strategy is developed to address PEVs with early plug-off times. The scaling 
factor, f, defined in Eq. (2.9), allows PEVs that unplug earlier than 8:52AM to charge at a 
higher power. For example, a vehicle with the plug-off time at 7:04AM will have the 
scaling factor equal to 1.2, i.e., its charging power will be scaled up by 20%. Since it is 
assumed that the grid operator is given information about the PEV fleet (i.e. the three 
distributions in Figure 2.4), the amount of additional PEV load due to early plug-off can 
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 (2.9) 
  
where Tstart and Tend are the starting and ending time of the valley hours. 
To further elaborate the power allocation rule, the curve in Figure 2.7 does not 
possess optimality under any criterion. In fact, any decreasing curve may do the job, 
although a smooth curve is preferable for designing the feedback gains in the next section. 
Similarly, the scaling factor to handle the early plug-off PEVs can have other forms. For 
example, a squared term can further favor vehicles with early plug-off times. 
Nevertheless, the current choice in Eq. (2.9) was found sufficient as the simulation with 
the nominal load profile shows that the majority of PEVs can be fully charged. 
Furthermore, the fact that most PEVs receive full battery charge indicates that the 
temporal distributions of the PEV plug-in time and plug-off time have enough leeway, 
meaning that there are sufficient vehicles staying plugged-in for prolonged hours, so that 
the charging can be interrupted or delayed. 
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2.3.3 Feedback Gains 
The challenge in designing the feedback controls for the PEV charging lies in the 
fact that the chosen curve in Figure 2.7 makes the input/output relation of G nonlinear, 
and the feedback gains ksoc and kI,soc must be designed for robust stability and 
performance under varying plant sensitivity, which is defined in Eq. (2.11) below. Indeed, 
ksoc and kI,soc are designed based on the sensitivity analysis, assuming that the controller 
gains, k and kI, in Figure 2.3 can be found. 
The controller gains, k and kI, in Figure 2.3 can be designed by several existing 
approaches, such as the pole placement or root locus technique. Furthermore, the 
proportional gain, k, has the physical meaning as the inverse sensitivity of frequency (the 








In the proposed scheme of controlling PEV charging to regulate the grid 
frequency, the proportional gain ksoc needs to embody a similar physical meaning as the 
inverse sensitivity of the state to the new control input, SOCthr, which can be calculated 
using Eqs. (2.11) and (2.12). Eq. (2.11) first defines S, which is the sensitivity of PPEV 
(the aggregate PEV load) to SOCthr and can be numerically calculated (illustrated in the 
next section). Then, Eq. (2.12) calculates ksoc by dividing k with S. The integral gain, kI,soc, 




























In fact, S is the linearization of G, and Eqs. (2.11) and (2.12) ensure that the two 
systems shown in Figure 2.3 and Figure 2.5 have the same closed-loop poles. 
Furthermore, due to the much faster response of PEV charging than conventional 
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reserves because the former is controlled by electronics, it is possible to achieve better 
performance in frequency regulation. This is achieved by choosing the closed-loop poles 
for the system in Figure 2.5 faster than those of the system in Figure 2.3. 
2.3.4 Sensitivity of the PEV Load 
Figure 2.8 and Figure 2.9 illustrate how to compute S numerically.
 
Figure 2.8 is 
obtained by the off-line computation, which uses the distributions of the plug-in time, 
plug-off time, and SOC in Figure 2.4 to find all possible PPEV values by searching 
through every possible control input (SOCthr) in the valley hours. Figure 2.9 is an 
example of extracting the sensitivity information from Figure 2.8 at a specific time (4 
AM), and the slope of the extracted curve is S to be used in Eqs. (2.12) and (2.13). 
 
Figure 2.8 All possible values of PPEV in valley hours 
 
 
Figure 2.9 Extracted values of PPEV at 4AM 
 
Due to the fact that S changes over time, the feedback gains ksoc and kI,soc are not 
constant. A simplified constant gain controller is further derived by using the median 
value of S in Eqs. (2.11) and (2.12), which is easier to implement and possesses some 
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interesting stability properties. It also serves as a benchmark for the gain-scheduled 
algorithm illustrated in Eqs. (2.10)-(2.13). The stability will be discussed in the next 
section. 
2.4 Simulations 
The following simulations compare the PEV charging control algorithm (shown 
in Figure 2.5) with the baseline scenario (shown in Figure 2.3) on the performance of 
SOC satisfaction, frequency regulation, and valley filling.  
Assumptions used in the simulations are as follows. Both simulations have two 
million PEVs, and the hourly scheduling (i.e. the slow-generating unit) is set up to follow 
the new load valley, Pvalley, instead of the hourly nominal grid load, PL,nom, during the 
valley hours to produce extra electricity for PEV charging. In terms of the non-PEV grid 
load, the actual load profile with sub-hour fluctuations shown in Figure 2.2 are used. 
Furthermore, in the case with the PEV charging control algorithm, it is assumed that the 
conventional reserves are turned off during the valley hours unless the frequency 
deviations are larger than 1 Hz. The threshold to re-activate conventional reserves is set 
to be larger than the typical range of the grid frequency deviation (which is around 1%), 
so that there will be a clear indication when the PEV fleet starts to lose control authority 
as an actuator for grid frequency regulation if this ever happens. The simulation horizon 
is confined between 10:04PM-8:52AM, which covers all valley hours, since it is assumed 
that only the home charging in the evening is available. Stability analysis on the PEV 
charging controller and simulations of other perturbed cases with different numbers of 
PEVs and unexpected changes in the fleet population are also reported to validate the 
robustness. 
2.4.1 Performance Comparison 
In terms of SOC charging satisfaction, both simulations have 98.5% of PEVs fully 
charged, which is attributed to the fact that the control algorithm takes the SOC and plug-
off time of individual PEVs into consideration, and, therefore, the delays or interruptions 
in the PEV charging are appropriate.  
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However, these two simulations have different performances in frequency 
regulation and valley filling. Figure 2.11 shows the grid frequency trajectories and Figure 
2.10 shows the aggregate load profiles. As stated in Section 2.3.3, faster closed-loop 
poles are chosen when designing the feedback gains for the PEV charging control 
algorithm. The real parts of the closed-loop poles for the PEV charging are about 2.85 
times faster than those of using conventional reserves, and this is reflected in both figures. 
The PEV charging controller outperforms conventional reserves in that the grid 
frequency has much smaller deviations and the aggregate load is flat except for the very 
beginning and the very end of the valley hours. The former is because G is almost 
singular (the input/output relation is close to zero); the latter has the grid deviating to 62.3 
Hz due to the fact that most PEVs are fully charged and, as a result, the PEVs start to lose 
control authority to regulate grid frequency. 
 
 
Figure 2.10 Grid frequency trajectories 
 
 
Figure 2.11 Aggregate load profiles 
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2.4.2 Stability of the PEV Charging Controller 
Stability analysis is performed on the system shown in Figure 2.5, which has two 
time-varying elements, I (the system inertia) and G (the PEV charging allocation rule 
depicted in Figure 2.7). The system inertia varies with the magnitude of the grid load, and 
G is singular at the beginning of the valley hours but non-singular otherwise.  
To conduct the stability analysis using the Nyquist plot, the block diagram in 
Figure 2.5 is rearranged and shown in Figure 2.12, so that the open-loop transfer function 
can be clearly recognized. In Figure 2.12, the mismatch between the grid load and the 
hourly generation from slow power plants are denoted as disturbances to cause grid 
frequency deviations, and the PEV charging control algorithm is represented by the PI-
controller and the actuator dynamics, the latter of which is denoted as a time-varying 
constant gain. The time-varying gain, denoted as G, is essentially the sensitivity of the 
PEV charging load shown in Eq. (2.11), and is found to range between 0.0043 and 3.7231 
with the unit of MW (megawatts). The fact that the actuator dynamics are represented as 
a gain reflects the assumption that the response of the PEV charging is instantaneously 
fast. Since the rearranged block diagram has a unity feedback path, its open-loop transfer 
function will be that shown Eq. (2.14). 
 
 
Figure 2.12 Block diagram of grid frequency dynamics with PEV charging control 
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A similar rearrangement was made on the block diagram in Figure 2.3 for the case 
of conventional reserves, and the rearranged block diagram is shown in Figure 2.13, in 
which the actuator represents the first-order dynamics of the conventional reserves shown 





Figure 2.13 Block diagram of grid frequency dynamics with conventional reserves 
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In fact, the open loop dynamics of the grid frequency are always stable, including 
the moment when G is singular, although the frequency deviation may not stay within 1% 
if large mismatches between the load and generation happen. Furthermore, the PEV 
charging controller is found to have a good stability margin in the Nyquist plot with all 
possible combinations of I and G. Figure 2.14 shows the Nyquist plot of the two cases 
when the system inertia is at its minimum and G at its largest value, which happens in the 
middle of the valley hours (around 4AM). This is the moment when the smallest stability 
margin occurs. In fact, using the PEV charging control algorithm has a better (larger) 
stability margin (phase margin = 78.5 degrees) than using conventional reserves (phase 
margin = 33.0 degrees). This is because the PEV charging is assumed to have immediate 
response to the grid command whereas the response of the conventional reserves is 
limited by the actuator dynamics shown in Eq. (2.4). 
 
 




Table 2.1 summarizes the performance comparison between the PEV charging 
controller and the baseline scenario with conventional reserves. The maximum frequency 
deviation was measured only up to the moment before the PEV charging controller lost 
the control authority (around 8 AM), and the stability radius is defined as the shortest 
distance between the trajectory of the open-loop transfer function and the point at (-1,0) 
in the Nyquist plot. The fact that the PEV charging controller outperforms the 
conventional reserves is based on the assumption that the response of the PEV charging is 
instantaneous, which is idealized. However, the larger stability margin (compared with 
conventional reserves) shown in Figure 2.14 indicates that, as long as the communication 
delay of this control scheme is shorter than today’s practice, the grid stability should be 
no worse than the current grid. This is most certainly the case, considering the fact that 
some of the conventional reserves are dispatched using phone calls made by human 
operators. In other words, even though communication delays are not considered in our 
simulation study and it is recognized that they will deteriorate the performance in grid 
frequency regulation, it is believed that they will not pose stability issues. 










w/ Conv. Reserve 1.24% 2.58% 98.45% 0.56 
w/ PEV Charging Control 0.05% 0.13% 98.50% 1.00 
 
2.4.3 Simulations of Fleets with More PEVs 
The PEV charging controller is further applied to fleets with more PEVs. As 
shown in Table 2.2, the performance remains intact when the PEV number increases to 3 
million. The SOC satisfaction, however, starts to decline when the vehicle number goes 
above 3.35 million. This limitation is because the charging algorithm determines the 
valley hours based only on the PEV SOC distribution (see Section 2.3.1) and not on the 
plug-off time distribution. To achieve the perfect valley filling, the valley hours will be 
longer when the fleet size is large; for example, a fleet of 3.35 million of PEVs will have 
 
41 
the charging happen between 3:11PM-11:39AM. The fact that most PEVs unplug before 
10:30AM makes it impossible to fully charge every vehicle if the grid operator wishes to 
keep the aggregate load profile perfectly flat. A compromised solution will be to relax the 
cap on the aggregate load (i.e., to allow the parameter, Pvalley, to bump up for several 
hours in the middle of the valley hours) and dispatch more power plants to accommodate 
the very large PEV fleet. Essentially, this means that, when the PEV fleet size is 
significantly large, there will be a compromise between the grid-level objective to 
achieve the valley filling and the vehicle-level objective to fully charge every PEV. 
However, the compromise will only happen when the PEV fleet size is very large. 
Table 2.2 Charging Performance with Different PEV Fleet Sizes 







2 Million 0.13% 0.05% 98.50% 
2.5 Million 0.24% 0.06% 98.60% 
3 Million 0.11% 0.02% 97.85% 
3.35 Million 0.09% 0.02% 91.8% 
 
2.4.4 Early Plug-Off and Late Plug-In 
Cases with unexpected PEV population changes, such as early plug-off and late 
plug-in, are also simulated. These two cases are essentially variations of changes in the 
PEV fleet size; however, here the fleet size is deliberately changed in the middle of valley 
hours. The early plug-off scenario has the PEV fleet size reduced at 6 AM and the late 
plug-in scenario has the fleet size increased at 12AM. Simulations show that the PEV 
charging controller can still regulate the grid frequency for most of the time in the valley 
hours when the PEV fleet size has ±20% variations, but the performance deteriorates. In 
the early plug-off case, the PEV fleet loses the control authority over grid frequency 
sooner because those PEVs that remain plugged-in got fully charged earlier and the 
controller had fewer vehicles available for manipulation. The late plug-in case suffers 
from the SOC satisfaction because the slow-generating units were not adjusted 
accordingly when more PEVs plug onto the grid. The case with substantial unexpected 
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late plug-in PEVs will be a difficult situation in the current grid practices because the 
scheduling slow-generating units is determined one day ahead and often will not change 
until the next day. 
These simulations of unexpected PEV population changes offer another data point 
supporting the belief that the proposed PEV charging control algorithm can robustly 
regulate the grid frequency as long as adequate numbers of PEVs are connected to the 
grid. However, large changes in the PEV population may still impact the performance of 
SOC satisfaction because the current grid operation does not include intra-day adjustment 
in the hourly scheduling for slow-generating units. 
2.5 Conclusion 
The chapter presents a control algorithm for charging a large number of PEVs on 
the Michigan grid. The controller consists of two levels. The first level is the centralized 
broadcast done by the grid operator, and the second level is the charging power 
allocation rule executed by individual PEVs. The first level provides a means for the grid 
operator to command the charging to meet the grid-level objective, i.e., valley filling. The 
second level is a local controller, which addresses two important attributes of individual 
PEVs, the battery state of charge and the plug-off time, in a decentralized fashion. The 
local controller ensures the vehicle-level objective is satisfied, i.e., fully charging up PEV 
batteries. The algorithm also includes a feedback mechanism for grid frequency 
regulation; therefore, the PEV fleet can replace conventional reserves in the valley hours.  
Simulations show that the local controller can satisfy the individual charging 
demand; in the nominal scenario with two million PEVs on the Michigan grid, 98.50% of 
PEVs can receive full battery charge. In addition, the proposed PEV charging algorithm 
achieves good frequency regulation during the valley hours, except at the very beginning 
and the very end. Conventional reserves will still be needed in those times. The good 
performance in the grid frequency regulation is attributed to the fact that the PEV 
charging is assumed to be able to respond to the grid command instantaneously fast, 
although the practicality, such as communication delays in the real implementation, is yet 
to be studied. Furthermore, valley filling and grid frequency regulation do not contradict 
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each other because these two dynamics are at very different time scales. Grid frequency 
has dynamics at the millisecond scale and requires very little energy to be regulated; 
hence, it will not affect the performance of valley filing, which has a time horizon about 
half-day long. 
In terms of stability and robustness, the algorithm has a good stability margin in 
the Nyquist plot and has been validated in simulations with different sizes of PEV fleets. 
However, the control algorithm is still limited by the leeway granted by the PEV plug-in 
time and plug-off time distributions. When the PEV fleet size is extremely large and 
exceeds the grid capacity, the percentage of PEVs got fully charged will start to decrease. 
Simulations have also shown that this control algorithm is robust even when the size of 
the PEV population changes unexpectedly in the middle of the valley hours. It is also 
worth mentioning that this PEV charging control algorithm may slow down the PEV 
charging but will not discharge the batteries, and thus there is no extra energy cycling on 







Control of Battery Energy Storage to Mitigate Wind Power 
Intermittency 
Intermittency is a major challenge for the integration of wind power to the electric 
grid. Studies have shown that more reserves will be needed to cover the wind 
intermittency [96, 97]. In the current practice, reserves are provided by fast-acting 
dispatchable sources, such as natural gas turbines or hydro generators. However, there is 
a new interest in using energy storage devices to mitigate the wind intermittency due to 
the emerging plug-in electric vehicles, and it has been shown in the previous chapter that 
they can be a useful asset to facilitate grid operation by controlling the battery charging. 
Therefore, although various technologies are being considered as the energy storage 
system for utility-scale operations [98-101], the following discussion focuses on the 
battery energy storage system (BESS).  
Figure 3.1 depicts how BESS can be used to mitigate wind power intermittency as 
opposed to using conventional reserves. The assumption is that the wind farm owner will 
choose the amount of wind power to sell to the grid to isolate the power grid from 
fluctuations in the actual fluctuating wind generation, instead of treating wind power as a 
negative load on the grid. Treating wind power as a negative load may work when the 
wind power is a small fraction of load, but not so when the wind penetration is high. This 
decision making done by the wind farm owner will be called wind power scheduling in 
the following discussion. In Figure 3.1-(a), with conventional reserves, a conservative 
control action, i.e., scheduling wind power lower than the forecast, will likely lead to 
wind curtailment and revenue loses. On the other hand, an aggressive control action will 
likely require dispatching conventional reserves in order to cover wind deficit, which 
incurs costs. In Figure 3.1-(b), with BESS, a conservative (aggressive) control action 
implies charging (discharging) the battery, and, as long as the battery SOC can be 
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controlled within an appropriate window, there is no need to curtail wind power or 
dispatch conventional reserves. 
 
 
Figure 3.1 Two different ways to mitigate wind power intermittency 
 
From the concept depicted in Figure 3.1, there is no doubt that BESS will be more 
effective than conventional reserves in absorbing wind power fluctuations. However, a 
more interesting question is what is the appropriate capacity of BESS to secure revenues 
for the wind farm owner. The answer will depend on the control algorithm for BESS 
charging and discharging. Therefore, this chapter will discuss the control and sizing of 
BESS for mitigating wind intermittency. In particular, the model predictive control (MPC) 
technique is used to control the charging and discharging of BESS to compensate for 
wind power forecast errors and minimize operation costs to the wind farm owner. The 
ultimate goal is to make wind power dispatchable on an hourly basis like fossil fuel 
power plants so that renewable generation can compete with non-renewable generation in 
the wholesale market in the future. 
The rest of the chapter is organized as follows: Section 3.1 reviews the relevant 
literature; Section 3.2 presents models to describe the stochastic wind power outputs and 
the battery SOC dynamics; Sections 3.3 shows the performance of baseline scenarios 
with conventional reserves and a heuristic algorithm for BESS; Sections 3.4 presents the 
development of the MPC controller; Section 3.5 discusses the sizing of BESS; and, 
Section 3.6 gives concluding remarks. 
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3.1 Literature Review 
Depending on the time scales in the grid operation, BESS can be designed and 
controlled to defer upgrades, achieve price arbitrage, or support reserves [101, 102]. 
Arbitrage refers to the strategic practice in which arbitrageurs take advantage of price 
differences in the market by buying the product when the price is low and selling it when 
the price is high. Consequently, methodologies for sizing the BESS capacity and 
associated control algorithms for energy management differ. A summary on related 
literature is shown in Figure 3.2, and the various methodologies are highlighted blow. 
Many different studies for sizing BESS to accommodate intermittent renewable 
energy exist in the literature, including: minimizing costs of battery system installation 
and reserve dispatch by stochastic linear programming [103] or by mixed-integer 
programming [104], maximizing the annual revenue to the wind farm owner by dynamic 
programming [105], using the artificial neural network as control strategies to schedule 
wind power [106], using Discrete Fourier transform to decompose forecast errors and 
quantify imbalances to be compensated by the energy storage system [107], conducting 
Monte-Carlo simulations to access the minimum storage requirement based on the degree 
of risk that the power producer choses to be exposed to [108], and conducting detailed 
dc-bus voltage simulations to find the minimum storage capacity to meet voltage 
regulation requirement [109]. A common theme can be identified from the diverse BESS 
sizing strategies: methodologies focusing on shorter time scale dynamics (such as voltage 
and frequency regulation) generally lead to BESS with smaller capacities, whereas 
methodologies focusing on longer time scale objectives (such as price arbitrage) result in 
BESS with larger capacities.  
Other studies concerning only control algorithms for BESS and not sizing include: 
adopting droop control or PI-control algorithms to regulate voltage and/or frequency 
[110-112], using MPC to track battery SOC and to smooth wind power outputs [113-117], 
and solving optimizations for price arbitrage by linear programming [118]. There are also 
studies solving price arbitrage optimizations with hydro power [51, 119] or hydrogen 




Figure 3.2 Summary of literature related to BESS sizing and control for wind power 
 
The literature has shown many possibilities of introducing BESS to facilitate 
different grid operations. In this chapter, the focus is to make wind power dispatchable on 
an hourly basis, and thus the role of BESS is to supply hourly-long reserves. The wind 
power scheduling/dispatch will be formulated as a cost optimization problem to 
maximize revenues to the wind farm owner. MPC is used because of its superior 
performance in solving horizon problems. Meteorologists now can provide forecasts of 
wind power outputs up to several hours to the future with reasonable accuracy  [121, 122] 
and such future predictions can be incorporated in the framework of MPC. However, 
unlike the quadratic objectives used in most existing MPC studies for state tracking or 
output regulation, the realistic operation costs to the wind farm owner, in particular, the 
reserve costs to cover wind intermittency, will be used in this Chapter as the objective 
function to find the optimal control actions for BESS. In addition, MPC can help to 
enforce constraints on battery SOC in future time steps, so MPC may help to downsize 




This section presents models for the stochastic wind power output and the battery. 
The wind generation will be described by probability distributions, and the battery model 
includes the SOC dynamics and power limits for charging and discharging. 
3.2.1 Wind Power 
The intermittency of wind power can be described by the probability distribution. 
A wind farm with an 800 MW nameplate capacity in the eastern area of Michigan is 
chosen from the Eastern Wind Dataset of the National Renewable Energy Laboratory 
(NREL) [124]. The raw data includes two data strings; one is the 4-hour-ahead wind 
forecast, and the other is the actual wind power generation. Therefore, in this study, it is 
assumed that the 4-hour-ahead wind forecast is known information to the wind farm 
owner, although the actual wind power generation remains unknown. Also, the forecast 
horizon of the wind power output dictates the receding horizon of the MPC controller to 
be no longer than 4 hours (see more details in Section 3.4.1). Furthermore, it is possible 
to improve the forecast accuracy by fusing the forecasted and actual wind power outputs 
with a Kalman filter or other sensor fusion techniques, but this is not considered in this 
study. Figure 3.3 shows a one-week long snapshot of the forecast and actual wind power 
outputs of this wind farm. The whole year-long data in [124] are used to extract the 
conditional probability distribution, denoted as P(wa|wf), which represents the (stochastic) 
actual wind generation (wa) under a given forecast (wf), shown in Figure 3.4. The 
temporal correlation of wind power outputs is not considered. The peak value of each 





Figure 3.3 One-week long power outputs of an 800MW wind farm 
 
 
Figure 3.4 The conditional probability distributions, P(wa|wf) 
 
The probability distribution is then used to derive the reserve requirement (Rw,rqd) 
and expected wind power deficit (wd) by Eqs. (3.1) and (3.2). The assumptions behind 
Eqs. (3.1) and (3.2) are that wind over-production can always be curtailed and reserves 
need to be scheduled to cover 95% of under-production. Curtailing surplus wind outputs 
has been seen in real-world practices for stability-related reasons [125], and it is likely to 
become a norm for the wind farm owner or grid operator to avoid risks in the market 
when the wind penetration level is high in the future. 
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where both Rw,rqd and wd are functions of wf and ws. ws is the scheduling of wind power, 
which is a control variable to be detailed in Section 3.3 and 3.4. F is the cumulative 
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probability distribution function of P(wa|wf), and F
-1 is the inverse of F. Then, F
-1(0.05) is 
the guaranteed wind power generation for 95% of time. Figure 3.5 shows the example of 
F at wf = 400MW, and its inverse is found to be 58MW. This can be interpreted as 
follows: when the forecast is at 50% of the nameplate capacity, the actual wind output 
will be at least 7.25% of the nameplate capacity for 95% of time. Then, Eq. (3.1) 
quantifies how much reserves need to be scheduled when the wind farm owner decides to 
schedule wind power higher than 7.25% of the nameplate capacity, and Eq. (3.2) 
quantifies the amount of reserves that are expected to be dispatched. Both the reserve 
scheduling and reserve dispatch matter because they induce costs to the wind farm owner. 
The plus sign (+) in both Eqs. (3.1) and (3.2) indicates the truncation of negative values, 
and the expectation (the operation imposed by E) in Eq. (3.2) is taken with respect to wa. 
 
 
Figure 3.5 The cumulative probability distributions, F(wa|wf), at wf = 400MW 
3.2.2 Battery 
The dynamics of the battery SOC is governed by Eq. (3.3), with the assumptions 
that efficiencies of both charging and discharging are perfect and responses of both 
charge and discharge are instantaneously fast. 
  
batt( 1) ( )
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Q
 
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where Pbatt is the battery discharge power, the time step, Δt, is one hour, and Q is the 




Since the focus here is to make wind power dispatchable on an hourly basis, the 
role of BESS is to supply hour-long reserves. Assuming that the remaining energy 
content in the battery can be discharged in one hour, the power limits for charging and 
discharging then can be derived based on the level of SOC. Thus, it can be understood 
that BESS with a larger capacity will have larger discharge and charge power limits. For 
example, an 800 MWh BESS will have the discharging limit as 800MW at full SOC, 
whereas a 200MWh BESS will have the discharging limit only as 200MW at full SOC. 
Figure 3.6 shows the power limits of various BESS capacities as functions of SOC. The 
power limits saturate at ±800MW because the wind surplus and deficit will never exceed 
the nameplate capacity. Note that these limits are imposed to guarantee that BESS can 
cover wind power surplus or deficit for at least one hour before the next scheduling 
update happens, and these limits are not based on physical limitations of battery 
chemistry and power electronics. It is further assumed that the wind power deficit 
exceeding the battery discharging limit must be backed up by conventional reserves, and 
the wind surplus exceeding the battery charge limit will be curtailed. The former induces 
additional costs on the wind farm owner and the latter reduces revenues. Thus, it is 
crucial to control the battery SOC, so that the BESS can compensate for wind forecast 




Figure 3.6 Power limits of battery. Subplot (a): discharge; (b): charge 
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3.3 Mitigating Wind Power Intermittency 
In this section, two scenarios are investigated to quantify the effectiveness of 
BESS over conventional reserves for mitigating wind intermittency. The scenario with 
conventional reserves involves solving an instantaneous cost optimization problem, and 
the scenario with BESS adopts a heuristic algorithm to control BESS to absorb wind 
fluctuations. In both scenarios, the wind forecast of the current operation hour is assumed 
to be known to the wind farm owner, who has to determine the wind power scheduling, 
i.e. the amount of wind generation to sell to the grid. This is contrast to the MPC 
controller that will be presented in the next section, which is assumed to know the wind 
forecasts over several hours long. The comparison will reveal the value of factoring the 
future information in the wind power scheduling. 
3.3.1 Conventional Reserve 
When using conventional reserves to mitigate wind intermittency, the wind farm 
owner solves the instantaneous optimization problem shown in Eq. (3.4) every hour to 
find the optimal wind power scheduling to minimize J, which is the total hourly cost to 
the wind farm owner. The objective function J consists of three terms: 1) the revenue of 
selling wind power to the grid, 2) the expense of scheduling conventional reserves, and 3) 
the expense of dispatching conventional reserves when wind under-production occurs. 
Notice that wind over-production is assumed to be curtailed and reserves need to cover 
only under-production. Since the grid is assumed to have no energy storage or demand 
response, the wind farm owner has to schedule conventional reserves up to the quantity 
defined in Eq. (3.1) and is expected to dispatch conventional reserves at the quantity 
defined in Eq. (3.2). The problem formulation is similar to the wind scheduling study in 
[126], and reflects that fact that, if the reserve-related costs to compensate for wind 
intermittency are considered, scheduling wind power will not be entirely free. 
  
1 2 w,rqd 3 dmin :
u
J C u C R C w        (3.4) 
  
where the control, u, is the wind scheduling (ws). The coefficients C1, C2, and C3 are the 
unit price of electricity generation, and unit cost of reserve scheduling and reserve 
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dispatch; their values are defined in Eq. (3.5). The assumptions for reserve costs are: 1) 
the reserve scheduling cost is 3% more expensive than the price of electricity generation, 
based on the statistics in [127]; and, 2) the reserve dispatch cost is the same as the 
generation price and only occurs if the reserve is dispatched. Furthermore, these three 
price/cost coefficients are normalized, and thus they only demonstrate that reserves are 
relatively more expensive than the electricity generation but not represent the face value 
the wind farm owner may earn or pay for. The optimization is solved with the assumption 
that the wind forecast (wf) at the current time step is known. 
  
1 2 31;   1.03;   1C C C    (3.5) 
  
Figure 3.7 shows the optimal wind power scheduling in a one-week long time 
window with a 4,000MWh BESS (the black trajectory), in which the wind power 
scheduling is conservative (i.e., much lower than the forecast) for most of the time 
because the optimization directs the wind farm owner to avoid paying for conventional 
reserves. A one-year long simulation shows that more than 60% of wind power outputs 
are curtailed. This motivates us to use BESS to mitigate wind power intermittency 
because, according to the illustration in Figure 3.1-(b), BESS can, not only make up wind 
defect by discharging the battery, but also absorb wind surplus by charging the battery. 
 
 
Figure 3.7 Wind scheduling with conventional reserves and BESS 
(Q = 4,000 MWh) 
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3.3.2 Heuristic Control Algorithm 
To use BESS to compensate for wind intermittency, a control algorithm is needed 
to regulate the battery SOC. A heuristic rule based on the current wind forecast and 
battery SOC is designed to schedule the wind power, as shown in Eq. (3.6). 
  
s fu w w g    (3.6) 
  
where g is a scaling factor varying with respect to battery SOC. Figure 3.8 shows two sets 
of scaling factors: the blue line means that the wind farm owner adopts a simple-minded 
strategy which uses the wind forecast directly as the control without manipulation, 
whereas the red line means that the wind farm owner is concerned about the battery SOC 
and will schedule wind power at half of the forecast when SOC is at zero and at twice of 
the forecast when SOC is at one. Once the wind scheduling is known, the battery 
discharge power can be computed using Eq. (3.7) to update the battery SOC. 
  




Figure 3.8 Scaling factor for the heuristic control 
 
Simulation results using a 4,000MWh BESS with the heuristic control algorithm 
to mitigate wind power intermittency are shown Figure 3.7 (the blue trajectory). 
Compared to the optimal scheduling with conventional reserves (the black trajectory), the 
heuristic control algorithm is less conservative, which increases the revenue (the converse 
of the cost) to the wind farm owner by five times (see Figure 3.16) and reduces the wind 
curtailment down to 0.6% (see Figure 3.18). However, to achieve zero wind curtailment, 
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the battery capacity needs to be significantly larger (16,000MWh), which was found by 
the exhaustive search over a wide range of BESS capacity. 
The heuristic control, which uses only the current wind forecast to control BESS, 
shows promising results in reducing wind curtailment. Therefore, there is hope that if 
MPC is used to factor in the future wind forecasts, more sophisticated control algorithms 
can be obtained to improve performances or downsize the BESS. The MPC control 
algorithm is presented in the next section. 
3.4 Model Predictive Control (MPC) for BESS 
MPC is a control design framework whose control action is determined based on 
the solution of an on-line optimal control problem rather than a pre-defined relation to 
observed state [128]. A cost function is formulated over a future interval, a model that 
represents the underlying system is incorporated to predict future system response as a 
function of the control input, and both the current and future constraints and/or 
predictions are taken into account in deriving the optimal control sequence. As a receding 
horizon approach, only the first element in the optimal control sequence will be 
implemented, and the optimization procedure is repeated in the next time step using a 
new updated state.  
MPC is suitable for controlling BESS to mitigate wind power intermittency 
because, in general, the wind farm owner will have information on wind forecasts several 
hours prior to the operating time. This information can be well incorporated in the 
framework of MPC to better utilize the storage function granted by the BESS to 
maximize revenues (minimize costs) of the wind farm owner. However, unlike the 
quadratic objectives commonly used in MPC studies for state tracking or output 
regulation [113-115], the realistic operation costs to the wind farm owner will be used 
here as the objective function to find the optimal control actions for BESS. This allows 
the MPC results to be compared with those reported in the previous section. 
3.4.1 MPC Design 
The MPC controller uses the objective function in Eq. (3.8) to find the optimal 
wind power scheduling. The objective function Jk is designed to be comparable (although 
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not identical) to that in Eq. (3.4), in that the revenue of selling wind power to the grid, the 
expense of scheduling conventional reserves, and the expense of dispatching 
conventional reserves are included. In addition, a penalty on the terminal state is included 
for stability consideration and the coefficient CN weighs the importance of the state 
stability relative to the total costs over the optimization horizon. The time resolution of 
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where the control, u, is again the wind scheduling (ws), the state, x, is the battery SOC, 
and xref is the desired SOC. Rs is the scheduling of conventional reserves, and Rd is the 
expected dispatch of conventional reserve, both of which are functions of u, x, and wf, as 
defined in Eqs. (3.9) and (3.10). The optimization horizon is denoted as N. 
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The implication of Eqs. (3.9) and (3.10) is that using the BESS is preferred over 
dispatching conventional reserve as the latter induces costs. Since conventional reserves 
are still kept as an option for mitigating wind intermittency in addition to BESS in Eq. 
(3.8), at least one feasible solution is guaranteed to exist. This means that the 
optimization will just reduce to that defined in Eq. (3.4) in the worst case scenario when 
the battery is fully charged (Pchg,lmt = 0) or completely depleted (Pdis,lmt = 0). 
Several constraints on the state and control are imposed, including Eqs. (3.3) and 
(3.7) on the state dynamics, and Eqs. (3.11)-(3.13) for lower and upper bounds on the 
state and control. 
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where U is the upper bound for the control and takes the value of the nameplate capacity 
of the wind farm (800MW), Pchg,lmt and Pdis,lmt are the power limits of battery charge and 
discharge (as shown in Figure 3.6). The time horizon of the optimization is chosen to be 4 
hours long because the 4-hour-ahead wind forecast is readily available in the NREL wind 
dataset [124]. The Dynamic Programming technique is used to solve the optimization 
problem defined by Eqs. (3.8)-(3.13). A review of Dynamic Programming can be found 
in Appendix B. 
Before diving into the implementation of the MPC controller, a hypothetical 
scenario with wf = wa = 400MW throughout the receding horizon is examined. This 
hypothetical scenario allows us to analyze and decipher the solutions to the optimization 
problem in Eq. (3.8). The battery capacity (Q) is assumed to be 1,600MWh in this 
hypothetical scenario, and the desired SOC (xref) is chosen to be 0.5. The initial condition 
has the state starting at 50% SOC. 
Impact of CN on the optimal solution: There is no surprise that CN will affect the 
optimal control, which will steer the state trajectory to avoid the penalty on the terminal 
state *( )k Nx  . Figure 3.9 and Figure 3.10 show the optimal control and state trajectories 
with four different values of CN. The CN = 0 case [see Figure 3.9-(a) and Figure 3.10-(a)] 
has the highest revenue because a part of the revenue comes from selling the energy 
residing in the battery. As CN increases, *u will take less aggressive values in the middle 
of the receding horizon to avoid discharging the battery and to avoid the penalty on *k Nx  . 
 
 
Figure 3.9 Evolution of the optimal control trajectories when CN increases 





Figure 3.10 Evolution of the optimal state trajectories when CN increases 
(wf = wa = 400MW at all times; Q = 1,600MWh; xref = 0.5) 
 
However, although the value of CN impacts the optimal solution to Eq. (3.8), 
Figure 3.9 shows that the four cases with different CN all have the same *1u . Since MPC 
only implements the first element of the optimal control sequence, the impact of CN, 
surprisingly, may not be as pronounced as expected in the MPC realization for this 
specific choice of the objective function and prediction horizon. If one wishes to have 
better state regulation, the objective function needs to include penalties on the state at 
each and every time step, rather than only on the terminal state. On another note, for 
downsizing BESS, it is found to be more preferable not to impose constraints on the 
battery SOC, so that the BESS capacity can be better utilized. In fact, the sizing study in 
Section 3.5 is done with CN = 0. 
Non-unique optimal solutions: Eq. (3.8) has non-unique optimal solutions due to 
the truncation operation in Eqs. (3.1)-(3.2) and Eqs. (3.9)-(3.10). More specifically, the 
truncation operation makes the objective function indifferentiable to different control 
actions if the reserve requirements stay below the discharging limit of BESS. Figure 3.11 
and Figure 3.12 show six sets of representative optimal solutions (among the infinite sets 
of optimal solutions) with CN fixed at 60,000 in the hypothetical scenario. The value of 
CN is chosen to be substantially large for the analysis purpose, although it was set to zero 
when implementing the MPC controller. Having CN larger than 60,000 will force the 
terminal state to land right at 50%, which is the same as the initial state, meaning that the 
BESS will have no SOC changes at the end of this hypothetical scenario. This allows a 
fair comparison. Figure 3.11 and Figure 3.12 use consistent color codes, meaning that the 
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red control trajectory in Figure 3.11 produces the red state trajectory in Figure 3.12 and 
vice versa. Under the premise that all the six sets of solutions have the same terminal 
state *k Nx   and the same optimal cost (Jk
* = -2000), the optimal control trajectories are 
very different. In particular, *1u  can take a value from zero to 800 (i.e. the rated power the 
wind farm), which implies completely different wind scheduling strategies for MPC 
implementations. Adopting an aggressive *1u  is likely to result in low battery SOC, which 
helps to reduce wind curtailment, whereas adopting a conservative *1u  is likely to result in 
high battery SOC, which helps to avoid using conventional reserves. The fact that the 
chosen objective function in Eq. (3.8) processes non-unique solutions makes it 
numerically more difficult to solve the optimization problem. Two other objective 
functions based on Eq. (3.8) are proposed in the next section to assure uniqueness of the 
solution to the optimization problem, although having multiple optimal solutions may not 
be a bad thing in reality, in that the wind farm owner has the flexibility to choose among 




Figure 3.11 Non-unique optimal control trajectories 





Figure 3.12 Non-unique optimal state trajectories 
(wf = wa = 400MW at all times; Q = 1,600MWh; xref = 0.5; CN = 60,000) 
 
3.4.2 Revised Optimization Formulation for MPC 
Two more optimization formulations are proposed based on Eq. (3.8) to eliminate 
the non-unique solutions; the first was to impose a forgetting factor on the objective 
function, as shown in Eq. (3.14), and the second was to impose a penalty on the change 
in wind power scheduling, as shown in Eq. (3.15). 
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where is   the forgetting factor, which is a positive number slightly less than one, and C4 
is the ramp rate cost and takes the value defined in Eq. (3.16), which is derived by 
normalizing the pricing data in [129].  
  
4 30 55C   (3.16)
  
The idea of imposing a forgetting factor on the objective function originates from 
the fact that MPC will only implement the first element in the optimal control sequence; 
therefore, the cost at the first step deserves a higher weight. Moreover, it is also generally 
true that the prediction for the immediate future is more accurate than those further down 
the road. This treatment takes advantage of knowing the particular way in which MPC 
executes and guarantees a unique solution. In fact, the red trajectory in Figure 3.11 will 
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be the optimal solution for J1,k because it has the most aggressive *1u . Note that, due to the 
forgetting factor imposed on the objective function, a control sequence with aggressive 
controls in earlier time steps will result in a better (lower) cost. Figure 3.13 shows the 
wind scheduling when a forgetting factor of 0.999 is used in the MPC implementation. 
The result is qualitatively similar to the heuristic algorithm shown in Figure 3.7, in that 
the wind farm owner is more daring in scheduling wind power than the scenario with 
conventional reserves; however, with MPC, the wind farm owner is able to do so with a 
much smaller BESS. 
 
 
Figure 3.13 MPC implementation with forgetting factor 
(Q = 800MWh; CN = 0) 
 
The second idea of imposing a penalty on the change in wind power scheduling is 
based on the practical consideration that smooth wind power outputs are more preferable. 
In fact, minimizing wind output fluctuations has been used as the optimization objective 
in most MPC-related studies [113-117]. Although rigorous mathematical proof is not 
available, extensive numerical simulations show that this treatment also produces unique 
optimal solution. Furthermore, the optimal solution for J2,k turns out to be the green 
trajectory in Figure 3.11 because it has the least fluctuations. Figure 3.14 shows the wind 
scheduling when the penalty on wind scheduling changes is imposed in MPC, and it can 





Figure 3.14 MCP implementation with penalty on wind scheduling changes 
(Q = 800MWh; CN = 0) 
 
Another difference that can be observed between these two revised optimization 
formulations is the SOC trajectory. Figure 3.15 shows that the formulation with the 
penalty on the wind scheduling change (J2,k) will result in more oscillatory SOC as BESS 
has to absorb more wind power fluctuations. 
 
 
Figure 3.15 Optimal state trajectories 
(Q = 800MWh; CN = 0) 
3.5 Sizing of BESS 
The analysis on BESS sizing is done by evaluating the annual revenue (the 
converse of the operation cost) to the wind farm owner. Note that battery cost is not 
considered as a criterion for sizing BESS because it is an expense that should be paid off 
throughout the lifespan of BESS, rather than in one single operation year. Therefore, 
subtracting battery cost from the annual revenue is not meaningful. An appropriate way 
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to incorporate the battery cost in the grid operation has to consider the discount rate and 
asset depreciation, which will be discussed in detail in Chapter 6. In this section, a more 
straightforward goal for BESS sizing is used: to reduce the BESS capacity as much as 
possible while maintaining reasonable revenues to the wind farm owner. 
Two comparisons on the annual revenues are presented: Figure 3.16 summarizes 
the MPC results based on the optimization formulation in Eq. (3.14), whereas Figure 3.17 
summarizes results based on Eq. (3.15). The revenue difference in these two figures 
ranges between 10-40%, which provides the ballpark value of the cost to smooth wind 
power outputs. The revenues of using conventional reserves and BESS with the heuristic 
algorithm are also included, and all revenues are normalized to the best value in Figure 
3.16 when BESS capacity is five times of the wind farm nameplate capacity. As expected, 
both cases support the argument that BESS is more effective than conventional reserves 
even with relatively small battery size. Furthermore, it is found that the MPC controller is, 
in general, better than the heuristic algorithm, especially when the BESS capacity is small. 
Simulations show that the MPC controller only requires a 600MWh BESS (75% of the 
wind farm nameplate capacity) to cover most of the wind intermittency and can secure 
revenues similar to those when much larger BESSs are used, whereas the heuristic 
algorithm requires a 1,600MWh BESS to secure similar revenues. This is true whether 
the changes in wind scheduling are penalized or not. On another note, the performance 
gap between MPC and the heuristic algorithm reduces when the BESS capacity gets 
bigger, which is consistent with the intuition that a bigger battery will be more tolerant in 
wind forecast errors, and, therefore, an instantaneous control algorithm may be suffice. 
 
 





Figure 3.17 Annual revenue with penalty imposed on rate changes in wind scheduling 
 
The annual wind power curtailment is another measure to evaluate how well the 
wind intermittency is mitigated, although wind curtailment is not explicitly penalized in 
the problem formulations in this study. Figure 3.18 summarizes the annual wind power 
curtailment, and, indeed, using BESS can achieve lower wind curtailment than using 
conventional reserves. In fact, BESS with a capacity merely one-quarter of the wind farm 
nameplate capacity can outperform conventional reserves by more than 50% (the former 
has the curtailment below 30%, whereas the latter above 60%) for all three different 
strategies evaluated. Surprisingly, the heuristic control algorithm has lower wind power 
curtailment than MPC when the BESS capacity is very small (the 200MWh case), 
although this does not result in better revenue to the wind farm owner. The optimization 
formulations in Eqs. (3.14) and (3.15) suggest that it is more profitable to play it safe and 
be conservative in scheduling wind power when the BESS capacity is really small. 
Furthermore, MPC becomes more effective than the heuristic algorithm to reduce wind 
curtailment as the BESS capacity increases, particularly the one with the forgetting factor. 
MPC only need an 800MWh BESS to reach zero wind curtailment, whereas the heuristic 





Figure 3.18 Annual wind curtailment 
3.6 Conclusion 
This chapter proposes using MPC to control the charging and discharging of 
battery energy storage system (BESS) for mitigating wind intermittency, so that wind 
power can be dispatchable on an hourly basis like fossil fuel power plants. The MPC 
controller is designed based on the optimization that minimizes operation costs for the 
wind farm owner where multiple-step wind forecasts (predictions) are included. The 
optimization is formulated in a way that the MPC results can be compared to 
conventional reserves and the heuristic algorithm that uses only the current wind forecast. 
All the three approaches are compared based on the resulting revenues to the wind farm 
owner after the control algorithms are implemented. The MPC controller is further 
revised to include a forgetting factor or an additional penalty on the rate changes in the 
wind power scheduling to assure a unique optimal solution. The second treatment is also 
effective to suppress the variations in the wind power scheduling, but has the 
consequence that the revenue to the wind farm owner will drop. The revenue drop ranges 
between 10-40% depending on the different BESS capacities. 
Simulation results confirm that BESS is more effective than conventional reserves 
to absorb wind power fluctuations. BESS can help the wind farm owner to generate 
revenues 3 to 5 times higher than conventional reserves and lower wind curtailment by at 
least 50%. In addition, the BESS sizing analysis shows that, with the MPC controller, the 
BESS capacity only needs to be 75% of the wind farm nameplate capacity to cover most 
of the wind intermittency and to secure the wind farm owner’s revenue. The heuristic 
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algorithm, in general, needs larger BESS to secure the same revenue, but the performance 
gap between MPC and the heuristic algorithm reduces when the BESS capacity gets 
bigger, owing to the fact that bigger batteries have more leeway to tolerate wind forecast 
errors and thus the requirements on the control algorithms can be relaxed. However, the 
fact that the MPC controller has consistently outperformed the instantaneous heuristic 
algorithm supports the argument that factoring in future wind information is important, 
which is especially true when downsizing BESS. 
Several aspects demanding further investigation to better incorporate BESS to a 
wind power system include: 1) incorporating a more sophisticated battery model to better 
represent power limitations, efficiencies of charge and discharge events, and state of 
health, and 2) conducting more comprehensive analyses on costs, including not only 
operation but also installation, to provide more insight into the feasibility of deploying 







Synergistic Control for PEV Charging and Wind Power Scheduling 
The previous two chapters have addressed the emerging challenges brought by 
high volumes of PEVs and wind power on the electric grid separately. This chapter 
intends to take advantage of the synergy between PEVs and wind power and proposes a 
hierarchical control algorithm to integrate PEV charging and wind power scheduling. The 
intention is to use wind power to charge PEVs and to control the PEV charging to cancel 
the wind intermittency, which will be a win-win situation for both PEVs and wind power. 
The rest of the chapter is organized as follows: Section 4.1 reviews related 
literature; Section 4.2 presents modeling work for the PEV fleet, wind power, and the 
electric grid; Section 4.3 shows the derivations of the hierarchical control algorithm; 
Section 4.4 presents simulation results; and Section 4.5 provides concluding remarks. 
4.1 Literature Review 
In addition to the literature reviewed in Chapters 2 and 3 that addresses PEV 
charging and mitigating wind power intermittency separately, there are studies discussing 
the integration of these two new entities on the electric grid. In particular, it is worth 
mentioning that there are many different ways, other than BESS, to incorporate wind 
power into the grid operation, some of which provide inspiration for the development of 
the hierarchical controller in this chapter. Also, several scheduling optimizations that 
integrate PEV charging and renewable energy on the grid are also reviewed. 
Besides bringing energy storage systems to the grid, researchers tackle the wind 
intermittency in various ways. It is recognized that aggregating outputs of multiple 
turbines or wind farms can help to smooth the fluctuations [130], and many research 
efforts have focused on reducing the prediction errors of wind power to assist grid 
operations [121, 122]. Another research direction is to develop strategies for scheduling 
wind generation. Some studies included wind power statistics in the optimization 
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formulations for generation scheduling [131, 132]. Fuzzy logic also has been used as to 
schedule wind power [133]. Besides the grid-wide scheduling optimizations, wind farm-
centric optimizations that find bidding strategies for wind power producers (rather than 
the whole grid) to maximize individual profits have also been seen in the literature [126, 
134-136].  
In terms of integrating PEV charging and renewable energy to the grid, different 
methodologies have been proposed in the literature to determine the timing of PEV 
charging and/or scheduling of wind power. Some studies treat wind generation as a 
negative load and solve an optimization to determine the optimal PEV charging timing to 
accommodate as much wind power as possible [137, 138]; some work allows the V2G 
power flow to further reduce wind curtailment [139]. Another study solves an 
optimization for both PEVs and wind power producers with the assumption that the 
former is a reserve producer and the latter is an energy producer in the market [140]. 
However, as mentioned in the literature review in Chapter 2, many of these optimization 
problems treat the PEV fleet as one large battery and do not consider the fact the PEVs 
have different plug-in/plug-off times and battery SOC levels, and thus may not be 
suitable for real implementation.  
In this chapter, the goal is to combine the control algorithms developed in 
Chapters 2 and Chapter 3 to realize the synergy between PEVs and wind power. To 
achieve this goal, a three-level hierarchical control algorithm is proposed to merge 
features of the two previously developed control algorithms. Some modifications are 
made so that the two control schemes can be pieced together seamlessly.  
The hierarchical control algorithm starts with the top-level controller solving a 
grid-wide scheduling optimization problem for the conventional generation and wind 
power. The scheduling optimization inherits several features from the wind scheduling 
optimization presented in Chapter 3, such as penalizing use of conventional reserves to 
cover wind power intermittency. However, the scope changes from the wind-farm-centric 
profit optimization to the grid-wide cost minimization. Solving a grid-wide optimization 
implies that the grid operator is given the full authority to manipulate both supply and 
demand on the grid, including the conventional non-renewable power plants, wind 
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generation, and PEV charging. The optimal solution will reveal the full potential of 
harnessing the synergy between PEVs and wind power.  
The middle- and bottom-level controllers are based on the PEV charging control 
algorithm presented in Chapter 2. The middle-level controller uses the optimal solution 
from the top-level controller as the reference signal to allocate charging power to 
individual PEVs. The bottom-level controller regulates the PEV charging based on grid 
frequency deviations; therefore, the PEV charging also serve as reserves to regulate grid 
frequency. The results have been published in [141] and [142]. 
4.2 Modeling 
Several models are needed to describe the system-level dynamics of the PEV fleet, 
wind power, and electric grid. The PEV fleet model in Section 2.2.2 is updated with the 
real temporal distributions of daily commute in the southern Michigan to better represent 
the PEV population. The wind power model developed in Section 3.2.1 will continue to 
be used. The grid model describing the load and frequency in Section 2.2.1 will also 
continue to be used, and an additional element is added to describe the cost of electricity 
generation. 
4.2.1 PEV Fleet 
Similar to the fleet modeled in Chapter 2, the total number of PEVs is assumed to 
be two million, which corresponds to 25% of the vehicle fleet in Michigan, and all PEVs 
are assumed to use smart chargers and their charging is controllable. To better represent 
the PEV population in the State of Michigan, the data in [143] is used to extract the 
distributions of the plug-in time, plug-off time, and the SOC at plug-in. The raw data can 
be found in Appendix A, and the extracted probability distributions are shown in Figure 
4.1 and Figure 4.2. These three distributions are different than those in Figure 2.4 in 
several ways. The peak of the plug-in time distribution in Figure 4.1 is three hours later 
than that in Figure 2.4, and the plug-off time distribution in Figure 4.1 is skewed, instead 
of normal. In addition, although not reflected by the histograms in Figure 4.1, there is a 
mild correlation between the distributions of the plug-in time and plug-off time, because 
people who go to work early often go home early. Furthermore, the trip length data also 
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has a skewed distribution because the short-range commutes outnumber the long-range 
commutes. This new PEV fleet model is more realistic because it is based on the data of 
real vehicle field tests, which include more information about the temporal distributions 
of real-world commute than the transportation statistics used to model the PEV fleet in 
Chapter 2 [95]. 
 
 
Figure 4.1 Distributions of the plug-in time and plug-off time [143] 
 
 
Figure 4.2 Distributions of the trip length [143] 
 
Assuming that charging only happens at home, the time a vehicle arrives at home 
is treated as the plug-in time, and the time a vehicle leaves home the next morning is 
treated as the plug-off time. The trip length is used to derive the SOC at plug-in by Eq. 
(4.1), which then is used in Eq. (4.2) to find the total energy requirement to charge the 
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where L is the trip length and AER is the all-electric range of the PEV. Eq. (4.1) limits 
the initial SOC to reside in the window of 30-80%, which is determined based on the 
information given in [144]. Q is the battery capacity and is assumed to be 16kWh (the 
same size as the 2013 Chevrolet Volt, which is a PEV with the AER close to 40 miles). 
Assumptions on the charger limits and battery dynamics are identical to those in Chapter 
2: the maximum charging power is 1,440W, limited by the Level-I electric vehicle 
charger [24], and the SOC dynamics are described by the governing equation in Eq. (4.4), 
which is identical to Eq. (2.6). The efficiencies of both charging and discharging are 
assumed to be perfect. Using these vehicle and battery parameters, one can find that 
7.38GWh of energy is required to fully charge the two million PEVs. The total energy 
requirement here is less than that used in Chapter 2 because, according to the data in 
[143], many vehicles have short trip lengths and require less charging. The total energy 








where Q is the battery capacity and Pbatt is the battery discharge power. 
4.2.2 Wind Power 
An 800 MW wind farm is assumed to be connected to the electric grid, which can 
support about 10% of the peak load in Michigan when running at the rated power. The 
wind power model in Section 3.2.1 is adopted to describe the stochastic wind power 
outputs. In particular, the conditional probability distributions in Figure 3.4 and Eqs. (3.1) 
and (3.2) are used to calculate the reserve requirement (Rw,rqd) and expected wind power 
deficit (wd). However, it is assumed that there is no BESS on the electric grid. PEVs will 
take the place of BESS to provide reserves for mitigating wind intermittency. 
4.2.3 The Electric grid 
The grid models derived in Section 2.2.1 are used to describe the non-PEV load 
and the grid frequency dynamics. The model approximates the grid frequency dynamics 
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as lumped first-order rotational dynamics. In addition, a new piece of model is developed 
to describe the cost of electricity generation using the data from the Oak Ridge 
Competitive Electricity Dispatch Model [145]. The cost model consolidates all expenses 
of electricity generation into a cost curve. Figure 4.3 shows the cost curve of power 
plants in Michigan, in which power plants are sorted in ascending order according to their 
generation costs. The grid operator is assumed to dispatch generating capacities based on 
the merit order, meaning that cheaper power plants will be dispatched before expensive 
ones. Note that the price curve rises in a staircase fashion because the price jumps when 
an additional (more expensive) power plant is dispatched. 
 
 
Figure 4.3 Cost of electricity generation in Michigan [145] 
 
The assumptions on the reserve costs are similar to those in Chapter 3, in that 
there are two costs associated with reserves: 1) the reserve scheduling cost is 3% more 
expensive than the price of electricity generation, based on the statistics in [127]; and, 2) 
the reserve dispatch cost is the same as the generation cost and only occurs if the reserve 
is dispatched. However, in this chapter, instead of counting costs in the normalized units, 
the actual per unit cost in Figure 4.3 is used. 
4.3 Hierarchical Controller 
As mentioned at the beginning of this chapter, a hierarchical controller is 
designed to incorporate both the PEV charging and wind power into the electric grid. 
Figure 4.4 depicts the structure of the controller, which consists of three levels: the top-
level controller (marked as the red light bulb in the upper left corner) optimizes the 
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hourly scheduling for wind power and conventional power plants; the middle-level 
controller (C and G) plans PEV charging based on the battery SOC and plug-off time of 
each vehicle to follow the generation scheduling; and the bottom-level controller (ksoc and 
kI,soc) uses grid frequency as the feedback cue to regulate the PEV charging. The 
objectives and time step resolutions of each controller are summarized in Figure 4.5. The 
details of each controller are presented in the following sub-sections. 
 
 
Figure 4.4 the structure of the hierarchical controller 
 
Figure 4.5 Objectives and time resolutions of the hierarchical controller 
4.3.1 Top-Level Controller: Scheduling Optimization 
An optimization problem is formulated to find the optimal hourly scheduling of 
the non-renewable electricity generation and wind power to satisfy the grid load and PEV 
charging demand at minimum cost. The optimization problem is stated in Eqs. (4.4)-
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(4.14). Note that this optimization problem is different from the one defined in Eqs. (3.8)-
(3.11) in several ways. The objective function, Eq. (4.4), is different from the one in Eq. 
(3.8), because the scope of the optimization changes from maximizing the profit for the 
wind farm owner to minimizing the total costs of electricity generation for the grid. To 
elaborate further, the objective function, Eq. (4.4), includes three terms: costs of 
electricity generation (Cg), reserve scheduling (CRs), and expected reserve dispatch (CRd). 
Due to the different problem scope, the first term takes a different sign than that in Eq. 
(3.8). In addition, here the PEV load takes over the BESS to provide reserves for 
mitigating wind intermittency. Furthermore, to avoid additional energy cycling on the 
PEV batteries, additional constraints are imposed on the PEV load to prohibit the V2G 
power. This means that, if wind deficit occurs, the control algorithm will only slow down 
the PEV charging but never discharge PEVs. The rewards to PEVs for supporting 
reserves, if considered, can also be included in the objective function, although such 
remuneration is not considered here. The time resolution is one hour, and the time 
horizon is chosen to cover all valley hours (in Eq. (4.4), the beginning of valley hour has 
t=1, and T represents the last valley hour). The two controlling variables, u1 and u2, are 
the non-renewable electricity generation (Pgen) and the scheduling of wind power (ws). 
The state, x, is the remaining PEV charging demand, which can be interpreted as the 
converse of the SOC if one imagines the whole PEV fleet as one large battery. The 
nominal non-PEV load (PL,nom), total PEV demand (K) and the wind forecasts (wf) are 
known information in this optimization. PL,nom is shown in Figure 2.2; K is found in Eq. 
(4.2); and, wf is acquired from the NREL wind dataset [124], and some of which is shown 
in Figure 3.3. The state dynamics and constraints on the state and control variables are 
listed in Eqs. (4.5)-(4.14). 
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: nominal non-PEV load (MW)
: aggregate PEV charging load (MW)
: charging limit (MW)
: total PEV energy demand (MWh)
: reserve requirement for grid load (MW)











: scheduling of conventional reserve (MW)
: expected deficit of wind power (MW)





Equations (4.5)-(4.9) are constraints related to electricity generation: Eq. (4.5) 
states the balance between supply and demand (i.e. scheduled generation and loads); Eq. 
(4.6) ensures that the total PEV charging demand is satisfied; Eq. (4.7) states that the 
PEV load is bounded from below by zero to prevent the V2G power and bounded from 
above by the Level-I charger limit (the upper bound, UPEV, is calculated by multiplying 
the power limit of a single charger with the total number of PEV); Eq. (4.8) describes the 
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state dynamics, which is consistent with the SOC governing equation in Eq. (4.3); and, 
Eq. (4.9) is the constraint on the initial state. 
Equations (4.10)-(4.14) are related to the reserve scheduling and dispatch: Eq. 
(4.10) states the reserve requirement for the grid load, which is 5% of the nominal load 
magnitude according to [96]; Eq. (4.11) states the reserve requirement for wind power as 
derived in Eq. (3.1); Eq. (4.12) states that the total reserve requirement must be met by 
either the controllable PEV load or the scheduling of conventional reserves; Eq. (4.13) 
states the expected deficit of wind power as derived in Eq. (3.2); and Eq. (4.14) states the 
expected dispatch of conventional reserves if wind deficit exceeds the magnitude of the 
controllable PEV load. Notice that Eq. (4.12) counts the PEV load as reserves because it 
can be throttled back by the bottom-level controller if wind power drops unexpectedly. 
Finally, Eq. (4.14) implies that throttling back PEV load is preferred to dispatching the 
conventional reserves because the former is free. 
In addition, several implicit influences of u2 in the optimization problem are 
worth mentioning. Increasing u2 can reduce the non-renewable electricity generation [u1 
in Eq. (4.5)], but it also increases the reserves required for wind power [Rw,rqd in Eq. 
(4.11)] and the expected wind deficit [wd in Eq. (4.13)]. Consequently, the scheduling and 
expected dispatch of conventional reserves may rise [R in Eq. (4.12) and r in Eq. (4.14)] 
if they exceed the range that the controllable PEV load can cover. These coupling 
constraints are the main reasons why this optimization problem is non- trivial. 
The scheduling optimization is solved assuming that the following information is 
known: the generation costs (Figure 4.3), the nominal non-PEV grid load (the dash line in 
Figure 2.2), and wind forecasts (the grey line in Figure 3.3). However, the actual grid 
load and actual wind output are not known. The time horizon of the optimization problem 
is 11 PM to 8 AM, which is found based on the estimate of the time window to achieve 
perfect valley filling (See the details in Section 2.3.1). The time horizon turns out to be 
shorter than the valley hours in Chapter 2, since this more realistic PEV fleet requires less 
charging. The optimization problem is solved using the Dynamic Programming (DP) 
technique. More specifically, Eqs. (4.15)-(4.16) are the functional equations of DP that 
are used recursively to solve the designated scheduling optimization problem. More 
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where ϕT is the cost at final step T, and ψt is the instantaneous transitional cost at each 
step in the optimization horizon. For the specific scheduling optimization of interest, ϕT 
will be that shown in Eq. (4.17) and ψt shown in Eq. (4.18). In particular, Eq. (4.17) 
ensures that all PEV load is satisfied when the valley hours end. 
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Figure 4.6 shows the optimal controls generated by DP under the nominal 
condition. The four arrows marked at 2 AM illustrate that the constraint for the balance 
between supply and demand, Eq. (4.5), has been satisfied, and several properties in the 
optimal solution are observed: 
1) A noticeable amount of PEV charging is scheduled to happen in the last hour, 
so that the control algorithm can still manipulate the PEV charging to cover the wind 
uncertainty, which helps to avoid the costs associated with conventional reserve 
scheduling and dispatch. 
2) The scheduling of the non-renewable generation, u1, is no longer targeting to 
achieve valley filling; instead, it takes advantage of the staircase kinks in the cost curve 
by using as much low-price generation as possible. This feature can be seen in Figure 4.6 
where the generating capacities cheaper than $30.3/MWh were fully utilized all the time. 
This is true except for the last hour, due to the need for wind power reserve stated above. 
3) The optimization problem defined by Eqs. (4.4)-(4.14) has non-unique optimal 
solutions because there is no penalty on early or late PEV charging as long as it happens 
during the designated horizon. However, unlike the infinite solutions to the BESS control 
optimization in Chapter 3, the scheduling optimization with PEVs here has only finite 
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sets of optimal solutions (due to the constraint in Eq. (4.6) on PEV charging completion), 
and Figure 4.6 is one of the several possibilities. 
 
 
Figure 4.6 The optimal scheduling in the valley hours with the nominal grid load 
 
The optimal solution will be carried into the middle-level controller; in particular, 
the scheduling of non-renewable generation, u1
*, will replace the hourly nominal grid 
load, PL,nom, in Eq. (2.3) as the reference for slow generation. Also, u1
* and u2
* together 
will affect the feed forward component in the middle-level controller for PEV charging. 
4.3.2 Middle-Level Controller: Load Following 
The middle-level controller adopts the PEV charging control algorithm developed 
in Section 2.3, which consists of the centralized broadcast and the charging power 
allocation rule. However, a modification is made to replace Eq. (2.7) with Eq. (4.19), 
because the reference for the centralized broadcast is no longer calculated based on the 
valley filling power but on the optimal scheduling from the top-level controller. Eq. (4.19) 
is essentially an updated version of Eq. (4.5). The hyperbolic tangent curve shown in 
Figure 2.7 is again used as the charging power allocation rule, and thus Eq. (2.8) will still 
be valid for calculating the feedforward component for controlling PEV charging. 
  
* *




4.3.3 Bottom-Level Controller: Grid Frequency Regulation 
The bottom-level controller, denoted as ksoc and kI,soc in Figure 4.4, is identical to 
that developed in Section 2.3.3, which was designed to mimic the feedback PI-controller 
used by conventional reserves. The only update needed here is to repeat the sensitivity 
analysis presented in Section 2.3.4 to tailor the controller gains, ksoc and kI,soc, for this 
PEV fleet. 
4.4 Simulations 
Three simulations are conducted to demonstrate the effectiveness of the three-
level controller. Table 4.1 lists the simulation setups, which have PEVs, wind power and 
the hierarchical control algorithm progressively included onto the electric grid. This 
allows the effects of PEVs, wind power, and the control algorithm to be isolated. Case A 
serves as the reference with unmitigated PEV charging. Cases B and C both have 25% 
PEVs in the transportation sector and 10% wind power in the electricity generation mix; 
however, Case B has only the top- and middle-level controller implemented but not the 
bottom-level controller, and the conventional reserve is still used for frequency regulation, 
whereas Case C has all three levels of controllers, and no conventional reverses are used 
except if the frequency deviation is larger than 1 Hz, which may happen if the PEV fleet 
loses control authority as an actuator for grid frequency. This may happen when most 
PEVs are fully charged or unplugged from the grid at the end of the valley hours. The 
time horizon of the simulations is 11PM-8AM. 







A (Ref.) 25% None No control integration 
B 25% 10% Only first two levels of control 
C 25% 10% All three levels of control 
 
All three cases have 99.5% of PEVs fully charged, but their performances in the 
dispatch of the non-renewable generation, frequency regulation, and costs are different. 
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Figure 4.7 shows the actual dispatch, including both the electricity generation and 
reserves from conventional sources. Case A has a substantial generation increase before 
11 PM because PEVs start charging in early evenings, while Cases B and C have the PEV 
load properly confined within 11PM-8AM. However, Case B does not achieve the 
maximum benefit because fluctuations in the grid load and wind power call for more 
conventional reserves to be dispatched. Case C has feedback to control the PEV charging 
and thus has the non-renewable electricity generation closely following the optimal 
scheduling (u1
*), except beginning at 12AM, 1AM, and 7AM when u1
* has large changes 
and the slow time constant τ1 limits the ramping of the electricity generation (see 
dynamics of the slow generation in Eq. (2.3)). 
 
 
Figure 4.7 The dispatch of non-renewable generation sources 
 
Figure 4.8 highlights the frequency regulation results. Cases A and B both use 
conventional reserves and have similar frequency deviations, whereas the grid frequency 
in Case C is regulated by controlling the PEV charging and has much smaller deviation 
most of the time. However, the performance in Case C deteriorates at the very beginning 
and very end of the valley hours due to the same reason pointed out in Section 2.4.1: the 
middle-level controller is singular at the very beginning in the valley hours, and most 
PEVs are fully charged at the end of valley hours. These conditions lead to poor 





Figure 4.8 Grid frequency trajectories 
 
Figure 4.9 shows the total costs of electricity generation and reserve procurement. 
Note that the wind generation itself is assumed to be free, although there maybe reserve 
costs associated with wind intermittency if the reserves are provided by non-renewable 
sources. However, reserves provided by controlling PEV charging is assumed to be free 
and PEV owners receive no rewards for providing reserves to facilitate the grid operation. 
In Figure 4.9, Case A represents the baseline costs for providing electricity generation for 
the loads and for procuring reserves to cover fluctuations in the loads. Case B has a 
smaller electricity generation cost but a larger reserve cost due to wind intermittency. In 
fact, the reduction in the generation cost is almost cancelled by the increase in the reserve 
cost. This implies that, if wind farm owners procure reserves from conventional (fossil 
fuel) sources, it will be very difficult for wind power to generate any revenue. Case C has 
an electricity generation cost similar to Case B, as both take advantage of the free wind 
generation, and Case C has a very low reserve cost due to the PEV charging control. 
However, the cost reduction shown here exclude the rewards to PEV owners for 
providing reserves and the costs related to wind generation, such as maintenance or 
mortgage payments. Hence, Case C can be interpreted as the best case scenario for the 
system operation costs with PEVs. In particular, if compensation is paid to PEV owners 
for providing reserves, the compensation should not be more than the cost difference 






Figure 4.9 Total costs of electricity generation and reserve procurement 
 
To further illustrate the value of the synergy between PEV and wind power, 
Figure 4.10 shows the cost difference between Cases B and C at various penetration 
levels of PEV and wind power. In other words, this contour plot highlights the difference 
between the uncoordinated and well-coordinated grid operations when the two green 
technologies are deployed to the grid. The cost difference is normalized to the cost of 
Case B, and also several markers of PEV and renewable energy targets [6, 146, 147] are 
included in the figure. It is found that the cost reduction barely exists if only one of the 
two green technologies is present on the grid, but the cost saving can reach a remarkable 
20% when both technologies are deployed and the synergy is fully utilized. Again, the 
cost saving shown here represent the best case scenario when the two green technologies 
are well-coordinated. The saving will not be as good if PEV owners are given rewards to 
provide reserves are considered. 
 
 
Figure 4.10 Cost reduction between uncoordinated and coordinated grid operations with 




Furthermore, the above figure indicates the trend that the best cost reduction 
happens when the PEV penetrations are higher the wind power penetrations. However, 
one should not interpret this trend as a general principle because it is specific to Michigan. 
It is yet to be verified if the penetration of PEVs has to be higher than wind power to 
achieve the best cost reduction in other states or countries. The answer will probably 
depend on the number of vehicles per capita and the energy usage per capita of the 
specific location of interest; information of the former can be found in [148] and the later 
in [46, 149]. 
4.5 Conclusion 
This chapter proposes a three-level hierarchical controller to capitalize the 
synergy between the controllable PEV charging and the intermittent renewable wind 
power: the top-level controller minimizes the grid-wide electricity generation costs and 
schedules both non-renewable generation and wind power; the middle-level controller 
allots charging power to individual PEVs based on their battery SOC and plug-off time to 
achieve load following; the bottom-level controller uses feedback to control PEV 
charging to regulate the grid frequency. The proposed hierarchical controller preserves 
the features of the control algorithms developed for the PEV charging and wind power 
operation in the earlier chapters.  
The effectiveness of this controller is validated by simulations on a state-wide 
grid mode based on realistic data in Michigan. The algorithm can handle different PEV 
populations and large uncertainties in wind generation while still fully charging most 
PEVs and regulating the grid frequency. Extensive simulations with various PEV fleet 
sizes and wind power shares in the generation mix show that substantial cost saving can 
be achieved if these two green technologies are well-coordinated. The implication of the 
cost saving is that, not only should PEVs and wind power be deployed simultaneously, 
but also their operation needs to be properly coordinated. No economic gains can be 
achieved if these two green technologies are introduced blindly without integration. 
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The results in this chapter demonstrate the value of fully exploring the synergy 
between PEV and wind power. The concept is not limited to wind power and can be 
extended to other intermittent renewable sources. However, some open questions remain 
to be answered. In particular, the scheme of controlling PEV charging to mitigate wind 
intermittency is available only in the valley hours, but not all day long. This is limited by 
the assumption that PEVs are only charged in the evenings at home. An extension work 
to investigate the daytime PEV charging is worth considering, which can potentially 
improve the utilization of wind generation in peak hours and can add more values the 
integration of PEVs and wind power. Integrating PEVs and BESS together to mitigate 
wind intermittency is also an option to consider; the integration may allow BESS to be 






Reducing Grid Emissions through a Carbon Disincentive Policy 
The previous chapter uses the grid-wide costs of electricity generation to measure 
the benefits of exploiting the synergy between the PEV charging and wind power on the 
grid. In addition to economic gains, PEVs and wind power also has great potential to 
reduce CO2 emissions from the electric grid and the ground vehicles. This chapter 
extends the discussions from the previous chapter and investigates effects of these two 
new grid entities on the grid CO2 emissions. The discussion is only confined to the 
electricity generation, and excludes emissions in PEV driving and power plant 
construction/decommissioning. The cost optimization scheme developed in the previous 
chapter is revised to include the grid emissions; this allows us to study the tradeoff 
between the electricity generation costs and grid CO2 emissions. In addition to 
coordinating the two new grid entities (PEVs and wind power), a carbon disincentive 
policy is introduced as a means to alter the operations of the existing non-renewable 
generation assets on the grid. Implications of imposing such a carbon disincentive policy 
are also discussed in detail in this chapter. 
The remainder of this chapter is organized as follows: Section 5.1 reviews related 
literature; Section 5.2 presents the modeling work on the electric grid, renewable wind 
power, and the PEV fleet; Section 5.3 presents the optimization formulation and the 
carbon disincentive policy for minimizing the electricity generation costs and CO2 
emissions; Section 5.4 discusses the optimal solutions and the tradeoff between the two 
objectives; and, Section  5.5 provides concluding remarks. 
5.1 Literature Review 
A complete greenhouse gases (GHG) emission analysis on a particular energy 
technology should cover all stages of the technology and its fuel life-cycle. To date, a 
great variety of life-cycle emission assessments of electricity generation have been 
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conducted, and a comprehensive summary can be found in [150]. As shown in Figure 5.1, 
once the CO2 emissions in the upstream (construction), operation, and downstream 
(decommissioning) stages of a power plant are all properly considered, nuclear and 
renewable generation are no longer zero-emission technologies, although they still 
outperform fossil fuel based generation. The CO2 rates of nuclear and renewable 
generation are roughly an order of magnitude lower than non-renewable generation. 
Another fact reflected in Figure 5.1 is that CO2 emissions of some energy technologies 
vary widely because the carbon content of the fuel is site-specific and the thermal 
efficiency of the technology can differ due to technology advancement and maintenance. 
 
Figure 5.1 Summary of life-cycle GHG emissions for selected power plants [150] 
(CCS: carbon capture and storage; storage: energy storage systems) 
 
Furthermore, the CO2 emissions created by electricity generation are crucial in 
assessing the life-cycle emissions for PEVs. Figure 5.2 shows the major factors that 
impact PEV CO2 emissions at different stages throughout the product life cycle. Since 
PEVs will have relatively lower tank-to-wheel emissions due to the better fuel economy 
granted by powertrain hybridization, the well-to-tank emissions will play a dominant role 
to determine the lifecycle emissions of PEVs. The literature has several studies focusing 
on CO2 emissions on the well-to-tank stage for PEVs [146, 151-156]. Furthermore, CO2 
emissions on the well-to-tank stage can be reduced by integrating renewable generation 




Figure 5.2 Life-cycle CO2 emissions of vehicles 
(This is only an illustration. Magnitudes of emissions on each stage are not to scale) 
 
Reducing CO2 emissions and electricity generation costs are often conflicting 
goals because low-cost power plants, such as coal power plants, often produce higher 
CO2 than high-cost power plants, such as natural gas plants. However, as mentioned in 
Section 2.2.1, there was an exception in 2010-2012: the natural gas reached record-low 
prices and more natural gas was used for electricity production as it was more cost 
competitive than coal in that period [92]. The price dips in natural gas therefore helped to 
reduce the grid CO2 emissions, but the price dips are usually temporary. The U.S. Energy 
Information Administration predicts that the natural gas price will gradually rise and 
reach the level before 2010 in the next few years [158]. 
Because the low-CO2 generating technologies often are not favored in the open 
market due to their higher prices, non-market-driven means are needed to reduce the CO2 
emissions. Carbon taxation has been proposed in a number of EU countries since the 
1990s [159, 160]. Many studies have discussed the effectiveness of carbon tax on 
reducing CO2 emissions and its impact on economic activities [161-163]. Also, different 
designs of tax policies have been proposed; for example, the mechanisms to return or 
distribute the tax revenues [164, 165].  It was found that the macroeconomic costs (e.g., 
losses in GDP) can be reduced if tax revenues are effectively returned [166]. However, 
because it is difficult to quantify the societal cost of pollutants [164], the literature does 
not provide a consensus view on how high the tax rate should be [167-169]. The tax rate 
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varies between $4 - $185/ton of CO2, although $15-30/ton CO2 are more commonly seen 
[161, 164, 166, 170, 171].  
In this chapter, instead of suggesting an arbitrary carbon tax rate to suppress the 
use of high-carbon power plants, the optimal Pareto front will be used to show the trade-
off between CO2 emissions and electricity generation costs. Two approaches are adopted 
to include the grid CO2 emissions into the cost optimization scheme developed in the 
previous chapter. The first approach directly penalizes the CO2 emissions in the objective 
function, and the second approach uses a carbon disincentive to alter the dispatch order of 
power plants so that some expensive, low-CO2 plants can replace cheap, high-CO2 plants. 
In addition, substantial amount of PEVs and wind power sources are assumed to be 
present on the grid. The PEV charging is controlled to eliminate the intermittency of 
wind power, and the wind power provides low-carbon electricity to charge PEV. The 
implications of these two approaches are different and are discussed in detailed in this 
chapter. The results have been accepted for publication [172]. 
5.2 Modeling 
The models developed in the previous chapters to describe the system-level 
dynamics of the PEV fleet, wind power, and electric grid will continue to be used, and an 
additional element is added to describe the CO2 emissions of electricity generation. 
5.2.1 Plug-In Vehicle Fleet 
The total number of PEVs is assumed to be two million, which corresponds to 
25% of the vehicle fleet in Michigan, and all PEVs are assumed to use smart chargers and 
are thus controllable. The PEV population is again represented by the three distributions 
of the plug-in time, plug-off time, and the SOC at plug-in shown in Figure 4.1 and Figure 
4.2. 
5.2.2 Wind Power 
Wind power is assumed to have the nameplate capacity totaled at 800 MW, which 
can cover about 10% of the peak load in Michigan. The stochastic wind generation is 
again described by the conditional probability distributions shown in Figure 3.4, which 
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will be used in Eqs. (3.1) and (3.2) to calculate the reserve requirements to cover the 
wind uncertainties. 
5.2.3 The Electric Grid 
The models describing the non-PEV grid load and costs of electricity generation 
remain the same as those in the previous chapter. However, additional information is 
extracted from [173] to describe the CO2 emissions. Figure 5.3 and Figure 5.4 show the 
costs and the corresponding CO2 emission rates of power plants in the state of Michigan. 
Figure 5.3 is, in fact, a repetition of Figure 4.3, but with different color codes to represent 
different types of generation technologies. Note that Figure 5.3 includes only the costs 
during the power plant operation and leaves out the costs of constructing and 
decommissioning power plants. This assumption has been seen in the literature [65] and 
is appropriate  because the dispatch decisions made by the grid operator will not change 
the costs on the upstream and downstream stages. Similarly, the data shown in Figure 5.4 
include only the CO2 emissions during the operation phase of a power plant but not 
emissions during fuel mining/transportation and plant decommissioning. Therefore, 
nuclear is assumed to have zero emissions. The general trend in Figure 5.3 and Figure 5.4 
indicates that nuclear power has the lowest price and CO2 emissions. Coal-fired 
generation, in general, is cheaper than natural gas, but has higher CO2 emissions. Thus, it 
can be expected that, without the carbon disincentive, the grid operator will have to 
dispatch all coal plants before natural gas plants according to the merit order dispatch. 
Wind power, however, is not shown in Figure 5.3 and Figure 5.4 because it does not have 
a fixed sorting position in the merit order. This is due to the assumptions on the costs of 
wind power, which are the same as those in the previous chapter: the wind power 
generation is assumed to be free, but there will be reserve costs associated with wind 
intermittency if the reserves are provided by non-renewable sources; therefore, the cost of 





Figure 5.3 Cost of electricity generation in Michigan (extracted from [145]) 
 
 
Figure 5.4 CO2 emission rate of electricity generation (extracted from [173]) 
5.3 Scheduling Optimization for CO2 Emission and Electricity Generation Cost 
Two approaches are applied to the scheduling optimization framework developed 
in the previous chapter to investigate the tradeoff between the electricity generation cost 
and CO2 emissions on the grid. The first approach penalizes CO2 emissions directly in the 
objective function, and the second uses a carbon disincentive to alter the dispatch order of 
power plants. In the following sub-sections, the solution of the original optimization 
problem is first reviewed, and then the optimal solutions of the two approaches to include 
CO2 emissions are discussed. 
5.3.1 Original Scheduling Optimization: Minimize Electricity Generation Cost 
The original scheduling optimization problem formulated in the previous chapter 
aims to minimize the grid-wide total costs of electricity generation. Its objective function 
is repeated in Eq. (5.1) for the readers’ convenience, which includes costs of non-
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renewable electricity generation (Cg), reserve scheduling (CRs), and expected reserve 
dispatch (CRd). The objective function is minimized by two control variables, u1 and u2; 
the former is the scheduling of the non-renewable generation and the latter is the 
scheduling of wind power. Constraints defined in Eqs. (4.5)-(4.14) are still applied to 
ensure that both non-PEV and PEV loads are satisfied and wind intermittency is covered 
by reserves or the controlled PEV load. This optimization formulation resembles the 
typical practice in the US market: power plants submit their bidding prices to the 
wholesale market, which presumably will cover their costs, and the grid operator sorts 
these bids and creates the merit order. Then, in each operating hour, the grid operator 
tries to minimize the overall electricity price for consumers by deploying power plants 
according to the merit order. 
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With the non-PEV grid load, total PEV demand, and wind forecast given, the 
scheduling optimization is solved using the Dynamic technique. The time horizon of the 
optimization problem is 11 PM to 8 AM. Figure 5.5 shows the optimal scheduling of the 
baseline case in the valley hours. The baseline case has the grid load at the nominal as 
shown in Figure 2.2, 800 MW of wind power in the generation mix, and two million 
PEVs plugging onto the grid. In fact, the optimal solution in Figure 5.5 is identical to that 
in Figure 4.6, but Figure 5.5 includes additional information about the types of power 
plants that are dispatched. They are marked with different colors using the same color 
scheme in Figure 5.3 and Figure 5.4. Furthermore, the right hand side axis shows not 
only the generation costs, but also CO2 rate of different power plants. As explained in 
Section 4.3.1, dynamic programming plans the PEV load in a strategic way to cover wind 
intermittency, and both non-PEV and PEV loads are served by wind power and cheap 
generating capacities whenever possible. In terms of CO2 emissions, the optimal solution 
shows that most loads are served by coal (and nuclear) power plants; only few natural gas 





Figure 5.5 Optimal generation scheduling of the baseline case 
5.3.2 Scheduling Optimization with Direct Penalty on CO2 
To reflect the importance of CO2 emissions, a penalty on CO2 is included in the 
objective function, as shown in Eq. (5.2).  
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where α is a weighting coefficient. 
The new scheduling optimization posed in Eq. (5.2) is a multi-objective 
optimization problem with two control variables. Figure 5.6 shows the optimal solution 
with α = 10, which is the smallest weight that produces control signals different from the 
baseline case. The change is subtle, in that a small amount of non-renewable generation 
was shifted from Hour 24 to Hour 23. The non-renewable generation in Hour 23 
increases from 7,200MW to 7,280MW, whereas the non-renewable generation in Hour 
24 decreases from 6,360MW to 6,280MW. The shift allows more electricity to be 
generated by the natural gas power plant with a CO2 rate of 432 kg/MWh rather than by 
the coal power plant with a CO2 rate of 1,131kg/MWh. The shift of the non-renewable 





Figure 5.6 Optimal scheduling with a direct penalty on CO2 emissions 
 
Figure 5.7 shows the optimal solution with α = 55, which is much larger than the 
previous value. As expected, more non-renewable generation is relocated to times when 
the low-CO2 natural gas capacities are available, which creates undesired peaks at the 
beginning and the end of valley hours. Although this solution behavior is mathematically 
correct, the undesired peaks make this approach impractical. Thus, a different means, 
more than relocating the PEV load, needs to be developed to reduce the carbon emissions. 
 
 
Figure 5.7 Optimal scheduling with a large direct penalty on CO2 emissions 
5.3.3 Scheduling Optimization with CO2 Disincentive 
The solutions in the previous section show that controlling the demand on the grid 
(by controlling the PEV charging) can only achieve limited reduction in the grid CO2 
emissions. Therefore, in addition to the demand-side control, a new approach to control 
the supply is proposed. The idea is to alter the dispatch order of power plants so that 
expensive low-CO2 plants can be dispatched before cheap high-CO2 plants. A carbon 
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disincentive, denoted as β, is introduced for this purpose. The generation price of each 
power plant is modified by adding a carbon disincentive based on plant emission levels, 
as shown in Eq. (5.3), and a new dispatch order is determined based on this modified 
prices.  
  
2(CO  rate)p p     (5.3) 
  
where p is the original price of electricity generation. Since coal-fired power plants 
generally have much higher CO2 rates than natural gas power plants, it does not require a 
large β to swap the dispatch order of the most expensive coal-fired plant with the least-
expensive natural gas plant. Figure 5.8 shows the new dispatch order with β = $0.05/ton 
CO2, the smallest disincentive rate to change the dispatch order. Therefore, by changing β, 




Figure 5.8 The modified cost curve and CO2 rate with β = $0.05/ton CO2 
 
The modified price curve and new dispatch order, such as the one shown in 
Figure 5.8, are then used in the optimization, and the objective function is revised from 
Eq. (5.1) to Eq. (5.4). Note that the new objective function does not contain explicit 
penalties on CO2 emissions. However, due to the new dispatch order, more low-CO2 
generation capacities will be dispatched and the grid CO2 emissions will be reduced.  
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The consequence of imposing the carbon disincentive is that the objective 
function, Jβ, will increase substantially, because the optimization is based on the higher 
modified price defined in Eq. (5.3). Therefore, Jβ includes the carbon tax revenue based 
on the CO2 produced by dispatched power plants. More specifically, the carbon revenue 
will be the quantity shown in Eq. (5.5). However, if this extra revenue due to the carbon 
disincentive is not collected (or collected and later returned to consumers), consumers 
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With the “revenue return mechanism”, this carbon disincentive policy is revenue-
neutral to the grid operator and is less burdensome to consumers. The assumption that the 
carbon disincentive policy collects no revenue is possible because, in general, the grid 
operator is a profit-neutral entity or a governmental agency. Again, it should be 
emphasized that the proposed carbon disincentive policy is not taxation, but a mechanism 
used by the grid operator to alter the dispatch order of power plants for CO2 reduction. 
Figure 5.9 shows the optimal solution when β = $0.05/ton CO2. The optimal 
controls turn out to be identical to those in the baseline case in Figure 5.5, but the CO2 
emissions are reduced by 0.13% at the costs of electricity generation increased by 0.04% 
after the carbon revenue is returned to consumers. 
 
 




Figure 5.10 shows the modified price curve and dispatch order when the carbon 
disincentive is more aggressive (β = $20/ton CO2), in which about 25% of the coal-fired 
plants in the generation mix are replaced by natural gas plants. The optimal solution is 
shown in Figure 5.11. Notice that no spikes were created at the beginning or end of valley 
hours. Compared to the baseline case, the CO2 emissions are reduced by 24.5% and the 
cost increased by 19.5%. 
 
 
Figure 5.10 The modified price curve and CO2 rate with β = $20/ton CO2 
 
 
Figure 5.11 The optimal scheduling with β = $20/ton CO2 
 
Besides better utilization of the generation capacities in the middle of the valley 
hours, this optimization formulation is more effective in reducing the CO2 emissions 
compared to the scheduling optimization presented in the previous section, which 
penalizes CO2 directly in the objective function. The solution in Figure 5.11 achieves a 
24.5% CO2 reduction, better than the 9.8% reduction achieved in Figure 5.7. In this 
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optimization formulation, both the supply and demand are manipulated, rather than only 
the demand, which is the key for achieving both CO2 reduction and costs reduction in 
electricity generation. 
5.4 Impacts of the Carbon Disincentive Policy 
As mentioned earlier, the grid operator can view the parameter β as a tuning knob 
to weigh the electricity generation costs and the grid CO2 emissions. The optimal Pareto 
fronts are used to show the tradeoff between the CO2 emissions and cost of electricity 
generation when the carbon disincentive varies. Impacts of the carbon disincentive on the 
mix of electricity generation and the profits to power plants are also discussed. 
5.4.1 Tradeoff between Electricity Generation Costs and CO2 Emission 
Figure 5.12 shows the optimal Pareto fronts with the carbon disincentive, β, 
varying from zero to $20/ton CO2. It is clear that, to reduce the CO2 emissions, the cost of 
electricity generation has to increase because the low-CO2 natural gas power plants are 
more expensive. As stated in the previous section, the emission-conscientious instance (β 
= 20) has 24.5% less CO2 emissions but 19.5% higher costs than the cost-conscientious 
instance (β = 0).  
 
 




Figure 5.13 further shows, when the carbon disincentive is imposed, that 
significant amounts of electricity generation are shifted from high-CO2 coal power plants 
to low-CO2 natural gas power plants. However, the amount of electricity generated by 
nuclear plants is not affected. This is because nuclear power is assumed to produce no 
emissions; therefore, nuclear power is still the cheapest capacity after the carbon 
disincentive policy is imposed and will be dispatched first by the grid operator. 
 
 
Figure 5.13 Electricity generation by different types of power plants 
 
Furthermore, the carbon disincentive policy, although not intentionally planned, 
impacts profits distributions of the power plants: profits to high-CO2 power plants are 
reduced and profits to low-CO2 power plants are increased. The changes in the net profits 
among different types of power plants are shown in Figure 5.14. Notice that the carbon 
revenue is only shown for the sake of completeness but is not actually charged to the 
consumers. The profit change in different types of power plants can be explained by 
Eq.(5.7). 
  
2(CO  rate)q MC p      (5.7) 
  
where q is the net profit to a power plant, MC is the market clearing price, p is generation 
cost, and β·(CO2 rate) is the (virtual) carbon revenue. The presence of β increases MC, 
but the increased MC may not guarantee a higher net profit because β also increases the 
carbon revenue that has to be returned to consumers. The total revenue received by all 






Figure 5.14 Revenue distributions of different types of power plants 
5.4.2 Optimal Pareto Fronts of Various Scenarios 
The Pareto Front can further provide insights into how aggressive a carbon 
disincentive should be to achieve a certain CO2 reduction target. Three scenarios were 
investigated: Case 1 has only the non-PEV grid load and has no wind power; Case 2 has 
the non-PEV grid load and two million PEVs but no wind power; and, Case 3 is the case 
reported in the previous sub-sections with the grid load, PEVs, and wind power. These 
three scenarios are chosen based on the concept similar to that in the simulation study in 
Chapter 4: the three scenarios are set up to have PEVs and wind power included onto the 
electric grid progressively. Therefore, the comparison on the reduction of their CO2 
emissions and costs will allow us to understand not only the effectiveness of imposing the 
carbon disincentive policy, but also the effectiveness of introducing PEVs and wind 





Figure 5.15 Pareto fronts of three different scenarios 
 
The instances in the three cases with β = 0 are marked as A, B, and C, among 
which B has the highest cost and CO2 emissions because it has more load due to the PEV 
charging but no wind power. However, it is unclear if C is better or worse than A because 
the former has lower CO2 emissions but higher costs. In fact, it is more meaningful to 
compare A, B’, and C’ because they all have the same level of CO2 emissions. Case B’ 
has β = 12.62 and a cost 17% higher than A, whereas C’ has β = 5.38 and a cost only 
1.6% higher than A. The lower cost increase in Case C’ is attributed to replacing non-
renewable generation with wind energy. Note that the cost assessment is based on the 
assumption that the wind generation is free, although the wind generation may incur 
reserve costs if the reserves to cover wind intermittency are provided by non-renewable 
sources. Furthermore, the red dashed line in Figure 5.15 marks the U.S. target to reduce 
the greenhouse gas emissions to 17% lower than the 2005 level by 2020 [174]. For a grid 
with no PEVs and no wind power (Case 1), a carbon disincentive of $15.36/ton CO2 
needs to be imposed and the electricity generation costs will increase by 15.3%. In 
contrast, with PEVs and wind on the grid (Case 3), a carbon disincentive of $17.16/ton 
CO2 should be imposed and the electricity generation costs will increase only by 12.8%. 
For Case 2, the carbon disincentive needs to be higher than $20/ton CO2.  
Figure 5.16 shows the three Pareto fronts in normalized units; the normalized 
units provide a more fair comparison. The comparison in Figure 5.15 is not entirely fair 
because the demands in the three scenarios are not identical; two of the three scenarios 
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have the additional demand due to PEV charging and require more electricity generation. 
The normalized units render the CO2 emissions and costs of electricity generation with 
the total demand served, and eliminate the inconsistency among the three scenarios. 
Therefore, the fact that Case 2 has higher total emissions and total costs in Figure 5.15 
does not mean it is worse than Case 1. In the normalized units, Case 2 has lower per unit 
costs of electricity generation than Case 1 because the controllable PEV load helps to 
reduce the costs associated with conventional reserves and the charging is done 
strategically when cheap generation is available. However, given the same carbon 
disincentive, Case 2 still has higher per unit CO2 emissions because this scenario 
dispatches relatively more coal generation in order to fulfill the PEV load. Furthermore, 
the fact that Case 3 outperforms Case 2 in both emissions and costs echoes the conclusion 
in Chapter 4 that PEVs and wind power should be deployed simultaneously. 
 
 
Figure 5.16 Normalized Pareto fronts 
 
Notice that the above results are based on the data specific to the situation in 
Michigan; in particular, the generation mix is coal-dominant. However, the same analysis 
can be applied to other conditions with different generation mix, grid load, and wind 
conditions. For example, a gas-dominant grid, such as the Texas grid, will have a Pareto 
front with a flat slope (i.e. lower sensitivity) because the merit order of the power plants 
will not change much even if the carbon disincentive varies. A much higher load profile 
will also make the Pareto Front has a flat slope because, when the load is high, most 
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generation capacity will be dispatched no matter which dispatch order is in use. Imposing 
a carbon disincentive policy in this situation will not change the CO2 emissions. 
5.5 Conclusion 
This chapter investigates the tradeoff between the costs of electricity generation 
and CO2 emissions of an electric grid with substantial volumes of PEVs and wind power. 
The methodology is expanded from the optimization framework developed in the 
previous chapter, in that two approaches are proposed to reduce CO2 emissions. The first 
approach directly penalizes the CO2 emissions in the objective function, and the second 
approach introduces a carbon disincentive to alter the dispatch order of power plants. The 
difference between these two approaches is that the first approach only manipulates the 
demand, whereas the second approach controls both supply and demand and achieves 
more CO2 reduction. 
With the carbon disincentive policy proposed in the second approach, the grid 
operator can view the disincentive parameter as a tuning knob to weigh the electricity 
generation costs and the grid CO2 emissions. The optimal Pareto fronts confirm that the 
costs of electricity generation and the CO2 emissions are competing objectives due to the 
nature of the generation mix in Michigan: the generation mix has significant coal 
capacities that are cheaper but produce more emissions than natural gas capacities. 
However, the proposed carbon disincentive policy is assumed to have a revenue return 
mechanism, so that it is less costly to consumers although a cost increase is unavoidable. 
Further investigation shows that having both PEVs and wind power on the grid is helpful, 
in that CO2 can be reduced with minimum increase in the costs of electricity generation. 
This finding echoes the conclusion in Chapter 4 that PEVs and wind power should be 
deployed simultaneously, so that the synergy between them can be fully utilized. 
Furthermore, analyses indicate that introducing renewable generation can significantly 
reduce the generation costs on the grid, but not the CO2 emissions; manipulations in both 
the supply and demand on the grid are needed in order to address both the generation 
costs and CO2 emissions. 
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The discussion covered in this chapter focuses solely on the grid operation and 
does not include costs or emissions during vehicle driving. A possible extension of this 
work is to cover aspects in both the grid and transportation sector, which should provide 







Generation Planning for a Future Electric Grid 
The previous chapters introduced various methodologies to address intra-day and 
hourly variations in the grid load due to PEV charging and wind power fluctuations. In 
this chapter, the generation planning, which is an even longer time-scale problem, will be 
investigated. In other words, this chapter will answer the question of when and what type 
of new power plants should be constructed in the next two decades. 
The generating capacities evolve over time; new power plants are constructed and 
commissioned to keep up with the long-term demand increases in the grid load or to 
replace outdated power plants. In addition, increasing concerns about environmental 
protection and sustainability prompt the shift to renewable power sources. In this chapter, 
a systematic methodology is proposed to evaluate the overall cost of adding different 
types of generating capacities to the generation mix. Four representative types of 
generation technologies are investigated: nuclear, coal, natural gas, and wind power. The 
proposed methodology considers the costs of constructing new power plants, operating 
existing and new power plants, providing reserves to accommodate wind power 
intermittency, and the cost increase related to CO2 tax if applicable. This methodology 
can serve as a tool to provide guidance to grid investors and decision makers; also, the 
results help to identify the obstacles that may prevent wind power from achieving the grid 
parity. 
The remainder of this chapter is organized as follows: Section 6.2 presents models 
for describing the costs of existing and new generating capacities; Section 6.3 describes 
the process to add new generating capacities to the grid and the methodology to assess 
the overall costs of capacity construction and electricity generation; Section 6.4 presents 




6.1 Literature Review 
The literature related to the generation planning can roughly be categorized into 
two groups; one is to use optimization techniques to find the exact generation mix, and 
the other is to calculate the levelized cost of energy for the new generating technologies 
that will be introduced on the electric grid. Figure 6.1 summarizes the two groups of 
literature, and their key features are highlighted blow. 
 
Figure 6.1 Summary of literature related to generation planning 
 
To improve sustainability of the electric grid and to become less reliant on fossil 
fuel, several studies have applied optimization techniques to add large amounts of 
renewable generation to the energy system [175-180]. Investment in distributed 
generations also has been discussed, and many of them consider cogeneration to provide 
both heating and power services to improve overall efficiency and costs [181-183]. 
Integrated resource planning (IRP) organizes the use of natural resources and considers 
not only financial values but also environment externalities, such as greenhouse gas 
emissions [178, 184]. Different objective functions have been used in these planning 
studies, such as construction/installation costs of the project, energy generation costs, 
operation and maintenance (O&M) costs, or CO2 emissions. The time horizon in these 
studies ranges from one to several years, while the time resolution is often one hour long, 
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and not shorter, to keep the problem size numerically tractable. These planning 
optimization problems are often solved using the linear programming or mixed-integer 
programming techniques, and the review in [185] provides a comprehensive summary of 
the different optimization formulations and solution methods adopted.  
In addition to solving optimization problems for generation planning, the 
levelized cost of energy (LCOE), which is an estimate of the price of per unit energy, has 
been used to compare different generating technologies [170, 171, 186-190]. LCOE 
usually does not consider the hour-by-hour details in the generation dispatch; instead, it 
assumes that each type of power plant has a constant capacity factor, which is the annual 
average generation of the power plant. For example, nuclear power is often assumed to 
have a capacity factor higher than 85%, while the intermittent wind and solar power 
around 35% (see Appendix C). Using a constant capacity factor to approximate the 
operation of a power plant simplifies the calculation of generation dispatch. This 
simplification allows LCOE to cover a very long time horizon, such as 40 years, which is 
a feature the aforementioned planning optimization cannot grant. However, LCOE is 
known to be sensitive to the assumed values of the parameters, including geographical 
attributes (such as the local generation mix and load patterns) [190], and financial 
attributes (such as the discount rate, construction cost, fuel price escalation, and CO2 
taxation) [170, 191]. The electricity market rules also impact the LCOE [192], especially 
for renewable generating technologies because they require reserves to mitigate the 
intermittency. However, reserve costs have been ignored in most past studies.  This may 
be justified when wind power is mandated and the reserve cost is absorbed by utility 
companies, but, in the long term, reserve costs to compensate for wind intermittency need 
to be considered when assessing the true cost of the grid power generation. Furthermore, 
because LCOE is vulnerable to uncertainties in input parameters, it is necessary to 
conduct sensitivity analyses [190] or perform Monte Carlo simulations [187] to give a 
range of results rather than a single future cost projection, in order to provide better 
guidance to grid investors and decision makers. 
As increasing the share of renewable generation is a commonly-agreed objective 
in generation planning, the renewable intermittency and reserve-related costs should be 
included into the evaluation of new power plant construction. In addition, both the supply 
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and demand on the electric grid evolve over time. On the demand side, the grid load will 
increase every year, and more and more generation needs to be scheduled to satisfy the 
growing demand. On the supply side, the generation mix will change when new power 
plants are commissioned, and the grid operator will dispatch both existing and newly-
commissioned power plant according to the new merit order. However, the existing 
planning optimizations do not comprehensively consider all of the above features; in 
particular, the reserve costs have been ignored in most studies. On a different note, the 
decision of constructing new generating capacities is assumed to be market driven as the 
ultimate goal of investigators will be to maximize profits (i.e. maximize costs). Thus, it is 
desirable to investigate all relevant financial factors seen in the LCOE related studies. A 
comprehensive generation planning should consider all of the aforementioned attributes, 
and a systematic methodology of cost evaluation is proposed in this chapter to achieve 
such a goal.  
This study considers four types of representative generating technologies: nuclear, 
coal, natural gas, and wind power. Wind power is chosen over other type of renewable 
generation, as it is the technology that currently has the installation costs low enough to 
be comparable to coal-fired power plants [7, 8]. To make the planning problem tractable, 
instead of solving a large optimization problem to find the optimal generation mix, the 
methodology evaluates four separate scenarios. In each scenario, only one of the four 
generation technologies is chosen for all new constructions. Since each scenario will be a 
much simpler capacity planning problem, the long-term trends (annual increases in grid 
load), short-term dynamics (sub-hourly fluctuations in wind power generation), and 
changes in the merit order for power plant dispatch can all be included. To compare the 
different generating technologies, the proposed methodology considers costs of 
constructing new power plants, operating both new and existing power plants, reserves 
needed to accommodate intermittent wind generation, and the CO2 tax if applicable. 
Therefore, a unique feature of this methodology is that it calculates the system-wide costs 
of electricity generation, rather than the technology-specific LCOE. This system-level 
perspective is important because adding new generating capacities to the grid will impact 
not only new capacities being introduced, but also existing capacities. Also, the four 
separate scenarios are still computationally affordable to conduct sensitivity analyses on 
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parameters with financial significance, such as the discount rate, construction cost 
deviation, natural gas price escalation, and CO2 tax rate. A time span of 23 years (from 
2012 to 2035) is considered when demonstrating the methodology in this chapter, and the 
goal of the generation planning is to maintain the generation adequacy, meaning to keep 
the total generating capacity 10% above the peak load at all time, at minimum costs.  
6.2 Modeling of the Electric Grid 
Several models are developed to calculate the costs of existing and new 
generating capacities on the electric grid. More specifically, the following models 
describe the construction costs of new capacities and the electricity generation costs of 
both new and existing capacities. The construction costs of existing capacities are 
irrelevant, as decisions of the generation planning will not impact them. In addition, wind 
power will have additional costs associated with reserve scheduling and dispatch due to 
its intermittency. CO2 emissions produced by non-renewable power plants incur 
additional costs when the carbon tax is imposed. The statistics of the State of Michigan 
are again used to develop these grid models, although the proposed methodology is 
general and can be applied to other utility-scale power systems. 
6.2.1 Generation Cost and CO2 Emission of Existing Generating Capacity 
The models to describe the costs of electricity generation and CO2 emissions of 
existing capacities are largely based on the models previously developed in Section 4.2.3 
and 5.2.3. Also, the generation costs and emissions of new capacities will be derived 
from these models. However, the cost model now includes more details. The electricity 
generation cost is assumed to consist of two components: fuel cost and O&M (operation 
and maintenance) cost. The reason of separating the fuel cost from the O&M is that the 
former will be updated annually according to the fuel price escalation, while the latter is 
assumed to be fixed. In reality, the O&M cost may increase slightly as power plant ages; 
however, such a phenomenon is ignored in this study. Figure 6.2 shows the existing 
generating capacities in Michigan in 2012, which totaled 14,540 MW. In general, the fuel 
cost is more substantial than the O&M cost for coal and natural gas power plants. On the 
contrary, the O&M cost of nuclear power is equally substantial as its fuel cost because 
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the nuclear fuel is much cheaper. Furthermore, the predicted wholesale fuel prices shown 
in Figure 6.3 will be used to update the fuel cost for electricity generation throughout the 
operation years. The data in Figure 6.3 is collected from two different sources. The 
nuclear fuel price is derived from [193], which increases about 0.5% annually. The prices 
of natural gas and coal are extracted from [158]; the former has an annual increase 
around 2% and the latter around 0.75%. Again, the grid operator is assumed to dispatch 
generating capacities based on the merit order, meaning that cheaper power plants will be 
dispatched before expensive ones. However, construction costs of existing capacities are 
not considered as they cannot be altered by the decision to add new capacities on the grid. 
 
 
Figure 6.2 Generation cost of existing capacities in Michigan in 2012 [145] 
 
 
Figure 6.3 Long-term fuel price [158, 193] 
(Annual fuel price escalation: nuclear0.5%; coal0.75%; natural gas2%) 
 
The assumptions on the reserve costs remain the same. There are two costs 
associated with reserves: 1) the reserve scheduling cost is about 3% more expensive than 
the electricity generation, based on the statistics in [127]; and, 2) the reserve dispatch cost 
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is assumed to be the same as the electricity generation cost and only occurs if the reserve 
is dispatched. 
The CO2 rate curve in Section 5.2.3 is again used to describe the grid CO2 
emissions, which incur costs if the carbon tax is imposed. 
6.2.2 Cost Assumptions for New Generating Capacity 
To build new generating capacities, both the construction costs and the generation 
costs incurred throughout the lifetime need to be considered.  
The costs of power plant construction can be found in many references, and 
Figure 6.4 summarizes the ones that are more well-known. A complete summary can be 
found in Appendix C. The trend observed from the data indicates that natural gas is the 
least expensive technology to construct, and nuclear is the most expensive. As a matter of 
fact, nuclear power has an extra cost that will incur at the end of plant lifetime due to 
decommissioning. According to [194], the decommissioning cost is 300-400 million 
dollars per plant; however, this cost is not included in the construction cost, but included 
in the O&M throughout the plant lifetime as the decommissioning funds [195]. 
Furthermore, wind power appears to be competitive; its construction costs have been 
dropping since 1980 (see Figure 1.7) and now fall in between natural gas and coal. 
Eventually, the data reported in [53] and [196] are used in this study, because they are 
more relevant to the situations in the U.S. 
 
 




In addition to the construction costs, Table 6.1 lists the other parameters related to 
constructing different types of power plants. The nameplate capacity of each type of 
generating technology is different; plants with a larger nameplate capacity usually have a 
longer lead time, which means the construction has to start years before the power plant 
is commissioned. The construction outlays are assumed to have a generic distribution as 
shown in Figure 6.5 with higher capital expenses in the middle of the construction [195]. 
The construction outlays will be used to calculate cash flows throughout the construction 
phase in Section 6.3.4. 
Table 6.1 Parameters Related to Capacity Construction 
 Nuclear Coal Natural Gas Wind 
Nameplate Capacity (MW) a 2409 1300 500 100 
Plant Lifetime (yr) a 30 40 30 25 
Overnight Cost ($/kW) a, d 5,275 2,809 967 1,750 b 
Lead Time (yr) a 6 4 3 3 
Discount Rate (-) c ––––––––––––––  7.68%  –––––––––––––– 
a Adopted from [196]. b Adopted from [53]. c Adopted from [186]. 
d Overnight costs have a 3% annual increase rate [195]. The numbers shown in this table 
are for year 2012. 
 
 
Figure 6.5 Capital outlays for power plant construction with a 5-year lead time [195] 
(Year 0 is the end of construction) 
 
Once construction is completed and the power plant is commissioned, costs to 
generate electricity will incur whenever the power plant is dispatched throughout the 
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plant lifetime. New capacities are assumed to have the same generation costs as the 
cheapest existing capacity, assuming that new technologies are no more expensive or 
polluting than existing ones. CO2 rates of new capacities are derived under similar 
assumptions. Furthermore, wind power will incur additional costs due to reserve 
scheduling/dispatch because of its intermittency. The reserves for wind power are 
discussed in the next section.  
6.2.3 Costs due to Wind Power Intermittency 
Wind intermittency impacts both the construction and operation of wind power. 
More specifically, higher nameplate capacities need to be constructed and more reserves 
need to be scheduled to ensure reliable grid operation. 
The Eastern Wind Dataset from the National Renewable Energy Laboratory 
(NREL) [124] shows that the capacity factor of a typical wind power plant is about 32%; 
thus, it is assumed that the nameplate capacity of wind power needs to be tripled to meet 
the grid load increase. 
The reserve requirement of wind power is calculated by the model developed in 
Section 3.2.1. However, some modifications are made so that the model can be scaled up 
or down when different amounts of wind power are added to the grid. The reserve 
scheduling and dispatch induce costs according to the assumptions on reserve costs 
mentioned in Section 6.2.1. 
6.3 Planning of Generating Capacity for 2035 
Generating capacities of the electric grid are designed to be higher than the peak 
grid load to ensure reliable grid operation. In this study, it is assumed that the total 
generating capacity should be kept 10% above the peak load at all times. In the following, 
a systematic methodology is developed to evaluate the overall costs of different strategies 
of adding new generating capacities to meet the increasing grid load in Michigan from 
2012 to 2035. Four scenarios are created to investigate the four types of generation 
technologies of interests: nuclear, coal, natural gas, and wind. Each scenario deploys one 
and only one of the four technologies for new capacities. For simplicity, it is assumed 
that none of the existing power plants reaches retirement in the next 23 years.  
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6.3.1 New Generating Capacity to Meet Grid Load Increase 
Unlike the daily load profile used in previous chapters, the whole-year load data 
in the Detroit Edison service area is used to model the base electric load on the Michigan 
grid; Figure 6.6 shows the annual load profile in 2012, which peaked at 12,573 MW. It is 
further assumed that the grid load will increase 1% annually [158]. Note that the PEV 
charging load is excluded from the load data. It is believe that the PEV load will not 
significantly impact the decisions of generation planning, because the PEV charging is 
unlikely to happen during peak hours on the grid. Therefore, for simplicity, the PEV load 
is not considered in this study. However, such a simplification also eliminates the 
possibility to use PEVs as an asset to facilitate grid operation in valley hours. 
 
 
Figure 6.6 The annual grid load of Michigan in 2012 [90] 
(time resolution: 1 hour) 
 
For generation adequacy, it is assumed that the total generating capacity has to be 
kept 10% above the peak load at all times [178]. Figure 6.7 shows the projected peak load 
increments from 2012 to 2035 and the new generating capacity required to maintain the 
10% margin. Notice that the total generating capacity in 2012 (14,540MW) has a 15.9% 
margin above the peak load (12,537MW). Figure 6.7 further shows that, if nuclear was 
the chosen technology, two new plants would have to be commissioned by 2035; one in 
2017 and the other in 2032. Therefore, the construction of these two nuclear power plants 
will start in 2011 and 2026 due to the 6-year lead time, and the construction costs will 
spread throughout the construction period with outlays similar to that shown in Figure 6.5. 
The construction and commissioning year of other types of generating technologies were 
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found in similar ways. Note that the nameplate capacity of wind power needs to be tripled 
due to wind intermittency (as explained in Section 6.2.3). 
 
 
Figure 6.7 The peak load increase and new capacity requirements from 2012 to 2035 
6.3.2 Economic Dispatch 
The grid operator is assumed to dispatch generating capacities based on the merit 
order to meet the grid load on an hourly basis, meaning that the grid operator dispatches 
cheaper power plants before expensive ones. Figure 6.8 shows the merit orders of two 
different years; Year 2012 is the base year and 2017 is the year when a new nuclear 
power plant is commissioned. The merit order in 2017 is different from that in 2012 
because of the increasing fuel costs (as shown in Figure 6.3). In addition, the new nuclear 
capacity, with the lowest O&M and fuel costs among its own kind, will be dispatched 
before existing capacities when the grid load calls for service. 
 
 




To illustrate how the changes in the merit order affect the economic dispatch, 
Figure 6.9 and Figure 6.10 show the economic dispatch in August 2, 2012 and August 2, 
2017. They are the dates when the peak load happens. Note that the electricity generation 
in 2017 is about 300MW higher than that in 2012 in order to satisfy the growing demand, 
which increases 1% every year. The electricity generation in Figure 6.9 matches the merit 
order of 2012 shown in Figure 6.8, in that the load below 2,405 MW is served by nuclear 
power, between 2,405-7,821MW by coal, and above 7,821MW by natural gas. On the 
other hand, the electricity generation in Figure 6.10 matches the merit order of 2017, in 
that load below 4,641 MW is served by nuclear power, between 4,641-10,057MW by 
coal, and above 10,057MW by natural gas. Furthermore, among the load served by 
nuclear power, the load below 2,236MW is served by the newly-commissioned nuclear 
capacity, and the load between 2,236-4,641MW is served by existing nuclear capacity. 
 
 
Figure 6.9 Hourly electricity generation in the peak load day in 2012 
 
 




In terms of the 23-year long horizon of interests, Figure 6.11 shows the long-term 
evolution of electricity generation when the grid capacity is upgraded with nuclear power. 
It shows that, before the nuclear plant is commissioned in 2017, the existing nuclear 
power supplies about one-third of the electricity generation; the rest is contributed by 
coal and natural gas. Nuclear generation jumps in 2017 and 2032 due to the 
commissioning of new nuclear capacities. The same process is applied to two other 
scenarios when the grid is upgraded with coal and natural gas power plants. 
 
 
Figure 6.11 Evolution of annual electricity generation with additional nuclear power 
6.3.3 Scheduling Optimization for Wind Power 
The merit order dispatch needs modification when wind power is present, because 
reserves are needed to mitigate the wind intermittency. The scheduling optimization 
problem defined in Eq. (6.1) is solved every hour to find the optimal wind scheduling to 
minimize Jt,n, which is the total cost of electricity generation in hour t of year n. The 
objective function has three terms: costs of non-renewable electricity generation (Cg), 
reserve scheduling (CRs), and expected reserve dispatch (CRd). The objective function is 
minimized by one control variable, the wind power scheduling. The costs of non-
renewable generation (Cg) can be read from the merit order, which may change when 
new generating capacity is commissioned, and the reserve scheduling costs (CRs) and the 
reserve dispatch costs (CRd) follow the assumptions described in Section 6.2.1. 
  




where Lt,n is the grid load in hour t of year n. The grid load (Lt,n) and wind forecast (wf) 
are assumed to be known when solving this scheduling optimization. After the optimal 
wind scheduling is found, the non-renewable capacities follows the original economic 
dispatch to produce electricity in the amount of Lt,n – u
*, so that the grid loads are 
satisfied. 
The scheduling optimization defined in Eq. (6.1) is actually a reduced problem of 
the horizon optimization problem in Section 4.3.1. Equation (6.1) is an instantaneous 
optimization problem and has only one control variable, but the optimization problem 
presented in Section 4.3.1 has two control variables, the scheduling of non-renewable 
generation and the scheduling of wind power. The problem in Section 4.3.1 has a higher 
problem dimension and is solved over a horizon because it has the PEV charging load. 
The new optimization problem in Eq. (6.1) does not have PEVs to act as an energy 
storage device to buffer the wind surplus or deficit; therefore, the non-renewable 
generation is not a degree of freedom but has to make up the remaining generation to 
serve the grid load after the wind power scheduling is determined. Figure 6.13 shows 
how the merit order in 2017 (the year when new wind power is first commissioned) 
differs from that in 2012 (the base year). This is an extraction of the whole merit order, 
which includes the generating capacities only up to 9,000MW. The costs of non-
renewable generation in 2017 are more expensive than those in 2012 because of the fuel 
price escalation, and, in addition, the merit order in 2017 includes the newly-
commissioned wind capacity, whose sorting position in the merit order is the found by 
solving the scheduling optimization defined in Eq. (6.1). 
 
 




Figure 6.13 shows the evolution of annual electricity generation when the grid is 
upgraded with wind power. Although the contribution of wind power increases gradually 
throughout the year as the wind capacity increases, not all wind power production is 
dispatched; some wind generation is curtailed as advised by the scheduling optimization 
in Eq. (6.1) to avoid paying for reserves. 
 
 
Figure 6.13 Evolution of annual electricity generation with wind power 
6.3.4 Costs with Different Generating Capacity Upgrades 
Once the construction and dispatch of new and existing generating capacities are 
known, a cash flow analysis is conducted to calculate the present value of all costs and 
LCOE for evaluating the investment choices of the grid upgrade.   
Figure 6.14 shows the cash (out) flows of upgrading the grid with nuclear power; 
both costs of construction and electricity generation are considered. Construction costs 
only occur during construction periods. In this case, years 2011-2016 are the construction 
period of the first nuclear power plant, and construction outlays in those years follow a 
pattern similar to that in Figure 6.5; so do the construction outlays for the second nuclear 
power plant in 2026-2031. The construction costs of the second nuclear power plant are 
more expensive than the first one due to the 3% annual increase mentioned in Table 6.1. 
On the other hand, generation costs occurs every year due to the dispatch of both existing 
and new generating capacities (operation costs prior to the 2012 base year are irrelevant 
and excluded as the investment choices does not impact them). The generation costs are 
calculated based on the economic dispatch. For example, by cross referencing the cost 
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curves in Figure 6.8 and the hourly electricity generation in Figure 6.9, the grid operator 
will know which power plants are dispatched and how much costs are incurred in every 
operating hour throughout the years. Furthermore, Figure 6.14 shows that operating costs 
have large drops in 2017 and 2032. This is because the commissioning of new nuclear 
plants changes the merit order, as illustrated in Figure 6.8. 
 
Figure 6.14 Cash flow of adding nuclear power to the grid 
 
The cash flows shown in Figure 6.14 are discounted using Eq. (6.2), which 









  (6.2) 
  
where CFn is the cash flow in year n, d is the discount rate, and DCFn is the discounted 
cash flow in year n. In this study, Year 2012 is chosen to be the base year and has n=0. In 
addition, Eq. (6.2) implies that, the further into the future a cost occurs, the less costly it 
is to the investor [170]. Figure 6.15 shows the discounted cash flows when the discount 
rate is 7.68% (see the assumptions of parameter values in Table 6.1). It can be seen that 
the construction costs of the second nuclear power plant are in fact cheaper than the first 
plant when the discount rate is considered. The cash flow analysis is conducted for all 




Figure 6.15 Discounted cash flow of adding nuclear power to the grid 
 
To compare the several different investment choices, the total discounted cost, 
which is the sum of the discounted cash flows, is calculated. The total discounted cost is 
essentially the present value of all costs incurred throughout the years of interest. The 
significance of the total discounted cost lies in the fact that it consolidates all the costs to 
a unified value and provides a fair index to compare different investment choices. 
Furthermore, the total discounted cost can be interpreted as the amount of capital the 
investor needs to have (or borrow from the bank) in 2012 in order to cover all expenses 
throughout the years of interests. However, the amount of capital is not found by 
summing up the expenses in each operation year algebraically, but using Eq. (6.2), in 
which the discount rate is involved. In short, the investment choice with a lower total 
discounted cost is more cost-effective.  
Figure 6.16 shows the total discounted costs of the four different investment 
choices, including the detailed makeups in the costs of electricity generation. The total 
discounted cost is further used in Eq. (6.3) to calculate the LCOE [190]. Notice that the 
LCOE shown in Table 6.2 is not specific to any type of generating technology, but the 

































where En is the annual electricity generation in year n (which is shown in Figure 6.11 and 
Figure 6.13), and, in this study, N is 23 for Year 2035. 
Table 6.2 System-Wide LCOE 
Scenario LCOE ($/MWh) 
Add Nuclear 45.08 
Add Coal 37.24 
Add Gas 31.57 
Add Wind 43.92 
 
To elaborate further on the information in Figure 6.16, it is clear that the makeup 
of the total discounted cost is different in each of the four different scenarios. Upgrading 
the grid with nuclear power will have the highest construction cost and the lowest fuel 
cost, whereas upgrading the grid with natural gas has the lowest construction cost and the 
highest fuel cost. O&M costs are similar in all four scenarios due to the similar O&M 
costs among different generating technologies (see the dash line in Figure 6.2). Both the 
total discounted cost and LCOE indicate that wind power is an expensive option due to 
the high construction cost for tripling the nameplate capacity and the operation cost for 
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reserve scheduling and dispatch. In other words, the costs to compensate for wind power 
intermittency greatly affect the wind power’s ability to achieve grid parity. 
6.4 Sensitivity Analyses 
To better understand how uncertainties in input parameters impact the cost 
analysis of generation planning, sensitivity analyses are conducted. After reviewing the 
literature, four parameters are chosen to be further investigated: discount rate, 
construction (overnight) cost, natural gas price escalation, and CO2 tax. The CO2 tax is 
assumed to be the same as the carbon disincentive policy proposed in the previous 
chapter, in that the CO2 tax will alter the merit order of power plants to promote the use 
of low-emission capacities, but no tax revenue will actual be collected. This revenue-
neutral CO2 taxation will be less costly to consumers. Table 6.3 summarizes the nominal 
and upper/lower bounds of these parameters. 
Table 6.3 Parameters for Sensitivity Analyses 
Parameter Lower Bound Nominal Upper Bound
Discount Rate (-) 3% 7.68% 12% 
Construction Cost Variation (-) -20% 0 +20% 
Gas Price Escalation(-) e -2.5% 2% 5% 
CO2 Tax ($/ton CO2) 
f 0 0 30 
e The natural gas price shown in Figure 6.3 has an escalation of 2%, and the upper and 
lower bounds cover the 80% confidence intervals reported in [170]. 
f The CO2 tax in [171] is used as the upper bound. 
 
Figure 6.17 to Figure 6.20 show the sensitivities of the total discounted costs to 
the four chosen parameters. The discount rate impacts the cost in a way different than the 
other three parameters: a higher discount rate leads to cheaper costs when computing the 
present value, and all curves in Figure 6.17 have negative slopes. This is consistent with 
Eq. (6.2), in that a higher discount rate makes a future cost less costly in the present day. 
The other three parameters all have positive correlations with the cost. In addition, the 
discount rate has the most pronounced impact on the total cost (the curves in Figure 6.17 
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have steeper slopes than those in Figure 6.18 to Figure 6.21). This is because the discount 
rate affects both the construction and generation costs, whereas the other three parameters 
only affect either the construction or generation cost but not both. 
 
 
Figure 6.17 Sensitivity of total electricity generation cost to discount rate 
(all other three parameters are kept at nominal) 
 
 





Figure 6.19 Sensitivity of total electricity generation cost to gas price 
 
 
Figure 6.20 Sensitivity of total electricity generation cost to CO2 tax 
 
Figure 6.17 to Figure 6.20 conclude that nuclear and wind power are the most 
expensive options for upgrading the grid capacity in all possible parameter perturbations, 
and natural gas is the least expensive. In addition, it is rather surprising that neither the 
higher gas price nor CO2 tax reduces the gap between wind power and non-renewable 
generating technologies. This is because reserves for wind power are provided by non-
renewable capacities, and the reserve price is coupled with electricity generation cost (see 
assumptions of reserve prices in Section 6.2.1). 
Despite the fact that the CO2 tax cannot promote the dispatch of wind power on 
the grid, it is an effective means to reduce the grid CO2 emission no matter what type of 
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technology is added to the grid. In Figure 6.21, even the scenario of upgrading the grid 
with nuclear power benefits from a decrease in CO2 emissions with the CO2 tax. 
However, in some instances, upgrading the grid with wind power results in slightly 
higher CO2 emissions than natural gas. This is because the generation mixtures are 
different in these two scenarios—the former will use existing (old) natural gas plants to 
serve the grid load when wind fall shorts, whereas the latter will use new natural gas 
plants to serve the grid load. The new natural gas plants are assumed to have the lowest 
CO2 rates among the existing natural gas plants (see assumptions of new generating 
capacity in Section 6.2.2). 
 
 
Figure 6.21 Sensitivity of total CO2 emission to CO2 tax. 
 
The sensitivity analysis shows that adopting natural gas power plants is the most 
cost-effective choice to upgrade the grid capacity with all possible parameter 
perturbations, even when the natural gas price escalation is quite high. On the other hand, 
adopting wind power is expensive because of the costs to compensate for wind 
intermittency. Wind intermittency also reduces the effectiveness of wind power to reduce 
the grid CO2 emission.  
One potential solution to suppress costs associated with wind intermittency is to 
introduce energy storage devices to the grid. Although this will incur additional 
construction costs, the capacity of the storage can be small if a proper control algorithm is 
adopted, according to the findings in Chapter 3. A quick cost estimation of adding BESS 
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(battery energy storage system) and wind power together onto the grid is presented in 
Figure 6.22, in which BESS construction cost is assumed to be $350/kWh, according to 
[99]. The construction cost increases about 4.6% due to BESS, but significant cost 
reductions are seen in the fuel and reserve costs. With BESS deployed together with wind 
power, the overall cost will be 8.6% less than that without BESS. Furthermore, the 
reduction in the fuel and reserve costs with BESS can be understood as the best case 
scenario if significant PEVs are present on the gird and their charging is controlled to 
provide reserves. Controlling PEV charging to provide reserves is unlikely to outperform 
BESS because BESS can be available all day on the grid, whereas PEVs are not. 
 
 
Figure 6.22 Wind power with energy storage system 
 
However, deploying wind power with BESS is still not cheaper than the fossil 
fuel based generating technologies (coal and natural gas). This is because wind power on 
average has a capacity factor only at 32%, which leads to the need to construct more 
wind capacities. In this study, it is assumed that the wind capacity needs to be tripled to 
be comparable to the non-renewable generating technologies, whose capacity factors are 
usually above 85%. The data in [198] shows that offshore wind power can have a higher 
capacity factor, and the current-best value is 54%. Therefore, it is possible that the 
nameplate capacity of wind power may not have to be tripled in the future. In addition, a 
breakthrough in the construction costs of wind power may change the analysis results. 
The reduction in the construction costs of wind power will reduce the cost gap between 




This chapter presents a methodology to evaluate the costs of different investment 
choices to construct new power plants to meet the long-term demand increase on the 
electric grid. Four types of generating technologies were investigated: nuclear, coal, 
natural gas, and wind power. The proposed methodology considers the evolutions in both 
the supply and demand on the electric grid, including annual increases in the grid load 
and changes in the merit order when new power plants are commissioned. Furthermore, 
the renewable intermittency and reserve-related costs are considered, which has not been 
seen in the literature. To compare the different generating technologies, the methodology 
considers the costs of constructing new power plants and the costs of electricity 
generation using both new and existing power plants. Therefore, this methodology has a 
system-level perspective, which is important since the grid operation will dispatch both 
the new and existing capacities to meet the grid load. The discounted total cost of 
electricity generation and the system-wide LCOE are calculated to evaluate investment 
choices of adding different types of power plants on the grid. Sensitivity analyses were 
conducted on several parameters, including discount rate, construction (overnight) cost, 
natural gas price escalation, and CO2 tax, to better understand how uncertainties in input 
parameters impact costs of grid upgrades. 
The results show that the natural gas power plant is the most cost-effective option 
to upgrade the generation mix. Although natural gas power plants have the highest fuel 
cost among all generating technologies, when the construction costs are included in the 
cost evaluation, they become the cheapest option in the long run. This finding is 
consistent with the fact shown in Figure 1.5 that the new generating capacities 
constructed recently in the U.S. were mostly natural gas power plants. On the other hand, 
wind power is an expensive option as it incurs higher costs in both construction and 
operation in order to compensate for wind intermittency. In Chapter 3 and Chapter 4, it 
has been shown that incorporating wind power with BESS or PEV charging are effective 
ways to mitigate wind intermittency during the grid operation; however, the construction 
cost remains high because more wind capacities needs to be built to make up the low 
capacity factor.  
 
128 
The cost evaluation does not support wind power to be an economically sound 
choice of investment; however, the on-going improvement in the capacity factor of wind 
power is expected to lower its requirement of nameplate capacity in the future, which will 
lead to reductions in the construction costs. Furthermore, if the ultimate goal is to 
improve the sustainability and reduce the grid CO2 emissions, the cost evaluation 
suggests that an economically viable strategy is to construct natural gas and wind power 






Conclusions and Future Work 
7.1 Conclusions 
This dissertation presents methodologies to incorporate large amounts of PEVs 
and wind power on the electric grid. Control and optimization schemes are developed to 
utilize the synergy between PEVs and the intermittent wind generation, which can lead to 
a win-win situation for both of the two new grid entities. Chapters 2-4 present control 
algorithms to charge PEVs and mitigate wind power intermittency. Chapters 5 and 6 
investigate the grid CO2 emissions and future generation planning (i.e. upgrade power 
plants). 
A common theme of the simulation results in Chapters 2-4 is that PEVs and wind 
power are complementary to each other. The costs of electricity generation can be 
reduced if PEVs and wind power are deployed to the grid simultaneously and their 
operations are well-coordinated. In addition, the controlled PEV charging can also serve 
as reserves to regulate the grid frequency. Several simulations reveal the pitfalls if these 
two new grid entities are added onto the grid without coordination; therefore, it cannot be 
emphasized enough that a proper integration is needed to realize their full potentials.  
Furthermore, to address the grid emissions, it is found in Chapters 5 that, not only 
should the demand be controlled (by controlling PEV charging), but also the interference 
in the electricity supply is needed. A carbon disincentive policy is proposed to promote 
the use low-CO2 but more-expensive natural gas power plants over the high-CO2 coal-
fired power plants. The carbon disincentive policy is designed to be revenue-neutral to 
the grid operation, and therefore less burdensome to consumers. 
However, bringing renewable generation onto the grid is still expensive in the 
next two decades, according to the cost evaluation for generation planning in Chapters 6. 
Wind power will not be as cost-effective as the non-intermittent natural gas power plants. 
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The wind intermittency can be well-addressed by PEVs or BESS using control or 
optimization schemes developed in the earlier chapters after the wind farm is built and 
commissioned for operation. However, the wind intermittency requires more wind 
capacities to be built, which keeps the construction costs high. In addition to integrating 
wind power with PEVs or BESS during the grid operations, a wide-spread adoption of 
wind power will require breakthroughs in the construction costs and continuous 
technology advancement to improve the capacity factor of wind generation. 
7.2 Future Work 
This dissertation has explored the various benefits of integrating PEV charging 
and renewable wind power into the grid operation; however, these two green 
technologies have more to be explored. The followings are several potential directions 
worth further study: 
More sophisticated battery models to describe the battery inefficiencies and aging 
should be adopted. There has been a lot of development in modeling battery 
electrochemistry and model reduction in recent years; therefore, it is likely that a control-
oriented model with proper fidelity will soon be available for the grid integration study. 
In addition, there is an interest to recycle used PEV batteries as backup power or energy 
storage devices on the grid. Therefore, battery models that can properly describe power 
fade and capacity fade is in need, so that analyses can be conducted more realistically to 
identify performance gains or limitations, and control algorithms can be developed 
accordingly. 
More detailed models for wind power should be included. The wind power model 
used in this dissertation is developed based on the hourly data of one wind farm, and does 
not capture sub-hour fluctuations. The model does not capture the variations from 
different wind sources across state boundaries, either. Since the wind intermittency plays 
an important role in the study of grid integration, a model that can capture more details in 
wind power variation is desired. 
Transmission limitations and inefficiencies should be considered. This 
dissertation makes the unspoken assumption that the power plants are connected to the 
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load by perfect transmission lines with no impedance or resistance. Therefore, it does not 
address congestion in transmission lines or voltage variations that may be caused by 
surplus wind generation. As these are dynamics in real grid operations, the physical 
phenomena in voltage changes and current flows due to transmission limitations and 
inefficiencies should be considered in future study. Several existing IEEE Distribution 
Test Feeders [199] or the Power System Test Case Archive [200] can be a good starting 
point for constructing transmission models for this study. 
The coupling between the electric grid and ground transportation should be 
explored. PEVs are the intermediary between the electric grid and the transportation 
sector. Therefore, the benefits brought by integrating PEVs and wind power are not 
limited to the electric grid; PEVs and wind power also impact the costs and CO2 
emissions in the transportation sector. The coupling between these two energy sectors is 
worth studying to seek opportunities to integrate operations and improve sustainability in 
both sectors. 
 
Last but not least, the modeling and optimization framework developed in this 
dissertation enables various studies to investigate the interactions between PEVs and 
wind power on the electric grid. The control and optimization schemes presented in each 
chapter show promising results in the ideal simulations, and yet each of them will require 
further studies, so that practicality issues, such as incorporating the proposed synergistic 
control algorithm for PEV charging and wind power scheduling with existing market 
rules or connecting far-flung renewable generation to the demand, can be resolved and 










Raw Data Used for PEV Fleet Modeling 
The followings are the raw data used to identify the probability distributions of 
the plug-in time and plug-off time for modeling the PEV fleet in Chapters 2 and 4. Table 
A.1 and Table A.2 include the hourly traffic counts on the Interstate Highway 5 [95], 
which are used to develop the PEV fleet model in Chapter 2. Figure A.1 shows the 
temporal distributions of the real commute in Southeast Michigan [143], which are used 
to develop the PEV fleet model in Chapter 4. 


















Dynamic Programming (DP) is a powerful tool to solve optimization problems 
with dynamics; it can handle constraints and nonlinearity in the problem and can 
guarantees global optimality. The DP technique is based on the Bellman’s principle of 
optimality—“An optimal policy has the property that, whatever the initial state and optimal 
first decision may be, the remaining decisions constitute an optimal policy with regard to the 
state resulting from the first decision [201].” Based on the principle of optimality, DP 
converts the process of solving a horizon optimization problem into a recursive decision 
making process that progresses backward in time [202]. The recursive decision making 
process can be better explained by the generic optimization problem defined in Eq. (B.1), 
and its corresponding functional equations shown in Eqs. (B.2)-(B.3). The objective 
function defined in Eq. (B.1) has two terms: ψt is the instantaneous transitional cost at 
each step in the optimization horizon, and ϕT is the cost at final step T. The state 
dynamics are not shown, but are usually described by ordinary differential equations. 
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where x is the state, and u is the control variable. 
To apply the DP technique, the terminal state penalty in Eq. (B.2) will be 
calculated first. Next, at the second last step (i.e. t = T – 1), the one-step sub-problem 
defined in Eq. (B.3) will be solved for all possible states. Equations (B.3) is also referred 
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as the optimal cost-to-go function, in that it represents the optimal cost if the system 
states with state x(t) at step t and follows the optimal control policy thereafter until the 
final step. Once the optimal cost-to-go functions at t = T – 1 are found, Equations (B.3) 
will be reused to find the optimal cost-to-go functions for the instant one step ahead of 
time (i.e. t = T – 2). The iteration repeats until the initial step is reached. Therefore, it can 
be understood that DP can guarantee the global optimality because it exhaustively solves 
every one-stage sub-problem throughout the optimization horizon, which is also why DP 






Parameters Related to Costs of Power Plant Construction 
The following is the collection of the parameters related to costs of power plant 
constructions from seven references. 
Table C.1 Parameters Related to Capacity Construction [196] 
 Nuclear Coal Natural Gas Wind 
Nameplate Capacity (MW) 2,236 1,300 540 100 
Plant Lifetime (yr) 30 40 30 25 
Overnight Cost ($/kW) 5,275 2,809 967 2,409 
Lead Time (yr) 6 4 3 3 
Discount Rate (-)  ––––––––––––––  5.04%  –––––––––––––– 
 
Table C.2 Parameters Related to Capacity Construction [193, 195, 197] 
 Nuclear Coal Natural Gas Wind 
Nameplate Capacity (MW) 1,000 1,000 1,000 N/A 
Plant Lifetime (yr) ––––––––––  40  ––––––––––– N/A 
Overnight Cost ($/kW) 4,000 2,300 850 N/A 
Lead Time (yr) 5 4 2 N/A 
Discount Rate (-) 11.5% 9.6% 9.6% N/A 








Table C.3 Parameters Related to Capacity Construction [170] 
 Nuclear Coal Natural Gas Wind 
Nameplate Capacity (MW) 2,200 1,300 540 N/A 
Plant Lifetime (yr) ––––––––––  40  ––––––––––– N/A 
Overnight Cost ($/kW) 4,295 2,471 1,008 N/A 
Lead Time (yr) 5 4 2 N/A 
Discount Rate (-) 7.86% 6.8% 6.8% N/A 
Capacity Factor (-) 90% 85% 85% N/A 
 
Table C.4 Parameters Related to Capacity Construction [171] 
 Nuclear Coal Natural Gas Wind 
Nameplate Capacity (MW) 1,350 550 400 150 
Plant Lifetime (yr) 60 40 30 20 
Overnight Cost ($/kW)* 3,382 2,433 969 1,973 
Lead Time (yr) 7 4 2 1 
Discount Rate (-) ––––––––––––––  10%  ––––––––––––––  
Capacity Factor (-) ––––––––––  85%  –––––––––– 17-38%
* Listed are the medium values 
 
Table C.5 Parameters Related to Capacity Construction [186] 
 Nuclear Coal Natural Gas Wind 
Nameplate Capacity (MW) 1,100 600 580 100 
Plant Lifetime (yr) –––––––––  40  –––––––––– 20 
Overnight Cost ($/kW) 6,792 5,700 1,162 1,600 
Lead Time (yr) 5.75 5 3 1 
Discount Rate (-) ––––––––  7.68%  –––––––– 8.09% 




Table C.6 Parameters Related to Wind Power Construction [53, 55] 
 Wind (2010) Wind (2012) 
Nameplate Capacity (MW) 100 100 
Plant Lifetime (yr) N/A N/A 
Overnight Cost ($/kW) 2,120 1,750 
Lead Time (yr) N/A N/A 
Discount Rate (-) N/A N/A 






Discounted Cash Flow Analysis for Generation Planning 
The following is the cash flow analysis on the four scenarios of generation 
planning with different types of generating technologies. The scenario of constructing 
nuclear power plants to upgrade the grid generation mix is shown in Figures D.1 to D.3; 
constructing coal power plants shown in Figures D.4 to D.6; constructing natural gas 
power plants shown in Figures D.7 to D.9; and, constructing wind power plants shown in 
Figures D.10 to D.12. In each scenario, the timing of when new capacity needs to be 
commissioned is shown first. Next, the cash (out) flows throughout the entire planning 
horizon are calculated, which are then used Eq. (D.1) to calculate the discounted cash 












where CFn is the cash flow in year n, d is the discount rate, and DCFn is the discounted 
cash flow in year n. In this study, Year 2012 is chosen to be the base year and has n=0. 
 
 




Figure D.2 Cash flow of adding nuclear power to the grid 
 
Figure D.3 Discounted cash flow of adding nuclear power to the grid 
 
 




Figure D.5 Cash flow of adding coal power plants to the grid 
 
Figure D.6 Discounted cash flow of adding coal power plants to the grid 
 
 




Figure D.8 Cash flow of adding gas power plants to the grid 
 
Figure D.9 Discounted cash flow of adding gas power plants to the grid 
 
 




Figure D.11 Cash flow of adding gas power plants to the grid 
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