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Introduction 
§ TATISTICAL science and metrology are intertwined. Measurement quality affects what can be learned 
from data collected and processed using statistical 
methods, and appropriate data collection and anal-
ysis quantifies the quality of measurements. Metrol-
ogists have long understood this and have often de-
veloped their own statistical methodologies and em-
phases. Some statisticians, notably those working in 
standards organizations such as the National Insti-
tute of Standards and Technology (NIST), at na-
tional laboratories, and in quality-assurance and sta-
tistical organizations in manufacturing concerns have 
contributed to good measurement practice through 
the development of statistical methodologies appro-
priate to the use of ever-more-complicated measure-
ment gauges and to the quantification of measure-
ment quality. In the remainder of this article, we refer 
to a measurement device or instrument as a gauge. 
In this regard, contributions such as the NIST e-
H andbook (National Institute of Standards and Tech-
nology (2003)), the AIAG MSA Manual (Automo-
tive Industry Action Group (2010)), and the text 
of Gertsbakh (2002) are meant to provide guidance 
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in statistical practice to measurement practitioners, 
and the review of Croarkin (2001) is a nice survey of 
metrology work done by statisticians at NIST. 
The purpose of this article is to provide an 
overview of the interplay between statistics and 
measurement for readers with roughly a first-year 
graduate-level background in statistics. We believe 
that most parts of this will also be accessible and 
useful to many scientists and engineers with some-
what less technical backgrounds in statistics, provid-
ing introduction to the best existing technology for 
the assessment and expression of measurement un-
certainty. Our experience is that, while important, 
this material is not commonly known to even very 
experienced statisticians. Although we don't claim 
originality (and do not provide a comprehensive sum-
mary of all that has been done on the interface be-
tween statistics and metrology), our main goal here 
is to bring many important issues to the attention of 
a broader statistical community than that tradition-
ally working with metrologists. 
We will refer to both frequentist and Bayesian 
methodologies, the latter implemented in WinBUGS 
(see Lunn et al. (2000)). Our rationale is that, while 
some simple situations in statistical metrology can be 
handled by well-established and standard frequentist 
methods, many others call for analyses based on non-
standard statistical models. Development of frequen-
tist methods for those problems would have to be 
handled on a case-by-case basis, whereas the general 
Bayesian paradigm and highly flexible WinBUGS 
software allow deemphasis of case-by-case technical 
considerations and concentration on matters of mod-
eling and interpretation. 
Basic Concepts of Measurement/Metrology 
A fundamental activity in all of science, engineer-
ing, and technology is measurement. Before one can 
learn from empirical observation or use scientific the-
ories and empirical results to engineer and produce 
useful products, one must be able to measure all sorts 
of physical quantities. The ability to measure is a pre-
requisite to data collection in any statistical study. 
Statistical thinking and methods arc essential to the 
rational quantification of the effectiveness of mea-
surements. 
We begin with some basic terminology, notation, 
and concerns of metrology. 
Definition 1 
A measurand is a physical quantity whose value, 
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x, is of interest and for which some well-defined set of 
physical steps produce a measurement, y, a number 
intended to represent the measurand. 
A measurand is often a feature or property of some 
particular object, such as "the diameter" of a partic-
ular turned steel shaft at a given temperature. But 
in scientific studies, it can also be a more univer-
sal and abstract quantity, such as the decay rate 
(half-life) of a radioactive isotope. In the simplest 
cases, measurands are univariate, i.e., x E JR (and 
often x > 0), though as measurement technology ad-
vances, more and more complicated measurands and 
corresponding measurements can be contemplated, 
including vector or even functional x and y (such as 
mass spectra in chemical analyses). Notice that, per 
Definition 1, a measurand is a physical property, not 
a number. So precise wording would require that we 
not call x a measurand. But we use this slight abuse 
of language in this exposition and typically call x 
a measurand rather than employ the clumsier lan-
guage "value of a measurand". Also, the metrology 
vocabulary in Joint Committee for Guides in Metrol-
ogy Working Group 1 (2012) refers to a measurement 
equation y = f (u1 , u2 ) relating inputs, such as ther-
mal expansion coefficients and temperature (denoted 
u 1 and u2 in Joint Committee for Guides in Metrol-
ogy Working Group 1 (2012)), are related to the out-
put y (the measurement). Because we assume access 
to comparison measurements, we use x as the true 
measurand and y as the measured measurand. 
The use of the different symbols x and y already 
suggests the fundamental fact that rarely (if ever) 
does one get to know a measurand exactly on the 
basis of real-world measurement. Rather, the mea-
surand is treated as unknown and unknowable and 
almost surely not equal to a corresponding measure-
ment. There are various ways one might express the 
disparity between measurand and measurement. One 
is in terms of a simple arithmetic difference. 
Definition 2 
The difference e = y - x will be called a measure-
ment error. 
The development of effective measurement meth-
ods requires ways to ensure that measurement errors 
will be "small", which involves increasingly clever 
ways of using physical principles to produce indica-
tors of measurands. For example, Morris (2001) con-
tains discussions of various principles/methods that 
have been invented for measuring properties from 
voltage to viscosity to pH. But once a relevant phys-
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ical principle has been chosen, development of ef-
fective measurement also involves somehow identi-
fying (whether through the use of logic alone or ad-
ditionally through appropriate data collection, mod-
eling, and analysis) and subsequently mitigating the 
effects of important sources of measurement error. 
For example, ISO standards for simple micrometers 
identify error sources such as balance errors, zero-
point errors, temperature-induced errors, and anvil-
parallelism errors as relevant if one wants to produce 
an effective micrometer of the type routinely used in 
machine shops. 
In the development of any measurement method, 
several different idem; of "goodness" of measurement 
arise. These include the following. 
Definition 3 
A measurement or measuring method is said to 
be valid if it usefully or appropriately represents the 
measurand. 
Definition 4 
A measurement system is said to be precise if it 
produces small variation in repeated measurement of 
the same measurand. 
Definition 5 
A measurement system is said to be accurate (or 
sometimes alma.st unbiased) if, on average (across 
a large number of measurements), it produces very 
nearly the true value of a measurand. 
While the colloquial meanings of the words "va-
lidity", "precision", and "accuracy" are perhaps not 
that different, it is essential that their technical 
meanings be kept straight. 
Validity, while a qualitative concept, is the first 
concern when developing a measurement method. 
Without validity, there is no point in considering the 
quantitative matters of precision or accuracy. The 
issue is whether a method of measurement will faith-
fully portray the physical quantity of interest. When 
developing a new pH meter, one wants a gauge that 
will react to changes in acidity, not to changes in tem-
perature of the solution being tested or to changes in 
the amount of light incident on the container holding 
the solution. Of course, in practice, many gauges re-
act to changes other than just the change of interest, 
and some gauges react to surrogates for the quantity 
of interest. For example, time is often a surrogate for 
energy in nuclear reaction-rate experiments. 
Vol. 46, No. 1, January 2014 
Precision of measurement refers to whether simi-
lar values are obtained every time a particular quan-
tity i8 measured. Precision can refer to reproducibil-
ity (allowing all relevant factors to vary acro88 mea-
surements) or repeatability (allowing only some rel-
evant factors to vary across measurements) of mea-
surement. A bathroom balance that can produce any 
number between 150 lb and 160 lb when the same 
person with true weight of 155 lb gets on it repeat-
edly is not very precise. After establishing that a 
measurement system produces valid measurements, 
consistency of those measurements is needed. Preci-
sion i8 largely an intrinsic property of a measurement 
method or system. After all possible step8 have been 
taken to mitigate important sources of measurement 
variation, there is not really any way to "adjust" for 
poor precision or to remedy it except (1) to over-
haul or replace measurement technology or (2) to 
average multiple independent measurements. (Some 
implications of this second possibility will be seen 
later, when we consider simple statistical inference 
for means.) 
But validity and precision together don't tell the 
whole story regarding the usefulness of real-world 
measurements. The issue of accuracy remains. Does 
the measurement system or method produce the 
"right" value on average? In order to assess this, one 
needs to reference the system to an accepted stan-
dard of measurement. The task of comparing a mea-
surement method or system to a standard one and, 
if necessary, working out conversions that will allow 
the method to produce "correct" (converted) values 
on average is called calibration. In the United States, 
the National Institute of Standards and Technology 
(NIST) is responsible for maintaining and dissemi-
nating consistent standards for calibrating measure-
ment equipment. Such standards (items whose mea-
surands are treated as essentially "known" from mea-
surement via the best available methods) typically 
have very small uncertainty compared with the un-
certainty in the assay method that we are trying to 
characterize. 
An analogy that is sometimes helpful in remem-
bering the difference between accuracy and precision 
of measurement is that of target shooting. Accuracy 
in target shooting has to do with producing a pattern 
centered on the bull's eye (the ideal). Precision has 
to do with producing a tight pattern (consistency). 
In Definitions 4 and 5, the notions of "repeated 
measurement" and "average" are a bit nebulous. 
They refer somewhat vaguely to the distribution of 
www.asq.org 
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measurement values that one might obtain when us-
ing the method under discussion in pursuit of a single 
measurand. The distribution must depend on a care-
ful operational definition of the "method" of mea-
surement. The more loosely the "method" is defined 
(for example by allowing for different "operators" or 
days of measurement or batches of chemical reagent 
used in analysis, etc., which involves the difference 
between "repeats" and "replicates"), the larger the 
range of outcomes that must be considered (and, for 
example, correspondingly the less precise in the sense 
of Definition 4 will be the method). 
Related to Definition 5 is the following. 
Definition 6 
The bias of a measuring method for evaluating 
a measurand is the difference between the measure-
ment produced on average and the value of the mea-
surand. 
The ideal is, of course, that measurement bias is 
negligible. If a particular measurement method has a 
known and consistent bias across some set of measur-
ands of interest, then a reasonable method to adjust 
a measurement for that bias is obvious. One may 
simply subtract the bias from an observed measure-
ment (thereby producing a higher level "method" 
having reduced bias). We note here that the vocabu-
lary for international measurements (Joint Commit-
tee for Guides in Metrology Working Group 1 (2012)) 
defines bias differently, as the estimate of system-
atic error, where systematic error is an error com-
ponent that remains constant or varies in a com-
pletely predictable manner across measurements. By 
writing specific measurement-error Models, such as 
y = x + o + R, where o is bias and R is random 
error, one can see that our definition of bias is more 
suited for subsequent analysis and interpretation (see 
Burr et al. (2012)). For example, if we estimate the 
bias o of a gauge using repeated measurements of a 
standard measurand, then a bias adjustment using 
J = y - x might be appropriate, but the resulting 
bias-adjusted value y - J will still have a systematic 
error variance that can be estimated. 
Definition 1 
A measurement method or system is called lin-
ear if it has no bias or if its bias is constant in the 
measurand. 
Notice that this language is more specialized than 
the ordinary mathematical meaning of the word "lin-
ear". Required by Definition 7 is not simply that av-
Journal of Quality Technology 
erage y be a linear function of x, but that the slope 
of that linear relationship be 1. Then, under Defini-
tion 7, they-intercept is the bias of measurement. In 
some contexts, a measurement method is said to be 
linear if the response depends linearly on the value 
of the measurand. In our experience, this type of lin-
earity is rare, while the linearity in Definition 7 is 
reasonably common, even if the relation between the 
detector response and measurand is nonlinear. 
Because a measurement method or system must 
typically be used across time, it is important that its 
behavior does not change over time. When that is 
true, we might then employ the following language. 
Definition 8 
A measurement method or process is called stable 
if both its precision and its bias for any measurand 
are constant across time. 
Some measurements are produced in a single fairly 
simple step. Others necessarily involve computation 
from several more basic quantities. For example, one 
option to measure the density of a liquid is by mea-
suring a mass of a measured volume of the liquid. 
In this case, it is common for some of the quantities 
involved in the calculation to have "uncertainties" 
attached to them whose bases may not be directly 
statistical or, if those uncertainties are based on data, 
the data are not available when a measurement is be-
ing produced. It is then not obvious how one might 
combine information from data in hand with such 
uncertainties to arrive at an appropriate quantifica-
tion of uncertainty of measurement. It is useful in the 
discussion of these issues to have terminology for the 
nature of uncertainties associated with basic quanti-
ties used to compute a measurement. 
Definition 9 
The approach to estimating the uncertainty asso-
ciated with an input to the computation of a mea-
surement is of Type A if it is statistical/ derived en-
tirely from calculation based on available observa-
tions (data). If an approach to uncertainty estima-
tion is not of Type A, it is of Type B. 
Taylor and Kuyatt (1994) state that "Type B eval-
uation of standard uncertainty is usually based on 
scientific judgment using all the relevant information 
available, which may include (a) previous measure-
ment data, (b) experience with, or general knowl-
edge of, the behavior and property of relevant ma-
terials and gauges, ( c) manufacturer's specifications, 
( d) data provided in calibration and other reports, 
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and ( e) uncertainties assigned to reference data taken 
from handbooks". 
For brevity, but slightly misusing the jargon, we 
will refer to Type A approaches as Type A uncer-
tainties and to Type B approaches as Type B un-
certainties. As explained later in this article, Type 
A and Type B uncertainties are treated on the same 
statistical footing. 
Probability, Statistics, and Measurement 
Probability and statistics have connections to the 
theory and practice of measurement. 
Definition 10 
Probability is the mathematical theory intended to 
describe random variation. 
The theory of probability provides a language 
and set of concepts and results directly relevant to 
describing the variation and less-than-perfect pre-
dictability of real-world measurements. Probabil-
ity is the "forward" model that describes possi-
ble outcomes using assumptions about the data-
generation mechanism (expressed as a measurement-
error model). 
Definition 11 
Statistics is the study of how best to 
1. collect data, 
2. summarize or describe data (often by develop-
ing a probabilistic model), and 
3. draw conclusions or inferences based on data, 
all in a framework that recognizes variation in phys-
ical processes. 
How sources of physical variation interact with a 
(statistical) data-collection plan governs how mea-
surement error is reflected in the resulting data set 
(and ultimately what of practical importance can be 
learned). On the other hand, statistical efforts are 
an essential part of understanding, quantifying, and 
improving the quality of measurement. Appropriate 
data collection and analysis provides ways of identi-
fying (and ultimately reducing the impact of) sources 
of measurement error. Statistics provides the tools to 
do the "inverse" analysis of reasoning about the data-
generation mechanism using measurement data. 
The subjects of probability and statistics together 
provide a framework for describing how sources of 
measurement variation and data-collection struc-
tures combine to produce observable variation and 
Vol. 46, No. 1, January 2014 
how observable variation can be decomposed to 
quantify the importance of various sources of mea-
surement error. 
Probability Modeling and 
Measurement 
Use of Probability to Describe Empirical 
Variation and Uncertainty 
We will use probability theory to describe various 
kinds of variation and uncertainty in both measure-
ment and the collection of statistical data. Most of-
ten, we will build on continuous univariate and joint 
distributions. This is realistic only for real-valued 
measurands and measurements and reflects the con-
venience and mathematical tractability of such mod-
els. We will use notation that is common in statis-
tics, except that we will typically not employ capital 
letters for random variables. The reader can deter-
mine from the context whether a lower-case letter 
stands for a particular random variable or for a real-
ized/ possible value of that random variable. 
Before going further, note here that at least two 
fundamentally different kinds of things might get 
modeled with the same mathematical formalism. 
First, a probability density J(y) for a measurement y 
can be thought of as modeling observable empirical 
variation in measurement, a relatively concrete kind 
of modeling. A step removed from this is a probabil-
ity density f(x) for an unobservable, but neverthe-
less empirical, variation in a measurand x (perhaps 
across time or across different items on which mea-
surements are taken). Hence, inference about f(x) 
must be slightly indirect and generally more difficult 
than inference about f (y) but is important in many 
contexts. We are slightly abusing notation in an ac-
cepted way by using the same name, f, for different 
probability density functions (pdf's). As an exam-
ple, again let x be the true diameter of a particular 
turned steel shaft at a given temperature and y be 
the measured diameter. In the first modeling effort, 
J(y) describes the measurement process. In the sec-
ond modeling effort, f(x) describes the population of 
similar steel shafts, or represents our state of knowl-
edge of this particular steel shaft from a Bayesian 
viewpoint. 
Second, a different application of probability is to 
the description of uncertainty. Suppose (as in Joint 
Committee for Guides in Metrology Working Group 
1 (2012) except that Joint Committee for Guides in 
Metrology Working Group 1 (2012) uses x instead of 
www.asq.org 
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¢) that ¢ represents some set of variables that en-
ter a formula for the calculation of a measurement 
y and one has no direct observation(s) on ¢, but 
rather only some externally produced single value for 
¢, and uncertainty statements (of potentially rather 
unspecified origin) for its components. One might 
want to characterize what is known about ¢ with 
some (joint) probability density. In doing so, one is 
not really thinking of that distribution as represent-
ing potential empirical variation in ¢, but rather the 
state of one's knowledge of it. With sufficient char-
acterization, this uncertainty can be "propagated" 
through the measurement calculation to yield a re-
sulting measure of uncertainty for y. 
While few would question the appropriateness of 
using probability to model empirical variation about 
some inexactly known quantity, there could be legit-
imate objection to combining the two kinds of mean-
ing in a single model. Among statisticians, contro-
versy about simultaneously modeling empirical vari-
ation and "subjective" knowledge about model pa-
rameters was historically the basis of the "Bayesian-
frequentist debate". As time has passed and statis-
tical models have increased in complexity, this de-
bate has faded in intensity and, at least in practical 
terms, has been largely carried by the Bayesian side 
(that takes as legitimate the combining of different 
types of modeling in a single mathematical struc-
ture). We will see that, in some cases, "subjective" 
distributions employed in Bayesian analyses are cho-
sen to be relatively "uninformative" and ultimately 
produce inferences with little differences from fre-
quentist ones. 
Whether uncertainties estimated using Type A 
and Type B approaches should be treated simulta-
neously (effectively using an integrated probability 
model) has been answered in the affirmative by the 
widely used Guide to the Expression of Uncertainty 
in Measurement originally produced by the Interna-
tional Organization for Standardization (see Joint 
Committee for Guides in Metrology Working Group 
1 (2008)). As Gleser (1998) has said, the recommen-
dations made in the "GUM" (guide to uncertainty in 
measurement) "can be regarded as approximate so-
lutions to certain frequentist and Bayesian inference 
problems". 
For brevity, we will again slightly abuse the lan-
guage and refer to uncertainties estimated by Type 
A methods as Type A uncertainties and similarly for 
Type B uncertainties. However, as the previous para-
graph asserted, the consensus view (which we adopt) 
Journal of Quality Technology 
is that there is only one type of uncertainty while 
there can be multiple approachm; to estimate uncer-
tainty. 
We use probability models, part of which describe 
empirical variation and part of which describe un-
certainty. The unknown parametern in a probability 
model are estimated using inference methods. We 
will further employ both frequentist and Bayesian 
statistical analyses, the latter especially because of 
their extreme flexibility and ability to routinely han-
dle inferences for which no other methods are com-
mon in the existing statistical literature. Kacker and 
Jones (2003) are among the several Bayesian inter-
pretations of the GUM. 
The GUM introduces "expanded uncertainty" and 
coverage factors and points out that information is 
often incomplete regarding uncertainty quantifica-
tion. For example, when a univariate variable ¢ is 
vaguely described as having value¢* and some "stan-
dard uncertainty" u, probability models assumed for 
¢are either (Gleser (1998)) 
• normal with mean ¢* and standard deviation 
u, or 
• uniform on ( ¢* - v'3u, ¢* + v'3u) (and therefore 
with mean¢* and standard deviation u), or 
• symmetrically triangular on ( ¢* - J6u, ¢* + 
J6u) (and therefore again with mean ¢* and 
standard deviation u). 
A key contribution of the GUM is guidance for 
error propagation through a measurement equation 
that relates measured inputs to the equation out-
put (see the "Low-Level Modeling of Computed Mea-
surements" section later). This article complements 
the GUM by focusing mostly on measurement com-
parisons rather than measurement equations and ex-
tends the Bayesian treatment in Kacker and Jones 
(2003). Comparisons with the GUM will be made 
throughout this article. 
High-Level Modeling of Measurements 
A Single Measurand 
Here we introduce probability notation for de-
scribing the measurement of a single real-valued mea-
surand x to produce a real-number measurement y 
and measurement error e = y - x. In the event that 
the distribution of measurement error is not depen-
dent on identifiable variables other than the measur-
and itself, it is natural to model y (conditional on x) 
with some probability density f(y I x), which then 
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leads to the (conditional) mean and variance for y 
E[y I :r] = p.(.T) 
and 
Var[y I :r:] = Var[P I :z:] = a2 (x). 
Ideally, a measurement method is unbiased (i.e., per-
fectly accurate) and 
µ.(x) = x, i.e., E[e Ix]= 0, 
But, when that cannot be assumed, we call 
b(x) = p.(x) - :r = E[e Ix] 
the measurement bias. Measurement-method linear-
ity (per Definition 7) requires that b(x) be constant, 
i.e., J(x) = b. Where measurement precision is con-
stant, one can suppress the dependence of a2 (x) on 
x and write simply a 2 . 
Somewhat more complicated notation is appropri-
ate when the distribution of measurement error de-
pends on some identifiable and observed vector of 
variables z. For example, in nondestructive assay of 
items containing nuclear material, there can be non-
negligible variation in physical properties of the items 
(such as density) that impact the detected gamma 
and/or neutron radiation that is used in the assay 
(Burr et al. ( 1998)). It is then natural to model y 
(conditional on both x and z) with some probabil-
ity density f(y I :r:,z) which, in this case leads to a 
(conditional) mean and variance 
E[y Ix, z] = µ(x, z) 
and 
Var[y I x,z] = Var[e I :z:,z] = a2 (x,z). 
Herc the measurement bias is 
b(x, z) = µ(x, z) - x = E[e I .T, z], 
which potentially depends on both x and z, which is 
problematic unless one can either 
1. hold z constant at some value zo and reduce 
bim; to (at worst) a function of x alone, or 
2. fully model the dependence of the mean mea-
surement on both x and z so that one can, for a 
particular z = z* observed during the measure-
ment process, apply the corresponding function 
of x, b ( x, z*), in the interpretation of a mea-
surement (Burr et al. (1998)). 
It is also problematic if precision depends on z, which 
would call for careful analysis, and (especially if z 
itself is measured and thus not perfectly known) the 
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type of correction suggested in possibility 2 above 
will, in practice, not be exact. 
For multiple measurements of a single measurand, 
Y1, Y2, ... , Yn, the simplest modeling of these is as 
independent random variables with joint pdf, either 
n 
f(y Ix)= IT!(Yi Ix) 
i=l 
in the case the measurement-error distribution does 
not depend on identifiable variables besides the mea-
surand and f ( x) is used, or 
n 
f(y Ix, (z1, Zz, ... , Zn))= IT f(Yi Ix, Zi) 
i=l 
in the case of f(y I x, z), where there is dependence 
of the form of the measurement-error distribution 
on z. 
Measurands from a Stable Process or Fixed 
Population 
It is fairly common to measure multiple items 
from what one hopes is a physically stable process. 
In such a situation, there are multiple measurancls 
that might be conceived as generated in an iid (inde-
pendently identically distributed) fashion from some 
fixed distribution. For any one of the measurancls, 
x, it is perhaps plausible to suppose that x has pelf 
f(x) (describing empirical variation) and, based on 
calculation using this distribution, we will adopt the 
notation 
E:z; = /lx and Varx =a;. (1) 
In such contexts, these process parameters in Equa-
tion ( 1) can be of as much interest as the individual 
measurands they produce. 
Density f ( x) together with conditional density 
J(y I x) produce a joint pdf for an (x, y) pair and 
marginal moments for the measurement 
Ey = EE[y Ix]= E(x + b(x)) = /l·x + Eb(x) (2) 
and 
Vary= VarE[y 1-T] + EVar[y Ix] 
=Varµ(x)+Ea 2 (x). (3) 
Equations (2) and (3) illustrate possible challenges. 
Note, however, that if the measurement method is 
linear (b(x) = b and µ(x) =E[y I x] = x + J) and 
measurement precision is constant in x, Equations 
(2) and (3) reduce to 
Ey=µx+bandVary=a;+a 2 . (4) 
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Further observe that the marginal pdf for y following 
from densitie8 f (y I x) and f ( x) is 
f(y) = J f(y I x)f(.7:)dx. (5) 
The variant of this development, appropriate 
when the distribution of measurement error is known 
to depend on some identifiable and observed vector 
of variables z, is 
E[y I z] = E[E[y Ix, z] I z] = E[x + b(x, z) I z] 
= µx + E[b(x, z) I z] 
and 
Var[y I z] = Var[E[y I x, z] I z] + E[Var[y I x, z] I z] 
= Var[µ(x,z) I z] + E[er2 (x,z) I z]. (6) 
Various simplifying assumptions about bias and pre-
cision can lead to simpler versions of these expres-
sions. The pdf of y I z following from f (y I x, z) and 
f(x) is 
f(y I z) = J f(y Ix, z)f(x)dx. (7) 
Where single measurements are made on iid 
measurands x1, x2, ... , Xn and the form of the 
measurement-error di8tribution doe8 not depend on 
any identifiable additional variables beyond the mea-
surand, a joint (unconditional) density for the corre-
sponding measurements Y1, Y2, ... , Yn is 
n 
t(y) =II t(yi), 
i=l 
for f(y) of the form given in Equation (5). A cor-
responding joint density based on the form given in 
Equation (7) for cases where the distribution of mea-
surement error is known to depend on identifiable 
and observed vectors of variables Z1, Z2, ... , Zn is 
n 
f(y I (z1,z2, ... ,zn)) = ITf(Yi I zi)· 
i=l 
Multiple Measurement Methods 
The notation z introduced in the "A Single Mea-
surand" section can be used to describe several kind8 
of "nonmeasurand effects" on measurement-error dis-
tributions. In some contexts, z might stand for some 
properties of a measured item that do not directly af-
fect the measurand associated with it (but do affect 
measurement). In others, z might 8tand for ambient 
or environmental conditions present when a measure-
ment is made that are not related to the measurand. 
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In another context, z might 8tand for some details 
of measurement protocol or equipment or person-
nel that again do not directly affect what is being 
measured, but do impact the mea8urement-error dis-
tribution. In this last context, different values of z 
might be thought of as effectively producing differ-
ent measurement gauges or "methods" and, in fact, 
asse88ing the importance of z to measurement (and 
mitigating any large potentially worrisome effects so 
as to make measurement more "consistent") is an 
important activity that could lead to an improved 
measurement protocol. 
As an example, 8uppose that z i8 a qualitative 
variable, taking one of .J value8 j = 1, 2, ... , .J in a 
measurement 8tudy. In a production context, each 
possible value of z might identify a different human 
operator who will u8e a particular gauge and protocol 
to mea8ure some geometric characteristic of a metal 
part. In this context, change in b(x, z) as z changes 
is often called reproducibility variation. Where each 
b(x, j) i8 assumed to be constant in x (each operator 
using the gauge produces a linear mea8urement "8ys-
tem") with b(x,j) = bj, it is reasonably common to 
model the bj a8 random and iid with variance erg, a 
reproducibility variance. If erg is relatively large, re-
medial action u8ually focu8es on training operators 
to take measurements "the 8ame way" through im-
proved protocols, fixturing gauges, etc. 
Similarly, round-robin studies involve multiple lab-
oratories, all measuring what is intended to be a stan-
dard specimen (with a common measurand) in order 
to evaluate lab-to-lab variability in measurement. If 
one assumes that all of lab8 j = 1, 2, ... , .J measure in 
such a way that b(x,j) = bj, it is variability among, 
or differences in, these lab biases that is of primary 
interest in a round-robin study (Thompson and Elli-
son (2011), Burr et al. (201lb)). 
Low-Level Modeling of "Computed" 
Measurements 
Consider now how probability can be u8ed in the 
low-level modeling of measurements derived as func-
tions of several more basic quantitie8, as treated in 
the GUM (Gleser (1998)). Suppo8e that a univariate 
measurement, y, i8 derived through a measurement 
model 
y = m(O, ¢), (8) 
where m is a known function and measured values 
of (} = ( 81, 82,. . ., 8 K) (say, 0 = (iii, ii, .. · , 8 K)) 
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are combined with externally-provided values of</> = 
(¢1, ¢2, ... , ¢L) to produce 
y = m(ii, </>). (9) 
For illustration, consider determining the cross-
sectional area, A, of a length, l, of copper wire by 
measuring its electrical resistance, R, at 20°C. Phys-
ical theory says that the resistivity p of a material 
specimen with constant cross-section at a fixed tem-
perature is 
so that 
(10) 
Using the value of p for copper available from a hand-
book and measuring values l and R, one can obtain 
a measured value of A through the use of the mea-
surement equation in Equation (10). In this context, 
0 = (l,R) and <P = p. 
Further suppose that uncertainties (standard de-
viations) estimated using Type B approaches are pro-
vided for the elements of </>, via u = ( u 1 , u2 , ... , UL). 
Finally, suppose that Type A standard deviation es-
timates are available for ii via s = ( s 1 , s 2 , ... , s K). 
The GUM prescribes that a "standard uncertainty" 
associated with y in Equation (9) be computed as 
U= "'"""' oy 2 "'"""' ay 2 K ( )2 L ( )2 
i=l , I (0,¢) i=l ¢,I (0,¢) ~ f}(} ~ Si + ~ ~ ~ Ui. 
(11) 
Equation (11) has the form of a "1st order delta-
method approximation" to the standard deviation 
of a random quantity m( O*, </>*) defined in terms 
of the function m and independent random vectors 
O* and </>* whose mean vectors are, respectively, ii 
and <P and whose covariance matrices are, respec-
tively, diag( si, s~, ... , s7<) and diag( ui, u~, ... , u1J. 
Note that the standard uncertainty in Equation (11) 
(involving as it does the Type B u;'s) is a "Type B" 
quantity. 
We said previously that the GUM advocates com-
bining Type A and Type B uncertainties into a single 
quantitative assessment of uncertainty in a computed 
measurement, and Equation (11) is one illustration. 
It remains to produce a coherent statistical rationale 
for something similar to Equations (9) and (11). The 
Bayesian statistical paradigm provides one such ra-
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tionale (Kacker and Jones (2003)). In this regard, we 
suggest the following. 
Let w stand for data collected in the process of 
producing the measurement y and f ( w I 0) specify 
a probability model for w that depends on 0 as a 
(vector) parameter. Suppose that one then provides 
a "prior" (joint) probability distribution for 0 and <P 
that is meant to summarize one's state of knowledge 
about these vectors before collecting the data. We 
will assume that this distribution is specified by some 
joint "density" 
g(O, </>), 
which could be a pdf, a probability mass function 
(pmf), or some hybrid, specifying a partially con-
tinuous and partially discrete joint distribution. The 
product 
f(w I O)g(O, </>) (12) 
treated as a function of 0 and <P (for the observed 
data w plugged in) is then proportional to a poste-
rior (conditional on the data) joint density for 0 and 
</>. The posterior joint density specifies what is, from 
a Bayesian perspective, a legitimate probability dis-
tribution for 0 and ¢. This posterior distribution in 
turn immediately leads, via Equation (8), to a poste-
rior probability distribution for m(O, </>). Then, un-
der suitable circumstances, Equations (9) and (11) 
are potential approximations to the posterior mean 
and standard deviation of m(O, </>);for example, if m 
is "not too nonlinear", the u; are "not too big" , the 
prior is one of independence between 0 and ¢, the 
prior for </> has independent components with means 
as the externally prescribed values and variances ur, 
the prior for 0 is "flat", and estimated correlations 
between estimates of the elements of 0 based on the 
likelihood f ( w I 0) are small, then Equations (9) and 
(11) will typically be adequate approximations for, 
respectively, the posterior mean and standard devia-
tion of m( 0, </>). Of course, a far more direct route of 
analysis is to simply take the posterior mean (or me-
dian) as the measurement and the posterior standard 
deviation as the standard uncertainty. 
Our strong preference for producing Type B un-
certainties in this kind of situation is to use the full 
Bayesian methodology and posterior standard de-
viations in preference to the more ad hoc quantity 
in Equation (11). However, unless the Bayesian ap-
proach includes an explicit model for the relation be-
tween 0 and </> (a situation with which the authors 
have no experience), then, as in Equation (11), the 
Type A and Type B uncertainties will still be com-
bined in an additive fashion. 
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Simple Statistical 
Inference and Measurement 
(Type A Uncertainty Only) 
While relatively sophisticated statistical methods 
have their place in some measurement applications, 
many important issues in statistical inference and 
measurement can be illustrated using very simple 
methods. So, rather than starting the discussion with 
complicated statistical analyses, we begin by consid-
ering how basic statistical inference informs us about 
basic measurement. Some of the discussion in the 
next four sections is a more general and technical 
version of material that appeared in Vardeman et al. 
(2010). 
Frequentist and Bayesian Inference for 
a Single Mean 
A basic method of statistical inference is the 
( frequentist) t confidence interval for a population 
mean, computed from observations w1, w2, ... , Wn 
with sample mean w and sample standard deviation 
sw, which has endpoints 
s 
w± t fo (13) 
(where t is a small upper percentile of the tn-I distri-
bution). These limits in Equation (13) are intended 
to bracket the mean of the data-generating mecha-
nism that produces the wi. The probability model 
assumption supporting Equation (13) is that the Wi 
arc iid N(fl·w, u;J, and it is the parameter flw that 
is under discussion. Careful thinking about measure-
ment and probability modeling reveals a number of 
possible real-world meanings for flw, depending on 
the nature of the data-collection plan and what can 
be assumed about the measuring method. Among the 
possible contexts for flw are 
1. a measurand plus measurement bias, if the wi 
are measurements Yi made repeatedly under 
fixed conditions for a single measurand; 
2. a mean measurand plus measurement bias, 
if the wi are measurements Yi for n differ-
ent measurands that are themselves drawn 
from a stable process, under the assumption of 
measurement-method linearity (constant bias) 
and constant precision; 
3. a measurand plus average bias, if the wi are 
measurements Yi made for a single measurand, 
but with randomly varying and uncorrected-for 
vectors of variables Zi that potentially affect 
bias, under the assumption of constant mea-
surement precision; and 
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4. a difference in measurement-method biases (for 
two linear methods with potentially different 
but constant associated measurement preci-
sions) if the wi are differences di = Y1 i - Y2i 
between measurements made using methods 1 
and 2 for n possibly different measurands. 
We elaborate on contexts 1-4 by applying the con-
cepts in the "High-Level Modeling of Measurements" 
section, beginning with the simplest situation of con-
text 1. 
Where repeat measurements YI, Y2, ... , Yn for 
measurand x are made by the same method under 
fixed physical conditions, the "A Single Measurand" 
section is relevant. An iid model with marginal mean 
x + b(x) (or x + b(:r, z 0 ) for fixed z 0 ) and marginal 
variance u2 (x) (or u 2 (x, z 0 ) for fixed z 0 ) is plausible 
and, upon either making a normal distribution as-
sumption or appealing to the widely known robust-
ness properties of the t interval, limits in Equation 
(13) applied to the n measurements y; serve to esti-
mate :r + b(x) (or x + b(x, zo)). 
Note that this first application of limits in Equa-
tion (13) provides a simple method of calibration. If 
measurand x is "known" because it corresponds to a 
certified standard, limits 
s 
y±t Jn 
for x + b(x) correspond immediately to limits 
for the bias b(x). 
In context 2, single measurements YI, Y2, ... , Yn 
for measurands x 1 , x2, ... , Xn (modeled as iid from 
a distribution with E ;r = flx and Var x = u;) are 
made by a linear gauge with constant precision, the 
development of the "Measurands from a Stable Pro-
cess or Fixed Population" section is relevant. If mea-
surement errors are modeled as iid with mean 6 (the 
fixed bias) and variance u 2 , Equation (4) gives the 
marginal mean and variance for the (iid) measure-
ments, Ey = /l:r+b and Vary= u;+u2 . Then, again 
appealing to either normality or robustness, limits in 
Equation (13) applied to then measurements Yi serve 
to estimate flx + 6. 
Next, consider context 3, where, for example, n 
operators each provide a single measurement of some 
geometric feature of a fixed metal part using a single 
gauge. It is unreasonable to assume these operators 
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all use the gauge exactly the same way, and so an 
operator-dependent bias, say 6(x, zi), might be as-
sociated with operator i. Denote this bias as Ji. As 
in the development of the "Multiple Measurement 
Methods" section, if we assume measurement preci-
sion is corntant and the 6; are iid with E 6 = µ5 and 
Var 6 = a~ and independence of measurement errors, 
then E y = x + µ5 and Vary = a~ + a 2, and limits 
in Equation (13) applied to n iid measurements Yi 
serve to estimate x + Ni. 
Finally, in context 4, if a single measurand pro-
duces Y1 using Method 1 and Y2 using Method 
2, under an independence assumption for the pair 
(and providing the error distributions for both meth-
ods are unaffected by identifiable variables besides 
the measurand), the "A Single Measurand" section 
prescribes that the difference be treated as having 
E(y1 -y2) = (x+61(x))-(x+62(x)) = 61(x)-62(x) 
and Var(y1 - y2) = ai(x) + a~(x). Then, if the 
two methods are linear with constant precisions, it 
is plausible to model the differences d; = Y1 i - Y2i as 
iid with mean 61 -62 and variance af +a~, and limits 
in Equation (13) applied to then differences serve to 
estimate 61 - 62 and thereby provide a comparison 
of the biases of the two measurement methods. 
The basic case of inference for a normal mean rep-
resented by the limits in Equation (13) offers a simple 
context in which to make our first detailed illustra-
tion of a Bayesian alternative to Equation (13). Sup-
pose w i, w2, ... , Wn arc modeled as iid N (µw, a;;,) and 
let 
f(w I µw, a~,) 
be the corresponding joint pelf for w. If we adopt 
an "improper prior" (improper because it specifies 
a "distribution" with infinite mass, not a probabil-
ity distribution) for (µw, a;;,) that is a product of a 
"U(-00,00)" distribution for µwand a U(-00,00) 
distribution for In( a 111 ), the corresponding "posterior 
distribution" (distribution conditional on data w) for 
µw produces probability intervals equivalent to the t 
intervals. That is, setting /w = In( aw) one might de-
fine a "distribution" for (µw, /w) using a density on 
JR.2 
g(µw, /w) = 1 
and a "joint density" for w and (11,w, /w) 
f(w I /1,w, exp(2/w)) · g(fl,w, !w) 
= f(w I /Lw,exp(21w)). (14) 
Provided n ;:::: 2, when treated as a function of 
(µw, /w) for observed values of Wi plugged in, Equa-
tion (14) specifies a legitimate (conditional) proba-
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bility distribution for (µw, rw). (This is despite the 
fact that it specifies infinite total mass for the joint 
distribution of w and (µw, /w).) The correspond-
ing marginal posterior distribution for µw is that of 
w + Tsw I Vn for T rv tn- l' which leads to posterior 
probability statements for µw operationally equiva-
lent to frequentist confidence statements. 
In this article, we use the WinBUGS software as 
a vehicle for enabling Bayesian computation and, 
where appropriate, provide some WinBUGS code. 
Here is short code for implementing the Bayesian 
analysis just outlined, demonstrated for an n = 5 
case. 
WinBUGS Code Set 1 
#here is the model statement 
model { 
muw-dflat() 
logsigmaw-dflat() 
sigmaw <-exp (logsigmaw) 
tauw<-exp(-2*logsigmaw) 
for (i in l:N) { 
W[i]-dnorm(muw,tauw) 
} 
#WinBUGS parameterizes normal distributions 
#with the second parameter inverse variances, not 
#variances 
} 
#here are some hypothetical data 
list(N=5,W=c( 4,3,3,2,3)) 
#here is a possible initialization 
list(muw=7,logsigmaw=2) 
Notice that, in the code above, w1 = 4, w2 = 3, 
W3 = 3, W4 = 2, W5 = 3 arc implicitly treated as real 
numbers. Computing with these values, one obtains 
w = 3.0 and Sw = JI/2. So using t4 distribution 
percentiles, 95% confidence limits in Equation (13) 
for /lw are 
3.0 ± 2.776°·~1 , 
i.e., 
2.12 and 3.88. 
These are also 95% posterior probability limits for 
µw based on the form given in Equation (14). In this 
simple Bayesian analysis, the form of the posterior 
distribution can be obtained either exactly from the 
examination of the form given in Equation (14) or 
in approximate terms through the use of WinBUGS 
simulations. That is, we use WinBUGS software to 
do Markov chain Monte Carlo (MCMC) simulation 
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to obtain samples or draws from the posterior distri-
bution. As we progress to more complicated models 
and analyses, we will typically need to rely solely on 
such simulations. However, it is valuable to include 
examples for which the posterior can be computed 
analytically, particularly because such examples pro-
vide a convenient way to confirm correct implemen-
tation of MCMC to obtain samples from the true 
posterior. 
Frequentist and Bayesian Inference for 
a Single Standard Deviation 
Analogous to the t limits in Equation (13) are 
x2 confidence limits for a single standard deviation 
that, computed from observations w1 , w2 , ... , Wn 
with sample standard deviation Sw, are 
(15) n-1 and/or Sw X~pper 
(for X~pper and Xfower' respectively, small upper and 
lower percentiles of the X~-l distribution). These 
limits in Equation (15) are intended to bracket the 
standard deviation of the data-generating mecha-
nism that produces the Wi and are based on the 
model assumption that the wi are iid N(µw, a-;). (It 
is well known that the calculated confidence limits 
are sensitive to this normality assumption.) The pa-
rameter a-w is under consideration and there are a 
number of possible real-world meanings for O"w, de-
pending on the nature of the data-collection plan and 
what can be assumed about the measuring method, 
including the following contexts: 
1. a measurement method standard deviation if 
the Wi are measurements Yi made repeatedly 
under fixed conditions for a single measurand; 
2. a combination of measurand and measurement-
method standard deviations if the wi are 
measurements Yi for n different measurands 
that are themselves independently drawn from 
a stable process, under the assumption of 
measurement-method linearity and constant 
precision; and 
3. a combination of measurement method and 
bias standard deviations if the wi are measure-
ments Yi made for a single measurand, but with 
randomly varying and uncorrected-for vectors 
of variables Zi that potentially affect bias, un-
der the assumption of constant measurement 
precision. 
We now discuss in more detail contexts 1--3. 
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Just as for context 1 in the "Frequentist and 
Bayesian Inference for a Single Mean" section, where 
repeated measurements Y1, y2, ... , Yn for measurand 
x are made by the same method under fixed physi-
cal conditions, the "A Single Measurand" section is 
relevant. An iid model with fixed marginal variance 
o-2 (x) (or o-2 (x, z 0 ) for fixed z0 ) is plausible. Upon 
making a normal distribution assumption, the lim-
its in Equation (15) then serve to estimate O"(x) (or 
O"(x, z 0 ) for fixed z 0 ) quantifying measurement pre-
cision. 
For context 2 (as for the corresponding context 
in the "Frequentist and Bayesian Inference for a 
Single Mean" section), where single measurements 
Y1, Y2, ... , Yn for measurands X1, x2, ... , Xn (modeled 
as generated in an iid fashion from a distribution 
with Var x = O'~) are made by a linear gauge with 
constant precision, the development of the "Measur-
ands from a Stable Process or Fixed Population" sec-
tion is relevant. If measurement errors are modeled 
as iid with mean 8 (the fixed bias) and variance 0'2 , 
Equation ( 4) gives the marginal variance for the (iid) 
measurements, Vary = O'~ + 0'2 . Then, under a nor-
mal distribution assumption, limits in Equation (15) 
applied to the n measurements Yi serve to estimate 
JO"i+a- 2 . 
Notice that, in the event that one or the other 
of O' x and a- can be taken as "known" , confidence 
limits for j O"i + 0' 2 can be algebraically manipulated 
to produce confidence limits for the other standard 
deviation. If, for example, one treats a-2 as known 
and constant, limits in Equation (15) computed from 
single measurements Y1, Y2, ... , Yn for iid measurands 
correspond to limits 
max (o, s2 (~) - 0'2) 
Xupper 
and/or 
max (o, s2 ( n2- 1 ) - a- 2 ) (16) 
X1ower 
for O' x quantifying the variability of the measurands. 
In a production context, these are limits for the "pro-
cess standard deviation" uninftated by measurement 
noise. 
Finally, consider context 3. As for the correspond-
ing context in the "Frequentist and Bayesian Infer-
ence for a Single Mean" section, consider the situ-
ation where n operators each provide a single mea-
surement of some geometric feature of a fixed metal 
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part using a :oingle gauge and an operator-dependent 
bias, :oay c5(x,zi), i:o associated with operator i. Ab-
breviating this bias to c5i and again arguing a:o in the 
"Multiple Mea:ourement Methods" section, one might 
assume that measurement preci:oion is con:otant and 
the c5i are iid with Var c5 = aJ. That assumption ( a:o 
before) gives Vary = aJ + a 2, and limits in Equa-
tion (15) applied to n iid measurements Yi serve to 
estimate J a3 + a 2. 
In indu:otrial instances of this context (of mul-
tiple operators making single measurement::> on a 
fixed item), the variances a 2 and aJ are often called, 
respectively, repeatability and reproducibility vari-
ances. The first is typically thought of as intrinsic to 
the gauge or mea:ourement method and the second 
as chargeable to consistent (and unde:oirable and po-
tentially reducible) differences in how operators use 
the method or gauge. As sugge:oted regarding con-
text 2, where one or the other of a and a0 can be 
treated as known from previous experience, algebraic 
manipulation of confidence limits for J a3 + a 2 lead 
(in a way parallel to Equation (16)) to limits for the 
other :otandard deviation. We will later (in the "Two-
Way Random Effects Analyses and Measurement" 
section) consider the de:oign and analysis of studies 
intended to at once provide inferences for both a and 
ao. 
A second motivation for context 3 is one where 
there may be only a single operator, but there are 
n calibration period::> involved, period i having it:o 
own period-dependent bias, c5i. Calibration is never 
perfect, and one might again suppose that mea:oure-
ment preci:oion is con:otant and the c5; are iid with 
Var c5 = aJ. In this scenario (common, for exam-
ple, in metrology for nuclear :oafeguard:o (Burr et al. 
(2011b))), a 2 and aJ are again called, respectively, 
repeatability and reproducibility variances, but the 
meaning of reproducibility is not variation of opera-
tor biase:o, but rather variation of calibration biases. 
As a final topic, consider Bayesian analyse::> that 
can produce inference::> for a single standard devi-
ation analogous to those represented by Equation 
(15). The Bayesian discussion of the previous section 
and, in particular, the implications of the modeling 
represented by Equation (14) were focused on poste-
rior probability statements for µw. This same mod-
eling and computation produce::> a simple marginal 
posterior distribution for aw. That is, following from 
the joint "density" in Equation (14) is a conditional 
distribution for a~, which i:o that of (n - l)s~/ X for 
X a x;,_ 1 random variable. That implies that the 
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limits in Equation (15) are both frequentist confi-
dence limits and also Bayesian posterior probability 
limits for aw. That is, for the improper independent 
uniform priors on µw and "Yw = ln(aw), Bayesian 
inference for aw is operationally equivalent to "ordi-
nary" frequentist inference. Further, the WinBUGS 
code in the "Frequentist and Bayesian Inference for 
a Single Mean" section serves to generate not only 
simulated values of µw but also simulated values of 
aw from the joint posterior of these variables. One 
needs only the WinBUGS code to do Bayesian in-
ference in this problem for any function of the pair 
(µw, aw), including the individual variables. 
Frequentist and Bayesian "Two-Sample" 
Inference for a Difference in Means 
An important elementary :otatistical method for 
making compari:oons is the frequentist t confi-
dence interval for a difference in means. The Sat-
terthwaite vernion of this interval, computed from 
W11, W12, ... , w1 n1 with ::>ample mean ill1 and sam-
ple standard deviation s1 and W21, W22, ... , W2n2 with 
sample mean w2 and sample standard deviation s2, 
has endpoints 
(17) 
(for£ an upper percentile from the t distribution with 
the data-dependent "Satterthwaite approximate de-
grees of freedom" or, conservatively, degrees of free-
dom min( n 1, n 2) - 1). These limits in Equation ( 17) 
are intended to bracket the difference in the means 
of the two data-generating mechanisms that pro-
duce, re:opectively, the w1i and the w2i· The proba-
bility model assumptions that support Equation (17) 
are that all of the w's are independent, the w1i iid 
N(µ 1,a?), and the w2i iid N(µ2 ,a~), and it is the 
difference µ1 - µ 2 that is being estimated. 
Depending on the data-collection plan employed 
and what may be assumed about the measurement 
method(s), there are a number of possible practical 
meanings for the difference µ 1 - µ 2. Among them are 
the following contexts: 
1. a difference in two biases, if the w1 i and w2i 
are measurements Yli and y2i of a single mea-
surand, made repeatedly under fixed conditions 
using two different methods; 
2. a difference in two biases, if the w1i and w2i 
are single measurements Yli and Y2i for n 1 + n2 
measurand:o drawn from a stable process, made 
using two different methods under fixed condi-
www.asq.org 
46 STEPHEN VARDEMAN ET AL. 
tions and the assumption that both methods 
are linear; 
3. a difference in two measurands, if the w 1i 
and w2i are repeat measurements Yli and Y2i 
made on two measurands using a single linear 
method; and 
4. a difference in two mean measurands, if the w1i 
and w2i are single measurements Y1; and Y2i 
made on n 1 and n 2 measurands from two stable 
processes made using a single linear method. 
We will now expand on contexts 1-4 based on the ba-
sic8 of the "High-Level Modeling of Measurements" 
section, beginning with context 1. 
Where repeat measurements y11, Y12, ... , Yin, for 
measurand x are made by Method 1 under fixed con-
ditions and repeat measurements Y21, Y22, ... , Y2n 2 of 
this same measurand are made under these same 
fixed conditions by Method 2, the development of 
the "A Single Measurand" section may be employed 
twice. An iid model with marginal mean x + 01 ( x) 
(or x + 01 (J;, z0) for fixed zo) and marginal variance 
a? ( :r) (or a? ( J;, z 0 ) for this zo) independent of an iid 
model with marginal mean x+o2(.T) (or x+o2(x, zo) 
for this z0 ) and marginal variance a§ ( x) (or a§ ( x, zo) 
for this z0 ) is plausible for the two samples of mea-
surements. Normal assumptions or robustness prop-
ertie8 of the method in Equation (17) then imply 
that the Satterthwaite t-interval limits applied to the 
n 1 +n2 measurements serve to estimate 01 (x) - o2(x) 
(or o1(x,z0 ) - o2(x,z0 )). Notice that, under the as-
sumption that both gauge8 are linear, these limits 
provide some information regarding how much higher 
or lower the first method reads than the second for 
any x. 
In context 2, the development of the "Measur-
ands from a Stable Proces8 or Fixed Population" 
section is potentially relevant to the modeling of 
Y11,Y12,···iY1n1 and Y21,Y22, ... ,Y2n2 that are 8in-
gle memmrement8 on n1 +n2 measurands drawn from 
a stable process, made using two different method8 
under fixed conditions. An iid model with marginal 
mean µx+Eo1(x) (or µx+Eo1(x,zo) for fixed zo) 
and marginal variance ar = E ai ( x) independent of 
an iid model with marginal mean µx+Eo2(x) (or 
µx + E 02 ( x, zo) for fixed Zo) and marginal variance 
a§ =Ea§(x) might be used if o1(x) and 02(x) (or 
01(x,zo) and 02(x,z0 )) are both constant in x, i.e., 
both methods are linear. Then normal assumptions 
or robustness considerations imply that the method 
in Equation (17) can be used to estimate o1 - o2 
(where Oj = Oj(x) or Oj(x, zo)). 
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In context 3, where y11,Y12, ... ,Y1n1 and Y21, Y22, 
... , Y2n 2 are repeat mea8urements made on two mea-
surands using a single method under fixed condition8, 
the development of the "A Single Measurand" 8ection 
may again be employed. An iid model with marginal 
mean X1 + O(xi) (or X1 + O(X1, zo) for fixed Zo) and 
marginal variance a 2(x1) (or a2(x1, z 0 ) for this zo) 
independent of an iid model with marginal mean 
X2 +o(x2) (or X2 + O(X2, Zo) for this zo) and marginal 
variance a 2 ( J;2) (or a 2 ( x2, z0 ) for thi8 z0 ) is plausi-
ble for the two samples of measurements. Normal 
assumptions or robustne8s properties of the method 
in Equation ( 17) then imply that the Satterthwaite 
t-interval limits applied to the n 1 + n 2 measure-
ments serve to estimate x 1 - x2 + (o(:ri) - o(x2))) 
(or :r1 - X2 + (o(J:1, zo) - o(.T2, zo))). Then, if the 
gauge is linear, one has a way to estimate x 1 - x2. 
Finally, in context 4, where Yll, Y12, ... , Yin, and 
;t/21, Y22, ... , Y2n2 are single measurements made on 
n 1 and n 2 measurands from two stable processes 
made using a single linear gauge, the development 
of the "Measurands from a Stable Proces8 or Fixed 
Population" section may again be employed. An iid 
model with marginal mean µ 1,c + O and marginal 
variance a? = Ea? ( x) independent of an iid model 
with marginal mean µ2x + O and marginal variance 
a§ =Ea§ ( ;r;) might be used. Then normal assump-
tions or robustness considerations imply that the 
method in Equation (17) can be used to estimate 
µlx - /L2x· 
An alternative to the analysis leading to Satterth-
waite confidence limits in Equation (17) is this. To 
the frequentist model assumptions supporting Equa-
tion (17), one adds prior assumptions that take all 
of µ 1 , f1·2, ln(a1), and ln(a2)) to be U(-00,00) and 
independent. Provided both n 1 and n 2 are at least 2, 
the formal "posterior distribution" of the four model 
parameters is proper (is a real probability distribu-
tion) and posterior intervals for ;11 - ;12 can be ob-
tained by simulating from the posterior. WinBUGS 
code for implementing the Bayesian analysis illus-
trated for an example calculation with n1 = 5 and 
n 2 = 4 is provided as Supplementary Material at 
http:/ /www.asq.org/pub/jqt/. 
Frequentist and Bayesian "Two-Sample" 
Inference for a Ratio of Standard Deviations 
Another important elementary statistical method 
for making comparisons is the frequentist F confi-
dence interval for the ratio of standard deviations 
for two normal distributions. This interval, computed 
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from w11, W12, ... , W1n, with sample standard devia-
tion s1 and W21, W22, ... , W2n 2 with sample standard 
deviation s2 , has endpoints 
8] 
and/or (18) 
(for Fn 1 -1,n2 -1,uppcr and Fn 1 -1,n2 -1,1ower, respec-
tively, small upper and lower percentiles of the 
Fn,-l,n2 -i distribution). The limits in Equation (18) 
are intended to bracket the ratio of standard devia-
tions for two (normal) data-generating mechanisms 
that produce, respectively, the w1i and the W2i· The 
probability model assumptions that support Equa-
tion (18) are that all of the w's are independent, the 
w 1i iid N(µ1,0D and the W2i iid N(µ2,0"§), and the 
ratio 0"1 / 0"2 is being estimated. 
Depending on the data-collection plan employed 
and what may be assumed about the measurement 
method(s), there are a number of possible practical 
meanings for the ratio O"i/ 0"2. Among them are the 
following contexts: 
l. the ratio of two gauge standard deviations, if 
the W1i and W2; are measurements Y1; and Y2i of 
a single measurand per gauge made repeatedly 
under fixed conditions; 
2. the ratio of two combinations of gauge and (the 
same) measurand standard deviations, if the 
wi; and w2 i are single measurements Y1 i and 
Y2i for n1 + n2 measurands drawn from a sta-
ble process, made using two different methods 
under fixed conditions and the assumption that 
both methods are linear and have constant pre-
cision; and 
3. the ratio of two combinations of (the same) 
gauge and measurand standard deviations, if 
the w 1i and W2i are single measurements Yli 
and Y2i made on n 1 and n2 measurands from 
two stable processes made using a single linear 
method with constant precision. 
We elaborate on contexts 1 3, beginning with con-
text 1. 
If repeat measurements Yi 1, Y12, ... , Y1n 1 for mea-
surand x 1 are made by Method 1 under fixed condi-
tions and repeat measurements Y21, Y22, ... , Y2n 2 of 
a (possibly different) fixed measurand x2 are made 
under these same fixed conditions by Method 2, the 
"A Single Measurand" section may be employed. An 
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iid normal model with marginal variance O"f(xi) (or 
O"I ( x 1 , z 0 ) for this z 0 ) independent of an iid normal 
model with marginal variance O"§(x2 ) (or O"§(x2 , zo) 
for this z 0 ) is potentially relevant for the two samples 
of measurements. Then, if measurement precision for 
each gauge is constant in x or the two measurands are 
the same, limits in Equation (18) serve to produce a 
comparison of gauge precisions. 
In context 2, the "Measurands from a Stable Pro-
cess or Fixed Population" section and, in particular, 
Equations (3) and (6) show that, under normal distri-
bution and independence assumptions, gauge linear-
ity and constant precision imply that limits in Equa-
tion (18) serve to produce a comparison of J O"i + O"f 
and J O"i + O"§, which obviously provides only an in-
direct comparison of measurement precisions 0"1 and 
0"2. 
Finally, in context 3, the "Measurands from a Sta-
ble Process or Fixed Population" section and, in 
particular Equations (3) and (6), show that, under 
normal distribution and independence assumptions, 
gauge linearity and constant precision imply that 
limits in Equation (18) serve to produce a compari-
son of J O"fx + 0" 2 and J O"§x + 0"2 , which again pro-
vides only an indirect comparison of process standard 
deviations 0"1x and 0"2x. 
We then recall that the WinBUGS code referred 
to in the previous section to provide an alternative to 
limits in Equation (17) also provides an alternative 
to limits in Equation (18). 
Summary Comments 
It should now be clear, on the basis of the de-
scribed simple probability modeling notions of the 
"High-Level Modeling of Measurements" section and 
on the basis of elementary methods of standard sta-
tistical inference, that 
1. how sources of physical variation interact with 
a data-collection plan determines what can be 
learned in a statistical study and, in particu-
lar, how measurement error is reflected in the 
resulting data; 
2. even the most elementary statistical methods 
have their practical effectiveness limited by 
measurement variation; and 
3. even the most elementary statistical methods 
are helpful in quantifying the impact of mea-
surement variation. 
In addition, it should be clear that Bayesian 
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methodology (particularly as implemented using 
WinBUGS) is a simple and powerful tool for han-
dling inference problems in models that include com-
ponents intended to reflect measurement error. 
Bayesian Computation of 
Type B Uncertainties 
Consider now the program for the Bayesian com-
putation of Type B uncertainties outlined in the 
"Low- Level Modeling of Computed Measurements" 
section, based on the model indicated in Equation 
(12). 
As a simple example, consider the elementary 
physics experiment of estimating a spring constant. 
Hooke's law says that over some range of weights (not 
so large as to permanently deform the spring and not 
too small), the magnitude of the change in length D.l 
of a steel spring when a weight of mass M is hung 
from it is 
kD.l =Mg 
for a spring constant, k, specific to the spring so that 
k =Mg/ D.l. (19) 
One version of a standard introductory physics 
laboratory exercise is as follows. For several different 
physical weights, initial and stretched spring lengths 
are measured and the implied values of k computed 
via Equation (19). (These are then somehow com-
bined to produce a single value fork and some kind of 
uncertainty value.) Unfortunately, there is often only 
a single determination made with each weight, elim-
inating the possibility of directly assessing a Type A 
uncertainty for the lengths, but here we will con-
sider the possibility that several "runs" are made 
with each physical weight. 
Suppose that r different weights are used, weight 
i with nominal value of Mg equal to <Pi and standard 
uncertainty ui = 0.01¢i for its value of Mg. Because 
the ¢i and Ui are externally provided, Type B uncer-
tainties are involved. Then suppose that weight i is 
used n; times and length changes 
D.lij for j = 1, 2,. . ., ni 
(these each coming from the difference of two mea-
sured lengths) are produced. Because the ¢i and ui 
are externally provided, Type B uncertainties are in-
volved. The length changes are measured in this ex-
ercise, so these are Type A uncertainties 
A possible model here is that actual values of Mg 
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for the weights are independent random variables, 
and the length changes D.l;j are independent random 
variables, 
D.l;j ""N(w;jk, cr2 ) 
(this following from the kind of considerations in "A 
Single Measurand" section if the length-measuring 
gauge is linear with constant precision and the vari-
ability of length change doesn't vary with the mag-
nitude of the change). Then placing independent 
U (0, oo) and U( -oo, oo) improper prior distribu-
tions on k and ln er, respectively, one can use Win-
BUGS to simulate from the posterior distribution of 
(k,cr,¢1,¢2,. .. ,¢r), the k-marginal, of which pro-
vides both a measurement for k (the mean or median) 
and a standard uncertainty (the standard deviation). 
WinBUGS code is provided as Supplementary Mate-
rial to implement the above analysis, demonstrated 
for a data set where r = 10 and each n; = 4. 
It is potentially of interest that running this Win-
BU GS code produces a posterior mean for k of ap-
proximately 2.954 N /m and a corresponding poste-
rior standard deviation for k of approximately 0.010 
N /m. These values are in reasonable agreement with 
a conventional (but somewhat ad hoc) analysis in 
the original data source. The present analysis has the 
virtue of providing a coherent integration of the Type 
B uncertainty information provided for the magni-
tudes of the weights employed in the lab with the 
completely empirical measurements of average length 
changes (possessing their own Type A uncertainty) 
to produce a rational overall Type B standard uncer-
tainty for k. 
The price to be paid before one is able to em-
ploy the kind of Bayesian analysis illustrated here in 
the assessment of Type B uncertainty is the required 
familiarity with probability modeling and some fa-
miliarity with modern Bayesian computation. The 
modeling task implicit in Equation (12) is not trivial. 
But there is really no simple-minded substitute for 
the methodical technically-informed clear thinking 
required to do the modeling, if a correct probability-
based assessment of uncertainty is desired. 
Some Intermediate Statistical 
Inference Methods and Measurement 
Regression Analysis 
Regression analysis is a standard statistical 
methodology that is relevant to measurement in sev-
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eral ways. Here we consider possible uses of regres-
sion analysis in improving a measurement system 
through calibration and through the correction of 
measurements for the effects of an identifiable and 
observed vector of variables z other than the mea-
surand. 
Simple Linear Regression and Calibration 
Consider the situation where one essentially 
"knows" the values of several measurands (as pro-
vided, for example, by a standards laboratory) and 
can compare measured values from one gauge to 
those measurands. To begin, we consider the case 
where there is no recognized set of extraneous/ 
additional variables believed to affect the distribu-
tion of measurement error whose effects one hopes 
to model. 
A statistical regression model for an observable y 
and unobserved function µ( x) (potentially applied to 
measurement y and measurand 
y=µ(x)+E (20) 
for a mean 0 error random variable, E, often taken 
to be normal with standard deviation a that is inde-
pendent of x. µ(x) is often assumed to be of a fairly 
simple form depending on some parameter vector (3. 
The simplest common version of this model is the 
"simple linear regression" model where 
µ(x) = f3o + f31x. (21) 
Under the simple linear regression model for mea-
surement y and measurand x, (31 = 1 means that 
the gauge being modeled is linear and 6 = (30 is the 
gauge bias. If fJi =/= 1, then the gauge is nonlinear in 
metrology terminology (even though the mean mea-
surement is a linear function of the measurand). 
Rearranging Equation (21) slightly produces 
µ(x) - f3o 
x=----
f3i 
which suggests that, if one knows with certainty the 
constants (30 and fJi, a linearly calibrated improve-
ment on the measurement y (one that largely elimi-
nates bias in a measurement y) is 
* Y - f3o x = ---. 
fJi 
(22) 
This line of reasoning even makes sense where y 
is not in the same units as x (and thus is not di-
rectly an approximation for the measurand). Take, 
for example, a case where temperature x is to be 
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measured by evaluating the resistivity y of some ma-
terial at that temperature. In that situation, a raw y 
is not a temperature, but rather a resistance. If av-
erage resistance is a linear function of temperature, 
then Equation (22) represents the proper conversion 
of resistance to temperature (the constant fJi having 
the units of resistance divided by those of tempera-
ture). 
So consider then the analysis of a calibration ex-
periment in which, for i = 1, 2, ... , n, the value Xi is 
a known value of a measurand and corresponding to 
Xi, a fixed gauge produces a value Yi (that might be, 
but need not be, in the same units as x). Suppose 
that the simple linear regression model 
(23) 
for the Ei iid normal with mean 0 and standard devia-
tion a is assumed to be appropriate. Then the theory 
of linear models implies that, for b0 and bi, the least-
squares estimators of (30 and (31 , respectively, and 
BSLR = 
I:~= 1 (Yi - (bo + bixi)) 2 
n-2 
confidence limits for (31 are 
b ± t BSLR 
i vI:~=i (xi - x)2 (24) 
(fort here and throughout this section a small upper 
percentile of the tn-2 distribution) and confidence 
limits for µ(x) = (30 + f3ix for any value of x (includ-
ing x = 0 and thus the case of (30 ) are 
1 (x - x) 2 
- + 'l\'n ( -)2 . 
n ui=i Xi - X 
(25) 
Limits in Equations (24) and (25) provide some sense 
as to how much information the (xi, Yi) data from the 
calibration experiment provide concerning the con-
stants (30 and fJi and indirectly how well the trans-
formation 
y- bo 
bi 
x** 
can be expected to do at approximating the transfor-
mation in Equation (22) giving the calibrated version 
of y. 
Statistical prediction limits for a new or ( n + 1 )st 
y corresponding to a measurand x are more directly 
relevant to providing properly calibrated measure-
ments with attached appropriate (Type A) uncer-
tainty figures than the confidence limits in Equations 
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(24) and (25). These limits are well known to be 
(bo + b1x) ± tssLR 1 (x - x)
2 
1 + ~ + ~7=1 (xi - x)2. (26) 
It seems less well known that, if one assumes that, 
for an unknown x, an (n + l)st observation Ynew is 
generated according to the same basic simple linear 
regression model in Equation (23), a confidence set 
for the (unknown) x is 
{ x [ the set of intervals in Equation (26) that 
contain Ynew}. (27) 
Typically, the confidence set in Equation (27) is an 
interval that contains 
** Ynew - bo 
xncw == bi 
which itself serves as a single (calibrated) version 
of Ynew and thus provides Type A uncertainty for 
x~=w· (The rare cases in which this is not true are 
those where the calibration experiment leaves large 
uncertainty about the sign of f31, in which case the 
confidence set in Equation (27) may be of the form 
(-oo, #)U(##, oo) for two numbers#<##.) Typ-
ically then, both an approximately calibrated version 
of a measurement and an associated indication (in 
terms of confidence limits for x) of uncertainty can 
co 
c) 
l{) 
c) 
-.::!"" 
c) 
Q) 
be read from a plot of a least-squares line and pre-
diction limits in Equation (26) for all x, much as 
suggested in Figure 1. 
A Bayesian analysis of a calibration experiment 
under the model in Equation (23), producing re-
sults like the frequentist ones, is easy to implement, 
but not without philosophical subtleties that have 
been a source of controversy over the years. One 
may treat x1, x2, ... , Xn as known constants, model 
Y1, Y2, ... , Yn as independent normal variables with 
means {10 + (31xi and standard deviation O", and then 
suppose That, for fixed/known Ynewi a correspond-
ing :rncw is normal with mean (Yrww - fJo) / f31 and 
standard deviation 0"/[{11[. (This modeling associ-
ated with (xnewi Ynew) is perhaps not the most nat-
ural that could be proposed. But it turns out that 
what initially seem like potentially more appropri-
ate assumptions lead to posteriors with some quite 
unattractive properties.) Then upon placing inde-
pendent U ( -oo, oo) improper prior distributions on 
(30 , (31, and lnO", one can use WinBUGS to simulate 
from the joint posterior distribution of the param-
eters (30 , f31, and O", and the unobserved Xnew. The 
Xnew-marginal then provides a calibrated measure-
ment associated with the observation Yncw and a cor-
responding uncertainty (in, respectively, the poste-
rior mean and standard deviation of this marginal). 
(..) 
-------------------------- -~· 
c:: 
ct! C') 
.0 
"- c) 0 (/) 
.0 
<( 
C\J 
c) 
C> 
c) 
0 2 4 6 8 
Cr6+ (mg/L) 
FIGURE 1. Plot of Data from a Calibration Experiment, Least-Squares Line, and Prediction Limits for Ynew· 
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As an important aside, the so-called errors-in-
variables topic, which is outside our scope here, ex-
tends standard regression such as in Equation (23) 
by also considering errors in the predictor variable x 
(Burr and Knepper (2001)). 
WinBUGS code i::; provided as Supplementary 
Material that can be used to implement the above 
analysis for an n = 6 data set taken from a web page 
of the School of Chemistry at the University of Wit-
watersrand developed by D. G. Billing. Measured ab-
sorbance values, y, for solutions with "known" Cr6+ 
concentrations, x (in mg/1) used in the code are the 
source of Figure 1. The reader can verify that the 
kind of uncertainty in Xnew indicated in Figure 1 is 
completely consistent with what is indicated using 
the WinBUGS Bayesian software. 
Regression Analysis and Correction of Measurements 
for the Effects of Extraneous Variables 
Another potential use of regression analysis in a 
measurement context is in the development of a cor-
rection of a measurement y for the effects of an iden-
tifiable and observed vector of variables z other than 
the measurand believed to affect the error distribu-
tion. If measurements of known measurands, x, can 
be obtained for a variety of vectors, z, regression 
analysis can potentially be used to find formulas for 
appropriate corrections. 
Suppose that one observes mea::;urenients Y1, Y2, 
... , Yn of measurands x 1, x2, ... , Xn under observed 
conditions z 1 , z2, ... , Zn· Under the assumptions 
that 
1. for any fixed z, the measurement gauge is linear 
(any measurement bias does not depend on x, 
but only potentially on z) and 
2. the precision of the measurement gauge i::; a 
function of neither the measurand nor z (the 
standard deviation of y for fixed x and z is not 
a function of these), 
it potentially makes sense to consider regression 
models of the form 
p 
(Yi - xi) =Po+ L pzziz + Ei· (28) 
l=l 
The mean (of (Yi - x;)) in this statistical model, 
Po+ :Z::.::f= 1 pzzil, is o(z;), the measurement bias. Upon 
application of some form of fitting for the model in 
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Equation (28) to produce, say, 
p 
o(zi) = bo + L bzZiz, (29) 
l=l 
a possible approximately-bias-corrected/calibrated 
version of a measurement y made under conditions z 
becomes 
y* =y-o(z). 
Ordinary multiple linear-regression analysis can 
be used to fit the model in Equation (28) to pro-
duce the estimated bias in Equation (29). Bayesian 
methodology can also be used. One simply uses in-
dependent U(-oo, oo) improper prior distributions 
for {10 , p1 , ... , Pp and ln u, employs WinBU GS to 
simulate from the joint posterior distribution of the 
parameters {10 , p1 , ... , Pp and u, and uses posterior 
means for the regression coefficients as point esti-
mates b0 , b1 , ... , bP. Alternatively, other functional 
relations between z and y - x can be investigated 
(Burr et al. (1998)). 
Shewhart Charts for Monitoring 
Measurement Gauge Stability 
Shewhart control charts are commonly used for 
monitoring production processes for change detec-
tion. See, for example, their treatment in books such 
as Vardeman and .Jobe (1999, 2001). Shewhart charts 
are commonly used to warn that something unex-
pected has occurred and that an industrial process 
is no longer operating in a standard manner. Sim-
ple control charts tools are also useful for monitoring 
the performance of a measurement gauge over time. 
That is, for a fixed measurand x (associated with 
some physically stable specimen) that can be mea-
::;ured repeatedly with a particular gauge, suppose 
that, initially, the gauge produces measurements, y, 
with mean tt(x) and standard deviation u(x) (that, of 
course, must usually be estimated through the pro-
cessing of n measurements Y1, Y2, ... , Yn into, most 
commonly, a sample mean y and sample standard 
deviation s). In what follows, we will take tt( x) and 
u(x) as determined with enough precision that they 
arc essentially "known" . 
Suppose that periodically (say at time i = 1, 2, 
... ) , one remeasures x and obtains m values y that 
are processed into a sample mean Yi and sample stan-
dard deviation si. Shewhart control charts are plots 
ofyi versus i (the Shewhart "x" chart) ands; versus 
i (the Shewhart "s" chart) augmented with "con-
trol limits" that separate values of Y; or s; plausi-
ble under a "no change in the gauge" model from 
www.asq.org 
52 STEPHEN VARDEMAN ET AL. 
ones implausible under such a model. Points plot-
ting inside the control limits are treated as lack of 
definitive evidence of a change in the measurement 
gauge, while ones plotting outside of those limits are 
treated as indicative of a change in measurement. A 
virtue in plotting the points is the possibility that 
the plot provides seeing trends potentially providing 
early warning of (or interpretable patterns in) mea-
surement change. 
Standard practice for Shewhart charting of means 
is to rely on at least approximate normality of Yi 
under the "no change in measurement" model and 
set lower and upper control limits at, respectively, 
a(x) a(x) 
LCL11 = µ(x) - 3 rm and UCL11 =µ(x)+3 rm. 
(30) 
Something close to standard practice for Shewhart 
charting of standard deviations is to note that nor-
mality for measurements y implies that, under the 
"no change in measurement" model, ( m - 1) s2 / a 2 ( x) 
is x;,_ 1, and to thus set lower and upper control lim-
its for Si at 
a
2 ( x) xfower 
m-1 
and (31) 
for Xfower and X~ppen respectively, small lower and 
upper percentiles (e.g., 0.135 and 99.865 percentiles, 
analogous to the 3 "sigma" limits in Equation (30)) 
for the x;;,,-1 distribution. 
Plotting Yi with limits in Equation (30) is a way 
of monitoring basic gauge calibration. A change de-
tected by this chart suggests that the mean measure-
ment and therefore the measurement bias has drifted 
over time. Plotting of Si with limits in Equation (31) 
is a way of guarding against unknown change in ba-
sic measurement precision. In particular, Si plotting 
above an upper control limit is evidence of degrada-
tion in a gauge's precision. 
There are many other potential applications of 
Shewhart control charts to metrology. Any statis-
tic that summarizes performance of a process and 
is newly computed based on current process data 
at regular intervals might possibly be usefully con-
trol charted. So, for example, in situations where a 
gauge is regularly recalibrated using the simple lin-
ear regression of the "Simple Linear Regression and 
Calibration" section, though one expects the fitted 
values bo, b1 , and ssLR to vary period-to-period, ap-
propriate Shew hart charting of these quantities could 
be used to alert one to an unexpected change in the 
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pattern of calibrations (potentially interpretable as a 
fundamental change in the gauge). 
Use of Two Samples to Separately Estimate 
Measurand Standard Deviation and 
Measurement Standard Deviation 
A common need is to estimate a process stan-
dard deviation. As suggested in the "Measurands 
from a Stable Process or Fixed Population" sec-
tion and in particular Equation ( 4), n measurements 
Y1, '/12, ... , Yn of different measurands x 1, x2, ... , Xn 
themselves drawn at random from a population or 
process with standard deviation ax will vary more 
than the measurands alone because of measurement 
error. We consider here using two (different kinds of) 
samples to isolate the process variation, in a context 
where a linear gauge has precision that is constant in 
x and remeasurement of the same specimen is possi-
ble. 
Suppose that YI, y2, ... , Yn are as just described 
and that m additional measurements Yi, y~, ... , y~ 
are made for the same (unknown) measurand, x. 
Under the modeling of the "A Single Measurand" 
and "Measurands from a Stable Process or Fixed 
Population" sections and the assumptions of linear-
ity and constant precision, for s~ the sample vari-
ance of Y1, Y2, ... , Yn and s~, the sample variance of 
Yi, y~, ... , y~, the first of these estimates a~ + a 2 and 
the second estimates a 2 , suggesting 
a;= Jmax(O,s~ - s~,) 
as an estimate of ax. The "Satterthwaite approxi-
mation" (that essentially treats a-;2 as if it were a 
multiple of a x2 distributed variable and estimates 
both the degrees of freedom and the value of the mul-
tiplier) then leads to approximate confidence limits 
for ax of the form 
for 
a;J 2 f; and/or 
Xupper -{;E: ax - 2 -Xtower 
-4 
ax 
v = ~~4~~~~4~ 
Sy Sy' 
--+--
n-l m-1 
(32) 
and X~pper and Xfower percentiles for the X~ distri-
bution. This method is approximate at best. A more 
defensible way of doing inference for ax is through a 
simple Bayesian analysis. 
That is, it can be appropriate to model Y1, Y2, ... , 
Yn as iid normal variables with mean µy and vari-
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ance a~ + a 2 independent of y~, y~, ... , y;,,, modeled 
as iid normal variables with mean µy' and variance 
a 2 . Then using (independent improper) U ( -oo, oo) 
priors for all of µy, µy' , ln ax, and ln a, one might use 
WinBUGS to find posterior distributions, with focus 
on the marginal posterior of ax in this case. Exam-
ple code for a case with n = 10 and m = 7 is sup-
plied as Supplementary Material. The data are mea-
surements of the sizes of 10 binder clips made with 
a Vernier micrometer. Units are mm's above 32.00 
mm. It is worth checking that, at least for these data 
(where a appears to be fairly small in comparison 
with ax), the Bayesian 953 credible interval for the 
process/measurand standard deviation ax is in sub-
stantial agreement with nominal 953 limits in Equa-
tion (32). 
One-Way Random Effects Analyses and 
Measurement 
A standard statistical model is the so-called "one-
way random effects model", which, for 
Wij = the jth observation in an ith sample of ni 
observations 
employs the assumption that 
(33) 
forµ an unknown parameter, a1, a2, ... , a1 iid nor-
mal random variables with mean 0 and standard de-
viation aa independent of En,E12 1 ••• 1 E1n 1 ,E21, ... , 
EJ-l,n1 _ 1 , En, ... , EJn 1 that are iid normal with mean 
0 and standard deviation a. Standard statistical soft-
ware can be used for frequentist inference for the pa-
rameters of this model (µ,a a, and a). Code, supplied 
as Supplementary Material, illustrates that a cor-
responding Bayesian analysis is easily implemented 
in WinBUGS. In that code, we have specified inde-
pendent improper U(-oo, oo) priors for µ and ln a, 
but have used a (proper) "inverse-gamma" prior 
for a;. It turns out that, in random-effects models, 
U ( -oo, oo) priors for log standard deviations (except 
that of the E's) fails to produce a legitimate poste-
rior. In the present context, for reasonably large 'I 
(say I 2: 8), an improper U(O, oo) prior can be effec-
tively used for aa. Gelman (2006) discusses this issue 
in detail. 
There are at least two important measurement 
contexts where the general statistical model in Equa-
tion (33) and corresponding data analyses are rele-
vant: 
1. a single measurement gauge is used to produce 
measurements of multiple measurands drawn 
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from a stable process multiple times for each 
measurand, or where 
2. one measurand is measured multiple times us-
ing each one of a sample of measurement gauges 
drawn from a large family of such gauges. 
The second of these contexts is common in applica-
tions where only one physical gauge is used, but data 
groups correspond to multiple operators using that 
gauge. Let us elaborate on these two contexts and 
the corresponding use of the one-way random-effects 
model. 
In context 1, take 
YiJ =the jth measurement on item i drawn from 
a fixed population of items or process 
producing items. 
If, as in the "Measurands from a Stable Process or 
Fixed Population" section, 
Xi = the measurand for the ith item 
and the Xi are modeled as iid with mean µx and 
variance a~, linearity and constant precision of the 
measurement gauge then make it plausible to model 
these measurands as independent of iid measurement 
errors YiJ - xi that have mean (bias) 6 and variance 
a 2 . Then, with the identifications 
and 
Eij = (Yij - Xi) - J, 
Wij in Equation (33) is YiJ and adding normal dis-
tribution assumptions produces an instance of the 
one-way normal random-effects model with aa =ax. 
Then frequentist or Bayesian analyses for the one-
way model applied to the YiJ produce ways (more 
standard than that developed in the "Use of Two 
Samples to Separately Estimate Measurand Stan-
dard Deviation and Measurement Standard Devia-
tion" section) of separating process variation from 
measurement variation and estimating the contribu-
tion of each to overall variability in the measure-
ments. 
In context 2, take 
YiJ =the jth measurement on a single item made 
using randomly selected gauge or method i. 
Then, as in the "Multiple Measurement Methods" 
section, suppose that (for the single measurand under 
consideration) bias for method/gauge i is Ji. It can 
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be appropriate to model the bi as iid with mean µ 0 
and variance ag. Then, with the identifications 
µ = x + µ• a·= b· - µ• and E· · = (y· · - x) - '· u' 'l i u' 1,y 'l) Vi, 
Wij in Equation (33) is Yij and adding normal dis-
tribution assumptions produces an instance of the 
one-way normal random-effects model with aa = a0 . 
Then frequentist or Bayesian analyses for the one-
way model applied to the Yij produces a way of sep-
arating as from a and estimating the contribution 
of each to overall variability in the measurements. 
We note once more that, in the version of this where 
what changes gauge-to-gauge is only the operator us-
ing a piece of equipment, a is often called a "repeata-
bility" standard deviation and as, measuring as it 
does operator-to-operator variation, is usually called 
a "reproducibility" standard deviation. 
A final observation here comes from the formal 
similarity of the application of one-way methods to 
contexts 1 and 2 and the fact that the "Use of Two 
Samples to Separately Estimate Measurand Stan-
dard Deviation and Measurement Standard Devia-
tion" section provides a simple treatment for context 
1. On proper reinterpretation, it must then also pro-
vide a simple treatment for context 2 and, in partic-
ular, for separating repeatability and reproducibility 
variation. That is, where a single item is measured 
once each by n different operators and then m times 
by a single operator, the methodologies of the "Use 
of Two Samples to Separately Estimate Measurand 
Standard Deviation and Measurement Standard De-
viation" section could be used to estimate (not ax 
but rather) as and a, providing the simplest possible 
introduction to the topic of "gauge R&R studies". 
A Generalization of Standard One-Way 
Random-Effects Analyses and Measurement 
The model in Equation (33), employing as it does 
a common standard deviation a across all indices i, 
could potentially be generalized by assuming that the 
standard deviation of Eij is ai (where a 1, a 2 , ... , a 1 
are potentially different). With effects ai random, 
as in the "One-Way Random Effects Analyses and 
Measurement" section, one then has a model with 
parameters µ,a a, a 1, a 2 , ... , and a 1 . This is not a 
standard statistical model, but handling inference 
under it in a Bayesian fashion is really not much 
harder than handling inference under the usual one-
way random-effects model. Bayesian analysis (using 
independent improper U(-oo, oo) priors for all of 
µ,lna1, ... ,lna1 and a suitable proper prior for aa 
per Gelman (2006)) is easily implemented in Win-
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BUGS by making suitable small modifications to the 
code referred to in the "One-Way Random-Effects 
Analyses and Measurement" section. 
A metrology context where this generalized one-
way random-effects model is useful is that of a round-
robin study, where the same measurand is measured 
at several laboratories with the goals of establish-
ing a consensus value for the (unknown) measurand 
and lab-specific assessments of measurement preci-
sion. For 
Wij = Yij 
=the jth of ni measurements made at lab i, 
one might take µ as the ideal (unknown) consensus 
value, aa a measure of lab-to-lab variation in mea-
surement, and each ai as a lab i precision. (Note that, 
ifthe measurand were known, the lab biases µ+ai-X 
would be most naturally treated as unknown model 
parameters.) 
Two-Way Random Effects Analyses and 
Measurement 
Several statistical models concern random effects 
and observations naturally thought of as comprising 
a two-way arrangement of samples. (One might en-
vision samples laid out in the cells of some two-way 
row-by-column table, and a common example is a 
round-robin study.) For 
Wijk = the kth observation in a sample of nij 
observations in the ith row and jth column 
of a two-way structure, 
we consider random effects models that recognize the 
two-way structure of the samples. (Calling rows lev-
els of some factor, A, and columns levels of some 
factor, B, it is common to talk about A and B ef-
fects on the cell means.) The two-way structure can 
be represented through assumptions that 
Wijk = µ + °'i + (3j + Eijk (34) 
or 
Wijk = µ+a; + (31 + a(3ij + Eijk (35) 
under several possible interpretations of the ai, (31, 
and potentially the af3ij (µ is always treated as an 
unknown parameter, and the Eijk are usually taken to 
be iid N ( 0, a 2 )). Standard "random effects" ass ump-
t ions on the terms in Equations (34) or (35) are that 
the effects of a given type are iid random draws from 
some mean 0 normal distribution. Standard "fixed 
effects" assumptions on the terms in Equations (34) 
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or (35) are that effects of a given type are unknown 
parameters. 
A particularly important standard application of 
two-way random effects analyses in measurement-
system capability assessment is to gauge R&R stud-
ies. In the most common form of such studies, each 
of I different items/parts arc measured several times 
by each of J different operators/technicians with a 
fixed gauge as a way of assessing measurement preci-
sion obtainable using the gauge. With parts on rows 
and operators on columns, the resulting data can be 
thought of as having two-way structure. (It is com-
mon practice to make all nij the same, though noth-
ing really requires this or even that all nij > 0, ex-
cept for the availability of simple formulas and/or 
software for frcquentist analysis.) So we will here con-
sider the implications of Equations (34) and (35) in 
a case where 
Wijk = Yijk 
= the kth measurement of part i by operator j. 
Note that, for all versions of the two-way model ap-
plied to gauge R&R studies, the standard deviation 
a quantifies variability in measurement of a given 
part by a given operator, the kind of measurement 
variation called "repeatability" variation in the "Fre-
quentist and Bayesian Inference for a Single Standard 
Deviation" and "One-Way Random-Effects Analyses 
and Measurement" sections. 
Two-Way Models Without Interactions and Gauge 
R&R Studies 
To begin (either for all ai and (3j fixed effects or 
conditioning on the values of random row and column 
effects), the model in Equation (34) says that the 
mean measurement on item i by operator j is 
(36) 
Now, if one assumes that each measurement "gauge" 
consisting of operator j using the gauge being studied 
(in a standard manner, under environmental condi-
tions that are common across all measurements, etc.) 
is linear, then, for some operator-specific bias Iii, the 
mean measurement on item i by operator j is 
Xi+ ijj 
(for the ith measurand Xi ). 
(37) 
Treating the column effects in Equation (36) as 
random and averaging produces an average row i 
cell mean (under the two-way model with no inter-
actions) 
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and treating the operator biases in Equation (37) as 
random with mean µ 8 produces a row i mean opera-
tor average measurement 
Then combining these, it follows that, applying a 
random-operator-effects two-way model in Equation 
(34) under an operator linearity assumption, one is 
effectively assuming that 
O'.i =Xi+ µ5 - µ 
and thus that differences in ai 's are equally differ-
ences in measurands Xi (and so, if the row effects are 
assumed to be random, a a = ax). 
In a completely parallel fashion, applying a 
random-part-effects two-way model in Equation (34) 
under an operator linearity assumption, one is as-
suming that 
(3j = lij + µx - µ 
and thus that differences in (3j 's are equally differ-
ences in operator-specific biases lij (and so, if col-
umn effects are assumed to be random), a f3 = a 0 is 
a measure of "reproducibility" variation in the lan-
guage of the "Multiple Measurement Methods" and 
"One-Way Random-Effects Analyses and Measure-
ment" sections. 
Two-Way Models with Interactions and Gauge R&R 
Studies 
Equation (37) of the "Two-Way Models Without 
Interactions and Gauge R&R Studies" section, ap-
propriate when operator-gauge "gauges" are linear, 
implies that the no-interaction form in Equation (36) 
is adequate to represent any set of measurands and 
operator biases. So, if the more complicated relation-
ship 
(38) 
for the mean measurement on item i by operator j (or 
conditional mean in the event that row, column, or 
cell effects arc random) from the model in Equation 
(35) is required to adequately model measurements 
in a gauge R&R study, the interactions af3ij must 
quantify nonlinearity of operator-gauge gauges. 
Consider then the gauge R&R application of the 
version of the two-way model where all of row, col-
umn, and interaction effects are random. The stan-
dard deviation a af3 (describing as it does the dis-
tribution of the interactions) is a measure of over-
all nonlinearity, and inference based on the model 
in Equation (35) that indicates that this parameter 
www.asq.org 
56 STEPHEN VARDEMAN ET AL. 
is small would be evidence that the operator-gauge 
gauges are essentially linear. 
Lacking linearity, a reasonable question is what 
should be called "reproducibility" variation in cases 
where the full complexity of the form in Equation 
(38) is required to adequately model gauge R&R 
data. An answer to this question can be made by 
drawing a parallel to the one-way development of 
the "One-Way Random Effects Analyses and Mea-
surement" section. Fixing attention on a single part, 
one has (conditional on that part) exactly the kind 
of data structure discussed in the "One-Way Ran-
dom Effects Analyses and Measurement" section. 
The group-to-group standard deviation (CT" in the 
notation of the previous section) quantifying varia-
tion in group means, is in the present modeling 
JCT~+ CT;f3, 
quantifying the variation in the sums (3j +af3ij (which 
are what change cell mean to cell mean in form in 
Equation (38) as one moves across cells in a fixed 
row of a two-way table). It is thus this parametric 
function that might be called CTreproducibility in an ap-
plication of the two-way random effects model with 
interactions to gauge R&R data. 
Further, it is sensible to define the parametric 
function 
2+2 _/2+2+2 CTR&R = CT CT reproducibility - V CT f3 CT<>f3 CT ' 
the standard deviation associated by the two-way 
random-effects model with interactions with (for a 
single fixed part) a single measurement made by 
a randomly chosen operator. With this notation, 
the parametric functions CTR&R and its components 
CTrepeatability = CT and CTreproducibility are of interest to 
practitioners. 
Analyses of Gauge R&R Data 
Two-way random-effects analogues of the Bayes-
ian analyses presented before in this exposition are 
more or less obvious. With independent improper 
U ( -oo, oo) priors for all fixed effects and the log stan-
dard deviation of E's and appropriate proper priors 
for the other standard deviations, it is possible and 
effective to use WinBUGS to find posterior distri-
butions for quantities of interest (for example, CTR&R 
from the "Two-Way Models with Interactions and 
Gauge R&R Studies" section. For more details and 
some corresponding WinBUGS code, see Weaver et 
al. (2012). 
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Some Complications 
The simplest approaches to model, quantify, and 
mitigate the effects of measurement error do not take 
account of all the complications that arise in many 
measurement contexts. We consider how the follow-
ing complications can be handled: destructive assay, 
carryover effects, nonconstant variation, rounding, 
and censoring. 
Some measurement methods are inherently de-
structive and cannot be used repeatedly for a given 
measurand. This situation makes evaluation of the 
quality of a measurement system problematic at best, 
and only indirect methods of assessing precision and 
bias are available. 
It is common for sensors used over time to pro-
duce measurements that exhibit "carry-over" effects 
from "the last" measurement produced by the sen-
sor because changes in a measured physical state can 
lag behind actual changes in that state. This effect is 
known as hysteresis. For example, temperature sen-
sors often read "high" in dynamic conditions of de-
creasing temperature and read "low" in dynamic con-
ditions of increasing temperature, thereby exhibiting 
hysteresis. 
In developing a measurement method, one wants 
to reduce any important systematic effects on mea-
surements of recogni•mble variables other than the 
measurand. Where some initial version of a measure-
ment method does produce measurements depending 
in a predictable way on a variable besides the mea-
surand and that variable can itself be measured, the 
possibility exists of computing and applying an ap-
propriate correction for the effects of that variable. 
For example, performance of a temperature sensor 
subject to hysteresis effects might be improved by 
adjusting raw temperatures by using temperatures 
read at immediately preceding time periods. 
The simplest measurement contexts are those 
where a method has precision that does not depend 
on the measurand. "Constant variance" statistical 
models and methods are simpler and more widely 
studied than those that allow for nonconstant vari-
ance. But where precision of measurement is measur-
and dependent, it is essential to recognize that fact 
in modeling and statistical analysis. One of the great 
virtues of the Bayesian inferential paradigm that we 
employ is its ability to easily incorporate features 
such as nonconstant variance into an analysis. 
It is obvious that digital displays express a mea-
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surement only to the stated gauge resolution ( "num-
ber of digits"). But all measurements are in effect 
expressed only "to some number of digits" so, if mea-
surands are viewed as real (infinite number of deci-
mal places) numbers, rounding means that there is 
quantization error or digitalization error that should 
be accounted for when modeling and using measure-
ments. When one reports a measurement as 4.1 mm 
what is typically meant is "between 4.05 mm and 
4.15 mm". So, strictly speaking, 4.1 is not a real num-
ber, and the practical meaning of ordinary arithmetic 
operations applied to such values is not completely 
clear. Sometimes this issue can be safely ignored but, 
in other circumstances, it cannot. Ordinary statisti-
cal methods of the sort presented in nearly every in-
troduction to the subject implicitly assume that the 
numbers used are real numbers. A careful handling 
of the quantization issue therefore requires rethink-
ing to develop appropriate statistical methods, and 
we will find the notion of interval censoring/ rounding 
to be helpful in this regard. We note here that, de-
spite the existence of a large literature on the subject 
of rounding error, much of it in electrical engineer-
ing venues, we consider many published treatments 
of quantization error as independent of the measure-
ment and uniformly distributed, to be unsatisfactory 
for reasons given in Burr et al. (2012) and Vardeman 
(2005) related to the need for appropriate partition-
ing of errors due to pure measurement, to rounding, 
and to gauge bias. 
Quantization might be viewed as one form of 
"coarsening" of observations in a way that poten-
tially causes some loss of information available from 
measurement, because corresponding to a real-valued 
measurand there is a real-valued measurement that 
is converted to a digital response in the process of 
reporting. There are other similar but more extreme 
possibilities in this direction that can arise in partic-
ular measurement contexts. There is the possibility 
of encountering a measurand that is "off the scale" of 
a measuring method. It can be appropriate in such 
contexts to treat the corresponding observation a's 
"left-censored" at the lower end of the measurement 
scale or "right censored" at the upper end. A poten-
tially more problematic circumstance arises in some 
chemical analyses, where an analyst may record a 
measured concentration only as below some "limit 
of detection". (This use of the terminology "limit of 
detection" is distinct from a second one common in 
analytical chemistry contexts. If a critical limit is set 
so that a "blank" sample will rarely be measured 
above this limit, the phrase "lower limit of detec-
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tion" is sometimes used to mean the smallest measur-
and that will typically produce a measurement above 
the critical limit. See pages 28-34 of Vardeman and 
Jobe (1999) in this regard.) This phrase often has 
a meaning less concrete and more subjective than 
simply "off scale" and reported limits of detection 
can vary substantially over time and are often not 
accompanied by good documentation of laboratory 
circumstances. But unless there is an understanding 
of the process by which a measurement comes to be 
reported as below a particular numerical value that 
is adequate to support the development of a prob-
ability model for the case, little can be done in the 
way of formal use of such observations in statistical 
analyses. 
Related to the notion of coarsening of observa-
tions is the possibility that final measurements are 
produced only on some ordinal scale. At an extreme, 
a test method might produce a pass/fail or 1/0 mea-
surement. It is possible, but not necessary, that such 
a result comes from a check as to whether some real-
number measurement is in an interval of interest. 
Whether ordinal measurements are coarsened ver-
sions of real-number measurements or are somehow 
arrived at without reference to any underlying inter-
val scale, the meaning of arithmetic operations ap-
plied to them is unclear; simple concepts, such as bias 
as in Definition 6, are not directly relevant. The mod-
eling of measurement error in this context requires 
something other than the most elementary proba-
bility models and realistic statistical treatments of 
such measurements must be made in light of these 
less common models. 
Quantization/Digitalization/Rounding and 
Other Interval Censoring 
For simplicity and without loss of generality, sup-
pose that, while measurement y is real-valued, it is 
only observed to the nearest integer. (If a measure-
ment is observed to the kth decimal, then multiplica-
tion by lOk produces an integer-valued observed mea-
surement with units 10-k times the original units.) 
Let lYJ stand for the integer-rounded version of y. 
The variable lYJ is discrete and, for integer i, the 
model J(y I x) for y implies that, for measurand x, 
P[lyJ = i Ix] = 1~+55 J(y I x)dy (39) 
and the model f(y I x, z) implies that, for measur-
and x and some identifiable and observed vector of 
variables z affecting the distribution of measurement 
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error, 
l i+.5 P[LyJ = i I x, z] = i-.5 f(y Ix, z)dy. ( 40) 
Limits of integration could be changed to i and i + 1 
in situations where the rounding is "down" rather 
than to the nearest integer. 
Now, the bias and precision properties of the dis-
crete variable LY J under the distribution specified 
by either Equations ( 39) or ( 40) are not the same 
as those of the continuous variable y specified by 
f(y I x) or f(y I x, z). For example, in general for 
Equation (39) and f(y Ix), 
E[LyJ Ix] =f. µ(x) and Var[LyJ Ix] =f. 0"2(x). 
The differences between the means and between the 
variances of the continuous and digital versions of y 
are small, but not always. And, as shown in Burr et 
al. (2012), even small differences between the contin-
uous and digital versions of y can accumulate sub-
stantially over batches of measurements. Therefore, 
the safest route to a rational analysis of quantized 
data is through the use of distributions specified by 
Equations (39) or (40). Recall our previous remarks 
about a popular but technically incorrect (and po-
tentially quite misleading) method of recognizing the 
difference between y and LY J is through what elec-
trical engineers call "the quantization noise model" . 
This model treats the "quantization error" 
q = LYJ - y ( 41) 
as a random variable uniformly distributed on 
(-.5, .5) and independent of y. This is simply an 
unrealistic description of q, which is a deterministic 
function of y (hardly independent of y!) and rarely 
uniformly distributed. (Some implications of these is-
sues are discussed in elementary terms in Vardeman 
(2005). A more extensive treatment of the matter 
can be found in Burr et al. (2011a) and the refer-
ences therein.) 
The notation in Equation (1) models a digital 
measurement as 
LYJ = x + e + q. 
With this notation, a digital measurement is thus the 
measurand plus a measurement error plus a digital-
ization error. 
Equations (39) and ( 40) have their natural 
generalizations to other forms of interval censor-
ing/ coarsening of a real-valued measurement y. If 
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for a set of intervals {Ji} (finite or infinite in num-
ber and/or extent), when y falls into Ji one does not 
learn the value of y, but only that y E h appropri-
ate probability modeling of what is observed replaces 
conditional probability density f(y I x) on IR with 
conditional density f(y I x) on U{J;} and the set of 
conditional probabilities 
P[y E Ji I x] = ;,· f(y I x)dy 
I, 
or ' 
P[y E Ji I x,z] =I f(y I x,z)dy. 
For example, if a measurement gauge can read out 
only measurements between a and b, values below a 
might be called "left censored" and those to the right 
of b might be called "right censored." Sensible prob-
ability modeling of measurement would be through 
a probability density having its values on (a, b), and 
its integrals from -oo to a and from b to oo. 
Frequentist and Bayesian Inference from 
a Single Digital Sample 
From the "Frequentist and Bayesian Inference for 
a Single Mean" section on inference for a single mean, 
it is an important (but largely ignored) point that, 
if one applies limits in Equation (13) to iid digi-
tal/quantized measurements LYiJ, LY2J, ... , LYnJ, one 
gets inferences for the mean of the discrete distribu-
tion of LYJ, and NOT for the mean of the continuous 
distribution of y. As we remarked in the "Quanti-
zation/Digitalization/Rounding and Other Interval 
Censoring" section, these means may or may not 
be approximately the same. Here, we discuss infer-
ence methods different from limits in Equation (13) 
that can be used to employ quantized measurements 
in inference for the mean of the continuous distri-
bution, where we assume that measurements have 
been rounded. We will use the modeling ideas of the 
"Quantization/Digitalization/Rounding and Other 
Interval Censoring" section based on a normal model 
for underlying real-valued measurements y. 
Suppose that Y1, Y2, ... , Yn are modeled as iid 
N(µ, 0"2) (where depending on the data-collection 
plan and properties of the measurement method), 
the model parameters µ and O" can have any of the 
interpretations considered in the "Frequentist and 
Bayesian Inference for a Single Mean" and "Frequen-
tist and Bayesian Inference for a Single Standard De-
viation" sections. Available for analysis are integer-
valued versions of the Yi, LYd. For f(· I µ, 0"2), the 
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univariate normal pdf, the likelihood function (of the 
two parameters) is 
n llyi]+.5 
L(µ, u 2 ) = IJ . f(t I 11, u 2 )dt 
i=l Ly,J-.5 
( 42) 
and the corresponding log-likelihood function for µ 
and I= ln(u) is 
l (11, I) = In L(11, exp(21)) ( 43) 
and is usually taken as the basis of frequentist infer-
ence. 
One version of inference for the parameters based 
on the function in Equation ( 43) is roughly as fol-
lows. Provided that the range of the lYd is at least 
2, the function in Equation ( 43) is concave down, 
a maximizing pair (µ, 1) can, using standard fre-
quentist maximum likelihood theory, serve as a joint 
maximum-likelihood estimate of the vector, and the 
diagonal elements of the negative inverse Hessian for 
this function (evaluated at the maximizer) can ser~ 
as estimated variances for estimatorsµ and:;, say ul 
µ 
and ul. These point estimates lead to approximate 
' confidence limits for µ and I of the form 
µ ± z~ and :Y ± z~ 
I' r 
(for z a small upper percentile of the N(O, 1) distri-
bution) and the second of these provides limits for 
u 2 after multiplication by 2 and exponentiation. 
This kind of analysis can be implemented easily 
in some standard statistical software suites that do 
"reliability" or "life data analysis" as follows. If y is 
normal, then exp(y) is "log normal". The log-normal 
distribution is commonly used in life-data analysis 
and life data are often recognized to be "interval cen-
sored" and are properly analyzed as such. Upon en-
tering the intervals 
(exp( lYd - .5), exp( lYiJ + .5)) 
as observations and specifying a log-normal model in 
some life-data analysis routines, essentially the above, 
analysis will be done to produce inferences for IL and 
u 2 . For example, the user-friendly JMP statistical 
software (JMP, Version 9, SAS Institute, Cary, NC, 
1989-2011) will do this analysis. 
A different frequentist approach to inference for µ 
and u 2 in this model was taken in Lee and Varde-
man (2001, 2002). Rather than appeal to large-
sample theory for maximum-likelihood estimation as 
above, limits for the parameters based on profile 
log-likelihood functions (which involve substituting 
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maximum-likelihood parameter estimates in where 
the true parameter values are called for) were devel-
oped and extensive simulations were used to verify 
that their intervals have actual coverage properties 
at least as good as nominal even in small samples. 
The intervals for µ from Lee and Vardeman (2001) 
are of the form 
{µI s~pl(µ,1) > l(/i,:Y)- c}, ( 44) 
where, if 
c= !!'..in (1+ ~) 2 n-1 
for t the upper a point of the tn-1 distribution, the 
interval in Equation ( 44) has corresponding actual 
confidence level at least (1 - 2a) x 100%. The cor-
responding intervals for u are harder to describe in 
precise terms, but of the same spirit, and the reader 
is referred to Lee and Vardeman (2002) for details. 
The accuracy of the Hessian-based estimate of 
the variances of parameter estimates or the coverage 
properties of methods such as just described using 
the profile log-likelihood function are not generally 
known for small sample sizes; this is another reason 
that we typically prefer Bayesian methods, where all 
needed information is available in the posterior dis-
tribution. 
A Bayesian approach to inference for (µ, u 2 ) in 
this Digital-data context is to replace f (data I 
µ, exp(21)) in Equation (14) with L(µ, exp(21)) (for 
L defined in Equation ( 42)) and (with improper uni-
form priors on µ and I) use L(µ, exp(21)) to specify 
a joint posterior distribution for the mean and log 
standard deviation. No calculations with this can be 
done in closed form, but WinBUGS provides for a 
very convenient simulation from this posterior. Ex-
ample code is presented next. 
WinBUGS Code Set 2 
model { 
mu-dfiat() 
logsigma - dfiat() 
sigma<-exp (logsigma) 
tau<-exp(-2*logsigma) 
for (i in l:N) { 
L[i]<-R[i]-.5 
U[i]<-R[i]+.5 
} 
for (i in l:N) { 
Y[Wdnorm(mu,tau) I(L[i],U[i]) 
} 
www.asq.org 
60 STEPHEN VARDEMAN ET AL. 
} 
#here are the hypothetical data again 
list(N =5,R=c( 4,3,3,2,3)) 
#here is a possible initialization 
list(mu=7,logsigma=2) 
It is valuable to run both WinBUGS Code Set 1 
(in the "Frequentist and Bayesian Inference for a Sin-
gle Mean" section) and WinBUGS Code Set 2 and 
compare the approximate posteriors they produce. 
The posteriors for the mean are not very different. 
But there is a noticeable difference in the posteriors 
for the standard deviations. In a manner consistent 
with well-established statistical folklore, the poste-
rior for Code Set 2 suggests a smaller standard de-
viation than does that for Code Set 1. It is widely 
recognized that ignoring the effects of quantization/ 
digitalization typically inflates one's perception of 
the standard deviation of an underlying continuous 
distribution. This is clearly an important issue in 
modern digital measurement. 
It is worth noting that a similar modification of 
WinBUGS Code Set 2 provides a straightforward in-
ference method for µ 1 - µ 2 from the "Frequentist 
and Bayesian Two-Sample Inference for a Difference 
in Means" section in the case of two digital samples. 
Finally, modification of WinBUGS Code Set 2 for 
the case of two samples allows comparison of a 1x and 
a2x from the "Frequentist and Bayesian Two-Sample 
Inference for a Ratio of Standard Deviations" section 
based on digital data. 
Concluding Remarks 
Our goal has been to outline the relevance of 
statistics to metrology for physical science in gen-
eral terms. The particular statistical methods and 
applications to metrology introduced in the "Sim-
ple Statistical Inference and Measurement (Type A 
Uncertainty Only)" to "Some Complications" sec-
tions barely scratch the surface of what is possible or 
needed. This area has huge potential for both stim-
ulating important statistical research and providing 
real contributions to the conduct of science and en-
gineering. In conclusion here, we mention (with even 
less detail than we have provided in what has gone 
before) some additional opportunities for statistical 
collaboration and contribution in this area. 
Other Measurement Types 
Our treatment has been for univariate and essen-
tially real-valued measurements and simple statisti-
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cal methods for them. But these are appropriate in 
only the simplest of the measurement contexts met 
in modern science and engineering. Sound statistical 
handling of measurement variability in other data 
types is also needed and, in many cases, new model-
ing and inference methodology is needed to support 
this. 
In one direction, new work is needed in appropri-
ate statistical treatment of measurement variability 
in the deceptively simple-appearing case of univariate 
ordinal "measurements" (and even categorical "mea-
surements" ) . De Mast and van Wieringen ( 2010) is 
an important recent effort in this area and makes 
some connections to related literature in psychomet-
rics. 
In another direction, modern physical measure-
ment gauges increasingly produce highly multivariate 
essentially real-valued measurements. Sometimes the 
individual coordinates of these concern fundamen-
tally different physical properties of a specimen, so 
that their indexing is more or less arbitrary and ap-
propriate statistical methodology needs to be invari-
ant to reordering of the coordinates. In such cases, 
classical statistical multivariate analysis is poten-
tially helpful. But the large sample sizes needed to 
reliably estimate large mean vectors and covariance 
matrices do not make widespread successful metrol-
ogy applications of textbook multivariate analysis 
seem likely. 
On the other hand, there are many interest-
ing modern technological multivariate measurement 
problems where substantial physical structure gives 
natural subject matter meaning to coordinate index-
ing. In these cases, probability modeling assumptions 
that tie successive coordinates of multivariate data 
together in appropriate patterns can make realistic 
sample sizes workable for statistical analysis. One 
such example is the measurement of weight fractions 
(of a total specimen weight) of particles of a granular 
material falling into a set of successive size categories. 
See Leyva et al. (2013) for a recent treatment of this 
problem that addresses the problem of measurement 
errors. Another class of problems of this type con-
cerns the analysis of measurements that are effec-
tively (discretely sampled versions of) "functions" of 
some variable, t (that could, for example, be time, or 
wavelength, or force, or temperature, etc.). 
Specialized statistical methodology for these ap-
plications needs to be developed in close collabora-
tion with technologists and metrologists almost on 
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a case-by-case basis, every new class of gauge and 
experiment calling for advances in modeling and in-
ference. Problems seemingly as simple as the mea-
surement of 3-d position and orientation (essential 
to fields from manufacturing to biomechanics to ma-
terials science) involve multivariate data and very in-
teresting statistical considerations, especially where 
measurement error is to be taken into account. For 
example, measurement of a 3-d location using a co-
ordinate measuring machine has error that is both 
location-dependent and (user-chosen) probe path-
dependent (matters that require careful characteri-
zation and modeling for effective statistical analysis). 
Three-dimensional orientations are most directly de-
scribed by orthogonal matrices with positive deter-
minant and require nonstandard probability models 
and inference methods for the handling of measure-
ment error. (See, for example, Bingham et al. (2009) 
for an indication of what is needed and can be done 
in this context.) 
Finally, much of modern experimental activity in 
a number of fields (including drug screening, "combi-
natorial chemistry" , and materials science) follows a 
general pattern called "high throughput screening", 
in which huge numbers of experimental treatments 
are evaluated simultaneously so as to "discover" one 
or a few that merit intensive follow-up. Common 
elements of these experiments include a very large 
number of measurements and complicated or (rel-
ative to traditional experiments) unusual blocking 
structures corresponding to, for example, microar-
ray plates and patterns among robotically-produced 
measurements. In this context, serious attention is 
needed in data modeling and analysis that ade-
quately accounts for relationships between measure-
ment errors and/or other sources of random noise, 
often regarded as "nuisance effects" . 
Measurement and Statistical Experimental 
Design and Analysis 
Consideration of what data have the most poten-
tial for improving understanding of physical system~ 
is a basic activity of statistics. This is the sub-area 
of statistical design and analysis of experiments. We 
have said little about rnetrology and statistically-
informed planning of data collection in this article. 
But there are several ways that this statistical exper-
tise can be applied (and further developed) in collab-
orations with metrologists. 
In the first place, in developing a new measure-
ment technology, it is desirable to learn how to make 
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it insensitive to all factors except the value of a mea-
surand. Experimentation is a primary way of learning 
how that can be done, and statistical experimental 
design principles and methods can be an important 
aid in making that effort efficient and effective. Fac-
torial and fractional factorial experimentation and 
associated data analysis methods can be employed 
in "ruggedness testing" to see if environmental vari-
ables (in addition to a measurand) impact the output 
of a measurement system. In the event that there 
are such variables, steps may be taken to mitigate 
their effects. Beyond the possible simple declaration 
to users that the offending variables need to be held 
at some standard values, there is the possibility of 
reengineering the measurement method in a way that 
makes it insensitive to the variables. Sometimes logic 
and physical principles provide immediate guidance 
in either insulating the measurement system from 
changes in the variables or eliminating their impact. 
Other times, experimentation may be needed to find 
a configuration of measurement-system parameters 
in which the variables are no longer important, and 
again statistical design and analysis methods become 
relevant. This latter kind of thinking is addressed in 
Dasgupta et al. (2010). 
Another way in which statistical planning has the 
potential to improve measurement is by informing 
the choice of which measurements are made. This in-
cludes but goes beyond ideas of simple sample-size 
choices. For example, statistical modeling and anal-
ysis can inform choice of targets for touching a physi-
cal solid with the probe of coordinate measuring ma-
chine if characterization of the shape or position of 
the object is desired. Statistical modeling and anal-
ysis can inform the choice of a set of sieve sizes to be 
used in characterizing the particle-size distribution 
of a granular solid. And so on. 
The Necessity of Statistical Engagement 
Most applied statisticians collaborate with scien-
tists, planning data collection and executing data 
analysis in order to help learn "what is really go-
ing on". But data don't just magically appear. They 
come to scientists through measurement and with 
measurement error. It then only makes sense that 
statisticians understand and take an interest in help-
ing mitigate the "extra" uncertainty their scientific 
colleagues face as users of imperfect measurements. 
We hope this article proves useful to many in joining 
these efforts. Possible related articles could empha-
size topics we omitted, such as sample-size require-
ments for effective estimation of measurement vari-
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ances, graphical and quantitative methods to help ex-
amine data to guide likelihood selection, and model 
diagnostics to confirm that likelihood selection is de-
fensible. 
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