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Abstract 
Users querying a Database System get returned a set of data with no indication of the 
qualitative value of that data, so the presumptions have to be that data is perfect, 
original and atomic. Existing database systems are based on these Presumptions of 
Perfection, Primary Authorship, and Atomicity. However, we know these presumptions 
are invalid through a considerable body of existing research. Therefore, this research 
seeks to challenge these presumptions. 
Our research hypothesis was to identify usable quality criteria to meassure and assess 
data quality of data sources at multiple leveles of granularity, and derived data. These 
can be enhanced by the use of provenance, and the qualitative measures can be used to 
derive ranking of data sources based on the specification of context by the users 
utilising this known criteria, all within heterogeneous multi-database environment. 
We propose a Data Quality Manager (DQM) composed by a generic Data Quality 
Reference Model, a Measurement Model, and an Assessment Model. The Reference 
Model provides a new general structured classification of existing data quality 
properties considering different user perspectives. The Measurement Model extends 
existing metrics for the estimation of data quality at database, relation, tuple and 
attribute levels of granularity, which is novel. The assessment of derived data through 
the use of data provenance is novel. We identify a new assessment-oriented 
classification based on the levels of granularity assessed. The facility to permit users to 
define query context in terms of quality criteria, quality prorities, and levels of 
granularity is also novel. 
We implemented the DQM as a proof of concept of our hypothesis and demonstrate that 
the prototype performs approapriately according to specific requirements and can 
provide qualitative information, which varies according to the context. 
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Chapter I Introduction 
1.1 Introduction 
Users querying a Database System get returned a set of data with no indication of the 
qualitative information of that data, so the presumption has to be that data is 100% 
perfect. Most of the existing database systems are based on this "Presumption of 
Perfection". This is inappropriate because we know that not all data in a database are 
necessarily perfect, "Real world data is dirly " [Hemandez98]. 
When data that is coming from a data source without any other information, users have 
to assume that the source is a primary data source and that the data value is atomic. 
However, given the fact of the explosion of online databases created dynamically it is 
highly unlikely that in any data source all the data would have been primarily authored 
for that database or that all the values in there are necessarily atomic. These 
presumptions, the "Presumption of Primary Authorship", and the "Presumption of 
Atomicity" exist because we have no other way of dealing with data coming from data 
sources in the existing situation. 
Typically, different systems can give you conflicting answers to the same question 
"Good answersfrom bad data" [Kno95]. Extensional data inconsistencies are derived 
from the integration of independent, distributed data sources. Syntactic and semantic 
inconsistencies are revealed from the differences between schema, representation, and 
data values among the participant data sources [Motro98]. 
We therefore need to be able to identify mechanisms, by which we can determine the 
original source of data and the original atomic values, which could be used for derived 
data quality estimation. 
We present a Data Quality Manager that provides data consumers with qualitative 
information of data sources, and derived data within heterogeneous multi-data source 
environment. Therefore, such qualitative information is given at multiple levels of 
granularity. This qualitative information could help users when facing extensional data 
inconsistencies. 
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Rather than the presumption of perfection, we have identified from existing research a 
set of quality criteria to provide accurate measures of quality for each item of data 
returned from the data source. Rather than the presumption of primary authorship, we 
used data provenance as a mechanism to identify the origination of data within data 
sources, and cascade qualitative information along the ancestor trail. Rather than the 
presumption of atomicity, we can now either assure the user the daia is atomic or 
identify that it is a composed data and identify the atomic values from it was generated. 
1.2 Problem Definition 
In an effort to control data, a number of approaches for data integration have been 
developed such as Enterprise Application Integration (EAI) [Linthicum99], and 
Enterprise Information Integration (EII) [Fense]05]. Even, taking an application 
oriented approach by installing Customer Relationship Management (CRM) [Rajola03] 
or Enterprise Resource Planning (ERP) systems to aggregate and manage enterprise 
data [Shtub99]. However, "Each approachfocuses on the movement or synchronization 
of data not the quality of data itself' [Loshin05b], and "Developers have to create 
transformation programs manually to deal with heterogeneous data sources in a 
company" [Fense]05]. Therefore, the direct consequences are poor data quality and 
extensional data inconsistencies [Motro93]. 
In addition to these enterprise approaches, a considerable body of research over a period 
of 35 years in heterogeneous databases has also considered and attempted to resolve the 
issues of extensional inconsistencies [Sheth90], [Sheth92], [MacKinnon98], 
[ElKathibOO]. 
Integration of schemas on existing databases into a global unified schema, is an 
approach developed over 20 years ago [Batini86]. However, few approaches have 
focused on the data value level [Anokhin0l]. Data is dependent not only on the data 
design such as establishing correct constraints validation [Wand96], but also on how 
data was generated e. g. data fusion, data transformation, or data replication. Therefore, 
data quality degradation is a consequence. "Although the quality and integrity of the 
data at each individual component database can be high, conceming the integrated, 
global view of data, quality and integrity can be poor" [Gertz98b]. 
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In the background section of this thesis, we consider previous approaches to deal with 
poor data quality and data inconsistencies during the data integration processes. After 
this review, it can be seen that users are unable to trust one data source more than other. 
This situation is mainly because users have not been considered by establishing which 
quality criteria shall be used to determine the most convenient data for them. Allowing 
the user the opportunity to identify the criteria that are the most important to them 
profiles the user in that context. 
In summary, user priorities, generation of data, and data quality differences among the 
participating sources have not been fully addressed for coping with extensional data 
inconsistencies during the process of information integration. 
1.3 Motivations for Research 
The prime motivation for the research is that when users query a database system, they 
get returned a set of data which is inherently presented as perfect, original, and atomic. 
Users have no information by which to judge its quality and whether data comes from a 
number of data sources or by a transformation function. 
We therefore present a Data Quality Manager (DQM) for the measurement, and 
assessment of the quality of derived data, and data at different levels of granularity 
within a multi data source environment based on a set of quality critcria, and data 
provenance to return qualitative information to the users. 
It would be reasonable to assume that by providing data consumers with qualitative 
information, they could utilise it to deal with extensional data inconsistencies. 
When the research began we were focused on the consideration of the issues of data 
quality in providing qualitative information to users querying databases. Through the 
process of the research these were clarified by considering data provenance as described 
in Chapter 4 which gives us the following research hypothesis. 
1.4 Research Hypothesis 
"It is possible to identify usable data quality criteria to measure and assess data quality 
of derived data, and data at multiple levels of granularity. These can be enhanced by 
the use of provenance, and the qualitative measures can be used to derive a ranking of 
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data sources based on the specification of context by the users in a heterogeneous 
multi-database environment". 
1.5 Thesis Objectives 
The objectives of the research to fulfil the research hypothesis are as follows: 
1. The identification from existing research of a set of data properties as quality 
indicators to measure, assess and rank data sources, namely the Data Quality 
Reference Model (DQRM) referred to in Section 3.4. 
2. The identification of existing metrics to be used as data quality measurement 
instruments at database, relation, and attribute levels of granularity of primary 
data sources, namely the Data Quality Measurement Model (DQMM), detailed 
in Section 3.5. 
3. The identification of existing processes required to represent, to interpret, and to 
assess data quality, namely the Data Quality Assessment Model, (DQAM), see 
Section 3.5. 
4. The implementation of a data provenance algorithm to help assessment 
processes for derived data sources, refer-red to in Chapter 4. 
5. The identification and implementation of existing Multi-Attribute Decision 
Making methods to provide an overall quality score to rank data sources, 
covered in Chapter 5. 
6. The design and development of a prototype as a proof of concept for direct user 
input of the query, quality properties and priorities, covered in Chapter 6. 
7. Demonstrate that the prototype performs appropriately according to the specified 
requirements and can provide qualitative information, which varies 
appropriately according to the context. See Chapter 7 for further dctail. 
1.6 Contributions to Research 
We have addressed each of the above objectives during the course of this thesis. 
Through this, we show how the development of the Data Quality Manager is based on 
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research already carried out in an isolated mode [NaumannOO], [Burgess03b], [GertzO4] 
but provides a novel approach to the utilisation of that previous approach. 
The DQM is novel because: 
It proposes the management of representation and assessment of data quality 
when data is integrated from multiple sources with known provenance. 
e The identification of a set of usable quality criteria in a generic Reference Model 
is novel. The Reference Model classifies data quality properties considering 
different user perspectives. Most of the existing classifications of data quality 
are context related or focused on specific user perspective. 
For the assessment of data quality at different levels of granularity and for 
derived data utilising the reference model, users specify the context of the query 
by selecting which criteria they wish the calculations to be based on. 
The facility to provide users with qualitative information relative to the 
originations of data, and the elements from which data was compound are also 
novel. 
To be able to bring together the different qualitative measures and produce a 
single score which can be applied at different levels of granularity utilising 
known approaches by user selection. 
* This work has been done within heterogeneous multi-database environment. 
1.7 Thesis Outline 
The remainder of this thesis is organised as follows: 
Chapter 2 Background 
This chapter presents an extensive analysis of the present work concerned with data 
quality and resolution of data inconsistencies. To date, none of them have measured and 
assessed data quality at different levels of granularity, nor for derived data. An 
important feature was to develop expressive data quality models and tools that help 
users and Information Technology (IT) managers to capture and analyze the state of 
data quality within an Information System (IS). 
Maria del Pilar Angeles 5 PhD Thesis - 2007 
Management of Data Quatity when Integrating Data with Known Provenance 
Chapter 3 The Data Quality Manager 
This chapter describes a conceptual framework for data integration considering the Data 
Quality Manager (DQM) followed by the discussion of the Reference Model, the 
Measurement Model, and the Assessment Model, which make up the DQM. 
We present a Generic Quality Reference Model, based on existing research that 
summarizes data quality properties from different user perspectives, includes 
uniqueness as a quality criterion, and provides a general structured classification. 
The Measurement Model contains identified metrics from existing research. Such 
metrics have been extended to measure at database, relation, and attribute levels of 
granularity for original data sources. 
We identified a new assessment-oriented classification based on the level of granularity 
assessed: direct assessment and indirect assessment. 
Chapter 4 Data Provenance 
The Data Provenance Chapter illustrates the implementation of an algorithm for 
extracting data provenance and its associated quality properties from each ancestor to 
help the assessment processes as an extension of the Assessment Model. 
Within the Data Quality Assessment Model, we present methods of assessment at 
different levels of granularity for a number of data quality properties such as accuracy, 
uniqueness, currency, timeliness, volatility and response time. 
The Data Quality Assessment Model considers Data Provenance as a helpful 
mechanism for the assessment of data quality of derived data. 
The Assessment Model adds assessment by provenance to the classification identified in 
Chapter 3. 
Chapter 5 Multi Attribute Decision Making (MADM) 
The MADM Chapter discusses the MADM problem in terms of data quality criteria, its 
scores and priorities. We next discuss the scaling criteria methods, the specification of 
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quality priorities by weighting normalization, a brief analysis and evaluation of the 
available ranking methods. The chapter concludes with some recommendations 
regarding which ranking method to use based on the scaling methods. 
The outcome of this chapter is the provision of a mechanism to provide a quality score 
for data at different levels of granularity within a system, which is novel. , 
Chapter 6 Design and Implementation 
The purpose of this chapter is to identify the requirements and to consider them for the 
design, and the implementation of a prototype as a proof of concept of our. hypothesis. 
Chapter 7 Test and Experimentation 
This chapter tests the potential capabilities of the prototype by implementing the TPC-C 
and TPC-H benchmark database suites. The objective was to demonstrate that the 
prototype performs appropriately in terms of achievement of requirements, and can 
provide qualitative information, which varies appropriately acording to the specification 
of context. 
Chapter 8 Conclusions and Future Work 
The chapter reviews the outcomes of the previous chapters, explaining how this thesis 
has addressed the objectives along with the contributions to research, conclusions, 
DQM limitations, and future work. 
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Chapter 2 Background 
2.1 Introduction 
This thesis addresses two main areas: On the one hand, Data Integration is concerned 
with matching, merging or linking data from a variety of disparate sources. On the other 
hand, Data Quality is concerned with measuring, profiling, correcting, standardizing, 
verifying, and improving data. 
The aim of this chapter is to establish the context and background regarding the 
problem of extensional inconsistencies during data integration as well as how data 
quality can help to deal with them. Therefore, the first section will introduce a summary 
of Data Integration on Heterogeneous Systems. We then proceed to the discussion of a 
number of data quality definitions, classifications, metrics, and assessment methods 
from previous research, according to their different perspectives, application domains 
and limitations. We next present how data quality has been addressed during data 
integration, and finally this chapter concludes with the lessons learned from previous 
work and the potential areas of development in terms of our research. 
2.2 Data Integration In Heterogeneous Databases 
Data integration is the process of extracting and merging data from multiple 
heterogeneous sources to be loaded into an integrated information resource [Batini86]. 
Database integration is divided by Motro and Rakov [Motro98] into two main problems, 
intensional and extensional inconsistencies. Intensional are related to resolving the 
structural and schematic differences between the component databases. Extensional 
inconsistencies are related to reconciling the data differences among the participating 
databases. 
Solving structural, syntactical and semantic heterogeneities between source and target 
data has been a complex problem for data integration for a number of years [Batini86], 
[Sheth90], [MacKinnon98], [El-KhatibOO]. 
One solution to these problems has been developed through the use of a single global 
database schema that represents the integrated information with mappings from global 
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schema to local schemas, where each query to the global schema is translated to queries 
to the local databases using these mappings [Batini86]. 
The use of domain ontology, metadata, transformation rules, user and system constraints 
have resolved the majority of the problems of domain mismatch associated with 
schematic integration and global schematic approaches. However, even when all the 
mappings, semantic and structure heterogeneities are solved in the global schema, 
extensional consistencies may not have been achieved, because the data provided by the 
sources may be mutually inconsistent. At the same time, each autonomous component 
database deals with its own properties or domain constraints on data, such'as accuracy, 
reliability, availability, timeliness and cost of data access [Angeles04]. 
Several approaches to solve inconsistency between databases have been implemented: 
1. By reconciliation of data, also known as data fusion: different values become 
just one using a fusion function (i. e. average, highest, and majority), depending on the 
data semantic [Motro98]. 
2. Based on individual data properties: associated with each data source (i. e. how 
recent, complete or correct it is). These properties can be specified at different levels: 
the global schema design level, the query itself or in the profile of the user [Anokhin0l]. 
Ibis second approach is the subject of this thesis and consequently, an extensive review 
of definitions, classifications of data quality criteria, along with their corresponding 
metrics and measurement methods are presented in the following sections. 
2.3 Data Quality Definitions 
The subjective nature of the term Data Quality (DQ) has allowed the existence of 
general definitions such as ': fitness for use" in [Wang96], which implies that quality 
depends on customer requirements. 
The definition established by Redman et al in [Redman961, suggests that data quality 
can be obtained by comparing two data sources "A datum or collection of data X is of 
higher or (better) quality than a datum or collection of data Y if X meets customer needs 
better than Y". 
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Another definition is "The distance between data views presented by an Information 
System and the same data in the Real World" in [Wand96], which means that quality 
depends on the capacity of an information system to represent facts of the real world. 
Consequently, careful handling of data shall be done during its life cycle. 
Recently, data quality has been defined as "the capability of data to be used effectively 
economically and rapidly to infonn and evaluate decisions" [Karr05]. Such definition 
considers data quality not as the end but the means for making informed decisions. 
However, these definitions are not very useful when data quality requires to be 
evaluated. Consequently, data quality rather than being defined has been characterized 
by multi attributes or dimensions according to specific application domains, types of 
assessment or customer requirements for instance, that shall be accomplished in order to 
be suitable for use. 
As the determination of data quality is by comparing its corresponding attributes 
[Cavano78], [Redman96], this collection of attributes must be defined, classified, 
measured and compared in order to determine an overall quality. However, quality 
properties are often of a quantitative or qualitative nature, the former being easy to 
measure, but not the latter, which are subject to personal expertise. Furthermore, 
".. What may be considered good quality information in one case (for a specific 
application or user) may not be sufficient in another case" [Huang99], which means 
that even defining the quality attributes, and identifying their corresponding measures 
and assessment methods, the overall quality will depend on the specific priorities given 
by data consumers. 
2.4 Data Quality as a Multidisciplinary area 
The handling of Data quality is a multidisciplinary area, which has been addressed by a 
number of research disciplines such as management, statistics, and computer science 
The management researchers focus on control strategies for data manufacturing systems 
[Wang951, [Strong971. The statistical research started with mathematical theories for 
considering duplicates in statistical datasets, then with projects such as NISS, which is 
related to the measurement error and survey methodologies, data editing and record 
linkage [Karr051. The Computer Science perspective is concerned with how to "define, 
measure and improve the quality of electronic data, stored in databases, data 
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warehouses and legacy systems" [Scannapieco021 with projects such as DaQuincis 
detailed in [ScannapiecOO4], and FusionPlex explained in [Anhokin03]. 
2.4.1 The Management perspective 
The Massachusetts Institute of Technology (MIT) and the Cambridge Research Group, 
among other institutions, have co-founded the MIT Total Data Quality Management 
program (TDQM) [TDQM]. The aim of TDQM is to create a theory of data quality 
based on disciplines such as Computer Science, Statistics, and the Total Quality 
Management field, and is focused on the definition and measurement of data quality, the 
identification and analysis of data quality impact, and the redesign of business practices 
and implementation of new technologies to improve information quality. 
In Total Data Quality Management the concepts, principles and procedures are 
presented as a methodology, which defines the following continuous life cycle: define, 
measure, analyze and improve data as essential activities to ensure high quality, 
managing data as a product. 
2.4.2 The Statistical perspective 
The National Institute of Statistical Sciences (NISS) [NISS] and the Camegie Mellon 
University among other institutions are currently working on the project "Data 
Confidentiality, Data Quality and Data Integration for Federal Databases: Foundations 
to Software Prototypes". NISS is proposing a cross-disciplinary research (Management, 
Computer Science and Statistics), for the development of theory, methodology, and 
software prototypes that will be applied to actual statistical databases, to deal with 
privacy, protection, confidentiality, and high-quality statistical data. 
According to Alan F. Karr in [Karr05] statisticians have approached the consequences 
of poor data quality in different ways, mainly for data cleansing purposes such as: 
a Statistical data editing, an automated process of stepping through the data 
records and correcting them if they violate pre-specified constraints. 
Measurement Error and Survey Methodologies: which are concerned with the 
modes of collection, interviewers, surveys, designs, and detection and evaluation 
of errors. 
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n Probabilistic record linkage, which is concerned with methods for evaluating the 
likelihood that pairs of records in different files are semantic matches 
2.4.3 The Computer Science perspective 
The Database Management Systems have approached data quality at an isolated level 
mainly within relational databases at the management of transactions and the ACID 
properties, data entry level, database design, duplicate removal and record matching 
techniques. As Information Systems have become more complex, Data mining and 
Knowledge base systems are aimed to develop techniques that "discover" the quality 
"automatically" with only limited human guidance [Motro98]. Computer Science 
researchers consider the data quality problem as how to define, to measure and to 
improve the quality of electronic data, stored in databases, data warehouses and legacy 
systems [Scannapieco02]. 
From our point of view, such disciplines are complementary. First, the definition of 
relevant quality properties is required. Followed by the specification of strategies to 
control the manufacturing processes, such as design, representation, and instantiation of 
data. The next step could be the detection of possible errors, by the application of 
mathematical theories to develop measurement and assessment methods. Finally, the 
identification of mechanisms to improve data quality, in order to maintain a pre- 
specified level of data quality. 
The subject of this thesis from the Computer Science perspective is concerned with the 
identification, measurement, and assessment of data quality of derived data, and data 
sources at database, relation, attribute levels of granularity within multi-database 
environment to provide ranking of data sources based on the user specified context. 
2.5 Data Quality classifications 
This section is concerned with the identification and discussion of the quality properties 
available from previous research. 
2.5.1 An Ontologically based approach 
Richard Wang et al. in [Wang95] first proposed a definition of quality dimensions, and a 
framework for the analysis of data quality as a research area, based on IS09000 series. 
Yair Wand et al. one year later [Wand96] developed an ontologically based approach. 
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This model analyzed data quality based on discrepancies between the representational 
mapping from the real world (RW) to the Infonnation System (IS) and vice versa, 
through design and operational activities involved in the construction of an 
information system as an internal view. From an external point of view, an 
information system is considered as a black box with the functionality required for 
representing the real world system specified by the user. 
A real world system is properly represented if there exists an exhaustive mapping, and 
no two states in RW are mapped into the same state in IS. Four intrinsic data quality 
dimensions were identified: complete, unambiguous, meaningful and correct. 
Additionally mapping problems and data deficiency repairs were suggested. The 
analysis produced a classification of data quality dimensions as related to the internal or 
external views. However, data quality measurement methods were not addressed (See 
Table 2.1). 
Dimensions 
Internal view Data- related: 
(design Accuracy, reliability, timeliness, completeness, currency, consistency, 
operation) precision 
System-related: 
Reliabilit 
External view Data-related: 
(use, value) Timeliness, relevance, content, importance, sufficiency, usableness, 
usefulness, clarity, conciseness, freedom of bias, informativeness, level of 
detail, quantitativeness, scope, interpretability, understandability. 
System-related: Timeliness, flexibility, format, efficiency 
TABLE 2.1 CLASSIFICATION BASED ON INTERNAL OR EXTERNAL VIEW FROM [WANG961 
2.5.2 Data Quality for the Information Age 
Thomas Redman considers data as a triplet of conceptual model, data value, and data 
representation, and their correspondence with the data life cycle model activities 
("define view", "obtain values" and "present results") [Redman96]. The set of data 
quality properties derived from each step of these activities, might help on the internal 
and external perspectives of data quality. 
Therefore, such classification is suitable for use across different application domains at 
the data level. As we are not interested in any specific context, such classification could 
be considered for our generic Reference Model. See Table 2.2 for further detail. 
Nevertheless, this approach did not address measurement methods. 
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Conceptual View 
Content Relevance Obtainability 
Clarity of Definition 
Scope Comprehensiveness Essentialness 
Level of Detail Attribute Granularity Precision of Domains 
Composition Naturalness Identifiability 
Homogeneity Minimum unnecessary redundancy 
View Consistency Semantic Consistency Structural consistency 
Reaction to Change I Robustness Flexibility 
Value 
Accuracy : [Completeness (entities and attributes) 
Consistency I Currency/Cycle Time 
Representation 
Formats Appropriateness Format Precision 
Effici; nt use of Storage Interpretability 
Format Flexibility Portability 
Ability to Represent Full Values 
Physical Instances Representational Consistency 
'FABLE 2.2 CLASSIFICATION BASED ON CONCEPTUAL. VALUE, AND REPRESENTATION ASPECTS OF 
DATA [REDMAN961 
2.5.3 The Data-Consumer Perspective 
A different classification of data quality dimension was developed by Diane Strong et 
al. in [Strong971; it is based only for a data-consumer perspective and the data quality 
categories were identified as intrinsic, accessibility, contextual, and representational, 
where each category was directly addressed to different data quality (DQ) dimensions 
(See Table 2.3). 
DQ Category DQ concerns Causes DQ Dimensions 
Intrinsic Mismatches among Multiple sources of same Accuracy 
sources of the same data. Objectivity 
data are common Judgment involved in data Believability 
cause of intrinsic DQ production. Reputation 
concerns 
Accessibility Lack of computing Systems difficult to access. Accessibility 
resources. Must protect confidentiality. Access Security 
Problems on privacy Representational DQ 
and confidentiality dimensions are causes of 
Interpretability. inaccessibility. 
Understandability. 
Data representation 
Contextual Operational Data Incomplete data. Relevancy 
production problems: Inconsistent representation. Value Added 
Changing data Inadequately defined or Timeliness 
consumers needs. measured data. Completeness 
Distributed computing. Data results not properly Amount of Data 
aggregated. 
Representational Computerizing and Data inaccessible because: Interpretability 
data analyzing Multiple interpretations across Ease of understanding 
multiple specialities and Concise and Consistent 
limited capacities to representation 
summarize across image. Timeliness 
TABLb; Z. J L; LASSIFICATION BASED ON DATA-CONSUMER PERSPELTIVE, FROM [STRONG97] 
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However, the previous classification contains quality properties relative to the data 
consumer only, and it includes quality properties relative to the accesibility provided by 
the system. 
2.5.4 Conceptual, Logical, and Physical Perspectives 
The aim of Jarke et a]. in [Jarke981 was to develop mathematical techniques for 
measuring data-warehouse quality aspects. He proposed three perspectives to manage 
data-warehouse quality and to classify data quality dimensions. 
The conceptual perspective corresponds to a business model of the information systems 
of an enterprise. 
The logical perspective focuses on the actual data models involved. Therefore, a model 
consists of a schema, and a schema is composed of types. The physical perspective is 
concerned with the physical components in a data-warehouse architecture. On the one 
hand, there are agents who act as programs that control other components or transport 
data from one location to another; on the other hand, there are data stores or databases. 
The Data usage quality classification is with regard the usage and querying of data, and 
it is shown in Table 2.4. 
Data usage Logical Perspective Physical Perspective 
Quality 
Accessibility Is the schema Is the type visible Is the network Is the data store 
definition and accessible for sufficient for accessible? 
accessible by the others? delivered data? 
users? 
Availability Frequency of Frequency of Response time Uptime of data 
updates updates store, response 
time 
Security Level of security Level of security Are there physical Is the st7e able to 
(access rights) (access rights) access prevent 
restrictions? unauthorized 
access? 
Usefulness Is the schema used Is the type used by Is the data Is the data in this 
by any user? any user? delivered by the store queried by a 
agent really used user? 
in the destination 
store? 
Interpretability Is the schema Is the type s the data Is the data stored I 
understandable 
I 
understandable? 
I 
delivered 
I 
understable? 
understandable? 
TABLE 2.4 EXAMPLES FOR MEASUREMENT TYPES FOR DATA USAGE QUALITY DIMENSIONS [JARKE98J 
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The data quality classification refers directly to properties of the stored data (not 
schemata or models). Therefore, is relatedjust to the physical perspective (Table 2.5. ) 
Data Quality Physical erspective 
Agent Data Store 
Completeness Number of tuples delivered Number of stored null values 
expected number where there are not expected 
Credibility Believability in the process that Number of tuples with default 
delivers the values values 
Accuracy Number of delivered accurate Level of preciseness; Number of 
tuples accurate tuples 
Consistency Is the delivered data consistent Number of tuples violating 
with other data constraints, number of coding 
differences 
Data Interpretability Number of tuples with Number of tuples with 
interpretable data, documentation interpretable data, documentation 
for key values, is the format for key values, is the format 
understandable? understandable? 
TABLE 2.5 EXAMPLES FOR MEASUREMENT TYPES FOR DATA QUALITY DIMENSIONS FROM [JARKE981 
2.5.5 The assessment oriented model 
Information Quality (IQ) criteria have been classified in an assessment-oriented model 
by F. Naumann in [NaumannOO], where for each criterion an assessment method is 
identified. 
Individual users determine the scores of subjective criteria based on their experience, 
knowledge, and focus. Therefore, subject assessment is recommended in case of 
experienced users. 
The scores of objective criteria are detennined by a careful analysis of data. The process 
criteria are derived by querying process. 
In this classification the user, the data, and the query process are considered as sources 
of information quality by themselves, (see Table 2.6). 
Object-criteria and process-criteria shall be utilized for an unbiased assessment of data, 
and for any level of user experience. Therefore, this classification shall be considered 
for our assessment methods within the idcntfication of our Assessment Model. 
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Assessment Class IQ Criterion Assessment Method 
Source IQ of metadata 
Believability User experience 
Concise representation User Sampling 
Subject-Criteria Interpretability User sampling 
Relevancy Continuous assessment 
Reputation User experience 
User Understandability User sampling 
Value-added Continuous assessment 
Completeness Continuous assessment 
Customer Support Parsing, sampling 
Object-Criteria Documentation Parsing 
Objectivity Expert input 
Price Contract 
Information/ Reliability Continuous assessment 
Data Security Parsing 
Timeliness Parsing 
Verifiability Expert input 
Accuracy Sampling, cleansing 
Process-Criteria Amount of Data Continuous assessment 
Availability Continuous assessment 
Consistent representation Parsing 
Query Process Latency Continuous assessment 
I Response time I Continuous assessment 
TABLE 2.6 AN ASSFISSMENT-URIENTED CLASSIFICATION FROM [NAUMAN001 
2.5.6 Classification for Cooperative Information Systems 
This classification contains the same quality properties proposed by Wang and Strong in 
[Wang96] plus some others proper to the Collaborative Information Systems (CIS) and 
it is based on the elements required for their measurement as Naumann in 
[NaumannOO]. 
The subject dimension corresponds to all quality properties whose measurement 
requires the user expertise. 
The object dimension considers all proper quality characteristics that require data per se 
to be evaluated. 
The architectural is composed by dimensions related to the CIS architecture identified in 
[Cappiello021, see Table 2.7. 
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Category DQ dimension Elements required for 
measurement 
subject level interpretability, ease of User expertise 
understanding, concise representation 
(brief and complete, compactly 
represented) and accessibility; 
object level believability, accuracy, Objectivity Data 
(unbiased) , reputation, 
representational consistency, internal 
consistency (schema related) and 
completeness (at attribute and value 
level) 
architectural availability, responsiveness, source Architecture of Cooperative 
level availability, source responsiveness. Information Systems 
Processlevel relevance, timeliness, appropriate Context and cooperative 
amount of data, process processes 
completeness, value added, access 
security, history (annotations on 
transformation functions) and cost 
(how much the errors due to bad 
I quality cost). 
TABLE 2.7 THE DAQuiNCIS ASSESSMENT-ORIENTED CLASSIFICATION FROM [CAPPIELLx)02] 
2.5.7 Product and Service Performance/Information Quality 
The AIM Quality Methodology (AIMQ) [Yang021 is a practical methodology for 
assessing and benchmarking IQ organizations, with three elements. In the first place, 
there is a Product and Service Performance/Information Quality (PSP/IQ) Model, 
described in [Kahn02], which presents a quality dimension classification by product 
quality and service quality using the information consumer perspective, and 
consolidates the dimensions into four quadrants: sound, dependable, useful, and usable 
information. These quadrants are relevant to IQ improvement decisions. In the second 
place, an IQA instrument measures IQ for each dimension. In a pilot study, using 
questionnaires answered by information collectors, information consumers, and 
information systems professionals in six companies, these measures were averaged for 
the four quadrants and the scale used in assessing each item ranged from 0 "not at all" 
to 10 "completely". In the third place, the IQ Gap Analysis Techniques assess the 
organization information quality for each of the four quadrants against the IQA 
benchmark, to identify IQ issues, which are the bases for focusing IQ improvement 
efforts. 
This methodology uses questionnaires as the main measurement method, taking a very 
pragmatic but subjective approach. 
Maria del Pilar Angeles 18 PhD Thesis - 2007' 
Management of Data Quality when Integrating Data with Known ]Provenance 
2.5.8 NISS Project: Process, Data, and User Dimensions of Quality 
"To become a science DQ must have afoundation built on measurement" [Kaff05]. 
The process dimensions are those data quality properties related to the generation, 
assembly, description and maintenance; the Data quality properties are those associated 
with data themselves; and the User dimension quality characteristics are those related to 
use and users. The User and Process dimensions are subject to qualitative assessment, 
whether the Data dimension contains quality properties suitable for quantitative 
assessment see Table 2.8. 
Category DQ criterion 
Process Metadata, reliability, security, confidentiality. 
Data Record level: Accuracy, completeness, consistency, validity 
Database level: Identifiability and Joinability 
User -i Accessibility, Integrability, Interpretability, Rectifiability, relevance. timeliness. j 
TABLE 2.8 I)Q CLASSIFICATION ACCORDING WITH FROCESS, L)ATA AND USER 
2.5.9 Summary 
The differentiation between Information Quality (IQ) and Data Quality (DQ) is most of 
the time implied. Therefore, the terms data and information are often used 
synonymously [Strong97], [Wang98]. DQ however, is related to quality at the early 
stages of information, such as accuracy, consistency and integrity characteristics at 
schema, data representation, and data value level [Redman96]. and IQ is concerned 
with data quality in context, and how the information is produced and interpreted, and 
processed in some manner [Strong97], [Wang98]. We consider that as data quality is 
related to the early stages of information, data quality should be considered before 
information quality. Consequently, in order to consider that information has a good 
reputation the analysis of quality shall measure if data is correct rather than reputable. 
Good reputation is not a warranty of completeness, or accuracy. On the contrary, data 
quality shall be the cause of good reputation not vice versa. 
Data quality is characterized by quality criteria or dimensions such as accuracy, 
completeness, consistency, and timeliness in several approaches such as [Wand96], 
[Motro981, [Gertz98], [Naumann02], [Strong97], [Pipino02] mainly because 
classification facilitates the characterisation and definition of an overall quAlity. 
However, according to [Wang951 and [Ballou98], there is no general agreement on data 
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quality dimensions. For instance in the case of completeness, it has been referenced at 
record, attribute and query levels and consistency might vary according to either the 
representation or data value perspective. For a more detailed description of 
discrepancies among data quality definitions refer to [Scannapieco02]. 
We can conclude that the differences among concepts and classifications rely mainly on 
the different focuses according to the role and experience of the user. Therefore, a data 
quality classification that comprises data representation, data value, context from the 
design, by the product and customer based perspectives, from an internal and external 
focus is required. 
2.6 Data Quality Assessment and Measurement 
This section is concerned with the identification and discussion of the current 
assessment and measurement methods according to our research interest. 
2.6.1 Positive and Negative Criteria 
'The more the better" is a positive direction for some quality criteria [Naumann021, 
[BurgessO4]. For instance, more completeness derives higher quality. However, this is 
not the case with all criteria, such as cost, where the minimum value is the best. 
However, from the provider perspective the higher the price the better, but from the 
consumer perspective a lower price is the best option. 
2.6.2 Interval Scales 
In order to assess, to record and to manipulate the identified criteria, it is important to 
define the nature of the assessment. 
Quantitative criteria are those whose metrics are described by numeric or absolute 
values [Naumann031. This is the case for consistency or accuracy, which value can be 
obtained from the ratio between the number of consistent or correct tuples and the total 
numbcr of tuples. 
In contrast, qualitative criteria such as reliability or believability are not easy to 
represent. Their values are "high" or "low". They can be represented using scalar 
formats such as ratio, (where distances are set in respect to a pre-established value), 
ordinal, (allowing us to state quality parameters in rank order), and intervals (to provide 
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equal distances between values and indicate the corresponding distance between 
attributes) [Hwang8l]. 
2.63 Temporality 
"Values of quality criteria may vary over time " [B urgessO4] 
When data changes frequently, new information about its quality should be stored 
regularly in the metadata [Gertz98]. When a quality criterion can still be used for some 
time after the data was recorded, this quality is static such as completeness, consistency 
and accuracy. 
In the case of dynamic criteria such as update frequency or currency, these values of 
quality may vary over time. 
2.6.4 Assessment methods 
2.6.4.1 Objective Assessment 
Objective assessment may use metrics with no consideration of the context application, 
or may use task dependent metrics, which include the organization's business rules, 
regulations, and constraints provided by the database administrator, to be applied to any 
data set [Pipino02]. 
0 Cleansing techniques 
In order to correct, standardize and consequently, to improve data quality, data 
cleansing has emerged to define and determine error types, search and identify error 
instances, and correct the errors. 
"Data cleansing is applied especially when several databases are merged Records 
referring to the same entity are represented in different formats in different data sets or 
are represented erroneously. Thus, duplicated records will appear in the merged 
database. 77ds problem is known as mergelpurge problem. " [MalcticOO] 
According to [Buchheit02] the most common methods utilised for error detection are: 
a) Statistical methods through standard deviation, quartile ranges, regression analysis, 
etc. [Bamet841, [Bock98]. 
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b) Clustering that is a data mining method to classify data in groups to identify 
discrepancies. 
c) Pattern recognition based methods to identify records that do not fit into a certain 
specific pattern. 
d) Association rules to find dependencies between values in a record [MaleticOO]. 
Data cleansing is commonly performed in offline time, which is unacceptable for 
operational systems. Therefore, cleansing is often regarded as a pre-processing step for 
Knowledge Discovery in Databases and Data Mining systems during the Extraction 
Transformation and Load (ETL) process. However, it is still a very time consuming 
task, "The process of data cleansing is computationally expensive on very large data 
sets and thus it was almost impossible to do with old technology" [MaleticOO]. A brief 
comparison between Data Cleansing approaches is detailed in [Muller03]. 
a The Parsing technique: 
By considering the actual data or a metadata, it is possible to determine if a given string 
(in this case an entire tuplc or an attribute) is an clement of the language defined by the 
grammar. Accuracy is commonly assessed by this method. 
The assessment of value consistency is calculated objectively by parsing or cleansing 
techniques. 
v Sampling: Samples of data are considered appropriate for finding the score of 
the entire data source. This method is often used for completeness, and accuracy 
criteria. 
w Continuous assessment: In case of dynamic criteria, quality assessment is 
executed at regular intervals. Continuous assessment is required for timeliness, 
response time, and availability criteria. 
2.6.4.2 Subjective Assessment 
Subjective assessment depends upon the user experience, the task at hand, and the use 
of questionnaires [Ballou98], [Wang981. 
Maria del Pilar Angeles 22 PhD Thesis - 2007 
Management of Data Quality when Integrating Data with Known Provenance 
User experience: Data quality is assessed depending on previous user 
experience and knowledge of the specific domain and data sources. For instance, 
reputation and believability are criteria suitable to be judged by user experience 
assessment. 
User sampling: A user will assess data by analysing several sample results. The 
user should be skilled enough to find appropriate and representative samples. In 
the case of interpretability of data, users find which attributes are more suitable 
for sampling than others are. 
0 Continuous user assessment: In the case where finding representative samples 
of data is not possible, the user needs to analyse every data, not only samples. 
That is the case of relevancy or amount of data. 
E Contract: The assessment is performed depending on the terms of the contract 
of agreement between the provider and the data consumer, which is the case of 
price or cost of data [Naumann02]. 
One example of subjective assessment is the use of control matrices proposed by E. 
Pierce in [PierceO4], to audit the information products. The evaluation is in terms of 
how well they meet the consumer's needs, how well they produce information products, 
and how well they manage the life cycle of the data after it is produced. The information 
product manager shall perform the evaluation. 
The columns of the control matrix utilised by E. Pierce are the list of data quality 
problems and the rows correspond to the quality checks or corrective process exercised 
during the information manufacturing process to prevent them. Each cell shall contain a 
rating that can have three different forms: 
a) The values Yes or No, whether the quality check exists or not. 
b) The category of effectiveness at error prevention, detection, or correction ranked as 
"low", "moderate", or "high". 
c) A number to describe the overall level of assessment of the quality check's 
effectiveness. 
Table 2.9 shows the direction, the nature of the assessment, their corresponding 
assessment classes, and the temporality. 
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DQ Criteria Scale Assessment Class Assessment 
Method 
Variation 
Over time 
Ability to represent null values + Qualitative Objective User sampling 
Parsing, Expert input 
Static 
Accuracy + Quantitative I 
Objective Sampling, cleansing 
Data Bashing 
Static 
Adaptability + alitative Subjective User assessment Static 
Appropriateness + User assessment Static 
Availability + Objective Cont. Assessment Dynamic 
Believability + Qualitative Subjective User experience Static 
Completeness + Quantitative Objective Cont. Assessment 
Counting methods 
Static 
Conciseness Rep. + Qualitative Subjective User sampling. Static 
Consistency + Quantitative Objective Cont. Assessment Static 
Consist. Representation + Qualitative Objective Parsing. Verification Static 
Currency + Quantitative Objective Cont. Assessment Dynamic 
Format Flexibility + Qualitative Objective Parsing, user samples Static 
Interpretability + Qualitative Subjective User sampling Static 
Portability + Qualitative I Objective Migration Process Static 
Precision + Quantitative Objective Parsing, User sample Static 
Price -+ Quantitative Objective Contract _ 
Dynamic 
Reputation + Qualitative Subjective User cxpcrience Static 
Response time Quantitative Objective Cont. assessment Dynamic 
Timeliness Quantitative Objective Parsing Dynamic 
Uniqueness + Quantitative Objective Cleansing tech. Static 
Usability + ual. ItatIve Ii 
J 
Qualitative I Subjective User assessment Static 
Value Added + Itative ual 11 I ualitative Subiective Cont. assessment Static 
Verifiability/Testability + Itat ual. It I Ive I Qualitative Objective Expert input Static 
TABLE 2.9 DATA QUAL, rry AssEssmENT SUMMARY 
The Table 2.10 presents the different quality dimension definitions with the relevant 
factors on each dimension and the proposed metric by author. 
Dimension Concern Factors Metric 
"Inaccuracy implies that the RWAS states a) Compare with real world. 
Accuracy Information System (IS) represents a b) Data bashing: compare 
Real World (RW) state different with other databases 
from the one that should have been Data values 
represented" [Wand961 
"Whether the data available are the Korrect values 
true values (correctness, precision kotal values 
accuracy or validity)" [Motro981 
"T'he extent to which data is correct 
and reliable" [PipinoO2] 
Uniqueness "Collection where an entity from the #dul2licated tul2les 
real world is represented once. " #Total tuples 
Coverage c(S) Measure for the number of tuples a Tuples #entities represented 
source stores. Probability that an Universal world 
entity of the world is represented in 
the source. [Naumann03] 
Density d(s) Density of an attribute: Measure for attributes d(A)=non-null values 
how well the attributes stored at a kotal values 
source are filled with actual (non- d(S)=average(d(Ai)) 
null) values. d(A) 
Density of the source: Average 
density over all attributes of the 
global schema d(S) [Naumann03j 
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"Ability of an IS to represent every RWAS states a) Process: Counting methods 
Completeness C(s) meaningful state of the represented Data model and checksums 
real world system. Thus is not tied to (table, row. 
data-related concepts such as attribute, classes) I-( fincom2lete items 
attributes, variables, or values" schema #total items) 
[Wand96] Column 
'Me extent to which data is not Population 
missing and does have sufficient Coverage 
breadth and depth for the task at Density C(S)=c(S)*d(S) 
hand" [Pipino02] 
"All values for a certain variable are 
recorded" [Ballou98] 
rhe degree to which all data 
relevant to an application domain 
have been recorded in an 
information system. " [Naumann03l 
Timeliness "Ibe extent to which data is Currency Max (0,1 - (±ryLcma 
sufficiently up to date for the task at Volatility #volatility)) 
hand" [PipinoO I 
Ile degree to which the recorded 
data are up-to-date" [Gertz981 
"How fast the IS state is updated Process: Query 
Currency after the real world system changes. " 
[Wand961 Age Age + delivery time - input 
Age: of data, when first received Delivery time time 
by the system. Delivery time: when Input time 
data is delivered by the user. Input 
time: When data is received by the Time request - last update 
system (Pipino021 time 
"Whether the data are up to date. 
reflecting the most recent values" 
[Motro981 
Time interval between latest update 
and time it is used [ Bovcc0 II 
Volatility ýThc rate of change of the real 
world" [Wand961 Time data invalid, 
"Refers to the length of time data Time Time start valid 
remains valid. " Update frequency 
[Pivino02l. [Ballou98j 
Value Consistency "Often referred as integrity Values of data on Data edits 
constraints state the proper Integrity I-( finconsistent 
relationships among different data constraints #total consistency checks) 
elements" [Pipino021 
-The degree to which the data 
managed in an information system 
satisfy specified constraints and 
business rules. " [Motro98], [Gertz98] 
Representation "Thc extent to which data is Physical rep. data Verification of a data value 
Consistency presented in the same format" as format with a reference one. 
consistent representation I-( #inconsistent rc=L 
[Redman961 #total consistency checks) 
Believability "The extent to which data is S=Source of data Min(A, S, P) 
regarded as true and credible" A=Accepted stand. 
[Pipino02] P=Prev. 
experience 
Accessibility The extent to which data is TR=Time request Max (0, 
available. or easily and quickly TD--Time delivery I- (TR - TD 
retrievable" [Pipino02j TN=Timc no TR - TN)) 
longer useful. 
TABLF, Z. jU QUALITY DIMENSIONS DEFINITIONS, DETERMINANT FACTORS AND METRICS BYAUTHUR 
[13ALLouu981, [BOVEEOII, [GERrz981, [GER=41, [NAUMANN031, [MoTRo981. [PIPINo021, [WAND96]. 
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2.6.5 Summary 
From the material presented in this section, we can conclude that in spite of the large 
number of data quality properties that have been identified, only a small number 
include a corresponding metric. The principal reason for this is that most of them are 
context and user dependent. 
On the one hand, data quality is suitable for being assessed at representation, value, 
and context level. On the other hand, data quality can be of qualitative or quantitative 
scales, dynamic or static, positive or negative. Therefore, assessment of quality is a 
complex and frequently very domain specific task. 
As data, users, and query processes are sources of quality information by themselves 
[NaumannOO], data value quality criteria shall be more convenient to assess than data 
at representation and context level, because the prime is suitable for being assessed by 
analysis of data, or query process and the latter depend on the domain and experience 
of users. 
According with the assessment-oriented classificaction identified by Naumann et. al in 
[NaumannOO], the assessment of subjective data quality properties such as believability, 
reputation, and interpretability depends on the role of the user and their 'experience, 
making the task complex, individual, and biased. Therefore, as our intention is to 
address a full range of users, we can conclude that objective, user independent criteria 
evaluations will be more viable, and useful. 
2.7 Measuring Data Quality in Heterogeneous Systems 
The following section discusses the way previous approaches have dealt with data 
inconsistencies during data integration. 
There are several important areas of related work to consider not only from research but 
also from industry perspectives. 
2.7.1 Research approaches 
2.7.1.1 Data Integration Techniques based on Data Quality aspects (1998). 
Gertz developed some data integration techniques in [Gertz98] and [Gertz98b], based 
on data quality aspects within an object oriented data model, and data quality 
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information stored in a metadata. Quality aspects such as timeliness, accuracy and 
completeness were considered in the process of database integration. The main aspect 
was the assumption that the quality of the data stored at different sites can be different 
and the quality varies over time. Query language extensions were necessary to support 
the specification of data quality goals, such as "most accurate" or "most up to date" for 
global queries and thus data integration. In the case of data conflicts between 
semantically equivalent objects, the object with the best data quality must be chosen. If 
no conflicts exist between objects but their quality level is different, the integrated 
objects are grouped to indicate this situation to the global query interface. However, the 
quality goals specification limits the possibility of more combinations of priorities from 
the user, because they are not given in weights or percentages, just the "the most 
accurate" or "the most up to date". Consequently, not just one or two combinations of 
quality priorities will satisfy users. One result might be good enough for one user under 
an specific situation, but of poor quality for other. 
2.7.1.2 Multiplex (1998) 
The project MULTIPLEX directed by Motro and Rakov [Motro98], addressed the 
problem of extensional inconsistencies. MULTIPLEX was based on accuracy and 
completeness as quality criteria. This model assigned a quality specification for each 
instance of a relation, and these quality specifications were calculated by extending the 
relational algebra. The multi-database designer addresses the conflict resolution 
strategy, and the quality estimates. The quality of answers was calculated by the 
measure of arbitrary queries from the overall quality specification of the database. In the 
case of multiple sets of records as possible answers to one query, each set of records has 
an individual quality specification. A voting scheme, using probabilistic arguments, 
identifies the best set of records to provide a set of ranked tuples, to the user, but no 
further information about their associated quality. Therefore, users are neither able to 
establish their quality preferences or priorities nor to take part in the resolution process. 
2.7.13 Quality-driven Integration of Heterogeneous Information Systems (1998) 
Information Quality reasoning is defined as the integration of information quality 
aspects to the process of selecting the best information sources for the optimization of 
query planning by considering user priorities [Naumann02]. The aim is to identify and 
rank high quality plans, which produce high quality results. However, such aspects are 
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related through the establishment of information quality criteria, assessment, and 
measurement methods, under the following assumptions. First, query processing is 
concerned with efficiently answering a user query to a single or multi database. In this 
context, efficiency means speed. Second, query planning is concerned with finding the 
best possible answer given some cost or time constraint. Query planning involves 
regarding many query execution plans across different, autonomous sources that 
together form the complete result. The query planning "finds plans that are correct, but 
possibly generate different results, while classical optimization considers plans that all 
produce the same result". 
The plan selection process consists of three phases: In the first phase, information 
sources with poor quality are discarded before the execution of the query by using the 
Data Envelopment Analysis method (DEA) [Chames78], according to "source-specific 
quality criteria" such as understandability, reputation, reliability and timeliness. In the 
second phase, the aim is to find all the correct query plans given by the combinations of 
query views of the global schema (named query correspondence assertions or QCA) 
[Naumann99] that provide correct answers to the user query. In the last phase, the best 
plans are determined by the "QCA specific quality criteria" [Naumann02] such as 
availability, price, accuracy, and response time and the "attribute specific quality 
criteria" such as the number of attributes and the completeness for each attribute for the 
ranking of the plans using the Simple Additive Weighting method (SAW) explained in 
[Hwang8l). 
The completeness of the query result derived from different sources is approached in 
[Naumann03] considering the number of results (coverage) and the number of attribute 
values in the result (density). Completeness is calculated as the product between the 
density and the coverage of the corresponding set of information sources. F. Naumann 
et a]. consider subjective quality criteria, and suggest expanding personal profiles with 
their corresponding quality scores. 
There is a classification of specific quality criteria according to the level of granularity 
(in this approach data sources, queries and attributes). However, there is no further 
specification of how to assess quality at different levels of granularity. 
Data sources are ranked using the DEA method. Therefore, there is no consideration of 
user priorities for this process. Besides, subjective criteria are used for discarding data 
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sources such as reputation and understandability. 
2.7.1.4 FusionPlex (2001) 
An enhancement of the Multiplex system FUSIONPLEX [Anokhin0l], [Anokhin03] 
stores information features or quality criteria scores in metadata. The considered quality 
dimensions are timestamp, accuracy, availability, clearance and cost of retrieval. 
Inconsistencies are resolved by data fusion, allowing the user to define data quality 
estimation as a vector of features weights, performance thresholds and a fusion function 
at attribute level, as required. This approach reconciles the conflicting values at attribute 
level using an inten-nediate result named polyinstance, which contains the 
inconsistencies. In the first place, the polyinstance is divided in polytuples, and using 
the feature weights and the threshold, members of each polytuple are discarded. In the 
second place, each polytuple is separated into mono-attribute polytuples using the 
primary key, assuming that the same value of the primary key between databases refers 
to the same object but with different data values, and attribute values are discarded 
based on corresponding feature values. Finally the mono-attribute tuples are joined back 
together resulting in single tuples. Extensions to the relational data model and relational 
algebra were required to execute global queries to establish user priorities over quality 
properties to resolve inconsistency. The main disadvantages of this approach are that 
different semantic versions of attributes can be fused in the solved tuple, and the data 
fusion process is costly. 
2.7.1.5 Data Quality In Cooperative Information Systems (DaQuinCIS) 20Q2 
The aim of DaQuinCIS was to define an integrated framework to improve data quality 
in cooperative environments [Mece]la03], [Missier031. 
Such a framework started from the TDQM methodology. Then it was extended to suit 
the cooperative information systems requirements with a methodology for data quality 
enhancement and a distributed architecture supporting data quality monitoring and 
improvement [ScannapiecoO4]. 
Quality properties such as interpretability, availability, history, cost, security, reliability, 
accuracy, completeness, consistency and timeliness were considered. The use of a 
metadata was required to store the quality score, the meaning of the quality value, and 
how the measurements were carried out. 
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As users were involved in a cooperative system, policies regarding quality 
requirements, security of information, quality monitoring and improvement were 
developed in [Marchetti03] and [Baldoni031 
An important element of the framework is the Quality Factory, which is divided into the 
quality analyzer, the quality assessment, the quality improvement, the quality 
monitoring and the quality certificate. 
The quality analyzer is in charge of the specification of the required quality for the 
identified data. 
The quality assessment involves the use of data, process and user. 
The quality improvement verifies data according to the quality specifications and in the 
case of non-alignment provides a description of the problem found based on quality 
improvement patterns [Bertolazzi031. 
The quality monitoring module stores the events in which data quality requirements are 
not satisfied in a rile, to be used as a guide in the cleaning and improvement process. 
Consequently, the generation of a quality certificate was possible [Cappiello03]. 
The quality certificate contains two elements: the quality data with the score of each 
quality property, and security information. The latter is in turn, formed by the level of 
confidentiality of data being transferred, the authentication of the data source, which can 
be for trusted organizations or external organizations and a signature to guarantee the 
association between the data and its creator. 
The main contribution of this approach is its contribution to the Cooperative 
Information Systems in terms of the ability to assess, control and improve data quality. 
This can be achieved because requirements, constraints, commitments, and data to be 
shared among the participating systems are commonly agreed. This approach takes into 
account the specification of data granularity as the combination of elementary data 
items that are subject to quality metrics. For example, an address is a compound of other 
attributes on the same record, and there is a difference between computing the quality of 
this aggregate and computing an aggregate indicator over a set of items. However, the 
rating methods and the meaning of the quality criteria depend on the data providers. In 
other words, the measurement is not only subjective but also different methods are 
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utilised to measure quality, yielding different results. Furthermore, data derived from 
multiple data sources is not considered, (due to the Presumption of Primary 
Authorship). 
2.7.1.6 Using Multiple Quality Criteria to focus Information Search Results (2002) 
This approach proposes a methodology to use quality criteria to help information 
searching, from the data consumer perspective and suitable to many application 
domains [Burgess02]. 
A "Gcncric Framcwork of Infonnation Quality" was developcd with around 60 
information quality properties classified hierarchically according to time, utility and 
cost [Burgess03]. In order to prove the flexibility and extensibility of such a framework 
in any specific domain, two applications were developed: A Quality Toolkit to maintain 
the framework and an Information Search Environment (ISE) to use quality measures to 
focus on search [BurgessO41. 
The ISE considered Multi Attribute Decision Making methods for the ranking of the 
query results, such as the Simple Additive Weighting method (SAW) and the Technique 
for Order Preference by Similarity to Ideal Solution (TOPSIS) method. The latter was 
enhanced to use preference values for criteria called TOPSIS-GP [Burgess03b]. 
Three application domains were tested: UK Universities, Cars and Home Freezers. After 
the use of the ISE under the already specified domains, it was possible to prove that 
"changing the quality requirements for a search can result in statistically significantly 
different ranking order of the retrieved information items" [Burgess03b]. 
Nevertheless, this approach was focused on information search not on measurement and 
assessment of data quality involved in heterogeneous systems, taking the Presumption 
of Primary Authorship and the Presumption of Atomicity. 
2.71 Industry approaches 
2.7.2.1 Dataflux 
Dataflux [Dataflux] is a data management company that proposes data profiling, data 
quality, integration, enrichment, and monitoring processes, and helps to redefine and 
validate business rules, detects data quality effors, and integration issues, but it is not 
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concerned with tools that can help with taking decisions. Unfortunately, these processes 
are long and expensive. 
2.7.2.2 Evoke 
Evoke provides the "ability to grade data on a row by row basis in order to assess its 
fitness for specific business processes" through "management-level reports that measure 
the six key attributes of data quality (completeness, conformity, consistency, accuracy, 
duplication and integrity) across all data". Evoke then, provides quality measures just at 
the row level [Evoke]. 
2.7.23 Trillium 
Trillium [Trillum] can help to implement, integrate and build data quality-into complex 
enterprise systems, optimize and fine-tune business rules, generate a data quality 
scorecard and extend by adding multiple countries or data from other business systems. 
"Trillium Software System makes it easy to customize business rules to meet unique 
organizational needs". Software System rules are stored in simple text files that can be 
replicated or ported across platforms to create Total Data Quality. The architecture 
proposed by Trillium depends on Heterogeneous Systems that are going to share their 
business rules and will be the same across the federation. 
2.7.3 Summary 
Several actions to measure, assess, and improve data quality have been taken until now 
such as data editing, correction and monitoring, not only by researchers but also by the 
industry such as Dataflux, Evoke, and Trillium through commercial data quality 
software tools. However, these processes are commonly long, expensive and limited 
[MaleticOO]. 
Within these reviewed approaches, and others that have been researched, there is no 
consideration of derived data. Data in all of these considered as a product of a primary 
source. However, due to the explosion of information over the last decade, we cannot 
assume that any data source is necessarily the point of origin of the data users require. 
Hence, the fundamental presumption of current data management practice, the 
-, presumption of Primary Authorship" must be challenged. 
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Users should be provided with information regarding data as an atomic value, or if it is 
composed data, what the atomic values were and the quality generated from. This 
challenges the "Presumption of Atomicity". 
The key for a company to success is by meeting customer expectations through high 
quality products. To improve quality, a company requires improving processes of 
definition, production, measurement, control, and support of their products, which is a 
demanding and costly task. It is worth mentioning that the underlying reasons for poor 
quality in organizations and the methods for rectifying this problem are not the subject 
of this thesis. 
2.8 Conclusions 
a Data Quality is related to the early stages of infonnation, such as accuracy, 
consistency and integrity characteristics at schema, data representation, and data 
value level. In contrast, IQ is concerned with data quality in context, and how 
the information is produced and interpreted. 
From our perspective data quality (DQ) is not an end; it is the way to improve 
decisions based on data. Therefore, we propose to measure the relative quality of 
data to speed informed business decisions as a parallel alternative. 
@ The main objectives of this thesis are concemed with the identification of useful 
data quality properties for the measurement, and assessment of data quality of 
derived data, and data sources at multiple levels of granularity within 
heterogeneous multi-data source environment, to provide data consumers with 
qualitative information. 
As we want to support a full range from experienced to naive users, the 
assessment methods utilised should provide meaninful and useful scores. 
Therefore, objective criteria, and process criteria should be included in the 
Assessment Model which are user independent, rather than subjective criteria, 
which can determined by individual users based on their experience and 
background. 
A data quality classification that comprises data representation, data value, and 
data in context, from the design, product, and customer based perspectives, and 
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considering internal and extemal focuses is required for a generic and expresive 
model [Gertz98]. 
The processes to measure, to assess, and to improve data quality have been 
addressed not only by researchers but also by industry. However, these 
processes are commonly long, expensive and limited [MaleticOO]. 
m Regarding data inconsistencies during data integration, consideration of quality 
properties from the user perspective has not been fully taken into account. 
m The fusion of data with different quality properties with no consideration of user 
perspective might result in more semantic problems. 
a From the existing approaches, data has always been considered as correct and 
reliable on the basis that is the product of a primary data source. Therefore, no 
consideration of derived data has been approached until now. The qualitative 
information provided to the user should contain measures of quality, the original 
data sources where data comes from, and the components of integrated data. 
0 There is no consideration of the process of integration (i. e. data fusion, data 
replication, or data transformation) during data quality measurement and 
assessment. In other words, measuring quality of derived data has not been 
addressed. 
Very few approaches have considered quality properties at different levels of 
granularity on databases [ScannapiecoO4b], [NaumannO4]. Not to mention levels 
of granularity within derived data. 
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Chapter 3 The Data Quality Manager 
3.1 Introduction 
In the previous chapter, we have shown that although there has been considerable past 
work in the resolution of data inconsistencies due to poor data quality ove ra number of 
years, expressive data quality models and tools remain to be developed [GertzO4]. 
Accordingly, this chapter describes the architecture of the Data Quality Manager, a 
conceptual framework for data integration considering the DQM, followed by the 
discussion of the first three elements of the Data Quality Manager. 
3.2 Architecture 
The Data Quality Manager (DQM) is composed by the following elements: 
o Reference Model: It will contain the data quality criteria required for the 
measurement and assessment of data sources. The Data Quality Reference 
Model represents objective I of the present work and it is detailed in section 
3.4. 
9 Measurement Model: It will contain the definition of the metrics required to 
measure data quality. The Data Quality Measurement Model represents 
objective 2 of section 1.5 and it is detailed in section 3.5. 
9 Assessment Model: The identification of methods of assessment is essential 
for a correct interpretation of the data quality indicators. This is the stated 
objective 3 of section 1.5. This model will be explained in sections 3.6, and 
4.7 for the assessment of primary data sources, and the assessment of derived 
data respectively. The obtained scores will be stored in a Quality Metadata. 
* Quality Metadata: A repository to contain the information required to map 
from the global schema to the local schema in order to resolve intensional 
inconsistencies within the multidatabase environment, it will also contain the 
quality scores per each data source. The Quality Metadata is described in 
section 6.4.4. 
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9 Provenance Metadata: A repository to contain ancestors infonnation for the 
tracking of provenance, which will be designed in section 4.4. 
Data Provenance: The process of tracking provenance of data sources which 
will be covered in section 4.5, and represents the objective 4 of this thesis. 
9 Ranking of Data Sources: The identification of Multi-Attribute Decision 
Making methods utilised for ranking data sources as the objective 5 of this 
work (detailed in Chapter 5). 
Reference 
Model 
I 
Measurement 
Model 
Assessment 
Model 
Data 
t 
rove! ný F Provenance EMe 
a 
Ranking 
Data Sources 
Selection of data Sources 
Query Planning 
Detection and Resolution of 
Data Inconsistencies 
Query Integration 
Rankine ouerv results 
Data Quality Manager Information Integration Process 
FIGURE 3.1 DQM ARCHn=RE AND ITS RELATION wrrH THE INFORMATION 
INTEGRATION PROCESS 
The DQM could help the infonnation integration processes (see Figure 3.1) such as the 
selection of data sources, query planning, data inconsistencies detection and resolution, 
query integration and the ranking of query results. The DQM is an element of the 
conceptual framework for information integration proposed in [AngelesO4b] and it is 
explained in the following section. 
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3.3 Framework 
The elements of the DQM could fit within the process of Data Integration, and its 
possible applications to deal with data inconsistencies are as follows: 
1. The assessment of data sources has been divided into two steps: 
a) The first step corresponds to the estimation of the quality scores of primary data 
sources, which will be stored in the Quality Metadata. See Figure 3.2. 
Quality Metrics and Quality 
Criteria --- Indicators Metadata Identif ication Definition Definition 
Provenance Provenance Tracking of 
Metadata Metadata Data 
Definition Population Provenance 
Quality Assessment 
Metadata Of 
Population Data Sources 
FIGURE 3.2 DQM: ASSESSMENT OF DATA SOURCES 
b) The second step is the assessment of derived data, which requires the definition and 
population of a provenance metadata. The assessment is based on the quality scores of 
their corresponding ancestors. Figure 3.3 shows this process. 
User Tracking Data Sources 
Query Provenance 0 for query 
Planning 
Quality Assessment 
Metadata Of 
Population Data Sources 
FIGURE 3.3 DQM: ASSESSMENT OF DERIVED DATA 
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2. The selection of the best data sources before the execution of the queries is on the 
bases of its quality scores (see Figure 3.4). 
Mapping Data Sources 
User GlobaL/Local Involved in the 
Query Schemas Query 
Ranking of 
best data 
sources 
00 
Quality 
User 
Priorities 
FIGURE 3.4 SELECTION OF BEST DATA SOURCES 
3. The consideration of data quality scores helps the query planning by finding the best 
combination of data sources for the execution plan (see Figure 3.5). 
Quality 
User us , er Priorities 
Query AI 
User Top 
Global Query Query B ranking 
Query Partition Query 
l 
Plan 
Qc uery C ý==j 
QMD 
FIGURE 3.5 QUERY PLANNING 
4. After query execution, and the detection of inconsistent data, data quality can be used 
to perform data fusion for the resolution of inconsistencies. However, care must be 
taken to avoid different versions of elements of fusion (see Figure 3.6). 
Maria del Pilar Angeles 38 PhD Thesis - 2007 
Managernent of Data Quality when Integrating Data with Known Provenance 
Result X 
Execute Data 
Query *ýUlt Y Inconsistencies 
Plan Detection 
Result Z 
Q u ality user Inconsi Consistent stent 
QMD 
[ 
p 
: 
rioril priorities Query Q1 ery 
ýu 
P 
Result Result 
Data 
Fusion 
FIGURE 3.6 DETECTION AND RESOLUTION OF DATA INCONSISTENCIES By DATA FUSION 
5. After data fusion, the query result is integrated and presented to the user. Optionally 
the information presented to the user can be ranked considering the remaining query 
plans (see Figure 3.7). 
Quality user 
Result J priorities 
Data Result K 
Fusion Query 
Query Result 
Result L Integration Ranking 
Consistent 
Query QMD 
Result 
Fir, URE 3.7 RANKINO OF QUERY REsuLT 
6. In order to rank the data sources, the data quality scores previously stored in the 
metadata are used as a whole with their corresponding priorities. See Figure 3.8. 
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User Mapping Tracking Multiple 
Query Global/Local Data Data Sources 
Schemas Provenance 
Ranking of Quality User 
Data User Quality 
Sources Priorities criteria 
CQ: 
M-F 
FIGURE 3.8 DQM: RANKING OF DATA SOURCES 
The DQM could also be part of a diagnostic pre-process for data cleansing, or after data 
cleansing to evaluate data quality improvement. 
The DQM represents a component of the conceptual framework. The DQM is designed 
to utilise data quality measures to provide qualitative information. As we have 
explained, such information could be further used within the data integration processes. 
However, this work concentrates solely on the design and development of the DQM. 
Having explained the framework, we will detail each component of the DQM through 
the rest of this chaptcr. 
3.4 Reference Model 
The step required to attain objective I is to conduct research into previous attempts to 
identify data quality dimensions from previous quality classifications from different 
perspectives and try to summarize them in a generic Data Quality Reference Model. 
3.4.1 Classirication 
As we have mentioned in Section 2.3, there are many definitions of data quality under 
different focuses such as the data life cycle in [Redman961, or "data as a raw material 
and information is the output" in [Wang96]. Analysing data quality from the customer 
perspective, most web data consumers are aware of lack of accuracy and 
incompleteness of data. However, databases have traditionally been considered as 
sources of information that are precise and complete. Quality is relative to the customer 
expectations. Moreover, each user has different requirements depending on their profile, 
context, and knowledge. We require identifying a model that comprises different 
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focuses on data quality for any kind of users. The existing quality classifications are 
based on the data consumers focus on quality [Wand96], assessment-based 
[NaumannOO], or context related [Jarke98]. This problem has already been detected by 
Gertz et. al. ".. First concentrate on general and expressive models that can be used for 
modelling Data Quality metrics" [GertzO4]. Therefore, the Reference Model shall relate 
to different perspectives: The internal view is that data design activities are concerned 
with data value and data representation. It also should take into account the product- 
based perspective, and the external view from the customer perspective related to data 
context. This classification tries to undertake all the aforementioned perspectives. 
The first step for the identification of the data quality properties was based on the 
literature review covered in Chapter 2 related to data quality properties. We have 
considered for each quality property the number of times it has been included within 
various approaches shown as "frequency" column in Table 3.1 which presents the 
resultant quality matrix. 
Red 
man 
Wang 
96 
Strong 
97 
Motro 
98 
Jarke 
98 
Nauman 
02 
Pipino 
02 
Gertz 
99 
Karr 
05 
Freque 
ncy 
Accuracy 0 0 40 0 0 0 0 0 9 
Completeness 0 0 0 0 0 
.9 Interpretabilit 0 0 0 0 6 
Accessibility 0 0 0 6 
Consistency 0 40 0 0 0 0 6 
Relevance 0 0 0 0 5 
Timeliness 0 - 
_0 
- 6 
Amount of Data 0 0 0 4 
F. Conciseness 0 0 0 4 
F. Consistency 0 0 0 4 
Reliability 0 0 4 
Availability 0 3 
Believability 4 
Reputation 3 
Understanding 3 
Value Addcd 3 
- Currency 3 
Usefulness 2 
Rep. null values I 
Appropriateness I 
Cost 1 
Use of storage 0 1 
F. flexibilitY 0 1 
F. precision 0 1 
portability 0 1 
Price I 
ResPOnsc Time I 
Unt Unbiased 0 1 
L 
U Usa ji sabilit 0 1 
V Ver eriflabili I I 
Vol I ti I it Vola ilit 2 
Uni ueness I I I 
I ABLE i. I L; ONSIDERATION OF DATA QUALITY PROPERTIES BY AUTHOR. 
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There were projects with an internal and external focuses such as the ontological based 
approach project described in [Wang95]. There were also projects considering data as a 
triplet of conceptual, data value and data representation to describe data life cycle 
activities [Redman96]. Wang et al. for instance, identified a set of quality properties 
considering a data consumer perspective in [Wang96]. 
The second step was to identify each quality property in terms of the activity where it 
belongs. The aim was to re-organise the data quality properties in a general and flexible 
classification. For instance, the data quality properties relative to the data representation 
are originated at the design activity in an internal focus [Smart02]. Furthermore, the 
quality properties relative to the data value level perspective have been identified in 
product-based approaches, and the customer based perspective is concerned with data 
quality properties in context [Redman96]. 
Table 3.2 presents the Data Quality Reference Model, suitable to any application 
domain and supporting the full range from the internal focus to the extemal focus. 
The Data Quality Reference Model contains all the data quality properties shown in 
Table 3.1. Besides, we have incorporated the quality property "uniqueness" to the 
model, because duplicated rows decrease quality in an isolated database. 
The integration of data sources that contain duplicated tuples could result in extensional 
inconsistencies. Therefore, uniqueness should be included as a relevant quality criterion 
for the assessment of data quality to help in the resolution of extensional 
inconsistencies. 
Existing approaches have not included uniqueness within data quality classification. In 
the case of relational databases, this situation may be allowed under the consideration 
that a relation is unique by definition, in spite of being a very well known issue in the 
implementation of Database Management Systems (DBMS) [Codd90]. 
As we have mentioned before, it is not our intension to analyse possible causes of flaws 
in data quality but to assess data quality. 
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Unbiased 
Accessibili! X 
Amount of Data 
TABLF. 3.2 DATA QUALrrY REFERENCE MODEL FROM [ANGELES05 BI 
3.4.2 Concepts 
As there is no agreement on the meaning of the data quality dimensions among different 
proposals because of its subjective nature and different focuses, see [Scannapieco02] for 
a detailed comparison, we present the data quality properties at the data value level with 
their corresponding concepts, see Appendix A for further detail on the rest of data 
quality conccpts. 
Accuracy is the measure of the degree of agreement between a data value or 
collection of data values and a source agreed to be correct. [LceO4]. 
Completeness is the extent to which data is not missing [Redman96], [Pipino02] 
and is divided by two quality dimensions: coverage and density in 
[Naumann031. 
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Consistency is the extent to which the values are the same for overlapping 
entities and attributes. Data are consistent with respect to a set of constraints if 
they satisfy all constraints in the set [Redman96], [Motro98], and [Jarke98]. 
Currency is the time interval between the latest update of a data value and the 
time it is used [Wang93], [Motro98]. 
Timeliness is the extent to which the age of data is appropriate for the task at 
hand [Wang93], [Ballou98], and is computed in terms of currency and volatility. 
Timeliness has also been presented as context related dimension. 
Uniqueness is the extent to where an entity from the real world is represented 
once. 
Volatility is the interval of time where data remains valid on the system and is 
related to the update frequency [Ballou98], [Wang93]. 
3.5 Measurement Model 
The Measurement Model is the stated objective 2 of this thesis. The aim of this section 
is to discuss which existing metrics are suitable for an unbiased, and user independent 
estimation of data quality scores to provide a more objective quality metadata 
[GertzO4]. 
As we are addressing any level of experience user, we require identifying a set of 
metrics that do not depend on the users to be evaluated (see section 2.8). Therefore, to 
establish which quality properties we should choose for unbiased, user independent 
measurement, the aim is to identify which measures correspond to an objective 
assessment according to Naumann's classification (referred to in Chapter 2, tables 2.9 
and 2.10). Consequently, we have restricted our generic reference model in Table 3.2 to 
the instance perspective, because data quality properties at data value level are suitable 
for direct and objective measurement (see Table 2.10), and are the result of considcling 
the product-based focus at data value level. 
Most metrics proposed until now are just at one level of granularity. Particularly, 
completeness has been deeply approached in [Naumann03] and [ScannapiecoO4] with 
the coverage and density concepts in the former, and at different levels of, granularity in 
the latter. However, we have taken into account not only attribute, and relation levels of 
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granularity following the completeness example given in [ScannapiecoO4b] but also the 
database level. We are considering the cardinality of a relation when measuring its 
quality. Therefore, the estimation of quality at database level is taken from the average 
score of its relations as a representative aggregation function. Discussion of aggregation 
functions is covered in Section 3.5.9 and Chapter 4. 
As we have seen from the literature review, a small amount of quality properties 
includes a specific metric, because most of them are user and context dependent. The 
development of new metrics is not relevant for this research but to extend existing 
metrics to assess data quality at different levels of granularity (see objective. 2 in section 
1.5). Therefore, we have extended the existing metrics to assess data quality at database, 
relation, attribute, and tuple levels of granularity. In the following sub-sections, we 
mention the existing metric, and their corresponding reference for further detail. After 
that, we explain how we have extended the metric at value level, attribute level, tuple, 
relation, and database levels of granularity. 
The strictness is a weak or strong characterization depending on evaluating the quality 
property as a percentage or as a Boolean function respectively [ScannapiecoO4b]. The 
strong characterization of the quality metrics is useful in applications in which it is not 
possible to admit errors at the corresponding level of granularity. For instance, in the 
case of accuracy at tuple level, it would be useful only and only if all the instances of its 
attributes are accurate. 
In the case of the assessment provided by the DQM we have considered the weak 
strictness to make possible the comparison of data sources for a number of data quality 
properties. However, there might be alternatives where strictness could depend on the 
level of quality required, according to specific applications. 
The metrics mentioned in this section consider the possibility of two assumptions in the 
relational model, namely the Closed World Assumption (CWA) [Reiter78]. The CWA 
assumes that the tuples in a relation are all and only the tuples that satisfy the relational 
schema, so its knowledge of the world is complete. The Open World Assumption 
(OWA) assumes that the tuples in a relation are a subset of the tuples satisfying the 
relational schema, so its knowledge of the world is incomplete. 
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Within the OWA is required the concept of the reference relation. The reference relation 
is the relation that contains all the tuples representing the real world, also called 
Universal Relation in [NaumannOO]. Let R be the cardinality of the reference relation. 
However, reference relations are rarely available, the cardinality of the relation S 
namely n, is easier to obtain and utilised for practical purposes. Therefore, the CWA, 
allows to obtain an estimation of the quality measures in terms of what actually exist in 
each data source. 
While the value and tuple metrics are valid in both assumptions, attribute and relation 
metrics have different definitions on the two models. Therefore, the definition for 
attribute and relation, both in the weak and strong strictness are proposed within the 
CWA. However, such definitions can easily adapted to the OWA. If R is equal to n, 
they coincide with the CWA case. If R is greater than n, then the definitions are the 
same as the ones provided in the CWA case but replacing n with R [ScannapiecoO4b]. 
Taking the OWA or the CWA would depend on the possible estimation of the 
cardinality of the reference relations. 
Notation: Consider a set Dm of domains where each attribute al drawing its values from 
di, a2 from 42,... a,,, from d.. A relation S is a finite subset of the Cartesian product of 
one or more domains di X d2 X .. Xdm with m attributes. The relation S is abbreviated as 
S(aj: dj, a2: 42 ... awd .. ). Each element of 
S has the form di, d2,..., d. and is called tuple t 
of relation S. The degree m of the relation S is the number of attributes in it. The 
cardinality n of the relation S is the number of tuples in it. The number of relations in a 
database D is denoted by w. 
3.5.1 Accuracy 
The accuracy metric is defined in [Motro98], and [LeeO4] as the ratio between the 
correct values and the total values in the data source. Refer to Table 2.9 for the 
corresponding metric. 
w Accuracy at value level Aý corresponds to the presence of the correct data value 
within an specific attribute ai in a tuple t, and is set by the following notation: 
Aý =I if value in a, is correct 
4' =0 othenvise 
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a Weak tuple accuracy A, (t) is the number of correct instances of attributes in a 
tuple t divided by the degree of the relation. 
ma 
a The accuracy of a tuple t is strong A, (t) if all attribute values in a tuple t are 
correct. 
I if 41 =I Vic= [I.. m] 
0 othenvise 
Weak accuracy at attribute level A. (a, ) is the number of tuples with correct 
values for a specific attribute aj divided by the cardinality of the relation S. 
 
A(a, )= .. _L. 
f-I fl 
0 The accuracy of an attribute i A, (a, ) is strong if all instances tj of the attribute aj 
in the relation S are correct. 
As (a) =I if 41 =I Vj 
A, (a) =0 othenvise 
w Weak relation accuracy A,, (S) is the number of tuples where every attribute is 
correct divided by the total number of rows. 
11 A,, (tj) 
A. (S) =Z 
J-1 n 
Strong relation accuracy A, (S) is that when all the tuples contain correct values 
in every attribute, or when a relation contains strong tuple accuracy, and strong 
attribute accuracy. 
A, (S) I if A, (tj) =I, Vj C= [I.. n] 
A, (S) 0 othenvise 
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w Then accuracy at database level A(D) can be derived from the average of all 
accuracy scores at relation level. 
w EA(Sk) 
A(D) = 
km! 
We are considering the cardinality of a relation when measuring its quality. The 
estimation of quality at database level is taken from the average of the scores of its 
relations as a representative aggregation function. Discussion of aggregation functions 
is covered in section 3.5.9 and Chapter 4. 
3.5.2 Completeness 
Regarding completeness, we have taken the corresponding metrics of [ScannapiecoO4b] 
and [Naumann03] for the value, attribute, and relation granularity levels, and we have 
incorporated completeness at the database level. 
Coverage: This is the measure for the number of tuples a source stores; in other 
words as the probability that an entity of the world is represented in the source 
[Naumann03]. This is also contemplated under the Open World Assumption 
without nulls completeness case, at the relation level of granularity, refer to 
[ScannapiecoO4b] for further detail. Coverage of a source c(S) will be defined as 
follows: 
c(s) =, R 
a Density of an attribute: d(a) is the measure of how well the attributes stored at 
a source are filled with actual (non-null) values (columns), in [Naumann03], a 
weak attribute completeness C,, (a, )case under the Closed World Assumption 
with nulls in [ScannapiecoO4b]. 
" 
C$ a, 
d(a) C,, (a, )= 
j., 
Density of the source d(S): according with [Naumann03], is obtained by the 
average density over all density attributes. 
Maria dcl Pilar Angeles 48 PhD Thesis - 2007 
Management of Data Quality when Integrating Data with Known Provenance 
v Weak relation completeness C,, (S) is the number of tuples with all its attributes 
filled with non-null values divided by the number of tuples [Naumann03]. 
m caj 
nC 
civ (S) W 
Qj) M %ýjý = 
J. 1 i-I 
J-1 nn 
m The completeness at database level C(D) will correspond to the average 
completeness of its corresponding relations. 
w EC(Sk) 
C(D) = 
km! 
3.5.3 Consistency 
Data value consistency is the extent to which the values for overlapping entities and 
attributes are the same. Data is consistent with respect to a set of constraints if they 
satisfy all constraints in the set (refer to Table 2.10 for further detail). In the case of a 
composite primary key, the score is computed by the average of the multiple instances 
of its attributes. 
mA value in an att6butea, in a tuple t is consistent if and only if it obeys the 
corresponding constraints. 
Ch, I =I if the value in a, is consistent 
Cn, ", =0 otherwise 
n The weak consistency at the tuple level Cn,, (t) is the number of instances of the 
attributes that are consistent divided by the degree of the rclation. 
m ZCn, ", 
Ch. (t) = . '-' - 
m 
mA tuple has strong consistency Cn, (t) if and only if all attribute instances are 
consistent. 
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Ch, (t) =I if Cn, " =I Vi E [I.. ml 
Ch, (t) =0 othenvise 
The weak consistency at the attribute level Cn,, (a, ) is the number of tuples 
where the instance of an attribute ai is consistent divided by the cardinality of 
the relation. 
ZCn" 
Cn,, (a, ) 
n 
m An attribute in a relation is strong consistent Ch, (a, ) if and only if all the 
instances of attributes i in the relation are consistent. 
Cn, (a, )= I if Cn,,, =I Vj r= [I.. nj 
Cn, (a, ) =0 otherwise 
The weak consistency at the relation level Cn,, (S) is the percentage of tuples 
with all instances of the attributes consistent. 
n 
Cn, 
Cn,, (S) 
n 
mA relation has strong consistency Cn, (S) if and only if all its tuples contain just 
consistent instances of attributes. 
Cn, (S) =I if Cn(tj) =I Vi 6 [I.. n] 
Cn, (S) =0 otherwise 
Weak consistency at data base level is the average of all the consistencies at 
relation level across the database. 
w 1: Cn(S, ) 
Ch (D) = 
k-I 
w 
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The following time related metrics (covered in See Table 2.10), are considered at tuple 
level as the direct level of granularity where the measure could be obtained. The level of 
granuluity of the estimation will depend on the DBMS. 
3.5.4 Currency 
The currency is the time interval between latest update and time it is used [Bovee0l], 
[Wang93]. 
Cu(t) = Time Request - last update time 
3.5.5 Response Time 
Is the delay between the user request and the reception of the complete response from 
the Information System. 
RT(t) = Time Reception - Time Request 
3.5.6 Volatility 
Volatility is the interval of time where data remains valid on the system, and it is related 
to the update frequency [Ballou981. This dimension characterizes data according with 
the Information System. For instance, Data Warehouse systems have a very low 
volatility or no volatility at all, and Transactional systems contain very volatile data. 
Vo(t) = Update frequency 
3.5.7 Timeliness 
This measure involves not only the currency of data but also if data is in time for an 
specific usage, and is given under the following terms. 
T(t) = max 0,1 - 
Cu(t) 
VOW) 
3.5.8 Uniqueness 
A relation is unique by definition. However, Relational Database Management Systems 
(RDBMS) require user intervention to cope with uniqueness. 
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As uniqueness concerns with the number of tuples represented just once in a relation, 
this score is applicable at tuple, relation and database levels and the corresponding 
metrics are as follows: 
mA tuple is unique if it is represented once in the relation. 
U(tj) =I if tuple j is represented once in a relation 
U(tj) =0 otherwise 
0 The weak uniqueness at relation level U,, (S) is the number of . non-duplicated 
tuples divided by the cardinality of the relation. 
I: U(tJ) 
j-1 
n 
v Considering strong strictness for uniqueness, we can say that a relation S is 
strongly unique U, (S)just in case there are no duplicated tuples in it. 
U, (S)=l if U(tj)=l Vj E [I.. nl 
U, (S) =0 otherwise 
a We can estimate uniqueness at database level by the average of its 
corresponding relation scores. 
w ZU(Sk) 
U(D) = 
k-l- 
- 
w 
3.5.9 Summary 
in order to assess data quality at different levels of granularity, we have extended the 
metrics identified from previous research (covered in Chapter 2), and utilised the 
measures provided at lower levels of granularity to determine aggregated scores as we 
move through the levels of granularity as it is shown in [ScannapiecoO4b]. 
For instance, accuracy is first measured at the instance level of the attribute, then at the 
attribute level, then at the tuple level, then at the relation level and finally at the 
database level. The measurements are given by the aggregation of values at each of 
these levels as they are moving on. As a measurement of data quality is directly related 
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to the level of granularity, we conclude that scores measured at lower level of 
granularity will provide a greater degree of accuracy than aggregated scores produced at 
higher levels. 
The functions utilised for aggregation of scores are commonly average, maximun, and 
minimum [NaumannOO]. The appropriateness of an aggregation function will depend on 
the optimistic, conservative, or pesimistic approach taken according with the application 
context. It is not our intension to identify the best aggregation function, because there is 
not an absolute value. As long as the aggregation function reflects the user needs and it 
is consistently used, it should be enough for the estimation of quality and comparison 
purposes. 
3.6 Assessment Model 
This section is concerned with the identification of the processes required to represent, 
to interpret, and to assess data quality indicators, see objective 3 in section 1.5. 
3.6.1 Temporality 
Temporality relates to the frequency of change of data (referred to in Section 2.6.3). 
Therefore, in the case of static quality dimensions such as accuracy, completeness, 
consistency, and uniqueness, their corresponding scores shall be recalculated each time 
the data changes. In the case of dynamic criteria such as timeliness or currency, these 
values of quality may vary over time. 
Temporality might depend on the application domain. On the one hand, if the source 
contains non-volatile data, which is the case of Data warehouses, the quality scores will 
not change, because data do not change. New scores corresponding to the new data 
added to the warehouse will be required and computed within a specific period, 
according to the Extraction-Transformation-Load (ETL) processes. On the other hand, 
in the case of very volatile data (such as Operational environments), the quality 
information requires refreshing after any update to data. The refreshing of quality 
information results in a heavy workload, making the task unviable. Therefore, the state 
of a tolerance period (time between the last updated data and the time the quality scores 
where computed) should be considered according to the specified requirements for 
practical purposes. 
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3.6.2 Traditional methods of Assessment 
As this is a data-level approach, each quality property is assessed through query 
processes such as parsing, sampling, or continuous assessment as indicated in 
[NaumannOO], and are represented in a quantitative manner. Some examples are 
explained as follows. 
Accuracy is a positive quality property, whose assessment is by comparison. 
Completeness assessment is by parsing data sources, through the coverage and density 
propcrties. 
Currency, response time, and volatility time stamps depend on a number of hardware 
and software factors such as disk, transactions, lock level, and checkpoint/commit 
intervals the database manager applies. The lowest granularity the database manager 
applies during insert, update, and delete transactions are commonly given at record 
level. The highest granularity is at database level when these timestamps are stored in 
the log for recovery purposes. As these are directly time-related properties, they are 
quantitative amounts and interpreted as negative quality indicators. 
As our purpose is to establish the relative quality among data sources, an exact measure 
is not necessary. 
We can distinguish two types of assessment according to the level of granularity. 
Direct assessment: The process of assessment relates directly to the level of 
granularity such as uniqueness, which relates at the tuPle level. 
- Indirect assessment: The score is calculated based on other scores at other levels of 
granularity of the same source, such as accuracy at the relation level which value 
depends on accuracy at the row level. 
3.7 Summary 
From the literature review we conclude that despite a considerable research approaches 
on data quality, most of the existing classifications are context related or focused on a 
specific perspective. Therefore, we required identifying a general data-quality reference 
model that can be used for identifying a proper set of useful and meaningful data quality 
metrics. Gertz et. al has also detected this gap in [GertzO41. 
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We have detailed the three first elements of the Data Quality Manager. 
The Reference Model identifies data quality properties frequently considered as 
important characteristics of data. The DQRM is flexible enough for future 
extension, because it contains the different perspectives taken from previous 
researches. The Reference Model detailed in this chapter accomplishes objective 
I of this thesis. 
The Measurement Model takes its basis from existing and already used metrics 
for relational databases; it extends such metrics at database, relation, tuple, and 
attribute levels of granularity (objective 2 of section 1.5). From the metrics 
specification, we concluded that scores measured at lower level of granularity 
would provide a greater degree of accuracy than those measured at higher levels 
of granularity. Besides, the Measurement Model is suitable for future extension 
to include metrics under different data architectures. 
The Assessment Model is aimed at the evaluation of data sources within the 
perspective of a multi-database environment at different levels of granularity. 
Such a model is able to assess quality properties at database, relation, tuplc, and 
attribute levels of granularity. As far as we know an assessment model with the 
above characteristics has not been approached before. The scores will be stored 
in the Quality Metadata for comparison purposes. 
However, the assessment of integrated data is not possible using the current methods. 
Challenging the Presumptions of Primary Authorship, and the Presumption of 
Atomicity, a number of questions arise regarding assessment of quality: Where did the 
data come from? How did it get there? How old is it? What information do we need in 
order to analyse data quality? How can we compare between two data sources in order 
to decide which data to use? This led us to the consideration of the generation of derived 
data for its quality assessment, which is not a straightforward process. 
Trying to answer these questions Chapter 4 will discuss the process of obtaining the 
ancestors of a data source namely Data Provenance (DP) in order to assess derived data. 
Assessment of data quality by considering data provenance represents an extension to 
our Assessment Model. 
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Chapter 4 Data Provenance 
4.1 Introduction 
Our consideration of Data Provenance arises from our interest in being able to set an 
assigned quality measure to derived data within a data source. In order to do this we 
need to know where the data has come from and how it has been changed on its passage 
from its original primary source to the data source we are investigating. Tracking of 
data provenance has already been developed by [Buneman0l], [TanO4], [BhagwatO4]. 
With data provenace, we can determine the process by which derived data was produced 
by following the ancestor trail. Understanding this process provides information to 
assess derived data as stated in objective 4 of this thesis. 
Our interest is in knowing where data comes from and how it has been changed during 
its life cycle. It considers the sharing of information across different applications, each 
of which can update a specific piece of data. Thus, after a number of changes, nobody 
actually knows who changed what data and under which conditions. Data changes all 
the time and under different conditions. Consequently, data becomes "dirty". A piece of 
data can be useful for a specific group and completely inaccurate for another group. 
Besides, data can become inconsistent considering that multiple sources with different 
data quality are available [GertzO4], [Motro981. 
Therefore, in the case of derived data, the DQM should consider the tracking of data 
provenance along with associated data quality properties for a better approximation of 
quality. 
The aim of this chapter is to show that extracting data provenance and its associated 
quality properties from each ancestor helps assessment processes. 
We first discuss what data provenance is, we then identify the required annotations for 
tracking data provenance, and the structure of the metadata. After that, we explain the 
recursive algorithm developed to trace provenance. We next show how the quality 
properties associated with each ancestor can help to measure the quality of the data 
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derived. Finally, the last section concludes how data provenance helps users in the 
process of assessment of data sources. 
4.2 Data Provenance concepts 
"Data provenance is the description of the origins of a piece of data, and the process by 
which it arrived in a particular database. " [BunemanOll 
The process of tracking data provenance distinguishes between two perspectives named 
where provenance and why provenance by Peter Buneman et al in [Buneman0l]. 
4.2.1 The where provenance 
Mere provenance is related to "what pieces of input data helped create various values 
appearing in the output" in [Buneman0l] taking a syntactic approach. The process of 
where provenance aims to obtain the locations in the sources from which the data was 
extracted. On the one hand, the where provenance is the query itself if it contains hard- 
code values. On the other hand, it can be associated with one or more variables in the 
output expression of a query. In the case of derived data for example, where provenance 
may be presented as a transformation function involving elements of other data sources. 
4.2.2 The why provenance 
The analysis of why provenance allows understanding of the source data that had some 
influence on the existence of the data. Why provenance for relational databases has 
been approached by Woodruff in [Woodruff97] and Y. Cui et al. in [CuiOO]. 
R%y provenance is concerned with exploring "what pieces of input data validate the 
existence of an output value, for a given query "in [B unemanO I ]. 
According to W. C Tang in [TanO4], there are two approaches to compute data 
provcnancc. 
4.2.3 Lazy approach 
The lazy approach computes provenance of data only when needed, under the 
assumption that the transformation process is available and is given as a query. An 
example of lazy approach is given in [BunemanOll. 
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4.2A Eager approach 
The eager approach is performed by carrying the provenance of data along as data is 
transformed. An example of this approach is given in [BhagwatO4]. 
4.3 Problem description 
Nowadays, information systems can provide a uniform and transparent uSer interface, 
enabling users to store and retrieve data in multiple data sources with a single query, 
even if the constituent databases are heterogeneous. 
In this context, the number of information resources that can be used to solve one 
problem or to answer a query, can be huge. Furthermore, during the process of data 
integration data provenance is lost. Consequently, data consumers are not prepared to 
make correct decisions; they are overwhelmed with multiple sources that contradict 
each other due to poor quality. 
When data providers do not create the data directly, but only collect or aggregate data, 
they are unable to determine the provenance of data; but they can annotate the ancestor, 
the one from which they are obtaining the data. 
4.4 Annotations and the design of metadata 
The next section will explain the use of annotations and the additional information 
required to achieve provenance. 
4A. 1 Annotations 
In this approach, annotations focus on the process by which data was included in a 
source, its ancestor, and the scores of its quality properties. Such annotations are stored 
in a metadata shared across the community, and maintained to support the data 
provcnancc proccss. 
On the one hand, authors, data maintainers, and collectors are responsible for carrying 
out annotations such as the description of how data enters the database and its 
immediate ancestor. On the other hand, the Data Quality Manager estimates and stores 
the corresponding quality scores as explained in Chapter 3. 
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We next, identify some illustrative scenarios regarding the conditions under which 
suppliers or collectors introduce data into an Information System. 
4.4.1.1 Data supplier creates data, according with the required representational 
consistency and domain, and has the authority to store it. 
4.4.1.2 Data creator does not have the authority to store the data in the repository, but he 
asks the data administrator to store it for him. 
4.4.1.3 Data supplier creates data, but the latter needs to be transfonned or converted by 
the data administrator to resolve heterogeneity before it can be stored in the 
database. 
4.4.1.4 Data supplier does not create data and it is not under a transformation process. 
4.4.1.5 Data supplier does not create data and he transforms the data before storing it. 
4.4.1.6 Data supplier does not create data, and data comes from several repositories with 
transfonnations on the way. 
4.4.1.7 Data supplier does not create data, and data comes from several data sources by 
replication processes. 
In the case of the scenario 4.4.1.1, the producer of data is directly supplying the data, 
and the relationship between the ancestor and data is just one to one. However, in the 
remaining scenarios, data is copied, transformed, or fused across a number of data 
sources; to suit data representation or semantics of different applications. These 
transformation functions are common for resolving intensional inconsistencies between 
heterogeneous systems. Therefore, the relationship between the ancestor and the data is 
many to one. 
For instance, users are aware that replication is a copy data process only. Therefore, 
replication is a "less dangerous process" than transformation, which implies more 
manipulation of data, so we made a distinction by establishing 4.4.1.6 and 4.4.1-7. 
Each scenario illustrates a possibility of decreasing data quality. Besides the more steps 
taken to represent data from the real world to an Infon-nation System, the more causes it 
would have to become dirty. 
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4.4.2 Design of metadata 
The metadata required for provenance is designed under a relational data model. The 
reason for selecting a relational data model is because the author is familiarised with the 
design and implementation of relational data models. 
From the above scenarios, we could identify the necessary entities. Therefore, the 
metadata consists of the entities DataSourrelnfo, Ancestors, and Hb%ý-description. 
The entity DataSourceInfo contains infonnation regarding the data sources involved in 
the federation, such as its unique identifier, physical location, name, capture process, its 
ancestor, and the function of transformation required to be generated, in case there is 
one. The entity Ancestors contains the identifiers of the data source of interest and the 
corresponding ancestors. The entity Hoiiý_descrjption contains the description of the 
process of data capture, already described in the scenarios. 
In summary, when the cardinality of the relation between DataSourcelnfo and Ancestors 
is just one to one, the where provenance is obtained directly from the DataSourcelnfio 
entity. However, in case the cardinality of such relation is more than one, it is necessary 
to obtain all the ancestors from the Ancestors entity. 
4.5 The process of tracking provenance 
The algorithm of data provenance described here is not restricted in any way to the type 
of Information System. 
In order to explain the provenance algorithm, we next present an example describing the 
intcr-dependence among constituent sources required to integrate a data source named 
shipping. The object shipping is described in Appendix B. 1.2, as a query called 
Shipping Priority. 
Notation of Figure 4.1: Databases and tables have been denoted by can shapes. 
Attributes are represented by rounded rectangles, and fusion or transforrnation functions 
are shown thorugh oval shapes. The arcs denote the inter-dependence among the 
sources. 
Figure 4.1 shows the integration of shipping from three databases called TPCH, 
TPCHA, and TPCHB. Such databases contain the tables NATION, supplier, 
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customers, Orders, and lineitem. The object shipping is composed by 
the attributes CUST_NATION, SUPP-NATION, L-YEAR, and VOLUME. 
Using the entities DataSourceIn/o, Ancestors, and How-description the corresponding 
annotations for the data sources are shown in Tables 4.1,4.2, and 4.3. 
shipping 
TPCH TPCHA TPCHB 
N2. N Y-C-my Nl. K S-ý=y C-CKEY- - KE 
KEY-L_OKEY 
ION supplier lineitem ustomers Orders 
N2 N Nl. NJIAME 
L-SHIP L-EXTEND ICE L-DISCOUNT 
EAR 
[CUST-NATION 
SUPP-NATION L L-YEAR VOLUME 
FIGURE4.1 shipping PEDIGREE 
Object-id DataSourceType PhYsical Location object_name how- 
stored 
ancestor_id transformation 
OO Database ASE TIRCH I NULL NULL 
.. ý 201 Table TPCH NATION 4 200 NULL 
300 Database ASE TPCHA I NULL NULL 
304 Table TPCHA Supplier 4 300 NULL 
308 Table TPCHA lineitem 4 300 NULL 
400 Database ASE TPCHB I NULL NULL 
406 Table TPCHB customers 4 400 NULL 
407 Table TPCHB Orders 4 400 NULL 
Derived data 
I 
TPCHB shipping 6 NULL 
I 
SELECr 
RUPP NATION 
TABLE 4.1 DataSourcelnjo 
objecLid ancestor-id 
409 201 
409 304 
409 406 
409 407 
409 
How-stored Description 
I Data entered by DBA as author 
2 Data input from the author 
3 Data converted by DBA 
4 Data come from a Third Party 
5 Data converted by I'hird Party 
6 Data fused from more than one source 
Table 4.2 Ancestors TABLE 4.3 How-description 
4.5.1 The provenance algorithm 
The following algorithm is not particularly new. We developed it to obtain sufficient 
information quality from the ancestors to help assessing data quality of derived data 
(objective 4 of Section 1.5). 
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The provenance of data is traced by executing queries over the metadata only when it is 
needed, taking the "lazy approach". The where provenance is estimated querying the 
annotations in the metadata through a recursive algorithm. The tracking stops when it 
finds the original data source, from all the possible ancestors. Table 4.4 shows the result 
of the where provenance for the data source shipping, the table consists of the names 
of the sources where data is copied from. 
Id Name Data acquisition method Ancestor name 
409 shipping Data fused from more than one data sources 
201 NATION Data comes from a Third Party TPCH 
200 TPCH Data entered by DBA as author 
304 Supplier Data comes from a Third Party TPCHA 
300 TPCHA Data entered by DBA as author 
406 customers Data comes from a Third Party TPCHB 
400 TPCHB Data entered by DBA as author 
407 orders Data comes from a Third Party TPCHB 
400 TPCHB Data entered by DBA as author 
08 08 308 lineitem Data comes from a Third Party TPCHA 
300 
-1 
TPCHA 
I 
Data entered by DBA as author 
TABLE4.4 whereprovenance OF shipping. 
The where provenance in our approach corresponds to a list of sources that had helped 
in the creation of the data that, together with the query are sufficient to reconstruct the 
data source in the output as Buneman et al mentions in [Buneman0l], see Figure 4.2. It 
is not our intention to reconstruct the output, but to obtain enough information to 
compare one data source against other. Moreover, with provenance, users can be aware 
of the quality of the original source and the changes on the data before they were stored. 
Shipping 
[: 0 NATION SELECT SUPP-NATION=NI. N-NAME, 
L () TPCH CUST-NATION. M. N-NAME, 
Co supplier 
L-YEAR=datepart(year, L-SHIPDATE). 
VOLUMEcl EXTENDEDPRICE * (I - L-DISCOUNT) LDTPCHA INTO shipping 
customers 
FROM supplier, lineitern, 
Orders, customers, NATION N1, 
L []i TPCHI3 NATION N2 WHERE S-SUPPKEY a L-SUPPIKEY 
En Orders AND O-ORDERKEY = I-ORDERKEY 
L (] TPCH13 AND C-CUSTKEY - O-CUSTIKEY i AND S-NATIONKEY wNI -N-NATIONKEY lineitern AND C-NATIONKEY m N2. N_NATIONKEY 
LDTPCHA AND L-SHIPDATE BETWEEN 1995-01-01 AND 1996-12-31 
FIGURE 4.2 where provenance OF shipping 
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Hence, data provenance is included in the Data Quality Assessment Model because it 
provides enough infonnation for a better understanding of the data. 
4.6 Assessment of derived data based on the quality of its provenance only. 
Having explained the process of tracking provenance, suppose that shipping can be 
executed from different queries, then extensional inconsistencies are possible. With the 
description of provenance, users shall be able to trace back the quality properties of any 
data by selecting each data ancestor. Therefore to have enough information to trust or 
not to trust the data. In summary, users are able to compare data sources, and to trust 
one data source against another by comparing the quality properties of their ancestors. 
The provenance algorithm does not trace the queries. So in the case of an attribute 
derived from a fusion of attributes, and users have no idea which attribute come from 
which data source, the description of provenance against the attributes of interest is 
required. 
For example we have obtained the provenance of shipping, whose where provenance 
is been given by the query and its ancestors as described in the previous section. 
However, we may be interested in the provenance of its attribute VOLUME which value 
corresponds to the gross discount revenue. The attribute VOLUME is computed by the 
formula (VOLUME=L_EXTENDEDPRICE * (1-L_DISCOUNT)), which can be 
observed from the query shown in Figure 4.2. The where provenance is implicit in the 
query. However, we could ask where L_EXTENDEDPRICE and L_DISCOUNT come 
from. in the case of extensional inconsistencies, suppose that the attributes of interest 
can be obtained from two data sources called LINEITEM and lineitem as shown in 
Figure 4.3. 
C: 1 LEXTENDEDPRICE 
E: 1 LINEITEM 
L [) TPCH 
9- [3 lineitem 
L [3 TPCHA 
L. DISCOUNT 
En LINEITEM 
D TPCH 
lineitem 
D TPCHA 
FIGURE 4.3 L-EXTENDEDPRICE AND L-DISCOUNT PROVENANCE 
Hence, an analysis of quality of the VOLUME ancestors shall be done in order to 
detennine the quality of the derived attribute. For instance, suppose that LINEITEM is 
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more accurate and timely than lineiteni, but less complete. Such criteria should be 
taken into account to establish an informed decision regarding which query to execute 
to obtain the gross discount revenue. 
4.7 Assessment of derived data by the aggregation of quality of its provenance 
We have identified a set of metrics from previous research in section 3.5, refer to 
[Motro98], [Pipino02], [NaumannOO], [ScannapiecoO4b] for further detail. 
We have extended those metrics to assess the quality of primary data sources at multiple 
levels of granularity to provide qualitative infonnation to users. 
Once obtained the assessment of data quality at database, relation, tuple, and attribute 
levels of primary data sources, the following step was the tracking of data provenance 
detailed in the previous section. 
The data provenance algorithm obtains information relative to the ancestors from which 
derived data was produced. Once obtained the ancestors, their corresponding quality 
scores are retrieved to estimate the quality scores of the derived data. 
In this case, the DQM is able to assign quality scores to derived data by the aggregation 
of the quality properties of its ancestors. This assessment requires that all the quality 
scores of the corresponding ancestors are available. 
As we mentioned before, in order to fully achieve our objective 4, we require to 
aggregate the corresponding scores of the ancestors obtained. In the following 
examples, we are using the aggregation methods average, and maximum. 
We have considered average as a conservative aggregation function for accuracy, 
completeness, consistency, and uniqueness because we require just an approximation of 
the quality score. An example is explained as follows: 
We are concerned with the accuracy estimation of a data source A. Such data source A 
is a product of data fusion among three data sources with the following scores of 
accuracy (X=0.90, Y--0.80, Z--0.60). On the one hand, if we take an optimistic approach 
then the score would be equal to the maximum value, because it is a positive property. 
Therefore, A is 0.90 accurate. On the other hand, if we take the pessimist approach, the 
accuracy score of A is 0.60. However, both approaches are not considering other 
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implicit elements that might change the score. In the former case, A is also fused from 
data 0.30 less accurate than the maximum value. In the latter case, the score of A has 
been decreased from the actual value it may have. The accuracy score of A is not 0.60 
neither 0.90, but a mix of the three of them. Therefore, fairer estimation would be 0.76 
of accuracy, which is the average aggregation function. 
From our research perspective, we believe that average as aggregation function is 
appropriate for comparison purposes. Furthermore, the same approach should be taken 
in all fused data situations for consistency. As another example, in the case of time 
related properties, we could take a pessimistic approach to have an idea of the oldest 
data value. Otherwise, users would consider data more current than it actually is. 
As the main intention of these approximations is to compare data sources, the option 
will be to take the most current of the data sources fused. Therefore, the maximum 
function is used for aggregating scores. For instance, we are concerned with the 
currency estimation of a data source A. Such data source A is a product of data fusion 
among three data sources with the following scores of currency in days (X=3, Y= 6, 
Z--2), the currency score will be 6 days. If we compare source A with a currency of 6 
days against source B with a currency of 2 days, then the best option would be B 
because it was compound by at the most 2 days of currency from the oldest component. 
For illustrative purposes, in the first case we use average, and in the second case we use 
maximum as aggregation functions. The rationale is simple the fact that whichever you 
take as long as all the data will be treated in the same way, there is consistency. The key 
point is the consistency in the application of the aggregation functions. The formula 
utilised for fusing data has not been considered in this research. However, the fusion 
function could be applied for the aggregation of quality scores. Such assessment shall 
be subject to future research as discussed in Section 4.7.9. 
There is no intention in this research to rind the optimal aggregation relative to any 
particular fusion function, but it is something that worths further research. 
It is important to mention that the time related quality properties have been measured at 
a specific granularity level, because it will depend on the Database Management System 
(DBMS). Such DBMS may provide update time at row level or relation level of 
granularity. The timestamp obtained at a lower granularity would be preferred against a 
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timestamp obtained at a higher level of granularity, because it implies the precision of 
the measure computed due to the capability of the DBMS. These measures should be 
proportionally scaled for a better precision. Alternatively, we have assumed the worst 
case as the most common. For instance, if these measures were calculated at the relation 
level, assume the same time at the tuple, and attribute levels. 
In order to explain how quality of derived data might be assessed through data 
provenance, consider a query or a source s that comes from n ancestors aj. In the 
following sections, each metric for primary sources has been already explained in 
Chapter 3. 
4.7.1 Accuracy 
Accuracy of derived data A(s) is computed by the average of the scores of its ancestors. 
R EA(aj) 
Accuracy A(s) = J" 
n 
4.7.2 Completeness 
Completeness of derived data C(s) is determined by the average value of the 
completeness of its ancestors. 
±C(a, ) 
Completeness C(s) = J" 
n 
4.7.3 Consistency 
Consistency of derived data Cn(s) is detennined by the average of the consistency of its 
ancestors. The consistency of its foreign keys is checked with its corresponding primary 
keys in each ancestor. 
A 2: Cn(aj) 
Consistency Cn(s) = J" 
n 
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4.7.4 Currency 
The currency of derived data Cu(s) is the greatest value of the corresponding currency 
measures from the different ancestors. 
Currency Cu(s) = max(Cu(aj)) , Vi EE 
[I 
4.7.5 Volatility 
Volatility is the update frequency. When there are a number of data sources with 
different volatilities, the volatility of derived data Vo(s) is the greatest value of the 
corresponding volatility measure from its different ancestors 
vo(s) = max(Vo(aj)) , Vi E 
[1 n] 
4.7.6 Uniqueness 
Uniqueness of derived data U(s) is obtained from the average of its ancestor's 
uniqueness. 
U (ad 
Uniqueness U (S) = J" 
n 
4.7.7 Timeliness 
Timeliness of derived data T(s) is estimated in terms of its maximum currency and 
volatility. 
T(s) =max 0,1 - 
Cu(aj) )9 
Vj n] vo(aj)) 
4.7.8 Types of assessment 
In Section 3.6.2, we have identified two types of assessment associated with the level 
of granularity of data sources: 
Direct assessment: The process of assessment relates directly to the level of granularity 
such as uniqueness, which relates at the tuple level. 
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Indirect assessment: The score is calculated based on other scores at other levels of 
granularity of the same source, such as accuracy at the relation level which value 
depends on accuracy at the row level. 
Having assessed data sources on the bases of its ancestors we are in the position to 
identify a third assessment method: 
Assessment by provenance: The score of an object is computed based on the quality 
indicators of its ancestors. This assessment method is a novelty of the model and has 
been designed and will be implemented and tested to prove that data provenance can 
help to assess data at a finer granularity. 
The above granularity-based assessment classification is new, and it is the result of our 
intention to provide users with a variety of assessments at multiple levels of granularity 
in order to let users to choose which granularity they are interested in. 
4.7.9 Assessment of fused data 
We have discussed the assessment of primary data sources in Section 3.5, the 
assessment of derived data based on the quality properties of its ancestors in section 4.6, 
and the assessment of derived data based on the aggregation of the quality properties of 
its ancestors in section 4.7. However, qualitative information is affected when derived 
data has been obtained from a fusion function. As the provenance algorithm does not 
trace queries, the algorithm is not able to obtained the elements involved in the fusion 
function. Therefore the algorithm is not able to aggregate its quality scores and obtain 
the quality score of fused data automatically. Consequently, the alternative is to assess 
fused data just in terms of the quality properties of its fused elements. The fused 
elements can be obtained from the where provenance algorithm through the qucry that 
produces the derived data. Such case has been already explained in section 4.6. 
We can conclude that the fusion function is not critical because at this point the DQM 
can still assign a quality value to derived data and specially if it is able to use 
provenance to track down the fused elements. 
However, the fusion function is important for improving the accuracy of the qualitative 
information that we are providing relative to data elements, and shall be contemplated 
as part of future work. 
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The key element for the aggregation of quality scores is to use it consistently. Further 
research is required for the optimal aggregation within data fusion. 
4.8 Summary 
Due to the huge amount of heterogeneous data sources available to the user, we can no 
longer rely on the presumptions of perfection, primary authorship and atomicity. 
Therefore, as our approach is also concerned with the quality of integrated data, we 
have included data provenance as a relevant mechanism to consider in the analysis of 
data quality. 
Woodruff et al. and Cui et al have already approached tracking provenance at relational 
databases [Woodruff971 and [Cui2000]. 
The algorithm applies tracing queries recursively through the provenance metadata by a 
lazy approach. This approach is not considering versions or history of data but obtaining 
enough information to compare one data source against other. The provenance 
algorithm is not particularly new, it was implemented just to obtain enough information 
for assessment purposes. 
We have considered data provenance as a mechanism to help data quality assessment 
and consequently, to help in the resolution of data inconsistencies between successor 
databases. We have proposed the extraction of data provenance using a metadata shared 
by the community, to demonstrate that provenance is as a helpful mechanism to support 
the determination of data quality. Furthermore, it is possible to trust data according to 
the quality scores of its ancestors, or to compute the quality of derived data, considering 
the scores of its ancestors. 
In general, it is easier to trust data obtained directly from its author than data that comes 
from a number of sources through several transformations. But once the quality scores 
have been obtained for each data source of interest, this process becomes more precise 
and informed. Consequently, we can conclude the following: 
n The retrieval of the locations of the sources from where the data was extracted, 
help in the process of data quality assessment. 
v The understanding of which data had some influence on the existence of 
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integrated data helps in the process of data quality assessment. 
v Now we are in the position to trace back the originations of data and to obtain 
quality scores of derived data. Quality of data derived from different data 
sources at different levels of granularity using data provenance has not been 
addressed until now. 
m Assessment at a lower level of granularity will result in a more precise quality 
approximation than considering just quality criteria at higher level of granularity. 
The Data Quality Manager through the Assessment Model can determine the scores of 
each participant data source at different levels of granularity. Such scores will be stored 
in the Data Quality Metadata. 
The Measurement and Assessment Models detailed in Chapters 3 and 4 correspond to 
objectives 2,3 and 4. These models will be tested through a set of experiments on the 
prototype in Chapter 7. 
Considering the issue of selecting data sources based on customer priorities in order to 
obtain the best outcome it is necessary to consider the ranking of those data sources 
based on their quality scores, which we can now compute. Since taking decisions in 
multiple criteria with values at different units of measure is not an easy task, the next 
chapter will address the problem. 
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0 Chapter 5 Multiple Attribute Decision Making 
5.1 Introduction 
"Multiple attribute decision making (MADM) procedures, a process for making 
preference decisions over the available alternatives which are characterized by multiple 
(usually conflicting) attributes, are useful for improving decision making in a wide 
range of circumstances" [Hwang951. 
We have identified a set of useful data quality criteria for an objective assessment to 
support a continuous range from expert users to naive users. We have added a 
provenance mechanism to assess the quality of the participant data sources at different 
levels of granularity. Now we need to obtain an overall quality measure for each data 
source according with the quality properties and priorities required by users. 
The aim of this chapter is to clarify how the Multiple Attribute Decision Making 
(MADM) area (developed by Hwang and Yoon in 1981 [Hwang81]) makes possible the 
ranking of data sources through the comparison of multiple data quality dimensions, 
different weights, and user quality priorities. 
This chapter discusses the MADM problem in terms of data quality criteria, its scores 
and priorities. We next discuss the scaling criteria methods, the specification of quality 
priorities by weighting normalization, a brief analysis and evaluation of the available 
ranking methods. The chapter concludes with some recommendations regarding which 
ranking method to use according to the scaled scores. 
5.2 The Multiple Quality Criteria Problem Definition 
Once the quality scores have been obtained, decisions must be made based on the 
relative quality criteria of data sources. 
Consider Table 5.1 with three data sources named TPCH, TPCHA, and TPCHB. There 
are seven quality criteria per each data source, assigned arbitrarily and their 
corresponding scores per data source. For instance, accuracy is a positive criterion given 
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in terms of number of rows, and response time and currency are related to time 
measures. 
Accurac Completeness Currenc 
Response 
Time Uniqueness Consistenc 
Vola- 
tilit 
TPCH 1 0.931 6 2 0.812 1 167 
T? CHA 0.611 0.992 24 1 0.484 0.984 150 
Tpam j 0.900 0.182 12 0 0.7131 0.9991 162 
TABLE -21.1 M: URIGINALbCORES OF I FUH, -I MHA AND I MUM 
The first problem to cope with is how to compare multiple and conflicting 
criteria. Section 5.3 will explain two scaling criteria methods to solve the 
problems of different units of scores and different ranges. 
The table 5.2 shows an arbitrary relative importance for each quality. 
[-Accuracy Comeý ýness Currency I Response Time I Uniqueness I Consistency I Volatility 
1 loo 65 401 301 901 801 Sn 501 
TABLE 3.2 W: WEIGHTS ASSOCIATED TO QUALITY PROPERTIES 
m The second problem is to handle the quantification of preferences and the 
detection of inconsistencies every time users set their priorities depending on the 
situation. For instance, accuracy is the most important property with a weight of 
100, followed by uniqueness which weight is 90. However, weights need to be 
comparable values. Section 5.4 will discuss weighting normalization. 
The third problem is how to combine the quality criteria measurements to 
produce an overall ranking. Such ranking methods will be presented in Section 
5.5. 
The MADM methods have already been used to rank data sources based on its quality 
properties in [Naurnann021, [Burgess02] and we are introducing them to provide an 
overall quality score. 
In order to cope with the Multi Attribute Decision Making problem, the above 
specifications might be given in mathematical terms. Refer to [Hwang8l] for further 
detail. 
Let be n the number of alternative data sources A, and k the number of quality 
dimensions Q. Then the decision matrix can be represented by M. 
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Ql Q2 * Qk 
Ml, l MI, 2 MIA 
M =- A2 M2,1 
An 
_Mn, 
l Mn, k 
The set of priorities assigned to each quality dimension is represented by the vector W. 
IWI 
W2 *** wk 
I 
The next section will explain two main scaling methods for scaling criteria onto the 
[0, I] scale discussed in [Lipschutz02], Vector Normalization and Linear Scale 
Transformation to compare conflicting criteria. 
5.3 Scaling Criteria Methods 
The scaling of scores allows all criterion scores to be brought into non-dimensional 
scores within [0,1], and thus make them comparable as described in [Naumann021. The 
inatrix of scaled scores is represented by N. 
An example of proportion between scores is given by looking at the Table 5.1 and 
considering the negative criterion Response Time. TPCH takes twice as long as TPCHA 
to answer the customer. The best response time is given by TPCHB, TPCHA, and 
TPCH in that order. If the scaling method keeps the proportion between scores, the 
ranking method will reflect such proportion within the overall score for the ranking. 
5.3.1 Vector Normalization 
This method divides each score by the norin of the criterion vector for all the alternative 
sources [Lipschutz02]. n, 
MU (5.1) JýMU2 
(whereM,,, M, 21,,., m,. ) is the vector of scores for a given 
data source 
The normalized matrix results from applying equation (5.1) to the original scores are 
shown in Table 5.3. 
It is worth mentioning that this method does not distinguish between positive and 
negative scores. However, it scales the scores proportionally. 
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Criteria Accuracy Completeness Currency 
Response 
Time Uniqueness Consistency Volatility 
TPCH 0.676 0.678 0.218 0.894 0.685 0.58 0.603 
TPCHA 0.413 0.722 0.872 0.447 0.409 0.571 0.541 
1 TPCHB 1 0.6091 0.1321 0.4361 01 0.6021 0.5791 0.585 
TABLE 5.3 N: SCORES SCALED BY VECTOR NORMALIZATION 
53.2 Linear Scale transformation 
The linear scale transformation method takes the maximum score if the criterion is 
positive, or the minimum score if the criterion is negative by the formulas 5.2 and 5.3 
respectively. 
mij -m 
m niax m Irin 
, 
ii 
i=1, ---, n for positive criteria (5.2) 
m max m 
i ij 
m max m Min ii 
i=1, ---, n for negative criteria (5.3) 
The normalized matrix is presented in Table 5.4, and it is the result of applying the 
equation (5.2) to accuracy, completeness, uniqueness and value consistency scores, and 
equation (5.3) to currency, response time, and volatility scores. 
Criteria Accuracy Completeness Currenc 
Response 
Time Uniqueness Consistency Volatility 
TPCH 1 0.924 1 0 1 1 0 
TPCHA 0 
ý 
1 0 0.5 0 0 1 
70ý r"T"PCHB 1 07441 
w 01 0.6661 1 1 0.6981 0.941 1 0.2941 
TABLE 5.4 N: SCORES SCALED BY LINEAR SCALE TRANSfORMATION 
The scaled scores are in the range [0,11, where the best option obtains the score I and 
the worst option obtains the score 0. This property assures comparability of scores 
across criteria. The disadvantage is that if an original score is twice as high as another, 
this proportion is lost after linear scaling transformation method. 
In other words, there is no longer a response time proportion between TPCH and 
TPCHA. The negative consideration allows considering TPCHB as the best option and 
TPCH as the worst option. In the case of accuracy, the best option is TPCH and the 
worst option is TPCHA. 
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The decision about which scaling method to use should consider two conditions, first 
the trade off between proportional scaling; and second, the utilization of positive and 
negative criteria. The ranking methods are addressed in section 5.5. 
5.4 Weighting Normalization 
It is our intention that users will be able to define their priorities directly, anytime it is 
required according to different situations. 
In the case of k criteria the set of weights is represented as follows: 
The priority of each quality attribute is stated by a set of weights, where the MADM 
require the sum of the elements of the weighting vector be equal 1. Therefore to 
achieve: 
k 
In 
J-1 
The weighting values must be normalized as follows: 
k 
Wi 
(5.4) 
F, wi 
J-1 
The Table 5.5 shows the normalized weights. 
Criteria 
Original 
Weights 
Normalized 
Wei bts 
Accuracy 100 0.219 
Completeness 65 0.142 
Currency 40 0.087 
Response Time 30 0.065 
Uniqueness 90 0.197 
Value Consistency 80 0.175 
Volatility 1 50 1 0.109 
TABLE 5.5 W': WEIGHTING NORMALIZATION 
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5.5 Ranking Methods 
The Multiple Attribute Decision Making area offers several ranking methods. In the 
following section we are going to explain the Simple Additive Weighting (SAW) and 
the Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) methods 
developed in [Hwang81], and why they were selected among others. 
There are more than ten classical MADM methods. Some are either very lengthy, 
complex, or give biased ranking [Hwang81], which will not be mentioned here because 
our aim is to find unbiased and practical ranking methods. Therefore, the four most 
popular and widely used are considered in this section. 
The Simple Additive Weighting method (SAW) is easy to compute and to 
understand. It allows user interaction to state preferences between criteria. 
m The Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) 
method is relatively simple, with the same computational complexity as SAW. 
However, it takes into consideration the differences between positive and 
negative criteria. 
The Data Envelopment Analysis (DEA) is one of the most widely used. 
However, it does not allow user weighting. The result is independent of the user. 
a The Analytical Hierarchical Process (AHP) requires pair wise comparison for 
each attribute and a consistency check. Therefore, its computational complexity 
is exponential to the number of sources and quality dimensions. 
These MADM methods have already been used to rank data sources and queries 
[Naumann02], information items [Burgess03b], and heterogeneous networks 
[Zhang031. 
As we are interested in establishing the user priorities among quality properties DEA is 
discarded because its results are user independent. 
As the AIHP complexity is exponential to the number of sources and quality dimensions. 
ABP can be discarded for complexity reasons. 
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Further comparisons among these MADM methods have been done in [Nauman02] and 
[Zhang03]. Based on these evaluations, we have decided to use the SAW and TOPSIS 
methods. 
The following ranking methods require a scaled decision matrix N either using the 
vector normalization method with the formula (5.1), or the lineal scale transformation 
with formulas (5.2) and (5.3), and a normalized vector of weights W through the 
fonnula (5.4). 
5.5.1 Simple Additive Weighting (SAW) 
The overall score of an alternative data source is computed as the weighted sum of all 
the attribute values. This method comprises the following steps: 
I- Apply the user defined weighting to each scaled criterion 
wj nv (5.5) 
2. - The final score SAW for each alternative data source Aj namely SAW(Aj) is 
therefore calculated by adding the scores up for each criterion as follows: 
SAW(A) = 1: w, -n, (5.6) 
The results of SAW with Linear Scale method example are shown in Table 5.6 
Data source Rank 
TPCH 0.813 
TPCHB 0.624 
TPCHA 0.285 
TABLF. 5.6 WN: SAW RANKING 
5.5.2 Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) 
This method considers that the best altemative should have the shortest distance from 
the ideal solution and the farthest from the negative-ideal solution. 
Considering the decision matrix, the vector of weights: 
1. - The normalized decision matrix is weighted. 
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wjn, (5.7) 
2. - To detennine the ideal solution Sj" and the negative solution Sj' 
Si + =max(wjn, ) where i=1, ---. n for positive criteria (5.8) 
Sj-=min(wjnii) where i=1, "-, n for negative criteria (5.9) 
3. - To calculate the Euclidian distance of each alternative from the ideal 
solution (E, +), and the negative ideal solution (E, -), the following equations will be 
required. 
Ei = 1=1, ---. n for positive criteria 
E, - =Fý(wjnj -Sý)2 I=1, ---, n for negative criteria 
4. - To detennine the relative closeness C of the iti, alternative to the ideal solution. 
E 
C, j=I, "«, n (5.12) +E, 
Every alternative score is compared with the positive and negative ideal solutions. If an 
alternative itself is the positive ideal solution then C=I. On the other hand, if an 
alternative itself is the negative ideal solution then C--O. Therefore, the larger value of 
Ci, the closer to the ideal solution and farther from the negative solution. 
The results of TOPSIS with Vector Nonnalization are shown in Table 5.7. 
Data source Rank 
TPCH 0.677 
TPCHB 0.504 
TPCHA 1 0.466 
TABLE 5.7 WN: TUPSIS RANKING 
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5.6 SAW vs. TOPSIS 
There are three specific characteristics to consider while ranking data sources: 
A) Which combination of scaling and ranking methods is appropriate 
B) Which ranking method is more sensitive to weighting or scores 
Which level of experience users have 
The ranking result will vary according with the method used, because there is no "true" 
ranking of sources [Naumann02]. Ranking of data sources using the linear 
transformation scaling method with TOPSIS and SAW indistinctly has been approach 
before [Burgess03b], [Naumann021. However, the combination between scaling and 
ranking methods indistinctly might provoke conflicts on the overall quality. Such 
conflicts are related to the comparison between positives and negatives properties 
depending in the combination of the scaling method with the ranking method. 
In the case of linear transformation, involving positive and negative criteria for 
example, all the score values are represented in terms of being positives (I for the best 
and 0 for the worst option, considering positives and negatives). Then when TOPSIS is 
used, in the case of negative criteria the method considers the minimum value as the 
best option, so the comparison is exactly the opposite to what it should be. For instance: 
if we use a linear scale transformation (refer to Table 5.4 for further detail), the scaled 
values for negative criteria such as response time will be the following: 
Criteria Response Time 
TPCH 0 
TPCHA 0.5 
rC-HB- - III 
TABLE 5.8 SCALED VALUES BY 
LINEAR SCALE TRANSFORMATION 
In the case of negative criteria, TOPSIS will use the minimum score for the best option 
as already mentioned in equation (5.9). The value chosen for the ideal solution will be 
exactly the worst option (which is TPCH), degrading the ranking result consequently. 
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The SAW method will add up the product of weight and the response time score. In the 
case of TPCH, the result of such product is equal to zero, decreasing the final score. In 
the case of TPCHB, the result is grater than 0. Such considerations are correct because 
TPCBB was the best option and TPCH the worst option. 
If we use the vector normalization scaling method (see Table 5.3 for further detail), the 
scaled values for response time will be as follows: 
Criteria Response Time 
TPCH 0.894 
TPCHA 0.447 
jMCHB 
TABLE 5.9 SCALED VALUES 
BY VECTOR NORMALIZATION 
Again, TOPSIS will use the minimum score (in this case 0) as the best option from 
equation 5.9, which is TPCHB. 
SAW on the other hand, will add 0 to the overall quality score for TPCHB even when it 
has the best response time. Furthermore, will add a non zero value to the final score to 
TPCH which actually was the worst option for response time. 
In summary, in case positive and negative criteria arc involved in the decision matrix. 
We either use a) Vector normalization scaling method with TOPSIS. 
b) linear scale transformation method with SAW. 
If there are just positive criteria in the decision matrix. We use either combination, or 
c) Vector normalization scaling method with SAW 
d) Linear scale transformation method with TOPSIS 
In case, there are just negative criteria in the decision matrix. We use either 
e) Linear scale transformation method with SAW. 
f) Vector normalization scaling method with TOPSIS. 
g) Linear scale transformation method with TOPSIS, and consider all 
criteria as if they were positive using the formula 5.8 only. 
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We recommend linear transformation function in the case there are only positive criteria 
or only negative criteria involved, because this scaling method mantains the 
proportional differences, and such proportion would make a difference in the outcome. 
On the bases of a comparative analysis described in [Naumann02], TOPSIS is more 
sensitive to weighting and more sensitive to quality criteria with high scores than SAW, 
which provides a conservative ranking [Zhang03]. 
As we mentioned before, another aspect for consideration when choosing between SAW 
and TOPSIS should be user experience. If users have wide experience, the TOPSIS 
method should be used for a better performance and sensitivity to users preferences. On 
the contrary, if users are novice they should use the SAW method in order to obtain a 
conservative ranking or even DEA which does not require any user intervention, but 
more computational complexity. These considerations shall be taken into account when 
developing the DQM. 
5.7 Summary 
This chapter has presented the use of established Multi-Attribute Decision Methods for 
the ranking of data sources. 
We have chosen SAW and TOPSIS methods because they allow user interaction to state 
preferences between criteria, and because they are easier to compute and to understand 
than DEA and AHP [Naumann02]. 
The methods described in this chapter have already utilised for the ranking of data 
sources by F. Naumann in [Naumann02] and M. Burgess in [Burgess02]. 
After the use of two Multiple Attribute Decision Making methods, TOPSIS and SAW, it 
is now possible to rank data sources through the comparison of multiple data quality 
dimensions, different weights, user quality priorities, at different levels of granularity. 
According to our analysis regarding the possible combinations of scaling methods with 
the ranking methods, the recommendation to obtain coherent results (and therefore a 
more reliable decision) with both ranking methods, has been to use TOPSIS with Vector 
Normalization or SAW with Linear Scale Transformation in case positive and negative 
criteria are involved. In case all criteria are positives or negatives, the Vector 
Normalization method is the best option with SAW. As far as we know, the previous 
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analysis has not been done before. In previous approaches such as [NaumannOO] and 
[Burgess02] such distinction was not mentioned. 
From our aforementioned outcome, we need to take into consideration two cases: 
experienced users should choose which ranking and scaling method they prefer. In the 
case of inexperienced users, the system will use this model to make decisions based on 
the charactedstics of the quality critefia. 
Recapitulating: We have discussed our DQ model in Chapter 3, the consideration of 
Data Provenance in Chapter 4, and the MADM methods to scale, and to rank data 
sources to produce a single comparable result across data sources (objective 5 of this 
thesis detailed in Section 1.5) to help users to decide which data source to choose in 
case of extensional inconsistencies. 
Hence, we have all the elements required to carry out the analysis and implcmentation 
of a prototype as a proof of concept of our hypothesis (which is the subject of Chapter 
6). 
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Chapter 6 Design and Implementation 
6.1 Introduction 
The purpose of this chapter is to illustrate the use and implementation of its prototype, 
which is the objective 6 of this thesis. See Section 1.5. 
The DQM has been designed to the solve issues we have found along the research 
process such as the assessment of derived data, and the integration of data quality 
scores. The first section of this chapter establishes the specification of the prototype 
requirements. We then present the analysis and design of the DQM elements, the 
facilities it provides, and a clarification of its target users. Finally, the chapter presents 
conclusions regarding the capabilities and limitations of the prototype. 
6.2 Requirements 
The DQM prototype requirements must correspond to the elements proposed in 
Chapters 3,4, and 5. Therefore, the prototype must be capable of supporting the 
following: 
6.2.1 Metadata 
The design and implementation of a repository to maintain and to retrieve the quality 
properties identified in the Data Quality Reference Model called Quality Metadata 
(QMD). The implementation of a repository named Provenance Metadata (PM) to store 
the information related to the data sources involved in the multi-database environment, 
including the data provenance stored in those data sources. Such repository has already 
been designed in Section 4.4.2. 
6.2.2 Data Provenance 
Implementation of the algorithm for data provenance from Chapter 4. 
6.2.3 Measurement and Assessment Models 
This section is concerned with the implementation of the formulas identified in the 
Measurement and Assessment Models, as follows: 
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The assessment of primary data sources by direct and indirect assessments as defined in 
Section 3.6. 
The assessment of derived data based on the quality of its provenance as defined in 
Section 4.6. 
The assessment of derived data by the aggregation of quality of its provenance as 
defined in Section 4.7. 
The facility to allow the Data Quality Administrator to execute the above processes each 
time data changes as part of the temporality of quality properties (as stated in Section 
3.6), and to store them in the Quality Metadata. 
6.2.4 Ranking of data sources 
v The DQM should include the implementation of the Scaling Criteria Methods: a) 
Vector Nonnalization; and b) Linear Scale transfonnation discussed in section 
5.3. 
The DQM requires the implementation of the Weighting Normalization method 
reviewed in section 5.4. 
w To carry out the Ranking of data sources, the prototype should compute the 
methods mentioned in Section 5.5 called a) The Simple Additive Weighting 
method (SAW) and b) the Technique for Order Preference by Similarity to Ideal 
Solution (TOPSIS). 
6.2.5 Facility to profile the user In terms of the context of the query 
Users should be given the ability to prioritise their quality properties and therefore to 
influence the query outcomes, during the data inconsistencies resolution. 
In order to achieve objective 4, the prototype should present the user with a friendly 
windows interface where they can specify an appropriate context for the analysis of data 
quality utilising the following options. 
w Selection of quality properties 
a Specification of quality priorities 
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m Specification of data sources to analyse 
n Specification of scaling and ranking methods 
Users should not have to individually select these. There should be a default stereotype 
condition where scaling and ranking methods will be suggested as was stated in chapter 
5. However, experienced users may wish to select and specify all of the conditions for 
the context of the query. 
6.2.6 Analysis of data quality properties 
As the DQM should allow users the analysis of the data quality environment, it is 
important to identify which possible cases may exist within a multi-database 
environment and the elements it contains. 
We have already mentioned that the DQM is a metadata-based system. Therefore, it is 
possible that for any reason data information may be incomplete or inaccessible. Such 
information comes from the Provenance Metadata and the Quality Metadata so we have 
identified 3 conditions: 
Analysis of data sources based on their data quality properties only. There 
is no ancestor data information at a database level. Therefore, there is no data 
provenance capability. In such case, users should consider all data in the data 
source as if they were the primary source. 
2. Analysis of derived data based on the quality properties of Its ancestors. 
There is metadata, stored of the data source and that is sufficient to compute 
quality scores at a certain level of granularity. In the case that the DQM cannot 
compute quality properties for derived data, the DQM shall facilitate users the 
retrieval of data quality by the ranking and analysis of the quality properties of 
its corresponding ancestors. 
3. Analysis of derived data based on Its quality properties. The quality 
properties have been computed based not on the idea that data are not the 
primary source but that we have provenance metadata stored at a data source 
level that describes the ancestor information of the derived data. 
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The next section is concerned with the design and implementation of the DQM 
prototype and presents the facilities developed to support such requirements. 
6.3 Design 
The DQM is designed according to the requirements under an object oriented 
programming paradigm. There are three packages namely Domain, User Interface, and 
Database. 
6.3.1 Domain Package 
The Domain Package contains the class Measurement that is concerned with computing 
and retrieving the data quality scores by the execution of stored procedures and the 
scaling and ranking methods. 
63.2 Database Package 
The Database Package contains the classes relevant to the Quality Metadata and the 
Provenance Metadata and the methods required for tracking provenance and retrieving 
information of the participant databases. 
6.3.3 User Interface Package 
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FIGURE 6.1 GENERAL CLASS DIAGRAM OF THE VQM 
The User Interface Package consists of a number of GUIs that allow the user access to 
the Reference Model, the tracking of the data provenance, the selection of data sources, 
the profile specification, and the ranking of data sources according to the options 
T-OUALrrY TOET-SCORES I r-OF7-ROVENANCE SET-VYEIOHTS rOE 7ALff7y 
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specified in the main menu. The Class Diagram presented in Figure 6.1 shows very 
briefly the main classes of the prototype along with their relationships. 
6.4 The Data Quality Manager prototype 
6.4.1 Prototype Configuration 
Operating System 
The DQM prototype has been developed and tested on Microsoft windows XP 
Professional Edition. 
Programming Language 
The language selected for the development of the DQM prototype was Java Runtime 
Environment Standard version 1.5-0-05-bO5 with Sun Java Development Studio Creator 
version 6.0. Java was chosen because it is portable, robust and the author is familiar 
with the language. A Java interface has been provided for a number of enterprise 
Databases Management Systems, such as those from Oracle and Sybase. 
Database Management System 
The implementation of the Quality and Provenance Metadata was performed with 
Sybase Adaptive Server Enterprise version 12.5.2. This Database Management System 
was selected because the author is well acquainted with the software and the capability 
to build stored procedures for measurement and assessment. 
In order to illustrate the implementation of the DQM the next section will show the 
most relevant screens according to the requirements established from the options 
available in the main menu. Such screens can be identified by name from the class 
di agram in Fi gure 6.1. 
6.4.2 Main menu 
The main menu is a tool bar representing each element of the architecture of the Data 
Quality Manager. Some elements of the tool bar are available depending on the status of 
the user and therefore for a fully working system a password entry system would 
precede the stage to ensure that user status was identify. See figure 6.2. 
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6.4.3 Reference Model 
According to the requirements established in Section 4.1 ofth's chaptcr, the first option 
called Reference Model allows insertion, deletion and update of quality properties from 
the Reference Model, and corresponds to the CRIMAN window in the diagram class. 
This menu selection is only available for use by the Data Quality Administrator (DQA). 
6.4.4 Metadata 
We have implemented the Quality Metadata within relational database architecture. The 
Entity-Relationship Diagram for the Quality and Provenance Metadata is shown "I 
Figure 6.3. 
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FIGURE 6.3 ER DIAGRAM OF QUALITY ANI) PROVENANCEMNADATA 
The Meladata option allows the retrieval and management ofthe information related to 
the participant data sources, and corresponds to the requirement indicated in Section 
6.4.1. This activity is only available to the Data Quality Admjnjstj,, jtoj,. See Figure 6.4. 
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6.4.5 Measurement Model 
The Measurement Model option corresponds to the requirements stated in Section 6.4.3 
and it contains two submenus Col"Pule Scores and View Scores: 
The submenu Compute Scores: The Purpose of' this option is to let the Data Quality 
Manager to compute all the scores within the federation automatically to a certain point 
to a predefined tolerance period agreed by data consumers as stated in Section 3.6.1. 
In order to implement the Measurement Model without consideration of' any particular 
Information System, according to the metrics at data value level only, there was a 
generation of code by stored procedures. Such stored Procedures extracted iril'ormation 
from the metadata, to obtain the names of' the elements of' the databases ofevery oh. ject 
in the federation at the corresponding level of' granulanty. This was performed by 
applying the corresponding metric of every quality property, and storing the result In the 
Quality Metadata. We consider this as a relevant characteristic ofthe Impicnici-itatIon of' 
the Measurement Model. Therefore, we present the following code as an example ol'thc 
generation of SQL for Uniqueness metric. 
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select I 
insert into Scores select 
I+convert(varchar, ancestor_id)+1,2, 
convert(real, count(distinct 
I+object_name+'))/convert(real, count(*)), 
, non-duplicated/total values" from I+ PhysicalLocation 
gol 
from DataSourceInfo 
where DataSourceType=lattributel 
and InfoSystemType=@InfoSystemType 
And isKey='Y' 
Hence, the code generated from the above stored procedure for a particular data source 
based on its primary key is the following: 
insert into Scores select 301,2, 
convert(real, count(distinct NLNATIONKEY))/convert(real, count(*)) 
, *non-duplicated/total values" froM TPCHA. dbo. nation 
The above SQL code computes the ratio between the number of non-unique rows and 
the total number of rows in the nation relation. 
Having computed the scores from primary data sources (only one level of indirection, 
direct parent, no ancestor), the next relevant step is the computing of quality scores of 
derived data, which are determined by the corresponding scores of their ancestors. The 
next code shows an example for the quality property uniqueness. 
insert into Scores 
select 1209,2, avg(score), Oavg(uniq[ueness of ancestors)* 
from Scores 
where object-id in (select ancestor_id 
from Ancestors 
where object_id = 1209) 
and criterionlD=2 
The submenu View Scores: This option allows users to retrieve the existing quality 
scores for a specified data source (see Figure 6.5). 
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6.4.6 Assessment Model 
The Assessment Model option has two submenus Ranking (? /' Data Source, % and 
Provenance (requirements 4.5 and 4.2 respectively). 
The submenu Ranking qj'Data Sources: This option allows the ranking of'clata soul, ces 
by the specification of quality properties, quality priorities, and ranking methods. 
The facility to profile the user in terms of the context ofthe query depends oil the lcvt: l 
of experience of the users, in the case ofan experienccd user is implemcnicd as 1'()11()ws: 
The system displays a tree with all available quality criteria from (fie quality nietadala 
for selection, and for each specified quality cntcrion, a slider Is displayed to set (tic 
corresponding weight. See Figure 6.6. 
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FKAJRE 6.6 PRIORITISATION OF Ql ALITY PROPERTIES 
Having all the quality properties prioritised, the weights are normalized as mentioned in 
Chapter 5 section 4 to form the vector of weights by the following code: 
public void normalizeO 
( int i, sum=O; 
for (i=O; i<this. chosen - 
length; i++) 
sum+= this. weights[i); 
for (i=O; i<this. chosen - 
length; i++) 
this. weights[i)/=sum; 
The next step is the selection of the data sources, scaling, and ranking methods. In order 
to select data sources from a scroll pane, the prototype retricvc. s frorn the metadata all 
the data sources involved in the federation of' interest (highlighted in Figure 6.7). The 
scaling method is selected by pressing its corresponding radio button and the ranking of 
data sources is executed by pressing the buttons TOPSIS or SAW. In IIIC cxý1111pic the 
linear scale transformation with SAW methods were executed. The following code 
shows the implementation of the SAW method. 
public void get-sawo 
(double sum=0.0000000; 
this. saw = new double[num-sources); 
for(int i=O; i<num-sources; i++) 
{ for(int k=O; k<chosen_length; k++) 
sum+=this. norma-decision(i)[kl*this-weights(k]; 
this. saw[il=sum; 
sum=0.00000000; 
The overall quality is presented in descendent order in a Text area. See Figure 6.7. 
Value Corisistmicy 
I 
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The submenu Provenance: This facility obtains the provenance Of a selected dala 
source and the quality scores available. Therefore, users are able to select data sourccs 
and their quality properties, and then proceed to the ranking ot'data sources. 
The first step is to specify the name or identifier of the data source whose provenance is 
required. The Data Quality Manager provides users with a fricildly hierarchical tree 
describing the data lineage, to trace back to sources through daij, paths. E'vcry element 
of the tree can be selected and its available quality scores arc displayed III a (able. (Scc 
figure 6.8). 
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6.5 Conclusions 
In order to achieve the expected functionality, we have taken the architecture of' thc 
Data Quality Manager and reflected on its i-cquircincrits (covered ill Chaptcrs 3,4, and 5). 
We have built a system prototype where we have an understanding ofthe potential cases 
that can exist in the database. These possible cases reflect all possible conditions 
because a combination of them will reflect any database condition. Chapter 7 will 
present an example of three scenarios representing the cases mentioned in section 6A. 6 
in order to test the DQM prototype. 
The Data Quality Manager allows users to obtain qualitative information on the basis ()I' 
a set of quality properties, measurement, and assessment ofdata quality. 
The DQM also presents a mechanism for users to define the data critcria, quality 
criteria, and then goes to the lowest level of granularity in the ancestor database, 
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The system supports expert users in allowing them explicitly to operate at this level. 
Less experienced users could be offered a simpler interface through a process of 
stereotyping as part of a future stage. 
The prototype has been specifically designed to develop and demonstrate specific 
functionality. Thus, it requires considerable further development before becoming a 
finished product. 
For each element in the federation we required to capture information about a data 
source in the metadata, in order to obtain their scores and ancestors. The management 
and maintenance of metadata is a typical constraint of all metadata-based systems. 
However, much of the metadata can be automatically generated and the use of 
temporality and tolerance constraints can ensure a regular automatic update. 
The measurement model implemented is restricted to relational databases. However, a 
number of Database Management Systems such as Sybase Adaptive Server, provide the 
facility to extract database information as XML documents, and they also provide an 
external file system access. The system could be extended by mapping query constructs 
into a required model and then taking the criteria model back into the appropriate 
system but that would require significant work. 
As we mentioned in Chapter 3, the implementation of the DQM was restricted to the 
data value level quality properties. However, it can be easily extended to the 
measurement of subjective data quality properties, and store these measurements as part 
of the user profile. Such extension would be helpful in case of experienced users. 
This model is not restricted to any type of data source in terms that data provenance has 
already been tracked for documents and semi-structured data [BunemanOll. In such a 
case, the assessment of data quality by data provenance still works. 
As can be seen from the description of the implementation of the DQM prototype, there 
are a number of possible combinations of quality properties, quality priorities, and 
levels of granularity according to the context established by the user that might change 
the ranking of data sources and therefore the query outcomes. 
Having designed and implemented the Data Quality Manager, we are now in the 
position to test the functionality of the prototype, the appropriateness of the quality 
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information, the ranking of the data sources, and that the qualitative information varies 
appropriately according with the context specified by the user by testing and 
experiments detailed in Chapter 7. 
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Chapter 7 Test and Experimentation 
7.1 Introduction 
This chapter presents a test plan and an experimentation plan. Thus, the main goals are: 
1. Testing the functionality of the prototype. 
2. Testing the appropriateness of the quality information. 
3. Testing the ranking of the data sources. 
4. Testing the appropriateness of the prototype within the test 
boundaries. 
7.2 Test Plan 
Testing involves the establishment of objectives, resources, strategies, test cases and 
procedures for handling problems. Therefore, in order to test the functionality of the 
system, we need to identify which relevant functional requirements will need validation 
through a set of activities. Evaluating how well these activities support the requirements 
will lead us to the determination of whether the prototype achieves the required 
functionality or not (covered in Section 7.2.2). 
Regarding the appropriateness of the quality information synthesized, we have 
identified representative scenarios according with the data quality properties asscsscd on 
specific data sources to test whether the scores produced by the prototype arc within the 
expected ranges (referred to in section 7.2.3). 
once the data sources have been evaluated, we require testing if the ranking of the data 
sources produced by the DQM reflect the expected outcomes (covered in Section 7.2.4). 
To test the potential capabilities of the DQM prototype to determine if it behaves as it is 
expected by providing appropriate qualitative information of derived data, and at 
database, relation, attribute levels of granularity by conducting an experimentation plan 
based on inferential and descriptive statistics through a set of sanity checks. 
7.2.1 Testing Configuration 
Operating System 
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The DQM prototype has been tested on Microsoft Windows XP Professional Edition. 
Database Test Suite 
As the DQM prototype is aimed to work within a multi-database environment, the 
conducted tests are based on two populations corresponding to the following 
benchmarks: 
TPC BenchmarkTmC (T? C-C) is an on-line transaction processing benchmark. TPC- 
C simulates a complete computing environment where a population of users execute 
transactions against a database. The benchmark is concerned with the execution of 
transactions of an order-entry environment. These transactions include entering and 
delivering orders, recording payments, checking the status of orders, and monitoring 
the level of stock at the warehouses [TPC-C]. We have implemented 6 databases 
which architecture is further detailed in Appendix B. Such databases have been 
loaded and strategically updated to reflect differences of quality. 
The TPC BenchmarkTmH (TPC-H) is a decision support benchmark. It consists of a 
suite of business oriented ad-hoc queries and concurrent data modifications. The 
queries and the data populating the database have been chosen to have broad 
industry-wide relevance. This benchmark illustrates decision support systems that 
examine large volumes of data, execute queries with a high degree of complexity, 
and give answers to critical business questions [TPCH]. We have implemented 6 
databases which architecture is further detailed in Appendix B. Such databases have 
been loaded and strategically updated to reflect differences of quality. 
Database Management System 
The TPC benchmarks were implemented within Sybase Adaptive Server Enterprise 
version 12.5.2. 
7.2.2 Testing the functionality of the prototype 
We have identified that the analysis of data quality properties is our main functional 
requirement, so in order to test it; we have mapped the three test cases identified in 
section 6.4.6. Besides, every condition case contains requirements previously identified 
in Chapter 6, is also showed in Table 7.1. 
Test case 1: Analysis of data sources based on their data quality properties only. 
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Test case 2: Analysis of derived data based on the quality properties of its ancestors. 
Test case 3: Analysis of derived data based on its quality properties. 
Quality Provenance Tracking 
Measurement Profile Ranking of 
Test Case Metadata Metadata Provenance and 
Query Data 
Assessment context Sources 
X X 
4 Direct and 
indirect 
2 Incomplete Incomplete 
q Direct and 
indirect 
-- - V With 
provenance 
TABLF, 7.1 OLrruNE op Tpsr SurrE 
We will conduct the tests by the functional technique approach, based just on input and 
output, to take an end user testing perspective. 
The test suite is designed to consider the requirements of expert users because we can 
get a high level of detail in the analysis of the data and the functionality of the system. 
Besides, the level of functionality required for less expert users diminishes because the 
System will automate it according to the user stereotypes. Thus, the greatest level of 
customisability of the system is at the level of expert users so that is why we tested at 
that level. 
Test case 1: Analysis of data sources based on their data quality properties only. 
As there is no provenance capability as shown in Table 7.1, users consider all data in 
the data source as if it were the primary source. 
Scenario: An experienced user has three databases (TPCH-C, TPCH-D, and TPCH_E) 
available to query from. In order to identify which 
data source could bring better data to 
establish an informed decision, the user has considered that accuracy, uniqueness, 
consistency, completeness, volatility, currency and response time are the quality 
properties required (in that order). The context user 
is summarized in Table 7.2. 
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Information 
System 
Granularity 
Level 
Ranking 
Method 
Quality Criteria Weights 
Accuracy 100 
Completeness 65 
TPCH Database SAW Currency 40 
Response Time 30 
Uniqueness 90 
Consistency 80 
Volatility 50 
TABLE 7.2 CONDITIONS FOR THE ANALYSIS OF DATA QUALITY WHITIN A DSS 
Procedure The first step is to select the domain of the Information System. Once 
selected, the next step is the specification of the desired quality properties along with 
their corresponding weights see Figure 7.1. 
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In the third step, the user selects TPCH-C, TPCI I-D, and TPCI IF its the pr inary data 
sources, and linear transformation as the scaling method with the SAW method for the 
ranking of data sources. From the above scenario, we tested that the user could set some 
priorities, having identified the important cniteria and the secondary criteria. 'I'lle 
outcome corresponding to the ranking of 
data sources is shown in Figure 7.2. 
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The DQM suggests TPCH-C as the best option according to the data quality propcilles 
specified by the user. Accuracy and uniqueness are considered as the most important 
quality properties, and response time as the less important under the critcria Identificd 
by the user. Therefore, under this context any query shall he executed on TPCH-C. 
Test case 2: Analysis of' denved data based on the quali(y proputics of' its aliccstol, s. 
The DQM cannot compute quality properties for derived data, but for its ancestors, [tie 
DQM shall facilitate users the analysis of its quality by the ranking of' the quality 
properties of its corresponding ancestors. 
Scenario: Using the DQM, consider a typical business question called Product I'vi)v 
Profit Measure. It finds, for each nation and each year, the profit for all parts ordered in 
that year which contain a specified substring in their pail narnes and which were filler 
by a supplier in that nation. (Refer to Appendix B or ITFICI II section 3.10, for fill-ther 
details on the business question). 
This scenario takes into consideration the possibility that for any reason the scores of 
the query Product Type Profit, could not been estimated. If this 'is the case, we can still 
have an informed decision by using the DQM. Consider the conditions established in 
Table 7.3. 
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Information 
System 
Granularity 
Level 
Ranking 
Method 
Quality Criteria Weights 
Accuracy 100 
Completeness 65 
Currency 40 
TPCH Query/Relation SAW Response Time 30 
Uniqueness 90 
Consistency 80 
Volatility 50 
TABLE 7.3 CONDITIONS FOR THE ANALYSIS OF DATA QUALITY AT QUERY LEVEL 
The quality properties along with its prioritization are same as the previous scenario. 
Given a specific data source or a query, the first step is to obtain its provenance 
represented by a tree. If the experienced user wants to obtain all possible alternatives for 
the query the corresponding global Identifier in the federation should be entered 
(PRODUCT-TYPE-PROFIT with an id 511). In the example, there are three possible 
alternatives to answer the query, called C-Product_Type-Protlt-, 
D_Produc t-Type -Pro 
fit, and E-Produc t-Type -Pro 
fit. Every ti me an 
alternative is selected from the tree, its corresponding ancestors will be displayed along 
with the query code of such altemative. See Figure 7.3. 
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Every time an ancestor is selected, all its available score.,,. are disl)lilyc(j 11,111c lowcl- Icl, I 
table with a header "criterion score unit" showed in Figurc 7.4. ConseqLIC11fly, the 
second step is to select any ancestors of interest and its desired quality propcilics by 
pressing the button labelled as ->>- to copy them to a lower right table with a hcadcr 
"Object Name Criterion Score Unit". As each query is executed oil a number of da(a 
sources, there is a possibility to go through a lower level of granularity and test at s 
attribute level and by provenance to obtain the relation which Provides the attribute of 
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interest. For instance suppose AMOUNT as the attribute of interest and C-lineitem, 
D_lineitem and lineitem the corresponding ancestors from different data sources 
available. See figure 7.4. 
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Once all the data sources and its corresponding quality properties have heen selecic(i, 
the third step is to press the button labelled as "Ranking" to set the weights of' tile 
quality properties as we have already seen in Figure 7.1. The fourth step is to select tile 
scaling and ranking methods to obtain the ranking ol'thc possible data sources based on 
their ancestors. See Figure 7.5. 
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Results 
From the previous scenario, we have seen a high level of' analysis, with a number of' 
capabilities. For instancc: 
If the query is executed over one data source, the analysis could be done in terms 
of its direct ancestors. 
If the query is executed over a number of data sources, we can sclec( a specific 
ancestor relative to the attribute of' interest. 
a If the query contains attributes that are a result of' a fusion of' a number of 
attributes from ditfcrcnt data sources, it is possiblc to go furthcr and obtain dic 
quality information of the elements that compound the atthhute ()I'Iiltcl, c. sl. 
In Test 1, the DQM recommends retrieving the AMOUNT attribute froil, (Ile 11nellell, 
relation (see Fig. 7.5). If we compare Test I against Test 2, the lincitcin relation was 
stored in a different database from TPCH_C (which was the suggested data source III 
Test 1). Considering the quality of ancestors, DQM rccornmends the excculi()n ()f thc 
query Product 7ýpe Projit from a different database. It' we are 1111crcstcd in (Ile correct 
estimation of' AMOUNT, on the basis that it is a computed value from two attrihutes oI 
the lineitem relation, then the latter is the best option. Therefore, we can concludc that 
the recommendation has changed according to the level ofgranularity assessed. 
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Test Case 3: Analysis of derived data based on its quality properties. 
There is provenance metadata stored at a data source level that describes the ancestor 
information of the derived data. Therefore, the scores have been computed from the 
quality indicators of its ancestors by assessment with data provenance. 
Scenario: This scenario also considers the query Product Type Profit. The 
determination of a suitable query planning to retrieve the best answer is required. See 
Table 7.3 for specification of the context. 
However, in this case the scores of all possible options for the Product Type Profit 
query have been computed and stored in the Quality Metadata by assdssment with 
provenance as it was stated in Section 4.6. 
The first step within the DQM prototype is the selection of the application domain. 7be 
second step corresponds to the specification of the query. The third step corresponds to 
the identification of the quality properties and its priorities to obtain the ranking of 
queries based on their quality score. 
As we have seen from previous scenarios, there is a possibility to type the identifier of 
the general name of the query in the federation and all the queries semantically equal 
will be presented (this feature is shown in scenario 2 in Figure 7.3). 
Such alternatives are presented as C-Product-Type-Profit, 
D_Product_Type_Profit and, E_Product-Type_Profit. 
At this point, a query is executed against the Provenance Metadata to obtain all the 
elements for the specified application domain. Users shall select which queries they 
need to evaluate along with the ranking and scaling methods. See Figure 7.1. 
As can be observed in Figure 7.6, DQM suggests the execution of the query called 
D_Productffype-Profit, for a better quality of data according with the user 
specifications. 
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Results 
Having quality metadata and provenance metadata availahle, tile jj.,. sc,, nlcnI of' data 
sources can be performed for any data sources including integrated data, and anccstor's 
clatasets at any granularity level. 
Summary of outcomes 
If we compare the three cases, we can conclude that quality c. stinlatioll cjjajjgc. s based 
on the granulanty level under the same query event, as we can observe in Table 7.4. 
: 
Test Case 
Quality 
Metadata 
Provenance 
Metadata 
Outcome Granularity 
Icvcl 
I x ITICH C -D-a-lab-aw 
2 ýýO plSle+ [ lineitern Relalion Fý E3 r!: :! 7 fiýpro(j 
uct-Ty C-Profit 
E, il J 
Onerv 
ý,: 
I TAHLE7.4 DQM M J'F('OMF-S WITII IN 1*111-'TEST('AýSi;., i. 
The DQM deals with the conditions established by achieving the functionality of' tile 
three test cases. 
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The DQM establishes a mechanism by which we can provide support to users who want 
to define every element of the context of the query. As a result, we would be able to 
move for an automation of profiling the user in terms of the context of the query. 
In order to support inexperienced users, the DQM should suggest a proper scaling and 
ranking method. This facility will be implemented as part of future work. 
Based on the testing plan we have demonstrated that the DQM prototype performs as is 
expected in terms of functionality. 
7.2.3 Testing the appropriateness of the quality Information 
As we mentioned in section 7.2.1, we have set up the test suite from the TPC 
benchmark. We deliberately have manipulated the data in some data sources in order to 
corroborate the intended deficiencies with the quality scores. For instance, data has been 
updated to decrease accuracy, references have been deleted to affect consistency, tupics 
have been duplicated to decrease uniqueness. We controlled the proportion of changes 
made on each source, to simulate known conditions which should generate expected 
responses, and then test if the system is providing those responses. By doing so, we 
could corroborate that the metrics were actually reflecting the quality of each data 
source. 
initial Conditions 
The TPCH benchmark contains two relations called customer with a total of 750 
tuples, and orders containing 7500 tuples. Appendix B. I. 1 describes their 
corresponding schemas. Within the TPCH benchmark, there are programs that generate 
data automatically for loading data into the relations. We will assume that such values 
correspond to the real world. Therefore, the initial conditions are that there are no 
quality problems with an initial value of 1.0 per every data quality scorc. However, we 
have deliberately made some changes on both relations in order to reflect such changes 
in the quality measures. For comparison purposes, we have considered a range of 
±5% of precision for the ranges estimated as suitable of been aceptcd within the 
expected range. 
Applied changes to customer 
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The customer relation contains an attribute called C_CUSTKEY as its primary key. Such 
data values were generated automatically by a sequentially counter. Therefore, we can 
handle ranges of tuples by retrieving the even, odd, or multiples of any number from the 
primary key in order to control the number of changes, for the estimation of the 
expected scores. We have done so by using the Modulo operator which is part of the 
Transact-SQL extension. Refer to the Sybase TransactSQL Users' Guide for further 
detail [Transact02]. The operator Modulo finds the integer remainder after a division 
involving two whole numbers. For example, 21% 11 = 10 because 21 divided by 11 
equals I with a remainder of 10. 
The weak relation accuracy is the number of tuples where every attribute is correct 
divided by the total number of rows (referred to in section 3.5.1). Therefore, we 
deliberately updated all rows, which belong to an even primary key (PK); that gives an 
estimation of half out of the total number of tuples considered as wrong when 
measuring accuracy. Consequently, the expected outcome should fall within the range 
of 45%-55% accurate tuples. 
The weak relation completeness is the number of tuples with all its attributes filled with 
non-null values divided by the number of tuples (referred to in section 3.5.2). Therefore, 
inserting NULL values to any attribute to 40 tuples approximately, results in a 97% of 
complete tuples. Therefore, the result should be within a range of 92%-99% of complete 
tuples. 
The consistency at the relation level is the percentage of tuples with all instances of the 
attributes consistent (referred to in section 3.5.3). Therefore, we deleted the foreign key 
value of the tuples which primary key value was a multiple of four, resulting in a range 
of 200 tuples updated, or 76% of consistent tuples. Accordingly, the expected range is 
within 71%-8 1% of consistent tuples. 
As the percentage of unique tuples in a relation is the nUMbcr of non-duplicatcd tuples 
divided by the cardinality of the relation, we duplicated the tuples with PK values were 
multiple of seven, which gives a range of a hundred duplicated tuples out of 750 results, 
or in other words 86% unique tuples. Hence, the acceptance range is within the range of 
81%-91% of uniqueness. 
Applied changes to orders and expected outcomes 
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The attribute O_ORDERKEY is the primary key of the orders relation. O-ORDERKEY 
contains values generated automatically by a counter within the TPCH benchmark 
through aC program. Therefore, in order to control the number of changes and to 
estimate the expected scores, we have manipulated its tuples by the modulo operator. 
For instance, in the case of the weak relation accuracy we deliberately updated all rows, 
which belong to an even PK; that gives an estimation of half out of the total number of 
tuples considered as wrong values. We also updated 15% of the odd values. Therefore, 
we expect between 30% to 40% of accurate tuples. 
For the estimation of completeness, we inserted NULL values to any attribute value to 
approximately 576 out of 7500 tuples, which would result within a range of 87% to 
97% of complete tuples. 
In terms of consistency, we deleted the Foreign Key (FK) value of the tuples with even 
PK, resulting in approximately 3750 tuples updated, within a range of 45% to 55% 
inconsistent tuples. 
In the case of uniqueness, we duplicated the tuples which PK value was multiple of 
seven, resulting to a thousand duplicated tuples out of 7500 results within a range of 
81% to 91% of unique tuples. 
The Table 7.5 shows the range of expected outcomes for accuracy, completeness, 
consistency, and uniqueness for customer and orders relations. 
% Accuracy Completeness Consistency Uniqueness 
Customer 45-55 92-99 71-81 81-91 
orders 30-40 87-97 45-55 81-91 
TABLE 7.5 EXPECTED OUTCOMES 
Computing the scores with the DQM prototype 
In the DQM main menu, we require to select Measurement Model and click on the 
"Compute Scores" option. The type of Information System should be Decision Support 
(TPC-H benchmark in this case). Such measures will be stored in the Data Quality 
Metadata. See Figure 7.7 for the estimation of data quality scores by the DQM 
prototype. 
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Results 
outcomes for customer relation 
The Table 7.6 shows the data quality measures obtained h-oin tile I)QM 
relative to the Customer table. 
Accuracy Completeness 
- 
C'onsistcncy Uniqueness 
Customer 0.4867 6 9618 0-76 -0.858-7 
I ame 1.0 Ouality scores of table Customer 
In the case of the accuracy properly, we had estimated a range of' 4517c to 55(7, ()1 
accurate tuples, and the value produced by the prototype was 0.48, which was within ilic 
expected outcome. 
For completeness, we estimated a value within the range of' 9217c to 991Yc of' conipicte 
values and the prototype did produce a valuc of' 0.96, which I'alled within the expected 
range. 
As we can see, in the case of consistency we estimated a range of' 71 17c to 9 117, of' 
consistent tuples. The produced outcome of 0.76 falled within tile Cx1vcted range. 
Regarding uniqueness, we estimated a range of 81%, to 91%, of' uniquo: values, (lie 
outcome failed within the range. 
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Outcomes for orders relation 
The Table 7.7 shows the data quality measures obtained from the DQM prototype 
relative to the orders table. 
Accuracy I Completeness I Consistency I Uniqueness 
Orders 0.3438 
_1 
0.9382 1 
_ 
0.485-j 0.8587 
fable 7. / LX, 2M outcomes tor orders relation 
Regarding the accuracy property, we had estimated a range of 30% to 40% of accurate 
tuples, and the value produced by the prototype was 0.34, which is in the expected 
outcome. 
In the case of completeness, we estimated a value within the range of 87% to 97% of 
complete tuples, and the prototype did produce a value of 0.93, which was expected. 
For the consistency property, we expected a range of 45% to 55% of consistent tuples, 
such value is reflected with the produced outcome of 0.485. 
In the case of uniqueness, we estimated a range of 81% to 91% of unique values, the 
outcome of 0.85 was within the range. 
Conclusions: 
What we are trying to demonstrate by running these experiments on these datascts is if 
the expected outcomes correspond with the actual values computed. From the results 
shown in Tables 7.6 and 7.7, we can conclude that the DQM prototype performs as 
expected in terms of the accuracy of the scores obtained. However, this is a limited 
indicative measurement of the appropriateness of the qualitative information of the 
DQM. Therefore, an extensive, rigorous testing is required as part of future work. 
Summary of the outcomes 
The results of these tcsts show the following: 
a The prototype provides appropriate scores according with the cxpcctcd 
outcomes based on the actual quality of data. 
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7.2.4 Testing the ranking of the data sources 
We designed the set of tests proposed in this section to validate the ranking of the data 
sources given by the prototype according to their quality scores. As the scaling and 
ranking methods depend on the positive or negative nature of the quality criteria 
involved in the test, we have classified the tests as follows: 
9 Testing the ranking of data sources based on positive criteria only. 
9 Testing the ranking of data sources based on negative criteria. 
e Testing the ranking of data sources based on positive and negative 
critetia. 
The Table 7.8 shows three data sets and their corresponding scores for accuracy, 
uniqucncss, consistency, currency, and response time. 
Data Source Accuracy 
W 
Uniqueness 
(+) 
Consistency 
(+) 
Currency Response 
Time 
C 0.6549 0.7138 . 6431 6.93 1.75 
D 0.7262 0.6435 0.6228 5.72 2.4 
E 0.5392 0.6475 0.8412 2.72 1.5 
Table 7.8 Vata Quality scores tor data sources C. D, and E. 
In the case of positive criteria, the data source with best score will be the one with the 
greatest value. In the case of negative quality criteria, the data source with the lowest 
score value will be the best option. From the measures presented in Table 7.8, we can 
conclude which data source is the best option in terms of a specific data quality 
criterion. For instance, D is the most accurate data source. See Table 7.9, which shows 
the expected data sources ranking. 
Quality 
Property 
Im 
option 
2"" 
option 
3' 
option 
Accuracy D C IS 
Uniqueness c E D 
Consistency E c D 
Cuffency 
I 
E D 
- 
c 
Response T me E F 
Table 7.9 bxpected ranking of data sources 
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Test Case I Testing the ranking of data sources based on positive criteria only. 
Scenarios: An experienced user has three data sources (C, D, and E) available for 
query. The quality properties of interest are accuracy, uniqueness, and consistency. All 
the quality properties are positive. 
We have considered three possible scenarios: 1) Accuracy is the highest priority; 2) 
Uniqueness is the highest priority; 3) Consistency is the highest priority. 
The scaling and ranking methods utilised were Vector Normalization with SAW and 
Linear Scale Transformation with TOPSIS because the quality properties are all positive 
(referred to in Section 5.6). 
The tests were executed in online and background modes with the following ranking 
outcomes shown in Table 7.10. 
Quality 
Properties 
Scenarios Weights Scaling/Ranking 
Methods 
Ranking outcome 
02 ad 3 rd 
0.80 Vector NJSAW D--0.63 C=0.59 E=0.50 
1 0.17 
+Accuracy 0.03 Linear/TOPSIS D--0.92 C=0.62 E=0.038 
0.17 Vector NJSAW C=0.608 E=0.57 DWO. 55, 
+Uniqueness 2 0.80 
0.03 Linear/TOPSIS C=0.813 , 
E=0.368 D=O. 1 
0.03 Vector NJSAW E--0.657 C=0.54 I 
+Consistency 3 0.17 
I 
1 0.80 Linear/TOPSIS E=0.929 C-0.117 
Results 
I'able /. iv xanKing ot oata sources wim positive criteria 
Scenario 1: The DQM suggests D as the most accurate data source with a SAW score 
of 0.63 and a TOPSIS score of 0.92, the next option is C with scores of 0.59 and 0.62 
respectively. 
Scenario 2: The DQM suggests C as the data source with less duplicated values with a 
SAW score of 0.608 and a TOPSIS score of 0.813, the next option is E with scores of 
0.57 and 0.368 respectively. 
Scenario 3: The DQM suggests E as the most consistent data source with a SAW score 
of 0.657 and a TOPSIS score of 0.929, the next option 
is C with scores of 0.541 and 
117 respecti vel y. 
comparing the expected outcomes on Table 7.9 against those shown on Table 7.10, we 
can conclude that the system behavcs as expected for all the threc conditions. 
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Test Case 2 Testing the ranking of data sources based on negative criteria. , 
Scenarios: An experienced user has three data sources (C, D, and E) available for 
query. The quality properties of interest are currency, and response time. All the quality 
properties are negative. 
We have considered two possible scenarios: 1) Currency is the highest priority; 2) 
Response time is the highest priority. 
The scaling and ranking methods utilised were linear Scale Transformation with SAW 
and Vector Normalization with TOPSIS, because the quality properties are all negative 
(referred to in Section 5.6). The tests were executed in online and background modes 
with the following ranking outcomes shown in Table 7.11: 
Quality 
Provertv 
Scenarios Weights Scaling/Ranking 
Methods 
Ranking outcome 
I" 2nd 3rd 
-Currency 1 0.80 Vector /TOPSIS E-_ I D_-0.278 C=0.098 
R e 
0.20 Linear/SAW E_- I D--0.226 C=0.144 
- espons 2 0.20 Vector /TOPSIS E-- I C=0.592 D_-O. 10 1 
Time 0.80 Linear/SAW E_- I C=0.578 D---0.056 
Results 
ime /-ii. xanKingoiciatasourccs with negative criteria 
Scenario 1: The DQM suggests E as the most current data source with a TOPSIS score 
and SAW score of one, the next option is D with scores of 0.278 and 0.226 respectively. 
Scenario 2: The DQM suggests E with the fastest response time with a TOPSIS score 
and SAW score of one. The next option is C with scores of 0.592 and 0.578 
respectively. 
Comparing the expected outcomes on Table 7.9 against those shown on Table 7.11, we 
can conclude that the system behaves as expected for all the three conditions. 
Test Case 3 Testing the ranking of data sources based on negative and positive critcria. 
An experienced user has three data sources (C, D, and E) available for query. The 
quality properties of interest are accuracy, and response time. Accuracy is a positive 
criterion, and response time is a negative criterion. 
We have considered two possible scenarios: 1) Accuracy is the highest priority; 2) 
Response time is the highest priority. 
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The scaling and ranking methods utilised were Vector Normalization with TOPSIS and 
Linear Scale Transformation with SAW, because the quality properties are positive and 
negative (referred to in Section 5.6). 
The tests were executed in online and background modes with the following ranking 
outcomes shown in Table 7.12: 
Quality 
Property 
Scenarios Weights Scaling/Ranking 
Methods 
Ranking Outcome 
189 2 nd 3 rd 
+Accuracy 1 0.80 Vector /TOPS IS D=0.723 C--0.632 E=0.277 
-Response 0.20 Linear/SAW D--0.808 C=0.639 E=0.192 
Time 2 0.20 ector /TOPSIS E-_ I C--0.722 D_-0_ ,j 0.80 Linear/SAW E_- I C--0.722 D: _: 
U__ý 
Results 
iaDie /.. izmanKingULUaLd sources wim positive ana negative criteria 
Scenario 1: The DQM suggests D as the most accurate data source with a TOPSIS 
score of 0.723 and a SAW score of 0.808, the next option is C with scores of 0.632 and 
0.639 respectively. 
Scenario 2: The DQM suggests E as the fastest response time data source with a 
TOPSIS and SAW scores of one. The next option is C with a score of 0.722 with both 
methods. 
Comparing the expected outcomes on Table 7.9 against those shown on Table 7.12, we 
can conclude that the system behaves as expected for all the three conditions. 
Summary of the outcomes 
The results of these tests show the following: 
The ranking of the data sources correspond to the expected ranking outcomes by 
changing the priority values of chosen quality criteria stated by the uscr. 
Having obtained sensible expected outcomes, we can conclude that the prototype 
performs as is expected in terms of the accuracy of the answers it produces. However, 
these tests are at indicative level only. We have done the initial test only. We built a 
prototype, and did the experiments within a small range of tests where the DQM 
generates the information that we expected to. Therefore, the next stage will be to 
exhaustively test as part of future work. 
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7.3 Experimentation Plan 
In order to test if the qualitative information produced by the DQM varies according to 
the context, we have designed a set of sanity checks in terms of quality criteria, quality 
priorities, levels of granularity and data provenance. 
7.3.1 Experimental Hypotheses 
The outcome that the DQM produces is that based on a set of criteria, and a query 
identified by the users, it provides qualitative information about the data sources 
involved in the query. Such qualitative information can be at a variety of levels of 
granularity, based on simple infor-mation from the data source itself', or based on the 
information stored in the metadata; or it can explicitly follow a provenance trail to rind 
the original data sources. Hence, we identify the following experimental hypotheses: 
1. The ranking of data sources changes according to the specification of quality 
criteria. 
2. The ranking of data sources changes according to the specification of quality 
priorities. 
3. The query outcome changes according to the assessment at different levels of 
granularity of their correspondent data sources or in other terms, the ranking of 
data sources changes according to the level of granularity assessed. 
4. A query outcome varies with respect to either one of the following decision 
criteria: quality properties, assessment with data provenance, and no 
consideration of quality properties. 
7.3.2 Assumptions 
a) The sample of the n subjects or data sources has been randomly selected from 
the population it represents. 
b) The original scores obtained for each of the subjects are in the format of 
interval/ratio data, see Section 3.5. 
c) As a measurement of quality is directly related to the level of granularity, we 
conclude that scores measured at lower level of granularity will provide a greater 
degree of accuracy than aggregated scores produced at higher levels. See Section 
3.5.9, for further detail. 
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d) Taking the best data source will result in the best query outcome for that specific 
context. Users are able to assign the context of the query in terms of the quality 
properties, quality priorities and the ranking and scaling methods according to 
their experience. 
The first two assumptions are required for selecting the appropriate statistical 
procedure and samples according to Sheskin in [SheskinO4]. 
The second two assumptions correspond to the selection of the best data source 
according to the degree of accuracy required through the context specification. If the 
DQM provides qualitative information at multiple levels of granularity then it would 
be reasonable to utilise such information to deal with extensional inconsistencies. 
We therefore require to test if the DQM varies according to the context 
specification. 
7.3.3 Types of Information System 
The conducted experiments are based on two Populations corresponding to the 
following benchmarks: 
The TPC BenchmarkTmH (TPC-H) already explained in section 7.2.2 and further 
discussed in Appendix B. 
The TPC BenchmarkTMC (TPC-C) already explained in section 7.2.2 and further 
discussed in Appendix B. 
7.3.4 Sample Design 
This Section identifies some basic concepts of sampling in order to explain how the 
samples were designed. 
7.3.4.1 Dependent sample 
A dependent sample design is also known as matched-subjects design [GravetterOO]. in 
this type of sampling, each of n subjects (data sources or queries) serves in each of the k 
experimental conditions. When a dependent sample design is conceptualized as a 
randomized-blocks design, it is because within each block the same sub cct is matched j 
with itself by virtue of serving under the experimental conditions [SheskinO4]. 
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7.3.4.2 Independent sample 
In an independent sample design, each of the n different subjects is randomly assigned 
to one of the experimental group, with one group representing the experimental group 
and the other the control group. 
As we are concerned with the ordering of the same set of data sources according to 
different conditions depending on the hypothesis to test, dependent sample design will 
be used for testing our hypothesis. 
7.3.5 Variables 
The independent variables are those, which cause changes or distinction between the 
groups of samples. Therefore, the identified independent variables are the Type of 
Information System, the quality properties, the quality priorities, the level of 
granularity, the ranking methods, the scaling methods, and the fusion function. ne last 
independent variable has not been considered on the experimentation plan, because the 
assessment options and limitations already discussed in Section 4.6 relative to fused 
data. Such variable shall be included as part of future work. 
The manipulation of the independent variables will represent different experimental 
conditions. The experiments will be controlled to rule out any confounding variable by 
changing one independent variable at a time. 
As the conclusions of the experiments are related to the level of statistical significance 
change of the ranking of data sources or query, the dependent variable is the ranking of 
the data sources. 
7.3.5.1 Quality dimensions 
The quality dimensions used here were selected from the Data Quality Reference Model 
(See section 3.4) and correspond to Accuracy, Completeness, Consistency, Currcncy, 
Response Time, Timeliness, Uniqueness, and Volatility. 
We have designed a number of conditions. Such conditions dcrine which quality 
properties along with their priorities are representative depending on the hypothcsis of 
the experiment. The quality properties will vary for hypothesis 1. 
7.3.5.2 Weights 
The quality priorities have been chosen according to each hypothesis. The quality 
priorities will vary for hypothesis 2. 
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7.3.5.3 Level of granularity 
The assessment of data sources has been computed at database, table, attribute, and 
derived data or query as previously indicated in section 3.5, and section 4.7. The level 
of granularity is considered for hypothesis 3. 
7.3.5.4 Ranking and Scaling Methods 
The experiments will be conducted by using the following conventions: 
In the case that positive and negative criteria are involved in the decision matrix, 
we use the vector normalization scaling method with Technique for Order 
Preference by Similarity to Ideal Solution (TOPSIS), or the scaling method 
linear scale transformation with Simple Additive Weighting (SAW). 
m If there are only positive criteria in the decision matrix, we use vector 
normalization scaling method with Simple Additive Weighting (SAW). 
This combination of scaling factors and ranking mcthods havc bccn uIrcady discusscd, 
andjustified in Scction 5.6. 
7.3.6 Procedure for the Wilcoxon matched-pairs signed ranks test 
As we are obtaining a rank-order data from the Multi-Attribute Decision Making 
methods then non-parametric procedures are the most suitable for our experiments 
[Sheskin041. 
According to the characteristics of the samples obtained from the DQM' and the fact 
that the first three hypotheses relate to the ordering of data in two dependent 
populations, the experiments are conducted using the Wilcoxon Matchcd-pairs signed. 
ranks test [Wilcoxon641. 
In the case of hypothesis 4 concerned with the ordering of data in thrcc dcpcndcnt 
populations, the experiments are conducted using the Friedman's Test (Non-Paramctfic 
Repeated Measures Comparisons) which is discussed in Section 7.7. 
7.3.6.1 Null versus Alternative Hypothesis 
In order to evaluate our research hypotheses two statistical hypotheses are required: The 
null hypothesis, which is represented, by the notation flo, and the alternative 
hypothesis, which is represented by the notation H, . 
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The null hypothesis is a statement of no effect or no difference. In the underlying data 
sources represented by Condition I and Condition 2, the median of the difference scores 
(which will be represented by the notation OD) equals zero, no bound permitted. 
Null hypothesis Ho: eD -ý 0 
With respect to the sample data, this translates into the sum of the ranks of the positive 
difference scores being equal to the sum of the ranks of the negative difference scores 
T+ = 1: T -. 
The alternative hypothesis represents a statistical statement indicating the presence of an 
effect or a difference. In the underlying data sources represented by Condition I and 
Condition 2, the median of the difference scores is some value other than zero. 
Alternative Hypothesis H I: GD *0 
With respect to the sample data, this translates into the sum of the ranks of the positive 
difference scores not being equal to the sum of the ranks of the negative difference 
scores i. e. 2]T+*2]T-. This is a non-directional alternative hypothesis and it is 
evaluated with a two-tailed test. The reason of using a two-tailed test is that we arc 
interested in the presence of any change in the order of the ranked data sources. 
7.3.6.2 Test computations 
A difference score is computed for each pair of matched subjects by subtracting a 
subject's score in Condition 2 from its score in Condition L The hypothcscs cvaluatcd 
with the Wilcoxon matched-pairs signed ranks test are whether or not the mcdian of the 
difference scores equals zero. On the one hand, if a significant diffcrcnce is obtaincd, it 
indicates there is a high likelihood the two samples/conditions rcprcscnt two diffcrcnt 
population. In other words, the order of the data sources under two conditions is 
statistically significantly different and the alternative hYPothesis is proven. On the other 
hand, if the median of the difference scores equals zero then the null hypothcsis is truc, 
and consequently there is no difference in the order of the data sources undcr two 
conditions. The calculus of the tests presented in this thesis have been executed using 
the statistics software called GraphPad InStat 3.06 Copyright 0 1992-2003 by 
GraphPad Software Inc. which contains the statistical tables required. See rcfcrcncc 
[GraphPad] for further detail. 
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7.3.6.3 Interpretation of the test results 
If the sample is derived from a population, in which the median of the difference scores 
equals zero, the values ZT+ and J: T- will be equal to one another. If the value of 
T+ is significantly greater than 1, T-, it indicates there is a high likelihood that 
Condition 1 represents a population with higher scores than the population represented 
in Condition 2. If the value of T- is significantly greater than 1: T +, it indicates 
there is a high likelihood that Condition 2 represents a population with higher scores 
than the population represented in Condition 1. 
The question is however, whether the difference is significant i. e., whether it is large 
enough to conclude that is unlikely to be the result of a chance. 
The absolute value of the smaller of the two values ET+ and 2: T- is designated as 
the Wilcoxon T test statistic. The T value is interpreted by employing Table 2 (Table of 
Critical T values for Wilcoxon Signed Ranks and Matched-Pairs Signed Ranks Tests) in 
Appendix C. In order to be significant, the obtained value of T must be equal to or less 
than the tabled critical T value at the pre-specified level of significance. 
Since the null hypothesis can only be rejected if the computed value T is equal to or less 
than the tabled critical value at the pre-specified level of significance, we can conclude 
that in order for the no directional alternative hypothesis 11, : E)D 00 to bc supportcd, it 
is irrelevant whether f T+ >ET - or I: T+ <, ET 
7.4 Set of Experiments for hypothesis I 
"The ranking of data sources changes according to the specirication of quality 
criteria. )p 
We have conducted a study to determinate whether or not the ranking of data sourccs 
changes according to the specification of quality criteria. The Data Quality Managcr 
computes the ranking of each data source for each of the expcrimcntal conditions. Such 
conditions vary with respect to a different set of quality propcrtics and samc weights 
between them. 
7.4.1 Experiment 1 
initial conditions 
The independent variable in this experiment is the quality criteria, (shown Table 7.13). 
ý del Pilar Angeles 121 PhD Thesis - 2007 
Management of Data Quality when Integrating Data with Known Provenance 
Information Granularity Ranking/Scaling Condition Quality Criterion Weight 
System Level Methods 
I Accuracy 50 
TPCC Table TOPSIS Response ime 50 
2 Completeness 50 I Consistency 50 
Testing results 
I ABLE /. 1.3 LAFMIMENT CONDMONS 
Wilcoxon matched-pairs signed-ranks test 
Does the median o f the differences between Acc-50/RT-50 and 
Com-50/VC50 diffe r significantly from zero? 
The two-tailed p value is < 0.0001, considered extremely 
significant. 
detai l ti ls calcu a on 
Sum of all signed ranks (W) -306.00 
Sum of positive r anks (T+) 36.000 
Sum of negative r anks (T-) -342.00 
Number of pairs = 
t st 
27 
Was the pairing ff i : ve? e e ect Assumvt on 
Nonparametric Spearman correlation coefficient(r) w 0.3822 
The one-tailed P value is 0.0246, considered significant. 
Effective pairing results in a significant correlation 
between the colum ns. With these data, the pairing (or 
matching) appears to be effective. 
Summary of Data 
Parameters Acc-50/RT-50 COM-30/VC-50 Difference 
Mean: 0 . 2667 0 . 5049 -0.2381 # of points: 27 27 27 
std deviation: 0.2261 0.2002 0.2710 
Std errort 0.04351 0.03854 0.05215 
minimum: 0.000 0.0005460 -0-7175 Maximum: 0 . 7500 0.9376 0.4014 
median: 0.2563 0.5092 -0.2183 Lower 95% CIS 0.1773 0.4256 -0.3454 Upper 95% CIS 0.3562 0 . 5841 IA -0.2309 
A ý. - I. - Irv A fir-313 I 
Interpretation of the test results 
Since the testing results show that ET+#I: T-we can conclude that thcrc is a 
difference in the ranking of the data sources according to the specification of diffcrcnt 
quality criteria. However, the null hypothesis can only be rejected if the computcd T= 
36 is equal or smaller than the tabled critical value at the level of signiricancc p= 
0.0001. From the testing results, we can conclude that there is an cxtrcmcly significant 
probability that the ranking of the data sources is different according with the quality 
criteria. Moreover, the effectiveness of the pairing of the data sources was cstimatcd by 
the Speaman correlation test with a significance of 0.02 from Table 3 Of Critical Values 
for Spearman's Rho (r) in Appendix C. 
7.4.2 Experiment 2 
Initial con tions 
The experiment conditions correspond to the use of either accuracy or timeliness as the 
only one quality criterion for the ranking of data sources as can be seen in Table 7.15. 
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Information 
System 
Granularity 
Level 
Ranking/Scaling 
Methods 
Condition Quality Criterion Weight 
I Accuracy 100 
TPCC Table TOPSIS 2 Timeliness 100 
Testing results 
TABLE 7.15 EXPERUVIENT CONDITIONS FOR HYPOTHESIS 
F_ wilcoxon matched-pairs signed-ranks test I 
Does the median of the differences between Accuracy-100 and Timeliness-100 
differ significantly from zero? 
The two-tailed P value is < 0.0001, considered extremely significant. 
Calculation details 
sum of all signed ranks (W) = -322.00 
Sum of positive ranks (T+) = 28.000 
Sum of negative ranks (T-) = -350.00 
Number of pairs = 27 
Assumption test: Was the vairincr effective? 
Nonparametric Spearman correlation coefficient (r) - 0.1539 
The one-tailed P value is 0.056, considered significant. The 
correlation coefficient indicates that the pairing or matching appears to be 
effective. Summary of Data 
Parameters Accuracy-100 Timeliness-100 Difference 
mean: 0.05193 0.4517 -0.3997 
# of points: 27 27 27 
Std deviation: 0.1909 0.4151 0.4944 
Std error: 0.03674 0.07989 0.09515 
minimum: 0.000 0.000 -1.000 
maximums 1.000 1.000 0.9545 
median: 0.01543 0.3481 -0.3305 
Lower 95% Cl: -0.02362 0.2874 -0.5953 
upper 95% CXs 0.1275 0.6159 -0.2041 
I I%L)J. 4ý, Iaw 4ý a- A-- aa 4ýn 91 19 %j a 91U. 01a a 
interpretation of the test results 
Since the testing rr-sults shown that I: T+ * I: T- we can conclude that therc is a 
difference in the ranking of the data sources according to the s Cification of diffe nt Pc I rc 
quality criteria. Then, the null hypothesis can only be rejected if the computcd T= 28 is 
equal to or smaller than the tabled critical value which is true at the level of significancc 
p=0.0001. Consequently, we can conclude that there is an extremely significant 
probability that the ranking of the data sources is different with respect to the quality 
properties considered. 
7.4j Experiment 3 
Initial conditions 
The experiment conditions correspond to the use of either response time or accuracy as 
the only one quality criterion for the ranking of data sources (see Table 7.17). 
in ation Granularity Ranking/Scaling Condition Quality Weight 
S stem Level Methods Criterion I Response 100 
H TI PCH Table TOPSIS Time 
2 Accuracy 100 
I ABLE 7.17 ExPERIMENT COND MONS FOR HYP(MIF-v,. I 
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Testing results 
Wilcoxon matched-pairs signed-ranks test 
Does the median of the differences between ResponseTimelOO and Accuracyloo 
differ significantly from zero? 
The two-tailed P value is < 0.0001, considered extremely significant. 
(The P value is an estimate based on a normal approximation. ) 
Calculation details 
Sum of all signed ranks (W) 516.00 
sum of positive ranks (T+) 522.00 
Sum of negative ranks (T-) -6.000 
Number of pairs = 32 
Assumotion test: Was the vai ring effective? 
Nonparametric Spearman corre lation coefficient (r)= 0.1506 
The one-tailed P value is 0. 053, considered significant. 
Effective pairing results in a significant correlation between the columns. 
With these data, the pairing (or matching) appears to be effective. 
Summary of Data 
Parametert ResponseTimelOO AccuracylOO Difference 
Mean: 0.8509 0.1086 0.7423 
of points: 32 32 32 
Std deviation: 0.1899 0.1417 0.2781 
std error: 0.03358 0.02506 0.04916 
mini=uu: 0.000 5.660E-05 -0.5255 
maxintumt 1.000 0.5255 0.9285 
median: 0.8929 0.08118 0.8339 
Lower 9.5% CXt 0.7824 0.05745 0.6421 
upper 95% Cls 0.9194 0.1597 0.8426 
I ADL-r- 1-10 1 vý3114NUx%, r-5UL-lbrUKHTI'UJ - M513 I 
interpretation of the test results 
The testing results show that 1: T+ = 522 and , so we can conclude that thcrc is a 
difference in the ranking of the data sources according to the specification of quality 
criteria. Besides, the null hypothesis can only be rejected if the computed T=6 is equal 
or smaller than the tabled critical value at the level of significance p=O. Owl. We can 
conclude that there is an extremely significant probability that the ranking in the data 
sources is different from different quality criteria specifications. 
7.4.4 Conclusions 
As all expefiments have shown highly statistically significant changes in the ranking 
according to different quality criteria with fixed values of other possible factors that 
could affect our results, we accept the hypothesis 1. 
"The ranking of data sources changes according to the SpectTication of quality 
criteria. -I-9 
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7.5 Set of Experiments for Hypothesis 2 
"The ranking of data sources changes according to the specification of quality 
priorities. " 
We have conducted a study to determinate whether or not the ranking of data sources 
changes according to the specification of quality priorities. Consequently, the 
experimental conditions in this set of experiments are based on using the same set of 
quality properties but changing their corresponding weights. 
7.5.1 Experiment 1 
Initial conditions 
The experiment conditions are shown in Table 7.19. 
information 
System 
Granularity 
Level 
Ranking 
Method 
Quality Criteria Weights for 
Condition I 
Wc 
Cor 
Accuracy 100 100 
Completeness 65 67 
Currency 40 78 
TpCC Table TOPSIS Response Time 30 43 
Uniqueness 90 95 
Consistency 80 90 
Volatility 50 80 
TABLE 7.19 EXPERIMENT CONDITIONS FOR HYPOTIiESIS 2 
Testing results 
for 
wilcoxon matched-pairs signed-ranks test [-=oens 
the median of the differences between BDlTOP and BD2TOP differ 
significantly from zero? 
I 
The two-tailed P value is < 0.0001, considered extremely significant 
gjtýaoýýjagýýanks (W) w-356.0 0 
Sum of positive ranks (T+) 11-000 
sum of negative ranks (T-) -367.00 
Number of pairs = 27 
M he pairing-effective? 
- 0.8233 No=nggýýgCWT9; 
ý 
correlation coefficient(r) 
The one-tailed P value is < 0.0001, considered extremely significant 
Effective pairing results in a significant correlation between the columns. 
with these data, the pairing (or matching) appears to be effective. Summary of Data 
parameter: SDITOP "2TOF -I)if f erence 
meant 0.1650 0.1929 -0.02798 # of pointst 27 27 27 
Std deviation: 0.1426 0.1338 0.019sl 
std error: 0.02745 0.02575 0.003755 
Kin4 =, -: 0.03915 0.05346 0.05447 
maximum 0.6004 0.5724 0.02803 
median: 0.08480 0.1270 -0.02961 
rAwer 95% CZ: 0.1085 0.1400 -0-03570 
upper 95% Cl: 0.2214 0.2459 -0.02026 
A ^9; ý I . ýv . ým Ks a U%J I tlr.. 3 1. " 4 
interpretation of the test results 
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Since the testing results show that I: T+ = 11 is different from I: T- = -367 we can 
conclude that there is a difference in the ranking of the data sources according to the 
specification of different quality priorities, even for the same set of quality properties. 
As the null hypothesis can be rejected due the computed T= 11 is smaller than the 
tabled critical value at 0.0001 level of significance, we can conclude that there is an 
extremely significant probability that the ranking in the data sources varies due to 
different quality priority specifications. 
7.5.2 Experiment 2 
Initial conditions 
information 
System 
Granularity 
Level 
Ranking 
Method 
Quality Criteria Weights for 
Condition I 
Weights for 
Condition 2 
Accuracy 100 50 
Completeness 65 50 
Currency _ 40 50 
TPCC Table TOPSIS Response Time 30 50 
Uniqueness 90 50 
Consistency 80 50 
Volatility 50 50 
TABLE /. Zl bXPLRLMEMJF( UNDITIONS FOR HYPOTHESIS 
Testing results 
wilcoxon matched-pairs signed-ranks test 
i)oes the median of the differences between BDlTOP and BD2TOP dif ter 
significantly from zero? 
The two-tailed P value is < 0.0001, considered extremely significant 
1 signe ranks (W) - -344.00 
Sum of positive ranks (T+) z 17.000 
sum of negative ranks (T-) = -361.00 
Number of pairs = 27 
Assumntion testo Was t 
Nonparametric Spearman 
he pairing effective? 
correlation coefficient (r) = 0.9126 
The one-tailed P value is < 0.0001, considered extremely significant 
Effective pairing results in a significant correlation between the columns. 
With these data, the pairing (or matching) appears to be effective. Summary of Data 
ýParametGrt DDITOP P Difference 
Kean: 0.1650 0.2318 -0.06684 
of points: 27 27 27 
Btd deviation: 0.1426 0.1262 0.04368 
Std errors 0.02745 0.02430 0.008407 
Hinismun: 0.03915 0.1036 -0-1159 Maximm: 0.6004 0.5200 0.08048 
Median: 0.08480 0.1940 -0.07083 
Lower 95" CI: 0.1085 0.1818 -0.08413 
upper 95% CI: 0.2214 0.2817 -0.04956 
&^. ý I . -- --- -. 1 . 96, -A FIV-3 1,3 & 
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Interpretation of the test results 
The testing results show that I: T+=17 is different from 2: T-361 we can 
conclude that there is a difference in the ranking of the data sources according to the 
specification of different quality priorities, even for the same set of quality properties. 
As the null hypothesis can be rejected due to the absolute smaller value of T correspond 
to 0.0001 level of significance, we can conclude that there is an extremely significant 
probability that the ranking in the data sources varies due to different quality priority 
specifications. 
7.5.3 Experiment 3 
Initial conditions 
information 
Svstem 
Granularity 
Level 
Ranking 
Method 
Quality Criteria Weights for 
Condition I 
Weights for 
Condition 2 
Accuracy - 100 50 
Completeness 65 50 - 
Currency 40 50 
T? CC Table SAW Response Time 30 50 
Uniqueness 90 50 
Consistency 80 50 
Volatility 50 50 
Testing results 
I-ABLE /. Z. 3 Jr, -XMKtMtN I- LUNIAHUNS K)R HYPOTHESIS 2 
Wilcoxon matched-pairs signed-ranks test 
Does the median of the - differences between BDISAW and FD-2SAW 
differ significantly f rom zero? 
The two-tailed P value is < 0.0001, considered extremely 
significant 
on details 
Sum of all signed rank s (W) -352.00 
Sum of positive ranks (T+) 13.000 
Sum of negative ranks (T-) -365.00 
Number of pairs = 27 
as t he r)airina effective ? 
rman correlation coefficient 
(r)= 0.9664 
The one-tailed P value is < 0.0001, considered extremely 
significant Effective pairing results in a Significant 
correlation between the columns. With these data, the Pairing 
(or xnatching) appears 
To be effective. Summary of Data 
Parameter: N BDISAW IsMiA Difference 
Meant 0.2174 0.2649 -0.04753 # of pointst 27 27 27 
std deviations 0.2160 0.2220 0.03592 
Std error: 0.04157 0.04272 0.006914 
Minimum: 0.05288 -0-09582 0.09218 
Maximum: 0.7517 0.8309 0.03406 
median: 0.1172 0.1971 0.04147 
Lower 95% CI: 0.1319 0.1771 -0-06175 Upper 95% CI: 0.3028 0.3 528 
- 
0.03332 
I ADLM 1-4-9 1 r-31LI'4U Z%r-3UL. Aa FUM fl I t'%J I libb IS Z 
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Interpretation of the test results 
The testing results show that I: T+ = 13 is different from I: T- = -365, so we can 
conclude that there is a difference in the ranking of the data sources according to the 
specification of different quality priorities, even for the same set of quality properties. 
As the null hypothesis can be rejected due to the absolute smaller value of T correspond 
to 0.0001 level of significance, we can conclude that there is an extremely significant 
probability that the ranking in the data sources varies due to different quality priority 
specifications. 
7.5.4 Conclusions 
As all the experiments have shown highly statistically significant changes in the ranking 
according to different quality priorities using the same quality criteria properties using 
fixed values of other possible factors that could affect our results, we accept the 
hypothesis 2. 
"The ranking of data sources changes according to the sPecirication of quality 
priorities. `1 
Maria del Pilar Angeles 128 PhD Thesis - 
Management of Data Quafity when Integrating Data with Known Provenance 
7.6 Set of experiments for Hypothesis 3 
'"Query outcomes change according to the assessment at different levels of 
gran ularUy of their correspondent data sources. " 
The same query can be obtained from different data sources. The most common 
procedure to decide where queries should be executed from is by trusting one source of 
data against other. In the best case this trustiness is based on quality measures. 
However, in the case of complex queries which are executed against to a number of data 
sources, the quality of queries shall be determined by the assessment of their 
corresponding ancestors at a finer level of granularity for a better approximation of data 
quality. 
We have conducted the following set of experiments to determinate whether or not the 
query outcomes change according to the assessment at different levels of granularity, at 
database level with no provenance against query level considering. Consequently, the 
experimental conditions in this set of experiments are based on using quality measures 
obtained for the query against the measures obtained at data base level. 
7.6.1 Experiment 1 
Initial conditions 
information 
System 
Quality 
Criteria 
Weights Ranking/Scaling 
Methods 
Condition Granularity 
1XVC1 
Accuracy 35 1 
Completeness 55 TOPSIS 2 Database 
TPCH Timeliness -- I Uniqueness 25 
Consistencv 75 
TABLE 7.25 ExPERtmENT CONDMONS FOR HYKMIESIS 3 
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Testing results 
Ranking of Data Sources with provenance against no provenance 
Wilcoxon matched-pairs signed-ranks test 
Do the median of the differences between Conditionl-Prov and CondFt__ion2_ 
NoPr differ significantly from zero? 
The two-tailed P value is 0.0002, considered extremely signifi 
Calculation details 
cant. 
sum of all signed ranks (W) _ -116.00 Sum of positive ranks (T+) = 2.000 
sum of negative ranks (T-) = -118.00 
Number of pairs = 15 
Assumotion test: Was the Dairina effective? 
Nonparametric Spearman correlation coefficient (r) - 0.7893 
The two-tailed P value is 0.0002, considered extremely significant. 
Effective pairing results in a significant correlation between the 
columns. With these data, the pairing (or matching) appears to be 
effective. 
Summary of Data 
Parameter: Conditionl-Prov Condit ion2 -NoFr__ _D_jf f ýerence 
Meant 0.2597 0.3920 -0.1323 
# of pointus 15 15 15 
Std deviation: 0.2510 0.2517 0.1597 
Std error: 0.06480 0.06499 0.04125 
Minizml-t 0.09734 0.1742 -0.5872 
Maximumt 0.9187 0.9225 0.01142 
medians 0.1756 0.2828 -0-08583 
Lower 95% CZ: 0.1207 0.2526 -0.2207 
upper 95% CZ: 0.3987 0.5313 -0-04380 1 
TA13LE 7.26 TESTING RESULTS FOR HYPOTHESIS 3 
interpretation of the test results 
Since the testing results show that I: T+*2: T-we can conclude that there is a 
difference in the ranking of the data sources considering provenance against data 
sources only. Furthemore the null hypothesis can be rejected due to the computed T=2 
is smaller than the tabled critical value at the level of significance p= O-OW2. From the 
testing results we can conclude then, that there is an extremely significant probability 
that ranking data sources considering provenance is different from ranking data sources 
with no consideration of its ancestors. Moreover, the effectiveness of the pairing of the 
data sources was estimated by the Spearman correlation test with a significance of 
0.0002. 
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7.6.2 Experiment 2 
Initial conditions 
Information 
System 
Quality 
Criteria 
Weights Ranking 
Method 
Condition Granularity 
Level 
Accuracy 75 1 Query 
Completeness 25 2 Database 
TPCH Timeliness 30 TOPSIS 
Uniqueness 80 
Consistency 35 
TABLE 7.27 ExPERNENT CONDMONS FOR HYP=Es1s 3 
Testing results 
Ranking of Data Sources with provenance against no provenance 
Wilcoxon matched-pairs signed-ranks test 
Does the median of the differences between Conditionl-Prov and 
Condition2-NoPr differ significantly from zero? 
The two-tailed P value is 0.0004, considered extremely significant. 
Calculation details 
Sum_., all signed ranks (W) = -112.00 
Sum positive ranks (T+) = 4.000 
Sum of negative ranks ( T-) = -116.00 
Number of pairs = 15 
Assumotion test: Was th 
Nonparametric Spearman 
e rairing effective? 
correlation coefficient (r) - 0.8464 
The two-tailed P value is < 0.0001, considered extremely significant 
Effective pairing resul ts in a significant correlation between . the 
columns. with these dat a, the pairing (or matching) appears effective. 
Summary of Data 
Parameter: Conditionl-Prov Condition2-Nopr DiffereWc's 
Meant 0.4163 0.5666 
-0-1503 
Number of points: is 15 15 
Std deviation: 0.1728 0.1850 0.1083 
std error: 0.04461 0.04776 0.02798 
Mini 3 0.1465 0.3170 -0.3689 
Maximum: 0.7952 0.8435 0.07503 
medians 0.4408 0.5838 -0.1623 
Lower 95% CXs 0.3206 0.4642 -0.2103 
Upper 95% Cls 0.5120 0.6690 -0.09027 
A ADLr, 1.40 1 C. 31JU I %J 1'%Jl% irl I rU III Lib IS j 
Interpretation of the test results 
The testing results show that I: T+ =4 is different from I: T- = -116 with a level of 
significance p=0.0004 we can conclude that thcre is a diffcrcnce in the ranking of the 
data sources considering provenance against considering data as prime data source only. 
Moreover, the effectiveness of the pairing of the data sources was estimated by the 
Spearman correlation test with a significance of 0.0001. 
7.6.3 Experiment 3 
Initial conditions 
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Information 
System 
Quality 
Criteria 
Weights Ranking 
Method 
Condition Ciranularity' 
Level 
Accuracy 95 1 Query 
Completeness 75 2 Database TPCH Timeliness 55- TOPSIS 
Uniqueness 35 1 
Consistency 15 1 1 
Testing results 
I AIJLM 1 ., 4,7 1 t-unut & juj, 4 a ruK ti T ru i Hwo Is. ) 
Ranking of Data Sources with provenance against no provenance 
Wilcoxon matched-pairs signed-ranks test 
Do the median of the differences between Condition-l-Prov and Conditij; n-2-Nopr 
differ significantly from zero? 
The two-tailed P value is 0.0002, considered extremely significant. 
il i d t s calculat on e a 
sum of all signed ranks (W) = -116.00 
Sum of positive ranks (T+) = 2.000 
sum of negative ranks (T-) = -118.00 
Number of pairs = 15 
Assum2tion test: Was the r)airina effective? 
Nonparametric Spearman correlation coefficient (r) - 0.7750 
The one-tailed P value is 0.0003, considered extremely significant. Effective 
pairing results in a significant correlation between the columns With these 
data, the pairing (or matching) appears to be effective. 
Summary of Data 
Parameters Conditioni-Prov Condition2-iiopr__-Vif f -Orence 
Mean: 0.2990 0.4461 -0.1471 
# of points: 15 15 15 
std deviation: 0.2313 0.2175 0.1411 
Std error: 0.05973 0.05615 0.03643 
minimum: 0.09457 0.2157 -0.5469 
maxim, -: 0.9208 0.9249 0.01050 
Median: 0.2286 0.3532 -0-1146 
Lower 95% CI: 0.1709 0.3257 -0.2253 
Upper 95% CZ: 0.4271 0.5666 -0-06901 
I ADLX. I. JU I Q011AU &%C. 3ULA. 3 1'%Jl% 1111-U I JIL313 j 
Interpretation of the test results 
The testing results show that 1: T+ 0 Y, T -. Hence, we can conclude that thcrc is a 
difference in the ranking of the data sources considering Provenance against data 
sources only. Furthermore the null hypothesis can be rejected due to the computed T=2 
is smaller than the tabled critical value at the level of significance P=0.0002. From the 
testing results we can conclude then, that there is an extremely significant probability 
that ranking data sources considering provenance is different from ranking data sources 
with no consideration of its ancestors. Moreover, the effectiveness of the pairing of the 
data sources was estimated by the Spearman correlation test with a significance of 
0.0003. 
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7.6.4 Conclusions 
All the experiments have shown highly statistically significant changes in the ranking of 
queries when the assessment has been performed at a finer level of granularity by data 
provenance against those data sources assessed with no consideration of data 
provenance. Consequently, we have enough evidence to accept the hypothesis 3. 
"Query outcomes change according to the assessment at different levels of 
granularity of their correspondent data sources. " 
7.7 Procedure for the Friedman's Test 
In order to test hypothesis 4, a comparison of three samples is required, the ranking of 
the query, the ranking of the database, and the sample corresponding to the set of data 
sources with no quality differences among them. In this case, there is a test for 
nonparametric repeated measures comparisons named the Friedman Test. 
This test like Wilcoxon's test uses the ranks of the data to calculate the statistic. 
7.7.1 Null versus Alternative Hypothesis 
The notation Ho represents the null hypothesis and it is a statement of no effect or 
difference. In other words, the distributions are the same across repeated measures. 
Null Hypothesis HO: 19DI = ()D2 = ()D3 
On the other hand, the notation H, represents the alternative hypothcsis, and it 
represents a statistical statement indicating the presence Of an effect or difference. In 
other words, the distributions across repeated measures are different, or at least one is 
not equal. 
Alternative Hypothesis 11, : Not 110 
These hypotheses are also expressed as comparing mean ranks across mcasurcs. The 
test statistic for the Friedman's test is a Chi-square with k-I degrees of freedom (do, 
where k is the number of repeated measures. The Table of the Chi-Squarc 
distribution is shown in Appendix C Section 4. When the p-value for this test is 
small (usually <0.05) there is evidence to reject the null hypothesis. 
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, When the p-value is low, there is evidence to reject Ho, and conclude that there is a 
difference between mean ranks. 
7.8 Set of experiments for Hypothesis 4 
"A Query outeome varies wilh respeet to either one of thefollowing deeision eriteria: 
quality propetWes, assessment with data provenanee, and no eonsideration of quality 
properties. " 
The first condition is related to samples, which scores are estimated from the 
assessment with provenance, the second condition corresponds to scores calculated as if 
data was original, and the third condition is concerned with samples with no quality 
scores, having then the same score for every data source. 
7.8.1 Experiment 1 
Initial conditions 
Information 
System 
Quality 
Criteria 
Weights Ranking 
Method 
Condition Granularity 
Level 
Accuracy 35 1 Query 
Completeness 55 2 Databm 
TPCH Timeliness 95 TOPSIS 
Uniqueness 25 
Consistency 75 
None None 3 Datab 
TABLE 7.31 ExPERDAENT CONDrrIONS FOR HYKMiESIS 4 
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Testing results 
of Data Sources Provenance-NoProvenance-NoQuality 
Friedman Test (Nonparametric Repeated measures ANOvA) 
The P value is < 0.0001, considered extremely significant. 
Variation among column medians is significantly greater than expected by 
chance. 
The P value is approximate (from chi-square distribution) because exact 
calculations would have taken too long. 
Calculation detail 
Group Sum of 
Ranks 
Provenance 30.000 
NoProvenance 44.000 
NoQuality 16.000 
Number of Rows = 15 
Number of Columns =3 
Friedman Statistic Fr = 26.133 
isons Test 
if the difference between rank sum means is greater than 13.117 then the P 
value is less than 0.05. 
Comparison Rank sum Pvalue 
Difference 
Provenance vs. NoProvenance -14.000 * P<0.05 
Provenance vs. NoQuality 14.000 * P<0.05 
Noprovenance vs. NoQuality 28.000 *** P<0.001 
I ý"ý I *ýý rum" I ru I titbI344 
Interpretation of testing results 
This analysis indicates that there is a difference in the ranking across the use of quality 
properties, assessment considering provenance and no consideration of any quality 
property with p<0.0001. For instance, the multiple comparisons indicate (at the 0.05 
significance level) that the scores of the data sources with no consideration of 
provenance were greater than scores of data sources which were assessed by their 
ancestors. Note that the p-value for the Chi-square test is reported even though the 
sample size is small. In this case, the tabled value agrees with the Chi-square value. 
= significant, ** = highly significant, *** = extremely significant, ns = no significant. 
7.8.2 Experiment 2 
Initial conditions 
Fnfo-rmation Quality 
System 
I 
Criteria 
Ranking Method I Co- -nd Granularity 
Level 
Accuracy '13 1 
Completeness 25 2 
TPCH Timeliness 30 TOPSIS 
Uniqueness 80 
Consistency 35 
None None IF 1- 
TABLz 7.33 ExPERIMENr CONDMONS FOR HYP(YMESIS 
Testing results 
ba. w 
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Ranking of Data Sources Provenance- NoProvenance-NoQuailcy 
Friedman Test (Nonparametric Repeated Measures ANOVA) 
The P value is < 0.0001, considered extremely significant. 
Variation among column medians is significantly greater than expected by 
chance. The P value is approximate (from chi-square distribution) because 
exact calculations would have taken too lang. 
Calculat-on detail 
Sum of 
Group Ranks 
Provenance 17.000 
NoProvenance 33.000 
NoQuality 40.000 
Number of Rows = 15 
Number of Columns =3 
Friedman Statistic Fr = 18.533 
r)imn's MultiDle Com-oarisons Tes-t 
if the difference between rank sum means 
value is less than 0.05. 
comparison 
is greater than 13.117 then the p 
R&nk Sum p v&lue 
Difference 
Provenance vs. NoProvenance 
Provenance vs. NoQuality 
NoProvenance vs. NoQuality 
-16.000 p<0.05 
23.000 P<0.001 
-7.000 na p>0.05 
TABLE 7.34 TESTING RESULTS FOR HYPOTHESIS 
Interpretation of testing results 
The analysis indicates a difference in the ranking across the use of quality properties; 
the assessment considering provenance; and with no consideration of quality with p< 
0.0001. For instance, the multiple comparisons indicate (at 0.05 and 0.001 level of 
significance) that the scores of the data sources with no consideration of provenance 
were greater than scores of data sources which were assessed by their ancestors. Note 
that the p-value for the Chi-square test is reported even though the sample size is small. 
In this case, the tabled value agrees with the Chi-square value. 
7.8.3 Experiment 3 
initial conditions 
nformation Quality I Weights Ranking Method Eon-d-ition Granularity :: : 
Sys: te System Criteria Level 
Accuracy 35 Query 
Completeness 55 Database 
TPCH Timeliness 95 TOPSIS 
Uniqueness 25 
Consistency 75 
None None 3 I Databa. -se-ý TABLE 7.35 EXPERIMENT CONDITIONS FOR HYPO711ESIS 4 
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Testing results 
Friedman Test (Nonparametric Repeated Measures ANOVA) 
The P value is < 0.0001, considered extremely significant. 
Variation among column medians is significantly greater than expected by 
chance. 
The P value is approximate (from chi-square distribution) because exact 
calculations would have taken too long. 
Calculation detail 
Group Sum of 
Ranks 
Provenance 29.000 
NoProvenance 53.000 
NOQUALITY 80.000 
Number of Rows = 27 
Number of Columns =3 
Friedman Statistic rr = 48.222 
Dunn's Multiole Comparisons Test 
if the difference between ran sum means s greater than 17.598 then the 
value is less than 0.05. 
convarison Rank Sum P value Difference 
Provenance vs. NoProvenance -24.000 P<0.01 
Provenance vs. NOQUALITY -51.000 P<0.001 
NoProvenance vs. NOQUALITY -27.000 P<0.001 
TAny P7 net it -m 
-----.... -.. . ý,, -T 
Interpretation of testing results 
The analysis indicates that there is a difference in the ranking across the use of quality 
properties; assessment considering provenance; and with no consideration of quality 
with p<0.0001. For instance, the multiple comparisons indicate (at the 0.001 
significance level) that the scores of the data sources with no considcration of 
provenance were greater than the scores of data sources which were assessed by thcir 
ancestors. 
7.8A Conclusion 
All the experiments have shown highly statistically significant changes in the ranking of 
queries and consequently in their outcomes when decision is made on the bascs of cithcr 
one of the following decision criteria: quality Properties, assessment with data 
provenance, and no consideration of quality properties. We have enough evidcnec to 
accept the hypothesis 4. 
"A Query outcome varies with respect to either one of thefollowing decision criteria: 
quality properties, assessment with data provenance, and no consideration of qual y it 
properties. -vj' 
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7.9 Summary 
The experimental hypotheses were set in terms of quality criteria, quality priorities, 
levels of granularity and data provenance to test if the qualitative information varies 
appropriately according with the specification of the context. 
All the experiments conducted within this section have shown extremely significant 
evidence that our experimental hypotheses have been accepted with no possibility of 
being a result of chance. Therefore, we can conclude the following: 
1. The ranking of data sources changes according to the specification of quality 
criteria. 
2. The ranking of data sources changes according to the specification of quality 
priorities. 
3. Vie query outcomes change according to the assessment at different levels of 
granularity of their correspondent data sources. 
4. Query outcomes vary with respect to a) the data sources it comes from b) no 
quality criteria consideration and c) quality criteria and against quality criteria 
along with data provenance. 
Having proved our experimental hypotheses, we can conclude that users are able to 
change the ranking of data sources and therefore query outcomes, using all the possible 
combinations of quality properties, quality priorities, and 
levels of granularity. This 
demonstrates that by changing the quality requirements data sources can be ordercd in a 
different way, and that this variation is statistically significant. 
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7.10 Conclusions 
We have demonstrated that the DQM prototype works in terms of functionality and it is 
able to help data consumers with any level of experience. The DQM providcs 
qualitative information of derived data, and at database, relation, attribute levcls of 
granularity within a multi-database environment (covered in section 7.2.2). 
We have demonstrated that the DQM provides appropriated Outcomes according with 
the quality of the data in section 7.2.3. 
We have demostrate that the ranking of data sources correspond to the expected 
outcomes by changing the priority values of chosen quality criteria stated by the uscr 
(covered in section 7.2.4). 
We have demonstrate that the prototype can provide qualitative information, which 
varies appropriately according to the context (covered in sections 7.3 to 7.9). 
It would be reasonable to assume that by providing users with qualitative information, 
they could utilise such information to deal with extensional inconsistencies. 11owevcr, 
more detailed and exhausted testing of the qualitative information been Produced by the 
DQM needs to be carried out. 
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Chapter 8 Conclusions and Future Work 
8.1 Review of the Thesis 
This thesis was laid out in eight chapters. This section will state the main achievements 
of each chapter as well as the issues identified during the research process. 
Chapter I Introduction: 
The main motivation for the research was that users have no information by which to 
judge quality, e. g. whether data is correct, complete, or timely. When users query a 
database system, they get returned a set of data which is inherently presented as perfect, 
original, and atomic. However, data quality is an issue during data integration, users are 
facing difficulties to trust data when they face extensional inconsistencies since they 
have no qualitative information against which to consider those inconsistencies. 
Therefore, the research hypothesis was: 
"It is possible to identify usable data quality criteria to measure and assess data quality 
of derived data and data at multiple levels of granularity. 77tese cats be enhanced by Ihe 
use ofprovenance, and the qualitative measures can be used to derive a ranking of data 
sources based on the specification context by the users in a heterogeneous muld. 
database environment. 
Consequently, we proposed a Data Quality Manager by establishing the following thesis 
objectives: 
The identification from existing research of a sct of usabIc and mcaningful data 
properties as quality indicators to measure, assess and rank data sourccs, namcly 
the Data Quality Reference Model (DQRM) (comed in section 3.4). 
2. The identification of metrics to be used as data quality measurcmcnt instrumcnts 
at database, relation, and attribute levels of granularity of primary data sourccs, 
namely the Data Quality Measurement Model (DQMM) (detailcd in Scction 
3.5). 
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3. The identification of the processes required to represent, to interpret, and to 
assess data quality, namely the Data Quality Assessment Model, (DQAM) (sec 
Chapter 3). 
4. The implementation of a data provenance algorithm to help assessment 
processes for derived data sources (referred to in Chapter 4). 
5. The identification and implementation of Multi-Attribute Decision Making 
methods to provide an overall quality score to rank data sources (covered in 
Chapter 5). 
6. The design and development of a prototype as a proof of concept for dircct Uscr 
input of the query, quality properties and priorities (covered in Chapter 6). 
7. Demonstrate that the prototype performs appropriately according to the specified 
requirements and can provide qualitative information, which varies 
appropriately according to the context. See Chapter 7 for further detail. 
Chapter 2 Background: 
Information Quality (IQ) in contrast to Data Quality (DQ) is concerned with data 
quality in context, and how the information is produced, and interpreted. 71crefore, DQ 
should be considered before IQ to determine which data to trust, before determining the 
quality of the information generated for it. 
From the literature review presented in the Background Chapter relative to our topic of 
interest, we identified the following issues: 
Current data management practice considers data as pcrfcct, original, and 
atomic. The present research challenges the presumptions of pcrfcction, primary 
authorship, and atomicity. 
There is no consideration of the process of integration (i. e. data fusion, data 
replication, or data transformation) during data quality mcasurcmcni and 
assessment of derived data. 
Very few approaches have taken into account quality properties at attribute, data 
value and relation levels of granularity on databases, cxccptions are 
[ScannapiecoO4b], [NaumannO4]. 
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As we want to support a full range from experienced to naive users, only the 
assessment of process-criteria and objective-criteria rather than subjective. 
criteria should be considewd because they can provide meanly and useful scorcs. 
Chapter 3 The Data Quality Manager: 
The chapter presented a conceptual framework for data integration where the DQM 
could help to deal with extensional inconsistencies. 
This chapter discussed and identified the first three elements of the DQM, the Generic 
Data Quality Reference Model, which classifies and summarises a set of quality 
properties according to different user perspectives; the Measurement Model, which 
contains extended existing metrics for the assessment of primary data sources at 
database, relation and attribute levels of granularity; and the Assessment Model, which 
identifies a new granularity-oriented assessment classification (namely as direct and 
indirect assessment methods). However, there was an emerging issue: 
The direct and indirect assessment methods described in section 3.6 wCrc not 
able to address derived data. This led us to the consideration of the asscssmcnt 
of derived data based on its origins. 
The Data Quality Reference Model, the Measurement Model. and the AsScssmcnt 
Model for primary data sources correspond to the first three objectives of the rcscarch. 
Chapter 4 Data Provenance 
This chapter addressed the assessment of derived data by considering the quality 
indicators of its ancestors, through the extraction of data Provenance. Therefore, the 
Data Quality Manager evolved to include data provenance as a mechanism to help data 
quality asscssment and consequently resolve data inconsistencies between successor 
databases. 
The assessment of derived data has been achieved in two ways: 
a Assessment of derived data based on the quality Properties of its anccstors, 
(covered in section 4.6). 
Assessment of derived data based on the aggregation of the quality PrOpWies of 
its ancestors (covered in section 4.7). 
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However, qualitative information is affected when derived data has been obtained from 
a fusion function. As the provenance algorithm does not trace queries, the quality score 
is not obtained automatically from the fusion function, but still provide a qualitative 
measure by the afore mentioned procedures. 
We can conclude that the fusion function is not critical in terms that at this point the 
DQM can still assign a quality value to derived data and specially if it is able to use 
provenance to track down the fused elements 
Having the assessment capability for derived data, we have achieved the objective 4 of 
this thesis, which correspond to the implementation of data provenance algorithm to 
help assessment processes for derived data sources. 
We also detected the following issue: 
Comparison between data sources by considering a number Of associated quality 
properties. This issue is important in order to obtain the best outcome through the 
ranking of data sources. 
Chapter 5 Multiple Attribute Decision Making (MADM) methods. 
This chapter identified, selected, and explained a number of scaling and ranking 
rnethods; from previous research. 
The TOPSIS and SAW ranking methods developed in [Hwang8l], and describcd in 
section 5.5, allowed the ranking of data sources through the comparison of multipic data 
quality dimensions, different weights, user quality priorities, at diffcrcnt lcvcls Of 
granularity. 
We proposed a number of pertinent combinations of scaling methods with the 
ranking methods according to the positive or negative direction of the quality 
criteria in order to obtain coherent, meaningful results. 
@ An experienced user should choose which ranking and scaling method is 
preferred. In the case of inexperienced users, the system will use the pertinent 
combination (from the recommendations made in Section 5.6) based on the 
charactcristics of the quality critcria. 
Emerging issues: 
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a The consideration of making available the selection of ranking and scaling 
methods or suggest to inexperienced users the best combination according to the 
characteristics of the quality properties. 
We require identifying which possible cases are available for the analysis of data 
quality according to the information available in the provenance mctadata and 
quality metadata in order to implement the Data Quality Manager. 
Chapter 6 Design and Implementation: 
In Chapter 6, we described the design and the implementation of the prototype, 
according to the requirements explained through Chapters 3,4 and 5. 
We believe that the Data Quality Manager can support a user context relative query 
across multiple databases. Where measures of data provenance along with a set of 
quality criteria would be used to determine quality of data sources at attribute, relation, 
a. nd data source levels of granularity, and derived data. 
The design and implementation of the DQM prototype with an appropriatc lCvCl of 
functionality necessary to carry out the proof of concept corrcs nds to the fuir mcnt of po, 
objectives 5 and 6 described in Section 1.5. 
issues to address: 
At this point, we need to validate the DQM prototype against the specification of 
the model, and to verify that the Data Quality Manager (DQM) can provide 
appropriate inforrnation about the qualitative nature of the data been returned 
from the data sources. 
Chapter 7 Testing and Experimentation: 
The objectives of the testing plan were to determine if the PrOtOtypC works in Icrms of 
achievement of requirements, and the appropriateness of the quality inrormatl'on 
synthesized. 
From the testing plan, we conclude that: 
The prototype is addressing expert users by providing a high level of dctail in 
the specification of the context and the functionality of the systcm. 
, %4ari i 
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m The prototype suggests a combination of ranking and scaling methods 
depending on the positive or negative direction of the quality properties. 
The prototype allows users the analysis of data quality and ranks data sources 
based on a desired context at different levels of granularity under three identified 
based test cases. 
w The quality estimation changes on the basis of the granularity level under the 
same query event. 
m We have demonstrated that the DQM provides appropriated outcomes according 
with the quality of the data in section 7.2.3. 
w We have demonstrated that the DQM provides appropriated ranking of data 
sources outcomes according with the quality of the data in section 7.2.4. 
In the second part of the chapter, we designed and conducted an experimentation plan 
on inferential and descriptive statistics to demonstrate that the DQM can provide 
qualitative information, which varies appropriately according to the context specified by 
the user. 
The implementation and testing of the DQM resulted in a richer body of information. 
Therefore, a number of experimental hypotheses were set in terms of the combinations 
of quality criteria, priorities, levels of granularity and data provenance. Jjc following 
experimental hypotheses were proved as a set of sanity checks. 
1. The ranking of data sources changes according to the SPCcification of quality 
cri teri a. 
2. The ranking of data sources changes according to the Spccification of quality 
priorities. 
3. The query outcomes change according to the assessment at differcnt lcvcls of 
granularity of their corresponding data sources. 
4. Query outcomes vary with respect to a) the quality of the data sources it comes 
from b) the no consideration of data quality and c) the consideration of data 
quality assessed by data provenance. 
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The set of proven experimental hypotheses demonstrate that by changing the quality 
requirements, the data sources can be ordered in a different way, and that this variation 
is statistically significant. 
The outcome of Chapter 7 was to demonstrate that the prototype Performs appropriately 
according to the specified requirements, and can provide qualitative information, which 
I v aries appropriately according to the context. Such outcome corresponds to the 
achievement of the last objective of this work, presented as objective 7 in Section 1.5. 
8.2 Contributions to Research 
8.2.1 Framework for data integration considering data quality 
We developed a framework for data integration considering data quality. 'Me 
framework has been built on a large body of work that had been done by others 
[Wang961, [NaumannOO], [GertzO4]. However, this framework has considered the use 
of data quality with known provenance within the data integration process, which is U 
novel approach. 
1 8.2.2 The Data Quafity Manager 
The DQM architecture is novel, each element has been implicitly used Worc, but in an 
isolated mode. It proposes generic and expressive models for a set of quality propcftics, 
measurement, and assessment of data quality. Each model provides novcl elcmcnts, 
which are mentioned in the following sections. 
The DQM provides qualitative information to any level of experience uscrs to extcnd 
the scope and range of information available relative to the query they have prcscntcd 
within the quality properties and pflorities they state. 
8.23 The Data Quality Reference Model 
The DQRM contains a set of data quality properties classified and summarind 
according to different user perspectives such as internal and external focuscs or 
representation, value, and context. Previous classifications of data quality do not 
consider uniqueness as a data quality criterion, the DQRM includcs this quality 
property, because duplicate values are a very well know issue within Database 
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Management Systems, and in case of a multi-database environment this problem might 
be a cause of extensional inconsistencies. 
8.2.4 The Data Quality Measurement Model 
This model assembles already existing data quality metrics e. g. [Ballou981, [Motro981. 
[Pipino021, [Naumann03], and extends these metrics for the measurement at database, 
relation, tuple and attribute levels of granularity following the example for completeness 
given in [Scannapieco04b]. Within the Measurement Model, there is an identification of 
data quality properties such as accuracy, uniqueness, currency, timeliness, volatility, 
and response time. From our research we can state that there are no other systems that 
use combinations of several quality properties at different levels of granularity as we are 
using with the Data Quality Measurement Model. 
8.2.5 The Data Quality Assessment M(Wel 
-iý The DQAM identifies and includes temporality, positive and negative directions from 
existing research e. g. [Burgess03b1JNaumannO2]. As this project was implemcntcd at 
data value level, the quality properties were assessed through query processing such as 
parsing, sampling or continuous assessment [NaumannOO]. Hence, the scores wCrC 
represented in a quantitative manner. 
The Assessment Model contfibutes with the following novel elements: 
* Data Quafity Assessment by considering data provenance. 
The Data Quality Assessment Model provides a mechanism for tracking data 
provenance for the assessment of quality of derived data. Previous approaches work 
fro 
I 
ni the presumption of primary authorship and the presumption Of atomicity. 
i- Therefore, the introduction of data provenance as a mechanism of considering 
qualitative information of derived 
data is novel. 
* The Assessment of derived data based on the quality properties of Its ancestors 
With the description of provenance, users are able to trace back the quality propcrtics of 
any data by selecting each 
data ancestor. Therefore to have enough information to trust 
or not to trust the data. 
In summary, users are able to compare data sources, and to trust 
one data source against another 
by comparing the quality properties of their ancestors. 
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ý10 The assessment of derived data based on the aggregation of the quality properties 
of Its ancestors 
In this case, the DQM is able to assign quality scores to derived data by the aggregation 
of 
-the 
quality properties of its ancestors. This assessment requires that all the quality 
scores of the corresponding ancestors are available. 
e The granularity-based assessment clasification 
The following assessment classification is according to the level of granularity in which 
the assessment is carried out, and it is novel. 
a) Direct assessment: The process of assessment relates directly to the level of 
granularity such as uniqueness, which relates at the tuple level. 
b) Indirect assessment: The score is calculated based on other scores at other levels of 
granularity of the same source, such as accuracy at the relation level which valuc 
depends on accuracy at the row level. 
c) Assessment by provenance: The score of an object is computed based on the quality 
indicators of its ancestors. 
8.2.6 The Ranking of Data Sources 
The methods TOPSIS and SAW have been already utilised for the ranking of data 
sources by F. Naumann in [Naumann02] and M. Burgess in [Burgess02]. 
According to our analysis regarding the possible combinations of scaling methods with 
the ranking methods, the recommendation to obtain coherent and meaningful results 
(and therefore a more reliable decision) with both ranking methods, has been to use 
TopSIS with Vector Normalization or SAW with Linear Scale Transformation in case 
positive and negative criteria are involved. 
In case all criteria are positives or negatives, 
the Vector Normalization method is the best option with SAW. As far as we know. the 
previous analysis and recommendation have not 
been done before. 
8.2.7 Data Quality Model within a multi-datahase environment. 
We have now a developed a system that provides representation, measurcmcnt and 
assessment of data quality not previously available within a Multi-clatabasc environment 
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8.2.8 Provision of a facility to profile users in terins of the context of their query 
.-E 
By default, the DQM will provide: 
e An appropriate combination of scaling with ranking methods. 
*A stereotypical criteria according to the type of user. At the two extremes: in the 
case of naive users, the DQM provides the context automatically; in the case of 
expert users, the user will have the ability to define everything: scaling, ranking, 
quality properties and the priorities for a higher level of analysis. 
8.3 Conclusions 
This thesis has considered the association of data quality measures with data retrieved 
during the querying process on the basis of a set of data sources, a set of data quality 
properties, and their corresponding priorities. 
Databases have been considered as perfect, this research assumes that data are of 
different and variable quality, challenging the presumption of perfection and providing 
measures of data quality. 
Nowadays, organizations are facing a huge amount of data sources available for qucry. 
Consequently, we cannot assume that data sources are the original point of the data thcy 
are using. Therefore, discarding the presumption of primary authorship, we have uscd 
data provenance as a mechanism to deal with the origination of data within data Sourccs 
to either assure the user that the data has been provided 
from the primary sourcc or 
show cvidence of the data provenance and associated quality. 
Rather than assuming that data is atomic we can now either assure the uscr the data is 
atomic or it is composed data and demonstrate what the atomic values from which it 
was generated are and their associated quality. 
We have identified a set of criteria for assessment of data quality, suitable to support a 
range of users from naive users to highly experienced users and then to provide user. 
independent quality scores. 
We propose to use the quality of measures as the means of resolving inconsistcncics 
between the same data in different databases. 
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Data has been fused, replicated, and transformed to resolve intensional inconsistencies. 
degrading data quality consequently. Therefore, data provenance along with the quality 
criteria allows the assessment at different levels of granularity, estimates the quality of 
derived data, and ranks them at the data value level. 
We have built a Data Quality tool that allows users to rank query data sources, and 
execution plans at multiple levels of granularity. 
We have validated the functionality and capability of the DQM prototype against the 
specirications. 
Based on the testing plan we have demonstrated that the DQM Prototype does what it is 
required to do in terms of functionality. 
The 
- 
prototype provides appropriate scores according with the expected Outcomes bascd 
on the actual quality of data. 
The ranking of the data sources correspond to the expected outcomes by changing the 
priority values of chosen quality criteria stated by the user. 
We have shown that the DQM can estimate an overall score between data sources by 
providing data quality infonnation at different levels of granularity, which can vary 
according to the context specification of data consumers in section. 
We, can conclude that it has been possible to identify usable data quality critcria to 
measure, and assess data quality of primary data sources at multiple levcls of 
granularity, and derived data. Such quality information was enhanced by the use or 
Pr , ovenance, and the qualitative measures could 
be used to dcrive ranking of data 
I sources based on the specification context by the users utilising this known criteria all 
within an heterogeneous multi-database environment. 
8.4 Limitations 
8.4.1 Metadata maintenance 
For each data source involved in the federation, we required to capture mctadata, for the 
data'covering quality scores and data provenance information. The implicit managcmcnt 
of Inetadata is a typical restriction of all metadata-based systems. 
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8.4.2 Measurement Model 
The measurement model is restricted to relational databases because most of the 
metrics we obtained from previous research, and they were directly related to the 
relational data model. However, it can be extended for the inclusion of XML documents 
and semi-structured data. For example, the Sybase Adaptive Server provides the facility 
either to interact with XML by managing XML documents and to storc them in a 
relational database (which is not recommended), or to generate XML from relational 
databases. 
As we mentioned in Chapter 3, the Measurement Model contains quality propcilics It 
data value level only for a user independent measurement. However, it could bc 
extended by considering all the quality properties mentioned in the Gcncric DIta 
Quality Reference Model. Such measures could then be stored as part of the Uscr 
profile. 
SA. 3 Assessment Model 
Regarding the assessment of derived data based on the aggregation of the quality scorC3 
c)f its ancestors, we have utilised illustrative aggregation 
functions only. Thc rationalc 
for using a pesimistic or optimistic approach for the aggregation 
functions is that all the 
data should be treated in the same way according to the application rcquircmcnts. Thc 
key point is the consistency in using the aggregation functions. 
in the case of fused data, the provenance algorithm is not able to obtaincd the Clcmcnts 
involved in the fusion function to aggregate its quality scores and obtain the quality 
score of fused data automatically. 
Therefore, the alternative is to assess it just in tcrms 
of the quality properties of 
its fused elements, which can be obtaincd from the whcrc 
provenance algorithm through the query that produces 
the derived data. 
Future work 
8-5.1 Fusion function 
In the case of fused data, the fusion function is 
important for improving the accuracy of 
the qualitative information already estimated. 
Therefore, the provcnancc algorithm 
sI hould be enhanced 
in order to trace queries and obtain the elements of the data fusion 
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along with the fusion function to aggregate the corresponding quality measures 
acc ording to the fusion function. 
The fusion function used to derived data should be considered when comparing fuSed 
data. Therefore, it shall be included as an independent variable within the expcfimcnts 
carried out in Chapter 7. Therefore, the next stage will be to exhaustively test as part of 
future work. 
8.5.2 Aggregation of quality scores 
The assessment of derived data based on the aggregation of the quality scores of its 
corresponding ancestors was illustrative. The analysis of which aggregation functions 
are appropriate coffesponds to future research. 
8_5.3 Prototype 
We have built a system prototype considering data as, Primary sources; derived data 
with no quality scores for it, but with enough quality scores of its ancestors; and 
derived data with enough information to compute its quality scores (see Section 6.2.6). 
There is a forth scenario, which is a combination of the previous scenarios. Mle case of 
derived data with incomplete data provenance, and incomplete quality scores it. For a 
prototype, it is not necessary to address the forth scenario, because as long as the threc 
basic scenarios are available, the solution is trivial. This extension is subjcct 10 futur'C 
work. 
Having obtained sensible expected outcomes, we can conclude that the prototype 
behaves as is expected in terms of the accuracy of the answers it prc>duccs. 11OWCVCr. 
these tests are at indicative level only. 
8-5A User StereotypeS 
We have proposed user stereotypes as a mechanism that we would utilize to prcscnt to 
novice users who require 
higher levels of automation of the specification of the context 
of the query. Stereotyping 
is something at an early stage of development. We have 
identified some simple stereotypes very briefly that can be referred to as useful. See 
Appendix D for further detail. Therefore, the identification of user stereotypes is part of 
a future work. 
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8.5.5 Information Quality 
The outcome of this work could fit in the future work on Information Quality (IQ) 
because we have discarded the presumptions of perfection, primary authorship, and 
at I ornicity. Therefore, IQ measures could be developed from the Data Quality (DQ) 
assessment methods we have identified. 
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Appendix A Data Quality Concepts 
S 
This appendix contains the concepts of the Reference Model identified in Chapter 3. 
Ability to represent The ability of the fonnat to provide a good fonn of nulls 
nulls representation. 
Accessibility The extent to which data is accessible in terms of availability 
and security and cost, data might be available but inaccessible 
for security purposes; data might be available but expensive. 
Accuracy The measure of the degree of agreement between a data value o 
collection of data values and source agreed to be correct in 
[Lee04], the metric is defined as the ratio between the correct 
values and the total values in the data source. 
The extent to which the volume of data is appropriate for the 
Amount of data task at hand. 
Appropriateness A format is more appropriate than other in terms if it is bcttcr 
suited to user's needs [Redman961 
Assessment A systematic process of collecting and analysing data to 
determine the status of data quality. 
Availability The extent to which data is available, or easily and quickly 
retrievable. 
Believability Is the extent to which data is accepted or trusted as correct by the 
user without verification. When it is accepted as true, real and 
credible. 
Completeness The extent to which data is not missing [Redman961, [Pipino02], 
it is divided by two quality dimensions coverage, and density in 
[Naumann03]. 
Cost The cost associated with providing poor quality data. 
Coverage Measure for the number of tuples a source stores. Probability 
that an entity of the world is represented in the source. [Naumann03] 
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Currency Time interval between the latest update of a data value and the 
time it is used [Wang93], [Motro98]. 
Density Measure for how well the attributes stored at a source are filled 
with actual (non-null) values [Naumann03]. 
Extensional Data value differences between the participating data sources 
inconsistencies during data integration [AngelesO4], [Motro98]. 
Efficient use of The extent where the format represents data within the less 
storage possible storage cost [Redman96]. 
Format flexibility The extent where the format is suitable to changes in user needs 
and the recording medium is not dramatically affected. The 
metric considers the number of format changes within the same 
recording medium (A), the number of format changes but with 
other recording medium (B). 
Format Precision When the set of symbolic representations are sufficiently precise 
to distinguish among elements in the domain that must be 
distinguished by the users, there are values correctly represented, 
values not represented (missing) and values that do not 
correspond with real world. 
Interpretability It is related to the format in which data are specified and to the 
clarity of data definitions. [Strong97]. 
Measurement Is the act or process of quantitatively comparing results with 
requirements. 
Portability Is the extent where a format can be applied to a range of 
situations. The recording medium is important. 
Price Amount of money a user needs to pay for a query on a pay per 
query or pay per byte basis. 
Relevance Is the degree to which the provided data satisfies the users need. 
Reliability Data is reliable if it is considered as unbiased, good reputation 
and correct, complete and consistent. 
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Representation it is whether physical instances of data are in accord with their 
Consistency format, the constraints are posed in terms of membership in the 
set of a symbolic representation [Redman96], or in terms of 
conformance to a format standard. 
Reputation Is the extent to which data are trusted or highly regarded in 
terms of their source or contents. 
Response Time Is the delay between the user request and the reception of the 
complete response from the Information System. 
Timeliness Is the extent to which the age of data is appropriate for the task 
at hand [Ballou98-2], and is computed in terms of currency and 
volatility. 
Unbiased Is the degree by which data is objective, and impartial. 
Understandability Is the degree to which the data can be easily comprehended by 
the user. Understandability measures how well a source prcsents 
its data. 
Uniqueness The extent where an entity from the real world is represented 
once. 
Usability Is the extent to which data are used for the task at a hand with 
acceptable effort. In other words if data come from a high 
reputed source, it is relevant to the task, it can be interpreted and 
understandable, and it provides benefit on the performance of 
the job. Usability is divided in usefulness and easy to use. 
Usefulness It is the degree where using data provides benefit on the 
performance on the job, in other words the extent to which the 
user believes data would be useful for the task at a hand. 
Value Added It is stated in terms of how easy is to get the task complete 
named as effectivcncss; how long could the task take known as 
efficiency; and the personal satisfaction obtained from using 
data. 
Value Consistency Is the extent to which the values are the same for overlapping 
entities and attributes. Data are consistent with respect to a set of 
constraints if they satisfy all constraints in the set. [Motro98], 
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[Redman96], and [Jarke98]. 
Verifiability The degree to which data can be checked for correctness. 
Volatility Interval of time where data remains valid on the system, and it is 
related to the update frequency [Wang93), [Ballou98]. 
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Appendix B TPC Benchmarks 
We have implemented the benchmark datasets provided by the Transaction Processing 
Performance Council (TPQ for testing and experimenting purposes. The TPC defines 
transaction processing and database benchmarks to involve the measurement and 
evaluation of computer functions and operations. However, we have utilised the queries 
and transactions involved in their proposed environments to achieve our objectives. 
This Appendix is aimed to present the main characteristics of TPC BenchmarkTM H 
(TPC-H) and TPC BenchmarkTM C (TPC-C). See [TPCJ for further details. 
B. 1 TPC-H Benchmark 
The TPC BenchmarkTm H (TPC-H) is a decision support benchmark. It consists of a 
suite of business oriented ad-hoc queries and concurrent data modifications. The queries 
and the database structure have been chosen to have broad industry-widc relevance 
while maintaining a sufficient degree of ease of implementation. 
TPC BenchmarkTm H is comprised of a set of business queries designed to exercise 
system functionalities in a manner representative of complex business analysis 
applications. These queries have been given a realistic context, portraying the activity of 
a wholesale supplier. 
TPC-H does not represent the activity of any particular business segment, but rathcr any 
industry which must manage, sell, or distribute a product worldwide (e. g., car rental, 
food distribution, parts, suppliers, etc. ). 
The selected queries provide answers to the following classcs of business analysis: 
w Pricing and promotions 
a Supply and demand management 
m Profit and revenue management 
m Customer satisfaction study 
0 Market share study 
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a Shipping management. 
B. 1.1 Entity- Relationship Diagram of the TPC-H's business environment. 
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B. 1.2 The TPC-H Queries 
Pricing Summary Report (Ql) 
Business Question: Provides a summary pricing report for all Lineitems shipped as of a 
given date, a date always within 60 - 120 days of the greatest ship date contained in the 
database. 
SELECT L_ORDERKEY* 
SUM(L-EXTENDEDPRICE*(1-1; -DISCOUNT)(DECIMAL(18,2)) 
(NAMED REVENUE), 
O-ORDERDATE, O-SHIPPRIORITY 
FROM CUSTOMER, ORDERTBL, LINEITEM 
WHERE C_MKTSEGMENT = 'BUILDING' 
AND C-CUSTKEY = O-CUSTKEY 
AND L-ORDERKEY = O-ORDERKEY 
AND O-ORDERDATE < '1995-03-15' 
AND L-SHIPDATE > 11995-03-15, 
GROUP BY 
L_ORDERKEY, O-ORDERDATE, O-SHIPPRIORITY 
ORDER BY 
REVENUE DESC, O-ORDERDATE; 
Minimum Cost Supplier (Q2) 
Business Question: Find, in a given Region, for each Part of a certain type and size, the 
Supplier who can supply it at minimum cost. If several suppliers in that region offer the 
desired part type and size at the same (minimum) cost, the query lists the Parts from 
Suppliers with the 100 highest account balances. 
SELECT S-ACCTBAL, S-NAMEo N-NAME, P-PARTKEY, P-MFGR, 
S-. ADDRESS, S-PHONE, S-COMMENT 
FROM pARTTBL, SUPPLIER, PARTSUPP, NATION, REGION 
WHERE p_PARTKEY = PS-PARTKEY 
AND S-SUPPKEY = PS-SUPPKEY 
AND P_SIZE = 15 
AND P-TYPE LIKE '%BRASS' 
AND S-NATIONXEY = N-NATIONKEY 
AND N-REGIONKEY = R-REGIONKEY 
AND R-NAME = 'EUROPE' 
AND PS-SUPPLYCOST = 
(SELECT MIN (PS_SUPPLYCOST) 
FROM PARTSUPP, SUPPLIER, NATION, REGION 
WHERE P_PARTKEY = PS-PARTKEY 
AND S-SUPPKEY = PS-SUPPKEY 
AND S-NATIONKEY = N-NATIONKEY 
AND N-REGIONKEY = R_REGIONKEY 
AND R-NAME = 'EUROPE' 
ORDER BY 
S_-ACCTBAL DESC, N-NAME, S-NAME, P-PARTKEY; 
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Shipping Priority (Q3) 
Business Question: Retrieves the shipping priority and potential revenue of Orders 
having the largest revenue among those that had not been shipped as of a given date. 
Orders are listed in decreasing order of revenue. If more than 10 unshipped Orders exist, 
only the 10 Orders with the largest revenue are listed. 
SELECT L-ORDERKEY, 
SUM(L-EXTENDEDPRICE*(1-1ý-DISCOUNT)(DECIMAL(18,2)) 
(NAMED REVENUE), 
O-ORDERDATE, O-SHIPPRIORITY 
FROM CUSTOMER, ORDERTBL, LINEITEM 
WHERE C-MKTSEGMENT = 'BUILDING' 
AND C-CUSTKEY = O-CUSTKEY 
AND L--ýORDERKEY = O-ORDERKEY 
AND O-ORDERDATE < '1995-03-151 
AND L-SHIPDATE > 11995-03-15, 
GROUP BY 
L-ORDERKEY, O-ORDERDATE, O-SHIPPRIORITY 
ORDER BY 
REVENUE DESC, O-ORDERDATE; 
Order Priority Checking (Q4) 
Business Question: Counts the number of Orders ordered in a given quarter of a given 
year in which at least one Lineitem was received by the Customer later than its 
committed date. The query lists the count of such Orders for each order priority sorted 
in ascending priority order. 
SELECT O_ORDERPRIORITY, COUNT (*) (NAMED ORDER-COUNT) 
FROM ORDERTBL 
WHERE O-ORDERDATE >= 11993-07-011 
AND O-ORDERDATE < ADD-MONTHS(11993-07-011,3) 
AND EXISTS ( SELECT * 
FROM LINEITEM 
WHERE L_ORDERKEY = O-ORDERKEY 
AND L-COMMItdATE < L-RECEIPtdATE 
GROUP BY 
O_ORDERPRIORITY 
ORDER BY 
O_ORDERPRIORITY; 
Maria del Pilar Angeles 173 PhD Thesis - 2007 
Management of Data Quality when Integrating Data with Known Provenance 
Local Supplier Volume (Q5) 
Business Question: lists for each Nation in a Region the revenue volume that resulted 
from Lineitem transactions in which the Customer ordering parts and the Supplier 
filling them were both within that Nation. The query considers only Parts ordered in a 
given year, displaying the Nations and revenue volume in descending order by revenue. 
SELECT N-NAME, 
SUM(L-EXTENDEDPRICE*(l-L-DISCOUNT) (DECIMAL(15,2))) 
(NAMED REVENUE) 
FROM CUSTOMER, ORDERTBL, LINEITEM, SUPPLIER, NATION, REGION 
WHERE C-CUSTKEY = O-CUSTKEY 
AND O-ORDERKEY = L-ORDERKEY 
AND L-SUPPKEY = S-SUPPKEY 
AND C-NATIONKEY = S-NATIONKEY 
AND S-NATIONXEY = N-NATIONKEY 
AND N-REGIONKEY = R-REGIONKEY 
AND R-NAME = 'ASIA' 
AND O-ORDERDATE >= 11994-01-01, 
AND O-ORDERDATE < ADD-MONTHS(11994-01-011,12) 
GROUP BY 
N-NAME 
ORDER BY 
REVENUE DESC; 
Forecasting Revenue Change (Q6) 
Business Question: Considers all the Iineitems shipped in a given ycar with discounts 
between DISCOUNT - 0.01 and DISCOUNT + 0.01. The qucry lists the amount by 
which the total revenue would have increased if these discounts had bccn eliminated for 
Lineiterns with L-QUANTITY less than an inputted quantity. 
SELECT SUM(L-EXTENDEDPRICE*L-DISCOUNT (DECIMAL(15,2))) 
(NAMED REVENUE) 
FROM LINEITEM 
WHERE L-SHIPDATE >= '1994-01-011 
AND L-SHIPDATE < ADD_MONTHS('1994-01-011.12) 
AND L-DISCOUNT BETWEEN . 06 - 0.01 AND . 06 + 0.01 
AND L_QUANTITY < 24; 
Volume Shipping Query (Q7) 
Finds, for two given Nations, the gross discounted revenues dcrivcd from Line Items in 
which parts were shipped from a Supplier in either Nation to a Customer in the other 
Nation during a period of time, commonly a year. Two Nations are given as input 
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parameters. This query is a 6-table join that requires a small table, Nation, to be aliased 
and processed as though it were two distinct look-up tables. 
SELECT Nl. N-NAME, N2. N-NAME, 
EXtrACT(YEAR FROM L-SHIPDATE)(NAMED "YEAR*), 
SUM(L_EXTENDEDPRICE * (1-L-DISCOUNT) (DECIMAL(15,2))) 
(NAMED REVENUE) 
FROM SUPPLIER, LINEITEM, ORDERTBL, CUSTOMER, 
NATION Nl, NATION N2 
WHERE S-SUPPKEY = 34--SUPPKEY 
AND O-ORDERKEY = L-ORDERKEY 
AND C-CUSTKEY = O-CUSTKEY 
AND S_NATIONKEY = Nl. N-NATIONKEY 
AND C_NATIONKEY = N2. N_NATIONKEY 
AND ((Nl. N_NAME = 'FRANCE' AND N2. N_NAME = 'GERMANY') 
OR (Nl. N-NAME = 'GERMANY' AND N2. N-NAME = 'FRANCE')) 
AND L-SHIPDATE BETWEEN '1995-01-01' AND '1996-12-31, 
GROUP BY 
Nl. N_NAME, N2. N-NAME, "YEAR" 
ORDER BY 
Nl. N-NAME, N2. N-NAME, "YEAR*; 
National Market Share query (Q8) 
The market share for a given Nation within a given Region is dcf"lncd as the fraction of 
the revenue from the products of a specified type in that Region that was supplied by 
Suppliers from the given Nation. The query determines this for 2 years. 
SELECT EXtrACT (YEAR FROM O-ORDERDATE) 
(NAMED "YEAR*), 
SUM(CASE WHEN N2. N-NAME = 'BRAZIL' 
THEN L-EXTENDEDPRICE*(l-L-DISCOUNT) 
ELSE 0 
END) / SUM(L-EXTENDEDPRICE*(J-L_DISCOUNT)) 
(DECIMAL(15,2)) 
(NAMED MKT-SHARE) 
FROM PARTTBL, SUPPLIER, LINEITEM, ORDERTBL, CUSTOMER, 
NATION Nl, NATION N2, REGION 
WHERE P-PARTKEY = L-PARTKEY 
AND S_SUPPKEY = L-SUPPKEY 
AND L-ORDERKEY = O-ORDERKEY 
AND O-CUSTKEY = C-CUSTKEY 
AND C_NATIONKEY = Nl. N_NATIONKEY 
AND Nl. N-REGIONKEY = R_REGIONKEY 
AND R_NAME = 'AMERICA' 
AND S-NATIONKEY = N2. N_NATIONKEY 
AND O_ORDERDATE BETWEEN '1995-01-01' AND 11996-12-31, 
AND P_TYPE = 'ECONOMY ANODIZED STEEL' 
GROUP By 
a YEAR" 
ORDER BY 
'YEAR"; 
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Product Type Prorit Measure (Q9) 
Finds, for each nation an each year, the profit for all parts ordered in that year which 
contain a specific substring in their pail names and which were filled by the Supplier in 
that nation. 
SELECT N-NAME 
, EXtrACT( YEAR FROM O-ORDERDATE) (NAMED "YEARO) 
, SUM( (L-EXTENDEDPRICE* (1-L-DISCOUNT) -PS-SUPPLYCOST*L-QUANTITy) 
(DECIMAL(15,2))) 
(NAMED SUM-PROFIT) 
FROM PARTTBL, SUPPLIER, LINEITEM, PARTSUPP, ORDERTBL, NATION 
WHERE S_SUPPKEY = L-SUPPKEY 
AND PS-SUPPKEY = L-SUPPKEY 
AND PS-PARTKEY = L-PARTKEY 
AND P-PARTKEY = L-PARTKEY 
AND O-ORDERKEY = L-ORDERKEY 
AND S-NATIONKEY = N-NATIONXEY 
AND P_NAME LIKE '%green%' 
GROUP BY 
N_NAME, "YEAR" 
ORDER BY 
N_NAME, "YEAR" DESC; 
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B. 2 TPC-C Benchmark 
TPC BenchmarkTm C is comprised of a set of basic operations designed to exercise 
system functionalities in a manner representative of complex OLTP application 
environments. These basic operations have been given a life-like context, portraying the 
activity of a wholesale supplier, to help users relate intuitively to the components of the 
benchmark. The workload is centred around the activity of processing orders and 
provides a logical database design, which can be distributed without structural changes 
to transactions. 
TPC-C does not represent the activity of any particular business segment, but rather any 
industry, which must manage, sell, or distribute a product or service (e. g., car rental, 
food distribution, parts supplier, etc. ). TPC-C does not attempt to be a model of how to 
build an actual application. 
The purpose of a benchmark is to reduce the diversity of operations found in a 
production application, while retaining the application's essential performance 
characteristics, namely the level of system utilization and the complexity of operations. 
A large number of functions have to be performed to manage a production order entry 
system. Many of these functions are not of primary interest for performance analysis, 
since they are proportionally small in terms of system resource utilization or in tcnns of 
frequency of execution. Although these functions are vital for a production system, they 
merely create excessive diversity in the context of a standard benchmark and have been 
omitted in T? C-C. 
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B. 2.1 Entity-Relationship Diagram of the TPC-C's business environment. 
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B. 2.2 Transaction Processing Systems of TPC-C 
Aimed to process transactions in order to update records and generate brief reports. 
As an OLTP system benchmark, TPC-C simulates a complete environment where a 
population of terminal operators executes transactions against a database. The TPC-C 
benchmark is focused on the principal transactions of an order-entry environment. 
These transactions include entering and delivering orders, recording payments, checking 
the status of orders, and monitoring the level of stock at the warehouses. Each 
transaction profile is taken from the original text [TPC-C]. We have chosen the data 
source specifications from TPC-C because it represents any industry that must manage, 
sell or distribute a product or service. 
The New-Order Transaction (Tl) 
Consist of entering a complete order through a single database transaction. It represents 
a mid-weight, read-write transaction with a high frequency of execution and stringent 
response time requirtments to satisfy on-line users. See [TPC. Cj section 2.4.2 for 
further details. 
Transaction Profile 
Entering a new order is done in 
*a 
single database transaction with the following steps: 
1. Create an order header, comprised of: 
2 row selections with data retrieval, 
1 row selection with data retrieval and update, 
2 row insertions. 
2. Order a variable number of items (average ol-cnt a 10), comprised of. 
(I * ol-cnt) row selections with data retrieval, 
(I * ol-cnt) row selections with data retrieval and update, 
(1 * ol-cnt) row insertions. 
Note: The above summary is provided for information only. 
The Payment Transaction (T2) 
The Payment business transaction updates the customer's balance and M11ccts the 
payment on the district and warehouse sales statistics. It represents a light. wcight, read. 
write transaction with a high frequency of execution and stringent response time 
requirements to satisfy on-line users. In addition, this transaction includes non-primary 
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key access to the CUSTOMER table, because the customer might be selected on 
customer last name. See [TPC-C] section 2.5.2 for further details 
Transaction Profile 
The Payment transaction enters a customer's payment with a single database transaction and is 
comprised of: 
Case 1, the customer is selected based on customer number. 
3 row selections with data retrieval and update, 
1 row insertion. 
Case 2, the customer is selected based on customer last name: 
2 row selections (on average) with data retrieval, 
3 row selections with data retrieval and update, 
1 row insertion. 
Note: The above summary is provided for information only. 
The Order-Status Transaction (T3) 
The Order-Status business transaction queries the status Of a customer's last ordcr. it 
represents a mid-weight read-only database transaction with a low frequency of 
execution and response time requirement to satisfy on-line users. In addition, this table 
includes non-primary key access to the CUSTOMER table. See [TPC_Cj section 2.6.2 
for further details 
Transaction Profile 
Querying for the status of an order is done in a single database transaction with the following 
steps: 
1. Find the customer and his/her last order, comprised of. 
Case 1, the customer is selected based on customer number. 
2 row selections with data retricval. 
Case 2, the customer is selected based on customer last namc: 
4 row selections (on average) with data retrieval. 
2. Check status (delivery date) of each itcrn on the order (avcrage itcnis-pcr-ordcr nI 
comprised of: 
(I * items-per-order) row selections with data retrieval. 
Note: The above surnmary is provided for information only. 
The Delivery-Transaction (batch processed) (T4) 
The Delivery business transaction consists of processing a batch of 10 new (not yet 
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delivered) orders. Each order is processed (delivered) in full within the scope of a read- 
write database transaction. The number of orders delivered as a group (or batched) 
within the same database transaction is implementation specific. The business 
transaction, comprised of one or more (up to 10) database transactions, has a low 
frequency of execution and must complete within a relaxed response time requirement. 
The Delivery transaction is intended to be executed in deferred mode through a queuing 
mechanism, rather than interactively, with terminal response indicating transaction 
completion. The result of the deferred execution is recorded into a result rile. See [TPC- 
C] section 2.7.4 for further detai Is 
Transaction Profile 
The deferred execution of the Delivery transaction delivers one outstanding order (average 
items-per-order = 10) for each one of the 10 districts of the selected warehouse using one or 
more (up to 10) database transactions. Delivering each order is done in the following steps: 
1. Process the order, comprised of. 
1 row selection with data retrieval, 
(I + items-per-order) row selections with data retrieval and update. 
2. Update the customer's balance, comprised of: 
I row selections with data update. 
3. Remove the order from the new-order list, comprised ofi 
1 row deletion. 
Comment: This business transaction can be done within a single database transaction or 
broken down into up to 10 database transactions to allow the test sponsor the flexibility 
to implement the business transaction with the most efficient number of database 
transactions. 
Note: The above summary is provided for information only. 
The Stock-level Transaction (T5) 
The Stock-1, evel business transaction dctcnnincs the numbcr Of rcccntly sold Items that 
have a stock level below a specified threshold. 't 'Presents 11 heavy read-only datubm 
transaction with a low frequency of execution, a rclaxcd response time requirement, Und 
relaxed consistency requirements. See [T? C-C] section 2.8.2 for further dclails 
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Transaction Profile 
Examining the level of stock for items on the last 20 orders is done in one or more database 
transactions with the following steps: 
1. Examine the next available order number, comprised of-. 
1 row selection with data retrieval. 
2. Examine all items on the last 20 orders (average items-per-order - 10) for the district, 
comprised of: 
(20 * items-per-order) row selections with data retrieval. 
3. Examine, for each distinct item selected, if the level of stock available at the home 
warehouse is below the threshold, comprised of: 
At most (20 * items-per-order) row selections with data retrieval. 
Note: The above summary is provided for information only. 
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Appendix C Statistical Tables 
This Appendix presents a decision table for selecting the appropriate statistical 
procedure, and the statistical tables utilized for the experiments. 
C. 1 Table for Inferential Statistical Tests with Ordinal/Rank-Order Data 
Type of Data 
Goal Measurement (from Rank, Score, or Binomial Survival Time 
Gaussian Measurement (from (Two Possible 
Population) Non- Gaussian Outcomes) 
Population) 
Describe one group Mean, SD Median, Proportion Kaplan Nicier 
interquartile range survival curve 
Compare one group One-sample t test Wilcoxon test Chi-square 
to a hypothetical or 
value Binorytial test 
Compare two Unpaired t test Mann-Whitncy test Fisher's test LA3&-rank test or 
unpaired groups (chi-square for MAntel-IlAcnizels large samples) 
Compare two Paired I test Wilcoxon test McNemar's test Conditional 
paired groups proportional hazards regreulon* 
Compare three or One-way ANOVA Kruskal-Wallis test Chi-square test COX Proportional 
more unmatched hazard rc&rculon** 
groups 
Compare three or Repeated-measures Friedman test Cochrane Q Conditional 
more matched ANOVA pruportional 
groups hazws 
rcgrcislon*41 
Quantify Pearson correlation Spearm. an Contingency 
association between correlation codficients*0 
two variables 
Predict value from Simple linear Nonparametric Simple logistic Cox pruportion, 21 
another measured regression regrcssion** regression* hazard ugfuslon- 
variable or 
Nonlinear 
regression 
TABLE C. I. SELECTNO A STATLMCALTM FROM INIOWLSKY951 
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C. 2 Table of critical values for the Wilcoxon test 
One Tailed Significance Levels 
0.025 0.01 0.005 10.001 
Two Tai ed Significance Levels 
N 0.05 0.02 0.01 0.002 
6 0 
7 2 0 
8 3 1 0 
9 5 3 1 
10 8 5 3 0 
11 10 7 5 1 
12 13 9 7 Y- 
13 17 12 9 4 
14 21 19 15 6 
15 25 20 16 
16 29 24 20 
17 34 28 23 14 
18 40 33 28 18 
19 46 38 32 2 T- 
20 52 43 38 26 
21 58 49 43 30 
22 65 __ 56 49 35 
23 73 62 55 40 
24 81 69 61 45 
25 89 77 68 51 
26 98 84 75 58 
27 107 92 83 64 
28 116 101 91 71 
29 126 ilo 100 79 
30 137 120 109 86 
31 147 130 118 94 
32 159 140 128 1037 
33 170 
1 
151 
1 
138 2 
34 1 182 162 148 1 1211 
TABLE C. 2TABLE OF THE CRMCAL VALUES FOR WE WILCOXON TEST 
Method: Compare the obtained value of Wilcoxon's test statistic to the critical value in 
the table considering N as the number of subjects. The obtained value is statistically 
significant if it is equal to or smaller than the value in the table. For instance. suppose an 
obtained value is 71, with 23 subjects. The critical value in the table Is 73: so the 
obtained value is smaller than this. Therefore the conclusion would be that the 
difference between the two conditions in the experiment was unlikely to occur by 
chance (p<05 two-tailed test, or p<025, one-tai led test). 
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C. 3 Table of Critical Values for Spearman's Rho (r) 
One Tailed level of significance 
0.025 0.01 0.005 
N Two Tailed level of significance 
0.05 0.02 0.01 
5 1 1 
6 0.886 0.943 1 
7 0.786 0.893 0.929 
8 0.738 0.833 0.881 
9 0.683 0.783 0.833 
10 0.648 0.746 0.794 
12 0.591 
_0.712 
0.777 
14 
16 
0.544 
0.506 
0.645 
0.601 
0.715 
0.665 
18 0.475 0.564 0.625 
20 0.45 0.534 0.591 
22 0.428 
_0.508 
0.562 
24 0.409 0.485 0.537 
26 0.392 0.465 0.515 
28 0.377 0.448 0.496 
30 0.364 0.432 0.478 
35 0.335 0.394 433 
TABLE C. 3 TABLE OF CRMCAL VALUES FOR NON-PARAMETRIC SPEARMAN CORRMATION. 
Method: Consider the number of pairs of scores (N) that were used in the experiment, 
and then compare the obtained value of r to the value in the corresponding column. 
For instance: The r value of 0.3822, with 26 pairs of scores, is smaller than the critical 
value of r at the 0.05 level of significance (0.392). (i. e. it is highly significant). If your N 
is not in the table, use the next one down - e. g., for an N of 27, use the table values for 
26. 
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CA Table of the Chi-Square Distribution 
df 
lp 
. 005 . 01 . 025 . 05 10 . 
90 . 95 . 975 . 99 . 995 
1 . 00004 . 00016 . 
00098 
. 0039 . 0158 2.71 3.84 5.02 6.63 
2 . 0100 . 0201 . 
0506 . 1026 . 2107 4.61 5.99 7.38 9.21 10.60 
3 * 0717 . 115 * 
216 . 352 . 584 6.25 7.81 9.35 11.34 12.84 
4 . 207 . 297 . 
484 . 711 1.064 7.78 9.49 11.14 13.28 14.86 
5 - 412 . 554 . 
831 1.15 1.61 9.24 11.07 12.83 15.09 16.75 
.6 . 676 . 
872 1.24 1.64 2.20 10.64 12.59 14.45 16.81 1835 
7 . 989 1.24 
1.69 2.17 2.83 12.02 14.07 16.01 18.48 20.28-1 
8 1.34 1.65 2.18 2.73 3.49 13.36 15-51 17.53 20.09 21.96-1 
.9 1.73 2.09 2.70 3.33 4.17 14.68 16.92 19.02 21.67 23.59 
10 2.16 2.56 3.25 3.94 4.87 15.99 18.31 20.48 2321 25.19 
11 2.60 3.05 3.82 4.57 5.58 17.28 19.68 21.92 24.73 26.76 
12 3.07 3.57 4.40 5.23 6.30 18.55 21.03 23.34 26.22 28jo 
13 3-57 
- 
4.11 5.01 5.89 7.04 19.81 22.36 1 24.74 27.69 29.82 
14 7.0 7 4.66 1 5.63 6.57 7.79 21.06 23.68 26.12 29.14 31.32 
15 4.6 5.23 1 6.26 7.26 8.55 22.31 25 27.49 30.58 32.80 
16 5.14 5.81 6.9 7.96 9.31 23.54 26.30 28.85 32.00 34.27 
6.26 7.01 8.23 9.39 10.86 25.99 28.87 31.53 34.81 37.16 
7.43 8.26 1 9.59 10.85 12.44 28.41 31.41 34.17 37.57 40. M- 
-74- 9.89 10.86 12.40 13.85 1 
15.66 33.20 36.42 39.36 42.98 43.36 
13.79 14.95 16.79 18.49 20.60 40.26 43.77 46.98 50.89 53.67 
40 20.71 22.16 24.43 26-51 29.05 51.81 55.76 59.34 6"9 66.77 
: 60 35.53 37.48 40.48 43.19 46.46 74.40 79.08 1 -8130 88.38 91.95 
1 120 83.85 86.92 91.58 95.701 100.62 140.23 146.57 1 152.21 1 138.95 163.64 
TABLE U. 4 -1 ABLE Ull-nib Ufl-bQUAKE LJLTM113UTION 
The Friedman Test 
Purpose: The Friedman test, also known as Friedman two-way analylls of Variance, 
tests the null hypothesis that measures from k dependent samples Come from the same 
population. It is based on the rationale that if the groups do not differ on the criterion 
variable, then the rankings of each subject will be mndom and thcrc will be no 
difference in mean ranks between groups on the criterion variable. 
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Calculation. The Friedman test statistic is distributed approximately as chi-square, with 
(k - 1) degrees of freedom, where k is the number of groups in the criterion variabic, 
from i=1 to k. Let n be the number of subjects and let Ti be the sum of ranks for cach 
group. Friedman chi-square is then computed by this formula: 
k 
Fr 
12 TP 3n(k + 1) 
nk(k+l)[j., 
Method: In order to reject the null hypothesis, the computed value Fr must be equal to 
or greater than the tale critical chi-square value at the specified eve of si nific ncc. r I191a Fo 
the appropriate degrees of freedom, the tabled Fr . 95 value (which is the chi-square 
value at the 96h percentile) and the tabled Fr. 99 value (which is the chi-square value at 
the 99h percentile) are employed as the 0.05 and 0.01 critical values for evaluating a 
nondirectional alternative hypothesis. The number of degrees of freedom are computed 
as df = k-1. 
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Appendix D User Stereotypes 
Analysis of Data Quality properties, types of user and Information Systems 
The material presented in this Appendix still on working process as Part of future work. 
D. 1 Introduction 
We have proposed to develop a number of user stereotypes to support different contexts 
and help novice users to specify query context during the analysis of data quality in the 
DQM prototype. The identification of user stereotypes still on working process. 
therefore such stereotypes are part of future work. However, this Appendix discusses 
the status of our research. 
User stereotypes will determine which quality criteria to use, and the intcr-dependcncics 
between them, based on the application domain and the type of users. This work is a 
complement to the framework for data integration considering Data Quality In 
[AngelesO4], and the quality interdependencies have been published in JAnSc1csO5j. 
Different levels of customer satisfaction can be deduced, from the proper 
accomplishment of their requirements as is indicated in [Kano84). 
User preferences may vary depending on the information system. On one hand, data 
consumers of a DSS might prefer some data against other because of reputation of data 
producers, the credibility and relevance of data for the task at a hand, of the level of 
satisfaction they have on making strategic decision effectively from using reliable data. 
On the other hand, data consumers of operational systems might be more intcrestcd in 
timeliness, availability and accessibility of data for an cffectivc transaction Processing. 
User preferences may vary depending on their expcricncc as product of thcir 
knowledge. This Appendix will discuss the types of uscrs how thcy may prcfcr somc 
quality properties depending on their role. The identified dependcncy among quality 
properties for a subjective measurement and after that, the typcs of Information 
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Systems, and their relevant quality properties. Finally, we present the our approximation 
of the user stereotypes. 
D. 2 Types of users 
As we have mentioned before, the role and experience of users determine the context of 
the query and therefore the query outcomes. According with Lee and Strong in [LccO4], 
the responses from three roles within data production process determine data quality 
because of their knowledge. 
The three roles mentioned were data collector, data custodian. and data consumcr. The 
Lee et al research was oriented to determine the causes of poor data quality during the 
data life cycle and how the knowledge of the participant users reflects the quality of 
data. We take from this research the hypothesis that knowledge is important on the 
quality of data. In our research, we are more interested in identifying which arc the 
relevant quality properties from each type user perspective in order to query data not to 
produce data. 
We consider that the quality properties they would be interested in during the execution 
of a query might be much related to their work role. The following types of users were 
defined in [LeeO4] as data collectors (people or groups who generate information)*, data 
custodians (people or groups who manage computing resources for storing and 
processing data), and data consumers (people or group who use data, which may be 
involve in retrieval of data, additional data aggregation and integration. We consider 
such typc of users for the identification of our user stcrcotypcs. LCc considcrcd thc 
following data quality properties: accessibility, relevance, timclincss. compictcncss, and 
accuracy. 
Data quality is associated with know why from data colicctors with accurucy, 
accessibility, relevance, completeness and timeliness. 
DQ is associated with data custodian with know what and accuracy, CompjCtCnCSS and 
timeliness. 
DQ is associated with data consumer with know how and know why and rclcvance. 
if we just consider the type of users with the data quality properties, that we have 
identified in our Reference Model relative to the entire data quality life cycle stated In 
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Chapter 3, we could say that collectors are related to the data value level properties 
situated at the product base level. As the work role of the custodians is responsible for 
the storage and maintenance of data they are directly concerned with data represcritation 
at the design level. Data consumers are therefore interested in the quality properties 
proper to data context at the external focus for information retrieval and utilisation. Our 
first approximation for the relation between quality properties with types of users is as 
shown as follows: 
Accuracy 
Completeness 
Currency 
Data Collector Timeliness 
Uniqueness 
Value consistency 
Volatility 
However, Lee in [IxeO4] considers accessibility and relevance as part of quality 
properties relative to data collectors. 
Ability to represent nulls 
Appropriateness 
Appropriateness of Format 
Concise Representation 
Efficient use of storage media 
Data Custodian Format Flexibility 
Format Precision 
Representation Consistency 
Understanding 
Value Consistency 
In the case of data custodians, Lee et al identified accuracy, completeness and 
timeliness. 
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Accessibility 
Amount of data 
Availability 
Believability 
Cost 
Ease to use 
Effectiveness 
Efficiency 
Interpretability 
Data Consumer Price 
Relevance 
Reliability 
Reputation 
Response Time 
Unbiased 
Understand ability 
Usefulness 
Value Added 
Verifiability 
In the case of data consumer, Lee et al identiried relevance. 
As we can observe, this classification is not as straightforward as we could think. "All 
modes of knowledge combined about all processes 
held by all roles. contribute to the 
overall quality" [LeeO4]. Besides, users may 
have different Perceptions depending on 
their experience, information system, etc. For instance, 
if we consider volatility as "the 
rate of change of the real work" it maybe related to the 
data collector, because he is on 
charge to reflect that change. However, if we consider volatility as the update 
frcqucncy 
then it changes according with the application domain. Another cxample is the cvcnt 
when data consumer assesses interpretability, 
but the data custodian is the originator. 
D. 3 Data Quality Interdependencies 
The measurement of a quality criterion might be part of the Mcasurcmcnt of an 
aggregate one. The quality dimensions, which measurements derive from primary 
criteria, are identified as secondary quality properties. flowcvcr. wc havc not 
established or tested any kind of correlation among them. We have idcntiricd somc 
relationships between these quality properties based on their definitions from prcvious 
research. In this section, the secondary quality criteria definitions and their relationship 
with primary criteria are as follows: 
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D-3.1 Primary Quality Criteria 
From the Data Quality Reference Model, we have identified a number of criteria which 
measurement does not depend on other quality criteria, namely Primary Quality criteria 
[Angeles05], (See Table D. 2). 
Accuracy Format Precision 
Currency Format Flexibility 
Efficient use of storage Volatility 
Response time Representational Consistency 
Availability Concise Representation 
Amount of data Appropriateness of Format 
Unbiased data Uniqueness 
TABLE D. I PRVAARY QUALMY CRUERIA 
D. 3.2 Secondary quality Criteria 
This section presents the secondary quality criteria and their dcpcndcncy among data 
quality criteria. These dependencies can help in the mcasurcmcnt of such quality 
properties, most of them by subjective methods. 
The interpretability is related to the format in which data are specified an to the clarity 
of data derinitions in [Strong971. Thus, it depends on several factors: If there is any 
change on user needs, its representation should not be affected, this can be possible with 
a flexible format; The data value shall be presented consistently through the application 
or applications; and that the format is sufficient to represent what is needed and in the 
proper manner. 
Reputation is the extent to which data are trusted or highly rcgardcd in terms of their 
source or content. Three factors shall be considered at measuring time: rcputation of 
data should be detcnnined by its overall quality. If authors of data provide inaccurate 
data then they are unreliable and shall be therefore decreased. Commonly mpulation 
might be increased if authors have enough experience gaincd across the time. It data 
owners produce accurate data consistently, modify data as soon as possible whcn 
mistakes are found, and they in turn recommend authors of quality data. 
Accessibility is the extent to which data is accessible in terms of availability and 
security and cost. On one hand, data might be available but inaccessible for security 
purposes. On another hand, data might be available but expensive. 
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Data is credible as true if it is corTect, complete, and consistent. 
Usability is the extent to which data are used for the task at a hand with acceptable 
effort. In other words if data come from a high reputed source, it is relevant to the task, 
it can be interpreted and understandable, and it provides benefit on the perfonnance of 
the job. Usability is divided in usefulness and easy to use. 
Usefulness is the degree where using data provides benefit on the performance on the 
job, in other words the extent to which the user believes data would be useful for the 
task at a hand. (value added, relevance, accuracy, completeness and timeliness). 
Easy to use is the degree of effort user needs to apply to use data. As lesser effort as 
easier to use. This effort is in terms of understandability and interpretability as resources 
needed to achieve the expected goals. The personal factor in the usability lays on the 
reputation. Commonly user use determined data sources, due to the reputation of 
authors. The measurement of usability allow user to decide on the acceptance of data, 
and select a specific datum, data or data source among other alternatives. 
Data is reliable if it is considered as unbiased, good reputation and corrcct, compictc 
and consistent. 
The value added is stated in terms of how easy is to get the task complete namcd as 
effectiveness; how long could the task take known as efficiency; and the pcrSonal 
satisfaction obtained from using data. 
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Interpretability 
Unbiased 
Reliability Reputation 
Credibility 
Usability 
Cost 
Rep. Consistency 
Appropriateness 
Precision 
Format Flexibility 
Data source 
Data Producer 
Accuracy 
Completeness 
Consistency 
Usefulness 
Ease to use 
0 verall quality 
Accessibility 
Overall data quality 
Provenance 
Previous experience 
Correction of mistakes 
Value Added Efficiency 
Satisfaction 
Relevance 
Accuracy 
Completeness 
Timcliness 
Understandability 
Interprctability 
Security 
Availability 
Comage 
nsity 
Ability to rcp null 
Cuffency 
volatility 
Rep. Consistency 
Appropriatencu 
Precision 
Format nexibiliq 
Other factor to consider is that data quality properties vary depending on the type of 
Infonnation System. 
DA Types of Information System 
DAI On-Line Transaction Processing (OLTP) 
The purpose of these systems is to answer routine questions and track the flow of 
transactions through the organisation to help operational supervisors. Applications such 
as billing systems, cash deposits, withdraws, credit decisions, stock control systcms, 
flight reservations, so production and purchasing systems, sales are typical opcrational 
systemS. 
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Operational systems manage small quantity of data per transactions, Accuracy, response 
time, and currency, are important at this level of information systems. In consequence, 
data have high volatility due to very frequent updates. The record might not be 
complete, but they are fundamental data for the transaction that must be accurate. 
For instance, in financial services such as cash machines concise representation, and 
representation consistency and format precision is important. However response time, 
and availability are more important along with security, because usually are systems 
with millions of customers. 
All this involves the usability of data and preference from one cash account or credit 
account with respect to other plus cost of using and administering the service. 
On one hand there are cases where service is expensive due to high cost of 
administering data, but their reputation is high an on the other hand service could be 
less expensive, but the company is recently established. 
D. 4.2 Management Information Systems and Decision Support Systems 
Management Information Systems are mainly concerned with monitoring, 
controlling, decision-making and administrative activities. MIS usually take data from 
the transactional processing systems as internal source of information as from extcmal 
data sources. MIS reports end to be used by middle management and operational 
supervisors. 
Transactional data must be complete and correct in order to generate good summarin 
data, as their analysis implies high volume of data and routinc rcports, data must be 
timely before the analysis. 
Decision Support Systems (DSS): Help professional and staff Managcrs Make 
decisions. DSS comprises techniques and tools to help gather relevant information and 
analyse the options and alternatives. 
In a Data Warehouse, the quality criteria vary depending on the data source, for 
example for look up tables there will be low volatility, but accessibility is important. In 
case of Fact tables, as they provide the sales detail, accuracy, uniqucncss. and 
completeness are important because they would be directly reflected in the gcncration of 
aggregate data in the summarize tables. 
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An Executive Support System is designed to help a senior management tackle and 
address issues and long-tenn trends to make strategic decisions for the business. it 
gathers analyses and summarises aggregate, internal and external data to generate 
projections and responses to queries. 
The main data quality problem on EIS relays on external data, so decisions depend on 
accuracy, timeliness, completeness and reliability of external data sources. Reputation, 
portability, relevance, and amount of data are quite important. Data consumers require 
friendly and usable tools in order to deal just with making decisions rather the IS per s4e. 
Possible inconsistencies might be derived from different data sources so making 
decisions regarding which external data source to trust is an issue. Response time 
however, is not of great relevance when the analysis in on long-terrn trends. 
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Data Consumer with DSS 
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Data Custodian in OLTP 
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Maria del Pilar Angeles 198 Ph Dn 7s-- 2-0-U -7 
