In the presented work, we study the regularity of solutions to the generalized Navier-Stokes problem up to a C 2 boundary in dimensions two and three. The point of our generalization is an assumption that a deviatoric part of a stress tensor depends on a shear rate and on a pressure. We focus on estimates of the Hausdorff measure of a singular set which is defined as a complement of a set where a solution is Hölder continuous. We use so-called indirect approach to show partial regularity, for dimension 2 we get even an empty set of singular points.
Introduction
Non-Newtonian fluid is a type of fluid whose flow properties differ from those of Newtonian fluids which are described by the Navier-Stokes system. However, there are many physical phenomena which cannot be expressed by the typical Navier-Stokes model, such as shear thinning, shear thickening, etc. The viscosity of non-Newtonian fluids is not generally constant but depends on shear rate and, as many experimental works show, there are several liquids whose viscosity depends on pressure. On the other hand, changes in the density of these liquids are negligible as the pressure grows (see for example [2, 5] ). Thus we can model these liquids as being incompressible. In this case, a governing system for the flow of a liquid in a domain Ω ⊂ R over a time interval (0 τ) is 
∇ + (∇ )
T , and represents body forces. Further, T stands for the deviatoric stress tensor and div( ⊗ ) is a convective term. A plenty of works studying this system under various boundary and growth conditions has been published, see for example [3, 4, 8, 13, 14, 18] and references given there. However, there are still many open questions, mostly regarding the regularity of solutions.
In this work, we deal with a steady case, namely
We assume that there exist positive constants 1 , 2 , 3 such that 1 the deviatoric stress tensor T obeys the following growth condition for all ξ ∈ R 2 sym , all D ∈ R 2 sym and π ∈ R:
Partial regularity of solution to (1) in interior domains has been studied in [16, 17] . N. D. Huy studied partial regularity up to a straight boundary in his dissertation thesis ( [12] ). In the remainder of this work, we assume that the tensor T fulfills
In order to prove the existence of a weak solution to (1) it is enough to follow step by step the method of proof presented in [8] . Also the higher differentiability of solution can be done easily using well known difference quotient method, however, it is necessary to require
where the constant 4 comes from an estimate of the Bogovskiȋ operator (see Lemma 2.7 in [1] ). Thus, throughout this work, we suppose that the condition (3) is satisfied. It allows us to assume that ∈ W 2 2 (Ω R ) and that ∈ W 1 2 (Ω R).
Moreover, we have to assume that the right hand side belongs to the appropriate Morrey space L 2 µ (Ω R ). The definition and basic properties of the Morrey spaces can be found e.g. in Chapter 4 in [9] .
In order to obtain partial regularity, we use so called indirect approach. To learn more about this approach we refer reader to Chapter IV in [10] where this procedure is used to obtain the partial regularity of a solution to certain elliptic systems. In this article we show that for some κ ∈ R the κ−dimensional Hausdorff measure κ of the set of singular points is zero. The exact statement of the main result can be formulated as follows. (Ω R ) ∩ L 2 2 
−1+α
(Ω R
) for some δ > 0 and α ∈ (0 1). Then there is a positive constant γ such that if 3 < γ then for any weak solution ( ) to (1) there exists a closed set Ω ⊂ Ω such that −2 (Ω ) = 0 and ∇ and are Hölder continuous in Ω \ Ω .
We emphasize that in dimension 2 this result directly implies Hölder continuity everywhere because 0 is a counting measure. Since interior partial regularity is proven in [16] , we focus here mainly on a regularity up to a boundary. 
Preliminaries
In what follows, the symbol B R ( ) stands for a ball with radius R and center at .
Unless stated otherwise, we assume that the domain Ω ⊂ R is a bounded C 2 domain. In this case, we can suppose that ∂Ω can be described in a neighborhood of 0 ∈ ∂Ω as a function Γ 0 : R −1 → R fulfilling Γ 0 (0) = 0 and, since (1) is invariant under rotation and translation, we require that
we can assume that there exist constants α β > 0 such that 2
and
We refer reader to Appendix C in [7] for more. We define a new function (4) and (5) it follows that Ω 0 R ⊂ Ω. Main properties of F 0 R are mentioned in the following lemma.
Observations 2.1.
Let 0 ∈ ∂Ω and R > 0 be sufficiently small. Then 
and > 0 such that, for all 0 < R < R 1 and for all ∈ B + 1 (0), there exists F 
Since Ω is a C 2 domain, ∇ 2 Γ is bounded and the rest follows immediately.
(iii) This can be derived easily from definition.
(iv) It follows immediately from the definition of determinant and (ii).
(v) According to (iii), for R sufficiently small, we have | det ∇F 0 R | > 0 and, due to the inverse function theorem, F 0 R is invertible. We can also assume that R ≤ 1 2 and thus
The identity
. Thus, for R sufficiently small, the first inclusion is proven.
From definition we have ∇F 0 = I and thus, due to the inverse function theorem, there exists R > 0 such that (4) and (5) one may derive that (
For a measure σ , a set E with positive measure and a σ −integrable function we define ( ) E σ := σ (E)
σ . In case we avoid any misunderstanding, we omit σ in a notation. If E = B R ( ) and σ is a Lebesque measure, we will simply write ( ) R instead of ( ) B R ( ) σ . For a ( − 1)-dimensional manifold Γ we write ( ) Γ instead of ( )
Lemma -Poincaré inequalities.
Especially, there exists a constant independent on such that
hold for all R < R 0 , where R 0 is sufficiently small.
Proof. The equivalence of norms can be proven using a well known argument by contradiction, for the method of the proof see e.g. section 5.8.1 in [7] . Since 0 is fixed, we write simply F R instead of F 0 R . In order to prove the inequalities, we suppose that R 0 is small such that F R is invertible for all R < R 0 and det ∇F R ∞ ≤ R . We use a rescaling argument. A function fulfills
According to the above mentioned equivalence of norms, we get
The last term can be estimated via change of variables as follows
We put these three inequalities together and we get
This inequality applied to a function ( − ( ) Γ R ) implies the rest.
For an estimate of the Hausdorff measure we use Theorem 2.2 in Chapter IV in [10] which can be formulated as follows Lemma 2.2.
Since we focus on a boundary, we also need a following useful generalization of the previous lemma, which concerns fractional derivatives.
Corollary 2.3.
Proof. For = 1 we refer to Theorem 2.1 in Chapter IV in [10] . Let ∈ (0 1). From definition of W , it may be concluded that =
For some 0 sufficiently small, it holds that sup
This inequality implies that lim →0 σ ( ) exists and is finite.
Remark 2.4.
With a slight modification of the previous proof, one can easily prove that the claim of the previous corollary is true even for the case when G is a closure of a bounded Lipschitz domain. To get this claim, it is sufficient to consider a set
This section will be concluded by several results concerning qualitative properties of generalized Stokes system, which are used later in a proof of our main theorem.
Lemma 2.5.
where A ∈ R 4 , B ∈ R 2 are constant matrices and there exist λ > 0, Λ > 0 and γ > 0 such that following inequality holds true for all ξ ∈ R
, then for all τ α ∈ (0 1), R ≤ 1 there is a positive constant C * such that
where C * depends only on λ, Λ, γ and and
Lemma 2.6.
Moreover, there exists a constant 5 independent of R and a right hand side such that
Proof. The existence and uniqueness comes from widely known theory. We refer reader to [11] , [15] and references given there. Higher integrability as well as the estimate for R = 1 follows from Lemma 2.6 in [13] . We emphasize, that the constant 5 depends on boundedness and ellipticity of A. For arbitrary R > 0, it suffices to use a change of variables, i.e. let ( ) be a weak solution to (6) 
on a B + R (0). We defineˆ ( ) := (R ),ˆ ( ) := (R ),ˆ ( ) := (R ), ( ) := (R ) andÂ( ) := A(R ). Then 1
Rˆ ˆ is a solution to (6) on B + 1 (0) with (Â ˆ ˆ ) instead of (A ). However, the ellipticity and a boundedness ofÂ remains the same as of A and thus we get the claim.
Remark 2.7.
Let assumptions of the previous lemma hold. It is also true, that
Furthermore, we may assume that the constants 6 and 5 are chosen such that
For exact values of these constants we refer reader to Lemma 2.6 in [13] .
Corollary 2.8.
Let A ∈ L ∞ (B R (0) R 4 ) be an elliptic matrix, ∈ L 2 (B R (0) R 2 ), ∈ L 2 (B R (0)), B + R (0) = 0 (resp. B R (0) = 0) and let a matrix B ∈ L ∞ (B R (0) R 2 ) satisfy B ∞ < −1
. Then there exists a unique weak solution
Then there exists δ > 0 and
Proof. We give the proof only for the upper half ball; the other case can be proven in a similar way. For given
This operator is well defined according to the previous lemma. Let 1 2 ∈ L 2+δ be arbitrary and let ( 1 1 ) and ( 2 2 ) be solutions to appropriate systems, i.e. 1 = T ( 1 ) and 2 = T ( 2 ). The linearity of the generalized Stokes problem implies
where γ = 5 B ∞ < 1. Hence T is a contraction and thus there exists ∈ L 2+δ (B + R (0) R) such that T ( ) = and
It can be derived from Lemma 2.6 that ∈ W 1 2+δ . Functions ( ) coincide with ( ) since (7) has a unique solution as proven further. Therefore, for B + R = 0, we get following estimate by Lemma 2.6 in [13] 2+δ
It remains to prove the uniqueness of solution to (7) . Let ( Partial regularity of solution to generalized Navier-Stokes problem Corollary 2.9.
Proof. As in the previous proof, we use Banach fixed-point theorem. We define operator T :
According to Corollary 2.8 it holds, that
where we use Poincaré and Korn inequalities (see [6] ) in order to estimate 1 − 2 1 2 . It is enough to choose R 0 such that R 0 7 < 1 and the operator T is a contraction for any R ∈ (0 R 0 ). Uniqueness of solution to Stokes problem implies the claim of the corollary.
Proof of the main result
It is important to show the higher integrability of the second gradient of velocity and of the first gradient of pressure. The following lemma also directly implies the claim of the main theorem for = 2.
Lemma 3.1.
Proof. Assume that 0 = 0 ∈ Ω and let R > 0 be such that B 2R ⊂ Ω. We differentiate formally (1) with respect to for ∈ {1 } fixed. For an interior regularity and the difference quotient technique, we refer to Theorem 5.1 in [16] .
We get
The equation (8) can be rewritten as
We multiply this equation by a cut-of function η ∈ C ∞ which is defined by
Thus functions (Ũ P ) := (Uη Pη) solve
Further,˜ can be written as˜ = div , where
Thus, according to Corollary 2.8, we get that (∇U P) are in space L 2+δ (Ω R 2 × R). Since can be chosen arbitrarily,
Let 0 = 0 ∈ ∂Ω and Ω 0 R be the neighborhood defined earlier. We define quantitiesˆ ,ˆ andˆ as followŝ
We point out that for ∈ B + R it holds that ∇F ψ as a test function in equation (9) . We get
It is worth mentioning that the function˜ 1 belongs to
) is a linear mapping bounded independently of R. We use a cut-of function η defined earlier and we establish functionŨ andP as (Ũ P ) = (Uη Pη). These functions satisfy
The term˜ 3 can be represented by div G where G ∈ L 6 (B + R ) According to Corollary 2.9 there exists R 0 > 0 such that for all R < R 0 it holds that
Now it suffices to prove the regularity of the derivative with respect to the normal vector. From (9) it follows that (ˆ ˆ ) satisfy in a weak sense the following equation
where ∈ L 2+δ (Ω R ) contains right hand side and the convective term. We rewrite this system in point of view of an unknown vector =
. We point out, that ∇F −1 | det ∇F | = (I + Rω). The equation (10) can be reformulated as follows . We multiply (12) by C and we put all the already estimated terms on the right hand side. Hence, we obtain, for ∈ {1 }
whereÃ is defined as a × ( + 1) matrixÃ
and (C A) = C A . We denote the right hand side of (13) by˜ . We add to (13) the equation (11) differentiated with respect to . We get Further, we denote the right hand side of (14) by˜ . We compute detÃ . We expand the determinant ofÃ along the last row and along the last column. We get detÃ = detÃ M + R whereÃ M is the ( − 1) × ( − 1) matrix that results fromÃ by removing the last two columns and last row. . From (14) we have for arbitrary ∈ R
) and ∇ ∈ L 2+δ (Ω R ). Thus the lemma is proved.
Corollary 3.2.

Let all assumptions of Lemma 3.1 holds. Then there exists δ > 0 such that
( ) ∈ W 1/2 2+δ (∂Ω).
Proof. Follows immediately from properties of the trace operator.
For needs of the rest of this paper, we define quantity E ( R) for α ∈ (0 1) as follows:
Key lemma.
Let ( 
(Ω R) be a weak solution of system (1) and let for any 0 ∈ ∂Ω and R ∈ (0 R 0 ) the inequalities Proof. We prove this lemma via blow up system.
We define a set 5 Γ as Γ = ∂Ω ∩ ∂Ω. For a contradiction, we suppose that there exist M, τ, ∈ ∂Ω, ε → 0, R → 0, as tends to zero, and weak solutions ( ) to (1) satisfying
We, moreover, assume that 6
Further, from the assumption (15), it follows that
→ 0 as tends to zero. We set = F ( ) and we introduce new rescaled quantities , and , defined by
Their derivatives fulfill
By the change of variables, we have, due to properties of F (see Observations 2.1), The identity (∇F ⊗ ∇F ) = R 2 I + R 3 ω + R 4 ω implies that
and similarly
The term
converges to zero as tends to zero. Indeed, according to the Poincaré inequality we get 
We also know that ≡ 0 on B We set = F ( ) and ψ( ) = (F ( )) = ( ). The quantities (F ( )) and (F ( )) fulfill equation (9) with R = 1 and F instead of F . Note that (∇F )
We multiply this equation by ε −1 R 1− . Hence for all ψ ∈ W 1 2 0 (B + 1 (0)), it holds
where the terms I are defined as
By the zero-Dirichlet boundary condition,
Thus, for every ∈ B −1
ω div → 0 and thus div tends to zero.
as goes to zero. Thus we omit it in further computations. The term I 6 tends to zero as the integral is bounded and R ε → 0. Similarly, also the terms I 5 and I 2 goes to zero. The term I 4 can be handled as
We rewrite the term I 1 as follows
where A and B are defined as
From the fact that B + 1 (0) ( ) Γ div ψ = 0 for all ψ ∈ W 1 2 0 (B + 1 (0) R ), we derive that
We may conclude that and solve
and by Lemma 2.5
Our goal is to prove that 3 2
which is a contradiction. The first inequality comes from (16) . The second inequality holds true due to (19). The weak lower semicontinuity of norm gives the third inequality and the fourth inequality is trivial. It remains to show that
We do it by proving that (
Throughout the rest of this proof, we neglect the term 
Further, we set = is defined as
Further, is defined as follows
We differentiate (18) 
We denote the left hand side of (24) byS . We test equation (24) come from (21) with = .
[S ] 
Proof. According to Poincaré inequality, we get for 0 < R < R
Fix τ such that 2C * τ α−γ < 1 2 and τ < 1 2 . According to Key Lemma there exists ε 1 such that
According to Key Lemma, the conclusion is true for = 1. Let the conclusion be true for some ∈ N and let ( )
We get E ( 0 τ R) < 1 2 ε due to the assumptions . The function fulfills 
(Ω R) be a weak solution of the system (1) and let for any 0 ∈ Ω and R ∈ (0 R 0 ) the inequalities
Following lemma can be obtained in similar way as Lemma 3.3.
Lemma 3.5.
Let the assumptions (2) be satisfied with 
(Ω R) be a weak solution of the system (1) and let for any 0 ∈ Ω and any R ∈ (0 R 0 ) the inequalities Since (26), we can find R 1 < R 0 such that E ( 0 R 1 ) < ε where ε comes from Lemma 3.3 (resp. 3.5). Due to the continuity of integral, we may assume that (| |) 
where the last inequality comes from (31). Combining inequalities (31), (32) and (33) we get the validity of (29) on some neighborhood of 0 .
Proof of the main theorem
We remind that interior regularity has been proven yet in [16] 
