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 Abstract 
 
Given the limited spectrum resources, planning of the future wireless networks such 
as fifth generation and beyond to be deployed in very congested and complex 
electromagnetic environments requires techniques for efficient co-channel external and 
internal (self-) interference cancelation. Benefited from electromagnetic concepts, signal 
processing techniques, or combination of both, the first part of this research reports on 
workable solutions for 1) the mitigation of self-interference issue in wireless transceivers for 
enabling full-duplex communication and 2) the cancelation of external interference caused 
by the other users, multipath effects, or jammers. 
To develop the antenna system for enabling self-interference cancelation, in the first 
step, a compact, single-port slot antenna is designed which provides a minimum gain of 
11 dB  and an aperture efficiency of 65% over 40% fractional bandwidth. Next, the antenna 
is evolved to a common-aperture two-port antenna system with a very high level of isolation 
between channels over a wide bandwidth yet maintaining consistent radiation characteristics. 
A low-loss air-dielectric microstrip feed is designed which can be integrated with the other 
parts of the antenna and is amenable to 3D printing technology. The proposed decoupling 
method can potentially provide nearly 90 dB of channels isolation over 44% fractional 
bandwidth. For the fabricated antenna, a minimum isolation of 55 dB and a minimum gain 
of 10 dB is measured over the entire band.  
To manage external interference, novel array signal segregation algorithms have been 
developed to spatially retrieve the desired signals in the presence of strong interfering signals. 
 xix 
Using a uniform circular array, the algorithms are formulated to account for mutual coupling 
among array elements. A frequency domain Array Signal Segregation using an Iterative 
Approach (ASSIA) is presented to estimate the directions of arrival, magnitudes and phases 
of the signals’ spectral components. A statistical analysis in a complex environment with 
Rayleigh fading characteristics shows that ASSIA radio with a 12-element circular array can 
improve the signal to jammer ratio from -20 dB to at least +2 dB in more than 70% of 
occasions. In conjunction with ASSIA, a super-resolution signal detection algorithm based 
on a novel Closely spaced Nulls Synthesis Method (CNSM) is then developed which, for the 
first time, demonstrates capability of an antenna array in resolving direction of arrival of 
closely spaced correlated signals in the absence of a priori knowledge of the number of the 
incident signals. It is demonstrated that the proposed ASSIA-CNSM is superior to the other 
super-resolution Directions of Arrivals (DoA) estimation techniques such as Maximum 
Likelihood method. To improve the performance of the proposed algorithms, an efficient 
feed-forward technique is presented to mitigate the mutual coupling effects in multiple 
antenna systems.  
Subsurface communication is another challenging task mainly due to the very lossy 
ground formations. In smart directional drilling, for instance, the existing telemetry methods 
do not meet the required data-rate for real time monitoring and controlling purposes. The 
second part of this work reports on a robust, cost-effective and high data-rate communication 
technique for enabling long-distance communication in drilling process. The concept of 
using the drilling tools as a Single Conductor Transmission Line (SCTL) is introduced and a 
very compact SCTL transducer that fits inside the borehole is designed at low HF band. The 
 xx 
transducer provides 2% fractional bandwidth and can be used to enable data transmission at 
a data rate of 60 kbps.
 1 
CHAPTER 1 Introduction 
 
 
1.1 Background and Motivation 
With the world drowning in data traffic, the need to enhance the efficiency of the 
communication systems is, now, more than ever. Over the course of years, communication, 
as a key to human development, has evolved from its infancy to maturity. The history of this 
evolution is briefed in Figure 1-1 [1]. In its very beginning stages, smoke, light, or drums 
were used to convey messages. Communication by flags was another way of signaling in 
navies which is still being used by sailors in some circumstances. Optical telegraphy invented 
in 1792 by Clause Chappe was the first system of conveying information over long distances 
by means of visual signals using towers with pivoting shutters and was popular in the late 
eighteenth century. Thanks to the invention of electric battery in 1799 by Alessandro Volta, 
electric telegraph was developed in 1837 by Samuel Morse as the first wired communication 
line and became operational in 1844 when it was used to make a link from Washington to 
Baltimore using copper wires. Telephony emerged with the invention of telephone in 1870 
by Alexander Graham Bell and could provide communication over several hundred miles. 
The foundation of wireless communication was laid by the works of Oersted, Ampere, 
Faraday, Gauss, Maxwell, and Hertz. In 1820, Oersted showed that an electric current 
generates a magnetic field. In 1831, Michael Faraday demonstrated that a moving magnet in 
the vicinity of a conductor induces current on the conductor deducing that a changing 
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magnetic field produces an electric field. In 1864, James C. Maxwell put all these 
observations together and predicted the existence of electromagnetic radiation and 
 
Figure 1-1: Evolution of communication over time. Image taken from JustiNfo [1]. 
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formulated the basic theory of electromagnetics which was verified experimentally later on 
in 1887 by Heinrich Hertz. However, it was not until 1894, when Oliver Lodge used the 
results of these works to make a sensitive device capable of detecting radio signals called 
coherer to demonstrate wireless communication. In 1987, Guglielmo Marconi published a 
patent demonstrating a wireless telegraph system and launched the Wireless Telegraph and 
Signal Company.  Long-distance wired and wireless communications became feasible by the 
invention of vacuum tube by Fleming in 1904 and vacuum triode amplifier by Lee De Forest 
in 1906. Amplitude Modulation (AM) and Frequency Modulation (FM) introduced by Edwin 
Armstrong in 1920 and 1933 respectively were other significant developments in radio 
communication. 
Mid-twentieth century witnessed the invention of the transistor by Walter Brattain, 
John Bardeen, and William Shockley in 1947, the integrated circuit in 1958 by Jack Kilby 
and Robert Noyce, and the laser by Townes and Schawlow in 1958. With the advent of these 
technologies, development of small-size, and high-speed electronic circuits for construction 
of lightweight wireless transceivers could be conceived. In the early 1980s, communication 
companies started to replace copper wires with fiber optic cables as the infrastructure to 
provide extremely high-speed data transmission. The first cellular mobile network was 
developed in 1981 as an effective way of assigning frequency spectrum to different users 
while minimizing co-channel interference to provide communication services for maximum 
number nomadic users. To enhance the throughput of the wireless networks in congested 
environments, different forms of channel access schemes viz. Frequency Division Multiple 
Access (FDMA), Time Division Multiple Access (TDMA), Code Division Multiple Access 
(CDMA), and Polarization Diversity Multiple Access (PDMA) have been developed [2]. The 
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origin of FDMA dates back to 1900 when Marconi invented a “Tuned Circuit” to enable 
frequency division multiplexing. By the advent of computer technology in 1950’s, TDMA 
was introduced in which users’ signals are transmitted in separate time slots. The invention 
of CDMA or spread spectrum also dates back 1950’s. In CDMA, hence the name, the users’ 
signals are isolated by orthogonal codes. CDMA requires a large bandwidth for each user 
and is more immune to interference or jamming as the jamming signals is converted to 
wideband noise-like signal after demodulation by the receiver. Multiple Input Multiple 
output (MIMO) technique is another groundbreaking technology that is fueled by better 
understanding of electromagnetic and wave propagation and has adopted into 
communication systems to provide diversity and multiplexing gain in rich multipath 
environments through Eigen beam forming, Space-Time coding, and Spatial Multiplexing. 
MIMO has resulted in lower required transmit power, greater range, more noise immunity 
and higher throughputs [3].       
We are now at the dawn of the modern communication era facing a significant growth 
in mobile data traffic and number of the wireless devices. Albeit, the advances in both 
software and hardware have been very phenomenal, there is still room to leverage the 
available spectrum in wireless communication systems.  
Subsurface communication is another area for which more efficient techniques are 
still needed to be developed. In borehole drilling for exploration and extraction of oil and 
gas, for instance, bilateral communication between downhole and the surface is required for 
monitoring the conditions at the tip of the drill bit to ensure cost-effective use of expensive 
drilling rigs, to prevent tools failure, and to steer the drill bit towards the target region. 
Measurement While Drilling (MWD) data transmission is currently carried out by different 
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techniques such as acoustic mud pulse telemetry [4], [5] wired drill pipe technology [6], and 
electromagnetic wireless links [7], [8]. In acoustic mud pulse telemetry, the data is converted 
to pressure fluctuation which is then transmitted through the annular drilling mud fluid. Mud-
pulse telemetry, however, provides a very low data rate and is not reliable. Wired drill pipe 
technology utilizes electrical cables built into the drill pipe. This technology offers much 
faster data transmission but has not turned to common practice as the required equipment is 
still expensive and is prone to failure. Electromagnetic wireless links provides faster data 
transmission compared to acoustic mud pulse telemetry but cannot be established over long 
distances due to huge signal attenuation through the very lossy ground formations [9]. 
Alternative techniques must be explored for more efficient subsurface communication 
among which, not least are those in which the available infrastructures are genuinely cashed 
in.    
 The impetus behind this research work is to provide solutions for some of the 
challenges of today’s and tomorrow’s communication systems by exploiting electromagnetic 
concepts, signal processing techniques or combination of both.  
 
1.2 Channel Capacity Enhancement in Wireless Communications 
In wireless communications, as described above, different multiple access 
technologies have been developed to increase their spectral efficiency as measured by the 
number of information bits successfully communicated per seconds per Hertz. After all, the 
upper limit of the capacity of the existing wireless networks is imposed by co-channel 
interference. Co-channel interference can be either internal or external both of which have 
been addressed in this dissertation. 
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1.2.1 Internal (self-) Interference Cancellation 
Current transceivers contain transmitter and receiver pairs put closed together which 
operate in time-division duplex or frequency-division duplex modes meaning they transmit 
and receive either at different times or over different frequency bands. Enabling a wireless 
node to transmit and receive at the same time and over the same frequency bands i.e. 
operating in full-duplex, offers the potential to double the channel capacity. This, however, 
requires a daunting amount of co-channel self-interference cancellation. Co-channel self-
interference refers to the strong signal leaking from the transmitter to the receiver which kills 
the desired communication signal being received by the transceiver. The required level of 
cancellation is around 110 dB for femtocells and even more for larger cells as the transmit 
power is proportional to the cell size. The recent moves towards development of short-range 
wireless networks with lower transmit power such as 5G and Wi-Fi have propelled 
substantial research for realizing full-duplex systems as the self-interference issue is more 
amenable to treat in such networks. In theory, since the transmit signal is known, it is possible 
 
Figure 1-2: Digital and analogue self-interference cancellation in transceivers. 
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to tap a copy of the transmitted signal with appropriate phase and gain and subtract it from 
the received signal, provided that the transfer function from TX to RX is known. This can be 
done in both digital and analogue domains as shown in Figure 1-2 . The achievable level of 
self-interference cancellation in digital domain is, however, limited by the dynamic range of 
the Analogue-to-Digital-Convertor (ADC). The maximum Effective Number of Bits 
(ENOB) of the commercial ADCs is 11 which provides a Dynamic Range (DR) of  DR =
6(ENOB  2) = 54 dB which is by far less than the required cancellation level [10]. Besides, 
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(f) 
Figure 1-3: Different antenna cancellation anatomies. 
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other factors such as oscillator phase noise, nonlinearities of amplifiers and mixers, and the 
error in the estimation of the transfer function from TX to RX further reduce the performance 
of digital cancellation. This suggests that, the self-interference signal should be suppressed 
to a great extent (≈ 60 dB) before ADC in analogue domain. Analogue cancellation can be 
implemented through either analogue circuitry or proper antenna structures. Antenna 
cancellation refers to different configurations for the transmitting and receiving antennas at 
a single node that provides more isolation between the transmitter and the receiver. Multiple 
variations of this method are shown in Figure 1-3. Figure 1-3(a) shows the scheme in which 
two antennas are used as the transmitter antennas whose distances from the co-polarized 
receiver antenna differs by half a wavelength [11]. If the magnitudes of the transmit signals 
from Tx1 and Tx2 are adjusted  appropriately to compensate for different free-space path 
losses, then the coupled signal from Tx1 to the receiver will be equal in magnitude and out-
of-phase with that of from Tx2 to the receiver and ,thereby, perfect decoupling can be 
obtained. In practice, however, due to the fabrication errors, the isolation will not be perfect. 
In another method shown in Figure 1-3(b), an architecture similar to Figure 1-3(a) where 
now the transmit antennas are placed at similar distances from the receiver and the 
𝑇𝑥 antennas are fed with equal-magnitude and out-of-phase signals [12]. The problem with 
this method is that the transmit radiation pattern has a null in the boresight direction. Figure 
1-3(c) demonstrates the case where orthogonal polarizations are used for simultaneous 
transmit and receive [13]. In practice, the isolation level achieved by this method does not 
exceed 40 dB for collocated antennas. Figure 1-3(d) shows another method in which 
orthogonal polarizations are used for transmission and reception [14]. Appropriately 
designed, around 35 dB of isolation between the transmitter and the receiver can be achieved 
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by this technique Using two pairs of antennas with orthogonal polarizations in a four-fold 
symmetry arrangement as shown in Figure 1-3(e) is another approach reported in the 
literature [15]. Two antennas of the same polarization are excited out of phase and used as 
transmitting antennas and the other two are used as receiving antennas whose received 
signals are combined out-of-phase. Although, infinite isolation can be theoretically obtained 
by this method using ideal hybrids, the realized isolation level is significantly degraded when 
the phase and amplitude imbalances of the actual hybrids are introduced. Figure 1-3(f) shows 
a co-polarized full-duplex antenna system with circular polarizations [16, 17, 18, 19]. In this 
arrangement, four pairs of antennas with four-fold symmetry are used to generate circular 
polarizations. A phase progression of 90° is applied to the transmit/receive signals before 
dividing/combining. The theoretic isolation level is infinite in case of perfect hybrids. 
However, the isolation obtained by this method is very sensitive to the hybrid imbalances as 
the distance between adjacent antennas is very small. In practice, the achieved isolation 
barely reaches 45 dB. Chapter 1 of this dissertation focuses on the design and fabrication of 
compact broadband antenna systems for enabling full-duplex communication. Cavity-
Backed Slot Antenna (CBSA) is chosen as the base structure for its compactness. Microstrip 
antenna is another low-profile antenna that may be used for this application. However, 
microstrip antennas, when used as the elements of an array, are susceptible to scan blindness 
due to surface wave generation. Surface wave propagation in the substrate of the antenna 
arrays also results in less radiation efficiency and more mutual coupling between elements. 
Surface wave obstruction is the advantage of the slot antennas over microstrip antennas in 
array configurations. The bandwidth of the vast majority of CBSAs is very limited. The first 
CBSA was introduced in 1969 by Lindberg [20] for satellite communications which provided 
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less than 20% bandwidth. A broadband version of [20] using ridged waveguide was later 
reported in 1974 [21]with a return loss better than 9 dB over 31% bandwidth. The length of 
the slots in the structures reported in [20], [21] is about one wavelength which is not suitable 
for array applications due to the occurrence of the grating lobes. More recently, a novel low-
profile cavity design was integrated with a miniaturized slot antenna to create a small form 
factor CBSA but shows low bandwidth [22]. Different techniques have been employed to 
enhance the bandwidth and the gain of CBSAs while keeping the antenna compact. By using 
an off-center microstrip-fed slot configuration [23], a compact substrate-integrated CBSA is 
designed in [24] which offers 19% bandwidth. The bandwidth of other reported CBSAs [25, 
26, 27, 28, 29, 30, 31, 32, 33, 34] do not exceed 21%. In chapter 1, first, a single channel 
broadband CBSA better performance compared to [35, 36, 37], is designed. The antenna is 
then evolved to a dual channel fully-populated common-aperture CBSA with very high 
isolation between channels.   
 
1.2.2 External Interference Cancellation 
External interference caused by other communication transmitters or jammers is 
another issue that severely affect the performance of wireless communication systems. 
External interference could also be introduced unintentionally due to multipath effects. Based 
on Shannon-Hartley theorem, the maximum rate at which the information can be transmitted 
over a specific bandwidth is given by [38]: 
𝐶 = ∫ log2 (1 +
𝑆(𝑓)
𝐼(𝑓) + 𝑁(𝑓)
)
𝐵
 𝑑𝑓     (1-1) 
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where C is the channel capacity, B is the channel bandwidth, 𝑆(𝑓) is the signal power 
spectrum, 𝐼(𝑓) is the interference power spectrum, and 𝑁(𝑓) is the noise power spectrum. 
Co-channel interference from other wireless nodes causes the channel capacity to drop. 
Multipath interference is another issue which degrades the performance of Single-Input-
Single-Output (SISO) systems. MIMO has been developed as an efficient technique that 
enables segregating interfering signals from desired signal through spatial multiplexing. 
Consider a Base Station (BS) providing services to half-duplex Mobile Stations (MSs) within 
a cell of mobile network as shown in Figure 1-4. BS assigns a unique channel to each user 
for the downlink (DL) so that each MS can filter out other signals. If an array of full-duplex 
antennas is used at the BS, then multiple MSs may share the same frequency band for the 
 
Figure 1-4: A full-duplex BS provides services for multiple half-duplex MSs. Co-channel signals of 
frequencies f1 and f2 arrive at the BS from different directions. Spatial signal segregation algorithms are 
required to separate these correlated signals at the BS. 
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Uplink (UL). Co-channel signals from different users can, then, be segregated, should spatial 
signal segregation algorithms be used at the BS. In such networks, multiple co-channel 
signals (signals of frequencies 𝑓1and 𝑓2 in the uplink shown in Figure 1-4) impinge on the 
BS from different directions. In real scenarios, due to multipath effects, the directions of 
arrival (DoA) of the signals at the BS can be even larger than the number of MSs sharing the 
same frequency band some of which may arrive with close angular proximity. This cellular 
network requires efficient and computationally cost-effective algorithms to be utilized by the 
BS processors to spatially detect and separate all signals.  
Deliberate co-channel interferences generated by stationary or portable smart 
jammers are more difficult to tackle as jamming signals are usually much stronger than the 
desired signals.  Different jamming cancellation techniques have been extensively examined 
for the last few decades. Early attempts focused on the method of antenna null steering in the 
direction of a jammer based on which a patent was filed in 1959 by Paul W. Howells for 
radar applications [39]. The idea was further explored by Sidney Applebaum who led the 
foundation for establishing the concept of adaptive arrays for maximizing the signal to 
interference ratio in time-varying environments in 1965. However, his work was not 
published until 1976 [40]. Since then a variety of adaptive beamforming techniques have 
been conceived [41, 42, 43, 44, 45, 46, 47, 48] . Applebaum assumes there is only one 
Direction of Arrival (DoA) for the desired signal and this direction is known. It is also 
assumed that the statistics (covariance matrix) of the interfering signals is known by the 
receiver. To relax the latter requirement, Frost developed another algorithm [49] in which 
correcting phase is applied to array elements to focus the beam in the known direction of 
arrival of the desired signal and optimized the magnitude weighting factors to minimize the 
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total received power. Again, Frost method assumes a single known direction of arrival and 
ignores the fact that by minimizing the total received power, the contribution from the desired 
signal may also be significantly reduced. Duvall introduced another method [50] to improve 
upon Frost algorithm to ensure the desired signal is not significantly reduced when 
minimizing the total received power.  Duvall forms a fictitious array composed of pairs of 
the original array in such a way as the new array elements (adjacent pairs) have a null in the 
direction of the desired signal. Then, he minimizes the total received power of the fictitious 
array.  This way, the desired signal is not entered into the equations. As mentioned, 
interference mitigation by Applebaum, Frost, or Duvall methods is accomplished based on 
three key assumptions: 1) the desired signal arrives from a single direction 2) the direction 
of the desired signal is known, and 3) the jammer signal and the desired signals are 
uncorrelated. The third limitation has been relaxed in the literatures by using spatial 
smoothing techniques [51, 52, 53, 54]. In another effort, a new beamformer based on Duvall 
approach is reported in [55]to cancel out M 1 coherent jamming signals by using 2M 
elements. This method still assumes a single direction of arrival for the desired signal and 
requires this direction to be known. For realistic scenarios pertaining to complex multipath 
environments in which a large number of the desired and jamming signals of different levels 
arriving from different unknown directions as shown in Figure 1-5 [56], neither of these 
assumptions hold true. Hence, any proposed beamforming method needs be accompanied by 
a DoA estimator to discern the DoA of the desired signal. The traditional eigenstructure-
based direction finding techniques such as MUSIC [57, 58, 59, 60, 61, 62, 63, 64] or ESPRIT 
[65, 66, 67, 68, 69, 70] cannot estimate direction of arrivals of fully correlated signals. A 
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spatial smoothing preprocessing scheme as well as its improved version [71]are conceived 
to distinguish the DoA of coherent signals. In [72], the capability of the spatial smoothing 
method is further enhanced by using a set of forward and complex conjugate backward sub-
arrays simultaneously and, hence, the number of the identifiable DoAs of coherent signals is 
increased. A preprocessing conjugate gradient method in combination with spatial and 
temporal smoothing technique for DoA estimation of correlated signals is proposed in [73] 
which exhibits fast convergence rate. Cumulant-based algorithm [74] and Matrix Pencil 
method [75], [76]are used effectively to find the DoAs of coherent signals. These methods, 
however, need to have the exact knowledge of the number of the impinging signals on the 
receiver array for estimation of DoAs. Hence, model order estimation techniques such as 
Minimum Descriptive Length (MDL) criterion [77]and Akaike information theoretic 
 
 
Figure 1-5: Ray tracing simulation results obtained by EMTerrano simulator for a scenario in Downtown 
Manhattan. A large number of rays arrive at the receiver array from both the communication transmitter and 
the jammer. 
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criterion [78, 79, 80] are needed to estimate the number of the impinging signals. These 
methods are based on finding the larger eigenvalues of the data covariance matrix and can 
be used if the signals are not coherent. In case of coherent (fully correlated) signals, 
preprocessing techniques such as spatial smoothing or forward-backward averaging [81] has 
to be run to decorrelate the signals. Forward-backward averaging technique, however, is not 
able to decorelate more than two coherent signals. Although, spatial smoothing techniques 
can be used to decorrelate multiple signals, their performance in estimating weak sources is 
severely affected in the presence of strong interfering sources. Another class of direction 
finding techniques are Spectral Estimation Methods such as MVDR (Minimum Variance 
Distortionless Response) [82], Linear Prediction [83]and Maximum Likelihood [84, 85, 86, 
87, 88, 89, 90]. Basically, in spectral estimation methods, the directions of arrival are found 
by searching for the local maximums in the spatial spectrum calculated for all directions. 
These techniques relax the requirement about the a priori knowledge regarding the number 
of signals. However, when the dynamic range of the signals arriving from different directions 
is not small, both eigenstructure-based and spectral estimation methods fail to detect DoAs 
of the low-level signals. This is a major problem needs to be addressed, since the desired 
signals arriving from different directions are usually much smaller than the jamming signals. 
Also, a difficulty arises when a large number of low-level components of a strong jammer 
signal arriving from other directions (due to multipath effect) are comparable to the desired 
signals. In this case, these small jamming signals which are correlated with the very larger 
ones must be accurately detected and removed before the desired signals can be retrieved. 
This discussion suggests that more reliable algorithms are needed that 1) can handle multiple 
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DoAs for the desired signal, 2) do not require a priori knowledge of DoAs of the desired or 
interference signals, and 3) do not require the interference signals and the desired signals to 
be uncorrelated. 
Another issue pertains to mutual coupling and shadowing effect when multiple 
antennas are used to reduce interference and to mitigate multipath effects. The maximum 
inter-element spacing in antenna arrays is usually limited by half a wavelength to achieve the 
required gain and to suppress grating lobes, leads to a dense antenna array configuration. The 
required high density comes with its own drawbacks, especially for non-planar arrays, due 
to electromagnetic interactions between the array elements. Such adverse effects include 
shadowing (forward scattering), near-field coupling between elements which in principle 
alters the radiation pattern and the input impedance of the individual elements.  Deviation 
from radiation pattern and input impedance characteristics of an isolated antenna element, 
introduces much difficulty in adaptive array beamforming since the element pattern and the 
 
 
 
 
(a) 
 
 
(b) 
Figure 1-6: (a) Two wideband monoconical antennas illuminated by a plane wave from 𝜑 = 0. Antenna A is 
shadowed by antenna B. (b) the radiation pattern of antenna A shows significant deviation from omni-direction 
pattern. This is caused by antenna B shadowing along direction 𝜑 = 0. 
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magnitude and phase of the signal at an element port are affected by the other elements in 
the array. This difficulty is compounded for very wideband arrays as the coupling 
mechanisms are very strong functions of frequency. The smaller is the center-to-center or 
edge-to-edge inter element spacing, the stronger is the mutual coupling and its adverse 
effects. Typically, broadband omnidirectional antennas have a relatively large 3D geometry. 
A larger antenna size leads to a smaller edge-to-edge distance between adjacent antennas. 
Hence, broadband systems are more likely to suffer from the undesired effects of mutual 
coupling. Figure 1-6 shows a pair of broadband monoconical antennas spaced by half a 
wavelength at the center frequency of operation as well as the radiation pattern of the excited 
antenna. Significant deviation from the omnidirectional pattern is observed due to shadowing 
effect. Scattered field in the forward direction is strongest for all objects and is almost 1800 
out of phase with the incident wave. This phenomenon is responsible for shadowing effect 
in the near-field region and has the effect of obscuring signals along directions connecting 
pairs of non-planar array elements.  
 To trim these undesirable effects, different modeling and mitigation techniques have 
been studied and reported in the literature. These methods can be mainly classified into 
computational and physical approaches both of which have received fairly noticeable 
attention in recent years. Computational methods are based on calculating the mutual 
coupling matrix and use it in post processing beam-forming algorithms to compensate for 
the coupling effects. To compute the coupling matrix, four different approaches have been 
reported so far: open-circuit voltage method [91], calibration method [92], full-wave method 
[93] and receiving mutual impedance method [94], [24]among which full-wave method 
provides the highest accuracy. It should be noted that if the coupling matrixes for both 
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transmitting and receiving modes are exactly known, it is possible to achieve the maximum 
array gain. However, this requires exact knowledge of antenna array architecture and its 
platform. Another issue pertains to the signal-to-noise ratio and non-uniform radiation 
pattern of array elements due to shadowing and mutual coupling. That is in situations where 
SNR is low and direction of arrival of the maximum signal happens to be in the low-gain 
portion of some array elements. The overall array gain and beamwidth as well as the receiver 
SNR are degraded compared to an equivalent array that has elements with uniform radiation 
pattern.  For this reason, in addition to computationally compensating for the mutual 
coupling, different physical techniques have been implemented to ensure a high-level of 
input signal-to-noise-ratio at each antenna for all directions of arrival of the signals in multi-
path environments. In [95], a mushroom like electromagnetic bandgap (EBG) structure is 
utilized to reduce the coupling between two microstrip antennas based on the suppression of 
the surface wave’s propagation. In another effort, the coupling between planar or non-planar 
antennas is reduced by creating slits in the common ground plane [96]. Metamaterial 
insulators are used to mitigate the coupling between closely spaced elements [97], [98]. Near-
field cancellation method [99], [100], transmission line decouplers [101], and capacitively 
loaded loop magnetic resonators [102] are among alternative methods for mutual coupling 
reduction which is usually used to improve pattern diversity [103], [104]. The 
aforementioned techniques, however, are suitable for narrowband applications and moreover 
mostly are not applicable for non-planar antennas except for the method reported in [96].  
Chapter 3 of the dissertation is devoted to development of novel algorithms for spatial 
super-resolution signal detection to enhance the capacity of wireless networks [105]. 
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Moreover, a feed-forward technique is proposed to physically reduce the coupling among the 
array elements of broadband multiple antenna systems. 
 
1.3 Sub-Surface Communication 
Tuning into subsurface communication in Chapter 4, a new concept is utilized to 
develop a low-cost signal transmission technique which is tailored for data communication 
in directional hydraulic drilling process. Drilling is the critical part in the process of oil and 
gas extraction. The history and projection of the U.S. natural gas production in illustrated in 
Figure 1-7. Shale gas will contribute about 50% of the total U.S. gas production by 2040. 
This covers a significant portion of the total required energy in the U.S. In order to minimize 
the cost and make the extraction process very efficient, bilateral real-time data 
communication for controlling and monitoring purposes during extraction process has 
become a standard for which there is still need for more effective methods to prevent tools 
 
 
Figure 1-7: Natural gas production in the U.S. from 1990 to 2040. Shale gas is projected to constitute 49% 
of the total U.S. gas production in 2040. Data from U.S. Energy Information Administration (EIA) [130]. 
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failure and to steer the drill bit towards the target region. The mechanism of hydraulic drilling 
is shown in Figure 1-8. The drilling fluid is pumped down the drilling pipes at extremely 
high pressure and provides mechanical torque to the drill bit for cutting the rock and is then 
circulated back up the annulus. The idea is stemmed from the fact that the permittivity of the 
drilling fluid is higher than the subsurface rock offering a promising possibility of using 
metallic drilling-pipe coated by the  drilling mud as a Single Conductor Transmission Line 
(SCTL) L) [106, 107, 108]. Effectively excited, such transmission line supports TM surface 
wave that propagates along the metallic pipe [109]. By this technique, the attenuation rate of 
the transmitted signal from downhole to the surface and vice-versa can be considerably 
reduced compared to electromagnetic wireless method as the surface wave on the SCTL, 
once excited, is not subject to spherical wave propagation path loss. The major bottleneck 
towards realization of this method is imposed by the very limited available space inside the 
 
Figure 1-8: The mechanism of hydraulic rotary-drilling. The hydraulic power is provided by the drilling 
fluid flowing throw the drill pipe where it then carries the cuttings back to the surface through the annular 
space between the drill pipe and the sides of the borehole 
 
  
Drill Bit
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borehole. The borehole diameter is by far smaller than the required space for utilizing 
traditional surface wave launchers such as coaxial horns [109, 110, 111].  To round this 
bottleneck, a novel very compact TM surface wave transducer is introduced in this chapter. 
 
1.4 Contributions 
Some of the challenges of today’s and tomorrow’s communication systems ranging 
from throughput enhancement of wireless systems to improved data communication 
techniques for subsurface communications are addressed in this dissertation. This has been 
accomplished by exploiting ideas stems from electromagnetic concepts, signal processing 
techniques or combinations of both. The outline of this research contributions is listed below:   
1. Introducing a technique for mutual coupling and shadowing effect mitigation in 
broadband multiple antenna systems to make the radiation pattern of each antenna 
element more like that of the isolated antenna thus achieving more efficient signal 
processing in MIMO systems. 
2. Development of an algorithm to estimate the directions of arrival, magnitudes and 
phases of the signals’ spectral components whose magnitudes spread over a very 
large dynamic range to spatially and spectrally separate the communication 
signals of interest from the very strong interfering signals without a priori 
knowledge regarding their directions of arrival. 
3. Development of a spatial super-resolution signal detection algorithm capable of 
resolving correlated signals impinging on the receiver with angular proximity 
smaller than the array beamwidth using a uniform circular array. This is 
accomplished in two steps: 1) the directions of arrival and amplitudes of signals 
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with angular spacing larger than the array beamwidth are detected using the Array 
Signal Segregation using an Iterative Approach and 2) signals with angular 
proximity smaller than the array beamwidth are separated using a novel Closely-
spaced Nulls Synthesis Method (CNSM).  
4. Design of a novel compact high-gain full-band sub-array of slot antennas with 
consistent radiation characteristic over the entire bandwidth including high-gain 
and low cross-polarization, and high front-to-back-ratio.  
5. Development of a novel technique to design compact broadband common-aperture 
slot antenna with two ports having a very high level of isolation for full-duplex 
wireless communications, full-duplex repeaters, and FMCW radar systems.  
6. Introducing the concept of wellbore telemetry using drill pipes as the conductor 
of Single Conductor Transmission Line (SCTL) to satisfy the need for cost-
effective and real-time data communication in drilling process and designing a 
very compact and conformal SCTL launcher at HF-band which fits inside the 
borehole.  
 
1.5 Thesis Organization 
In chapter 1, first, a pedigree of radio communication and its evolution over the 
course of years is given. An overview of the status quo in communication systems and 
challenges to be addressed is then briefed. In wireless communication, nailing the focus down 
to approaches reported to date for channel capacity enhancement, it is inferred that 
interference is the major problem that limits the throughput of the wireless networks. 
Thereafter, turning into subsurface communication, the difficulties pertaining to long-
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distance underground communication and the drawbacks of the existing techniques are 
pointed out. Also, the necessity as well as the feasibility of developing techniques and 
compact reliable apparatus capable of circumventing huge signal attenuation due to very 
lossy ground formations is discussed. 
Figure 1-9 demonstrates the focuses of Chapter 2-4. In chapter 2, novel compact 
antenna systems for self-interference cancellation for enabling full-duplex communications 
are introduced. Beside compactness, the main features of the proposed antennas are wide 
bandwidth, high level of isolation between transmit and receive terminals, consistent 
radiation characteristic such as high gain, low cross-polarization, high front-to-back ratio 
over a wide bandwidth, and identical transmit and receive radiation pattern. Different 
fabrication techniques are then described, and their performances are compared.          
 
Figure 1-9: A schematic of the topics covered in the dissertation. Chapter 2 describes methods for self-
interference cancellation in wireless transceivers. The focus of chapter 3 is on techniques and algorithms for 
suppression of external interference. In chapter 4, a telemetry technique for subsurface communication is 
introduced.   
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Chapter 3 deals with development of novel algorithms and techniques for external 
(intentional or deliberate) interference cancellation in wireless communication systems. An 
iterative signal segregation algorithm is developed to spatially separate the desired 
communication signals from co-channel interfering signals even the desired signal is much 
smaller than the interference, should their angular separation be larger than the array 
beamwidth. The algorithm also helps to mitigate the multipath effects. The proposed signal 
segregation algorithm is then  evolved to a super-resolution signal detection technique for 
resolving multiple closely-spaced correlated signals using a novel closely spaced nulls 
synthesis method [112] which is different from conventional null steering technique [113]. 
Also, a feed-forward technique is introduced to mitigate mutual coupling in antenna arrays 
to facilitate beamforming and signal processing in MIMO systems.        
In chapter 4, a new concept for real-time data communication in borehole drilling is 
introduced to address the disadvantages of the current methods in terms of reliability, data 
rate and range. In this method, the dill-pipe is used as the conductor of the SCTL that supports 
TM surface wave. A compact TM surface wave transducer that fits inside the borehole is 
also designed to effectively transform TEM wave in the coaxial cable to TM surface wave 
on the SCTL.    
Winding up this research work, Chapter 5 highlights the potential for adopting the 
proposed concepts into other applications and researches. This chapter is wrapped up by 
presenting future directions and possible research opportunities for radio communication in 
its explosion era. 
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CHAPTER 2 Internal (Self-) Interference Cancellation in Wireless Transceivers 
 
 
2.1 Overview 
The ever-increasing demand for wireless communications arising from the emerging 
technologies such as the Internet of Things (IoT) has put stringent conditions on the efficient 
use of the available frequency spectrum. The traditional approaches for enhancing the 
spectral efficiency of wireless systems such as advanced modulation methods, advanced 
coding, and Multiple Input Multiple Output (MIMO) techniques have been fully expended. 
The predicted increase in spectral efficiency using MIMO concept is based on unrealistic 
premises that the channel can be accurately estimated and that the channel matrix has full 
rank [114]. However, the capacity gain of MIMO channels is limited in real operating 
scenarios due to 1) erroneous channel estimation particularly in time-varying and low SNR 
channels and 2) high level of channel fading correlation as the size of the MIMO system gets 
large [114]. As the aforesaid methodologies for enhancing the channel capacity reach their 
maximum potential, alternatives must be created to push the limits not by discarding the 
foregoing achievements but by building on them. One of the possible solutions to be 
integrated with MIMO to meet the challenges of the future ultra-dense networks is to replace 
the current prevalent time-division and frequency-division duplex transceivers with full-
duplex transceivers. In contrast to the formers in which transmitting and receiving are 
operated either at different times or over different frequencies, full-duplex transceivers are 
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designed to transmit and receive data at the same time and over the same frequency band 
resulting in a twofold increase in the channel capacity of the system. Although, in an actual 
full-duplex system indentical polarizations should be exploited for transmitting and 
receiving,  enabling full-duplex operation using orthogonal polarizations has still two 
advantages: 1) facilitating channel estimation as the size of the channel matrix becomes 
smaller and 2) reducing system complexity through reducing the number of required 
transmitters and receivers.  Operating in full-duplex, however, requires perfect self-
interference suppression which has been extensively studied recently. Self-interference refers 
to the strong signal coupling from the transmitter to the co-located receiver whose level is 
much larger than the desired received communication signal to be detected. As mentioned in 
Section 1.2.1, a combination of different cancelation techniques implemented in both digital 
and analogue domain must be envisioned. Different antenna cancelation schemes as one of 
the effective methods in analogue domain were also discussed most of which suffer from 
bulkiness, high sensitivity to hybrid imbalances, and bandwidth limitation. In this chapter, 
first a single channel broadband slot antenna is designed. Then, an antenna cancellation 
technique is introduced based on which a compact antenna system is then developed which 
can provide an unprecedented level of self-interference cancelation over 45% fractional 
bandwidth.     
 
2.2 Single-Port Cavity-Backed Slot Antenna (CBSA) 
Low profile, wideband, and lightweight antenna elements that can maintain 
consistent radiation characteristics, e.g. gain, direction of maximum radiation, polarization, 
etc., are of high demand for various radar and communication applications. Microstrip and 
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slot antennas are among the most utilized low-profile antennas. Microstrip antennas, when 
used as the elements of an array, provide limited bandwidth and are susceptible to scan 
blindness due to surface wave generation. Surface wave propagation in the substrate of the 
antenna arrays also results in reduction of the radiation efficiency and unwanted mutual 
coupling between elements. Surface wave obstruction is the advantage of the Cavity-Backed 
Slot Antennas (CBSA) over microstrip antennas in array configurations. In this section, a 
compact 2 × 2 array of CBSAs fed by a microstrip line as building block of large arrays 
[115] is presented. First the bandwidth of a waveguide-fed thin slotted-cavity is substantially 
increased by appropriately loading the cavity with metallic septa. The effect of the added 
septa is twofold. The metallic septa excite certain evanescent modes inside the cavity which 
results in bandwidth enhancement towards the lower frequencies. Moreover, it allows the 
resonant frequencies of the cavity be brought closer together to achieve wideband behavior. 
For a waveguide-fed CBSA, 60%  bandwidth is realized by this technique. Then a compact 
end-launch microstrip to waveguide transition with 40% bandwidth is designed as the 
antenna feed. The bandwidth of the proposed microstrip-fed four-element CBSA is twice the 
recent CBSA array with the same gain reported in [34]noting that the dimension of the array 
in [34] is even larger than the presented four-element array.     
 
2.2.1 Principle of Operation of the Wideband Cavity-Backed Slot Antenna 
Consider a thin rectangular cavity excited by a waveguide at the center of the cavity 
broad wall shown in Figure 2-1 . The excitation mode at the feed waveguide is assumed to 
be TE10
z  mode. Due to the discontinuity at 𝑧 = 0,  the field tends to transform to TEx inside 
the cavity. The TEx mode generated by a magnetic Hertz vector potential 𝚷𝑚 = Π𝑚𝑥?̂?  must 
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satisfy the source-free wave equation: 
 
∇2𝚷𝑚 + 𝑘
2𝚷𝑚 = 0 (2-1) 
 
(a) 
 
(b) 
Figure 2-1: The thin rectangular cavity fed by a waveguide (a) front view (b) side view. Lx = Ly = 1.2 L, H 
= 0.15 L , b = 0.07 L. 
 
(a) 
 
(b) 
Figure 2-2: The electric field distribution inside the cavity when excited by TEZ10 mode through a 
waveguide   (a) f = 0.8 f0, (b) f = 1.1 f0. Except for the region around the excitation port, Ey = 0 everywhere 
in the cavity.  
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where   and 𝐇 are given by: 
 = 𝑖𝜔𝜇∇ × 𝚷𝑚 (2-2) 
𝐇 = ∇ ∇.𝚷m + k
2𝚷m (2-3) 
 
(a) 
 
(b) 
Figure 2-3: The slotted cavity (a) front view (b) side view. LS = 0.45L, WS = 0.14L, Sx = Sy = 0.5L. 
 
(a) 
 
(b) 
Figure 2-4: The electric field distribution inside the slotted cavity at x = 0.15 Lx when excited by TEZ10 
mode through a waveguide (a) f = 0.77 f0 (b) f = 1.27 f0.  
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The electric field at the feeding aperture is given by: 
 =  ̂𝐸𝒚 =  ̂ 𝐸 cos
𝜋𝑥
𝑎
 (2-4) 
Expanding (2), the electric field for TEx mode inside the cavity is obtained as: 
𝐸𝒙 = 0 (2-5) 
𝐸𝒚 = 𝑖𝜔𝜇
𝜕𝛱𝑚𝑥
 𝜕𝑧
 (2-6) 
𝐸𝒛 =  𝑖𝜔𝜇
𝜕𝛱𝑚𝑥
 𝜕𝑦
 (2-7) 
In a thin cavity (𝐻 ≪ 𝜆), the propagation mode is essentially TEmn0
x . The subscripts 𝑚, 𝑛 
and 0 indicates the number of field variations in x, y, and z directions respectively. This 
implies that Π𝑚𝑥 has no variation in the direction normal to the cavity broad walls (z-
direction). Therefore, referring to (2-6), E = 0 inside the cavity. Non-zero y-component of 
the electric field is required so that the field can be transformed from TE10
z  at the excitation 
port to TEx inside the cavity. Otherwise, this transformation fails, and the incident wave is 
totally reflected back. Therefore, Π𝑚𝑥  needs to have variation in the z-direction so as to 
generate non-zero electric field in y-direction in the cavity.  The electric field distribution 
across the cavity cross section, when the cavity is excited by TE10
z  mode, is illustrated in 
Figure 2-2. As can be seen, E = 0  everywhere inside the cavity except for the region around 
the excitation port. Once the radiation slots are cut out on the cavity as illustrated in Figure 
2-3, due to the structure perturbation in z-direction, the Hertz vector potential Π𝑚𝑥  develops 
variations in the z-direction around the radiating slots at some frequencies and in turn, the 
field is transformed from TE10
z  to TEx. The frequencies at which the radiation occurs is 
governed by the location and the size of the radiating slots. The electric field distribution 
across the cavity cross section at resonant frequencies, when four symmetric slots of 
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dimension 0. 45 𝜆𝐿 × 0.14 𝜆𝐿  spaced by 0.5 𝜆𝐿 are cut out on the broad wall, is shown in 
Figure 2-4. The reflection coefficient is demonstrated in Figure 2-7. The slotted cavity 
resonates at frequencies 𝑓1 = 0.77 𝑓0 and 𝑓2 =  1.27 𝑓0 where 𝑓0 is the center frequency. 
This dual-band cavity-backed slot antenna structure is, however, of limited bandwidth. To 
 
Figure 2-5.The magnitude of the reflection coefficient for the slotted cavity shown in Figure 2-3. 
 
(a) 
 
(b) 
Figure 2-6.The slotted cavity loaded with metallic septa (a) front view (b) side view. WS′ = 0.23 L, LA = 
0.67 L ,LB= 1.15 L, WA =WB = 0.074 L, yA = 0.088 L, yB= 0.33 L. 
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increase the bandwidth, the cavity structure itself should be altered such that other TEx modes 
with non-zero electric field in y-direction are excited inside the cavity. As mentioned before, 
the z-dependent magnetic Hertz vector potential generates electric field having non-zero 
component in the y-direction. The idea is to insert thin metallic septa of width 𝑤 (𝑤 < 𝐻) 
residing in different appropriate y-constant planes inside the cavity. Due to the discontinuity 
of the electric field in the z-direction at the edges of the septa, the magnetic Hertz vector 
potential,Π𝑚𝑥, corresponding to the excited modes will be essentially z-dependent. The z-
dependent Hertz vector potential generates electric field in y-direction leading to radiation 
through the slots at the resonant frequencies. Since the radiating slots should be excited in-
phase, the desired quasi-TEmnp
x  modes are those with an odd number for 𝑚 and an even 
number for 𝑛. The subscripts 𝑚, 𝑛 and 𝑝 represent the number of the electric field (𝐸𝑧) 
variation in x, y, and z directions respectively. It should be noted that theses modes are 
different from those of a rectangular cavity. To generate electric field in the y-direction across 
 
Figure 2-7.The reflection coefficient for the slotted cavity loaded with metallic septa shown in Figure 2-6. 
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the radiating slots, the septa should be placed close to the edges of the feeding and radiating 
apertures. Therefore, four septa are placed at these regions. The modified cavity structure is 
shown in Figure 2-6. Once these septa are introduced, the cavity acts as evanescent mode 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 2-8. The electric field distribution inside the slotted cavity loaded with metallic septa excited by TEZ10 
mode through a waveguide at x = 0.2 Lx. (a) f = 0.7 f0, (b) f = f0, (c) f = 1.1 f0, (d) f = 1.3 f0.  
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cavities with shunt capacitors that are created across the septa and the cavity walls. This has 
a tendency to lower the dominant resonant frequency of the loaded cavity. The location and 
the dimensions of the septa are then optimized using CMA Evolution Strategy algorithm 
[116] to excite other desired modes within the bandwidth. Appropriately designed, the septa 
bring up the evanescent modes above the cutoff. The inserted metallic septa also make it 
possible to bring the resonance frequencies of the unloaded cavity close together. The width 
of the radiating slots is also increased to 0.23 𝜆𝐿 for bandwidth enhancement. The reflection 
coefficient of the antenna is illustrated in Figure 2-7. Loaded by the metallic septa, the slotted 
cavity resonates at four different quasi-TEmnp
x  modes spread from 0.7 𝑓0 to 1.4 𝑓0. An 
evanescent mode is excited at 𝑓1 =  0.72 𝑓0. The resonant frequencies of two other modes 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 2-9. The distribution of  𝐸𝑧  inside the slotted cavity loaded with metallic septa excited by TE10
𝑧  
mode at z = WA(a) f = 0.7 f0 (b) f = 0.9 f0 (c) f = 1.1 f0 (d) f = 1.3 f0. 
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denoted by  𝑓2 and  𝑓3 are brought close together as can be observed in the graph shown in 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 2-10.The distribution of |𝐸𝑦| across the radiating slots of the CBSA shown in Figure 2-6 at (a) f = 
0.7 f0 (b) f = 0.9 f0 (c) f = 1.1 f0 (d) f = 1.3 f0. 
 
Figure 2-11.The gain of the CBSA shown in in Figure 2-6 versus frequency.  
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Figure 2-7. The electric field distribution at 𝑥 = 0.15 𝐿𝑥 for different frequencies is 
illustrated in Figure 2-8. Due to the septa arrangement, for all the excited modes within the 
bandwidth, the number of Ez peaks in the y-direction is found to be 𝑛 = 4 as depicted in 
Figure 2-9 . Since a quasi-TE10
𝑧  field distribution is engendered across the radiating slots over 
the entire bandwidth as shown in Figure 2-10, the proposed slot antenna is a high-gain 
antenna. Keeping the cavity depth less than 0.15 𝜆𝐿, 60 % bandwidth is achieved by this 
technique. The antenna gain versus frequency is plotted in Figure 2-11. As frequency 
increases, a higher order mode with 𝑚 = 3 corresponding to  𝑓 = 𝑓4 is excited in the cavity 
which results in a phase rotation of the electric field partially across the radiating slots (see 
Figure 2-10(d)). This phenomenon is the reason for the antenna gain reduction above 1.3 𝑓0.      
   
2.2.2 Microstrip to Cavity Transition  
To maintain a low-profile design, the proposed cavity-backed slot antenna should be 
fed by a microstrip line. A large number of probe-fed microstrip to waveguide transitions 
have been reported in the literatures most of which suffer from low bandwidth, bulkiness, 
and fabrication complexity. A Compact and wideband two-way splitter/combiner end-launch 
reduced-height waveguide to microstrip transition is reported in [37] which provide 180°out 
of phase signals on the microstrip ports. Terminating one port (open- or short-circuit) for 
transition from waveguide to a single feed microstrip line results in either bandwidth 
reduction or more radiation loss which is not elaborated in [37]. Another compact microstrip 
to waveguide transition is presented in [35] whose bandwidth is limited to 12%. In this 
section, a compact and wideband end-launch microstrip to reduced-height rectangular 
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waveguide transition is introduced. The transition structure is shown in Figure 2-12. The 
waveguide is fed by three parallel microstrip lines crossing over the waveguide end wall 
aperture. This feeding topology, if appropriately designed, creates a quasi-TE10 field 
distribution across the aperture and also provides impedance matching between the 
microstrip line and the reduced height waveguide over a wide bandwidth. The microstrip 
lines cross the waveguide in the middle and on the sides. To shift the burden of the design 
 
Figure 2-12.The proposed end-launch microstrip to reduced-height waveguide transition.  
 
 
(a) 
2.3 
 
(b) 
Figure 2-13.The S-parameters of the 7-port network in (a) is used in (b) for circuit simulation and 
optimization.  
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and optimization procedure from full EM analysis to fast circuit simulation, first, the 
scattering parameters of the 7-port network shown in Figure 2-13(a) for a given width of the 
microstrip lines is extracted by a single full-wave analysis. The microstrip lines are assigned 
a port at each end and a port is assigned to the waveguide. The S-parameters of this network 
de-embedded to an appropriate reference plane is then used by a circuit simulator to optimize 
the matching microstrip circuit depicted in Figure 2-13(b). The dimensions for the width and 
the location of the microstrip lines in Figure 2-13(a) is iteratively changed to achieve 
optimum performance. Finally, fine tuning by full-wave analysis is performed on the 
matching circuits extracted by circuit simulation. Using this technique, an end-launch 
microstrip to reduced-height waveguide is designed at X-band. The optimized dimensions of 
the matching circuit printed on 20 mil RT/duroid 5880 are listed in Table 2-1. Figure 2-14 
illustrates the reflection and the transmission coefficients of the proposed topology. The 
demonstrated bandwidth reaches 40%. The same procedure is used to design the antenna 
feed, that is, the reduced-height waveguide (port 7) in Figure 2-13(a) is replaced by the 
cavity-backed slot antenna and the S-parameters of the resulted 6-port network is extracted 
by a full-wave solver. The matching circuit is then designed and optimized by the circuit 
Table 2-1.The dimensions of the transition shown in Figure 2-12 
Parameter Quantity (𝝀 ) Parameter Quantity (𝝀 ) 
𝑊1 0.073 𝐿1 0.26 
𝑊2 0.1 𝐿2 0.29 
𝑊3 0.107 𝐿3 0.24 
𝑊𝑚 0.117 𝐿𝑚 0.14 
𝑊𝑜 0.13 𝐿𝑜 0.067 
𝑊𝑖 0.05 𝑊𝑏 0.094 
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model shown in Figure 2-13(b) to minimize the reflection coefficient from the microstrip 
 
Figure 2-14.The reflection and transmission coefficient of the transition shown in Figure 2-12. 
 
 
Figure 2-15.The configuration of the cavity-backed slot antenna fed by a microstrip line.  
Table 2-2.The dimensions of the CBSA shown in Figure 2-6 
Parameter Quantity (mm) Parameter Quantity (mm) 
𝐿𝑥 51 𝑦𝐴 3.8 
𝐿𝑦 51 𝑦𝐵  14.3 
𝐿𝐴 28.7 𝑊𝐴 3.2 
𝐿𝐵 9.7 𝑊𝐵 3.2 
𝐿𝑠 19.75 𝑆𝑥 21.67 
𝐻 6 𝑆𝑦 21.67 
𝑎 21.67 𝑏 3 
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port over the desired bandwidth. 
 
2.2.3 Experimental Results 
The designed described in the previous sections is used to fabricate a compact high-
gain slot antenna covering the entire X-band. As mentioned before, the antenna consists of a 
slotted cavity and a double-sided Printed Circuit Board (PCB) (See Figure 2-15) whose 
dimensions are listed in Table 2-2 and Table 2-3 respectively. The cavity part is fabricated 
using silver 3D-printing technology. Figure 2-16(a) and Figure 2-16 (b) show the 3D-printed 
slotted cavity made out of silver. The microstrip feed is printed on 30 mil RT/duroid 5880 
(see Figure 2-16(c) and Figure 2-16 (d)) and is then soldered to the back side of the cavity. 
The assembled antenna structure is illustrated in Figure 2-16(e).  
The simulated and measured antenna reflection coefficients are depicted in Figure 2-17 
which shows 40% impedance bandwidth (𝑆11 <  10 dB) from 8 GHz to 12 GHz. It should 
be emphasized that the bandwidth of the waveguide-fed cavity backed slot antenna is 60% 
(7 GHz -13 GHz) which is shrunk to 40% when integrated by the microstrip feed. Figure 
2-18 shows the measured and simulated co-polarized and cross-polarized antenna radiation 
Table 2-3.The dimensions of the transition shown in Figure 2-15 
Parameter Quantity (mm) Parameter Quantity (mm) 
𝑊1 2.2 𝐿1 8.3 
𝑊2 3 𝐿2 9.4 
𝑊3 3.2 𝐿3 6.5 
𝑊𝑚 4.6 𝐿𝑚 2.5 
𝑊𝑖 2.3 𝑊𝑏 2.8 
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pattern in the H-plane cut at different frequencies. It is observed that, the H-plane cross-
polarized gain is 25 dB lower than the co-polarized gain within the main beam at all 
frequencies. The direction of the maximum radiation is at boresight over the entire band. The 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
Figure 2-16.The cavity-backed slot antenna 3D printed out of silver fed by a microstrip line (a) cavity top 
view (b) cavity bottom view (c) microstrip top layer (d) microstrip bottom layer (e) assembled antenna. 
 42 
antenna radiation pattern in the E-plane cut is depicted in Figure 2-19. The cross-polarization 
in the E-plane is negligible in all directions. Similar to H-plane cut, maximum radiation 
occurs at boresight at all frequencies. The side-lobe levels in the E and H planes are reported 
in Table 2-4 at different frequencies. The measured and simulated antenna gain versus 
frequency is plotted in Figure 2-20. The antenna provides a minimum of 11 dB gain and 
65% aperture efficiency from 8 GHz to12 GHz. The discrepancy between the simulation and 
the measurement of the antenna gain is resulted from calibration distortion as long cables are 
used for the gain measurements and also from the fabrication errors including misalignment 
of the PCB and the cavity and the errors in 3D printing of the cavity. A comparison with the 
previously reported cavity backed slot antennas is provided in Table 2-5. The bandwidth of 
the proposed antenna is twice the bandwidth of the most wideband design [34] among the 
reported designs. The proposed antenna can be used as a building block of large planar arrays. 
When used in a planar array configuration, the mutual coupling between adjacent vertical 
 
Figure 2-17.The measured and simulated reflection coefficient of the fabricated CBSA shown in Figure 
2-16(e).  
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and horizontal blocks is simulated to be less than  25 dB and  35 dB respectively. A 
 
(a)  
 
(b) 
 
(c) 
 
(d) 
 
(e) 
 
 
 
Figure 2-18.Measured and simulated co-pol. and cross-pol. radiation pattern in H-plane at (a)𝑓 = 8 GHz , 
(b)𝑓 = 9 GHz , (c)𝑓 = 10 GHz, (d)𝑓 = 11 GHz, (e)𝑓 = 12 GHz. 
 
 
 
(a) 
 
(b) 
 
(e) 
 
(c) 
 
(d) 
 
 
Figure 2-19.Measured and simulated co-pol. and cross-pol. radiation pattern in E-plane at (a)𝑓 = 8 GHz, 
(b)𝑓 = 9 GHz , (c)𝑓 = 10 GHz, (d)𝑓 = 11 GHz , (e) 𝑓 = 12 GHz. 
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limited scanning range is possible for applications where a small beam tilt from the antenna 
boresight is required. At the highest frequency of operation, this range is found to be ±5°. 
This is the range for which the level of the grating lobes is less than 10 dB. Subarray 
overlapping [117] can be used to increase the scanning range. 
 
2.3 Dual-Port Cavity-Backed Slot Antenna for Full-Duplex Applications  
 The single-port antenna introduced in section 2.2 can be evolved to a two-port 
antenna with orthogonal polarizations. A cancellation scheme is introduced to achieve high 
Table 2-4. The side lobe levels in E and H planes at different frequencies 
Frequency 
(GHz) 
H-Plane SLL 
(dB) 
E-Plane SLL 
(dB) 
8 -20.3 -9.7 
9 -18.5 -13.1 
10 -12.8 -9.5 
11 -12.4 -9.2 
12 -9.8 -6.1 
 
 
 
Figure 2-20.The Measured and simulated antenna gain. 
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level of isolation between the two ports. The proposed antenna can be used for full-duplex 
applications. 
 
2.3.1 Dual-Polarized Slotted Cavity 
The proposed dual-polarized CBSA structure is depicted in Figure 2-21 . The antenna 
is composed of an especial rectangular slotted cavity of height 𝐇 =  .   𝛌𝐋 which is 
Table 2-5. Comparison of the cavity-backed slot antennas with the proposed CBSA 
Reference Bandwidth 
(%) 
Array  
Size 
Max. 
Gain (dB) 
Dimensions Aperture 
Efficiency 
(%) 
[27] 
 
7.39 4 × 4 18.74 14.9 𝜆0 × 13.8 𝜆0
× 0.053 𝜆0 
2.9 
[28] 
 
9.4 1 3.86 0.6 𝜆0 ×  0.93 𝜆0
× 0.03 𝜆0 
20 
[29] 
 
11.6 2 × 4 12 6 𝜆0 × 5 𝜆0 × 0.13 𝜆0 4.2 
[31] 
 
12 16
× 16 
29 13.7 𝜆0 ×  13.7 𝜆0
× 0.7 𝜆0 
33 
[30] 
 
14 4 × 4 17.8 3.33 𝜆0 × 3.33 𝜆0
× 0.1 𝜆0 
39.2 
[32] 
 
16.7 2 × 2 9 1.49 𝜆0 ×  1.37 𝜆0
× 0.07 𝜆0 
36.3 
[35] 
 
17.1 32
× 16 
25.5 13.75 𝜆0 ×  13.75 𝜆0
× 0.06 𝜆0 
14.5 
[33] 
 
17.6 4 × 4 21.1 3.52 𝜆0 ×  3.52 𝜆0
× 0.83 𝜆0 
80 
[34] 
 
21 2 × 2 13.8 3.94 𝜆0 ×  3.15 𝜆0
× 0.28 𝜆0 
15.4 
This work 40 2 × 2 13.7 1.66 𝜆0 ×  1.66 𝜆0
× 0.2 𝜆0 
65 
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commonly exploited by both channels. The antenna, yet consists of a microstrip circuitry, 
and an end-launch coaxial-to-waveguide transition with orthogonal polarizations each of 
which feeds the cavity. While being compact, the feeding topologies are designed using a 
symmetric geometry which provides high level of self-interference cancellation over a wide 
bandwidth. As mentioned before, a cavity-backed slot aperture acts like a narrowband 
radiator by its nature. As demonstrated in Section 2.1.1, it is feasible to make a slotted cavity 
radiate over a wide bandwidth by appropriately loading the cavity by multiple metallic septa 
[115]. The inserted septa increase the bandwidth through two different mechanisms. First, 
they excite evanescent modes and thus bring down the cutoff frequency. Second, they can be 
designed to merge different resonant frequencies [115]. As a result, the modified slotted 
 
(a) 
 
 
 
 
 
 
(c) 
 
(b) 
 
Figure 2-21.The slotted cavity loaded by multiple metallic septa (a) radiating slots on the front side (b) 
feeding slots on the back side, (c) metallic septa inside the cavity.     
Radiating Slots
Metallic Septa
Feeding Slot
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cavity exhibits broadband behavior. This cavity acts as a transducer between the wideband 
feed ports and the radiating aperture by properly tailoring the field distribution. Devised to 
have four cross-slots on the broad wall as common radiating elements for both transmit and 
receive channels, the cavity is fed by two concentric perpendicular slots on the back wall to 
generate orthogonal transmit and receive polarizations. With reference to Figure 2-22, for 
vertical polarization, for instance, the electric field distribution across the feeding slot 
resembles that of the  𝐓   
𝐳  field distribution for a rectangular waveguide i.e.  = ?̂? 𝑬𝒚(𝒙). 
Similar to single-port CBSA, as the wave propagates into the cavity, a component of the 
electric field is generated in z-direction due to the discontinuity between the feeding slot and 
the cavity. Thereby, the excited mode inside the cavity is 𝐓 𝐱. The discontinuity of the 
magnetic Hertz vector potential at the edges of the septa results in non-vanishing electric 
field in y-direction. This suggests that the metallic septa should be placed close to the edges 
of the slots as shown in Figure 2-21(c) to excite a component of the electric field in y-
direction across the radiating and feeding slots. While reducing the cutoff frequency of the 
 
(a) 
 
(b) 
 
Figure 2-22.The slotted cavity loaded by multiple metallic septa (a) side view, (b) front view.  
y
z x
y
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cavity, this arrangement of the septa assists with wave transformation from 𝐓   
𝐳  to 𝐓 𝐱 and 
excites multiple 𝐓 𝐱 resonances of the slotted cavity. Similar mechanism holds true for the 
 
Figure 2-23.The mechanism of shrinking the slots size by appropriately placing the septa. The center-to-
center distance between adjacent slots radiating slots is decreased as frequency increases.   
 
 
 
Figure 2-24.The cross polarized radiation caused by the cross polarized electric field generated across each 
slot is cancelled by that of the adjacent slot within the main beam due to the structure symmetry.  
Capacitances between the 
septa and the cavity front wall 
wall
x
y
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horizontal polarization. Hence, the proposed compact slotted cavity radiates over a wide 
bandwidth.  
As frequency increases, the electrical distance between radiating slots increases. This 
can introduce a deteriorating effect on the radiation pattern and gain through increasing the 
level of the grating lobes.  Appropriately placed, the inserted septa can be exploited to rectify 
this problem to some extent. Referring to Figure 2-23, the reactance due to the capacitance 
between the edges of the septa and the broad-wall of the cavity decreases as frequency 
increases. This leads to semi-short-circuiting part of the slot towards the slot edge and thereby 
reducing the effective length of the slots. The reduction in the center to center distance 
between the two radiating slots causes the level of the grating lobes to drop.  
Each radiating slot bears some level of cross-polarized radiation. However, the 
symmetric geometry of the structure allows for cancellation of the cross-polarized radiation 
within the main beam. Figure 2-24 shows the schematic of the generated cross-polarized 
electric field across each slot. The symmetry requires the undesired cross-polarized 
components of the electric field of the adjacent slots to be in opposite directions, hence the 
far-field cross-polarized radiation is very low around the direction of the peak gain (𝜃 = 0). 
There is still some level of cross-polarization in directions away from the main beam. 
 
2.3.2 Cancelation Mechanism 
 Using orthogonal polarizations for transmit and receive channels, does not provide 
the required level of isolation. This is mainly due to depolarization of the wave as it 
propagates from Tx through the antenna structure. The depolarized wave is then partly 
captured by the Rx. To achieve higher level of self-interference cancellation, a symmetric 
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feed configuration is employed. The schematic of the decoupling method is shown in Figure 
2-25.Two concentric orthogonal rectangular slots are used to feed the cavity each of which 
excites one polarization. The slot with vertical polarization (Tx slot in Figure 2-25 ) is fed by 
a two-pronged microstrip line symmetrically crossing over the slot. With reference to Figure 
2-25, the coupled signals from these two prongs to the waveguide slot with horizontal 
polarization (Rx slot in  Figure 2-25) due to polarization transformation are equal in 
magnitude and out-of-phase resulting in a high level of decoupling between the two ports. 
The symmetry mandates that the coupled electric field generated by the two prongs of the 
microstrip line of the Tx port over the Rx slot denoted by   
𝒄(𝑥, 𝑦) and   
𝒄(𝑥, 𝑦) satisfy the 
following conditions: 
 
Figure 2-25.The schematic of the feeding topology. The coupling between channels due to depolarization 
represented by EC is significantly reduced by this method.    
Waveguide Feed
Microstrip Feed
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𝐸1𝑥
𝑐 (𝑥, 𝑦) =  𝐸2𝑥
𝑐 ( 𝑥, 𝑦) (2-8)     
and 
𝐸1𝑦
𝑐 (𝑥, 𝑦) = 𝐸2𝑦
𝑐 ( 𝑥, 𝑦) (2-9) 
To ensure the coupled field at the Rx slot would be cancelled, reciprocity can be used.That 
is by exciting the Rx slot, the field over the Rx slot aperture must satsify the following 
conditions: 
𝐸𝑥
𝑅𝑥(𝑥, 𝑦) = 𝐸𝑥
𝑅𝑥( 𝑥, 𝑦) (2-10) 
and 
𝐸𝑦
𝑅𝑥(𝑥, 𝑦) =  𝐸𝑦
𝑅𝑥( 𝑥, 𝑦) (2-11) 
It will be shown that it is feasible to generate such electric field distribution by a compact 
broadband coaxial to waveguide transition which is connected to the Rx slot. The 
cancellation level achieved by this method is frequency-independent, thereby, the bandwidth 
of the structure is limited by the bandwidth of each channel not the bandwidth provided by 
the cancellation mechanism. This structure allows for sharing the entire available aperture 
by both channels and, thereby, provides at least 3 dB higher gain or half area used by the 
antenna system compared to other reported full-duplex antenna systems in which separate 
elements are used for transmitting and receiving [15]. The realization of the microstrip and 
waveguide feeds are described in the following sections. 
 
2.3.3 Microstrip Feed 
The microstrip feed line is laid out on the back side of the cavity as depicted in Figure 
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2-26. It is composed of an equal-power divider, two open circuited lines crossing the feeding 
 
Figure 2-26.The microstrip feed laid out on the back side of the cavity.   
 
 
Figure 2-27. A perspective cut view of the air-dielectric microstrip line suspended over ground plane and 
supported by quarter-wavelength stubs short-circuited to the antenna body to provide mechanical support.    
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slot of the cavity, and four short-circuited quarter-wavelength stubs. The reason for adding 
the stubs is to realize the microstrip lines on air dielectric to reduce loss and dispersion. The 
air-dielectric microstrip line can be fabricated with the cavity as a single unit using 3D 
printing technology. This method has also the advantage of eliminating issues with aligning 
and assembling the microstrip board with the cavity if the microstrip is fabricated separately 
by standard Printed Circuit Board (PCB) technology. To make this feasible, the microstrip 
line should be of relatively large thickness that also helps reducing the conductor loss. 
Eliminating substrate loss, the air-dielectric microstrip line does not support surface wave 
and thereby, does not suffer from surface wave loss. A perspective view of the microstrip 
feed in shown in Figure 2-27. The lines have a thickness of  T = 1 mm and are suspended at 
a distance of H = 1 mm from the ground plane (back side of the cavity).  This low-loss air-
dielectric microstrip feed is supported by four quarter-wavelength stubs short-circuited to the 
antenna body and is amenable to 3D printing technology. The feed lines cross the slot at a 
distance of 𝑙𝑚3 = 0.15 𝜆0 from the slot lateral sides where 𝜆0 is the wavelength at the center 
frequency and are open-circuited at a distance slightly above the upper longitudinal side of 
the slot (𝑙𝑚4 in Figure 2-26). The stubs are designed to be oriented in y-direction to minimize 
creating cross-polarized radiation which may be coupled to the other port. 
 
2.3.4 Waveguide Feed 
As mentioned in part B of this section, to achieve a high level of isolation, the electric 
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field across the Rx slot should satisfy (5) and (6). To create this electric field, a compact end-
launch coaxial-to-waveguide transition is devised. The structure of the transition is shown in 
Figure 2-28. The transition is composed of multiple waveguide sections that provides 
impedance matching and field transformation between the coaxial line and the feeding slot. 
As the TEM wave on the coaxial line with the radial electric field between the inner and the 
outer conductor propagates through the waveguide (see Figure 2-29) a component of the 
electric field in x-direction survives through the small gap of the A-D section of the 
waveguide. Other components of the electric field are bypassed to a great extent through the 
hollow-like part of A-C section marked in red in Figure 2-29 (a). The cross section of the 
waveguide in x-direction is then gradually increased to match the width of the feeding slot. 
The established electric field in the small gap propagates through four waveguide sections 
 
Figure 2-28.The coaxial-to-waveguide transition feeding the cavity.    
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extending from z = D to z = H.The waveguide is supported by quadruplet pillars protruded 
along the edge of the aforesaid feeding slot. As depicted in Figure 2-29, this design renders 
a symmetric distribution for the x-component of the electric field across the waveguide 
 
(a) 
 
(b) 
 
(c) 
 
Figure 2-29.The electric field distribution along the cross section of the waveguide feed when the waveguide 
port is excited. (a) 𝑓 = 5 GHz, (b) 𝑓 = 6 GHz, and (c) 𝑓 = 7.5 GHz. 
z
x
z
x
z
x
 56 
aperture at z = H. Figure 2-30 shows the electric field distribution across the Rx feeding slot 
 
(a) 
 
(b) 
 
 
 
 
(c) 
 
(d) 
 
 
 
 
(e) 
 
(f) 
 
 
 
Figure 2-30.The electric field distribution across the waveguide feed when the waveguide port is excited. 𝐸𝑦 
is an even function of y and Ex is an odd function of y (a) Ey at 𝑓 = 5 GHz, (b) Ex at 𝑓 = 5 GHz, (c) Ey at 
𝑓 = 6 GHz GHz, (d) Ex at 𝑓 = 6 GHz, (a) Ey at 𝑓 = 7.5 GHz, (b) Ex at 𝑓 = 7.5 GHz. 
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at different frequencies. The x-component of the electric field is symmetric, and the y-
component of the electric field is antisymmetric with respect to the center of the slot, thereby 
conditions (2-10) and (2-11) are met. The tangential magnetic field on the microstrip line, 
when the waveguide port is excited, is plotted in Figure 2-31at different frequencies. At the 
microstrip terminal the surface current given by 𝐉 = 𝐳 × 𝐇  is very small resulting in a very 
 
(a) 
 
(b) 
 
(c) 
 
 
 
Figure 2-31. Tangential magnetic field on the microstrip line when the waveguide port is excited. (a) 𝑓 =
5 GHz, (a) 𝑓 = 6 GHz, (c) 𝑓 = 7.5 GHz. The current at the microstrip terminal is very small. 
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high isolation between the two ports. 
The transition shown in Figure 2-28 is a very complex structure. An alternative feed 
topology is shown in Figure 2-32. This feed configuration is composed of a rectangular 
 
(a) 
 
(b) 
Figure 2-32. The feeding topology composed of a rectangular waveguide, an air-dielectric parallel plate 
transmission line, and a broadside-coupled stripline. (a) Perspective view, (b) cut view.    
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waveguide, an air-dielectric parallel plate waveguide, and a broadside-coupled stripline 
section. The waveguide section which feeds the cavity is converted to a parallel plate 
transmission line with a plate spacing smaller than the size of the waveguide narrow wall. 
 
(a) 
 
 
(b) 
 
 
(c) 
 
 
 
Figure 2-33. The electric field distribution along the transition shown in Fig (a) f = 5 GHz, (b) f = 6 GHz, 
(c) f = 7.2 GHz.    
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The parallel plate line is then fed by a broadside-coupled stripline. The design parameters 
including the width, the length and the height of the air-dieletric parallel plate waveguide and 
the parallel stripline are optimized by full-wave simulation for the desired bandwidth. 
 
(a) 
 
 
(b) 
 
 
(c) 
 
 
 
 
Figure 2-34. The electric field distribution along the transition shown in Fig (a) f = 5 GHz, (b) f = 6 GHz, 
(c) f = 7.2 GHz.    
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Designed for the same bandwidth, this structure is less complex but provide lower level of 
isolation between the two ports compared to the design shown in Figure 2-28. The electric 
field distribution along this transition is depicted in Figure 2-33. The electric field 
distribution across the feeding slot of the cavity is shown in Figure 2-34 which satisfies (2-10) 
and (2-11).  
 
2.3.5 Simulation and Experimental Results 
The proposed complex antenna structure is fabricated using HP PA12 Nylon 3D 
printing and then silver metallization by spraying. The 3D printed parts before metallization 
 
Table 2-6. Dimensions of the cavity shown in Figure 2-21 
 
Parameter Value (mm) Parameter Value (mm) 
ℎ𝑐1 7.6 𝐻 11 
ℎ𝑐2 5.4 𝐿 83 
𝑙𝑐1 35.1 𝑤𝑟1 13.6 
𝑙𝑐2 13.5 𝑤𝑟2 2.6 
𝑙𝑐3 7.6 𝑙𝑟1 33 
𝑙𝑐4 7.6 𝑤𝑓1 5.6 
𝑙𝑐5 1.6 ℎ𝑓1 35.4 
𝑙𝑐6 4.2   
 
 
Table 2-7. Dimensions of the microstrip feed shown in Figure 2-26 
Parameter Value (mm) Parameter Value (mm) 
𝑤𝑚1 4 𝑙𝑚1 22 
𝑤𝑚2 2 𝑙𝑚2 13.6 
𝑤𝑚3 6 𝑙𝑚3 7.4 
𝑤𝑚4 4 𝑙𝑚4 0.9 
𝑤𝑚5 6   
 
 
Table 2-8. Dimensions of the waveguide feed shown in Figure 2-28 
 
Parameter Value (mm) Parameter Value (mm) 
ℎ1 1.2 𝑙1 12 
ℎ2 4 𝑙2 1.2 
ℎ3 1.6 𝑙3 2.7 
ℎ4 4 𝑙4 3.7 
ℎ5 5.1 𝑙5 1.7 
𝑤1 10 𝑙6 3.3 
𝑤2 35.4 𝑔 0.6 
𝑤3 35.4   
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are shown in Figure 2-35(a-d). The metalized and assembled antenna structure is depicted in 
Figure 2-35(e) and Figure 2-35(f).  The optimized values of the parameters for the cavity, 
 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
 
(f) 
Figure 2-35.The fabricated antenna. (a-d) Different parts of the antenna 3D printed out of HP PA12 Nylon. 
(e and f) The metalized and assembled antenna. 
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microstrip feed, and waveguide feed are listed in  
Table 2-6, Table 2-7, and Table 2-8 respectively. The S-parameters of the antenna are 
illustrated in Figure 2-36. Keeping the return loss better than 8 dB, a minimum isolation level 
of 50 dB is achieved over 44% fractional bandwidth. Excluding the scattering effect caused 
 
(a) 
 
(b) 
 
 
 
Figure 2-36. The simulated and measured S-parameters. (a) Reflection coefficient, and (b) isolation.  
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by the nearby objects through gating the transmission response between the two ports, the 
  
(a) 
 
  
(b) 
 
  
(c) 
 
  
(d) 
 
 
 
Figure 2-37. The measured radiation pattern (a) V-pol H-plane (b) H-pole H-plane (c) V-pole E-plane (d) 
H-pole E-plane. 
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measured isolation is shown to be better than 55 dB. It should be noted that the isolation level 
between the two ports is simulated to be more than 89 dB which is degraded in measurement 
due to fabrication imperfections. Compared to the co-polarized antenna design in [16], both 
the bandwidth and isolation are enhanced. The antenna radiation patterns in E- and H-planes 
at different frequencies are plotted in Figure 2-37. Other than the polarization, the transmitting 
and receiving patterns are of identical shape. The cross-polarization is less than  20 dB and 
the front-to-back ratio is better than 19 dB for both channels. The side-lobe levels are less 
than  16 dB in H-plane and less than  8 dB in E-plane for both polarizations. Figure 2-38 
 
Figure 2-38. The measured antenna gain. 
 
 
Table 2-9. The optimized values of the feed parameters shown in Figure 2-32 
Parameter Value (mm) Parameter Value (mm) 
𝑤1 7 𝑙1 7.2 
𝑤2 10.4 𝑙2 17.1 
𝑤3 25.4 𝑙3 4.6 
𝑤4 2.6 𝑙4 11 
𝐻  1.5   
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depicts the measured antenna gains. The gain for both channels is more than 10 dB over the 
entire bandwidth.  
The feed structure shown in Figure 2-32, is designed to provide the same bandwidth. 
The optimized values of the design parameters are listed in Table 2-9. The parallel stripline is 
printed on 60 mil RT/Duroid 5880. The simulated S-parameters are plotted in Figure 2-39. 
While the dimensions are kept almost the same as the former design, the isolation level is 
decreased to 79 dB. In practice, the antenna may be placed inside a radome. The antenna can 
be redeigned to provide the same level of isolation considering the radome effects.   
 
 
 
Table 2-10. The optimized values of the feed parameters shown in Figure 2-32 
Parameter Value (mm) Parameter Value (mm) 
𝑤1 7 𝑙1 7.2 
𝑤2 10.4 𝑙2 17.1 
𝑤3 25.4 𝑙3 4.6 
𝑤4 2.6 𝑙4 11 
𝐻  1.5   
 
 
Figure 2-39. The S-parameters of the antenna shown in Figure 2-32.  
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2.4 Conclusion 
A single-port compact 2 × 2 cavity-backed slot antenna array with consistent 
radiation characteristics over the entire X-band was presented. It was shown that a thin small 
cavity with narrowband behavior can be designed to feed a slot array over a wide bandwidth 
when loaded appropriately by metallic septa. A design was demonstrated so that the antenna 
exhibits wideband consistent radiation characteristics up to 60% bandwidth when fed by a 
rectangular waveguide. Also a compact full-band end-launch microstrip to reduced-height 
waveguide transition topology was conceived for feeding the antenna and maintaining its low-
profile characteristics. Due to its simple configuration, the proposed transition design requires 
less full EM analysis and mostly relies on fast circuit simulation. A fabricated prototype array 
at X-band was used to validate the design. 
 The antenna was then evolved to a two-port antenna with orthogonal polarizations. 
The two-port common aperture CBSA array exhibits a very high isolation level between its 
ports. High isolation is achieved using orthogonal polarizations and utilizing a symmetric 
structure. A common antenna aperture is used by both Tx and Rx as the radiating aperture 
which results in higher gain for a given available area. A low-loss air-dielectric microstrip 
feed is designed which can be integrated with the other parts of the antenna and is amenable 
to 3D printing technology. The proposed decoupling method does not require any kind of 
hybrid and can potentially provide nearly 90 dB of channels isolation over 44% fractional 
bandwidth. For the fabricated antenna at C-band, a minimum of 55 dB self-interference 
cancellation is measured from 4.8 to 7.5 GHz. 
 
 
 68 
CHAPTER 3 External Interference Cancelation in Wireless Communications 
 
 
3.1 Overview 
Co-channel external interference including jamming signals, multipaths of the signal 
or the signals coming from the other user can significanrtly degrade the prrformance of a 
wireless link as demonstrated in Figure 3-1. Multiple antenna systems such as MIMO can be 
exploited to beat external interference. Consider a M-by-N MIMO system in a multipath 
environments as shown in Figure 3-2.  In a MIMO system, different data is sent through the 
transmitting antennas and the data can reconstructed at the receiver by signal processing 
techniques provided that 1) the number of independent multipaths is equal to or larger than 
 
 
Figure 3-1. External interference including  jamming signals, multipaths of the signal, or signal coming from 
the other users can reduce the channel capacity of a wireless link. 
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the number of transmitting antennas, and 2) the channel response is known. To estimate the 
channel, a pilot signal is sent through each transmitting antenna and at the receiver the 
measured received signal is divided by the pilot signal and the channel matrix  𝐇N×M is built 
as: 
𝐇 = [
ℎ11 ⋯ ℎ1𝑀
⋮ ⋱ ⋮
ℎ𝑁1 ⋯ ℎ𝑁𝑀
] (3-1) 
where: 
ℎ𝑖𝑗 =
𝑦𝑖
𝑥𝑗
 
(3-2) 
The data can then be recovered as: 
𝐱 = 𝐇 1  (3-3) 
There are, however, three issues with this system: 1) if there is a jamming signal, the channel 
cannot be estimated and it fails to reconstruct the data, 2) because of fading effect, some of 
the elements of the channel matrix may become very small which results in a lower SNR, 
 
 
 
Figure 3-2. A MIMO system in a multipath environmrnt. The jamming signal results in erroneous channel 
estimation.  
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and 3) if the number of receiving antennas is smaller than the number of transmitting 
antennas, then the data cannot be retrieved. The goal is to modify this system to mitigate 
these issues. The modified MIMO system is illustrated in Figure 3-3. To learn the channel, a 
pilot signal is sent therough each transmitting antenna. Unlike the former approach in which 
the channel response between each transmitting and receiving antennas is estimated, the 
receiver performs beamforming to spatially detect and separate all impinging signals. 
Denoting the number of the multipaths as 𝐊, one can define the channel matrix 𝐆K×M as: 
𝐆 = [
𝑔11 ⋯ 𝑔1𝑀
⋮ ⋱ ⋮
𝑔𝐾1 ⋯ 𝑔𝐾𝑀
] (3-4) 
where: 
𝑔𝑖𝑗 =
𝑝𝑖
𝑥𝑗
 (3-5) 
 
 
 
Figure 3-3. The proposed modified MIMO system. 
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In (3-11), 𝑝𝑖 is the ith multipath and 𝑥𝑗 is the the jth transmitting data. Since Tx and Rx are 
in the farfield of each other,  the angles of arrival of the multipaths at the receiver for all 
transmit signals are the similar. Therefore, detecting each multipath provides an independent 
equation. If 𝐾 ≥ 𝑀, we will have enough independent equation to retrieve the data which is 
obtained as: 
𝐱 = 𝐆 1𝐏 (3-6) 
This approach has three advantegous: 1) allows for detecting and remving the jamming 
signal, 2) all of the elements of the matrix 𝐆 are nonzero, and 3) even if the number of the 
receiving antennas is smaller than the number of the transmitting antennas, it is still possible 
to reconstruct the data. As shown in Figure 3-3, some of the multipath may arrive from close 
angular proximity which are not resolvable by conventional beamforming. Superresolution 
signal detection algorithms are required to separate these multipath and provide enough 
independent equations. Extensive studies have been carried out on spatial signals separation 
methods in the last few decades. The well-known eigenstructure-based methods such as 
MUSIC [57], Root-MUSIC [58], and ESPRIT [65] performs well in circumstances where 
the sources are not correlated. In real scenarios, however, due to the multipath effects, the 
impinging signals are correlated and, thereby, cannot be separated by the aforementioned 
algorithms. Spatial smoothing techniques [51] are therefore used to tackle the problem for 
correlated signals. However, the results have not been promising, since the effective aperture 
of the array after spatial smoothing is considerably reduced. This, in turn, leads to resolution 
degradation. To overcome this problem, Maximum Likelihood-based (ML-based) [105] 
techniques are introduced and have been studied from different perspectives. As reported in 
the literature, the main drawback of ML-based algorithms is that their global convergence is 
 72 
strongly dependent on the initialization. Moreover, most of the ML-based techniques are not 
computationally efficient. 
In this chapter, first an Array Signal Segregation using an Iterative Approach 
(ASSIA) [118] is introduced. ASSIA features the ability of detecting weak signals in the 
presence of very strong signals provided that their angular distance is larger than the antenna 
array beamwidth. Then a spatial super-resolution signal detection which will be referred to 
as Closely-spaced Nulls Synthesis Method (CNSM) [119] is presented for improving the 
resolution of ASSIA. Conjoint with ASSIA, the proposed method is composed of two steps. 
In the first step, the directions of arrival (DoA) and amplitudes of the signals which are 
spatially apart by more than the array beamwidth are estimated using ASSIA. Segregated 
signals by ASSIA may each contain multiple signals separated by angles smaller than the 
half power beamwidth of the antenna array. These signals are then processed in the second 
step to estimate the DoAs of the closely-spaced signals using CNSM. While computationally 
cost-effective, ASSIA-CNSM exhibits superior accuracy compared to other techniques such 
as Root MUSIC algorithm, Matrix Pencil Method and Maximum-Likelihood Method. 
ASSIA-CNSM is experimentally implemented using a circular array of mono-conical 
antennas in which the mutual coupling and shadowing effects among elements are mitigated 
using feed-forward technique [120]. 
  
3.2 Signal Segregation Algorithm using an Iterative Approach (ASSIA) 
3.2.1 Formulation of ASSIA 
The proposed algorithm is formulized for a two-dimensional case by employing a 
uniform circular array of omnidirectional antennas as illustrated in Figure 3-4. The main 
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advantages of the circular array compared to the linear array are its azimuthal symmetry for 
beamforming without distortion near the end-fire directions as well as the same mutual 
coupling effect for all antenna elements which allows for simple coupling mitigation 
approaches [120]. It is assumed that all the desired and interfering signals are almost confined 
in the horizontal plane.  
As the proposed technique is a frequency domain method, the received time domain 
signal at each antenna is converted to the frequency domain using Fourier transform over a 
pre-determined time interval. The length of the FFT and the resolution frequency depends on 
the duration of the time interval the data stream is sampled. Each frequency component is 
then processed through ASSIA processor separately to estimate the DoA, magnitude and 
phase of the signals. Therefore, irrespective of whether the impinging signals are fully 
correlated or uncorrelated, ASSIA is able to detect and segregate the signals. After 
interference detection and removal, the desired signals are converted back to the time domain 
 
Figure 3-4. Circular array of omnidirectional antennas illuminated by a number of interfering and desired 
signals. 
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for further processing. To describe the principle of operation of ASSIA, consider a circular 
array with radius 𝑎 which is illuminated by a number of plane waves as depicted in Figure 
3-5. The number of the receiver antennas and the number of the impinging local plane waves 
are denoted by 𝑀 and 𝑃 respectively. For simplicity, let us first neglect the mutual coupling 
among the omnidirectional elements of the array. The antennas are assumed to have a 
nominal power gain of  𝐺 and linear vertical polarization. The field expression for each of 
the incident waves can, locally, be written as ?⃗? = 𝐸𝑧𝑒
𝑖 ?⃗?  .?̅??̂?, where 𝐸𝑧 is the electric field 
intensity and ?⃗? = (
2𝜋𝑓
𝒄
) ?̂? = 𝐾?̂? is the propagation vector. Henceforth, the subscript ‘𝑧’ in 
𝐸𝑧 is dropped for simplification. The voltage across each antenna terminal denoted by 𝑣𝑚 
can then be written as:  
𝑣𝑚 = 𝑙 𝑒𝑓𝑓𝐸𝑒
 𝑖 𝐾𝑎 𝑐𝑜𝑠(𝜑 𝜑𝑚
′ ) (3-7) 
in which 𝜑 and  𝜑𝑚
′  are the direction of the impinging plane wave and the angular coordinate 
of the mth receiver antenna in the polar coordinate system respectively and 
 
Figure 3-5. The sketch of a uniform circular array illuminated by a plane wave. 
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𝑙 𝑒𝑓𝑓 = 𝜆√
𝐺𝑅0
4𝜋𝜂0
 (3-8) 
where 𝜆 and 𝜂0 are free space wavelength and intrinsic impedance respectively and 𝑅0 is the 
antenna input impedance. In deriving (3-7), it is assumed that the antenna is perfectly 
matched to its input impedance. For 𝑃 plane waves illuminating the array, the total voltage 
at the antenna terminals is given by: 
𝐕 =  (𝝓)  +   (3-9) 
where  𝐕 is a 𝑀 × 1 vector of the received voltages:  
𝐕 = [𝑣1  ⋯ 𝑣𝑀 ]
𝑇 (3-10) 
in which 𝑣𝑚 is the total received signal at mth antenna and   is a 𝑃 × 1  vector of the 
impinging electric fields: 
 = [𝐸1  ⋯ 𝐸𝑃 ]
𝑇 (3-11) 
where 𝐸𝑖 is the electric field arriving at the receiver from direction 𝜑𝑖 . (𝝓)  is a 𝑀 × 𝑃 
matrix of the phase-corrected effective length for the circular antenna array given by: 
 (𝝓) = [ (𝜑1) ⋯  (𝜑𝑃)] (3-12) 
where: 
 (𝜑𝑝) = 𝑙𝑒𝑓𝑓 [𝑒 𝑖 𝐾𝑎 𝑐𝑜𝑠(𝜑𝑝 𝜑1
′ ) ⋯ 𝑒 𝑖 𝐾𝑎 𝑐𝑜𝑠(𝜑𝑝 𝜑𝑀
′ )]𝑇 (3-13) 
and   is the noise vector which is assumed to be a spatially zero-mean white Gaussian 
process. The goal is to find    and  𝝓 = [𝜑1  ⋯ 𝜑𝑃] from the total measured received signal 
denoted by  𝐕. 
The algorithm is mainly composed of 𝑃 steps and each step requires 𝑟𝑠 (1 ≤ 𝑠 ≤ 𝑃)iterations. 
As the algorithm proceeds from one step to the next, the number of the detected received 
signals is increased by one. In other words, at the sth step the algorithm provides estimations 
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of magnitude and phase of signals arriving from s different directions as function of 
frequency. At the very beginning of the sth step, an estimation of the sth largest signal is 
made. This iteration is defined as the zeroth iteration. Then, the estimations of all 𝑠 signals 
are refined through an iterative approach.  
At the first step, the algorithm begins with focusing the array in all directions to find 
the largest arriving signal and its corresponding direction of arrival. An estimation for the 
DoA of the largest arriving signal denoted by 𝜑1
(1,0)
 is obtained by: 
𝜑1
(1,0) = argmax
𝜑𝑛
  (𝐖𝒏 𝐕 
( , )) (𝐖𝒏 𝐕 
( , ))
𝐻
 
(3-14) 
where 𝐕 
( , ) = 𝐕 and  𝐖𝒏 is a 𝑀 × 1 combined focusing and weighting vector to focus the 
array in direction 𝜑𝑛  with a desired sidelobe level: 
𝐖𝒏 = [𝑤𝑛1𝑒
𝑖𝐾𝑎 𝑐𝑜𝑠(𝜑𝑛 𝜑1
′ )  ⋯ 𝑤𝑛𝑀𝑒
𝑖𝐾𝑎 𝑐𝑜𝑠(𝜑𝑛 𝜑𝑀
′ )] (3-15) 
in which  𝜑𝑛 = 𝑛 ∆𝜑  (𝑛 = 1, … , 2𝜋 ∆𝜑⁄ ) and ∆𝜑 is a predetermined search angle step. The 
superscript 𝐻 denotes Hermitian transpose. The first and the second superscript placed in the 
parenthesis in 𝜑1
(1,0)
and 𝑽 
( , )
 represent the step and the iteration number in that step 
respectively. In (3-15), the phase terms 𝑒𝑖𝐾𝑎 𝑐𝑜𝑠(𝜑𝑛 𝜑𝑚
′ ) are in fact the conjugate of the phase 
terms in the phase-corrected effective length   (𝜑𝑛)  to compensate for the phase difference 
between receiver antennas to focus the array beam in  direction of 𝜑𝑛 and 𝑤𝑛1  ⋯𝑤𝑛𝑚 are a 
set of real positive values for 𝑀 antennas to control the resulting side-lobe level  in such a 
way as to maximize the contribution of the signal coming from direction 𝜑𝑛 and minimize  
the received signal from other directions. Once 𝜑1
(1,0)
 is found, the zeroth order estimation 
of the electric field arriving at the receiver from this direction can be obtained from: 
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𝐸1
(1,0) =
𝐖  𝐕 
( , )
𝑙𝑒𝑓𝑓 ∑ 𝑤1𝑚
𝑀
𝑚 1
 (3-16) 
The summation term in the denominator of (3-16) is used for normalization. The next step is 
to estimate the second largest signal 𝐸2 and its direction of arrival 𝜑2  after which the 
algorithm improves the estimations accuracy of both 𝐸1 and 𝐸2 as well as 𝜑1 and 𝜑2 in an 
iterative fashion.  To find the second largest signal, initially the contribution of the estimated 
𝐸1 obtained by (3-16) is subtracted from the total received signal at each antenna. The result 
of this subtraction is denoted as 𝐕 
( , )
 and can be found by: 
𝐕 
( , ) = 𝐕 
( , )   (𝜑1
(1,0)) 𝐸1
(1,0)
 (3-17) 
Thereby, an estimation for the DoA of the second largest signal denoted by 𝜑2
(2,0)
 is found 
as: 
𝜑2
(2,0) = argmax
𝜑𝑛
  (𝐖𝒏 𝐕 
( , )) (𝐖𝒏 𝐕 
( , ))
𝐻
 (3-18) 
and consequently, the zeroth order estimation of the second largest signal is given by: 
𝐸2
(2,0) =
𝐖  𝐕 
( , )
𝑙𝑒𝑓𝑓 ∑ 𝑤2𝑚
𝑀
𝑚 1
 (3-19) 
The algorithm then proceeds to the first iteration of the second step in which the estimation 
of two largest signals are refined. Since the initial estimations of 𝐸2 and 𝜑2 are now available, 
one can improve the estimation accuracy of 𝐸1 and  𝜑1 by subtracting the contribution of 𝐸2 
from all antennas and again trying to find a new estimation for the DoA of the largest signal 
which is found by: 
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𝜑1
(2,1) = argmax
𝜑𝑛
  (𝐖𝒏 𝐕 
( , )) (𝐖𝒏 𝐕 
( , ))
𝐻
 (3-20) 
where: 
𝐕 
( , ) = 𝐕 
( , )   (𝜑2
(2,0)) 𝐸2
(2,0)
 (3-21) 
An improved estimation of 𝐸1  is then obtained as: 
𝐸1
(2,1) =
𝐖  𝐕 
( , )
𝑙𝑒𝑓𝑓 ∑ 𝑤1𝑚
𝑀
𝑚 1
 (3-22) 
Afterwards, 𝐸2 can be updated similarly, that is, the contribution of  𝐸1 is subtracted from 
the total received signal and the array pattern is focused in all possible directions to find an 
update value for 𝐸2 as well as its direction of arrival. This procedure is repeated in the next 
iterations of the second step until the sequence converges to a solution for 𝐸1 and 𝐸2 as well 
as 𝜑1 and 𝜑2. The algorithm, then, proceeds to the next step whereby the third largest signal 
is first detected. While the contributions of the updated  𝐸1 and 𝐸2 are subtracted from the 
total received signal, the array beam sweeps the space to find the third largest signal. Then, 
similar to the second step, the algorithm runs through multiple iterations to refine the 
estimations of the three largest signals. This procedure is continued in the next steps to 
estimate all impinging signals which are well above the noise level. Simulations shows that 
the algorithm can handle signals with 𝑆𝑁𝑅 as low as 5 dB. This is a threshold at which the 
algorithm is aborted. As the number of the iterations in each step is increased, this iterative 
approach provides a sequence of improving estimated solutions for   and 𝝓 which converges 
eventually. The search angle step, ∆𝜑, needs to be locally decreased around the estimated 
DoAs over steps and iterations to reduce possible arithmetic errors if the actual DoAs are not 
among the predetermined search angles. To increase the convergence speed, each signal is 
estimated using the most updated values of the other signals including those which have been 
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updated within the same iteration. The total number of iterations for each signal depends on 
the relative magnitude of the signal compared to other signals and the total number of the 
impinging signals. The larger is the estimated signal compared to the other signals and the 
higher is the number of the signals, the higher is the number of the iterations the signal goes 
through. If one defines 𝑁𝐼
𝑠  as the number of iterations required to estimate the sth largest 
signal, then 𝑁𝐼
𝑠  is determined by: 
𝑁𝐼
𝑠 =∑𝑟𝑖
𝑃
𝑖 𝑠
 (3-23) 
where 𝑟𝑖 denotes the number of the required iterations in the ith step to make the sequence of 
the solutions convergent. It is also evident that 𝐸𝑠
(𝑖,𝑘) = 0  for 𝑖 < 𝑠. 
The technique is able to detect all signals provided that the angular separation between two 
vicinal signals is larger than the array beamwidth. If two or multiple impinging signals are 
in close angular proximity (smaller than the adjusted array beamwidth), the algorithm fails 
to segregate them. In this case, the detected signal is the resultant of those set of adjoining 
signals. 
The dynamic range of the signals which ASSIA radio is able to detect is limited by 
the dynamic range of the RF amplifiers which can be enhanced by using an automatic-gain-
control (AGC) and the mixer nonlinearities for large signals (the upper end), and by the 
receiver noise figure and bandwidth for small signals (the bottom end). The Analogue- to- 
Digital Convertor (ADC) should also be able to provide the required dynamic range and 
quantization resolution. 
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3.2.2 Mutual Coupling Considerations 
The equations used in the segregation algorithm presented in the previous section 
ignored the mutual coupling effects among the array elements. To account for the mutual 
coupling, the weighting coefficients must be modified so that the array can correctly focus 
in the desired directions. It is also important to mention that the mutual couplings among the 
antenna elements change the radiation pattern of the elements. That is, the radiation pattern 
of the elements is no longer omnidirectional. To modify the equations, 𝐖𝒏  is replaced by 
𝐖𝒏
𝑪 for a desired radiation pattern having 𝜑𝑛 as its maximum direction of radiation. The 
synthesis technique for calculating 𝐖𝒏
𝑪 is described in Section 3.2.3. Assuming that the 
realized power gain and phase pattern of the mth antenna in the presence of other antennas 
and the receiver platform is represented as 𝐺𝑚(𝜑) and 𝑃𝑚(𝜑) with reference to the center of 
the circle respectively, then, (3-9) is modified as: 
𝐕 =  (𝝓)  +   (3-24) 
where: 
 (𝝓) = [ (𝜑1) ⋯  (𝜑𝑃)] (3-25) 
and: 
 (𝜑𝑝) = [𝑙𝑒𝑓𝑓,1(𝜑𝑝) ⋯ 𝑙𝑒𝑓𝑓,𝑀(𝜑𝑝)]
𝑇
 (3-26) 
where: 
𝑙𝑒𝑓𝑓,𝑚(𝜑𝑝) = 𝜆√
𝐺𝑚(𝜑𝑝) 𝑅0
4𝜋𝜂0
  𝑒𝑖𝑃𝑚(𝜑𝑝)  (3-27) 
Consequently, the equations in the zeroth-iteration of the first step take the following forms: 
𝜑1
(1,0) = argmax
𝜑𝑛
  (𝐖𝒏
𝑪 𝐕 
( , )) (𝐖𝒏
𝑪 𝐕 
( , ))
𝐻
 (3-28) 
where: 
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𝐖𝒏
𝑪 = [𝑤𝑛1
𝐶 ⋯ 𝑤𝑛𝑚
𝐶 ] (3-29) 
and:  
𝐸1
(1,0) =
𝐖 
𝑪 𝐕 
( , )
∑ 𝑤1𝑚
𝐶 𝑙𝑒𝑓𝑓,𝑚(𝜑1
(1,0))𝑁𝐴𝑚 1
 (3-30) 
Also the equations in the zeroth -iteration of the second step are modified as follows: 
𝐕 
( , ) = 𝐕 
( , )   (𝜑1
(1,0)) 𝐸1
(1,0)
 (3-31) 
𝜑2
(2,0) = argmax
𝜑𝑛
  (𝐖𝒏
𝑪 𝐕 
( , )) (𝐖𝒏
𝑪 𝐕 
( , ))
𝐻
 (3-32) 
𝐸2
(2,0) =
𝐖 
𝑪 𝐕 
( , )
∑ 𝑤2𝑚
𝐶 𝑙𝑒𝑓𝑓,𝑚(𝜑2
(2,0))𝑀𝑚 1
 (3-33) 
Similarly, the equations pertaining to other steps and iterations are modified. It should be 
noted that 𝑙𝑒𝑓𝑓,𝑚(𝜑) can be obtained by either full-wave simulation or measurement. The 
sequence through which the algorithm runs is demonstrated in Table 3-1. The approach 
which is used to calculate 𝐖𝒏
𝑪 is discussed next. 
 
3.2.3 Synthesis Method for Beamforming 
As was described in Section 3.2.2, at each iteration, the algorithm goes through a 
spatial search process over all possible directions. Let’s define 𝑙𝑒𝑓𝑓,𝑚(𝜑) as the effective 
length of each antenna in the horizontal plane (x-y plane) in the presence of all other antennas 
and the receiver platform with its phase center at the center of the circular array. The effective 
length of the circular array denoted as 𝐿𝑒𝑓𝑓(𝜑), can then be written as: 
𝐿𝑒𝑓𝑓(𝜑) = ∑ 𝑤𝑛𝑚
𝐶  𝑙𝑒𝑓𝑓,𝑚(𝜑) 
𝑀
𝑚 1
 (3-34) 
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Due to the symmetrical nature of a circular array and under the assumption that the array 
elements are identical and equally spaced, the effective length of each element can be 
Table 3-1. The summary of ASSIA 
Step  
No. 
(p) 
Iteratio
n No. 
(k) 
Descriptions 
1 0 𝐸1
(1,0)
 The first estimation of 𝐸1 is made. 
 
 
 
 
2 
0 𝐸2
(2,0)
 The first estimation of 𝐸2 is made. 
1 
 
 
 
 
⋮ 
 
 
 
𝑟2 
𝐸1
(2,1)
 
 
 
 
⋮ 
 
 
 
𝐸1
(2,𝑟2) 
𝐸2
(2,1)
 
 
 
 
⋮ 
 
 
 
𝐸2
(2,𝑟2) 
In each iteration, the signals are calculated from the largest  𝐸1
(𝑝,𝑘)
  to the 
smallest 𝐸𝑝
(𝑝,𝑘)
 sequentially.    (1 ≤ 𝑘 ≤ 𝑟𝑝   ,   1 ≤ 𝑠 ≤ 𝑝    )   
𝜑𝑠
(2,𝑘) = argmax
𝜑𝑛
 (𝐖𝒏
𝑪 𝐕𝒔
( ,𝒌)) (𝐖𝒏
𝑪 𝐕𝒔
( ,𝒌))
𝐻
   
𝐸𝑠
(2,𝑘) =
𝐖𝒔
𝑪 𝐕𝒔
( ,𝒌)
∑ 𝑤𝑠𝑚
𝐶𝑀
𝑚 1 𝑙𝑒𝑓𝑓,𝑚 (𝜑𝑠
(2,𝑘))
 
𝐕𝒔
( ,𝒌) = 𝐕 
( , )  ∑ (𝜑𝑞
(2,𝑘)) 𝐸𝑞
(2,𝑘)
𝒔  
𝒒  
+ ∑  (𝜑𝑞
(2,𝑘 1)) 𝐸𝑞
(2,𝑘 1)
 
𝒒 𝒔+ 
 
 
 
 
 
 
3 
0 𝐸3
(3,0)
 The first estimation of 𝐸3 is made. 
1 
 
 
 
⋮ 
 
 
𝑟3 
𝐸1
(3,1)
 
 
 
⋮ 
 
 
𝐸1
(3,𝑟3) 
𝐸2
(3,1)
 
 
 
⋮ 
 
 
𝐸2
(3,𝑟3) 
𝐸3
(3,1)
 
 
 
⋮ 
 
 
𝐸3
(3,𝑟3) 
𝜑𝑠
(3,𝑘) = argmax
𝜑𝑛
 (𝐖𝒏
𝑪 𝐕𝒔
(𝟑,𝒌)) (𝐖𝒏
𝑪 𝐕𝒔
(𝟑,𝒌))
𝐻
   
𝐸𝑠
(3,𝑘) =
𝐖𝒔
𝑪 𝐕𝒔
(𝟑,𝒌)
∑ 𝒘𝑠𝑚
𝐶𝑀
𝑚 1 𝑙𝑒𝑓𝑓,𝑚 (𝜑𝑠
(3,𝑘))
 
𝐕𝒔
(𝟑,𝒌) = 𝐕 
( , )  ∑ (𝜑𝑞
(3,𝑘)) 𝐸𝑞
(3,𝑘)
𝑠 1
𝑞 1
+ ∑  (𝜑𝑞
(3,𝑘 1)) 𝐸𝑞
(3,𝑘 1)
3
𝑞 𝑠+1
 
 
 
⋮ 
 
 
 
⋮ 
 
 
 
⋮ 
 
 
 
⋮ 
 
 
 
⋮ 
 
 
 
⋮ 
 
 
 
⋮ 
 
 
 
⋮ 
 
 
 
 
 
 
𝑃 
0 𝐸𝑃
(𝑃,0)
 The first estimation of 𝐸𝑃 is made. 
1 
 
 
 
⋮ 
 
 
𝑟𝑃 
𝐸1
(𝑃,1)
 
 
 
⋮ 
 
 
𝐸1
(𝑃,𝑟𝑃) 
𝐸2
(𝑃,1)
 
 
 
⋮ 
 
 
𝐸2
(𝑃,𝑟𝑃) 
𝐸3
(𝑃,1)
 
 
 
⋮ 
 
 
𝐸3
(𝑃,𝑟𝑃) 
𝐸4
(𝑃,1)
 
 
 
⋮ 
 
 
𝐸4
(𝑃,𝑟𝑃) 
 
 
 
 
      ⋯ 
𝐸𝑃
(𝑃,1)
 
 
 
⋮ 
 
 
𝐸𝑃
(𝑃,𝑟𝑃) 
𝜑𝑠
(𝑃,𝑘) =
argmax
𝜑𝑛
 (𝐖𝒏
𝑪 𝐕𝒔
(𝑷,𝒌)) (𝐖𝒏
𝑪 𝐕𝒔
(𝑷,𝒌))
𝐻
   
𝐸𝑠
(𝑃,𝑘)
=
𝐖𝒔
𝑪 𝐕𝒔
(𝑷,𝒌)
∑ 𝒘𝑠𝑚
𝐶𝑀
𝑚 1 𝑙𝑒𝑓𝑓,𝑚 (𝜑𝑠
(𝑝,𝑘))
 
 
𝐕𝒔
(𝑷,𝒌) = 𝐕 
( , )  
∑  (𝜑𝑞
(𝑃,𝑘)) 𝐸𝑞
(𝑃,𝑘)𝑠 1
𝑞 1 +
∑  (𝜑𝑞
(𝑃,𝑘 1)) 𝐸𝑞
(𝑃,𝑘 1)𝑃
𝑞 𝑠+1     
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expressed as a spatially shifted function of that of a reference antenna: 
𝑙𝑒𝑓𝑓,𝑚(𝜑) = 𝑙𝑒𝑓𝑓,1 (𝜑  
2𝜋𝑚
𝑀
) 
(3-35) 
where 𝑙𝑒𝑓𝑓,1(𝜑) is the normalized effective length of the antenna located at 𝜑 = 𝜑1
′  with 
reference to the center of the circle obtained by full-wave simulation or measurement. 
Substituting (3-35) in (3-34), the array effective length takes the form: 
𝐿𝑒𝑓𝑓(𝜑) = ∑ 𝑤𝑛𝑚
𝐶  𝑙𝑒𝑓𝑓,1 (𝜑  
2𝜋𝑚
𝑀
)
𝑀
𝑚 1
 (3-36) 
Representing 𝐿𝑒𝑓𝑓,𝑛(𝜑) and 𝑙𝑒𝑓𝑓,1 (𝜑  
2𝜋𝑚
𝑀
) in Fourier series and substituting in (3-34) 
results in: 
∑ 𝑎𝑘
+∞
𝑘  ∞
𝑒𝑖𝑘𝜑 = ∑ 𝑤𝑛𝑚
𝐶 ( ∑ 𝑏𝑘
+∞
𝑘  ∞
𝑒 𝑖𝑘
2𝜋𝑚
𝑀 𝑒𝑖𝑘𝜑)
𝑀
𝑚 1
 (3-37) 
in which 
𝑎𝑘 =
1
2𝜋
∫ 𝐿𝑒𝑓𝑓,𝑛(𝜑)
2𝜋
0
 𝑒 𝑖𝑘𝜑 𝑑𝜑 (3-38) 
𝑏𝑘 =
1
2𝜋
∫ 𝑙𝑒𝑓𝑓,1
2𝜋
0
 𝑒 𝑖𝑘𝜑 𝑑𝜑 (3-39) 
Interchanging the summations in the right-hand side of (3-37), it can be rewritten as: 
∑ 𝑎𝑘
+∞
𝑘  ∞
𝑒𝑖𝑘𝜑 = ∑ 𝑏𝑘 𝑒
𝑖𝑘𝜑  (∑ 𝑤𝑛𝑚
𝐶
𝑀
𝑚 1
 𝑒 𝑖𝑘
2𝜋𝑚
𝑀 )
+∞
𝑘  ∞
 (3-40) 
In order for (3-40) to be valid for all values of 𝜑, we must have: 
𝑎𝑘𝑒
𝑖𝑘𝜑 = 𝑏𝑘 𝑒
𝑖𝑘𝜑  ∑ 𝑤𝑛𝑚
𝐶
𝑀
𝑚 1
 𝑒 𝑖𝑘
2𝜋𝑚
𝑀  (3-41) 
which can be used to find 𝑎𝑘: 
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𝑎𝑘 = 𝑏𝑘   ∑𝑤𝑛𝑚
𝐶
𝑀
𝑛 1
 𝑒 𝑖𝑘
2𝜋𝑚
𝑀  (3-42) 
Defining: 
𝑔(𝑘) =
𝑎𝑘
𝑏𝑘
= ∑ 𝑤𝑛𝑚
𝐶
𝑀
𝑚 1
 𝑒 𝑖𝑘
2𝜋𝑚
𝑀  (3-43) 
𝑔(𝑘) can be viewed as a truncated finite Fourier series and therefore, the weighing factors 
can be obtained from:  
𝑤𝑛𝑚
𝐶 =
1
𝑀
∑ 𝑔(𝑘) 𝑒𝑖𝑘
2𝜋𝑚
𝑀
+∞
𝑘  ∞
 (3-44) 
Using (3-38) and (3-39) in (3-44) : 
𝑤𝑛𝑚
𝐶 =
1
𝑀
∑ [
∫ 𝐿𝑒𝑓𝑓(𝜑)
2𝜋
0
 𝑒 𝑖𝑘𝜑 𝑑𝜑  
∫ 𝑙𝑒𝑓𝑓,1
2𝜋
0
 𝑒 𝑖𝑘𝜑 𝑑𝜑
] 𝑒𝑖𝑘
2𝜋𝑚
𝑀   
+∞
𝑘  ∞
 (3-45) 
Equation (3-45) provides the “combined focusing and weighting vector”,𝐖𝒏
𝑪, in an equally 
spaced circular array of 𝑀 elements for the desired radiation pattern 𝐿𝑒𝑓𝑓(𝜑) . We use a 
realizable Dolph-Chebyshev function for the normalized effective length of the array, 
𝐿𝑒𝑓𝑓(𝜑) which is defined as [121]: 
𝐿𝑒𝑓𝑓(𝜑) = 𝑐𝑜𝑠ℎ (2ℎ 𝑐𝑜𝑠ℎ
 1 (𝑧0𝑐𝑜𝑠 (
𝜑  𝜑𝑛
2
))) (3-46) 
In (3-46), 𝜑𝑛 represents the direction of the look angle and 𝑧0 defines the side-lobe level 
through the following equation: 
𝑧0 = 𝑐𝑜𝑠ℎ (
1
2ℎ
𝑐𝑜𝑠ℎ 1 (
1
𝑆𝑚𝑎𝑥
)) (3-47) 
Here, 𝑆𝑚𝑎𝑥 is the ratio of the side-lobe level to the main-lobe level and ℎ is a number 
satisfying the following condition:  
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ℎ ≤
𝑀  1
2
 (3-48) 
 
3.2.4 Convergence Analysis 
The sufficient condition under which the sequence of the solutions generated by the 
algorithm converges to the correct solution is examined in this section. The error in the 
detected magnitude of the largest signal denoted by |𝑒𝑟𝑟𝐸1
(1,0)| is given by: 
|𝑒𝑟𝑟𝐸1
(1,0)| = |∑𝑆(𝜑𝑛)𝐸𝑛
𝑃
𝑛 2
+ 𝛾1
(1,0) ( ∑𝑆(𝜑𝑛)𝐸𝑛
𝑃
𝑛 2
)| (3-49) 
The first term represents the contribution from other signals through side lobes and the 
second term refers to the error in the estimation of  𝐸1   which is generated due to the error 
in the estimation of 𝜑1. The second term, however, is a function of the first term and can be 
approximated by:  
𝛾1
(1,0)(𝛼) ≅ ∑𝑆𝑚𝑎𝑥𝐸𝑛
𝑃
𝑛 2
 𝛼 (3-50) 
where 𝑆𝑚𝑎𝑥 = max(𝑆(𝜑)) is the maximum side-lobe level of the array that can be obtained 
from (40) (see Figure 3-6). In (3-50), the parameter 𝛼 is defined as 𝛼 = ∑ 𝑆(𝜑𝑛)𝐸𝑛
𝑃
𝑛 2  and 
in the worst case, 𝛼 takes its maximum value when all other signals happen to be in the 
directions of maximum side-lobes and add up coherently as the array is focused in the 
direction 𝜑1. In this case, the error in the detection of 𝜑1 is equal to zero which in turn results 
in 𝛾1
(1,0)(𝛼𝑚𝑎𝑥) = 0. On the other hand, the minimum value of 𝛼 occurs when all other signals 
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happen to be at the directions of the array nulls. In this case, the direction of look is different 
from 𝜑1 and the error in the estimation of 𝜑1 is maximum.   This implies that as the first term 
in the right-hand side of (3-49) increases, the second term decreases and vice-versa. 
Therefore, to ensure the convergence of the algorithm, both types of error, i.e. the error in 
the estimation of directions of arrival and the error in the estimation of magnitudes and phases 
of the signals should be decreased simultaneously as the number of the iterations is increased. 
As was described in Section 3.2.2, the algorithm is based on subtracting the contribution of 
the estimated larger signals and then searching for the smaller ones. This procedure can be 
viewed as creating nulls in the directions of the detected signals while looking for the others. 
To reduce the error in the location of the created nulls in each iteration, the maximum error 
in the estimation of 𝜑1 denoted by ∆𝜑𝑎 resulting from the maximum variation of 𝛼 should 
be smaller than smallest angular distance between two adjacent peak and null of the array 
side-lobes denoted by ∆𝜑𝑏. The reason is that the maximum error occurs when the created 
null happens to be in the direction of one of the array nulls. The worst case corresponds to 
 
Figure 3-6.The normalized effective length of the array given by (3-46). The condition b > a is necessary 
for the convergence of the algorithm.    
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coherent and equal magnitude signals. With reference to Figure 3-6, the necessary condition 
for which the error in the estimation of DoAs is reduced iteratively is: 
∆𝜑𝑏 > ∆𝜑𝑎 (3-51) 
For the array effective length given by (3-46), it can be shown that (3-51) translates to: 
cos 1 [
1
𝑧0
cos (
3𝜋
4ℎ
)]  cos 1 [
1
𝑧0
cos (
𝜋
4ℎ
)]
> 2 cos 1 [
1
𝑧0
cosh (
1
2ℎ
cosh 1(𝑎0  𝑅))] 
(3-52) 
where: 
𝑎0 = cosh (
1
2ℎ
cosh 1 (
1
𝑆𝑚𝑎𝑥
)) (3-53) 
and: 
𝑅 = 𝑆𝑚𝑎𝑥𝑎0(𝑃  1) (3-54) 
Equation (3-51) is not, however, the sufficient condition for convergence. As was mentioned 
earlier, the error in the estimation of the magnitude and phase of the signals should also be 
decreased iteratively. Starting with the first step of the algorithm and substituting (3-50) in 
(3-49), it is concluded that: 
|𝑒𝑟𝑟𝐸1
(1,0)| ≤ ∑ 𝑆𝑚𝑎𝑥𝐸𝑛 
𝑃
𝑛 2
 (3-55) 
in the second step, we have: 
|𝑒𝑟𝑟𝐸2
(2,0)| ≤ |𝑆(𝜑𝑛)𝑒𝑟𝐸1
(1,0) + ∑𝑆(𝜑𝑛)𝐸𝑛
𝑃
𝑛 2
+       (𝑆(𝜑𝑛)𝑒𝑟𝐸1
(1,0) + ∑𝑆(𝜑𝑛)𝐸𝑛
𝑃
𝑛 2
)|
≤ |𝑆𝑚𝑎𝑥𝑒𝑟𝐸1
(1,0) | +  ∑ 𝑆𝑚𝑎𝑥𝐸𝑛 
𝑃
𝑛 2
 
(3-56) 
where: 
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𝛾2
(2,0)(𝛼) ≅ |𝑆𝑚𝑎𝑥𝑒𝑟𝐸1
(1,0) | +  ∑ 𝑆𝑚𝑎𝑥𝐸𝑛 
𝑃
𝑛 2
 𝛼 (3-57) 
Similarly, the error in detecting  𝐸1  in each iteration of the second step is given by: 
|𝑒𝑟𝐸1
(2,𝑘)| ≤ |𝑆𝑚𝑎𝑥𝑒𝑟𝐸2
(2,𝑘 1) | +  ∑ 𝑆𝑚𝑎𝑥𝐸𝑛 
𝑃
𝑝 3
=  𝑆𝑚𝑎𝑥
𝑘+2  𝐸2 
+     ∑ |∑𝑆𝑚𝑎𝑥
𝑛  𝐸𝑛
𝑘+2
𝑛 1
| =  𝑆𝑚𝑎𝑥
𝑘+2  𝐸2 +∑ |
𝑆𝑚𝑎𝑥
1  𝑆𝑚𝑎𝑥
𝐸𝑛|
𝑃
𝑛 3
𝑃
𝑛 3
 
(3-58) 
In the limit as the number of the iterations is large enough, the error asymptotically 
approaches 
lim
𝑘→∞
|𝑒𝑟𝐸1
(2,𝑘)| = ∑ |
𝑆𝑚𝑎𝑥
1  𝑆𝑚𝑎𝑥
𝐸𝑛|
𝑃
𝑛 3
 (3-59) 
Similarly, for the second largest signal, we have: 
|𝑒𝑟𝐸2
(2,𝑘)| ≤ |𝑆𝑚𝑎𝑥𝑒𝑟𝐸1
(2,𝑘 1) | +  ∑ 𝑆𝑚𝑎𝑥𝐸𝑛 
𝑃
𝑛 3
=  𝑆𝑚𝑎𝑥
𝑘+2  𝐸1 
+      ∑ |∑𝑆𝑚𝑎𝑥
𝑞  𝐸𝑛
𝑘+2
𝑞 1
| ≤  𝑆𝑚𝑎𝑥
𝑘+2  𝐸1 +∑ |
𝑆𝑚𝑎𝑥
1  𝑆𝑚𝑎𝑥
𝐸𝑛|
𝑃
𝑛 3
𝑃
𝑛 3
 
(3-60) 
and: 
lim
𝑘→∞
|𝑒𝑟𝐸2
(2,𝑘)| ≤ ∑ |
𝑆𝑚𝑎𝑥
1  𝑆𝑚𝑎𝑥
𝐸𝑛|
𝑃
𝑛 3
 (3-61) 
Following this procedure and going through a lengthy algebra, it can be shown that in the 
last step, the asymptotic error is given by: 
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lim
𝑘→∞
|𝑒𝑟𝑟𝐸1
(𝑃,𝑘)| ≤ lim
𝑘→∞
{𝑆𝑚𝑎𝑥
𝑘 [(𝑃  1)𝑆𝑚𝑎𝑥
+ (𝑃  2) ]𝑘 |
𝑆𝑚𝑎𝑥
1  (𝑃  2)𝑆𝑚𝑎𝑥
|  𝐸𝑃  } 
(3-62) 
⋮  
⋮  
lim
𝑘→∞
|𝑒𝑟𝑟𝐸𝑃−1
(𝑃,𝑘)| ≤ lim
𝑘→∞
{𝑆𝑚𝑎𝑥
𝑘 [(𝑃  1)𝑆𝑚𝑎𝑥 + (𝑃  2)]
𝑘 |
𝑆𝑚𝑎𝑥
1  (𝑃  2)𝑆𝑚𝑎𝑥
|  𝐸𝑃 } 
(3-63) 
lim
𝑘→∞
|𝑒𝑟𝑟𝐸𝑃
(𝑃,𝑘)| ≤ lim
𝑘→∞
{(𝑃
 1)𝑆𝑚𝑎𝑥
𝑘+1 [(𝑃  1)𝑆𝑚𝑎𝑥 + (𝑃  2)]
𝑘+1 |
𝑆𝑚𝑎𝑥
1  (𝑃  2)𝑆𝑚𝑎𝑥
|  𝐸𝑃 } 
(3-64) 
Therefore, an upper bound on  𝑆𝑚𝑎𝑥 should be imposed so that: 
(𝑃  1) 𝑆𝑚𝑎𝑥
2 + (𝑃  2)𝑆𝑚𝑎𝑥  < 1 (3-65) 
which implies that: 
 
Figure 3-7.The maximum side-lobe level versus number of signals required for convergence for an array with 
the effective length given by (3-46).    
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𝑆𝑚𝑎𝑥 <
√(𝑃  2)2 + 4(𝑃  1)  (𝑃  2)
2(𝑃  1)
 (3-66) 
 
Equations (3-51) and (3-66) are the sufficient conditions to fulfill the convergence of the 
algorithm. For a 12-element circular array of diameter𝐷 = 1.44𝜆, the graph of maximum 
side-lobe level versus number of coherent signals that satisfies both conditions is given in 
Figure 3-7 .  
 
 
 
Figure 3-8. The LDR mode where jammer cancelation is accomplished by turning the transmitter on and off 
with a pattern known to the receiver. The directions of arrival and levels of the jammer is estimated during the 
off cycle and used to cancel the jammer signal during the on-cycle.   
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3.2.5 Interference Segregation 
After detecting signals from all directions, one needs to discern the desired signals 
from interference. This can be accomplished by using the training sequence as part of the 
desired transmitted data stream. The signal which exhibits a low level of cross spectral 
density with the training sequence is considered as the interfering signal and its contribution 
at each antenna is then subtracted from the total received signal at each antenna. Then, using 
the training sequence as part of the received signal, the channel response from the transmitter 
to each receiver antenna is estimated. Once the channel transfer function is computed, the 
transmitted data can be retrieved.  
Smart jammers, however, are able to detect the communication signals and then 
produce and radiate a corrupted copy of the signals. To avoid this, directional modulation 
techniques [122], [123] can be utilized at the transmitter point to minimize the bite error rate 
(BER) in the desired TX-to-RX channel and to maximize the BER in other directions. By 
this provision, the jammer will not be able to correctly detect the training sequence and 
generate a distorted version of the desired signal. The radio link can be designed to work in 
two different modes: High Data Rate (HDR) or normal mode and Low Data Rate (LDR). If 
the DoAs of the communication signal of interest is not in close angular proximity to the 
interfering signals, the radio link can work in its normal or HDR mode.  
For the scenarios in which the DoAs of the desired and interfering signals cannot be 
resolved by the array beamwidth, interference cancellation is possible in LDR mode. In LDR 
mode, the transmitter operates intermittently with a pattern known to the receiver using 
synchronized clocks. The off-time duration of the transmitter is set to be close to the length 
of the data packet. When the transmitter is off, the received signal is from the interferer only 
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(see Figure 3-8) whose DoAs and level are measured by the radio as before. Assuming there 
is only one jammer present and the channel transfer function does not change during the short 
interval of a data packet, the interference in directions where DoAs of the signal and jammers 
are close can be removed. This is done by first identifying small but measurable changes in 
the levels and DoAs of signals in directions when the transmitter was off. These are directions 
where the desired signal and jammer DoAs are close and not separable. Using a strong 
jammer signal from a direction not close to the desired signal as reference (𝐽0 in Figure 3-8) 
the jammer signals in directions where the jammer and the desired signal DoAs are close can 
be estimated accurately and removed.  
For example, referring to Figure 3-8, 𝐽1
𝑇𝑋_𝑂𝑁  can be obtained from: 
𝐽1
𝑇𝑋_𝑂𝑁(𝑓) ≅ 𝐽0
𝑇𝑋_𝑂𝑁(𝑓)
𝐽1
𝑇𝑋_𝑂𝐹𝐹(𝑓)
𝐽0
𝑇𝑋_𝑂𝐹𝐹(𝑓)
 (3-67) 
 
In view of (3-67), ASSIA processor enables the radio receiver to mitigate interference in 
LDR mode as a result of the inherent feature of the algorithm in terms of estimating the 
magnitude and phase of all arriving desired and interfering signals which is not attainable in 
other direction finding and interference suppression techniques.    
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3.2.6 Comparison with Other Techniques 
In this section, the performance characteristics of ASSIA is evaluated in comparison 
with other techniques using computer simulations and its convergence behavior is also 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
 
(f) 
Figure 3-9. Estimated directions of arrival versus iteration number. The red lines represent the truth and the 
symbols denote the estimated values. 
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demonstrated. Initially a simple scenario is considered to indicate the ability of the proposed 
algorithm to segregate the direction of arrival as well as the magnitude and phase of a number 
of monochromatic plane waves impinging a receiver with a circular array. The array is 
  
(a) 
  
(b) 
  
(c) 
  
(d) 
  
(e) 
  
(f) 
Figure 3-10. Estimated magnitudes of the signals versus iteration number. The red lines represent the truth and 
the symbols denote the estimated values. 
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composed of 12 equally spaced dipole antennas with a diameter of 𝐷 = 2𝑎 = 1.44𝜆 . It is 
also assumed that the array is illuminated by six monochromatic plane waves from different 
directions. The background noise is neglected in this simulation. The estimated directions of 
arrival and magnitudes of the signals versus iteration number are shown in Figure 3-9 and 
Figure 3-10 respectively. It is evident that in each step, the algorithm converges after a few 
iterations (less than 5) denoted by 𝑟𝑠. The total number of iterations to estimate each signal, 
defined as  𝑁𝐼
𝑠 depends on its magnitude compared to other signals and the total number of 
impinging signals which are above the threshold level. For the lower level signals, the 
convergence is faster. The reason is that, the signals are estimated in a descending order and 
when it comes to the lower signals, an accurate estimation of the larger ones is already made, 
and their contribution are already subtracted from the total. The range of the horizontal axis 
in Figure 3-9 and Figure 3-10 (𝐼𝑡𝑟. 𝑛𝑜.𝑚𝑎𝑥 𝐼𝑡𝑟. 𝑛𝑜.𝑚𝑖𝑛 ) represents 𝑁𝐼
𝑠. As mentioned 
before, 𝐸𝑠
(𝑖,𝑘) = 0 for 𝑖 < 𝑠. It can be observed that 100 𝑑𝐵 dynamic range 
( 20 𝑙𝑜𝑔( 𝐸1 𝐸6⁄  ) ) is handled by this technique using a 12-element circular array of 
diameter 1.44𝜆.  
A quantitative comparison with other techniques including Root-MUSIC [58] in 
conjunction with spatial smoothing [53], Matrix Pencil Method [75] and Maximum 
Likelihood by alternating projection [84] is performed with additive zero-mean White 
Gaussian Noise. To implement Root-MUSIC, a transformation to a virtual array [79] is 
applied to the circular array to make the data matrix amenable to spatial smoothing. This 
transformation is also used before applying the Matrix Pencil Method as the Matrix Pencil 
Method cannot directly be applied to a circular array. The circular array is recommended to 
have odd number of elements for efficient performance of this transformation [34]. 
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Therefore, to make a fair comparison, a 15-element circular array of diameter 𝐷 = 1.6 𝜆 is 
considered. It is assumed that four fully correlated signals with different signal-to-noise-
ratios spread over a wide dynamic range are illuminating the array from different 
directions listed in Table 2. The Root Mean Square Error (RMSE) in the estimation of the 
DoA of the source located at 𝜑 = 𝜑4 by varying the signal-to-noise ratio of the signal 
arriving from the 4th direction (SNR4) while keeping the SNR of the three other signals fixed 
is calculated and plotted in Figure 8 using different techniques based on 100 Monte Carlo 
simulations. It should be noted that, the same time duration of signals was taken for all 
Table 3-2. The directions of arrival and SNRs for the four-signal scenario  
Sig. No. DoA  SNR (dB) 
1 50° 65 
2 140° 60 
3 230° 55 
4 320° 5 to 50 
 
 
 
 
Figure 3-11. The RMSE in estimating φ4 versus SNR4 using different techniques for the scenario in which four 
correlated signals of different SNRs listed in Table 3-2 are impinging on the array. 
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techniques. It is observed that ASSIA exhibits superior performance particularly when SNR4 
is much lower than the other three signals. For this scenario, Maximum Likelihood fails to 
converge in detecting 𝜑4 if the dynamic range denoted by DR = SNRmax  SNR4 is larger 
than 35 dB. The detection errors of Root MUSIC and Matrix Pencil Method start to increase 
dramatically for DR > 45 dB  and DR > 40dB respectively; while ASSIA provides 
estimation of the direction of arrival of the weakest signal with less than 2°  error up to DR =
60 dB and SNR = 5dB.  
The computation time of ASSIA is compared with the other methods for this 
experiment and is illustrated in Figure 9. The computation time of ASSIA is comparable to 
MUSIC, 2.5 times more than MPM and 130 times less than the Maximum Likelihood 
method.  
Another factor that affects the performance of DoA estimation techniques is the 
number of the receiving signals. Using the same receiver array, the performance of ASSIA 
 
Figure 3-12. The Computation burden of ASSIA compared to other methods for the four-signal scenario. 
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is evaluated and compared with the other estimators for another scenario in which the number 
of the receiving signals is increased to seven. The directions of arrival and SNRs of the signals 
are listed in Table 3. Performing 100 Monte Carlo runs, the resulted RMSE in detecting angle 
of arrival of the 7th signal (𝜑7) by varying the signal-to-noise ratio of the signal arriving from 
the 7th direction (SNR7) while keeping the SNR  of the six other signals fixed, is shown in 
Figure 10 for different estimators. The performance of Root-MUSIC is severely degraded, 
since the effective aperture of the array is substantially reduced after spatial smoothing. It is 
also evident that the Maximum Likelihood breaks down in this scenario when DR =
SNRmax  SNR7 is larger than10 dB. The reason for the failure of the Maximum Likelihood 
is that the dependence of the global convergence on the initialization is very strong in all 
deterministic or randomized hill climbing techniques. In case of large dynamic range and 
large number of arriving signals, the probability of choosing a good initial point to render the 
convergence to the correct solution is much less. The resulted RMSE for Matrix Pencil 
Method is much higher than what is achieved by ASSIA particularly for DR > 20 dB. 
Comparing to the four-signal scenario, it is observed that, the estimation error of the Matrix 
Pencil Method is increased, while the estimation error of ASSIA is smaller than 1.5° for 
SNR = 5dB and DR = 60 dB.  
The keys to the success of ASSIA in situations where the signals dynamic range is 
wide and the number of the signals arriving from different directions is high are: 1) no 
initialization is required for the signals at the beginning and 2) the signal levels and the 
direction of arrivals based on estimating and removing the strongest signals are calculated 
through a multi-step iterative approach. In this fashion, the errors are effectively prevented 
to propagate while moving towards estimating the smaller signals.     
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The capability of ASSIA in detecting correlated signals over a very wide dynamic 
range is of great importance for interference cancellation as in realistic situations, the level 
of the interference signal is usually much larger than the desired signal. Moreover, as will be 
shown later, in complex environments, there exist multiple correlated interference signals 
and multiple correlated desired signals spanning a wide range of magnitude arriving at the 
receiver from different directions. As described before, all adaptive array techniques require 
the knowledge of the DoAs of the desired signals for maximizing the signal to interference 
ratio. Therefore, failure in the detection of the desired signals leads to the failure of the 
Table 3-3. The directions of arrival and SNRs for the seven-signal scenario 
Sig. No. DoA  SNR (dB) Sig. No. DoA  SNR (dB) 
1 35° 65 5 290° 65 
2 85° 65 6 345° 45 
3 140° 40 7 240° 5 to 65 
4 190° 40    
 
 
 
 
Figure 3-13. The RMSE in estimating φ7 versus SNR7 using different techniques for the scenario in which seven 
correlated signals of different SNRs listed in Table 3-3 are impinging on the array.  
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existing adaptive array techniques for interference cancelation.   There are also situations in 
practice where many small signals from different DoAs arrive at the receiver whose total 
power may be comparable to that of a larger signal and if the algorithm cannot detect these 
small signals, the estimation of DoAs of the stronger signals will be erroneous.  
In all simulations, it is assumed that the array is calibrated to capture the fabrication 
errors and thereby the array manifold is perfectly known. It should be noted that imperfect 
estimation of the array manifold generally results in the performance degradation of ASSIA 
and in particular puts a lower limit in the dynamic range of the signals that can be handled 
by ASSIA. The reason for the latter is that, a relatively small error in the estimation of the 
large signals generates a relatively large error in the estimation of the small signals. Hence, 
the dynamic range of the signal that ASSIA can handle is reduced as the systematic errors 
increase. This problem is not, however, unique to ASSIA but it applies to all other DoA 
estimators. Array calibration is thus essential to maximally benefit from the features that 
ASSIA offers.  
 
3.2.7 Performance Analysis in a Complex Environments 
To evaluate the performance of ASSIA under much complex and realistic conditions, 
a congested urban environment is considered. Such environment is characterized as a 
Rayleigh fading environment. Downtown Manhattan which is considered a complex wave 
propagation environment [124], is chosen as the simulation domain. A very fast and accurate 
urban wave propagation simulation software (EMTerrano of EM.Cube package [56]) is used 
for broadband wave propagation simulation. Figure 1-5 illustrates the simulation scenario 
generated by EMTerrano. The software allows placement of multiple transmitters of arbitrary 
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power level and arbitrary radiation pattern and provides the field coverage over the entire or 
a portion of the simulation area with desired resolution. For each point on the receiver grid, 
the software provides a vector containing the magnitude and phase of all rays arriving at that 
point with their corresponding angle of arrival. This information is used to assess the 
performance of the proposed algorithm. Choosing a transmitter location and using it as 
jammer, the performance of the algorithm can also be evaluated in terms of its ability to 
segregate the desired signal. The area of the region illustrated in Figure 1-5 
is 1200 𝑚 × 1200𝑚 within which one communication transmitter, one jammer and one 
receiver are placed at the antenna height of 2𝑚 from the ground. The buildings are assumed 
to be impenetrable objects composed of brick with εr = 4.44 .As before the receiver is 
composed of a uniform circular array of 12 dipole antennas designed to operate at 300 MHz. 
The desired transmitted signal is assumed to have a bandwidth of 4 MHz from 298 to 302 
MHz with BPSK modulation and the jamming signal is assumed to be a white Gaussian noise 
each of which are radiated through omnidirectional antennas. It should be noted that, since 
each frequency component of the signals is processed separately, ASSIA imposes no 
constraints on the waveform of the jamming signal. Therefore, if the jamming signal has any 
other waveform instead of White Guassian noise or even is correlated with the desired signal, 
ASSIA is able to detect and separate all interfering and desired signals. The resolution of the 
FFT which is applied at the receiver baseband is 10 kHz. The transmitter and the jammer 
power are adjusted so that within the signal bandwidth, the signal-to-noise ratio and the 
Signal-to-Jammer Ratio (SJR)  at the receiver are 20dB and -20 dB respectively. An example 
scenario for HDR mode is illustrated in Figure 3-14(a). As it is depicted in Figure 3-14(a), a 
large number of rays arrive at the receiver emanating from both the transmitter and the 
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jammer. For this scenario, as it is evident from Figure 3-14(b), six directions of arrival are 
detected by the receiver. It is also shown that the jamming signals are arriving from three 
main separable directions and for each main direction, there are many adjacent rays. The 
 
(a) 
 
(b) 
Figure 3-14. (a) An example scenario for HDR mode, (b) detected signals (Center frequency component) for 
this scenario. 
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desired signal, on the other hand, is arriving at the receiver from five main separable 
 
 
(a) 
 
(b) 
 
(c) 
Figure 3-15. (a) An example scenario for LDR mode. (b) Detected signals (Center frequency component) for 
when the transmitter is off, (c) Detected signals (Center frequency component) when the transmitter is on. 
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directions among which one overlaps with the jamming signal. The rays from this direction 
is not read as the desired signal. Also, one ray is not detected due to its low amplitude 
compared to the pre-determined threshold level and the algorithm errors as well. These errors 
occur when the contribution of the other signals is not subtracted perfectly because a large 
number of rays are arriving at the receiver within the azimuthal angular range from 150° to 
250° which are not apart enough to be segregated and estimated by the algorithm accurately. 
Therefore, three desired and three jamming signals are detected some of which represents 
the resultant of the adjacent arriving signals. This procedure is done for all frequency 
components and the jamming signals subtracted from the total received signal at each 
antenna. Eventually, the cleaned-up signal from each antenna goes through further signal 
processing and decoding which is not the point of attention in this discussion. For this 
scenario, the achieved signal to jammer ratio after cancellation procedure is 9.5dB which 
indicates 29.5 dB improvement.  
Now consider the scenario demonstrated in Figure 3-15 (a) in which the desired and 
the jamming signals arrive at the receiver from nearby directions and a replica of the jamming 
signal quite away from the desired signal also exists. In this case, the receiver fails to retrieve 
the desired signal in HDR mode. Noting that SNR = 20dB and SJR =  20dB, Figure 3-15 
(b) and Figure 3-15 (c) show the detected signals corresponding to the center frequency 
component in the transmitter off-state and the transmitter on-state respectively. The detected 
directions of arrival for the jamming signal which is close to the desired signal denoted as 
𝜑2 changes as the transmitter transits from off-state to on-state. Based on the procedure 
described in section 3.2.5 for LDR mode and assuming a perfect synchronization, which is 
beyond the scope of this research, the radio receiver will be able to make an estimation of 
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the jamming signal from direction 𝜑2 and then to clean up the received signal at each 
antenna. After jamming signal removal, the signal to jammer ratio is increased to +6.5 dB 
which corresponds to 26.5dB enhancement in this case. 
  The two previous examples clearly demonstrate the effectiveness of ASSIA radio. 
However, a statistical analysis is carried out to show that the improvements observed are not 
accidental. For this purpose, 100 receiver locations are chosen randomly in the scene shown 
in Figure 3-16. The locations of the transmitter and the jammer are kept the same for these 
series of simulations. For each receiver location, the power of the transmitter and the jammer 
have been adjusted so that at the receiver point SNR = 20 dB and SJR =  20 dB.  Out of 
100 receiver locations, 30 points are not further examined as either the signal or jammer were 
below the threshold. Out of 70 points at which the algorithm was tested, in 38 receiver 
locations, the radio has been able to effectively remove interference and boost the signal to 
jammer plus noise ratio to at least +2 dB (minimum of 22dB improvement) in HDR mode. 
The number of DoAs of the desired and the jamming signals corresponding to each receiver 
location and S (J + N)⁄  after interference removal are illustrated on the same graph in Figure 
3-16. The radio fails to retrieve the desired signal in HDR mode in other spots due to the 
proximity of the DoAs of the desired and the jamming signals. Switching to LDR mode, 
enables the receiver to segregate the communication signal of interest from the interfering 
signal in 11 other locations. As it is shown in Figure 3-17, in the worst case, S (J + N)⁄  at the 
output of the ASSIA processor is higher than+2 dB. Therefore, ASSIA radio succeeded to 
remove interference in a total 49 out of 70 spots (70 % of occasions) with better than 22 dB 
improvement. In 21 locations out of 70 points, the desired and the jamming signals all arrived 
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with similar DoAs for which even the LDR was challenged to cancel out the jammer 
substantially.  
 
 
Figure 3-16.Number of DoAs of the desired (black pentagrams) and the jamming (red squares) signals and 
S/(J+N) after mitigation (green circles) in HDR mode for 38 receiver locations. 
 
 
 
Figure 3-17. Number of DoAs of the desired (black pentagrams) and the jamming (red squares) signal and 
S/(J+N) after mitigation (green circles) in LDR mode for 11 receiver locations. 
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The success level can of course be improved significantly if we did not force SJR to 
be -20 at every location.  Also, by increasing the number of antennas and in turn reducing 
the array beamwidth, the performance of the radio can be enhanced. The number of DoAs of 
the desired and the jamming signals and their angular distance affect the enhancement level 
 
(a) 
 
 
(b) 
Figure 3-18. The sketch of the received rays for (a) Receiver location 1, (b) Receiver location 2. The receiver 
operates in HDR mode in these locations. 
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of S (J + N)⁄ . Roughly, one can say that the lower is the number of DoAs and the larger their 
angular distance, the higher is the performance improvement.  
 
(a) 
 
(b) 
Figure 3-19. The sketch of the received rays for (a) Receiver location 3, (b) Receiver location 4. The receiver 
operates in LDR mode in these locations.   
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Figure 3-20 illustrates the signal to jammer plus noise ratio after cancellation versus 
signal to jammer ratio before cancellation by using the same receiver array in four different 
receiver locations. Two of these scenarios corresponds to HDR mode and the other two 
corresponds to LDR mode shown in Figure 3-18 and Figure 3-19 respectively. As before, it 
is assumed that SNR = 20 dB for these simulations. Figure 3-20 further reveals that the 
performance of the radio depends on the scenario complexity, that is, the number of DoAs, 
their angular distance and the signal to jammer ratio. The reason for better performance of 
the radio receiver in location 2 compared to location 1 for very low signal to jammer ratio in 
HDR mode pertains to the proximity of DoAs of the desired and jamming signals in location 
1.  The algorithm also exhibits excellent cancellation of the jamming signal in LDR mode in 
location 4 which is better than that for location 3 for very low SJR. This is due to the fact that, 
in location 4, there exit rays of jamming signals with DoAs which are apart from the desired 
 
 
Figure 3-20. S/(J+N) after cancellation versus S/J before cancellation for 4 different receiver locations 
demonstrated in Figure 3-18 and Figure 3-19.  
 
 
   
 
  
-100 -80 -60 -40 -20
0
5
10
15
20
S/J before cancellation (dB)
S
/(
J
+
N
) 
a
ft
e
r 
c
a
n
c
e
lla
ti
o
n
 (
d
B
)
 
 
Receiver Location 1 (HDR)
Receiver Location 2 (HDR)
Receiver Location 3 (LDR)
Receiver Location 4 (LDR)
 110 
signals and can be estimated accurately by the algorithm. In location 3, the jammer signal is 
not estimated as accurate as that of location 4 due to not having enough angular distance 
from the desired signals. 
 
3.3 Closely-spaced Nulls Synthesis Method (CNSM) 
3.3.1 Formulation of CNSM 
As mentioned in Section 3.2, the magnitudes and the phases of all signals with angular 
spacing larger than the array beamwidth are estimated by ASSIA while the closely-spaced 
signals are left combined. The vector sum of the closely-spaced signals denoted by 𝐕𝒔  
obtained in the first step is processed in the next step using CNSM to resolve the nearby 
signals. This hybrid approach significantly reduces the complexity of the problem as it shrinks 
the search region to the beamwidth of the array as oppose to the entire space.  
Before proceeding to the details of  CNSM, it is important to clarify that CNSM 
algorithm presented here is different from null steering method that has been used for 
accurately tracking a single target or estimating the DoA of an impinging signal. This 
traditional null steering approach was first introduced by Robert M. Page in 1943 and patented 
four years later in 1947 and published in 1968 [113]. The technique proposed by Page was 
originally called “Simultaneous Lob Comparison, Pulsed Echo Location System” and was 
later referred to as “Monopulse Tracking”. However, this technique is only useful for exact 
localization of a single target or signal and it fails if two or more closely spaced signals are 
received. Since then, variety of adaptive null-steering methods have been reported most of 
which are intended to suppress interference signals under very limiting conditions and none 
of them are adapted to render the DoA of multiple signals. The proposed CNSM in this section 
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is a new approach for DoA estimation and is basically developed in conjunction with ASSIA 
to resolve multiple closely spaced correlated signals. The formulation of CNSM for detecting 
two signals is described in part A of this section for demonstration and then in part B, the 
generalized form of CNMS for resolving arbitrary number of nearby signals is presented.   
 
3.3.1.1 Two Closely-spaced Signals 
To begin with, consider two monochromatic plane waves impinging on a circular array 
composed of M equally-spaced elements  from directions 𝜑1 and 𝜑2 where  𝜑1  𝜑2 < 𝐵𝑊. 
This resembles a case of unresolved closely spaced signals after segregation in the first step.  
The Closely spaced Nulls-Synthesis Method (CNSM) developed here is based on minimizing 
the total received power of the array by creating closely spaced nulls in all possible directions 
within the array beamwidth to coincide with the DoAs of the signals. Generally, as the nulls’ 
separation is decreased, the peak array gain between the two nulls is also decreased which 
makes the task of minimization more difficult especially in cases where signal-to-noise-ratio 
 
Figure 3-21. The plot of functions F(), FS(), and the array pattern denoted by Leff().      
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is low. To make the method efficient for moderate or low SNR regimes, the peak gain in 
between the two nulls should be maximized. To start, consider a simple function 
𝐹𝑠(𝜑) defined as [112]:  
𝐹𝑠(𝜑) = 𝑒
 𝑗
𝑀
2𝜑(𝑒𝑗𝜑  𝑒𝑗𝜑𝑛𝑢𝑙𝑙
1
) (𝑒𝑗𝜑    𝑒𝑗𝜑𝑛𝑢𝑙𝑙
2
) (3-68) 
where 𝜑𝑛𝑢𝑙𝑙
1  and 𝜑𝑛𝑢𝑙𝑙
2  are the directions of the nulls. ∆𝜑 is defined as the nulls angular 
separation (∆𝜑 = 𝜑𝑛𝑢𝑙𝑙
1  𝜑𝑛𝑢𝑙𝑙
2 )  and 𝑀 is the number of the array elements. 𝐹𝑠(𝜑) as 
described by (3-68) has two zeros at 𝜑 = 𝜑𝑛𝑢𝑙𝑙
1  and 𝜑 = 𝜑𝑛𝑢𝑙𝑙
2  and is made realizable by an 
𝑀-element circular array using the first multiplicative phase term. The normalized magnitude 
of this function and radiation pattern of the array denoted by 𝐿𝑒𝑓𝑓(𝜑) are plotted in Figure 
3-21. The voltage gain at 𝜑0 = (𝜑𝑛𝑢𝑙𝑙
1 + 𝜑𝑛𝑢𝑙𝑙
2 ) 2⁄  is found to be:  
𝐺𝐹𝑠(𝜑0) = √
2𝜋𝐹𝑠2(𝜑0)
∫ 𝐹𝑠2(𝜑0)
2𝜋
0
𝑑𝜑
≅ tan2 (
∆𝜑
4
)                 (3-69) 
which asymptotically decays as ∆𝜑2 16⁄ . This of course is not desired in practice, as the 
signal-to-noise ratio of the received signal may not be very high. To increase this gain, the 
array directivity in other directions must be reduced. The basic idea is to add zeros to the gain 
function given by (3-68) in other directions, especially the direction of maximum radiation. 
An M-element circular array can generate M independent zeros [112].  Let’s define a new 
function denoted by 𝐹(𝜑) as: 
𝐹(𝜑) = 𝐹𝑠(𝜑)(𝑒
𝑗𝜑  𝑒𝑗(𝜑0+𝜑𝑧))
𝑀 2
2 (𝑒𝑗𝜑  𝑒𝑗(𝜑0 𝜑𝑧))
𝑀 2
2       (3-70) 
which has two zero of order (𝑀  2) 2⁄  at 𝜑 = 𝜑0 + 𝜑𝑧 and 𝜑 = 𝜑0  𝜑𝑧. Then, 𝜑𝑧 is 
defined so as to 𝐺(𝜑0)  is maximized: 
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𝜑𝑧 = argmax
𝜑𝑧
𝐺𝐹(𝜑0) (3-71) 
where 𝐺𝐹(𝜑) is given by: 
𝐺(𝜑) = √
2𝜋𝐹2(𝜑)
∫ 𝐹2(𝜑)
2𝜋
0
𝑑𝜑
 (3-72) 
𝐺(𝜑0) vesus 𝜑𝑧 is calculated numerically for different array sizes and is plotted in Figure 
3-22.The gain increases as 𝜑𝑧 gets larger up to an optimum value denoted as 𝜑𝑧
𝑜𝑝𝑡
 after which 
the gain starts to decrease slightly up to 𝜑𝑧 = 𝜋 . As M increases from 6 to 24, 𝜑𝑧
𝑜𝑝𝑡
 varies 
from 0.7 𝜋 to 0.55 𝜋.  The normalized magnitude of the function given by (3-70) for 𝜑𝑧 =
𝜑𝑧
𝑜𝑝𝑡
 is plotted in Figure 3-21. The gain in the direction of 𝜑0  is found as: 
𝐺𝐹(𝜑0) =
𝐾(𝑀)
2
tan2 (
∆𝜑
4
) (cos (
∆𝜑
4
))
2 𝑀
√
𝑀𝑀
(𝑀  2)𝑀 2
 (3-73) 
where: 
 
Figure 3-22. G(0) vesus z for  = 0.3BW for different array sizes. G(0)  is maximized at z  = 0.7  and z  
= 0.55  for 𝑀 = 6 and 𝑀 = 24 respectively. 
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𝐾(𝑀) = {
1                       𝜑𝑧 = 𝜋
1 + 0.03(√2𝑀)√3     𝜑𝑧 = 𝜑𝑧
𝑜𝑝𝑡      
   
(3-74) 
Comparing (3-69) and (3-73) shows that 𝐹(𝜑) provides 
 
Figure 3-23.GF/GFs versus the circular array elements number with inter-element spacing of /3 for  = /12. 
 
 
Figure 3-24. GF and GFs  versus nulls separation for a 12-element circular antenna array with element spacing 
of /3. 
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𝐺𝐹(𝜑0)
𝐺𝐹𝑠(𝜑0)
=
𝐾(𝑀)
2
(cos (
∆𝜑
4
))
2 𝑀
√
𝑀𝑀
(𝑀  2)𝑀 2
 (3-75) 
more gain than 𝐹𝑠(𝜑) at  𝜑 = 𝜑0. 𝐺𝐹(𝜑0) 𝐺𝐹𝑠(𝜑0)⁄   versus number of the circular array 
elements for ∆𝜑 = 𝜋 12⁄  is plotted in Figure 3-23. For a 12-element circular antenna array 
with element spacing of 𝜆 3⁄ , 𝐺𝐹 and 𝐺𝐹𝑠  versus nulls separation are plotted in Figure 3-24. 
The gain in the direction between the two nulls is increased by 26.5 dB after imposing 
additional nulls. The function given by (3-70) is then synthesized for all possible pairs of 
directions (𝜑𝑛𝑢𝑙𝑙
1 , 𝜑𝑛𝑢𝑙𝑙
2 ) within the array beamwidth (see Figure 3-25) and the directions of 
arrival are obtained as:  
(𝜑1, 𝜑2) = argmin
(𝜑𝑛𝑢𝑙𝑙
1 ,𝜑𝑛𝑢𝑙𝑙
2 )
(𝐖𝜑𝑛𝑢𝑙𝑙1 ,𝜑𝑛𝑢𝑙𝑙2  𝐕𝒑) (𝐖𝜑𝑛𝑢𝑙𝑙1 ,𝜑𝑛𝑢𝑙𝑙2  𝐕𝒑)
𝐻
 (3-76) 
where 𝐕𝒑 is the vector of the received voltage from which the contribution of the signals 
arriving from directions outside the array beamwidth is excluded by ASSIA in the first step 
and is given by:   
𝐕𝒑 = 𝐕  ∑ (𝜑𝑞) 𝐸𝑞
𝑃
𝑞 1
𝑞≠𝑝
 (3-77) 
and 𝐖𝜑𝑛𝑢𝑙𝑙1 ,𝜑𝑛𝑢𝑙𝑙2  is the vector of the weighting factors which is applied to the array elements 
so as to generate the nulls in directions 𝜑𝑛𝑢𝑙𝑙
1  and 𝜑𝑛𝑢𝑙𝑙
2  : 
𝐖𝜑𝑛𝑢𝑙𝑙1 ,𝜑𝑛𝑢𝑙𝑙2 = [
𝑤
𝜑𝑛𝑢𝑙𝑙
1 ,𝜑𝑛𝑢𝑙𝑙
2
1 ⋯ 𝑤
𝜑𝑛𝑢𝑙𝑙
1 ,𝜑𝑛𝑢𝑙𝑙
2
𝑚
] (3-78) 
whose elements are given by [112]: 
𝑤
𝜑𝑛𝑢𝑙𝑙
1 ,𝜑𝑛𝑢𝑙𝑙
2
𝑚 = ∑
∫ 𝐹(𝜑)
2𝜋
0
 𝑒 𝑗𝑞𝜑 𝑑𝜑
∑ 𝐶𝑝𝑗
(𝑞 𝑝)𝐽𝑞 𝑝(2𝜋𝑟 𝜆⁄ )
𝐿
𝑝  𝐿
𝑀 2⁄
𝑞  𝑀 2⁄
𝑒𝑗𝑞
2𝜋𝑚
𝑀  (3-79) 
Where 
 116 
 
𝐶𝑝 = ∫ 𝑙𝑒𝑓𝑓(𝜑)
2𝜋
0
 𝑒 𝑗𝑝𝜑 𝑑𝜑 (3-80) 
,𝐿 is the highest Fourier harmonic of 𝑙𝑒𝑓𝑓(𝜑)(effective length of each antenna element with 
reference to the element center),  𝐽𝑞 𝑝 is the (𝑞  𝑝)th order Bessel function of the first kind, 
 
Figure 3-25.The search region shown in gray over which F() is realized for different values of 1null and 2null. 
Also, shown is the focused pattern of the array in direction d = 0. 
 
Figure 3-26.The search region for 1null and 2null. It is assumed that 1 < 2.  
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and 𝑟 is the radius of the array whose optimum value is 𝑟 = 𝜆(𝑀 2⁄  𝐿) 2𝜋⁄ . The search 
region is demonstrated in Figure 3-26.  Assuming 𝜑1 < 𝜑2, the search region for 𝜑𝑛𝑢𝑙𝑙
1  and 
 
(a) 
 
(b) 
 
Figure 3-27.The plot of the error function given by (3-76) calculated within the search region for two different 
scenarios:  (a) only one signal is arriving from  = 80(b) two closely spaced signals are arriving from 1 = 70 
and 2 = 80.  
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𝜑𝑛𝑢𝑙𝑙
2  is defined as: 
𝜑𝑖 < 𝜑𝑛𝑢𝑙𝑙
1 < 𝜑𝑓  ∆𝜑𝑚𝑖𝑛     
𝜑𝑛𝑢𝑙𝑙
1 + ∆𝜑𝑚𝑖𝑛 < 𝜑𝑛𝑢𝑙𝑙
2 < min{𝜑𝑛𝑢𝑙𝑙
1 + ∆𝜑𝑚𝑎𝑥,  𝜑𝑓}      
(3-81) 
where 𝜑𝑖 = 𝜑𝑑  
𝐵𝑊
2
 and  𝜑𝑓 = 𝜑𝑑 +
𝐵𝑊
2
  and 𝜑𝑑 is the detected direction of arrival 
associated with the vector sum of the proximate signals. ∆𝜑𝑚𝑖𝑛 and ∆𝜑𝑚𝑎𝑥 are the minimum 
and the maximum signals angular separation respectively over which the search process is 
performed noting that ∆𝜑𝑚𝑎𝑥  ∆𝜑𝑚𝑖𝑛 < 𝐵𝑊 and ∆𝜑𝑚𝑖𝑛  ≅ 0.1 𝐵𝑊. Since the search 
region after applying ASSIA reduces significantly to a small region shown in Figure 3-26, the 
computation is relatively fast.  
It should be noted that upon the completion of the first step, the number of the closely 
spaced signals is not known. In the second step, the CNSM is applied for each region around 
all detected signals to see if the error function in (3-75) looks like Figure 3-27(a) or Figure 
3-27(b) . If the error function exhibits a single explicit minimum as illustrated in Figure 
3-27(b) , then the existence of two signals within that region is indicated and their DoAs are 
detected. Otherwise, only one signal is arriving within the search area.  
 
3.3.1.2 Multiple Closely-spaced Signals 
The method described in the part A can be extended to resolve multiple closely spaced 
signals. If  N is the number of the signals, then, the beam pattern denoted as 𝐹𝑁(𝜑)  is formed 
so as to have N closely spaced nulls within the main lobe of the array. Therefore, 𝐹𝑁(𝜑) should 
have N simple zeros in directions {𝜑𝑛𝑢𝑙𝑙
𝑛 }𝑛 1
𝑁  where 𝜑𝑛𝑢𝑙𝑙
1 < 𝜑𝑛𝑢𝑙𝑙
2 < ⋯ < 𝜑𝑛𝑢𝑙𝑙
𝑁 . To achieve 
the maximize gain in the directions between the adjacent nulls, {(𝜑𝑛𝑢𝑙𝑙
𝑛 + 𝜑𝑛𝑢𝑙𝑙
𝑛+1) 2⁄ }𝑛 1
𝑁 1, the 
 119 
other 𝑀  𝑁 zeros are equally distributed in directions (𝜑𝑛𝑢𝑙𝑙
1 + 𝜑𝑛𝑢𝑙𝑙
𝑁 ) 2⁄   𝜑𝑧 and 
(𝜑𝑛𝑢𝑙𝑙
1 + 𝜑𝑛𝑢𝑙𝑙
𝑁 ) 2⁄ +  𝜑𝑧  and thereby 𝐹𝑁(𝜑) is built up as: 
𝐹𝑁(𝜑) = 𝑒
 𝑗
𝑀
2𝜑(𝑒𝑗𝜑  𝑒𝑗( 𝜑0+𝜑𝑧))
(𝑀 𝑁)
2 (𝑒𝑗𝜑  𝑒𝑗( 𝜑0 𝜑𝑧))
(𝑀 𝑁)
2 ∏(𝑒𝑗𝜑
𝑁
𝑛 1
 𝑒𝑗𝜑𝑛𝑢𝑙𝑙
𝑛
) 
(3-82) 
where  𝜑0 = (𝜑𝑛𝑢𝑙𝑙
1 + 𝜑𝑛𝑢𝑙𝑙
𝑁 ) 2⁄ . Solving numerically for 𝜑𝑧 to maximize the gain in 
directions {(𝜑𝑛𝑢𝑙𝑙
𝑛 + 𝜑𝑛𝑢𝑙𝑙
𝑛+1) 2⁄ }𝑛 1
𝑁 1, it is observed that similar to the two-signal case, 𝜑𝑧
𝑜𝑝𝑡
falls 
in the range [0.55 𝜋, 0.7 𝜋] for different array sizes. Performing a very lengthy algebraic 
manipulation and simplification, it can be shown that the minimum normalized array gain in 
direction𝑠 {(𝜑𝑛𝑢𝑙𝑙
𝑛 + 𝜑𝑛𝑢𝑙𝑙
𝑛+1) 2⁄ }𝑛 1
𝑁 1 denoted as 𝐺𝐹𝑁
𝑚𝑖𝑛 (See Figure 3-28) for ∆𝜑𝑚𝑖𝑛 ≪ 𝐵𝑊 is 
well approximated by: 
𝐺𝐹𝑁
𝑚𝑖𝑛 ≅ 𝐶(𝑁) 𝐾(𝑀,𝑁) (2√𝑁)
 𝑁
(
∆𝜑𝑚𝑖𝑛
4
)
𝑁
√
𝑀𝑀
(𝑀  𝑁)𝑀 𝑁
 (3-83) 
where: 
 
Figure 3-28. The plot of functions FN(), FSN(), and the array pattern for 𝑁 = 4.     
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𝐶(𝑁) =
{
 
 
 
 (
𝑁!
(𝑁 2⁄ )!
)
2
                          𝑁 even
2𝑁 (
(𝑁  1)!
((𝑁  1) 2⁄ )!
)
2
     𝑁 odd
       (3-84) 
and 
𝐾(𝑀,𝑁) ≅ {
   1                      𝜑𝑧 = 𝜋
1 + 0.03(√𝑀𝑁)√3     𝜑𝑧 = 𝜑𝑧
𝑜𝑝𝑡      
  (3-85) 
Comparing with 𝐺𝐹𝑆𝑁(𝜑) given by: 
𝐺𝐹𝑆𝑁
𝑚𝑖𝑛 = √
2𝜋𝐹 𝑁
2 (𝜑0)
∫ 𝐹 𝑁
2 (𝜑0)
2𝜋
0
𝑑𝜑
= 𝐶(𝑁)(2√𝑁)
 𝑁
(
∆𝜑𝑚𝑖𝑛
4
)
𝑁
√𝑁𝑁 (3-86) 
Where 
𝐹 𝑁(𝜑) = 𝑒
 𝑗
𝑀
2𝜑∏(𝑒𝑗𝜑  𝑒𝑗𝜑𝑛𝑢𝑙𝑙
𝑛
)
𝑁
𝑛 1
 (3-87) 
that has only N simple zeros at {(𝜑𝑛𝑢𝑙𝑙
𝑛 +𝜑𝑛𝑢𝑙𝑙
𝑛+1) 2⁄ }𝑛 1
𝑁 1, it can be shown that: 
 
Figure 3-29. GFN versus number of the signals for 𝑀 = 12 and min = /12.  
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𝐺𝐹𝑁
𝑚𝑖𝑛
𝐺𝐹𝑆𝑁
𝑚𝑖𝑛
≅ 𝐾(𝑀,𝑁)√
1
𝑁𝑁
𝑀𝑀
(𝑀  𝑁)𝑀 𝑁
 (3-88) 
In (3-88), 𝐺𝐹𝑁𝑆
𝑚𝑖𝑛 is the minimum normalized value of 𝐺𝐹𝑆𝑁(𝜑) in directions 
{(𝜑𝑛𝑢𝑙𝑙
𝑛 + 𝜑𝑛𝑢𝑙𝑙
𝑛+1) 2⁄ }𝑛 1
𝑁 1 . The derivations of (3-83)and (3-86) are given in the Appendix A. 
𝐺𝐹𝑁
𝑚𝑖𝑛 versus the number of the signals for 𝑀 = 12 and ∆𝜑𝑚𝑖𝑛 = 𝜋 12⁄  is plotted in Figure 
3-29.  
To find the DoAs, 𝐖
{𝜑𝑛𝑢𝑙𝑙
𝑛 }
𝑛=1
𝑁  is computed by substituting 𝐹(𝜑) by 𝐹𝑁(𝜑) in (3-79) 
for a set of {𝜑𝑛𝑢𝑙𝑙
𝑛 }𝑛 1
𝑁  within the array beamwidth and the directions of arrival are obtained 
as: 
{𝜑𝑛}𝑛 1
𝑁 = argmin
{𝜑𝑛𝑢𝑙𝑙
𝑛 }
𝑛=1
𝑁
(𝐖
{𝜑𝑛𝑢𝑙𝑙
𝑛 }
𝑛=1
𝑁  𝐕𝒔) (𝐖{𝜑𝑛𝑢𝑙𝑙
𝑛 }
𝑛=1
𝑁  𝐕𝒔)
𝐻
 (3-89) 
The search process is performed over the following domain: 
𝜑𝑖 < 𝜑𝑛𝑢𝑙𝑙
1 < 𝜑𝑓  (𝑁  2)∆𝜑𝑚𝑖𝑛   
𝜑𝑛𝑢𝑙𝑙
1 + ∆𝜑𝑚𝑖𝑛 < 𝜑𝑛𝑢𝑙𝑙
2 < min{𝜑𝑛𝑢𝑙𝑙
1 + ∆𝜑𝑚𝑎𝑥,  𝜑𝑓  (𝑁  3)∆𝜑𝑚𝑖𝑛} 
⋮ 
𝜑𝑛𝑢𝑙𝑙
𝑛 1 + ∆𝜑𝑚𝑖𝑛 < 𝜑𝑛𝑢𝑙𝑙
𝑛 < min{𝜑𝑛𝑢𝑙𝑙
𝑛 + ∆𝜑𝑚𝑎𝑥,  𝜑𝑓  (𝑁  𝑛  1)∆𝜑𝑚𝑖𝑛} 
⋮ 
𝜑𝑛𝑢𝑙𝑙
𝑁 1 + ∆𝜑𝑚𝑖𝑛 < 𝜑𝑛𝑢𝑙𝑙
𝑁 < min{𝜑𝑛𝑢𝑙𝑙
𝑁 1 + ∆𝜑𝑚𝑎𝑥,  𝜑𝑓}   
(3-90) 
 
As mentioned in Section 3.3.1.1, since the number of the impinging signals from 
directions confined to the array beamwidth is not known, CNSM starts off the search process 
assuming that only two signals exist (N = 2). If a single global minimum is not found, then 
 122 
the algorithm runs for N = 3 and this stepwise procedure is continued for larger values of N  
up until the number of nulls matches the number of the signals and thereby, a single global 
minimum is found.  
For arrays with large number of elements (𝑀 > 50), it is numerically found that the 
𝑀  𝑁 zeros of the function 𝐹𝑁(𝜑) should be uniformly distributed within the intervals  𝜑0 +
7𝜆 𝐷⁄ ≤ 𝜑 ≤ 𝜑0 + 𝜋 and 𝜑0  𝜋 ≤ 𝜑 ≤ 𝜑0  7𝜆 𝐷⁄  as shown in Figure 3-30 as oppose to 
having two zeros of order (𝑀  𝑁) 2⁄  at 𝜑0   𝜑𝑧 and 𝜑0   𝜑𝑧. This arrangement of nulls 
provides the same gain as that of given by (3-83) in directions between adjacent nulls for small 
arrays.  
 
3.3.2 Simulation Results and Comparison with Other Methods 
To demonstrate the performance of ASSIA-CNSM, a comparison with other methods 
 
Figure 3-30.The nulls locations scheme for arrays with large number of elements assuming 0 = 0.  
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such as Maximum Likelihood with Alternating Projection (ML-AP) [84] method is made. A 
12-element uniform circular array of diameter 𝐷 = 1.4 𝜆 is considered as the receiver array. 
In the first experiment, the array is assumed to be illuminated by four correlated signals listed 
in Table I. The angular spacing between DoA of signal 1 and signal 2 and between DoA of 
signal 3 and signal 4 are set as ∶ ∆𝜑12 = 𝜑2  𝜑1 = ∆𝜑34 = 𝜑4  𝜑3 =  0.125 𝜆 𝐷⁄ ≅ 5
°.  
The correlation coefficient between signal 1, 𝑆1(𝑡), and signal 2, 𝑆2(𝑡) defined as: 
𝜌12 =
∫(𝑆1(𝑡)  𝑆1(𝑡)̅̅ ̅̅ ̅̅ ̅)(𝑆2(𝑡)  𝑆2(𝑡)̅̅ ̅̅ ̅̅ ̅)𝑑𝑡
√(∫(𝑆1(𝑡)  𝑆1(𝑡)̅̅ ̅̅ ̅̅ ̅)
2
𝑑𝑡) (∫(𝑆2(𝑡)  𝑆2(𝑡)̅̅ ̅̅ ̅̅ ̅)
2
𝑑𝑡)
 (3-91) 
Table 3-4. The directions and SNRs of the sources for the first experiment 
Signal No. DoA SNR (dB) 
1 𝜑1 15 
2 𝜑2 = 𝜑1 + 0.125 𝐵𝑊 15 
3 𝜑3 = 𝜑1 + 3𝐵𝑊 16 
4 𝜑4 = 𝜑3 + 0.125 𝐵𝑊 16 
  
 
Figure 3-31.The percentage of error in the DoA estimation of signal 2 normalized to half power beamwidth as 
a function of 12. In this scenario, SNR1 = SNR2 = 15dB and 2 - 1 = 0.125 BW. MPM and Root MUSIC with 
spatial smoothing methods failed in this scenario. 
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is varied and the Error in the estimation of DoA of signal 2 normalized to the half power 
beamwidth of the array versus the correlation coefficient (𝜌12) is calculated from 2000 
snapshots and is plotted in Figure 3-31 and is compared with ML-AP method when the 
number of snapshots is 2000.  In (3-91),  𝑆𝑛(𝑡)̅̅ ̅̅ ̅̅ ̅ is the mean value of 𝑆𝑛(𝑡) over one period. 
For two monochromatic signals with phase difference 𝛼, (39) is simplified to 𝜌12 = cos(𝛼). 
As the correlation coefficient between signals exceeds 0.7, the performance degradation of 
ML-AP accelerates and rapidly departs from that of obtained by ASSIA-CNSM.  
In the second experiment, the DoAs are the same as the first experiment. Similar to 
the first experiment 𝜌34 = 0.9. The correlation coefficient between signal 1 and signal 2 is 
set as 𝜌12 = 0.5 and the error in the estimation of 𝜑2 normalized to the beamwidth of the 
array is computed as a function of SNR1 = SNR2 = SNR. As shown in Figure 3-32, in this 
scenario, ASSIA-CNSM provides slightly more accurate estimation compared to ML-AP 
 
Figure 3-32. The percentage of error in the DoA estimation of signal 2 normalized to half power beamwidth as 
a function of SNR1 = SNR2 =SNR for the second experiment. In this scenario, 12 = 0.5 and 2 - 1 = 0.125 BW 
.MPM and Root MUSIC with spatial smoothing methods failed in this scenario. 
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particularly when SNR goes below 7 dB. It should be noted that Matrix Pencil Method 
(MPM) and Root MUSIC with spatial smoothing were also run for these scenarios and both 
methods failed to resolve the signals.     
Coded in MATLAB and executed on a 64-bit Windows 7 Operating System which runs 
AMD Phenom ™ II X4 965 Processor 3.4 GHz with 16 GB memory, the computation time 
of ASSIA-CNSM for both experiments is 11 times less than ML-AP.  
In the third experiment, the same array used in the previous two scenarios is assumed 
to be illuminated by three closely spaced equal-magnitude correlated signals with correlation 
coefficients 𝜌13 = 𝜌23 = 0.85 and 𝜌12 = 0.5 . The DoA estimation error normalized to the 
array beamwidth defined as: 
𝐸𝑟𝑟𝑜𝑟 =
1
3𝐵𝑊
∑|𝜑𝑛
𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑  𝜑𝑛
𝐴𝑐𝑡𝑢𝑎𝑙|
3
𝑛 1
    (3-92) 
 
Figure 3-33.The percentage of DoA estimation error normalized to half power beamwidth as a function of SNR1 
= SNR2 = SNR3 = SNR and for different signals angular separation for the three-signal scenario where 13 = 
23 = 0.85 and 12 = 0.5. ML-AP, MPM, and Root MUSIC with spatial smoothing methods failed to resolve 
the signals in this experiment. 
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versus SNR1 = SNR2 = SNR3 = SNR and for different angular separation of signals is 
calculated and is plotted in Figure 3-33. The estimation error is increased compared to the 
two-signal case for the same SNR level as expected. The other methods including ML-AP, 
MPM and Root MUSIC with spatial smoothing failed to resolve the signals in this scenario. 
 
3.4 Mutual Coupling Mitigation in Multiple Antenna Systems  
3.4.1 Theory of Feed-Forward Coupling Technique 
Scattered field in the forward direction is strongest for all objects and is almost 1800 
out of phase with the incident wave. This phenomenon is responsible for shadowing effect 
in the near-field region and has the effect of obscuring signals along directions connecting 
pairs of non-planar array elements.  
To describe the concept of coupling mitigation based on the feed-forward technique, 
consider a pair of identical wideband omni-directional (in x-y plane) mono-conical antennas 
spaced by 𝑑 =  𝜆0 2⁄ , where 𝜆0 is the wavelength at the center frequency. The edge-to-edge 
distance between two antennas is 𝑠 = 𝜆0 20⁄ . Suppose this array is operating in the receiving 
mode and is being illuminated by a plane wave as shown in Figure 1-6(a). The direction of 
illumination is chosen to be along the line connecting the two antennas with Antenna B 
shadowing antenna A. As antennas are made of electric conductors, they tend to scatter the 
incident wave strongly particularly in the forward scattering direction. As a result, the power 
received by antenna A is expected to be lower than that of antenna B. In addition to 
shadowing, multiple-scattering between the two antennas also substantially alters the 
received power by antenna B compared to the same antenna in isolation. Since the elements 
have 3D structures and are wideband, the induced current as function of frequency can 
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constructively or destructively interfere with each other at certain directions and completely 
distort the omni-directional radiation pattern of the element in isolation. The radiation pattern 
of antenna A in the presence of antenna B is illustrated in Figure 1-6(b) at different 
frequencies. The antenna gain is normalized to the gain of the isolated antenna. It is evident 
that the gain of the antenna along the line connecting the two antennas (𝜑 = 0) is dropped at 
all frequencies by more than 2 dB due to the shadowing effect. The feed-forward method 
exploits single or multiple conductive paths with appropriate configuration to connect the 
adjacent antennas.  Figure 3-34 shows the geometry of the modified array with two 
conducting strips connect antenna A to antenna B. In transmit mode when antenna A is 
excited, a conduction current flows through these paths from antenna A to antenna B. The 
length and the shape of the conductive paths are designed to make the feed-forward current 
(excited by the conductive path) on antenna B approximately equal in magnitude and out of 
 
Figure 3-34. Near-field coupling cancellation for two adjacent biconical antennas using feed-forward paths. 
(Transmit mode demonstration when antenna A is excited)  
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phase with the induced current due to the near-field coupling. Hence, the radiation pattern of 
antenna A is much less affected in the presence of antenna B and each antenna in the array 
looks more like an element in isolation. The feed-forward paths should be placed in the plane 
perpendicular to the antenna polarization (horizontal plane for the antenna configuration 
shown in Figure 3-34) so as not to contribute to the co-pole radiation pattern. The horizontally 
polarized radiation from currents on the feed forward paths are canceled by that of the image 
currents on the ground plane in the horizontal plane. Depending on the height of the mono-
conical elements there will be some cross-pol radiation along the antenna axis. 
As will be shown, the phase of the coupled signal from the excited antenna to the 
adjacent antenna (∠𝑆21) (in the absence of feed-forward paths) is a linear function of 
frequency. Hence to achieve coupling cancellation over a wide bandwidth, the feed-forward 
current should experience a path with linear phase delay with frequency similar to the phase 
of 𝑆21 plus a constant phase delay of 180
°. A piece of transmission line can provide a linear 
phase delay response. When such a transmission line (strip over ground plane) is established 
between the edges of the two mono-conical antennas, the feed-forward current flows from 
the terminal of antenna A to the terminal of antenna B. The schematic of this feed-forward 
current is depicted in Figure 3-35, noting that, this is not the total current distribution on the 
antennas. To ensure better uniformity in the radiation pattern, two symmetric feed-forward 
paths are utilized. The discontinuities and loading effects at the connection points 𝑀 and 
𝑀′(see Figure 3-35), disturb the symmetric radial current distribution on the antennas and 
excite a circular current flow on the antenna surfaces and in particular at the cones’ edges. 
Due to radiation effects, the amount of the circular current at the edge is decreased as 
frequency increases. At low frequencies, the circular current tends to flow along a longer 
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path from the feed point and the cone edge to the feed-forward location point 𝑀.   At high 
frequencies, the circular current at the cone edge is negligible except around the connection 
point of the feed-forward lines (points 𝑀 and 𝑀′). Therefore, the effective length of the path 
 
(a) 
 
(b) 
Figure 3-35.The schematic of the feed-forward current. (a) Low frequency (b) High frequency. The feed-
forward current path on the antennas is frequency dependent. As frequency increases, the feed-forward 
current path length on the antennas is decreased. 
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through which the high-frequency feed-forward current traverses to get to point 𝑀 is shorter 
than the average path length for the feed forward current at low-frequency. The net result is 
that the phase of the current at point M has slow variations with frequency. This phase delay 
is determined by the dimension of the cone. A wide angle mono-conical antenna (half cone 
angle larger than 50° ) can be designed to approximately provide the total required phase 
delay of 1800 (900 for each antenna) to achieve wideband coupling cancellation. . To obtain 
900 phase shift at the highest frequency, the slant length of each mono-conical antenna is 
chosen to be  𝜆𝑢 4⁄  where 𝜆𝑢 is the wavelength at the highest frequency is. However, this 
slant length may not provide the impedance match over the desired bandwidth. A mono-
conical antenna with larger slant length provides wider impedance match bandwidth at the 
expense of reducing the feed-forward cancellation bandwidth. To demonstrate this, consider 
a two-element mono-conical array with cones having the slant length of 0.275 𝜆0 and half-
cone angle of 500. Also suppose the elements are spaced by 𝜆0 2⁄  and are connected from 
their edges by two symmetric transmission lines. For such two-element array, the   phase of 
the feed-forward current at point 𝑀 versus frequency is obtained by a full-wave simulation 
and plotted in Figure 3-36. A phase response of  1200 ± 16° over an octave bandwidth is 
observed. This phase delay exceeds the required 900 since the cone slant length is larger 
than 𝜆𝑢 4⁄ . Accordingly, the length of the transmission line should be slightly smaller than 
the spacing between the elements.  For this array, the optimum length was found as 𝑙𝑓𝑓 =
0.4 𝜆0 by the full-wave simulation.   The phase of 𝑆21 in the absence of the feed-forward 
transmission lines is plotted in Figure 3-37. A linear phase variation with frequency is 
observed. Also shown is the total phase delay of the feed-forward current denoted by 
𝜑𝑓𝑓 obtained from:  
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𝜑𝑓𝑓 = arg (
𝐽 𝑀
𝐽 𝑂
)  
2𝜋𝑓
𝑐
𝑙𝑓𝑓 + arg (
𝐽 𝑂′
𝐽 𝑀′
) (3-93) 
which indicates an approximate phase difference of 1800 over an octave bandwidth. The 
 
Figure 3-36.The phase of the feed-forward current at point 𝑀 when antenna A is excited which is obtained 
by a full-wave simulation. The phase variation is less than±16°. 
 
Figure 3-37. Phase of S21for the two-element array shown in Figure 3-34 (red line) and phase of the feed-
forward current (black line).  
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location and the width of the strips are chosen to set the magnitude of the feed-forward 
current in order to cancel the mutual coupling.   
 This technique can be extended to multiple-element arrays. The geometry of a 12-
element uniform circular array of mono-conical antennas with feed-forward lines is depicted 
 
(a) 
 
(b) 
Figure 3-38. (a) The geometry of the feed-forward lines applied to a 12-element circular array of mono-
conical antennas (b) vector representation of the coupling cancellation scheme by the feed-forward currents. 
In (b),S21 and S31 are the sacattering parameters of the array before applying the feed-forward lines and 
Sff21and Sff31 are the sctarring parameters due to the feed-forward lines.  
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is Figure 3-38(a). The dimensions and spacing between antennas are the same as the two-
element case. The phase of  𝑆21 for the 12-element array before applying the feed-forward 
technique is plotted in Figure 3-39. Similar to the two-element array, the phase of  𝑆21 is 
approximately a linear function of frequency. Since the strongest coupling occurs between 
two adjacent antennas, a similar feed-forward cancellation can be used. This way, however; 
the next strongest coupling that occurs between an element and the next element over ( 𝑆31) 
may not be reduced or may be even increased. To control this, point M for one of the feed-
forward lines (line 1) is chosen to be in the middle as shown in Figure 3-38(a). This allows 
distribution of the feed-forward current between elements 2 and 3. Otherwise, there will be 
no direct path for the feed-forward current to flow from element 1 to element 3 to 
manage 𝑆31. Choosing point M to be in the middle provides this direct path. However, the 
chosen length and width of line 1 to reduce  𝑆31 may not effectively reduce the coupling 
 
Figure 3-39. Phase of S21 for the 12-element circular array shown in Figure 3-38(a) before inserting feed-
forward lines. Similar to the two-element array, the phase of S21 is approximately a linear function of 
frequency. 
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between adjacent antennas ( 𝑆21). Therefore, another feed-forward line with different length 
and width is inserted. The length and the width of the other feed-forward line (line 2) is 
designed such that the vector sum of the feed-forward currents from line 1 and line 2 provides 
a resultant feed-forward current at the terminal of antenna 2 to cancel the near-field coupling 
between adjacent antennas over the desired bandwidth. In fact, two lines with different 
lengths and widths provide two degrees of freedom to lower both  𝑆21 and  𝑆31 at the same 
time. The vector representation of the cancellation scheme is demonstrated in Figure 3-38(b). 
Line 2 provides a feed-forward current on the adjacent antenna with larger magnitude and 
smaller phase delay compared to line 1 in such a way that the resultant current neutralizes 
the coupling current on Antenna 2. Also, the feed-forward current flows through two 
consecutive connected lines of type 1 and excites a current on Antenna 3 to cancel 𝑆31.  
 
3.4.2 Simulation and Experimental Results of the Feed-Forward Coupling 
In this section, first the simulation results for coupling reduction in a two-element 
array of mono-conical antennas using the technique described in the previous section are 
illustrated. Then the experimental results of applying this method to a larger circular array 
with 12 mono-conical elements are presented. 
For two mono-conical antennas shown in Figure 3-34 with slant length of 
0.275 𝜆0 and the cone half angle of  50
° spaced by 𝜆0 2⁄  at center frequency ( 4.5 𝐺𝐻𝑧), the 
reflection coefficient of the excited antenna and the coupling between two antennas with and 
without feed-forward paths are illustrated in Figure 3-40. The coupling level is reduced by 
at least 6 𝑑𝐵 over an octave bandwidth. The radiation pattern of the excited antenna (Antenna 
A) normalized to the gain of the isolated antenna is shown in Figure 3-41(b). A comparison 
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with the radiation patterns of the original array shown in Figure 3-41(a), reveals that, the gain 
reduction phenomenon due to the forward scattering effect is mitigated by feed-forward 
technique at all frequencies. The total current density on the antennas before and after 
 
(a) 
 
(b) 
Figure 3-40.The scattering parameters of the two-element array before and after applying coupling 
mitigation technique. (a) Reflection coefficient (b) Coupling coefficient. 
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applying the feed-forward technique at 𝑓 = 0.7 𝑓0 and 𝑓 = 1.3 𝑓0 are depicted in  
Figure 3-42.The coupling current is effectively cancelled by the feed-forward current.   
 
(a) 
 
(b) 
Figure 3-41.The radiation pattern of antenna (a) without the feed-forward lines, and (b) with the feed-
forward lines are applied. The shadowing effect is reduced after applying feed-forward lines.  
 
 
(a) 
 
(b) 
 
 
 
 
 
 
 
 
 
 
 
Figure 3-42.The total current intensity on the antennas before and after applying the feed-forward technique 
(a) low frequency (b) high frequency. 
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As mentioned earlier, the same procedure can be used for larger arrays. The structure 
of a 12-element circular array is depicted in Figure 3-43. The radius of the array and the inter-
element spacing are 𝜆0 and  𝜆0 2⁄   at center frequency (4.5 GHz) respectively. Two feed-
forward paths of different lengths are utilized which are only applied circumferentially to the 
adjacent elements. One of them is chosen to be part of the circumference of a circle of 
radius 𝑟𝑓𝑓,1 centered at the array center and the other one is a circular arc centered at a 
distance 𝑟𝑓𝑓,2 from the array center located in the middle of the adjacent antennas. The width 
of the feed-forward strips and the arc radius are reported in Table 3-5. The fabricated circular 
antenna array is shown in Figure 3-44. The feed-forward strips are printed on 30 mil 
 
(a) 
 
(b) 
Figure 3-43.The feed-forward lines configuration applied to the 12-element circular array of mono-conical 
antennas. (a) Top view (b) Side view. 
Ground plane
RT 5880 substrate supporting
feed-forward strips
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RT/duroid 5880 mounted on the top of the whole array. The strips are then connected to the 
edges of the cones (antenna boundaries) by means of soldering. The current density on the 
antennas for the original array and the array with feed-forward lines obtained by full-wave 
analysis is plotted in Figure 3-45  at different frequencies which evidently demonstrates the 
reduction of the total excited current on the other antennas. 
Table 3-5. The optimized parameters of the 12-element circular array shown in Figure 3-43 
Parameter Quantity (mm) Parameter Quantity (mm) 
𝑹𝒈 140 𝑤𝑓𝑓,1 3 
𝑹𝑨 64 𝑤𝑓𝑓,2 3 
𝑹𝒃 85 𝑙𝑓𝑓,1 7.5 
𝒓𝒃 35 𝑙𝑓𝑓,2 30.9 
𝒓𝒉 11 𝑟𝑓𝑓,1 69.1 
𝒓𝒄 15 𝑟𝑓𝑓,2 55 
 
 
(a) 
 
(b) 
 
Figure 3-44.The fabricated 12-element circular mono-conical antenna array out of copper and the tin 
surface finished feed-forward strips printed on 30 mil RT5880. (a) Disassembled (b) Assembled by means 
of soldering. 
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(a) 
 
(b) 
 
Figure 3-45. Current distribution on the 12-element circular array of mono-conical antennas obtained by 
full-wave simulation (a) without feed-forward paths (b) with feed-forward paths. The induced current on 
the other antennas due to the near-field coupling is mitigated by the excited feed-forward current.    
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 Figure 3-46 illustrates the simulated and measured reflection coefficient and the 
coupling between antennas. After applying the feed-forward lines, the coupling between 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
 
(f) 
 
(g) 
 
 
Figure 3-46. Simulated and measured scattering parameters of the 12-element circular array. (a) 
Reflection coefficient (b-g) Coupling coefficients. 
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adjacent antennas (𝑆21) is significantly reduced over 60% bandwidth (3 GHz to 5.7 GHz). A 
minimum isolation improvement of 5 dB is achieved from 3.4 GHz to 5 GHz. The two nulls 
in the graph (Figure 3-46(b)) correspond to frequencies where the length and the width of 
feed-forward line 1 and feed-forward line 2 happen to be in such a way so that the vector 
sum of   𝑆21
𝑓𝑓,𝑙𝑖𝑛𝑒1and 𝑆21
𝑓𝑓,𝑙𝑖𝑛𝑒2 is exactly equal in magnitude and out of phase with 𝑆21due to 
the coupling through air. The coupling between every other elements (𝑆31) is also reduced 
by at least 2dB over an octave bandwidth from 3 GHz to 6 GHz (more than 5 dB over the 
most bandwidth). Coupling from the excited antenna to all the other antennas are kept below 
-20 dB while the reflection coefficient is even improved as shown in Figure 3-46(a).The 
simulated and measured far-field radiation pattern of the excited antenna in the azimuth plane 
with and without applying the feed-forward paths at different frequencies are plotted in 
Figure 3-47. It is shown that radiation pattern of individual elements within the array is 
significantly more uniform once the feed-forward paths are present.  
To quantify the improvement in uniformity of radiation pattern, a figure of merit is 
defined. The figure of merit (𝐷𝑎𝑣𝑔) is defined as the average gain deviation from the uniform 
gain of an isolated antenna. Using a discrete number of azimuthal directions: 
𝐷𝑎𝑣𝑔_𝑑𝐵(𝑓) =
1
𝑁
∑|𝐺𝐴_𝑑𝐵(𝜑𝑛 , 𝑓)  𝐺0_𝑑𝐵(𝑓)|
𝑁
𝑛 1
 (3-94) 
is calculated at each frequency. In (3-94), 𝐺𝐴_𝑑𝐵(𝜑𝑛, 𝑓)  is the gain of the antenna in the 
presence of the other array elements in direction  𝜑𝑛 = 2𝜋𝑛 𝑁⁄   and 𝐺0_𝑑𝐵 is the gain of the 
isolated antenna  for a mono-conical antenna and 𝑁 is the number of the azimuth angles at 
which the antenna gain is measured (𝑁 = 180  in our experiment). The smaller 𝐷𝑎𝑣𝑔_𝑑𝐵, the 
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better is the performance of the array. The measured  𝐷𝑎𝑣𝑔_𝑑𝐵  versus frequency for both the 
array with coupling mitigation and the original array without feed-forward lines is plotted in 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
 
 
 
Figure 3-47. Simulated and measured radiation pattern of the deriving antenna in the circular array in the 
azimuth plane. The shadowing effect is reduced when the feed-forward transmission lines are introduced 
between the array elements. The radiation nulls are removed at all frequencies. 
 
 
F = 3.2 GHz
-10
-5
0dB
0
30
60
90
120
150
180
-150
-120
-90
-60
-30
F = 4 GHz
-10
-5
0dB
0
30
60
90
120
150
180
-150
-120
-90
-60
-30
F = 4.6 GHz
-16-12
-8-4
04dB
0
30
60
90
120
150
180
-150
-120
-90
-60
-30
F = 4.9 GHz
-14-10
-6-2
2dB
0
30
60
90
120
150
180
-150
-120
-90
-60
-30
F = 5.3 GHz
-16-12
-8-4
04dB
0
30
60
90
120
150
180
-150
-120
-90
-60
-30
Isolated Antenna
Excited Antenna
Excited Antenna
Shadowed directions
Measurement
Measurement
Simulation
Simulation
 143 
Figure 3-47. It is observed that the proposed feed-forward coupling mitigation technique can 
significantly decrease the gain variation over a wide frequency band. The performance 
improvement is shown to be better 2 dB from 3.2 GHz to 4 GHz and more than 1 dB from 4 
GHz to 5.3 GHz. More importantly, the nulls in the radiation pattern at all frequencies and 
all angles have been removed.  
 
3.5 Experimental Results of CNSM  
An experimental study is conducted to examine the sensitivity of the algorithm to the 
systematic errors. The measurement setup is shown in Figure 3-49. A 12-element circular 
mono-conical antenna array of diameter 𝑑 = 1.65 𝜆 is considered as the receiving array. The 
impinging plane waves are approximately generated by directive horn antennas of maximum 
dimension 𝐷 ≅ 3𝜆, which are placed at a distance of 𝐿 ≅ 66𝜆 from the receiver. This 
 
Figure 3-48.The measured average gain deviation of each antenna in the 12-element array from isolated 
antenna in the azimuth plane before (red line) and after (black line) applying the feed-forward paths.  
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distance ensures that the receiver is in the far-field of the sources (𝐿 > 2𝐷2 𝜆⁄ ) and that 
constant phase fronts are formed over the receiver aperture.  
 
Figure 3-49.The experimental setup consisting a two-port vector network analyzer and a 12-element circular 
array of diameter d = 1.65 λ composed of mono-conical antennas. Directive horn antennas of maximum 
dimension D = 3 λ are placed at a distance of L = 66 λ from the receiver to create impinging plane waves on 
the circular array.  
 
Figure 3-50.The simulated and measured radiation patterns, |leff(φ)|, of each mono-conical antenna element of 
the circular array shown in Figure 3-49 in azimuth plane. The red line represents the radiation pattern of the 
isolated antenna. 
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It is important to point out that the radiation pattern of each array element, once put 
in the array configuration, is different from its pattern in isolation due to the mutual couplings 
and shadowing effects. This deformation is the major source of error in majority of array 
signal processing methods. Although, there exit physical techniques for mutual couplings 
mitigation in antenna arrays, however, these undesired effects cannot be completely 
eliminated and need to be captured in the processing. The simulated and measured realized 
gain of each mono-conical antenna in the azimuth plane denoted as |𝑙𝑒𝑓𝑓,1(𝜑)|, is illustrated 
in Figure 3-50 which deviates from the isolated antenna by more than 4-dB in some 
directions. As mentioned in Section 3.3, in view of (3-45) and (3-79) , this effect is taken 
into account in calculation of 𝐖𝒏 and 𝐖𝜑𝑛𝑢𝑙𝑙1 ,𝜑𝑛𝑢𝑙𝑙2  in the first and in the second step of the 
algorithm respectively.  
Another uncertainty arises from unequal realized gain and phase characteristics of 
antennas and the error in the antenna locations due to the fabrication imperfections. These 
errors result in the performance degradation of the algorithm as will be discussed later in this 
section. 
In a real array system, each antenna should be connected to a separate receiver to 
measure the received signal at each antenna terminal coherently; thereby, each receiving path 
encompassing the receiver and the antenna is required to be calibrated to take care of their 
imbalances. However, the purpose of this experiment is to investigate the performance 
degradation of the algorithm arising from the imperfect estimation of the array manifold due 
to the fabrication errors in the antenna array assembly itself and not the differences in the 
response of the receivers. Therefore, to facilitate the measurement, a two-port Vector 
Network Analyzer (VNA) and a SP12T switch are used instead of 12 synchronized receivers. 
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Port 1 of the VNA is connected to a divider to distribute power among sources (horn 
antennas) and port 2 is connected to the input of the switch using a long cable. Each output 
port of the switch is then connected to an antenna element. This setup, due to the 
synchronized transmitter-receiver pairs inside the VNA, allows for coherent processing of 
the received signals from each array element through staggered antenna switching.  
Two horn antennas (used as two sources) with close angular separation with reference 
to the center of the circular array are considered (See Figure 3-49). Adjusting SNR1 =
SNR2 = 20 dB, for different angular separations, the DoA estimation error defined as: 
𝐸𝑟𝑟𝑜𝑟 =
1
2𝐵𝑊
∑|𝜑𝑛
𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑  𝜑𝑛
𝐴𝑐𝑡𝑢𝑎𝑙|
2
𝑛 1
 (3-95) 
as a function of correlation coefficients between sources is computed and plotted in Figure 
3-51. The same scenario is also simulated assuming that the array manifold is impeccable, 
and the results are shown in Figure 3-52. Comparing the graphs in Figure 3-51 with those of 
Figure 3-52,it is observed that for ∆𝜑 = 0.15 BW, the systematic errors have resulted in an 
increase of the estimation error from 0.7% to  1%  for  𝜌12 = 0.2 and from 1.2% to  4%  for 
 𝜌12 = 0.8. This degradation is resulted from the antennas dislocation and the antenna 
patterns discrepancy. The antenna dislocation error is measured to be ±0.2 𝑚𝑚 which 
translates to ±1.1° phase error at the operating frequency. 
In addition, the estimation error versus SNR for the same experiment obtained from 
the measurement for 𝜌12 = 0.5  is examined and the results are illustrated in Figure 3-53. 
The method practically provides estimation of DoAs of the signals with angular separation 
as small as ∆𝜑 = 0.15 BW and SNR as low as SNR = 10 dB with less than 3.5 % error.  
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Figure 3-51.The percentage of error of the estimated DoAs normalized to the half power beamwidth versus 
correlation coefficient for different angular separation of signals obtained from the measurement setup shown 
in Figure 3-49. In this experiment, SNR1 = SNR2 = 20dB. 
 
 
    
Figure 3-52.The percentage of error of the estimated DoAs normalized to the half power beamwidth versus 
correlation coefficient for different angular separation of signals obtained from the simulation of the same 
scenario as the one shown in Figure 3-49 considering a circular array without any imperfection. In this 
simulation, SNR1 = SNR2 = 20dB. 
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3.6 Conclusion 
In this chapter, first an iterative algorithm referred to as ASSIA for capturing the 
directions of arrival, magnitudes and phases of all correlated or uncorrelated signals 
impinging on a receiver with angular spacing larger than the array beamwidth was presented. 
ASSIA was demonstrated to be able to capture signals whose magnitude are spread over a 
wide dynamic range. This algorithm is implemented for a radio with circular array of 
antennas, each of which are connected to a coherent receiver. It is shown that such radio 
receiver is capable of suppressing interfering signals in complex multipath environments 
without a priori knowledge regarding the directions of arrivals of the desired or interference 
signals. The proposed approach for interference cancellation is proved to be efficient using 
 
Figure 3-53.The percentage of error of the estimated DoAs normalized to the half power beamwidth versus 
SNR for different angular separation of signals computed from the measured data using the measurement setup 
shown in Figure 3-49. In this experiment ρ12 = 0.5. 
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a statistical analysis in an urban environment with rich multipath propagation characteristics. 
Then, a Closely-spaced Nulls Synthesis Method (CNSM) for super-resolution DoA stimation 
of correlated signals was introduced to achieve a spatial resolution better than array 
beamwidth. In conjunction with ASSIA, the proposed method provides superior performance 
compared to other techniques such as Matrix Pencil Method and Maximum Likelihood 
method for spatially resolving correlated signals. Experimentally examining its sensitivity to 
the systematic errors, ASSIA-CNSM is shown to be practically efficient for moderate and 
low SNR regimes.  Moreover, the proposed method is shown to be less computationally 
expensive compared to ML-based techniques.  
Moreover, a physical approach based on exciting a feed-forward current between 
adjacent antennas of an array was introduced to reduce the undesirable effects of the near-
field coupling and shadowing effects among elements of dense array antennas. The theory 
and simulation results for mono-conical array elements were discussed. The technique was 
successfully applied to a 12-element circular array of mono-conical antennas to mitigate the 
adverse effects of mutual coupling.  It was shown that the radiation pattern deviation from 
omni-directional pattern for each element within the array is decreased considerably over a 
very wide frequency range. Another important achievement is removal of radiation nulls of 
the array elements at all frequencies and all directions. 
 
 
 
 
 
 150 
CHAPTER 4 Subsurface Communication 
 
 
4.1 Overview 
Logging-While-Drilling (LWD) using a set of sensors at or near the drill bit to acquire 
data in real time in drilling process has become an industry standard. This technique is used 
to direct high-angle and horizontal drilling to ensure cost-effective use of expensive drilling 
rigs. The collected data includes rock mechanics and acoustics, soil/rock density, gamma ray 
emission, nuclear magnetic resonance responses, and resistivity measurements. Also, 
Measurement While Drilling (MWD) tools provide essential information about the condition 
at the tip of the drill such as temperature, pressure, vibration, rotation speed of the drill bit, 
etc. to prevent tools failure. A robust and real-time data communication from downhole to the 
surface and vice-versa is of course needed to transfer the data to the surface for logging. 
LWD/MWD data transmission is currently carried out by different techniques such as acoustic 
mud pulse telemetry [4], [5] electromagnetic wireless links [8], [7], and wired drill pipe 
technology [6]. Mud-pulse telemetry provides a very low data rate and is not reliable. 
Electromagnetic wireless telemetry provides faster data transmission compared to acoustic 
mud pulse telemetry but comes short in deep boreholes due to significant signal attenuation 
through the ground formation layers. Wired drill pipe technology utilizes electrical cables 
built into the drill pipe. This technology offers much faster data transmission but has not 
turned to common practice as the required equipment is still expensive and is prone to failure. 
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In this chapter, a novel low-cost signal transmission technique which is tailored for data 
communication in drilling process is introduced [125, 126, 127, 128]. In hydraulic-rotary 
drilling, as shown in Figure 1-7, a downhole turbine motor is used for rotating the drill bit at 
the bottom of the drill pipe by hydraulic pressure. The hydraulic power is provided by the 
drilling fluid flowing throw the drill pipe where it then carries the cuttings back to the surface 
through the annular space between the drill pipe and the sides of the borehole. Since the mud 
has a much higher index of refraction than the surrounding soil, the drill pipe coated with the 
drilling mud can be used as a Single-Conductor-Transmission-Line (SCTL) which is known 
to support TM surface waves. Such surface waves propagate along the metallic pipe and do 
not experience spherical wave propagation path-loss. To excite TM waves on SCTLs, specific 
launchers from regular transmission lines are required. Traditional launchers, such as coaxial 
horns, are large 3-D structures. To keep the attenuation underground low, the lower portion 
of electromagnetic spectrum at HF band must be considered. Therefore, the size of the 
traditional launchers becomes prohibitively large for the application at hand.  In this chapter 
a novel miniaturized low-profile launcher of dimensions smaller than 0.005𝜆 × 0.005𝜆 ×
0.03𝜆 that can 
 
4.2 Surface Wave Propagation along the Drilling Pipe 
In this section, an analytical study for estimation of attenuation rate and propagation 
constant of surface waves supported by mud-coated drill pipes as a function of frequency and 
dielectric properties of mud and the surrounding soil/rock is presented. Consider a metallic 
cylinder coated with a uniform lossy dielectric layer (mud) immersed in another lossy medium 
(soil/rock) as shown in Figure 4-1. It is well-known that dielectric coated metallic cylinders 
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can support TMz surface waves [107], [108]. Using the standard method of separation of 
variables, it can easily be shown that this structure can support the dominant TM𝑧 surface 
wave mode provided that the following transcendental equations render a solution for the 
propagation constant in z-direction denoted by 𝛽𝑧 = 𝛽𝑧
𝑚𝑢𝑑 = 𝛽𝑧
𝑠𝑜𝑖𝑙: 
 
𝐾0
′(𝛼𝜌
𝑠𝑜𝑖𝑙𝑏)
𝐾0(𝛼𝜌
𝑠𝑜𝑖𝑙𝑏)
=    
𝐽0
′(𝛾𝜌
𝑚𝑢𝑑𝑏) 𝑁0(𝛾𝜌
𝑚𝑢𝑑𝑎)  𝐽0(𝛾𝜌
𝑚𝑢𝑑𝑎) 𝑁0
′(𝛾𝜌
𝑚𝑢𝑑𝑏)
𝐽0(𝛾𝜌
𝑚𝑢𝑑𝑎) 𝑁0(𝛾𝜌
𝑚𝑢𝑑𝑏)  𝐽0(𝛾𝜌
𝑚𝑢𝑑𝑏) 𝑁0(𝛾𝜌
𝑚𝑢𝑑𝑎)
 (4-1) 
𝛽𝑧
2 = 𝜔2𝜇𝑚𝑢𝑑 𝜀𝑚𝑢𝑑  (𝛾𝜌
𝑚𝑢𝑑)
2
 (4-2) 
𝛽𝑧
2 = 𝜔2𝜇𝑠𝑜𝑖𝑙 𝜀𝑠𝑜𝑖𝑙 + (𝛼𝜌
𝑠𝑜𝑖𝑙)
2
 (4-3) 
where 𝛼𝜌
𝑠𝑜𝑖𝑙 and 𝛾𝜌
𝑚𝑢𝑑 are the radial attenuation constants in soil and mud respectively. In 
(1), 𝐽0 ,  𝑁0, and  𝐾0 are the zeroth order Bessel function of the first kind, second kind, and the 
modified Bessel function of the second kind respectively.  
 
(a) 
 
(b) 
 
Figure 4-1.The geometry of the cylindrical conductor coated with a lossy dielectric (mud) immersed in 
another lossy dielectric medium (soil). (a) Cross section view, (b) Side view. 
 
 
 
 
x
y
z
y
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The permittivity of the water-based drilling mud as a function of frequency (1 MHz <
𝑓 < 15 MHz) is given by [9]: 
𝜀𝑚𝑢𝑑(𝑓 (MHz)) ≅ 𝜀0[80  𝑓
 0.24  𝑗 2000  𝑓 0.86 ] (4-4) 
Solving (4-1)-(4-3) for 𝛽𝑧, 𝛼𝜌
𝑠𝑜𝑖𝑙 and 𝛾𝜌
𝑚𝑢𝑑 numerically, considering a drill pipe of radius 𝑎 =
5 𝑐𝑚 and a borehole of radius  𝑏 = 12 𝑐𝑚, the imaginary part of 𝛽𝑧 (which represents 
attenuation in z-direction) and the real part of 𝛼𝜌
𝑠𝑜𝑖𝑙 versus frequency for different dielectric 
constants of the background soil/rock are  plotted in Figure 4-2(a) and Figure 4-2(b) 
respectively. It should be emphasized that for low moisture contents, the permittivity of 
soil/rock from 1 MHz to 15 MHz is almost constant and is given in Table 4-1. It is found that, 
the attenuation in z- direction is increased with frequency as can be inferred from Figure 
4-2(a). The reason is that the electrical thickness of the mud layer around the drill pipe 
represented by  𝛾𝜌
𝑚𝑢𝑑(𝑏  𝑎)    is increased with frequency and, thereby, the electric field is 
more bounded within the mud layer at high frequencies compared to low frequencies. 
Therefore, the operation frequency is chosen to be at lower frequencies. If the drilling mud 
is of higher conductivity, then the attenuation rate increases. For example if the conductivity 
of the drilling fluid is increased by a factor of 10 (from 𝜎𝑚𝑢𝑑 = 0.1 𝑆 𝑚⁄  to 𝜎𝑚𝑢𝑑 = 1 𝑆 𝑚⁄  
), while the conductivity of the surrounding soil is fixed, then the attenuation constant 
(imaginary part of 𝛽𝑧) increases by a factor of 1.9 which corresponds to attenuation per unit 
Table 4-1.The relative dielectric constant of soil/rock for low moisture contents from 1 MHz to 15 MHz. 
Moisture content of 
soil/rock 
Relative dielectric 
constant 
0% (dry) 2.6  𝑗0.05 
~1% 3.3  𝑗0.1 
~2% 4  𝑗0.2 
~3% 5  𝑗0.3 
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length increase by a factor of 1.9.The surrounding medium is usually rock with very low 
moisture content. However, if the drilling path happens to be in a soil with higher moisture 
content, then the wave experiences higher attenuation. For the given dimensions, if the 
 
(a) 
 
(b) 
Figure 4-2. (a) The imaginary part of 𝛽𝑧 and (b) the real part of 𝛼𝜌
𝑠𝑜𝑖𝑙  versus frequency for different humidity 
conditions of the background soil: 0.05 < ε′′soil < 0.3 which corresponds to 15µS < σsoil < 100µS at 6 MHz. 
. 
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conductivity of the soil is increased by a factor of 10 (from  15 𝜇𝑆 𝑚⁄ < 𝜎𝑠𝑜𝑖𝑙 < 100 𝜇𝑆 𝑚⁄  
to 150 𝜇𝑆 𝑚⁄ < 𝜎𝑠𝑜𝑖𝑙 < 1000 𝜇𝑆 𝑚⁄ ), then the attenuation rate increases by a factor of 5.2 
for the lower bound to 6.8 for the upper bound.  
 
 To excite a TMz surface wave on this line, a compact launcher with small transvers 
electrical dimensions is required to be confined within the limited available space inside the 
borehole as will be discussed in the next section.     
 
4.3 Compact Surface-Wave Launcher at HF Band 
Surface wave propagation on a SCTL was first introduced by Goubau in1960 [106, 
109, 111] . To excite surface waves, he used a coaxial horn structure. The diameter of the 
horn-shape launcher proposed in [109] is, however, very large compared to the wavelength. 
Since then, other surface wave exciters have been reported [110]which have similarly large 
transverse electrical dimension. These conventional launchers cannot be accommodated in 
standard boreholes and thus are not suitable for the problem at hand. The structure of the 
proposed compact launcher is shown in Figure 4-3. The launcher consists of an open-ended 
helical conductor of small diameter concentric with the metallic drill pipe. The open side of 
the helical conductor is loaded by a cylindrical dielectric. The dielectric embedded between 
the drill pipe and the helical conductor is for mechanical support. Feeding by a coaxial line 
(see Figure 4-3), the launcher is basically designed to create a transition from TEM mode to 
TMz mode on the SCTL and to provide impedance matching between the two types of  the 
wave. As the signal propagates from the coaxial line to the helical line, a component of the 
electric field is established in the gap between consecutive loops of the helix along the 
 156 
direction of propagation. Also, an axial magnetic field is excited due to the circulating current 
in the helix and on the inner conductor. Thus, the wave mode along the helix is a hybrid 
mode (combination of TMzand TEz) which is then partially converted to TMz on the SCTL. 
The equivalent circuit model of this transmission line (cylindrical conductor concentrically 
surrounded by a helix) is illustrated in Figure 4-4. The capacitor 𝐶1 represents the capacitance 
between the inner conductor (drill pipe) and the helix and the inductor 𝐿1 represents the 
 
 
(a) 
 
(b) 
Figure 4-3.The proposed low-profile surface wave launcher. (a) Cross-section side view inside the borehole 
(b) launcher side view.   
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inductance due to the axial current on the inner conductor and on the helix, which generates 
a circular magnetic flux density. The capacitor 𝐶2 models the capacitance between two 
consecutive loops of the helix and the inductor 𝐿2 models the inductive effect of the circular 
current on the helix and on the inner conductor resulting in an axial magnetic flux density. 
The propagation constant and the characteristic impedance of this transmission line denoted 
by 𝛾𝑙𝑎𝑢𝑛𝑐ℎ𝑒𝑟 and 𝑍𝑙𝑎𝑢𝑛𝑐ℎ𝑒𝑟  are, respectively, given by: 
𝛾𝑙𝑎𝑢𝑛𝑐ℎ𝑒𝑟 = √𝑌𝑍 = 𝜔√
𝐶1(𝜔2𝐿1𝐿2𝐶2  𝐿1  𝐿2)
1  𝜔2𝐿2𝐶2
 (4-5) 
𝑍𝑙𝑎𝑢𝑛𝑐ℎ𝑒𝑟 = √
𝑍
𝑌
= √
𝐿1 + 𝐿2  𝜔2𝐿1𝐿2𝐶2
𝐶1(1  𝜔2𝐿2𝐶2)
  (4-6) 
which resembles a slow wave structure. The term √1  𝜔2𝐿2𝐶2  developed in the 
denominator of (5) and (6) due to the capacitor 𝐶2 and the inductor 𝐿2 allows quite large 
variations for 𝛾𝑙𝑎𝑢𝑛𝑐ℎ𝑒𝑟 and 𝑍𝑙𝑎𝑢𝑛𝑐ℎ𝑒𝑟 which in turn, if adjusted appropriately, makes it 
Table 4-2.The optimized values of the launcher dimensions shown in Figure 4-3 
Parameter Quantity Parameter Quantity 
𝐿𝐻 160 𝑐𝑚 𝑠 2.5 𝑐𝑚 
𝐿𝐷 80 𝑐𝑚 𝑔 2.8 𝑐𝑚 
𝐿𝐶  30 𝑐𝑚 𝑅𝑐 10 𝑐𝑚 
 
 
Figure 4-4.The equivalent circuit model of the launcher shown in Figure 4-3. 
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possible to provide wave and impedance transition from TEMz on the coaxial line to TMz on 
the SCTL at very low frequencies which is not feasible in the absence of 𝐿2  and 𝐶2. Moreover, 
the generated electric field in z-direction between adjacent loops of the helix which is required 
to excite TMz on the SCTL further assists this transition.  
Similar to other transition configurations, such as coaxial to waveguide transitions, 
the transition mechanism of the proposed topology is, however, very complicated and cannot 
be explored analytically. Full-wave simulation is, thus, needed to obtain the optimized values 
of the length and the pitch of the helix. Finite Difference Time Domain (FDTD) method is 
used for the full-wave analysis. The full-wave simulation and optimization is performed for 
the SCTL which is terminated by the proposed launcher at both ends. Since the extent of the 
wave interaction between the launcher and the SCTL reaches about one wavelength on the 
SCTL, the length of the SCTL in the full-wave simulation should be large enough so as to 
exclude the loading effect of the launchers on each other. Therefore, a line of length 10𝜆 =
300𝑚  is considered in the full-wave domain. The simulation domain is truncated at a 
distance of about one wavelength from the structure in the surrounding soil by PML 
boundary.  The launcher dimensions are listed in Table. II. The helical conductor is loaded 
by a ceramic dielectric (CaMgTi) with 𝜀𝑟 = 20. The current distribution on the helical 
conductor and on the inner conductor (drill pipe) is illustrated in Figure 4-5(a) and Figure 
4-5(b) respectively. A current distribution comprising a circular component in 𝜑-direction 
and an axial component in z-direction exists on the helix and on the inner conductor as well. 
The radial and the axial electric field around the launcher is depicted in Figure 4-6(a) and 
Figure 4-6(b) respectively. With reference to Figure 4-6(b), the generated electric field in z-
direction between the adjacent loops of the helix is quite large. The magnitude of the radial 
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electric field denoted by 𝐸𝜌  along the SCTL for different dielectric constants of the soil 
 
(a) 
 
 
 
 
 
 
(b) 
Figure 4-5.The current distribution on the launcher (a) helical conductor, (b) inner conductor (drill pipe).  
 
 
(a) 
 
(b) 
Figure 4-6.The electric field around the launcher. (a) Radial (Eρ), (b) axial (Ez),. 
 
 
 
 
 
 
 160 
obtained by full-wave analysis is plotted in Figure 4-7. Perfect agreement with the analytical 
solution is observed. This indicates that the desired TMz mode is excited by the launcher. 
Figure 4-8 shows the radial and the axial electric field distribution along the SCTL immersed 
in the soil of permittivity 𝜀𝑠𝑜𝑖𝑙 = 2.6  𝑗0.05 at  𝑓 = 6.3 MHz. The reflection and the 
transmission coefficients are depicted in Figure 4-9(a) and Figure 4-9(b) respectively.  
Compared to an ideal launcher, it is observed that, the proposed structure provides a 
minimum of 50 % coupling from TEM wave to the TMz wave for 𝜀𝑠𝑜𝑖𝑙 = 2.6  𝑗0.05 over 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 4-7. Normalized |Eρ| on the SCTL for different soil moisture conditions. (a) εsoil = 2.6-j0.05, 𝑓 =
6.3 MHz ,(b) εsoil = 3.3-j0.1, 𝑓 = 6.08 MHz ,(c) εsoil = 4-j0.2, 𝑓 = 5.9 MHz (d) εsoil = 5-j0.3, 𝑓 = 5.7 MHz. 
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2 % fractional bandwidth. The rest of the power is either radiated at the launching point or 
converted to other modes. As the background soil becomes lossier, the level of coupling from 
TEM wave to TMz wave is decreased. A tabulated comparison of the proposed apparatus 
with the existing wireless telemetry using short dipole antennas (with 100% radiation 
efficiency which is impossible to realize) for a transmission distance of 𝐿 = 300 𝑚 is 
provided in Table 4-3 which shows the much better performance of the proposed method. It 
should be noted that the radiation efficiency of a short dipole antenna is very low and this 
transmission loss when using short dipole antennas is much worse than the values reported 
in Table III. Placement of short dipoles near and parallel to long metallic pipes further makes 
the impedance matching far more difficult and reduces the radiation efficiency. Complex 
methods such those reported in [22]must be implemented to alleviate these drawbacks to 
some extent. Obviously, as the surrounding soil/rock becomes lossier, the transmission loss 
increases for both techniques.      
 
(a) 
 
(b) 
Figure 4-8.The Electric field distribution along SCTL of length L= 10λ immersed in a soil/rock medium 
of permittivity εsoil = 2.6-j0.05 at 𝑓 = 6.3 MHz. (a) Radial electric field (Eρ), (b) axial electric field (Ez). 
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4.4 The Effects of the Bends Along the Drilling Path 
In the analysis described in Section II, the drill pipe was assumed to be straight. This 
was needed to validate the launcher performance and the validity of the numerical 
simulations through a direct comparison with analytical results. However, in most practical 
 
(a) 
 
(b) 
Figure 4-9. (a) The reflection and (b) the transmission coefficients for the SCTL of length 𝐿 = 300𝑚 
terminated by the launcher shown in Figure 4-3 at both ends for different dielectric constants of the soil. 
The transmission loss can be as low as 30 dB/Km and as high as 90 dB/Km for dry and wet soil conditions. 
 
 
Table 4-3. The transmission loss of the drill pipe-drilling mud SCTL compared with the existing short 
dipole antenna method at 6 MHz for a transmission distance of 300 m   
 
𝝈𝒔𝒐𝒊𝒍 
 
(𝜀𝑟
𝑠𝑜𝑖𝑙 at 𝑓 ≅ 6 MHz) 
Transmission Loss (dB) 
Dipole 
Antennas 
Drilling pipe-Drilling 
mud SCTL 
15 𝜇𝑆 
(2.6  𝑗0.05) 
 
> 46.3 
 
14 
100 𝜇𝑆 
(5  𝑗0.3) 
 
> 67 
 
32 
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situations, there are bends and curvatures along the drilling path. In this section, the effect of 
curvature on the SCTL response is examined using the EM simulation tool used previously. 
Consider the 90°-bend SCTL shown in Figure 4-10 which is terminated by the proposed 
launcher at both ends. Keeping the total length of the line as 𝐿 ≅ 5𝜆 = 150 𝑚, the reflection 
and the transmission coefficients for different radii of curvatures are obtained by a full-wave 
simulator and are demonstrated in Figure 4-11. Also, shown is the reflection and transmission 
coefficients for the straight SCTL of the same length. The effect of the curvature compared 
to the straight line of the same length reveals two phenomena: 1) the resonant frequency 
shifts down by about 7% and, 2) the transmission loss is increased. The shift of the resonant 
frequency is due to the reflection from the bend and the interactions between the bend and 
the launcher. The transmission loss is mostly due to the radiation from the bend itself. The 
more acute is the bend, the more the radiation occurs. However, since the refractive index of 
 
 
Figure 4-10. A 90°-bend SCTL of total length 𝐿 = 150𝑚 which is analyzed by a full-wave solver to 
examine the bend effects for different radii of curvature. 
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the mud is much larger than that of the background soil, the wave is partly guided along the 
curvature. The radiation loss for this line, due to the curvature is found to be about 2.5 dB 
 
(a) 
 
(b) 
Figure 4-11. (a) The reflection and (b) the transmission coefficients for the 90°-bend SCTL of length 𝐿 =
150𝑚  shown in Figure 4-10 immersed in a soil/rock medium of permittivity εsoil = 2.6-j0.05 and terminated 
by the launcher at both ends for different radii of curvature.  
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for 𝑅𝑐𝑢𝑟𝑣𝑎𝑡𝑢𝑟𝑒 = 0.06𝜆 where 𝜆 is the wavelength in the background soil at the 
corresponding resonant frequency. The electric field distribution along the 90°-bend SCTL 
of curvature 𝑅𝑐𝑢𝑟𝑣𝑎𝑡𝑢𝑟𝑒 = 0.15 𝜆 = 5𝑚 and length 𝐿 ≅ 5𝜆 = 150𝑚 submerged in the soil 
of permittivity 𝜀𝑠𝑜𝑖𝑙 = 2.6  𝑗0.05 is depicted in Figure 4-12 which indicates that the wave 
is steered along the curvature. The frequency of operation needs to be slightly adjusted as the 
drill is moving downhole. Therefore, the reflection coefficient should be monitored to select 
the appropriate channel for data transmission. 
 
4.5 Experimental Verification 
An experimental study is conducted to verify the proposed concept. A scaled model 
at VHF is designed for this purpose. The designed transducer is shown in Figure 4-13. In this 
 
Figure 4-12.The electric field distribution ( 𝐸 ) along a 90°-bend (Rcurvature = 0.16 λ = 5m) on a 5λ-long 
SCTL immersed in a soil/rock medium of permittivity εsoil = 2.6-j0.05 at 𝑓 = 5.9 MHz. 
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simulation, an SCTL composed of a cylindrical conductor of radius 𝑟𝑐 = 2.5 𝑚𝑚 coated by 
a dielectric material of thickness 𝑡𝑗 = 2 𝑚𝑚 and 𝜀𝑟 = 6.7 is considered. The helical 
conductor is supported by a 3D-printed structure of dielectric constant 𝜀𝑟 = 1.7. The 
transducer is excited by an N-type connector. The transducer is then fabricated and tested in 
air as the surrounding environment. The fabricated transducer is shown in Figure 4-14. A 
4AWG power cable is used as the SCTL. The wire is made of a conductor of radius 𝑟𝑐 =
2.5 𝑚𝑚 and a jacket of thickness 𝑡𝑗 = 2 𝑚𝑚 made of Neoprene with a relative dielectric 
 
(a) 
 
(b) 
 
Figure 4-13. The designed transducer at VHF. 
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constant of 𝜀𝑟 = 6.7. The conductor resembles the drilling pipe and the jacket resembles the 
 
Figure 4-14. The fabricated transducer a VHF band. 
 
Figure 4-15. The experimental setup for testing the transducer. A 4AWG wire of length L = 9.3 λ = 20 
m is used as the SCTL. The wire is terminated by the transducer at both ends. One transducer is excited 
by the network analyzer to measure the reflection coefficient. The transmitted power is Pt = 10 dBm. 
The receiving side is connected to the spectrum analyzer to measure the transmission loss.  
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surrounding mud. The length of the wire is 𝐿 = 9.3𝜆 = 20 𝑚 and is terminated by the 
transducer at both ends as illustrated in Figure 4-15. One transducer is connected to the 
network analyzer and the other transducer is connected to the spectrum analyzer. The 
transmit power by the network analyzer is set as 𝑃𝑡 = 10 dBm. The operating frequency is 
measured to be 𝑓 = 139 MHz  at which the received power by the spectrum analyzer is 𝑃𝑟 =
 7.8 dBm. This indicates a transmission loss of  17.8 dB while the reflection coefficient 
measured by the network analyzer is better than =  8 dB over 2 MHz bandwidth.  
 
4.6 Conclusion 
A novel communication concept in deep boreholes using drilling mud around the drill 
pipe as a single-conductor-transmission-line is introduced. Moreover, a very compact TM 
wave launcher which enables wave transformation from TEM on the coaxial line to TM 
 
Figure 4-16. The measured transmission and reflection coefficient for the SCTL shown in Figure 4-15.  
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surface wave on the SCTL is presented. Analytical and numerical models are used to validate 
the feasibility of signal transmission on drill pipe itself to enable LWD/MWD. It is shown 
that at low HF bands the transmission loss can be as low as 30 dB/Km for low loss soil/rock 
and as high as 90 dB/Km for lossy (wet) soil/rock medium. This study clearly indicates that 
the concept and the proposed apparatus can be used efficiently for real-time and low-cost 
data communication in deep borehole drilling process. 
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CHAPTER 5 Where Next 
 
 
5.1 Research Summary  
In this PhD work, several challenges of the present and future communication systems 
ranging from spectrum crunch in wireless systems to long-distance subsurface communication 
have been addressed. We have devised novel beamforming algorithms and apparatus which 
allow for new wireless network architectures with higher spectrum efficiency to meet the 
requirements of the next generation technologies such as 5G and the IoT. The developed 
algorithms and devices enable co-channel interference mitigation through two different 
mechanism: 1) the external interference signals (caused by other users or jammers) are 
spatially detected and segregated from the desired communication signals, 2) the internal 
interference arising from co-located transmitters are cancelled to a very large extent by novel 
compact ultrawideband antenna systems. The former enables reusing the available spectrum 
by multiple users and the latter allows for sharing the available spectrum by both transmitter 
and the receiver both of which give rise to channel capacity enhancement.  
The proposed beamforming algorithms including ASSIA and CNSM make it possible 
to resolve co-channel signals arriving at the receiver with angular separation smaller than the 
array beamwidth. Examined numerically in a complex urban environment, the conceived 
method for signal segregation is shown to retrieve the desired signal in the presence of very 
strong interfering signal should the angular separation of the signals is more than the array 
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beamwidth and the array is accurately calibrated. Another important feature of ASSIA and 
CNSM is that the mutual couplings and shadowing effects due to electromagnetic interaction 
between the array elements are included in the formulation. Besides, a physical approach 
based on feed-forward coupling technique was introduced to mitigate the mutual coupling 
effects and to facilitate beamforming. 
The devised antenna system for self-interference cancellation is very compact, offers 
high radiation efficiency, and does not require bulky hybrids. Full-duplex operation using 
orthogonal polarizations facilitates channel estimation as the size of the channel matrix 
becomes smaller and reduces the system complexity and cost through reducing the number of 
the required transmitters and receivers. 
   
5.2 Future work and Challenges 
5.2.1 Full-Duplex Repeaters for 5G Networks  
In half-duplex repeaters as shown in Figure 5-1(a), the information has to be received, 
stored, and transmitted at a different frequency or at a later period when no reception takes 
place. Therefore, the throughput is lowered by a factor of two for each repeater in the chain 
and the latency increases linearly with the number of repeaters added to the chain. The 
devised two-port CBSA make it feasible to build full-duplex repeaters to significantly 
improve the channel capacity. A full-duplex repeater as shown in Figure 5-1(b) is protocol-
independent, less expensive, and can be easily installed.    
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5.2.2 Radar Calibration 
Polarimetric Radars require very precise calibration systems to improve the accuracy 
of the information gathered and the images taken by these radars. A target with very large 
 
(a) 
 
 
(b) 
 
Figure 5-1. (a) Half-duplex repeater, (b) full-duplex repeater. Full-duplex antenna systems enable full-
duplex repeaters to increase the throughput of the 5G networks.    
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RCS as the calibration target is required to achieve a very high signal to clutter ratio. Active 
targets are used for this purpose. The active calibration target is composed of a receiver, a 
two-port antenna with high isolation between the two ports and a transmitter. The calibrator 
captures the radar signal by one of the antenna ports, passes it through a very high gain 
amplifier stage and then transmits the amplified signal back to the radar. A high gain active 
calibrator needs very high isolation between transmit and receive channels to ensure stability.   
The existing calibration tools are very bulky mainly due to the antenna size. The proposed 
compact full-duplex antenna system can be envisioned as the antenna block of the active 
target to build a compact and broadband radar calibrator.    
 
5.2.3 Simplifying the Antenna Structure  
The proposed antenna system is a very complex structure and was fabricated by 3D 
printing. The existing 3D printing technology does not provide the required tolerance and 
cost-wise is not suitable for mass product. To fully unlock the potential of the proposed 
method for self-interference cancellation, the structure must be modified to be amenable to 
other fabrication processes such as injection molding. Injection molding provides much 
better accuracy and is cost-effective for mass product. Antenna structure shown in Figure 
2-32 is an alternative design which is less complex. Even more simple designs must be 
explored to meet the requirements for mass production.   
 
5.2.4 Applying ASSIA to Fourier Transform, MPM and ML-Based Methods 
The concept of ASSIA can be used to perform iterative Fourier transform for 
segregating different frequency components of a signal composed of discrete frequency 
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components. Conventional Fourier transform fails to find the frequency components of a 
signal whose magnitude is 13 dB less than the dominant frequency component. ASSIS allows 
for calculating different frequency components based on estimating and removing the 
strongest components through a multi-step iterative approach. This way, the errors are 
effectively prevented to propagate while calculating the smaller ones. Likewise, ASSIA can 
be applied to MPM and ML-based techniques to increase the dynamic range of the signals 
they can handle. Moreover, by infusing ASSIA into ML-based methods, the technique is less 
likely to diverge due to erroneous initialization. 
What limits the performance of ASSIA is array manifold imperfections. The major 
challenge in realizing ASSIA is array calibration to capture fabrication errors. Very accurate 
array calibration techniques have to be developed to fully cash in the capability of ASSIA in 
terms of the dynamic range.     
 
5.2.5 Super-Resolution Radars 
ASSIA-CNSM can be implemented by airborne or ground-based radars to empower 
super-resolution radars. The cross-range resolution provided by the radars is limited by the 
beamwidth of the radar antenna. The developed ASSIA-CNSM algorithm makes it possible 
to achieve a cross-range resolution better than antenna beamwidth as depicted in Figure 5-2. 
Adopting ASSIA-CNSM into the current radar systems or developing new radar systems 
based on this algorithm needs more investigation to ensure efficient use of the available 
hardware and to minimize the cost for transceiver implementation.  
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5.2.6 Ultra-Miniatured Surface-Wave Transducer  
 The devised surface wave transducer needs to be further miniaturized to fit within the 
available space shown in Figure 5-3. Magnetic or dielectric materials with high refractive 
index may be used to design the launcher. Multiple sections of different materials may be 
required to achieve the impedance matching and wave transformation from TEM to TM over 
the required bandwidth.    
 
 
5.2.7 SCTL-Based Radar Systems 
The compact SCTL launcher introduced in Chapter 4 offers the possibility of 
developing pulsed or CW SCTL-based radar systems for monitoring different layers of 
ground formation. Two launchers are required for this purpose (see Figure 5-4). One launcher 
emits a signal and the other launcher capture the backscattering from ground formations. 
 
Figure 5-2. ASSIA-CNSM enables super cross-range resolution radars.  
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Either Continuous Wave (CW) or pulsed SCTL-based radars can be envisioned. To be used 
in pulsed SCTL-based radars, the bandwidth of the launcher needs to be increased to achieve 
the desired range resolution. For SCTL-based CW radars, very high solation between 
launchers is required. It is interesting to investigate techniques for bandwidth enhancement 
of the proposed launcher as well as mechanism for achieving high isolation between 
transducers must to enable SCTL-based radar systems.   
 
 
Figure 5-3. The borehole and drilling tools. The region between the blude boundary and the drilling pipe is 
the available space to accommodate the launcher. Further miniaturized surface-wave launcher is required 
to fit within this space.    
 
 
 
Figure 5-4. An SCTL-based radar system for monitoring the ground formations.   
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APPENDIX A      Derivation of 𝐆𝐅 
      
 
 
𝐺𝐹𝑁
𝑚𝑖𝑛 is calculated for 𝑁 = 2, 3, 4 and from the observed trend, 𝐺𝐹𝑁
𝑚𝑖𝑛 is found for 
arbitrary value of 𝑁.  First, let 𝜑𝑧 = 𝜋. Starting from 𝑁 = 2 and assuming the zeros are 
symmetrically located at 𝜑 = ±𝜑1,  𝐹2(𝜑) is given by: 
𝐹2(𝜑) = 𝑒
 𝑗
𝑀
2𝜑(𝑒𝑗𝜑  𝑒𝑗𝜑1)(𝑒𝑗𝜑  𝑒 𝑗𝜑1)(𝑒𝑗𝜑 + 1)
𝑀 2
 (A-1) 
First, we show that 𝐹2(𝜑) is pure real. One can rewrite 𝐹2(𝜑) as: 
𝐹2(𝜑) = 𝑒
 𝑗
𝑀
2𝜑 (cos(𝜑)  cos(𝜑1) + 𝑗(sin(𝜑)  sin(𝜑1))) (cos(𝜑)
 cos(𝜑1) + 𝑗(sin(𝜑) + sin(𝜑1))) (cos(𝜑) + 𝑗sin(𝜑) + 1)
𝑀 2
= 𝑒 𝑗
𝑀
2𝜑 {((cos(𝜑)  cos(𝜑1))
2
 (sin2(𝜑)  sin2(𝜑1)))
+ 𝑗2sin(𝜑)(cos(𝜑)  cos(𝜑1))} (2cos
2 (
𝜑
2
)
+ 𝑗2sin (
𝜑
2
) cos (
𝜑
2
))
𝑀 2
= 𝑒 𝑗
𝑀
2𝜑{(cos2(𝜑) + 1  sin2(𝜑)  2cos(𝜑)cos(𝜑1))
+ 𝑗2sin(𝜑)(cos(𝜑)  cos(𝜑1))} (2cos
2 (
𝜑
2
)
+ 𝑗2sin (
𝜑
2
) cos (
𝜑
2
))
𝑀 2
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= 𝑒 𝑗
𝑀
2𝜑{2cos(𝜑)(cos(𝜑1)  cos(𝜑))
+ 𝑗2sin(𝜑)(cos(𝜑)  cos(𝜑1))} (2cos
𝑀 2 (
𝜑
2
) 𝑒𝑗
𝑀
2𝜑(cos(𝜑)
 𝑗sin(𝜑))) (A-2) 
 
The imaginary part of 𝐹2(𝜑) is given by: 
 m (𝐹2(𝜑)) = 2sin(𝜑)cos(𝜑)(cos(𝜑1)  cos(𝜑))
 2cos(𝜑)sin(𝜑)(cos(𝜑1)  cos(𝜑)) = 0 
 
(A-3) 
Therefore, 𝐹2(𝜑) is pure real for all values of 𝜑  and is differentiable. As such, the maximums 
of 𝐹2(𝜑) occur at angles where 𝜕𝐹2(𝜑) 𝜕𝜑⁄ = 0. Letting 𝑥 = 𝑒
𝑗𝜑 and 𝑥1 = 𝑒
𝑗𝜑1 and taking 
the derivative of 𝐹2(𝑥), we get:  
𝜕𝐹2(𝑥)
𝜕𝑥
= 𝑥 
𝑀
2 1(𝑥 + 1)𝑀 3 [ 
𝑀
2
(𝑥  𝑥1)(𝑥  𝑥1
 1)(𝑥 + 1)
+ 𝑥(𝑥  𝑥1
 1)(𝑥 + 1) + 𝑥(𝑥  𝑥1)(𝑥 + 1)
+ (𝑀  2)𝑥(𝑥  𝑥1)(𝑥  𝑥1
 1)]    (A-4) 
Equating 𝜕𝐹2(𝑥) 𝜕𝑥⁄  to zero results in: 
𝜕𝐹2(𝑥)
𝜕𝑥
= 0
𝑦𝑖𝑒𝑙𝑑𝑠
→     
𝑀
2
(𝑥  𝑥1)(𝑥  𝑥1
 1)(𝑥 + 1) + 𝑥(𝑥  𝑥1
 1)(𝑥 + 1)
+ 𝑥(𝑥  𝑥1)(𝑥 + 1) + (𝑀  2)𝑥(𝑥  𝑥1)(𝑥  𝑥1
 1)
=  
𝑀
2
(𝑥3 + 𝑥2  2 cos(𝜑1) 𝑥
2  2 cos(𝜑1) 𝑥 + 𝑥 + 1) + 𝑥
3
+ 𝑥2  𝑥1
 1𝑥2  𝑥1
 1𝑥 + 𝑥3 + 𝑥2  𝑥1𝑥
2  𝑥1𝑥
+ (𝑀  2)(𝑥3  2 cos(𝜑1) 𝑥
2 + 𝑥) = 0 
       
𝑦𝑖𝑒𝑙𝑑𝑠
→         
𝑀
2
𝑥3 + (( 𝑀 + 2) cos(𝜑1)  𝑀 + 4)𝑥
2 + (… )𝑥 + (… )
= 0                                                  
 
 
 
 
 
 
(A-5) 
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Assuming {𝑥𝑛
′ }𝑛 1
3  to be the roots of the above third order polynomial equation, the sum of 
the roots is obtained as: 
∑𝑥𝑛
′
2
𝑛 1
=  
𝑏
𝑎
=  
( 𝑀 + 2) cos(𝜑1)  2𝑀 + 4
𝑀
              (A-6) 
One of the roots is in the middle of two nulls at 𝜑 = 0. Therefore, the sum of the other two 
roots at 𝜑 = ±𝜑𝑚𝑎𝑥 is given by: 
(𝑒𝑗𝜑𝑚𝑎𝑥 + 𝑒 𝑗𝜑𝑚𝑎𝑥) = 2 cos(𝜑𝑚𝑎𝑥) =  
2( 𝑀 + 2) cos(𝜑1)  𝑀 + 4
𝑀
 1 (A-7) 
 For small values of 𝜑1, we have:  
cos(𝜑𝑚𝑎𝑥) =
𝑀  4
𝑀
=
𝑀  2𝑁
𝑀
 
𝑦𝑖𝑒𝑙𝑑𝑠
→    𝜑𝑚𝑎𝑥 = cos
 1 (
𝑀  4
𝑀
) = cos 1 (
𝑀  2𝑁
𝑀
)           
(A-8) 
Then,  𝐹2(𝜑𝑚𝑎𝑥)  can be calculated as: 
 𝐹2(𝜑𝑚𝑎𝑥) = sin (
1
2
cos 1 (
𝑀  4
𝑀
)  
𝜑1
2
) sin (
1
2
cos 1 (
𝑀  4
𝑀
)
+
𝜑1
2
) sin𝑀 2 (
1
2
cos 1 (
𝑀  4
𝑀
)  
𝜋
2
) (A-9) 
For small 𝜑1: 
 𝐹2(𝜑𝑚𝑎𝑥) = sin
2 (
1
2
cos 1 (
𝑀  4
𝑀
)) cos𝑀 2 (
1
2
cos 1 (
𝑀  4
𝑀
))  
= [
√1  (
𝑀  4
𝑀 )
2
]
2
[
√1 + (
𝑀  4
𝑀 )
2
]
𝑀 2
=
(2√2)
2
(2!)2
√
(𝑀  2)𝑀 2
𝑀𝑀
 
(A-10) 
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 𝐹2(0) = sin
2 (
𝜑1
4
) cos𝑀 2 (
𝜑1
4
) 
𝑓𝑜𝑟 𝑠𝑚𝑎𝑙𝑙 𝜑1
→         𝐹2(0) = (
∆𝜑𝑚𝑖𝑛
4
)
2
 
(A-11) 
Therefore: 
𝐺𝐹2
𝑚𝑖𝑛 = √
2𝜋𝐹2
2(0)
∫ 𝐹2
2(𝜑)
2𝜋
0
𝑑𝜑
≅
 𝐹2(0) 
 𝐹2(𝜑𝑚𝑎𝑥) 
= (2!)2(2√2)
 2
(
∆𝜑𝑚𝑖𝑛
4
)
2
√
𝑀𝑀
(𝑀  2)𝑀 2
 
 
(A-12) 
Similarly, for 𝑁 = 3, assuming  𝜑𝑧 = 𝜋 and the zero are located at 𝜑 = 0 and 𝜑 = ±𝜑1, 
𝐹3(𝜑) can be written as: 
𝐹3(𝜑) = 𝑒
 𝑗
𝑀
2 (𝑒𝑗𝜑  𝑒𝑗𝜑1)(𝑒𝑗𝜑  𝑒 𝑗𝜑1)(𝑒𝑗𝜑  1)(𝑒𝑗𝜑 + 1)
𝑀 3
 (A-13) 
Letting 𝑥 = 𝑒𝑗𝜑 and 𝑥1 = 𝑒
𝑗𝜑1, since 𝐹3(𝜑) is pure real, 𝜕𝐹3(𝑥) 𝜕𝑥⁄  can be found as: 
𝜕𝐹3(𝑥)
𝜕𝑥
= 𝑥 
𝑀
2 1(𝑥 + 1)𝑀 4 [ 
𝑀
2
(𝑥  𝑥1)(𝑥  𝑥1
 1)(𝑥  1)(𝑥 + 1)
+ 𝑥(𝑥  𝑥1
 1)(𝑥  1)(𝑥 + 1) + 𝑥(𝑥  𝑥1)(𝑥  1)(𝑥 + 1)
+ 𝑥(𝑥  𝑥1)(𝑥  𝑥1
 1)(𝑥 + 1)
+ (𝑀  3)𝑥(𝑥  𝑥1)(𝑥  𝑥1
 1)(𝑥
 1)]                                                         (A-14) 
The extremum points of 𝐹3(𝑥) are the roots of the above polynomial for which we have: 
𝜕𝐹3(𝑥)
𝜕𝑥
= 0
𝑦𝑖𝑒𝑙𝑑𝑠
→     
𝑀
2
(𝑥4  𝑥2  2 cos(𝜑1) 𝑥
3 + 2 cos(𝜑1) 𝑥 + 𝑥
2  1) + 𝑥4
 𝑥2  𝑥1
 1𝑥3 + 𝑥1
 1𝑥 + 𝑥4  𝑥2  𝑥1𝑥
3 + 𝑥1𝑥 + 𝑥
4
 2 cos(𝜑1) 𝑥
3 + 𝑥2 + 𝑥3  2 cos(𝜑1) 𝑥
2 + 𝑥
+ (𝑀  3)(𝑥4  2 cos(𝜑1) 𝑥
3 + 𝑥2  𝑥3 + 2 cos(𝜑1) 𝑥
2  𝑥)
= 0                 
 
(A-15) 
For the sum of the roots, we have: 
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∑𝑥𝑛
′
3
𝑛 1
=  
𝑏
𝑎
=  2
( 𝑀 + 2) cos(𝜑1)  𝑀 + 4
𝑀
           (A-16) 
Two roots are approximately located at 𝜑 = ±
𝜑1
2
. Therefore, the sum of the other two roots 
at 𝜑 = ±𝜑𝑚𝑎𝑥 is given by: 
 (𝑒𝑗𝜑𝑚𝑎𝑥 + 𝑒 𝑗𝜑𝑚𝑎𝑥) = 2 cos(𝜑𝑚𝑎𝑥) =  2
( 𝑀+2)cos(𝜑1) 𝑀+4
𝑀
 2 cos (
𝜑1
2
) (A-17) 
and for small 𝜑1: 
cos(𝜑𝑚𝑎𝑥) =
𝑀  6
𝑀
=
𝑀  2𝑁
𝑀
 
𝑦𝑖𝑒𝑙𝑑𝑠
→     𝜑𝑚𝑎𝑥 = 𝑐𝑜𝑠
 1 (
𝑀  6
𝑀
) = 𝑐𝑜𝑠 1 (
𝑀  2𝑁
𝑀
)      (A-18) 
Evaluating  𝐹3(𝜑𝑚𝑎𝑥) , one will get:  
 𝐹3(𝜑𝑚𝑎𝑥) = sin (
1
2
cos 1 (
𝑀  6
𝑀
)  
𝜑1
2
) sin (
1
2
cos 1 (
𝑀  6
𝑀
)
+
𝜑1
2
) sin (
1
2
cos 1 (
𝑀  6
𝑀
)) sin (
1
2
cos 1 (
𝑀  6
𝑀
)  
𝜋
2
)  (A-19) 
For small 𝜑1: 
 𝐹3(𝜑𝑚𝑎𝑥) = sin
3 (
1
2
cos 1 (
𝑀  6
𝑀
)) cos𝑀 3 (
1
2
cos 1 (
𝑀  6
𝑀
))
= [
√1  (
𝑀  6
𝑀 )
2
]
3
[
√1 + (
𝑀  6
𝑀 )
2
]
𝑀 3
=
(2√3)
3
(2 × 3)(2!)2
√
(𝑀  3)𝑀 3
𝑀𝑀
   
(A-20) 
The magnitude of 𝐹3(𝜑) in the middle of adjacent nulls at 𝜑 = ±𝜑1 2⁄  can be calculated as: 
|𝐹3 (
𝜑1
2
)| = (√3)
3
sin3 (
𝜑1
4
) cos𝑀 3 (
𝜑1
4
)
𝑓𝑜𝑟 𝑠𝑚𝑎𝑙𝑙 𝜑1
→         𝐹3 (
𝜑1
2
) = (
∆𝜑𝑚𝑖𝑛
4
)
3
 (A-21) 
Consequently: 
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𝐺𝐹3
𝑚𝑖𝑛 =≅
|𝐹3 (
𝜑1
2 )|
 𝐹3(𝜑𝑚𝑎𝑥) 
= (2 × 3)(2!)2(2√3)
 3
(
∆𝜑𝑚𝑖𝑛
4
)
𝑁
√
𝑀𝑀
(𝑀  3)𝑀 3
 (A- 22) 
For 𝑁 = 4, when  𝜑𝑧 = 𝜋 and the zeros are at 𝜑 = ±𝜑1 and 𝜑 = ±3𝜑1, 𝐹4(𝜑) is given by: 
𝐹4(𝜑) = 𝑒
 𝑗
𝑀
2 (𝑒𝑗𝜑  𝑒𝑗𝜑1)(𝑒𝑗𝜑  𝑒 𝑗𝜑1)(𝑒𝑗𝜑  𝑒𝑗3𝜑1)(𝑒𝑗𝜑
 𝑒 𝑗3𝜑1)(𝑒𝑗𝜑 + 1)
𝑀 4
                       (A-23) 
Similarly, it can be shown that 𝐹4(𝜑) is pure real. If we let 𝑥 = 𝑒
𝑗𝜑 and 𝑥1 = 𝑒
𝑗𝜑1, then: 
𝜕𝐹4(𝑥)
𝜕𝑥
= 𝑥 
𝑀
2 1(𝑥 + 1)𝑀 5 [ 
𝑀
2
(𝑥  𝑥1)(𝑥  𝑥1
 1)(𝑥  𝑥1
3)(𝑥  𝑥1
 3)(𝑥
+ 1) + 𝑥(𝑥  𝑥1)(𝑥  𝑥1
 1)(𝑥  𝑥1
 3)(𝑥 + 1)
+ 𝑥(𝑥  𝑥1)(𝑥  𝑥1
 1)(𝑥  𝑥1
3)(𝑥  𝑥1
 3)(𝑥 + 1)
+ 𝑥(𝑥  𝑥1)(𝑥  𝑥1
 1)(𝑥  𝑥1
 3)(𝑥 + 1)
+ 𝑥(𝑥  𝑥1)(𝑥  𝑥1
 1)(𝑥  𝑥1
3)(𝑥 + 1)
+ (𝑀  4)𝑥(𝑥  𝑥1)(𝑥  𝑥1
 1)(𝑥  𝑥1
3)(𝑥
 𝑥1
 3)]                                       (A-24) 
and the maximums are obtained by solving the following equation: 
𝜕𝐹4(𝑥)
𝜕𝑥
= 0
𝑦𝑖𝑒𝑙𝑑𝑠
→    
𝑀
2
𝑥5
+ (( 𝑀  2) cos(𝜑1) + ( 𝑀  2) cos(3𝜑1)  
𝑀
2
+ 4)𝑥4
+ (… )𝑥3 + (… )𝑥2 + (… )𝑥 + (… )
= 0                                                                                               (A-25) 
The sum of the roots is given by: 
∑𝑥𝑛
′
4
𝑛 1
=  
𝑏
𝑎
=  2
( 𝑀  2) cos(𝜑1) + ( 𝑀  2) cos(3𝜑1)  
𝑀
2 + 4
𝑀
 (A-26) 
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Three out of five roots are approximately located at 𝜑 = 0,±2𝜑1. Thus, the sum of the other 
two located at 𝜑 = ±𝜑𝑚𝑎𝑥 is found as:  
(𝑒𝑗𝜑𝑚𝑎𝑥 + 𝑒 𝑗𝜑𝑚𝑎𝑥) = 2 cos(𝜑𝑚𝑎𝑥)
=  2
( 𝑀  2) cos(𝜑1) + ( 𝑀  2) cos(3𝜑1)  
𝑀
2 + 4
𝑀
 1
 2 cos(2𝜑1)  (A-27) 
If 𝜑1 is small, then: 
cos(𝜑𝑚𝑎𝑥) =
𝑀  8
𝑀
=
𝑀  2𝑁
𝑀
 
𝑦𝑖𝑒𝑙𝑑𝑠
→    𝜑𝑚𝑎𝑥 = 𝑐𝑜𝑠
 1 (
𝑀  8
𝑀
) = 𝑐𝑜𝑠 1 (
𝑀  2𝑁
𝑀
)        
(A-28) 
 
The maximum of  𝐹4(𝜑)  is obtained as: 
 𝐹4(𝜑𝑚𝑎𝑥) = sin (
1
2
cos 1 (
𝑀  8
𝑀
)  
𝜑1
2
) sin (
1
2
cos 1 (
𝑀  8
𝑀
)
+
𝜑1
2
) sin (
1
2
cos 1 (
𝑀  8
𝑀
)  
3𝜑1
2
) sin (
1
2
cos 1 (
𝑀  8
𝑀
)
+
3𝜑1
2
) sin𝑀 4 (
1
2
cos 1 (
𝑀  8
𝑀
)  
𝜋
2
)  
(A-29) 
For small 𝜑1: 
 𝐹4(𝜑𝑚𝑎𝑥) = sin
4 (
1
2
cos 1 (
𝑀  8
𝑀
)) cos𝑀 4 (
1
2
cos 1 (
𝑀  8
𝑀
))          
= [
√1  (
𝑀  8
𝑀 )
2
]
4
[
√1 + (
𝑀  8
𝑀 )
2
]
𝑀 4
 
= (
2!
4!
)
2
(2√4)
4
√
(𝑀  4)𝑀 4
𝑀𝑀
                         
 
 
 
 
(A-30) 
and the minimum gain in the middle of the adjacent nulls is calculated as: 
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 𝐹4(0) = sin
4 (
𝜑1
4
) cos𝑀 4 (
𝜑1
4
)
𝑓𝑜𝑟 𝑠𝑚𝑎𝑙𝑙 𝜑1
→         𝐹4 (
𝜑1
2
) = (
∆𝜑𝑚𝑖𝑛
4
)
4
 (A-31) 
Thereby: 
𝐺𝐹4
𝑚𝑖𝑛 = √
2𝜋𝐹4
2(0)
∫ 𝐹4
2(𝜑)
2𝜋
0
𝑑𝜑
≅
 𝐹4(0) 
 𝐹4(𝜑𝑚𝑎𝑥) 
= (
4!
2!
)
2
(2√4)
 4
(
∆𝜑𝑚𝑖𝑛
4
)
4
√
𝑀𝑀
(𝑀  4)𝑀 4
 (A-32) 
From (A12), (A22), and (A32), it is found that in general: 
𝐺𝐹𝑁
𝑚𝑖𝑛 ≅ 𝐶(𝑁)  (2√𝑁)
 𝑁
(
∆𝜑𝑚𝑖𝑛
4
)
𝑁
√
𝑀𝑀
(𝑀  𝑁)𝑀 𝑁
 (A-33) 
where: 
𝐶(𝑁) =
{
 
 
 
 (
𝑁!
(𝑁 2⁄ )!
)
2
                          𝑁 even
2𝑁 (
(𝑁  1)!
((𝑁  1) 2⁄ )!
)
2
     𝑁 odd
 (A-34) 
For 𝜑𝑧 = 𝜑𝑧
𝑜𝑝𝑡
, a correction factor, 𝐾(𝑀,𝑁) given by: 
𝐾(𝑀,𝑁) ≅ 1 + 0.03(√𝑀𝑁)√3 (A-35) 
should be included in (3-83). This factor is found numerically by curve fitting for different 
values of 𝑀 and 𝑁. 
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