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Geometrically Convergent Distributed Optimization
with Uncoordinated Step-Sizes
Angelia Nedic´, Alex Olshevsky, Wei Shi, and Ce´sar A. Uribe
Abstract
A recent algorithmic family for distributed optimization, DIGing’s, have been shown to have
geometric convergence over time-varying undirected/directed graphs [1]. Nevertheless, an identical step-
size for all agents is needed. In this paper, we study the convergence rates of the Adapt-Then-Combine
(ATC) variation of the DIGing algorithm under uncoordinated step-sizes. We show that the ATC variation
of DIGing algorithm converges geometrically fast even if the step-sizes are different among the agents.
In addition, our analysis implies that the ATC structure can accelerate convergence compared to the
distributed gradient descent (DGD) structure which has been used in the original DIGing algorithm.
I. INTRODUCTION
Recent advances in networked and distributed systems require the development of scalable
algorithms that take into account the decentralized nature of the problem and communication
constraints. Formation control [2], [3], distributed spectrum sensing [4], statistical inference and
learning [5]–[8] are among some areas of application of such algorithms.
The problem of optimal performance of a number of such distributed systems can be mod-
eled as optimization problems where the objective function is the aggregation of local private
information distributed throughout the system.
This paper focuses on problems of the form
min
x∈Rp
f(x) = 1
n
n∑
i=1
f i(x), (1)
A. Nedic´ (angelianedich@gmail.com) is with the ECEE Department, Arizona State University. A. Olshevsky and W. Shi
({alexols,wilburs}@bu.edu) are with the ECE Deparment, Boston University. C.A. Uribe (cauribe2@illinois.edu) is with the
Coordinated Science Laboratory, University of Illinois. This research is supported partially by the National Science Foundation
under grants CNS 15-44953 and AFOSR FA-95501510394
September 20, 2016 DRAFT
2where each function f i : Rp → R is held privately by agent i to encode the agent’s objective
function, e.g. private data. Moreover, the complete systems seeks to solve the joint problem by
exchanging information over a network. Such network might correspond to privacy settings or
communication constraints.
Several algorithms have been proposed for the solution of problems of the form (1) since the
1980s [9], [10]. Initial approaches for general and possibly time-varying graphs were based in
distributed sub-gradients with extensions to handle stochasticity and asynchronous updates [11]–
[13]. Such algorithms are flexible for the class of functions and graphs they can handle but are
considerably slow. Even for strongly convex functions a diminishing step-size is required which
hinders the possibility of linear rates [14]–[16]. Recent studies have achieved linear convergence
rates for strongly convex function [1], [17]–[22]. Nonetheless, these methods require a careful
selection of the step-sizes.
Recently in [23], [24], the authors utilize the Adapt-Then-Combine strategy1 to develop an
augmented version of the distributed gradient method for distributed optimization over time-
invariant graphs. This algorithm is shown to converge for convex smooth objective functions
for sufficiently small constant step-size. Moreover, no coordination on the step-sizes are needed.
Additionally similar structures of the dynamic average consensus have been explored for more
general classes of non-convex functions [26]. For non-convex problems the work in [27]–[29]
develops a large class of distributed algorithms by utilizing varios “function-surrogate modules”
thus providing a great flexibility in its use and rendering a new class of algorithms that subsumes
many of the existing distributed algorithms. The authors in [23], [28] simultaneously proposed
methods that track the gradient averages.
In this paper we study the Adapt-Then-Combine Distributed Inexact Gradient Tracking (ATC-
DIGing) algorithm for the solution of the optimization problem (1). Specifically, we show that
geometric convergence rates2 can still be obtained in the studied algorithm for uncoordinated
step-sizes. Moreover, under specific conditions the ATC-DIGing algorithm can use step-sizes as
large as the centralized case, which improves the stability region of the ATC-structure over the
1The readers are referred to reference [25] for more discussion on different strategies of information diffusion in networks.
2Suppose that a sequence {xk} converges to x∗ in some norm ‖ · ‖. We say that the convergence is R-linear (Geometric) if
there exist λ ∈ (0, 1) and some positive constant C such that ‖xk − x∗‖ ≤ Cλk for all k. This rate is often referred to as
global to be distinguished from the case when the given relations are valid for some sufficiently large indices k.
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3Distributed Gradient Descent (DGD) structure used in the original DIGing algorithm.
This paper is organized as follows. Section II presents some preliminary definitions, the
proposed algorithm and the main result of this paper. Section III shows the analysis and proof
of the proposed algorithm. Section IV discusses the implications of the results of some general
remarks and comments about the contributions. Finally Section VI presents some conclusions
and future work.
Notation. Each agent i holds a local copy of the variable x of the problem in (1), which
is denoted by xi ∈ Rp; its value at iteration/time k is denoted by xik. In general per agent
information will be represented by superscripts with letter i or j and time indices by subscripts
with the letter k. We stack the raw version of all xi into a single matrix x such that x ∈ Rn×p,
while its corresponding i-th row is denoted by [x]i = (xi)′. We introduce an aggregate objective
function of the local variables: [f (x)]i , f i(xi), where its gradient is a matrix whose i-th row
is defined as [∇f (x)]i = ∇f i(xi)′. We say that x is consensual if all of its rows are identical,
i.e., x1 = x2 = · · · = xn. Furthermore, we let 1 denote a column vector with all entries equal to
one (its size is to be understood from the context). The bar denotes averages, e.g. x¯ , 1/n1′x,
and its consensus violation is denotes as xˇ , Łx, where Ł = I − 1/n11′. We use ‖x‖Ł to
denote the Ł weighted (semi)-norm, that is, ‖x‖Ł =
√〈x,Łx〉. Note that since Ł = Ł′Ł, we
always have ‖x‖Ł = ‖Łx‖F , where ‖·‖F stands for the Frobenius norm. For a tuple of matrices
x,y,w with x = y +w, in view of the definition of the consensus violation, it holds that
‖xˇ‖F = ‖x‖Ł = ‖y +w‖Ł ≤ ‖y‖Ł + ‖w‖Ł = ‖yˇ‖F + ‖wˇ‖F .
II. DEFINITIONS, ALGORITHM AND MAIN RESULT
The set of agents V = {1, 2, . . . , n} interact over a time-invariant connected undirected graph
G = {V,E}, where E correspond to the edges in the graph. A pair of agents (j, i) ∈ E indicates
that agent j can exchange information with agent i. The neighbors of agent i is a set defined as
N i =
{
j
∣∣(j, i) ∈ E}. Additionally, there is a nonnegative doubly-stochastic weight matrix W ,
compliant with the graph G, such that if (j, i) ∈ E then [W ]ij > 0 otherwise [W ]ij = 0.
Next we are going to formalize the set of assumptions we will use for our results.
Assumption 1 The graph G is connected and W is doubly stochastic.
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4Assumption 1 is recurrent in many distributed optimization algorithms. It guarantees some min-
imum exchange of information between agents and balancedness of such exchanges. Specifically
this assumption can be relaxed without much extra work for the case of uniformly connected
time-varying directed graphs [1].
Lemma 1 Let Assumption 1 hold. For any matrix x with appropriate dimensions, if x = Wy,
then we have ‖x‖Ł ≤ δ‖y‖Ł where δ is a constant less than 1.
Lemma 1 is standard in the consensus literature. An explicit expression of δ in terms of n
can be found in [30] if more specific assumptions are made.
We also need the following two assumptions on the objective functions, which are common
for deriving linear (geometric) rates of gradient-based algorithms for strongly convex smooth
optimization problems.
Assumption 2 (Smoothness) Every function f i is differentiable and has Lipschitz continuous
gradients, i.e., there exists a constant Li ∈ (0,+∞) such that
‖∇f i(x)−∇f i(y)‖F ≤ Li‖x− y‖F for any x, y ∈ Rp.
In Section III we will use L , maxi{Li}, which is the Lipschitz constant of f(x), and
L¯ , (1/n)
∑n
i=1 L
i which is the Lipschitz constant of ∇f(x).
Assumption 3 (Strong convexity) Every function f i satisfies
f i(x) ≥ f i(y) + 〈∇f i(y), x− y〉+ µi
2
‖x− y‖2F ,
for any x, y ∈ Rp, where µi ∈ [0,+∞). Moreover, at least one µi is nonzero.
In the analysis we will use µˆ , maxi{µi} and µ¯ , 1/n
∑n
i=1 µ
i
. Assumption 3 implies the
µ¯-strong convexity of f(x). Under this assumption, the optimal solution to problem (1) is
guaranteed to exist and to be unique since µ¯ > 0. We note that all the convergence results
in our analysis are achieved under Assumption 3. We will also use κ¯ , L/µ¯.
With the above definitions and assumptions in place, we now state the ATC-DIGing algorithm
in its compact vector form. Each agent will maintain two variables xik and yik at each time instant
k. These variables are updated according to the following rule:
xk+1 = W (xk −Dyk) (2a)
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5yk+1 = W (yk +∇f(xk+1)−∇f(xk)) (2b)
where W is a doubly stochastic matrix of weights (to be defined soon) and D is a diagonal matrix
where [D]ii = αi is the step-size of agent i. The initial value x0 is arbitrary and y0 = ∇f(x0).
Algorithm of the form (2) have been recently proposed under the name Aug-DGM by [23],
[24], where the convergence of the algorithm under uncoordinated step-sizes is prove. Our
objective will be to study the convergence rate of the algorithm. We will show that such algorithm
converges geometrically fast, and we will provide an explicit rate estimate. These contributions
are stated in the next theorem, which is the main result of this paper.
Theorem 2 (Explicit geometric rate) Let Assumptions 1, 2 and 3 hold. Let the step-size matrix
D be such that its largest positive entry αmax = maxi αi satisfies the following relation:
αmax ∈
(
0,min
{
(1− δ) (1− δ − 4√3κ¯(1− κ−1D ))
10Lδ
√
n
√
κ¯
,
1
2L¯
})
,
where κD = αmax/αmin is the condition number of the step-size matrix D, and κ¯ = L/µ¯. Then,
assuming that the step-size heterogeneity is small enough (κD < 1 + λ−σ4√3κ¯), the sequence {xk}
generated by the ATC-DIGing algorithm with uncoordinated step-sizes converges to the optimal
solution x∗ = 1(x∗)′ at a global R-linear (geometric) rate O(λk) where λ ∈ (0, 1) is given by
λ = max
{√
12κ¯2(1− κ−1D )2 + 10Lδ
√
n
√
κ¯αmax + δ + 2
√
3κ¯(1− κ−1D ),
√
1− αmaxµ¯
3
}
(3)
Theorem 2 provides an explicit convergence rate estimate for the ATC-DIGing algorithm. Such
rate might not be tight and better choices in the analysis will shown result in better bounds.
III. THE SMALL GAIN THEOREM FOR LINEAR RATES
To establish the R-linear rate of the algorithm, one of our technical innovations will be to
resort to a somewhat unusual version of small gain theorem under a well-chosen metric, whose
original version has received an extensive research and been widely applied in control theory
[31]. We choose to analyze the ATC-DIGing algorithm using the small gain theorem due to its
effectiveness in showing geometric rates for other algorithms, e.g. [1]. We will give an intuition
of the whole analytical approach shortly, after stating the small gain theorem at first.
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6Let us adopt the notation si for the infinite sequence si = (si0, si1, si2, . . .) where sik ∈ Rn×p, ∀i.
Furthermore, let us define
‖si‖λ,KF , max
k=0,...,K
1
λk
‖sik‖F (4a)
‖si‖λF , sup
k≥0
1
λk
‖sik‖F , (4b)
where the parameter λ ∈ (0, 1) will serve as the linear rate parameter later in our analysis. While
‖si‖λ,KF is always finite, ‖si‖λF may be infinite. If n = p = 1, i.e., each sik is a scalar, we will
just write |si|λ,K and |si|λ for these quantities. Intuitively, ‖si‖λ,KF is a weighted “ergodic norm”
of si. Noticing that the weight 1/λk is exponentially growing with respect to k, if we can show
that ‖si‖λF is bounded, then it would imply that ‖sik‖F → 0 geometrically fast. This ergodic
definition enables us to give analysis to those algorithms which do not converge Q-linearly. Next
we will state the small gain theorem which gives a sufficient condition to for the boundedness
of ‖si‖λF . The theorem is a basic result in control systems and a detailed discussion about its
result can be found in [31].
Theorem 3 (The small gain theorem) Suppose that {s1, . . . , sm} is a set of sequences such
that for all positive integers K and for each i = 1, . . . , mthen
‖s(i mod m)+1‖λ,KF ≤ γi‖si‖λ,KF + ωi, (5)
where the constants (gains) γ1, . . . , γm are nonnegative and satisfy γ1γ2 · · ·γm < 1. Then
‖s1‖λF ≤
(
1/1−
m∏
i=1
γi
)
m∑
i=1
ωi
m∏
j=i+1
γj. (6)
For simplicity of exposition we will denote the bound relation in (5) as an arrow si → s(i mod m)+1.
Clearly, the small gain theorem involves a cycle s1 → s2 → · · · → sm → s1. Due to this cyclic
structure similar bounds hold for ‖si‖λF , ∀i.
Lemma 4 (Bounded norm ⇒ R-linear rate) For any matrix sequence si, if ‖si‖λF is bounded,
then ‖sik‖F converges at a global R-linear (geometric) rate O(λk).
Before summarizing our main proof idea, let us define some quantities which we will use
frequently in our analysis. We define x∗ , 1(x∗)′ where x∗ is the optimal solution of (1). Also,
define
qk , xk − x∗ for any k = 0, 1, . . . , (7)
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7which is the optimality residual of the iterates xk (at the k-th iteration). Moreover, let us adopt
the notation
zk , ∇f (xk)−∇f(xk−1) for any k = 1, 2, . . . , (8)
and with the convention that z0 , 0.
We will apply the small gain theorem with the ‖ · ‖λ,KF metric and a right choice of λ < 1
around the cycle of arrows shown in Figure 1.
‖q‖F ‖y‖F
‖y‖Ł ‖x‖Ł
‖y‖ 1
n
11′
‖q‖F
Fig. 1. Bound relations between variables in the ATC-DIGing algorithm
After the establishment of each arrow/relation, we will apply the small gain theorem. Specif-
ically we will use the sequences {‖q‖F , ‖y‖F , , ‖y‖Ł, ‖x‖Ł, ‖y‖ 1
n
11′
, ‖q‖F} to show they are
bounded and hence conclude that all quantities in the “circle of arrows” decay at an R-linear
rate O(λk).
Note that to apply the small gain theorem, we would need to have gains (γi) that multiply to
less than one. This is achieved by choosing an appropriate step-size matrix D.
The next lemma presents the establishment of each arrow/relation in the sketch in Fig. 1.
Lemma 5 Let Assumptions 1, 2 and 3 hold and let δ be as given in Lemma 1. Also, let λ be
such that δ < λ < 1. Then, we have for all K = 0, 1, . . .,
(i) ‖q‖F → ‖y‖Ł : ‖y‖λ,KŁ ≤ γ11‖q‖λ,KF + ω11
(ii) ‖q‖F → ‖y‖ 1
n
11′
: ‖y‖λ,K1
n
11′
≤ γ12‖q‖λ,KF + ω12
(iii) {‖y‖Ł, ‖y‖ 1
n
11′
} → ‖y‖F : ‖y‖λ,KF = ‖y‖λ,KŁ + ‖y‖λ,K1
n
11′
(iv) ‖y‖F → ‖x‖Ł : ‖x‖λ,KŁ ≤ γ2‖y‖λ,KF + ω2
where
γ11 =
(λ+ 1)δL
λ− δ γ12 = L γ2 =
δαmax
λ− δ
and ω11, ω12, ω2 < +∞
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8Lemma 5 provides a subset of the required relations necessary for the application of the small
gain theorem. Relations {‖x‖Ł, ‖y‖F} → ‖q‖F remains to be addressed. For this, we need an
interlude on gradient descent with errors in the gradient. Since this part is relatively independent
from the preceding development, we provide it in the next subsection.
A. The Inexact Gradient Descent on a Sum of Strongly Convex Functions
In this subsection, we consider the basic (centralized) first-order method for problem (1) under
inexact first-order oracle. To distinguish from the notation used for our distributed optimization
problem/algorithm/analysis, let us make some definitions that are only used in this subsection.
Problem (1) is restated as follows with different notation,
min
p∈Rd
g(p) =
1
n
n∑
i=1
gi(p),
where all gi’s satisfy Assumptions 2 and 3 with f i being replaced by gi. Let us consider the
inexact gradient descent (IGD) on the function g:
pk+1 = pk − θ 1
n
n∑
i=1
∇gi(sik) + ek, (9)
where θ is the step-size and ek is an additive noise. Let p∗ be the global minimum of g, and
define
rk , ‖pk − p∗‖F for any k = 0, 1, . . . .
The main lemma of this subsection is stated next; it is basically obtained by following the
ideas in [1], [32].
Lemma 6 (The error bound on the IGD) Suppose that√
1− θµ¯β
2(β + 1)
≤ λ < 1 and θ ≤ 1
(1 + η)L¯
, (10)
where β ≥ 2 and η > 0. Let Assumptions 2 and 3 hold for all gi’s. Then, for a set of subsequences
{s1k, s2k, . . . , snk}, the tuple sequence {rk, pk} generated by the inexact gradient method (9) obeys
|r|λ,K ≤ (λ√n)−1
(√
L(1 + η)
µ¯η
+
µˆ
µ¯
β
)
n∑
i=1
‖p− si‖λ,KF + 2r0 +
√
3− θµ¯
λθµ¯
‖e‖λ,KF (11)
Now we prove the last arrow of our proof sketch [cf. (1)] in the following lemma. Its
establishment will use the error bound on the IGD of Lemma 6, as a key ingredient.
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9Lemma 7 ( {‖x‖Ł, ‖y‖F} → ‖q‖F ) Let Assumptions 1, 2, and 3 hold. In addition, suppose
that the parameters α and λ are such that√
1− αµ¯β
2(β + 1)
≤ λ < 1 and α ≤ 1
(1 + η)L¯
,
where β ≥ 2 and η > 0 are some tunable parameters. Then, we have
‖q‖λ,KF ≤
(
1 +
√
n
λ
(√
L(1 + η)
µ¯η
+
µˆ
µ¯
β
))
‖x‖λ,KŁ +By‖y‖λ,KF + 2
√
n‖x¯′0 − x∗‖F , (12)
where the constant By =
√
3−αmaxµ¯
λµ¯
(
1− κ−1D
)
if α = αmax; By =
√
3−α¯µ¯√
nλµ¯α¯
√∑n
i=1 (αi − α¯)2 if
α = α¯.
B. Proof of Main Result
We are now ready to show the proof of our main result in Theorem 2.
Proof: [Theorem 2] We will use the small gain Theorem 3, together with Lemma 5 and
Lemma 7, to show that ‖q‖λF is bounded. Therefore, we need (γ11 + γ12)(γ2γ31 + γ32) < 1, that
is,(
δαmax
λ− δ
(
1 +
√
n
λ
√
L(1 + η)
µ¯η
+
µˆ
µ¯
β
)
+
√
3− αmaxµ¯
λµ¯
(1− κ−1D )
)(
(λ+ 1)δL
λ− δ + L
)
< 1,
(13)
where β ≥ 2 and η > 0, along with other restrictions on parameters that appear in Lemmas 5
and 7.
To obtain some concise though probably loose bound on the convergence rate, we next use
Lemma 5 with some specific values for the parameters β and η, which yields the desired result.
Specifically, let β = 2L/µˆ and η = 1. By further using 0.5 ≤ λ < 1, it yields from (13) that
αmax ≤
(λ− δ) (λ− δ − 4√3κ¯(1− κ−1D ))
10Lδ
√
n
√
κ¯
, (14)
where we require/assume κD < 1+ λ−δ4√3κ¯ so to have δ + 4
√
3κ¯(1− κ−1D ) < λ to ensure the non-
emptiness of (13) (this way the right-hand-side of (14) is always positive). (14) further implies
that
δ + 2
√
3κ¯(1− κ−1D ) +
√
12κ¯2(1− κ−1D )2 + 10Lδ
√
n
√
κ¯αmax ≤ λ. (15)
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Solving for αmax when λ < 1 gives
αmax <
(1− δ) (1− δ − 4√3κ¯(1− κ−1D ))
10Lδ
√
n
√
κ¯
. (16)
Meanwhile, considering that β/(β + 1) ≥ 2/3 we have that√
1− αmaxµ¯
3
≤ λ < 1. (17)
Aggregating the multiple conditions for αmax and λ provides the desired result.
IV. DISCUSSION
Other possible choices of β, η, αmax, and λ exist and may give tighter bounds but here we
only aim to provide an explicit estimate of the convergence rate.
If κD = 1, i.e., the multiple agents use an identical step-size, we can use a small-gain
theorem sketch that is similar to the one in reference [1] to obtain the geometric rate which
is tighter than the result in this paper. Specifically, in this case, to reach ε-accuracy, the number
of iterations needed by DIGing is at the order of O
(
n0.5κ¯1.5
(1−δ)2 ln
1
ε
)
while that by ATC-DIGing is
O
(
max
{
δ2n0.5κ¯1.5+1
(1−δ)2 , κ¯
}
ln 1
ε
)
. See appendix IV for more detailed explanation. This comparison
of the algorithms shows that ATC-DIGing has faster convergence rate and it is less sensitive to
the condition number κ¯, especially when δ is small (the network is well-connected). This implies
that in the DIGing-family, we should use the ATC structure as much as possible.
Here one of our goals is to demonstrate that the geometric rate can still be obtained even if
we use uncoordinated step-sizes. Compared to the case of coordinated (identical) step-size in
[1], to allow uncoordinated step-size we have to demonstrate that ‖yk‖F decays geometrically
fast instead of only ‖yk‖Ł does so. Thus more steps in the small-gain theorem sketch [c.f. (1)]
is needed and worse bound on the rate is derived.
Considering the bounds on Theorem 2, there is a trade-off between the tolerance of step-size
heterogeneity (κD) and the achievable largest step-size (αmax). In addition, Theorem 2 says that
when the graph is well-connected (δ is small) enough and heterogeneity (κD) is small enough,
a step-size as large as 1
2L¯
can be utilized and the corresponding convergence rate can be as fast
as λ =
√
1− µ¯/(6L¯).
To make the paper concise, we analyse ATC-DIGing under a rather simple network setting,
i.e., time-invariant undirected graph. But it can be expected that the idea of analysis in this paper
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can be extended to dealing with Push-DIGing and the other possible variants of DIGing even
under the setting of time-varying directed graphs. Thus in the following numerical test, we shall
conduct the experiments under tougher situation for the DIGing families.
V. NUMERICAL TEST
In this section, we use numerical experiments to demonstrate the performance of DIGing
family under uncoordinated step-sizes. The problem we are solving is decentralized Huber
minimization over time-varying undirected graphs. The experiments settings including data/graph
generation are the same as those in section 6 of reference [1] except that at each iteration and
agent, we perturb the base step-size α⊖ by a random variable ζ satisfying the uniform distribution
over interval (0.5, 1.5). In other words, at iteration k, agent i uses step-size αik = α⊖ζ ik where
ζ ik is the random variable generated over agent i at time k. Monte Carlo simulation shows that
such step-size sequences in the current experiment (n = 12) results a heterogeneity at mean
E{κD} ≈ 2.5.
Numerical results are illustrated in Fig. 2. It shows that under uncoordinated step-sizes, DIGing
families still converge geometrically fast.
0 500 1000 1500 2000 2500
k
10-10
10-8
10-6
10-4
10-2
100
R
es
id
u
a
l
Gradient-Push, αk = 10/k
1/2
DIGing, α⊖ = 0.37
ATC-DIGing, α⊖ = 0.89
Push-DIGing, α⊖ = 1.2
Fig. 2. Plot of residuals ‖x
k−x∗‖F
‖x0−x∗‖F
for a time-varying undirected graph sequence. The base step-sizes α⊖’s are set to be the
same as the constant step-sizes used in the left sub-figure of Fig. 2 from reference [1].
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VI. CONCLUSIONS AND FUTURE WORK
We have shown that the ATC-DIGing algorithm for the distributed optimization problem (1)
converges geometrically to the optimal solution even if all agents have constant uncoordinated
step-sizes. We also provide explicit estimation for its convergence rates. Convergence and rates
are derived using the small gain theorem. Nevertheless no claims about tightness of this estimates
are given. Under specific conditions the obtained rate shows that ATC-DIGing is less sensitive to
the problem parameters that the DGD. Future work should consider extensions to time-varying
directed graphs and explore tightness of the rates.
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APPENDIX I
PROOF OF LEMMA 5
A. (i) ‖q‖F → ‖y‖Ł
Proof: By the Lipschitz continuity of f (Assumption 2), it is easy to show that for all
K = 0, 1, . . . and any λ ∈ (0, 1),
‖z‖λ,KF ≤ L
(
1 +
1
λ
)
‖q‖λ,KF . (18)
From (2), using Lemma 1, it follows that
‖yk+1‖Ł ≤ ‖Wyk‖Ł + ‖Wzk+1‖Ł
≤ δ‖yk‖Ł + δ‖zk+1‖F ,
and therefore, for all k = 0, 1, . . .,
λ−(k+1)‖yk+1‖Ł ≤
δ
λ
λ−k‖yk‖Ł +
δ
λ
λ−k‖zk+1‖F .
Taking the maximum over k = 0, . . . , K − 1 on both sides of the above relation, we obtain
‖y‖λ,KŁ ≤
δ
λ
‖y‖λ,K−1Ł + δ‖z‖λ,KF + ‖y0‖Ł
Hence,
‖y‖λ,KŁ ≤
(λ+ 1)δL
λ− δ ‖q‖
λ,K
F +
λ
λ− δ‖y(0)‖Ł. (19)
Combining (18) and (19) completes the proof.
B. (ii) ‖q‖F → ‖y‖ 1
n
11′
Proof: Considering 1′yk − 1′∇f (xk) = · · · = 1′y0 − 1′∇f(x0) = 0 and 1′∇f (x∗) = 0
we have
‖y‖ 1
n
11′
= ‖ 1√
n
1
′(∇f(xk)−∇f (x∗))‖F
≤ ‖∇f(xk)−∇f (x∗)‖F
≤ L‖xk − x∗‖F .
The desired result follows immediately.
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C. (iii) {‖y‖Ł, ‖y‖ 1
n
11′
} → ‖y‖F
This follows automatically from definition.
D. (iv) ‖y‖F → ‖x‖Ł
Proof: From (2), using Lemma 1, for all k ≥ 0, it follows that
‖xk+1‖Ł ≤ ‖Wxk‖Ł + ‖WDyk‖Ł
≤ δ‖xk‖Ł + δαmax‖yk‖F ,
and therefore, for all k = 0, 1, . . .,
λ−(k+1)‖xk+1‖Ł ≤ δ
λ
λ−k‖xk‖Ł + δαmax
λ
λ−k‖yk‖F (20)
Taking the maximum over k = 0, . . . , on both sides of (20), we obtain
‖x‖λ,KŁ ≤
δ
λ
‖x‖λ,K−1Ł +
δαmax
λ
‖y‖λ,K−1F + ‖x0‖Ł
≤ δ
λ
‖x‖λ,KŁ +
δαmax
λ
‖y‖λ,KF + ‖x0‖Ł
This completes the proof.
APPENDIX II
PROOF OF LEMMA 6
Proof: By assumptions, for each i ∈ {1, 2, . . . , n} and k = 0, 1, . . ., we have
gi(p∗) ≥ gi(sik) + 〈∇gi(sik), p∗ − sik〉+
µi
2
‖p∗ − sik‖2F . (21)
Through using the basic inequality ‖sik − p∗‖2F ≥ ββ+1‖pk − p∗‖2F − β‖pk − sik‖2F where β > 0
is a tunable parameter, it follows from (21) that
gi(p∗) ≥ gi(sik) + 〈∇gi(sik), pk − sik〉+ 〈∇gi(sik), p∗ − pk〉+
µi
2
(
β
β + 1
‖pk − p∗‖2F − β‖pk − sik‖2F
)
and therefore
〈∇gi(sik), p∗ − pk〉 ≤ gi(p∗)− gi(sik)− 〈∇gi(sik), pk − sik〉 −
µiβ
2(β + 1)
‖pk − p∗‖2F +
µiβ
2
‖sik − pk‖2F .
(22)
September 20, 2016 DRAFT
16
Averaging (22) over i through 1 to n gives
1
n
n∑
i=1
〈∇gi(sik), p∗ − pk〉 ≤ g(p∗)−
µ¯β
2(β + 1)
‖pk − p∗‖2F
− 1
n
n∑
i=1
(
gi(sik) + 〈∇gi(sik), pk − sik〉 −
µiβ
2
‖sik − pk‖2F
)
. (23)
On the other hand, we also have that for any vector ∆,
gi(pk +∆) = g
i
(
sik +∆+ pk − sik
)
≤ gi(sik) + 〈∇gi(sik),∆+ pk − sik〉+
Li
2
‖∆+ pk − sik‖2F
≤ gi(sik) + 〈∇gi(sik),∆〉+ 〈∇gi(sik), pk − sik〉
+
Li(1 + η)
2
‖∆‖2F +
Li(1 + η)
2η
‖pk − sik‖2F
where η > 0 is some tunable parameter, and therefore
−〈∇gi(sik),∆〉 ≤ −gi(pk +∆) + gi(sik) + 〈∇gi(sik), pk − sik〉
+
Li(1 + η)
2η
‖pk − sik‖2F +
Li(1 + η)
2
‖∆‖2F . (24)
Averaging (24) over i through 1 to n gives
− 〈 1
n
n∑
i=1
∇gi(sik),∆〉 ≤ −g(pk +∆) +
L¯(1 + η)
2
‖∆‖2F
+
1
n
n∑
i=1
(
gi(sik) + 〈∇f i(sik), pk − sik〉+
Li(1 + η)
2η
‖pk − sik‖2F
)
. (25)
Having (23) and (25) at hand, we are ready to show how rk+1 is related to rk. First, plugging
a = pk+1 − p∗ and b = pk − pk+1 into the basic equality ‖a‖2F = ‖a + b‖2F − 2〈a, b〉 − ‖b‖2F
yields
r2k+1 = r
2
k − 2〈pk+1 − p∗, pk − pk+1〉 − ‖pk+1 − pk‖2F
= r2k − 2〈pk+1 − p∗, θ
1
n
n∑
i=1
∇gi(sik)− ek〉 − ‖pk+1 − pk‖2F
= r2k + 2θ〈
1
n
n∑
i=1
∇gi(sik), p∗ − pk〉 − 2θ〈
1
n
n∑
i=1
∇gi(sik), pk+1 − pk〉
− ‖pk+1 − pk‖2F + 2〈pk+1 − p∗, ek〉. (26)
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Next, in (26), we substitute (23) for the second term, and we substitute (25) with ∆ = pk+1−pk
for the third term. Thus, we obtain that
r2k+1 ≤ r2k + 2θ
(
g(p∗)− 1
n
n∑
i=1
(
gi(sik) + 〈∇gi(sik), pk − sik〉 −
µiβ
2
‖sik − pk‖2F
)
− µ¯β
2(β + 1)
‖pk − p∗‖2F
)
+ 2θ (−g(pk+1)
+
1
n
n∑
i=1
(
gi(sik) + 〈∇gi(sik), pk − sik〉+
Li(1 + η)
2η
‖pk − sik‖2F
)
+
L¯(1 + η)
2
‖pk+1 − pk‖2F
)
− ‖pk+1 − pk‖2F + 2〈pk+1 − p∗, ek〉
≤ r2k + 2θ(g(p∗)− g(pk+1))−
θµ¯β
β + 1
‖pk − p∗‖2F +
1
n
n∑
i=1
(
θLi(1 + η)
η
+ θµiβ
)
‖pk
− sik‖2F − p∗‖2F +
1
ρ
‖ek‖2F − (1− θL¯(1 + η))‖pk+1 − pk‖2F + ρ‖pk+1
≤
(
1− θµ¯β
β + 1
)
r2k − 2θ(g(pk+1)− g(p∗)) +
(
θL(1 + η)
η
+ θµˆβ
)
1
n
n∑
i=1
‖pk − sik‖2F
− (1− θL¯(1 + η))‖pk+1 − pk‖2F + ρkr2k+1 +
1
ρk
‖ek‖2F , (27)
where {ρk} is a sequence of positive tunable parameters (intuitively since in some scenario
the noise term ‖ek‖F decays to zero eventually, a time-wise/diminishing parameter ρk may
improve the analytical rate). Define ǫk = 1n
∑n
i=1 ‖pk − sik‖2F . By choosing θ ≤ 1(1+η)L¯ such that
1− θL¯(1 + η) in (27) is nonnegative, we have
r2k+1 ≤
1
1− ρk
(
1− θµ¯β
β + 1
)
r2k −
2θ
1− ρk (g(pk+1)− g(p
∗)) +
1
1− ρk
(
θL(1 + η)
η
+ θµˆβ
)
ǫk
+
1
(1− ρk)ρk ‖ek‖
2
F . (28)
Let us look into the second and third terms in the right-hand-side of (28). Noticing that µ¯ =
(1/n)
∑n
i=1 µ
i is a strong convexity constant of g(p), there are two possibilities that could happen
at time k. Possibility A is that
r2k+1 ≥
(
L(1 + η)
µ¯η
+
µˆ
µ¯
β
)
ǫk +
1
ρkθµ¯
‖ek‖2F ,
while possibility B is the opposite, namely that
r2k+1 <
(
L(1 + η)
µ¯η
+
µˆ
µ¯
β
)
ǫk +
1
ρkθµ¯
‖ek‖2F .
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If possibility A occurs, we have
2θ(g(pk+1)− g(p∗)) ≥ θµ¯‖pk+1 − p∗‖2F
= θµ¯(rk+1)
2
≥
(
θL(1 + η)
η
+ θµˆβ
)
ǫk +
1
ρk
‖ek‖2F
which together with (28) implies
r2k+1 ≤
1
1− ρk
(
1− θµ¯β
β + 1
)
r2k.
Considering both possibilities A and B, it follows that
r2k+1 ≤ max
{
1
1− ρk
(
1− θµ¯β
β + 1
)
r2k,
(
L(1 + η)
µ¯η
+
µˆ
µ¯
β
)
ǫk +
1
ρkθµ¯
‖ek‖2F
}
. (29)
Recursively using the inequality (29), we get
λ−2(k+1)r2k+1 ≤ max
{
λ−2(k+1)
(
k∏
t=0
1
1− ρt
)
×
(
1− θµ¯β
β + 1
)k+1
r20, λ
−2(k+1) max
t=0,...,k
{(
t−1∏
s=0
1
1− ρk−s
)
×
(
1− θµ¯β
β + 1
)t((
L(1 + η)
µ¯η
+
µˆ
µ¯
β
)
ǫk−t +
‖ek−t‖2F
ρk−tθµ¯
)}}
. (30)
Taking square root on both sides of (30) gives us
λ−(k+1)rk+1 ≤ λ−(k+1)
(
k∏
t=0
√
1
1− ρt
)(
1− θµ¯β
β + 1
) k+1
2
r0
+ λ−(k+1) max
t=0,...,k


(
t−1∏
s=0
√
1
1− ρk−s
)(√
1− θµ¯β
β + 1
)t
×
(√
L(1 + η)
µ¯η
+
µˆ
µ¯
β
√
ǫk−t +
√
1
ρk−tθµ¯
‖ek−t‖F
)}
. (31)
It can be seen that
sup
k=0,1,...
(λ)−(k+1)
(
k∏
t=0
√
1
1− ρt
)(√
1− θµ¯β
β + 1
)k+1
r0
is finite (exists) as long for some large enough t0, ∀t > t0 we have 1λ
√
1
(1−ρt)
(
1− θµ¯β
β+1
)
being no
greater than 1. This can be sufficed by setting ρk to some specific sequence that monotonically
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diminishes to zero and requiring that λ >
√
1− θµ¯β
β+1
simultaneously. This can also be done by
simply setting a time-invariant ρk, that is, ρk = ρ , θµ¯β2(β+1)−θµ¯β , along with λ ≥
√
1− θµ¯β
2(β+1)
.
However, Noticing that the above two different choices of ρk lead to bounds on λ that have the
same order, in the following for conciseness we use the aforementioned time-invariant choice
of ρk = ρ.
Choosing ρk = ρ, λ ≥
√
1− θµ¯β
2(β+1)
, and β ≥ 2, then, (31) can be further relaxed to
λ−(k+1)rk+1 ≤ r0 + λ−(k+1) max
t=0,...,k


(√
1− θµ¯β
2(β + 1)
)t
(√
L(1 + η)
µ¯η
+
µˆ
µ¯
β
√
ǫk−t +
√
3− θµ¯
θµ¯
‖ek−t‖F
)}
. (32)
Let us denote c , λ−2
(
1− θµ¯β
2(β+1)
)
≤ 1, then from (32) we get
λ−(k+1)rk+1 ≤ r0 + λ−1 max
t=0,...,k
{
λ−(k−t)
√
c
t×(√
L(1 + η)
µ¯η
+
µˆ
µ¯
β
√
ǫk−t +
√
3− θµ¯
θµ¯
‖ek−t‖F
)}
≤ r0 + λ−1 max
t=0,...,k
{
λ−t
(√
L(1 + η)
µ¯η
+
µˆ
µ¯
β
√
ǫt
+
√
3− θµ¯
θµ¯
‖et‖F
)}
. (33)
Further observing that
√
ǫk =
√√√√ 1
n
n∑
i=1
‖pk − sik‖2F ≤
1√
n
n∑
i=1
‖pk − sik‖F ,
and combining it with (33), it follows that
λ−(k+1)rk+1 ≤ r0 ++
√
3− θµ¯
λθµ¯
max
t=0,...,k
{
λ−t‖et‖F
}
+ λ
√
n
−1×
(√
L(1 + η)
µ¯η
+
µˆ
µ¯
β
)
n∑
i=1
max
t=0,...,k
{
λ−t‖pt − sit‖F
} (34)
Taking maxk=0,1,...,K−1 on both sides of (34) results in the (11).
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APPENDIX III
PROOF OF LEMMA 7
Proof: First, let us consider the evolution of x¯k , 1n1′xk. Notice that 1′yk = 1′∇f (xk)
holds for all k, we then have that
x¯k+1 = x¯k − α 1
n
n∑
i=1
∇f i(xik) +
(
α
1
n
1
′ − 1
n
1
′D
)
yk (35)
where α is some nonnegative constant that we consider as the (centralized) step-size of the
gradient descent. Applying Lemma 6 to the recursion relation of x¯, namely (35), we obtain
‖x¯′ − x∗‖λ,KF ≤ 2‖(x¯0)′ − x∗‖F + (λ
√
n)−1
(√
L(1 + η)
µ¯η
+
µˆ
µ¯
β
)
n∑
i=1
‖x¯′ − xi‖λ,KF
+
√
3− αµ¯
λαµ¯
‖
(
α
1
n
1
′ − 1
n
1
′D
)
y‖λ,KF
≤ 2‖(x¯0)′ − x∗‖F + λ−1
(√
L(1 + η)
µ¯η
+
µˆ
µ¯
β
)
‖x‖λ,KŁ +
√
3− αµ¯
nλµ¯
‖1′ − 1′D
α
y‖λ,KF .
(36)
Since qk = Łxk + 1n11
′xk − x∗, it follows that
‖q‖λ,KF ≤ ‖x‖λ,KŁ +
√
n‖x¯− x∗‖λ,KF . (37)
Substituting (36) into (37) yields
‖q‖λ,KF ≤ 2
√
n‖x¯′0 − x∗‖F +
√
3− αµ¯√
nλµ¯
‖1′ − 1′D
α
y‖λ,KF +
(
1 +
√
n
λ
(√
L(1 + η)
µ¯η
+
µˆ
µ¯
β
))
‖x‖λ,KŁ
(38)
If we choose α = αmax with κD = αmaxαmin being the condition number of D; and if we choose
α = 1
n
∑i αi, we get the desired bounds.
APPENDIX IV
COMPARISON OF THE COMPLEXITIES OF DIGING AND ATC-DIGING
Let us first illustrate the main difference between the rates/complexities derived in the current
paper and reference [1]. The major difference comes from the different restriction of gains that
multiply to less than 1. Let us assume κD = 1. In reference [1], the restriction on DIGing is
λ+ 1
λ− δ
αL
λ− δ (5
√
κ¯n) < 1. (39)
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Following the idea of reference [1], the restriction on ATC-DIGing will be
δ(λ+ 1)
λ− δ
δαL
λ− δ (5
√
κ¯n) < 1. (40)
In the current paper’s scheme, the restriction on ATC-DIGing is(
δ(λ+ 1)
λ− δ + 1
)
δαL
λ− δ (5
√
κ¯n) < 1. (41)
Clearly, (40) allows a larger range of step-size compared to what (39) does. This explains why
ATC-DIGing performs better when graph is well-connected. For the analysis on ATC-DIGing,
when δ is small, the left-hand-side of (40) is at the order of O(δ2α) while the left-hand-side of
(41) is at the order of O(δα). Again, (40) allows a larger range of step-size compared to what
(41) does. This is why we say a worse rate is derived in the current paper.
Below we utilize (39) and (40) to show the complexity of DIGing and ATC-DIGing. In
DIGing, we have
λ ≤ 1− (1− δ)
2
30n0.5κ¯1.5
, (42)
thus the iteration complexity to reach ε-accuracy is O
(
n0.5κ¯1.5
(1−δ)2 ln
1
ε
)
. In ATC-DIGing, the anal-
ogous of (42) is
λ ≤ 1− (1− δ)
2
2(15n0.5κ¯1.5δ2 + 1)
. (43)
Considering along with the limitation of gradient method [c.f. (10)], we conclude that the iteration
complexity of ATC-DIGing to reach ε-accuracy is O
(
max
{
δ2n0.5κ¯1.5+1
(1−δ)2 , κ¯
}
ln 1
ε
)
. We omit the
proof here since it is just a translation from convergence rate to computational complexity.
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