Existing distributions do not always provide an adequate fit to the complex real world data.
Introduction
Since real world data are usually complex and can take a variety of shapes, existing distributions do not always provide an adequate fit. Hence, generalizing distributions and studying their flexibility are of interest of researchers for last decades. One of the earliest works on generating distributions was done by Pearson (1895) , who proposed a method of differential equation as fundamental approach to generate statistical distributions. Burr (1942) also made a contribution on this category and developed another method based on differential equation. Later on method of transformation (Johnson, 1949) and method of quantile function (Hastings et al., 1947; Tukey, 1960) were developed. More recent techniques emerged after 1980s were summarized into five major categories : method of generating skew distributions, method of adding parameters, beta generated method, transformed-transformer method, and composite method.
The beta generated (BG) method grasped the interest of modern researchers. Eugene et al. (2002) 3 introduced the beta-generated family of distributions with cumulative distribution function (CDF) given by () 
Several members of BG family of distributions were investigated in recent literature, for example, beta-normal (Eugene et al., 2002; Famoye et al., 2004; Gupta and Nadarajah, 2004; Rego et al., 2012) , beta-Gumbel (Nadarajah and Kotz, 2004) , beta-Frechet (Baretto-Souza et al.,
2011), beta-Weibull (Famoye et al., 2005; Lee et al., 2007; Wahed et al., 2009; , beta-Pareto (Akinsete et al., 2008) , beta generalized logistic of type IV (de Morais, 2009) and beta- Burr XII (Paranaiba et al., 2011) . Some extensions of BG family such as Kw-G distribution (Jones, 2009; Cordeiro and de Castro, 2011) , beta type I generalization (Alexander et al., 2012) , and generalized gamma-generated family (Zografos and Balakrishnan, 2009 ) were recently introduced.
The beta-generated family of distributions is formed by using the beta distribution in (1.2) with support between 0 and 1 as a generator. Alzaatreh et al. (2013) 
If R follows the normal distribution with mean  and variance 
The T-normal family is a general base for generating many different generalizations of the normal distribution. The distributions generated from the T-normal family can be symmetric, skewed to right, skewed to the left, or bimodal. Some of the existing generalizations of normal distributions can be obtained using this framework. In particular, such generalizations of normal distribution are beta-normal (Eugene et al., 2002) and Kumaraswamy normal (Cordeiro and de Castro, 2011) . These are special cases of T-normal family of distributions where the link
Another generalization of the normal distribution, the gamma-normal distribution, was investigated by Alzaatreh et al. (2014a) . It is a member of the T-normal family, where
 . The distribution can be right skewed, left skewed, or symmetric. According to Alzaatreh et al. (2014a) , there are special cases in which gamma-normal distribution can provide a more accurate fit to the data compared to normal distribution. It was shown that if the data is skewed, one should fit a gamma-normal distribution instead of a normal distribution.
The logistic-normal distribution
If Y follows the standard logistic distribution and T follows the logistic distribution with PDF
where () Gxis CDF of any distribution. It is interesting to see that the family in (2.1) preserves the symmetry property. Now, if we use the normal distribution as the generator in (2.1), we get 
In Figure 1 , various graphs of () fx when 0   , 1   and for various values of  are provided. Figure 1 indicates that the logistic-normal PDF can be unimodal or bimodal. It appears that the bimodality occurs when  is less than 0.5. Remark 2.
i. The ( , , )
ii. The mean and median of LN distribution are equal to  which comes from normal distribution.
Proof. The symmetricity of normal distribution implies
The mode of the LN distribution is the solution of the equation
is the hazard function of the normal distribution.
Proof. Using the fact that 
The quantile function can also be used to simulate a random sample from LN distribution, by first simulating a random sample , 1, , , 
The tail behavior of LN distribution
Lemma 2. As x ,
Proof. It is known that as Patel and Read, 1982) .
Therefore as x , faster, meaning that the tail weight increases for higher  .
The graphical representation of the connection between tail weight and  can be made using the measure of Kurtosis defined by Moore (1988) as Figure 2 shows the plot of the Moore's kurtosis versus λ. It indicates that as λ increases the Moore's kurtosis increases. For 0 < λ < 1 there is a sharp change in the kurtosis, while for λ > 1 the change becomes gradual. Figure 3 provides a clear comparison between the tails of LN and normal distributions. Figure 3 indicates that for λ < 1, the tail of LN distribution is lighter than that of the normal distribution, while for λ ˃ 1 the tail of LN distribution is heavier than that of the normal distribution. Also, for λ ˃ 1 the LN distribution is leptokurtic with more cone-shaped higher peak. And for λ < 1, the LN distribution is platykurtic with more flat-shaped lower peak (see Figures 1 and 3 ). 
Figure 3. The tails of LN PDF for various  .
Moments of LN distribution
Using Remark 1, the moments for the LN distribution in (2.3) can be written as 
X to the power r and taking its expectation gives
Only even cases are considered due to Lemma 3. 
Parameter estimation and simulation for LN distribution
Let 12 , , , n x x x  be a random sample of size n taken from LN distribution. Then the loglikelihood function is given by 11 ( , , ) log ( ) log ( ) ( 1) log ( )
( 1) log (1 ( )) 2 log{ ( ) (1 ( )) }.
Using the facts that () ()
, the derivatives of (4.1) with respect to  ,  and  respectively, are given by
The MLE,  ,  and  , of the parameters  ,  and  can be obtained by setting equations (4.2), (4.3), and (4.4) to zero and solving them numerically.
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The initial value for  is taken to be the moment estimates x . The initial value for is taken to be the sample standard deviation, s. To obtain the initial value for the parameter  we use 
Application
In this section the LN distribution is fitted to two bimodal data sets. The results of the maximum likelihood estimates, the log-likelihood value, the AIC (Akaike Information Criterion), the Kolmogorov-Smirnov (K-S) test statistic, and the p-value for the K-S statistic for the fitted distributions are reported in Tables 2 and 3 For each calendar year, the maximum observation was extracted; hence, for each buoy 21 yearly maxima were found. The data is available from Persson et al. (2010) . Histogram in Figure 4 shows that the data is bimodal.
Hence, the data is fitted to the LN and mixture normal distributions. The K-S values in Table 2 14 indicate that the LN distribution provides an adequate fit and performs much better than the mixture normal distribution. In fact, the CDF in Figure 4 shows that the mixture normal distribution does not provide an adequate fit. The fact that the LN distribution has only three parameters adds an extra advantage to the distribution over the mixture normal distribution. The second application is from Emlet et al. (1987) . It represents the asteroid and echinoid egg size. The data consists of 88 asteroid species divided into three types; 35 planktotrophic larvae, 36 lecithotrophic larvae, and 17 brooding larvae. Since the logarithm of the egg diameters of the asteroids data has a bimodal shape, Famoye et al. (2004) applied the beta-normal distribution to the logarithm of the data set. The results in Table 3 show that both the LN and beta-normal 15 distributions provide an adequate fit to the data. However, the K-S values indicate that the LN distribution provides a better fit. This is also evident from Figures 5 and 6. The fact that the LN distribution involves less number of parameters also adds an advantage over the beta-normal distribution. 
Conclusion
In this project the generalization of the normal distribution, the logistic normal (LN), is introduced. We study the LN distribution in some detail. Some properties of the LN distribution are investigated, including moments, modes and tail behavior. The LN distribution is a symmetric distribution, which can be unimodal or bimodal. A small simulation study showed that maximum likelihood estimators perform well. It is noteworthy to mention that we fitted the LN distribution to several unimodal data sets with approximately symmetric characteristic. The results showed that the LN provides excellent fit to most of these data. The results are available from the author upon request. In this project, we showed the applicability of fitting the LN distribution to two bimodal datasets. The LN distribution provided a good fit for each data.
For skewed type of data one can generate a skewed LN distribution by exponentiating the CDF of the LN distribution as
To analyze the skewness and kurtosis regions of the distribution, the Galton's skewness S (1883) and Moore's kurtosis K (1988) measures were plotted against the parameters  and  . Figure 7 shows that the distribution is right skewed for ,1
 and left skewed for   . The plot of kurtosis in Figure 7 demonstrates the flexibility of the proposed distribution. For 1   , the tails of the skewed LN can be heavier or lighter than that tail of the normal distribution, while for 1   the kurtosis is always higher than that of the normal distribution. The skewed LN distribution was also fitted to different skewed unimodal and bimodal real data sets. For most of the cases, the distribution provided a very good fit. A detailed investigation of the skewed LN distribution and general properties of the LN distribution, such as moments and bimodality-unimodality regions can be studied in future research. SAS and R codes for simulation study and goodness of fit are provided in the appendix. bounds th g > 0; parms th 1 m 10.6257143 g 1.7430736; pd=pdf('normal', y, m, g); cd=cdf('normal', y, m, g); cc=log(th)+log(a); f1=log(cd); f2=log(1-cd); f3=log(pd); f4=log(((cd)**th)+((1-cd)**th)); ll=cc+f3+(a*th-1)*f1+(th-1)*f2-(a+1)*f4; model y ~ general(ll); run; /* Mixture normal */ proc nlmixed data=one tech=trureg; title 'mixture normal'; bounds th1 g1 g2 > 0; parms th1 0.3 m1 9.5 m2 11.5 g1 1.7430736 g2 1.7430736; pd1=pdf('normal', y, m1, g1); pd2=pdf('normal', y, m2, g2); cd1=cdf('normal', y, m1, g1); cd2=cdf('normal', y, m2, g2); ll=log(th1*pd1*cd1+(1-th1)*pd2*cd2); model y ~ general(ll); run;
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