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Wake Evolution of Wing-Body Configuration
from Roll-Up to Vortex Decay
Takashi Misaka∗, Frank Holza¨pfel† and Thomas Gerz†
Deutsches Zentrum fu¨r Luft- und Raumfahrt (DLR), 82234 Oberpfaﬀenhofen, Germany
The development of aircraft’s wake vortex from the roll-up until vortex decay is studied.
An aircraft model and the surrounding flow field obtained from high-fidelity Reynolds-
averaged Navier-Stokes simulation are swept through a ground-fixed computational domain
to initialize the wake. After the wake initialization, the large-eddy simulation of the vortical
wake is performed until vortex decay. The methodology is tested with the NACA0012 wing
and applied to the DLR-F6 wing-body model. The roll-up process of the vorticity sheet
from a main wing and the merge of an inboard wing vortex into the wingtip vortex are
simulated. Vortex parameters such as the radially averaged circulation, vortex core radius
and vortex separation are also evaluated. The growth rate of the vortex core radius is
relatively small during the roll-up where the fine mesh resolution in the LES is required to
capture the tiny vortex core in the RANS simulation.
I. Introduction
Wake vortices generated by a ﬂying aircraft pose a potential risk for following aircraft due to the strong
and coherent vortical ﬂow structure.1 In addition, it is pointed out that condensation trails (contrails)
originated from the interaction of jet exhaust, wake vortices and the environmental atmosphere may trigger
the formation of cirrus clouds (contrail cirrus) which have inﬂuence on the climate.2,3 Wake vortex is related
to a broad scale of ﬂows. Flows around aircraft’s main wing, fuselage, slat, ﬂap, jet engine and tail plane,
and their interactions may aﬀect the generation of wake vortex in particular in a high-lift condition.4 On
the other hand, contrails generated by cruising aircraft spread several tens kilometers.
The evolution of aircraft’s wake can be divided into several phases, for example, (1) roll-up phase, (2)
vortex phase, and (3) dissipation phase. Although numerical simulation is one of the eﬀective approaches to
tackle this problem, the applicable ﬂow scale of a numerical simulation code is usually limited to each of those
regimes. High-ﬁdelity Reynolds-averaged Navier-Stokes (RANS) simulations can handle ﬂows around aircraft
and subsequent roll-up process of wake vortex in the jet regime.5 In addition, experimental measurements
of near ﬁeld wake evolutions have been conducted.4,6 On the other hand, the dynamics of rolled-up wake
vortex in the vortex and dissipation regime has been studied mainly by Large-eddy simulation (LES) or
direct numerical simulation (DNS). In these researches, detailed time evolution of a vortex pair with a
longitudinally constant velocity proﬁle is investigated, where short-wave (elliptic) instability7–9 and Crow
instability10,11 may develop. In addition, various atmospheric conditions of turbulence, stability and wind
shear are considered to assess the eﬀect of these factors on wake vortex evolution and decay.12–14 The LES
of wake vortex in the late dissipation and diﬀusion regimes is performed along with microphysical processes
of contrails where microphysical processes of contrails are of primary interest.15,16
The authors investigated the feasibility of a wake initialization approach where realistic aircraft wake
is generated in a LES domain by sweeping a high-ﬁdelity RANS ﬂow ﬁeld through the domain.17 Using
this approach the simulation was performed from the roll-up of the DLR-F6 wing-body model until the
vortex decay. The preliminary results revealed several points to be overcome to use the this approach:
the connection of turbulent quantity such as eddy viscosity not only the connection of a velocity ﬁeld, a
sophisticated way to deﬁne the switching wall-distance between RANS and LES ﬂow ﬁelds instead of using
a constant wall-distance.
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This paper focuses on the above mentioned points of the present approach and investigates the evolution
of vortex parameters such as the radially averaged circulation, vortex core radius and vortex separation from
the wake roll-up to vortex decay. Here we consider a simple NACA0012 wing for the numerical tests of
the approach. Then the DLR-F6 model in a cruise condition is investigated with and without employing an
ambient turbulence ﬁeld. The study bridging the gap between the roll-up and the vortex phases shall provide
more realistic insights into aircraft wake vortex evolution expressed in terms of e.g., vortex circulation and
vortex core radius. It also allows investigating the entrainment of jet exhaust by considering tracers, which
might be useful for detailed contrail modeling studies.
II. Governing equations and numerical methods
The LES is performed by using incompressible Navier-Stokes code MGLET.18 An equation for potential
temperature is also solved to take into account buoyancy eﬀects of the atmosphere.
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where ui, p′ and θ′ represent velocity components in three spatial directions (i=1, 2 or 3), pressure and
potential temperature, respectively. Summation convention is used for velocity components ui and δij
denotes Kronecker’s delta. The primes for pressure and potential temperature show that these are deﬁned
by the deviation from the reference states: p = p0 + p′, θ = θ0 + θ′. In the Boussinesq approximation,
the potential temperature is coupled to momentum equations through the vertical velocity component.
Kinematic viscosity in Eq. (1) is given by the sum of molecular viscosity and eddy viscosity deﬁned by
a subgrid-scale model. Corresponding diﬀusion coeﬃcient κ in Eq. (2) is obtained by assuming constant
molecular and turbulent Prandtl numbers of 0.7 and 0.9, respectively.
The above equations are solved by a ﬁnite-volume approach with the fourth-order ﬁnite-volume compact
scheme.19,20 A split-interface algorithm is used for the parallelization of the tri-diagonal system, which
realize smaller overhead time and scalability in parallel environment compared to the existing parallel tri-
diagonal matrix solvers.21 In addition, a divergence free interpolation is employed for obtaining advection
velocity, which ensures conservation of velocity and passive tracer ﬁelds. A pressure ﬁeld is obtained by the
velocity-pressure iteration method22 with a multi-grid convergence acceleration technique.23 The third-order
Runge-Kutta method is used for the time integration.24 The Lagrangian dynamic model is employed for a
turbulence closure.25 The Lagrangian dynamic model does not require speciﬁc direction for the averaging
process of subgrid model coeﬃcients which is usually required in dynamic-type models for stable computation,
therefore, the Lagrangian dynamic model is appropriate for wake vortex simulation where there is no relevant
direction for the averaging. Computations are performed in parallel by a domain decomposition approach.
III. Description of present approach
The present approach which is schematically shown in Fig. 1 could be a numerical realization of the
catapult wind tunnel.26 The numerical approach has several advantages for investigating aircraft wake.
Decay of a vortex pair strongly depends on environmental conditions such as ambient turbulence, temperature
stratiﬁcation and wind shear. Therefore the control of these conditions is crucially important to assess the
inﬂuence of the ambient conditions on vortex decay. Unlike the consideration of realistic inﬂow conditions in
an aircraft ﬁxed LES domain, the generation of controlled turbulence ﬁelds in the ground ﬁxed LES domain
is straightforward. The other reason is that the present approach does not need a long computational domain
in the ﬂight direction for obtaining longer vortex age compared to an aircraft ﬁxed LES domain.
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Wake initialization (~seconds) Time integration until decay (~ minutes)
Ambient turbulence
Figure 1. Schematic of the present approach, (a) wake initialization in the order of seconds, (b) wake evolution in the
order of several minutes until vortex decay.
III.A. Wake initialization using RANS flow field
An aircraft model and the surrounding ﬂow ﬁeld obtained from high-ﬁdelity RANS simulation are swept
through a ground ﬁxed LES domain to initialize the aircraft’s wake.17 The RANS ﬂow ﬁeld is provided as
a forcing term of Navier-Stokes equations in the LES. Similar approach might be referred to as the fortiﬁed
solution algorithm (FSA),27 or a nudging technique used in data assimilation.28 The resulting velocity ﬁeld
is represented by the weighting sum of LES velocity ﬁeld VLES and RANS velocity ﬁeld VRANS,
V = f(y, α, β)VLES + [1− f(y, α, β)]VRANS . (4)
In this study, VRANS is provided as a constant forcing term of Navier-Stokes equations solved in the LES
as a one-way coupling. Since the aircraft model is swept through a computational domain, the forcing term
acts as a moving boundary condition for the LES. The weighting function f(y, α, β) could be a smooth
function of the wall-distance y, or of other physical quantities such as velocity magnitude. Here, we employ
the following function of wall-distance to realize smooth transition between the RANS and LES ﬂow ﬁelds,
f(y, α, β) =
1
2
[
tanh
[
α
(
y
β
− β
y
)]
+ 1.0
]
, (5)
where the constants α and β represent the slope of the transition and the wall-distance where solutions of
RANS and LES are equally weighted, respectively. These constants can be determined by try and error, as
well as by optimization techniques.
The mapping of the RANS ﬂow ﬁeld onto the Cartesian LES mesh is performed by a linear interpolation
only once before the wake initialization. An additional computer memory is prepared to store the mapped
RANS ﬂow ﬁeld, however, the additional computational cost for the forcing term is minimal. The forward
movement of an aircraft is represented by simply shifting the mapped ﬂow ﬁeld for a certain mesh spacing,
which is also possible for a decomposed LES domain if the increments of the advancement is smaller than
the halo region of the domain decomposition for parallel computation.
LES
RANS
f(y,α,β)
y
Figure 2. Schematic of a weighting function for a combination of RANS and LES ﬂow ﬁelds.
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III.B. Reproduction of eddy viscosity
Since we only use a RANS velocity ﬁeld to initialize the wake, the eddy viscosity in the LES domain
appears to be low compared to that in the original RANS ﬂow ﬁeld. Therefore it is required to reproduce
velocity ﬂuctuations modeled in the RANS ﬂow ﬁeld. It is pointed out that the correct representation of
eddy viscosity in the wake is important to simulate the wake evolution.29
Most crude but still useful representation of such velocity ﬂuctuations may be a white noise. Here we
add a white noise to the RANS ﬂow ﬁeld in the region of RANS-LES transition so that the time averaged
LES eddy viscosity matches to the RANS eddy viscosity in the wake. The magnitude of the ﬂuctuations is
modiﬁed by the proportional-integral (PI) controller during the advancement of the model through the LES
domain.
VRANS+WN = VRANS + KVWN , (6)
K = a1 (μ¯t,LES − μt,RANS) + a2
∫
(μ¯t,LES − μt,RANS) dt , (7)
where VWN is a white noise ﬁeld and K is a gain to control the magnitude of the velocity ﬂuctuations.
The gain is deﬁned by the diﬀerence between the time-averaged LES eddy viscosity μ¯t,LES and RANS eddy
viscosity μt,RANS. These eddy viscosities for calculating the gain are integrated in the wake region with the
weighting of the RANS eddy viscosity. The magnitude of the added white noise is also weighted locally
using the RANS eddy viscosity. The constants a1 and a2 are set according to the convergence of the gain
and numerical stability but the results are not too sensitive to these values.
III.C. Optimization of RANS-LES interface
In the above formulation, RANS and LES ﬂow ﬁelds are switched using a certain threshold, i.e., a constant
distance from the body surface. On the other hand, it is also possible to deﬁne the wall-distance locally
by using optimization techniques with respect to an appropriate cost function. We tested a cost function
deﬁned by the diﬀerence of axial vorticity magnitudes at two diﬀerent locations in ﬂight direction,
J(α, β) =
1
2
[ωx2 − ωx1]2 , (8)
ωx = (∇× V )x , ωx1 = (∇× V )x|x=x1 , ωx2 = (∇× V )x|x=x2 . (9)
This cost function is evaluated locally, i.e., the upstream axial vorticity magnitude ωx2 at x2 and the
downstream axial vorticity ωx1 at x1 are evaluated at each grid point within the RANS-LES transition
region. The cost function is minimized by gradient-based optimization methods. The gradients of the cost
function are obtained as follows,
∇αJ(α, β) =
(
∂f
∂α
)T
[δωx2 − δωx1] [ωx2 − ωx1] , (10)
∇βJ(α, β) =
(
∂f
∂β
)T
[δωx2 − δωx1] [ωx2 − ωx1] , (11)
δωx = [∇× (VLES − VRANS)]x , (12)
δωx1 = [∇× (VLES − VRANS)]x |x=x1 , (13)
δωx2 = [∇× (VLES − VRANS)]x |x=x2 . (14)
Here the derivation of the switching function f with respect to parameters α and β can be obtained
analytically from Eq. (5). Using this gradient, the search direction is deﬁned based on the conjugate gradient
method. In addition, the average of parameters α and β in the wall-normal direction is required to realize a
suﬃciently smooth distribution of the switching function.
The numerical cost for the optimization is not large because the additional computations of the cost
function Eq. (8) and the gradients are only needed. However, the average of the parameters α and β
requires a wide stencil in the order of the switching distance which can be larger than the halo region for the
domain-decomposed parallel computation. In that case, the extra information exchange between decomposed
domains is needed.
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IV. Numerical test using the NACA0012 wing
Numerical tests of the present approach are performed by using a simple rectangular wing. The wing
has a NACA0012 cross-section and a rounded wing-tip. An inﬂow velocity of 52 m/s and an angle of attack
of 10 degrees are considered. A wind tunnel test of this conﬁguration was conducted by Chow et al.30 and
numerical studies followed that conﬁguration to investigate higher-order schemes, turbulence models and so
on.31 Figure 3 shows a computational domain for RANS simulation to obtain the near ﬂow ﬁeld and a longer
domain for sweeping the RANS ﬂow ﬁeld based on the present approach. In Fig. 3, the axial velocity and
the computational mesh are shown in the RANS domain. In addition, pressure on the root-side wall and iso-
surface of vorticity magnitude are shown in the LES domain. For the RANS simulation, an incompressible
ﬂow solver from a free CFD software package, OpenFOAM, is used.32
RANS domain
LES domain with
a sweeped wing 
Figure 3. Computational domains for RANS simulation and LES.
Experimental30 and RANS results as well as the results from the present approach are compared in
Figures 4 and 5. Figure 4 shows the pressure coeﬃcient along the vortex centerline where the origin of x∗ is
set to the trailing edge of the wing and it is normalized by the wing chord length. In addition to experimental
and the RANS result, two sets of parameters (α = 1.2, β = 0.06), (α = 1.6, β = 0.13) for two diﬀerent
mesh resolutions (dx∗ = 0.005, 0.01) are considered in the present approach. As in Fig. 4, pressure in the
vortex center increases quickly in the RANS case which indicates an early decay or diﬀusion of the vortex
in the present RANS simulation. It is mainly due to less number of mesh points and low order numerical
scheme compared to other RANS simulations.31 On the other hand, the present approach uses only the near
ﬁeld of the RANS ﬂow ﬁeld, therefore, it shows better results compared to the present RANS case. The
case with a parameter set (α = 1.2, β = 0.06) and ﬁne mesh appears close to the experiment. In the coarse
mesh cases, there are kinks of the pressure coeﬃcient near the switching wall-distances of β = 0.06 and 0.13.
Figure 5 shows the axial velocity along the vortex centerline. All the cases from the present approach appear
to be low compared to the experiment. Unlike the pressure coeﬃcient, there is no kink near the switching
wall-distance in the coarse mesh cases. It is also conﬁrmed that the axial velocity in the present RANS
simulation decreases quickly.
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Figure 4. Pressure coeﬃcient along the vortex centerline.
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Figure 5. Axial velocity along the vortex centerline.
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Figure 6 shows the switching wall-distance of RANS and LES ﬂow ﬁelds by green transparent surfaces
before the optimization in Fig. 6(a) and after the optimization in Fig. 6(b). Vorticity iso-surface in red
shows the wing-tip vortex. The switching wall-distance is decreased near the wingtip vortex in Fig. 6(b).
Figure 7 shows the result with the optimization of the switching wall-distance based on the cost function in
Eq. (8). The kink of the pressure coeﬃcient in the coarse mesh case is alleviated by modifying the switching
wall-distance locally.
(a) (b)
Figure 6. Iso-surface of the switching wall-distance β (green transparent) and vorticity magnitude (red) for (a) constant
β = 0.13 and (b) locally optimized β based on the cost function Eq. (8).
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Figure 7. Pressure coeﬃcient along vortex centerline with and without the optimization.
V. Wake evolution of the DLR-F6 wing-body model
A RANS ﬂow ﬁeld around the DLR-F6 wing-body model is employed to initialize the wake of a typical
cruising aircraft. The RANS ﬂow ﬁeld is obtained by the DLR TAU-code with hybrid unstructured mesh
where the number of mesh points is approximately 8.5 million.33 The ﬂow conditions of Mach number
M = 0.75 and Reynolds number Re = 5.0 × 106 are considered. Note that the RANS ﬂow ﬁeld used here
is not prepared for wake investigation but for the accurate prediction of aerodynamic forces such as lift
and drag coeﬃcients. Therefore, the mesh resolution in the wake is not enough to sharply capture wingtip
vortices, which is a similar situation as in the previous NACA0012 wing case. Figure 8 shows the model
geometry and contours of vorticity magnitude on several downstream planes.
For the normalization of quantities we use the following reference values assuming an elliptic load distri-
bution,1,4
Γ0 =
2CLU∞b
πΛ
, b0 =
π
4
b, w0 =
Γ0
2πb0
, t0 =
b0
w0
, (15)
where CL, U∞, b, and Λ represent a lift coeﬃcient CL = 0.5, uniform ﬂow speed U∞ = 270 m/s, wingspan
b = 1.172 m, and wing aspect ratio Λ = 9.5, respectively. These values are from the experimental conditions.
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Using these numbers the reference values for the normalization become Γ0 = 10.5 m2/s, b0 = 0.92 m,
w0 = 1.8 m/s, and t0 = 0.5 s.
Figure 8. DLR-F6 model geometry and contours of vorticity magnitude on several downstream planes.
V.A. Mesh resolution and switching wall-distance
Figure 9 shows the axial vorticity distribution on a plane at the distance of x∗ = 5.3 from the trailing edge
of the wingtip, which corresponds to t∗ = 0.03 after the passage of the wingtip through the plane. The peak
values of vorticity are also shown by the numbers. Here the mesh resolution and the switching wall-distance
are varied. From a comparison among three diﬀerent mesh resolutions shown in Figs. 9(a), (c), and (e), the
ﬁner mesh case clearly preserve vorticity distribution from the model’s near ﬁeld. Especially, the roll-up of a
vorticity sheet from a main wing is clearly seen in Fig. 9(e). Peaks of vorticity are also large in the ﬁne mesh
case. The inﬂuence of the switching wall-distance is seen from Figs. 9(b), (c), and (d), where the result with
β = 0.06 in Figs. 9(d) is close to the result of the ﬁne mesh with the same switching wall-distance β = 0.06.
It is same for the cases of Figs. 9(a) and (b).
The dependence of the results on the switching wall-distance is reduced by using the RANS ﬂow ﬁeld
with mesh reﬁnement in the wake region.5 The other possibility to alleviate the dependency is to use the
optimization of the switching wall-distance locally as shown in the previous NACA0012 case. The optimiza-
tion of the switching wall-distance is eﬀective to obtain a sharp wake while realizing smooth transition of
RANS-LES ﬂow ﬁelds in other regions. The optimization is not applied in the following results.
Figure 10 shows the circulation averaged between the nondimensional vortex core radii of 0.106 to 0.318,
which corresponds to the circulation averaged between core radii of 5 to 15 m, denoted as Γ ∗5−15, used in
real-scale ﬁeld measurements.34 In Fig. 10 the results from the RANS ﬂow ﬁeld is also shown. The horizontal
axis shows the distance from the wingtip and the corresponding time is also shown on the top. The averaged
circulations do not depend on the mesh resolution or the switching wall-distance, however, all cases appear
to be larger than the RANS result.
Figure 11 shows the vortex core radius along downstream positions. The rapid growth of the core radius
in the RANS case is due to the increase of mesh spacing away from the body surface. The vortex core radius
after the switching is well represented by the mesh resolution and the switching wall-distance. The tendency
is similar to the results in Fig. 9. And the growth rate in the LES is small compared to that of the RANS. For
the ﬁner mesh or smaller switching wall-distance case vortex core radius amounts to 2.5% of vortex spacing
at x∗ = 5, which corresponds to 2% of wingspan. The result coincides with ﬁeld measurements.35 On the
other hand, the vortex core radius is 5.5% of the vortex spacing in the coarse mesh or the large switching
wall-distance case.
The peak tangential velocity in Figure 12 shows similar tendency as the vortex core radius, i.e., ﬁner mesh
or smaller switching wall-distance realizes larger velocity value and vice versa. The peak tangential velocity
in the RANS ﬂow ﬁeld is initially very large and quickly decreases. Figure 13(a) shows the wingtip of the
DLR-F6 model and the tiny wingtip vortex in the RANS domain by axial vorticity. Figure 13(b) shows the
tangential velocity proﬁle close to wingtip. The peak value reaches to V ∗θ = 60 and quickly decreases. It is
also seen that the proﬁle shows a two-scale proﬁle in the beginning and evolves to a typical proﬁle at around
x∗ = 0.3.
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(a) dx*=0.017, β=0.13 (b) dx*=0.009, β=0.13
(c) dx*=0.009, β=0.10 (d) dx*=0.009, β=0.07
(e) dx*=0.004, β=0.07
Figure 9. Axial vorticity distribution on a plane at the distance of x∗ = 5.3 from the trailing edge of the wingtip for
various mesh resolutions and switching wall-distances.
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Figure 10. The averaged circulation in the near ﬁeld for
various mesh resolutions and switching wall-distances.
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Figure 11. Vortex core radius in the near ﬁeld for various
mesh resolutions and switching wall-distances.
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Figure 12. Peak tangential velocity in the near ﬁeld for various mesh resolutions and switching wall-distances.
(a) Wingtip and axial vorticity (b) Tangential Velocity
Figure 13. Wingtip and wingtip vortex in the RANS domain and the tangential velocity proﬁle.
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V.B. Eddy viscosity initialization
Figure 14 shows the distribution of eddy viscosity on a plane at the distance of x∗ = 3.2 from the trailing
edge of the wingtip. As described above the eddy viscosity in the LES is increased by using a white noise so
that the time-averaged LES eddy viscosity matches to the RANS eddy viscosity in the wake. The diﬀerence
of the eddy viscosities mainly comes from the fuselage wake. In the coarser mesh resolution the produced
eddy viscosity is similar as shown in Figs. 14(a) and (b). The eﬀect of the added white noise is more clear
in Figs. 14(c) and (d), where the fuselage wake is more disturbed by a white noise. In these cases, the eddy
viscosity in the fuselage wake is increased while the distributions behind the main wing and the wingtip are
not inﬂuenced.
The convergence history of the diﬀerence between the time-averaged LES eddy viscosity and RANS eddy
viscosity is shown in Fig. 15. The diﬀerence decreases suﬃciently and the gain which is also shown in Fig. 15
becomes constant after several tens time steps. In the present DLR-F6 case 1600 time steps are needed
to initialize the wake, therefore, the convergence is suﬃciently fast to use the eddy viscosity initialization
during the wake initialization.
(a) dx*=0.017, β=0.13 (b) dx*=0.017, β=0.13, with WN
(c) dx*=0.009, β=0.10 (d) dx*=0.009, β=0.10, with WN
Figure 14. The distribution of eddy viscosity on a plane at the distance of x∗ = 3.2 from the trailing edge of the wingtip
for various mesh resolutions and switching wall-distances.
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Figure 15. The history of the diﬀerence between the time-averaged LES eddy viscosity and RANS eddy viscosity as
well as that of the gain for the PI control of a white noise.
V.C. Wake roll-up and vortex evolution
Figure 16 shows a snapshot of the model advances through the turbulence environment where a velocity
component in the ﬂight direction is shown on the plane. To see the ﬂuctuation of ambient turbulence,
relatively low level of velocity magnitude is shown. The consideration of various ambient environment is
straightforward in the present approach.
Figure 16. A snapshot of the model advances through turbulence environment where a velocity component in the ﬂight
direction is shown on the plane.
Figure 17 shows the wake roll-up and the subsequent evolution of a vortex pair. Here the ambient
turbulence is characterized by eddy dissipation rate of ε∗ = 0.01. Temperature stratiﬁcation is not considered.
The ﬂow ﬁeld is visualized by two levels of iso-vorticity surfaces (red: |ω∗| = 250, blue transparent: |ω∗| = 65).
The midpoint the visualized wake in the ﬂight direction corresponds to the representative position and the
time labeled in each ﬁgure. Wingtip vortices and fuselage wake have large vorticity magnitude in the
beginning. The jet-like fuselage wake decays relatively quickly while the wingtip vortices preserve large
vorticity. The decayed fuselage wake and the vorticity from inboard wing (see also Fig. 9) wrap around
the wingtip vortices adding disturbances around them. A stable vortex pair appears before Fig. 17(g). At
t∗ = 8.8, the vortex pair is highly disturbed and almost decayed.
Note that there is a diﬀerence of the vortex age between the both sides of the domain in the ﬂight direction
after the wake initialization. Here the ﬂow ﬁeld is inverted slicewise to close the domain periodically. The
resulting LES domain is two times larger than the original one, i.e., two times larger computational cost,
but it is possible to apply periodic boundary conditions also for the lateral boundaries. The inverted part
of the domain in not shown in Fig. 17, however the inﬂuence of the boundary treatment is small.
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(a) x*=6.0 (t*=0.04) (b) x*=12.0 (t*=0.08)
(c) x*=18.0 (t*=0.12) (d) x*=47.0 (t*=0.32)
(e) x*=76.4 (t*=0.52) (f) x*=117 (t*=0.8)
(g) x*=305 (t*=2.07) (h) x*=1300 (t*=8.80)
Figure 17. Time evolution of the iso-surfaces of vorticity magnitude (red: |ω∗| = 250, blue transparent: |ω∗| = 65).
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V.D. Vortex parameters
Figure 18 shows the time evolution of the averaged circulation with and without ambient turbulence
(ε∗ = 0.01). In this plot, Γ ∗5−15 averaged along vortex centerlines in the domain and that evaluated on
a cross-sectional plane are shown. The plots of Γ ∗5−15 have a peak at around x
∗ = 100 (t∗ = 0.5) and
gradually decrease after this peak. The decrease of the Γ ∗5−15 is slightly faster in the case without ambient
turbulence. It is conﬁrmed that the tendency is due to smaller vertical domain length in the case without
ambient turbulence. Usually the ambient turbulence enhances the decrease of vortex circulation.
Figure 19 shows the time evolution of the vortex core radius. The cases shown here are the same as those
of the Γ ∗5−15. The core growth rate until the end of the wake roll-up at x
∗ = 200 (t∗ = 1.3) is small and
it slightly increases after the roll-up. The averaged vortex core radius is smooth while that on a plane is
ﬂuctuated during the time evolution.
Figure 20 shows the time evolution of the vortex separation. The separation rapidly decreases at x∗ =
100 (t∗ = 0.5) when the averaged circulation reaches its peak value. The minimum value of vortex separation
is 65% of b0. After the roll-up the vortex separation approaches to b0 in the clean case which agrees with
that predicted for an elliptically loaded wing. In the weak turbulent case the separation keeps increasing
after the roll-up. This might be one of the reason that the vortex linking is delayed.
Figure 21 shows the tangential velocity proﬁles at several distances. A broken line shows a ﬁt using the
Lamb-Oseen vortex model with Γ ∗0 = 0.57 and rc∗ = 0.05. The decrease of peak tangential velocity and the
increase of vortex core radius are conﬁrmed.
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Figure 18. Time evolution of the averaged circulation.
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Figure 19. Time evolution of the vortex core radius
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Figure 20. Time evolution of the vortex separation.
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Figure 21. Tangential velocity proﬁles at several down-
stream distances.
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VI. Conclusions
LES of wake vortex evolution from its generation until vortex decay is performed by combining RANS
and LES ﬂow ﬁelds. The RANS ﬂow ﬁeld is employed in the LES as a forcing term sweeping through the
ground-ﬁxed LES domain. The eddy viscosity initialization to match the time-averaged LES and RANS
eddy viscosities as well as the optimization of the switching wall-distance are proposed.
The methodology is tested using the NACA0012 wing. The present approach achieves comparable results
with the experiment by using the RANS ﬂow ﬁeld which is not accurate enough to reproduce experimental
results in the downstream. The present approach only uses the very near ﬁeld of the RANS ﬂow ﬁeld and
then the solution process switches to the LES. This way the wing-tip vortex properties observed in the
experiment are reproduced well.
Further, the roll-up process of the wake initialized by the DLR-F6 model is simulated. The roll-up
processes of the vorticity sheet emanating from the wing and tight vortices from the wingtip are simulated.
A stable vortex pair appears after this. The growth of vortex core radius is small especially after the roll-up,
where the vortex core radius still depends on the mesh resolution considered here.
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