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SUMMARY
A common method for measuring the drug-specic minimum inhibitory concentration (MIC) of an
antibacterial agent is via a two-fold broth dilution test known as the MIC test. Because this procedure
implicitly rounds data upward, inference based on unadjusted measurements is biased and overestimates
bacterial resistance to a drug. We detail this test procedure and its associated bias, which, in many
cases, has an expected value of approximately 0.5 on the log2 scale. In addition, new bias-corrected
estimates of resistance are proposed. A numeric example is used to illustrate the extent to which the
traditional resistance estimate can overestimate the true proportion of resistant strains, a phenomenon
which is remedied by using the proposed estimates. Published in 2005 by John Wiley & Sons, Ltd.
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1. INTRODUCTION
Antimicrobial drugs, also known as antibiotics, ght infections caused by bacteria. Since
their discovery in the 1940s, these drugs have dramatically reduced illness and death from
infectious diseases. Over the decades, however, strains of specic bacterial pathogens have
developed resistance to these drugs (i.e. drugs are no longer eective). In fact today, vir-
tually all important bacterial infections are to some degree drug resistant. For this reason,
understanding and monitoring antibiotic resistance is a top concern among public health and
antimicrobial researchers.
In recent years, several national and international collaborations have been formed to mon-
itor antimicrobial resistance of invasive pathogens, both over time and location. For example,
in the mid-to-late 1990s, the National Antimicrobial Resistance Monitoring System (NARMS)
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in the U.S. and European Antimicrobial Resistance Surveillance System (EARSS) were im-
plemented to collect reliable antimicrobial susceptibility data, most commonly results from
the MIC test.
The MIC test is used to assess the susceptibility of a clinical isolate to a particular antibiotic.
A clinical isolate is a pathogen strain that grows in culture from a blood (or other sterile site)
sample. The minimum inhibitory concentration (MIC) is dened as the minimum concentration
of a specic antibiotic that will inhibit the growth of this isolated microorganism. The MIC
(or broth-dilution) test measures this drug-specic MIC by exposing a standardized amount
of the isolate to successive two-fold concentrations of the antibiotic (i.e. 0:5; 1; 2; 4g=ml; : : :).
The MIC is dened as the lowest concentration with no visible growth after a prescribed
incubation period. It is these recorded MIC values that are used by the collaborations to
estimate the prevalence of resistance.
In the U.S., both the National Committee on Clinical Laboratory Standards (NCCLS) and
the Food and Drug Administration (FDA) have established drug-specic MIC ‘breakpoints’
that classify an isolate as either susceptible, intermediate, or resistant. These breakpoints are
based largely on the pharmacodynamics and pharmacokinetics of the drug. Prevalence of
resistance (to a specic drug) is the percentage of isolates that fall in the resistant category.
It is our contention that more accurate and meaningful assessments of prevalance can be
made by accounting for the statistical properties of the MIC test. In the next section, we
develop a model to account for various sources of variability in the recorded MIC. This
model is then used to demonstrate the inherent bias in the MIC test. This is followed by
proposing several alternatives to estimate prevalence and then concludes with an example and
discussion.
1.1. The MIC test
Because of the successive two-fold dilutions under investigation, it is common to consider the
concentrations on the log2 scale (on which concentrations are equally spaced). Thus, 0:5g=ml
is recorded as log2(0:5)= − 1; 1 g=ml is recorded as 0; etc. In subsequent discussion, all
variables and measurements are with respect to this log2 scale unless otherwise stated. Also,
for the remainder of the paper, we focus on methods appropriate for a single pathogen and
consider its population of isolates (or strains).
For a specic drug, we assume each isolate has a true MIC, which represents the exact
amount of this antibiotic required to inhibit growth. In the laboratory environment, these true
MICs are subject to measurement error caused by variations in inoculum size, incubation
time, temperature, and other environmental factors. A common assumption, which we adopt
here, is to assume that after the log transformation, this error is normally distributed, as in
Mouton [1].
In addition to measurement error, the true MIC is subject to a systemic recording bias.
This systemic bias arises because only a discrete number of dilution levels are investigated
and only concentrations above the measurable MIC will prevent growth of the isolate. For
example, if a 2:0 g=ml dose of a drug does not inhibit growth but a 4:0 g=ml dose does,
then the recorded MIC is 2 on the log2 scale. However, all that is really known is that the
measurable MIC lies somewhere between 1 and 2. As a consequence, the current procedure
overestimates the concentration of the drug necessary to inhibit bacterial growth, and as a
result, the prevalence of drug resistance.
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Table I. Repeated measurements of the same quality control isolate of E. coli ATCC 25922
at 10 dierent laboratories.
Recorded MIC ML estimates
Lab −8 −7 −6 −5 Mean (ˆ) Variance (ˆ2)
I 8 36 6 — −7.54 0.21
II 6 41 3 — −7.57 0.13
III 7 32 11 — −7.42 0.27
IV — 48 2 — −7.13 0.01
V 2 48 — — −7.68 0.03
VI — 33 17 — −7.10 0.05
VII 7 41 2 — −7.62 0.12
VIII — 15 35 — −6.88 0.05
IX — 33 16 1 −7.12 0.18
X 1 35 14 — −7.22 0.14
All 31 362 106 1 −7.34 0.19
Table II. Repeated measurements of the same quality control isolate of S. aureus ATCC 29213
at 10 dierent laboratories.
Recorded MIC ML estimates
Lab −8 −7 −6 −5 −4 −3 Mean (ˆ) Variance (ˆ2)
I — 14 34 2 — — −6.75 0.18
II — — 24 26 — — −5.99 0.06
III — 19 29 2 — — −6.84 0.21
IV — — 37 8 4 1 −6.11 0.44
V — 2 45 3 — — −6.47 0.09
VI — 3 33 14 — — −6.28 0.21
VII — 12 36 2 — — −6.71 0.16
VIII — 2 8 40 — — −5.76 0.20
IX — — 50 — — — −6.50 —
X 1 19 27 3 — — −6.86 0.30
All 1 71 323 100 4 1 −6.42 0.32
In terms of a statistical model, let i represent the true MIC for isolate i. The recorded
MIC, based on the MIC test, is then
MICi= i + i (1)
where i ∼N(0; 2) is the experimental error and X  is dened as the smallest integer greater
than or equal to X .
Tables I and II present quality control data from the NCCLS subcommittee on antimicro-
bial susceptibility testing (Sharon Cullen, personal communication) for quality control isolates
of E. coli and S. aureus, respectively. In each case, the isolate was sent to 10 dierent labs
and analysed 50 times at each location. The observed three-fold dilution range is very com-
mon with this test. Lab-specic maximum likelihood estimates (obtained using the procedure
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Figure 1. MIC data may be bimodal, such as the Levoaxin data in Chen et al. [2].
The dashed line shows the best-tting normal distribution, while the solid line shows
the best-tting normal mixture.
outlined in Section 3) under the censored model (1) are given in the last two columns.
Lab-specic chi-squared goodness-of-t tests (not shown) suggest little evidence against our
model. It should be noted, however, that because of the discretization and the limited number
of ‘cells’ (observed values), other error distributions would t the data adequately as well.
1.2. Distribution of true MICs
Although there is notable variability in the mean and variance estimates among the labs,
our focus is on one laboratory (or hospital) obtaining these recorded MICs for a sample of
pathogen isolates present during a specic time period. For example, Chen et al. [2] discuss
data which indicate increased resistance of Streptococcus pneumoniae to uoroquinolones (i.e.
a specic class of antibiotics). Their conclusions were based on 7551 recorded isolate MICs
obtained from surveillance in Canada in 1988 and between 1993 and 1998. Annual estimates
of prevalence were obtained as the proportion of recorded MICs that fall in the resistant
category.
Taking a distributional perspective, Craig [3] describes the population of true MICs
(pathogen isolate distribution) as a mixture of normal distributions. Given the interval cen-
sored nature of these data, this approach is tractable, yet exible enough to handle departures
from normality, such as asymmetry and bimodality. For example, for the Chen et al. [2] data,
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a mixture of two normal distributions provides a noticeably better t than a single normal
distribution or other unimodal statistical distributions (see Figure 1). Though Craig’s approach
is Bayesian, numerical maximum-likelihood estimation also is possible.
For our discussion, we suppose that the true MICs follow a distribution, F , which is a
mixture of two normals. Thus the density of the true MICs is
f(x|; 1; 2; 21 ; 22 )=1 ; 21 (x) + (1− )2 ; 22 (x) (2)
where 0661 is the mixing parameter and ;2 (·) is the density of a normal distribution
with mean  and variance 2. As a result, the measurable MIC is also a mixture of normals
with mixing parameter and means equal to those of the true MIC, but with increased variances,
(21 + 
2) and (22 + 
2), respectively.
2. THE BIAS DISTRIBUTION OF MIC
In this section, we are concerned with the bias, B, induced by the rounding procedure. De-
noting by X the measurable MIC (i.e. X =+ ), the recorded MIC is X . Thus the round-
ing bias is B= X  − X . Since the bias is uniquely determined by the measurable MIC, it
follows immediately that the bias distribution is a function of the distribution of X . This bias
distribution is given by Equation (3).






































where (·) is the cumulative distribution function for a standard normal random variable.
Although Equation (3) gives the exact distribution of the rounding bias, it is not a conve-
nient expression with which to work. Aitchison [4] develops a theory for remnants, which he
denes as the decimal part of a random variable. That is, the remnant, or decimal part of a
random variable X , is dened as R=X − X . Aitchison’s remnants are intimately related to
the biases which we wish to explore. Specically, the amount by which X is rounded up and
the remnant of X must sum to one. Therefore, B=1− R. When the original variates, X , are
normally distributed, Aitchison derives the following expressions for the probability density
function, g(·), of the remnant and Kolmogorov distance between g and a uniform distribution,
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d(g; u):
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where =− is the remnant of the mean and 2 is the variance of the parent normal dis-
tribution. When X is a mixture of two normal distributions, the density of the remnants is the
same mixture of Aitchison’s g(·) functions. From this expression, the density of the rounding
bias (4) and an upper bound for the corresponding distance between the bias distribution and
the uniform distribution (5) can be calculated.
g(r) = g1(r) + (1− )g2(r)
h(b) = g(1− r)
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2 ). The upper bound in Equation (5) is established by viewing the mix-
ture distribution as a convex combination of two normals and considering the distances d(g1; u)
and d(g2; u) separately. Clearly, as (21 + 
2) and (22 + 
2) tend to innity, h(b) → 1 and
d(h; u) → 0, which imply that the bias density, h(b), approaches the uniform density, f(x)=1;
x∈ [0; 1).
Intuitively, this is not surprising. As the inherent variability of the data increases, the
amount of precision lost by the rounding procedure is dwarfed by the variation in the data.
Practically speaking, even moderate values of (2j + 
2) result in a bias distribution which is
nearly uniform. In fact, when (21 + 
2)= (22 + 
2)=1, d(h; u)¡10−8 [4]. Even in an overly
optimistic setting where =0 and 21 =
2
2 = 0:25 (i.e. there is no measurement error and only
slight isolate-to-isolate variation), d(h; u)¡0:014. The calculations given by Aitchison can be
viewed as upper bounds for the case when 21 =
2
2 , which are only achieved when 1 = 2.
In practice, one can expect that the total variance in each mixture to be far greater than 0.25.
The results presented in Tables I and II suggest that the measurement error variance alone,
2, can exceed 0.25. Thus when inter-strain variation, 2j , is considered, the bias distribution
is nearly uniform.
Figure 2 compares the density of the rounding-induced biases (heavy curve) to a uniform
density on the unit interval, when =0:5, 1 = 1=3, 2 = 2=3, 21 =
2
2 = 0:25, and 
2 = 0:15.
The dashed lines bound the deviation of the bias distribution from the uniform, as given by
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Figure 2. The bias distribution, h(b), is approximately uniform. The solid line rep-
resents the uniform distribution on the unit interval, and the heavy solid curve gives
the distribution of the bias over the same interval. The dashed lines give the upper
and lower bounds for h(b) based on the Kolmogorov distance (Equation (5)).
d(h; u). The gure gives a magnied view of the region bounded by 1±dmax(h; u)—the region
in which the two densities dier. Varying the values of 1 and 2 will cause the location of
the peak to shift; however, the dashed upper and lower bounds are unaected for xed values
of 21 and 
2
2 . Practically speaking, (
2
j +
2) will likely exceed 0.4 and therefore the deviation
of the bias distribution from uniform will be less than in this illustration. In this example,
dmax(h; u)=7:4× 10−4, which is shown by Figure 2 to be conservative.
3. REDUCED-BIAS PARAMETRIC ESTIMATION
In Section 2, we showed that using the recorded MIC measures in place of the true MICs
leads to an upward-biased estimate of the true MIC. In this section, we present a simple
alternative to the existing procedure, which accounts for the inherent censoring of the recorded
MICs, Y = X . We later show that, despite its computational simplicity, this modication
performs nearly as well as the complete, properly specied maximum likelihood estimate.
Our ‘adjusted’ estimate is based on the realization that when one records a particular value
of Y , all that is known about the corresponding X is that it is contained in the interval
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(Y − 1; Y ]. If the accepted breakpoint is c∗, this suggests that the conventional resistance
estimate, pˆ=
∑
I{yi¿c∗}=n (used, e.g. in Chen et al. [2]) overestimates the proportion of
resistant strains since pˆ=
∑
I{xi¿c∗ − 1}=n. This occurs because any measurable MIC ex-
ceeding c∗ −1 is rounded up to a recorded value which exceeds the predetermined breakpoint,
c∗. We suggest pˆadj =
∑
I{yi¿c∗ + 1}=n as an alternative estimate of resistance.
To assess the performance of pˆadj, we derive maximum likelihood estimates based on
the censored normal mixture model (2) for comparison. The appropriate likelihood and log-
likelihood are given by Equations (6) and (7), respectively.






{((U (1)i )−(L(1)i )) + (1− )((U (2)i )−(L(2)i ))} (6)






log{((U (1)i )−(L(1)i )) + (1− )((U (2)i )−(L(2)i ))} (7)
where L( j)i =(yi−1−j)=
√




2j + 2 are the standardized lower
and upper endpoints of the ith interval (i=1; 2; : : : ; n) for the jth mixture component ( j=1; 2).
Equation (7) may be maximized numerically by making use of the expectation–maximi-
zation (EM) algorithm [5]. This method alternately estimates the interval-censored observation,
and uses the ‘complete’ data to estimate the model parameters. Wolynetz [6] outlines the EM








T1(yi) = S21 (yi) + S2(yi)
where L( j)i =(yi − 1 − j)=
√
2j + 2 and U
( j)
i =(yi − j)=
√
2j + 2, as before, and (·) is
the standard normal probability density function. Note the implicit dependence of S1(·); S2(·)
and T1(·) on the current parameter estimates. This dependence is through the limits, Li and
Ui, which are, themselves, functions of ˆ and ˆ.
Given the current parameter estimates and the censored data, yi, the conditional expectation
of ‘missing data’, xi, is given by E(Xi|ˆ(r); ˆ(r); ; yi)= ˆ(r) + S1(yi)
√
ˆ2(r) + 2 = wˆ(r+1)i . Note
that since the conditional expectation is taken with respect to a distribution whose support
is (yi − 1; yi]; wˆ(r+1)i is contained in this interval, regardless of the current values of ˆ
and ˆ.
Once the ‘missing data’ are imputed, the expectation of the log-likelihood (with respect
to the conditional distribution of the censored observations) is maximized and the parameter
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Iteration between the expectation and maximization steps continues until there is a arbitrarily
small change in the updated parameter values, max{|ˆ(r+1) − ˆ(r)|; |ˆ(r+1) − ˆ(r)|}6. The
procedure converges quickly, usually requiring fewer than 10 iterations if =10−8. Equations
(8) and (9) bear striking resemblance to the maximum likelihood estimates for an uncensored
normal population. If one were able to observe the censored values, w, then ˆ=
∑n
i=1 wi=n
and (ˆ2 + 2)=
∑n
i=1 (wi − ˆ)2=n. However, since the realized values, w, must be estimated,
the eective sample size, n∗, is no longer n, but rather
∑n
i=1 T1(yi), which appears in the
denominator of (9).
Wolynetz’s procedure can be extended to estimate parameters of a mixture distribution. In
this case, there are two levels of ‘missing data’—the component mixture to which xi belongs
(which we refer to as the ‘class ID’ of xi) and the ‘missing value’ itself, xi ∈ (yi − 1; yi],
which is interval censored. The EM updating proceeds in a hierarchical fashion. First, the
probability, i, of belonging to class 1 (the normal component with parameters 1 and 21 ) is

























2 by considering one population at a time and weighting each observation by the
probability it arose from that population (ˆi for class 1; 1− ˆi for class 2). The parameters of
each normal component are estimated separately using a weighted data set, with the weights





i =n is the average of the individual
estimated class membership probabilities. Because the procedure is nested, convergence is
slower than for a single normal distribution.
4. RESISTANCE ESTIMATION
4.1. Fixed-time estimation
We now compare the performance of three competing estimates of resistance: the conventional
estimate pˆ (which includes both measurement and rounding measurement error), our adjusted
estimate, which accounts for the rounding of the recorded MICs, pˆadj, and the parametric
maximum likelihood estimates, pˆpar, based on a censored normal mixture. For the purpose
of exposition, 2 is assumed known a priori. If it is unknown, an estimate may be obtained
using quality control data similar to those in Tables I and II. Suppose =0:66, 1 = 0:27,
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Figure 3. The solid and dashed lines reect the true and measurable (i.e. including measurement error)
MICs for a normal mixture, respectively. The solid area gives the amount by which the adjusted
resistance estimate overestimates the true proportion of resistant isolates (dense shading). The sparsely
shaded region shows the overestimation of the unadjusted estimate.
2 = 3:21, 21 = 0:13, 
2
2 = 0:40 and 
2 = 0:10. These parameter values are consistent with the
Chen data for MIC of Levoaxin on Streptococcus pneumoniae. These data are plotted in
Figure 1, the best tting normal mixture (solid curve) and best tting normal distribution
(dashed curve) are overlaid for comparison.
Now, if the accepted breakpoint is c∗=4, then the exact probability of an isolate being
resistant is Pr(i¿4)=0:036. The expected value of the uncorrected estimate, pˆ, is 0.211, and
the expected value of the corrected estimate pˆadj is 0.045. (Note, due to measurement error, ,
even pˆadj will slightly overestimate the true proportion unless 
2 = 0.) Figure 3 illustrates this
idea. The solid curve is the density of the true MICs, while the dashed line is the density of the
measurable MICs (which include measurement error). The dense hatching represents the true
proportion of resistant isolates. The thin, solid area between curves is the amount by which
the adjusted estimate, pˆadj, overestimates the true proportion, and the sparse, dashed hatching
represents the amount by which the uncorrected estimate pˆ exceeds pˆadj. This phenomenon
persists for all choices of breakpoints.
For each of 5000 simulated data sets of size n=75 (consistent with drug-specic data
in Chen et al. [2]), true MIC values were generated from a mixture of normal distributions
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Table III. Comparison of resistance estimates for the normal mixture example: pˆ denotes the ac-
cepted resistance estimate; pˆadj denotes the adjusted non-parametric estimate; and pˆpar denotes the
parametric estimate based on a mixture of two normals.
c∗ =3;p=0:2142 c∗ =4;p=0:0360 c∗ =5;p=0:0008
pˆ pˆadj pˆpar pˆ pˆadj pˆpar pˆ pˆadj pˆpar
Mean 0.3253 0.2097 0.2113 0.2097 0.0449 0.0366 0.0449 0.0019 0.0026
Variance 0.0029 0.0022 0.0027 0.0022 0.0006 0.0006 0.0006 2:6× 10−5 1:9× 10−5
MSE 0.0153 0.0022 0.0028 0.0324 0.0006 0.0006 0.0025 2:7× 10−5 2:3× 10−5
with means, variances and mixing proportion as given above. Subsequently, independent mea-
surement errors were generated with mean zero and variance 2 = 0:1. The recorded MICs
were observed as MIC + . The parameter estimates were calculated via the nested EM
algorithm illustrated in Section 3, with  assumed known. Finally, after obtaining parameter
estimates, the proportion of resistant isolates, pˆpar, was calculated as the probability exceeding
various breakpoints, c∗= {3; 4; 5}, in the upper tail of the estimated mixture distribution. A
summary of results is given in Table III. The exact mean, variance and mean squared error
(MSE=bias2 + variance) are given for the two non-parametric estimators; and Monte Carlo
estimates of those quantities are given for the parametric estimate. It is worth noting that
the adjusted resistance estimate substantially outperforms the conventional one and performs
nearly as well as a completely parametric maximum likelihood estimate under the true model
when c∗= {4; 5}, while achieving smaller MSE the maximum likelihood estimate when c∗=3.
It is natural to wonder whether this superiority in performance is realized when the under-
lying distribution is not the posited mixture of normals. A second simulation of 5000 data sets
was generated to assess estimator performance in such a situation. In this case, the true MIC
was assumed to be a mixture of a gamma and a logistic distribution, with mixing parameter .














=1=3, m=4, s=0:1 and =0:8. Subsequently, the measurement errors were
generated independently according to a double-exponential distribution with rate equal to
√
10
(assuring that the error variance remains 0.1). Figure 4 gives the true (solid line) and mea-
surable (dashed line) distributions for this simulation.
Again, the breakpoints considered are c∗= {3; 4; 5}. The Monte Carlo mean squared errors
of the estimators are given in Table IV. Once again, the adjusted non-parametric estimate,
pˆadj, and the parametric estimate, pˆpar, drastically outperform the unadjusted resistance estimate,
pˆ, both in terms of bias and variance (and thus MSE as well). In this circumstance, since the
data are no longer simulated from the hypothesized mixture of normal distributions, pˆpar has
larger MSE for two of the three breakpoints than does pˆadj, which is distribution-free. Thus,
in addition to its computational advantage, pˆadj enjoys robustness to model mis-specication.
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Figure 4. The solid and dashed lines reect the true and measurable (i.e. including measurement error)
MICs for the gamma-logistic mixture example.
Table IV. Comparison of resistance estimates for the gamma-logistic mixture example; pˆ denotes the
accepted resistance estimate; pˆadj denotes the adjusted non-parametric estimate; and pˆpar denotes the
parametric estimate based on a mixture of two normals.
c∗ =3;p=0:1980 c∗ =4;p=0:1004 c∗ =5;p=0:0071
pˆ pˆadj pˆpar pˆ pˆadj pˆpar pˆ pˆadj pˆpar
Mean 0.2729 0.1955 0.1998 0.1955 0.1009 0.1093 0.1009 0.0147 0.0148
Variance 0.0026 0.0020 0.0022 0.0020 0.0012 0.0013 0.0012 0.0002 0.0002
MSE 0.0083 0.0020 0.0022 0.0111 0.0012 0.0014 0.0100 0.0003 0.0002
4.2. Estimating change in resistance over time
It is often of interest to track bacterial resistance over time. In such cases, as before, either
parametric or non-parametric estimates may be used. In most cases, the variability in the
measurable MIC is sucient to approximate the distribution of the rounding bias as uniform
on [0; 1). In this situation, even the ‘uncorrected’ non-parametric resistance estimates lead
to approximately unbiased estimation of the change in mean MIC. Consider recorded MIC
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measurements Ys= Xs and Yt = Xt, taken at times s¡t, respectively.
E(Yt − Ys) = E(Xt + Bt)− E(Xs + Bs)
= t − s + E(Bt − Bs)
≈ t − s
where s=ss;1 + (1− s)s;2 and t =tt;1 + (1− t)t;2 are the mean true MICs at times
s and t, respectively. The last line follows because Bs and Bt are both approximately uniform
random variables, and thus the expectation of their dierence is approximately zero. In general,
however, the estimated change in resistance is not an unbiased estimate of the true change.
E(pˆt − pˆs) = E(I{Yt¿c∗} − I{Ys¿c∗})
= E(I{Xt¿c∗ − 1} − I{Xs¿c∗ − 1})
=
⎡⎣
⎛⎝c∗ − 1− s;1√
2s;1 + 2
⎞⎠+ (1− )





⎛⎝c∗ − 1− t;1√
2t;1 + 2
⎞⎠+ (1− )
⎛⎝c∗ − 1− t;2√
2t;2 + 2
⎞⎠⎤⎦
This can be remedied, in large part, by using the adjusted estimate of change in percentage
of resistant isolates is given by
pˆt; adj − pˆs; adj = E(I{Yt¿c∗ − 1} − I{Ys¿c∗ − 1})
= E(I{Xt¿c∗} − I{Xs¿c∗})
This estimate is seen to be the dierence between the estimated resistances at each time point.
Thus, the change in proportion of resistant isolates can be estimated by considering each time
point observation in isolation. If samples taken at dierent times are independent, then the
variance of the estimated change can be approximated by
V̂ar(pˆt; adj − pˆs; adj) = V̂ar(pˆt; adj) + V̂ar(pˆs; adj)
= pˆt; adj(1− pˆt; adj)=nt + pˆs; adj(1− pˆs; adj)=ns
where ns and nt are the sample sizes at times s and t, respectively. This estimated variance
can be used to construct a Wald-type condence interval for the change in resistance,
(pˆt; adj − pˆs; adj)± z	=2
√
V̂ar(pˆt; adj − pˆs; adj)
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5. CONCLUSION
A common method for estimating the drug-specic resistance of a bacterial isolate population
is via two-fold broth dilution. This procedure was examined, and the inherent bias charac-
terized. We propose an alternative estimate which adjusts for the systemic distortion due to
rounding. Our estimate outperforms the standard estimate and performs nearly as well as
the computationally cumbersome interval-censored maximum likelihood estimate. Because it
requires no distributional assumptions, our estimate also eliminates the need to estimate error
variance, 2, (which is required under the maximum likelihood approach) and is robust to
model mis-specication.
Numeric examples illustrated that the uncorrected estimate of the proportion of resistant
isolates can drastically overestimate the true proportion, a problem which is not seen with
the proposed procedure. In addition to estimating mean MIC and resistance, our approach is
applicable to estimating the change in these characteristics in a bacterial population over time.
This estimate provides an improved alternative to the current procedure in situations in which
one wishes to avoid making model assumptions.
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