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On complexity of envelopes of piecewise linear
functions, unions and intersections of polygons
Pavel Kozhevnikov∗
Abstract
We prove tight upper bounds for the number of vertices of a simple polygon that is
the union or the intersection of two simple polygons with given numbers of convex and
concave vertices. The similar question on graphs of the lower (or upper) envelope of two
continuous piecewise linear functions is considered.
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Introduction
For a collection of functions fi : R→ R, i = 1, 2, . . . , k, the pointwise minimum function
f0 defined as f0(x) = min{f1(x), . . . , fk(x)} is called the lower envelope of f1, . . . , fk.
Similarly, the upper envelope defined as the pointwise maximum.
The epigraph of the lower envelope of f1, . . . , fk is the union of the epigraphs of
f1, . . . , fk, while its hypograph is the intersection of the hypographs of f1, . . . , fk. That
is the reason for considering envelopes of piecewise-linear functions along with unions
and intersection of polygons.
In this paper we deal with arrangements of two polygons or two graphs of piecewise-
linear functions and focus on combinatorial complexity of a special face that is the
common exterior (interior) of polygons or epigraph (hypograph) of the envelopes. Ar-
rangements of polygons and graphs of piecewise-linear functions (of one-variable) can
be considered as a special case of arrangement of segments and rays. Thus we get into
a big range of related questions and results on combinatorial complexity. In [1] — [5]
one can find useful ideas and approaches to related questions.
For a piecewise-linear function f : R → R, denote by n(f) the total number of
vertices in the graph of f , denote by c(f) the number of convex vertices. Thus r(f) =
n(f)− c(f) is the number of concave (reflex) vertices.
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Theorem 1. Let ni, ci, i = 1, 2, be given integers with 0 ≤ ci ≤ ni, c1 ≤ c2. Consider
continuous piecewise-linear functions fi : R → R (for i = 1, 2) with n(fi) = ni, and
c(fi) = ci. If f0 is the lower envelope of f1 and f2, then n(f0) ≤ n1+n2+1+min{2c1+
n2 − c2 + 1, c1 + c2}, c(f0) ≤ c1 + c2, and these estimates are tight.
Corollary 1. Let ni, i = 1, 2, be given non-negative integers. Consider continuous
piecewise-linear functions fi : R → R (for i = 1, 2) with n(fi) = ni. If f0 the lower
envelope of f1 and f2, then n(f0) ≤ 2n1+2n2+1−
⌊
|n2−n1|
2
⌋
, and this estimate is tight.
Theorem 1 could be reformulated for the case of the upper envelope by interchanging
convex and concave vertices. It could be iterated to obtain bounds for the number of
(convex, concave) vertices for lower envelopes of k > 2 functions.
Similar results (see below) obtained for unions and intersections of polygons in the
plane.
For a polygon P , denote by n(P ) the total number of its vertices, denote by c(P )
the number of its convex vertices. Thus r(P ) = n(P )− c(P ) is the number of concave
vertices.
Theorem 2. Let ni, ci, i = 1, 2, be given integers with 3 ≤ ci ≤ ni, c1 ≤ c2. Consider
polygons Pi (for i = 1, 2) with n(Pi) = ni, and c(Pi) = ci. If polygon P0 is the union
of P1 and P2, then n(P0) ≤ n1 + n2 +min{2c1 + n2 − c2, c1 + c2}, c(P0) ≤ c1 + c2, and
these estimates are tight.
Corollary 2. Let ni ≥ 3, i = 1, 2, be given integers. Consider polygons (for i = 1, 2)
with n(Pi) = ni. If polygon P0 is the union of P1 and P2, then n(P0) ≤ 2n1 + 2n2 −⌈
|n2−n1|
2
⌉
, and this estimate is tight.
In the following Theorem similar estimates presented for polygon P0 that is a con-
nected component of P1 ∩ P2.
Theorem 3. Let ni, ri, i = 1, 2, be given integers with 0 ≤ ri ≤ ni − 3, r1 ≤ r2.
Consider polygons Pi (for i = 1, 2) with n(Pi) = ni, and r(Pi) = ri, r1 ≤ r2. Let
P0 be a polygon such that P0 ⊂ P1 ∩ P2 and ∂P0 ⊂ ∂P1 ∪ ∂P2. We have n(P0) ≤
n1 + n2 +min{2r1 + n2 − r2, r1 + r2}, r(P0) ≤ r1 + r2, and these estimates are tight.
Corollary 3. Let ni ≥ 3, i = 1, 2, be given integers. Consider polygons Pi (for i = 1, 2)
with n(Pi) = ni. Let P0 be a polygon such that P0 ⊂ P1 ∩ P2 and ∂P0 ⊂ ∂P1 ∪ ∂P2. We
have n(P0) ≤ 2n1 + 2n2 − 6−max
{⌊
|n1−n2|
2
⌋
− 1, 0
}
, and this estimate is tight.
Acknowledgement. The author thanks Prof. Herbert Edelsbrunner for pointing
useful references and Roman Karasev for helpful remarks and attention to this paper.
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Proofs
Proof of Theorem 1
Let Γi be the graph of fi, i = 0, 1, 2. If Γ1 ∩ Γ2 = ∅, then Γ0 coincides to one of
graphs Γ1, Γ2; in this case the statements of Theorem 1 is trivial. Further suppose that
Γ1 ∩ Γ2 6= ∅.
For i = 0, 1, 2, by Ci, Ri denote the sets of convex and concave vertices in Γi,
respectively. Thus Vi = Ci ∪ Ri is the set of all vertices in Γi. We have |Vi| = ni,
|Ci| = ci, |Ri| = ri = ni − ci. It is clear that C0 ⊂ C1 ∪ C2, hence c0 ≤ c1 + c2.
For points a, b ∈ Γi (i = 0, 1, 2) with x-coordinates ax < bx by [ab]i denote the path
in Γi connecting a and b. Let (ab)i = [ab]i \ {a, b}. For a ∈ Γi define infinite paths
(a,+∞)i = {c ∈ Γi | cx > ax} and (−∞, a)i = {c ∈ Γi | cx < ax}.
Define an ordered set of breakpoints B = {b1, . . . , bk} as a minimal subset of Γ1 ∩ Γ2
satisfying the following properties:
i) x-coordinates of b1, . . . , bk are ordered from the left to the right, i. e. (b1)x < . . . <
(bk)x;
ii) for each path p ∈ {(−∞, b1)0, (b1, b2)0, . . . , (bk−1, bk)0, (bk,+∞)0} either p ⊂ Γ1 or
p ⊂ Γ2.
(In particular, if Γ1 and Γ2 intersect transversally at each point of Γ1 ∩ Γ2, then
B = Γ1 ∩ Γ2.)
Let K = {1, 2, . . . , k − 1}. Define subsets K1, K2 ⊂ K as follows: if (btbt+1)0 ⊂ Γ1,
then we put t ∈ K1, otherwise (i.e. if (btbt+1)0 ⊂ Γ2) we put t ∈ K2.
From the condition of minimality in the definition of B it easily follows that:
i) K1 ∩ K2 = ∅ (otherwise (btbt+1)0 ⊂ Γ1 ∩ Γ2 for some t ∈ K, hence bt could be
removed from B);
ii) elements of K1 and K2 alter, i. e. |K1 ∩ {t, t+ 1}| = |K2 ∩ {t, t+ 1}| = 1 for each
t ∈ K (otherwise, if for instance, {t − 1, t} ⊂ K1, then (bt−1, bt+1)0 ⊂ Γ1, and again bt
could be removed from B).
From the last property we obtain
||K1| − |K2|| ≤ 1. (1)
Define Kc1 ⊂ K1 as follows: t ∈ K
c
1 iff t ∈ K1 and C1 ∩ (bt, bt+1)0 6= ∅. Take
Kr1 = K1 \K
c
1. Similarly, define K
c
2 ⊂ K2 and K
r
2 = K2 \K
c
2. By definition,
|Kc1| ≤ c1, |K
c
2| ≤ c2. (2)
Lemma 1. If t ∈ Kr1 , then (btbt+1)2 ∩ R2 6= ∅.
Proof. Let t ∈ Kr1 . This means that the path [btbt+1]1 = [btbt+1]0 is the graph of a
concave function. For all x ∈ [(bt)x, (bt+1)x] we have f2(x) ≥ f1(x), f2((bt)x) = f1((bt)x),
f2((bt+1)x) = f1((bt+1)x), and there exists z ∈ [(bt)x, (bt+1)x] such that f2(z) > f1(z).
This means that the path [btbt+1]2 is not a convex function, hence (btbt+1)2 contains a
concave vertex of Γ2. 
From Lemma 1 and the similar result for Kr2 we obtain
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|Kr1 | ≤ r2, |K
r
2 | ≤ r1. (3)
From estimates (1), (2), and (3) it follows that four non-negative integers xi = |K
c
i |,
yi = |K
r
i |, i = 1, 2, satisfy the following system:


|(x1 + y1)− (x2 + y2)| ≤ 1,
x1 ≤ c1, x2 ≤ c2,
y1 ≤ r2, y2 ≤ r1.
(4)
Note that V0 ⊂ V1 ∪ V2 ∪ B, and moreover, |V0| ≤ |V1| + |V2| + |B| −∣∣V2 ∩
(⋃
t∈K1
(btbt+1)2
)∣∣ − ∣∣V1 ∩
(⋃
t∈K2
(btbt+1)1
)∣∣. Thus Lemma 1 leads us to the fol-
lowing estimate: n0 = |V0| ≤ |V1|+ |V2|+ |B| − |K
r
1 | − |K
r
2 | ≤ n1 + n2 + (x1 + y1 + x2 +
y2 + 1)− y2 − y1 = n1 + n2 + x1 + x2 + 1. Hence n0 ≤ n1 + n2 + c1 + c2 + 1. From (4)
we have x2 ≤ x1 + y1 + 1, thus n0 ≤ n1 + n2 + x1 + x2 + 1 ≤ n1 + n2 + 2x1 + y1 + 2 ≤
n1+n2+2c1+ r2+2 = n1+n2+2c1+(n2− c2)+2. The estimates from the formulation
of Theorem 1 established.
Now we show that the estimate is tight. Given parameters n1, n2, and c1 ≤ c2, we
put r1 = n1 − c1, r2 = n2 − c2 and construct the corresponding example E(c1, c2, r1, r2)
that is the required configuration of graphs (Γ1,Γ2). In the examples below we have
C0 = C1 ∪ C2, C1 ∩ C2 = ∅, and hence c0 = c1 + c2.
Let A = {a0, a1, . . . , at} be a finite set of points, t ≥ 2, and ai are ordered by x-
coordinate, i. e. (a0)x < (a1)x < . . . < (at)x. By γ(A) denote the union of segments
[a0, a1], . . . , [at−1, at]. By Γ(A) denote the union of two rays [a1a0), [at−1at) and γ(A).
We start with E(c1, c2, 0, 0). On a graph of a strictly convex function y = g(x)
take points ai0, a
i
1, . . . , a
i
ci+1
, i = 1, 2, such that their x-coordinates satisfy inequali-
ties (a20)x < (a
1
0)x < (a
2
1)x < (a
1
1)x < . . . < (a
2
c1+1
)x < (a
1
c1+1
)x, and (for c2 > c1)
(a2c1+1)x < (a
2
c1+2
)x < . . . < (a
2
c2
)x < (a
1
c1+1
)x < (a
2
c2+1
)x. Define Γi = Γ(A
i),
where Ai = {ai0, . . . , a
i
ci+1
}, i = 1, 2. In this example n0 = n1 + n2 + k, where
k is the number of breakpoints. We have 2c1 + 1 breakpoints b1, b2, . . . , b2c1+1 with
(a10)x < (b1)x < (a
2
1)x < (b2)x < (a
1
1)x < (b3)x < . . . < (b2c1+1)x < (a
2
c1+1
)x. If c1 = c2,
then this is the complete list of breakpoints. If c1 < c2, then we have one more break-
point b2c1+2 with (a
2
c2
)x < (b2c1+2)x < (a
1
c1+1
)x. Thus k = min{2c1 + 2, c1 + c2 + 1}, as
required.
Now to obtain E(c1, c2, 0, r2), where 0 ≤ r2 ≤ c2 − c1 − 1, let us modify Γ2 in
E(c1, c2, 0, 0). Define points di, i = 1, 2, . . . , r2, such that (a
2
c1+i
)x < (di)x < (a
2
c1+i+1
)x
and (di)y > f1((di)x). Replace Γ2 = Γ(A
2) by Γ(A2 ∪ {d1, . . . , dr2}). As a result
from E(c1, c2, 0, 0) we obtain E(c1, c2, 0, r2) with n0 increased by 2r2, as required (2r2
additional breakpoints appeared).
Finally, to construct E(c1, c2, r1, r2) for any (c1, c2, r1, r2) it is sufficient to take
E(c1, c2, 0, z) constructed above, where z = min{r2,max{0, c2 − c1 − 1}}, and mod-
ify Γ1 and Γ2 by adding r1 and r2− z concave vertices, respectively, to get n0 increased
by r1 + r2− z. Adding a concave vertex to Γ1 (for Γ2 the procedure is analogous) could
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be done in the following way: take a point e on γ1 ∩ Γ0, slightly move e up to a new
position e′, and replace Γ1 = Γ(A) by Γ(A ∪ {e
′}).
Proof of Corollary 1
Now n1, n2, are fixed, while c1 and c2 could vary. Suppose n1 ≤ n2, and putm = n2−n1.
For fixed c1, c2 from Theorem 1 we know the tight upper bound N(n1, n2, c1, c2) for
n(f0). Thus it remains just to find the maximum of N(n1, n2, x, y) while (x, y) runs over
{0, 1, . . . , n1} × {0, 1, . . . , n2}.
If x ≥ y, then N(n1, n2, x, y) = n1 + n2 + 1 + min{2y + n1 − x + 1, x + y} ≤
n1 + n2 + 1 + min{2y + n2 − x + 1, x + y} = N(n1, n2, y, x). Thus further we assume
that x ≤ y.
If x < y and x < n1, then N(n1, n2, x, y) = n1+n2+1+min{2x+n2−y+1, x+y} <
N(n1, n2, x+ 1, y). Thus it remains to consider cases x = y and x = n1.
Since N(n1, n2, x, x) = n1 + n2 + 1 + min{x + n2 + 1, 2x} ≤ N(n1, n2, n1, n1), it
remains to consider N(n1, n2, n1, y), n1 ≤ y ≤ n2.
Let y = n1 + z, z ∈ {0, . . . , m}. We have N(n1, n2, n1, y) = n1 + n2 + 1+min{2n1 +
n2 − n1 − z +1, 2n1 + z} = 3n1 + n2 + 1+min{m+1− z, z} ≤ 3n1 + n2 +1+
⌊
m+1
2
⌋
=
2n1+2n2+1−m+
⌊
m+1
2
⌋
= 2n1+2n2+1−
⌊
m
2
⌋
. The last inequality turns to equality
for x = n1 and y = n1 +
⌊
m+1
2
⌋
.
Proof of Theorem 2
Mainly we follow the outline of the proof of Theorem 1.
Let Pi (i = 0, 1, 2) be polygons such that P0 = P1 ∪ P2. For i = 0, 1, 2, by Ci, Ri
the set of convex and concave vertices in Pi, respectively. Thus Vi = Ci ∪ Ri is the set
of all vertices in Pi. We have |Vi| = ni, |Ci| = ci, |Ri| = ri = ni − ci. It is clear that
C0 ⊂ C1 ∪ C2, hence c0 ≤ c1 + c2.
For points a, b ∈ ∂Pi (i = 0, 1, 2), by [ab]i denote the path in ∂Pi connecting a and b
such that the movement along [ab]i from a to b is counterclockwise (∂Pi is supposed to
be oriented). We set (ab)i = [ab]i \ {a, b}.
Define an ordered set of breakpoints B = {b1, b2, . . . , bk} as a minimal subset of
∂P1 ∩ ∂P2 satisfying the following conditions:
i) if t, s ∈ {1, . . . , k}, t 6= s, then (btbt+1)0 ∩ (bsbs+1)0 = ∅, i = 1, 2 (here and
further we set bk+1 = b1), in other words, b1, b2, . . . , bk are arranged on ∂P0 in the
counterclockwise order.
ii) for each t ∈ {1, 2, . . . , k} we have either (btbt+1)0 ⊂ ∂P1 or (btbt+1)0 ⊂ ∂P2.
Further we assume that k = |B| ≥ 2, otherwise we have either ∂P0 = ∂P1 or
∂P0 = ∂P2, and the statement of Theorem is trivial.
Let K = {1, 2, . . . , k}. Define subsets K1, K2 ⊂ K as follows: if (btbt+1)0 ⊂ ∂P1,
then we put t ∈ K1, otherwise (i.e. if (btbt+1)0 ⊂ ∂P2) we put t ∈ K2.
From the condition of minimality in definition of B it easily follows that:
i) K1 ∩K2 = ∅;
5
ii) elements of K1 and K2 alter, i. e. |K1 ∩ {t, t+ 1}| = |K2 ∩ {t, t+ 1}| = 1 for each
t ∈ K. From the last property we obtain
|K1| = |K2|, (5)
in particular, k is even.
Lemma 2. If t, s ∈ K, t 6= s, then (btbt+1)i ∩ (bsbs+1)i = ∅, i = 1, 2.
Proof. Let i ∈ {1, 2}, and t ∈ K. We need to prove that (btbt+1)i∩B = ∅. If t ∈ Ki,
then this is obvious, since (btbt+1)i = (btbt+1)0. If t /∈ Ki, then (bt−1bt)i = (bt−1bt)0.
Suppose to the contrary that bs ∈ (btbt+1)i. Then bt+1 /∈ (btbs)i. The path (btbs)i divides
P0 into polygons; for one of these polygons P
′ we have ∂P ′ = (btbs)i ∪ (bsbt)0. Thus
(bt−1bt)i ⊂ ∂P
′, hence Pi ⊂ P
′; but bt+1 ∈ ∂P0, bt+1 /∈ ∂P
′, hence bt+1 /∈ P
′. This is the
contradiction. 
Further define the subset Kc1 ⊂ K1 as follows: t ∈ K
c
1 iff t ∈ K1 and C1∩(bt, bt+1)1 6=
∅. Take Kr1 = K1 \K
c
1. Similarly, define K
c
2 ⊂ K2 and K
r
2 = K2 \K
c
2. By definition,
|Kc1| ≤ c1, |K
c
2| ≤ c2. (6)
Lemma 3. If t ∈ Kr1 , then (btbt+1)2 ∩ R2 6= ∅.
Proof. Let t ∈ Kr1 . This means that the path (btbt+1)1 = (btbt+1)0 could contain
only concave vertices of P1. Consider points x ∈ [btbt+1)0 ∩ ∂P2 and y ∈ (xbt+1]0 ∩ ∂P2
such that (xy)1 ∩ (xy)2 = ∅. Consider the polygon M such that ∂M = [xy]1 ∪ [xy]2.
Note that (xy)1 contains no convex vertices of M . From the other hand, M contains at
least 3 convex vertices, hence (xy)2 contains at least one convex vertex z. This vertex
z ∈ (xy)2 ⊂ (btbt+1)2 is a concave vertex of P2. 
From Lemma 3 and the similar result for Kr2 using Lemma 2 we obtain
|Kr1 | ≤ r2, |K
r
2 | ≤ r1. (7)
From (5), (6), and (7) it follows that four non-negative integers xi = |K
c
i |, yi = |K
r
i |,
i = 1, 2, satisfy the following system:


x1 + y1 = x2 + y2,
x1 ≤ c1, x2 ≤ c2,
y1 ≤ r2, y2 ≤ r1.
(8)
Note that V0 ⊂ V1 ∪ V2 ∪ B, and moreover, |V0| ≤ |V1| + |V2| + |B| −∣∣V2 ∩
(⋃
t∈K1
(btbt+1)2)
)∣∣ − ∣∣V1 ∩
(⋃
t∈K2
(btbt+1)1
)∣∣. Thus Lemma 3 leads us to the fol-
lowing estimate: n0 = |V0| ≤ |V1| + |V2| + |B| − |K
r
1 | − |K
r
2 | ≤ n1 + n2 + (x1 + y1 +
x2 + y2) − y2 − y1 = n1 + n2 + x1 + x2. Hence n0 ≤ n1 + n2 + c1 + c2. From (8) we
obtain x2 ≤ x1 + y1, thus we have n0 ≤ n1 + n2 + x1 + x2 ≤ n1 + n2 + 2x1 + y1 ≤
n1 + n2 + 2c1 + r2 = n1 + n2 + 2c1 + (n2 − c2). The estimates from the formulation of
Theorem 2 established.
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Now we show that the estimate is tight. Given parameters n1, n2, and c1 ≤ c2, we
put r1 = n1 − c1, r2 = n2 − c2 and construct the corresponding example U(c1, c2, r1, r2)
that is the required configuration of polygons P1 and P2. In the examples below we have
C0 = C1 ∪ C2, C1 ∩ C2 = ∅, and hence c0 = c1 + c2.
We start with U(c1, c2, 0, 0). To define polygons Pi = a
i
1 . . . a
i
ci
, i =
1, 2, take points ai1, . . . , a
i
ci
on a circle in the counterclockwise cyclic order
a21, a
1
1, a
2
2, a
1
2, . . . , a
2
c1
, a1c1, a
2
c1+1
, . . . , a2c2, a
2
1. In this example n0 = n1 + n2 + k, where
k = 2c1 is the required number of breakpoints.
In the construction U(c1, c2, 0, 0) take a point q in the interior of P1 ∩ P2. Modify
P2 to obtain U(c1, c2, 0, r2), where r2 ≤ c2 − c1 in the following way. Define points di
in the interior of the segment [qa2c1+i], i = 1, 2, . . . , r2, such that each segment [dia
2
c1+i
]
intersects the segment [a1c1a
1
1]. In ∂P2 replace the segment [a
2
c1+i
a2c1+i+1] by the union
of segments [a2c1+idi] ∪ [dia
2
c1+i+1
], for i = 1, 2, . . . , r2 (here a
2
c2+1
= a21). As a result we
obtain E(c1, c2, 0, r2) with n0 increased by 2r2.
Finally, to construct U(c1, c2, r1, r2) for any (c1, c2, r1, r2) it is sufficient to take
U(c1, c2, 0, z) constructed above, where z = min{r2, c2 − c1}, and modify P1 and P2
by adding c1 and c2− z concave vertices, respectively, to get n0 increased by r1+ r2− z.
Adding a concave vertex to P1 could be done in the following way. Take a point e of the
segment [ab] ⊂ ∂P1, where a, b ∈ V1, e /∈ P2. In ∂P1 replace [ab] by [ae
′] ∪ [e′b], where e′
obtained from e by a slight shift inside P1.
Proof of Corollary 2
Now n1, n2 are fixed, while c1 and c2 could vary. Suppose n1 ≤ n2, and put m = n2−n1
For fixed c1, c2, from Theorem 2 we know the tight upper bound N
′(n1, n2, c1, c2)
for n(P0), thus it remains to find the maximum of N
′(n1, n2, x, y) while (x, y) runs over
{3, . . . , n1} × {3, . . . , n2}.
If x ≥ y, then N ′(n1, n2, x, y) = n1 + n2 + min{2y + n1 − x, x + y} ≤ n1 + n2 +
min{2y + n2 − x, x+ y} = N
′(n1, n2, y, x). Thus further we assume that x ≤ y.
If x < y and x < n1, then N
′(n1, n2, x, y) = n1 + n2 + min{2x + n2 − y, x + y} <
N ′(n1, n2, x+ 1, y). Thus it remains to consider cases x = y and x = n1.
We have N ′(n1, n2, x, x) = n1+n2+min{x+n2, 2x} ≤ N
′(n1, n2, n1, n1). It remains
to consider N ′(n1, n2, n1, y), n1 ≤ y ≤ n2.
Let y = n1+z, z ∈ {0, . . . , m}. We have N
′(n1, n2, n1, y) = n1+n2+min{2n1+n2−
n1− z, 2n1+ z} = 3n1+n2+min{m− z, z} ≤ 3n1+n2+
⌊
m
2
⌋
= 2n1+2n2−m+
⌊
m
2
⌋
=
2n1 + 2n2 −
⌈
m
2
⌉
. The last inequality turns to equality for x = n1 and y = n1 +
⌊
m
2
⌋
.
Proof of Theorem 3
The situation here is close to Theorem 2 (concepts of interior and exterior interchange,
the same for concave and convex vertices).
Let P0 be a polygon such that P0 ⊂ P1 ∩ P2 and ∂P0 ⊂ ∂P1 ∪ ∂P2. We keep all the
the other notation from the proof of Theorem 2 up to Lemma 2 (i. e. define an ordered
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set of breakpoints B = {b1, b2, . . . , bk}, define subsets K1, K2 of K = {1, . . . , k}). Now
we have R0 ⊂ R1 ∪ R2, and hence r0 ≤ r1 + r2. Again we have
|K1| = |K2|. (9)
The following Lemmas analogous to Lemmas 2 and 3.
Lemma 4. If t, s ∈ K, t 6= s, then (btbt+1)i ∩ (bsbs+1)i = ∅, i = 1, 2.
Proof. Let i ∈ {1, 2}, and t ∈ K. We need to prove that (btbt+1)i∩B = ∅. If t ∈ Ki,
then this is obvious, since (btbt+1)i = (btbt+1)0. If t /∈ Ki, then (bt−1bt)i = (bt−1bt)0.
Suppose to the contrary that bs ∈ (btbt+1)i. Then bt+1 /∈ (btbs)i. Consider the polygon
P ′ such that ∂P ′ = (btbs)i ∪ (bsbt)0. We have P0 ⊂ P
′ ⊂ Pi, and bt+1 /∈ ∂P
′. Hence bt+1
is the interior point of Pi. This is the contradiction. 
Now define Kr1 ⊂ K1 as follows: t ∈ K
r
1 iff t ∈ K1 and R1 ∩ (bt, bt+1)1 6= ∅. Take
Kc1 = K1 \K
r
1 . Similarly, define K
r
2 ⊂ K2 and K
c
2 = K2 \K
r
2 . By definition,
|Kr1 | ≤ r1, |K
r
2 | ≤ r2. (10)
Lemma 5. If t ∈ Kc1, then (btbt+1)2 ∩ C2 6= ∅.
Proof. Let t ∈ Kc1. This means that the path (btbt+1)1 = (btbt+1)0 could contain
only convex vertices of P1. Consider points x ∈ [btbt+1)0 ∩ ∂P2 and y ∈ (xbt+1]0 ∩ ∂P2
such that (xy)1 ∩ (xy)2 = ∅. Consider the polygon M with ∂M = [xy]1 ∪ [xy]2. Note
that (xy)1 contains no convex vertices of M . From the other hand, M contains at
least 3 convex vertices, hence (xy)2 contains at least one convex vertex z. This vertex
z ∈ (xy)2 ⊂ (btbt+1)2 is a convex vertex of P2. 
From Lemma 5 and the similar result for Kr2 using Lemma 4 we obtain
|Kc1| ≤ c2, |K
c
2| ≤ c1. (11)
From (9), (10), and (11) it follows that four non-negative integers xi = |K
r
i |, yi =
|Kci |, i = 1, 2, satisfy the following system:


x1 + y1 = x2 + y2,
x1 ≤ r1, x2 ≤ r2,
y1 ≤ c2, y2 ≤ c1.
(12)
Note that V0 ⊂ V1 ∪ V2 ∪ B, and moreover, |V0| ≤ |V1| + |V2| + |B| −∣∣V2 ∩
(⋃
t∈K1
(btbt+1)2)
)∣∣−∣∣V1 ∩
(⋃
t∈K2
(btbt+1)1
)∣∣. Thus Lemma 5 leads us leads us to the
following estimate: n0 = |V0| ≤ |V1|+|V2|+|B|−|K
c
1|−|K
c
2| ≤ n1+n2+(x1+y1+x2+y2)−
y2−y1 = n1+n2+x1+x2. Hence n0 ≤ n1+n2+r1+r2. From (12) we have x2 ≤ x1+y1,
hence n0 ≤ n1+n2+x1+x2 ≤ n1+n2+2x1+y1 ≤ n1+n2+2r1+c2 = n1+n2+2r1+(n2−c2).
The estimates from the formulation of Theorem 3 established.
Now we show that the estimate is tight. Given parameters n1, n2, and r1 ≤ r2, we put
c1 = n1 − r1, c2 = n2− r2, and construct the required configuration of polygons (P1, P2)
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such that P0 = P1 ∩P2 is a polygon with n0 =M(r1, r2, c1, c2), where M(r1, r2, c1, c2) =
r1 + r2 + c1 + c2 +min{2r1 + c2, r1 + r2}. In the examples below we have R0 = R1 ∪R2,
R1 ∩ R2 = ∅, and hence r0 = r1 + r2.
We use the notation from the construction of examples in the proof of Theorem 1.
We start with the configuration E(c′1, c
′
2, r
′
1, r
′
2) of graphs (Γ1,Γ2) having lower envelope
withM(c′1, c
′
2, r
′
1, r
′
2) = c
′
1+c
′
2+r
′
1+r
′
2+1+min{2c
′
1+r
′
2+1, c
′
1+c
′
2} vertices, where we set
r′1 = c1 − 3, r
′
2 = c2 − 3, c
′
1 = r1, and c
′
2 =


r2, if r2 ≤ r1 + 1,
r2 − 1, if r2 = r1 + 2,
r2 − 2, if r2 ≥ r1 + 3.
By construction,
Γi = Γ(A
′i), where A′i is a finite subset of {(x, y) | y ≥ g(x)} (here g(x) is a strictly
convex function). Recall that ai0 and a
i
c′
i
+1
are points of A′i with minimal and maximal
x-coordinate, respectively; to simplify further notation we set ai = ai0 and z
i = ai
c′
i
+1
.
Take a point q with sufficiently large negative y-coordinate (qy << 0) and define P1
as a polygon with ∂P1 = γ(A
′1) ∪ [a1q] ∪ [z1q]. Note that r(P1) = c
′
1, c(P1) = r
′
1 + 3,
since convex vertices of Γ1 turn to concave vertices of P1 (and vice versa), and 3 more
convex vertices a1, z1, and q appeared.
In the interior of P1 choose a point p with py << 0 (choose p close to q) so that
γ(A′2) ∪ [a2p] ∪ [z2p] is a boundary of a polygon. In the segments [a2p] and [z2p] take
point points p1 and p2, respectively. Suppose that p1 and p2 are placed close to p so
that p1, p2 belong to the interior of P1. Take point p0 so that q belongs to the interior
of the segment [pp0]. Let p3 be the common point of lines a
2p and z2p0. To define P2
consider four cases.
For r2 ≥ r1+3, define P2 as a polygon with ∂P2 = γ(A
′2)∪[a2p1]∪[p1p0]∪[p0p2]∪[p2z
2].
Note that r(P2) = c
′
2+2 = r2, c(P2) = c
′
1+3, since convex vertices of Γ2 turn to concave
vertices of P1 (and vice versa), 3 more convex vertices a
2, z2, p0 and 2 more concave
vertices p1, p2 appeared. In this construction V0 contains all vertices of Γ0 = Γ1∩Γ2 and
9 additional vertices a1, p1, q, p2, z
1, [a2p1]∩ [a
1q], [p1p0]∩ [a
1q], [p0p2]∩ [z
1q], [z2p2]∩ [z
1q],
thus |V0| = r1+(r2−2)+(c1−3)+(c2−3)+1+min{2r1+(c2−3)+1, r1+(r2−2)}+9 =
M(r1, r2, c1, c2).
For r2 = r1 + 2, define P2 as a polygon with ∂P2 = γ(A
′2) ∪ [a2p3] ∪ [p3p2] ∪ [p2z
2].
Note that r(P2) = c
′
2 + 1 = r2, c(P2) = c
′
1 + 3 (3 convex vertices a
2, z2, p3 and 1
concave vertex p2 appeared). In this case V0 contains all vertices of Γ0 and 7 additional
vertices a1, p2, a
1, [a2p3] ∩ [a
1q], [a2p3] ∩ [z
1q], [p3p2] ∩ [z
1q], [z2p2] ∩ [z
1q], thus |V0| =
r1 + (r2 − 1) + (c1 − 3) + (c2 − 3) + 1 + (r1 + (r2 − 1)) + 7 =M(r1, r2, c1, c2).
For r2 = r1 + 1, define P2 as a polygon with ∂P2 = γ(A
′2) ∪ [a2p] ∪ [pz2]. Here
r(P2) = c
′
2 = r2, c(P2) = c
′
1 + 3 (3 convex vertices a
2, z2, p appeared). In this case V0
contains all vertices of Γ0 and 5 additional vertices a
1, p, z1, [a2p] ∩ [a1q], [z2p] ∩ [z1q],
thus |V0| = r1 + r2 + (c1 − 3) + (c2 − 3) + 1 + (r1 + r2) + 5 = M(r1, r2, c1, c2).
Finally, For r2 = r1, define P2 as a polygon with ∂P2 = γ(A
′2) ∪ [a2p3] ∪ [p3z
2].
Here r(P2) = c
′
2 = r2, c(P2) = c
′
1 + 3 (3 convex vertices a
2, z2, p3 appeared). In this
case V0 contains all vertices of Γ0 and 5 additional vertices a
1, z2, [a2p3] ∩ [a
1q], [a2p3] ∩
[z1q], [z2p3] ∩ [z
1q] (note that in this case z2 belongs to the interior of P1), thus |V0| =
9
r1 + r2 + (c1 − 3) + (c2 − 3) + 1 + (r1 + r2) + 5 =M(r1, r2, c1, c2).
Proof of Corollary 3
Now we need to maximize N ′(n1, n2, x, y) for fixed n1, n2, while (r1, r2) vary over
{0, . . . , n1 − 3} × {0, . . . , n2 − 3}. Suppose n1 ≤ n2, and put m = n2 − n1 (recall
that N ′(n1, n2, x, y) defined in the proof of Corollary 3).
Repeating the arguments form the proof of Corollary 3 we find out that it remains
to maximize N ′(n1, n2, n1 − 3, y) for n1 − 3 ≤ y ≤ n2 − 3.
Let y = n1 − 3 + z, z ∈ {0, . . . , m}. We have N
′(n1, n2, n1 − 3, y) = n1 + n2 +
min{2(n1 − 3) + (n1 + m) − (n1 − 3 + z), 2(n1 − 3) + z} = 3n1 + n2 − 6 + min{m +
3− z, z} = 2n1 + 2n2 − 6− l(m), where l(m) = m− min
z∈{0,...,m}
{m+ 3− z, z}. Note that
min{m+3−z, z} ≤
⌊
m+3
2
⌋
, and for m ≥ 2 the equality holds for z =
⌊
m+3
2
⌋
(
⌊
m+3
2
⌋
≤ m
for m ≥ 2); thus for m ≥ 2 we have l(m) = m −
⌊
m+3
2
⌋
=
⌊
m
2
⌋
− 1. For m = 0 and
m = 1 we have l(0) = l(1) = 0. From that the statement of Theorem 3 follows.
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