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Abstract
Computational progressive failure analysis (PFA) is vital for the design, verification, and validation of carbon fiber reinforced polymer (CFRP) composites.
However, the computational cost of PFA is usually high due to the complexity of
the model. The damage initiation criterion is one of the essential components
of a PFA code to determine the transition of a material’s state from pristine
or microscopically damaged to macroscopically damaged. In this thesis, datadriven models are developed to determine the matrix damage initiation based
on the Mohr-Coulomb model and Hashin model. For 2D plane stress states,
the computational cost for determining damage initiation can be dramatically
reduced by implementing a Binary Search (BS) algorithm and predictive machine learning models. We have demonstrated the usage of BS and the training
and evaluation of machine learning models as alternative methods to determine
macroscale matrix damage initiation. With the data-driven methods, over 99%
of the computational time has been saved, while the predictive accuracy stays
99.9% from the traditional approach. For a 3D stress state, 87% of the computational time is saved with the predictive accuracy of 94.7%.

I. Introduction
CFRP composites are being used widely in many industry sectors thanks to their high
stiffness/strength-to-weight ratio, fatigue resistance, corrosion resistance, etc.. Due to the complexity
of the composite materials and structures, the damage is usually of complex patterns and modes.
Typical damage modes include fiber tensile/compressive breaking, matrix tensile/compressive/shear
cracking, and delamination between laminae. PFA codes have been developed for decades to
simulate and predict the damage of composites. For most of the cases, it is essential to predict
the correct damage patterns. As one of the most important components of a PFA code, damage
initiation criteria play an important role in determining the transition of the material from undamaged
or microscopically damaged to macroscopically damaged. Therefore, it is important to establish
physically sound, accurate, and robust damage initiation criteria.
Damage initiation criteria developed by Hashin have been demonstrated to be accurate in
modeling fiber damage and matrix damage [1, 2]. The capability to predict matrix compressive
damage initiation has been improved by Puck and Schurmann by adopting the Mohr-Coulomb
model [3] and compared with the “World-wide Failure Exercise” (WWFE) results [4]. The model
developed by Puck and Schurmann [3] is a combination of the Hashin model and the Mohr-Coulomb
model, where the angle of the crack needs to be determined. The process of searching for the
fracture plane angle is carried out iteratively as described in [5] and will be outlined in detail in
Section 2.1.
High-fidelity PFA results have been obtained by computational codes established upon damage
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Fig. 1 (a) A lamina under transverse compression in the 1-2-3 coordinate system, and (b)
the failure plane in the L-N-T coordinate system.
initiation criteria by Hashin and that based on the Mohr-Coulomb model [2, 4]. However, for the
Mohr-Coulomb components of the criteria, computational time is a disadvantage since the algorithm
is usually run iteratively to search for the crack angle. The major purpose of this article is to apply
and evaluate several algorithms to predict the damage initiation and the crack angle accurately
and efficiently. The first type of algorithm is similar to that implemented in [2], referred to as the
competing algorithm. The second type is usually implemented to locate values in sorted arrays,
named the Binary Search (BS) algorithm. The third type is based on machine learning models,
specifically linear regression and neural networks. The three types of algorithms are described and
compared in terms of accuracy and efficiency for matrix damage initiation with 2D plane stress
states and 3D stress states.

II. Theoretical Background of Mohr-Coulomb Failure Analysis
The Mohr-Coulomb (M-C) failure criterion is widely used for matrix compressive failure and to
describe frictional sliding. It assumes that the matrix damage initiation and propagation occur at a
certain combination of the greatest and least principal stresses. It has been observed that composite
materials fail in transverse (2 and 3 directions) compression by shearing along the failure plane
oriented at an angle 𝜃 with respect the loading direction, as shown in figure 1.
The M-C criterion is defined as in equation 1.
|𝜏𝑐𝑟 | = 𝑆𝑖 + |𝜎𝑁 | tan 𝜙
where:
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𝜎𝑁 < 0

(1)

𝜏𝑐𝑟 = shear stress on the crack plane
𝜎𝑁 = normal stress on the crack plane
𝑆𝑖 = shear strength of the material
𝜙 = angle of friction
The angle of friction (𝜙) is a material parameter measured from transverse compressive tests,
related to the internal coefficient of friction 𝜇 as shown in equation 2.
𝜙 = tan−1 𝜇

(2)

Figure 2 shows a geometric representation of the MC failure criterion where the purple circles
are Mohr circles corresponding to each axis and the green line is the so called Coulomb Fracture
Line. The relationship between the crack angle 𝜃 and the angle of friction 𝜙 is shown in equation 3.
𝜋
(3)
2
According to the MC failure criterion, fracture occurs when any circle is tangent to the fracture
line [6]. The angle of the fracture plane for a unidirectional laminate loaded in transverse compression
is easily obtained via experimental tests and can be considered a material property, so called 𝛼0
[6]. The typical 𝛼0 for a composite under transverse compression loading is 53◦ from experimental
studies [3]. However, under combined loads and the uncertainty of material properties the angle
of the fracture plane is unknown. For this reason, the MC failure criterion in three dimensions is
measured in terms of the traction planes defined with respect to the fracture plane angle shown in
equation 4.
2𝜃 = 𝜙 +

𝜎𝑛𝑛 = 𝜎22 cos2 𝜃 + 𝜎3 3 sin2 𝜃 + 2𝜏23 sin 𝜃 cos 𝜃
𝜏𝑛𝑡 = (𝜎33 − 𝜎22 ) sin 𝜃 cos 𝜃 + 𝜏23 (cos2 𝜃 − sin2 𝜃)

(4)

𝜏𝑙𝑡 = 𝜏13 cos 𝜃 − 𝜏12 sin 𝜃
These traction planes are used to define the M-C failure criterion as it is used in practice. Using
the geometry shown in 2, there have been several attempts at defining an accurate model in terms of
these traction planes. Puck and Schurmann first proposed equation 5 in the general case [3] [7].


𝑓𝑚𝑐

𝜏𝑁 𝐿
=
𝑆12 − 𝜂 𝐿 𝜎𝑁 𝑁

2



𝜏𝑁𝑇
+
𝑆23 − 𝜂𝑇 𝜎𝑁 𝑁

2
=1

𝜎𝑁 𝑁 < 0

(5)

Another proposed solution by Dávila et al. is shown in equation 6.


𝑓𝑚𝑐

h|𝜏𝑇 | + 𝜇𝑇 𝜎𝑛 i
=
𝑆𝑇

2



h|𝜏𝐿 | + 𝜇 𝐿 𝜎𝑛 i
+
𝑆𝐿

3

2
=1

(6)

Fig. 2

The M-C criterion illustrated with the Mohr circle [8]

where the operator h.i is the Mc-Cauley bracket defined by h𝑥i = 𝑚𝑎𝑥{0, 𝑥}, 𝑥 ∈ R and 𝑆 𝐿 is
the longitudinal shear strength. The difference between these two equations being that equation 5
considers that the compression stress increases the effective strength of the material, while equation
6 considers that the compression stress reduces the effective shear stress [7]. Additionally, Puck and
Schurmann propose equation 7 as their final model due to a better fit to their experimental data.
𝑓𝑚𝑐 =

(𝜏𝑇 ) 2
(𝜏𝐿 ) 2
+
=1
𝑆𝑇2 − 2𝜇𝑇 𝑆𝑇 𝜎𝑛 𝑆 2𝐿 − 2𝜇 𝐿 𝑆 𝐿 𝜎𝑛

(7)

While all of these formulations provide certain benefits, each one is defined in terms of the
traction planes, meaning that the fracture angle must be determined. Dávila and Camanho propose
an algorithm that systematically checks possible angles and computes the failure criterion for each
one, deciding the correct fracture angle is the one which maximizes the failure index (equation 5,
6, or 7) [6]. Noting that in the plane stress case, the correct failure angles never exceed 𝛼0 , they
propose limiting the domain of potential angles to be 0 < 𝛼 < 𝛼0 . To validate this assumption,
distributions of failure angles were created by running this algorithm without the domain limitation.
From figure 3, it is seen that all the possible fracture plane angles are smaller than 53◦ . In addition,
it should be pointed out that the angle of 53◦ Assuming is dependent on the material properties of
composites. Therefore, assuming 𝛼0 being equal to 53◦ is a valid assumption for plane stress states.
Additionally, Puck and Schurmann note that an analytical solution for finding the failure angle
exists for plane stress [3]. They also note, however, that a closed form solution does not exist for a
3D stress state. The domain limitation described by Dávila and Camanho also is not applicable for
3D stress states. Using the algorithm they described [6] without imposing any limitation on the
4

Fig. 3

Distribution of failure angles for plane stress

domain, a failure angles were collected for a wide variety of 3D stress states and the distribution is
shown in figure 4. It is clear that in a 3D stress state the failure angle can range from 0◦ to 180◦ and
there is no way to reduce the number of iterations required by limiting the domain to be less than 𝛼0 .

III. Fundamental Mechanics of Composite Materials and Finite Element
Analysis
Composite materials are materials that are made of two or more materials on a macroscopic
scale. CFRPs consist of two distinct materials - a fiber and a matrix. The matrix is used to bind
fibers together and is usually considerably weaker than the fibers themselves, this can lead to some
difficulties in modeling the behavior of these composites. Most common engineering materials
are both homogeneous and isotropic, meaning that the material has uniform properties throughout
and the properties are the same in every direction. Composite materials, however, are usually
both heterogeneous and nonisotropic, and so there are slightly more complex methods needed to
effectively model their behavior [9].
The two fundamental concepts in all materials are those of stress and strain. These two measures
allow investigation into the behavior of materials under different conditions. Stress is a measure of
the force put on an object over the area of that object, while strain is a measure of the change in
length over the original length of the object. Additionally, stress and strain can be further broken
down to normal and shear components. The normal component is acting perpendicular to the
surface of the axis while a shear component acts parallel to the surface.
In addition to stress and strain, there are two important constants that are commonly used in
modeling composite materials: Young’s Modulus (𝐸) and Poisson’s Ratio (𝜈). Young’s Modulus
5

Fig. 4

Distribution of failure angles for full stress state

quantifies the relationship between tensile stress and axial strain in the linear elastic region of a
material. The formula for computing Young’s Modulus is in equation 8. The higher the modulus,
the more stress is needed to create the same amount of strain. For example, a perfectly rigid body
would have an infinite Young’s modulus while a very soft material such as a liquid would have zero
Young’s Modulus. There is also the concept of a shear modulus that is used in conjunction with
these two values. the shear modulus is a material property defined as the ratio between shear stress
and shear strain.
𝐸=

𝜎
𝜖

(8)

where:
𝜎 = force per unit area
𝜖 = proportional deformation
When a material is subjected to tension or compression along one axis, strain is often also
observed along the perpendicular axes. For example, when a rubber band is stretched, it not only
becomes longer along the axis of tension, but it also becomes thinner. The rate of this change along
the perpendicular axis is called Poisson’s ratio. Poisson’s Ratio measures the deformation of a
material in directions perpendicular to loading and is defined as the negative ratio of transverse
strain to axial strain as shown in equation 9.
𝜈=−

𝑑𝜖𝑡𝑟𝑎𝑛𝑠
𝑑𝜖 𝑎𝑥𝑖𝑎𝑙
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(9)

A. Computing Stress and Strain
Strain is easy to compute by simply measuring displacements. Normal strain is shown in
equation 10 and shear strain is shown in equation 11.
𝜕𝑢
𝜕𝑣
𝜕𝑤
, 𝜖 𝑦𝑦 =
, 𝜖 𝑧𝑧 =
𝜕𝑥
𝜕𝑦
𝜕𝑧

(10)

𝜕𝑤 𝜕𝑢
𝜕𝑢 𝜕𝑣
𝜕𝑣 𝜕𝑤
+
, 𝛾𝑧𝑥 =
+
, 𝛾𝑥𝑦 =
+
𝜕𝑧 𝜕𝑦
𝜕𝑥 𝜕𝑧
𝜕𝑦 𝜕𝑥

(11)

𝜖𝑥𝑥 =
𝛾 𝑦𝑧 =
where:

𝑢 = displacement in the x direction
𝑣 = displacement in the y direction
𝑤 = displacement in the z direction
Strain is often denoted in matrix form, illustrated in equation 12.


 𝜖𝑥𝑥 𝛾𝑥𝑦 𝛾𝑧𝑥 




[𝜖] = 𝛾𝑥𝑦 𝜖 𝑦𝑦 𝛾 𝑦𝑧 
(12)




 𝛾𝑥𝑧 𝛾 𝑦𝑧 𝜖 𝑧𝑧 


This matrix is symmetrical because the moments are zero - there is no rotation occurring. Due
to the symmetry, only 6 unique strain values exist and are often expressed as a 6 by 1 matrix, shown
in equation 13
 
 𝜖𝑥𝑥 
 
 
 𝜖 𝑦𝑦 
 
 
 𝜖 𝑧𝑧 
[𝜖] =  
(13)
 𝛾 𝑦𝑧 
 
 
 𝛾𝑧𝑥 
 
 
𝛾𝑥𝑦 
 
Writing the strains in this way makes it convenient to compute the corresponding stresses by
using a single stiffness matrix, or constitutive matrix, 𝐶 composed of material specific constants
relating stresses and strains. The generalized equation for relating stresses and strains is in equation
14.
𝑖, 𝑗 = 1, ..., 6

𝜎𝑖 = 𝐶𝑖 𝑗 𝜖 𝑗

7

(14)

where:
𝜎𝑖 = stress components
𝐶𝑖 𝑗 = stiffness matrix
𝜖 𝑗 = strain components
Constructing the stiffness matrix is all that must be done to relate stresses and strains together
and the values of each element vary depending on the type of material. For this paper, we assume
a transversely isotropic material, meaning that at every point there is a one plane in which the
mechanical properties are equal in all directions. For a CFRP, that plane would be the plane which
is parallel to the fiber direction. For this case, the stress strain relationship in matrix form can be
seen in equation 15 as well as the equations for the individual constants in the stiffness matrix in
equation 16.
  

𝜎11  𝐶11 𝐶12 𝐶13 0

0
0
  

  

𝜎22  𝐶12 𝐶11 𝐶13 0

0
0
  

  

𝜎33  𝐶13 𝐶13 𝐶33 0

0
0
 =

  

 𝜏23   0

0
0 𝐶44 0
0
  

  

 𝜏13   0

0
0
0 𝐶44
0
  

  

 𝜏12   0
0
0
0
0 (𝐶11 − 𝐶12 )/2
  

where:
𝐶11 =
𝐶22 =
𝐶33 =
𝐶12 =
𝐶13 =

1 − 𝜈23 𝜈32
𝐸2 𝐸3Δ
1 − 𝜈13 𝜈31
𝐸1 𝐸3Δ
1 − 𝜈12 𝜈21
𝐸1 𝐸2Δ
𝜈12 + 𝜈32 𝜈13
𝐸1 𝐸3Δ
𝜈13 + 𝜈12 𝜈23
𝐸1 𝐸2Δ

 
 𝜖11 
 
 
 𝜖22 
 
 
 𝜖33 
 
 
𝛾23 
 
 
𝛾13 
 
 
𝛾12 
 

(15)

(16)

𝐶44 = 𝐺 23
1 − 𝜈12 𝜈21 − 𝜈23 𝜈32 − 𝜈31 𝜈13 − 2𝜈21 𝜈32 𝜈13
Δ=
𝐸1 𝐸2 𝐸3
and
𝐺 23 = shear modulus in the 2-3 plane
Using these equations it is possible to compute all stress values for a material by measuring only
8

Fig. 5

FEM example initial conditions

the strain values. This is used extensively in modeling materials and, more specifically, in the use of
finite element analysis to model materials.
B. Finite Element Analysis
The most basic idea behind the Finite Element Method (FEM) is the separation of a given domain
into a set of simple subdomains - finite elements. Any shape that provides for the computation of the
solution can be considered a finite element. Further, finite elements are comprised of selected points
for which the solution will be approximated, these points are called nodes [10]. The collection of
finite elements established to represent the object in question is known as a mesh. FEM problems
concerning material loading can be generalized into the following steps:
1) Describe the material (𝐶 Matrix, Young’s Modulus, Poisson’s Ratio)
2) Construct Mesh
3) Compute Stiffness Matrix
4) Set boundary conditions
5) Solve for global displacements: a = F\K
6) For each element, evaluate stresses and strains
1. Plane Stress FEM Example
As an example, consider a homogeneous and isometric rectangular plane 5 meters long and 1
meter wide. The material of this plane has a 𝐸 = 10e7 MPa and 𝜈 = 0.3 and the desired load is to be
applied along the right edge while the left edge is held fixed. These initial conditions are illustrated
in figure 5.
Since the first step of the FEM process is provided in the problem definition, the next step is
constructing the finite element mesh. Constructing a mesh that is 20 elements long and 10 elements
wide results in the mesh shown in figure 6.
9

Fig. 6

Finite Element Mesh

Next, the 𝐶 matrix is determined using Young’s Modulus and Poisson’s Ratio. The 𝐶 matrix is
only 3x3 in this example because plane stress considers only two dimensions, meaning the only
stress values are 𝜎𝑥𝑥 , 𝜎𝑦𝑦 , and 𝜏𝑥𝑦 . Assuming the material is linear and elastic, the 𝐶 matrix used to
relate stresses and strains is defined as shown in equation 17 [11].
   𝐸
 𝜎𝑥𝑥   1−𝜈2
  
   𝜈𝐸
𝜎𝑦𝑦  =  1−𝜈2
  
  
 𝜏𝑥𝑦   0
  

𝜈𝐸
1−𝜈 2
𝐸
1−𝜈 2

0






0

𝐸 
𝐺 = 2(1+𝜈)

0

 
 𝜖𝑥𝑥 
 
 
 𝜖 𝑦𝑦 
 
 
𝛾𝑥𝑦 
 

(17)

where:
𝐸 = Young’s Modulus (Modulus of Elasticity)
𝜈 = Poisson’s Coefficient
Using this defined 𝐶 matrix, a square stiffness matrix is constructed with dimensions corresponding to the number of nodes in the mesh. Boundary conditions are set based on the initial problem
description. In this case, the boundary conditions are that the y axis is held fixed on the left edge of
the object while force is applied to each node on the right edge. For each node, displacements are
computed based on the constructed stiffness matrix and the amount of load applied. The resulting
displacements relative to the x axis are shown in figure 7.
The displacements along the x axis shown in figure 7 show positive displacement along the
bottom edge (tension) and negative displacement along the top edge (compression). Strain can be
computed from the displacements and finally the stress can be computed from the strain by solving
equation 17. The resulting stresses from this example are shown in figure 8.
Today, models such as those proposed by Hashin [1] and Puck [3] are applied through the use of
the Finite Element Method (FEM). Since the number of nodes is proportional to the accuracy of the
model, FEM models can easily amass millions of finite elements to reach a desired level of accuracy.
Running a simulation over time for an FEM model requires solving equations for each individual
element at each time step. This can be extremely computationally intensive and so ensuring efficient
10

Fig. 7

Fig. 8

Plane Stress Displacements

Stresses for plane stress example
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computations for each element is critical to creating an FEM model which can be run in a reasonable
time frame.

IV. Literature Review
Machine learning has been used in a variety of different applications with respect to composite
materials. Supervised learning is used most commonly to predict properties of known materials
given the vast amount of training data available from simulations. For example, machine learning
methods can be used to predict the stress field of a composite material under fracture [12]. This
type of supervised learning is known as the forward modeling problem and is based on known
physics-based models as the training data is derived from simulations built using these models
[12]. Another type of problem for which there has been some success in using machine learning
up to this point is known as the inverse design problem. The inverse design problem involves
designing new materials and often has to rely heavily on domain expertise and brute force searches
through design spaces [12]. Brute force searches using optimization techniques such as gradient
optimization, genetic algorithms, and simulated annealing have been proposed but all of these suffer
from limitations when applied to large complex systems [13].
Linear regression is the simplest and most common machine learning technique available and has
been used in a number of different materials applications. Due to its simplicity and explainability,
Linear Regression is often considered in addition to more complex models like Artificial Neural
Networks (ANN) as somewhat of a control group. Tiryaki et al. demonstrate a linear regression
model applied to predict the compressive strength of heat treated wood [12, 14]. The authors used
three input variables: Wood Species, Temperature, and Exposure Time to predict the compressive
strength of heat treated wood based on a training data set created through experimentation containing
48 samples. Using Multiple Linear Regression (MLR) an 𝑅 2 value of 0.83 was obtained, indicating
that 83% of the variance in the data was able to be explained by the model. The authors also trained
an Artificial Neural Network model on the same data and found an 𝑅 2 value of over 99% [14].
While the authors claim the ANN model should be preferred to the MLR model given the significant
improvement in accuracy, MLR provides greater explainability and given the small sample size
could potentially generalize better.
Gu et al. propose machine learning as a solution to a 2-D composite design problem in which
the design space contains 6.67𝑥10240 combinations. This many possible combinations makes a
brute force solution impossible and so an alternate solution using machine learning inspired by
Google’s DeepMind AlphaGo program. The authors use a two step process where the first step
predicts toughness and strength of a composite material and the second step searches for high
performance designs [13]. Once again, a linear model was considered along with a Convolutional
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Neural Network (CNN). CNNs are typically used for image processing and are used for predicting
high performance designs by treating each potential element like a pixel in an image. A FEM model
is used to generate the ground truth data for this problem. The CNN outperforms the linear model
by roughly 2% when predicting strength and toughness, producing an accuracy of roughly 98%
compared to accuracies of 95% and 96% for strength and toughness, respectively, from the linear
model. Though the CNN outperforms in this respect, it does not actually rank designs any better
despite than the linear model despite the increased model complexity in the CNN. The authors
conclude that high accuracy predictions can be achieved even with small training data and few
training loops [13]. This work shows that even simple models like linear regression can be used to
make complex design optimizations.
Another work by Yang et al. explores creating a deep learning model to capture the nonlinear
mapping between the three-dimensional material microstructure and its macroscale stiffness in
materials. Their objective was to predict macroscale elastic properties of a composite given its
microstructure information. Given the shape of the microstructure information, the authors trained a
CNN on simulated data to achieve this result. While the authors note room for improvement in the
tuning and training of the CNN, they found a substantial improvement in accuracy of up to 54%
over traditional physics based models [15].
Davidson and Waas demonstrate the usage of surrogate models in Monte Carlo simulations to
analyze defects and their impact on the performance of composite materials. They used training data
generated from high fidelity FEM models to train a Support Vector Classifier (SVC) to predict the
failure mode of a composite (kink or split). The combination of Monte Carlo simulations and the
SVC model were able to provide a successful framework for accurately predicting the compressive
strength and failure mode of a defective structure. More importantly, the Monte Carlo simulation
was able to converge within only 300 sampling points, representing a significant improvement over
the FEM process [16].
One major limiting factor of using machine learning models for solving problems in composites
is the generation of training data. Experimental training data is time consuming and expensive to
produce, making it difficult to create training datasets of sufficient size. Fortunately, the FEM process
makes it easy to produce vast amounts of simulation data which has opened the door to producing
more useful machine learning models. Each of the works discussed above utilize simulated data to
train their models with the exception of Tiryaki et al. who used only 48 experimental samples. With
this data limitation removed by simulation, there is clearly a wide breadth of problems in composite
materials that can be solved using machine learning an artificial intelligence. Not only has it been
demonstrated that predictive models can outperform traditional physics based models [15] but they
can also reduce the computational complexity of generating those predictions [16].
While there is no literature on using machine learning to predict damage initiation, there is quite
13

a bit of literature on the prediction of failure using other modeling techniques. Many of these works
are discussed in section II and were the result of the "World Wide Failure Exercise" (WWFE) [17].
This exercise brought together researchers from around the world to determine a universal definition
of what it means to have failure of a composite material and produced several new models to more
accurately predict that failure. One key aspect of the WWFE was the curation of experimental test
cases by which new models can be evaluated. These data points represented a critical benchmark by
which models can be compared and are used in this thesis as reference points.

V. Damage Initiation Criteria and Algorithms
A. The Damage Initiation Criteria for Matrix Macroscale Damage
In this paper, the damage initiation criteria discussed are mainly concerned with that for
determining the macroscale damage initiation of matrix. For the tensile damage initiation, the
Hashin criterion is used. For the compressive damage initiation, a criterion based on the MohrCoulomb model is used. The related computations of the damage initiation criteria are performed
for stress components on a slanted crack surface whose normal is marked as N, as shown in Figure 1.
In Figure 1, the coordinate system 1-2-3 is the lamina coordinate system and N-L-T is the local
coordinate system on the fracture surface. 𝜙 is the crack angle in figure 1.
1. Matrix Tensile Damage Initiation – The Hashin Criterion
The Hashin criterion has proved to be capable of capturing matrix tensile cracking onset
accurately. The stress-based Hashin criterion for matrix tensile damage initiation on a certain crack
plane is


𝜎𝑁 𝑁
𝑆22

2



𝜏𝑁 𝐿
+
𝑆12

2



𝜏𝑁𝑇
+
𝑆23

2
𝜎𝑁 𝑁 ≥ 0

=1

(18)

where 𝑆22 , 𝑆12 , 𝑆23 are the matrix strength values in the corresponding directions.
2. Matrix Compressive Damage Initiation – The Mohr-Coulomb Criterion
The Mohr-Coulomb criterion implemented in the matrix compressive cracking are sometimes
also referred to as the Puck and Schurmann criterion [3]. The criterion is


𝜏𝑁 𝐿
𝑆12 − 𝜂 𝐿 𝜎𝑁 𝑁

2



𝜏𝑁𝑇
+
𝑆23 − 𝜂𝑇 𝜎𝑁 𝑁

2
=1

𝜎𝑁 𝑁 < 0

(19)

where, 𝜂 𝐿 and 𝜂𝑇 are the internal coefficients of friction along the local L and T axes, which can
be measured by matrix compressive tests.
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Fig. 9 The competing algorithm to determine matrix tensile/compressive cracking and the
crack plane.
B. Algorithms for Determining the Crack Angle
1. The Big-O Notation for Evaluating the Computational Efficiency
In this paper, we are concerned with evaluating algorithms not only by accuracy but also by
computational efficiency. Effectively comparing the efficiency of algorithms using run times is
misleading at best and at worst can provide the wrong results. The reason for this is twofold. First,
different machines and different languages can produce vastly different results for the same problem,
and even using the same environment and language, there is variability in runtime between multiple
attempts. Second, algorithms often scale at different rates for different problems, so simply stating
the run time for sample problems does not necessarily represent the algorithm performance in the
general sense.
To avoid these issues, we compare algorithm efficiency using Big-O notation as a method
of evaluating algorithm performance. Big-O notation specifically measures the “worst case”
performance of an algorithm in terms of n, the size of the input data. Big-O notation is extensively
used in computer science to measure the complexity and efficiency of algorithms rigorously. More
details can be found in [18].
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2. The Competing Algorithm
With a generic stress state [𝜎11 , 𝜎22 , 𝜎33 , 𝜏23 , 𝜏13 , 𝜏12 ] 𝑇 , the crack plane needs to be determined
based on if the stress state satisfies Equation 18 or Equation 19 first. A competing algorithm is
proposed here. At each time increment, the crack plane angle 𝜃 is rotated from 0° to 180° with a
certain interval, such as 1°. At each angle, Equations 18 and 19 are evaluated based on the previously
calculated [𝜎11 , 𝜎22 , 𝜎33 , 𝜏23 , 𝜏13 , 𝜏12 ] 𝑇 . Once the tensile/compressive damage initiation criterion is
met, the crack plane is fixed and the post-peak degradation is performed on the crack plane. The
flow chart of the competing algorithm to determine the crack plane and damage initiation is as
shown in Figure 9, where the coordinate transformation matrix 𝑇 (𝜃) is,


 𝑐𝑜𝑠(𝐿, 1) 𝑐𝑜𝑠(𝐿, 2) 𝑐𝑜𝑠(𝐿, 3) 




𝑇 (𝜃) = 𝑐𝑜𝑠(𝑁, 1) 𝑐𝑜𝑠(𝑁, 2) 𝑐𝑜𝑠(𝑁, 3) 
(20)




 𝑐𝑜𝑠(𝑇, 1) 𝑐𝑜𝑠(𝑇, 2) 𝑐𝑜𝑠(𝑇, 3) 


where, the axes 1-2-3 and L-N-T are as shown in Figure 1. The competing algorithm is a
brute-force algorithm whose complexity of the algorithm is 𝑂 (𝑛), which means that if there are n
iterations to be performed in Figure 9, it would take n computations at most to find a solution for the
crack angle.
3. The Binary Search (BS) Algorithm
BS is a search method used in computer science that can be used to locate values in a sorted
array. The algorithm iteratively splits the given array in half, each time checking if the value at the
center index is the target value, as demonstrated in Figure 10. Figure 10 describes the process of
searching for the solution equal to 7 using the BS algorithm. A binary comparison is performed
in each iteration to determine the next tentative solution until the final solution is reached. Since
the array gets progressively smaller by half each iteration, this algorithm runs in 𝑂 (log2 (𝑛)) time,
where 𝑛 is the number of values in the array. It also guarantees that the target value is found if it
exists in the array.
In this paper, BS is used to search for the angle which has the highest possibility of cracking
based on the Hashin and Mohr-Coulomb model. In order to perform the BS algorithm, the problem
as described in Figure 9 is firstly transformed into a sorted array with values 𝑓 𝑀𝐶 which is defined
by Equation 21 and in Figure 9.


𝜏𝑁 𝐿
𝑓 𝑀𝐶 (𝜃) =
𝑆12 − 𝜂 𝐿 𝜎𝑁 𝑁

2



𝜏𝑁𝑇
+
𝑆23 − 𝜂𝑇 𝜎𝑁 𝑁

2
(21)

To improve efficiency, 𝑓 𝑀𝐶 is computed lazily, meaning that it is only computed at the 𝜃 values
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Fig. 10

Fig. 11

Illustration of the BS algorithm.

The distribution of 𝑓 𝑀𝐶 by 𝜃

required for comparison in the BS algorithm. By plotting the variation of 𝑓 𝑀𝐶 as a function of 𝜃
under a plane stress state in Figure 11, we can see that the competing algorithm finds the solution
𝜃 where 𝑓 𝑀𝐶 (𝜃) first achieves a value of 1 (compressive matrix damage initiation), while the BS
algorithm finds the crack angle with the highest possible 𝑓 𝑀𝐶 (𝜃) value, where it is most likely to
have compressive matrix damage. Therefore, the BS algorithm is more efficient and physically
accurate than the competing algorithm. For efficiency purposes, transformations are only performed
at indexes required by the algorithm.
The application of the BS algorithm finds the maximum 𝜃 value specifically by finding a
maximum. Therefore, the algorithm requires two assumptions be met to ensure that the value found
i the global maximum:
1) The distribution of 𝑓 𝑀𝐶 (𝜃) is bimodal on the domain 0 ≤ 𝜃 ≤ 𝜋
2) The distribution of 𝑓 𝑀𝐶 (𝜃) is symmetrical about 𝜃 = 𝜋2
If these assumptions are not met then there is no guarantee that the BS algorithm will select the
correct value of 𝜃 as it might find a local maximum that is not equal to the global maximum.
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The complexity of the BS algorithm is 𝑂 (log2 (𝑛)). Compared to the competing algorithm,
this is a significant improvement in the computational efficiency. For example, in order to search
for the crack angle 𝜃 among 1000 candidate angles ranging from 0 to 𝜋, in the worst case, the
competing algorithm will have to perform 1000 computations while the BS algorithm will perform
10 calculations.
4. Data-Driven Algorithms
The data-driven algorithms applied in this paper are used to search for the crack angle. By
predicting the crack angle 𝜃 with the highest potential of cracking, 𝜃 will be substituted back into
Equations 18 and 19 to determine if the matrix tensile/compressive damage has initiated.
Training Data
Given that the crack angle is defined for all inputs, the machine learning performed in this paper
is supervised learning. Training data generation involves simply computing failure criterion values
and failure angles for a wide breadth of potential input values. This process can take a substantial
amount of time. However, the amount of time required for training data generation is a one-time
cost that does not impact the run time of predictive models.
The input parameters of the 2D plane stress models include stress components 𝜎22 , 𝜏12 , matrix
tensile strength 𝑆22 , matrix in-plane shear strength 𝑆12 , and matrix out-of-plane shear strength 𝑆23 .
Through feature engineering, three additional “engineered” terms are also used as inputs, including
 2
2 , 𝜏 2 , and 𝜏12
𝜎22
to provide additional information to be used by the predictive models. The
𝜎22
12
addition of the quadratic parameters enables capturing the quadratic behavior instead of being
bounded to simple linear behavior with the raw values. The addition of the ratio term is to reflect
the interaction between stress components. Neural networks created without these engineered terms
required larger architectures to produce the same results and so the interaction effects were used to
avoid the need for extra nodes and hidden layers.
The input parameters for the 3D full stress models are similar to that of the 2D models with
additional dimensions included. The included parameters include matrix strength values, raw
values of normal stress and shear stress, quadratic terms for each stress value, and interaction
terms for each combination of stress values. The interaction terms for the 3D full stress states are
created by multiplication of stress values to avoid problems when dividing by zero. The resulting
2 , 𝜎2 , 𝜏2 , 𝜏2 , 𝜏2 , 𝜎 ∗ 𝜎 , 𝜎 ∗
feature vector is defined as [𝑆22 , 𝑆12 , 𝑆23 , 𝜎22 , 𝜎33 , 𝜏12 , 𝜏13 , 𝜏23 , 𝜎22
22
33
22
33 12 13 23
𝜏12 , 𝜎22 ∗ 𝜏13 , 𝜎22 ∗ 𝜏23 , 𝜎33 ∗ 𝜏12 , 𝜎33 ∗ 𝜏13 , 𝜎33 ∗ 𝜏23 , 𝜏12 ∗ 𝜏13 , 𝜏12 ∗ 𝜏23 , 𝜏13 ∗ 𝜏23 ]. The interaction
effects are produced for the same reason as in the plane stress use case. The output of the predictive
models is the crack angle 𝜃.
The BS algorithm is used for generating the training data for 2D plane stress predictive models
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Fig. 12

Crack Angle Distribution for one 3D stress state

thanks to its efficiency and accuracy. Approximately 1.8 million data points were used for training.
The Competing Algorithm must be used to generate training data for 3D stress states because the
BS algorithm cannot guarantee the correct solution. The BS algorithm requires that the distribution
of failure angles is bimodal and symmetric and that assumption does not hold in 3D stress states.
One such counter-example is shown in figure 12. Approximately 3.8 million data points were used
for training 3D models. For all models 80% of the data were used for training and 20% were held
out for testing.
Feature Selection
Feature selection is an important part of predictive modeling. Refining the set of input features
can reduce the complexity of a model to combat overfitting as well as improve the runtime efficiency
of the model. For 2D plane stress there are only 8 features available and so no feature selection was
performed. The training data for 3D full stress states, however, contained 23 features and so feature
selection using Permutation Importance [19] was performed to reduce the number of input variables.
Permutation Importance, also known as Mean Decrease Accuracy (MDA), is a method of
determining the "importance" of a given feature by measuring the decrease in score for a model
when that feature is removed. For each available feature, that feature is replaced with random
noise and the model is re-scored. The difference between the initial accuracy and the accuracy
without the feature provides a score for that feature. Ultimately, features can be ranked by score and
features with the lowest scores can be confidently removed from the training data. In this paper,
the eli5 python package was used to generate Permutation Importance scores to aid in feature selection.
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Fig. 13

Illustration of a Linear Regression model

Linear Regression (LR)
LR is one of the most common predictive models used in the field of machine learning. The
model produces a linear combination of weights for each input feature to produce a prediction. To
determine the weights, a stochastic gradient descent algorithm with an adaptive learning rate and an
elastic net regularization term. One limitation of LR is the assumption that the relationship between
the input and output variables is linear. We have attempted to mitigate this limitation by including
quadratic and interaction terms. However, there are still models which may be better suited to this
problem. The runtime of linear regression prediction is 𝑂 (1), meaning that the run time is constant
with respect to the granularity of the crack angles. The structure of the LR is as illustrated in Figure
13. As seen, the input layer has 8 parameters, and the output layer has one parameter – the crack
angle 𝜃.
Neural Network (NN)
NN provides a superior method of capturing non-linear relationships compared to linear
regression. A NN typically consists of a multilayer perceptron with a non-linear activation function
like Sigmoid or rectified linear unit (ReLU). The NN we used for this paper had two hidden layers
with four nodes, each using a ReLU activation function. The architecture is illustrated in Figure 14.
NN has a prediction run time that scales with the number of nodes, which means that it does not
depend on the granularity of crack angles in our problem. Therefore, neural networks have a run
time of 𝑂 (1), or constant time.
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Fig. 14

Illustration of the trained Neural Network model

VI. 2D Results
A. Failure Envelope
The failure envelope is a curve that illustrates the combinations of 𝜎22 and 𝜏12 leading to matrix
damage initiation. The 𝑅 2 coefficient of determination has been used to compare failure envelopes
generated by the algorithms described in Section V. The value of 1 indicates a perfect fit. The
failure envelopes of plane stress states of the material E-Glass/LY556 predicted using the competing
algorithm, and BS algorithm are compared in Figure 15 alongside the corresponding experimental
data points from the WWFE [17]. These data are not used in training and can be considered a
hold out testing set and the 𝑅 2 values discussed are produced from this hold out set. The WWFE
data points are meant to be used as reference points and so evaluation metrics are not discussed
with respect to these data. The purpose of this thesis is to investigate results with respect to the
competing algorithm which is the current best option. It is seen that the failure envelope obtained
by the two algorithms are identical, with an 𝑅 2 value being 1. Since the fit is 100% for the BS
algorithm, we use the BS results as a baseline since the data generation is substantially faster.
The failure envelopes generated from the linear regression model and the neural network are
shown in Figures 16 and 17, respectively. The linear regression model produced an 𝑅 2 of 0.899, and
the neural network produced an 𝑅 2 of 0.999 with respect to the binary search results. It is seen that
the NN model outperforms the LR model, especially with large compressive 𝜎22 values.
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Fig. 15

Failure envelopes predicted by the competing algorithm and the BS algorithm.

Fig. 16

Failure envelopes predicted by the BS algorithm and the LR model.
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Fig. 17

Failure envelopes predicted by the BS algorithm and the NN model.

B. Crack Angle
Another predicted value of concern is the crack angle at matrix damage initiation. Again, the 𝑅 2
value is used for measuring the accuracy of the algorithms. The crack angles predicted at damage
initiation by the competing algorithm and the BS algorithm are plotted as a function of 𝜎22 in Figure
18. The curves agree well with each other. The curve obtained by the BS algorithm is smoother
than that obtained with the competing algorithm. The 𝑅 2 value is 0.989, which is an indication
that the BS is more accurate than the competing algorithm. This is expected as the competing
algorithm does not find the crack angle with the maximum damage criterion value (as illustrated in
Figure 11), and therefore produces a curve that is more jagged and slightly less accurate. Due to
improved accuracy and efficiency using the BS algorithm, we use the BS results as the baseline
when evaluating predictive model results.
Figure 19 shows the BS and LR results with an 𝑅 2 value of 0.856, and it is clear that the LR does
not capture the shape of the crack angles sufficiently. On the other hand, the NN results illustrated
in Figure 20 show an 𝑅 2 of 0.999 and clearly captures the shape of the damage angles.
C. Evaluation of the Performance
To quantify the performance algorithms, the computational time of the applied algorithms for
a case with 100 values of 𝜎22 , 100 values of 𝜏12 , and 1000 possible crack angles are compared.
Figure 21 shows the performance times for each algorithm on a log scale. It is obvious that the BS
and predictive data-driven models are all substantially more efficient than the competing algorithm.
Figure 22 shows the same information presented relative to the competing algorithm. The value
performance multiplier, which quantifies the speed improvement, is used to evaluate the efficiency
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Fig. 18 Crack angles at matrix damage initiation predicted by the BS algorithm and the
competing algorithm.

Fig. 19 Crack angles at matrix damage initiation predicted by the BS algorithm and the LR
model.
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Fig. 20 Crack angles at matrix damage initiation predicted by the BS algorithm and the NN
model.
of the algorithms. It is seen that the NN is the most efficient and runs approximately 131 times faster
than the competing algorithm for this sample use case.

VII. 3D Stress State Results
A. Training the Neural Network
The full stress state requires a much more complex neural network than the plane stress state.
Many different architectures were attempted but the most successful architecture had five hidden
layers with 128 nodes each using a ReLU activation function. Using this configuration, feature
selection was performed using permutation importance as the method for determining feature
importance. Feature selection was performed by first categorizing each feature into the following
buckets:
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Fig. 21

Fig. 22

The comparison of performance in terms of the computational time.

The comparison of performance in terms of the performance multiplier.
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Material Properties

Raw Stress Values

Stress Magnitude

Interaction Effects

𝑌𝑇

𝜎22

2
𝜎22

𝜎22 ∗ 𝜎33

𝑌𝐶

𝜎33

2
𝜎33

𝜎22 ∗ 𝜏12

𝑆𝐿

𝜏13

2
𝜏13

𝜎22 ∗ 𝜏13

𝜏23

2
𝜏23

𝜎22 ∗ 𝜏23

𝜏12

2
𝜏12

𝜎33 ∗ 𝜏12
𝜎33 ∗ 𝜏13
𝜎33 ∗ 𝜏23
𝜏12 ∗ 𝜏13
𝜏12 ∗ 𝜏23
𝜏13 ∗ 𝜏23

The purpose of categorizing the input variables is to improve the explainability of the model
and better represent the underlying physical properties these variables are measuring. It would not
make sense to remove 𝜎22 from the model while including 𝜎33 because while they are two distinct
measurements, they are measuring the same type of stress. The neural network was initially trained
with all available features in the training data and the permutation importance values are shown in
figure 23. The raw stress values seem to cluster near the bottom of the importance rankings, and
so the model was retrained without including the raw stress values. The permutation importance
values from the refined model are shown in figure 24. The refined model produces substantially
fewer features with a permutation importance score of less than -0.2 and the 𝑅 2 value for the crack
angle changed from 94.9% to 94.6% when those features were removed. This is an indication that
the features removed were not contributing to the results substantially. Additionally, while the crack
angle 𝑅 2 value changed negligibly, the failure envelope appeared much smoother with the refined
features which is likely a result of less overfitting due to the use of fewer inputs.
B. Crack Angle
Visualizing the crack angle predictions is difficult due to the number of dimensions in a full
stress state. For this reason, 𝑅 2 is used as the method for evaluation. The 𝑅 2 value is generated by
comparing the predicted crack angle with the crack angle generated from the baseline. The neural
network that was created produced an 𝑅 2 value of 94.7%, which can be interpreted as saying that
94.7% of the variance in crack angles is captured by the model.
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Fig. 23

Permutation Importance scores for all possible input features.

Fig. 24

Permutation Importance scores for refined features.
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Fig. 25

Failure Envelope generated by the competing algorithm for various 𝜏13 values.

C. Failure Envelope
1. Visualization
The failure envelope for a full stress state is more difficult to visualize than for plane stress due to
the added dimensions and more figures are needed to effectively evaluate the results. Each generated
failure envelope is presented as a sequence of plots. Each individual plot shows a surface with 𝜎22
on the x-axis, 𝜎33 on the y-axis, and the color indicating the corresponding value of 𝜏12 at each point.
Each collection of plots shows how that failure envelope changes as other stress values change. For
example, figure 25 and figure 26 are generated using the same Competing Algorithm results. Figure
25 shows the failure envelope across a certain range of 𝜏13 values with 𝜏23 held constant at zero
while figure 26 shows the opposite - varied 𝜏23 values with 𝜏13 held constant at zero.
2. Evaluation
The Competing Algorithm is used as a baseline for the full stress state. This is different from
the plane stress results because the BS algorithm is not applicable for the full stress state. Figure
25 and figure 26 show the baseline failure envelope and figure 27 and figure 28 show the failure
envelopes predicted by the neural network. The neural network is able to clearly capture the shape
of the failure envelopes across the different input dimensions with only slight variations. In terms of
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Fig. 26

Failure Envelope generated by the competing algorithm for various 𝜏23 values.

Fig. 27

Failure Envelope generated by neural network for various 𝜏13 values.
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Fig. 28

Failure Envelope generated by neural network for various 𝜏23 values.

computational efficiency, the neural network ran approximately eight times faster than the competing
algorithm, as shown in figure 29.

VIII. Conclusion
The Mohr-Coulomb and Hashin models provide high-fidelity results for damage initiation, but
due to the iterative nature of current implementations, they can have a high computational cost. For
2D stress states, improvement in computational efficiency can be achieved in multiple ways. By
replacing the competing algorithm with Binary Search, run time can be reduced dramatically while
still guaranteeing the correct fracture angle is found as defined by the MC failure criterion. Using
linear regression as a surrogate model it is difficult to accurately predict the fracture angle but using
a more complex neural network model, 99.9% prediction accuracy is found while reducing runtime
by as much as 99%.
For 3D stress states, distributions of failure angles are less predictable and so more efficient
algorithms are not applicable. Similarly, linear regression was unable to successfully predict
failure angles with a reasonable accuracy. Surrogate models must be more complex to capture the
unpredictable patterns in the data - the neural network architecture contained many more layers and
nodes. With the more complex architecture, a neural network was able to produce 94.7% prediction
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Fig. 29

Performance comparison between Neural Network and Competing Algorithm

accuracy with respect to failure angles and substantially faster run times compared to the competing
algorithm. Since the machine learning predictive models include material properties and stress
components as input parameters, the trained models will be applicable to the damage initiation
determination of any composite material system with any load case. Using these surrogate models
can allow engineers to model more complex problems, improve the rate of experimental iteration, or
simply reduce computational cost without sacrificing any accuracy.
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