Abstract. The celebrated Kadison-Sakai Theorem states that all derivations on von Neumann algebras are inner. In this paper, we generalize this theorem to the so-called * -σ-derivations where σ is a weakly continuous * -linear mapping. We decompose a σ-derivation into a sum of an inner σ-derivation and a multiple of a homomorphism. As a consequence, we establish an extension of the Singer-Wermer Theorem. A discussion of the so-called * -(σ, τ )-derivations is given as well.
a, b ∈ A. These maps have been extensively investigated in pure algebra. Recently, they have been treated in the Banach algebra theory (see [1, 5, 7, 16] 
and references therein).
A wide range of examples are as follows:
i. Every ordinary derivation of an algebra A into an A-bimodule X is an ι A -derivation (throughout the paper, ι A denotes the identity map on the algebra A);
ii. Every endomorphism α on A is a α 2 -derivation;
iii. For a given homomorphism ρ on A and a fixed arbitrary element X in an A-bimodule X, the linear mapping δ(A) = Xρ(A) − ρ(A)X is a ρ-derivation of A into X which is said to be an inner ρ-derivation.
iv. Every point derivation d : A → C at the character θ is a (θ, θ)-derivation.
In this paper, we investigate * -σ-derivations. The importance of our approach is that σ is a linear mapping in general, not necessarily a homomorphism. There are some applications of σ-derivations to develop an approach to deformations of Lie algebras which have many applications in models of quantum phenomena and in analysis of complex systems; cf. [3] .
We divide our work into four sections. In the first section, we study the automatic weak continuity of σ-derivations in relation to weak continuity of the mapping σ and show that if σ is a weakly continuous surjective * -linear mapping, then every σ derivation is automatically weakly continuous. Section 2 is devoted to prove a generalization of the Kadison-Sakai theorem for ρ-derivations on von Neumann algebras. In the third section, We decompose a σ-derivation into a sum of an inner σ-derivation and a multiple of a homomorphism, and as an application, we prove an extension of the celebrated Singer-Wermer Theorem; cf. [14] . In the last section we briefly discuss on extension of our results to the (σ, τ )-derivations.
Throughout the paper, M is a von Neumann algebra acting on a Hilbert space H with orthonormal basis {e λ } λ∈I , ρ : M → M is a homomorphism and σ : M → M is a linear mapping. Moreover δ, d : M → M are ρ-derivation and σ-derivation, respectively. In our discussion, the mappings ρ and σ are called the ground mappings. In [6] the authors have proved that the continuity of σ and d are related to each other, in the sense that if σ is continuous then so is d, and if d is continuous then we can find a continuous linear mapping Σ such that d is a Σ-derivation. If σ is continuous, then each σ-derivation is automatically norm continuous [6] . Here we assume that ρ and σ (thus δ and d) are norm continuous.
Automatic Weak Continuity
In this paper, we need to consider weakly continuous linear mappings. At first, we investigate automatic weak continuity for σ-derivations with respect to weak continuity of the ground mapping σ.
Theorem 2.1. Let σ be a linear mapping and d be a weakly continuous * -σ-derivation. Then there is a weakly continuous linear mapping Σ :
Then ϕ A is a weakly continuous linear mapping on M. To see this let {B γ } γ∈Γ be a net in M with weak−lim γ B γ = 0. We have
Moreover, ker ϕ A is a right ideal of M. Let B ∈ ker ϕ A and C ∈ M. Then ϕ A (BC) = d(A)BC = ϕ A (B)C = 0. Thus I = A∈M ker ϕ A is a weakly (and hence ultra weakly)
closed right ideal of M. We can therefore deduce that there is a projection Q ∈ I such that I = QM (see Proposition II.3.12 of [15] ). Since Q ∈ I, Q ∈ ker ϕ A for each A ∈ M.
where
Let B be the operator defined on H by We finally show that Σ is weakly continuous on M. To see this, let {C γ } γ∈Γ be a net in the closed unit ball of M with weak-
Taking limit on γ we have Σ(C γ )h, h ′ → 0, since d is weakly continuous. This shows that Σ is weakly continuous on the closed unit ball of M and thus it is weakly continuous on
M.
We can also prove similar facts as in Section 3 of [6] in the case of weakly continuity as follows.
Theorem 2.2. Let σ be a * -linear mapping and let d be a weakly continuous σ-derivation.
Then there is a weakly continuous linear mapping Σ :
Proof. Let ϕ A , I, Q and P be as in Theorem 2.1 and ψ A : M → M be defined by ψ A (B) = Bd(A). Then ψ A is a weakly continuous linear mapping on M whose kernel is a left ideal of M. Thus J = A∈M ψ A is a weakly (and hence ultra weakly) closed left ideal of M. Thus there is a projection
We thus have
By the same way as in the above theorem we can prove that Σ is weakly continuous on M. Proof.
Then ϕ B,C is a weakly continuous linear mapping on M. Moreover, ker ϕ B,C is a right ideal of M. Thus I = B,C∈M ker ϕ B,C is a weakly (and hence ultra weakly) closed right ideal of M. We can therefore deduce that there is a projection Q ∈ I such that I = QM. Since
Thus σ(A)Q ∈ I = QM and so Qσ(A)Q = σ(A)Q. Moreover, it follows from Lemma 2.2
Firstly, Σ is a * -homomorphism. We have
Secondly, D is a Σ-derivation. We have
Also we have QH = B,C∈M ker(σ(BC) − σ(B)σ(C)) and hence P H = QH ⊥ is the closed linear span of B,C∈M (σ(BC) − σ(B)σ(C))H. This implies that for each h ∈ H, there are sequences {A n } and {B n } in M and
Finally, D is weakly continuous if and only if so is d. To show this let D is weakly continuous and {C γ } γ∈Γ be a net in the closed unit ball of M with weak-lim γ C γ = 0. Fix On the other hand, if d is weakly continuous and {C γ } γ∈Γ be a net in M with weak-
Similarly, one can show that Σ is weakly continuous. If d is a * -σ-derivation, then the
Remark 2.4. In the notation of Proposition 2.3, if σ is surjective, then Σ : M → MQ is also surjective.
By the same strategy as in in the proof of Theorem 2.2, one can prove the following result.
Proposition 2.5. Let σ be a weakly continuous linear mapping and d be a * -σ-derivation.
Then there is a weakly continuous * -homomorphism Σ : M → M and a * -Σ-derivation
weakly continuous if and only if so is d.
The following lemma is due to Sakai.
Lemma 2.6. Let ρ : M → M be a weakly continuous * -epimorphism. Then there is a central projection P ∈ M and an * -isomorphismρ :
Proof. Since ρ is a weakly continuous * -homomorphism, its kernel is a weakly (thus ultra weakly) closed ideal of M. Hence there is a central projection Q ∈ M such that ker ρ = MQ.
Set P = I − Q. Thenρ = ρ| MP is a * -isomorphism. We have
since BQ ∈ MQ = ker ρ. The space M(I − P ) is a von Neumann algebra, because it is ker ρ = ρ −1 ({0}) and ρ is weakly continuous. Thus M(I − P ) is generated by its projection and so δ(A) = 0 for each A ∈ M(I − P ). The last assertion is now obvious. we conclude thatσ
Proposition 2.5 implies the following.
Theorem 2.8. Let σ be a weakly continuous surjective linear mapping. Then every * -σ-derivation is automatically weakly continuous.
Generalization of the Kadison-Sakai Theorem
Throughout the rest of paper we assume that ρ and σ (thus δ and d) are weakly continuous * -linear mappings. As we have still assumed that our ground linear mapping ρ is a homomorphism, the following fact can be regarded as the first step towards a desired generalized form of the Kadison-Sakai Theorem.
In other words, δ is an inner ρ-derivation.
Proof. The mappingρ −1 • δ is an ordinary derivation on MP , where P is as in Lemma 2.6.
Thus, by Theorem 2.5.3 of [10], there is a V ∈ MP with
A ∈ MP . Putting U =ρ(V ) we have δ(A) = Uρ(A) − ρ(A)U for all A ∈ MP . The later equality is also valid for A ∈ M(I − P ), since both sides are 0 for these elements. Finally, Proof. It is easy to see that Theorem 2.8 is also valid in the framework of C * -algebras and thus ∆ is a weakly and norm continuous * -R-derivation. Extend R and ∆ to the weak closure A of A, denoted byR and∆, respectively. Then∆ is a * -R-derivation on the von Neumann algebra A, since the multiplication is separately weakly continuous. Thus the requirement is met.
We terminate this section with the following example. It can illustrate the case that the ground mapping is not a homomorphism. is a * -ρ-derivation which is NOT ρ-inner, is NOT a * -homomorphism and does NOT decompose to a sum of a ρ-inner derivation and a * -homomorphism.
We will need the following easy observation in the future. 
A Decomposition of σ-Derivations
In this section, we aim to omit the condition of being a homomorphism from the ground mapping. Indeed, we would like to decompose d as a direct sum of an inner * -σ-derivation and a * -homomorphism. Prior to that, let us give an example for illustration.
Recall that if we have a Hilbert space direct sum H = K ⊕ L, P is the projection corresponding to K and T ∈ B(H), then the compression
between von Neumann algebras P B(H)P and B(K). 
This shows that
and so d is a σ-derivation. Now let K be the Hilbert space with orthonormal basis {e 2n−1 } and L be the Hilbert space with orthonormal basis {e 2n
is similarly defined, then we can write
By the same fashion we can write
times a * -homomorphism, and
We will show that the situation described in the above example is true in general.
(ii) If P = P K be the projection corresponding to K, then σ(A)P = P σ(A) and d(A)P =
(v) δ is an inner ρ-derivation and an inner σ K -derivation.
Since M is a * -subalgebra of B(H), we infer that (σ(BC) − σ(B)σ(C))(k) = 0 for each B, C ∈ M and k ∈ K. This shows that K = B,C∈M ker(σ(BC) − σ(B)σ(C)).
(ii) Let P = P K be the projection corresponding to K. For each B, C, A ∈ M and k ∈ K we have
This shows that σ(A)(K) ⊆ K for each A ∈ M. Thus σ(A)P = P σ(A), for all A ∈ M.
By using Lemma 2.2 of [6] we get
for all k ∈ K, and
Secondly, δ is a ρ-derivation, since for A, B ∈ M we have
Thirdly, α is a τ -derivation, since
It is obvious that d = δ + α and σ = ρ + τ .
(iv) We have Putting Z = α(I) we get the result. Proof. If Σ is a homomorphism, then K = H and so L = 0.
We also have the following result which is a generalization of the Singer-Wermer Theorem to σ-derivations.
Theorem 4.6. If A is a commutative C * -algebra and σ is surjective, then every * -σ-derivation d : A → A is of the form Zα for some Z ∈ A, where α is a * -homomorphism on A. In other words, d is an A-multiple of a * -homomorphism. In this case α = 2σ.
Proof. If A is commutative, then ∆ = 0. Thus d = 2Zτ . If we set α = 2τ = 2σ then α is a * -homomorphism and d = Zα.
Corollary 4.7. If A is commutative and σ is a * -epimorphism, then every * -σ-derivation d on A is identically zero.
Proof. Since σ is a homomorphism, K = H and so L = 0. Thus d is an inner * -σ-derivation.
Moreover, commutativity of A implies that each inner σ-derivation to be zero.
(σ, τ )-derivations
Assume that A is a * -subalgebra of a * -algebra B and σ, τ : A → B are * -linear mappings.
By a * -(σ, τ )-derivation we mean a linear mapping d : A → B preserving * such that The previous theorem enables us to focus on * -σ-derivations while we deal with * -algebras.
In particular we obtain the following generalization of Theorem 3.1 and more other similar results. 
