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a  b  s  t  r  a  c  t
This study  evaluates  performance  of  Madden–Julian  oscillation  (MJO)  prediction  in  the
Beijing  Climate  Center  Atmospheric  General  Circulation  Model  (BCC  AGCM2.2).  By  using
the real-time  multivariate  MJO  (RMM)  indices,  it  is  shown  that the  MJO prediction  skill
of  BCC  AGCM2.2  extends  to about  16–17  days  before  the  bivariate  anomaly  correlation
coefﬁcient  drops  to 0.5 and  the root-mean-square  error  increases  to  the  level  of  the  clima-
tological  prediction.  The  prediction  skill  showed  a seasonal  dependence,  with  the highest
skill  occurring  in boreal  autumn,  and  a  phase  dependence  with  higher  skill  for  predictions
initiated  from  phases  2–4.  The  results  of  the MJO  predictability  analysis  showed  that  the
upper  bounds  of the prediction  skill  can  be extended  to 26 days  by using  a single-member
estimate,  and  to  42  days  by using  the  ensemble-mean  estimate,  which  also  exhibited  an
initial  amplitude  and phase  dependence.  The  observed  relationship  between  the  MJO and
the North  Atlantic  Oscillation  was  accurately  reproduced  by  BCC  AGCM2.2  for most  initial
phases of  the MJO,  accompanied  with  the  Rossby  wave  trains  in the  Northern  Hemisphere
extratropics  driven  by MJO convection  forcing.  Overall,  BCC  AGCM2.2  displayed  a signiﬁ-
cant  ability  to predict  the MJO  and  its teleconnections  without  interacting  with  the  ocean,
which  provided  a useful  tool  for fully  extracting  the  predictability  source  of  subseasonal
prediction.
©  2016  The  Author(s).  Published  by Elsevier  B.V.  This  is an  open  access  article  under  the
CC  BY-NC-ND  license  (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction
It is well known that the predictability limit of weather forecasts is between two  and three weeks. Beyond that, the
initial errors grow quickly and become so large that overwhelm the useful signals in the forecast. In contrast, for seasonal
predictions, the predictability mostly comes from the lower boundary and some inﬂuences external to the atmosphere
(Shukla et al., 2000), such as oceans, soil moisture, land use, and sea ice. Nowadays, the extended-range forecast, as the gap
between the weather forecasts and seasonal predictions, has received increasing attention because of large needs of society
(Waliser et al., 2006).
∗ Corresponding author at: National Climate Center, China Meteorological Administration, 46 Zhongguancun, Haidian District, Beijing 100081, China.
E-mail  address: renhl@cma.gov.cn (H.-L. Ren).
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0377-0265/© 2016 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/
licenses/by-nc-nd/4.0/).
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The Madden–Julian oscillation (MJO) is the most prominent mode of intraseasonal variability in the tropics (Madden and
ulian, 1971, 1972) and plays a critical role in bridging weather and climate (Zhang, 2013). The MJO  is typically characterized
y a spatial structure of zonal wavenumber one with large-scale signals in the atmospheric circulation, deep convection,
nd other variables propagating slowly eastwards (at approximately 5 m/s) from Indian to Paciﬁc oceans (Zhang, 2005). The
JO  modulates tropical cyclone (TC) genesis and activity (Vitart et al., 2010; Fu and Hsu, 2011), inﬂuences global weather
nd climate variability (Donald et al., 2006), impacts on extratropical teleconnections such as the Arctic Oscillation (AO) and
orth Atlantic Oscillation (NAO; Cassou, 2008), and also affects climate variability over longer timescales, such as the El Nin˜o-
outhern Oscillation (ENSO; Kessler and Kleeman, 2000; Wang et al., 2011). In addition, the MJO  has an important impact
n the onset and break of the summer monsoon and precipitation over East Asia via stimulating of anomalous meridional
eleconnection between the tropics and middle latitudes, and changing the northward transportation of low-level moisture
Jeong et al., 2008; Jia et al., 2011; Jia and Liang, 2013; Qi and Zhang, 2015). Recently, lots of theoretical researches have
dvanced the fundamental dynamics of MJO  (Li, 2014), such as its scale selection (Li and Zhou, 2009), initialization (Zhao
t al., 2013; Li et al., 2015), and moisture asymmetry construction (Hsu and Li, 2012, 2014), increasing our knowledge and
eferences in understanding the predictability of the MJO  and intraseasonal variability.
Therefore, as the MJO  has a signiﬁcant inﬂuence on the climate and weather events, the effective prediction of the MJO
ould ﬁll in the predictability gap between weather forecasts and seasonal predictions. Over the last decade, there has been
 signiﬁcant improvement in MJO  prediction skill and the potential predictability of dynamical models (Ren et al., 2015). Seo
t al. (2009) evaluated the MJO  forecasts from the National Centers for Environmental Prediction (NCEP) Climate Forecast
ystem (CFS) and showed that this system has useful MJO  prediction skill out to 10–15 days. Wang et al. (2014) further found
hat such a useful MJO  prediction skill could be extended to 20 days by using CFS version 2. Rashid et al. (2011) examined the
erformance of the Predictive Ocean–Atmosphere Model for Australia (POAMA) and showed that the useful MJO  forecast
an extend to 21 days. More recently, Hudson et al. (2013) found that the POAMA-2 multi-week forecast system had further
mproved MJO  prediction skill (out to 23 days) by applying a coupled-breeding initialization approach. Meanwhile, Kang
nd Kim (2009) and Kang et al. (2014) showed that by using an empirical singular vector (ESV) perturbation method, the
JO  prediction limit of the Seoul National University coupled general circulation model (SNU CGCM) could be increased
rom 20 to 22 days. Fu et al. (2013) showed that the forecasting skills of MJO  major modes can reach 13, 25, and 28 days
n the GFS (Global Forecast System) atmosphere-only model, the CFSv2, and UH (University of Hawaii) coupled models,
espectively, during the DYNAMO (Dynamics of the MJO) period. Also, major progress had been made by the European
enter for Medium-Range Weather Forecasts (ECMWF) since 2002, with an evident increase in prediction skill (of about
 day per year) to 30 days by 2012 (Vitart et al., 2007; Vitart and Molteni 2010; Vitart, 2014).
Recently, several studies have focused on characterizing the predictability of the MJO  using contemporary general circu-
ation models. Pegion and Kirtman (2008) showed that the predictability of the MJO  could be extended beyond 45 days by
stimating the predictability of the NCEP CFS hindcast data. Furthermore, Neena et al. (2014) made two  estimates of MJO
redictability based on the single-member and ensemble-mean methods, which showed the predictability limit of MJO  to
e around 20–30 days and 35–45 days, respectively. This study indicated that more skillful MJO  forecasts could be gener-
ted from improvements in the dynamical models and ensemble prediction systems. These studies were almost all based
n CGCMs that included air–sea coupling processes which may  positively contribute to better simulations of both the MJO
ynamics and propagation (Fu et al., 2013). However, whether the introduction of air–sea coupling can signiﬁcantly improve
JO prediction skill remains controversial (Hendon 2000; Chou and Hsueh 2010), despite it being much more expensive to
un a full CGCM than its atmospheric component in an operational system.
In this study, we focus on an atmospheric GCM rather than the CGCM to examine its performance in predicting the
JO. We  also evaluate the predictability of the MJO  using a unique daily-initialized hindcasts dataset generated by the
eijing Climate Center Atmospheric General Circulation Model version 2.2 (BCC AGCM2.2), which has been applied to the
ynamical Extended-Range Forecasting (DERF) in the BCC operational prediction system. This AGCM has shown a much-
mproved performance in monthly predictions of the surface air temperature and precipitation over China, and also in the
imulations of the MJO  and AO, when compared with the earlier version of the model (Wu et al., 2010; He et al., 2014;
hao et al., 2014, 2015; Zuo et al., 2016). This study also aims to increase our understanding of the MJO  impacts through
xtratropical teleconnections, which provide an important reference when making predictions over subseasonal timescales.
he remainder of the paper is organized as follows. Section 2 describes the datasets and methodology used. The overall
rediction skill of the MJO  is evaluated in Section 3, and the detailed analysis of the amplitude and propagation characteristics
f the MJO  is given in Section 4. Then, evaluations of the predictability in the model are presented in Section 5, and Section
 analyzes the lagged relationship between the MJO  and Northern Hemisphere teleconnection. Finally, conclusions and
iscussions are presented in Section 7.
. Data and methodology
.1. The hindcast dataOur analysis is based on the hindcasts from the BCC AGCM2.2 model with triangular 106 (T106) horizontal resolution
nd 26 vertical levels (T106L26). The initialization scheme of hindcasts is nudging the atmosphere condition towards the
ational Centers for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR) Reanalysis-1 data
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(Kalnay et al., 1996) at an interval of six hours. The model was  driven by the NOAA (National Oceanic and Atmospheric Admin-
istration) OISST (Optimum Interpolation Sea Surface Temperature) of the most recent week, which will remain constant
through the forecast period. We  analyze 50-day hindcasts that were initialized daily from 1 January 1991 to 31 December
2010. For each initial date, one forecast is made every six hours from 00Z, 06Z, 12Z, and 18Z, forming a daily ensemble
with four initial-value members. The 200-hPa zonal wind (U200), 850-hPa zonal wind (U850), 500-hPa geopotential height
(Z500), and outgoing longwave radiation (OLR) are used in the analysis. All data are interpolated onto a grid with a hori-
zontal resolution of 2.5◦ × 2.5◦. This model is already being used for operational climate prediction in BCC and its real-time
MJO  operational prediction products aredaily updated on the website (http://cmdp.ncc-cma.net/Monitoring/moni mjo.php).
Therefore, this dataset allows a comprehensive and reliable evaluation of the MJO  prediction performance with continuous
model climatology.
2.2. Calculation of the RMM  indices
Although there are many deﬁnitions of the MJO, we identify the MJO  based on a real-time multivariate MJO (RMM)
indices described by Wheeler and Hendon (2004), (hereafter WH04). First of all, we calculate the intraseasonal anomalies of
the observed and predicted data following Lin et al. (2008) and Wang et al. (2014). The OLR data from the NOAA (Liebmann
and Smith 1996), the U850 and U200 values from the NCEP/NCAR-1 reanalysis dataset are used as the observations. For the
predicted data, the anomalies are calculated relative to the model climatology for 1991–2010 using hindcast data, which
is a function of both initial calendar date and lead time. Then, the interannual component is removed by subtracting the
previous 120-day mean, which combines the observations and the forecast before the target date. But for the observed data,
the intraseasonal anomalies are calculated by removing the observed climatology, which is only a function of the calendar
date. Thereafter, the three intraseasonal anomaly ﬁelds are averaged between 15◦S and 15◦N, and normalized using the
observed standard deviation of each ﬁeld.
In this study, we use the same MJO-related spatial structures (eigenvectors) and variances (eigenvalues) as WH04, avail-
able from http://cawcr.gov.au/staff/mwheeler/maproom/RMM/eofcode.htm. We project the daily observational data and
model hindcasst data onto these observation-derived spatial structures to get both veriﬁcation and model hindcast RMM
values. It should be noted that because of differences in climatology deﬁnition and the way that the interannual variability
is removed, these veriﬁcation RMM  values are not the exactly same as those of WH04, but their differences are very small.
2.3. Measures of the prediction skill
The MJO  prediction skill is measured using the bivariate anomaly correlation coefﬁcient (COR), bivariate anomaly root
mean square error (RMSE), and mean square skill score (MSSS), which are deﬁned as
COR() =
N∑
i=1
[a1i(t)b1i(t) + a2i(t)b2i(t)]
√√√√
N∑
i=1
[a21i(t) + a22i(t)]
√√√√
N∑
i=1
[b21i(t) + b22i(t)]
(1)
RMSE() =
√√√√ 1
N
N∑
i=1
{[a1i(t) − b1i(t)]2 + [a2i(t) − b2i(t)]2} (2)
MSSS() = [1 − MSEf()
MSEc
] = [1 −
1
N
N∑
i=1
{[a1i(t) − b1i(t)]2 + [a2i(t) − b2i(t)]2}
1
N
N∑
i=1
[a21i(t) + a22i(t)]
] (3)
where a1i(t) and a2i(t) are the observed RMM1  and RMM2 at day t, and b1i(t) and b2i(t) are their corresponding forecasts,
for the ith forecast with a -day lead. Here, N is the number of forecasts (Lin et al., 2008). The COR, RMSE, and MSSS are
calculated using the intraseasonal prediction anomalies of the four-member ensemble mean on each initial day.2.4. MJO  predictability estimation method
The predictability of the MJO  in the hindcast is measured using two approaches (see Neena et al., 2014): the single-
member predictability estimate and the ensemble-mean predictability estimate. For the former one, a single member of the
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Fig. 1. (a) Correlation coefﬁcient (COR), (b) root-mean-square error (RMSE), and (c) mean square skill score (MSSS) for bivariate RMM  indices in each
s
s
t
e
m
H
v
e
e
(
e
s
3
R
u
i
t
(eason. The horizontal dashed lines are 0.5 in (a),
√
2 in (b), and 0 in (c). The blue line, yellow line, green line, purple line, and red line represent the skills in
pring, summer, autumn, winter, and all of the years, respectively (for interpretation of the references to color in this ﬁgure legend, the reader is referred
o  the web  version of this article.)
nsemble is considered as the control hindcast, and every other ensemble member is regarded as a perturbed hindcast. The
ean-square error for each lead day j is derived from Eq. (4)
〈E2j 〉 =
1
N × m1
N∑
i=1
∑
pairs
[(RMM1controlij − RMM1
perturb
ij )
2 + (RMM2controlij − RMM2
perturb
ij )
2
] (4)
ere, m1 is the number of possible control–perturbed pairs for a given initial value and N gives the total number of initial
alues. The mean signal for each lead day j [Eq. (5)] is computed over a total N × nk control cases, where nk indicates the
nsemble size.
〈S2j 〉 =
1
N × nk
N∑
i=1
∑
nk
[(RMM1controlij )
2 + (RMM2controlij )
2
] (5)
For the ensemble-mean predictability estimate, the error growth is estimated for a single member (control) and the
nsemble mean over all of the other ensemble members (perturbed). Therefore, in calculating the mean-square error [Eq.
4)], m1 takes the value of the ensemble size nk.  The signal estimation is the same as that for the single-member predictability
stimate. The estimate of MJO  predictability is obtained from the lead time at which the error curve becomes as large as the
ignal one.
. MJO  prediction skills
In this section, we analyze the performance of the BCC AGCM2.2 in predicting the MJO. Fig. 1 shows the bivariate COR,
MSE, and MSSS of the RMM  indices for each season over the period 1991–2010. Overall, if 0.5 is taken as the baseline for
seful COR skill, the MJO  can be predicted out to a lead time of 16–17 days. In addition, there is a signiﬁcant seasonal variation
n prediction skill. The highest COR prediction skill occurred in autumn (September, October, and November: SON), when
he number of days with useful COR skill reached 23, but only 15 days in spring (March, April, and May: MAM)  and winter
December, January, and February: DJF). In summer (June. July, and August: JJA), the COR skill extended to about 16 days.
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Fig. 2. MJO  prediction skill of COR as a function of (a) initial calendar month and (b) MJO  initial phase.
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When we consider the RMSE and MSSS, the prediction skill of the RMM  indices is also about, or more than, 16 days if we
take
√
2 and 0 as the baselines of the RMSE and MSSS, respectively (Lin et al., 2008). These results indicate that, although
the MJO  prediction skill of the BCC AGCM2.2 model may  be less than that of some coupled models, such as ECMWF  (Vitart,
2014) and CFSv2 (Wang et al., 2014), the skill of this model is actually comparable with, or even better than, other AGCMs,
taking GFS’s result for example (Fu et al., 2013).
The bivariate RMM  COR skills are also calculated as a function of calendar month and initial phase. Fig. 2a shows that
seasonal variations in the prediction skill are more than 13 days, with the highest COR skill in October (27 days) and the
lowest in April (14 days). We  note that the dependence of the prediction skill on the season is not consistent with other
studies; for example, Rashid et al. (2011) found an improved RMM  prediction skill in winter, but lower skill in summer.
However, this result may  be model dependent and requires further investigation. We  also examined the dependence of
prediction skill on the initial phase of the MJO, and found that it is generally higher in the predictions from phases 2–4, and
lower from phases 1 and 8 (Fig. 2b). This result is consistent with other models such as GFDL (Geophysical Fluid Dynamics
Laboratory) coupled model (Xiang et al., 2015), which clearly suggests that dynamical models are usually more skillful when
MJO convection is located over the Indian Ocean at the initial time of forecasting.
4. The maintenance and propagation characteristics of the MJOThe dependence of the RMM  COR skills on the initial amplitude of the MJO  is further examined separately in Fig. 3a. A
strong MJO  case is deﬁned as having an initial RMM  amplitude (
√
RMM12 + RMM22) greater than
√
2, whereas a weak case
is deﬁned as having an initial amplitude of less than 1; otherwise the MJO  is considered to be a normal case. The frequencies
of the strong, normal, and weak MJO  cases are about 40%, 25%, and 35%, respectively. Fig. 3a shows that the prediction skill
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Fig. 4. Hovmoller diagram of the percentage of MJO  events in a speciﬁc MJO phase as a function of lead time following an MJO  initialized in phase 2 (a, c) and
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orecast. The red contours are the percentages of MJO  events, same as the shaded and plotted at an interval of 10% (for interpretation of the references to
olor  in this ﬁgure legend, the reader is referred to the web  version of this article.)
s generally higher for the strong case, where the useful skill is extended by about 2 days compared with the weak case, and
his is similar to previous studies in terms of both statistical and dynamical predictions (Lin et al., 2008; Rashid et al., 2011).
or the weak case, the initial prediction skill is much lower, especially in the ﬁrst three days, and the inﬂuence of the initial
onditions can extend to more than 20 days.
The evolution of the amplitude of the RMM  indices is compared in Fig. 3b for strong cases and all MJO  cases. For the former
ne, the initial amplitude of the observed RMM  indices decreases with time and approaches the value of the climatological
mplitude (
√
2) after 20 days. The member-averaged amplitude of the forecasts is slightly smaller than the observations over
he ﬁrst 3 days, but shows a sudden rise at day 4 and remains a little larger than the observations throughout the 30-day
orecast period, which indicates that the MJO  amplitude in BCC AGCM2.2 is comparable with the observations. For the four-
ember ensemble mean, the amplitude is progressively smaller than the individual members as the lead time increases,
ndicating the larger cancellation of uncorrelated errors among the forecast members. For the average of all MJO  events, the
bserved amplitude holds the climatological value throughout the run, but for the forecast, the ensemble mean amplitude
rops abruptly after 15 days. Therefore, it is reasonable to deduce that due to the cancellation of uncorrelated components
f the MJO-related anomalies among forecast members, the ensemble mean is unable to maintain the initial MJO  amplitude
or a long period, especially after 15 days, which may  restrict the prediction limit of the MJO. It is also worth noting that
he prediction skill is much lower for the weak case, which may  be related to deﬁciencies in the initialization scheme of the
odel.
To examine the MJO  propagation features in the model hindcast, Fig. 4 shows the composites of the percentage of
JO events initialized in phase 2 (convection over the western Indian Ocean) and phase 4 (convection over the Maritime
ontinent), in which daily evolution has been calculated for the reanalysis and model hindcasts. In phase 2, the eastward
ropagation of the MJO  in the model is similar to the observations over the ﬁrst 15 days, but propagates faster than the
eanalysis thereafter. For instance, the majority of MJO  events in the reanalysis reach phase 5 on day 25, whereas the model
eaches phase 7 or 8. In addition, there is less consistency in the eastward propagation of the MJO  in the model when
ompared with the observations, especially after 20 days.To further examine the evolution of the MJO-related physics, the time–longitude sections of the intraseasonal OLR
shaded) and U850 (contours) anomalies are shown in Fig. 5 for predictions initialized in phases 2 and 4. The zero lines
f the U850 are highlighted by the red contours. It is clear that the speed of eastward propagation of the MJO  convection
nd U850 anomalies is about 5 m/s  in the observations, and the east wind extends much farther into the central Paciﬁc and
84 J. Wu et al. / Dynamics of Atmospheres and Oceans 75 (2016) 78–90Fig. 5. Composite OLR (shading) and U850 (contours) anomaly for initial phase 2 (a, c) and phase 4 (b, d). (a) and (b) are observations whereas (c) and (d)
are  forecasts. The evolutions were started from observations at the initial time.
Western Hemisphere (Fig. 5a). The enhanced convection is located at the interface of the east and west wind of 850 hPa over
the Indian Ocean, and in the west wind over the western Paciﬁc (WP), which is consistent with the ﬁndings of Li (2014).
The propagation characteristics and conﬁguration of the MJO  convection-circulation in the model are coincident with the
observations over the ﬁrst 15 days; however, as the forecast progresses, there are still several unrealistic elements in the
model. For example, both the OLR and U850 anomalies in the model propagate faster than the observations, but appear
to encounter barriers when reaching the MC  (Maritime Continent) region and some of them propagate westwards. In the
meantime, we see that the enhanced convection over WP  is located in the east wind region of 850hPa; i.e., the opposite of
the observations, which may  be related to the faster eastward propagation of the MJO  in the model.
To further compare the amplitude and propagation characteristics of the MJO  between the observations and predictions,
composite phase diagrams are generated for each initial phase and are shown in Fig. 6a for initial phases 1, 3, 5, and 7, and
in Fig. 6b for initial phases 2, 4, 6, and 8. The composites are calculated when the observed MJO  amplitude is greater than
1. The phase diagram is plotted for a 20-day target period with intervals of 5 days. Generally, the predicted amplitude and
propagation of the MJO  are consistent with the observations when the forecast initially starts from phases 2–4, but for other
initial phases, the predicted propagation is faster, with the amplitude decaying rapidly after 10 day. This result is consistent
with Fig. 2b, which shows that the MJO  prediction skill is relatively higher when initiated from phases 2–4, but lower from
phases 1 and 8. This also indicates the model prediction performance is not satisﬁed when the MJO  signals move to the
regions where climatological convection is depressed.
5. Predictability and uncertainty of RMM  indices in the model
We  examined the predictability of the MJO  using the two  estimation approaches described in Section 2. The average
errors and signal estimates are shown in Fig. 7 as a function of lead time for initially strong and weak MJO  cases, and also
for all MJO  cases. Following Neena et al. (2014), the single-member and ensemble-mean estimate of MJO  predictability
was obtained from the lead time at which each error curve becomes as large as the signal. For all cases (Fig. 7c), the signal
increases sharply during the ﬁrst six days of the hindcast and then decreases slowly with lead time, eventually being slightly
lower than the climatological amplitude of the RMM  indices (RMM12 + RMM22 = 2). The error grows quickly during the ﬁrst
20 days, and reaches saturation after 40 days, by which time the single-member estimate error is 1.5 times greater than the
ensemble-mean error. The estimated predictability for the single members is around 26 days, whereas the predictability for
the ensemble mean is around 42 days. When comparing the strong and weak MJO  cases, the results show a relatively clear
difference, with the ensemble-mean predictability of the strong case being about3 days longer than that of the weak case.
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Fig. 6. Phase diagrams of the composite forecast for initial conditions with strong MJO  (amplitude > 1). (a) Initial phases 1, 3, 5, and 7. (b) Initial phases 2,
4,  6, and 8. The composites were started from the observed values and the dots indicate the locations every ﬁve days. Blue curves are observations and red
curves  are the composite of the forecast (for interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this
article.)
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Fig. 7. Average error and signal estimates for strong (a), weak (b), and all (c) MJO initial conditions. Saturation of the blue solid error growth curve (single-
member estimate) with respect to the signal (red) marks the MJO predictability for individual forecasts (denoted by the black vertical line), and saturation
o
m
p
sf  the green solid error growth curve (ensemble-mean estimate) with respect to the signal (red dash) marks the MJO  potential predictability for ensemble
ean  forecasts (for interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
Here we are going to examine this dependence of MJO  predictability on its initial phase (see Fig. 8). It is clear that the
redictability is slightly higher when initialized from MJO  phases 2–4 and 6, and this is consistent with the prediction skill
hown in Fig. 2b. When examining the growth of error and signal separately, we ﬁnd that the relatively higher predictability
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Fig. 8. Single-member and ensemble-mean estimates of MJO  predictability (days) for the eight initial phases.Fig. 9. Bivariate COR (solid line) and RMSE (dashed line) skill scores for the single member and ensemble mean of the RMM  indices, showing the ensemble
spread,  which is plotted as a black solid line.
can be attributed to the larger signal in the forecasts initialized from phases 2–4. This further conﬁrms that the increased
predictability and prediction skills are most probably related to the stronger MJO  convection signal over the Indian Ocean.
In addition, we also compared the single-member forecast skill with the ensemble-mean skill to quantitatively measure
the beneﬁts of the ensemble prediction system, and calculated the spread of the bivariate RMM  indices for the ensemble
forecasts to evaluate the uncertainty of the ensemble, which is deﬁned as the combined standard deviations of the ensemble
member hindcasts of RMM1  and RMM2,  relative to their corresponding ensemble mean. Fig. 9 shows the bivariate COR
and RMSE for single-member and ensemble-mean of the RMM  indices, and the ensemble spread is also plotted. It can be
seen that the single-member prediction skill for the MJO  reaches about 14 days, and the ensemble mean has extended the
prediction limit by about 2 days by increasing the COR and decreasing the RMSE as the forecast proceeds. However, the
spread is much lower than the RMSE for all lead times, indicating that the ensemble spread is underdispersive for the MJO
prediction, which may  be associated with the inefﬁciency of the ensemble prediction system. We also notice that both
the single-member and ensemble-mean predictability estimates are much higher than the present prediction skill, which
indicate that BCC AGCM2.2 still has room to improve its MJO  prediction skill by up to 2 weeks before reaching the upper limit
of predictability. The large gap between the single-member and ensemble-mean estimates implies that effective strategies
for ensemble prediction would play a major role in the improvement of MJO  forecasts.
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Fig. 10. Anomalous percentage occurrence of the positive AO and NAO regimes as a function of lag in days with respect to the MJO  phases in the observations
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end  BCC AGCM2.2. The value of 0% means that the MJO  phase was  not discriminative for the regime whose occurrence is climatological. A value of 100%
ndicates that this regime occurs twice as frequently as its climatological mean, and −100% indicates no occurrence of this regime.
. MJO  impacts on northern hemisphere teleconnections
The implications of MJO  prediction are mostly associated with subseasonal climate predictability through the direct
mpacts and indirect teleconnections of the MJO. Cassou (2008) showed that the MJO  has a remote impact on the European
eather regime, especially on the NAO and AO. In this section we  will evaluate whether BCC AGCM2.2 can reproduce the
JO  impact on these Northern Hemisphere teleconnections.
Fig. 10 shows the lagged relationships between the MJO  and AO/NAO for the reanalysis and hindcasts generated by
CC AGCM2.2 during the extended boreal wintertime (November–March: NDJFM). Here, the AO and NAO modes are deﬁned
s the patterns of the ﬁrst EOF of sea level pressure (SLP) over the Northern Hemisphere extratropical area (20–90◦N) and
orthern Atlantic region (80◦W–40◦E, 20–90◦N), respectively, following Thompson and Wallace (2000) and Hurrell et al.
2003). These results show that the model is, to a large extent, able to capture the major lagged relationships between the
JO  and AO/NAO. For instance, the probability of an AO/NAO+ event can be increased by more than 10% both in the model
nd observations about 10 days after an MJO  phase 3 in which the deep convection is enhanced over the tropical Indian
cean, and this is similar to the results of Cassou (2008). The lagged relationships in the model for phases 2, 4, 7, and 8 is
lso fairly consistent with the observations. However, the situation for phase 6 is opposite to the observations. Therefore, we
urther checked the MJO  10-day lagged composites of the Z500 anomalies for phases 3 and 6. In Fig. 11, there is an obvious
ave train from the northern Paciﬁc to the eastern coast of the North Atlantic for a 10-day lag of phase 3, which follows the
ave ray path (Hoskins and Karoly, 1981), and then a positive signiﬁcant NAO phase pattern can be detected over the North
tlantic region both in the observations and the model, although the amplitude of the anomalies is weaker in the model.
owever, the anomalous geopotential height patterns of the model hindcasts differ noticeably from the reanalysis over the
orth Atlantic region for phase 6; i.e., the positive geopotential height center over the Atlantic moves southwards, and is
ocated at 40◦N in the model compared with 60◦N in the reanalysis data.
Fig. 12 shows the longitude–time plots of the lagged composites of daily Z500 anomalies averaged between 40◦N and 60◦N
or phases 3 and 6 of the MJO. The lag composites for phase 3 are characterized by the Rossby wave train originating in the
entral Paciﬁc, stretching across the North American continent, and propagating eastwards, accompanied by the eastward
nergy dispersion. The locations of the Z500 anomaly centers in the model are almost the same as in the observations,
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Fig. 11. MJO  10-day lagged composites of 500-hPa geopotential height anomalies in phase 3 for (a) observations and (c) BCC AGCM2 hindcast. (b) and (d)
as  (a) and (c) but for phase 6. The contour interval is 10 gpm. The shaded areas mean the anomalies with the signiﬁcance of student t-test at the 90%, 95%,
and  99% conﬁdence level, respectively.
Fig. 12. Longitude–lag day cross sections of composites of daily Z500 anomalies averaged over 40◦N–60◦N in phases 3 (a, c) and phase 6 (b, d) of the MJO,
where  (a, b) are for observations and (c, d) for the BCC AGCM2.2. The shaded areas mean the anomalies with the signiﬁcance of student t-test at the 90%,
95%,  and 99% conﬁdence level, respectively.although the speed of energy dispersion is a little faster. In contrast, for phase 6, there is no obvious signal coming from the
Paciﬁc and lack of westward energy propagation originating from Europe in the model. Cassou (2008) had deduced that the
relationship between the MJO  and an NAO+ event is more complicated, and is associated with the formation of Scandinavian
blocking and ﬂow–eddy interaction, which may  be beyond the model’s capability. However, it is clear that BCC AGCM2.2
is capable of reproducing the main relationship between the MJO  and AO/NAO, allowing for a signiﬁcant extension of the
potential predictability limit of these signiﬁcant Northern Hemisphere weather regimes by about 2 weeks at least.
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. Conclusion and discussions
In this study, to comprehensively examine the performance of the BCC AGCM2.2 model in predicting MJO, which is the
ost important predictability source over the subseasonal timescale, we  evaluated the prediction skill, predictability, and
eleconnection impacts of the MJO  based on a hindcast dataset for the period 1991–2010. The MJO  predictions in terms of
he RMM  indices are extracted by projecting the hindcast variables onto the observed combined EOFs, and the prediction
kills are measured using the bivariate COR, RMSE, and MSSS methods. In addition, we also investigate the propagation
haracteristics, predictability, and extratropical teleconnection impacts of the MJO.
The useful MJO  predictions generated by BCC AGCM2.2 can reach 16–17 days at which point the RMM  COR skill drops
o 0.5, RMSE increases to
√
2, or MSSS drops to 0. This prediction skill, with no contribution from air–sea interaction, is
omparable with other AGCMs worldwide, such as the NCEP GFS model. The prediction scores show a seasonal variation,
ith the highest skill in boreal autumn, especially in October when the prediction skill extends to 25 days. The prediction
kills also vary as a function of the initial phase of the MJO; i.e., the COR skill is higher in phases 2–4 than in phases 1 and 8,
hich may  be because the model is capable of maintaining a better MJO  signal over the active convection region than over
he Western Hemisphere.
We  used two approaches to estimate MJO  predictability in BCC AGCM2.2: the single-member estimate and the ensemble-
ean estimate. Our results show that MJO  predictability is around 26 days for the single-member estimate and 42 days for
he ensemble-mean estimate, which are comparable to other CGCM models, such as CFS and GFDL model (Neena et al., 2014;
iang et al., 2015). A strong initial MJO  condition can extend the predictability of the ensemble-mean estimate by about
 days compared with the weak condition. The model also exhibits phase dependence, with a slightly higher predictability
n hindcasts initiated from MJO  phases 2–4, and this may  be the result of better MJO  signal maintenance in the model during
hese phases. However, the ensemble mean can extend the MJO  skill by only about 2 days, which may  be associated with
he underdispersion in the ensemble prediction system.
For the teleconnection impacts of the MJO, we  focused on evaluating the MJO—NAO lagged relationship, which is well
eproduced by BCC AGCM2.2. The lagged composite patterns of the 500-hPa geopotential height anomalies are fairly con-
istent with the observational patterns except that the model amplitude is weaker in phase 3. The model results clearly
howed that the Rossby wave train originated in the central North Paciﬁc and then stretched across the North American
ontinent and propagated eastwards, and is accompanied by eastward energy dispersion. However, the MJO—NAO relation-
hip of the model in phase 6 of MJO  is signiﬁcantly different to that seen in the observations, and this aspect requires further
nvestigation.
We also note that some signiﬁcant deﬁciencies exist in BCC AGCM2.2 in the maintenance and propagation of the MJO,
s follows. (1) The ensemble-mean MJO  amplitude decreases too quickly. (2) The eastward propagation of MJO  is faster and
ecomes less continuous than that seen in the reanalysis, typically over the MC  and WP  region, and the MJO  structure over
he WP is not well reproduced in the model, which may  responsible for the quickly decreasing of the forecast skill during
he time range of 20–40 days when compared with other model (Xiang et al., 2015). (3) The ensemble mean can only extend
he prediction skill by two days, relative to the single members, and the estimated MJO  predictability limit of this model
around 26 and 42 days)are much longer than the current prediction skill. These ﬁndings indicate that it will be extremely
mportant to further develop the AGCM physics, especially the cumulus convection parameterization, and the model still
as signiﬁcant potential to improve its MJO  predictions if we  develop better ensemble strategies.
In addition, the prediction of the MJO  is greatly inﬂuenced by the initial conditions (Fu et al., 2009, 2011; Ren et al.,
016). In this study, the BCC AGCM2.2 model was  initialized using the NCEP/NCAR Reanalysis-1 data. It has been pointed
ut that the intraseasonal variability of this data is much weaker than in reality, leading to the MJO  amplitude being weaker
han the observations over the ﬁrst 3 days of the prediction period (Fig. 3b). Therefore, it is of great importance to improve
he prediction skill of the model by optimizing the model initialization scheme and using the latest reanalysis data that
ncorporates better intraseasonal variability, such as the NCEP Climate Forecast System Reanalysis (CFSR, Saha et al., 2010)
r the ERA-interim reanalysis data (Dee et al., 2011). These issues will be explored in future studies.
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