Availability of reliable atomic and molecular opacity tables is essential in a wide variety of astronomical modeling: the solar and stellar interiors, stellar and planetary atmospheres, stellar evolution, pulsating stars, and protoplanetary disks, to name a few. With the advancement of powerful research techniques-such as helioseismology and asteroseismology, solar neutrino-flux measurements, exoplanet survey satellites, three-dimensional hydrodynamic atmospheric simulations (including non-LTE and granulation effects), high-performance computing of atomic and molecular data, and innovative plasma experiments-the accuracy and completeness of opacity tables is being taken to an unprecedented level. The goal of the second Workshop on Astrophysical Opacities was to gather opacity data producers and consumers from both the atomic and molecular sectors to contribute to solving outstanding problems and to develop more effective and integrated interfaces. In this review we attempt to summarize the discussion at the workshop and propose future directions for opacity research.
Introduction
The study, analysis, and generation of astrophysical opacities (e.g., Eddington 1932; Epstein 1951; Sears 1959; Seaton 1987; Berrington et al. 1987; Courtaud et al. 1990; Rogers & Iglesias 1992b,c; Turck-Chièze & Lopes 1993; Rogers & Iglesias 1994; Seaton et al. 1994; Iglesias et al. 1995; Iglesias & Rogers 1996; Turck-Chièze 1998; Badnell et al. 2005; Sharp & Burrows 2007; Tennyson & Yurchenko 2012; Mondet et al. 2015; Bailey et al. 2015; Hedges & Madhusudhan 2016; Colgan et al. 2016; Krief et al. 2016a,b; Pain et al. 2017 , Turck-Chièze, this volume and references therein) is a complex and demanding pursuit. So much so that only a hand-ful of groups around the world have the stamina, incentive, expertise, and human and computational resources to actively work in this field. Computing opacities (Mendoza 2017) involves knowledge of atomic and molecular physics in order to calculate energy levels, line positions, f -values, and photoabsorption cross sections for large numbers of ions, atoms, and molecules of astrophysical interest; computational expertise to perform massive computations and to process large data volumes; and proficiency in plasma physics for the development of equations of state to determine ionization fractions and energy level occupation numbers, as well as line-broadening processes, all under extreme temperature and density regimes.
Validating the quality and accuracy of opacity tables is complicated by the fact that the opacity itself is not directly observable, and can only be inferred from radiative transfer calculations (although simplified limiting cases often apply). Moreover, stellar interior conditions are difficult to achieve in a laboratory and for a long time were limited to external layers of massive stars (see a recent comparison of calculations for this range of conditions by Turck-Chièze et al. 2016) . Despite a long history of opacity experiments (see, for instance, Pain et al. 2017 , for a review of experiments at conditions relevant for the solar convective envelope), plasma conditions approaching those of the solar radiative zone have only been recently reached (Bailey et al. 2007; Bailey et al. 2015) . Apart from the very limited number of experimental opacities available at present, it is only through applications in the study of the solar interior, stellar pulsations, and the atmospheric spectra of stars and planets that theoretical opacities can be more or less directly confronted with reality.
Nonetheless, present needs for improvements in current theoretical opacity data can hardly be overstated. First, we know that the combination of current opacities with the revised solar photospheric abundances of Asplund et al. (2009, AGSS09) fail to give standard solar models within the constraints of helioseismic observations (TurckChièze et al. 2004; Serenelli et al. 2009; Turck-Chièze et al. 2010 , and Section 4 below). Current studies of mode instabilities in pulsating stars seem to require opacities significantly larger than those in current opacity tables (Daszyńska-Daszkiewicz & Walczak 2010) . Modern studies of cool planetary atmospheres, on the one hand, and hot accretion disks around compact objects and protostars, on the other, require opacities well outside the range of most current tables (e.g., of dust and aerosols). Furthermore, the recent discovery of a neutron-star merger (Abbott et al. 2017b) , which brings about rapid neutron-capture nucleosynthesis, has shown the need for heavy-element opacities that are simply unavailable.
The Workshop on Astrophysical Opacities (WAO) provides a forum for producers and consumers of opacity data from both the atomic and molecular sectors to contribute to solving outstanding problems and to develop more effective and integrated interfaces. The previous WAO took place at the IBM Venezuela Scientific Center, Caracas, Venezuela, in July 1991 (Lynas-Gray et al. 1992) . This was an iconic event in the field as it brought together the two main groups recomputing the atomic astrophysical opacities at the time, the OPAL group Rogers & Iglesias 1992a ) and the Opacity Project (Seaton et al. 1992) , and it was at or around that meeting that complete opacity tables were first released by both teams.
There have been major advances in astrophysical opacities since that first WAO, to which the subsequent WorkOp workshop series (Serduke et al. 2000) has contributed. The strict constraints now imposed on atomic opacities by the helioseismic and solar neutrino benchmarks (Turck-Chièze 2016, and references therein) have led to a pro-liferation of opacity codes, new opacity tables (e.g., OPLIB, Colgan et al. 2016) , and extensive comparisons (for the iron-group bump, see Gilles et al. 2012 Gilles et al. , 2013 TurckChièze et al. 2013 ) to examine key issues (completeness, configuration interaction, line broadening, plasma effects) and to look for possible sources of "missing" opacity. On the other hand, direct and transit spectroscopic observations of hundreds of exoplanets detected by space probes such as Kepler 1 and Corot 2 have uncovered a peremptory demand for molecular opacities (Bernath 2014) .
Along with these developments we have also seen the rise of asteroseismology as a window on stellar interiors (Christensen-Dalsgaard 2016), large-scale surveys like the Two Micron All Sky Survey (2MASS, Skrutskie et al. 1997 ) and the Sloan Digital Sky Survey (SDSS, Blanton et al. 2017) , and the astrometry mission Hipparcos (van Leeuwen & Fantino 2005) currently being extended to a billion stars in the Galaxy and beyond by the GAIA mission (Lindegren et al. 2016) , all providing much tighter constraints on our modeling efforts. Thus, we were encouraged to organize a second WAO that took place at Western Michigan University, Kalamazoo, Michigan, USA, during the week 1-4 August 2017.
In practice the opacities needed in stellar astrophysics must span a wide range of conditions from a star's surface to its center. In terms of temperature and density, conditions range from 10 3 K and 10 −12 g cm −3 to 10 9 K and 10 9 g cm −3 . The more recent needs of planetary atmosphere research extend the temperature range down to a few hundred Kelvin, where molecules dominate over atomic species. In modeling stellar interiors it is safe to assume local thermodynamic equilibrium (LTE), which allows us to compute opacities from collisional and radiative data for all processes involved in energy transport, while ionization equilibria and level populations are set by an assumed equation of state (EOS). However, two big complications arise. (1) The enormous amount of atomic (and ionic) data needed to account for all bound levels from the ground to highly excited ones, and to include all possible transitions between them and the continuum, which brings about possible issues of completeness and propagation of uncertainties in the radiative data. Towards the lower temperatures of planetary atmospheres, the emphasis shifts from atoms to molecules expanding the size of crosssection data volumes by orders of magnitude. (2) The adoption of an EOS valid for the same large range of plasma conditions that includes all relevant processes, in particular high-density plasma interactions (see Section 3), and propagating the results to the opacity calculation for a consistent treatment. In the lower density regime, as in accretion disks and some stellar atmospheres, the LTE approximation breaks down and collisional cross sections are needed, as well as the photoabsorption data for individual transitions.
The present report attempts to summarize the discussions during the second WAO and suggest future priorities for opacity research. Some bias in the views expressed is inevitable given work already undertaken by the authors to compute atomic and molecular data, as well as opacity tables. Readers need to be aware of the Lawrence Livermore National Laboratory (LLNL) work not fully represented in the present paper, and the perspective on future directions for opacity research that follow. But all who are en-gaged in calculating opacity tables share a common objective: to provide opacity tables of the highest achievable accuracy for present and future astrophysics research.
Workshop on Astrophysical Opacities
One of the main highlights of the second WAO was the discussion on the competing needs for accuracy and completeness. Completeness gives priority to identifying and taking account of all relevant physical processes that contribute to the opacity in the astrophysical context. Accuracy insists on minimizing assumptions and approximations to model already known physical processes as reliably as possible. Of course it was recognized that both are needed, but resource limitations demand priorities be assigned. The debate was motivated in great part by the realization that astrophysical applications, such as modeling the solar structure and stellar pulsation, and recent laboratory opacity determinations all seem to suggest that current theoretical opacities may be significantly underestimated. Hence, the debate centered around whether focusing on completeness would provide improved opacities more rapidly (and cheaply) than expending effort on accuracy.
The many excellent papers reporting on the WAO in the present proceedings is a testimony to the current scope, sophistication, and detail of opacity calculations. Also their applications and verifications through astrophysical modeling and measurements under a range of relevant plasma conditions. We refer the reader to these papers for full details. Instead of summarizing each contribution, we review opacities currently in use and give reasons for an essential validation. Simon's (1982) plea for a reexamination of metal opacities in stars led to the Opacity Project (OP, Seaton et al. 1994; Badnell et al. 2005 ) and OPAL (Iglesias & Rogers 1996) revisions to the astrophysical opacities then in use. A high priority for both projects were physically consistent and much improved EOS foundations for the opacity calculations, developed independently and in two conceptually different formulations: the OPAL EOS by Rogers & Nayfonov (2002) in the physical picture and the MHD EOS by , Mihalas et al. (1988) , Däppen et al. (1988) , and Mihalas et al. (1990) in the chemical picture. Efforts were made to identify and take account of all atomic and plasma processes of importance to the calculation of stellar envelope opacities. They were nonetheless limited by the computing power at the time and approximations were made, many of which can now be relaxed.
Astronomical evidence for the need to further revise stellar opacities comes from several lines of inquiry: the missing opacity in the Sun problem labels the issue that solar models based on current atomic opacities combined with the low-metal abundances of AGSS09 cannot be made to agree with the helioseismic constraints (Serenelli et al. 2009 ). Agreement with helioseismology could be restored by either increasing the atomic opacity by some 20% at the bottom of the convection zone and decreasing it towards the solar center (Serenelli et al. 2009; Christensen-Dalsgaard & Houdek 2010) or by returning to the older, higher metal abundances. The AGSS09 abundances cannot, however, be easily dismissed. They constitute the first homogeneous abundance analysis of the Sun (as opposed to a compilation of a plethora of other groups' works); they are based on a 3D solar atmosphere simulation that greatly outperforms the semi-empirical Holweger-Müller model in reproducing solar observations (Pereira et al. 2013) ; and the 3D atmosphere gives asymmetric line profiles that match observations and reveal even weak blends that go unnoticed in a 1D analysis (Grevesse et al. 2013 ). Moreover, the accuracy of seismic results has highlighted the need to verify opacity calculations in an attempt to reconcile the Standard Solar Model, helioseismology, and solar neutrino fluxes (see the review by Turck-Chièze & Couvidat 2011).
On the other hand, the AGSS09 abundances are disputed by Caffau et al. (2011) , who find abundances much closer to the classic values, based on an independent 3D solar atmosphere simulation but analyzing only five of the 15 metals included in the Badnell et al. (2005, OP05) opacities. Higher metal abundances have also been recently derived from in situ measurements of the solar wind by von Steiger & Zurbuchen (2016) , but in spite of an improved accord with the helioseismic sound speed around the base of the convection zone, they have been questioned for leading to neutrino overproduction due to an excess of refractory elements, namely, Mg, Si, S, and Fe Vagnozzi et al. 2017; Vagnozzi 2017) . The connection between photospheric and interior compositions is also debatable. Salmon et al. (2012) have tested the dependence of the Magellanic Cloud B star pulsation excitation on opacity and chemical mixture. With known Magellanic Cloud abundances, they find these pulsations can be driven by an increased iron-group bump opacity as long as this occurs at the temperature corresponding to the maximum nickel contribution. An additional astronomical hint comes from a study of β Cephei pulsation by Walczak et al. (2017) and Daszyńska-Daszkiewicz et al. (2017) , who show for ν Eri, γ Peg, and 12 Lac how a modified opacity would improve the agreement between observed and calculated pulsation frequencies. This includes a ∼50% opacity increase around T = 290 kK, which is a larger change at a lower temperature than that needed to resolve the missing opacity in the Sun.
A further indication that current atomic opacities may need an increase comes from laboratory measurements by Bailey et al. (2015) , who used the Sandia Z-Facility to create an iron plasma at conditions close to those at the base of the solar convection zone and measured its opacity in transmission. The iron absorption measured by Bailey et al. is demonstrably higher and broadened when compared with current theoretical predictions. For a solar composition at a temperature of T = 2.11 × 10 6 K and electron density of n e = 3.1 × 10 22 cm −3 , Bailey et al. replaced the iron contribution to the OP opacity with their experimental determination (in the wavelength range 7 < λ < 12 Å), and showed that this alone increased the Rosseland mean opacity by 7 ± 3%. If correct, the higher opacities implied by the Bailey et al. experiment strongly indicate that we are missing physics in current opacity models. From the theoretical view point, though, it seems unlikely that more accurate models or larger calculations of the same type will lead to an agreement with this measurement. The experimental data appear to contravene the oscillator strength sum rule (Iglesias 2015) , which implies that an overlooked mechanism might be responsible for the result. For example, More et al. (2017) have proposed two-photon contributions as a source of the missing opacity; however, this possibility is very uncertain (Pain 2018) , and it is also unclear why previous comparisons of opacity calculations and measurements did not require additions to existing models to concur. The Bailey et al. experiment needs to be replicated using a different setup; Heeter et al. (2017) discuss the prospects for doing so using the National Ignition Facility (NIF). Nahar & Pradhan (2016) carried out an extensive close-coupling calculation of Fe xvii, a major contributor to the opacity at the base of the solar convection zone and the dominant ion present in Bailey et al.'s experiment. Nahar & Pradhan demonstrate, as had already been done previously (Iglesias & Rogers 1995) , that the much simpler calculations performed under the original OP (Seaton et al. 1994 ) severely underestimated this absorption. However, whether such close-coupling calculations can help resolve current discrepancies between the solar model and the experiment by Bailey et al. remains an intensely debated topic (Blancard et al. 2016) . As atomic core excitations and ionizations are accounted for using Voigt profiles-or in some cases a far-wing cut-off following Seaton et al. (1994) in other current opacity calculations (Iglesias & Hansen 2017 ) including the more recent OP opacities by Badnell et al. (2005) -it is not clear to what extent the more elaborate, but so far less complete cross sections by Nahar & Pradhan, will increase the Rosseland mean of a solar mixture.
The more physical close-coupling formulation results in Fano-shaped resonances effectively moving absorption from the line cores to the wide wings, increasing the harmonic Rosseland mean despite identical total oscillator strengths. Collisional line broadening effects can often hide subtle Fano line-profile effects at moderate and high plasma densities. But whether absorption is moved to, or away from, windows in the absorption by other elements of a solar mix determines whether the Rosseland mean will increase and possibly resolve the disagreement between calculations and experiment (Bailey et al. 2015) . Moreover, it remains to be demonstrated if close-coupling calculations alone, however accurate, can achieve the required completeness for the more complicated ions. Conversely, perturbative approaches can account for many more transitions, but some caution is advised in that they may miss important coupling effects and introduce systematic errors in the mean opacities. Adopting a hybrid model may provide a solution as configuration interaction only affects some transitions.
Plasma Effects and Line Broadening
Plasma effects refer to phenomena arising from collisions of finite duration between particles in a plasma rendering the gas non-ideal. (Thermodynamics rely on collisions for thermalization but are assumed infinitely short in ideal gases, and all plasma effects mentioned below are therefore incompatible with the ideal gas assumption.) The most well-known effect of non-ideal collisions is line broadening, either by Stark broadening of resonance lines or by perturbing bound states on time scales shorter than the radiative lifetime that increase their uncertainty in energy and, hence, their line widths.
A bound state may be so perturbed by collisions that the electron can no longer be assumed bound, and has effectively been removed from the parent ion causing a second plasma effect known as pressure ionization. introduced the occupation probability formalism to describe this process in an EOS based on the chemical picture by minimizing the Helmholtz free energy, which also makes partition functions converge. In the physical picture the activities of clusters of electrons and nuclei consist of bound and scattering state parts that together are convergent. No assertions about occupation probabilities need to be made, and non-Boltzmann level populations arise directly from the formulation. Regardless of the EOS framework employed, this effectively moves absorption from lines to the continuum (bound-bound to bound-free) as states pressure ionize (Däppen et al. 1987) . Such heavily perturbed states are often referred to as dissolved states.
A third plasma effect arises when electronic wave functions are perturbed resulting in shifts in energy levels and line positions, energy-level shifts being larger than line shifts since the former largely cancel in differencing. There have been persistent measurements of such shifts, most recently by Hansen et al. (2017) for iron. Energy-level shifts (continuum lowering) are, however, much less than expected if that alone were responsible for bound states dissolving into the continuum (Rogers et al. 1970) .
A fourth plasma effect is that on the free energy, to first order described by Debye & Hückel (1923) theory, due to the screened Coulomb interactions. In the physical picture the Debye-Hückel term is the sum of all ring diagrams in the activity expansion. This was the single most important stellar EOS improvement at the time, which brought solar models into agreement with a helioseismic analysis of the convection zone (where opacities have no effect, Christensen-Dalsgaard & Däppen 1992).
All four plasma effects must be operating simultaneously and connected by the probability distribution of the electric field strength from passing ions, the so-called microfield distribution function (the screened Coulomb coupling affects the microfield distribution). There are several choices of microfield distributions in the literature (e.g., Nayfonov et al. 1999; Iglesias & Lebowitz 1984; Potekhin et al. 2002; Laulan et al. 2008 ), but little observational or experimental guidance as to which is preferred. Occupation probabilities also depend on the adopted critical field strength for ionization, which depends on the exact mechanism considered (Luc-Koenig & Bachelier 1980; , adding an uncertainty that is convolved with the microfield distribution. The level shifts and occupation probabilities are usually considered mutually exclusive, and a consistent picture of the combined effects is needed. Considerable progress has been made towards this goal through the ChemEOS model (Hakel & Kilcrease 2004; Kilcrease et al. 2015) , which is implemented in the ATOMIC code and used to make the recent OPLIB tables . ChemEOS minimizes the free energy in a chemical picture, and makes use of an occupation probability formalism that is generated from a microfield distribution (Potekhin et al. 2002) . ChemEOS also goes beyond the Debye-Hückel approximation in the Coulomb contribution to the free energy.
Hydrogen lines in white-dwarf atmospheres provide strong observational tests of how lines dissolve into the continuum. For that purpose Tremblay & Bergeron (2009) analyzed Balmer spectra of 250 DA white dwarfs with non-convective (and therefore simpler) atmospheres. By employing occupation probabilities, they found greatly improved consistency among Balmer lines and masses in better agreement with stellar evolution. They also found that a more realistic implementation of the microfield distribution function (Nayfonov et al. 1999 ) is needed, rather than the approximation to the Holtsmark distribution originally used by . However, there is still some disagreement between white-dwarf masses determined from such spectra vs. from photometry or gravitational redshifts.
The asymmetric structure near the core of Stark-broadened lines is affected by the order of the multipole expansion used for describing the perturbing charges. Gomez et al. (2016) investigated its convergence, and found profiles diverge from the dipole approximation with increasing perturber density (both cores and wings are affected). Line cores are more important for interpreting experiments or stellar spectra, but the wings will also affect opacity calculations in general. With a conserved total oscillator strength (from sum rules), redistributing absorption from line cores to the wings is an efficient way of increasing the harmonic mean of the Rosseland opacity. Experiments by Gomez et al. (2016) and Falcon et al. (2017) provide strong experimental constraints on our models, and efforts are underway to derive experimental occupation probabilities. Mancini (2016) notes that spectral line shapes in large-scale opacity calculations involving L-and M-shell transitions are modeled as Voigt profiles, whereby detailed ion broadening effects are ignored. But an ion's microfield distribution can lead to forbidden (field-dependent) line transitions and significant changes to the broadening and shape of line profiles. Mancini presents Stark broadening calculations for line profiles of L-shell transitions, linking the ground state and singly excited states in Nelike iron ions, at the plasma conditions Bailey et al. (2015) adopted for their Z-Facility experiment. It is clear that forbidden components and altered line profile shapes will affect the opacity through an absorption frequency redistribution.
If not modified, the far red line wings of Lorentz-shaped resonance lines will dominate the opacity at low temperatures. Seaton et al. (1994) employed an ad-hoc λ −4 suppression, but the line-wing satellites from H-H + collisions (Allard et al. 1994 ) provide a more physical and exponential suppression.
In doubly excited atoms/ions, excited spectator electrons can cause interference with an electron transition forming a line (Iglesias 2010 ) thus altering its line shape. This process is crucially affected by the microfield distribution suppressing the Rydberg series of spectator electrons. Therefore, the Fano profiles of autoionization lines must also be subject to broadening, but the theoretical basis for this is only now being established (Pradhan & Nahar, this volume).
The many kinds of transitions giving rise to spectral lines, combined with the many broadening agents, lead to a large variety of line shapes. For this reason simplified profiles will be inadequate in many cases, although we also need tractable calculations in light of the (at least) tens of millions of lines involved in opacity calculations. A key ingredient is therefore fast and efficient yet accurate algorithms (Sonnad & Iglesias 2011) .
It is clear that there are already many efforts to address these issues from stellar observations, ambitious laboratory experiments, and sophisticated quantum mechanical calculations. There is still much to be learned, and these efforts must therefore be encouraged.
Missing Opacity in the Sun
The issue of whether our current opacity calculations are accurate is critical for solving a major problem in our solar models: Why is the structure of solar models constructed with the latest solar abundances of AGSS09 so different from that of the Sun? The structure mismatch is most notable at the base of the convection zone, and results imply that the opacity at such conditions must be higher than that included in the models.
Opacity has of course two components: first the intrinsic opacity at the density and temperature of a given chemical composition, and second, the heavy element composition. For a given intrinsic opacity, the total opacity increases with metallicity. Helioseismic data, which probe the structure of the Sun, are only sensitive to the sound speed and density in a given region and, hence, cannot distinguish between total and intrinsic opacities (see Basu, this volume). Models constructed with older, higher metallicities (Grevesse & Sauval 1998) agree very well with the Sun. This has led to what is often described as the "missing opacity in the Sun problem," but it is most likely to be a problem with total opacities. Sorting out whether the issue is with intrinsic opacities or metallicity is critical because solar metallicities are used as the standard for describing the metal content of other stars. Metallicity affects both the structure and evolution of a star: low-metallicity models evolve faster. Thus errors in solar metallicities will result in errors in the ages of astrophysical objects such as exoplanet hosts or stellar clusters.
Increasing intrinsic opacities as tabulated by OPAL, OP, etc. could solve the problem with the structure mismatch of the solar models and the Sun. However, the increment must be for elements that contribute the most at the solar convection-zone base (O, Fe, Ne, and Si in that order), and it should taper off towards the solar core; an overall increase would merely move the problem to the solar core. Thus clearly there is more work to be done. Experiments by Bailey et al. (2015) are important pieces of the puzzle, and interpreting those results in terms of opacity calculations is central to resolving this and the other issues noted above.
We currently know of two ways to test interior abundances independently of our knowledge of opacities. Firstly N, O, and F in the core produce neutrinos (as part of the CNO cycles) that have energy thresholds between those of the pp and B neutrinos (see, for instance, Bahcall et al. 2005) , which means their fluxes can be measured separately. However, current neutrino measurements have so far only produced upper limits to their fluxes (Bergström et al. 2016) . Secondly the ionization effect on the adiabatic exponent, γ 1 , leaves little seismic glitches in the convection zone where stratification is determined by γ 1 . Lin et al. (2007) found that groups of elements with similar ionization energies make bumps in γ 1 that can be marginally constrained with helioseismology, but individual metals are not accessible. Vorontsov et al. (2013) found support for generally lower metallicity from a similar helioseismic analysis.
Despite much progress, state-of-the-art solar models (Vinyoles et al. 2017 ) still leave out processes that might be significant regarding the missing opacity in the Sun problem, most notably mixing mechanisms that can operate in the (nominally) convectively stable regions. This includes overshooting from convective regions (Rempel 2004) into Schwarzschild-stable regions; semi-or double-diffusive convection (Wood et al. 2013) ; internal gravity waves (Talon & Charbonnel 2003) ; the combined effects of gravitational settling; thermal diffusion and radiative levitation (Turcotte et al. 1998) ; and rotational mixing (Eggenberger et al. 2010) . Furthermore, stellar models do not in general include a non-grey stellar atmosphere (Trampedach et al. 2014) . Many improvements can therefore still be applied to our solar modeling, but none of these is likely to solve the missing opacity in the Sun problem-not even in aggregate. Thus improving, or at least validating, opacity calculations and measurements will remain the key to solving the problem. Comparisons between recent and earlier opacity calculations show that element completeness leads to an increase of about 20% for iron and nickel but a decrease for other elements. OPAS opacity tables (Le Pennec et al. 2015b ), for example, give an increased mean opacity at the base of the convection zone of 6%, about a third of what is required to remove the disagreement with helioseismology.
Molecular Opacities
Molecules provide the dominant source of opacity in cool stars and brown dwarfs. The complexity of molecular spectra often leads to whole-scale blanketing of large spectral regions, which can have a profound effect on the properties of the atmosphere (Eriksson et al. 1984) . Molecular opacities are dominated by bound-bound transitions, so are normally based on extensive line lists of molecular transitions. The construction of such line lists was in its infancy at the time of the Caracas WAO (Jørgensen 1992) , but this situation has now changed radically (see papers by Bernath, Calvet, Huang et al., Morley, Sousa-Silva et al., Tennyson, and Zammit et al. in this volume) . There are coordinated projects such as ExoMol (Tennyson & Yurchenko 2012) and TheoReTS (Rey et al. 2016) leading to systematic compilations of molecular line lists for modeling hot atmospheres (Rothman et al. 2010; Rey et al. 2016; Tennyson et al. 2016b ). Much of this work has been stimulated by the desire to model and characterize exoplanets. As for atomic opacities, issues to do with completeness against accuracy are important, with models showing that for key species (e.g., methane) correct results can only be obtained by considering many billions of transitions (Yurchenko et al. 2014) .
Although there has been a lot of work constructing extensive and reliable molecular line lists and hence opacities, there remains much to be done. BT-Settl model atmospheres (Allard 2014) are among the most used for cool stars and brown dwarfs. In their study of BT-Settl model atmospheres for M-dwarfs, Rajpurohit et al. (2013) identified only AlH, NaH, and CaOH as key species for which data were missing. The ExoMol project has since provided line lists for AlH (Yurchenko et al. 2018) and NaH (Rivlin et al. 2015) , but CaOH remains outstanding. The chemistry of carbon stars is more complicated than oxygen rich ones, and data for a number of species are required to complete good models, foremost amongst these are acetylene (HCCH) and C 3 .
Transition metal containing diatomics such as TiO provide strong sources of opacities since these open-shell species often display strong electronic transitions in the near infrared and visible, i.e., near the stellar flux peak for cool stars. There are some line lists, of variable accuracy, available for key species such as TiO, VO, FeH, ScH, and TiH, but data are missing for many others such as CrH, NiH, ZrO, YO, and FeO, to name a few. Constructing accurate theoretical line lists for transition metal containing molecules remains very challenging (McKemmish et al. 2016; Tennyson et al. 2016a) .
As mentioned, the field of exoplanets has been a major driver for extending studies of molecular opacities. Fortney et al. (2016) recently published a review of laboratory data needs for work on exoplanet atmospheres that covers opacities and much else. In particular, the recent discovery of hot rocky exoplanets, also known as super-Earths and lava planets, has raised the need to study a whole range of new molecular species. The possible molecules important in the atmospheres of these bodies, which can reach temperatures over 3000 K, have been reviewed by Tennyson & Yurchenko (2017) .
Opacity Due to Trans-Iron Elements
Scarcely a fortnight after the Kalamazoo WAO, the Laser Interferometer GravitationalWave Observatory (LIGO) detected gravitational waves from the binary neutron-star (NS) merger GW170817 (Abbott et al. 2017a,b , LIGO Scientific Collaboration 3 & Virgo Collaboration 4 ). This discovery was jointly observed in the UV, optical, and IR with various ground-and space-based instruments (Chornock et al. 2017; Cowperthwaite et al. 2017; Tanvir et al. 2017 ) opening a new era in astronomy in which atomic opacities are again at the forefront of cutting-edge science.
Electromagnetic signatures accompanying NS mergers, referred to as macronovae (Kulkarni 2005) or kilonovae (Metzger et al. 2010) , are roughly isotropic thermal transients powered by radioactive decay of r-process elements synthesized in the ejecta (Li & Paczyński 1998; Roberts et al. 2011; Metzger & Berger 2012; Tanaka & Hotokezaka 2013) . Furthermore, NS mergers are now believed to be the main site for rapid neutroncapture nucleosynthesis of heavy elements in the universe. In such NS merger events the time scale and shape of the transient light curve is determined by the fireball opacity. It is believed that lanthanides and, additionally, actinides can enhance the opacity by nearly two orders of magnitude over that of typical iron-rich supernova ejecta (Kasen et al. 2013; Tanaka & Hotokezaka 2013) , resulting in a hotter, denser, and longer lived fireball.
While a start has been made (Fontes et al. , 2017 in providing opacity tables to characterize this type of heavy-element rich expanding ejecta, most kilonova models assume grey (wavelength independent) opacities. In modeling the light curve of GW170817, Cowperthwaite et al. (2017) tested opacity values between κ = 0.1 cm 2 g −1 (appropriate for Fe-peak ejecta) and κ = 10 cm 2 g −1 (estimated for lanthanide-rich ejecta by Kasen et al. 2013) . They found that at least two independent components had to be used to roughly reproduce the UV/optical/IR light curves, and these would need an opacity of κ ≃ 3 cm 2 g −1 .
Many more events like GW170817 will be observed in the near future. These observations may allow us to answer a number of fundamental questions in the physics and astronomy pertaining to cosmology, chemical evolution, nuclear physics, and fundamental atomic physics, to name just a few. Study of GW170817 and other anticipated NS merger observations points out the compelling need to compute reliable opacities for heavy-element rich plasmas. Many of the methods and codes developed for stellar opacities over the last few decades (for example, TOPAZ, Iglesias et al. 2003) can become the basis for such work, but additional theoretical and numerical methods are needed in some cases to deal with the fully relativistic and very complex atomic structure of such heavy elements.
Heavy elements can have several bound electrons in excited states, all with nonnegligible abundances due to a large configuration degeneracy not significantly reduced by Boltzmann factors. The super-transition array (STA) formalism , and references therein) was developed to address the challenge presented by several bound electrons in excited states. While the STA method is used by several research groups, hybrid calculations combining detailed line accounting with STA are also being performed (Pain & Gilleron 2015; Hansen et al. 2007 , and references therein). Iglesias et al. (1995) and Krief et al. (2016a) have studied the impact of heavy elements on stellar opacities using the STA formalism, and find that, while these elements are effective photon absorbers, their low abundances lead to an insignificant contribution to the solar interior Rosseland mean opacities.
Finally, methods developed for astrophysical opacities can also be used when atomic data are required for other applications. For example, the atomic data requirements for accurate modeling of tungsten plasmas that may contaminate current and planned magnetic fusion devices are formidable , and the problem is also greatly complicated by the non-LTE nature of fusion plasmas (Novikov & Zakharov 2003) . Also accurate atomic data are required to model tin plasmas generated for EUV lithography applications (Colgan et al. 2017) . Depending on how these laser-produced plasmas are generated, resulting plasmas may or may not be in LTE.
General Findings
With regard to the future improvement of astrophysical opacities, in our opinion efforts need to take into account the following considerations:
• There are still significant differences between OP, OPAL, and more recent opacity tables (Blancard et al. 2012; Colgan et al. 2016; Krief et al. 2016a) . Much theoretical work needs to be carried out to diagnose such discrepancies, find any sources of missing opacity, and understand differences with the Bailey et al. (2015) experiment. More et al. (2017) calculated two-photon opacity including interference between classes of excited states, angular factors, atomic matrix elements, and density effects. While further investigation is needed before agreement with experiment can be claimed, they obtain substantial cross sections corresponding to an extra opacity comparable with the Bailey et al. measurement. However, Pain (2018) suggests that, due to the intensity of photon sources in the Bailey et al. experiment, it is unlikely that two-photon processes would play an important role.
• Current computing power and the scale of the physics problem mandate tradeoffs between completeness, detail, and accuracy in opacity calculations. We need to include a sufficient number of relevant processes and transitions in sufficient detail to adequately render radiative transfer in stars. The hope has been that, by summing up approximate cross sections over billions of bound-bound and bound-free transitions, we would end up with opacities somewhat more accurate than individual rates. This argument is only valid if all uncertainties are random and uncorrelated, but fails in the case of systematic errors. It is consequently important to identify and assess the importance of any systematic errors in atomic data whether measured or calculated.
• Early comparisons of calculated and experimental opacities under astrophysical conditions were made by Davidson et al. (1988) and Perry et al. (1991) ; these and subsequent experiments were complemented by measurements of individual cross sections (Kjeldsen 2006) . The experimental opacity determination at the Z-Facility by Bailey et al. (2015) marked an important advance in so far as conditions close to those at the base of solar convection zone were attained; the finding of an unexpectedly large iron opacity when compared with all existing theoretical tables has reignited the study of atomic opacities. Experimental reproducibility is of course also a key issue, and there is a great deal of expectation in independent approaches based on the NIF, (Perry et al., this volume) and on a double ablation front scheme (Colaïtis et al., this volume).
• Further work is needed in the study of improved EOS for opacities, particularly in the high-density regime. At present the OP, OPAL, and OPLIB opacities use significantly different EOS formulations. This complicates detailed comparisons and the possibility of finding an exact source for the differences among opacity data sets. (See the paper by Kilcrease et al. in this volume.) • In current research on extrasolar planetary atmospheres and planetary formation, forthcoming astronomical observatories, namely, JWST (Gardner et al. 2006 ) and ARIEL (Tinetti et al. 2016) , create an enormous need for molecular opacities. Molecules of interest range from simple diatomic systems to organic complexes that can trace the presence of life. These systems yield billions of bound-bound transitions taking significant resources to compute in full detail. Results of these detailed calculations and extensive measurements are available in ever growing databases such as ExoMol (Tennyson et al. 2016b ) and HITRAN (Gordon et al. 2017) . (See also papers by Bernath, Calvet, Huang et al., Morley, Tennyson, and Zammit et al. in this volume.) • While a lot of such detailed molecular data are currently available, the complex chemistry of rocky planets with temperatures ∼300 K and a potential for life adds thousands of possible molecules for which this brute-force approach is rendered all but impossible. This has led to the development of alternative methods that are more efficient at producing approximate data (Sousa-Silva et al., this volume).
• One of the topics that we had in mind but were not able to cover in the WAO was the computation and measurement of dust opacities. Morley (this volume) shows that the modeling of brown-dwarf and planetary atmospheres to interpret observations must consider the opacity from aerosols (clouds and hazes), for which the optical constants of many compounds (ices, salts, and rocks) are not generally available. The increased wavelength range of the JWST will certainly inflate in the near future the demand for molecular line lists and aerosol opacities. Furthermore, Calvet (this volume) discusses the role dust plays in the structure of protoplanetary disks, as the variations of elemental composition are determined by dust structures (e.g., condensation fronts), and dust opacity depends on grain size distributions that are subject to settling and trapping effects. We would therefore encourage the organizers of the next WAO to promote this important opacity field.
How to Move Forward
There are a number of steps in computing opacities for astrophysical entities, and each of these steps needs to be reassessed as part of the refinement of opacity calculations: a) We need detailed, accurate, and complete energy levels, line positions, f -values, and cross sections for each process and by each absorber of significance: atoms/ ions/anions/molecules and temporary dipoles formed in collisions. This is the opacity issue that has received the most attention, and great strides have been made as summarized above. In this respect quality assessments and benchmarks of atomic and molecular line data (e.g., the BRASS database project by Lobel et al. and Laverick et al., this volume) by detailed and extensive comparisons of theoretical and observed stellar spectra are essential. Plasma environment effects on close-coupling methods need investigation as a minimum requirement for accuracy to be assured. See also the Opacity Wish List (Trampedach, this volume) for new entries needed by the modeling community.
b) We expect that the steady increase in computing power will ease the current compromise between accuracy and completeness, allowing both to be exhaustively addressed in future opacity calculations. c) A reliable EOS is needed that includes quantum and relativistic effects, higher order Coulomb interactions (beyond Debye-Hückel), realistic microfield distribu-tions and partition functions, and preferably, also molecules beyond H 2 . Internal consistency results from the physical picture, but this has to be carefully crafted in the chemical picture. The fundamental unsolved problem is the description of atomic states in a plasma environment, which is expected to become increasingly critical at the higher densities.
d) The EOS should also provide parameters for line broadening to establish a robust and accurate formulation of line profiles (consistent with the EOS), including Stark and pressure broadening, broadened Fano profiles, and interference by spectator electrons, etc. The importance of line broadening through the Stark effect, as mentioned in Section 3, becomes increasingly important as density increases; line absorption is then redistributed in frequency changing any resulting Rosseland mean opacity depending on them. It is therefore essential to take into account Stark broadening for all relevant L-and M-shell lines. The wavelength range selected must ensure a complete line profile is included in every case.
e) We encourage quantum mechanical calculations of the continuum absorption by normal (in the zero-density limit) bound states that are wholly or partially "dissolved" by the plasma environment (via the occupation probabilities of the EOS in the chemical picture). Conservation of oscillator strength needs to be ensured.
f) Proper accounting of plasma oscillations (through their effect on the dielectric constant) is desirable in the presence of electron degeneracy, screening, and Coulomb interactions. Sarfraz et al. (2018) , for example, derive the linear dispersion relation for electromagnetic waves in ultra-relativistic plasmas with arbitrary electron degeneracy that is applicable to white dwarfs and neutron stars.
g) Robust and accurate integration of the Rosseland mean including the choice of wavelength or energy scale has often been overlooked. This needs to be done in a way that results in a Rosseland mean that is continuously differentiable in temperature, density, and composition and accompanied by a fast and robust scheme for interpolation in those variables. h) We firmly call for continued helioseismological work to help us constrain the solar chemical composition, the EOS, and atomic radiative data at solar interior conditions. Also further studies of pulsating stars, chemically peculiar stars, and asteroseismology, the latter particularly in the context of hybrid pulsators that have proven to be helpful in elucidating opacity shortcomings.
i) As the discrepancies between the measurements by Bailey et al. (2015) and all current theoretical opacities remain unexplained, experimentalists are encouraged to continue the analysis of their setups and possible sources of uncertainty (Nagayama et al. 2016a (Nagayama et al. ,b, 2017 . This compels our community to make a plea for prioritizing experimental work such as that planned at the NIF Perry et al. 2017, Perry et al., this volume) and LMJ-PETAL (Le Pennec et al. 2015a ) to determine opacities under a wide range of conditions and independently verify these first experiments, as well as expand their scope.
The various indications of problems with current opacity tables as a result of experiments, helioseismology, and asteroseismology surely means the issue impacts a much larger region of stellar structure and evolution, but has hitherto been masked by other uncertainties and not been recognized for what it is. Solving these known opacity problems therefore has the potential to have wide-felt repercussions for astrophysics in general, and of a similar magnitude as the revolution in atomic physics applied to stars as we witnessed around the first WAO.
