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SUMMERY 
This study was motivated by the fact that a large portion of industrial and traffic 
accidences are due to lack of alertness of human operators. The lack of alertness could be 
because of high level drowsiness or lack of attention. In this study we focus only on the 
first one, which is the lack of alertness is due to mental fatigue. Under high level mental 
fatigue, a human subject will be drowsy and respond slower or sometimes fall into sleep 
and not responding. Therefore, in this study we proposed a model to detect the onset of 
sleep on human subjects and another model for measuring the mental fatigue level of a 
human subject. 
Instead of applying the models directly to the collected EEG data, a feature extraction 
method was used to find the frequency domain features of the EEG segments. The 
extracted features were then used as the input to the two models. In the first model for 
sleep onset detection, a binary classifier (SVM) was chosen to separate the EEG data into 
awake and sleep. By maintaining the same accuracy of a commercial algorithm for SVM 
(with optimum parameters), we proposed a new algorithm which can safe the 
computational time from several days to several hours. This algorithm is ready for real 
time application. To be able to measure the fatigue level using EEG data, we employed a 
regression method from SVM family named SVR. Similarly to the first model, we 
proposed a new algorithm with a much shorter computation time but the same accuracy. 
This algorithm is ready for real time application as well.  
To conclude, the proposed models for the two applications achieve high accuracies. And 
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the developed new algorithms help to shorten the processing time, which make the two 
models ready for real time applications. 
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The electroencephalogram (EEG) was originally developed as a method for investigating 
mental processes. The first recordings of brain electrical activity were reported by Caton 
in 1875 [1] in exposed brains of rabbits and monkeys, but it was until 1929 that Hans 
Berger (Berger, 1929) [2] reported the first measurement of brain electrical activity in 
humans. Clinical applications soon became visible, most notably in epilepsy, and it was 
only with the introduction of ERP recordings that EEG correlates of sensory and 
cognitive processes finally became popular. EEG visual patterns were correlated with 
functions, dysfunctions and diseases of the central nervous system, then emerging as one 
of the most important diagnostically tools of neurophysiology.  
 
The generation of brain electrical signals is from the firing of brain neurons. Different 
regions in the brain are responsible for different functions. And even a simple task would 
require the corporation of many regions in the brain. To communicate with another 
region of the brain for task performance, a neuron in the one region would generate an 
electrical pulse to activate neurons in the later region. The voltage of a single neuron’s 
firing might be too small to be detected. However, a region of brain would contain 
incalculable number of neurons, and when they are firing simultaneously; the resultant 
electrical voltage can be large enough for detection. The brain is a volume conductor, 
therefore, if the firing neurons are well-aligned, one will be able to measure the firing 
signals of the communication from scalp [3]. The electrical signals are measured from 
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several electrodes placed on a human scalp. The placements of these electrodes are 
according to a rule called international 10-20 system as shown in figure 1. In figure 1, A 
stands for earlobe reference, C stands for central, F stands for frontal, T stands for 
temporal, O stands for occipital, and P stands for parietal. One might add or remove 
electrodes according to their needs.  
 
 
Figure 1: International 10-20 system for EEG measurement [3] 
 
The electrical signals collected from all the electrodes (channels), generally referenced to 
the 2 electrodes on the earlobes, are presented as waveforms for clinical analysis. One 
main problem with scalp EEG is the interferences of artifacts. An artifact can be a signal 
generated when the subject blink the eyes, move the body or from the noises of the 
heartbeats, hardware and environment. The amplitudes of the artifacts are normally much 
higher than the amplitudes of brain signal. Therefore, in the presence of artifacts the EEG 
waveform is not readable (see figure 2 and 3). For human beings to analyze the EEG 
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wave, the process of artifacts removals is necessary. However, in the method presented in 
this thesis, this step is no longer compulsory. This will be explained in later session.  
 
Figure 2: EEG signals before artifacts removal 
 
Figure 3: EEG signals after artifacts removal 
 
1.2. Brain Activities Identification 
Since 200 years ago, neurobiologists have been concerned with the functions and 
activities performed in human brain. It was believed that different activities of the brain 
would involve different regions of the brain. The initial interests were to locate the 
regions/cortexes of brain involved in the most basic tasks human beings can perform, e.g. 
auditory, language. With the great help from techniques such as anatomy and fMRI, many 
regions have been uncovered to be related to those tasks [4]. And until today, this is still 
an attractive research field for scientists. With the encouraging discoveries from this area, 
in recent decades, there has been another research area that people started looking into, 
that is brain activity identification. 
 
Not satisfied by only knowing the responsibilities of regions of brain, researchers are now 
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more concerned about what is going on in the brain or what is the state of the mental. A 
study says that a long-distance driver sometimes might sleep with the eyes open when 
driving. A person can appear to be excited while the brain is actually fatigued. Or an 
agent is able to lie in a very honest manner. In these situations, we are not able to tell 
what is really going on inside one’s brain. Fortunately, brain activity identification 
methods are applicable to solve this problem. In brain activity identification, 
phenomenon such as oxygen consumptions or electrical voltages which is directly related 
to the brain activities is measured and used by an expert or an expert system for 
interpretation. The use of EEG in epilepsy diagnosis is a good example. Doctors’ 
judgments are made through the study of EEG waves of the patients. The study of sleep 
disorder can be another example, in which EEG experts tell when the patient is in sleep 
state according to the appearance of EEG waves. There are other techniques that can be 
used for identifying brain activities, e.g. MEG, fMRI, and infrared. A human expert might 
be able to deliver a good interpretation when the amount of data are acceptable. However, 
when it goes for a long-time or multi-subject monitoring, only a computer can give a 
consistent and quick result. This consideration motivated us to start this project. 
 
1.3. Objective of Study 
As mentioned in section 1.2, the objective of this study is to develop new 
methods/algorithms, with which a computer may make judgments or identify brain 
activities from EEG data. In section 1.1, we said that for a human expert to interpret the 
EEG wave the artifacts need to be removed. Artifacts removals in this situation are much 
easier as the expert is able to identify the artifacts and what they do is simply ignore the 
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segment of data that was corrupted by artifacts. The ignoring procedure is difficult to 
realize in computer system as the computer has to first identify various kinds of artifacts. 
In the methods proposed in this thesis, the procedure can be realized. In this study, only 
two brain activities are interested, fatigue and sleep. It needs to be pointed out that the 
methods are also applicable to other brain activities provided that the data collected can 
be seen as different classes in nature.  
 
1.4. Layout of the thesis 
This thesis is organized in the following manner. The first chapter gives the introduction 
and background of this study. A brief literature review is given in the second chapter. The 
third chapter describes feature extraction procedure for the proposed methods. The forth 
chapter presents the improved SVMpath method for sleep classification, followed by the 
fifth chapter gives the SVRpath method for fatigue level regression. Lastly, the 




2. Literature Review 
In the last 30 years, there have been many groups of people keeping on working in sleep 
detection and fatigue/alertness measurement. And many methodologies as well as 
automatic systems were developed. 
 
2.1. Computation in sleep EEG monitoring 
Automatic sleep analyzer (James D. & Frost JR.) 
As earlier as 1969, James D. and Frost JR. proposed an automatic sleep analyzer [5], 
which claimed to take into account the normal EEG together with REMs for sleep stage 
scoring. The system outputs from one to five indicating awake to deep sleep and outputs 
six for abnormal sleep. In this device, only two EEG electrodes (central and occipital) are 
used. Amplitudes and dominant frequency of the EEG data are the major features that the 
system uses for decision making. The signals from these two channels are amplified and 
passed through an amplitude-weighted circuit which simply compares the amplitudes of 
the signals with baseline signals. Combining the results from comparisons together with 
the information of dominant frequency, the sleep status of a subject is evaluated.  
 
There is not much of computation algorithm in this system. It is illustrated here because 
this is one of the earliest automatic sleep scoring systems. 
 
Hybrid system for automatic sleep EEG analysis (Gaillard J.M. & Tissot R.) 
In 1972, Gaillard proposed a system for automatic sleep staging of whole nights 
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polygraphic records of human subject [6]. The electronic system consist of an analog 
component, which is a bank of filters for the purpose of artifacts remove, and a digital 
part which performs sleep stages evaluation. The system reads data from magnetic tap 
and performs evaluation on each 4-second segment. The filter bank contains 12 filters 
which separate the signals into 12 frequency bands, some belong to artifact such as 
muscle movements and 50Hz noise, and some belong to useful frequency bands like 
alpha bands. The digital part of the system would then make decision according to the 
analysis from each of these frequency bands. For instance, if the features from one of the 
artifact frequency band exceed a given threshold, the program would just ignore this 
segment of data. Another example would be an increase of alpha band activity together 
with a drop of activity in delta band indicates a light sleep status.  
 
This system is relatively reliable as it takes into account the various artifact bands. It does 
not only look at one pattern but the combination of many patterns from different 
frequency bands. This methodology is quite similar to the methods proposed in this thesis. 
However, this is quite old a system that the data collection if from magnetic tap and is not 
suitable for quantitative studies.  
 
Interval histogram method for real-time analysis (Kuwahara H. & Higashi H.) 
This method was claimed to be able to automatically score the all night sleep stages [7]. 
This system contains 2-step analysis. The first step is recognition of elementary patterns 
in EEG, EOG and EMG. The second step is the determination of sleep stages based on 
these parameters. The algorithm is based on the detection of key features of the wave 
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( time domain), such as zero crossing and maxima. The amplitude of an EEG wave is 
divided by 32 slice lines with an equivalent resolution. The period of each small segment 
is measured as the time interval between the 2 points at which the same slice line crosses 
the consecutive positive slopes of the signals. For an epoch of 20 seconds, the periods are 
computed and a histogram is made. This histogram was converted to a percent 
distribution for each frequency band. This distribution was then compared with given 
thresholds and made decision the stage of sleep. This method was claimed to have around 
90 percent accuracy compared to human experts’ scoring. 
 
This method is questioned by the facts that as the amplitudes of the EEG signals 
increases, the computed periods will also increase. And this will indeed help or diverse 
the decision making of the system? 
 
Neural Network Model for human sleep analysis (Schaltenbrand N. & Lengelle R.) 
In this study, a neural network model was proposed for all-night sleep analysis [8]. This 
system consists of three steps. The first step is sleep stage scoring using a multilayer 
feedforward network. The second step is a supervised learning for ambiguity rejection 
and artifact rejection. The last step is numerical analysis of sleep using all-night spectral 
analysis for the backround activity of the EEG and sleep pattern detectors for the 
transient activity. Only three channels are used in this system (central EEG, EOG and 
EMG). Features for neural network were extracted in the unit of 30-second epoch. 17 
features were defined mainly on the power information after power spectrum analysis. 
These features were fed to a feedforward neural network for automatic sleep stage 
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classification assuming a well trained model is given. After this the labeled feature 
vectors were passed to another neural network for artifact rejection. Again, a good model 
of neural network is assumed here. Lastly a method called spectrum analysis was applied 
to the cleaned data for scoring.  
 
This is a typical sleep detection system that people are working on using pattern 
recognition methods. The system was not promising in classifying the sleep stage 1 and 2. 
The most possible reason might be that the features used in this system are common for 
sleep stage 1 and 2. To have a capable classifier for pattern recognition, a good feature 
vector has to be defined followed by a supervised training. 
 
In the work presented in this thesis, similar idea as Schaltenbrand was employed for 
sleep classification. As a initial study of sleep detection, our aim is to cover as much 
information as possible by capturing a large number of features. This will be touched in 
the next chapter. 
 
2.2. Computation in fatigue EEG monitoring 
Consolidated Research Inc. (CRI) EEG Method 
CRI’s EEG Drowsiness Detection Algorithm [9] uses ‘specific identified EEG 
waveforms’ recorded at a single occipital site (O1 or O2). CRI Research Inc. reports that 
the algorithm is capable of continuously tracking an individual’s alertness and/or 
drowsiness state through alert periods, sleep periods, and fatigued periods as well any 
changes in alertness level. The algorithm uses approximately 2.4 second of EEG data to 
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produce a single output point with a 1.2 second update rate. The algorithm output is an 
amplitude variation over time that increases in magnitude in response to the subject 
moving from normal alertness through sleep onset and the various stages of sleep. The 
algorithm is highly sensitive to transient changes in alertness based on a 
second-by-second basis.  
 
CRI’s algorithm for predicting a drowsiness state does not rely on electrooculographic 
(EOG), or any other measurement of eye movements or the status of the eyes (unlike 
other EEG algorithms used for drowsiness detection). Although CRI asserts that their 
EEG measure is tracking a state internal to the subject that is related to excessive 
drowsiness, the CRI output has low correlation with one acceptable visual reaction time 
test- Psychomotor Vigilance Test (PVT) (Mallis, 1999). Furthermore, this EEG algorithm 
only record one channel- O1 or O2, which is oversimplified comparing to the complexity 
of EEG signal and fatigue process. 
 
EEG algorithm adjusted by CTT (Makeig & Jung, 1996) 
This EEG technology is based on methods for modeling the statistical relationship 
between changes in the EEG power spectrum and changes in performance caused by 
drowsiness. The algorithm is reported to be a method for acquiring a baseline alertness 
level, specific to an individual, to predict subsequent alertness and performance levels for 
that person. Baseline data for preparing the idiosyncratic algorithm were collected from 
each subject while performing the CTT. 
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Makeig and Inlow (1993) [10] have reported drowsiness-related performance is 
significant for many EEG frequencies, particularly in 4 well-defined EEG frequency 
bands, near 3, 10, 13, and 19 Hz, and at higher frequencies in two cycle length ranges, 
one longer than 4 min and the other near 90 sec/cycle. However, they have observed that 
an individualized EEG model for each subject is essential due to large individual 
differences in patterns of alertness-related change in the EEG spectrum (Makeig & Inlow, 
1993; Jung, et al., 1997).  
 
EEG spectral analysis (Lal & Craig, 2002) 
This EEG method is calculated the EEG changes in four frequency bands including delta 
(0-4 Hz), theta (4-8 Hz), alpha (8-13 Hz), and beta (13-20 Hz) during fatigue. For each 
band, the average EEG magnitude is computed as an average of the 19 channels 
(representative of the entire head). Magnitude was defined as the sum of all the 
amplitudes (EEG activity) in a band’s frequency range. The EEG of drowsiness/fatigue is 
classified into 5 phases according to the simultaneous video analysis of the facial features. 
This method reveals that magnitude data from the average of the response across the 
entire head have overall difference between the 5 phases, and the magnitude observed in 
all the phases are significantly different from the alert baseline. 
 
Lal and Craig [11] report that Delta and theta activity increase significantly during 
transition to fatigue by 22% and 26%, respectively. They also find that the subjects 
remained in each of the 5 phases for 2-3 min on average. However, as considered the 
duration of each phase defined by Lal and Craig, these findings most approximately 
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contribute to the microsleep periods.  
 
As discussed above, there are considerable differences among current EEG 
fatigue-detection technologies. They differ from the precise nature of their drowsiness 
algorithm to the number and placement of scalp electrodes from which they record. They 
may also differ by whether or not they record and correct for eye movement (EOG 
activity). The variability in the literature may also be attributed to methodological 
limitations, such as inefficiency or limitation of signal processing techniques used in 
EEG society, insufficient number of subject under study, insufficient number of 
electrodes, disturbance of unknown factors due to coarse experimental design, and 
relatively limited adoption of newly emerged pattern recognition techniques. 
Consequently, most previously published research findings on EEG changes in 
relationship to fatigue have found varying, even conflicting results. It needs further 







3. Feature Extraction 
Feature extraction is a process that reduces the dimensionality of data, that is extracting 
the most significant features that best characterize the data. The features that are 
generally used for classification include both frequency domain features and time domain 
features. The methods for frequency domain feature extractions include Fourier 
transformation, Power Spectral Density, and Wigner Ville transform. For the time domain 
features, statistic methods such as autoregressive coefficients and multivariate 
autoregressive coefficients are well applicable. Histogram and wavelet transformation 
can also be applied to enhance the time domain features. This process also includes 
spatially filtering the multi-channel EEG signals for extracting discriminatory 
information from the signals. Various techniques like the neural network feature selector, 
fuzzy entropy based feature ranking and the Signal to noise ratio based technique can be 
used for identifying the electrodes that provide better discriminatory information. 
 
The human brain is one of the most complicated objects in the world. The electrical 
voltages measured from the human scalp, therefore, are dynamic and non-stationary. For 
a human expert to diagnose a segment of EEG data, he will need to look for the key 
signature bury in the signals for decision making. For instance, to see if the subject is in 
sleep stage, spindles and K-complex are the signatures that can be useful for recognition. 
In the same manner, for a machine to do the recognition, we need to define the key 
signatures in the numerical form. A signature might need a few numbers to define. For 
example, K-complex needs to be defined by the amplitudes and frequency from itself and 
its consecutive data segments. In this chapter we will firstly discuss the types of features 
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that best characterize the EEG for sleep and fatigue. Then we will introduce the features 
we used in this study. 
 
3.1. Characteristics of sleep and fatigue EEG 
In literature study, sleep is usually separated into 4 stages. Together with awake EEG and 
REM EEG, there are 6 types of EEG regarding the sleep stages (see table 1). 
 
Stage EEG Rate (Frequency) 
EEG Size  
(Amplitude) 
Awake 8-25 Hz Low 
1 6-8 Hz Low 
2 
4-7 Hz 
Occasional "sleep spindles" 
Occasional "K" complexes 
Medium 
3 1-3 Hz High 
4 Less than 2 Hz High 
REM More than 10 Hz Low 
Table 1: Sleep stages and their characteristics 
 
From the table it seems that frequency domain features are more associated with stage 
changes than amplitude. This is reasonable as the EEG voltages are measured from the 
scalp rather than from inside the brain. Between the source of the signal and the scalp, 
there can be many brain tissues. The shape of the brain, the blood as well as the skin can 
affect the conductivity. And these can be very different from person to person. Therefore, 
the signals of same activity can be of different amplitudes on different subjects. 
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Fortunately, the conductivity of the brain will not affect the frequencies of the signals as 
long as they remain detectable. Although in this study, sleep EEG is only characterized 
into 2 stages, this property remains. 
 
The similar idea applies to fatigue EEG. When a person is in his drowsiness, his 
responses will slow down. This is normal explained as the slow firing or no firing of the 
brain neurons. Again, frequency domain features can better describe the EEG signature 
than time domain features 
 
3.2. Feature extraction 
As mentioned above, frequency domain features are more relevant to the changes in sleep 
stages and fatigue stages. In this section, 4 types of features are defined. All of them were 
analyzed based on the power spectral density (PSD) of the recorded EEG signals. The 
PSD describes how the power (or variance) of a time series is distributed with frequency. 
Mathematically, it is defined as the Fourier Transform of the autocorrelation sequence of 
the time series. An equivalent definition of PSD is the squared modulus of the Fourier 
transform of the time series, scaled by a proper constant term. The purpose of EEG 
classification using PSD is to determine whether the signals have distinguishable features 
in their power spectrum.  
 
Before the power spectrum calculation, the mean of the EEG data is subtracted in order to 
suppress DC-offset voltage. To prevent leakage of spectral power, the data were 
multiplied by a 25% cosine time window before Fast Fourier Transformation. Data points 
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at both ends of each epoch (3s) were multiplied by a cosine function, 0.5(1+cos2πt), 
going smoothly from 1 to 0. The power of frequencies larger than 25 Hz or smaller than 
1.5 Hz is truncated. 
 
Relative power 
The analysis of EEG data in frequency domain always separated the whole frequency 
range into a few frequency bands. It is believed that during awake and sleep, the power 
spectrums are different in terms of the power density in different frequency bands. For 
example, the power in alpha frequency band during sleep is believed to be higher than 
awake.For each frequency band, the power was normalized over the power of the whole 
frequency band (1.5 Hz~25 Hz). 
 
Dominant frequency 
Every peak in the power spectrum corresponds to a peak frequency. The peak here was 
defined as formed by two points. One of them is within the rising slope and the other is 
within the falling slope, and they correspond to amplitudes equal to half the amplitude of 
the peak. These two frequencies form a frequency band. This band is called full width 
half maximum band of the peak. Among all the peaks in a spectrum, the peak with the 
largest average power in its full width half maximum band is called the dominant peak. 
The peak frequency corresponds to this dominant peak is defined as dominant frequency 
[12]. This feature was applied to each frequency band. 
 
Center of gravity frequencies 
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This parameter is defined as the frequencies that the power spectrum in the given 
frequency range concentrate. In other words, we can consider this parameter as given the 
normalized power spectrum as the probability, the mean of frequency. It is described by 
the following formula [13]: 
C = (∑p(fi)*fi) / ∑p(fi) 
where p(fi) is the power at frequency fi. 
 
Frequency variability 
This feature is defined as the standard deviation of frequency given the power spectrum 
as the probability distribution. It is given in the following formula: 
D = { [ ∑p(fi)*fi2 – (∑p(fi)*fi)2 / ∑p(fi) ] / ∑p(fi) }1/2 
 
All these four features are calculated for a single frequency band of a single epoch in a 
single channel. In our studies, a system with 21 channels is used to record the EEG. 
Discarding the ECG and reference channels, we have 17 channels remaining. Therefore, 
for each epoch of data, there will be a feature vector of 4*4*17 = 272 dimensions. This is 
a relatively large set of features. However, as mentioned previously, this large feature 
vector is to include many relevant features so that in future a feature selection method can 






4. Improved SVMPath for Binary-Class 
Classification 
In this chapter, the classification of two-class sleep EEG is described. Support Vector 
Machine (SVM) was used as the classifier. However, a commercial SVM has limitations 
in parametric tuning and training complexity. A method called SVMpath was chosen to 
replace a commercial SVM. SVMpath solves the problem of parametric tuning and 
training complexity, but it is possible to further improve it in certain step of the algorithm. 
In the following section, the background knowledge of SVM will be given, followed by 
the introduction of SVMpath algorithm. The improvement of SVMpath is described after 
this. And finally the application of this algorithm to sleep EEG data is illustrated. 
 
4.1. Support Vector Machine 
SVM are learning machines that can perform binary classification (pattern recognition) 
and real valued function approximation (regression estimation) tasks (Haykin, 1999) [14]. 
It learns from known labeled data, and performs classification on unknown unlabeled 
data. SVM are generally competitive to (if not better than) Neural Networks or other 
statistical pattern recognition techniques for solving pattern recognition problems. It is 
also handy for solving regression problem, which is convenient for continuous tracking 
fatigue. More importantly, SVM are showing high performance in practical applications 
in recent studies. 
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Supposed a set of training data { , }, 1, 2,3... , { 1,1}, di i i ix y i l y x R= ∈ − ∈ , where ix  is the 
feature vector of dimension d. iy  is the label of ix . Now supposed we have some 
hyperplane which separates the positive from the negative examples. The points 
X which lie on the hyperplane satisfy 0W X b⋅ + = , where W  is normal to the 
hyperplane, | | / || ||b W  is the perpendicular distance from the hyperplane to the origin 
and || ||W  is the Euclidean norm of W . Let ( )d d+ −  be the shortest distance from the 
separating hyperplane to the closest positive (negative) example. Define the “margin” of 
a separating hyperplane to be d d+ −+ . For the linearly separable case, the support vector 
algorithm simply looks for the separating hyperplane with largest margin. This can be 
formulated as follows: suppose that all the training data satisfy the following constraints:  
1ix b+ ≥wi , for 1iy =  
1ix b+ ≤ −wi , for 1iy = −  
These can be combined into one set of inequalities: 
( ) 1 0,i iy x b i+ − ≥ ∀wi  
 
Now consider the points for which the equality in above equation holds. These points lie 
on the hyperplane 1H  and 2H , where 1H  is defined by 1ix b+ =wi  and 2H  defined 
by 1ix b+ = −wi  are called support vectors. In a general case, we refine the inequalities 
constraints to: 
1i ix b ξ+ ≥ −wi , for 1iy =  
1i ix b ξ+ ≤ − +wi , for 1iy = −  
0,i iξ ≥ ∀  
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Where iξ  is called slack variable. By doing so we are allowing classification errors in 
case the data is non-separable. Now we introduce Largrangian equations to solve this 
problem: 
21 || || { ( ) 1 }
2P i i i i i i ii i i
L C y x bξ α ξ μ ξ= + − + − + −∑ ∑ ∑w wi  
Where [0, ]i Cα ∈  and 0iμ ≥  are Largrangian multipliers that enforce positivity of the 
constraints. C is called cost variable, which is a positive trade-of parameter controlling 
the fitness of the curve and the tolerances allowed. 
 
 
Figure 4: Example of SVM 
 
In commercial SVM software, the value of C needs to be given for the program to solve 
the quadratic problem. Since the C controls the fitting of the curve, a good C would 
largely increase the performance of SVM. Therefore, the choice of C has to be wisely 
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made. There is software that enables the tuning of C value using cross validation. A cross 
validation process simply separates the given data into several parts (input of the 
software), leaves out one and trains SVM using the rest of data, and then tests the trained 
SVM using the left out data. The range of C value to be looked at needs to be given to the 
software. The cross validation is performed on each C that within the range according to 
some resolution. Once a first round result is given, one might want to try to zoom in and 
do the process for second round for more detailed validation. Within a given range of C, 
normally 5 to 10 C values will be used for cross validation. For each cross validation, 5 to 
10 training and testing are needed. This is time consuming especially when the data is not 
well separated which is usually the case, and yet the resultant value of C is not necessary 
to be a best value. Sleep analysis is always all-night analysis, which means the data 
collected is 8 to 10 hours long. If this data is to be used in commercial C tuning, it would 
cost several months for the program to finish. What if this can be realized in one go? 
 
4.2. SVMpath 
SVMpath[15] is an algorithm that searches for the path of the parameter C. The effect of 
C onto the classification is that the smaller the value of C is, the wider the margins are 
separated. Therefore, instead of doing training and testing of each C value, SVMpath 
starts from a very small C. In this case, all the data points fall inside the hyperplanes 1H  
and 2H . From there, it keeps increase C (decreasing the distance between the two 
hyperplanes) until all the points fall outside the hyperplanes. This process is illustrated in 
following figures. 
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Figure 5: Initial state of SVMpath 













Figure 6: Intermediate state of svmpath 
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Figure 7: Final state of SVMpath 
 









+ ∑w w  subject to, for each i: ( ) 1Ti iy x b+ ≥w  
With a division of C and letting 1
C









+∑w w  
With this transformation, the values of iα  now fall within [0,1] . And the data points 
can generally separated into 3 groups: 
{ : ( ) 1,0 1}i i ii y f xε α= = ≤ ≤ , ε  stands for Elbow/margins 
{ : ( ) 1, 1}i i iL i y f x α= < = , L stands for Left of elbow, outside the margins 
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{ : ( ) 1, 0}i i iR i y f x α= > = , R stands for Right of elbow, inside the margins 
 
At the initial state as shown in figure 5, all the points fall into the group R. And as the 
value of C is increased, the two hyperplanes get closer and the orientation of the 
hyperplanes changes as well. Points can go from one group and enter the other. Since the 
values of iα  are unique for different groups, it is possible to trace the values of iα  to 
find out the grouping of the data points. 
 
The algorithm looks for four types of events: 
1. The initial event, which means 2 or more points start at the elbow with their initial 
values of [0,1]α ∈ . 
2. A point goes from L to ε , with its value of iα  initially 1 
3. A point goes from R to ε , with its value of iα  initially 0 
4. One or more points goes from ε  to R or L 
 
In between consecutive events, no matter how the hyperplanes change, the sets remain 
the same. Therefore, their values of iα  remain the same for set L and R from current 
value of 1i
iC
λ =  to 1iλ +  for the next event. And with some mathematics 
transformations, it can be proved that the iα  values of points in set ε  change linearly 
with the value of λ . Since all points in ε  have ( ) 1i iy f x = , we can establish a path for 
their iα  or in other words establish how the two hyperplanes change.  
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We use the subscript A  to index the sets above immediately after the A th event has 
occurred. Let , ,i iα β λA A A  be the values of these parameters at the point of entry. And we 








f x y K x xα αλ == +∑  
For 1λ λ λ +> >A A  we can write 
 
0 0
( ) [ ( ) ( )] ( )
1 [ ( ) ( , ) ( ) ( )]j j j j
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f x f x f x f x




α α α α λλ ∈
= − +






The above equation comes from the facts that points in set L have 1iα =  and points in 
set R have 0iα =  in between consecutive events. For points in ε , we have ( ) 1i iy f x =  
therefore, 
0 0
1 [ ( ) ( , ) ( ) ] 1,j j i j i j i
j
y y K x x y i
ε
α α α α λ ελ ∈ − + + + = ∀ ∈∑A
A A
A A  
Let j j jδ α α= −A , we can write m equations: 
 0( , ) ,j i j i j i
j
y y K x x y i
ε
δ δ λ λ ε
∈
+ = − ∀ ∈∑
A
A A  
Together with another constraint from KKT condition 
 0
n









Now we have m+1 equations to solove for m jδ  and 1 0δ . Denote *K A  as the m m×  
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matrix with ij th entry being ( , )i j i jy y K x x , we have 
*
0 ( )yδ λ λ+ = −K δ 1A A A  
0Ty =δA  
Where yA  is the vector with entryes being ,iy i ε∈ A . Combine these two equations into 
matrix form, we have following: 















Therefore, we compute as 
 1a a−=b A 1A  
Hence 
 ( )j j jbα α λ λ= − −A A  
Letting 1jα =  we are computing the next λ  making ix  go from ε  to L. Similarly 
0jα =  gives the next λ  making ix  go from ε  to R.  
 
On the other hand, for points in LA  and RA , we computes the λ  that make the 
following equality ( ) 1i iy f x =  hold true. Now we have the values of λ  that could 
cause a possible event to occur. By taking the largest λ λ< A  for which an event occurs, 
we achieve the goal of finding the next change of event. 
 
SVMpath is a great improvement of commercial SVM algorithm. The computational cost 
of searching the best C value for SVM can be considered as unlimited, as one has to keep 
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zooming in to a better range of C value from previous tuning. And for SVMpath, it’s just 
one go of computation. A computational time comparison will be given later for sleep 
EEG data.  
 
4.3. Improvement of SVMpath 
As mentioned at the beginning of this chapter, the SVMpath can be further improved. The 
formula 1a a−=b A 1A  is the key step that computes how the hyperplanes change with 
decreasing of λ . This involves an inversion of matrix A. Generally, the computational 
cost of a matrix inversion is 3( )O n . This can become a burden if the number of 
observations is large. 
 
After a close study on the algorithm, we noticed that that the A  matrix for adjacent 
iterations have the property that 1kA +  is nothing but kA  drop one dimension (one 
column and one row) or increase one dimension. Therefore, it would be a big save of 
time if we can make use of the previous 1kA
−  to compute 11kA
−
+ . A rule of updating A 
inverse is proposed here. 
 
Without lose of generality, let’s assume that we are to solve a linear problem of Ax b= . 
The simplest way is 1x A b−= . However, with the mentioned property, we can store the 
previous 1kA
− , and use it for the computing of 11kA
−
+ .  
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With this formula, by making use of 1kA
− , there is no more matrix inversion involved (the 
term 1kD CA B
−−  is a scalar). As a result, only 9( 1)n −  multiplications are required for 
this method.  
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We will be able to extract 11kA
−
+  directly. To transform kA , what we did is we swap mr  
and nr , mc  and nc . By doing this,  we are moving the unwanted row and column to 
















′⎡ ⎤= ⎢ ⎥−⎣ ⎦
 
Where 1kA +′  is 1kA +  with the mth row and column swapped with n-1th row and column. 
We can swap them back at the end of the algorithm and get back the 11kA
−
+ .  
 
To swap mr  and nr , mc  and nc  of kA , we need to do them separately. We can 
perform the swapping of rows followed by the columns. We have a rule, 
 1 1 1 1 1 1 1( ) ( )T T TA A uv A A u I v A u v A− − − − − − −′ = + = − +  
where A′  is the matrix after changing of one row or column. To achieve the purpose of 
swapping rows, the first step is changing the mth row of kA  to nr  of kA . The second 
step is change the last row to zero vector except the last element to b 1. To fulfill this goal, 
at the first step, the vector u  is a zero vector with the mth element equal to 1, and 
n mv r r= − . By doing this, we are changing the mth row of kA  to nr . Next, we use the 
formula again to turn the last row to [ ]0 0 0 1" , using [ ]0 0 0 1u = "  
and nv r= − .  
 












+′  is the upper sub-matrix of 1A −′ . This method gives a computation complexity of 
24 ( )O n , which is much faster when n is large. 
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4.4. Application on sleep EEG 
After the development of the algorithm, an experiment study was carried out on two 
classes sleep EEG data. 7 healthy subjects participated in this sleep study. The EEG data 
was collected using a commercial EEG machine with full head electrodes. The sleep EEG 
was scored by EEG experts into 6 stages, being the first 3 stages awake and the last 3 
stages sleep. The awake EEG is labeled as -1 and the sleep EEG is labeled as 1. The data 
was firstly fed to the feature extraction program, which extracted features, randomized 
the feature vectors and separated them into two half. There are totally 19000 observations 
after feature extraction. And each observation contains the full set of features (272) 
mentioned in section 3.2. The first set of 9500 observations were used for training 
purpose, while the second set of 9500 observations were used for testing. Three 
approaches were used to train the classifier. 
 
 SVM SVMpath Improved SVMpath 
Computation time 23 hours+ 23894s 19032.6s 
Accuracy 90.67% 95.72% 95.72% 
Table 2: Results of different approaches on sleep EEG 
 
In table 2, the accuracies were achieved by feeding the testing data set to the classifiers 
and computing the ratio of correct predictions over number of testing observations. The 
computation time of SVM was given by one round of tuning. The range of C was set to 
52−  to 52 . No more follow up zooming in was carried out. The best C within this range 
is 4. From the table we see that the best performance was given by SVMpath. The final C 
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value was given as 2592. Obviously, the tuning of C in commercial SVM was trapped in 
a local optimum rather than global optimum. The computational time of the modified 
SVMpath is slightly shorter than SVMpath with an exactly same accuracy. However, we 
noted that the modified SVMpath did not work for some of the experiment data. After a 
careful tracing, we discovered that the updating of matrix inversion is the source of the 
error. The updating rule uses the inversion of the A matrix from previous iteration to 
calculate the new matrix inversion. This results in a accumulative effect of numerical 
errors in each iteration. After several iterations, the error will be large enough to affect the 
decision making, and the path went wrong. A correction of this algorithm might need to 
be applied right after each updating of inversion which was developed separately but not 
integrated with the SVMpath algorithm yet.  
 
From the experiment results, we have the confidence that the modified SVMpath uses the 
least computational time to reach the best parameter. However, as it will produce 
accumulated error for large number of iterations, the original SVMpath might be 








5. SVRPath for Multi-Class Classification 
This chapter is organized in the following manner. Firstly a basic knowledge of Support 
Vector Regression (SVR) will be given in section 1. Next is the detailed derivation of the 
algorithm SVRpath. The third part is a brief description of the fatigue measurement 
protocol. And lastly is the application of the developed algorithms on fatigue EEG.  
 
In this study, fatigue EEG was scored into 5 levels using a protocol called Auditory 
Vigilance Task (AVT). It is possible to use a multi-class SVM to do the classification. 
However, a multi-class SVM is normal done in the manner of one against one. There 
would be totally 10 classifiers needed. Therefore, 10 times of tuning and training as 
described in previous chapter. Moreover, when using multi-class SVM for classification, 
the machine gives discrete outputs, while SVR will give continuous output. This might be 
more meaningful for research. 
 
5.1. Support Vector Regression 
The idea of SVR is very similar to SVM. Suppose we are given training data 
1 1{( , ),..., ( , )}x y x yA A , where ix  is the observation and iy  is target. A simple example is 
the exchange rates for some currency measured at subsequent days. The most common 
form is SVRε −  by Vapnik in 1995 [16]. The purpose of SVR is to find a function 
( )f x  that has at most ε  deviation from the actually obtained targets iy  for all the 
training data. And at the same time is as flat as possible. That means we do not care about 
errors as long as they are less than ε , but will not accept any deviation larger than this. 
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This can be simply explained by previous example that ε  is the amount of money that is 
allowed to lose when dealing with exchange rates. 
 
For simplicity, we start with the case of linear function f taking the form 
( ) T if x w x b= +  
In the case of above functions, the smaller w  is, the flatter the curve will be. Therefore, 
we form the problem as 








y w x b




− + ≤  
However, these equations are given when there indeed exists such a function that fits the 
data samples. In general, this is not the case. Therefore, we can introduce a pair of slack 
variables *,i iξ ξ . Now we re-formulated the equations to 
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The constant C>0 controls the trade-off between the flatness of f and the amount up to 




Figure 8: The soft margin loss setting for a linear SVR (from Scholkopf and Smola, 
2002) 
 
Now we need to construct Lagrange functions from the objective function and their 
constraints.  
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Where * *, 0, , 0i i i iη η α α≥ ≥  are the Lagrange multipliers. Taking the partial derivatives 
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Substituting the above conditions into the original objective function gives the dual 
optimization problem 
maximize 
* * * *
, 1 1 1
1 ( )( ) ( ) ( )
2
T
i i j j i j i i i i i
i j i i
x x yα α α α ε α α α α
= = =








− =∑A  and *, [0, ]i i Cα α ∈  
Solving the above optimization problem will give us the values of (*)iα . And substituting 
these values to the partial derivative respect to w, we can obtain the w.  
 
5.2. SVRpath 
The development of SVRpath is motivated from SVMpath. In the SVR problem, two 
variables need to be provided to the program, the error tolerance ε  and the trade-off 
controller C. An appropriate choice of these two parameters will largely improve the 
performance. However, most commercial SVR software needs a pre-fixed and C in order 
to solve the problem for ω. In this section, we will show that it is possible to solve the 
entire path of one parameter with the other parameter fixed.  
 
5.2.1. Problem setup 
We start from exploiting the so called Karush-Kuhn-Tucker (KKT) conditions (Karush 
1939 [17], Kuhn and Tucker 1951[18]). These state that at the point of the solution, the 
product between dual variables and constraints has to vanish.  
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From the first two equations, we interpret that * 0i iα α = ,i.e. at most one of the dual 
variables *,i iα α  can be nonzero. One nonzero when samples lie on the elbow, while 
none nonzero when samples lie inside the elbow. From the last two equations, we know 
what samples lie outside the elbow will have one of the dual variables equal to C, while 
the other one being zero. From here, we define the following sets: 
 
Where the subscript 0,C refer to the values of *i iα α+  in these sets and the subscript ε  
refers to the fact that ix  lies at the elbow of the error function. The superscripts L and R 
refer, respectively, to the left and right side of the error function. Let 0 , ,Cn n nε  be the 
cardinalities of 0 , ,CI I Iε  respectively with 0 Cn n nε+ + = A . Let ( )i i ig y f x= −  and the 
following relations are known: 
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We begin by making the assumption that the SVR problem has been solved for a 
particular value of C and e ( e = Є), namely, C  and e . The purpose is to write down 
the necessary equations and formula for *, , ,i i b wα α  and ( )f x  for decreasing value of 
e  while C C= . The reason of the choice of decreasing e as well as the initial value of e 
will be discussed later. We also assume that the values of these variables are available at 
e , denoted respectively by *, , ,i i b wα α  and ( )f x . The basic logic follows that by 
Hastie et. al. in that the next value of 2e e<  is one for which a change of event occurs 
in the sets 0 , ,CI I Iε . We define the possible events as following: 
1. A sample goes from Iε  to CI  
2. A sample goes from Iε  to 0I  
3. A sample goes from CI  to Iε  
4. A sample goes from 0I  to Iε  
5. Iε  empty, 0I  not empty, initialization, reinitialization 
 
5.2.2. Prove of linearity 
We know that between 2e  and e , all sets remain unchanged. Therefore, only the 
samples in Iε  will have one of their 
(*)α  varies between 0 and 1, while the other 
remains 0. Now we want to prove that (*)eα  change linearly with e  between 2e  and e . 
We will further simplify notations. Let *i i iμ α α= −  and 0 bμ = . Then we have i iμ α=  
or *i iμ α=  and  
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Where ( , )
C
i j j i
j I
K x xγ μ
∈
= ∑  and 1[ ( , ) ( , )] ,Ti j i jn i kK K x x K x x j Iε ε= ∈" . For all the 
samples in Iε , we can write the above forumula as: 
 
for all i Iε∈ . Let v be a nε -vector with all elements being 1. Since *
1




− =∑A , 
we have ( 1) ( 1)n nε ε+ × +  system of equations. We can re-write them as: 
 
Where 1* is a vector of elements being +1( Li Iε∈ ) or -1( Ri Iε∈ ). Because the last term in 
the above does not changes as long as the sets remain unchanged, it follows that 
 
From the above equation, we can easily see the linearity between e  and μ . 
 
5.2.3 Points in Iε , event 1, 2 
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Let the leftmost matrix in the last equation be A and β  be the solution of 1*
0





Δ⎛ ⎞ = Δ⎜ ⎟Δ⎝ ⎠
. If i Iε∈  is to switch to CI  or 0I , , ,0i i C Cμ μ+ Δ = − . We 
consider the eΔ  to reach each of these three cases. As we are decreasing e , only 
0eΔ <  are considered. Hence, 
 
Where ie
εΔ  is the maximum of { , , }i i i
i i i
C Cμ μ μ
β β β
− − − −  that is negative. Let 
 
 
5.2.4 Points in CI , event 3 
We distinguish the two cases of RCi I∈  and LCi I∈ . As e  decreasing, (*)iξ  will 
generally increase in value. However, as the orientation of the elbow varies when e  
changes, it is possible that some samples would go from CI  back to Iε , i.e. 
(*) 0iξ = . In 




i ih K β β= + . When the change of event happens, 0iξ =  or i iξ ξΔ = − . Since 





For the case of LCi I∈ , a similar derivation yields 
 




5.2.5 Points in 0I , event 4 
The derivation here is very similar to that for the set CI . For Ci I∈ , we have the 





i ih K β β= + . Assuming that as 0eΔ  decreases, the slackness in the above 




5.2.6 Updating of variables 
We assume that the value of e  or eΔ  that causes a change of event has been 
determined. Specifically, this value of e  is  
0
2 2 2min{ , , }
Ce e e eε=  
The issue of the updates of variables is now addressed. We know what 
 
 
It is also worth noting that the expressions of ih  needed for updating of ig  are already 
available during the determination of 02 ( )e i  and 2 ( )
Ce i . The algorithm will terminate 
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when the set 0I  is empty or when e  is smaller than zero. 
 
5.2.7 Initialization 
To initialize, we need to start with either a very large e  or a very small e . Considering 
that a small e  would introduce more support vectors, which require more computational 
sources, we chose to start with a large e . When e  is large enough, all the samples will 
fall into the region enclosed by the two elbows. That is all the points are in 0I . This 
yield: 
 
Since there is no support vector, the inequality can be simplified to  
 
As the value of e  decreases, the elbows shrink. And the above inequality remains valid 
until the elbows reach the ‘out most’ points. At this stage, some of the inequalities 
become equalities. Here we consider two situations. The first situation is that there are 
only one maximum maxy  and one minimum miny . In this case, these two points are the 
‘out most’ points. In order for the constraint *
1




− =∑A  to hold true, they must 
reach the elbows at the same time, which gives 
 
Therefore, we can obtain 
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The second situation is that there are more than one maximum or more than one 
minimum or both. In this case, we need to find the set of all possible ’out most’ points 
and solve the quadratic problem. The e  and 0μ  solved above are still valid. Let 
max min,I I  be the set contains all the maximums and minimums, max min,n n  denote the size 
of them. Now we want to find out the subset of points that will reach the elbows at the 
same time. We form the following problem: 
 
where e  is the smallest value that the SVR can be solved with * 0i i iμ α α= − = . 
max min1 0
[ , , , ]n nμ μ μ μ+= " , K is a square matrix of max min 1n n+ +  dimensions with the 
structure that the left-upper max minn n+  dimension sub-matrix being 
max min( , ), , { , }i jk x x i j I I∀ ∈  and the rest elements being zero. δ  is a small value that is 
greater than zero. Therefore, with a small decrease in e , some extremes will go from 0I  
to Iε . The resulted iμ  greater than a threshold will be considered as the ‘out most’ 
points, who reach the elbows first. This will be use to initialize the set Iε  and set 0I , 
and the SVRpath algorithm starts from here. 
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To verify whether the used δ  in the above problem is sufficiently small to ensure this is 
the event that supposed to happen as the initial state, a backward method is proposed here. 
We simplify the above problem to  
 






A i I j I
k
⎛ ⎞−= ∀ ∈ ∀ ∈⎜ ⎟⎜ ⎟⎝ ⎠
. b is a column vector having value -1 for maxi I∈  
and 1 for mini I∈ . max min, ,i
i
e y
i I j I
e y
β −⎛ ⎞= ∀ ∈ ∀ ∈⎜ ⎟+⎝ ⎠ . e is a column vector of size 
max minn n+  with all elements equal to 1.  




[ , , ], 0n n iλ λ λ λ+= ≥" . Suppose 0*, *μ μ  are the optimum, and from *μ  
we are able to tell how many samples are reaching the elbows simultaneously (active). 
Let the superscript a define the set of active samples, and a  define the inactive samples. 
For simplicity, let max minm n n= + , am  be the number of active samples. Now we have 
the following equalities and inequalities: 
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The symbol after each equation stands for the number of equalities that equation contains. 
We write the equalities together in matrix form 
 
 By solving this equation, 0 0, , ,
aμ μ λ λ  can be represented in terms of δ . Substituting 
them into the inequalities, we have m inequalities. The intersection of these inequalities 
gives the range of δ  that can make current KKT conditions hold true. If this range 
covers the origin, i.e. all the constraints are valid at 0δ = , then 0*, *μ μ  are the correct 
initialization of the given data set. If the origin is not within the range, then the value of 
δ  needs to be reduced and used to reproduce another set of results until the criteria is 
satisfied. 
 
5.2.8 Computational cost 
The computational cost of each step comes from four parts, the inverse of a matrix of size 
In ε , the computation of ih , solving of eΔ  and the updating of variables. The 





n n n ε+  multiplications. Solving of eΔ  needs In nε +  multiplications. Lastly, 
updating of ,i ig μ  takes n multiplications. Therefore, totally the computation complexity 
is 3(2 )IO n n ε+ .  
 
5.2.9 Further improvement 
Similar to SVMpath, a matrix inversion is needed for every iteration of SVRpath. The 
updating rule applied in chapter 4 can be applied here as well. In order to solve the 
accumulated error problem, a correction method is used after each updating of matrix 
inversion. To do so, a method called Generalized Minimal Residual (GMRES) is 
introduced. GMRES was developed to solve a general linear system Ax b=  iteratively.  
 
The inversion from updating rule contains accumulated error, as described in chapter 4. 
And when this error becomes large enough, it misdirects the path. To reduce the effect of 
this error, the computed x′  from updating rule is used as the initial guess for GMRES to 
compute an exact solution of x . Although x′  contains errors, it is close to the exact 
solution. Therefore, GMRES only compute a few iteration to reach a more accurate x .  
 
5.3. Application to fatigue EEG 
The fatigue EEG was collected using an EEG developed in our laboratory. 23 channels 
were used. The fatigue EEG was scored into 5 levels using a protocol designed in our 
laboratory. The preprocessing of the EEG data is same as the sleep experiment, the 
fatigue EEG was mixed regardless of labels and passed to the feature extraction program. 
The output feature vectors were randomized and separated equally into two halves. One 
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half was used in the training, and the other half used for testing. Again, each observation 
in the dataset contains the fullest of features mentioned in section 3 which is 272 in 
number. SVM classification, SVR regression and SVRpath were applied to the data. The 
comparison of the results are shown in table 3. 
 
 SVM SVR SVRpath 
Training time 14 days+ 24022.53s 20348.121s 
Accuracy 90.5970% 85.190% 92.115% 
Table 3: Comparison of performance of SVM, SVR and improved SVRpath 
 
From table 3, we see that SVM and SVRpath produced similar prediction accuracies, 
however, besides the fact that tuning method of SVM gave a local optimum, the training 
time of SVM is not acceptable. The computational time for SVR is slightly higher than 
SVRpath and produced a lower accuracy. The low accuracy of commercial SVR is due to 
the lack of tuning parameters, instead, default values were accepted to carry out training. 
With the same parameters as SVRpath, SVR resulted in the same accuracy. However, the 






6. Conclusions and Recommendations 
6.1. Conclusions 
The objective of this study is to establish methods for sleep and fatigue identification 
using EEG. This has been successfully achieved by employing approved pattern 
recognition methods for automatic identification.  
9 A feature extraction method aiming for sleep and fatigue EEG pattern recognition 
has been established. (source code attached) 
9 According to the characteristic of EEG signals, this feature extraction can be useful 
for other application. 
9 The introduction of SVMpath works perfectly on 2 stage sleep identification with 
higher accuracy and shorter computation. (source code attached) 
9 The modified SVMpath works faster than original SVMpath, but with numerical 
errors for some large number of iteration studies.  
9 SVMpath can be used in other binary-class classification 
9 SVRpath works well on fatigue EEG, highest accuracy and fastest computation time. 
(source code attached) 
9 Modified SVRpath is subjected to the accumulation error problem similar to 
SVMpath. 
9 SVRpath can be used in other multi-class classification 
9 Both SVMpath and SVRpath are superior to the original SVM and SVR methods. 




The primary goal of this study has been achieved. However, there are still many aspects 
one can work on: 
¾ Feature extraction 
This feature extraction method was built on the understanding that there are more 
frequency domain changes than time domain in the case of sleep and fatigue. For other 
brain activity identification, this is not necessary the case, for instance, in epilepsy 
diagnosis for recognizing epilepsy EEG and normal EEG. Moreover, the features are 
extracted with no more domain knowledge, i.e. we have no idea which channel, 
frequency band or feature is more important than the others. It is very likely to have 
redundant features. Therefore, a feature selection is necessary for further improvement. 
 
¾ SVMpath and SVRpath 
Both of the algorithms will be bothered by the duplicated point problem. That is if there 
are more than two points very close to each other, the algorithms might encounter 
singular matrix and the algorithms crash. The updating rule can only help to reduce 
computation time. It does not help to solve the singular matrix problem. GMRES is 
claimed to be stable even in singular cases. However, from the experiment study, the 
algorithm gave arbitrary results. Therefore, solving the singular problem can help greatly 
improve the algorithm. 
 
Nevertheless, a program for removing the singular points across the path has been 




Using GMRES to correct the error brings by the updating rule does not help to correct the 
inversion of the matrix, but only correct the solution. One possible way of this 
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