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Abstract
The n-particle periodic Toda chain is a well known example of an
integrable but nonseparable Hamiltonian system in R2n. We show that
Σk, the k-fold singularities of the Toda chain, ie points where there
exist k independent linear relations amongst the gradients of the in-
tegrals of motion, coincide with points where there are k (doubly)
degenerate eigenvalues of representatives L and L of the two inequiv-
alent classes of Lax matrices (corresponding to degenerate periodic or
antiperiodic solutions of the associated second-order difference equa-
tion). The singularities are shown to be nondegenerate, so that Σk is a
codimension-2k symplectic submanifold. Σk is shown to be of elliptic
type, and the frequencies of transverse oscillations under Hamiltoni-
ans which fix Σk are computed in terms of spectral data of the Lax
matrices.
If µ(C) is the (even) Maslov index of a closed curve C in the regular
component of R2n, then (−1)µ(C)/2 is given by the product of the
holonomies (equal to ±1) of the even- (or odd-) indexed eigenvector
bundles of L and L.
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1 Introduction
The Toda chain is a canonical example of a nonseparable but integrable
Hamiltonian system. It consists of n particles on the line with exponential
interactions between consecutively labeled particles. In the periodic Toda
chain, the nth particle is coupled to the first. The Hamiltonian is
H =
n∑
j=1
1
2
(p2j + b
2
j ), (1.1)
where
bj = e
(qj−qj+1)/2, (1.2)
and qn+1 ≡ q1.
The Toda lattice was introduced in [24]. Its integrability was established
by He´non [19] and Flaschka [13] using the method of Lax pairs. There now
exists an extensive literature on the problem (see, eg, [14]). Properties of
eigenvectors of Lax matrices over their associated spectral curve were studied
in classical papers by Adler and van Moerbeke [1, 2, 3] and van Moerbeke
and Mumford [26]. Audin [6] has used these results to analyse the topology
of the set of regular values of the integrals of motion. A recent account is
given by Babelon, Bernard and Talon [7].
In the last 20 years there has been much interest in the topology of inte-
grable finite-dimensional Hamiltonian systems. The generic local structure
and dynamics is given by the Liouville-Arnold theorem [5], according to
which neighbourhoods of phase space are foliated into invariant Lagrangian
submanifolds diffeomorphic to Rn−k×Tk, where Tk is the k-torus, and the dy-
namics is linearised by action-angle coordinates. This local behaviour breaks
down at critical points of the energy-momentum map, which comprise in-
variant sets of lower dimension. A Morse theory for integrable Hamiltonian
systems, wherein the global topology is described in terms of these critical
sets, has been extensively developed by Fomenko [15], Eliasson [12], Vey [27]
and Tien Zung [28], among others.
Our interest here is in the phase space topology of the Toda chain. The
paper is organised as follows. In Section 2.1, we obtain Lax generators for the
flows generated by a complete set of n integrals F : R2n → Rn. These Lax
generators are constructed from representatives L and L of the two inequiv-
alent classes of symmetric Lax matrices for the periodic Toda chain (these
classes correspond to periodic and antiperiodic solutions of the associated
second-order difference equation). Our formulation is related to the classical
treatment of van Moerbeke and Mumford of general periodic finite differ-
ence operators [26], but our approach is self-contained and quite elementary.
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These results are used to establish, in Section 3, a one-to-one correspondence
between singularities of the Toda flow (critical points of F ) and eigenvalue
degeneracies of the Lax matrices L and L. More precisely, the corank of dF is
equal to the number of (doubly) degenerate eigenvalues of L and L. Similar
ideas relating singularities to points of degeneracy on the spectral curve are
discussed by Audin [6].
In Section 4 we determine the local structure of the corank-k singularities
Σk. These are shown to be codimension-2k symplectic submanifolds of ellip-
tic type composed of
(
n−1
k
)
components disconnected from each other. The
eigenvalues of the linearised integrable flows which fix them are computed
in terms of the spectral data of L and L. There are singularities of corank
between 1 and (n − 1), and Σk is contained in the closure of Σj for k > j.
For n = 3, related results on the singularities and critical values for the Toda
chain and its algebraic generalisations have been obtained by Polyakova [22]
following the programme of Fomenko [15].
The Maslov index is a topological invariant of Lagrangian tori of inte-
grable systems which appears in the semiclassical (EBK) quantisation con-
ditions [21, 20]. In a companion paper [16], we show that the Maslov index
is determined by corank-one singularities. In Section 5, it is shown that
the (even) Maslov index of a closed curve in the set of regular points of
F is determined, modulo 4, by the product of the even- (or odd-) indexed
holonomies of the eigenvector bundles of L and L. We note that, because
the Toda chain is nonseparable, application of the semiclassical quantisation
rules is not straightforward.
2 Higher Lax flows
The Lax formulation of the equations of motion for the Toda chain was
obtained by Flaschka [13]. Let L be the n× n symmetric matrix given by
L =


p1 b1 0 · · · 0 bn
b1 p2 b2 0 · · · 0
...
...
0 · · · 0 bn−2 pn−1 bn−1
bn 0 · · · 0 bn−1 pn

 , (2.1)
3
and M(2) the n× n antisymmetric matrix given by
M(2) =
1
2


0 b1 0 · · · 0 −bn
−b1 0 b2 0 · · · 0
...
...
0 · · · 0 −bn−2 0 bn−1
bn 0 · · · 0 −bn−1 0

 . (2.2)
(To simplify notion, in particular in Section 4, we will sometimes write M
instead of M(2).) It is straightforward to verify that Hamilton’s equations for
the Hamiltonian (1.1) imply the Lax equation
L˙ := {L, H} = [L,M(2)]. (2.3)
Conversely, (2.3) along with the (independent) equation
∑n
r=1 pr =
∑n
r=1 q˙r
imply Hamilton’s equations. Thus, Hamilton’s equations and the Lax equa-
tion are essentially equivalent. It is convenient to express L and M(2) in index
form,
Lrs = prδrs + brδr+1,s + bsδr,s+1, (2.4a)
M(2)rs = brδr+1,s − bsδr,s+1. (2.4b)
For convenience, here and elsewhere, matrices and vectors are regarded as
being periodic in their indices, with period n. Thus Lr+n,s = Lr,s+n = Lrs.
Similarly, we take δrs to be one if r = s mod n and to be zero otherwise.
As is well known, the Lax equation implies that the eigenvalues of L, as
well as functions of them, are constants of the motion. In particular, the n
functions
Fj =
1
j
TrLj, 1 ≤ j ≤ n, (2.5)
are conserved. We note that
F1 = p1 + · · ·+ pn (2.6)
is the centre-of-mass momentum, while F2 is the Hamiltonian.
In this section we construct Lax equations for the Hamiltonian flows gen-
erated by each of the Fj ’s. That is, we find antisymmetric matrices M(j) such
that
{L, Fj} = [L,M(j)] (2.7)
We may take M(1) = 0 (since F1 generates uniform translations and L is
translation-invariant), while M(2) is given by (2.1). The formulation pre-
sented here is related to that of van Moerbeke and Mumford [26], who give
4
nilpotent (triangular) Lax generators for the higher flows of general periodic
finite difference operators. Before giving expressions for M(j) for j > 2, we
recall that the higher Lax equations (2.7) already imply that the functions
Fj are in involution. Indeed,
{Fj+1, Fk} = Tr
(
Lj{L, Fk}
)
= Tr
(
Lj[L,M(k)]
)
= 0, (2.8)
where the last equality follows from the cyclicity of the trace. We recall, too,
that integrability does not follow immediately from (2.8); one also needs to
show that the Fj ’s are functionally independent (here, functional indepen-
dence is implied by Theorem 4.1 below).
We note that H is invariant under the n substitutions
bj 7→ −bj . (2.9)
It follows that the Lax equation (2.3) is similarly invariant under (2.9). It is
easily seen that an even number of such substitutions can be generated by
conjugations L 7→ SLS−1, M(2) 7→ SM(2)S
−1 for S a diagonal matrix of ±1’s.
The Lax equation (2.3) is trivially invariant under such conjugations, as are
the Fj’s. There are, therefore, two inequivalent classes of Lax pairs with
respect to (2.9). These are characterised by whether the number of negative
bj ’s is even or odd. A spectral characterisation of these even and odd classes
is provided by the difference equation
brvr+1 + prvr + br−1vr−1 = λvr. (2.10)
Eigenvalues λ (with eigenvectors v) of even L’s correspond to periodic so-
lutions vr+n = vr of (2.10), whereas eigenvalues of odd L’s correspond to
antiperiodic solutions vr+n = −vr. For definiteness and convenience, we take
L, as given in (2.1), to be the even representative, and L to be given by
replacing bn by −bn, ie
Lrs = prδrs + σrbrδr+1,s + σsbsδr,s+1, , (2.11)
where
σr =
{
−1, r = 0 mod n,
1, otherwise,
(2.12)
to be the odd representative.
We say that an n × n symmetric matrix A is off-banded of width j, or
j-off-banded, if it has precisely (n−j) consecutive zero diagonals on or above
5
main diagonal (thus, j is the number of diagonals above these zero diagonals,
the first of which does not vanish). Equivalently, A is j-off-banded if
Ar,r+d = 0, 1 ≤ r ≤ n, 0 ≤ d < min(n− j − 1, n− r), (2.13a)
j∑
r=1
|Ar,r+n−j| 6= 0. (2.13b)
Proposition 2.1. For 1 ≤ j ≤ n, Lj − L
j
is j-off-banded. Moreover, its
elements on the first nonzero diagonal are given by(
Lj − L
j
)
r,r+j
= 2br−1br−2 · · · br−j , j < n, (2.14a)
= 4, j = n, (2.14b)
where 1 ≤ r ≤ j.
Proof. Fix 1 ≤ r ≤ n, and take d such that 0 ≤ d ≤ min(n − j − 1, n − r).
From (2.11) and (2.12) it is clear that (Lj−L
j
)r,r+d is given by twice the sum
of terms of (Lj)r,r+d which are of odd degree in bn. The terms of (L
j)r,r+d are
products T (t0, . . . , tj) of the form
T (t0, . . . , tj) = Lt0t1Lt1t2 · · ·Ltj−1tj , (2.15)
where t0 = r and tj = r+d. L1n and Ln1, if they appear, contribute the only
factors of bn to T (t0, . . . , tj).
Since L is banded modulo n (cf (2.4a)), T (t0, . . . , tj) vanishes unless each
pair of consecutive indices tk and tk+1 in (2.15) differ by 0 or ±1 modulo n.
Let us call the factor Ltktk+1 a right step if tk+1 = tk + 1 mod n, and a left
step if tk+1 = tk − 1 mod n (diagonal factors, for which tk+1 = tk mod n,
are neither left nor right steps). Let u denote the number of right steps minus
the number of left steps in T (t0, . . . , tj). Then
u = d mod n. (2.16)
Since −j ≤ u ≤ j and, by assumption, 1 ≤ j ≤ n and 0 ≤ d < n, it follows
that either u = d or u = d− n.
First, suppose that u = d−n. We show that T (t0, . . . , tj) is of odd degree
in bn. This is certainly true for terms which contain no right steps. Such
terms are products of diagonal elements of L (which do not contribute factors
of bn) and the left-step-only product
Lr,r−1Lr−1,r−2 · · ·Lr+(n−d)+1,r+(n−d). (2.17)
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bn appears just once in (2.17), in the factor L10 := L1n. A general term
T (t0, . . . , tj) with u = d− n is a product of diagonal elements, the left-step-
only product (2.17), and palindromic products of off-diagonal elements, ie,
products of the form
Lk,k+1Lk+1,k+2 · · ·Lk+p−1,k+p · Lk+p,k+p−1 · · ·Lk+1,k+2Lk,k+1 (2.18)
in which every factor appears twice.
Next, suppose that d = u. A similar argument implies that T (t0, . . . , tj)
is of even degree in bn. In this case, we note that the right-step-only product
Lr,r+1Lr+1,r+2 · · ·Lr+d−1,r+d contains no factors of L1n or Ln1, and that, in
general, T (t0, . . . , tj) is a product of diagonal elements, the right-step-only
product, and palindromic products (2.18).
Thus, T (t0, . . . , tj) is of odd degree in bn if and only if u = d − n, or,
equivalently, d = n−|u|. Since |u| ≤ j, this condition can be satisfied only if
d ≥ n− j. Thus, if d < n− j, then (Lj−L
j
)r,r+d = 0, in accord with (2.13a).
To establish (2.13b), we verify (2.14), which implies that Lj − L
j
has
nonzero elements on the (n − j)th diagonal above the main diagonal. Let
d = n− j. For T (t0, . . . , tj) to be of odd degree in bn, we require that u = j.
For j < n, there is only one such term, namely the left-step-only product
Lr,r−1Lr−1,r−2 · · ·Lr−j+1,r−j = br−1br−2 · · · br−j . (2.14a) follows. For j = n,
there are two nonzero terms with u = n. The first is the left-step-only product
Lr,r−1Lr−1,r−2 · · ·Lr−n+1,r−n = br−1br−2 · · · br−n = 1. The second is the right-
step-only product Lr,r+1Lr+1,r+2 · · ·Lr+n−1,r+n = br+1br+2 · · · br = 1. (2.14b)
follows.
From Proposition 2.1 it follows immediately that
Tr Lj =
{
TrL
j
, 1 ≤ j < n,
TrL
n
+ 4n, j = n.
(2.19)
Also, we note that if a linear combination of off-banded matrices vanishes
and the matrices all have different widths, then the coefficient of each ma-
trix vanishes (argue inductively, starting with the matrix of greatest width).
Therefore, Proposition 2.1 also implies the following:
Corollary 2.1. If
∑n
j=2 cj(L
j−1 − L
j−1
) = 0, then c2 = · · · = cn = 0.
We introduce the following notation: given an n × n matrix A, let A+
denote its strictly upper triangular part, ie the matrix elements Ar,r+d with
1 ≤ r ≤ n and 1 ≤ d ≤ n − r. The generators of the Lax flows for the Fj ’s
are given by the following:
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Proposition 2.2. Let M(j) and M(j) be the antisymmetric matrices given by
M(j)+ =
1
2
(L
j−1
)+, (2.20a)
M(j)+ =
1
2
(Lj−1)+ (2.20b)
for 1 ≤ j ≤ n. Then
{L, Fj} = [L,M(j)], (2.21a)
{L, Fj} = [L,M(j)]. (2.21b)
We note that M(1) and M(1) both vanish (consistent with the fact that L
is invariant under uniform translations) while for j = 2, (2.20a) agrees with
(2.1).
Proof. First, we note that (2.19) implies that under the substitution bn 7→
−bn, Fj changes by at most a constant. Therefore, the two sets of Lax
equations equations (2.21a) and (2.21b) are related by this substitution, and
it suffices to verify just one of them. For definiteness we consider (2.21b).
Since both sides are symmetric matrices, it suffices to verify (2.21b) for
elements on or above the main diagonal. The elements of the left-hand side
are given by
{Lrs, Fj} =
1
j
Tr {Lrs,L
j} = Tr
(
{Lrs,L}L
j−1
)
. (2.22)
From (2.4a), (2.11) and
{br, ps} =
1
2
br(δrs − δr+1,s), (2.23)
a straightforward calculation gives, for 1 ≤ r ≤ s ≤ n, that
{Lrs, Fj} =


br−1(L
j−1)r−1,r − br(L
j−1)r,r+1, r = s,
1
2
br ((L
j−1)rr − (L
j−1)r+1,r+1) , r + 1 = s,
1
2
bn ((L
j−1)11 − (L
j−1)nn) , r = 1, s = n,
0, otherwise.
(2.24)
Next we evaluate the right-hand side of (2.21b), ie [L,M(j)]. From (2.11),
[L,M(j)]rs = prM (j)rs + σr−1br−1M (j)r−1,s + σrbrM (j)r+1,s + (r ↔ s). (2.25)
For r = s, (2.25) yields br−1L
j−1
r−1,r − brL
j−1
r+1,r, in agreement with (2.24)
(note that σr−1M (j)r−1,r =
1
2
Lj−1r−1,r, and similarly, σrM (j)r+1,r = −
1
2
Lj−1r+1,r).
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To evaluate the off-diagonal elements 1 ≤ r < s ≤ n in (2.24), we will
make use of the trivial identity [L, 1
2
Lj−1] = 0, or
[L, 1
2
Lj−1]rs =
1
2
pr(L
j−1)rs +
1
2
br−1(L
j−1)r−1,s +
1
2
br(L
j−1)r+1,s − (r ↔ s) = 0.
(2.26)
Referring to the terms in (2.25), we use (2.20b) to express Mj in terms of
Lj−1, as follows:
prM (j)rs + (r ↔ s) = pr(
1
2
Lj−1)rs − (r ↔ s),
σr−1br−1M (j)r−1,s + (r ↔ s) = br−1(
1
2
Lj−1)r−1,s − (r ↔ s)
− δr1δsnbn(
1
2
Lj−1)nn + δr+1,sbr(
1
2
Lj−1)rr,
σrbrM (j)r+1,s + (r ↔ s) = br(
1
2
Lj−1)r+1,s − (r ↔ s)
+ δr1δsnbn(
1
2
Lj−1)11 − δr+1,sbr(
1
2
Lj−1)r+1,r+1.
(2.27)
Substituting the preceding into (2.25) and using the identity (2.26), we get
that
[L,M(j)]rs = [L,
1
2
Lj−1]rs +
1
2
δr+1,sbr((L
j−1)rr − (L
j−1)r+1,r+1)+
1
2
bnδr1δsn((L
j−1)11 − (L
j−1)nn). (2.28)
As the first term vanishes, this agrees with (2.24).
3 Singularities and eigenvalue degeneracies
The singularities of an integrable system F : R2n → Rn are the critical
points of F . Here we show that singularities of the Toda chain coincide with
eigenvalue degeneracies of the Lax matrices L and L. Let Σ denote the set
of singularities of the Toda chain, and let Σk ⊂ Σ denote the subset in which
there are precisely k linear relations amongst the dFj’s, ie
Σk = {(q,p)| corank dF = k}. (3.1)
We observe that eigenvalues of L and L are at most two-fold degenerate,
since the associated eigenvectors are solutions of the second-order linear dif-
ference equation (2.10), which for a given value of λ has at most two linearly
independent solutions. Let ν and ν denote the number of doubly degenerate
eigenvalues of L and L respectively.
Theorem 3.1.
corank dF = ν + ν. (3.2)
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Proof. Let z∗ ∈ R
2n. For convenience, let F∗ denote F (z∗), L∗ denote L(z∗),
etc. Let V∗ ⊂ R
n denote the space of linear relations amongst the dFj∗’s, ie
V∗ =
{
c ∈ Rn
∣∣∣ n∑
j=1
cjdFj∗ = 0
}
. (3.3)
so that corank dF∗ = dimV∗. We show that
dimV∗ = ν∗ + ν∗. (3.4)
We first show that dimV∗ ≤ ν∗+ν∗. Let A∗ denote the real antisymmetric
commutant of L∗; that is, A∗ consists of all n-dimensional real antisymmetric
matrices which commute with L∗. For c ∈ V∗, Proposition 2.2 and Eq. (3.3)
imply that [
L∗,
n∑
j=1
cjM(j)∗
]
=
{
L,
n∑
j=1
cjFj
}
∗
= 0, (3.5)
so that
∑n
j=1 cjM(j)∗ ∈ A∗. Similarly, letting A∗ denote the real antisymmet-
ric commutant of L, we have that
∑n
j=1 cjM(j)∗ ∈ A∗. Regarding A∗ and A∗
as real vector spaces, we define a linear map from V∗ to A∗ ⊕ A∗ according
to
c 7→
(
n∑
j=1
cjM(j)∗
)
⊕
(
n∑
j=1
cjM(j)∗
)
. (3.6)
This map is 1-1, for if
∑n
j=1 cjM(j)∗ =
∑n
j=1 cjM(j)∗ = 0, then from (2.20)
and Corollary 2.1 it follows that
c2 = · · · = cn = 0. (3.7)
But (3.7) and (3.3) imply that c1dF1 = 0. Since dF1 6= 0 (cf (2.6)), we must
have c1 = 0, and therefore c = 0. Thus, (3.6) is 1-1, and
dim V∗ ≤ dimA∗ + dimA∗. (3.8)
To compute dimA∗, we note that A∗ is the direct sum of the spaces of
antisymmetric linear maps on the eigenspaces of L∗ (endowed with the stan-
dard inner product from Rn). In general, the space of antisymmetric linear
maps on a k-dimensional inner product space is of dimension k(k − 1)/2.
Since L∗ has ν∗ two-dimensional eigenspaces and (n − 2ν∗) one-dimensional
eigenspaces, it follows that dimA∗ = ν∗. Similarly, dimA∗ = ν∗. Substitu-
tion into (3.8) yields
dimV∗ ≤ ν∗ + ν∗. (3.9)
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Next, we show that ν∗+ν∗ ≤ dimV∗. Let T∗ denote the set of polynomials
which annihilate L∗. Elements of T∗ are divisible by the minimum polynomial
of L∗, which we denote by P∗(x). P∗(x) is of degree n − ν∗. Regarding T∗
as a vector space, we let T n∗ denote the subspace of polynomials of degree at
most n, ie
T n∗ = {R(x)|R(L∗) = 0, degR ≤ n}. (3.10)
Clearly dim T n∗ = ν∗ (elements of T
n
∗ are products of P∗(x) with arbitrary
polynomials of degree at most ν∗). Suppose
∑n
j=1 cjx
j−1 ∈ Tn∗. Then
n∑
j=1
cjL∗
j−1 = 0 =⇒ Tr (
n∑
j=1
cjL∗
j−1dL∗) = 0 =⇒
n∑
j=1
cjdFj∗ = 0. (3.11)
Therefore,
n∑
j=1
cjx
j−1 7→ c (3.12)
defines a linear map from T n∗ to V∗. Clearly the map (3.12) is 1-1. Similarly,
let T
n
∗ denote the ν∗-dimensional space of polynomials of degree at most n
which annihilate L∗, ie
T
n
∗ = {R(x)|R(L∗) = 0, degR ≤ n}. (3.13)
Arguing as above, we see that (3.12) also defines a 1-1 linear map from T
n
∗
to V∗.
Regarded as polynomial subspaces, T n∗ and T
n
∗ are transverse. For if∑n
j=1 cjx
j−1 belongs to both, then
∑n
j=1 cjL
j−1 =
∑n
j=1 cjL
j−1
= 0. Corol-
lary 2.1 implies that c2 = · · · = cn = 0, which in turn implies that c1 = 0.
Therefore, (3.12) defines a 1-1 map from T n∗ ⊕ T
n
∗ to V∗, and
ν∗ + ν∗ = dim(T
n
∗ ⊕ T
n
∗ ) ≤ dimV∗, (3.14)
as required.
Since we actually have an equality in (3.14), we deduce the following:
Corollary 3.1. Given T n∗ , T
n
∗ and V∗ as above,
n∑
j=1
cjx
j−1 7→ c (3.15)
is an isomorphism from T n∗ ⊕ T
n
∗ to V∗.
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4 Structure of singular sets
The Toda Hamiltonian has no corank-n singularities, since dF1 6= 0. The
singularities of corank (n − 1) are relative equilibria, as is shown in the
following:
Proposition 4.1. Let Ωn−1 = {(q,p)| q1 = · · · = qn, p1 = · · ·pn} denote the
set of points (q,p) for which the components of q are all the same and the
components of p are all the same. Then
Σn−1 = Ωn−1. (4.1)
Proof. First we show that Σn−1 ⊂ Ωn−1. Let (q,p) ∈ Σn−1. Since dF1 6= 0,
dH(q,p) must be proportional to dF1. But
dH =
n∑
j=1
pjdpj +
n∑
j=1
(
b2j − b
2
j−1
)
dqj. (4.2)
For dH to be proportional to dF1, we must have that the pj’s are all the
same and the bj ’s (which are positive) are all the same. The latter implies
that qj+1 − qj is a constant independent of j, and periodicity, ie qn+1 = q1,
then implies that the qj ’s are all the same.
Next we show that Ωn−1 ⊂ Σn−1. For (q,p) ∈ Ωn−1, the difference
equation (2.10) simplifies to
vr−1 + vr+1 = (λ− p)vr, (4.3)
where p is the common value of the components of p. Periodic and antiperi-
odic solutions of (4.3) are given by
u±(r)j = exp (±πijr/n) , λr = p+ 2 cos (πr/n) , 0 ≤ r ≤ n, r even, (4.4)
u±(s)j = exp (±πijs/n) , λs = p+ 2 cos (πs/n) , 0 < s ≤ n, s odd. (4.5)
The λr’s are doubly degenerate except for r equal to 0 and (if n is even) n/2,
while the λs’s are all doubly degenerate. Thus,
ν = [1
2
(n− 1)], ν = [1
2
n], (4.6)
where [x] denotes the integer part of x. In general, ν + ν = n − 1, so
Theorem 3.1 implies that (q,p) ∈ Σn−1.
The explicit expressions (4.4) and (4.5) which hold in Σn−1 allows us to
deduce the following general result:
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Proposition 4.2. Let λ1 ≥ · · · ≥ λn and λ1 ≥ · · · ≥ λn denote the eigenval-
ues of L and L in descending order. Then λr > λr for r odd, λr > λr for r
even, and the allowed degeneracies are λr = λr+1 for r even and λr = λr+1
for r odd.
Proof. From (4.4) and (4.5), these degeneracies are simultaneously realised
at the points of Σn−1. Indeed, for points in Σn−1, we have that
λ1 > λ1 = λ2 > λ2 = λ3 > · · ·λ2j−1 = λ2j > λ2j = λ2j+1 > · · · (4.7)
(the form of the end of the sequence depends on whether n is even or odd).
For any z ∈ R2n, (2.19) along with Newton’s identities imply that the
characteristic polynomials of L and L differ by a constant:
det(x− L(z)) = det(x− L(z)) + 4. (4.8)
Therefore, in general, eigenvalues of L and L cannot coincide. Since the
eigenvalues depend continuously on z, it follows that the inequalities in (4.7)
hold not only in Σn−1 but everywhere else. Therefore, in general, we have
that
λ1 > λ1 ≥ λ2 > λ2 ≥ λ3 > · · ·λ2j−1 ≥ λ2j > λ2j ≥ λ2j+1 > · · · (4.9)
It follows that λ2j = λ2j+1 and λ2j−1 = λ2j are the only possible degeneracies.
To determine the local structure of the singular set Σ, it is convenientto
bring the Lax matrices L and L to a canonical form. As above, let z∗ ∈ Σk.
Let L∗ denote L(z∗), and let other functions evaluated at z∗ be similarly
denoted. Let ν∗ and ν∗ denote the number of (doubly) degenerate eigenvalues
of L∗ and L∗ respectively. From Theorem 3.1, ν∗+ν∗ = k. Let λr∗, 1 ≤ r ≤ n
denote the eigenvalues of L∗ with degenerate eigenvalues repeated, ordered
so that λ1∗ = λ2∗, . . . , λ2ν−1∗ = λ2ν∗. Let ur denote an orthonormal set of
eigenvectors of L∗. Define λs∗ and us similarily with respect to L∗. Then
for z in some neighbourhood of z∗, there exists an orthogonal matrix R(z)
depending smoothly on z, with R∗ = I, such that R
T (z)L(z)R(z) is block
diagonal with respect to the ur-basis, with two-dimensional blocks for 1 ≤
r ≤ 2ν∗ and diagonal for 2ν∗ < r ≤ n. That is, letting Λ(z) be the symmetric
matrix with elements
Λrt(z) = ur · R
T (z)L(z)R(z) · ut, (4.10)
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we have that
Λ(z) =


∗ ∗
∗ ∗
. . .
∗ ∗
∗ ∗
∗
. . .
∗


, (4.11)
where omitted entries are zeros. At z∗,
Λ∗ =


λ1∗ 0
0 λ1∗
. . .
λr∗ 0
0 λr∗
λr+1∗
. . .
λn−2ν∗


. (4.12)
Similarly, in some neighbourhood of z∗, there exists an orthogonal matrix
R(z) such that R
T
(z)L(z)R(z) is block diagonal in the us∗ basis, with two-
dimensional blocks for 1 ≤ s ≤ 2ν∗ and diagonal for 2ν∗ < s ≤ n. Define
Λ(z) in analogy with (4.10), ie
Λsu(z) = us ·R
T (z)L(z)R(z) · uu. (4.13)
Let
ξr =
1
2
(Λ2r,2r − Λ2r−1,2r−1), ηr = Λ2r−1,2r, 1 ≤ r ≤ ν,
ξs =
1
2
(Λ2s,2s − Λ2s−1,2s−1), ηs = Λ2s−1,2s, 1 ≤ s ≤ ν. (4.14)
Then, from (4.10) and (4.13), Σk is given locally by the vanishing of ξr, ηr
and ξs, ηs, eg
ξr = ηr = 0, 1 ≤ r ≤ ν∗, ξs = ηs = 0, 1 ≤ s ≤ ν∗ (4.15)
in some neighbourhood of z∗.
The next result, Proposition 4.3, is a general expression for Poisson brack-
ets of spectral components of the Lax matrices evaluated at z∗. It is used in
Proposition 4.4 to show that the Poisson brackets amongst ξr, ηs, ξs and ηs
14
evaluated at z∗ are, up to normalisation, of canonical form. For the state-
ment of Proposition 4.3, it is convenient to introduce Lax matrices in which
the bj ’s are allowed to have arbitrary signs. Let ǫ be an n-tuple of signs,
and let Lǫ and Mǫ be the matrices obtained by replacing bj with ǫjbj in the
expressions (2.4) for L and M. Thus, for ǫ = (1, . . . , 1), Lǫ = L, while for
ǫ = (1, . . . , 1,−1), Lǫ = L. We regard ǫ as n-periodic in its index.
Proposition 4.3. Let u and v denote eigenvectors of Lǫ∗ with the same
eigenvalue λ, ie
Lǫ∗ · u = λu, L
ǫ
∗ · v = λv, (4.16)
where u and v need not be linearly independent. Similarly, let w and x
denote eigenvectors of Lσ with the same eigenvalue µ,
Lσ∗ ·w = µw, L
σ
∗ · x = µx. (4.17)
Let
Lǫuv = u · L
ǫ · v,
Lσwx = w · L
ǫ · x. (4.18)
Then if λ = µ and
∏n
m=1 ǫmσm = 1,
{Lǫuv, L
σ
wx}∗ =
1
n
((v · D · x)(u ·Mǫ∗D ·w) + (u ·D ·w)(v ·M
ǫ
∗D · x)) ,
(4.19)
where D is the diagonal matrix with diagonal elements
dm = ǫ1σ1 · · · ǫm−1σm−1. (4.20)
Otherwise, ie if λ 6= µ or
∏n
m=1 ǫmσm = −1, then
{Lǫuv, L
σ
wx}∗ = 0. (4.21)
We note that
∏n
m=1 ǫmσm = 1 if and only if L
ǫ and Lσ are conjugate. In
fact, we shall only use the cases where Lǫ and Lσ are (independently) either
L or L.
Proof. Using (2.4) and (2.23), it is straightforward to show that
{Lǫuv, L
σ
wx} =
1
2
n∑
m=1
vmxm(Am(u,w) + ǫm−1σm−1Am−1(u,w))+
1
2
n∑
m=1
umwm(Am(v,x) + ǫm−1σm−1Am−1(x,v)), (4.22)
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where
Am(u,w) = bm(ǫmum+1wm − σmumwm+1),
Am(v,x) = bm(ǫmvm+1xm − σmvmxm+1). (4.23)
Indeed, (4.22) holds independently of the eigenvector equations (4.16) and
(4.17). The eigenvector equations imply additionally that, at z∗, Am∗(u,w)
and Am∗(v,x) satisfy a Wronskian-like first-order difference equation. In-
deed, (4.16) and (4.17) yield second-order difference equations for u and w
(cf (2.10)),
(ǫmbmum+1 + pmum + ǫm−1bm−1um−1)∗ = λum, (4.24a)
(σmbmwm+1 + pmwm + σm−1bm−1wm−1)∗ = µwm. (4.24b)
Multiplying (4.24a) by wm and (4.24b) by um, and subtracting, we get
Am∗(u,w)− ǫm−1σm−1Am−1∗(u,w) = (λ− µ)umwm. (4.25a)
Similarly,
Am∗(v,x)− ǫm−1σm−1Am−1∗(v,x) = (λ− µ)vmxm. (4.25b)
Suppose that λ 6= µ. From (4.25), we have that
umwm =
1
∆
(Am(u,w)− ǫm−1σm−1Am−1(u,w))∗, (4.26a)
vmxm =
1
∆
(Am(v,x)− ǫm−1σm−1Am−1(v,x))∗, (4.26b)
where ∆ = λ− µ. Substituting into (4.22), we get that
{Lǫuv, L
σ
wx}∗ =
1
2∆
n∑
m=1
[
(Am(v,x)− ǫm−1σm−1Am−1(v,x))× (Am(u,w) + ǫm−1σm−1Am−1(u,w))+
(Am(u,w)− ǫm−1σm−1Am−1(u,w))× (Am(v,x) + ǫm−1σm−1Am−1(v,x))
]
∗
=
1
∆
n∑
m=1
[
Am(u,w)Am(v,x)− Am−1(u,w)Am−1(v,x)
]
∗
= 0, (4.27)
as required by (4.21).
Next, suppose that λ = µ. From (4.25),
Am∗(u,w) = ǫm−1σm−1Am−1∗(u,w), (4.28a)
Am∗(v,x) = ǫm−1σm−1Am−1∗(v,x). (4.28b)
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Substituting into (4.22), we get that
{Lǫuv, L
σ
wx}∗ =
n∑
m=1
vmxmAm∗(u,w) +
n∑
m=1
umwmAm∗(v,x). (4.29)
Iterating the relations (4.28) n times, we get that Am∗(u,w) = ǫ1σ1 · · · ǫnσnAm∗(u,w)
and similarly for Am∗(v,x). Therefore, if ǫ1σ1 · · · ǫnσn = −1, Am∗(u,w) =
Am∗(v,x) = 0, so that {L
ǫ
uv, L
σ
wx}∗ = 0, as in (4.21).
Now suppose that ǫ1σ1 · · · ǫnσn = 1. In this case, (4.28a) implies that
dmAm∗(u,w) = dm−1Am−1∗(u,w), (4.30)
where dm is given by (4.20), ie, dmAm(u,w) is independent of m. Thus, the
first term in (4.29) can be expressed as
n∑
m=1
vmxmAm∗(u,w) =
(
n∑
m=1
dmvmxm
)(
1
n
n∑
m=1
dmAm∗(u,w)
)
= (v · D · x)
(
1
n
n∑
m=1
dmAm∗(u,w)
)
. (4.31)
The sum in the last term in (4.31) can be expressed as
n∑
m=1
dmAm∗(u,w) =
n∑
m=1
dmbm∗(ǫmum+1wm − σmumwm+1) =
n∑
m=1
ǫmbm∗(um+1(D ·w)m − um(D ·w)m+1) = u ·M
ǫ
∗D ·w. (4.32)
Substituting (4.31) and (4.32) into the first term of (4.29) and making anal-
ogous substitutions for the second term, we get
{Lǫuv, L
σ
wx}∗ =
1
n
(v ·D · x)(u ·Mǫ∗D ·w) +
1
n
(u ·D ·w)(v ·Mǫ∗D · x), (4.33)
as in (4.19).
Proposition 4.4. Let ξr, ηr, ξs and ηs be given by (4.14). Then
{ξr, ξs}∗ = {ξr, ηs}∗ = {ηr, ξs}∗ = {ηr, ηs}∗ = 0, (4.34a)
{ξr, ξt}∗ = {ηr, ηt}∗ = {ξs, ξu}∗ = {ηs, ηu}∗ = 0, (4.34b)
{ξr, ηt}∗ =
1
n
u2r ·M∗ · u2r−1 δrt, {ξs, ηu}∗ =
1
n
u2s ·M∗ · u2s−1 δsu. (4.34c)
Moreover, u2r ·M∗ · u2r−1 and u2s ·M∗ · u2s−1 do not vanish.
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Proof. We treat a representative case for each set of relations in (4.34).
For (4.34a), we consider {ηr, ξs}∗. From (4.14) and (4.10),
dηr∗ = d(u2r−1 · R
TLR · u2r)∗ = u2r−1 · [L, dR]∗ · u2r + u2r−1 · dL∗ · u2r
= u2r−1 · dL∗ · u2r, (4.35)
where we have used the fact that R∗ = I, dR∗ is antisymmetric (since R is
orthogonal) and, in the last equality, that u2r−1 and ur are eigenvectors of
L∗ with the same eigenvalue . Similarly, from (4.14) and (4.13),
dξs∗ =
1
2
u2s · dL∗ · u2s −
1
2
u2s−1 · dL∗ · u2s−1. (4.36)
Together, (4.35) and (4.36) imply that
{ηr, ξs}∗ = {u2r−1 · L · u2r,
1
2
u2s · L · u2s −
1
2
u2s−1 · L · u2s−1}∗. (4.37)
Proposition 4.3 then implies, with ǫ = (1, . . . , 1) and σ = (1, . . . ,−1), that
{ηr, ξs}∗ = 0, (4.38)
since
∏n
m=1 ǫmσm = −1. The remaining relations in (4.34a) are obtained
similarly.
For (4.34b), we consider {ηr, ηt}∗. If r = t the bracket obviously vanishes,
so we take r 6= t. From (4.35) it follows that
{ηr, ηt}∗ = {u2r−1 · L · u2r,u2t−1 · L · u2t}∗. (4.39)
Since λr 6= λt, Proposition 4.3 implies that {ηr, ηt}∗ = 0. The remaining
relations in (4.34b) are obtained similarly.
For (4.34c), we consider {ξr, ηt}∗. From (4.35) and (4.36) (or rather, its
analog for dξr), we get that
{ξr, ηt}∗ =
1
2
{u2r ·L ·u2r,u2t−1 ·L ·u2t}∗−
1
2
{u2r−1 ·L ·u2r−1,u2t−1 ·L ·u2t}∗.
(4.40)
Proposition 4.3 then implies, with ǫ = σ = (1, . . . , 1), that (4.40) vanishes if
r 6= t (as, in this case, λr 6= λt). On the other hand, for r = t, Proposition 4.3,
with D = I, and u2r−1, u2r orthonormal gives that
{ξr, ηr}∗ =
1
2n
u2r ·M∗ ·u2r−1−
1
2n
u2r−1 ·M∗ ·u2r =
1
n
u2r−1 ·M∗ ·u2r. (4.41)
The quantity u2r ·M∗ · u2r−1 which appears in (4.41) does not vanish. This
is because, from (4.30) and (4.32) (with dm = 1), we have that u2r · M∗ ·
u2r−1 is equal to nbm(u2r−1,m+1u2r,m − u2r−1,mu2r,m+1) for all m. u2r ·M∗ ·
u2r−1 = 0 would imply that u2r−1 and u2r are proportional, contradicting
orthonormality. The result for {ξs, ηu}∗ follows similarly.
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Theorem 4.1. Σk is a codimension-2k symplectic submanifold. It consists
of
(
n−1
k
)
components which are disconnected from each other. Σk is contained
in the closure of Σj for all j < k.
Proof. Let z∗ ∈ Σk and let ν∗, ν∗ denote the number of degenerate eigenvalues
of L∗ and L∗, respectively, so that, by Theorem 3.1, ν∗ + ν∗ = k. Let ξr, ηr,
1 ≤ r ≤ ν∗, and ξs, ηs, 1 ≤ s ≤ ν∗, be given by (4.14) in some neighbourhood
of z∗. In this neighbourhood, Σk is given by
ξr = ηr = ξs = ηs = 0. (4.42)
Proposition 4.4 implies that the derivatives of ξr, ηr, ξs and ηs are linearly
independent at z∗. It follows from the implicit function theorem that Σk is
codimension-2k submanifold.
Next, we show that the tangent space of Σk ⊂ R
2n at z∗ is symplectic.
Let X∗ ∈ Tz∗Σk. X∗ may be extended to a vector field X defined in a
neighbourhood of z∗ whose restriction to Σk is tangent to Σk. Then (4.42)
implies, for example, that (X·dξr)∗ = 0. But (X·dξr)∗ is just the symplectic
inner product of X∗ with the Hamiltonian vector field generated by ξr at z∗.
Let E∗ denote the subspace of T∗R
2n spanned by the Hamiltonian vector fields
generated by ξr, ηr, and ξs, ηs. Arguing as above, we may conclude that X∗,
and therefore T∗Σk, is skew-orthogonal to E∗. Proposition 4.4 implies that E∗
is symplectic of dimension 2k. Since codimT
z∗
Σk = 2k, it follows that Tz∗Σk
is the skew-orthogonal complement of E∗. The skew-orthogonal complement
of a symplectic subspace is itself symplectic, so T
z∗
Σk is symplectic, and
therefore Σk is a symplectic submanifold.
Σk can be partitioned into distinct components according to the particu-
lar k pairs of eigenvalues which are degenerate. From Proposition 4.2 there
are (n− 1) possible degeneracies ([1
2
(n− 1)] from L and [1
2
n] from L), so the
maximum number of components is
(
n−1
k
)
. Every choice of k pairs can be
realised by setting, in a neighbourhood of a point of Σn−1, the appropriate
pairs of coordinates (ξr, ηr), (ξs, ηs) to be nonzero, and the remaining pairs
to be nonzero. Thus Σk has precisely
(
n−1
k
)
components. Along any path
connecting points in different components, the number of eigenvalue degen-
eracies must change, so the path must leave Σk. Therefore, the components
are disconnected from each other.
Any neighbourhood of z∗ ∈ Σk contains points of Σj<k. Such points are
obtained by setting k− j of the k coordinates pairs (ξr, ηr) and (ξs, ηs) to be
nonzero. Therefore, Σk is contained in the closure of Σj<k.
We consider next the transverse stability of Σk. Let z∗ ∈ Σk. In analogy
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with (4.14), we define the local functions
τr =
1
2
(Λ2r,2r + Λ2r−1,2r−1), 1 ≤ r ≤ ν,
τ s =
1
2
(Λ2s,2s + Λ2s−1,2s−1), 1 ≤ s ≤ ν, (4.43)
with
τr∗ =
1
2
u2r · dL∗ · u2r +
1
2
u2r−1 · dL∗ · u2r−1, 1 ≤ r ≤ ν,
τ s∗ =
1
2
u2s · dL∗ · u2s +
1
2
u2s−1 · dL∗ · u2s−1, 1 ≤ s ≤ ν. (4.44)
With arguments similar to those of Proposition 4.4, one can show that the
Poisson brackets of the τr’s and the τ s’s with ξr, ηr, ξs and ηs all vanish at
z∗. Likewise, the Poisson brackets of the τr’s and τ s’s amongst themselves
vanish at z∗. We record this briefly as
{τ·, χ·}∗ = {τ·, τ··}∗ = 0, (4.45)
where χ· denotes ξr, ηr, ξs or ηs, and τ·, τ·· denotes τr or τ s.
Let
Tr(x) =
det(L∗ − xI)
λr∗ − x
=
n∑
j=1
crjx
j−1, 1 ≤ r ≤ ν,
T s∗(x) =
det(L∗ − xI)
λs∗ − x
=
n∑
j=1
csjx
j−1, 1 ≤ s ≤ ν. (4.46)
Clearly Tr(L∗) = 0, and moreover, the Tr’s are linearly independent (since, if∑ν
t=1 atTt(λr∗) = 0, then
∑ν
t=1 atT
′
t (λr∗) = 0, and the fact that T
′
t (λr∗) = 0
for r 6= t implies that ar = 0 for each r). Therefore, the Tr’s constitute a
basis for T n∗ , the space of polynomials of degree at most n that annihilate
L∗ (cf (3.10)). Likewise, the T s’s constitute a basis for T
n
∗ , the space of
polynomials of degree at most n that annihilate L∗ (cf (3.13)). It follows
from Corollary 3.1 that the vectors cr = (cr1, . . . , crn) and cs = (cs1, . . . , csn)
constitute a basis for V∗, the space of linear relations amongst the dFj∗’s.
Therefore, letting
Gr =
n∑
j=1
crjFj, Gs =
n∑
j=1
csjFj , (4.47)
we have that the Hamiltonian flows generated by Gr and Gs have z∗ as a
fixed point. The stability of these flows at z∗ is given by the following:
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Theorem 4.2.
G′′r∗ = 2T
′
r(λr∗) (dξr ⊗ dξr + dηr ⊗ dηr + dτr ⊗ dτr)∗ ,
G
′′
s∗ = 2T
′
s(λs∗)
(
dξs ⊗ dξs + dηs ⊗ dηs + dτ s ⊗ dτ s
)
∗
. (4.48)
Thus, the linearised Gr-flow about z∗ produces elliptic oscillations in the
(ξr, ηr) plane with frequencies
ωr = 2nT
′(λr∗)/(u2r ·M∗ · u2r−1). (4.49)
Similarly, the linearised Gs-flow about z∗ produces elliptic oscillations in the
(ξs, ηs) plane with frequencies
ωs = 2nT
′
(λs∗)/(u2s ·M∗ · u2s−1). (4.50)
Proof. We carry out the calculations for Gr; those for Gs are similar. From
(4.47) and (2.5), we have that
G′′r∗ =
n∑
j=1
Tr (cjrL
j−1
∗ L
′′
∗) +
n∑
j=1
cjrTr (dL
j−1 ⊗ dL)∗. (4.51)
As Tr(L∗) = 0, the first term vanishes. As for the second term,
n∑
j=1
cjrTr (dL
j−1 ⊗ dL)∗ =
n∑
j=1
j−2∑
k=0
cjrTr (L
k
∗dL∗L
j−k−2
∗ ⊗ dL∗)
=
n−ν∑
a=1
n−ν∑
b=1
n∑
j=1
j−2∑
k=0
cjrλ
k
a∗λ
j−k−2
b∗ Tr (ρa∗dL∗ ⊗ ρb∗dL∗),
(4.52)
where we have introduced the spectral resolution of L∗,
L∗ =
n−ν∑
a=1
λa∗ρa∗, ρa∗ =
∏
r 6=a(L∗ − λa∗)∏
r 6=a(λr∗ − λa∗)
. (4.53)
ρa∗ is the symmetric projector onto the λa∗-eigenspace of La∗, so that ρa∗ρb∗ =
δabρa∗. The sums over j and k in (4.52) are readily performed to give
n∑
j=1
j−2∑
k=0
cjrλ
k
a∗λ
j−k−2
b∗ =
{
(Tr(λa∗)− Tr(λb∗))/(λa∗ − λb∗), a 6= b,
T ′r(λa∗), a = b.
(4.54)
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We have that Tr(λa∗) = 0 for all a, while T
′
r(λa∗) vanishes unless a = r.
Thus, the sums over a and b in (4.52) collapse to the single term a = b = r.
Substituting into (4.51), we get
G′′r∗ = T
′
r(λr∗)Tr (ρr∗dL∗ ⊗ ρr∗dL∗). (4.55)
The projector ρr∗ may be written as the diadic u2r−1u2r−1 + u2ru2r. Substi-
tuting into (4.55), we get
G′′r∗ = T
′
r(λr∗) [(u2r · dL∗ · u2r)⊗ (u2r · dL∗ · u2r)
+ 2(u2r−1 · dL∗ · u2r)⊗ (u2r−1 · dL∗ · u2r)
+(u2r−1 · dL∗ · u2r−1)⊗ (u2r−1 · dL∗ · u2r−1)] . (4.56)
Since (cf (4.35), (4.36), (4.44))
dξr∗ + dτr∗ = u2r · dL∗ · u2r,
dξr∗ − dτr∗ = u2r−1 · dL∗ · u2r−1,
dηr∗ = u2r−1 · dL∗ · u2r, (4.57)
(4.56) yields the required result (4.48).
(4.48), along with the Poisson bracket relations of Proposition 4.4 and
those recorded in (4.45), imply that the equations of motion for the linearised
Gr-flow about z∗ transverse to Σk are given by
ξ˙r = ωrηr, η˙r = −ωrξr, (4.58)
while the remaining transverse coordinates ξu 6=r, ηu 6=r, ξs, ηs are fixed. Thus,
the linearised transverse Gr-flow is elliptic in the (ξr, ηr)-plane with frequency
ωr.
5 Maslov indices and eigenvector monodromies.
Consider an integrable system in R2n with integrals of motion F : R2n → Rn.
In the set of regular points R of F , the Hamiltonian vector fields generated
by the Fj’s span a n-dimensional Lagrangian plane, which we denote λ(z).
As shown by Arnold [4], the space of n-dimensional Lagrangian planes, Λ(n),
has fundamental group π1(Λ(n)) = Z, and the Maslov index of a continuous,
oriented closed curve C in R is the degree (winding number) of λ(C) in Λ(n),
µ(C) = wnλ(C). (5.1)
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For angle contours Cj on an invariant torus, the Maslov index appears in the
semiclassical EBK quantisation conditions for the associated action variables
[21, 20],
Ij = (nj +
1
4
µj)~. (5.2)
In this case µ(C) is always even (this is because the distribution of Lagrangian
planes λ(z) over R is orientable).
In a companion paper [16], we show that under certain genericity condi-
tions, the Maslov index of C can be expressed as a sum of contributions from
the nondegenerate corank-one singularities it encloses. We briefly summarise
the results. Let Σ denote the critical set of F , and let
Σk = {z ∈ R
2n| corank dF (z) = k} (5.3)
denote the set of critical points of F of corank k. Given z∗ ∈ Σ1, let c ∈ R
n
be a nontrivial solution of
∑n
j=1 cjdFj∗ = 0 (here dF∗ = dF (z∗)). Let K∗ =
J
(∑n
j=1 cjF
′′
j∗
)
. We say that z∗ is nondegenerate if TrK
2
∗ 6= 0. Let ∆ denote
the set of nondegenerate points in Σ1,
∆ = {z∗ ∈ Σ1|TrK
2
∗ 6= 0}. (5.4)
In general, ∆ is a codimension-2 symplectic submanifold. Let S : D2 → R2n
denote a map of the oriented unit two-disk D2 into R2n smooth on the interior
of D2 such that S|∂D2 = C. We assume that S is transverse to Σ. By this we
mean that i) the only critical points of dF contained in the image of S belong
to ∆, ii) S−1(∆) consists of a finite set of points e1, . . . , er in the interior of
D2, and iii) dS(ej) has full rank. (If Σ− Σ1 is composed of submanifolds of
codimension three or more, such an S can always be found.) Let zj = S(ej)
denote the critical points of F in the image of S. Let E
zj
denote the skew-
orthogonal complement of T
zj
∆. E
zj
is a two-dimensional symplectic plane.
Let Pj : TzjR
2n → E
zj
denote the projection onto E
zj
with respect to the
decomposition
T
zj
R
2n = T
zj
∆⊕E
zj
. (5.5)
Then the map Pj ◦ dS : TejD
2 → E
zj
is nonsingular. Let σj = ±1 according
to whether this map is orientation-preserving or reversing (the orientation
on E
zj
is given by the symplectic form). Then
µ(C) = 2
∑
j
σj · sgnTrK
2
zj
. (5.6)
For the periodic Toda chain, all critical points are nondegenerate of el-
liptic type (cf Theorem 4.2), so that TrK2
zj
< 0. Also, Σ − Σ1 = ∪k>1Σk
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is composed of submanifolds of codimension four or more (Theorem 4.1).
Thus, for C a continuous closed curve in the regular component of the Toda
integrals of motion, we have that
µ(C) = −2
∑
j
σj . (5.7)
We can also associate to C the signs acquired by the normalised eigenvec-
tors of L and L on continuation around C. Explicitly, let the eigenvalues of L
and L be indexed in increasing order, so that λ1 < · · · < λn and λ1 < · · · < λn
in R. Let z(t), 0 ≤ t ≤ 1 denote a parameterisation of C, and let ur(t) denote
a continuously varying, normalised real eigenvector of L(z(t)) with eigenvalue
λr(z(t)). Then
ur(1) = γr(C)ur(0), (5.8)
where γr(C) = ±1. Defining us(t) analogously to be a continuously varying,
normalised eigenvector of L(z(t)) with eigenvalue λs(z(t)), we have that
us(1) = γs(C)us(0), (5.9)
where γs(C) = ±1. γr and γs may be regarded as the holonomies of the real
eigenvector line bundles Er and Es over R,
Er = {(z,u) ∈ R× R
n| (L(z)− λr(z)) · u = 0},
Es = {(z,u) ∈ R× R
n| (L(z)− λs(z)) · u = 0}. (5.10)
They are examples of (real) geometric phases [8], though in this context
(holonomies of eigenvectors of real symmetric matrices) have a long history
(see, eg, [5] and [9]).
For the periodic Toda chain, the Maslov index and eigenvector holonomies
are related by the following:
Theorem 5.1.
(−1)µ/2 =
∏
r even
γr
∏
s even
γs. (5.11)
We note that the unrestricted product
∏
r γr is always +1, since this gives
the holonomy of the (trivial) determinant bundle of R×Rn. Similarly for the
unrestricted product
∏
s γs. Thus, either of the products in (5.11) may be
restricted to odd rather than even indices. (Alternatively, from Proposition
4.2 one can deduce that γr = γr+1 for r even and γr = γr+1 for r odd.)
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Proof. Let C be a continuous closed curve in the regular set R of F , and
let S be a transverse disk with boundary C. Let N denote the number of
singular points in the image of S. From (5.7),
(−1)µ(C)/2 = (−1)N . (5.12)
At the singular points zj ∈ Σ1, there is precisely one doubly degenerate
eigenvalue of either L(zj) or L(zj). For definiteness, suppose λr and λr+1 are
degenerate at z∗. As in (4.10) and (4.11), in a neighbourhood of z∗, L(z) is
smoothly conjugate to a diagonal matrix, while L(z) is smoothly conjugate
to a block diagonal matrix Λ(z) with a single two-dimensional block, with
elements Λij(z), i, j = 1, 2, and the rest diagonal. Let
ξ(z) = 1
2
(Λ11(z)− Λ22(z)), η(z) = Λ12(z). (5.13)
As in Proposition 4.4, ξ and η are functionally independent near z∗, and
ξ(z∗) = η(z∗) = 0. Construct local coordinates (ξ, η, a1, . . . , a2n−2) with
origin at z∗. Let C∗ denote the closed curve parameterised by ξ(t) = ǫ cos 2πt,
η(t) = ǫ sin 2πt, ak = 0, with ǫ chosen small enough so that C∗ lies in the
coordinate neighbourhood. Along C∗, let Λ
(2)(t) denote the two-dimensional
block of Λ. Then
Λ(2)(t) = 1
2
τ(t)I +
(
− cos 2πt sin 2πt
sin 2πt cos 2πt
)
, (5.14)
where τ(t) is given by Λ22 +Λ11 along C∗. The eigenvectors (cosπt sin πt)
T
and (sin πt − cos πt)T of Λ(2)(t) change sign around C∗. This corresponds to
holonomies
γr(C∗) = γr+1(C∗) = −1 (5.15)
in the associated eigenvectors ur and ur+1 of L. The other holonomies, ie
γr 6=p(C∗), γs(C∗), are trivially +1.
We introduce contours Cj analogously for all singularities zj in the image
of S (replacing L by L in the preceding as appropriate). C is homologous to
an oriented sum of circuits Cj. Around each Cj, exactly one even-indexed
eigenvector holonomy of either L or L is −1 (cf (5.15)), and the rest are +1.
Thus, ∏
r,even
γr(C)
∏
s,even
γs(C) = (−1)
N . (5.16)
Comparing (5.16) and (5.12), we obtain the result (5.11).
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6 Discussion
Σk, the space of codimension-2k singularities of the Toda chain, is a symplec-
tic submanifold corresponding to points where there are k doubly degenerate
eigenvalues of the Lax matrices L and L, for 1 ≤ k ≤ n− 1. These subman-
ifolds are of elliptic type, and we have calculated the frequencies of trans-
verse oscillations under integrable flows that preserve them pointwise. The
codimension-two singularities are sources for the Maslov index. The (even)
Maslov index of a closed curve C is determined, modulo 4, by the product of
the even- (or odd-) indexed eigenvector holonomies of L and L. It would be
interesting to relate higher Maslov classes [23, 25] to singularities of higher
codimension, and to compute these higher Maslov classes explicitly for the
Toda chain. In this context, it would also be interesting to study higher-order
corrections [10, 11] to the semiclassical quantization conditions (5.2) for the
quantum Toda chain [17, 18].
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