We explore the relationship between weighted averaging and stochastic approximation algorithms, and study their convergence via a sample-path analysis. We prove that the convergence of a stochastic approximation algorithm is equivalent to the convergence of the weighted average of the associated noise sequence. We also present necessary and sufficient noise conditions for convergence of the average of the output of a stochastic approximation algorithm in the linear case. We show that the averaged stochastic approximation algorithms can tolerate a larger class of noise sequences than the stand-alone stochastic approximation algorithms.
Introduction
Recently, there has been significant interest in using averaging to "accelerate" convergence of stochastic approximation algorithms; see, for example, [2, 5, 6, 11, 17, 22, 231. It has been shown that the simple arithmetic average ixL=lzk of the estimates (2,) obtained from a stochastic approximation algorithm converges to the desired point x* with optimal rate [6, 111.
Under appropriate assumptions, the choice of the step size does not affect this optimal rate of convergence. Most of the results focus on the asymptotic optimality of stochastic approximation algorithms with various averaging schemes.
The central property of the stochastic approximation procedure is its ability to deal with noise. Therefore, from both theoretical and practical points of view, it is important to characterize the set of all possible noise sequences that a stochastic approximation algorithm can tolerate. In [19] , Wang et al. establish four equivalent necessary and sufficient noise condition for convergence of a standard stochastic approximation algorithms. Convergence of the weighted average of the noise sequence has been used as a sufficient condition for convergence of stochastic approximation algorithms kulkarni@ee.princeton.edu in [8, 181 . In this paper, we prove that this sufficient condition is equivalent to the four necessary and sufficient conditions studied in [19] , and hence also necessary for convergence of stochastic approximation algorithms (see Theorems 3 and 4). Moreover, we establish necessary and sufficient noise conditions for the convergence of the averaged output of a stochastic approximation algorithm (see Theorem 5). The established noise conditions for convergence of the averaged stochastic approximation algorithms are considerably weaker than the conditions for convergence of the stand-alone stochastic approximation. This result illustrates an important aspect of the averaging scheme: it allows us to relax conditions on noise sequences for convergence of stochastic approximation algorithms. Our analysis is deterministic-we study the sample-path behavior of the algorithms. We believe that applications of the weighted averaging techniques presented here are not limited to the area of stochastic approximation. The results will be useful in general parameter estimation problems with uncertainty.
In Section 2, we define the weighted averaging operator and introduce two important properties of the operator: regularity and effectiveness. In Section 3, we establish necessary and sufficient conditions on a sequence for convergence of its average. In Section 4, we apply the results in the previous sections to the analysis of stochastic approximation algorithms. Specifically, in Section 4.1, we establish the convergence of the weighted average of the noise sequence as a necessary and sufficient condition for convergence of the standard stochastic approximation algorithms. In Section 4.2, we present a necessary and sufficient noise condition for convergence of the averaged stochastic approximation algorithms in the linear case. Finally, we state some conclusions and remarks in Section 5.
Weighted Averaging
We first define what we mean by "weighted averages." Let W be a real Hilbert space and JL = @ be the vector space containing all sequences on H. We denote the inner product on W by (e, e) and the corresponding norm by I( . I/, and assume that the index set for elements in I L is N = {1,2,...} . For a sequence x E JL, we write 
for x = {x,} E IL. Given x E IL, we call A,x the weighted average of x.
We will refer to the sequence a in the definition as the averaging sequence of the corresponding weighted average. Note that we assume that a1 = 1 only for simplicity of analysis; the assumption is not crucial to the results. The following lemma gives a useful representation for the weighted average defined above. Note that this result was established in earlier work; see, for example, [7, and Suppose that x is a sequence of estimates of an unknown parameter x*, obtained from some algorithm. There are two motivations behind the application of weighted averaging to a sequence:
1. If x does not converge to z* but is sufficiently wellbehaved, then it may be possible that a weighted average of x converges to x*.
2.
Suppose that x converges to x* slowly. It may be possible to speed up the convergence by taking the weighted average of x.
In other words, weighted averaging serves as a postfilter for the sequence of estimates x. In this paper, we focus on the first issue. Specifically, we provide necessary and sufficient conditions on z for convergence of its weighted average. We first define two important properties of a weighted average and give necessary and sufficient conditions for them to hold. The regularity of a weighted averaging operator guarantees that the weighted average of every convergent sequence also converges to the same limit of the original sequence-the weighted averaging will not impair convergence. In addition, the effectiveness of a weighted averaging operator makes sure that some non-convergent sequence can be made convergent via weighted averaging-the weighted averaging will improve convergence. We give necessary and sufficient conditions for regularity and effectiveness of weighted averaging in Propositions 1 and 2 below, respectively. The next proposition gives us a necessary and sufficient condition for the effectiveness of a weighted average.
Proposition 2. A regular weighted average A, is effective if and only if a has a subsequence converging to 0.
Note that the notion of regularity is an important concept in summability theory; see, for example, [3, 12, 21] . A necessary and sufficient condition for the regularity of a general summability method is provided by the Toeplitz Limit Theorem [3, 121. The above two propositions can in fact be proven by applications of this theorem.
Convergence of Weighted Averages
In this section, we study conditions on {x,} for the convergence of its weighted average. Throughout the paper, we assume that the associated weighted averaging is both regular and effective. In other words, the averaging sequence is not summable and has a subsequence converging to 0. 
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We define the condition stated in Theorem 1 as the first-order decomposition condition that we will refer to in the subsequent discussion. Note that if a does not have a subsequence converging to 0, the DC, condition reduces to the convergence of x . This fact is consistent with Proposition 2. In the subsequent discussion, we may drop the subscript when the associated averaging sequence does not affect the result.
To see how averaging can improve the convergence property of a sequence, consider the following classical example: Suppose a, = and z , = (-l)n+l. Then d a x 4 0 although x oscillates between -1 and 1. This situation may correspond to the case where the estimate wanders around the desired parameter value but does not converges to it.
Second-Order Condition
We now study the situation where a second weighted average is needed to obtain a convergent sequence. We present a necessary and sufficient condition on the sequence for convergence of its "second-order weighted average." We need an additional assumption on the behavior of the averaging sequence {a,} to establish the second-order condition (Theorem 2). We define the notion of bounded variation of a sequence that will be used to state our assumption.
Definition 5. A sequence {a,} is said to have bounded
The set of sequences with bounded variation is a fairly large class of sequences. For example, any bounded and eventually monotone scalar sequence has bounded variation. To establish the second-order condition we need the following lemmas, Lemmas 2 and 3, which concern the relationship among weighted averages with different averaging sequences. With the above lemmas, we can prove the following theorem that establishes the necessary and sufficient condition for convergence of the L'second-order" average. Again, we may omit the subscripts when the associated averaging sequences are clear from the context.
In the next section, we explore the close relationship between weighted averaging and stochastic approximation, and present a necessary and sufficient noise condition for convergence of the averaged stochastic approximation for a class of linear problems.
Stochastic Approximation and Averaging
In [19] , Wang et al. show that the DC condition on the noise sequence is necessary and sufficient for convergence of a stochastic approximation algorithm under appropriate assumptions. This result, together with Theorem 1 in the previous section, establishes a form of equivalence between weighted averaging and stochastic approximation in terms of convergence. More precisely, we show that the convergence of weighted average of the noise sequence is necessary and sufficient for convergence of stochastic approximation algorithms (Theorems 3 and 4). Based on this equivalence, we further show that the DC2 condition on the sequence is a necessary and sufficient condition for convergence of the averaged stochasticapproximation algorithm (Theorem 5). As mentioned in the beginning, there has been significant interest in using averaging to accelerate convergence of stochastic approximation algorithm. The result here illustrates another important aspect of the averaging scheme: it allows us to relax the condition on noise sequences for convergence of stochastic approximation algorithms. We prove that, with a weighted averaging, stochastic approximation can tolerate a larger class of noise.
Weighted Averaging as a Noise Condition
The close relationship between stochastic approximation and weighted averaging has been reported in the literature. In [SI, Ljung shows that convergence of the weighted average of the noise sequence, with the step size being the averaging sequence, is sufficient for convergence of a stochastic approximation algorithm. Walk and &id6 prove a similar result for a class of linear problems in [18] . In [4, 13, 161 , it is shown that the stochastic approximation algorithm can be represented as a weighted average of the noise sequence when it converges. In the case where the step size a, = c / n , Clark proves in [I] that the convergence of the true average of the noise sequence is necessary and sufficient for convergence of Robbins-Monro algorithms. Here, we generalize Clark's result to general step size sequences by applying results in the last section and [19] .
In [19] , Wang et al. show that the DC, condition on the noise sequence {e,} is necessary and sufficient for convergence of the stochastic approximation algorithm described by Proof. See [20] . 
where x1 E W is arbitrary; A, and b, are estimates of A and b, respectively; and {e,} is the noise sequence. We assume that the step size {a,} is a sequence of nonnegative real number with a1 = 1, a, < 1 for n 2 2, a, -+ 0, and ~~= l u n A is a bounded linear operator with inf{Re A: X E o(A)} > 0, where a ( A ) denotes the spectrum of A.
Assumption (Al) guarantees that A is invertible. Assumption (A2) is a technical condition that will be used in the proof of convergence. Following Walk and Zsid6 [18] , letting z ; = 2, -A-lb and
we can rewrite (5) as
Assumptions (A3) and (A4) imply that & xi==, Ykbk converges to 0. Therefore we can assume that b = 0 without loss of generality. In fact, by Assumption (A4) and the linearity of A,, we can ignore the term b, in ( 5 ) in considering the convergence of the stochastic approximation algorithm. In other words, we can simply focus on the algorithm described by
(6) This will be clear when we present our convergence results (Theorem 4 and 5) later.
In the following, we show that convergence of the weighted average of the noise is necessary and sufficient for convergence of the algorithm described by ( 5 ) . Note that the sufficiency is proved by Walk and Zsid6 in [18] . Proof. See [20] . 
Averaged Stochastic Approximation
Recently, Polyak and Ruppert independently proposed the idea of speeding up convergence of stochastic approximation by means of averaging in [lo] and [14] , respectively. They show that the average of the output of a stochastic approximation algorithm, $ xi==, X k , converges with the optimal rate, together with the optimal asymptotic covariance matrix. The optimality can be achieved with a slowly varying step size, and is independent of the design constant for step size. Since then, other authors have further explored the benefits of using averaging for stochastic approximation; see, for example, [2, 6, 5, 11, 15, 17, 22, 231 . Most of the results focus on the asymptotic optimality of stochastic approximation algorithms with various averaging schemes. Except for results in [15, 171, a probabilistic approach is used in the analyses.
In this paper, we explore a different aspect of the averaging scheme. We show that the averaging technique, if properly designed, allows us to relax the noise condition for convergence of stochastic approximation. Specifically, we establish a necessary and sufficient noise condition for convergence of an averaged stochastic approximation algorithm in the linear case. This condition is substantially weaker than the known necessary and sufficient noise conditions for convergence of the standard stochastic approximation without averaging. Our analysis is deterministic. We consider the algorithm described by xn+1 = xn -a n A x n + anbn + anen,
(7)
and study the convergence of the weighted average {Zn} of { x n } , where
(8)
We present a necessary and sufficient noise condition for convergence of the weighted average of {Xn} in the following theorem. We will use dzx = d,(d,x) to denote the second-order weighted averaging of a sequence 2 with the same averaging sequence {an} for both averagings. and sufficient for convergence of stochastic approximation, the fact that weighted averaging relaxes the noise condition is evident by Theorem 5 and Corollary 1.
Conclusion
In this paper, we study properties of weighted averaging and present necessary and sufficient conditions on a sequence for convergence of its average. We view the weighted averaging as a means to weaken the noise condition for convergence of stochastic approximation and present a necessary and sufficient noise condition for convergence of stochastic approximation with averaging for a special linear case.
Although averaging has been applied to accelerate con- 
