The approximate maximum likelihood method of Luo & Kearsey (1989) to determine the parameters of a segregating quantitative trait locus (QTL) in an F2 population by linkage to a genetic marker is compared to the 'true' maximum likelihood estimates derived by scanning the seven parameter likelihood space. The two methods did not yield identical results, and diverged markedly for a dominant QTL loosely linked to the genetic marker. Further study is suggested to evaluate other methods that do not simultaneously maximize the likelihood for all parameters.
Introduction
Numerous studies have shown that the individual loci that affect quantitative traits (henceforth QTL) can be detected via linkage to genetic markers (Sax, 1923;  Neimann- Sorensen & Robertson, 1961; Thoday, 1961; Brum et a!., 1968; Hines et a!., 1969; Arave et a!., 1971; Zhuchenko et a!., 1979; Tanksley et a!., 1982; Gelderman et a!., 1985; Kahier & Wherhahn, 1986; Edwards eta!., 1987; Goyon eta!., 1987; Weller, 1987; Paterson eta!., 1988; Weller etal., 1988; Jensen, 1989; Beever eta!., 1990; Hines, 1990) . Studies of this nature have been facilitated in the last decade by the development of methods to detect polymorphisms at the DNA level (Soller & Beckmann, 1982 , 1987 .
Although standard linear model methodology can be used to detect a marker-linked QTL, it cannot be used to derive an estimate of the recombination frequency (r) between the QTL and the genetic marker, unless the QTL is bracketed by two markers. Furthermore, the linear model estimate of the effect will be biased by recombination between the two loci (Knapp et a!., 1990) . Several studies have shown that by maximum likelihood methodology, the means and variances of the QTL genotypes, and the recombination frequency between the QTL and the marker can be esti-43 mated simultaneously (Weller, 1986 (Weller, , 1987 Jensen, 1989; Simpson, 1989; Darvasi, 1990) . Although it is generally possile to write the likelihood function, L, and compute the partial differentials of log L with respect to the different parameters, it is often not possible to derive an analytical solution to the resultant system of equations.
A variety of iterative methods have been developed to derive ML multiparameter estimates, including Fisher's method of scoring (Bailey, 1961) , expectation-maximization (EM), (Dempster et a!,., 1977) and Newton-Raphson (Dahiquist & Bjorck, 1974) . The parameter estimates of the ith iterative, for all of these methods, are computed by solving a system of equations equal in number to the number of parameters being estimated. These reduced equations are themselves functions of the parameter estimates from the previous iteration. Thus, it is necessary to continue iteration until changes between rounds fall below a sufficiently small value. Furthermore, all of these methods converge to a local maximum. Thus if the likclihood function has more than one local maximum, it is possible that these algorithms will converge to different local maxima, depending on the initial parameter estimates.
As an alternative to these methods, Weller (1986) presented a combination of moments method and ML for analysis of an F2 population. Assuming that the three F2 QTL genotypes have different means and variances for the quantitative trait, it is necessary to estimate seven parameters for this population; the three means, the three variances, and r. The likelihood function was scanned by this method for three dimensions; the mean and variance of the QTL heterozygote, and r. For each combination of these three parameters, the remaining four parameters were estimated as functions of these parameters, and the first and second moments of the marker-genotype distributions. Scanning of the three-dimensional space is well within current computing capability. Weller (1986) assumed that the three-dimensional ML values were not identical to the seven-dimensional ML solution. Based on the invariant property of ML estimators, Luo & Kearsey (1989) proposed that: (a) the three-dimensional ML estimate is in fact equivalent to the complete ML solution, and (b) rather than search a three-dimensional space, equivalent ML solutions could be derived by searching a one-dimensional space for r, with the other six parameters estimated from r and the first and second moments of the marker-genotype distributions. Estimates obtained in this manner will be termed 'pseudo' ML (PML) estimates.
In this study we consider the theoretical basis of PML estimates, and demonstrate by computer simulation that PML estimates do not necessarily approximate the 'true' ML solutions.
Theoretical approach
The derivation of PML estimates is based on the invariant property of maximum likelihood estimators.
Application of this property is based on the assumption that equations (12-14) in Luo & Kearsey (1989) are transformations of the parameter space. However, the functions on the right-hand side of these equation are expectations of the parameters that appear on the left-hand sides. Thus, strictly speaking, these equations are in error. Although replacing the 'true' parameter values with the expectations would correct the equations, it is then obvious that the invariant property cannot be applied because the 'true' parameter values r= Recombination frequency between the Oil and the genetic marker. TML = ML estimate derived by scanning the seven-dimension likelihood space. PML = ML estimate derived by the method of Luo & Kearsey (1989) . §Natural base.
cannot be expressed as functions of the statistics that appear on the right-hand sides of these equations.
Simulations
The F2 populations were simulated, as described by Weller (1986) , consisting of 500 and 1000 individuals, respectively. The simulation values are given in Table   1 . In the first population, a co-dominant QTL was simulated, with r= 0.1. In the second population, the homozygote with the higher trait value was dominant, with r=0.4. PML estimates were computed with r scanned over the range of 0-0.5. 'True' ML estimates (TML) were computed by scanning the sevendimensional space for all parameters. The scanning interval for the original search was units of the marker-genotype mean for the corresponding QTL genotype, and units of the marker-genotype standard deviation of the corresponding QTL genotype. In each round of scanning, five points were tested, thus the number of combinations tested were 57= 78,125. In subsequent scanning rounds for both methods, the interval was decreased by half, centred on the values with the highest likelihood. Iteration was continued until the difference in log L (natural base) between the highest combination of parameter values and the next highest fell below 10.
Results and discussion
The marker-genotype means and standard deviations, and the PML and TML parameter estimates are presented in Table 1 . For Simulation 1, a co-dominant QTL, the PML and TML estimates were quite similar for all seven parameters. The difference of 0.2 between the log likelihoods means that the likelihood of the TML solution is 1.23 times the likelihood of the PML solution. Both methods give results that are quite close to the true values, and within the approximate standard errors given by Weller (1986) for a population of this size. For Simulation 2, a QTL with complete dominance, the TML estimates were again close to the true values, and within the approximate standard errors; while for PML, maximum likelihood was obtained with complete linkage between the genetic marker and the QTL. Consequently, the PML estimates for the other parameters were equal to the market locus values. In addition, the difference between log L at the solution values was 5.0 for the second simulation, that is the likelihood of the TML solution is 148 times the likelihood of the PML solution.
One of the authors (J. I. Weller, unpublished data) attempted to derive PML solutions on the field data presented in Weller (1986) . Results similar to those presented in this study for the dominant locus were obtained. This method was therefore deemed unsuitable as a short-cut ML algorithm. Some of the biases evident in the PML estimates for the dominant locus, i.e. underestimation of r with complete dominance and high recombination values, and underestimation of the heterozygote mean, were also found by Luo & Kearsey (1989) . They also found that the QTL variances were consistently underestimated by their method, while in the present study, the PML variance estimates were greater than the simulated values for the dominant locus. Luo & Kearsey (1989) Clearly a far more extensive analysis would be necessary to determine the criteria as to which populations would be amenable to PML estimation, if this is at all possible. Even for the two examples given, no major differences are apparent from inspection of the marker genotype statistics. Both loci appear to be codominant. Lander & Botstein (1989) used the EM algorithm on a backcross population to derive 'ML' estimates for the means and variances of a QTL with recombination frequency assumed to be constant, and then scanned the one-dimensional space for r. Thus, a 'ML' value was computed by EM for each r-value. The combination of parameter estimates that gave the highest likelihood was then taken as the final ML estimate.
Although the EM algorithm is guaranteed to converge to a maximum, provided one exists within the parameter space (Dempster et at., 1977) , this method is not 'true' EM because solutions were not estimated simultaneously for all five parameters. Further study is suggested to determine whether the method of Lander & Botstein (1989) does in fact yield 'true' ML solutions.
