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Re´sume´ : Big data, science des donne´es, deep learning, intelligence ar-
tificielle, sont les mots clefs de battages me´diatiques intenses en lien avec
un marche´ de l’emploi en pleine e´volution qui impose d’adapter les conte-
nus de nos formations professionnelles universitaires. Quelle intelligence ar-
tificielle est principalement concerne´e par les offres d’emplois ? Quelles sont
les me´thodologies et technologies qu’il faut privile´gier dans la formation ?
Quels objectifs, outils et ressources pe´dagogiques est-il ne´cessaire de mettre
en place pour re´pondre a` ces besoins pressants ? Nous re´pondons a` ces ques-
tions en de´crivant les contenus et ressources ope´rationnels dans la spe´cialite´
Mathe´matiques applique´es, majeure Science des Donne´es, de l’INSA de Tou-
louse. L’accent est mis sur une formation en Mathe´matiques (Optimisation,
Probabilite´s, Statistique) fondamentale ou de base associe´e a` la mise en œuvre
pratique des algorithmes d’apprentissage statistique les plus performants,
avec les technologies les plus adapte´es et sur des exemples re´els. Compte
tenu de la tre`s grande volatilite´ des technologies, il est impe´ratif de former
les e´tudiants a` l’autoformation qui sera leur outil de veille technologique
une fois en poste ; c’est la raison de la structuration du site pe´dagogique
github/wikistat en un ensemble de tutoriels. Enfin, pour motiver la pra-
tique approfondie de ces tutoriels, un jeu se´rieux est organise´e chaque anne´e
sous la forme d’un concours de pre´vision entre e´tudiants de masters de
Mathe´matique Applique´es pour l’IA.
Mots-clefs : science des donne´es, intelligence artificielle, apprentissage
statistique, donne´es massives, enseignement, jeux se´rieux.
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Wikistat 2.0 : Educational Resources for Artificial Intelligence
Abstract : Big data, data science, deep learning, artificial intelligence
are the key words of intense hype related with a job market in full evolution,
that impose to adapt the contents of our university professional trainings.
Which artificial intelligence is mostly concerned by the job offers ? Which me-
thodologies and technologies should be favored in the training pprograms ?
Which objectives, tools and educational resources do we needed to put in
place to meet these pressing needs ? We answer these questions in descri-
bing the contents and operational ressources in the Data Science orientation
of the speciality Applied Mathematics at INSA Toulouse. We focus on ba-
sic mathematics training (Optimization, Probability, Statistics), associated
with the practical implementation of the most performing statistical learning
algorithms, with the most appropriate technologies and on real examples.
Considering the huge volatility of the technologies, it is imperative to train
students in seft-training, this will be their technological watch tool when they
will be in professional activity. This explains the structuring of the educa-
tional site github/wikistat into a set of tutorials. Finally, to motivate the
thorough practice of these tutorials, a serious game is organized each year
in the form of a prediction contest between students of Master degrees in
Applied Mathematics for IA.
Keywords : Data Science, artificial intelligence, statistical learning, big
data, teaching, serious game.
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1 Introduction
1.1 Battage me´diatique, scientifique et commercial
Big Data Analytics, Data Science, Machine Learning, Deep Learning, In-
telligence Artificielle, un battage me´diatique (buzz word) en chasse un autre,
reflets ou e´cumes de disruptions technologiques importantes et surtout conti-
nuelles. Quels objectifs et choix pe´dagogiques engager pour anticiper les
contenus de nos formations et les modes d’acquisition des compe´tences afin
de pre´parer efficacement l’inte´gration des nouveaux diploˆme´s ? C’est a` ces
questions que nous taˆchons d’apporter des e´le´ments de re´ponses, non pas
des re´ponses the´oriques ou des de´clarations d’intention, mais plutoˆt des re-
tours d’expe´riences et de re´alisations en constante (r)e´volution au sein de la
spe´cialite´ Mathe´matiques Applique´es de l’INSA de Toulouse.
Il est e´videmment important de communiquer avec les bons intitule´s et les
e´tudiants de l’INSA l’ont bien compris en se de´clarant data scientist sur leur
CV depuis 2013. Mais les bons choix d’investissement, ceux pe´dagogiques qui
prennent du temps et engagent sur la dure´e, ne peuvent eˆtre pris en s’atta-
chant a` l’e´cume des mots, meˆme inlassablement souleve´e par des rapports
officiels, me´dia ou hashtags des re´seaux sociaux. Il ne suffit pas de changer
un intitule´ de cours ou de diploˆme.
Alors que les ressources pe´dagogiques, les MOOCs, SPOCs, tutoriels, se
de´versent a` profusion sur internet, que devient le roˆle d’un enseignant et plus
pre´cise´ment d’un enseignant / chercheur ? Certes contribuer a` produire de
la connaissance par la recherche mais, en responsabilite´ pe´dagogique, une
fonction essentielle consiste a` prioriser des choix. Sous l’e´cume me´diatique,
quelles sont les me´thodes, les technologies, les algorithmes, dont les perfor-
mances, donc la diffusion, motivent le temps et l’implication ne´cessaires a`
leur inte´gration dans un cursus acade´mique inexorablement contraint par le
volume horaire ?
La pression me´diatique n’est pas seule en jeu, il faut noter aussi celle,
acade´mique, de publication : publish or perish, qui conduit a` la production
de milliers d’articles de´crivant l”invention” de centaines de me´thodes, algo-
rithmes, librairies et de leurs tre`s nombreuses variantes incre´mentales, alors
qu’en pratique, il faut reconnaˆıtre que les diffe´rences de performance n’ap-
paraissent pas toujours significatives. Lire a` ce sujet les articles de Hand
(2006) et Donoho (2015) tre`s critiques envers les algorithmes d’apprentissage
re´cents, et pas seulement pour opacite´ et manque d’interpre´tabilite´.
Notons aussi la pression commerciale ou publicitaire des entreprises, start-
up ou grands groupes, disputant les parts d’un marche´ en forte croissance
mais tre`s volatil ou versatile. Chaque anne´e depuis 2012 et motive´s par
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des besoins de visibilite´ e´conomique, Matt Turck et ses collaborateurs de la
socie´te´ Firstmark proposent une repre´sentation graphique du paysage ou de
l’e´cosyste`me, devenu fort complexe, des entreprises traitant de donne´es mas-
sives ou plutoˆt maintenant de donne´es massives et d’intelligence artificielle.
Ils taˆchent chaque anne´e de prendre en compte les cre´ations, disparitions,
fusions, des entreprises du domaine.
1.2 Quelle Intelligence artificielle ?
Les entreprises ayant appris a` stocker, ge´rer massivement leurs donne´es
depuis 10 ans, la phase suivante concerne leur analyse pour leur valorisation et
l’aide a` la de´cision, voire de la de´cision automatique. Apre`s s’eˆtre appele´e ”big
data analytics” puis ”data science” cette phase fait maintenant re´fe´rence a`
une pratique d’intelligence artificielle (IA), appellation largement me´diatise´e,
notamment depuis les succe`s remarquables en reconnaissance d’images de-
puis 2012, en traduction automatique, d’AlphaGo en 2016 ou autour des
expe´rimentations de ve´hicules autonomes.
L’IA n’est pas une invention re´cente car cette discipline ou plutoˆt
cet ensemble de the´ories et techniques est apparue conjointement avec le
de´veloppement des tous premiers ordinateurs (ENIAC en 1943), eux-meˆmes
conse´quences des efforts, durant la deuxie`me guerre mondiale, pour produire
rapidement des abaques de balistique puis re´aliser les calculs de faisabilite´ de
la premie`re bombe atomique. L’objectif initial e´tait la simulation des com-
portements du cerveau humain. C’est aussi en 1943 que Mc Culloch (neuro-
physiologiste) et Pitts (logicien) ont propose´ les premie`res notions de neurone
formel. Notons le de´but de la the´orisation de l’IA avec les travaux pionniers
d’Alan Turing en 1950 et la premie`re apparition de la notion de perceptron,
le premier re´seau de neurones formels, par Rosenblatt en 1957. Manque de
moyens de calcul et d’algorithmes pertinents, l’approche connexionniste de
l’IA est mise en veilleuse durant les anne´es 70 au profit de la logique formelle
(e.g. calcul des pre´dicats du premier ordre) comme outil de simulation du
raisonnement. Les syste`mes experts associant base de connaissance (re`gles
logiques), base de faits et moteur d’infe´rence ont connu un certain succe`s,
notamment avec le de´veloppement du langage Prolog, mais on butte´ sur la
complexite´ algorithmique explosive des proble`mes NP complets. Ce fut alors,
au de´but des anne´es 80, le retour massif de l’approche connexionniste avec le
de´veloppement de l’algorithme de re´tropropagation du gradient qui a ouvert
la possibilite´, en lien avec des moyens de calculs suffisamment performants,
de l’apprentissage de re´seaux de neurones complexes. Le de´veloppement de
l’IA s’est ensuite focalise´ dans les anne´es 90 sur des objectifs d’apprentissage
(machine learning), qui devint plus pre´cise´ment l’apprentissage statistique
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(statistical learning) en conse´quence de la publication du livre e´ponyme de
Vapnik (1995). C’est toute une farandole d’algorithmes : se´parateurs a` vaste
marge (SVM), bagging, boosting, random forest... qui provoqua a` nouveau la
mise en retrait des approches connexionnistes conside´re´es, au meˆme titre que
bien d’autres algorithmes souvent plus performants. Mais certains chercheurs
dont Yan le Cun, Yoshua Benjio, Geoffrey Hinton, ont continue´ a` de´velopper
des structures connexionnistes spe´cifiques dont les fameux re´seaux inte´grant
des produits de convolution (convolutional neural netwoks) sur des images.
L’accumulation complexe de ces couches fut nomme´e apprentissage profond
(deep learning) avec un re´el succe`s marketing.
Actuellement, la pre´sentation me´diatique de l’IA diverge rapidement vers
des questions philosophiques (transhumanisme), comme celle de singula-
rite´ technologique lorsque les machines deviendront plus ”intelligentes” que
l’homme... Le de´veloppement de l’IA soule`ve des questions e´galement an-
xioge`nes de destruction de nombreux emplois qualifie´s (Stiegler et Kourou
2015) et pas seulement des me´tiers manuels absorbe´s par la robotisation
des entreprises. D’autres craintes sont lie´es aux menaces concernant la vie
prive´e ainsi qu’aux questions e´thiques aborde´es par ailleurs (Besse et al.
2017). Nous oublierons ces aspects pour nous focaliser sur les algorithmes
d’IA en exploitation, ceux qui impactent nos quotidiens professionnels ou
personnels, conse´quences de la datafication de nos environnements. Ces algo-
rithmes, capables de s’entraˆıner, en surfant sur la vague ou plutoˆt le tsu-
nami des donne´es, afin de construire des de´cisions automatiques, consti-
tuent le sous-ensemble historique de l’IA appele´ apprentissage automatique
ou machine learning. Plus pre´cise´ment, nous laisserons de coˆte´ les algo-
rithmes de renforcement ou de de´cision se´quentielle (e.g. bandit manchot)
qui sont des algorithmes d’optimisation stochastique trouvant leurs appli-
cations dans la gestion des sites de vente en ligne. Il reste alors le prin-
cipal sous-ensemble des algorithmes d’apprentissage statistique au sens de
Vapnik (1995), incluant e´galement l’apprentissage profond ou deep learning.
Ceux-ci construisent des re`gles de de´cision ou des pre´visions par minimisa-
tion d’un risque, ge´ne´ralement une erreur moyenne de pre´vision. Leur succe`s
et la ge´ne´ralisation de leur utilisation sont des conse´quences directes de la
datafication (big data) du quotidien.
Marketing et data mining, finance et trading algorithmique, traduction
automatique et traitement du langage naturel (sentiment analysis), recon-
naissance faciale et analyse d’images en lien par exemple avec les ve´hicules
autonomes, aide au diagnostic, de´tection d’anomalies, pre´vision de de´faillance
et maintenance pre´ventive dans l’industrie... sont autant de domaines d’appli-
cation des algorithmes d’apprentissage statistique, sous-ensemble de l’Intelli-
gence Artificielle be´ne´ficiant et valorisant les masses de donne´es en croissance
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exponentielle.
1.3 Quels choix ?
Au sein de cet environnement, ou de cette jungle, une forme de se´lection
naturelle ope`re de fac¸on drastique sur les me´thodes et technologies associe´es,
celles qui font leurs preuves, s’adaptent et survivent au fil des mises a` jour
des librairies logicielles et les autres qui s’e´teignent car finalement inefficaces
ou inadapte´es au changement environnemental, par exemple au passage aux
e´chelles volume, varie´te´, ve´locite´, des donne´es. Trois facteurs ou observatoires
semblent de´terminants pour suivre cette e´volution en temps re´el.
— Le logiciel libre et les librairies associe´es, qu’elles soient accessibles en
R, Python, Spark... envahissent inexorablement le paysage ; Google ne
s’y est pas trompe´ en ouvrant les codes de Tensor Flow et simplifiant
son acce`s avec Keras. Les marges financie`res significatives ne sont plus
apporte´es par la vente de logiciels mais par celle de services ; seuls
des logiciels libres autorisent les expe´rimentations indispensables et
permanentes des me´thodes et algorithmes dans des situations toujours
renouvele´es.
— Corre´lativement au logiciel libre, le travail, et pas seulement le
de´veloppement de codes, devient agile et surtout collaboratif. L’en-
vironnement git et plus particulie`rement l’expansion du site github
en sont des re´ve´lateurs ; Microsoft ne s’y est pas trompe´ en rache-
tant Github. Le succe`s de structures comme celle des Instituts de
Recherche Technologiques en sont d’autres exemples qui de´passent
les proble`mes de proprie´te´ industrielle. Les donne´es proprie´taires res-
tent confidentielles mais ide´es, me´thodes et meˆme portions de codes
sont partage´es, co-de´veloppe´es. Suivre a` ce sujet le de´veloppement du
projet franco-que´be´cois DEEL (dependable and explainable learning)
pilote´ en France par l’IRT St Exupe´ry et associant inge´nieurs, cher-
cheurs industriels et acade´miques,
— Les suivis et soutenances de stages, de projets industriels, les en-
cadrements de the`ses CIFRE, les premie`res embauches sont autant
d’exemples d’expe´rimentations en vraie grandeur. Les responsabilite´s,
pe´dagogique d’un diploˆme et celle scientifique de projets de recherche,
constituent un poste d’observation de premier plan, meˆme si biaise´
par la localisation ge´ographique. Cette position permet d’identifier ce
qui marche, ou pas, en fonction des domaines d’applications, qu’ils
soient industriels ou publics, ae´ronautiques, me´dicaux ou autre.
En de´finitive, le de´veloppement des ressources pe´dagogiques disponibles
sur le nouveau site github.com/wikistat qui fait suite et vient comple´ter
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wikistat.fr, est la conse´quence de ces remarques pilotant un ensemble de
choix :
— choix technologiques en perpe´tuelles (r)e´volutions ou disruption as-
socie´s a` des
— choix et objectifs pe´dagogiques avec en conse´quence des
— moyens pe´dagogiques a` mettre en œuvre.
Cette fac¸on sche´matique de se´quencer le propos n’est e´videmment pas
repre´sentative de la dynamique de la de´marche. Elle enchaˆıne sur l’expose´ de
Besse et Laurent (2015) qui tentait de´ja` de de´finir ou plutoˆt caracte´riser la
fausse nouvelle Science des Donne´es avant de de´tailler l’e´volution en cours et
a` venir du cursus de la spe´cialite´ Mathe´matiques Applique´es. Revenir a` cet ar-
ticle, pourtant re´cent, permet d’identifier des technologies de´ja` abandonne´es,
au moins dans les cours, comme Mahaout, RHadoop, H2O..., d’autres main-
tenues ou renforce´es : Spark, et certaines annonce´es puis effectivement intro-
duites TensorFlow.
2 Choix technologiques
De´taillons les technologies retenues et les quelques raisons qui ont pre´side´
a` ces choix.
2.1 Hadoop
Une architecture de donne´es distribue´es associe´e a` un syste`me Hadoop
de gestion de fichier est devenue la technologie caracte´ristique voire meˆme
emble´matique des donne´es massives. Celle-ci offre des capacite´s de sto-
ckage et de paralle´lisation des traitements incontournables mais pose des
contraintes tre`s fortes aux algorithmes susceptibles d’y eˆtre exe´cute´s en
ite´rant ne´cessairement les seules fonctions (cf. figure 1) : map paralle´lisable,
schuffle implicite de re´partition vers celle reduce d’agre´gation des re´sultats.
Un traitement efficace de donne´es massives est obtenu a` condition de ne pas
les de´placer (temps de transfert), ce sont les algorithmes ou codes de cal-
culs qui sont transfe´re´s, et de ne les lire qu’une seule fois (temps de lecture
disque). C’est ainsi que certains algorithmes survivent a` ces contraintes (e.g.
k-means) et sont de´veloppe´s dans les librairies affe´rentes, tandis que d’autres
(e.g. k plus proches voisins) ne passent pas a` cette e´chelle et prennent la voie
de l’extinction.
Plus pre´cise´ment, la contrainte d’une lecture unique impose de conserver
en me´moire les donne´es entre deux ite´rations d’un algorithme complexe afin
d’e´conomiser des acce`s disques re´dhibitoires. C’est justement la principale
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Figure 1 – Organisation sche´matique des fonctionnalite´s Map-Reduce sous
Hadoop Distributed File System (HDFS).
fonctionnalite´ qui a fait l’originalite´ et le succe`s de Spark avec le principe de
resilient data set.
2.2 Spark
Cette technologie peut eˆtre comprise comme une couche logiciel (frame-
work) au-dessus d’un syste`me de gestion de fichiers et inte´grant une program-
mation (map/reduce) fonctionnelle. En plus de ge´rer des fichiers de donne´es
re´silients donc conserve´s en me´moire entre deux ite´rations, Spark propose un
ensemble de fonctionnalite´s (cf. figure 2) permettant d’adresser tout syste`me
de gestion ou type de fichiers : Hadoop, MongoDB, MySQL, ElasticSearch,
Cassandra, HBase, csv, JSON... ainsi que des capacite´s de requeˆtes SQL. A`
cela s’ajoutent des modules qui offrent des possibilite´s de traiter des donne´es
en temps re´el (streaming) ainsi que des graphes. Un dernier module (ML-
lib) propose une librairie d’algorithmes d’apprentissage supervise´s et non-
supervise´s adapte´s au passage a` l’e´chelle volume.
Enfin, un des atouts de Spark et non des moindres, est l’API PySpark
qui permet de coder en Python toutes les ope´rations cite´es pre´ce´demment
et, pour le be´otien qui dispose d’une formation plus axe´e Mathe´matiques
applique´es qu’Informatique, c’est tre`s utile. Il n’a pas a` apprendre encore
d’autres langages de programmation spe´cifiques aux donne´es massives (Hive,
Pig) ou ge´ne´ralistes (Java, Scala) mais au cœur de Spark pour aborder effi-
cacement ce domaine.
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Figure 2 – La technologie Spark et son e´cosyste`me.
2.3 Python vs. R
La section pre´ce´dente justifie de´ja` le choix de Python comme langage per-
mettant de ge´rer, traiter, analyser des donne´es massives et distribue´es. Plus
pre´cise´ment, Python est un langage interpre´te´ a` tout faire, ce qui pre´sente
de nombreux avantages mais aussi des inconve´nients. Python est un langage
proce´dural comme C ou Java, c’est aussi, graˆce a` la librairie numpy, un lan-
gage matriciel comme Matlab ou R. C’est enfin un langage qui inte`gre des
commandes fonctionnelles (e.g. map, reduce) comme Lisp. Les inconve´nients
sont de nature pe´dagogique car un langage a` tout faire permet aussi d’e´crire
des programmes n’importe comment et ce, d’autant plus que beaucoup
de de´clarations sont implicites. Ne´anmoins, ceci n’a pas empeˆche´ Python
d’eˆtre choisi comme langage pe´dagogique dans beaucoup d’e´tablissements
et, confronte´ a` des donne´es un peu volumineuses, un e´tudiant comprend vite
ce qu’il faut e´viter de programmer avec un langage matriciel et / ou un lan-
gage fonctionnel pour obtenir des exe´cutions efficaces. Enfin et cette raison
peut suffire, Python remplace Matlab dans beaucoup d’environnements in-
dustriels, notamment dans l’ae´ronautique et l’espace, et le syste`me SAS dans
bien d’autres domaines.
Si Python pre´sente tant d’avantages, pourquoi conserver l’enseignement
et l’utilisation de R dont les capacite´s de paralle´lisation, tout du moins avec le
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noyau actuel, sont plus complexes a` mettre en œuvre surtout sous Windows.
Certes Python se montre ge´ne´ralement plus efficace avec en plus la possibi-
lite´ de pre´-traiter les donne´es en les laissant sur disque lorsqu’elles sont trop
volumineuses pour eˆtre inte´gralement charge´es en me´moire comme l’impose
R. Ne´anmoins, les fonctionnalite´s des librairies Python, notamment en Sta-
tistique et en aides graphiques a` l’interpre´tation, sont largement infe´rieures
a` ce qui est propose´ en R. Aussi, pour aborder des questions statistiques
classiques, de´ployer des me´thodes d’exploration multidimensionnelles avec
les graphes affe´rents, comprendre et interpre´ter des mode`les ou des arbres de
de´cision, R est beaucoup mieux arme´ que Python. Ces deux environnements
apparaissent finalement comme tre`s comple´mentaires.
Besse et al. (2016) de´veloppent une comparaison de´taille´e de trois en-
vironnements : Python Scikit-learn, R, Spark MLlib, pour l’apprentissage
sur des cas d’usage de donne´es presque massives : reconnaissance de ca-
racte`res, syste`me de recommandation de films, traitement de grandes bases
de textes. Celle-ci met clairement en e´vidence la puissance de paralle´lisation
de Spark pour l’exe´cution de certaines e´tapes d’analyse, notamment tout
ce qui concerne la pre´paration des donne´es ou data munging. En revanche,
l’exe´cution de certains algorithmes plus sophistique´s de la librairie MLlib
provoque des de´passements me´moires et donc des plantages intempestifs.
En effet, l’apprentissage de donne´es massives peut encourager l’entraˆınement
d’algorithmes fort complexes et l’estimation de tre`s nombreux parame`tres.
Le besoin de stocker tous ces parame`tres sur tous les nœuds ou calculateurs
d’un nuage Hadoop impose des contraintes me´moire tre`s fortes et donc de
restreindre la taille des mode`les et en conse´quence la capacite´ d’ajustement
puis de pre´vision par rapport a` une architecture inte´gre´e qui regrouperait
me´moire et processeurs dans une seule unite´. A` ce jour et d’expe´rience, seule
l’imple´mentation de la factorisation non ne´gative de matrices (NMF pour les
syste`mes de recommandation) pre´sente un re´el inte´reˆt, pre´cision et temps de
calcul, par rapport a` une librairie pour l’apprentissage automatique comme
Scikit-learn de Python.
2.4 Jupyter
Le de´veloppement de codes est plus efficace dans un environnement
adapte´, un IDE (integrated development environment) comme par exemple
Eclipse. Ne´anmoins pour un utilisateur et pas un de´veloppeur, cet IDE est
trop complexe. Par ailleurs, l’actualite´ est trop souvent de´fraye´e par des
proble`mes de non reproductibilite´ de re´sultats scientifiques pourtant publie´s,
voire meˆme de fraudes scientifiques. Elle peuvent eˆtre dues a` une simple fal-
sification des donne´es ou a` un usage inade´quat voire malveillant de me´thodes
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statistiques. Pour lutter, a` son niveau, contre cette tendance de´sastreuse, le
statisticien / data scientist (cf. Donoho, 2015) se doit d’e´crire des codes qui
rendent facile la reproductibilite´ de l’analyse paralle`lement a` la publication des
donne´es. L’environnement Rmarkdown offre de telles perspectives de meˆme
que les notebooks ou calepins de Jupyter. Ces derniers permettent d’inclure
codes, commentaires (markdown), formules en LATEXet re´sultats graphiques
au sein d’un meˆme fichier re´-exe´cutable pas a` pas en enchaˆınant les clics.
Ces sortes d’IDE sont tellement pratiques, ouverts a` tout langage interpre´te´
(Python, R, Julia, Scala...), qu’ils deviennent le cadre de la grande majo-
rite´ des ressources pe´dagogiques et tutoriels disponibles sur internet. C’est le
choix ope´re´ dans Wikistat 2.0. Noter que Jupyter de´veloppe e´galement une
interface Jupyter lab pre´sentant le calepin en association a` d’autres feneˆtres
comme dans RStudio ou Matlab et visualisant une matrice, un fichier csv.
ou une image.
2.5 GitHub
Il est important de former les e´tudiants a` une gestion de projet agile dans
un environnement de travail coope´ratif ade´quat. L’apprentissage et l’utili-
sation des fonctionnalite´s de Git sont donc fortement conseille´es si ce n’est
impose´es. Le site offrant un tel service gratuitement, lorsque les de´poˆts sont
publics, et le plus utilise´ est GitHub. Le succe`s de ce site est principale-
ment la conse´quence d’une utilisation massive par une grande majorite´ des
de´veloppeurs de logiciels libres. Bien e´videmment le rachat par Microsoft
est assez antinomique et il suffirait de peu de choses, de peu de modifica-
tions dans le fonctionnement de ce site pour provoquer la fuite de tous ces
de´veloppeurs / collaborateurs vers un autre site. Il suffira de suivre le mou-
vement mais actuellement, GitHub reste une re´fe´rence et meˆme une vitrine
pour afficher des compe´tences de de´veloppeur ou de data scientist sur son
CV.
2.6 GPU et Cloud computing
Les derniers choix technologiques concernent l’environnent mate´riel de
travail. Il devient assez facile a` un e´tudiant de s’e´quiper avec un ordinateur
portable mais il est parfois plus fiable de disposer de salles afin d’uniformi-
ser l’environnement de travail. R est tre`s facile a` charger et installer pour
tout syste`me d’exploitation. En revanche, les diffe´rentes versions de Python,
les de´pendances complexes entre les librairies, peuvent faire e´merger des
proble`mes. Ceci se complique lorsqu’il s’agit d’utiliser des algorithmes plus
sophistique´s comme XGBoost ou l’API PySpark. Dans ces derniers cas, un en-
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vironnement Linux (e.g. Ubuntu) est vivement conseille´ ; c’est plus rarement
le choix des e´tudiants pour leur poste personnel. Enfin entraˆıner des algo-
rithmes complexes d’apprentissage profond avec TensorFlow ou optimiser fi-
nement les hyper-parame`tres de XGBoost rendent indispensable l’acce`s a` une
carte graphique GPU. Certes quelques e´tudiants gamers en disposent mais
ils sont des exceptions et le couˆt unitaire d’une machine devient conse´quent.
Pour toutes ces raisons, nous ge´rons deux salles de travaux pratiques au sein
du de´partement de Mathe´matiques dont la moitie´ des postes viennent d’eˆtre
e´quipe´s de cartes GPU.
Ils ne sont pas encore ope´rationnels mais des tutoriels ou se´ances de
travaux pratiques vont eˆtre monte´s pour initier les e´tudiants a` l’utili-
sation de services de cloud computing. Deux solutions sont en cours de
test et d’e´valuation : Amazon Web Service (AWS) et Google cloud. Le
site rosettaHub offre un acce`s a` AWS en mutualisant, entre un ensemble
d’e´tudiants d’un meˆme e´tablissement, les forfaits d’utilisation gratuite mais
les capacite´s de calcul semblent limite´es. Les possibilite´s offertes par la
Google Cloud Platform Education sont se´duisantes. Par ailleurs, l’industrie
ae´ronautique locale, ou plutoˆt sa composante recherche surtout en analyse
d’image, utilise majoritairement Google cloud tandis que Continental Auto-
motive a fait le choix d’AWS pour la gestion industrielle de ses donne´es de
suivi de production. L’acquisition de compe´tence vise´e est la suivante : com-
ment, une fois un projet protoptype´ sur un poste personnel, le transfe´rer sur
un site de cloud computing pour le passage a` une e´chelle ope´rationnelle ; une
introduction a` Docker sera envisage´e dans un proche avenir afin d’automati-
ser au mieux le transfert.
3 Objectifs pe´dagogiques
Le facteur essentiel a` prendre en compte est la tre`s forte volatilite´ des
me´thodes, algorithmes et surtout celle des technologies concerne´es par l’in-
telligence artificielle. D’une anne´e sur l’autre il faut eˆtre capable d’inte´grer
de nouveaux avatars d’algorithmes devenus incontournables dans certains do-
maines et les technologies affe´rentes. Toujours plus flexible et ve´loce, il faut
pouvoir adapter, en cours d’anne´e, les supports pe´dagogiques a` la dernie`re
version d’une librairie ; l’environnement collaboratif et agile Git est indispen-
sable a` la satisfaction de ces contraintes.
Attention, ce serait une erreur de limiter la formation aux seuls aspects
technologiques. Le contenu de cet article peut preˆter a` confusion mais il s’agit
bien d’une formation d’inge´nieurs de spe´cialite´ Mathe´matiques applique´es
inte´grant par ailleurs des cours fondamentaux en Optimisation, Probabi-
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lite´s, Statistique, Signal (Fourier, spline, ondelettes)... indispensables a` une
compre´hension fine des algorithmes et me´thodes de´crites, de leurs proprie´te´s
the´oriques, de leurs limites. Contenus fondamentaux qui ne se de´modent pas
mais difficiles a` faire appre´hender aux e´tudiants en dehors de cours et tra-
vaux dirige´s finalement plus traditionnels meˆme si des pe´dagogiques actives
par projet ou cours inverse´s sont introduites.
3.1 Former a` l’autoformation
Ce besoin de veille et d’adaptation en temps re´el aux dernie`res me´thodes
et technologies restera un objectif prioritaire pour les e´tudiants une fois entre´s
dans le monde du travail. Il ne s’agit donc pas de former simplement les
e´tudiants a` des me´thodes et des technologies mais plutoˆt de les entraˆıner
a` les apprendre par eux-meˆmes avec les outils ade´quats et efficaces : des
tutoriels sous la forme de calepins (notebooks jupyter) sont du type de ceux
que l’on trouve a` profusion sur internet.
Il s’agit donc de re´pondre a` la question : comment faire acque´rir des
compe´tences d’auto-formation aux e´tudiants et comment les e´valuer ? Une
piste possible a` creuser consiste a` mettre les e´tudiants dans la situation que
nous rencontrons nous-meˆmes, enseignants / chercheurs, dans notre recherche
ou pour simplement mettre a` jour nos connaissances et nos compe´tences. Elle
passe ne´cessairement par la recherche des bonnes re´fe´rences bibliographiques
et ressources pe´dagogiques. La mise a` disposition d’une se´lection soigneuse de
telles ressources sous le format de tutoriels pointant (hyperliens) vers des sup-
ports de cours ou vignettes s’ave`re un choix efficace car offrant un ensemble
cohe´rent de connaissances a` de´couvrir et mettre en œuvre sur un ensemble de
cas d’usages re´alistes afin d’acque´rir les connaissances et compe´tences vise´es.
3.2 Motivation et jeu se´rieux
Fournir des ressources pe´dagogiques adapte´es aux e´tudiants est un pre-
mier pas. Leur faire utiliser ces ressources, les amener a` collaborer, a` auto-
apprendre avec une grande part d’autonomie, a` s’engager, en bref les motiver
a` travailler, est le deuxie`me pas. Cette e´tape, au cœur du processus apprendre
a` apprendre, repose depuis l’anne´e acade´mique 2015-2016 sur un jeu se´rieux
base´ sur un concours de pre´vision par apprentissage automatique.
Cette notion de proble`me a` re´soudre dans le contexte d’un concours n’est
pas originale, elle a e´te´ largement popularise´e par le concours Netflix de re-
commandation de films avec un prix d’un million de dollars mais pre´-existait
dans d’autres contextes : concours d’analyse et de description de donne´es
par l’Association Ame´ricaine de Statistique, concours de pre´vision lors des
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congre`s de chimiome´trie. Actuellement le site Kaggle (rachete´ par Google en
mars 2017) affiche re´gulie`rement des offres de concours prime´s ou non. Cette
ide´e a e´te´ reprise en France a` des fins pe´dagogiques par l’E´cole Normale
Supe´rieure, l’ENSAE ParisTech ou l’Universite´ Paris-Saclay. Nous testons
ou faisons tester par les e´tudiants (projets tutore´s) ces concours depuis leur
cre´ation afin d’en appre´cier les inte´reˆts pe´dagogiques et limites mais la mise
en place d’un concours ou de´fi spe´cifique fut la re´ponse adapte´e a` notre en-
vironnement et nos objectifs.
En effet, plusieurs raisons :
— maˆıtrise du sujet, de son niveau de complexite´,
— maˆıtrise du calendrier de de´but (octobre) et fin (janvier) de concours,
— e´mulation nettement plus forte entre pairs plutoˆt qu’en concurrence
avec des professionnels anonymes,
nous ont pousse´s a` l’organisation locale d’un de´fi toulousain, rejoint succes-
sivement ensuite par des e´quipes de masters des universite´s de Bordeaux,
Pau puis Rennes, Nantes, Paris, Lyon. Ce sont plus de 40 e´quipes de 4 a` 5
e´tudiant-e-s qui se sont affronte´es entre octobre 2016 et mi-janvier 2017, 55
pour le de´fi grosses data de 2018. D’autres masters s’associant a` ce projet,
nous attendons la participation de plus de 300 e´tudiants pour le de´fi IA 2019.
Les sujets et jeux de donne´es affe´rents e´voluent chaque anne´e :
— 2016 : construction d’un syste`me de recommandation de films a` partir
des donne´es publiques du site Movie Lens,
— 2017 : pre´vision du nombre de ve´los sur un ensemble de stations de
ve´los en libre service dans diffe´rentes villes : Paris, Lyon, Toulouse
puis New-York,
— 2018 : Collaboration avec Me´te´o France pour la pre´vision de
tempe´ratures par adaptation statistique des mode`les de´terministes
ARPEGE et AROME,
— 2019 : Collaboration avec AIBUS DS pour de´tecter la pre´sence ou non
d’une e´olienne sur une photo satellite.
Comme sur les sites de type Kaggle, le concours est organise´ en deux
phases. Dans la premie`re (3 mois), le classement est public, e´tabli sur une
partie de l’e´chantillon test, et chaque e´quipe tente de progresser dans le clas-
sement re´gulie`rement mis a` jour en testant, expe´rimentant, les me´thodes
accessibles et de´crites dans les tutoriels. La deuxie`me e´tape est le classe-
ment final, fourni par la dernie`re solution de chaque e´quipe applique´e a` la
partie confidentielle de l’e´chantillon test de fac¸on a` traquer un possible sur-
apprentissage, pie`ge bien connu de ces techniques a` faire expe´rimenter par
les e´tudiants.
La motivation, l’engagement et l’entrain des e´tudiants ont e´te´ au rendez-
vous comme le montre re´gulie`rement la restitution des re´sultats lors d’une
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journe´e associant expose´s acade´miques, industriels et pre´sentations des solu-
tions les plus performantes.
3.3 E´valuation
L’e´valuation de l’unite´ de formation associe´e au de´fi de´coule facilement
de son organisation. Les performances des solutions propose´es assorties d’un
expose´ oral permettent de valider finement quelles sont les compe´tences ac-
quises. Bien entendu tous les e´tudiants ne sont pas des geeks passionne´s consa-
crant leurs soire´es a` ame´liorer leur solution pour grignoter des places dans
le classement. Pour celles et ceux, moins motive´s par l’esprit de compe´tition
d’un concours, l’e´valuation de l’UF repose toujours sur la pre´sentation orale
de la de´marche mise en place et aussi sur un objectif de re´sultat (base line) a`
atteindre a minima. L’objectif de ce re´sultat garantit en effet que le groupe
d’e´tudiants maˆıtrise les bases indispensables et ne´cessaires a` la mise en œuvre
des algorithmes d’apprentissage et a` leur optimisation ; la pre´sentation orale
te´moigne qu’ils sont capables d’en rendre compte, qu’ils maˆıtrisent leur sujet
en expliquant les options et choix qu’ils ont e´te´ amene´s a` engager.
4 Contenus et ressources pe´dagogiques
Les projets de contenus pe´dagogiques de la spe´cialite´ Mathe´matiques
Applique´es de l’INSA de Toulouse ont de´ja` e´te´ introduits par Besse et
Laurent (2015) ; ils sont maintenant en place avec e´videmment quelques
adaptations. Les contenus de´taille´s (fiches ECTS) sont disponibles sur le
site de l’E´tablissement. Nous ne de´taillerons pas toutes les Unite´s de Forma-
tions (UFs) mais donnerons quelques indications sur l’organisation des plus
spe´cifiques a` l’enseignement de l’IA et prenant en compte l’environnement
industriel toulousain, source de tre`s nombreuses offres de stages et d’emplois,
principalement depuis 2017.
4.1 Unite´s de formation en IA
Historiquement, l’ancienne spe´cialite´ Ge´nie Mathe´matique et
Mode´lisation, devenue Mathe´matiques Applique´es en 2018, avait deux
orientations, l’une de´terministe ou nume´rique, l’autre statistique et stochas-
tique. Ce clivage est he´rite´ de la structuration des e´quipes acade´miques de
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recherche toulousaines mais c’est un anachronisme pour le monde industriel.
Combler ce fosse´, lors de la mise en place de la dernie`re maquette a
conduit a` renforcer le tronc commun de 4e`me anne´e (M1), notamment les
enseignements d’optimisation, analyse fonctionnelle, traitement du signal,
images. Avec la meˆme finalite´, des UFs sont optionnelles en 5e`me anne´e
(M2) mais celle basique d’apprentissage automatique est choisie par tous les
e´tudiants quelque soit leur majeure.
Ces choix sont fortement de´termine´s par le tropisme ae´ronautique tou-
lousain. Jusqu’en 2015, 2016, la majorite´ des emplois de data mining, data
science e´taient propose´s dans la re´gion parisienne, principalement en lien avec
le marketing et la vente en ligne. Depuis la promotion 2017, nous assistons a`
une tre`s forte demande locale dans le secteur industriel, ae´ronautique et sous-
traitance, mais aussi automobile (Continental Automotive, Renault software
lab). Cette demande a largement conforte´ les choix du comite´ d’orientation
du de´partement pour renforcer les the´matiques pour les applications indus-
trielles plutoˆt que la vente en ligne. Cet objectif a converge´ naturellement avec
le rapprochement des deux orientations, de´terministes et stochastiques du
de´partement pour apporter des re´ponses concre`tes aux besoins industriels ac-
tuels bien identifie´s : analyse de sensibilite´, me´ta-mode`les, de´tection d’anoma-
lies, maintenance pre´dictive, qui sont de plus assortis de structures de donne´es
de tre`s grande dimension : signaux, courbes, images. Ces spe´cificite´s locales
ont largement motive´ les renforcements me´thodologiques de la 4e`me anne´e
(optimisation non diffe´rentielle, optimisation stochastique et se´quentielle, si-
gnal, image) de meˆme que ceux technologiques de la 5e`me.
En plus des UFs avec des contenus spe´cifiques dont certaines optionnelles :
plan d’expe´rience, fiabilite´, analyse de sensibilite´, image, calcul stochastique,
assimilation de donne´es, trois UFs de 5e`me anne´e (M2) concernent plus par-
ticulie`rement les applications de l’IA. Elles sont structure´es en trois couches.
4.1.1 Apprentissage automatique ou statistique
La premie`re couche est suivie par tous les e´tudiants, c’est l’UF de base
qui de´crit les proprie´te´s de l’ensemble des me´thodes et algorithmes d’appren-
tissage les plus utilise´s, de la re´gression logistique aux foreˆts ale´atoires en
passant par l’analyse discriminante et les k plus proches voisins, les arbres
binaires de de´cision, le boosting. Une introduction est propose´e aux supports
a` vaste marge (SVM) et aux re´seaux de neurones ; les me´thodes d’imputa-
tion de donne´es manquantes ainsi que celles de de´tection d’anomalies sont
e´galement traite´es de meˆme que les questions e´thiques : biais et discrimi-
nation, droit a` l’explication, mises en exergue par le de´ploiement du RGPD
(re`glement ge´ne´ral sur la protection des donne´es).
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4.1.2 Apprentissage en grande dimension
La deuxie`me couche est suivie par les e´tudiants de l’orientation sto-
chastique. Elle vise a` comple´ter la pre´ce´dente en apportant des e´le´ments
the´oriques et me´thodologiques spe´cifiques aux donne´es de grande dimen-
sion : signaux et images. Ce cours aborde les notions de se´lection de
mode`les et se´lection de variables dans un mode`le line´aire en grande dimension
(pe´nalisation Ridge, Lasso...), les me´thodes de classification line´aire et non
line´aire, en particulier les SVM. L’agre´gation de classifieurs est e´galement
introduite. Nous abordons les me´thodes classiques en re´gression non pa-
rame´trique : re´gressogramme, estimateurs a` noyau, splines, estimateurs par
projection sur des bases orthonorme´es (Fourier, ondelettes), estimation par
seuillage sur des bases d’ondelettes, ceci afin de traiter des donne´es fonc-
tionnelles ou des images. Enfin, les re´seaux de neurones et une introduction
au deep learning, notamment aux re´seaux convolutionnels sont traite´s. Les
cours sont associe´s a` un volume e´quivalent de travaux pratiques sous forme
de tutoriels en Python ou R. La de´tection d’anomalies dans des donne´es
fonctionnelles est e´galement traite´e lors des travaux pratiques.
En plus d’un controˆle rapide sur table, ces deux UFs sont e´value´es par
le biais d’un projet re´alise´ en deux e´tapes par les e´tudiants, une par UF.
La nature ou plutoˆt la complexite´ des donne´es qui sont renouvele´es chaque
anne´e justifie de cette organisation. Le sujet 2017-2018 concernait l’analyse
de donne´es (acce´le´rome`tre, gyroscope) issues d’un smartphone pour identifier
l’activite´ de son porteur. Il s’agissait d’un proble`me de classification super-
vise´e a` traiter sur la base de donne´es transforme´es a` l’aide d’algorithmes
d’apprentissage automatique usuels pour la premie`re UF tandis que l’ana-
lyse des donne´es brutes a` l’aide de neurones profonds concernait la deuxie`me
UF. Ce cas d’usage est maintenant un tutoriel qui sert de fil rouge pour
les travaux pratiques ainsi que pour des actions de formation continue. Le
sujet 2018–2019 portera e´galement sur l’analyse de signaux mais cette fois
physiologiques (EEG) pour de l’aide au diagnostic.
4.1.3 Technologies de l’IA
La troisie`me couche est spe´cifique aux e´tudiants de la majeure Science
des Donne´es. Elle apporte les compe´tences ne´cessaires a` l’utilisation des ou-
tils technologiques re´cents de traitement des donne´es massives (Spark) mais
aussi de l’apprentissage profond (Keras, TensorFlow) ou du cloud computing
(Google Cloud). L’e´tudiant est amene´ a` de´velopper une de´marche critique
quant au choix ou non d’utiliser ces technologies, ce qui n’est pas toujours
ne´cessaire. Elle vise e´galement a` rapprocher le plus possible l’e´tudiant de
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l’expe´rience pratique du me´tier de data scientist et du travail de manipula-
tion et de mise en forme des donne´es (data munging) qui pre´ce`de l’application
d’algorithmes d’apprentissage.
Elle est base´e sur l’analyse de cas d’usage qui abordent des types de
donne´es diffe´rents et comple´mentaires sur lesquels des algorithmes re´cents
ont de´ja` fait leur preuve. La classification d’images (CatsVsDogs) et la recon-
naissance de caracte`res (MNIST), a` l’aide de re´seaux de neurones convolutifs
y sont traite´s. L’e´tudiant est e´galement amene´ a` manipuler des re´seaux pre´-
entraˆıne´s : ResNet, Inception (transfert d’apprentissage). Nous abordons
e´galement le traitement automatique du langage naturel (NLP) a` travers la
classification supervise´e de descriptions textuelles de produits (Cdiscount)
en pre´sentant les diffe´rentes me´thodes de pre´-traitement du texte (Racinisa-
tion, Tokenizing), la vectorisation de ces donne´es (term frequency minus in-
verse document frequency, Word embedding, Word2vec), et l’application d’al-
gorithmes d’apprentissage sur ces donne´es. Les re´seaux re´currents (LSTM)
sont applique´s sur ces donne´es pour la ge´ne´ration automatique de contenu.
La recommandation de Films (movieLens) par filtrage collaboratif a` l’aide de
me´thodes de factorisation (de´composition en valeurs singulie`res, factorisation
non ne´gative de matrices) est e´galement e´tudie´e.
4.2 Wikistat 1.0
Les ressources pe´dagogiques de ces trois UFs sont disponibles en ligne
comme celles de l’UF de 4e`me anne´e : logiciels et exploration statistiques.
Un premier site : wikistat.fr regroupe depuis plusieurs anne´es des res-
sources mises a` disposition par les intervenants. Elles prennent la forme de
vignettes (fichier pdf issu d’un source LATEX) de cours et travaux pratiques ;
vignettes par me´thode, algorithme ou famille de me´thodes. Ce site, sert et ser-
vira toujours de re´fe´rence de cours. Il est largement consulte´ par les e´tudiants
locaux ainsi que ceux francophones comme le montrent quelques statistiques
du tableau 1 et de la figure 3 relatives au mois de mai 2016. Il est actuelle-
ment toujours aussi consulte´ mais l’ouverture du deuxie`me site en biaise les
statistiques.
Les supports pe´dagogiques en anglais sont le´gion sur le web mais nette-
ment moins accessibles en franc¸ais et au niveau M2 vise´ ; ce qui explique le
succe`s de ce site.
4.3 Wikistat 2.0
Le site pre´ce´dent wikistat.fr est de´ja` ancien et bien re´fe´rence´ par les
moteurs de recherche mais il ne´cessitait une refonte pour eˆtre inte´gre´ a` un
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Table 1 – Nombre de consultations des 5 documents les plus charge´s en
mai 2016 sur le site he´bergeant physiquement wikistat.fr. Les deux pre-
miers sont des polycopie´s obtenus par simple compilation des vignettes de
wikistat.fr.
Figure 3 – Re´partition ge´ographique des consultations de wikistat.fr mon-
trant une pre´sence significative de l’Afrique francophone.
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environnement collaboratif professionnel. Le choix strate´gique, e´conomique
en temps de travail, a e´te´ de l’inte´grer ou plutoˆt d’inte´grer virtuellement tous
les supports de cours (vignettes) existants comme cibles de liens hypertextes
pre´sents dans les tutoriels (calepins ou jupyter notebooks) ou cas d’usage
du site github.com/wikistat. L’ensemble des ressources pe´dagogiques est
donc accessible selon deux entre´es : a` partir d’un expose´ classique de cours
en pre´sentiel et y faisant re´fe´rence ou a` partir de cas d’usage exe´cutables
en pre´sentiel (travaux pratiques) ou en autonomie (tutoriels). La mise en
place du site a be´ne´ficie´ d’une aide a` l’innovation pe´dagogique de l’INSA de
Toulouse pour eˆtre rendu rapidement ope´rationnel.
Le site est structure´ en 5 saisons de´coupe´es en e´pisodes de´roulant la
chronologie classique d’un cours (ficher README) a` travers des tutoriels (ca-
lepins) pouvant eˆtre utilise´s en autoformation ou comme support de tra-
vaux pratiques. Les UFs pre´ce´dentes constituent les saisons 3 a` 5. Le for-
mat des calepins (notebook) permet d’inte´grer, selon les besoins ou ne´cessite´s
pe´dagogiques, des exercices ou de simples questions afin de motiver la
re´flexion des impe´trants au dela` d’une simple exe´cution.
5 Conclusion
Les retours des e´tudiants a` propos de ces ressources de cours, des tutoriels
et plus particulie`rement du de´fi sont dans l’ensemble tre`s positifs avec des
remarques prises en compte chaque anne´e afin d’ame´liorer le dispositif. Ainsi,
les e´tudiants, au moins ceux toulousains, se rencontrent de´but octobre lors
du lancement du de´fi et lors de la se´ance de restitution. Les pre´sentations
orales de l’organisation ge´ne´rale, des donne´es et des objectifs sont filme´es et
rendues accessibles aux participants des autres universite´s. Le site affiche une
repre´sentation graphique de l’e´volution des classements publics. Les calen-
driers des diffe´rents e´tablissements sont coordonne´s au mieux des possibilite´s
et flexibilite´s de chacun.
Le principal objectif de motivation des e´tudiants par le de´fi est atteint ;
celle-ci a largement de´passe´ le seul but trivial de validation d’une unite´ de
formation. Ce n’est pas non plus un classement de sortie ancestral qui pousse
les e´tudiants a` travailler de fac¸on solitaire. C’est plutoˆt la re´ussite d’un pro-
jet conduit par une e´quipe de fac¸on agile et collaborative, pimente´e par la
compe´tition entre formations the´matiquement voisines.
Cette motivation permet d’atteindre l’objectif d’auto-apprentissage. Les
solutions expe´rimente´es et rendues ope´rationnelles ont largement exploite´
les programmes pre´vus des UFs d’apprentissage statistique. Les e´tudiants
ont spontane´ment approfondi des notions (optimisation, pe´nalisation) ou des
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technologies (Python, PySpark, librairies R, GPU, cloud computing) qui se
sont ave´re´es ou s’ave´reront indispensables au bon de´roulement des projets
car ils sont directement confronte´s aux proble`mes pose´s par un passage aux
e´chelles volume et varie´te´ des donne´es.
Le projet pe´dagogique relate´ dans cet article se construit en avanc¸ant,
expe´rimentant. Les retours des e´tudiants sont tre`s positifs, leur insertion ac-
tuelle, dans les tre`s nombreux stages faisant appel aux compe´tences vise´es,
est tre`s bonne. L’insertion professionnelle l’est e´galement. Ainsi, pour la
spe´cialite´ Mathe´matiques Applique´es de l’INSA de Toulouse et pour les pro-
motions 2016 et 2017, 75 % avaient signe´ un contrat avant la fin de leur stage,
50 % ont un CDI. Tous les retours nous incitent a` poursuivre et de´velopper
cette expe´rience.
Attention, il faut rester prudent et re´aliste, les ressources pe´dagogiques
mises a` disposition requie`rent une veille technologique permanente, et donc
des moyens humains affe´rents, pour re´sister a` une obsolescence tre`s rapide des
technologies mises en œuvre. C’est la condition incontournable pour pre´server
l’excellente insertion actuelle des e´tudiants en anticipant de possibles et tre`s
probables retournements de conjonctures. Des bases mathe´matiques solides
et largement immuables ainsi que des compe´tences technologiques de pointe
sont les deux piliers de notre strate´gie pour continuer a` surfer, ou faire surfer
par les e´tudiants, la vague des donne´es massives en exploitant les me´thodes
de l’IA.
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