In this paper, a novel approach to Quality Estimation is introduced, which extends the method in (Duma and Menzel, 2017) by also considering pseudo-reference translations as data sources to the tree and sequence kernels used before. Two variants of the system were submitted to the sentence level WMT18 Quality Estimation Task for the English-German language pair. They have been ranked 4th and 6th out of 13 systems in the SMT track, while in the NMT track ranks 4 and 5 out of 11 submissions have been reached.
Introduction
The purpose of Quality Estimation (QE), as a subfield of Machine Translation (MT), is to allow the evaluation of MT output without the necessity of providing a reference translation. This would be extremely beneficial in the development cycle of a MT system, as it would permit fast and cost efficient evaluation phases. In the case of the previous Quality Estimation Shared Task (Bojar et al., 2017) together with the current campaign (Specia et al., 2018a) , the purpose for the sentence level track was to predict the effort required in order to post-edit a candidate translation as measured by the Human-mediated Translation Edit Rate (HTER) (Snover et al., 2006) score.
In this paper an extension of the QE method introduced in (Duma and Menzel, 2017 ) is presented. Our earlier version of the metric was based on learning HTER scores using tree and sequence kernels. The kernel functions were applied not only on the source segments and the candidate translations, but also on the back-translations of the MT output into the source language. The back-translations were obtained using an online MT system.
The extension proposed in this paper uses the same input data. In addition, however, the kernel functions are defined to also consider pseudoreferences as an additional source of evidence. The pseudo-references represent translations of the source segments into the target language and were obtained using the same online MT system as for the back-translation. By applying both the sequence and the tree kernels on the pseudoreferences, we wanted to determine if an additional data source, even if artificially generated, would have a positive impact on our previous QE method. Throughout the rest of the paper we will refer to both the newly developed QE method as well as to its earlier version as Tree and Sequence Kernel Quality Estimation (TSKQE), but the variant under consideration will be marked through the use of subscripts together with superscripts. This paper is organized as follows. In Section 2 related work is presented, focusing on kernel based QE methods. In the next section the implementation details for TSKQE are presented. This is followed by the evaluation setup and a discussion of the results. The paper concludes with future work ideas and final remarks.
Related work
The benefit of kernel functions has already been investigated in the context of Quality Estimation. In the work presented by (Hardmeier, 2011) and further expanded in (Hardmeier et al., 2012) , tree kernel functions in addition to feature vectors are used to predict MT output quality. Both constituency and dependency parse trees were considered, with the Subset Tree Kernels (Collins and Duffy, 2001 ) being applied to the former and the Partial Tree Kernel (Moschitti, 2006a) (Moschitti, 2006b ) to the latter. The evaluation results revealed that the integration of tree kernels can prove beneficial when compared to the strictly feature based QE systems.
Tree kernels have also been applied in the work of (Kaljahi et al., 2014) and (Kaljahi, 2015) , where a QE system is built based on Subset Tree Kernels applied for the constituency and dependency parse trees corresponding to the source and candidate translation. The kernels were also combined with a series of manually designed features, while SVM regression was used, in order to predict different automatic MT evaluation methods, like for example BLEU (Papineni et al., 2002) , TER (Snover et al., 2006) and METEOR (Denkowski and Lavie, 2014) scores.
The QE method introduced in (Duma and Menzel, 2017) , TSKQE, is based on a linear combination between tree and sequence kernels. As a tree kernel the Partial Tree Kernel (PTK) is used, while for the sequence kernel, the Subsequence Kernel (SK) (Bunescu and Mooney, 2005) was chosen. Similarly to the previously mentioned QE methods, the kernels are applied to the source and candidate translations, but in addition also on a back-translation. The work presented in this paper builds on this method, by additionally using kernel functions for pseudo-references. Pseudoreferences have been utilized before in the context of QE, but as a support for the generation of features, like for example in the work of (Soricut et al., 2012) , (Shah et al., 2013) or (Scarton and Specia, 2014) . In (Scarton and Specia, 2014) BLEU and TER were applied to the candidate translation and pseudo-references and their scores were used as additional features in the context of document level QE.
Method details
Different variants of TSKQE were defined in (Duma and Menzel, 2017) depending on the level where the kernel functions are applied (source segment, candidate translation or back-translation) and the type of kernel function (SK or PTK).
To indicate these distinctions we will use a notation system, where the level will be marked as a subscript attached to the TSKQE method name, with the possible values being source in case of the source segments, basic corresponding to both source segments and candidate translations, back for back-translations and pseudo corresponding to the newly introduced pseudo-references. In the case of the type, this will be marked as a superscript, with only two possible values, sk for the Sequence Kernel and ptk for the Partial Tree Kernel. For the variants where both kernel functions are used, the superscript will be left unfilled. Examples for this notation can be found in Tables 1  and 2 .
TSKQE requires parsed input data, which was generated by means of the MATE parser (Bohnet, 2010) , using English and German pre-trained models for tokenization, lemmatization, tagging and parsing itself 1 . The resulting dependency tree was further processed in order to remove the arc labels and encode all the syntactic information as tree nodes. For this, a variant of the Lexical-Centered-Tree (LCT) (Croce et al., 2011 ) method was applied, so that the dependency relation becomes the rightmost child of the dependency heads. For the generation of the pseudo-references and back-translations, the Google Translator Toolkit 2 was used.
The actual TSKQE models were built with the help of the Kernel-based Learning Platform (KeLP) library (Filice et al., 2015b) (Filice et al., 2015a) , where various kernel functions and learning algorithms are integrated. For our experiments, we used the Support Vector Machine epsilon-Regression algorithm to learn the HTER scores, together with the PTK and SK implementations.
Evaluation
The evaluation was performed measuring the correlation between the TSKQE scores and the HTER gold standards. This was achieved by computing the Pearson correlation coefficient, which results in a number between -1 and 1. A score of 1 indicates that there is a perfect agreement between the two sets of scores, while a score of -1 would suggest a negative agreement. In addition to the Pearson coefficient, the Mean Absolute Error (MAE) and the Root Mean Squared Error (RMSE) were also calculated. For both these evaluation methods, the closer their score is to 0, the better the QE system should be considered.
The significance testing of the results was performed using the methodology presented in (Graham, 2015) , which is based on pairwise testing using the Williams test (Williams, 1959 In terms of the data sets, TSKQE was evaluated on the English-German datasets (Specia et al., 2018b) provided by the WMT18 Quality Estimation sentence level task. In contrast to the years before, the campaign offered two tracks for this language pair: in addition to the traditional one focused on SMT systems, another one considered the evaluation of an NMT system. Both tracks used translations from the IT domain, with the data consisting of tuples made up of the source segment, the candidate translation, the reference translation and the HTER score associated to that candidate translation. For the NMT system, 13,442 tuples were made available for the training, with an additional 1,000 tuples provided for development purposes. In the case of the SMT system, the training set was larger, consisting of 26,273 instances, with the same number of 1000 tuples made available for evaluation.
We compared the performance of TSKQE with a weak but also with a strong baseline. The former is represented by the QE system trained only on the 17 baseline features offered by the WMT18 QE campaign organizers. The features 4 have been regularly used over the past campaigns and include, for example, the number of tokens in the source sentence or the LM probability of the target sentence. We used these baseline features not only to build the baseline system, but also integrated them into TSKQE by means of a Radial Basis Function (RBF) kernel. For this purpose, we applied a Z-score standardization to rescale the feature values.
For the strong baseline, we considered a variant of one of the QE systems introduced by (Hardmeier et al., 2012) , based on Partial Tree Kernels applied to the source segments and candidate translations. In our notation, this would correspond to the TSKQE ptk basic notation. The results of the evaluation for both the NMT and the SMT tracks are presented in Table 1 . We highlighted in bold the highest Pearson values. Furthermore, we marked using an asterisk the two variants which we have chosen as our submissions NMT Models 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 to the WMT18 QE sentence level task. The results of the significance tests for two sets of TSKQE models are displayed in Table 2 . Here, each table can be read as a matrix, where both the rows and columns correspond to the different TSKQE systems. The significance testing was performed only for the pairs of systems where the column model achieved a higher Pearson correlation than the row model. Otherwise, the cell was marked with a hyphen sign.
Discussion of the results
The results presented in Table 1 show that all the TSKQE variants outperform the weak baseline systems in terms of Pearson correlation. The same applies in the case of the strong baseline, with a few exceptions like the exclusively source based models. This result is not surprising, since the source based QE systems have access to no other input data except the source segments. The only information they receive about the candidate translation is the one contained in the baseline features.
Comparing the TSKQE variants based on pseudo-references with the other models, a noticeable improvement of the Pearson coefficients can be observed for the NMT system, while in the case of the SMT system the use of the pseudoreferences brings no change or actually leads to a small drop in performance, which can be observed for example when comparing the basic+pseudo models to the basic+back ones. The significance tests reveal that the improvements, in the case of the NMT system, are statistically significant for the basic+back+pseudo models over the basic+back ones at a level of 0.05. In the case of the SMT system the differences between the basic+back+pseudo models and the basic+back ones are not statistically significant. In terms of the best performing model, taking into account both MT systems, TSKQE basic+back+pseudo , the SK and PTK based TSKQE variant which uses all the possible data sources, including the pseudo references, achieved on average the best correlation. These results suggest that the incorporation of the pseudo-references can be advantageous for building a high quality TSKQE system. A further analysis of the results highlights the high quality of the SK based models. This is an important aspect to note, as it shows that even in the case of lower resourced language pairs, which might lack syntactic analysis tools, the SK based variants can still predict HTER scores with a comparable accuracy to the ones generated by the SK and PTK combination based models.
We also studied the degree of correlation between the predicted and the gold standard scores. Figure 1 shows the plots for the weak and the strong baseline models as well as for the TSKQE basic+back+pseudo model, all applied to the SMT data. 5 . Obviously, the weak baseline system encounters difficulties in predicting the HTER score as there is very little correlation between the two sets of scores. In case of the strong baseline, the predicted scores start to display a positive correlation with the gold ones, with this trend becoming even more evident in the case of the TSKQE basic+back+pseudo model.
Conclusions and future work
In this paper, we examined an extension of TSKQE, the sentence level QE method introduced 5 The plots were obtained using the R language (R Core Team, 2014) and its packages in (Duma and Menzel, 2017) . The evaluation results have not only confirmed the high quality of TSKQE, but they also showed that the use of pseudo-references as additional data sources for the kernel functions can be beneficial for the performance of TSKQE. Furthermore, the results indicate that TSKQE is robust against the choice of a particular MT paradigm producing comparably good results for both SMT and NMT systems.
In future work, we would like to extend the evaluation to include additional language pairs and domains. Another interesting line of research would be the use of constituency trees in addition to the dependency trees already explored to determine if these additional syntactic structures would be advantageous to the performance of TSKQE.
