Abstract. The Cauchy problem for the derivative nonlinear Schrödinger equation with periodic boundary condition is considered. Local well-posedness for data u 0 in the space b H s r (T), defined by the norms
Introduction and main result
The Cauchy problem for the derivative nonlinear Schrödinger equation
with data u 0 in the classical Sobolev spaces H s (R) of functions defined on the real line is known to be locally well-posed for s ≥ 1 2 . This was shown by Takaoka in [23] , where he improved the earlier H 1 (R)-result of Hayashi and Ozawa [14, 13, 15] . His method of proof combines the gauge transform already used by Hayashi and Ozawa with Bourgain's Fourier restriction norm method. A counterexample of Biagioni and Linares [2] shows the optimality of Takaoka's result on the H s (R)-scale of data spaces: For s < 1 2 the Cauchy problem (DNLS) is ill-posed in the C 0 -uniform sense, although the standard scaling argument suggests local well-posedness for s > 0. This gap of 1/2 derivative between the scaling prediction and Takaoka's result can be closed by leaving the H s (R)-scale and considering data in the spaces H s r (R) defined by the norms
2 , 1 r + 1 r ′ = 1. We remark that these spaces coincide with B r ′ ,k (with weight k(ξ) = ξ s ) introduced by Hörmander, cf. [18] , Section 10.1. The idea to consider them as data spaces for nonlinear Schrödinger equations goes back to the work of Cazenave, Vega, and Vilela [4] , where corresponding weak norms are used. Yet another alternative class of data spaces has been considered by Vargas and Vega in [24] .
On the other hand it could be shown by the second author in [16] , that Takaoka's result concerning the real line can be carried over to the periodic case with the same lower bound s ≥ 1 2 on the Sobolev regularity. This is remarkable, since there is a number of nonlinear Schrödinger and Korteweg -de Vries type equations, which are -due to a lack of smoothing properties -strictly worse behaved in the periodic setting than in the continuous case. To prove the result concerning the one-dimensional torus, the gauge transform had to be adjusted to the periodic case, see Section 2 of [16] . The transformed equation is then treated by the Fourier restriction norm method. Here, the L 4 Strichartz estimate [25, 3] turned out to be a central tool in the derivation of the nonlinear estimates. Now it is natural to ask for a synthesis of the two last-mentioned results, i. e., to consider the Cauchy problem (DNLS) with u 0 in the following two parameter scale of data spaces. 
where J s is the Bessel potential operator of order −s given by J s f (ξ) = ξ s f (ξ). The main result of this paper is local well-posedness of (DNLS) in these data spaces in the parameter range s ≥ (i) The uniqueness statement in the theorem above can be sharpened, see Remark 5. (ii) Our methods rely on the L 2 conservation law, but not on the complete integrability of (DNLS), see [19] , and also apply to nonlinearities with (say) additional polynomial terms of type |u| k u (iii) Solution always means solution of the corresponding integral equation
(iv) In view of the counterexamples in [16] , Theorem 5.3, and [17] , Theorem 3.1.5, which are essentially of the same kind as the one already given in [23] , Proposition 3.3, we cannot expect any positive result for s < 3 . Nonetheless, we will show below that our result is optimal within the framework we use.
Before we turn to details, let us point out, that in the periodic case almost nothing is known about Cauchy problems with data in the H s r (T) spaces. The only result we are aware of is due to Christ [5, 6] , who considers the following modification of the cubic nonlinear Schrödinger equation on the one-dimensional torus
with initial condition u(0) = u 0 ∈ H s r (T). He shows that for s ≥ 0 and r > 1 the solution map
(σ sufficiently large) "extends by continuity to a uniformly continuous mapping from the ball centered at 0 of
s r (T))", where τ depends on R, see Theorem 1.1 in [5] .
1 This result is shown by a new method of solution, which is developed in [5] , a summary of this method is given in Section 1.5 of that paper. The positive result in [5] is supplemented in [6] by a statement of non-uniqueness: For 2 > r > 1 there exists a non-vanishing weak solution u ∈ C([0, 1], H 0 r (T)) of (NLS*) with initial value u 0 ≡ 0, see Theorem 2.3 in [6] . 
, Section 2), we can actually show local well-posedness of the initial value problem associated to (NLS*) with data u 0 ∈ H 0 r (T), 2 > r > 1, thus giving an alternative proof (based on the contraction mapping principle) of Christ's result from [5] . The argument also provides uniqueness of the solution in the restriction norm space based on X 0,b r , see (2.37) and (2.38) in [10] . It was the 1 In [5] the data spaces are denoted as H s,p (T), which corresponds to b H s p ′ (T) in our terms. 2 A precise definition of a weak solution is given in [6] , Section 2.1.
starting point for our investigations concerning the (DNLS) equation and exhibits already some of the main arguments, so let us sketch this proof:
We define the trilinear Operator C 1 by its partial Fourier transform (in the space variable only)
so that the (partial) Fourier transform of the nonlinearity in (NLS*) becomes
By Theorem 2.3 from [10] it is sufficient to estimate the latter appropriately in X 0,b r -norms. Here, the second contribution turns out to be harmless, cf. the end of the proof of Theorem 2.4 below. So matters essentially reduce to show the following estimate:
the above estimate can be rewritten as
where 
Using the resonance relation
the left hand side of (3) is bounded by ξ=ξ 1 +ξ 2 +ξ 3 ξ 1 =ξ,ξ 2 =ξ
where in the last step we have used Lemma 4.1 twice. Setting Z * = Z \ {0}, n i = ξ − ξ i for i = 1, 2 and r = n 1 n 2 the last sum can be rewritten as
which is bounded by a constant independent of ξ and τ , since the number of divisors of r ∈ N can be estimated by c ε r ε for any positive ε.
Three aspects of the preceding are worth to be emphasized in view of our investigations here.
Necessity of cancellations and correction terms: For r < 2 the above argument breaks down completely without the restrictions ξ = ξ 1 and ξ = ξ 2 in the sum over the Fourier coefficients. As was pointed out already by Christ, this cancellation comes from the correction term 2− 2π 0 |u| 2 dxu subtracted in the nonlinearity, and for any other coefficient in front of this term one cannot obtain continuous dependence (see [5] , last sentence of Section 1.3 and the remark before (2.6)). A very similar cancellation turns out to be fundamental in our analysis of the (DNLS) equation, but here the corresponding correction term comes from the gauge transform in its periodic variant, which is discussed in Section 6, Remark 4 below. In fact, the main contribution to the cubic part of the transformed equation is given by T * (u, u, u), where
Again, our argument would not work without the restrictions ξ = ξ 1 , ξ = ξ 2 .
Modification of the norms:
If we try to estimate the term
r -norm in a similar manner as in the proof of Proposition 1.3, we have to get control over a whole derivative, that is, on Fourier side, over the factor ξ 3 . The complete absence of smoothing effects (gaining derivatives) in the periodic case forces us to get this control from the resonance relation (4) only, which is the same for (DNLS) as for (NLS*). This means, that we have to choose the b-parameters equal to − 1 2 on the left and to + 1 2 on the right hand side of the estimate. Now, the necessity to cancel the ξ 3 -factor and the resonance relation lead to the consideration of eight cases -some of them being symmetric -depending on which of the σ's is maximal and on whether or not |ξξ 3 | |ξ 1 ξ 2 |, see the table in the proof of Theorem 2.4 below. Picking out the (relatively harmless) subcase, where |ξξ 3 | |ξ 1 ξ 2 | and σ 0 is maximal, so that
2 , we are in the situation of the above proof, with a half derivative on each factor (as desired) but with a b-parameter on the right of at most 2 3 , which means that we end up with the non-optimal restriction r > r -norms, which is the Hölder exponent concerning the τ -integration and may differ from r, see Definition 2.1 below. In our application here we choose p = 2, thus going back to some extent to the meanwhile classical X s,b -spaces.
Number of divisor estimate: The number of divisor argument at the end of the proof of Proposition 1.3 has been used already in Christ's work and can be seen as a substitute for Bourgain's L 6 Strichartz estimate for the periodic case, which itself was shown by the aid of this argument, see Proposition 2.36 in [3] . We will need a refined version thereof, which is shown by elementary geometric considerations in Section 3. Here, we use arguments similar to those of De Silva, Pavlovic, Staffilani, and Tzirakis [8] , Section 4.
Concerning the organization of the paper the following should be added: In Section 2 we introduce the relevant function spaces and state all the nonlinear estimates needed as well as a sharpness result. The crucial trilinear estimates and a counterexample are derived in Section 4, which is very much in the spirit of [20] . Section 5 deals with the quintilinear estimate. In both cases we have made some effort to extract the correct lifespan from the nonlinear estimates and to obtain persistence of higher regularity. By this we mean that the lifespan of a solution with H 3 Finally, in Section 7, the contraction mapping principle is invoked to prove local well-posedness for the transformed equation (49), see Theorem 7.2. Our main result, Theorem 1.2, is then a consequence of Lemma 6.4 on the gauge transform.
We close this section by fixing some notational conventions.
• The Fourier transform with respect to the space variable (periodic)
• The Fourier transform with respect to the time variable (nonperiodic)
• The Fourier transform with respect to time and space variables F = F t F x • For the mean value integral we write
• Let a ∈ R. The expressions a± denote numbers a ± ε for an arbitrarily small ε > 0 • For a given set of parameters (typically a subset of ε, δ, ν, p, q, r, s) the statement A B means that there exists a constant C > 0 which depends only on these parameters such that A ≤ CB. This is equivalent to B A. We may write A ≪ B if it is possible to choose 0 < C < 
Function spaces and main estimates
Let S(R × T) be the linear space of all C ∞ -functions f :
r,p as the completion of S(R × T) with respect to the norm
3 We refer to [22] , Theorem 2, part V, for the corresponding notion, if data in the H s -scale are considered. In the H s -case this property usually is a simple consequence of the convolution constraint -see again [22] , Remark 2 below Theorem 3. We cannot see that a similar argument should work in our setting.
In the case where r = p = 2 we write X
The following embeddings are continuous:
Proof. The first embedding is proved by the Cauchy-Schwarz inequality with respect to the L 1 τ norm. The second embedding follows from 
A main ingredient for the proof of Theorem 1.2 is an estimate on the trilinear operator (suppressing the t dependence)
Additionally, we will need the following estimate on T (u 1 , u 2 , u 3 ).
The above estimates are sharp with respect to the lower threshold on r within the full scale of spaces X 
is false.
We also consider the quintilinear expression defined as
where we suppressed the t dependence and * * is shorthand for summation over the subset of Z 5 given by the restrictions
and
Number of divisor estimates and consequences
The next lemma contains estimates on the number of divisors of a given natural number r. Part (i) is well-known (see Hardy-Wright [12] , Theorem 315). The approach used to prove Part (ii) of Lemma 3.1 is motivated by [8] , Lemma 4.4.
Proof of Part (ii). Let r ∈ N. Assume that there are three lattice points contained in the above set. Then, these points form a triangle of area µ ≥ 1 2 . This triangle is located (i) in the strip
below the line L = P 1 P 2 which connects the points
because the function x → r x is convex for x > 0. Now, the area µ of the triangle is bounded from above by the area of the region in the strip S below L and above H, hence
Now, we use Lemma 3.1 to prove
(ii) There exists C ε > 0 such that for all ξ 1 ∈ Z and a ∈ R ξ,ξ 2 ∈Z ξ 1 ,ξ 2 =ξ
(iv) There exists C ε > 0 such that for all ξ 1 ∈ Z and a ∈ R
Proof. The first and second part follow from the standard number of divisors estimate (16) as follows: By the change of variables n 1 = ξ − ξ 1 , n 2 = ξ − ξ 2 the sums in (18) and (19) are equal to
This can be written as
for some c ε > 1. We write a = 2b + δ, b ∈ Z, δ ∈ [0, 2) and
Now, the estimates (18) and (19) hold with C ε := s ε c ε . In order to show formula (20) of the third part we use the same change of variables as above and obtain r∈Z * a + 2r
we split the inner sum into two parts. Let
and 6|ξ − n 2 | ≤ |r| 1 6 Obviously we have M (r) = M 1 (r) ∪ M 2 (r). By Part (i) of Lemma 3.1 there exists c ε > 1 such that
and it follows
6 . An application of Part (ii) of Lemma 3.1 shows
Therefore, we see that
and the third part is proved with constant C ε = s ε (6 ε c ε +4). Concerning the fourth part we proceed similarly. After changing variables
we consider two subregions of summation. In the case where |r| 
The proof of the trilinear estimates
In this section we prove Theorem 2.4 and Theorem 2.5. We will frequently use the following well-known (see e.g. [9] , Lemma 4.2) tool:
We write T = T * + T * * , where
. Throughout the proof the quantities ξ 3 , τ 3 are defined as ξ 3 = ξ−ξ 1 −ξ 2 and τ 3 = τ − τ 1 − τ 2 , respectively. Let us denote µ = (τ, ξ), µ i = (τ i , ξ i ), i = 1, 2, 3 for brevity. By the definition of the norms we may assume that u j ≥ 0. Then,
and we consider the contribution from T * first: Let m be given by
Estimate (9) for the T * contribution is equivalent to
where we may assume f 3 (τ 3 , 0) = 0. The resonance relation
holds true, cp. [23, 11, 16] . Let us first consider the subregion where ξ 1 ξ 2 ≪ ξ ξ 3 . Then,
and in this subregion we control |m| by the sum of all
for k = 0, . . . , 3. Secondly, in the subregion where ξ ξ 3 ξ 1 ξ 2 (note that ξ 1 = ξ, ξ 2 = ξ within the domain of summation) it holds (25) and in this subregion we control |m| by the sum of all
for k = 0, . . . , 3. According to these multipliers we subdivide the proof into the following cases (with a preview of the lower bound on q for each subcase obtained by our arguments below):
Case 0.1: Case 1.1: Case 2.1: Case 3.1: 
For technical reasons, we will prove the slightly stronger estimates
for any 0 ≤ ν < 1 3q ′ , k = 0, . . . , 3 and j = 1, 2, where (22) with δ = 3ν because
Case 0.1: We consider the contribution
by two applications of Lemma 4.1. Hölder's inequality in ξ 1 , ξ 2 leads to
The sum Σ 0,1 (µ) is uniformly bounded due to Corollary 3.2, estimate (20) . Hence,
by Minkowski's inequality because ̺ ≤ 2. Now, we apply Hölder's inequality to obtain
Hence, Fubini's theorem provides
We consider the contribution
By replacing the weight ξ 1
2 in the expression t 0,1 , the same arguments as in the previous case lead to
instead of (28) where we used Corollary 3.2, estimate (18) to bound the sum
By the change of variables ξ → ξ − ξ 1 − ξ 2 we obtain
Now, we sum first in ξ 1 , ξ 2 and use
to obtain t 0,2
similarly as above. Case 1.1: From now on we have to restrict ourselves to 2 ≤ q ′ < 4. We use duality and consider for ϕ ∈ ℓ r ξ L 2 τ the quantity t 1,1 defined by
Cauchy-Schwarz in τ, τ 2 and two applications of Lemma 4.1 show
where with σ
(1)
Hölder's inequality in ξ, ξ 2 leads to
This is bounded by Corollary 3.2, estimate (21) . Cauchy-Schwarz in τ 1 and Minkowski's inequality provide
Now, we use Hölder in ξ 1 to obtain
By the change of variables ξ 2 → −ξ 2 , ξ → ξ the second factor equals ξ,ξ2
Another application of Hölder's inequality with respect to f 2 yields
For the contribution t 1,2 the same approach as above leads to
instead of (30) by replacing ξ 1 , ξ 2 in t 1,1 by ξ − ξ 1 , ξ − ξ 2 , respectively. The only difference is the use of Corollary 3.2, estimate (18) to bound the sum
Hölder's inequality in ξ 1 and then in ξ, ξ 2 provides
Now, Hölder in ξ and the change of variables
by Hölder's inequality in ξ 2 . Due to the fact that
Young's inequality shows that 
we obtain for the contribution t 3,1 the identity
Using Cauchy-Schwarz in τ 1 , τ 2 and Lemma 4.1, the quantity t 3,1 is bounded by
as an upper bound for t 3,1 with
which is uniformly bounded by Corollary 3.2, estimate (20) . By Cauchy-Schwarz in τ and Minkowski's inequality t 3,1 is dominated by
Now, we recall that r ≥ ̺ for all 4/3 < q ≤ r ≤ 2 and apply Hölder's inequality and Fubini to obtain
Again, Hölder's inequality shows
Hence,
To obtain the contribution t 3,2 we replace ξ 1 and ξ 2 in t 3,1 by ξ − ξ 1 and ξ −ξ 2 , respectively. The change of variables (32) transforms ξ −ξ 1 to ξ −ξ 2 and vice versa and we follow the arguments above to obtain
instead of (33), with the only exception that
is controlled by Corollary 3.2, estimate (18) . Similar to the Case 0.2, the change of variables ξ → ξ − ξ 1 − ξ 2 and Hölder's inequality
and the estimate for T * is done. Finally, we consider the harmless contribution from T * * and show the much stronger estimate
which immediately yields the desired estimate by trivial embeddings and (27). Indeed, Young's and Hölder's inequality provide
This concludes the proof of Theorem 2.4
Proof of Theorem 2.5. Due to the emdedding (6) the estimate for T * * is already covered by (34). With the same notation as above the estimate (10) for the contribution T * is equivalent to
where n = σ 0
2 m k,j as above. Again, due to the embedding (6) the stronger estimate (26) already proves estimate (35) for n replaced by n k,j,ν with k = 1, 2, 3, j = 1, 2, corresponding to the Cases 1-3 above. Hence, it is enough to consider the case k = 0 where σ 0 is the maximal modulation. Case 0.1: Let us fix 1 < q ≤ r ≤ 2 and 0 ≤ δ < 1 q ′ . We proceed similarly to the Case 0.1 in the proof of Theorem 2.4:
for any p = 2−, where we define g j = σ j 0− f j such that
Now, by Hölder's inequality and two applications of Lemma 4.1 we get
Hölder's inequality in ξ 1 , ξ 2 leads to
by Minkowski's inequality because ̺ ≤ p. Now, we apply Hölder's inequality and Fubini as in Case 0.1 of the proof of Theorem 2.4 and obtain
for any 1 < q ≤ r ≤ 2. Finally, (36) proves the desired estimate. Case 0.2: We consider t 0,2 defined as
The same arguments as in the previous case lead to
where we used Corollary 3.2, estimate (18) to bound the sum
Now, we sum first in ξ 1 , ξ 2 and use the analogue of (29) for g i L p τ (i = 1, 2) to obtain
and recall the property (36) of g j .
Proof of Remark 3.
Assume that the estimate (11) is valid for some b ≤ 0, 1 ≤ r ≤ 
We choose f 0 (0, τ ) = χ(τ ) and f 0 (ξ, τ ) = 0 for ξ = 0, f 2 (1, τ 2 ) = χ(τ 2 ) and f 2 (ξ 2 , τ 2 ) = 0 for ξ 2 = 1,
for ξ 1 = 0, 
2 the left hand side of (37) becomes
which contradicts (37).
The proof of the quintilinear estimate
Before we start with the proof of Theorem 2.6 we show the following trilinear refinement of the L 6 Strichartz type estimate, see [3] , Proposition 2.36. The major point is, that for one of the factors the loss of ε derivatives can be avoided. In fact, this refinement also follows by carefully using the decomposition arguments and the Galilean transformation in [3] , Section 5. However, we decided to present a proof based on the representation u
which we learned from [21] , in combination with the estimates from Section 3. Similar arguments were already used in [8] , cf. Proposition 4.6 and its proof. 
holds true.
Proof. We rewrite
where we suppressed the t dependence. By Plancherel's identity we observe that
where * denotes convolution with respect to normalized Lebesgue measure on [0, 2π]. Clearly,
by Sobolev estimates in the time variable. For the convolution term we also used Young's inequality. So it remains to prove (38) with
on the left hand side replaced by
. Now by Cauchy-Schwarz' inequality and Fubini's theorem (cp. the arguments in the previous section) matters reduce to show that sup
where Σ(ξ, τ ) is defined as ξ=ξ 1 +ξ 2 +ξ 3 ξ 1 =ξ,ξ 2 =ξ
Using Lemma 4.1 twice, we see that In the L 2 xt -norm on the left hand side of (38) we may, of course, replace any single factor by its complex conjugate. Especially we have
Fixing u 2 and u 3 and considering the linear operator
we obtain by duality the estimate
Choosing v = u 1 u 4 u 5 and applying (39) (and (38), respectively) again, we have shown the following quintilinear estimate: 
is valid.
In order to prove Theorem 2.6 we shall rely on the interpolation properties of our scale of spaces obtained by the complex method.
where
Proof. The map
is an isometric isomorphism. Here, the image space is the space of sequences in ℓ 
Now fix where in the last line of (42) as well as in the last expression we may exchange u 1 and u 4 . Now our first claim (13) follows from ξ ≤ 1≤i≤5 ξ i . We use (6) of Lemma 2.2, that is X Proof. To see the equivalence of (DNLS) and (49) the calculations for the periodic case may be found in [16] , Section 2. The fact that we may represent T and Q via convolution operators on the Fourier side where certain frequency interactions are cancelled out was remarked in [17] , Remark 3.2.7. The verification of the precise formulas are straightforward, using (suppressing the t dependence) Im v∂ x v dxv , which is crucial for our arguments, cp. (8), is an important feature of the gauge transformation. We observe as well that this expression itself is not well-defined in H 1 2 r (T) for 1 < r < 2.
Proof of well-posedness
Now, we show that the Cauchy problem (49) is well-posed. Let χ ∈ C ∞ 0 (R) be nonnegative and symmetric such that χ(t) = 0 for |t| ≥ 2 and χ(t) = 1 for |t| ≤ 1. Proof. We use the approach from [7] , Lemma 3.1. Let u 0 ∈ C ∞ (R) be periodic. We calculate F (χSu 0 )(τ, ξ) = F t χ(τ + ξ 2 )F x u 0 (ξ) and (52) follows because F t χ is rapidly decreasing. It suffices to consider smooth u with supp(u) ⊂ {(t, x) | |t| ≤ 2}. We rewrite
Recall that Z
and ϕ(t ′ ) = χ(t ′ /10) sign(t ′ ). Concerning ϕ we have
Estimate (52) yields
Parseval's equality implies by (54). Now, let us consider F 2 . Due to Young's inequality, we may remove the cutoff function χ in front of the integral. The Fourier transform of the remainder is given by
Estimate (54) proves (53).
A standard application of the fixed point argument gives 
