A growing number of studies in the field of speech processing employ feature losses to train deep learning systems. While the application of this framework typically yields beneficial results, the question of what's the optimal setup for extracting transferable speech features to compute losses remains underexplored. In this study, we extend our previous work on speechVGG, a deep feature extractor for training speech processing frameworks. The extractor is based on the classic VGG-16 convolutional neural network retrained to identify words from the log magnitude STFT features. To estimate the influence of different hyperparameters on the extractor's performance, we applied several configurations of speechVGG to train a system for informed speech inpainting, the context-based recovery of missing parts from time-frequency masked speech segments. We show that changing the size of the dictionary and the size of the dataset used to pre-train the speechVGG notably modulates task performance of the main framework.
INTRODUCTION
Recent breakthroughs in deep learning in the fields of image and natural language processing relied heavily on transfer and representation learning [1, 2] . The goal of the process is to learn the representation of certain task-specific knowledge and apply, or transfer, it to another problem [3, 4, 5] . One of the applications of transfer learning is the framework of deep feature losses, an approach for training deep learning systems [6] . It stems from the field of computer vision for image synthesis and problems such as style transfer [7] , superresolution [5] or inpainting [8] . To train the network using deep feature losses, one does typically need an auxiliary system referred to as a feature extractor. During training, the pre-trained extractor is applied to process the output of the main trained network, as well as, the target to obtain the representation of both in high-dimensional space. The loss is subsequently computed based on the representations of the two, thus deep feature loss. Due to a vastly more complex representation, the use of deep feature losses can lead to benefits, as compared to their simpler, direct counterparts [9] .
Currently, a growing number of studies apply such an approach to training audio & speech processing frameworks [10, 11, 12] . For instance, [10] used a network inspired by the VGG trained on acoustic scenes and events classification from raw time-domain samples. This extractor was subsequently used for computing the deep feature loss during the training of the main speech denoising system. Our previous contribution to applying deep feature losses in training speech processing frameworks was speechVGG, a VGGlike speech feature extractor, pre-trained on classifying words from spectrograms [13] . Here, we extend our previous findings by (i) investigating mechanism of hierarchical feature extraction by visualizing activations across the network [14] and (ii) exploring different approaches to pre-training and optimizing our extractor. Specifically, we wanted to investigate how the choice of training hyperparameters affected the performance of the target speech processing framework trained via deep feature losses. We mainly focus on two aspects specific for speech processing, the size of the training dataset and the dictionary, used for pre-training of the speechVGG on the speech recognition task.
As the target speech processing application, we employed the previously introduced informed speech inpainting task [13] . The goal of the task is to recover missing parts of masked STFT magnitudes of speech segments. We consider it, similar to word masking in training state of the art language models [2] or image completion in computer vision [15] , as particularly suitable for investigating the efficacy of different feature extractors. We hypothesize that due to the context-based recovery of missing information in the end-to-end fashion, the influence of different feature extractors, applied in training, may almost directly translate to the task performance.
In this work, we aim to analyze trends in the considered hyperparameter space and identify optimal configurations for pre-training our deep speech feature extractor. In particular, we want to shed light on the mechanisms underlying the training of speech processing frameworks via deep feature losses and characterize crucial factors affecting the efficacy of the process. Taking advantage of the modular, block-based, architecture of the extractor, we also explore its sub-types by manipulating the number of pre-trained blocks used. Through this paper, we would like to encourage the use of trainable, general-purpose deep speech feature extractors, like our speechVGG, in the field of speech processing and propose This paper is organized as follows. Section 2 introduces our data & methods used, sections 3 presents our results and sections 4 provides critical discussion and concludes this work.
MATERIALS & METHODS
LibriSpeech [16] , an open read speech corpus, sampled at 16 kHz was used as a dataset of voice recording for developing and evaluating all the models considered in this study. Specifically, we used all the available voice recordings, including 100, 460 hours of clean speech (train-clean-100, train-clean-360), as well as, 500 hours of 'other' speech, potentially including mistakes in word annotations (train-other-500) to train the models. We employed separate subsets test-clean to monitor the training performance of our models and dev-clean as a held-off part of the data for the final evaluation of the trained models.
SpeechVGG for deep speech features extraction
Our deep speech feature extractor adopted seminal VGG-16 architecture, re-trained to classify words from speech STFT log magnitudes, instead of categories of images, thus speechVGG. Diagram of the system architecture and the task are presented in Fig. 1 .
Specifically, the network is built out of five main blocks (yellow), each composed of stacked convolution layers, followed by ReLu activations, and concluded by a max-pooling layer, the same as in the original work [17] . During training, a fully connected layer with softmax activation was added after the final block to obtain onehot encoded output reflecting the class assigned to the input (purple).
Insights from computer vision literature suggest that subsequent blocks of convolutional neural networks (ConvNets) are sensitive to different features of the input [18] . In particular, analysing patterns of activation at the pooling layers of ConvNets for computer vision, specific sub-classes of edge or texture detectors can be distinguished. Here we perform a similar analysis to visualize activation patterns at each of the speechVGG blocks and see whether the network's blocks act as hierarchically organized extractors of speech features [14] .
In our previous work, we showed that applying speechVGG to train the framework for recovering missing parts of time-frequency representation of speech improved its performance, as compared to other types of losses, including L1 [13] . Based on the promising outcomes, here we explored the properties of the model to understand which factors facilitate speech feature extraction and how could they be optimized for the best performance.
To train the network on the word classification task, we employed different sizes of training dictionaries (the numbers of unique words) extracted from subsets of voice recordings. In particular, for each considered dictionary size, corresponding to the number of classes in the classification task, we extracted all instances of words in the dictionary from the chosen subset of data. We obtained magnitude spectrograms for each segment by taking absolute values of a complex short-time Fourier transform (STFT, 256 samples window with 128 samples overlap, 128 frequency bins). Natural logarithm was then applied to the spectrogram, which was subsequently standardized. In the standardization process, the mean was subtracted from each frequency channel, then divided by the variance. Both the mean and variance were obtained from the training data.
SpecAugment [19] was applied in training to improve the generalization capacity of our classifier, and presumably, the performance of the feature extractor. In the process, random blocks of time and frequency bins (no more than 50% in each dimension) in the spectrograms were replaced with mean values. To address the issue of varying duration of spoken words we randomly placed the word's time-frequency magnitude in a 128x128 frame and zero-padded the sides. We believe that the zero-padding allows the network to identify the valid part of the input, whereas the mean-value padding for data augmentation is meant to enhance its generalization capabilities.
Informed speech inpainting
To quantify the feature extraction performance, we employed the task of the informed speech inpainting as a testing ground for different configurations of speechVGG feature extractors. In this task, the system is trained to recover missing parts of time-frequency masked STFT of a speech segment, presented at the input, along with the mask indicating missing or degraded bins. We advocate the speech inpainting task as a particularly suitable for evaluating the efficacy of deep feature extractors, as it's focused on generating missing parts of a spectrogram, instead of, for example, suppressing noise.
The deep learning framework used to perform the task was adopted from our previous work [13] . Briefly, the main part of the system is a U-Net, originally introduced in [20] , for recovering missing parts of the time-frequency representations of speech segments. Similarly to the data preprocessing for training the speechVGG, here we divided all the available voice recordings into 1028 ms segments, extracted their STFT magnitudes, applied logarithm and normalized, as specified in 2.1, to obtain 128x128 matrices. Each training sample was furthermore degraded by applying a mask to it and replacing masked values with zeros. Such samples, along with their mask were processed through the network to recover original time-frequency representations of speech. Waveforms were obtained directly from the recovered STFT magnitudes by applying the local weighted sums algorithm [21, 22] .
Deep feature losses in training
In training, the U-Net was fed masked STFT magnitudes of speech segments, as specified in 2.2 and its goal was to recover the masked values. While such systems are commonly trained using L1, perpixel, loss between the output and the target, we trained ours with deep feature losses obtained through the speechVGG extractor (Fig.  2) .
Specifically, instead of computing L1 we processed both the output (Ŷ ) and the target (Y ) speech spectrograms through the pretrained speechVGG feature extractor (E). To obtain the deep feature loss DF L for training, the L1 between activations from a set of extractor's pooling layers (N ) was computed as:
We considered three sets of blocks used to compute LDF . Specifically, these were the first three, presumably corresponding to the low-level speech features, the last two, possibly reflecting high-level speech features or all five of them (low , high , full sVGG, respecitvely).
RESULTS
This entire study was implemented in Python using TensorFlow and all of the introduced models were optimized via ADAM [23] . Data were fed to each model in mini-batches of size 32. Each speechVGG feature extractor was trained using a cross-entropy loss for 30 full epochs. All of the considered configurations plateaued at the validation accuracy of over 92%. The framework for speech inpainting was each time trained for 30 full epochs using deep feature loss (LDF ).
Visualising activation patterns
One way to visualize the type of patterns different layers are sensitive to is to optimize the network input for the layers activation. We applied a minimal implementation of the so-called 'deep dream' or 'inceptionism' technique [14] to our speechVGG. Starting from a gaussian noise input, we optimized it to maximize the activation mean of different layers in the network. The visualization of sample activation patterns from subsequent blocks of the pre-trained speechVGG are presented in Fig. 3 . Activation patterns develop a higher level structure with increasing depth of the network. In particular, the output from the first block represents a fine pattern strongly emphasizing edges. Interestingly, the readout from the second block represents a set of regular horizontal bars, which might correspond to the harmonic structure of speech. In the final fourth and fifth blocks, one can notice the formation of distinct large-scale patterns with pronounced clusters of activations. We speculate that those can reflect formants.
Experiment setup
We investigated how different training parameters, used to optimize our speechVGG deep speech feature extractor, affect the framework for speech inpainting trained via deep feature losses. We explored the size of the training dictionary, the number of words for the classification task, and the size of the training data, the number of hours of voice recordings from which the words were extracted. We considered three sizes of the training dictionary: 1000, 3000 & 6000 most frequent words, that were at least 4 letters long, and three sizes of the training data: 100, 460, 960 hours of voice recordings from the LibriSpeech dataset, making up nine possible configurations. It's important to note that the LibriSpeech contains 460 hours of clean speech and 500 hours of 'other' speech with potential mistakes in annotation [16] . Therefore our 960 hours of training data contain both clean and 'other' voice recordings.
Each of the configurations of speechVGG extractor was trained and subsequently used to obtain feature losses for training the framework for informed speech inpainting, as specified in 2.2 (Fig. 2) . Here, we considered three shapes of masks applied to time, time & frequency bins, or random parts of the input speech STFT of elliptical shapes, resembling brush strokes. Each mask was designed to cover a specific portion of the input and was split between one to four intrusions, none shorter than 3 bins (24 ms or 187.5 Hz bandwidth).
Each of the nine extractors was used in three configurations, namely low-, high-, full-sVGG, utilizing either first three, last two or all five blocks to compute LDF . Each time the system was trained to recover missing parts of speech spectrograms extracted from 100 hours of voice recordings (train-clean-100 subset) with time, time & frequency or random masks, chosen randomly with equal probability for each training sample. Size of the applied mask was each time drawn from the normal distribution N (µ = 29.4%, σ = 9.9%).
We evaluated the performance of the system trained with different configurations of the speechVGG on the held-off dev-clean data from LibriSpeech. We used sizes of masks ranging from 10% up to 40% information missing. The framework performance was quantified using the short term objective intelligibility (STOI) [24] and perceptual evaluation of speech quality (PESQ) [25] , measured between the original and recovered speech segments. The obtained results were then averaged across the considered shapes and sized of masks. In the time-frequency masked case, representing the baseline, scores were 0.708 STOI and 1.818 PESQ.
Influence of the training data size on the speechVGG
Consistently with our previous results, the inpainting framework trained via deep feature losses, obtained through our speechVGG, improved both STOI & PESQ, as compared to the baseline [13] . Specifically, all of considered configurations led to the improvement, but frameworks trained via low and full sVGG consistently outperformed their high sVGG counterpart (Fig. 4) .
To assess the effect of the size speech dataset used to train the speechVGG we compared the averaged STOI & PESQ for different configurations of the training data ( Fig. 4, columns) . We sought for the effects of changing the amount of speech material used for the training of speechVGG by comparing the results averaged across all considered dictionary sizes ( Fig. 4 , Avg. row). Consistently, for all three configurations of speechVGG for deep speech feature extraction, the extractors trained on 460 hours of clean speech led to the best STOI & PESQ, both for individual setups and their averages.
Surprisingly, nearly doubling the size of the training dataset size to 960 hours yielded only slightly better results than the configuration using only 100 hours of voice recordings. Such an outcome may be attributed to the fact that over half of the 960 hours of speech belongs to the 'other' category in the LibriSpeech data, likely containing inaccurate annotations. This, in turn, could have disrupted the training of feature extractors trained on word labels.
Influence of the training dictionary size on the speechVGG
Similarly to the assessment of the influence of the amount of training data on the speechVGG performance, we investigated the effect of changing the training dictionary size (Fig. 4, rows) . For individual configurations of three model types the best results were obtained using either 3000 (high , full ) or 6000 (low ) words to train the speechVGG. In particular, comparing the results averaged across the different sizes of the training datasets ( Fig. 4 , Avg. column), effects are considerably smaller, as compared to the other hyperparameter. Specifically, low speechVGG showed the biggest effect of changing the dictionary size, while for its high and full counterparts, the changes in STOI & PESQ were almost to negligible.
Such a weaker effect of the size of the dictionary could be explained by the fact that we employed the most frequent words. In particular, least frequent, rare words appear in only a few voice recordings across the LibriSpeech dataset and make up a relatively small set of training samples. Therefore their contribution in pretraining our feature extractors is considerably low.
DISCUSSION & CONCLUSIONS
In this paper we introduced and characterized speechVGG, a trainable deep speech features extractor for applying deep feature losses in the training of neural networks for speech processing. Our analysis activation patterns in the network suggest that analogously to the classic VGG, our speechVGG extracts distinct speech features hierarchically in subsequent blocks, modules, of the network (Fig. 3) .
Using the framework for the informed speech inpainting, we investigated the influence of training hyperparameters of our speech feature extractor on the task performance. Specifically, we considered nine configurations of the network, pre-trained using 1000, 3000 or 6000 most frequent words (dictionary size) obtained from 100, 460 or 900 hours of speech recordings (training size). Our gridsearch analysis showed notable changes in the performance of the framework optimized using different extractors 4. Specifically, the changes in STOI & PESQ for specific setups reached up to 0.02 and 0.07 respectively.
We identified trends in the considered parameter space. In particular, we showed that increasing the size of voice recordings dataset affected the performance, but only using clean, wellannotated speech. Changing the size of the dictionary used to train the speechVGG didn't yield particularly large outcomes in different cases. It's important to notice, that our model task is mostly emphasizing acoustic, not semantic features of speech. Future studies, employing joint acoustic and semantic modelling might be necessary to fully understand the impact of the dictionary size on the extractor's performance.
We believe that training deep learning frameworks for speech processing via deep feature losses is a promising line of research with a growing number of applications. We argue that the best results are likely to be obtained using specialized, tailored for the task, feature extractors, like our speechVGG. In particular, our results highlight the influence of training strategies on the efficacy of pretrained deep speech feature extractors. We aim to open-source our speechVGG framework shortly, hoping that it will influence further applications and developments in the field of speech processing.
