Abstract-This
INTRODUCTION
An interface for the control of Automatic Recognition System of Continuous Pathological Speech (ARSCPS) [1] can be very useful for speakers with dysarthria which is a neurological disorder of speech that affects millions of people. A dysarthria man has significant difficulty in communication, according to Aronson [2] ; Dysarthria [3] covers various speech disorders resulting from neurological disorders. These disorders are related to the disturbance of the brain and stimulus nerves of the muscles involved in the production of speech. The characteristics of this pathology are slow, weak, imprecise or uncoordinated speech musculature movements [4] ; the result is unintelligible speech.
The main objective of this work is to help the dysarthria people with the proposed interface that allows doctors to make their first diagnosis according to the type of dysarthria. Thus, patient intelligibility rate can be classified and other clinical assessments can be given to patients.
Our platform includes an ARSCPS based on the Hidden Models of Markov (HMM) [5] built by us. Furthermore, a pathological database NEMOURS [6] is integrated for improving the speech intelligibility of dysarthria patients. This paper is outlined as follows: The following section presents the NEMOURS database. Section III explains the realization steps of an ARSCPS with Hidden Markov Model Toolkit (HTK) [5] , [7] . Section IV, V and VI shows the results of the recognition with different techniques of features speech extraction. Section VII presents the different parts of our own ARSCPS which is the principal blocks of our H/M interface. We conclude this work in Section VIII.
II. NEMOURS DATABASE
The Nemours database is constituted by 74 sentences spoken with varying degrees of dysarthria for each one of the 11 male speakers. Our adapted ARSCPS for the NEMOURS database is based on the monophone models. These models require several successive treatment steps for their realization (see Fig. 1 ). However, during the development of our system, an additional step, which we call Step 0 has been necessary for its realization. Steps of an automatic speech recognition system [13] .
For training steps (Fig. 2) we used 814 sentences, (for example from 1 to 74 sentences for each speaker), for testing steps (Fig. 3) , we tested our ARSCPS with 352 sentences, (for example from 1 to 32 sentences for each speaker); look at Table 2 . We note that the sentences taken for the test are those that are already exist in the training, because our goal is the realization of an interface H/M that allows doctors to make their first diagnosis; and to make this diagnosis on the patient's disease, the patient have to pronounce sentences imposed by the doctor. 
IV. EVALUATION OF RECOGNITION RESULTS
The generation of the test data acoustic model has been done, the deletion errors (D), the substitution errors number (S) as well as the number of insertion errors (I) are calculated (see Fig. 4 ).
Three types of recognition rates that correspond to sentence correction (1); word correction (2)' and word accuracy (3) are calculated.
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The equations used are respectively:
Sentence Correction % 100
N: Is the overall number of sentences.
 For WORD:
Word Correction % 100
Word Accuracy % 100
N: Is the overall number of words. To achieve this step of performance, a lot of scripts have been used for building our system.
V.
ACOUSTIC MODEL OF THE TRAINING/TESTING DATA The objective of the extraction of the useful information done by the speech of NEMOURS database is to solve the problems of the speech recognition. ETSI MFCC FE, PLP, PNCC, and MFCC features are extracted from the speech.
VI.
EXPERIMENTAL RESULTS Table 3 shows the sentence correction, word correction, and the accuracy of the word from the four techniques of feature extraction for the system of speech recognition with voice normal samples. The best sentence correction, word correction, and the accuracy of the word with the proposed features can be found using ETSI FE V2.0 (MFCC_0_D_A) which is 86.65 %, 99.15 % and 97.40 %, respectively.
For the samples of voice pathological, Table 4 shows the sentence correction, word correction, and the accuracy of the word by using four techniques of feature extraction. The best sentence and word correction as well as the word accuracy are 73.86%, 96.54% and 93.09%, respectively which is for applying ETSI FE V2.0 (MFCC_0_D_A) feature with 39 coefficients. The sentence and word correction as well as the word accuracy of MFCC_0_D_A and PLP_0_D_A with 39 coefficients are almost the same, the word correction of MFCC_0_D_A and PNCC_0_D_A with 39 coefficients are the same.
In addition, for PNCC_0_D_A with 39 coefficients, the accuracy is 84.33%, and represents the worst result. For testing the system performance, we have applied the four feature extractions for speech recognition system with normal and pathological voice as shown in Tables 3 and 4 . The ETSI FE V2.0 (MFCC_0_D_A) outperforms the previously techniques in terms of sentence correction, word correction and word accuracy. 
VII. AUTOMATIC RECOGNITION SYSTEM INTERFACE OF CONTINUOUS PATHOLOGICAL SPEECH (ARSCPS)
The interface includes an ARSCPS based on HMM models and the HTK toolbox [14] .
We describe the different parts of an ARSCPS control interface using the DELPHI software and the PASCAL programming language [15] .
A. Part 1: Management of the NEMOURS Database Textual and Sound Files
For realizing this part (Fig. 5) , we have written programs under DELPHI for:
 Loading sound files which allowed us to create the text files containing the links for access to the NEMOURS database.
 Listening to the sound files with extension ".wav".
 The listened Files transcription.
 Display the automatic recognition result of the listened continuous speech files to text format (Speech to Text). 
 Synthesis of the recognized text files (Text to Speech).
B. Part 2: Result of the Voice Recognition
In this part (Fig. 6 ) of the interface, our system:
 Make the link with Part 1.
 Allowing the passage between ARSCPS and our interface.
 Compare the recognition of the NEMOURS database sentence.
 Show of the obtained results in percentage format. 
C. Part 3: Automatic Speech Recognition System in Real Time
The objective of this interface part (Fig. 7) is to realize an automatic dictation system and attempt to make the system independent of the NEMOURS database speakers and always working in real time.
1) Part 3.1: Interface of Sound File Recording
To do this, a recording module has been programmed with different acquisition parameters:
 The type of channels (mono or stereo).
 Bit (16 Bit).
 Sampling frequency (8000 Hz ou 16000 Hz).
2) Part 3.2: Control Interface of ARSCPS in Real Time
In this part, our ARSCPS in real time:
 Makes the link with interface of Sound file recording.
 Allows passage between the new ARSCPS in real time and our interface.
 Compares recorded sentence with sentences of NEMOURS database.
 Displays the recognized sentence. 
VIII. CONCLUSION
In this paper, we proposed an ARSCPS using HTK. For the feature extraction we use ETSI FE, PLP, PNCC, and MFCC. For 22 speakers (for both normal and pathology) 114 words and 46 phonemes are applied in the experiments. The highest accuracy 97.40% is obtained ARSCPS by HTK using ETSI FE feature in the normal voice case. For the pathological voice, we achieved the highest accuracy 93.09% using ETSI FE features.
The Transcription Of Listened
The ARSCPS that we wanted to implement must satisfy certain conditions which are:  Continuous speech.
 Independent to speakers (Multi-speakers).
 Large vocabulary.
 Especially dedicated to the recognition of pathological speech (Dysarthria).
The proposed interface allowed us:
 The text and sound files management of the database.
 Listening to the sound files of extension ".wav".  Make the system independent from speakers and make it working in real time.
Each of these objectives is a challenge to overcome. Therefore, realizing a complex system that treats a large number of complications requires: The writing of several scripts (XML, HTML, PASCAL, and HTK) [16] - [18] , manipulation and management of a large number of scripts lines, and the management of sound files, text and binary data.
Today our challenge is to provide an interactive platform including the new TIC, making them accessible to people with communication disorders and proposing to the doctors a diagnosis system of the disease severity in order to take a quick decision.
