Abstract. The spin glass behavior near zero temperature is a complicated matter. To get an easier access to the spin glass order parameter Q(x) and, at the same time, keep track of Q ab , its matrix aspect, and hence of the Hessian controlling stability, we investigate an expansion of the free energy functional around its "spherical" approximation. This expansion is obtained by introducing a constraint field and a (double) Legendre transform expressed in terms of spin correlators and constraint field correlators. The spherical approximation has the spin fluctuations treated with a global constraint and the expansion of the Legendre transformed functional brings them closer and closer to the Ising local constraint. In this paper we examine the first non trivial contribution of the systematic corrections to the spherical starting point.
Introduction
The infinite range Sherrington-Kirkpatrick (SK) model is defined by [1] :
where the σ i 's are ±1 Ising spins and the couplings independent Gaussian random variables with null mean and variance equal to 1/N . This model is solved with the replica trick, that is all the thermodynamical information is encoded in the n → 0 limit of the disordered averaged replicated partition function:
where β = 1/T is the inverse of temperature and, as usual, (· · ·) the average over the quenched disorder. Performing this average, and introducing the auxiliary symmetric
σ ia σ ib with a = b, leads to [1] :
with the effective Lagrangian (density) [2] : 
The normalization factor in eq. (3) gives a subleading contributions for N → ∞ and is omitted in the following.
In the thermodynamical limit, N → ∞, the value of the integral in (3) is given by the saddle-point value
, where Q ab is evaluated from the stationary condition:
that is,
The average is taken with respect to the weight ζ(σ) = e 
If instead, one had in mind to write the effective Lagrangian governing a short-range (e.g. nearest-neighbor) system, one would consider: 
Here Q ab (p) is the (space) Fourier Transform of the sitedependent replica overlap matrix Q ab (i), with i the siteindex, H ab (i) is an external (unphysical) field that couples to Q ab (i), and Ω[Q(i)] is given for each site i by (5 
and,
are obtained by writing:
Q ab (i) = Q ab + δQ ab (i) (12) with Q ab given as the (site-intependent) saddle-point value of L, eq. (6) . An expansion of (9) in powers of δQ ab (i)
shows that no linear terms (i.e. tadpoles) remains by virtue of (6) . The quadratic term is given by:
where M is the Hessian matrix whose eigenvalues are the so-called bare masses of the δQ correlation functions (i.e.
the inverse propagator). With these notations, one has: The higher order terms are in turn the couplings (cubic, quartic,...) of the fields δQ.
Whatever the adopted viewpoint, one cannot avoid the difficult construction of the Ω functional as given in (5).
Parisi and others [5, 6, 7] have shown how to obtain solutions with R steps of replica symmetry breaking (RSB) and in particular with R → ∞, and how to construct equations satisfied by Q(x), the continuous limit of the order parameter Q ab for R → ∞ [8] . These equations can be solved in the full low temperature phase [9] . Clearly, however, for very low temperatures or for null temperature, the problem is delicate, as one can experience when expanding ζ(σ) in powers of 1/T 2 (see eq. (8) ). The properties of the Parisi solution Q(x) at very low temperatures have attracted some work in last years. The analysis has been carried on either directly on the continuous limit,
i.e. taking first R → ∞ an then T ≪ 1 [10, 11] , or on the T → 0 limit of large R-step replica symmetry breaking solutions [12, 13, 14, 15] . In both approaches, however, it is difficul to study the properties of the Hessian. Indeed, once one is working with Q(x), it becomes difficult to keep track of, for instance, the Hessian since the matrix nature is lost as R → ∞. On the other hand, taking first T → 0 and then R ≫ 1 one encounters problems following the delicate commutativity of the two limits. These two intrinsic difficulties have motivated this work. By using the fact that, if the strict locality constraint σ 2 a = ±1 is replaced, as a first step, by the global constraint a σ 2 i = n ( a kind of spherical approximation ), then the small temperature behavior gets simpler while keeping the matrix structure of the problem. We show below how to systematically return towards spin locality by introducing higher and higher correlations generated via a double Legendre
Transform on the Ω-functional. In the resulting approximated functional for Ω, the null-temperature limit is simpler: it becomes non-singular, and at the same time, one keeps the matrix structure of Q ab , leaving an access to the Hessian.
The outline of the paper is as follows: in Section 2 we describe the general formalism based on the double Legendre Transform and the stability of the saddle-point. In
Sections 3 and 4 we discuss repsectively the (trivial) zero order approximantion and the first non-trivial approximantion, the two replicas approximantion, of the functional Ω. Some details of the calculations are deferred to the Appendices.
2 General formalism
Equation of motion:
For spherical models, the spin variables σ a are continuous:
the trace over the spins becomes an n-dimensional Gaussian integral. Here, the Ising spins are discrete variables σ a = ±1. To overcome the discrete nature of the spin, one introduces a constraint field:
The auxiliary variables λ a control the fluctuations of the continuous spin variables σ a around the Ising values ±1
and thus we expect that they diverge as T → 0.
By inserting (15) into the expression (4)-(5), the func-
can be written as:
where
and S[σ, λ] is given by,
The constant term −nβ 2 /4 follows from the (definition of the) diagonal terms Q aa = 1 of the overlap matrix.
We recall that when introduced, the overlap matrix is defined only for a = b, the reason being that for Ising spins transform with respect to these fields [16, 17, 18] . See also Appendix D. In absence of an external field coupled to σ a the average σ a vanishes. Moreover, one can check that σ a λ b = 0 [19] . Therefore the relevant field average and correlation functions are [20] λ a = λ
and
All averages are evaluated with the weight exp(−S[σ, λ]).
After the double Legendre transform has been taken, and the auxiliary linear and bilinear fields set to zero, the functional Ω ǫ [Q] comes out to be [17] :
where,
Here,
is given by the sum of all the two-particle irreducible (2-PI) vacuum graphs in a theory with vertices
and propagators
The first terms of the diagrammatic expansion of K 2 [G, Λ] are:
By construction, when the auxiliary fields are set to zero the double Legendre transform is stationary with respect to the variations of λ, G and Λ. This leads respectively to:
Equations (27) and (28) are known as the Dyson equation for the two points functions G and Λ with self-energies:
These Dyson equations result from the Legendre Transform, and give exact relations for G and Λ. By solving them, the propagators G ab and Λ ab become functionals of Q ab that substituted back into (21) give Ω[Q] as functional of Q ab alone. By using now the the saddle-point equation (6) one can write the self-consistent equation for
With the choice Q aa = 1 eqs. (26) and (31) can be merged into the single equation
We stress that, while in the following we use the stationary conditions in this form, one should keep in mind that the diagonal and off-diagonal terms of this equations follow from two distinct conditions. The diagonal terms follow from the double Legendre transform, and our choice Q aa = 1. This is an exact relation. The off-diagonal terms follow from the saddle point eq. (6) and hence eq. (31) is valid only in the thermodynamic limit.
Stability
To decide whether the solutions of the equation of motion are stable or not, one has to expand the effective Lagrangian to second order in δQ:
with the Hessian matrix:
Let us introduce:
which satisfy through the equations of motion (27) and (28):
Solving (38) for Y, and inserting it into (37), one has:
The matrix D is the one multiplying Y in (38). At this point, we can now use the equality G ab = Q ab , resulting from the stationarity condition.
To solve the self-consistent equations, we have to specify the form of the matrix Q ab that takes into account possible breaking of the permutation symmetry of replica pairs. A standard parameterization has been introduced by Parisi [5, 6] . The overlap matrix Q ab for R allowed breakings in the replica permutation symmetry consists in dividing Q ab into successive boxes of decreasing size p r , with p 0 = n and p R+1 = 1, along the diagonal and assigning the elements Q ab of the overlap matrix so that
The notation a∩ b = r means that a and b belong to the same box of size p r but to two distinct boxes of size p r+1 < p r . The element Q 0 must vanish in absence of external fields that break the up/down symmetry [21] . In the following, if not explicitly stated, this will be always assumed.
In this formalism the Replicon component of the Hessian (that usually harbors the most dangerous i.e. the lowest eigenvalues), becomes [22, 23] and matrix products of such matrices becoming ordinary products of RFT matrices (like in ordinary Fourier Transform), we get [23] :
where r = 0, . . . , R and k, l = r + 1, . . . , R + 1. By K
GrGr kl
we mean the double RFT on the Replicon component of 
Zero order approximation
The zero order approximation is obtained by neglecting
. Combining eqs. (22), (27) and (32) one is led to
To solve this equation the parameterization of matrix Q ab is needed. By using Parisi's parameterization one gets for the off-diagonal terms
As shown in Appendix C, for any R, this equation only admits the solution [24] 
i.e., the Replica Symmetric solution. The value of λ is set by the diagonal term a = b of eq. (45) and reads
The stability of the solution is ruled by the Replicon (see equations (42)-(44)),
where r = 0 and the (Fourier transformed) cross overlap 
Two replicas approximation
The two replicas approximation consists in taking only the first 2-PI diagram in the diagrammatic expansion of
with the matrices G ab and Λ ab solution of the Dyson equa-
and G aa = 1. Stationarity of L[Q] with respect to the variations of Q ab leads to the self-consistent equation Q ab = G ab , the form of which is dictated by the ansatz used for the matrix Q ab .
The Replicon component for the two replica approximation reads:
with r = 0, . . . , R and k, l = r + 1, . . . , R + 1.
In the next subsection we examine the existence and stability of three possible scenarios, corresponding to three particular parameterization of the Parisi matrix: the Replica Symmetric, the One
Step Replica Symmetry Breaking and the Infinite Replica Symmetry Breaking ansatz.
The Replica Symmetric (RS) solution
In the replica symmetric solution all replicas are treated on an equal footing, and the matrices Q ab and Λ ab are given by
Then from eq. (53) and the relation Q ab = G ab we have for n → 0
that inserted back into (52) leads to the RS equation
These equations can be easily solved for λ and β as function of Q ∈ [0, 1], and one ends up with
By varying Q between 0 and 1 one obtains the solution, if it exists, in the whole range of physical values of Q. We note in particular that T → 1 − as Q vanishes, while it goes to 0 for Q → 1 as
The stability of the RS solution is ruled by Replicon eigenvalue M 00 11
The It is not difficult to show that Q 0 = Λ 0 = G 0 is a solution of the self-consistent equations.
Inserting the 1RSB parameterization into eq. (53), using the condition G ab = Q ab , and taking the n → 0 limit we have
Note that for m → 0 these relations reduce to those found for the RS case. This is not unexpected since if Q 0 = 0 the systems breaks down into n/m subsystems of dimension m, each one having a RS structure, Q 1 playing the role of Q. For m → 0 we recover the RS solution.
The other Dyson equation, as of eq. (52), leads to To fix the value of m we use the stationarity equation
= 0 (yielding the so-called static solution [25, 26, 27, 28] ). The computation is achieved using the formulae of Appendices A and B, leading to
By eliminating Λ 1 , Λ 2 and β in favor of Q 1 and m with the help of eqs. (64) and (66), we end up with the following 
and is also negative. Therefore the solution is always unstable.
The Infinite Step Replica Symmetry Breaking (FRSB) solution
We study the solution, if any, with an infinite number of replica symmetry breaking steps (FRSB). In this limit the matrices Q ab , G ab and Λ ab are described by functions of a single parameter x varying between 0 and 1. To find the self consistent equation of the FRSB solution let us consider the case of R replica symmetry breaking steps.
The FRSB solution is then obtained as the limit R → ∞.
By assuming a Parisi's R replica symmetry breaking structure for the matrices Q ab , G ab and Λ ab , the Dyson equations (52) and (53) for the non-diagonal terms be-
These equations are solved through the Replica Fourier 
where we have introduced the shorthand q ab = (Q ab ) 2 .
The inversion via continuous RFT yields
Finally, from eqs. (71), (74) and (75) we have the equation
where the "dot" denotes the derivative of the function with respect to its argument. As done for the 1RSB solution we assumed that all 0-indexed quantities, such as
The solution of this integral equation is obtained by successive differentiation with respect to x:
By setting x = 0 we get relation
As
Notice that the same manipulations apply to the internal energy (per site) u, yield
The sum rules (80) and (81) are known to be exact for the SK model. They are verified here to the first order of the 2-PI expansion of K 2 .
Finally, to solve the equation of motion (78) we take one more x derivative to get
Taking advantage of
where Q c = Q(x c ) is the plateau value, it is easy to check that eqs. (82), (83) and (84) are equivalent to the coupled differential equations
with the boundary condition
Solving these equations for 0 ≤ Q c ≤ 1, and fixing the temperature through eq. (79), we obtain the complete solution Q(x). In Fig. 1 we show the form of Q(x). As found for the 1RSB solution, the temperature does not vanishes as Q c → 1, but reaches the finite value lim Qc→1 T (Q c ) =
At variance with the 1RSB solution the continuous solution is marginally stable since the lowest Replicon eigenvalues vanishes. Indeed, looking at stability, we have for the Replicon eigenvalues: 
On (88), one identifies, from the equation of motion (78) that the quantity in the square bracket is equal to T 2 , leading to a zero mode:
This is a check of the existence of Goldstone zero modes, accompanying the breakdown of a continuous invariance group, i.e. the existence of Ward-Takahashi identities [29] .
From (87) one can also obtain the size of the band on top of the zero-modes M xx x+ x+ by evaluating: All solutions coincide at T = 1.
As a result at this level of approximation, one keeps the same structure as for the SK model near T c : a Replicon broad band of modes, bordered below by zero modes.
Conclusion
In this work, we have introduced, for Ising-like systems, 
The notation a ∩ b = r means that the indexes a and b belong to the same box of size p r but to two distinct boxes of size p r+1 . The term Q R+1 is the value of diagonal term
The Replica Fourier Transform Q ab of the matrix Q ab is defined by [23, 30] :
where we have taken Q −1 = 0. In the following all quantities with index out of the allowed range are assumed to be equal to zero. From the above definition, the useful relation
allows the inversion of the RFT transform
It can be shown [23] that the Replica Fourier Transform has the properties of the standard Fourier Transform.
In particular the RFT of the inverse matrix (Q −1 ) ab is the inverse of the RFT of Q ab :
Then, by virtue of eqs. (93) and (94) we have for r = 0, · · · , R,
These expression remains valid also in the n → 0 limit.
In the limit of R → ∞ the difference Q r − Q r−1 goes to zero, so the sum can be replaced by an integral, and we
where Q(1) ≡ Q R+1 and
B Computing Tr ln Q
The quantity Tr ln Q can be computed by using the iden- 
Then, by using eq. (94)
and hence
This expression is valid for any finite R. To perform the R → ∞ limit we use the relation (93) and expand the logarithm in the sum for small Q r − Q r−1 , i.e., ln
so that eq. (104) becomes
In the limit R → ∞ the last sum vanishes and we end up 
The saddle point equations are obtained by varying the above functional with respect to x(Q):
By requiring the stationarity of L with respect to variations os Q r and p r one gets, respectively F (Q r ) = 0, r = 0, . . . , R reduces to
i.e., Q = 1 − T .
D Double Legendre Transform
In this section we give a short summary of the double 
and G is the connected two point correlator. We can then 
