We generalize Harish-Chandra-Itzykson-Zuber and certain other integrals (Gross-Witten integral and integrals over complex matrices) using the notion of tau function of matrix argument. In this case one can reduce matrix integral to the integral over eigenvalues, which in turn is certain tau function.
* 1 , t * 2 , . . ., and discrete variable n: τ = τ (n, t, t * ). More explicitly we have [5] , [11] :
log τ (n, t, t * ), φ n (t, t * ) = − log τ (n + 1, t, t * ) τ (n, t, t * ) (0.0.4)
In soliton theory so-called Hirota-Miwa variables x, y, which are related to higher times as are well-known. Tau function is a symmetric function in Hirota-Miwa variables, the higher times mt m , mt where coefficients K λµ solve special bilinear equations [5] . τ functions of hypergeometric type. Let us consider a function r which depends on a single variable n, the n is integer. Given partition λ we define r λ (x) = i,j∈λ r(x + j − i) (0.0.7)
Namely r λ (n) is a product of functions r over all nodes of Young diagram of the partition λ where argument of r is defined by entries i, j of a node. The value of j − i is zero on the main diagonal; the value j − i is called the content of the node. For zero partition one puts r 0 ≡ 1. It was shown [8] that τ r (n, t, t * ) = λ r λ (n)s λ (t)s λ (t * ) (0.0.8) (where sum is going over all partitions including zero one) is TL and KP tau function (tau function of hypergeometric type) . The Schur functions s λ (t), s λ (t * ) are defined with the help of
If x = (x 1 , . . . , x n ) are eigenvalues of a matrix X, and the variables t and x are related by (0.0.5 ), we write s λ (X) := s λ (t(x)). Angle integration of tau functions of matrix argument. Integration over complex matrices. We shall generalize some known solvable matrix integrals. By the solvable matrix integrals we mean those which can be presented as tau functions and which can be evaluated by the method of orthogonal polynomials. (We should make a reference to the related papers [14] , [15] , where by solvable matrix model the author mean the model which admits a reduction of number of integrals (from the order ∼N 2 to the order N) via a character expansion method.) Useful formulae. We shall exploit the following formulae of an integration of Schur functions over the unitary group [2] . First is the formula
where d * U is the Haar measure on the U(n). Then we have
If we have complex matrices Z then there are formulae [2]
Then we need
where H λ is the hook product. The Pochhammer's symbol related to a partition λ = (λ 1 , . . . , λ k ) is the following product of the Pochhammer's symbols (a) λ := (a)
In addition we have the relation
is the number of nonvanishing parts of λ. Let us write down the formulae for the hypergeometric function of a matrix argument [10] , [8] 
The hypergeometric functions of two matrix arguments is [10] , [8] 
Here x n = (x 1 , . . . , x n ), y n = (y 1 , . . . , y n ) are eigenvalues of matrices X, Y . Let us mark also the determinant representations of (0.0.17) and of (0.0.18) which are of importance in applications of the method of orthogonal polynomials to the new matrix models, which we shall consider below.
The determinant representations have forms ( the reader will find details in [1] , [8] ):
Certain matrix integrals and expansion in Schur functions
In the two next subsections we shall consider few integrals of exponential functions. We shall pick up the solvable models.
Integration over complex matrices. Different integrals over complex matrices were considered in the papers of I. Kostov, see [16] , [17] as an example.
(A) Using relations (0.0.16) and (0.0.12) we evaluate the following integral over a complex matrix M as the expansion over Schur functions
where , . . .). Let us notice that if we take a = n we get the Schur function of the unit matrix I n , which is the dimension of the representation labeled by λ. Also we mark that s λ (1, 0, 0, 0, . . .) is the inverse of the hook product H λ .
Thus we have few opportunities.
Tr(AZBZ
(0.0.25) (A2) Second, putting t m = a/m, m = 1, 2, . . . , ℜa < 1, we get the expansion of the following matrix integral
which in general is a divergent series. (A3) Then let us choose the matrix B as diagonal matrix with B kk = 1 n , k = 1, . . . , n. Let us consider the limit n → ∞. In the limit with the help of (0.0.14) we get the hypergeometric function of matrix argument
With the help of (0.0.16), (0.0.13) we get the development
Comparing it with (0.0.18) we obtain three solvable cases.
(B1) The first one is t * = (1, 0, 0, 0, . . .). Then we have
tmTr(AB) m (0.0.29) (B2) The second one is AB = I n , then we get
This expansion coincides with the expansion for the model of two Hermitian random matrices [7] . (B3) The third one is t * = (
, . . .), then
Integration over unitary matrices.
(C) The combination of the formula (0.0.10) with the formula (0.0.16) yields Schur function representation for different matrix integral:
Similar series were considered in the papers [14] , [15] .
Looking at this formula we see that one can choose t in such a way, that he gets the hypergeometric functions of matrix arguments (0.0.18).
As a consequence we evaluate the following matrix integrals (C1) HCIZ integral (D) Let us remember the following integral , which is used for the study of two-dimensional QCD [19] and called Gross-Witten one plaquette model
About this integral see also [18] . A generalization of this integral was considered in [20] :
where the method of orthogonal polynomials was applied and the links with the KP equation and with the so-called generalized Kontsevich model was shown. Using the orthogonality of Schur functions we easily get the developement
which is the TL tau function of hypergeometric type.
Let us further generalize the matrix integral (0.0.36) as follows
Now we consider two special cases of the last integral.
(D1) For the first example we take t * m = b/m, m = 1, 2, . . . ℜb < 1), then the integral (0.0.38) is 
Tau functions of a matrix argument and angle integration. The integration of tau functions over complex matrices
It is suitable to introduce the notion of tau function of matrix argument by analogy with the hypergeometric function of matrix argument (0.0.17),(0.0.18):
where Hirota-Miwa variables x 1 , . . . , x n are just eigenvalues of a matrix X. We shall use large letters for this matrix argument. As it is in the case of the hypergeometric functions the tau function by definition depends only on eigenvalues of the matrix.
Generalization of HCIZ integral
Let us consider the averaging of the TL tau function τ r (n, XUY U + , t * ):
If we take t * =
which is certain hypergeometric function (0.0.18) in case r rational. The r.h.s is the determinant representation of the l.h.s. , see (0.0.20). ∆(x) is the Vandermond determinant. Generalization of the integral over complex matrices Let us consider the averaging of the TL tau function τ r (n, AZBZ + , t * ):
We get
If we take t * = Finely we obtain
Generalization of Gross-Witten integral. The integral 
where r ′ (m) = 
where r ′ (m) = 0.2 Appendix. New multi-matrix models which can be solved by the method of orthogonal polynomials and the Schur function expansion
Here we consider in short new solvable multi-matrix integrals which we obtain with the previous consideration, details will appear in the separate paper. Let us remind that the following multi-matrix model
where M 1 , . . . , M N are Hermitian n by n matrices and
was shown to be multi-component KP tau function and solved by the method of orthogonal polynomials. Now we consider the following integral over matrices
If we choose the interaction term as hypergeometric function of matrix argument (see (0.1.1))
then due to (0.1.2) it is possible to perform the angle integration over each U k (n) where
Really, (0.1.2) is a tau function which has a determinant representation. Finely we obtain the following integral over eigenvalues x (k) i (i = 1, . . . , n; k = 1, . . . , N): Let us notice that the orthogonal polynomials are Baker-Akhiezer functions of TL hierarchy. The Schur function expansion for these matrix matrix models is given by (0.0.6), where K λµ are expressed as a product of skew Shur functions, will be presented in the forthcoming paper [21] . 
