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ИНТЕЛЛЕКТУАЛЬНЫЙ АНАЛИЗ КЛИЕНТСКОЙ БАЗЫ ПРИ ПОМОЩИ  
САМООРГАНИЗУЮЩИХСЯ КАРТ КОХОНЕНА СРЕДСТВАМИ АП DEDUCTOR 
 
В статье рассматриваются методические подходы анализа клиентской базы и их практическое применение на основе 
технологии анализа данных Data Mining, в частности, кластеризации данных с помощью карт Кохонена средствами АП 
Deductor. 
The article considers the methodical approaches of the analysis of the client base and their practical application based on the 
technology of data analysis – Data Mining, in particular, data clustering by Kohonen maps means of analytic platform Deductor. 
 
В настоящее время все больше компаний приобретают программные продукты с возможностью 
аналитической обработки данных. Это связано с тем, что потоки информации увеличиваются, 
особенно если говорить о крупных предприятиях, которые имеют большой штат сотрудников и 
внушительный перечень клиентов. Эта информация включает в себя и сведения о проведенных 
операциях, и о заключаемых договорах, и о поставках продукции или сырья и т. д. Для успешного 
ведения дел получаемую информацию необходимо анализировать, делать на ее основе 
соответствующие выводы, например о полезности клиента или вообще о его целесообразности и 
необходимости дальнейшего сотрудничества. Поэтому разрабатываются программные пакеты, которые 
призваны упростить проведение анализа над большими массивами данных. 
Существует различные подходы к интеллектуальному анализу данных: кластеризация, 
регрессия, классификация, ассоциация, которые в свою очередь выполняются различными методами. 
В статье рассматривается подход к анализу клиентской базы на основе кластеризации данных с 
помощью методики карт Кохонена. Кластеризация – важный инструмент Data Mining, помогающий в 
построении эффективных аналитических решений. К инструментарию, включающему реализацию 
метода карт Кохонена, относятся SoMine, Statistica, NeuroShell, NeuroScalp, Deductor и множество 
других. В методике анализа клиентской базы нашего предприятия мы использовали аналитический 
пакет Deductor. Мотивацией к использованию данного программного пакета послужила его широкая 
доступность и возможность использования всех методов и алгоритмов интеллектуального анализа. 
 
Теоретический аспект применения карт Кохонена 
 
Самоорганизующиеся карты признаков (англ. self organizing map – SOM) представляют собой не 
только эффективный алгоритм кластеризации, но и позволяют представлять ее результаты в виде 
двумерных карт, где расстояния между объектами соответствуют расстояниям между их векторами в 
многомерном пространстве, а сами значения признаков отображаются различными оттенками. 
Можно провести аналогию между картой признаков и обычной географической картой, где 
размещения объектов и расстояния между ними соответствуют их расположению на земной 
поверхности. Однако, кроме горизонтальных координат необходимо показать и рельеф – высоту гор, 
холмов, а также глубину водоемов. Для этого используется специальная гамма. Так, высота 
местности отображается с помощью оттенков коричневого, глубина морей и океанов – синего, т. е. 
чем выше объект, тем более темным цветом он окрашивается. Таким образом, двумерная карта 
позволяет показывать три измерения. Если размерность пространства признаков выборки данных, на 
которой строится SOM, состоит из двух признаков, например, возраст и доход, то и векторы весов 
нейронов также будут двухкомпонентными, и поэтому отображение результатов кластеризации в 
этом случае проблем не вызовет. Но в большинстве практических приложений приходится иметь 
дело с данными, для которых размерность пространства признаков больше, чем два. 
Карта Кохонена позволяет визуализировать результаты кластеризации, в том числе и 
многомерные. В карте число выходных нейронов соответствует количеству сегментов, из которого 
будет состоять карта, или, иными словами, размеру карты. 
В свою очередь, размер карты определяется степенью ее детальности: чем выше число 
сегментов, тем подробнее представлено распределение признаков объектов. Карта Кохонена состоит 
из сегментов прямоугольной или шестиугольной формы, называемых ячейками. Каждая ячейка 
связана с определенным выходным нейроном и представляет собой «сферу влияния» данного 
нейрона. Объекты, векторы признаков которых оказываются ближе к вектору весов данного нейрона, 
попадают в ячейку, связанную с ним. Тогда распределение объектов на карте в целом соответствует 
распределению векторов весов нейронов. Следовательно, если объекты на карте расположены близко 
друг к другу, то и векторы признаков этих объектов близки, и наоборот, если ячейки с объектами 
находятся далеко друг от друга, то и векторы их признаков различаются сильно. 
 
Практический аспект применения карт Кохонена 
 
Рассмотрим подход к анализу клиентской базы на основе кластеризации данных с помощью 
методики карт Кохонена, используя аналитическую платформу Deductor. Нами подготовлена база 
данных заказчиков программного обеспечения и других приложений с показателями деятельности за 
текущий период. Необходимо провести их кластеризацию, т. е. выделить однородные группы 
заказчиков на основе показателей из базы данных. 
Используя Мастер обработки АП Deductor, выбираем метод обработки «Карта Кохонена». Далее 
настраиваются назначения столбцов, т. е. для каждого столбца выбрать одно из назначений: 
«Входной», «Выходной», «Не используется» и «Информационный». Укажем всем столбцам, 
соответствующим показателям деятельности заказчиков, назначение «Входной». Следующий шаг 
предлагает разбить исходное множество на обучающее, тестовое и валидационное. На следующем 
шаге настраиваются параметры карты: количество ячеек по Х и по Y, их форму (шестиугольную или 
четырехугольную). Далее устанавливаем параметры остановки обучения и устанавливаем эпоху, по 
достижении которой обучение будет прекращено. На следующем шаге настраиваются другие 
параметры обучения: способ начальной инициализации, тип функции соседства. Возможны два 
варианта кластеризации: автоматическое определение числа кластеров с соответствующим уровнем 
значимости и фиксированное количество кластеров (определяется пользователем). Поскольку нам 
неизвестно количество кластеров, выберем автоматическое определение их количества. На 
следующем шаге запускаем процесс обучения сети. Во время обучения можем наблюдать изменение 
количества распознанных примеров и текущие значения ошибок (рисунок 1). 
 
 
Рисуно к 1  –  Построение карты Кохонена 
 
По окончании обучения в списке визуализаторов выбираем «Карту Кохонена» и визуализатор 
«Что-если». На последнем шаге настраиваем отображения карты Кохонена. 
Укажем отображения всех входных, выходных столбцов, кластеров. 
Карты входов. При анализе карт входов рекомендуют использовать сразу несколько карт. 
Исследуем фрагмент карты, состоящий из карт трех входов, который приведен на рисунке 2. 
 
 
Рисуно к 2  –  Карты трех входов 
 
На одной из карт выделяем область с наибольшими значениями показателя. Далее имеет смысл 
изучить эти же нейроны на других картах. 
На первой карте наибольшие значения имеют объекты, расположенные справа по центру, там, 
где стоит маркер. Рассматривая одновременно три карты, мы можем сказать, что эти же объекты имеют 
наибольшие значения показателя, изображенного на второй и третьей картах. Также по раскраске 
первой, второй и третьей карты можно сделать вывод, что существует взаимосвязь между этими 
показателями, т. е. заказчики, попавшие в группу, обозначенную красным цветом, покупают 
продукты, оказавшиеся в похожей группе во второй карте входов и делают это в том временном 
интервале, который также попал в группу, ограниченную красным цветом на первой карте входов. 
По цветовой шкале, расположенной под картами входов можно определить самые низкие значения 
показателей (на рисунке 2 указаны стрелками), т. е. сказать о продуктах, которые продавались по 
минимуму и в какой день, а также какие заказчики их покупали. 
Карты выходов. Так как изначально при формировании назначений столбцов мы не указывали 
выходных, то они у нас сформированы не будут. Однако можно задать специальный выходной 
столбец, например, матрицу расстояний (рисунок 3). На данном выходном столбце цвета те же, но 
несут немного иной смысл. Синий обозначает минимальную разбежку значений по группе, а красный 
– самую большую. Если сравнить нашу матрицу расстояний с картами входов (рисунок 2), то можно 
заметить, что синий цвет матрицы расстояний как раз и соответствует наибольшим значениям на 
картах входов, где действительно разбежка по группе в значениях минимальна. И наоборот, красный 
цвет матрицы расстояний соответствует самым низким значениям на картах входов, что объясняется 
тем, что там и будет наибольшая разбежка в значениях группы. 
 
 
Рисуно к 3  –  Карты трех выходов 
 
Кластеры. На рисунке 4 приведена иллюстрация сформированных кластеров, каждый из 
которых выделен отдельным цветом. Красный цвет указывает на самые высокие значения 
показателей, далее по шкале влево, вплоть до синего цвета величина значений снижается. Заказчики 
были классифицированы на 12 групп, для каждой из которых возможно определение конкретных 
характеристик исходя из раскраски соответствующих показателей, т. е., если мы возьмем заказчиков 
«желтой» группы, то, просмотрев карты входов, мы сможем сказать, когда и что покупали заказчики, 
попавшие в эту группу. 
Кластеры показывают разбиение клиентов на достаточно однородные группы, выявление 
особенностей каждого сегмента, что позволяет формировать предложения с учетом выявленных 
закономерностей. 
 
 Рисуно к 4  –  Сформированные кластеры 
 
Для наглядности и углубленного анализа можно найти конкретный объект, который нас 
интересует на карте. Выполнение этой процедуры показано на рисунке 5, т. е. мы находим 
интересующую нас ячейку, щелкаем на ней правой кнопкой мыши и в появившемся контекстном 
меню выбираем «Найти ячейку на карте». Это действие нам позволит узнать, какой именно заказчик 
попал в какую именно группу, также проследить покупки, совершенные им, а также даты, в которые 
эти покупки совершались. В результате мы можем видеть как сам объект, так и значение того 
измерения, которое мы просматриваем. Таким образом, мы можем оценить положение 
анализируемого объекта, а также сравнить его с другими объектами. 
В результате применения самоорганизующихся карт многомерное пространство входных 
факторов было представлено в двухмерном виде, в котором его достаточно удобно анализировать. 
Использование карт Кохонена – это возможность наглядного представления многочисленных 
данных о предприятии и его клиентах. Они позволяют анализировать данные и давать ответы на 
различные вопросы, например, о продаваемых программных продуктах; заказчиках, их надежности и 
предпочтениях, отдаваемых каждым к определенному продукту; датах, в которые осуществляется 
наибольшее количество покупок и какими именно заказчиками. Задачи, решаемые с помощью карт 
Кохонена, ставятся исходя из специфики организации и отрасли ее деятельности. Карты Кохонена 
широко применимы в анализе клиентской базы, при восстановлении с их помощью цифровых 
изображений и т. д. 
 
Рисуно к 5  –  Нахождение конкретного объекта на карте 
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