A new definition of random sets is proposed. It is based on the distance in measurable space and uses negative definite kernels for continuation from initial space to that of random sets. This approach has no connection to Hausdorff distance between sets.
Introduction
Mathematical theory of random sets is very popular nowadays. It has also many applications in physics, biology, medicine and other field of science. Let us mention the books [1] and [2] as providing main notions and basic result in the theory.
Main approach to definition of random set is as following. One has a metric space. On the set of its compact subsets implemented with Hausdorff metric are defined Borel probability measures, which are the "distributions of random sets". To have more rich structure one considers compact convex subsets of Euclidean space IR d with Minkowski sum as operation. In this paper we would like to define random events, that are random elements of a Boolean algebra (B.A.) with a finite (or just probabilistic) measure on it. Of course, such events may be considered as subsets from a L(A, B) = µ(A∆B), A, B ∈ X .
(1.1) Definition 1.1. Let L(x, y) = L(y, x) be a real function given on an abstract set R. We say L is negative definite kernel if for any positive integer n, any points x 1 , . . . , x n from R and any real constants c 1 , . . . , c n under condition 1 Measure is a non-negative countable additive function on B.A.
Suppose that c 1 , . . . , c n are some constant under condition n k=1 c k = 0, and A 1 , . . . , A n are elements of X . Then
It is easy to see that
is a metric on the B.A. X . For α = 2 the distance is equivalent to L 2 (Ω, m) -distance. B.A. X with this distance possesses an isometry on a subset of a Hilbert space. In this paper we concentrate ourselves on L 2 case. Let us mention that there are many topologies introduced in B.A.s. The most popular between them is order topology ((o)-topology). It is known that the topology of the metric space {X , L} coincides with the (o)-topology (for the definition of (o)-topology and mentioned result see [3] ). Therefore, (o)-topology coincides with that generated by L 1/2 and, consequently, with topology induced from Hilbert space. Further we do not use (o)-topology and, therefore, omit the details.
Negative definite kernel L generates positive definite kernel K (see [4] ) as follows:
The kernel K plays role of inner product in corresponding Hilbert space [4] . However, it is obvious from representation
This allows us to define some characteristics of elements of our B.A. using geometric properties of Hilbert space. For example, we may define norm of a set as A = K(A, A) = µ(A) and an angle α(A, B) between sets (elements of B.A.) A and B by setting
It is clear that
Therefore, the sets with empty intersection may be considered as orthogonal. The main property of the measure µ: µ(A∪B) = µ(A) + µ(B) for orthogonal A and B may be interpreted as Pythagorean theorem in Hilbert space.
Let A 1 , . . . , A n be complete system of events,i.e. n elements of B.A. satisfying to the conditions n j=1 A j = Ω and A i ∩ A j = ∅ for i = j. Then n j=1 1I A j = 1I Ω = 1 and Ω 1I A i · 1I A j dm = 0 for i = j, i.e. the functions 1I A 1 , . . . , 1I An compose an orthogonal system. Inverse statement is not completely true. If some indicator-functions 1I A 1 , . . . , 1I An compose an orthogonal system then A i ∩ A j = ∅ for i = j, but, possible, n j=1 A j = Ω. Suppose now that indicator-functions 1I A 1 , . . . , 1I An compose an orthogonal system, and 1I A is indicator, corresponding to an event A. We can find the best approximation of 1I A by linear combinations of 1I A 1 , . . . , 1I An in our Hilbert space:
2 Let us reminde that the measure µ is strictly positive It is well-known (and easy to find) that optimal values of coefficients a j are
Obviously, optimal coefficients a * j are conditional probabilities of A given A j , and their interpretation is clear. However, how is it possible to give interpretation of n j=1 a * j · 1I A j ? This sum is not indicator-function and, therefore, does not correspond to any event. Let us mention that 0 ≤ a * j ≤ 1 and
Here the sum n+1 j=1 a * j · 1I A j is the convex combination of indicators 1I A j , j = 1, . . . , n + 1 and, therefore, may be interpreted as the mean value of random indicator 1I A (or, equivalently, random set A), where A takes values A j with the probabilities a * j , j = 1, . . . , n + 1. This shows us a very natural approach to the notion of random sets.
Definition of random sets
We can consider a B.A. X as a metric space with the distance
for A, B ∈ X . Denote by A the Borel σ-algebra of subsets X . Each element of A is a class of elements from X , say a family {A ξ , ξ ∈ Ξ}, where A ξ ∈ X . As was mentioned above, we may identify each A ξ with corresponding indicator 1I A ξ (x). Any probability measure (not necessary strictly positive) on A is considered as a distribution of random set. Our first aim is to define a distance between such measures. Let us remind the definition of strongly negative definite kernel [4] .
Definition 2.1. Let X be an abstract set, and {B, Q} is a σ-algebra of its subsets with given probability measure Q. Suppose that L(X, Y ) be a real
We shall say that L is strongly negative definite kernel if it is negative definite and equality
implies that h(x) = 0 Q-almost everywhere for any measure Q.
Let us come back to our model {X , A}. Denote by P the set of all probabilities on A. Let m be a probability on A. As it was mentioned above, we consider m ∈ P as a distribution of corresponding random set. We would like to define a distance on a space of some characteristics of m ∈ P, which is proposed as a distance between corresponding independent random sets. To this aim introduce a negative definite kernel on the pairs of such characteristics. Namely, define
Let us transform expression (2.2) using (2.1).
where
Now we see that N (m, n) is a negative definite kernel on the set P 2 , which is strongly negative definite kernel on the space
The set F is a set of functions {f m , m ∈ P}. Finally, we define a distance N on F:
where m ′ is stated for f m (x). It is clear that the metric space {F, N} is isometric to a subspace of Hilbert space.
The transformation m → m ′ from P to F is not one-to-one 3 . However, m ′ contains "essential information" on the measure m. Therefore, natural first step in the study of random sets distributions consists in investigation of properties of the space F .
Together with the distance (2.3) we consider
is negative definite kernel and, therefore,
is a positive definite kernel on F. One of operations that may be defined on F is multiplication:
For non-random sets this operation corresponds to theirs intersection. With the operation (2.6) and the kernel (2.5) F is a semigroup 4 with positive definite kernel in sense of [4] . 3 Two random sets A taking two values A and Ω \ A with equal probabilities 1/2 and B taking values Ω and ∅ with the same probabilities have the same image m ′ . 4 It is easy to verify that m
There are other ways to turn F into semigroup with positive definite kernel. For example, we may define new operation in F as
with the kernel
3 Operation • for the case of discrete random sets
As has been mentioned above, the operation • between non-random sets corresponds to intersection of corresponding events. For random sets the values of this "product" • consist of the class of corresponding intersections. Let us turn to obtaining limit theorems connected to the large number of •-"multipliers. 
Proof. We have
Here we used the properties A 1 ∩ A j = A 1 and 1I A 1 ∩A j (x) = 1I A 1 (x) · 1I A j (x) for all j = 1, 2, . . ..
As a particular case we obtain that if A 1 = ∅ then the limit in (3.1) is zero.
Let us look at "classical" analogue of Theorem 3.1. Consider discrete random variable X taking values x 1 , . . . , x s , . . . with positive probabilities  p 1 , . . . , p s , . . ., where x 1 = min{x 1 , . . . , x s , . . .}. Suppose that X 1 , . . . , X n are independent identically distributed (i.i.d) with X random variables. Denote X 1:n = min{X 1 , . . . , X n }. Then
Here we have convergence in distribution. To obtain this statement from Theorem 3.1 it is sufficient to apply it to sets A j = (−∞, x j ].
For the case A 1 = ∅ the limit in (3.1) is zero. It is interesting to study what is the speed of convergence to zero in this case. To understand the statement of the problem more precisely let us consider an example.
Example 3.1. Let A be a set from E. Consider random set A taking two values A andĀ = Ω \ A with probabilities 1/2 each. Then
Clearly, A ∩Ā = ∅. Although for n = 1 the probability of ∅ is zero (and we cannot apply Theorem (3.1)), we have convergence to zero. However, if we introduce a "normalization operator" to change the probabilities in 2 n−1 times, we will obtain the same distribution of random set as at the first step.
Let A be a discrete random set taking value A 1 = ∅ with probability p 1 > 0, and
Then random set B taking values A j , j = 2, . . . , j n , . . . with probabilities
Definition 3.1. Suppose that A is a discrete random set taking values A j with probabilities p j , j = 1, 2, . . .. We call A stable random set if for any integer n ≥ 2 there exists positive number κ n such that
It is clear that:
i. If A takes only one value A with probability 1 then A is stable random set.
ii. Random set from Example 3.1 is stable.
Example 3.2. Suppose that a random set A takes non-empty values A 1 , . . . , A k with equal probabilities 1/k. We also suppose that
Then A is stable. Really, we have
and (3.3) is true with κ n = k n−1 .
We can obtain some results on convergence to stable random sets. Theorem 3.1 gives sufficient conditions for the convergence to degenerate random sets. Below we propose another limit theorem.
Theorem 3.2.
Suppose that A is a discrete random set and B is a stable random set with "normalizing constant" κ n . Suppose that
where κ n p n 2 /p n 1 → 0 as n → ∞ and f B (x) · h(x) = 0. Then there exists a sequence λ n of positive constants such that
Proof. Using the fact f B (x) · h(x) = 0 it is not difficult to calculate that
for any λ n > 0. Now it is sufficient to choose λ n so that λ n · p n 1 /κ n → 1 from below as n → ∞. The convergence from below is needed to verify that λ n · p n 1 /κ n f B(x) corresponds to a random set. It is possible to use other definition of stability for the case of discrete random sets. Its idea is similar to that of the definition of casual stability given in [5] . Definition 3.2. Let A a be a family of discrete random sets (a > 0 is a parameter), IP{A a = A j } = p j (a), (j = 1, 2, . . .) . We say A a is stable with respect to a family of transformation a → ξ n (a) n = 1, 2, . . . if for any positive integer n f
Theorem 3.3. Let A a be a family of discrete random sets (a > 0 is a parameter),
Then A a is stable with respect to a family of transformation ξ n (a).
It is not difficult to calculate that
It is obvious that
4 Operation * for the case of discrete random sets
The results for operation * are very similar to that obtained for the case of •-operation.
For the case of nonrandom sets the •-operation corresponds to intersection of sets and, therefore, to the product of corresponding functions f m (x) and f n (x) in general case. Operation * corresponds to union of nonrandom sets and, therefore, to the intersection of their complements. This means that the study of * -operation is equivalent to that of • for complements. For random case we only have to change f m (x) by 1 − f m (x). We assume that the reader can formulate the corresponding results himself.
Statistical testing
Let us now consider a problem of statistical testing for random sets. Suppose that we have two random samples (that is n i.i.d. random sets) A 1 , . . . , A n and B 1 , . . . , B n , n ≥ 2. We have to test the hypothesis m ′ = n ′ , where m and n are the distributions of A and B correspondingly. Testing of this hypothesis is equivalent to that of
which is, in its turn, equivalent to
To construct statistical test we have to replace f m (x) and f n (x) by their empirical analogues. For such replacing in (5.2) we shall have the sample from one-dimensional distributions. After that we may apply any free-ofdistribution two-sample one-dimensional test. For the case of (5.1) it is possible to use permutation test.
Let us consider such procedures in more details. Suppose that the realizations of random sets A j and B j (j = 1, . . . , n) are the sets A j and B j correspondingly. Then, from (2.2)
where m n and n n are empirical measures of the samples; A i are the results of observations from m and B j are that from n. The test for identical distribution of m ′ and n ′ may be produced as a comparison of N (m n , n n ) with the values of N statistic for permuted samples.
For applied problems the situation is a little bit more difficult. The realizations A j and B k (j, k = 1, . . . , n) are not observable. Usually, statistician has a system of sets C 1 , . . . , C s such that s j=1 C j = Ω, and C i ∩ C j = ∅ for i = j and can only observe the fact of intersection of events A j and B k with C l .
5
This means that instead of each A j statistician has s-dimensional vector a j = (a j,1 , . . . , a j,s ), where a j,l = 1 if the intersection A j ∩ C l = ∅ and a j,l = 0 in the opposite case. Of course, instead of B k the statistician has vector b k obtained in similar way. This means that instead of the problem two-sample test constructing for random sets A and B the statistician has to construct two-sample test for s-dimensional random vectors. This problem had been studied in [4] on the basis of N distance constructed by mean of "ordinary" negative definite kernels. Therefore, we have essential connection between distances for random sets and metrics for random vectors. Let us note that the mean valuesā give consistent statistical estimators of probabilities m(A∩C l ) and m(B∩C l ) (l = 1, . . . s). In other words, these are estimators for the best approximations of f A (x) and f B (x) by elements of orthogonal system 1I C 1 (x), . . . , 1I Cs (x). Such approximations are similar to (1.4), but for random sets instead of nonrandom in (1.4). Really, in above described scheme statistician tests not equality of distributions of A and B but the identity of their best approximations by elements of orthogonal system 1I C 1 (x), . . . , 1I Cs (x).
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