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a b s t r a c t
This paper is concerned with the numerical solution of neutral delay differential equations
(NDDEs). We focus on the stability of general linear methods with piecewise linear
interpolation. The new concepts of GS(p)-stability, GAS(p)-stability and weak GAS(p)-
stability are introduced. These stability properties for (k, p, 0)-algebraically stable general
linear methods (GLMs) are further investigated. Some extant results are unified.
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1. Introduction
Neutral delay differential equations possess many applications in science and engineering (see Ref. [5,10] and the
references therein) so that their numerical solvers have been extensively studied in recent years and a number of important
results have already been obtained for both Runge–Kutta methods and linear multi-step methods (cf. [1,2,6,11,14,15,20]).
The linear stability of general linear methods (GLMs) has also been researched by several authors (cf. [8,22]).
Recently, the stability of theoretical solution and numerical solution to nonlinear NDDEs with different forms has been
studied in [3,16,21,17–19]. In the first two papers, the authors proved by reformulating equations that BNf -stable continuous
Runge–Kutta methods can preserve the contractivity and asymptotic stability of the special system considered. Zhang
discussed the nonlinear stability of Runge–Kutta methods for neutral constant delay equations in the ‘‘Hale’’ form in the
third paper. Consider the general nonlinear NDDEs{
y′(t) = f (t, y(t), y(t − τ), y′(t − τ)), t ≥ 0, (a)
y(t) = φ(t), t ≤ 0, (b) (1.1)
where τ > 0 is a constant delay, φ(t) : (−∞, 0] → CN is a given continuously differentiable mapping and f : [0,+∞)×
CN × CN × CN → CN is a given continuous mapping satisfying the following conditions:
Re〈y1 − y2, f (t, y1, u, v)− f (t, y2, u, v)〉 ≤ R‖y1 − y2‖2, ∀t ≥ 0, y1, y2, u, v ∈ CN , (1.2)
‖f (t, y, u1, v)− f (t, y, u2, v)‖ ≤ β‖u1 − u2‖, ∀t ≥ 0, y, u1, u2, v ∈ CN , (1.3)
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‖f (t, y, u, v1)− f (t, y, u, v2)‖ ≤ γ ‖v1 − v2‖, ∀t ≥ 0, y, u, v1, v2 ∈ CN , (1.4)
‖H(t, y, u1, v, w)− H(t, y, u2, v, w)‖ ≤ %‖u1 − u2‖, ∀t ≥ 0, y, u1, u2, v, w ∈ CN , (1.5)
where the inner product 〈·, ·〉 and its corresponding norm ‖ · ‖ are defined on CN , and
H(t, y, u, v, w) := f (t, y, u, f (t − τ , u, v, w)).
In [17], Wang and Li proved that the Backward Euler method can preserve the contractivity and asymptotic stability of the
system. When f is independent of y′(t − τ), (1.1) is called delay differential equations (DDEs). The term y(t − τ) is called
the ‘‘delay’’ term and the term y′(t − τ) is called the ‘‘neutral’’ term. In the last two papers, Wang et al. [18,19] further
investigated the stability of one-leg methods and Runge–Kutta methods for the solution to problem (1.1), and introduced
the new concepts of S-, GS-, AS- and GAS-stability for one-leg methods with linear interpolation and GS(l)-, GAS(l)- and
weak GAS(l)-stability for Runge–Kutta methods with linear interpolation.
It is the purpose of the paper to investigate stability of GLMs with respect to the nonlinear test equations (1.1). Although
Wang et al. in [19] have studied the stability of Runge–Kutta methods for (1.1), it is important to examine the stability
of general linear methods for (1.1) since there exist many prominent methods, such as backward differentiation formulas
(BDFs), Extended and Modified Extended BDFs, parallel multi-value hybrid methods, multi-step Runge–Kutta methods and
so on, which are not Runge–Kutta methods but can be regarded as special cases of GLMs.
In the present paper, the new concepts of GS(p)-stability, GAS(p)-stability and weak GAS(p)-stability of general linear
methods for nonlinear NDDEs (1.1) are further introduced, and the relationship between (k, p, 0)-algebraic stability of
general linear methods and GS(p)-, GAS(p)- and weakly GAS(p)-stability of general linear methods with piecewise linear
interpolation is investigated. In Section 2, we fix our attention on a particular class of NDDEs and recall some theoretical
results about the class. Thenwe introduce the new stability conceptsmentioned above. In Section 4, we analyze the stability
properties of GLMs with piecewise linear interpolation. Some extant results are unified. We also give some examples of
numerical methods that are not Runge–Kutta methods in Section 5. Two numerical examples that confirm the theoretical
results are given at the end of this paper.
2. Problem class DR,β,γ,%
We would like to fix our attention on the problem satisfying (1.2)–(1.5).
Definition 2.1. Let R, β, γ , % be real constants. The class of all problems (1.1) with f satisfying (1.2)–(1.5) is denoted by
DR,β,γ ,%.
Remark 2.1. The class Dp,q for DDEs introduced by Huang et al. [7,9] can be viewed as the class Dp,q,0,q for NDDEs.
The following stability and asymptotic stability results have been proved in [17].
Proposition 2.1. Suppose system (1.1) belongs to the class DR,β,γ ,% with
R < 0, γ < 1, R+ %
1− γ ≤ 0. (2.1)
Then the following inequality holds:
‖y(t)− z(t)‖ ≤ max{‖φ(0)− ψ(0)‖, κ}, (2.2)
where
κ = sup
−τ≤s≤0
β‖φ(s)− ψ(s)‖ + γ ‖φ′(s)− ψ ′(s)‖
−R .
Here and later, z(t) denotes a solution of any given perturbed problem{
z ′(t) = f (t, z(t), z(t − τ), z ′(t − τ)), t ≥ 0, (a)
z(t) = ψ(t), t ≤ 0, (b) (2.3)
unless stated otherwise, where we assume the initial functionψ(t) is also a given continuously differentiable mapping, but it may
be different from φ(t) in problem (1.1).
Proposition 2.2. Suppose system (1.1) belongs to the class DR,β,γ ,% with
γ < 1, R+ %
1− γ < 0. (2.4)
Then the following holds:
lim
t→+∞ ‖y(t)− z(t)‖ = 0. (2.5)
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3. GLMs for NDDEs
Let the inner product and norm on (CN)s = C (Ns)(s ≥ 1) be defined by
〈U, V 〉 =
s∑
i=1
〈ui, vi〉, ‖U‖ =
√〈U,U〉,
where U = [uT1, uT2, . . . , uTs ]T, V = [vT1, vT2, . . . , vTs ]T, each ui, vi ∈ CN . For any s × r real matrix A = [aij], we can define a
linear mapping A˜ : CNr → CNs, such that for any given U = [uT1, uT2, . . . , uTr ]T ∈ CNr ,
A˜U = V = [vT1, vT2, . . . , vTs ]T ∈ CNs,
where vi =∑rj=1 aijuj, i = 1, 2, . . . , s. For simplicity, we shall use the same symbol A to denote the linear mapping A˜ unless
otherwise stated, and use symbol ‖A‖ to denote the norm of the linear mapping A˜, i.e. the spectral norm of the matrix A
(cf. [12]). Furthermore, for a symmetric matrix A, the symbol A > 0 (or A ≥ 0) means that matrix A is positive definite
(non-negative definite). For any s× s symmetric matrix G ≥ 0, we define a pseudo-inner product on CNs by
〈Y , Z〉G =
s∑
i,j=1
gij〈Yi, Zj〉, Y = [Y T1 , . . . , Y Ts ]T ∈ CNs, Z = [ZT1 , . . . , ZTs ]T ∈ CNs,
and the corresponding pseudo-norm on CNs by
‖Y‖G =
√〈Y ,GY 〉 = √〈Y , Y 〉G.
It is obvious that when G > 0, they are an inner product and the corresponding norm on CNs respectively. When G is the
identity matrix, ‖ · ‖G is denoted by ‖ · ‖ for short.
An s-stage r-value GLM for (1.1) is a multi-value method of the form{
Y (n) = hC11F(Y (n), Y¯ (1), Y˜ (1))+ C12y(n−1), (a)
y(n) = hC21F(Y (n), Y¯ (1), Y˜ (1))+ C22y(n−1), (b) (3.1)
where CIJ , I, J = 1, 2, are linear mapping corresponding to the real matrices CIJ = [C IJij ] respectively, Y (n) = [Y (n)T1 , Y (n)T2 ,
. . . , Y (n)Ts ]T ∈ CNs, and y(n) = [y(n)T1 , y(n)T2 , . . . , y(n)Tr ]T ∈ CNr are approximations to Y h(tn) = [y(tn + µ1h)T, y(tn + µ2h)T,
. . . , y(tn + µsh)T]T and Hh(tn) = [Hh1 (tn)T,Hh2 (tn)T, . . . ,Hhr (tn)T]T respectively, each Hhi (t) denotes a piece of information
about the true solution y(t), tn = nh are net points, h > 0 is the fixed integration step-size, µj are some real constants,
F(Y (n), Y¯ (1), Y˜ (1)) := [f (tn + µ1h, Y (n)1 , Y¯ (1)1 , Y˜ (1)1 )T, . . . , f (tn + µsh, Y (n)s , Y¯ (1)s , Y˜ (1)s )T]T.
Here Y¯ (q) = [Y¯ (q)T1 , Y¯ (q)T2 , . . . , Y¯ (q)Ts ]T ∈ CNs and Y˜ (q) = [Y˜ (q)T1 , Y˜ (q)T2 , . . . , Y˜ (q)Ts ] ∈ CNs, where q = 1, 2, . . . , ln, li =
max{0, b(ti +max1≤j≤s µjh)/τc} + 1, i = 1, 2, . . . , n, and b·c denotes the integer part. The argument Y¯ (q)j , j = 1, 2, . . . , s,
denotes an approximation to y(tn + µjh − qτ) that is obtained by a specific interpolation at the point t = tn + µjh − qτ
using Y (k)i , and the argument Y˜
(q)
j , j = 1, 2, . . . , s, denotes an approximation to y′(tn + µjh − qτ) that is obtained by the
following formula
Y˜ (q)j =
{
f (tn + µjh− qτ , Y¯ (q)j , Y¯ (q+1)j , Y˜ (q+1)j ), for tn + µjh− qτ > 0,
φ′(tn + µjh− qτ), for tn + µjh− qτ ≤ 0. (3.2)
Let τ = (m− δ)hwith integerm ≥ 1 and δ ∈ [0, 1). In this paper, we are concerned with linear interpolation which can
be defined by
Y¯ (q)j = δY (n−qm+1)j + (1− δ)Y (n−qm)j , (3.3)
where Y (i)j = φ(ti + µjh) for ti + µjh ≤ 0.
Let {y(n), Y (n)} and {z(n), Z (n)} be two sequences of approximations to problems (1.1) and (2.3), respectively. We
will assume throughout the paper that for implicit equation (3.1) there always exists a unique solution [Y (n)T1 , Y (n)T2 ,
. . . , Y (n)Ts ]T ∈ CNs.
Now we introduce some new stability concepts which are an extension of those given in [18,19].
Definition 3.1. Let p be a real constant. A method (3.1) and (3.2) with an interpolation procedure is said to be S(p)-stable
if, under the condition
R < 0, γ < 1, (3.4)
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there exists a constant c such that
‖y(n) − z(n)‖ ≤ c(‖y(0) − z(0)‖ +M), (3.5)
when the method with step-size h satisfying
(
R+ %+ε1−γ
)
h ≤ p and
hm = τ , m is a positive integer (3.6)
is applied to any given problem (1.1) and its any perturbed problem (2.3) belonging to the class DR,β,γ ,% , where
M = max
{
max
t≤0
‖φ(t)− ψ(t)‖,max
t≤0
‖φ′(t)− ψ ′(t)‖
}
.
Here and later, if % 6= 0, ε = 0, otherwise, ε > 0 is a moderate size. As an important special case, an S(0)-stable method is
called S-stable for short.
GS(p)-stability and GS-stability are defined by dropping the restriction (3.6).
Remark 3.1. Recently, Huang et al. [9] introduced R- and GR-stability for GLMs applied to non-autonomous nonlinear DDEs.
Obviously, S- and GS- stability are the straightforward generalization of the concepts of R- and GR-stability. However, there
exist some slight differences between these definitions.
Proposition 3.1. S-stability implies A-stability.
Definition 3.2. Let p be a real constant. A method (3.1) and (3.2) with an interpolation procedure is said to be AS(p)-stable
if, under the condition (3.4),
lim
n→+∞ ‖y
(n) − z(n)‖ = 0 (3.7)
holds when the method with step-size h satisfying
(
R+ %+ε1−γ
)
h < p and (3.6) is applied to any given problem (1.1) and its
any perturbed problem (2.3) belonging to the class DR,β,γ ,% . As an important special case, an AS(0)-stable method is called
AS-stable for short.
GAS(p)-stability and GAS-stability are defined by dropping the restriction (3.6).
Definition 3.3. Let p be a real constant. A method (3.1) and (3.2) with an interpolation procedure is said to be weak AS(p)-
stable if for every step-size h > 0 satisfying
(
R+ β+γ L1−γ
)
h < p under the constraint (3.6), (3.7) holds under the condition
(3.4) whenever f satisfies (1.2)–(1.4) and
‖f (t, y1, u, v)− f (t, y2, u, v)‖ ≤ L‖y1 − y2‖, t ≥ 0, y1, y2, u, v ∈ CN , (3.8)
where L is a non-negative real number. A weak AS(0)-stable method is called weak AS-stable for short.
Weak GAS(p)-stability and weak GAS-stability are defined by dropping the restriction (3.6).
Remark 3.2. Definition 3.3 is based on the fact that when % + ε is replaced by β + γ L in (2.1) and (2.4), we still have (2.2)
and (2.5) (see [17]).
Below, we collect several definitions that are required in what follows.
Definition 3.4 (See, Li [12]). Let G be a real symmetric, positive definite r × r matrix and D be a non-negative diagonal s× s
matrix. A general linear method (3.1) is said to be (k, p, 0)-algebraically stable about G and D if the corresponding matrix
M(k, p, 0) =
[
M11 M12
M21 M22
]
=
[
kG− CT22GC22 − pCT12DC12 CT12D− CT22GC21 − pCT12DC11
DC12 − CT21GC22 − pCT11DC12 DC11 + CT11D− CT21GC21 − pCT11DC11
]
(3.9)
is non-negative definite. As an important special case, a (1, 0, 0)-algebraically stable method is called algebraically stable
for short.
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4. Main results and their proofs
In this section, we focus on the stability analysis of general linear methods (3.1)–(3.3) for NDDEs.
Theorem 4.1. Suppose that the method (3.1) is (k, p, 0)-algebraically stable and k ≤ 1. Then the method (3.1) and (3.2) with
linear interpolation (3.3) is GS(p/2)-stable.
Proof. Set Y (n) − Z (n) = W (n) = [W (n)T1 ,W (n)T2 , . . . ,W (n)Ts ]T,
Y¯ (q) − Z¯ (q) = W¯ (q) = [W¯ (q)T1 , W¯ (q)T2 , . . . , W¯ (q)Ts ]T, q = 1, 2, ·, ln,
y(n) − z(n) = ω(n) = [ω(n)T1 , ω(n)T2 , . . . , ω(n)Tr ]T,
h[F(Y (n), Y¯ (1), Y˜ (1))− F(Z (n), Z¯ (1), Z˜ (1))] = Q (n) = [Q (n)T1 ,Q (n)T2 , . . . ,Q (n)Ts ]T,
then
W (n) = C11Q (n) + C12ω(n−1), ω(n) = C21Q (n) + C22ω(n−1).
By means of (k, p, 0)- algebraic stability of the method, we can easily obtain
‖ω(n)‖2G − k‖ω(n−1)‖2G − 2Re
〈
W (n),DQ (n)
〉+ p‖W (n)‖2D
= 〈C21Q (n) + C22ω(n−1),G(C21Q (n) + C22ω(n−1))〉+ 〈ω(n−1),−kGω(n−1)〉
+ 2Re 〈C11Q (n) + C12ω(n−1),−DQ (n)〉+ 〈C11Q (n) + C12ω(n−1), pD(C11Q (n) + C12ω(n−1))〉
= − 〈(ω(n−1),Q (n)),M(k, p, 0)(ω(n−1),Q (n))〉
≤ 0. (4.1)
It follows from (1.2)–(1.5) that
2Re
〈
W (n),DQ (n)
〉 = 2h s∑
j=1
djRe
〈
W (n)j , f (tn + µjh, Y (n)j , Y¯ (1)j , Y˜ (1)j )− f (tn + µjh, Z (n)j , Y¯ (1)j , Y˜ (1)j )
〉
+ 2h
s∑
j=1
djRe
〈
W (n)j , f (tn + µjh, Z (n)j , Y¯ (1)j , Y˜ (1)j )− f (tn + µjh, Z (n)j , Z¯ (1)j , Z˜ (1)j )
〉
≤ 2hR‖W (n)‖2D + 2h
s∑
j=1
dj‖W (n)j ‖
[
%‖W¯ (1)j ‖
+ γ ‖f (tn + µjh− τ , Z¯ (1)j , Y¯ (2)j , Y˜ (2)j )− f (tn + µjh− τ , Z¯ (1)j , Z¯ (2)j , Z˜ (2)j )‖
]
≤
(
2R+ % + ε
1− γ
)
h‖W (n)‖2D + h%
ln−1∑
i=1
γ i−1‖W¯ (i)‖2D + h
γ νn−1d
% + ε (β + γ )
2M2, (4.2)
where
d =
s∑
j=1
dj, νi = max
0,
 ti + min1≤j≤sµjh
τ
+ 1.
Since the components µj are allowed to be negative, it is possible that νn < ln. Substituting (4.2) into (4.1) and considering(
R+ %+ε1−γ
)
h ≤ p/2 and k ≤ 1, we have
‖ω(n)‖2G ≤ ‖ω(n−1)‖2G +
[(
2R+ % + ε
1− γ
)
h− p
]
‖W (n)‖2D + h%
ln−1∑
i=1
γ i−1‖W¯ (i)‖2D + h
γ νn−1d
% + ε (β + γ )
2M2
≤ ‖ω(0)‖2G +
[(
2R+ % + ε
1− γ
)
h− p
] n∑
j=1
‖W (j)‖2D + h%
ln−1∑
i=1
γ i−1
×
[
δ
n∑
j=1
‖W (j)‖2D + (1− δ)
n−1∑
j=0
‖W (j)‖2D
]
+
νn−1∑
i=0
(m+ 1)hγ id
% + ε (β + γ )
2M2
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≤ ‖ω(0)‖2G +
[
2
(
R+ % + ε
1− γ
)
h− p
] n∑
j=1
‖W (j)‖2D +
2τd
(% + ε)(1− γ ) (β + γ )
2M2
≤ ‖ω(0)‖2G +
2τd
(% + ε)(1− γ ) (β + γ )
2M2. (4.3)
From G > 0 it follows that the method is GS(p/2)-stable. 
In the proof of Theorem 4.1, we have used the inequality
λGmin‖U‖2 ≤ ‖U‖2G ≤ λGmax‖U‖2, U ∈ CNr ,
which will be used in the proof of Theorem 4.4. Here λGmin and λ
G
max denote the minimum and maximum eigenvalues of the
matrix G, respectively.
Corollary 4.2. An algebraically stable method (3.1) and (3.2) with linear interpolation (3.3) is GS-stable.
Corollary 4.3. An algebraically stable method (3.1) and (3.2) is S-stable.
Our first result concerning the asymptotical stability is the following.
Theorem 4.4. Suppose that themethod (3.1) is (k, p, 0)-algebraically stable and k < 1. Then themethod (3.1)–(3.3) is GAS(p/2)-
stable.
Proof. Let us introduce the notation
µ =
(
2R+ % + ε
1− γ
)
h− p, k¯ = max
{
k,
[
(% + ε)h
−µ(1− γ )
] 1
m
}
.
Then µ < − (%+ε)h1−γ < 0 and 0 < k¯ < 1 whenever
(
R+ %+ε1−γ
)
h < p/2.
Inequalities (4.1) and (4.2) imply
‖ω(n)‖2G ≤ k¯‖ω(n−1)‖2G + µ‖W (n)‖2D + h%
ln−1∑
i=1
γ i−1‖W¯ (i)‖2D +
γ νn−1dh
% + ε (β + γ )
2M2.
By induction, we have
‖ω(n)‖2G ≤ k¯n‖ω(0)‖2G +
n∑
i=1
k¯n−i
[
µ‖W (i)‖2D + h%
li−1∑
j=1
γ j−1
(
δ‖W (i−jm+1)‖2D
+ (1− δ)‖W (i−jm)‖2D
)+ γ νi−1dh
% + ε (β + γ )
2M2
]
≤ k¯n‖ω(0)‖2G +
n−m+1∑
i=1
k¯n−m−i
(
µk¯m + %hδk¯
1− γ +
%(1− δ)h
1− γ
)
‖W (i)‖2D
+ (m+ 1)hd
% + ε
νn−1∑
j=0
γ jk¯n−1−j(β + γ )2M2. (4.4)
Considering γ < 1, k¯ < 1, we have
νn →∞ and
νn−1∑
j=0
γ jk¯n−1−j → 0, when n→∞,
and
µk¯m + %hδk¯
1− γ +
%h(1− δ)
1− γ < −
(% + ε)h
1− γ +
%hδk¯
1− γ +
%h(1− δ)
1− γ ≤ 0.
Then the following is true
lim
n→∞ ‖ω
(n)‖ = 0,
which shows that the method is GAS(p/2)-stable. 
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In view of Theorem 4.4, the following corollary obviously holds.
Corollary 4.5. Assume that for every p < 0 there exists k < 1 such that the method (3.1) is (k, p, 0)-algebraically stable. Then
the method (3.1) and (3.2) with linear interpolation (3.3) is GAS-stable and the method (3.1) and (3.2) is AS-stable.
Theorem 4.6. Assume that a method (3.1) is (1, p, 0)-algebraically stable with D > 0, and there exists a matrix V such that
C21 = VC11 and ρ(C22 − VC12) < 1. Then the method (3.1) and (3.2) with linear interpolation procedure (3.3) is GAS(p/2)-
stable.
Proof. Since
(
R+ %+1−γ
)
h < p/2 and D > 0, from (4.3) we have
lim
n→∞ ‖W
(n)‖ = 0. (4.5)
On the other hand, it follows from (3.1) that
ω(n) = (C22 − VC12)ω(n−1) + VW (n). (4.6)
Considering ρ(C22 − VC12) < 1 and (4.5), from (4.6) we have
lim
n→+∞ ‖ω
(n)‖ = 0,
which shows that the method is GAS(p/2)-stable. The property that any two norms are equivalent on a finite-dimensional
space has been used here and will be used in the proof of Theorem 4.8. 
By means of (3.8) and
2Re〈W (n),DQ (n)〉 ≤
(
2R+ β + γ L
1− γ
)
h‖W (n)‖2D + h(β + γ L)
ln−1∑
i=1
γ i−1‖W¯ (i)‖2D +
γ νn−1dh
β + γ L (β + γ )
2M2,
we can easily obtain the following results on weak GAS(p)-stability.
Theorem 4.7. Assume that a method (3.1) is (k, p, 0)-algebraically stable and k < 1. Then the method (3.1) (3.2) with linear
interpolation procedure (3.3) is weak GAS(p/2)-stable.
Theorem 4.8. Assume that a method (3.1) is (1, p, 0)-algebraically stable with D > 0, and there exists a matrix U such that
ρ(C22 − UC12) < 1. Then the method (3.1) and (3.2) with linear interpolation procedure (3.3) is weakly GAS(p/2)-stable.
Proof. In view of (1, p, 0)-algebraic stability of the method and D > 0, as in the proof of Theorem 4.6, we have
lim
n→∞ ‖W
(n)‖ = 0, (4.7)
and therefore
lim
n→∞ ‖W¯
(1)‖ = 0. (4.8)
Noting conditions (1.3), (1.4) and (3.8), from the above two inequalities we have
lim
n→∞ ‖Q
(n)‖ = 0. (4.9)
Then from (3.1)(a) we further obtain
lim
n→∞ ‖C12ω
(n−1)‖ = 0. (4.10)
On the other hand, by (3.1) we have
ω(n) = (C22 − UC12)ω(n−1) + UC12ω(n−1) + C21Q (n). (4.11)
Considering ρ(C22 − UC12) < 1, (4.9) and (4.10), from (4.11) we have
lim
n→+∞ ‖ω
(n)‖ = 0,
which shows that the method is weakly GAS(p/2)-stable. 
Remark 4.1. It should be pointed out that these results in this section hold for non-neutral DDEs that are characterized by
γ = 0 too.
Remark 4.2. When a Runge–Kuttamethod is viewed as general linear method, since (k, 2p, 0)-algebraic stability of general
linear method is equivalent to (k, p)-algebraic stability of Runge–Kutta method, we can give some stability results on the
Runge–Kutta method which have been obtained in [19].
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5. Some examples
In this section, we give some numerical methods which are not Runge–Kutta methods but can be regarded as general
linear methods. As mentioned in the Introduction, multi-step Runge–Kutta methods
Y (n) = h
s∑
j=1
c11ij f (tn + µjh, Y (n)j , Y¯ (1)j , Y˜ (1)j )+
r∑
j=1
c12ij yn−1+j, i = 1, 2, . . . , s, (a)
yn+r = h
s∑
j=1
γjf (tn + µjh, Y (n)j , Y¯ (1)j , Y˜ (1)j )+
r∑
j=1
αjyn−1+j, (b)
(5.1)
are one of these classes of methods, where
C11 = [c11ij ], C12 = [c12ij ], C21 =
[
0
γ T
]
, C22 =
[
0 Ir−1
αT
]
,
γ = [γ1, γ2, . . . , γs]T and α = [α1, α2, . . . , αr ]T. First, we observe that in [13] (see, also [12]), Li constructed six-classmulti-
step Runge–Kutta methods which are algebraically stable. From Corollaries 4.2 and 4.3, we easily obtain that the six-class
multi-step Runge–Kutta methods with linear methods are GS-stable and the six-class multi-step Runge–Kutta methods are
S-stable. To obtain GAS- or AS-stable numerical methods, we need the following lemma which is an extension of that for
Runge–Kutta methods by Hairer and Zennaro [4].
Lemma 5.1 ([9]). For irreducible algebraically stable method (3.1) the following limit exists
lim
→0 C21(C11 + I)
−1 = V . (5.2)
From Theorem 4.6, Lemma 5.1 and the fact that irreducibility yields D > 0 for algebraically stable method, the following
corollary can be easily obtained.
Corollary 5.2. Assume that an irreducible algebraically stable method (3.1) is strongly stable at infinity, i.e. ρ(C22 − VC12) < 1.
Then (3.1) and (3.2) with linear interpolation procedure is (weakly) GAS-stable and the method with (3.2) is (weakly) AS-stable.
Example 5.1. In [13], Li pointed out that the multi-step Runge–Kutta methods of class 1 are strongly stable at infinity. For
example, for the 2-step 1-stage multi-step Runge–Kutta methods of class 1Y = hcf (tn + uh, Y , Y¯ (1), Y˜ (1))+
2a
1+ ayn +
1− a
1+ ayn+1, (a)
yn+2 = h(1+ a)f (tn + uh, Y , Y¯ (1), Y˜ (1))+ ayn + (1− a)yn+1, (b)
(5.3)
where 0 < a < 1, c = 1+3a2(1+a) and u = 2− c = c + 1−a1+a . It is easily calculated that
V =
[
0
1+ a
c
]
and ρ(C22 − VC12) =
∣∣∣∣∣ (1− a)2 +
√
(1− a)4 − 4a(1+ 3a)2
2(1+ 3a)
∣∣∣∣∣ < 1.
Then the multi-step Runge–Kutta methods (5.3), (3.2) with linear interpolation procedure are (weakly) GAS-stable and the
method with (3.2) is (weakly) AS-stable.
Example 5.2. Consider the 2-step 2-stagemulti-step Runge–Kuttamethods of class 2 (see, [13] or [12])withα1 = α2 = 0.5,
µ1 = 2 and µ2 = 0.8. Following [13], we can calculate that γ1 = 1124 , γ2 = 2524 and
C12 =

4
11
7
11
4
5
1
5
 , C11 =

65
132
115
132
−13
60
49
60
 ,
and therefore
V =
 0 04752
4680
90
468
 , C22 − VC12 =
 0 1
− 3
130
−12
65
 .
Then it is easily verified that ρ(C22 − VC12) ≈ 0.1519 < 1. Thus, from Corollary 5.2, we know that when α1 = α2 = 0.5,
µ1 = 2 andµ2 = 0.8, the 2-step 2-stage multi-step Runge–Kutta method (5.1) of class 2 with (3.2) and linear interpolation
procedure (3.3) is (weakly) GAS-stable and the method (5.1) with (3.2) is (weakly) AS-stable.
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Table 1
Errors ‖yn − zn‖ compared to the computing time t of the method considered in Example 5.2 on problems (6.1) and (6.2)
t h = 0.1 h = 0.01
0.1 9.239878e−002 7.242317e−002
1 3.316344e−002 3.036442e−002
5 3.111487e−005 1.342296e−005
10 3.722674e−009 7.860935e−010
6. Numerical experiments
We conclude the paper with the numerical examples which give a stronger support to our results.
6.1. Example 1
Consider the following nonlinear equation [19]{
y′(t) = ry(t)+ a cos(y(t − τ)+ y′(t − τ))+ b sin2(y′(t − τ)), t ≥ 0, (a)
y(t) = t, t ≤ 0, (b) (6.1)
and its perturbed problem{
z ′(t) = rz(t)+ a cos(z(t − τ)+ z ′(t − τ))+ b sin2(z ′(t − τ)), t ≥ 0, (a)
z(t) = 0.1, t ≤ 0, (b) (6.2)
where τ = 1, r = −2, a = 0.1, b = 0.175. In [19], Wang et al. calculated that R = −2, β = 0.1, γ = 0.45, % = 0.8. Now
we apply the method considered in Example 5.2 to problems (6.1) and (6.2). The numerical results are listed in Table 1.
Comparing with the numerical results shown in [19], we find that the multi-step Runge–Kutta method considered in
Example 5.2 has the same stability properties as the Radau IIA method. In fact, the multi-step Runge–Kutta methods of
class 2 can be viewed as an extension of the Radau IIA methods.
6.2. Example 2
The next problem is defined for t ≥ 0 and x ∈ [0, 1],
u′(t, x) = u¨(t, x)+ 0.01 sin(t)u′(t − 1, x), (6.3)
with (′) = ∂t , (˙) = ∂x, and the initial and boundary conditions
u(t, x) = sin(pi t) sin(pix), 0 < x < 1, t ≤ 0, (6.4)
u(t, 0) = u(t, 1) = 0, t ≥ 0. (6.5)
After application of the numerical method of lines we obtain the following neutral delay differential equations of the formv
′
i(t) = ∆x−2[vi−1(t)− 2vi(t)+ vi+1(t)] + 0.01 sin(t)v′i(t − 1), t ≥ 0, (a)
vi(t) = sin(pi t) sin(pi i∆x), i = 1, 2, . . . ,Nx − 1, t ≤ 0, (b)
v0(t) = vNx(t) = 0, t ≥ 0, (c)
(6.6)
where Nx = 1/∆x, xi = i∆x and vi(t) is meant to approximate the solution of (6.3) at the point (t, xi). Thus, we have
R = −pi2, β = 0, γ = 0.01, % = 0.04N2x .
We take∆x = 0.1 for the numerical method of lines and use the multi-step Runge–Kutta method (5.3) with a = 0.5 for
the numerical integration of the problem (6.6). For comparison purpose, another initial condition is selected:
u(t, x) = 0.9 sin(pi t) sin(pix), 0 < x < 1, t ≤ 0. (6.7)
Define the differences of numerical solutions as
En = max
1≤i≤Nx−1
|Un1,i − Un2,i|,
where Un1,i and U
n
2,i are the numerical solutions approximating to the solutions of problem (6.3) and its perturbed problem
with initial condition (6.7), respectively. The numerical results of the multi-step Runge–Kutta method (5.3) with different
step-sizes h = 1m are listed in Table 2.
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Table 2
The differences En produced by the multi-step Runge–Kutta method (5.3) (a = 0.5) with different step-sizes h = 1m when applied to problem (6.6) and its
perturbed problem
t m = 3 m = 10 m = 100
1 1.202327e−002 2.366825e−004 2.303948e−004
10 2.255629e−008 1.234122e−019 1.282238e−024
25 4.818555e−016 7.985534e−034 1.862534e−059
50 3.708431e−022 2.516401e−056 5.217147e−114
75 2.469617e−028 1.248226e−078 2.369428e−169
100 1.541361e−034 7.412837e−101 9.233423e−225
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