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HALES JEWETT TYPE CONFIGURATIONS IN SMALL SETS
ANINDA CHAKRABORTY AND SAYAN GOSWAMI
Abstract. In a recent work, N. Hindman, D. Strauss and L. Zamboni have
shown that the Hales-Jewett theorem can be combined with a sufficiently well
behaved homomorphisms. Their work was completely algebraic in nature,
where they have used the algebra of Stone-Čech compactification of discrete
semigroup. They have proved the existence of those configurations in piecewise
syndetic sets, which is a Ramsey theoretic rich set. In our work we will show
those forms are still present in very small but Ramsey theoretic sets, (like
J-set, C-set) and our proof is purely elementary in nature.
1. Introduction
Let ω = N ∪ {0}, where N is the set of positive integers. Then ω is the first
infinite ordinal. Let Pf (X) be the set of all finite subsets of a set X .
Given a nonempty set A (or alphabet) we let S0 be the set of all finite words
w = a1a2 . . . an with n ≥ 1 and ai ∈ A. The quantity n is called the length
of w and denoted |w|. The set S0 is naturally semigroup under the operation of
concatenation of words. We will denote the empty word by θ. For each u ∈ S0 and
a ∈ A, we let |u|a be the number of occurrences of a in u. , we will identify the
elements of A with the length-one words over A.
Let v (a variable) be a letter not belonging to A. By a variable word over A
we mean a word w over A ∪ {v} with |w|v ≥ 1. We let S1 be the set of variable
words over A. If w ∈ S1 and a ∈ A, then w (a) ∈ S0 is the result of replacing each
occurrence of v by a.
A finite coloring of a set A is a function from A to a finite set {1, 2, . . . , n}. A
subset B of A is monochromatic if the function is constant on B. If A be any finite
nonempty set and S be the free semigroup of all words over the alphabet A, then
the Hales-Jewett Theorem states that for any finite coloring of the S there is a
variable word over A all of whose instances are the same color.
Theorem 1.1. [HJ] Assume that A is finite. For each finite coloring of S0 there
exists a variable word w such that {w (a) : a ∈ A} is monochromatic.
Now, we need to recall some definitions from [HSZ].
Definition 1.2. Let n ∈ N and v1, v2, . . . , vn be distinct variables which are not
members of A.
(a) An n-variable word over A is a word w over A ∪ {v1, v2, . . . , vn} such that
|w|vi ≥ 1 for each i ∈ {1, 2, . . . , n}.
(b) If w is an n-variable word over A and ~x = (x1, x2, . . . , xn), then w (~x) is the
result of replacing each occurrence of vi in w by xi for each i ∈ {1, 2, . . . , n}.
(c) If w is an n-variable word over A and u = a1a2 . . . an is a length n word,
then w (u) is the result of replacing each occurrence of vi in w by ai for each
i ∈ {1, 2, . . . , n}.
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Definition 1.3. Let T be a semigroup (or partial semigroup) and S ⊆ T is any
subsemigroup (or partial subsemigroup) and let ν : T → S be a homomorphism.
Then ν is called S-preserving if
ν (uw) = uν (w) and ν (wu) = ν (w)u
for every u ∈ S and every w ∈ T .
For an example, let A be any nonempty set and n ∈ N. Then for any ~a ∈ An, the
map h~a : Sn → S0 defined by h~a (w) = w (~a) is an S0-preserving homomorphism.
Definition 1.4. Let S, T and R be semigroups (or partial semigroups) such that
S ∪ T is a semigroup (or partial semigroup) and T is an ideal of S ∪ T . Then a
homomorphism τ : T → R is said to be S-independent if, for every w ∈ T and
every u ∈ S,
τ (uw) = τ (w) = τ (wu) .
For an example, let T be a semigroup with identity e. Then for any n ≥ 1, a
homomorphism τ : Sn ∪ S0 → T is S0-independent if τ [S0] = {e}.
The following is a version of a multivariable extension of the Hales-Jewett The-
orem:
Theorem 1.5. Assume that A is finite. Let S0 be finitely colored and let n ∈ N.
There exists w ∈ Sn such that {w (~x) : ~x ∈ An} is monochromatic.
We need to use some elementary structure of partial semigroup.
Definition 1.6. A partial semigroup is defined as a pair (G, ∗) where ∗ is an
operation defined on a subset X of G × G and satisfies the statement that for all
x, y, z in G, (x ∗ y) ∗ z = x ∗ (y ∗ z) in the sense that if either side is defined, so is
the other and they are equal.
If (G, ∗) is a partial semigroup, we will denote it by G, when the operation ∗ is
clear from the context. Now, we give an example which will be useful in our work.
Example 1.7. Let us consider any sequence 〈xn〉
∞
n=1 in ω and let
G = FS (〈xn〉
∞
n=1) =


∑
j∈H
xj : H ∈ Pf (N)


and
X =



∑
j∈H1
xj ,
∑
j∈H2
xj

 : H1 ∩H2 = ∅

 .
Define ∗ : X → G by
∑
j∈H1
xj ,
∑
j∈H2
xj

 −→ ∑
j∈H1
xj +
∑
j∈H2
xj .
It is easy to check that G is a commutative partial semigroup. One can similarly
check the same for
G = FP (〈xn〉
∞
n=1) =


∏
j∈H
xj : H ∈ Pf (N)

 .
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Definition 1.8. Let G be a partial semigroup.
(a) For g ∈ G, ϕ (g) = {h ∈ G : g ∗ h is defined}.
(b) For H ∈ Pf (G), σ (H) =
⋂
h∈H ϕ (h).
(c) (G, ∗) is adequate if and only if σ (H) 6= ∅ for all H ∈ Pf (G).
Troughout this paper, we have used elementary combinatorics to characterize the
Hales-Jewett type theorems on small set, like J-set, C-set. Now, for a semigroup
S, let NS be the set of all sequences in S and let
Jm = {t = (t1, t2, . . . , tm) ∈ N
m : t1 < t2 < ... < tm} .
Definition 1.9. Let (S, ·) be a semigroup and A ⊆ S. Then A is a J-set if and
only if for each F ∈ Pf
(
NS
)
there exist m ∈ N, a = (a1, a2, . . . , am+1) ∈ Sm+1 and
t = (t1, t2, . . . , tm) ∈ Jm such that for each f ∈ F ,
 m∏
j=1
aj · f (tj)

 · am+1 ∈ A.
A C-set is generally defined in terms of the algebraic structure of βS, the Stone-
Čech compactification of a semigroup S. But it has a combinatorial characterization
which will be needed for our purpose, stated below.
Theorem 1.10. [HS, Theorem 14.27, p-358] Let (S, ·) be an countable infinite
semigroup and let A ⊆ S. Then the followings are equivalent.
(1) Ais a C-set.
(2) There is a decreasing sequence 〈Dn〉
∞
n=1 of subsets of A such that
(i) for each n ∈ N and each x ∈ Dn, there exists m ∈ N with
Dm ⊆ x
−1Dn
and
(ii) for each n ∈ N, Dn is a J -set.
Now, we need to recall the definition of J-set for partial semigroups. First, let
F be the set of all adequate sequences in S.
Definition 1.11. Let G be an adequate partial semigroup. Then a set A ⊆ G is
a J-set if and only if for all F ∈ Pf (F) and all L ∈ Pf (S), there exist m ∈ N,
a = (a1, a2, . . . , am+1) ∈ Sm+1 and t = (t1, t2, . . . , tm) ∈ Jm such that for all f ∈ F ,(
m∏
i=1
ai ∗ f (ti)
)
∗ am+1 ∈ A ∩ σ (L) .
Then we have proved one of the main theorem from [HSZ, Theorem 17] for
J-sets. At last we proved that abundunce of J-set is J-set over A.
2. Our results
The following lemma is very useful to our work.
Lemma 2.1. Let T be a semigroup and S be a subsemigroup of T . Let F be a
finite nonempty set of homomorphisms from T to S which are identity on S. Let
D be a J-set of S, then
⋂
ν∈F ν
−1 [D] is a J-set in T .
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Proof. Let E ∈ Pf
(
NT
)
and let G ∈ Pf
(
NS
)
be defined as
G = {ν (f) : f ∈ E, ν ∈ F} .
Now as D ⊆ S is a J-set, there exists a natural number n,
a = (a1, a2, . . . , an+1) ∈ S
n+1
and H ∈ Pf (N) such that, for all ν ∈ F and for all f ∈ E we have
a1ν (f) (t1) a2ν (f) (t2) . . . anν (f) (tn) an+1 ∈ D.
Hence, for all ν ∈ F and for all f ∈ E we have
ν (a1) ν (f) (t1) ν (a2) ν (f) (t2) . . . ν (an) ν (f) (tn) ν (an+1) ∈ D,
as ν is constant on S. Also, since ν is a homomorphism, it implies, for all f ∈ E
we have
a1f (t1) a2f (t2) . . . anf (tn) an+1 ∈ ν
−1 [D] .
Thus,
⋂
ν∈F ν
−1 [D] is a J-set. 
Now, let us take the homomorphism τ : S0 ∪S1 → ω be defined by τ (w) = |w|v.
So, τ (w) = 0 if and only if w ∈ S0. Let D ⊆ S0 is a J-set and let 〈xn〉
∞
n=1 be a
sequence in N. Let y1 = 0, yn+1 = xn, for all n ∈ N. Then A = FS (〈yn〉
∞
n=1) is an
adequate partial semigroup. As, τ is a homomorphism, one can easily check that
τ−1 [A] is also an adequate partial semigroup. Now, let T is an adequate partial
semigroup and S be any partial subsemigroup of T . Let F be a nonempty finite set
of partial semigroup homomorphisms from T to S, which are S-preserving. Then,
proceeding similar to the proof of Theorem 2.1, it can be easily be verified that for
any J-set D ⊆ S,
⋂
ν∈F ν
−1 [D] is a J-set in T . So, let T = S0 ∪ S1, τ−1 [A] is also
a J-set in T . Also, it is easy to check that S0 is not a J-set in Sn ∪ S0.
Theorem 2.2. τ : T = S0∪S1 → ω by τ (w) = |w|v. Let D ⊆ S0 is a J-set and let
〈xn〉
∞
n=1 be a sequence in N. Then there exists w ∈ S1 such that {w (a) : a ∈ A} ⊆ D
and
τ (w) ∈ FS (〈xn〉
∞
n=1) .
Proof. Let {ha : a ∈ A} be a finite set of partial semigroup homomorphism from
τ−1 [A] to S0 which are fixed on S0. Now, letD ⊆ S0 be a J-set then
⋂
a∈A h
−1
a [D] is
a J-set in τ−1 [A]. As, S0 is not a J-set in τ−1 [A], there exists w ∈ S1∩τ−1 [A] such
that w ∈
⋂
a∈A h
−1
a [D] . So, τ (w) ∈ A = FS (〈yn〉
∞
n=1). As. w ∈ S1, τ (w) 6= 0. So,
τ (w) ∈ FS (〈xn〉
∞
n=1) and ha (w) ∈ D for all a ∈ A. 
The following is a version of multidimensional Hales-Jewett Theorem.
Theorem 2.3. Let Sn be the set of all n-variable words and T = Sn∪S0. If D ⊆ S0
is a J-set, then for any finite set of homorphisms F , there exists an n-variable word
w ∈ Sn such that, w (a) ∈ D for all a ∈ A.
Proof. Let F = {h~a : ~a ∈ An} be a finite set of homomorphisms from T to S0
satisfying condition of theorem 2.1. So,
⋂
h~a∈F
h−1
~a
[D] is a J-set.
Now, it is easy to check that S0 is not a J-set in T . So, Sn ∩
⋂
h~a∈F
h−1
~a
[D] 6= ∅
and hence the proof is done. 
The following is a corollary of the Theorem 2.3.
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Corollary 2.4. Let T be a semigroup and S be a subsemigroup of T . Let F be a
finite nonempty set of homomorphisms from T to S which are identity on S. Let D
be a C-set in T , then there exists an infinite sequence 〈wn〉
∞
n=1 such that for each
φ : H → F,
∏
t∈H φ (t) (wt) ∈ D, where the product is computed in increasing order
of indices.
Proof. As D is a C-set, by Theorem 1.10 there is a decreasing sequence 〈Dn〉
∞
n=1
of subsets of D such that
(1) for each n ∈ N and each x ∈ Dn, there exists m ∈ N with Dm ⊆ x−1Dn
and
(2) for each n ∈ N, Dn is a J-set.
Let w1 ∈
⋂
ν∈F ν
−1 [D1] and assume we have choosen 〈wt〉
m
t=1 from
⋂
ν∈F ν
−1 [D1] in
such a way that when ∅ 6= H ⊆ {1, 2, . . . ,m} and ϕ : H → F,
∏
t∈H φ (t) (wt) ∈ D1.
Let, E =
{∏
t∈H φ (t) (wt) : ∅ 6= H ⊆ {1, 2, . . . ,m} , φ : H → F
}
.
Then, E ⊆ D1 and let R =
⋂
y∈E y
−1D1.
Hence, R ⊇ Dm for somem ∈ N and so it is a J-set. Let, wm+1 ∈
⋂
ν∈F ν
−1 [Dm].
Now, it is very easy to verify that wm+1 satisfies the induction argument and so
it is left to the reader. 
Theorem 2.5. Let k, n ∈ N with k < n and let T be the set of words over
{v1, v2, . . . , vk} in which vi occurs for each i ∈ {1, 2, . . . , k}. Given w ∈ Sn, let
τ (w) be obtained from w by deleting all occurences of elements of A as well as all
occurences of vi for k < i ≤ n. Let 〈yt〉
∞
t=1 be a sequence in T , let F be a finite
nonempty set of S0-preserving homomorphisms from Sn to S0, and let D ⊆ S0 be
a J-set of S0. There exists w ∈ Sn such that ν (w) ∈ D be a J-set of S0. There
exists w ∈ Sn such that ν (w) ∈ D for all ν ∈ F and τ (w) ∈ FP (〈yt〉
∞
t=1).
Proof. Let T ∗ = T ∪ {θ}, and let τ∗ : Sn ∪ S0 → T ∗ defined by
τ∗ (w) =
{
τ (w) if w ∈ Sn
θ if w ∈ S0
.
Clearly (τ∗)−1 [FP (〈yt〉
∞
t=1) ∪ θ] is a partial semigroup inSn. Let, F = {h~a : ~a ∈ A
n}
be a nonempty finite set of partial semigroup S0-preserving homomorphisms on S0.
Note that (τ∗)−1 [θ] = S0. Let D be a J-set on S0. Then,
⋂
~a∈An h
−1
~a [D] is
a J-set in Sn ∪ S0. Since, S0 is not a J-set in (τ∗)
−1
[FP 〈yt〉
∞
t=1 ∪ θ], we have⋂
~a∈An h
−1
~a [D] \ S0 is a J-set in (τ
∗)
−1
[FP 〈yt〉
∞
t=1 ∪ θ].
So, there exists w ∈ Sn ∩
⋂
~a∈An h
−1
~a [D] such that τ
∗ (w) = τ (w) ∈ FP (〈yt〉
∞
t=1)
( since, w ∈ Sn). This completes the theorem. 
In the next theorem we proved [HSZ, Theorem 17] for J-sets. Similar to [HSZ,
Theorem 17], in Theorem 2.6, the semigroup T and the matrix M satisfy all the
appropriate hypotheses to matrix multiplication makes sense and distributive.
Theorem 2.6. Let (T,+) be a commutative semigroup with identity 0. Let k,m, n ∈
N, and M be a k ×m matrix. For i ∈ {1, 2, . . . ,m}, let τi be an S0- independent
homomorphism from Sn to T . Define a function ψ on Sn by
ψ (w) =


τ1 (w)
τ2 (w)
...
τm (w)

 ,
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with the property that for any collection of IP-sets {Ci : i ∈ {1, 2, . . . , k}} in T ,
there exists a ∈ Sn such that Mψ (a) ∈ ×ki=1Ci. Let F be a finite nonempty
set of S0-preserving homomorphisms from Sn to S0 and D ⊆ S0 is a J-set in
S0. Let Bi = FS
(〈
x
(i)
n
〉∞
n=1
)
for 1 ≤ i ≤ k be k IP sets in T , then, for each
i ∈ {1, 2, . . . , k}, there exists w ∈ Sn such that ν (w) ∈ D for every ν ∈ F and
Mψ (w) ∈ ×ki=1Bi.
Proof. Let φ : Sn ∪ S0 → ×ki=1 (Bi ∪ {0}) = B, where φ (w) = Mψ (w). Then,
as in [HSZ, Theorem 17], φ is a homomorphism. Since for i ∈ {1, 2, . . . ,m}, τi is
S0-independent, φ−1 [0] ⊇ S0. Now, clearly, φ−1 (B) is a partial semigroup. Let,
Dj = {~a ∈ B : ai = 0}, i.e; Dj contains all elements of B which have ith coordinate
0. Then, one can easily check that φ−1 [Dj] is not a J-set in φ−1 [B], as S0 is not
a J-set in Sn ∪ S0. So, as in proof of Theorem 2.5, there exists w ∈ Sn such that
ν (w) ∈ D and φ (w) ∈ ×ki=1Bi for all ν ∈ F .
This completes the proof. 
As a consequence of Theorem 2.6, whenever D ⊆ S0 is a J-set in S0 and n ∈ N,
there exists w ∈ Sn such that {w (~x) : ~x ∈ An} ⊆ D.
Theorem 2.7. Let n ∈ N and let D ⊆ S0 be a J-set in S0. Let F be a finite
nonempty set of S0-preserving homomorphisms from Sn into S0. Then
{w ∈ Sn : (∀ν ∈ F ) (ν (w) ∈ D)}
is a J-set in Sn.
Proof. Let T = Sn ∪ S0 and extend each ν ∈ F to all of T by defining ν to be
the identity on S0, i.e; ν [S0] = {0}. Since, D ⊆ S0 is J-set,
⋂
ν∈F ν
−1 [D] is a
J-set in Sn ∪ S0. Since, S0 is not a J-set in Sn ∪ S0, we have
⋂
ν∈F ν
−1 [D] \
S0 is a J-set in Sn. So,
{
w ∈ Sn : w ∈
⋂
ν∈F ν
−1 [D]
}
is a J-set in Sn. Thus,
{w ∈ Sn : (∀ν ∈ F ) (ν (w) ∈ D)} is a J-set in Sn. 
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