Systems of analytic functions which are simultaneously orthogonal over each of two domains were apparently first studied in particular cases by Walsh and Szego¨, and in full generality by Bergman. In principle, these are very interesting objects, allowing application to analytic continuation that is not restricted (as Weierstrassian continuation via power series) either by circular geometry or considerations of locality. However, few explicit examples are known, and in general one does not know even gross qualitative features of such systems. The main contribution of the present paper is to prove qualitative results in a quite general situation.
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Introduction
Let O 0 CO 0 CO 1 be a pair of bounded planar domains. The main object of study is the modulus jRj ¼ ðR n RÞ 1=2 of the restriction operator:
A list of notations can be found at the end of the introduction. The operator R is nuclear and injective, therefore its modulus square R n R is an injective, nuclear, nonnegative self-adjoint contraction of AL 2 ðO 1 Þ: We will denote by l 0 Xl 1 Xl 2 X?;
its eigenvalues. Actually, it is not hard to prove that the eigenvalues l n decay exponentially, in the sense that lim sup l 1=n n o1; see [23] or [20, 22] . The corresponding eigenfunctions f n AAL 2 ðO 1 Þ; nX0; satisfy the identity
An equivalent statement is that the functions f n ; nX0; form an orthogonal system with respect to both domains:
This double orthogonality property seems to have initially been investigated by Bergman [4] . A related study of double orthogonality with respect to a system of two Jordan curves was undertaken around the same time by Walsh [41, 43] and Szego [ 36, 37] . Some of its further applications and ramifications have appeared in the work of the second author [31, 32] . See also [8, 20, 26, 30, 35, 38, 42] . Let K O ðz; % wÞ denote the Bergman kernel of the domain O; cf. [4] . A direct consequence of Eq. 
Due to the general properties of the Bergman kernel, this shows for instance that the function f n analytically extends across any analytic arc in the boundary of O 1 :
By replacing g by gf n in Eq. (1) we obtain
The latter identity can be regarded as a quadrature formula for analytic functions: Z g dm n ¼ Z g dn n ; gAH N ðO 1 Þ;
where dm n ¼ w O 0 jf n j 2 dA and dn n ¼ l n jf n j 2 dA are two positive measures, absolutely continuous with respect to the area measure. As usual, w S denotes the characteristic function of the set S:
If we assume in addition that the domain O 1 is simply connected, then the above equality added to its complex conjugate implies
where h is any harmonic function sufficiently smooth up to the boundary, for example defined in a neighbourhood of O 1 : In this case we write hAHðO 0 Þ: This relation can be interpreted as a balayage formula and will have far reaching consequences. In particular it will impose, under additional assumptions, strong restrictions on the eigenfunctions f n : For instance, knowing that the constant function 1 is an eigenfunction of the operator R n R is a non-trivial piece of information. In that case Z This implies that the logarithmic potential of the domain O 1 can be harmonically continued, up to the exterior boundary of O 0 : Then the boundary of O 1 turns out to be real analytic with inner cusps or double tangency points as the only possible singularities. This phenomenon was well studied in the context of quadrature domains for harmonic or subharmonic functions, for references see [27, 14, 34] . We will return to these topics in Section 5 and the following ones. At the same general level, let us also remark that the Courant-Fischer minimax principle implies the inequality Z is never less than l n and equals l n for at least one choice of V :
We illustrate, by means of a simplified situation, how we will use the minimax principle in finding properties of the eigenfunctions f n : Assume that the spectrum of R n R is simple, the boundary of O 1 is C 1 smooth, the eigenfunction f n is continuous on O 1 holds (and we shall see that this is the case under quite general conditions), then the closed subspace V of AL 2 ðO 1 Þ spanned by the multiples gf n ; gAH N ðO 1 Þ; of f n has codimension at least n; hence because jf n j is bounded from below by a positive constant on @O 1 ; the space V coincides with the subspace of functions vanishing on the finite set of zeros of f n : Thus f n has at least n zeros in the domain O 1 :
Two well-known examples are serving as an optimal scenario throughout the rest of the note. We briefly discuss them below. Example 1.1 (Two concentric disks). Let O 1 ¼ D be the unit disk and O 0 ¼ rD be a concentric disk of radius ro1: Then the monomials f n ðzÞ ¼ z n ; nX0; are doubly orthogonal with respect to the area measures of the two domains. Hence they are the eigenfunctions of the operator R n R: The corresponding eigenvalues are then l n ¼ r 2nþ2 ; nX0:
This shows that the Chebyshev polynomials U n are the eigenfunctions of R n ts R ts ; where R ts is the restriction operator between the Bergman spaces corresponding to any pair of confocal ellipses: In the limiting case, r-1; we obtain the original orthogonality property of the Chebyshev polynomials Z 1
À1
U n ðtÞU m ðtÞ
It is important to remark that in both examples above a continuous family of domains, filling the whole complex plane, shares the same eigenfunctions for the associated Bergman restriction operator between any pair of them.
In the early 1930s Szego¨ [36, 37] has classified all continuous, nested systems of Jordan curves which admit a common system of orthogonal polynomials. They are essentially reducible to the above two examples.
The contents is the following. Section 2 reviews, with some modified arguments, the known facts, mainly due to Fisher and Micchelli, about the eigenfunctions of the restriction operator defined on the Hardy space of the unit disk. In Section 3 we present an analytic continuation criterion derived from the Fourier series of a function with respect to the eigenfunctions of the Bergman restriction operator. Bergman himself seems to have seen applications to analytic continuation as one of the main uses of doubly orthogonal systems, and this Section can be regarded as a step in this direction, even though much remains to be done. Section 4 deals with continuous families of domains sharing the same eigenfunctions for the corresponding restriction operators. The main result, Theorem 4.1, states the non-vanishing of these functions on the region swept out by the moving boundaries. In Section 5 a different, free boundary type, approach to the eigenfunctions of the Bergman restriction operator is discussed and this is applied to give a new proof of an ''inverse'' theorem of Andersson.
Section 6 is rather technical, so let us try to explain briefly its significance. The key concept underlying the Fischer-Micchelli work, is the notion of balayage from classical potential theory (even though they do not use this term; however their use of the Poisson kernels amounts essentially to this). A good description of classical balayage, in the sense we use the term here, is in Chapter IV of [21] .
It is a remarkable result of theirs that eigenfunctions of restriction operators from the Hardy space H 2 of the unit disk to L 2 ðmÞ; regardless of the measure m; never vanish on the unit circle, and this is the key to a series of interesting deductions. This is no longer true if we take the Bergman space in place of H 2 : The deeper reason for this is that the characterization of eigenfunctions in the Bergman space scenario is not in terms of classical balayage (i.e. ''sweeping out'' of measures onto boundaries) but a generalized kind of balayage involving ''sweeping out'' of measures throughout the whole domain. Interestingly, the latter kind of balayage has been developed in recent times in connection with hydrodynamics (especially Hele Shaw flows) and the so-called inverse problem of Newtonian gravitation. In pure mathematics, the distinction turns up e.g. in the current notion (due to Hedenmalm, Korenblyum, etc.) of ''inner function'' in the Bergman space, which is not simply describable in terms of boundary behaviour as with classical Hardy space inner functions. Since this generalized balayage may be unfamiliar to most readers, what is needed for our purposes is developed in Section 6. One consequence of this is the result that any function holomorphic on a neighbourhood of the closed unit disk (in particular it may have zeros on the boundary) will arise as one of the doubly orthogonal eigenfunctions associated to the restriction operator from the Bergman space of the unit disk, and that of a suitable subdomain. Another significant feature distinguishing classical from generalized balayage, and having important repercussions for our eigenvalue problem, is that in the former the swept-out measure always has a potential majorizing the original, whereas in the latter this is not always so, and has to be studied case by case. This too is analyzed in the context of our eigenvalue problem in Section 6.
The generalized balayage gets a new twist in Section 7, and leads to one of our main results: if the support of m is sufficiently concentrated around the centre of the disk, then also in the Bergman space scenario eigenfunctions cannot vanish on the boundary, with the consequence that the further results ''of Fisher-Micchelli type'' hold. Section 8 studies the representing kernel for the restriction operator between Bergman spaces, qua integral operator. In the special case where the pair of domains consists of the unit disk, and a ''quadrature domain'' in its interior (see below for definition and references) there are simple formulae relating the representing kernel of the integral operator and the equation of the boundary of the quadrature domain.
Finally, Section 9 deals with the case of finite rank restriction operators acting on a fixed Bergman space.
Notation. For a given domain O and 1pppN we denote by L p ðO; dmÞ the Lebesgue spaces with respect to the positive measure m: If no measure is mentioned it will be understood to be the area measure dA: 
Restriction from the Hardy space
Motivated by some questions of approximation theory (Kolmogorov widths in spaces of analytic functions) Fisher and Micchelli [12, 13] have studied the restriction operator from the Hardy space H 2 ðDÞ of the unit disk to L 2 ðmÞ; where m is a positive measure compactly supported by D: Their remarkable results serve as a model and partial aim in the Bergman space framework of the present paper. We briefly recall, with some modifications imposed by later developments in our paper, the main ideas of [13] . See also [24] .
Let m be a positive Borel measure compactly supported by the unit disk D and let
be the restriction operator. Then the operator R is injective, and its modulus jRj is nuclear and non-negative. Let l n be the eigenvalues of R n R arranged in decreasing order, and let ff n gCH 2 be the corresponding eigenfunctions. Analogously as in our earlier discussion the functions f n satisfy the integral equation:
This shows that each eigenfunction f n analytically extends from the disk to the domain bounded by the Schwarz reflection in the unit circle T of the exterior boundary of the closed support of m:
The main results of [13] assert that (a) for all n and all zAT; f n ðzÞa0; (b) the operator jRj has simple spectrum; (c) f n has exactly n zeros in D:
We take the liberty to present (with some modifications) some of the arguments of [13] which also will be applicable to our Bergman space situation.
Assume that assertion (a) holds. To prove (b) we assume by contradiction that f and g are two eigenfunctions corresponding to the same eigenvalue. Then any linear combination f þ ag will still be an eigenfunction, and by choosing a appropriately f þ ag would vanish at any given point of the boundary, a contradiction.
Assuming that (a) and (b) hold, it is a standard matter of perturbation theory to check that each normalized eigenfunction f n has exactly n zeros in the unit disk. To be more specific, let n be the arc length measure carried by a circle rT of radius ro1 and center at 0: We will consider the family of measures m t ¼ tm þ ð1 À tÞn; tA½0; 1; and associated with them the integral operators:
Since there exists a constant C and a compact set K of the unit disk with the property
we infer that, for each fixed n the function t/l t;n is Lipschitz continuous (see [12, p. 254] for full details). Then Dunford's integral formula for the spectral projection associated to the n-th eigenvalue shows that f t;n depends continuously on t: Since f 0;n ðz n Þ ¼ c n z n ; with an appropriate constant c n ; and each f t;n ; tA½0; 1; does not vanish on T; we conclude as in [13] that f n ¼ f 1;n has exactly n zeros in the disk.
So, the crucial point is the non-vanishing statement (a). We can establish this fact as follows. From the variational condition fulfilled by the eigenfunction f n we find that
for all harmonic functions u in D which are continuous on % D: At this point Fisher and Micchelli choose u to be the Poisson kernel of a fixed point z on the unit disk, and use simple estimates to obtain a positive lower bound for jf ðzÞj when jzj is close to 1: We prefer an equivalent, but conceptually perhaps more suggestive procedure, based on the balayage concept and which guided us in the search for analogous results involving the Bergman eigenfunctions. In these terms (6) expresses that the measure l n jf n j 2 ds is the balayage onto T of the compactly supported positive measure jf n j 2 dm in D: Now, it is well known that on a smooth portion of the boundary the balayage measure is absolutely continuous with respect to arc length measure and the density (Radon-Nikodym derivative) is continuous and strictly positive. This follows easily from the special case where we do balayage of a point mass, the swept-out measure then being harmonic measure, whose density with respect to arc length is the Poisson kernel.
Because jf n j 2 ds is a swept-out measure, we obtain the following stronger version of the variational condition (6) . If l n ; f n are as above, then
for every continuous function vACð % DÞ which is subharmonic in D:
Indeed, let u be the harmonic function equal to v on T: Then vpu everywhere in the disk, therefore
In the case of Bergman eigenfunctions the analogous extension of the variational condition will be established assuming the positivity of the biharmonic Green's function of the larger domain.
To illustrate the strength of the subharmonic estimate (7) we offer a different proof of one the main results of [13] : and the constant l n is the smallest possible among any other choices of a j and h j 's.
Proof. Let V n be the subspace of functions in H 2 ðDÞ which vanish at the n zeros of f n : Then V n is a codimension n subspace and since f n analytically extends across the boundary of the disk we remark that V n ¼ f n H 2 ðDÞ: Let gAV n : Then g ¼ f n h with hAH 2 ðDÞ and according to inequality (7) we have
This means that the subspace V n is optimal in the min-max computation of l n :
But the orthogonal complement of V n is spanned by the evaluation functionals 1 1Àa j z at the zeros a j of f n : (In case of multiple roots derivatives of these fractions should be considered.) Therefore the orthogonal projection P n onto V > n is a finite rank operator of the form
where h j AH 2 ðDÞ; 1pjpn: In conclusion, for every function f AH 2 ðDÞ; we obtain the estimate in the statement and the proof is complete.
We note that, even if the eigenvalues of a positive definite matrix are simple, the optimal subspaces in the min-max criterion may not be unique. This can easily be seen on a 3 Â 3 diagonal matrix with simple spectrum. For more details about nonunique optimal subspaces in the min-max criterion we refer to [39, 44] . where w A is the characteristic function of the set A: Therefore the operator R n R is compact whenever
Analytic continuation via eigenfunction expansion
and IðO 0 Þ turns out to be the non-Euclidean area of O 0 : To give an example, the compactness condition IðO 0 ÞoN holds if O 0 is a fundamental domain for the modular group, that is a non-Euclidean triangle with three zero angles and vertices on the unit circle. The discussion about the representing kernel L of R n R will be resumed in Section 8.
Assuming that the operator R is compact, the spectrum of R n R consists then of a positive sequence which decreases to zero:
The corresponding eigenfunctions will be denoted, as before, by f n :
From this point on, throughout this section we make the additional assumption that both O 0 ; O 1 are smoothly bounded Jordan domains of the complex plane and that O 0 is relatively compact in O 1 : In this case R is obviously a compact operator.
Defining g n ¼ f n = ffiffiffiffi ffi l n p we obtain an orthonormal system for the Bergman space
a n g n be the decomposition of an arbitrary element f AAL 2 ðO 0 Þ with coefficients a n ¼
In general, the sequence ða n Þ is square summable, and no more. If we assume that
then one can define an element F AAL 2 ðO 1 Þ by
Thus we obtain the well-known result that the necessary and sufficient condition for a function f AAL 2 ðO 0 Þ to analytically extend to AL 2 ðO 1 Þ is the convergence of series (8) .
Now, in between the square summability of the sequence ða n Þ and hypothesis (8) lie the conditions
It is natural to ask whether (9) , in the case 0oto1; is necessary and/or sufficient for the analytic continuability of f to some domain O t intermediate between O 0 and O 1 ; that can be specified explicitly. Although we have not been able to answer this completely, we have the following result as a first step in this direction. Remark. (a) Under the stated hypotheses we have l n Bcp n ; for positive constants c; and po1; in view of results of Parfenov [23] . Therefore the hypothesis in Theorem 3.1 is equivalent to
for some s > 0: (b) In the case where O i are confocal ellipses, a complete result can be obtained, with O t being a certain ellipse confocal with the given ones; this is completely analogous to a classical theorem of Bernstein, whereby the role played by a n is replaced by the distance in sup-norm from the polynomials of degree at most n (cf. [5] for details). Since the analysis and the conclusions for approximation in L 2 norm is very similar to that for sup norms, we do not give further details for this scenario.
As partial steps towards the proof of Theorem 3.1 we state a couple of lemmas.
Lemma 3.2. Let a be a point of O 1 \O 0 ; of distance dðaÞ from O 0 : Then, for sufficiently small dðaÞ:
where C; b are positive constants depending only on the geometric configuration O 0 CO 1 and not on n or a.
For the proof it is convenient first to state for small values of jwj À r:
The proof of Lemma 3.3 is a straightforward verification.
Proof of Lemma 3.2. We assume dðaÞ small enough so that the set
the integral of jf n j 2 over a disk centred at any point of @G 0 ; with radius d; is less than l n ; so we have
In like manner, if G 1 denotes the set of all points zAO 1 satisfying distðz; @O 1 Þ > d; we have
We now estimate f n ðaÞ at the point a; from the two inequalities (13), (14) using the two-constant theorem, with respect to the domain bounded by @G 0 and @G 1 : For a near the boundary @G 0 the harmonic measure at a is asymptotically 1 À KdðaÞ; where K is a constant depending only on the geometric configuration of O 0 ; O 1 : This follows easily from Lemma 3.3 by conformal mapping, and the conformal invariance of harmonic measure. The estimate obtained is then precisely (11) . & Proof of Theorem 3.1. It is now easy to complete the proof of Theorem 3.1. For zAO 1 \O 0 ; the terms of the series X N n¼0 a n ffiffiffiffi ffi l n p f n ðzÞ ð 15Þ are majorized by
For z in a sufficiently small neighbourhood of O 0 we have bdðzÞ=2ot=4; so finally series (15) is majorized by a constant multiple of
which is finite in view of our assumption and the fact that the sequence ðl t=4 n Þ is square summable. &
Continuous families of domains
Throughout this section and in Section 7 we study conditions which assure that the Bergman eigenfunctions do not vanish on the boundary of the domain. We start with the following generous hypothesis, fulfilled for instance by the families of concentric disks or confocal ellipses. Let O t ; 0ptp1; be an increasing family of simply connected, bounded planar domains with C 1 -smooth boundaries: O s CO t ; sot: We can assume in this case that there exists a scalar function f defined on a neighbourhood U of O 1 such that
and possessing non-vanishing gradient along all curves fðzÞ ¼ t; 0ptp1: Let
be the restriction operators. Then the following result holds. 
Therefore, we find as in the previous section that
for every harmonic function hAHCðO 1 Þ:
In particular, this relation implies
By subtracting the equations above for two different values 0ouoto1 we obtain an identity of averages of the harmonic function h:
Let ds denote the arc length measure along the curve @O u : According to the Coarea Theorem (see [11, Proposition 3, Section 3.4.4] ) the positive function
; fACðCÞ:
We denote by
the associated probability measure supported by @O u ; and by
the fixed probability measure arising from the right-hand side of the above identities.
In conclusion, by passing to the limit in (17) we obtain the balayage identity Z
Actually, we first obtain the identity for all harmonic functions hAHCðO 1 Þ: Due to the simple connectedness of O u and its boundary smoothness, an approximation argument shows that the identity holds for all harmonic functions in O u which are continuous up to the boundary. Thus dm u is the balayage on the curve @O u of the probability measure dn: Then it is known that the Radon-Nikodym derivative dm u =ds ¼ jf j 2 g u is strictly positive on @O u : In particular f does not vanish on this curve, and the proof is complete. & 
By keeping the conditions of Theorem 3.1, assume that the operators R n t R t have the same eigenfunctions. This is the same as stating that they commute: ½R n s R s ; R n t R t ¼ 0; s; tA½0; 1: Then we know that each common eigenfunction f n does not vanish in the region O 1 \O 0 :
In addition, let us suppose that @O 1 is smooth and real analytic. Then, as remarked in the introduction, each eigenfunction f n extends analytically across @O 1 : Moreover, the proof of Theorem 4.1 shows that f n does not vanish on @O 1 :
This implies, as shown in Section 2, that the spectrum of the restriction operators R n t R t is simple.
Thus, we can speak without ambiguity of the nth eigenfunction f n : Actually, the proof of the simplicity of the spectrum uses only the analyticity of a portion of the boundary of O 1 ; hence the next result. Proof. According to Corollary 4.2 applied to the subharmonic function s ¼ jhj 2 ; hAAL 2 ðO 1 Þ; we find that
Let V n be the closed subspace of AL 2 ðO 1 Þ generated by the functions hf n with hAH N ðO 1 Þ: According to the minimax principle, the space V n has codimension at least equal to n:
On the other hand, since the function f n is free of zeros in a neighbourhood of @O 1 ; the space V n coincides with the space of all functions f AAL 2 ðO 1 Þ which vanish, with the same order, at the (finite) zero set of f n : In conclusion f n has at least n zeros, all contained in O 0 :
To prove that the function f n has exactly n zeros we use the main lines in the proof of the Hardy space case. We start with the identity Z
where c is a positive constant, derived as in the proof of Theorem 4.1 (where the function g 0 was defined). Hence f n are the eigenfunctions of the restriction operator:
We have denoted by P 2 ðG; dtÞ the closure of polynomials in L 2 ðG; dtÞ where G is a smooth closed curve and t is a positive measure supported on G:
At this point it is perhaps necessary to recall a couple of simple observations concerning the change of the domain by a conformal map. Note that a conformal map f : U-V induces by pull back a unitary operator:
Moreover, if we have a positive measure m supported by a compact subset of U; then the push forward measure f * m is supported by V and the map
is still unitary, and compatible with the restriction operators:
More exactly R V f n ¼ f n R U and consequently the two restriction operators have unitarily equivalent moduli:
A similar unitary equivalence can be established for weighted Hardy spaces.
Via a conformal map (recall that @O 1 was supposed to be real analytic) the operator T is unitarily equivalent, as remarked before, to the restriction operator:
where k is a strictly positive, continuous function on T and n is a positive measure supported by a compact subset of D: The eigenfunctions of T 0n T 0 will be of the form f n ðfðzÞÞf 0 ðzÞ; where f is the conformal mapping. Then it follows as outlined in Section 2, by deforming the function k to 1 and the measure n to w rD ; ro1; that the eigenfunctions corresponding to the continuous path of simple self-adjoint restriction operators have the same number of zeros in the unit disk.
In conclusion, for each nX0; the function f n ðfðzÞÞf 0 ðzÞ has n zeros in D; and consequently f n has n zeros, all contained in O 0 :
In view of a result of Szego¨ [36] , if, in the above scenario, each eigenfunction f n is a polynomial of exact degree n; then the conformal mapping of the unit disk onto the complement on the Riemann sphere of O 0 pulls back the continuous family O t \O 0 onto concentric annuli. Moreover, the geometry of these moving boundaries turns out to be very rigid, essentially reducible to the two examples presented in the introduction, see [36] for details.
A free boundary approach
An alternative method for studying the eigenfunctions of the restriction operator between Bergman spaces begins by characterizing them as solutions to a certain free boundary problem. This idea is developed below.
Let us return to the original setting of two bounded domains O 0 CO 0 CO 1 and assume that they have C 1 boundary. We will also assume that O 1 is simply connected.
Let f AAL 2 ðO 1 Þ be an eigenfunction of the restriction operator R n R; with corresponding eigenvalue l:
According to Havin's Lemma for the Cauchy-Riemann operator [19] , there exists a function v in the Sobolev space W 
As a matter of notation we put for an analytic function h; h n ðzÞ ¼ hð% zÞ whenever these compositions make sense.
By taking into account that the function v is continuous up to the boundary of O 1 and it vanishes there, we obtain lF n ð% zÞ ¼ bðzÞ; zA@O 1 ; whence the necessary condition:
(i) The function F n ð% zÞ analytically extends from @O 1 to O 1 \O 0 : In our notation this extension is l À1 bðzÞ: The second matching condition, on the boundary of O 0 implies that F n ð% zÞ þ aðzÞ ¼ bðzÞ; zA@O 0 : Hence the second necessary condition:
(ii) The function bðzÞ À The converse, in the C 1 smoothness case, but still under the simply connectdness assumption imposed on O 1 ; can be proved by reversing the above argument. In conclusion we can state the following proposition. As an application we prove, by a different method, the following observation originally due to Andersson [3] .
n is an eigenfunction of the modulus of the restriction operator R.
Then O 0 ¼ rD is a concentric disk ðro1Þ:
Proof. Let us assume that there exists nX1 such that the function F ðzÞ ¼ z n satisfies the analytic continuation assumptions (i) and (ii).
The Schwarz function S 1 of the unit disk is S 1 ðzÞ ¼ z À1 ; therefore, in our preceding notation bðzÞ ¼ The same conclusion can be reached if we assume that the function z À a is the analytic primitive of an eigenfunction of the restriction operator. Indeed, in this case we know that l z À % z analytically extends from the boundary of O 0 to its interior. But this shows that the Schwarz function of the boundary of O 0 is meromorphic, with exactly one simple pole at the origin. Therefore O 0 is a disk centered at 0: For more details about quadrature domains we refer to the monograph [34] and Section 8.
A related result, obtained by the same technique, follows. Proof. Assume that pðzÞ is a polynomial which is an eigenfunction of the restriction operator. Let PðzÞ be a polynomial antiderivative of pðzÞ: Then the rational function P n ð1=zÞ extends from the unit circle to the boundary G of O 0 : Let SðzÞ be the Schwarz function of G; that is % z ¼ SðzÞ; zAG and SðzÞ is a meromorphic function inside O 0 : Then, according to condition (ii) above, there exists l > 0 such that the function lP n ð1=zÞ À P n ðSðzÞÞ; zAG;
analytically extends inside O 0 : But this implies that SðzÞ cannot have other poles than z ¼ 0; and second, by a degree count, that its pole must be of order one. Therefore, the only choice for O 0 is to be a disk centred at z ¼ 0:
6. On inverse balayage of modulus square of an analytic function
In this section we discuss in some generality possible requirements on measures n; compactly supported in a domain O; which can be considered as inverse balayage measures of a density jf j 2 w O ; f analytic, and also the relationship between these requirements and the condition that f is an eigenfunction for the restriction operator from O to a smaller domain.
We assume throughout that OCC is a bounded domain with @O consisting of finitely many smooth analytic curves and that f is analytic in a neighbourhood of % O: We allow f to have zeros but not to be identically zero.
By using the Cauchy-Kovalevskaya theorem or, more elementary, by exploiting the Schwarz function as indicated below, one constructs a function u (sometimes called the ''modified Schwarz potential'') and a distribution n with compact support in O satisfying
Here n is determined by u; while u itself is uniquely determined only in a neighbourhood of @O:
The distribution n can always be taken to be a signed measure. In fact, one may even choose u and n to be a smooth functions. However, we shall usually prefer not to choose them that way.
The reason that the overdetermined boundary value problem (21) is related to inverse balayage is that if we extend u by zero outside O then Du ¼ jf j 2 w O À n in all of C; showing that u is the difference between the logarithmic potentials of the measures jf j 2 w O and n: Thus, since u ¼ 0 outside O; these potentials agree outside O; saying that jf j 2 w O can be viewed as a form of balayage of n:
Another way to put it is to say that (21) is equivalent to the quadrature identity
Taking hðzÞ ¼ logjz À zj for zeO gives the earlier statement concerning logarithmic potentials, while for the other direction we have
where the partial integration can be justified in various ways. Let SðzÞ denote the Schwarz function [9, 34] of @O; i.e., the analytic function defined in a neighbourhood of @O and satisfying SðzÞ ¼ % z on @O: In terms of SðzÞ the solution u of (21) Note that u will not be changed if we add constants to F and G; so the above construction works even if F and G exist as single-valued functions only locally.
Next, we may continue u continuously to all of O by requiring that it solves
Then (21) holds, with n a signed measure supported by a nullset:
It is many times desirable that u and n satisfy additional conditions. Examples of such conditions are
In (28) the orders of the zeros should be taken into account. The precise form of the statement is that if f has a zero of order m at a point z 0 AO then u should satisfy
When this holds all derivatives of u at z 0 of orders pm will vanish by virtue of (21) (assuming z 0 esupp n). We remark here that if f has a zero of order m at a point z 0 A@O; then it follows directly from (21) (or (23) ) that all derivatives of u of order pm þ 1 automatically vanish there. Thus a condition like (29) need not be stated separately when z 0 is on the boundary.
In place of (25) it may be desirable to have n of the form
for some 0olo1 and some open set D l CO: As a final requirement we may ask that
In case (31) is satisfied we set
In the above construction we can, by enlarging K if necessary, always assume that (31) holds.
In order to state the relevance of the above conditions in the context of quadrature identities and eigenfunction identities we introduce also a weaker version of (21) allowing u to take different constant values on different boundary components:
Here we may normalize u by taking it to be zero on the outer boundary component. In case O is simply connected (21) and (33) Remark. In (ii) assumption (26) has no deeper significance, it is just an easy way to ensure that the right member of (34) makes sense. It can still attain the value ÀN: In general, the test classes above are not the optimal ones (it would have been more appropriate to require integrability with respect to jf j 2 dA in (22), (34), (35) , for example), but with our regularity assumptions on @O the exact choice of test class is of minor importance.
Proof. Statements (i)-(iii) are in principle well known. See e.g [27, 28] (Proposition 6) [29] for the case f ¼ 1 but with no regularity assumptions on @O: Under our regularity assumptions there are no difficulties in extending these results to general f analytic in a neighbourhood of % O: It remains to prove (iv). If (36) holds, take
In view of (32) this gives that
(and by continuity up to @O), where ''hat'' denotes Cauchy-transform, e.g.
But this is nothing else than (33 Conversely, assume that (33), (28) hold and (for simplicity of notation) that f has only one zero, say at z 0 AO: Then for g analytic in a neighbourhood of % O (and such g are dense in AL 2 ðOÞ) we get Remark. Condition (28) says that the zeros of f should be what is known as ''special points'' for the quadrature identity (35) . This terminology was coined in [33] , but the type of points were studied already in [27] . One may define a special point for (35) as a point in O\supp n at which g may have a pole and the quadrature identity still holds. It is in fact obvious that (36) is equivalent to (35) holding for all g for which gf is analytic, i.e., for g allowed to have poles up to the orders of the zeros of f : (Note however that both members of (35) make sense for g having poles of higher orders than that, so our special points are not required to be ''maximally special''.)
Now we return to the inverse balayage and to the question to what extent it is possible to choose u and n in (21) so that (25)-(31) are satisfied. With the construction given initially in this section we saw that conditions (25) and (31) could always be met. It is not entirely obvious that n will be positive (26) . In fact, this will not always be the case, but by choosing the compact K carefully, or simply large enough, (26) will hold. See [18, Theorem 3.3] for example.
As for the further properties we summarize everything in a theorem.
Theorem 6.2. With O and f as in the beginning of this section it is always possible to find u; n so that they, in addition to (21), satisfy ð25Þ; ð26Þ; ð28Þ ðwith ð29ÞÞ; ð31Þ:
In this list we may replace (25) by (30) for l > 0 sufficiently small. If (27) happens to hold for the original n (in (25)) then (and only then) we can allow all 0olo1 and still have D l CO (plus the remaining properties in the list).
If f has no zeros on @O then we can (with a slightly different construction compared to above) choose u; n to satisfy ð26Þ; ð27Þ; ð28Þ ðwith ð29ÞÞ; ð31Þ:
In this case n will not be as in (25) , but can still be chosen of the form (30) for 0olo1 sufficiently close to one (and with D l CO).
If f has zeros on @O then (27) can not always be satisfied, not even in a neighbourhood of @O:
Various parts of the above theorem can be translated into the setting of eigenfunctions for the restriction operator R : AL 2 ðOÞ-L 2 ðmÞ: We state explicitly only one such example. For the proof it suffices to deduce from Theorem 6.2 the existence of u and n satisfying (21) (in particular (33)), (31) and (28) . Then the corollary follows from (iv) of Proposition 6.1.
Proof of Theorem 6.2. For the first statement of the theorem it remains to show that (28) and (30) 
Then u is defined in O 0 \K for some compact KCO 0 : Extending again u by (24) to all of O 0 we obtain u; n so that (21), (25) hold for O 0 : Next, the main result (Theorem 4.3) in [18] shows that nX0 if K is chosen large enough. Finally, it is immediate to verify that (21) holds also for O itself with (29) holding at z 0 :
If we want to have n satisfying (10) in place of (5) we sweep it out to the desired density 
See [27, 28, 17] for example. For D l to exist n needs to be sufficiently big on its support. When supp n is a nullset it is enough that nX0; and this is what we have (by (25) , (26)).
Simple estimates show that D l CO if l is small enough. In principle, the construction of D l works for all l > 0 provided just jf j 2 is defined everywhere (e.g., if f is an entire function). In any case, for those l for which D l exists, it is uniquely determined (up to nullsets) by (38) , it is monotone increasing in l and, even though it need not be connected, each component of D l contains a component of supp n:
Using (ii) of Proposition 6.1 and the uniqueness of D l in (38) we see that D 1 ¼ O if and only if (27) holds. Since the D l are monotone in l it follows that D l CO holds for all 0olo1 exactly in that case. This proves the first part of the theorem.
If f has no zeros on @O then it is not hard to see that u defined by (23) If we extend u to K by (24) as in the previous case it may happen that we destroy the positivity of u: Therefore we choose another extension (which however has the drawback that it violates (25)): we simply set u ¼ e in int K: This yields n of the form n ¼ n @K þ jf j 2 w K for some n @K X0 with supp n @K C@K: One can actually do a little better by taking u to satisfy, for some d > 0;
Then (21) and (27) hold with n of the form
where supp n @K C@K and where n @K X0 still holds if d is small enough. This n is big enough on its support to guarantee the existence of a quadrature domain D l as in (18) Example. This is an example to show that the modified Schwarz potential u may become strictly negative close to a boundary point at which f has a zero. It is closely related, via conformal mapping with F ; to the well-known fact that u typically becomes negative inside a cusp in case of constant weight (we will have f ¼ 1 in the transformed domain). Constructing u as in (23) we have
This gives (after some computations)
For z ¼ iy we get uðiyÞ ¼ As remarked in the proof of Theorem 6.2, if f is an entire function then the family D l obtained in (38) exists for all l > 0: Leaving inverse balayage for a moment and turning to forward balayage we may, for any bounded domain O; apply (38) to n ¼ jf j 2 w O to obtain domains D l *O for l > 1 which in particular satisfy
As l increases the boundary @D l propagates with normal velocity equal to jf j À2 times the density of classical balayage of jf j 2 w O onto @D l (see beginning of Section 4). It thus has infinite speed at zeros of f : Numerically produced pictures of the propagating boundary near zeros of f can be found in [6] .
Thus, f having zeros is no obstruction to the development of D l in itself, if it is just asked to satisfy the quadrature identities and the boundary @D l is allowed to propagate in a nonsmooth way. However, the additional condition (28) necessary to pass to the corresponding eigenvalue identities is not so easy to satisfy. Even if it happens to hold for one particular value of l it will usually be violated as l changes.
The only cases we know of for which (28) is valid for all l in an interval are certain symmetrical situations involving changes of topology, for example when a hole is filled in at a zero of f : (Example: start with O ¼ frojzjoRg; f ðzÞ ¼ z and let, as l increases, r decrease to zero and R increase, so that from a certain point on we have a growing disk.) Going in the other direction (lo1) this is the way the D l which were constructed by inverse balayage in the proof of Theorem 6.2 behave near zeros of f :
The rest of this section is devoted to constructing a counterexample related to the eigenfunction identity.
Example.
The example is based on Example 1.2 in [27] . Let a 0 ; a 1 be numbers having dimension ''area'', satisfying 0oa 0 opoa 1 oep:
For any a > 0; 0obop; let Dða; bÞ ¼ zAC :
be the annulus of area a for which the ''hole'' has area b: It is a quadrature domain for analytic functions for the uniform measure on jzj ¼ 1 with total mass a: For every 0oaoep there is a unique choice of b ¼ bðaÞ ð0obðaÞopÞ such that Z Dða;bðaÞÞ logjzj dAðzÞ ¼ 0:
Thus b ¼ bðaÞ guarantees that the annulus is a quadrature domain also for harmonic functions. It is in fact even a subharmonic quadrature domain. Take, as a preliminary choice of domains,
We assume that a 0 is taken so small that D 0 CD 1 :
we have
i.e., D 1 is a quadrature domain for harmonic function for the measure (40) then there does exist a monotone chain, due to the fact that we in that case can vary the annuli Dða; bÞ freely, without the restriction b ¼ bðaÞ: To deform D 0 to D 1 we just let the inner radius of D 0 tend to zero and the outer radius tend to that of D 1 as t goes from zero to one.
Next, we modify the above construction so that both initial domains become simply connected. We may take
for e > 0 small enough, or an approximating domain with analytic boundary. Keeping the previous notation one easily shows that there exists a quadrature domain O for subharmonic functions for the measure 1 l w O 0 and that it has the approximate shape of D; in particular is doubly connected.
Also a simply connected domain O 1 ; approximating D 1 and being a quadrature domain for harmonic functions will exist. As O 0 was obtained from D 0 by removing a small sectorial piece, call it P; O 1 should be obtained from D 1 by making a corresponding removal, but with factor 1 l : we will have to remove the mass 1 l w P from w D 1 and the result should be of the form w O 1 : In concrete terms this means that we look for a domain O 1 containing % P and satisfying Z
This is a problem of inverse balayage, and the construction of O 1 essentially follows the proof of the second statement of Theorem 6.2 above (see also [14] for more details): one first makes a basic step of inverse balayage from D 1 to obtain a sufficiently concentrated measure of compact support, then one sweeps that measure to the desired density 1 þ connected. Note that the total mass of 1 l w P can be made arbitrarily small by choosing e above small enough.
So now we have produced two simply connected domains O 0 CO 1 satisfying (39) (with O in place of D) and such that no continuous monotone chain of intermediate domains O t satisfies the corresponding identities (40) . Since f ¼ 1 has no zeros the corresponding eigenvalue identity is (by Proposition 6.1) the same as (39) holding for analytic functions.
It follows that there is at least no chain of simply connected domains satisfying the eigenvalue identities (since for simply connected domains analytic and harmonic test functions give the same).
There still exists a chain O t satisfying (40) for analytic test functions if we allow multiply connected domains. This fact can easily be deduced from Corollary 4.1 in [15] , stating that the class of quadrature domains for analytic functions and a given measure is arcwise connected, i.e., that any two such quadrature domains can be deformed into each other within the class. In the present case we have two different measures (w O 0 and 1 l w O 0 ) but also these can be deformed into each other so that causes no problem. It seems likely that, at least in the present case, the deformation can be chosen to be monotone with respect to inclusion (as in Remark above). End of Example.
Harmonic function equigravitational with a given one
Another concept of balayage will provide throughout this section a different approach to proving the non-vanishing on the boundary of the Bergman eigenfunctions. This involves constructing a harmonic function in a domain that, as a mass density, is ''equigravitational'' with a given one. This idea seems to be due to A.I. Prilepko, in work dating from 1966, and has been used in connection with inverse problems of potential theory by several investigators from the Soviet school; for an account, with references see [7, Chapter 7] , especially Theorem 7.1 of that book. This encompasses the first assertion of our Theorem 7.2 (which we found independently). The second assertion in Theorem 7.2 as well as Corollary 7.3 and its application in Theorem 7.5 are believed to be new. Due to its possible independent interest, we will present the potential theoretic part in an n-dimensional setting.
First, we note an example showing that in the Bergman space framework the eigenfunctions of the restriction operator may vanish on the boundary of the larger domain. This is an oversimplified version (including the proof) of Theorem 6.2. Proof. By virtue of results of [18] there exists a positive measure n compactly supported in O and such that
for all harmonic and integrable functions u in O: In particular, this is true for u ¼ % h with hAAL 2 ðOÞ:
Define now the measure dm ¼ jf j À2 dn: This is again a positive, compactly supported measure satisfying
In virtue of the regularity assumption on the boundary of O and the non-vanishing of f in O; any function gAAL 2 ðOÞ can be approximated in the Bergman metric by functions of the form fh; hAAL 2 ðOÞ: But this means that
that is f is an eigenfunction of the modulus of the restriction operator R; corresponding to the eigenvalue 1.
Note that in the above statement f can have any finite number of zeros on the boundary.
Let us now focus on conditions under which the Bergman eigenfunctions cannot vanish on the boundary of the domain. Until further notice O is a bounded domain with smooth boundary of R n (n arbitrary). The volume measure will be denoted by dx: 
The biharmonic Green's function is a function G y AC N ð % O\fygÞ defined for each point yA@O and such that DDG y ¼ d y in the sense of distributions and G y and rG y vanish on G ¼ @O:
Proof. If we can find vAC 2 ðOÞ-C 1 ð % OÞ such that
then for uAHCð % OÞ we would have
So, by an approximation argument relation (45) in the statement would hold. Now remark that (47) implies DDv ¼ Df and together with the boundary conditions (47) this is a correct Dirichlet problem that determines a unique solution v: Then the function h ¼ f À Dv will be harmonic, and by the regularity up to the boundary results for elliptic equations will find that vAC 2 ð % OÞ and hAHCð % OÞ: The function h is unique, because if (45) holds for h 1 and h 2 then
Assume now that the biharmonic Green function of O is positive and that f is a subharmonic function. Let sASCð % OÞ:
Since Df X0; the positivity of the Green function implies vX0: Therefore inequality (46) is proved.
Thus we have proved that every function f admits a unique equigravitational harmonic function h: We will denote in short h ¼ EGH½f : In other terms we remark that EGH½f is the orthogonal projection of f onto the subspace of square integrable harmonic functions, with respect to the L 2 inner product. The proof of the corollary is a consequence of the inequality (46) and the following general result. for a dense subspace V of the space fgACð % OÞ; gðyÞ ¼ 0g: We will choose the space V to consist of all functions gACð % OÞ which vanish in a neighbourhood of y: So, we need only to verify that, for each e > 0; Remark. (1) Even for non-smooth boundaries, satisfying for instance at every point an outer cone condition, the choice sðxÞ ¼ jxj
Àr with large r would imply the same conclusion.
(2) A corresponding ''harmonic delta function'' cannot exist at a smooth boundary point; this is shown by a technique similar to that employed in proving Theorem 8. Moreover, in the case of the disk we have an explicit formula in terms of the Bergman kernel:
For each fixed wAD the kernel Hðz; wÞ extends real analytically across T: Since Hð0; zÞ ¼ 1=p; zAT; there exists a neighbourhood E of 0; henceforth called a harmonic kernel positivity set, with the property that:
Hðz; wÞ > 0; zAT; wAE:
A simple computation shows that the open disk Dð0; ffiffi ffi 2 p À 1Þ is a positivity set for the kernel H: Theorem 7.5. Let m be a positive measure supported by a harmonic kernel positivity set of the unit disk and let f n be an eigenfunction of the modulus of the restriction operator R : AL 2 ðDÞ-L 2 ðmÞ: Then f n does not vanish on T:
Proof. Let l n be the corresponding eigenvalue, and let h ¼ EGH½l n jf n j 2 : That is h is harmonic in the disk, and for every uAHCðDÞ we have Z
In particular, this identity applies to the harmonic kernel and it yields l n jf n ðzÞj 2 XhðzÞ > c n ; zAT:
Once Theorem 7.5 is proved, the deformation argument contained in Section 2 applies and shows that each f n has exactly n zeros in the unit disk.
As a final remark to this section we include an estimate of the uniform norm of the Bergman space contractive divisors recently discovered by Hedenmalm; for a simplified construction of these functions see [10] . Let O be a relatively compact subdomain of the unit disk D and let E be a finite subset of D: Following [10] there exists a contractive divisor g E AAL 2 ðDÞ satisfying: jjg E jj 2;D ¼ 1; the zero set of g E is equal to E; g E analytically extends to the closure of the disk and one has the estimate:
Let l n ¼ l n ðOÞ; f n be, as before, the eigenvalues and, respectively, the eigenfunctions of the self-adjoint operator R n R: Then the subspace g E AL 2 ðDÞ has codimension n; and by Courant-Fischer's minmax principle we find a non-zero function hAAL 2 ðDÞ such that:
Thus we have proved the following Proposition 7.6. Let O be a relatively compact subdomain of the unit disk. Then
Note the independence of O from the zero sets E above. In the case of restriction from the Hardy space, such an inequality is well known in connection to estimates of n-widths; there g E being replaced by a finite Blaschke product, and the minimum being attained at the distribution of points appearing in Theorem 2.1 above, see [12] .
The representing kernel
Let O be a relatively compact subdomain of the unit disk D and let R : AL 2 ðDÞ-AL 2 ðOÞ be the restriction operator. In this section study a few properties of the representing kernel L of the (nuclear self-adjoint) integral operator R n R: This function will turn out to be expressible in compact form, as a function of the exponential transform of O; a kernel which has recently appeared in operator theory [25, 16] . Thus, by combining the known facts about the exponential transform with some standard computations we will show for instance that, whenever O is a quadrature domain, the kernel L is a simple rational function depending only on the defining equation of O: This observation implies that a finite section of the Taylor series at a fixed point, of the kernel L; or equivalently, of the matrix attached to R n R in the standard basis of AL 2 ðDÞ; determines in a constructive way the underlying quadrature domain O: are the moments of the set O: It is well known that the moment matrix ða mn Þ determines, even in a canonical way, the domain O; see [16, 25] . Thus the matrix of R n R with the standard monomial basis of AL 2 ðDÞ determines O: We will see later in this section that for special domains even a finite section /R n Re m ; e n S N m;n¼0 of the matrix suffices to recover O:
The related question whether the spectrum of R n R determines O (possibly modulo non-Euclidean rigid motions) remains open. We remark however that the spectrum of R n R contains geometric information, as for instance one finds out by computing the trace
and in the latter we recognize the non-Euclidean area of O: Let us turn now to L O ðz; % wÞ; z; wAD; the continuous kernel of the operator R n R: [34] . For the results related to the exponential transform see [25, 16] . For an early reference, in a different context, to the same exponential transform see [2] . A direct computation shows then that the functions f n ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi al n þ 1 À l n p ; nX0;
form an orthonormal system in AL 2 ðO 1 Þ; with respect to the norm jj Á jj a : Thus the corresponding reproducing kernel is K a ðz; % wÞ ¼ X N n¼0 f n ðzÞf n ðwÞ al n þ 1 À l n :
In this way one can compute, for a fixed value z 0 AO 1 ; the extremal value sup jjf jj a ¼1 jf ðz 0 Þj 2 ¼ 1 K a ðz 0 ; z 0 Þ :
Finite rank restriction operators
The aim of this section is to discuss a few applications of the results proved above to one of the simplest, and in some sense, extreme situation, namely that of finite rank restriction operators. Let O be a bounded planar domain and let which completes the proof.
Actually, the above proof gives more. Namely the eigenvalue problem (59) for jRj is reducible to linear algebra computations, with the only given data being the positive definite Gram matrix K ¼ ½K O ða i ; a j Þ n i;j¼1 and the diagonal positive matrix C ¼ diagðc 1 ; c 2 ; y; c n Þ: Indeed, denoting by f the column vector ðf ða 1 Þ; f ða 2 Þ; y; f ða n ÞÞ; Eq. (59) implies, by evaluating w ¼ a i :
Once this system is solved, formula (59) explicitly gives the eigenfunctions f : Corollary 9.2. With the above notation, the operator jRj is unitarily equivalent to the matrix ffiffiffiffi C p K ffiffiffiffi C p ALðC n Þ; where ffiffiffiffi C p is the positive square root of C:
Proof. Indeed, an eigenvalue l of jRj satisfies the system ffiffiffiffi
Since the matrix ffiffiffiffi C p K ffiffiffiffi C p is positive definite and it has the same spectrum as jRj; the unitary equivalence among them follows.
At this point we can combine these observations with the general qualitative analysis of the eigenvalues of jRj and obtain for instance the following result (directly derived from the proof of Theorem 7.5).
Theorem 9.3. Let O be a bounded domain with smooth boundary and let m be a positive measure of finite support contained in the harmonic kernel positivity set of O: Let f 0 ; f 1 ; y; f nÀ1 be the eigenfunctions of the restriction operator jRj; with corresponding eigenvalues l k arranged in decreasing order.
Then the eigenvalues l k are mutually distinct and each f k ; 0pkpn À 1; does not vanish on @O and has exactly k zeros.
In the case of the Hardy space, as shown by Fischer-Micchelli, the statement is true without any restriction on the support of the measure m: Of related interest is Videnskii's recent study [40] of the rather intricate problem of locating the zeros of finite linear combinations of the Bergman kernel of the disk.
To give a simple application of the theorem, which otherwise seems to be difficult to prove, we can consider the case of the unit disk D and equal weights ; are distinct.
The finite rank framework also provides a simple negative answer to the inverse spectral problem discussed at the beginning of Section 8. For instance, take a two point mass measure m ¼ ad a þ bd b ; where a; bAD and a; b are positive constants. Then the restriction operator R : AL 2 ðDÞ-L 2 ðmÞ has rank two, hence its spectrum depends on 2 real parameters. On the other hand m depends on 6 free real parameters, and the non-Euclidean rigid motion group (that is the group generated by the Moebius transforms and the complex conjugation) has 3 real parameters. Therefore, the spectrum of R n R cannot determine in this situation the measure m; even up to non-Euclidean rigid motions. To be more precise Lemma 9.5. There exists a continuum of discrete measures m t ; tA½0; 1; each consisting of two atoms, such that the moduli jR t j of the restriction operators R t : AL 2 ðDÞ-L 2 ðm t Þ are all unitarily equivalent jR t j jR 0 j; tA½0; 1; and such that for every pair sat; 0ps; tp1; there is no rigid non-Euclidean transform T with the property that T * m s ¼ m t :
We do not know whether a similar example exists with characteristic functions of subdomains of the disk instead of atomic measures.
