Abstract. This paper provides some expansions of the Riemann xi function, ξ, as a series of Bessel K functions.
Introduction
Some expansions of the Riemann ξ function (and expansions of related functions) are provided in this article as sums of the form,
where K s (x) denotes the Bessel K function. Theorem 2.1 and Theorem 3.1 use transformation formulas of theta functions. Conjecture 6.1 is based on a partition of unity different from the one Riemann used in his memoir. Partitions of unity, such as that employed by Riemann, are more or less equivalent in the derivation of the meromorphy and functional equation of ζ(s), but we found only one of them that gave Bessel expansions. We suspect that among algebraic functions of λ there are others. One of these is given in the appendix.
Much of the appendix is a discussion of a curious zeros phenomenon which occured in relation to partitions of unity that arose in the use of Hecke operators. Some of the numerical data is given. It hinted that an eigenform for Hecke operators would be interesting. We were able to construct an eigenform for weight one half Hecke operators indexed over odd indices, but we could not show that it converged.
Conjecture 6.1 is a provisional result, based on a conjectured upper bound on certain partition coefficients. The result holds up under numerical tests, and it looks like an elementary proof, somewhat lengthy, would establish the upper bounds in the same way as the elementary proofs establish the upper bounds of the standard partition function. 
A first ζ(s) Bessel Series
Theorem 2.1. Define a multiplicative function, a n , on prime powers by, a n = σ 1 (n)
Then, The result provides a rapidly convergent series for ζ(s). How it would compare with the methods currently in use calculating zeros we cannot say. We include this result, and some others like it, as a comparison to the kinds of expansions using a partition of unity mentioned in the introduction.
A second ζ(s) Bessel Series
Define multiplicative functions, A = a n and B = b m , on prime powers by,
In this case,
is multiplicative in j for all s and we have,
Proof. The proof of theorem 3.1 is very much like the proof of theorem 2.1. Replace θ 4 with θ 4 4 on the right hand side. Use the formula for the number of representations of an integer as the sum of four squares on the left hand side.
The asterisks indicate the usual,
and the compound zeta function is essentially the zeta function of r = 4, where r is the integer variable introduced in section 4. We mention also another BesselK expansion of zeta expansion which originates from θ 8 4 . We skip the details.
Regarding theorem 3.1, there is an additional result that we can prove about the zeros of c k (s). Proof. Since c n (s) is multiplicative, we only need to look at the zeros of c p k (s) where p is prime. If p = 2 there are no zeros of
For p an odd prime, the equation for c p k (s) is as follows
Now we will perform a couple of changes of variable in turn:
Note that s is pure imaginary exactly when z is on the unit circle which also corresponds to real φ between 0 and 2π. We will use the following approximation of c p k (s),
Note that the formula on the right has all its zeros when z is on the unit circle. We will attempt to use this approximation to show that the zeros of c p k (s) only occur when z is on the unit circle. To make this argument we use the following estimate for all z on the unit circle:
If we now make the change of variable where m = k + 1 we have a zero for c p k (s) for some φ in the range
Since c p k (s) is z −k times a degree 2k polynomial in z this accounts for all the zeros of c p k (s).
A brief note
For the purposes of this paper, it will be convenient to define the functions, θ 2 , θ 3 , θ 4 and λ as a function of y where τ = iy is always pure imaginary. For a positive integer, r, put
and its associated zeta function (valid for σ > 1),
Central to much that follows are properties of the modular function, λ. It provides a particular partition of unity that allows an analytic continuation of the ζ * (s, r) to a form that readily transitions to Bessel K functions. We examined many λ related partitions of unity and found only one that returned a Bessel expansion like Conjecture 6.1. (There may be others. This will be discussed in an appendix.)
A Partition of Unity
The function, ζ * (s, r), may be expressed,
on the critical strip, and we combine this representaton with the partition of unity,
so that if
then two integrations by parts gives two meromorphic expressions in lines 3 and 4 below:
We have chosen not to work with the entire function that comes from line 4,
but rather with,
is the entire function that comes from line 3 (and one integration by parts) in the sequence above for ζ * (s, r). One integration by parts will introduce one set of coefficients, a r (n), to consider in upcoming formulas, while two integrations involves two sets of coefficients, a r (n), a r (n), and a bit more bookkeeping. In the body of the paper we stick with the simpler single integration, and present three expansions for r = 1, 2, 3. While two integrations give pure Bessel expansions in all cases, in the absence of any insight, we go for the method with fewer coefficients. − (4 − r)θ
where the derivatives are taken with respect to y. We note that the coefficients of the log derivaties of θ 3 and θ 4 have a very simple form:
where
A Provisional Result
Conjecture 6.1.
where,
Proof. We have,
where we recall,
The result follows from Dirichlet convolution, collecting m and n according to, j = mn.
The result is provisional upon the justification of the interchange of the sum and integral in the fourth step.
Upper Bounds
We conjecture that for any > 0, then
We have numerical evidence for this conjecture and it conforms with the elementary estimates as obtained in [2] . We recall the estimate,
so that the −2π √ m swamps the π √ 3m, the π √ 2m, and the π √ m, and the absolute convergence of,
holds for r = 1, 2, 3, which justifies the interchange of sum and integral.
Had we applied the inversion, y −→ 1 y to λ alone, the interchange of limits could not be justified. The coefficients, b 0 (m),
of λ, as given in Simons paper [4] , (eq 4), satisfy
does not converge absolutely.
From the formulas above for general r ≥ 1, there follows for r = 1,
The inclusion of the weight one half form, θ, as a factor of λ, reduces the growth of the b 1 (m) significantly, and, as we have conjectured, the sum,
is absolutely convergent. Having obtained a Bessel K expansion of the zeta function, the coefficients, b 1 (m), are then of prime interest and we followed the method of Simons paper to obtain the partition expression of these coefficients. Here we encountered major and minor differences in the r = 1 calculations from Simons r = 0 calculation (and from the classical partition expansion).
In contrast with the r = 0 case the sum for r = 1 in the next section does not converge absolutely. In fact we did not prove that it converges. Numerical tests indicate that it does. We evaluated the arithmetic components of the terms in elementary terms; i. e., sines and hyperbolic sines. The case of r = 2 is like r = 1 though the arithmetic components were not all elementary.
Conjecture 8.1. The coefficients of θλ are given by,
and where, κ(γ −1 ), is a theta multiplier.
This conjecture was obtained using a method similar to that used in [4] .
where S is a Salie sum defined as,
Proof. Using Rademacher's explicit transformation formula [3] for the θ 3 -multiplier, it is a straight-forward calculation to show that the formula holds.
The
The bulk of the remaining calculations are the determination of the Salie sums as trigonometric expressions.
S(a, b, l) Evaluation
When the Salie sums are not zero they are simple trigonometric functions after a √ l is extracted. We saw that the exponential sum,
evaluates the A k (m), k = 2l, as,
We must consider all choices of m and l, in which m and l might or might not share factors of 3 and might or might not share an odd factor other than 3. All possibilities can occur in the A k (m). Thus,
where l 1 and l 1 are the factors of m and l that share primes other than 3. The combinations of e and f that modify the values of S do so in more complicated arrangements for p = 3 than for the other primes, due to the, 3, in S(m, −3B 4 , l). As we saw, this 3 comes from the first power of θ in the formula for the coefficients of θλ. 3 is no longer special for any higher power of θ. At an exceptionally primitive level of understanding, it is strange that any prime would mediate differently between the coefficients of θ r and the zeros of its Mellin transform.
The effect of 3 disappears for θ 2 , which also looks to satisfy a Riemann hypothesis.
Some General Results
We observe the following general results:
It follows from 1 and 2 that if a = b = g, then
A useful theorem
A result of [1] evaluates many cases:
Corollary 11.2. Let p ≥ 3 be a prime. If (a, p) = 1, e ≥ 1, and f ≥ 2, then,
For a prime, p > 3 dividing l 1 and l 1 , a sum of the form, S(p e a, 3b, p f ), (b, p) = 1, will be a factor of S(m, −3B 4 , l) = S(3 e l 1 a, −3B 4 , 3 f × l 1 × c). The few cases are contained in the following result.
Theorem 12.1. Let p > 3 be a prime and let S = S(p e a, 3b, p f ), (p, ab) = 1. Then,
Proof. All of these cases are contained in the Iwaniec formula. We separated the ones that vanished, and the simple Gauss sum, from the last case.
p = 3
The combination of powers of 3 dividing m and l can be grouped according to e = 0, 1, 2, where we have let,
The (twisted) multiplicativity result, 4, of the note, shows that a sum of the type, S = S(3 e a, 3b, 3 f ), is a factor of S(3 e l 1 a, −3B 4 , 3 f × l 1 × c). The situation regarding this factor is given in the following result.
Theorem 13.1. Let S = S(3 e a, 3b, 3 f ). Then,
Proof. The two e = 0 cases are direct results of Theorem 11.1. The results for e ≥ 1 follow from a formula that generalizes Theorem 11.1 in an obvious way. We worked out each of the cases that can occur and presented them in their simplest form.
14. r = 2 With r = 2, then α 2 (s) = s, and
Conjecture 14.2.
and
is the arithmetic factor with the same multiplier, κ(γ −1 ), as before, but squared.
where T is the Kloosterman sum:
Combining conjecture 14.2 and theorem 14.3 above provides a final evaluation for the b 2 (m):
The function,
has the Bessel K series expansion, Theorem 15.1.
Following the same steps in the calculations for b 1 and b 2 we obtained the expression,
We do not believe that the sum in equation 15.1 converges.
Theorem 15.2.
Appendix A.
Assume that for arithmetic sequences [a n ]
is entire, where, as defined earlier,
For the special sequences that appear in Theorem 3.1, numerical tests for the zeros of Ψ gave what was expected: zeros on four vertical lines,
, 0, 1. For a n = b n = 1, the zeros of Ψ that we found were pure imaginary to within machine precision. Other pairs of multiplicative sequences gave zeros that were sporadically distributed. A rationale for which sequences produced highly organized zeros for the associated Ψ is an attactive puzzle. We considered briefly an operator that would encompass the second order equation satisfied by K s , but as that approach would seem to produce a complete understanding of primes, we dropped it except for a curious property of Hecke operators which we take up in Appendix B.
Appendix B. Other partitions of unity
There are other partitions of unity that may be used to provide Bessel expansions for the Riemann Zeta function. For a modular function of weight zero to be a partition of unity it must satisfy the functional equation
If f is such a partition of unity then this leads to a partition of ξ of the form 2ξ(s)
One thing that we considered when we examined partitions of unity was patterns of the zeros of the associated Ψ(s). As a first example, we will consider the zeros of Ψ 1−λ : At this point, we began some experiments with numeric evaluations of the Ψ functions for these partitions of unity. We used Mathematica's numeric integration technology to perform the integrations for equation B.2. We were a bit worried about the accuracy of such calculations because as the prime, p, gets larger, the behavior of the integrand becomes extremely oscillatory. For example, for p = 3 (see figure 1) , the integrand goes between -20,000 to +20,000 but the curve is pretty smooth. But as the prime p gets larger the behavior of the integrand becomes more extreme. For example, figure 2 shows a plot of the integrand when p = 11.
We were a bit concerned that mathematica could not accurately numerically calculate the value of Ψ when the integrand was behaving in such an extreme manner. However when we tested our numerical values for Ψ in the equation B.1 on page 17 and the results were very encouraging. For example, when s = .5+i numeric calculations showed ξ(s) = −0.485757
These results continued to be encouraging for other larger values of s. This seemed like pretty convincing evidence to us because it did not seem likely that Mathematica was using integration by parts in such a manner as to obtain erroneous results that were consistent with B.1. It may be worth noting that in order to avoid errors in Mathematica we had to use some rather extreme values on the numeric integration precision. For example, we set Mathematica up to perform integration with a working precision of 200 places of accuracy and a precision goal of 30 places of accuracy. We noticed that with these settings Mathematica seemed to return results that were significantly more accurate than requested.
One thing that we looked at for partitions of unity generated by a Hecke operator was that in some cases, the zeros clustered around the one-half line. This behavior was not particularly apparent when we considered the Ψ-function associated with H 3 of 1 − λ. In this example we searched for zeros in the square between -50 and 50 + 40i: In this example, the occurances of a real part of .5 does not mean that the zero is exactly on the one-half line; it is just means that such a zero is within machine precision of the one-half line We wondered what would happen if there was a function that was eigenvector of some set of Hecke operators. We found a sum, which, formally, was an eigenvector for the Hecke operators for all odd primes but we could not prove that the series converged.
There are also partitions of unity that come from pieces of the Hecke operator. For example, f (τ ) = 1 − λ τ + a p is a partition of unity if a is even, p is an odd prime and
This example can be generalized. Such functions are algebraic functions of λ although their coefficients grow too quickly produce a Bessel K expansion of the ζ function. Another class of algebraic functions of λ are also partitions of unity may be obtained using the lemma below. In some cases, these have the advantage that their coefficients go to infinity slowly enough that they may be used provide Bessel K expansions for the zeta function.
Lemma B.1. Suppose that R(x) and S(x) are polynomials of odd and even degrees respectively with real coefficients such that
is zero only when x = 0 or x = 1 • S(x) has no real zeros when 0 < x < 1 • S(1) = R(1) = 0 then there is a modular function over a finite index subgroup of the Λ group, φ, which satisfies the following conditions:
Proof. For any fixed y, the equation,
will only have a double root when
This means that, R (x)S(x) − R(x)S (x) = 0, so x must be either zero or one. It then follows that y is either zero or one. Now if we consider x and y to be functions of τ where x = φ(τ ) and y = λ(τ ) then there are no double roots in the x variable of R(x) − yS(x) = 0, when τ is in the upper half plane. In addition, since the degree of R(x) is at least one more than the degree of S(x), x cannot go to infinity for τ in the upper half plane.
Thus any solution for φ(τ ), for any given τ in the upper half plane, of the equations R(φ(τ )) − λ(τ )S(φ(τ )) = 0 (B.3) can be extended to a single-valued root for all τ in the upper half plane. Now we will consider the behavior of R(x) S(x) as x goes from zero to one in order to fix attention on a specific root of
We have R(1) S(1) = 1 and
In addition for x in the open interval from 0 to 1,
This means that R(x) S(x) is monotonically increasing for x in the open interval from zero to one. In addition,
We thus can choose the root of
(B.4) Now we will use B.4 to show that the solution, φ, of equation B.3 must be a partition of unity. The conditions of lemma B.1 have been crafted so that if The algebraic equations It is easy to see (see figure 3 ) that for the φ 1 root we have From this last identity, we could also use φ 2 and φ 3 to provide partions of unity.
The λ-group (Γ [2] ) permutes φ 1 , φ 2 and φ 3 . If
It then follows from combinatorial group theory that the subgroup of Γ [2] that leaves φ 1 invariant is freely generated by the elements 
