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Abstract
Application of the adjoint method in computational fluid dynamics makes the
calculation of gradients of objective functions with respect to many design pa-
rameters computationally affordable. The adjoint method can be applied in
sensitivity analysis or gradient-based optimization, dominating other methods
in terms of computational cost. Gradient-based optimization processes used in
industrial settings generally depend on computationally expensive flow simulations
to calculate the gradients. When applying traditional methods, e.g. methods
based on finite difference, the number of simulations required for the gradient
calculations increases drastically with an increasing number of design parameters.
This typically leads to a limited number of design parameters being considered.
The application of the adjoint method in computational fluid dynamics can make
the gradient calculations virtually independent of the number of design parameters.
This can result in a more flexible and robust optimization tool. This thesis includes
optimization and sensitivity calculations where the adjoint method is applied.
The aim of this work is to increase knowledge and experience in utilization of the
adjoint method with a focus on ducted flows within the automotive industry. This
was done by validating previously presented implementations, implementing new
cost functions as well as introducing a new method for shape optimization. In
the derivation of the adjoint Navier-Stokes equations applied in the current work,
the continuous adjoint approach has been followed. The variation with respect to
the turbulent viscosity and the density was assumed to be negligible, and simpli-
fications suitable for ducted flows have been applied. The adjoint method was
applied in gradient-based optimization processes with the aim of minimizing the
total pressure drop though a pipe. The results of three different implementations
of the adjoint method were compared on an industrially relevant geometry where
the boundary conditions resemble conditions in a truck at cruising speed. A
convection-diffusion equation has also been used to simulate species distribution.
The relevant adjoint equations were implemented for incompressible and weakly
compressible flows. Cost functions describing species distribution at the outlet
and at the surface were introduced. Finally, the results of the gradient calculations
using the adjoint implementation were compared to gradient calculations made
using finite difference simulations for a simple two dimensional channel.
Keywords: computational fluid dynamics, ducted flow, optimization, sensitivities,
continuous adjoint method, finite difference.
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2
1 Introduction
This thesis focuses on the development and application of the adjoint method for
ducted flows in the automotive industry. It consists of an extended abstract and
five appended papers. The first chapter contains an introduction to the adjoint
method and its application in the automotive industry. The adjoint equations are
introduced in chapter two. The derivation of the adjoint Navier-Stokes equations
are presented, including the different forms of the adjoint equations applied in the
appended papers. This includes the cost functions applied and the gradient of the
objective function with respect to the design parameters. Chapter three contains
a brief summary of each of the appended papers. Chapter four includes results
not already included in the papers. Concluding remarks are given in chapter five,
which is followed by the appended papers.
1.1 Background
Computer aided engineering (CAE) includes most aspects of engineering analysis
from simulations and validation to optimization. The application of CAE has
become an important part of the design and development process of modern
vehicles. It can decrease product development cost and speed up the development
of new products by the use of computer simulations. The information obtained
from the computer simulations can partially be used to replace expensive and
time consuming physical testing. The use of CAE in the automotive industry
can generally be divided into three stages [3]: Basic modeling and algorithm
research, integration into the development process and the last stage, the active
application of the method in the design and development phases. It is the first
stage that drives the development of CAE methods. The current demand from
consumers and governmental regulations, see Fig. 1.1, for more fuel efficient and
environmentally friendly vehicles while at the same time desires for durability
and performance push designers and engineers to find new solutions and improve
current methods. The strategies applied to obtain these improvements depend on
the respective area of CAE.
Computational fluid dynamics (CFD) is a part of computer aided engineering
and at the same time a core element in the development process in the automotive
industry. It is applied both externally, on parts of a car or a whole vehicle,
and on internal components in the design process. In CFD, the time to set up
simulations and prepare large geometries can be considerable. This is followed
by creation of the computational domain and the flow simulation itself. The
flow simulations performed for engineering applications are often computationally
expensive, requiring high performance supercomputers. The external design of
a vehicle is impacted by various other factors than aerodynamics. This includes
regulations, traffic policies, fashion and saleability. These factors, which are
summed up in the term “market” in [20], are often out of the range of engineers
and limit the freedom of the designers. The internal components, such as ducts,
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Figure 1.1: European emission standards for trucks and buses, showing acceptable
emission limits for new vehicles [21].
are less likely to have to fulfill a fashion standard but are likely to be confined
by packaging constraints. In the design process for a vehicle, the location of the
major components is usually decided first, before the ducts that connect those
components are designed. Getting all the components in place in the limited
space of the underhood of today’s vehicles can be a puzzle, see Fig. 1.2. The
limited design space makes it a challenging task to design the ducts. This is
where a robust and flexible optimization tool can be a valuable help in creating
efficient ducts that are used to connect the different components in the vehicle.
Optimization and flow control have been a subject of fluid dynamics for at least
a century and, as noted in [11], usually consist of three main components. The
first is the constraints which determine the type of flow being investigated. In
the automotive industry, this can e.g. imply the incompressible Navier-Stokes
equations. The second component is the objectives, that is what we want to
control or minimize. Typical objectives for external aerodynamics are drag and
lift force. For ducts, the aim can be to minimize losses through the pipe, maximize
mixing or obtain uniform flow at the outlet. The third and last component is
the controls or design parameters. This includes everything that can be used to
meet the objective, e.g. the injection speed of a fluid injected into a stream or the
parameters that are used to describe the geometry. Performing optimization using
CFD is usually a computationally expensive task. In traditional optimization
methods applied in the automotive industry, the number of flow simulations
needed in the optimization process is highly dependent on the number of design
parameters. With the high computational cost of each simulation and tight
time constraints in modern industry, the solution can be to combine the design
4
Figure 1.2: The underhood of modern vehicles can be tightly packed with com-
ponents. Designing efficient ducts that connect the different components in this
tightly packed compartment is not an easy task. Photo courtesy of Scania.
parameters using only a few control points to describe the geometry. This applies
e.g. to global optimization methods such as genetic and evolutionary algorithms,
see e.g. [2].
Another type of optimization methods are so-called gradient based optimization
methods. Gradient based optimization algorithms generally require a smooth
and continuous objective function and converge to a local minimum. An example
of a typical gradient based optimization process can be seen in Fig. 1.3. The
optimization process begins by evaluating the objective function. This usually
requires one flow simulation followed by an evaluation of the objective function.
The next step is to calculate the gradients of the objective function with respect
to the design parameters. This is normally the most time consuming part. The
geometry is then modified using the information obtained from the gradient
calculations, and the loop starts again. The loop continues until a certain criterion
is fulfilled. An example of a simple gradient based algorithm is the steepest decent
method. It is based on modifying a design parameter by moving in the direction
of negative gradient of the objective function, i.e. a direction that decreases the
objective function. This can be written as
αnew = αold −∆∂J(αold)
∂αold
, (1.1)
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Figure 1.3: Flow chart for a gradient based optimization method. The most time
consuming part is usually the gradient calculations which limits the number of
design variables used to describe the geometry.
where J is the objective function, α is the design parameter and ∆ is the step
size. The last term can be approximated using a finite difference method such as
the forward difference
∂J
∂α
≈ lim
h→0
J(α+ h)− J(α)
h
. (1.2)
This requires one flow simulation to evaluate the objective function for the original
geometry, J(α), and one simulation for each design parameter, J(α + h). This
results in a total of n+ 1 number of flow simulations for each loop in the gradient
based optimization process, Fig. 1.3, where n is the number of design parameters.
This approach therefore becomes computationally too expensive for most industrial
applications when applied to a large number of design parameters. This part of
the optimization process, i.e. the gradient calculations, is where application of
the adjoint method is advantageous. It allows for the gradient calculations to
be performed using only two solver calls, one for the primal flow solver and one
for the adjoint solver. This makes the adjoint method an attractive choice for
gradient calculations and sensitivity analysis when dealing with multiple design
parameters in computationally expensive CFD simulations.
1.2 The adjoint method
The adjoint method has a history in optimal control theory dating back to the 1950s
and has since been used in various different applications ranging from optimization
in computer graphics [33] to pricing options in financial applications [1]. One
6
of the first appearances of the adjoint method in fluid dynamics is from 1973
when the continuous adjoint formulation of the Stokes equations was presented by
Pironneau [45]. The application of the adjoint method gained popularity in the
field of fluid dynamics following the publication of Jameson [23] in 1988, where he
applied the adjoint Euler equations to transonic 2D airfoils and a decade later
optimized a 3D wing using the adjoint Navier-Stokes equations [24]. Since then,
multiple papers have been published on the application of the adjoint method
in the field of aeronautics. These publications range from optimization of two
dimensional airfoils for inviscid [27] and viscid flows [26] to optimization of wings
[48] and complete aircraft configurations [8, 47, 46, 25]. The adjoint method
has become an established method for sensitivity and gradient calculations in
the aeronautics industry. At the same time, the automotive industry has been
lagging behind. According to [40] there are two main reasons for this, the first
one being that the car industry relies almost exclusively on commercial CFD
software, opposed to in-house code, making the implementation of the adjoint
equations practically impossible. Secondly, due to the high complexity of the
parts being optimized in the automotive industry, the application of automatic
tools for the creation of the computational meshes is favored over handmade
meshes. The resulting computational grids can often lead to stability problems
when performing adjoint simulations, which have proven to be more sensitive
to mesh defects than general flow simulations. These problems can partially be
overcome by introducing limiters to the adjoint equations.
The adjoint equations are generally derived by using either the continuous
or the discrete approach, see Fig. 1.4. Both of the approaches start from the
analytical form of the primal equations. In the continuous approach the primal
equations are first linearized, the adjoint equations are then derived from the
linearized primal equations and finally the adjoint equations are discretized. The
discrete method starts with the discretization of the primal equations which
are linearized and then finally transposed. Even though both implementations
result in computationally inexpensive calculations of gradients for many design
parameters, compared to direct methods, each of the two approaches has their
advantages and disadvantages. One of the advantages of the discrete approach is
that it gives the exact gradient of the discretized objective function and allows for
the optimization process to converge fully. Automatic Differentiation (AD) tools
can also be used in automation of the derivation of the source terms in the adjoint
equations. Some of the advantages of the continuous adjoint equations are generally
lower memory consumption and that the adjoint equations can be implemented
in a straightforward manner in a C++ framework such as OpenFOAM R©[38,
43]. Detailed discussions of the differences between the continuous and discrete
implementation of the adjoint method can be found in [10, 36, 44, 9].
OpenFOAM (Open source Field Operation And Manipulation) is a C++ toolbox
maintained by the OpenFOAM Foundation. It is mainly a computational fluid
dynamics software package and includes a fair amount of pre- and post-processing
utilities. Its syntax allows for the creation of custom solvers with relative ease. It
was first released as open source in 2004 and has in recent years become more widely
7
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Figure 1.4: The continuous vs the discrete adjoint approach. The continuous
approach starts by deriving the adjoint equations in their analytical form and then
discretizing the equations. The discrete adjoint approach on the other hand starts
with the discretization of the equations and then transposing the equations in order
to end at the adjoint code. The figure is a modified version of a figure presented
in [9].
used both in academia and in industry. The relatively simple implementation
of custom solvers and its increasing popularity in industry are the main reasons
behind choosing it as a CFD toolbox in this work. The first implementation of the
continuous adjoint formulation of the Navier-Stokes equations in OpenFOAM was
presented in 2008 [39]. Since then research groups at universities and from industry
have published results from adjoint based sensitivity analysis and optimization
using OpenFOAM. This includes optimization of exhaust systems [18, 19, 17],
optimization of train head cars [22], buoyancy-driven flows with heat transfer [31],
optimization of engine intake port [53] and mapping of surface sensitivities to
morphing control points [42].
The next chapter describes the derivation of the adjoint equations applied in
the appended papers.
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2 The continuous adjoint approach
This chapter focuses on the derivation of the adjoint equations using the continuous
approach and the implementations presented in the appended papers. It starts
with a concise explanation of the derivation of the continuous adjoint equations.
The steps outlined in this first section are pursued in the following sections.
Section 2.2 outlines the derivation of the steady state, incompressible adjoint
Navier-Stokes equations. It also includes simplifications made to the equations and
boundary conditions for internal flow application. This is followed by the addition
of a scalar transport equation. The adjoint equations for weakly compressible
applications are shown in Section 2.3. The derivations are done for a generic cost
function, with simplifications for internal flow. The cost functions applied in the
appended papers are presented along with the relevant boundary conditions in
Section 2.4. Finally, Section 2.5 describes how the gradient of the cost function
with respect to the design changes applied in the appended papers is calculated
from the primal and the adjoint field variables.
2.1 Overview
The adjoint method recently gained popularity in the field of computational fluid
dynamics for its ability to drastically decrease the simulation time in gradient
based optimization processes when dealing with a large number of design variables.
The following is a brief explanation of the derivation of the continuous adjoint
equations. For a more detailed explanation see e.g. [10, 9].
Given an objective function J , the total variation of J can be expressed as
the sum of the variation with respect to the flow variables, w, and the design
variables, α,
δJ = ∂J
∂w
δw︸ ︷︷ ︸
flow
+ ∂J
∂α
δα︸ ︷︷ ︸
design
. (2.1)
The flow equations in residual form can be written as
R(w,α) = 0 (2.2)
and, expressing the total variation of R in the same way as the objective function,
i.e. as the sum of the variation with respect to the flow variables, w, and the
design variables, α, yields
δR = ∂R
∂w
δw + ∂R
∂α
δα = 0. (2.3)
Now we can multiply Eq. (2.3) with an arbitrary Lagrange multiplier, λ,
λT δR = λT ∂R
∂w
δw + λT ∂R
∂α
δα = 0. (2.4)
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By adding Eq. (2.4) to Eq. (2.1) the total variation of J can be expressed as
δL ≡ δJ =
[
∂J
∂w
+ λT ∂R
∂w
]
δw +
[
∂J
∂α
+ λT ∂R
∂α
]
δα. (2.5)
It can be noted here that the variation of the Lagrangian, L, could also be defined
by subtracting Eq. (2.4) from Eq. (2.1). We are now free to choose the value of
the Lagrange multiplier so that the variation with respect to the flow variables
vanishes, i.e.
λT
∂R
∂w
δw = − ∂J
∂w
δw. (2.6)
The adjoint operator G∗ to an operator G is defined as
< u,Gv >=< G∗u, v > (2.7)
for all u and v, where the inner product is denoted by <,>. Integrating by parts
the left hand side of Eq. (2.6) results in a system of equations, the so called
adjoint equations. Solving that system gives the values of the adjoint variables,
the Lagrange multipliers. The total variation of the augmented objective function
can then be written as
δL = ∂J
∂α
δα+ λT ∂R
∂α
δα (2.8)
where the variation is calculated using the variation of the objective function
and an inner product between variation of the flow equations with respect to
the design variable α and the Lagrange multipliers, the solution to the adjoint
equations.
One of the properties of the adjoint equations is that the propagation of
information is reversed, compared to the primal equations. In the case of unsteady
simulations the direction of the time integration changes, which has the effect
that fully unsteady adjoint based design procedures are usually very memory
demanding. In unsteady adjoint simulations, the primal flow field is calculated
from the beginning to the end, as usual, and the adjoint flow is then solved
backwards in time. The primal flow field needs to be retrieved at each point
in time, either by storing all the primal flow time steps or by recalculating the
primal flow field from a solution at a previous time step. The memory and
computational requirements needed to store every time step make this very
demanding for industrial applications. To limit the memory requirements, so
called check pointing method can be used where a limited number of time steps,
called check points, spread around the time line are saved. The primal simulations
are then rerun and the intermediate time steps saved when the adjoint solver
arrives at each of the check points [54, 35, 51]. An alternative approach compared
in [34] is to use unsteady primal flow and steady adjoint solver for each time step
or time averaged primal flow and steady adjoint solver to save computational time.
In the current work, only steady simulations have been performed.
The next section describes the derivation of the adjoint equations when applying
the steady state, incompressible Navier-Stokes equations as constraints.
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2.2 The adjoint Navier-Stokes equations
The Navier-Stokes equations for an incompressible, single-phase, steady state flow
consist of three momentum equations and a continuity equation,
(R1, R2, R3)T = ρuj
∂ui
∂xj
+ ∂p
∂xi
− ∂
∂xj
(µ( ∂ui
∂xj
+ ∂uj
∂xi
)),
R4 = −∂ui
∂xi
,
(2.9)
presented here in residual form where ui=x,y,z is the primal flow velocity vector,
p is the primal pressure and ρ is the density. The viscosity term, µ, denotes the
effective viscosity, i.e. the sum of the molecular and turbulent viscosity modeled
by the eddy viscosity turbulence models. Einstein summation notation has been
used, where repeated indices imply summation, and the comma in the indical
notation indicates a partial derivative with respect to each coordinate xi, e.g.
∇u = ∂uj∂xi = ∂iuj = uj,i.
Now we can set up an augmented cost function with the Navier-Stokes equations
as the constraints:
L = J +
∫
Ω
λTR dΩ, (2.10)
where J is the objective function we want to minimize and λ is a vector of the
adjoint variables, λ = (uˆi, pˆ), where uˆi is the adjoint velocity and pˆ is the adjoint
pressure.
The total variation of L is:
δL = δwL︸︷︷︸
flow
+ δαL︸︷︷︸
design
. (2.11)
The total variation of the Navier-Stokes equations is now split up into contri-
butions from the flow field, w, and the design variables, α:
δR = δwR︸︷︷︸
flow
+ δαR︸︷︷︸
design
. (2.12)
We focus now on the variation with respect to the flow field, which is the
part where the adjoint equation system is solved. Setting the variation of the
augmented cost function with respect to the flow variables, w, to zero, as shown
in Eq. (2.6), results in
δwL = δwJ +
∫
Ω
λT δwR dΩ = 0. (2.13)
The variation with respect to the flow field can further be split up into variation
with respect to the primal flow field, u, and the primal pressure, p,
δwR = δuR+ δpR. (2.14)
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The variation with respect to the flow field can now be written as:
δwL = δuJ + δpJ +
∫
Ω
(uˆi, pˆ)δuR dΩ +
∫
Ω
(uˆi, pˆ)δpR dΩ. (2.15)
Writing out the variation with respect to the primal velocity flow field, δuR, gives
δv(R1, R2, R3)T = ρδujui,j + ρujδui,j − (µ(δui,j + δuj,i)),j ,
δvR4 = −δui,i
(2.16)
and the variation with respect to the primal pressure, δpR, is
δp(R1, R2, R3)T = δp,i,
δpR4 = 0.
(2.17)
The variation of the eddy viscosity, µ, has been neglected here and this assumption
is exactly correct for laminar flow regions. This approximation is common in the
derivation of the continuous adjoint Navier-Stokes equations, generally referred to
as “frozen turbulence” [49, 24]. For recent developments in the field of continuous
adjoint turbulence models and adjoint wall functions, see for example [55, 56].
There are varying views on the effect of this approximation from being almost
negligible in engineering applications and leading to an error of the order of a
few percent compared to the exact full adjoint based gradient [32] to in some
cases errors up to 50% [37]. The memory requirements and run time are however
undoubtedly considerably lower with the “frozen turbulence” assumption as no
adjoint turbulence equations need to be solved. For a study of the effect of
common approximations in the implementation of the adjoint method see e.g. [7].
Inserting the linearized constraints, Eq. (2.16) and Eq. (2.17), into Eq. (2.15)
yields
0 = δuJ + δpJ +
∫
Ω
(uˆiρδujui,j + uˆiρujδui,j−uˆi(µ(δui,j + δuj,i)),j
+ uˆiδp,i − pˆδui,i) dΩ.
(2.18)
Now we proceed to “move” the derivatives from the primal flow variables, δui and
δp, to the adjoint variables, uˆi and pˆ, using integration by parts. The integration
by parts is shown in full in Appendix A.1. After integrating by parts, the cost
function is decomposed into contributions from the interior, Ω, and the boundary,
Γ, i.e.
J =
∫
Γ
JΓ dΓ +
∫
Ω
JΩ dΩ. (2.19)
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Equation (2.18) can now be replaced by
0 =
∫
Ω
(
∂JΩ
∂ui
− ρuˆj,iuj − ρuˆi,juj − (µ(uˆi,j + uˆj,i)),j + pˆ,i
)
δui dΩ
+
∫
Γ
(
∂JΓ
∂ui
+ ρniuˆjuj + ρuˆiujnj + µ(uˆi,j + uˆj,i)nj − pˆni
)
δui dΓ
−
∫
Γ
µuˆi(δui,j + δuj,i)nj dΓ
+
∫
Ω
(
∂JΩ
∂p
− uˆi,i
)
δpdΩ +
∫
Γ
(
∂JΓ
∂p
+ uˆini
)
δpdΓ.
(2.20)
Combining the terms that depend on δui and δp and knowing that Eq. (2.20) is
fulfilled for all variation of the primal flow field that satisfies the primal Navier-
Stokes equations implies that each of the integrals must become zero independently
of each other. From this condition on the integrals in Eq. (2.20), the adjoint
Navier-Stokes equations can be derived as:
−ρ(uˆj,i + uˆi,j)uj = −pˆ,i + (µ(uˆi,j + uˆj,i)),j − ∂JΩ
∂ui
, (2.21a)
uˆi,i =
∂JΩ
∂p
. (2.21b)
With the following boundary conditions:
0 =
∫
Γ
(
∂JΓ
∂ui
+ ρniuˆjuj + ρuˆiujnj + µ(uˆi,j + uˆj,i)nj − pˆni
)
δui dΓ
−
∫
Γ
µuˆi(δui,j + δuj,i)nj dΓ, (2.22a)
0 =
∫
Γ
(
∂JΓ
∂p
+ uˆini
)
δpdΓ (2.22b)
The adjoint Navier-Stokes equations have some similarities with the primal
Navier-Stokes equations. The main difference is however in the contribution
from the objective function to the source terms and that the adjoint convection
is upstream of the primal flow field, the first term on the left in the adjoint
momentum equations.
2.2.1 Internal flow
The continuous adjoint equations and the boundary conditions presented in the
previous section can be simplified for certain applications. This section focuses on
simplifications that assume internal flow and follows the work done by Othmer
in [39]. The adjoint Navier-Stokes equations in Eq. (2.21) accompanied by the
boundary conditions in Eq. (2.22) can be simplified with respect to application in
internal flow. Cost functions applied to internal flow simulations often include
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only integrals over the surface, i.e. inlet, outlet and walls, and not the internal
domain. Assuming that the cost function is zero inside the domain eliminates the
last terms in Eqs. (2.21a) and (2.21b). This reduces the adjoint momentum and
continuity equations to
−ρ(uˆj,i + uˆi,j)uj = −pˆ,i + (µ(uˆi,j + uˆj,i)),j , (2.23a)
uˆi,i = 0. (2.23b)
This simplifies the implementation of new cost functions into the solver as the
adjoint equations are now independent of the cost function. The cost function now
only enters the boundary conditions of the adjoint velocity and pressure fields.
We follow the simplifications made by Othmer[39] and assume that part of the
viscosity terms on the boundary can be neglected∫
Γ
µ (uˆj,injδui − uˆiδuj,inj) dΓ ≈ 0. (2.24)
The boundary conditions that need to be fulfilled are now:
0 =
∫
Γ
(
∂JΓ
∂ui
+ ρniuˆjuj + ρuˆiujnj + µuˆi,jnj − pˆni
)
δui dΓ
−
∫
Γ
µuˆiδui,jnj dΓ, (2.25a)
0 =
∫
Γ
(
∂JΓ
∂p
+ uˆini
)
δpdΓ (2.25b)
Some of the terms in the boundary conditions for the adjoint Navier-Stokes equa-
tions can be neglected by considering the three common boundaries in internal
flow simulations, inlet, outlet and walls.
Inlet and walls: We usually have a prescribed value for the inlet velocity and a
no-slip boundary condition for the walls, which results in δui = 0, and therefore
the first integral in Eq. 2.25a is zero. For the second integral, by decomposing the
δui term into contributions from the normal component to the surface, niδui, and
the tangential component, δut = δui − niδui, and then applying the continuity
equation, δui,i = 0, assuming δut = 0 at the inlet and walls, the remaining term
from the continuity equation becomes
nj(niδui),j = 0. (2.26)
This decomposition of the continuity equation can be seen as
∇ · δu = ∂δux
∂x︸ ︷︷ ︸
n·∇(δu·n)
+ ∂δuy
∂y
+ ∂δuz
∂z︸ ︷︷ ︸
∇t·δvt=0
(2.27)
in the case where the normal component to the surface, n, is aligned along the
x-axis. Using the same decomposition for the term in the second integral in
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Eq. (2.25a), we get that
njδui,j =
:0nj(niδui),j + nj(δut),j (2.28)
From this we conclude that the tangential component of the adjoint velocity needs
to be set to zero to fulfill the boundary conditions. No boundary condition is
prescribed for the adjoint pressure, pˆ, and Neumann boundary conditions are
applied, similar as for the primal pressure.
uˆt = 0, (2.29a)
niuˆi = −∂JΓ
∂p
, (2.29b)
nipˆ,i = 0. (2.29c)
Outlet: For the outlet we have Neumann boundary conditions for velocity
and the second integral of Eq. (2.25a) is zero. The pressure is set to zero at the
outlet, so δp = 0 and the integral in Eq. (2.25b) is therefore zero. By splitting the
first integral of Eq. (2.25a) into normal and tangential components, the boundary
conditions for the adjoint pressure, pˆ, and the tangential component of the adjoint
velocity can be determined as
pˆ = ∂JΓ
∂(uini)
+ ρuˆjuj + ρuˆiniujnj + µ(niuˆi),jnj , (2.30a)
0 = ∂JΓ
∂ut
+ ρuˆtujnj + µuˆt,jnj . (2.30b)
The normal gradient of the normal component of the adjoint velocity, uˆi, is
determined from the continuity equation using the same decomposition as shown
in Eq. 2.27.
In the incompressible solvers in OpenFOAM R©, such as simpleFOAM, the
momentum equations have been normalized with density and the pressure that
is solved for is the normalized pressure. The adjoint equations presented here
can easily be modified to fit these state equations. The state equations enter the
adjoint equations through the constraints, R, included in the augmented cost
functional, L. By normalizing these terms with density, the resulting form of the
adjoint momentum and continuity equations is
−
(
∂uˆj
∂xi
+ ∂uˆi
∂xj
)
uj = − ∂
¯ˆp
∂xi
+ ∂
∂xj
(
ν
(
∂uˆi
∂xj
+ ∂uˆj
∂xi
))
, (2.31a)
∂uˆi
∂xi
= 0. (2.31b)
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There is no impact on the boundary conditions for the inlet and walls,
uˆt = 0, (2.32a)
niuˆi = −∂JΓ
∂p
, (2.32b)
ni ¯ˆp,i = 0. (2.32c)
For the outlet, all terms not including the cost function are normalized with
density,
¯ˆp = ∂JΓ
∂(uini)
+ uˆjuj + uˆiniujnj + ν(niuˆi),jnj , (2.33a)
0 = ∂JΓ
∂ut
+ uˆtujnj + νuˆt,jnj . (2.33b)
2.2.2 Scalar transport
This section describes the derivation of the adjoint scalar transport equation
presented in [19]. The scalar transport equation can be used to describe the
flow of particles, species or temperature due to diffusion and convection. The
sensitivity of the scalar distribution with respect to modification of the design
parameters can be calculated by applying the adjoint method. The aim can e.g.
be to improve the scalar distribution at the surface or at the outlet of a duct.
This is done by adding the scalar transport equation to the constraints in the
augmented cost function. The steady state formulation of the scalar transport
equation for incompressible flow, neglecting any source or sink terms, is
ui
∂c
∂xi
= ∂
∂xi
(
D
∂c
∂xi
)
, (2.34)
where ui is the velocity obtained from the flow solver, c is the species or particle
concentration and D is the diffusion coefficient. We write the scalar transport
equation in residual form,
R5 = uj
∂c
∂xj
− ∂
∂xj
(
D
∂c
∂xj
)
. (2.35)
The augmented cost function can be written as
L = J +
∫
Ω
dΩ

uˆi
pˆ
cˆ
 ·

uj
∂ui
∂xj
+ ∂p
∂xi
− ∂
∂xj
(
ν( ∂ui
∂xj
+ ∂uj
∂xi
)
)
− ∂uj
∂xj
uj
∂c
∂xj
− ∂
∂xj
(
D
∂c
∂xj
)

(2.36)
where uˆi, pˆ and cˆ are the adjoint velocity, adjoint pressure and adjoint scalar,
respectively. Note that the momentum equation has been normalized with density,
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as is done in the incompressible solvers in OpenFOAM. The total variation of the
augmented cost function is now written as
δL = δuL+ δpL+ δcL+ δαL. (2.37)
As before, we set the total variation with respect to the flow variables to zero, i.e.
δuL+ δpL+ δcL = 0. (2.38)
The variation of the momentum and the continuity equation, R1−4, was presented
in Sections 2.2 and 2.2.1 and the equations integrated by parts. We now focus on
the additional scalar transport equation and calculate the variation with respect
to the flow variables, u, p and c as
δuR5 = δujc,j , (2.39a)
δpR5 = 0, (2.39b)
δcR5 = ujδc,j − (Dδc,j),j . (2.39c)
Combining the terms in Eq. (2.39) and multiplying with the adjoint scalar yields
∫
Ω
(cˆδujc,j + cˆujδc,j − cˆ(Dδc,j),j) dΩ. (2.40)
Each of the terms is now integrated by parts,
∫
Ω
cˆδujc,j =
∫
Γ
nj cˆδujcdΓ−
∫
Ω
(cˆδuj),jcdΩ,
=
∫
Γ
nj cˆδujcdΓ−
∫
Ω
cˆ,jδujcdΩ−
∫
Ω
cˆ>
0
δuj,jcdΩ, (2.41a)∫
Ω
cˆujδc,j =
∫
Γ
cˆujnjδcdΓ−
∫
Ω
(cˆuj),jδcdΩ,
=
∫
Γ
cˆujnjδcdΓ−
∫
Ω
cˆ,jujδcdΩ−
∫
Ω
cˆ>
0
uj,jδcdΩ, (2.41b)
−
∫
Ω
cˆ(Dδc,j),j = −
∫
Γ
nj cˆDδc,j dΓ +
∫
Ω
cˆ,jDδc,j dΩ,
= −
∫
Γ
nj cˆDδc,j dΓ +
∫
Γ
njDcˆ,jδcdΓ−
∫
Ω
(Dcˆ,j),jδcdΩ.
(2.41c)
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The total variation with respect to the flow variables, Eq. (2.38), can now be
written by adding the terms in Eq. (2.41) to Eq. (2.20),
0 =
∫
Ω
∂JΩ
∂ui
− uˆj,iuj − uˆi,juj − (ν(uˆi,j + uˆj,i)),j + pˆ,i −cˆ,ic︸ ︷︷ ︸
(2.41a)
 δui dΩ
+
∫
Γ
∂JΓ
∂ui
+ niuˆjuj + uˆiujnj + ν(uˆi,j + uˆj,i)nj − pˆni +cˆcni︸ ︷︷ ︸
(2.41a)
 δui dΓ
−
∫
Γ
νuˆi(δui,j + δuj,i)nj dΓ
+
∫
Ω
(
∂JΩ
∂p
− uˆi,i
)
δpdΩ +
∫
Γ
(
∂JΓ
∂p
+ uˆini
)
δpdΓ
+
∫
Ω
(
∂JΩ
∂c
− cˆ,juj − (Dcˆ,j),j
)
δcdΩ
+
∫
Γ
(
∂JΓ
∂c
+ cˆujnj +Dnj cˆ,j
)
δcdΓ−
∫
Γ
cˆDnjδc,j dΓ
(2.42)
Knowing that Eq. (2.42) is fulfilled for all admissible variations of the flow variables
yields the adjoint equations,
−(uˆj,i + uˆi,j)uj = −pˆ,i + (ν(uˆi,j + uˆj,i)),j + cˆ,ic− ∂JΩ
∂ui
, (2.43a)
uˆi,i =
∂JΩ
∂p
, (2.43b)
cˆ,juj = −(Dcˆ,j),j + ∂JΩ
∂c
. (2.43c)
With the following boundary conditions,
0 =
∫
Γ
(
∂JΓ
∂ui
+ niuˆjuj + uˆiujnj + ν(uˆi,j + uˆj,i)nj − pˆni + cˆcni
)
δui dΓ
−
∫
Γ
νuˆi(δui,j + δuj,i)nj dΓ, (2.44a)
0 =
∫
Γ
(
∂JΓ
∂p
+ uˆini
)
δpdΓ, (2.44b)
0 =
∫
Γ
(
∂JΓ
∂c
+ cˆujnj +Dnj cˆ,j
)
δcdΓ−
∫
Γ
cˆDnjδc,j dΓ. (2.44c)
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Following the arguments given in Section 2.2.1, the adjoint equations for internal
flow are
−(uˆj,i + uˆi,j)uj = −pˆ,i + (ν(uˆi,j + uˆj,i)),j + cˆ,ic, (2.45a)
uˆi,i = 0, (2.45b)
cˆ,juj = −(Dcˆ,j),j . (2.45c)
For the inlet we assume a fixed value for the concentration, and the first integral
in Eq. (2.44c) becomes zero. To fulfill the second integral, we set the adjoint
scalar to zero. This results in the following boundary conditions for the inlet
uˆt = 0, (2.46a)
niuˆi = −∂JΓ
∂p
, (2.46b)
nipˆ,i = 0, (2.46c)
cˆ = 0. (2.46d)
For the walls, if we assume zero gradient for the scalar transport njδc,j = 0, we
need to fulfill the first integral of Eq. (2.44c)
uˆt = 0, (2.47a)
niuˆi = −∂JΓ
∂p
, (2.47b)
nipˆ,i = 0, (2.47c)
0 = ∂JΓ
∂c
+Dnj cˆ,j . (2.47d)
Assuming zero concentration, c = 0, at the walls would instead lead to cˆ = 0, to
fulfill the second integral in Eq. (2.44c). For the outlet we get,
pˆ = ∂JΓ
∂(uini)
+ uˆjuj + uˆiniujnj + ν(niuˆi),jnj + cˆc, (2.48a)
0 = ∂JΓ
∂ut
+ uˆtujnj + νuˆt,jnj , (2.48b)
0 = ∂JΓ
∂c
+ cˆujnj +Dnj cˆ,j . (2.48c)
By using the standard OpenFOAM notation, the scalar transport equation can
be implemented as
tmp<fvScalarMatrix> cEqn
(
fvm::div(phi, c)
- fvm::laplacian(Dc, c)
);
cEqn().relax();
solve(cEqn);
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After implementing the scalar transport, the additional source term is added to
the adjoint momentum equations and the adjoint scalar equations implemented as
tmp<fvScalarMatrix> caEqn
(
fvm::div(-phi, ca)
- fvm::laplacian(Dc, ca)
);
caEqn().relax();
solve(caEqn);
The adjoint equations with the boundary conditions presented here and the cost
function for scalar uniformity shown in Section 2.4.2 have been implemented in
OpenFOAM and are applied in paper IV.
2.3 Application with weakly compressible flows
The derivations presented in previous sections have all assumed incompressible
state equations. This section describes the derivation of the adjoint Navier-
Stokes equations including scalar transport presented in [19], assuming weakly
compressible flow. This implementation is of interest in automotive flow, e.g. to
simulate the distribution of NOx in the exhaust of diesel trucks. This approach is
applied to catalyst inlet cones in [19] and intake ports in [53]. In the derivation we
assume frozen density, meaning that the variation of the augmented cost function
with respect to the density can be neglected. This assumption allows us to leave
out the energy equation in the derivation. The momentum, continuity and passive
scalar equations are
ρuj
∂ui
∂xj
= − ∂p
∂xi
+ ∂
∂xj
(
µ( ∂ui
∂xj
+ ∂uj
∂xi
)
)
,
∂(ρuj)
∂xj
= 0,
ρuj
∂c
∂xj
= ∂
∂xj
(
D
∂c
∂xj
)
.
(2.49)
The augmented cost function, L, consists of the goal function and the constraints
in residual form, Eq. (2.49),
L = J +
∫
Ω
dΩ

uˆi
pˆ
cˆ
 ·

ρuj
∂ui
∂xj
+ ∂p
∂xi
− ∂
∂xj
(
µ( ∂ui
∂xj
+ ∂uj
∂xi
)
)
− ∂(ρuj)
∂xj
ρuj
∂c
∂xj
− ∂
∂xj
(
D
∂c
∂xj
)

(2.50)
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The adjoint equations are derived by setting the total variation of the augmented
cost function with respect to the flow variables to zero and integrating by parts.
The derivation is similar to the one presented in Sections 2.2, 2.2.1 and 2.2.2 and
is shown in Appendix A.2. The adjoint equations are
−ρ
(
∂uˆj
∂xi
+ ∂uˆi
∂xj
)
uj = − ∂pˆ
∂xi
+ ∂
∂xj
(
µ( ∂uˆi
∂xj
+ ∂uˆj
∂xi
)
)
+ ρc ∂cˆ
∂xj
, (2.51a)
∂uˆj
∂xj
= 0, (2.51b)
−ρuj ∂cˆ
∂xj
= ∂
∂xj
(
D
∂cˆ
∂xj
)
. (2.51c)
For the inlet we assume a fixed value for the concentration. This results in the
following boundary conditions for the inlet
uˆt = 0, (2.52a)
niuˆi = −∂JΓ
∂p
, (2.52b)
nipˆ,i = 0 (2.52c)
cˆ = 0. (2.52d)
For the walls, assuming zero gradient for the scalar transport njδc,j = 0, we get
uˆt = 0, (2.53a)
niuˆi = −∂JΓ
∂p
, (2.53b)
nipˆ,i = 0 (2.53c)
0 = ∂JΓ
∂c
+Dnj cˆ,j . (2.53d)
Assuming zero concentration, i.e. c = 0, at the walls would instead lead to cˆ = 0.
For the outlet we get
pˆ = ∂JΓ
∂(uini)
+ ρuˆjuj + ρuˆiniujnj + µ(niuˆi),jnj + ρcˆcnj , (2.54a)
0 = ∂JΓ
∂ut
+ ρuˆtujnj + µuˆt,jnj , (2.54b)
0 = ∂JΓ
∂c
+ ρcˆujnj +Dnj cˆ,j . (2.54c)
This implementation is used in paper 5 using the cost function for scalar uniformity
at a surface patch, see Section 2.4.3. By leaving out the last term in Eq. (2.51a) and
neglecting the boundary conditions for the adjoint scalar, the adjoint Navier-Stokes
equations applied in [53] are obtained.
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2.4 Cost functions
This section presents the three cost functions that have been implemented in the
current work. The adjoint equations including scalar transport, from Section 2.2.2,
are
−(uˆj,i + uˆi,j)uj = −pˆ,i + (ν(uˆi,j + uˆj,i)),j + cˆ,ic,
uˆi,i = 0,
cˆ,juj = −(Dcˆ,j),j .
(2.55)
The boundary conditions that are applied at the inlet are
uˆt = 0,
niuˆi = −∂JΓ
∂p
,
nipˆ,i = 0,
cˆ = 0.
(2.56)
At the walls, the boundary conditions are
uˆt = 0,
niuˆi = −∂JΓ
∂p
,
nipˆ,i = 0,
0 = ∂JΓ
∂c
+Dnj cˆ,j .
(2.57)
For the outlet we get
pˆ = ∂JΓ
∂(uini)
+ uˆjuj + uˆiniujnj + ν(niuˆi),jnj + cˆc,
0 = ∂JΓ
∂ut
+ uˆtujnj + νuˆt,jnj ,
0 = ∂JΓ
∂c
+ cˆujnj +Dnj cˆ,j .
(2.58)
As noted in the previous sections, the cost functions applied to ducts are often
only evaluated at the boundaries, and the contribution from the cost function
therefore enters the adjoint equations only through the boundary conditions. The
derivatives of the cost functions needed in the boundary conditions are evaluated
in the following pages. The boundary conditions for minimization of total pressure
drop are applied in papers I-III, the species uniformity at the outlet is applied in
paper IV and the species concentration at a surface selection is applied in paper V.
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2.4.1 Total pressure drop
An important property of internal flow geometries is the total pressure drop
through the geometry. The total pressure drop is measured from the inlet to the
outlet, and the cost function can be written as
J =
∫
Inlet
c(p/ρ+ 12v
2) dΓ−
∫
Outlet
c(p/ρ+ 12v
2) dΓ. (2.59)
where a constant, c = 1 s/m, is added to compensate for missing units. The
derivative of the cost function for total pressure drop in the boundary conditions
at the inlet and walls is
∂JΓ
∂p
= 1m/s,
and the outlet
∂JΓ
∂(uini)
= −cuini, ∂JΓ
∂ut
= −cut.
This results in the following boundary conditions at the inlet and walls
uˆt = 0,
niuˆi = −1 m/s,
ni
∂pˆ
∂xi
= 0.
(2.60)
At the outlet, we get
pˆ = −cuini + uˆjuj + uˆiniujnj + ν ∂niuˆi
∂xj
nj ,
0 = −cut + uˆtuini + ν ∂uˆt
∂xj
nj ,
nj
∂uˆini
∂xj
= −∂uˆti
∂nti
.
(2.61)
2.4.2 Species uniformity at the outlet
Species uniformity at the outlet can be described using the following cost function
J =
∫
outlet
1
2(c−
Ainlet
Aoutlet
cinlet)2 (2.62)
where A is the area of the inlet/outlet and cinlet is the average species concentration
at the inlet. The boundary conditions that are applied at the inlet become
uˆi = 0,
nipˆ,i = 0,
cˆ = 0.
(2.63)
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At the walls, the boundary conditions are
uˆi = 0,
nipˆ,i = 0,
nj cˆ,j = 0.
(2.64)
For the outlet, we get
pˆ = uˆjuj + uˆiniujnj + ν(niuˆi),jnj + cˆc,
0 = uˆtujnj + νuˆt,jnj ,
0 = c− Ainlet
Aoutlet
cinlet + cˆujnj +Dnj cˆ,j .
(2.65)
2.4.3 Species concentration at a surface selection
A cost function describing the species concentration at the surface can be written
as
J =
∫
selection
1
2(c− c¯)
2 (2.66)
where c¯ is the optimal species concentration at the surface. The boundary
conditions that are applied at the inlet are
uˆi = 0,
nipˆ,i = 0,
cˆ = 0.
(2.67)
At the walls, where the aim is to improve the species distribution, the boundary
conditions are
uˆi = 0,
nipˆ,i = 0,
nj
∂cˆ
∂xj
= − 1
D
(c− c¯).
(2.68)
At other location of the wall the boundary conditions are the same for uˆ and pˆ,
while the boundary condition for cˆ is zero gradient. For the outlet, we get
pˆ = uˆjuj + uˆiniujnj + ν(niuˆi),jnj + cˆc,
0 = uˆtujnj + νuˆt,jnj ,
0 = cˆujnj +Dnj cˆ,j .
(2.69)
The adjoint Navier-Stokes equations have now been presented with the boundary
conditions applicable for these three cost functions. The last step is now to
calculate the gradient of the Lagrangian with respect to the design variables using
the results from the primal and the adjoint equations. This is the subject of the
following section.
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2.5 Sensitivity calculations
The adjoint equations for internal flow have been derived with the appropriate
boundary conditions, and the next step is to derive the gradient of the Lagrangian
with respect to a design modification. This is equivalent to the step shown in
Eq. (2.8). The three approaches that have been used for that purpose in this thesis
are briefly introduced in this section. Two of them are derived in the appended
papers, while the derivation for the third one is shown in the following section.
2.5.1 Surface sensitivities
To perform shape optimization, it is beneficial to be able to evaluate the gradient
of the cost function with respect to the motion of the surface of the geometry.
In a design process, this can give information on where to focus with respect to
design improvements or when performing fine adjustments on the design. This
leads to the surface sensitivities, where the gradient of the cost function with
respect to a normal motion of the surface is approximated using only the flow and
the adjoint solution on the boundary [39, 50].
The total variation of the Lagrangian can be written as the total variation
with respect of the flow variables, w, and the design parameters, β,
δL = δwL+ δβL. (2.70)
The variation with respect to the flow variables, w, was presented in Section 2.2.
What is left is the variation with respect to normal displacement of the surface, β,
δβL = δβJ + δβ
∫
Ω
(uˆi, pˆ)R dΩ. (2.71)
The total variation of the Navier-Stokes equations, R, is zero, i.e.
δR = ∂R
∂w
δw + ∂R
∂β
δβ = 0. (2.72)
Rearranging the terms in Eq. (2.72) and inserting into Eq. (2.71) results in
δβL = δβJ − δw
∫
Ω
(uˆi, pˆ)R dΩ. (2.73)
For ducted flows, the cost function usually has no direct dependence on the normal
displacement of the wall. The first term on the right hand side can therefore be
left out. If we now include scalar transport, the constraints will consist of the
momentum, continuity and scalar transport equations,
δβL = −
∫
Ω
(uˆiδujui,j + uˆiujδui,j − uˆi(ν(δui,j + δuj,i)),j
+ uˆiδp,i − pˆδui,i + cˆδujc,j + cˆujδc,j − cˆ(Dδc,j),j) dΩ.
(2.74)
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Integrating by parts the terms on the right hand side, as shown in Sections 2.2,
2.2.1 and 2.2.2, the right hand side of Eq. (2.74) can be replaced by the right
hand side of Eq. (2.42), excluding the terms including contribution from the cost
function. This results in
δβL =
∫
Ω
(uˆj,iuj + uˆi,juj + (ν(uˆi,j + uˆj,i)),j − pˆ,i + cˆ,ic)δui dΩ
−
∫
Γ
(niuˆjuj + uˆiujnj + ν(uˆi,j + uˆj,i)nj − pˆni + cˆcni)δui dΓ
+
∫
Γ
νuˆi(δui,j + δuj,i)nj dΓ +
∫
Ω
(uˆi,i)δpdΩ−
∫
Γ
(uˆini)δpdΓ
−
∫
Ω
(−cˆ,juj − (Dcˆ,j),j)δcdΩ
−
∫
Γ
(cˆujnj +Dnj cˆ,j)δcdΓ +
∫
Γ
cˆDnjδc,j dΓ.
(2.75)
The volume terms in Eq. (2.75) all cancel out as uˆ, pˆ and cˆ fulfill the adjoint
equations. This leaves us with only the boundary terms. At the wall, we have
that ui = 0 and uˆi = 0, resulting in
δβL =−
∫
Γ
(ν(uˆi,j + uˆj,i)nj − pˆni) δui dΓ
−
∫
Γ
Dnj cˆ,jδcdΓ +
∫
Γ
cˆDnjδc,j dΓ
(2.76)
As proposed in [50] we apply the following Taylor series expansion for the flow
variables
ui(0 + δβ) = ui(0) + δβnjui,j +O(δβ2)
≈ ui + δui.
(2.77)
With the variation of the surface, δβ, defined in the normal direction of the surface,
with a positive direction out of the domain, the variation of the velocity can be
written as
δui = δβnjui,j . (2.78)
The same approximation is applied for the variation of the passive scalar. If we
assume a zero gradient boundary condition for the passive scalar, the second
integral vanishes as the same boundary condition is applied for the adjoint scalar
resulting in cˆ,j = 0. For the last term, Eq. (2.78) gives δc = 0 and we assume the
term to be negligible. The contribution from the passive scalar terms can in this
case be neglected. If we assume zero concentration at the surface, the last term is
zero as cˆ = 0. Inserting Eq. (2.78) into Eq. (2.76) yields
δβL = −
∫
Γ
(ν(uˆi,j+uˆj,i)nj − pˆni)δβnkui,k dΓ
−
∫
Γ
Dnj cˆ,jδβnkc,k dΓ.
(2.79)
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This expression can be simplified further by following [39]. Applying the decom-
position shown in Eqs. (2.26) to (2.28) with uˆi = 0, and the continuity equation
uˆi,i = 0, results in nj(niuˆi),j = 0. The first term on the right hand side of
Eq. (2.79) can therefore be simplified to nj(uˆt),j where t denotes the tangential
component of uˆi. The same decomposition is applied to the primal velocity, ui.
By assuming that uˆj,inj = (nj uˆj),i, the second term can be decomposed into
normal and tangential parts as (nj uˆj),i = ni(nj uˆj),i + nt(nj uˆj),i. Using that
niuˆi = 0, along the wall, and ni(nj uˆj),i = 0 this term is neglected. The adjoint
pressure term becomes zero using the same assumption. The gradient of the cost
function with respect to the normal motion of the surface can now be written as
∂L
∂β
≈ −νnj ∂uˆt
∂xj
ni
∂ut
∂xi
−Dnj ∂cˆ
∂xj
ni
∂c
∂xi
. (2.80)
For the weakly compressible equations in Section 2.3, we replace the constraints
in Eq. (2.73) with Eq. (2.49) and, following the same assumptions as before, this
results in
∂L
∂β
≈ −µnj ∂uˆt
∂xj
ni
∂ut
∂xi
−Dnj ∂cˆ
∂xj
ni
∂c
∂xi
. (2.81)
2.5.2 Topological sensitivities
Topological optimization can be performed by assigning a momentum loss to cells
that have a negative impact on the cost function. This implementation was first
presented for finite volume method in [41].
The constraints now include an additional source term representing the porosity,
uj
∂ui
∂xj
= − ∂p
∂xi
+ ∂
∂xj
(
ν( ∂ui
∂xj
+ ∂uj
∂xi
)
)
+ αui,
∂ui
∂xi
= 0.
(2.82)
This additional term results in an additional source term in the adjoint momentum
equations,
−
(
∂uˆj
∂xi
+ ∂uˆi
∂xj
)
uj = − ∂pˆ
∂xi
+ ∂
∂xj
(
ν( ∂uˆi
∂xj
+ ∂uˆj
∂xi
)
)
+ αuˆi,
∂uˆi
∂xi
= 0.
(2.83)
The gradient of the cost function with respect to the porosity in each cell is
calculated as
∂L
∂αi
= −Viuˆ · u, (2.84)
where Vi is the volume of cell i. This is one of the implementations applied in
paper III.
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2.5.3 ALE sensitivities
This implementation, which is proposed in paper II, is based on the Arbitrary
Lagrangian-Eulerian formulation of the Navier-Stokes equations[5, 6]. In this
approach, the constraints are
(uj − αj) ∂ui
∂xj
= − ∂p
∂xi
+ ∂
∂xj
(
ν( ∂ui
∂xj
+ ∂uj
∂xi
)
)
,
∂ui
∂xi
= 0.
(2.85)
By assuming that the cell motion is equal to zero the αj term is neglected in the
derivation of the adjoint equations. The gradient of the cost function is calculated
with respect to the motion of the cell in a post-processing step as
∂L
∂αi
= ∂J
∂αi
+
∫
Ω
uˆ · ∂Rα
∂αi
dΩ
= 0−
∫
Ω
uˆ · ∂(α · ∇u)
∂αi
dΩ
≈ −∇u · uˆVi
(2.86)
where Vi is the volume of cell i and the adjoint velocity is obtained from the
adjoint equations presented in Section 2.2.
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3 Summary of papers
3.1 Paper I
“Aerodynamic Shape Optimization of a Pipe using the Adjoint Method“
Paper A presents results from an optimization of an internal flow geometry using
the adjoint method. The surface sensitivities, see Section 2.5.1, are connected to
the mesh motion solvers in OpenFOAM R©. The cost function is total pressure
drop and, for that purpose, the appropriate boundary conditions derived in section
2.4.1 are implemented for the adjoint flow field. An inlet pipe to the exhaust gas
re-circulator cooler of a truck engine is optimized. The mesh contains 1.0 million
hexahedral cells and the inlet velocity is 40m/s, which is equivalent to boundary
conditions at cruising speed, resulting in a Reynolds number of 1.9 · 105. The
standard k- turbulence model [30] was applied and standard wall functions were
used for the primal flow field. The total simulation time was 7 hours on 16 cores
in which a total of 35 mesh updates were performed. The resulting geometry gives
a 6.5% lower total pressure drop compared to the original design.
3.2 Paper II
“Optimization using Arbitrary Lagrangian-Eulerian formulation of the Navier-
Stokes equations“
This paper presents a new method to perform shape optimization based on the
Arbitrary Lagrangian-Eulerian (ALE) formulation of the Navier-Stokes equations.
In the ALE description, the nodes of the computational domain may be moved
with the fluid as in the Lagrangian description, held fixed in space as in the
Eulerian description or moved in some arbitrary way in between. It is shown
that the sensitivities with respect to the mesh motion can be calculated in a
post processing step to the primal and adjoint flow simulations. Finally, the
sensitivities are coupled to a mesh motion smoothing algorithm, and a duct is
optimized with respect to the total pressure drop.
3.3 Paper III
“A comparison of adjoint-based optimizations for industrial pipe flow“
This paper compares the results of three different implementations of adjoint
based optimization processes. The aim is to minimize the total pressure drop
through an inlet pipe of an exhaust gas recirculation cooler in a diesel engine. In
the first implementation, the gradients are evaluated with respect to the motion
of the center of the cell using an implementation based on the ALE formulation of
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the Navier-Stokes equations. The results are compared to the surface sensitivities,
where the gradient of the cost function is evaluated with respect to the normal
motion of the surface of the pipe. In the last approach, a topological optimization
is performed where the gradient of the cost function is evaluated with respect to
a momentum loss in each cell. This gives information that is used when blocking
the cells. The results show that the topological optimization was not a feasible
choice for this particular case. The methods based on the ALE and the surface
sensitivities both obtained a considerable decrease in the total pressure drop. The
ALE sensitivities gave a 8.2% decrease, and the surface sensitivities resulted in a
6.5% decrease in the total pressure drop through the pipe.
3.4 Paper IV
“Implementation of an adjoint-based optimization with scalar transport“
This paper presents the results from a validation case for an adjoint scalar transport
equation implemented in OpenFOAM R©. A convection-diffusion equation is used
to represent the distribution of particles in a flow and a sensitivity analysis of
a particle distribution at the outlet of a two dimensional channel is performed
using the adjoint method. The cost function evaluates the non-uniformity of the
passive scalar at the outlet. The results are validated by comparing the gradients
calculated using the adjoint method to gradients obtained using finite difference
calculations. The results show good agreement between the gradients obtained
using the two methods.
3.5 Paper V
“Adjoint method for transport of heat and species in internal automotive flows“
Paper V presents results from a sensitivity analysis of a species distribution at the
surface of a two dimensional channel. The primal flow is solved using a steady-state
compressible flow solver. Adjoint equations applicable to weakly compressible flow
have been implemented into OpenFOAM R©. The implementation includes a cost
function describing uniform species distribution at the surface of a geometry. An
example of an application for this implementation is to improve NOX readings
in the exhaust of a diesel truck. In the derivation of the adjoint equations, the
variation of the density and the turbulent viscosity have been neglected. The
gradient of the cost function is calculated with respect to the normal motion of
the surface of the channel. The results of the adjoint implementation are validated
against gradients approximated using finite difference calculations.
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4 Unpublished results
This chapter presents results not included in the appended papers. In Section 4.1,
the implementation outlined in paper IV is applied using a Neumann boundary
condition at the walls for the scalar, as opposed to a zero concentration at the
walls as in paper IV. In Section 4.2, the results from the weakly compressible
adjoint solver presented in paper V are compared to results obtained using an
incompressible implementation on the same geometry.
4.1 Validation case for scalar transport
In paper IV, a specie distribution was simulated using a two dimensional channel.
The gradient of a cost function with respect to the normal motion of the surface
was calculated using the adjoint method and the results compared to finite
difference calculations. The cost function was uniform distribution of the specie
at the outlet. In the case presented in paper IV, the boundary condition for the
scalar was set to zero concentration at the wall. In the results presented here,
the adjoint implementation was applied to the same case with a zero gradient
boundary condition for the specie at the wall boundary. To fulfill the adjoint
boundary conditions, this requires the boundary condition for the adjoint scalar
to be modified to zero gradient as well. The specie distribution at the inlet is
also modified from uniform to being confined only to the lower half of the inlet.
A uniform inlet velocity and no-slip boundary condition are applied for velocity.
The adjoint equations presented in Section 2.2.2 are applied here. The equations
are shown below, along with the boundary conditions from Section 2.4.2.
−
(
∂uˆj
∂xi
+ ∂uˆi
∂xj
)
uj = − ∂pˆ
∂xi
+ ∂
∂xj
(
ν( ∂uˆi
∂xj
+ ∂uˆj
∂xi
)
)
+ c ∂cˆ
∂xj
,
∂uˆj
∂xj
= 0,
−uj ∂cˆ
∂xj
= ∂
∂xj
(
D
∂cˆ
∂xj
)
.
(4.1)
The cost function describes the uniform distribution of species at the outlet,
J =
∫
outlet
1
2(c− 0.5)
2. (4.2)
This results in the following boundary conditions for the adjoint equations at the
inlet:
ui = 0,
nipˆ,i = 0,
cˆ = 0.
(4.3)
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At the walls, the boundary conditions are
ui = 0,
nipˆ,i = 0,
nj cˆ,j = 0.
(4.4)
For the outlet, we have
pˆ = uˆjuj + uˆiniujnj + ν(niuˆi),jnj + cˆc,
0 = uˆtujnj + νuˆt,jnj ,
0 = c− 0.5 + cˆujnj +Dnj cˆ,j .
(4.5)
The height of the channel at the inlet is h = 0.05m. The inlet velocity is
u = 0.1m/s and the Reynolds number is 100 based on the height of the channel.
The primal flow field is solved using a steady-state incompressible flow solver.
The results from the primal velocity, primal pressure and the primal scalar are
shown in Figs. 4.1, 4.2 and 4.3, respectively. The results for the adjoint flow
Figure 4.1: Primal velocity field, u[m/s].
Figure 4.2: Primal pressure field, p[Pa].
fields are shown in Figs. 4.4 to 4.6. The surface sensitivities are calculated, using
the primal and adjoint velocity fields, from Eq. (2.80) as
∂L
∂β
= −νnj ∂ui
∂xj
nm
∂uˆi
∂xm
. (4.6)
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Figure 4.3: Primal scalar field, c.
Figure 4.4: Adjoint velocity field, uˆ[m/s].
Figure 4.5: Adjoint pressure field, pˆ[Pa].
Figure 4.6: Adjoint scalar field, cˆ.
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A first order finite difference approximation is used for comparison, i.e. the
gradient of the cost function is approximated as
∂J
∂β
≈ J(β + ∆)− J(β)∆ . (4.7)
A step size of ∆ = 1 · 10−7 was used. The gradients obtained using the two
methods are compared in the region around the bend for the upper and lower
surfaces, see Fig. 4.7. The comparison is shown shown in Figs. 4.8 and 4.9. The
Fig. 4.9
Fig. 4.8
Figure 4.7: The location at the upper and lower surfaces of the channel where a
comparison is made between the surface sensitivities obtained using the adjoint
method and the finite difference calculation.
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Figure 4.8: Comparison between sensitivities obtained using the adjoint method
and numerical differentiation for the upper part of the domain shown in Fig. 4.7.
overall accuracy is acceptable and the adjoint method captures the same behavior
in the region compared. The results show that the accuracy decreases as we come
closer to the outlet and a deviation of roughly 50% can be seen close to the outlet.
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Figure 4.9: Comparison between sensitivities obtained using the adjoint method
and numerical differentiation for the lower part of the domain shown in Fig. 4.7.
4.2 Species uniformity at the surface, incompress-
ible solver
Before the weakly compressible adjoint solver was implemented with the cost
function presented in Paper V, the cost function was implemented for the incom-
pressible adjoint solver used in the previous papers. The following shows the
results from the incompressible solver using the same geometry and boundary
conditions as in Paper V. The results are then compared to the results presented
in Paper V. The adjoint equations presented in Section 2.2.2 are used along with
the boundary conditions from Section 2.4.3. The adjoint equations are
−
(
∂uˆj
∂xi
+ ∂uˆi
∂xj
)
uj = − ∂pˆ
∂xi
+ ∂
∂xj
(
ν( ∂uˆi
∂xj
+ ∂uˆj
∂xi
)
)
+ c ∂cˆ
∂xj
,
∂uˆj
∂xj
= 0,
−uj ∂cˆ
∂xj
= ∂
∂xj
(
D
∂cˆ
∂xj
)
.
(4.8)
The cost function presents the difference between the average concentration at
the inlet and the species concentration at a section of the surface,
J =
∫
sensor
1
2 (c− 0.5)
2 dΓ. (4.9)
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The following boundary conditions are applied at the inlet
uˆt = 0,
uˆn = 0,
nj
∂pˆ
∂xj
= 0,
cˆ = 0.
(4.10)
At the walls, we have
uˆt = 0,
uˆn = 0,
nj
∂pˆ
∂xj
= 0,
nj
∂cˆ
∂xj
= 0.
(4.11)
The boundary conditions at the location of the sensor are
uˆt = 0,
uˆn = 0,
nj
∂pˆ
∂xj
= 0,
nj
∂cˆ
∂xj
= − 1
D
(c− 0.5),
(4.12)
and, for the outlet,
pˆ =uˆjuj + uˆnun + ν
∂uˆn
∂xj
nj + ccˆ,
0 =unuˆt + ν
∂uˆt
∂xj
nj ,
0 =uncˆ+D
∂cˆ
∂xj
nj .
(4.13)
The geometry consists of a simple two dimensional channel with an inlet at the
left and an outlet at the right, see Fig. 4.10. The same mesh is used as in paper V,
and the height of the channel is 0.05m. The velocity is uniform at the inlet, and
a no-slip boundary condition is applied at the walls, see Fig. 4.11. This results
in a Reynolds number of 85 based on the height of the channel at the inlet. The
results for the pressure are shown in Fig. 4.12 and the species concentration in Fig.
4.13. The species concentration is zero at the upper half of the inlet and uniform
at the lower half. The adjoint velocity, the adjoint pressure and the adjoint scalar
are shown in Figs. 4.14 to 4.16, respectively.
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L = 0.68m
H
=
0.
05
m
Figure 4.10: The two-dimensional channel with the inlet at the left and the outlet
at the right. The location of the sensor is shown on the upper surface.
Figure 4.11: Primal velocity field, u[m/s].
Figure 4.12: Primal pressure field, p[Pa].
Figure 4.13: Primal scalar field, c.
Results from the weakly compressible case are shown in Figs. 4.17 to 4.19
for comparison. The behavior of the adjoint fields is very similar for the
incompressible and the compressible case presented in paper V. The adjoint
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Figure 4.14: Adjoint velocity field, uˆ[m/s].
Figure 4.15: Adjoint pressure field, pˆ[Pa].
Figure 4.16: Adjoint scalar field, cˆ.
Figure 4.17: Adjoint velocity field, uˆ[m/s], from Paper V.
velocity and adjoint scalar fields in the case of the compressible case, Figs. 4.17
and 4.19, are roughly a factor ρ lower than in the incompressible case, where
ρ = 1.18kg/m3. On the other hand, the adjoint pressure is roughly the same,
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Figure 4.18: Adjoint pressure field, pˆ[Pa·kg/m3], from Paper V.
Figure 4.19: Adjoint scalar field, cˆ, from Paper V.
which can be explained by the inclusion of the density in the adjoint pressure in the
derivation of the weakly compressible adjoint equations. The surface sensitivities
are, as in the incompressible cases, calculated from
∂L
∂β
= −νnj ∂ui
∂xj
nm
∂uˆi
∂xm
. (4.14)
Note that ν is replaced by µ in the compressible case. The surface sensitivities
from the two cases are compared in the region around the bend, shown in Fig. 4.20.
Fig. 4.21 shows the comparison for the upper surface, and the comparison for the
lower surface is shown in Fig. 4.22. The comparison shows that the gradient is
almost identical, as should be expected for these two cases.
Fig. 4.22
Fig. 4.21
Figure 4.20: The geometry used for the validation. The results from the two
adjoint implementations are compared in the region marked by the horizontal lines.
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Figure 4.21: Comparison between sensitivities obtained using the incompressible
and the weakly compressible implementations for the upper part of the domain
shown in Fig. 4.20.
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Figure 4.22: Comparison between sensitivities obtained using the incompressible
and the weakly compressible implementations for the lower part of the domain
shown in Fig. 4.20.
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5 Concluding remarks
This thesis focuses on adjoint-based optimization and sensitivity analysis of
ducted flows with applications in the automotive industry. The application of the
adjoint method allows for cheap calculation of gradients by solving a second set of
equations, the so-called adjoint equations. Combining the results from the solution
of the adjoint equations and the flow equations makes it possible to calculate the
gradient of the cost function with respect to a set of design parameters. Three
different implementations have been applied in this work. These implementations
are based on normal motion of the surface, momentum loss in each cell and an
implementation based on the ALE formulation of the Navier-Stokes equations.
The computational cost of this calculation is almost independent of the number
of design parameters.
In papers I to III the adjoint method is used to perform gradient calculations
in conjunction with an optimization process. The optimization is performed using
a steepest descent algorithm. In paper I the adjoint method is applied in the
optimization of an inlet pipe to an EGR cooler of a truck. The surface sensitivities
are coupled to mesh morphing algorithms in OpenFOAM, and a fine tuning of the
geometry is performed. The computational time for the whole optimization process
was equivalent to six times the simulation time for the primal flow. In paper II the
gradient of the cost function is calculated with respect to the motion of each cell.
The cell motion is derived from the Arbitrary Lagrangian-Eulerian formulation
of the Navier-Stokes equations. A smoothing algorithm is introduced and the
optimization process is applied to a simple pipe. This implementation is compared
to the so-called surface sensitivities and the topological optimization based on
momentum loss in the cells in Paper III. In this paper the three implementations
of the adjoint method are applied to an inlet pipe in a truck. Three optimization
processes are performed and the results are compared.
An additional convection-diffusion equation, used e.g. for scalar or species
distribution, was added in papers IV and V. In paper IV the relevant adjoint
equations were implemented and a cost function based on the scalar distribution
at the outlet was evaluated with respect to the normal motion of the surface. The
gradients were validated against gradients obtained using a finite difference method
for a two dimensional channel. Paper V shows adjoint equations applied for weakly
compressible flow, where the primal flow is simulated using a compressible flow
solver. A cost function based on uniform species distribution at the surface of the
geometry is presented. The gradients of the cost function with respect to normal
motion of the surface obtained using the adjoint-based gradients are compared
to gradients obtained using a finite difference method. Finally, the unpublished
results presented in this thesis show validation cases where the boundary conditions
for the scalar transport equation in paper IV have been modified and the flow in
paper V simulated using an incompressible flow solver.
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A Derivation of the adjoint Navier-
Stokes equations
This chapter includes parts of the derivation of the adjoint method omitted from
Chapter 2. Appendix A.1 shows the integration by parts applied in Section 2.2.
Appendix A.2 contains the derivation of the adjoint equations used for weakly
compressible flow, shown in Section 2.3.
A.1 Integration by parts
This section contains the integration by parts omitted on Page 12 in Section 2.2.
Inserting the linearized constraints, Eq. (2.16) and Eq. (2.17), into Eq. (2.15)
yields
0 = δvJ + δpJ +
∫
Ω
(uiρδvjvi,j + uiρvjδvi,j−ui(µ(δvi,j + δvj,i)),j
+ uiδp,i − qδvi,i) dΩ.
(A.1)
Now we proceed to “move” the derivatives from the primal flow variables, δvi and
δp, to the adjoint variables, ui and q, using integration by parts.
We start from Gauss’s theorem, which states that the sum of all sources minus
the sum of all sinks equals the net flow out of a region, i.e.∫
Ω
ui,i dΩ =
∫
Γ
uini dΓ, (A.2)
where Γ is the closed boundary surface of Ω and ni is the outward normal unit
vector to Γ.
The product rule reads:
(f, g),i = f,i g + f g,i. (A.3)
The integration by parts is done by reversing the product rule, f,i g = (f, g),i−f g,i,
and applying the Gauss theorem, Eq. (A.2), to each of the terms in the integral
in Eq. (A.1).
Assuming incompressibility we obtain the following identities:∫
Ω
uiρδvjvi,j dΩ =
∫
Γ
ρnjuiδvjvi dΓ−
∫
Ω
ρ(uiδvj),jvidΩ,
=
∫
Γ
ρnjuiδvjvi dΓ−
∫
Ω
ρui,jδvjvi dΩ−
∫
Ω
ρui>
0
δvj,jvidΩ,
=
∫
Γ
ρniujvjδvi dΓ−
∫
Ω
ρuj,ivjδvi dΩ. (A.4a)
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∫
Ω
uiρvjδvi,j dΩ =
∫
Γ
ρuivjδvinj dΓ−
∫
Ω
ρ(uivj),jδvi dΩ,
=
∫
Γ
ρuivjδvinj dΓ−
∫
Ω
ρui,jvjδvi dΩ−
∫
Ω
ρui 
0
vj,jδvi dΩ,
=
∫
Γ
ρuivjnjδvi dΓ−
∫
Ω
ρui,jvjδvi dΩ. (A.4b)∫
Ω
−ui(µ(δvi,j + δvj,i)),j dΩ =−
∫
Γ
µui(δvi,j + δvj,i)nj dΓ +
∫
Ω
µ(ui,jδvi,j + ui,jδvj,i),
=−
∫
Γ
µui(δvi,j + δvj,i)nj dΓ +
∫
Γ
µ(ui,j + uj,i)njδvidΓ
−
∫
Ω
(µ(ui,j + uj,i)),jδvi dΩ. (A.4c)∫
Ω
uiδp,i dΩ =
∫
Γ
uiniδpdΓ−
∫
Ω
ui,iδpdΩ. (A.4d)∫
Ω
−qδvi,i dΩ =−
∫
Γ
qniδvi dΓ +
∫
Ω
q,iδvi dΩ. (A.4e)
The cost function can be decomposed into contributions from the interior, Ω, and
the boundary, Γ, i.e.
J =
∫
Γ
JΓ dΓ +
∫
Ω
JΩ dΩ. (A.5)
Replacing the terms in Eq. (A.1) with the terms from Eq. (A.4) and the decomposed
cost function, Eq. (A.5), results in:
0 =
∫
Ω
(
∂JΩ
∂ui
− ρuˆj,iuj − ρuˆi,juj − (µ(uˆi,j + uˆj,i)),j + pˆ,i
)
δui dΩ
+
∫
Γ
(
∂JΓ
∂ui
+ ρniuˆjuj + ρuˆiujnj + µ(uˆi,j + uˆj,i)nj − pˆni
)
δui dΓ
−
∫
Γ
µuˆi(δui,j + δuj,i)nj dΓ
+
∫
Ω
(
∂JΩ
∂p
− uˆi,i
)
δpdΩ +
∫
Γ
(
∂JΓ
∂p
+ uˆini
)
δpdΓ
(A.6)
Alternative formulations of the second term on the right hand side in Eq. (A.6)
have been proposed. This term originates from the first term under the integral
sign in Eq. (A.1). Here the term is integrated by parts as done in [39, 55, 19]. In
Soto et al. [50], the term is integrated by parts, while they suggest that it can be
left out for the adjoint equations to resemble the primal equations. In the third
approach, applied e.g in [52, 4, 31], the term is not integrated by parts but is kept
as it is.
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A.2 Weakly compressible flow
This section presents the derivation of the adjoint Navier-Stokes equations for
weakly compressible flow omitted in Section 2.3.
The momentum, continuity and scalar transport equations are
ρuj
∂ui
∂xj
= − ∂p
∂xi
+ ∂
∂xj
(
µ( ∂ui
∂xj
+ ∂uj
∂xi
)
)
,
∂(ρuj)
∂xj
= 0,
ρuj
∂c
∂xj
= ∂
∂xj
(
D
∂c
∂xj
)
.
(A.7)
The augmented cost function is written as
L = J +
∫
Ω
dΩ

uˆi
pˆ
cˆ
 ·

ρuj
∂ui
∂xj
+ ∂p
∂xi
− ∂
∂xj
(
µ( ∂ui
∂xj
+ ∂uj
∂xi
)
)
− ∂(ρuj)
∂xj
ρuj
∂c
∂xj
− ∂
∂xj
(
D
∂c
∂xj
)

(A.8)
Now we calculate the total variation of the augmented cost function with respect
to the flow variables, u, p and c. The variation of the constraints with respect to
the velocity, δuR, is
δu(R1, R2, R3)T = ρδujui,j + ρujδui,j − (µ(δui,j + δuj,i)),j ,
δuR4 = −(ρδui),i,
δuR5 = ρδujc,j .
(A.9)
The variation with respect to the pressure, δpR, is
δp(R1, R2, R3)T = δp,i,
δpR4 = 0,
δpR5 = 0.
(A.10)
The variation with respect to the scalar, δcR, is
δc(R1, R2, R3)T = 0,
δcR4 = 0,
δcR5 = ρujδc,j − (Dδc,j),j .
(A.11)
The total variation with respect to the flow variables is set to zero, i.e. 0 =
δuL+ δpL+ δcL . The total variation with respect to the flow variables can now
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be written as
0 = δuJ + δpJ + δcJ +
∫
Ω
(uˆiρδujui,j + uˆiρujδui,j − uˆi(µ(δui,j + δuj,i)),j
+ uˆiδp,i − pˆ(ρδui),i
+ cˆρδujc,j + cˆρujδc,j − cˆ(Dδc,j),j) dΩ.
(A.12)
Now we proceed to “move” the derivatives from the primal flow variables, δui,
δp and δc, to the adjoint variables, uˆi, pˆ and cˆ, using integration by parts. The
integration by parts is done by reversing the product rule, f,i g = (f, g),i − f g,i,
and applying the Gauss theorem to each of the terms in the integral in Eq. (A.12).
We obtain the following identities:∫
Ω
uˆiρδujui,j dΩ =
∫
Γ
nj uˆiρδujui dΓ−
∫
Ω
(uˆiρδuj),juidΩ,
=
∫
Γ
nj uˆiρδujui dΓ−
∫
Ω
uˆi,jρδujui dΩ−
∫
Ω
uˆi
*0(ρδuj),juidΩ,
=
∫
Γ
niρuˆjujδui dΓ−
∫
Ω
ρuˆj,iujδui dΩ. (A.13a)∫
Ω
uˆiρujδui,j dΩ =
∫
Γ
ρuˆiujδuinj dΓ−
∫
Ω
(uˆiρuj),jδui dΩ,
=
∫
Γ
ρuˆiujδuinj dΓ−
∫
Ω
uˆi,jρujδui dΩ−
∫
Ω
uˆi
>
0
(ρuj),jδui dΩ,
=
∫
Γ
ρuˆiujnjδui dΓ−
∫
Ω
uˆi,jρujδui dΩ. (A.13b)∫
Ω
−uˆi(µ(δui,j + δuj,i)),j dΩ =−
∫
Γ
µuˆi(δui,j + δuj,i)nj dΓ +
∫
Ω
µ(uˆi,jδui,j + uˆi,jδuj,i),
=−
∫
Γ
µuˆi(δui,j + δuj,i)nj dΓ +
∫
Γ
µ(uˆi,j + uˆj,i)njδuidΓ
−
∫
Ω
(µ(uˆi,j + uˆj,i)),jδui dΩ. (A.13c)∫
Ω
uˆiδp,i dΩ =
∫
Γ
uˆiniδpdΓ−
∫
Ω
uˆi,iδpdΩ. (A.13d)∫
Ω
−pˆ(ρδui),i dΩ =−
∫
Γ
pˆniρδui dΓ +
∫
Ω
pˆ,iρδui dΩ. (A.13e)∫
Ω
cˆρδujc,j =
∫
Γ
nj cˆρδujcdΓ−
∫
Ω
(cˆρδuj),jcdΩ,
=
∫
Γ
nj cˆρδujcdΓ−
∫
Ω
cˆ,jρδujcdΩ−
∫
Ω
cˆ
*0(ρδuj),jcdΩ,
=
∫
Γ
nicˆρcδui dΓ−
∫
Ω
cˆ,iρcδui dΩ. (A.13f)
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∫
Ω
cˆρujδc,j =
∫
Γ
cˆρujnjδcdΓ−
∫
Ω
(cˆρuj),jδcdΩ,
=
∫
Γ
cˆρujnjδcdΓ−
∫
Ω
cˆ,jρujδcdΩ−
∫
Ω
cˆ
>
0
(ρuj),jδcdΩ,
=
∫
Γ
cˆρujnjδcdΓ−
∫
Ω
cˆ,jρujδcdΩ. (A.13g)
−
∫
Ω
cˆ(Dδc,j),j =−
∫
Γ
nj cˆDδc,j dΓ +
∫
Ω
cˆ,jDδc,j dΩ,
=−
∫
Γ
nj cˆDδc,j dΓ +
∫
Γ
njDcˆ,jδcdΓ−
∫
Ω
(Dcˆ,j),jδcdΩ.
(A.13h)
The cost function is decomposed into contributions from the interior, Ω, and the
boundary, Γ, i.e.
J =
∫
Γ
JΓ dΓ +
∫
Ω
JΩ dΩ. (A.14)
Replacing the terms in Eq. A.12 with the terms from Eq. A.13 and the decomposed
cost function, Eq. A.14, results in:
0 =
∫
Ω
(
∂JΩ
∂ui
− ρuˆj,iuj − ρuˆi,juj − (µ(uˆi,j + uˆj,i)),j + ρpˆ,i − ρccˆ,i
)
δui dΩ
+
∫
Γ
(
∂JΓ
∂ui
+ ρniuˆjuj + ρuˆiujnj + µ(uˆi,j + uˆj,i)nj − ρpˆni + ρccˆni
)
δui dΓ
−
∫
Γ
µuˆi(δui,j + δuj,i)nj dΓ
+
∫
Ω
(
∂JΩ
∂p
− uˆi,i
)
δpdΩ +
∫
Γ
(
∂JΓ
∂p
+ uˆini
)
δpdΓ
+
∫
Ω
(
∂JΩ
∂c
− ρcˆ,juj − (Dcˆ,j),j
)
δcdΩ
+
∫
Γ
(
∂JΓ
∂c
+ ρcˆujnj +Dnj cˆ,j
)
δcdΓ−
∫
Γ
cˆDnjδc,j dΓ
(A.15)
We focus on applications within ducts and pipes and can therefore make the same
assumptions as in Section 2.2.1. We therefore leave out the volume contribution
of the cost function, and some of the boundary terms are simplified. Now we also
assume that the gradient of the density is negligible compared to the gradient of
the adjoint pressure, i.e ρpˆ,i ≈ (ρpˆ),i, and rewrite the adjoint pressure to include
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the density, pˆ ≡ ρpˆ. This yields the following adjoint equations,
−ρ
(
∂uˆj
∂xi
+ ∂uˆi
∂xj
)
uj = − ∂pˆ
∂xi
+ ∂
∂xj
(
µ( ∂uˆi
∂xj
+ ∂uˆj
∂xi
)
)
+ ρc ∂cˆ
∂xj
,
∂uˆj
∂xj
= 0,
−ρuj ∂cˆ
∂xj
= ∂
∂xj
(
D
∂cˆ
∂xj
)
.
(A.16)
Note that a contribution from the primal and the adjoint scalar enters as a source
term in the momentum equations. In the derivation of the boundary conditions,
we assume a fixed inlet velocity, no-slip at walls and zero gradient at the outlet
for the primal velocity. A fixed pressure is used at the outlet and a zero gradient
elsewhere. For the primal scalar field, a fixed inlet value was assumed and a zero
gradient at the outlet and walls. This results in the following boundary conditions
for the inlet
uˆt = 0,
uˆn = −∂JΓ
∂p
,
nj
∂pˆ
∂xj
= 0,
cˆ = 0.
(A.17)
For the walls, we get
uˆt = 0,
uˆn = −∂JΓ
∂p
,
nj
∂pˆ
∂xj
= 0,
nj
∂cˆ
∂xj
= − 1
D
∂JΓ
∂c
.
(A.18)
Assuming zero concentration, i.e. c = 0, at the walls would instead lead to cˆ = 0.
For the outlet, we get
pˆ =ρuˆjuj + ρuˆnun + µ
∂uˆn
∂xj
nj + ρccˆ+
∂JΓ
∂un
,
0 =ρunuˆt + µ
∂uˆt
∂xj
nj +
∂JΓ
∂ut
,
0 =ρuncˆ+D
∂cˆ
∂xj
nj +
∂JΓ
∂c
.
(A.19)
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