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Abstract-we examine transformations for symplectic difference systems and Riccati difference 
operators connected with permutations of rows of a conjoined basis. The concept of an integration 
path for a conjoined basis is introduced to formulate the definition of a focal point and the disconju- 
gacy criteria and state Sturm’s separation theorems in terms of solutions of the transformed Riccati 
equation. @ 2004 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
We consider transformations for the symplectic difference system 
Y,+I = W,Y,, W,‘JznW, = Jzn, i = 0, 1, . . , N, (1.1) 
and the Riccati difference operator 
where W,, Y,, Jzn are real partitioned matrices with n x n blocks 
Jzn = 
and In, 0, are the identity and zero matrices. It is well known that the Riccati matrix difference 
equation 
Rw[Ql = On, i=O,...,N, (1.2) 
has a symmetric solution QT = Qz iff there exists a conjoined basis of system (1 .l) 
YtT JznYi = O,, rankYi = n, 
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such that the following condition holds: 
det Xi # 0, i=O,...,N+l. (1.3) 
If (1.3) does not hold, we have to consider generalized solutions of equation (1.2). One possible 
approach to this problem which has been studied for a fairly long time (see [l] and the references 
therein) is connected with the technique of the Moore-Penrose inverse of matrices. For example, 
this technique is very popular in the modern Sturm’s theory of symplectic systems. According 
to the definition (see [2]), a conjoined basis of (1.1) is said to have a focal point in (i, i + l] if the 
conditions 
Ker Xi+1 C Ker Xi, (1.4) 
X,Xz’,J3~ > 0, (1.5) 
do not hold (here, t denotes the Moore-Penrose inverse of the matrix A, Ker A denotes the kernel 
of A, and for a symmetric matrix A we write A > 0 if A is positive semidefinite). Note (see [3]) 
that Ker A 5 Ker C is equivalent to 
C = CA+A. (1.6) 
Another necessary and sufficient condition for (1.4) is given in [4] 
Mi = 
( 
1, - X,+1X,/+, BE = 0,~ 
> (1.7) 
and a conjoined basis has a focal point of multiplicity rank Mi = ml(i) in the point i + 1 provided 
condition (1.4) does not hold. If a conjoined basis without focal points in (0, N + I] is considered, 
then conditions (1.4),(1.5) are equivalent to the existence of a symmetric solution of the “implicit 
Riccati equation” (see [2,3]) 
Rw [Qlxi = On, i =O,...N, (1.8) 
such that the following condition holds: 
(v,‘-B,TQi+l)&>O, i=O,...,N. (1.9) 
If the matrix Xi is nonsingular, condition (1.9) may be rewritten as 
(A, + &Qi)-‘Bi 2 0, (1.10) 
for the solution of the Riccati equation (1.2). The system is disconjugate on (0, N + l] if the 
solution with initial conditions Xs = 0,, U, = 1, (the principal solution at 0) does not have 
focal points in (0, N + 11. 
Another (and alternative) approach to the problem of solvability of the Riccati equation is 
connected with the application of transformations which change the rank of the upper block of a 
conjoined basis. Among these transformations there are transformations with orthogonal matrices 
which play an important role in numerical analysis (see, for example, [5]) and the geometrical 
theory of differential equations (see [6]). The major difficulty of these transformations is that 
they do not preserve, in general, oscillation properties of conjoined bases. In particular, they do 
not preserve the distribution of focal points (and the property of having no focal points) of a 
given conjoined basis. Therefore, the definition of the oscillation properties of the initial system 
in terms of the new transformed basis may not be such an easy task. From this point of view, 
this work develops this.alternative approach to the problem of solvability of the Riccati equation. 
We consider the solutions of a transformed Riccati equation 
Rci,[QJ = On, (1.11) 
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where the matrices l%‘i are defined by the formula I@, = ((nj,i+r))TWi%j(i), and %j,,, are the 
symplectic orthogonal matrices uniquely determined by the values of a function j = j(i), i = 
0, , N+l (it is called an integration path for a conjoined basis Yi (see [7])). The transformations 
with matrices %3(i) are connected with permutations of rows of a conjoined basis in such a way 
that condition (1.3) holds for the transformed basis for any i. The idea of this approach was 
offered in [8] for linear differential systems and was developed in [9] for Hamiltonian differential 
systems. Consider the example which illustrates the concept of an integration path. 
EXAMPLE 1.1. Let the matrices 
be blocks of the matrix of the differential Hamiltonian systems 
Y’(t) = A(t) B(t) c(t) -+)T ‘ct)l I 
B(t) = B(t)T, C(t) = C(t)T. 
Consider the conjoined basis of this system for t E [0,3] with initial condition Y(0) = [ 12 02 IT. 
The solution of the associated differential Riccati equation has the form 
Q(t) = &o(t) = & [’ ,ilf-t;’ 
2 t(1-t) 1 t(1 - t)2 
Then, the point t = 1 is focal for the given conjoined basis (for the differential case, it means 
that condition (1.3) does not hold). Note that the transformed conjoined basis Ys(t) = J&Y(t), 
n = 2 has the same focal point t = 1, and the respective solution of the transformed Riccati 
equation has the form 
Qs(t) = -Q(t)-’ = & [ -‘::;‘a ;I;] 
This situation which does not take place for the scalar Riccati equation (n = 1) was discussed for 
the matrix case in [l]. In this work the existence of other transformations such that condition (1.3) 
held for the new basis was considered as an open problem. Introduce the following transformations 
of a conjoined basis: Yj(t) = %jY(t), where j E {O,l, 2,3}, and %a = IQ,, %a = Jzn, n = 2, 
%=[-2j 21, G=[; ;I, G2=[; ;]I Fj = I2 - Gj, j = 1,2. 
The solutions of the Riccati equations which correspond to the case j = 1,2 are the matrices 
&l(t) = & [t2(tt- ‘) ;] 1 Qz(t) = 
It is easy to see that only the basis Yz(t) d oes not have t = 1 as a focal point. Introduce 
the function j = j(t) E {O,l, 2,3} such that condition (1.3) holds for Yj(t) for any t. There 
are different ways of choosing such functions for the given example. So, one can put j(t) = 0; 
0 < t 5 tl < 1, j(t) = 2, tl 5 t 5 t2 < 2, j(t) = 3, t2 < t < 3. This function j(t) is called an 
integration path for the given basis Y(t), and &j(t), j = j(t) may be considered as the solution 
of the Riccati equation along this path. Note also that there exist the principal minors of &j(t), 
j = j(t) whose zeros coincide with zeros of det X(t). The results of the numerical evaluation of 
Qj(t) along j = j(t) are given in [7]. 
The case of (1.1) was examined in [7] where uniformly bounded along an integration path 
solutions of (1.11) were introduced. 
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In this work, we consider the special row transformations of a conjoined basis and offer a 
concept of a special integration path j = j(i), i = 0,. . , N + 1 (Definition 2.6), connected 
with rankXi. This new concept gives us the possibility to avoid the evaluation of pseudoinverse 
matrices in (1.5)-(1.7) ( see Theorem 3.6). So, it is possible to connect two factors of the skeleton 
factorization (see [lo]) of Xi with the solutions of the transformed Riccati equation (1.11) (the 
first factor) and the transformed conjoined basis %jYi (the second factor) and then formulate 
the definition of a focal point (Definition 3.9), and the disconjugacy criteria (Corollary 3.8), in 
terms of these factors. The advantage of the Riccati equation (1.11) over equation (1.8) is that 
equation (1.8) is a rather complicated while equation (1.11) is much easier to deal with. So, 
we have the solution of (1.11) in a form which uses only one conjoined basis of (1.1) while the 
symmetric solution of (1.8) is given in [2,3] in terms of two conjoined bases of (1.1). Using the 
concept of an integration path we develop the Riccati technique for the case when condition (1.3) 
does not hold. To illustrate it we formulate and prove the theorems (Theorems 4.1 and 4.4) which 
may be viewed as analogues of Theorem 1 in [ll]. 
THEOREM 1.2. Let (X,U) and (z,o) b e conjoined bases of the Hamiltonian difference system 
AX = AiX, + &U,, AU = &Xi - d:Ui with IrnTM 5 ImXM, X&(~M - QM)*M 2 0, 
;x=o~XtDXt, Q = XX+UX+. If (X,U) h as no focal points in (M, N + 11, then neither does 
> . 
2. PRELIMINARIES 
We introduce the transformations for solutions of system (1.1) 
y, = njy;, 91j+--, 21, Yj=[$], j=j(i). (2.1) 
When writing Yj(i), Xj(q, Uj(i), Qj(i), we always mean Yj”ci,, Xjci), Ujci), Qjci,. For the matri- 
ces Yjci), we have the transformed system 
(2.2) 
Consider the definition of the matrices %j. We say that a matrix (n E 0% if it may be written 
in the form (2.1) with n x n diagonal blocks F, G which obey the conditions 
F2+G2=In, FG = O,, (2.3) 
F 1 0, G 2 0. (2.4) 
Condition (2.3) defines a group of symplectic orthogonal matrices. It is easy to verify that there 
exist only 2n symplectic orthogonal matrices ‘31, defined by (2.3),(2.4). The number j = j(i) of 
any ‘Jlj takes the values from the set (0, 1, . . , 2n - 1}, and the diagonal of Gj is composed of 
the zeros and ones that constitute the binary representations of j = j(i). In this case, we have 
Tl, = 12n, !RzTL-1 = J2n, 9lj = J2nTln,T,-,-j. 
The treatment of the set 0% is justified by the following theorem. 
THEOREM 2.1. For any conjoined basis of system (1.1) there exists a function j = j(i), i = 
0,. , N + 1 such that the matrix Xj(i) in (2.1) is nonsingular 
det (X,(i)) = det(FjXi - GjUi) # 0, i = 0,. . . , N + 1. (2.5) 
Hence, there exists the symmetric solution Qj = UjX,:’ of the Riccati equation (1.11) associated 
with the transformed system (2:2). 
PROOF. See [9], where the relations between Plucker’s (Grassmann’s) coordinates of the La- 
grangian plane in the symplectic space [6] are used. Note also that this theorem deals with 
the case of %ymmetric” permutations of rows and becomes trivial for the case of all possible 
permutations of rows of Yi because this is a full rank matrix. I 
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DEFINITION 2.2. A function j = j(i), i = 0,. . . , N + 1 is called an integration path for a conjoined 
basis of system (1 .l) if condition (2.5) holds. In this case, one can consider Qi = Qj = Uj X97’ 
asthesolutionalongthepathj=j(i),i=O,...,N+l. 
It does not follow from this definition that an integration path is uniquely defined. But, if 
we know an integration path j(i) for a conjoined basis and Qj, we possess all information on 
the existence of other integration paths for given basis and rank Xi. To show this, consider the 
properties of transformations (2.1). Let 1 = l(i), i = 0, , N + 1, be another function and 
matrices %l with blocks F, G belong to Rn. Then, we have the following connection between two 
transformations of the conjoined basis Y,: 
(2.6) 
Certainly, if 1 = 0, (2.6) passes into (2.1) ( we have Yi E Yi). The diagonal matrices Fp, G, 
obey conditions (2.3), but generally speaking, conditions (2.4) do not hold for Fp, G,. We can 
formulate the following proposition. 
PROPOSITION 2.3. Let %j,%l belong to s/n. The matrix nP E 0% iff Gj > Gl (FL > FJ). The 
matrix flz E s/g iff Gl > Gj (Fj 2 FL). 
PROOF. One can use the following representations for Fpr G,: 
Fp = FlFj + GlGi, 
or the reverse representations 
Gp = FlG, - FiGI, (2.7) 
Fl = FpFj + GpGi, Gl = FpGJ - FiGp. (2.8) 
By (2.7) and the definition of Rn, we have that Fp 2 0, and G, 2 0 iff FiGl = 0,. But 
Gi - Gl = FL - F3 = G,-FL - GlF3 2 0 iff FiGl = 0,. In this case, Gi - Gl = Fl - Fj = G, 2 0, 
or 
FL = Fi + Gp, Gl = Gi - Gp. (2.9) 
Using (2.9), we also have that the condition !Y$, E s2r~1 is equivalent to the condition Gi 2 G, 
(Fp > F3). The second claim can be proved in the same manner. I 
Let j = j(i), i = 0,. , N + 1, be an integration path for a conjoined basis Yi. Consider 
the formula which connects all principal minors of matrix Qj = UjXJT1 with the corresponding 
minors of order n of Y,. We have 
M[G,QG,] = (-l)‘a”k(G’F~) 
det(FlXi - GlUi) 
det X, ’ 
(2.10) 
where M[G,QG,] d enotes the principal minor of Qj = UjXJT’ located in rows and columns 
defined by positions of nonzero elements in the diagonal of the matrix G,. The minor det(FlX, - 
GlU,) of order n coincides (accurate to a sign) with some minor of Yi. The location of this 
minor is uniquely determined by FL, GL and formulae (2.8). It follows from (2.10) that another 
integration path 1 = l(i), i = 0,. , N + 1 exists if and only if the principal minor M[G,QG,] 
with G, defined by (2.7) is nonzero for any i = 0,. . , N + 1 or , 
rank(G,QjG,) = rankG, > 0. (2.11) 
If condition (2.11) holds, one can consider the formula Ql= (In-FpQjGp)(FpQiFp-(GpQjGp)t)X 
(I;, - G,QjF,) which connects the solutions Qjci, = Ql(i), Q;(%, = Qi(i) along the different 
integration paths. For example, if j(i) E 0, l(i) s 2” - 1, we have St,,-, = -(Qk)-l z -Q,l, 
moreover, Q&,-,-j = -(G,Q>G,)-l, G, = Gj - F3. 
Now, we introduce a special integration path for a conjoined basis. 
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LEMMA 2.4. Let the matrices %j E Rn, j = j(i), i = 0,. . . , N + 1, and 
rankX, = rank F3Xz = rank Fj, (2.12) 
where Xi is the. upper block of a conjoined basis Yi. Then, j = j(i), i = 0, . . , N + 1 is the 
integration path for Yi, and the solution along this path Qj satisfies the condition 
GjQiGj = 0,. (2.13) 
PROOF. Let condition (2.12) hold. We have to prove that (2.5) holds. As is well known, if 
we multiply Yi by a nondegenerate n x n matrix M, Plucker’s coordinates of Yi will multiply 
by det M. Hence, if (2.5) d oes not hold, we can consider the new conjoined basis ?i = YiM, 
det M # 0 which has zero columns (see also [6, p. 225]), and we arrive at contradiction with 
the definition of Y,. Then, the path defined by (2.12) does exist. To prove (2.13), consider the 
factorization of Xi, 
Xi = (FjXj + GjUi) = (Fi + GiQj)Xj = (In + GjQjFj)(Fj + GjQjGj)Xj, (2.14) 
where j = j(i) is an integration path. Since the matrices I, + GiQiFi, Xj are nonsingular, we 
have that rankXi = rank(Fj + GjQjGj) = rank Fj + rank(GjQjGi) and rankXi = rank Fj iff 
GjQjGi = 0,. I 
REMARK 2.5. Note that if we have a solution Qi along an integration path, we can construct 
another path defined by (2.12). So, if in (2.14) rank(GjQ3Gj) > 0, one can find the principal 
minor M[G,QG,] of Qj such that Gj 2 G, 2 0, rank(GjQjGj) = rank(G,QjG,) = rankGp > 0. 
Hence, we can introduce the new integration path 1 = l(i) determined by (2.9) with rankX, = 
rank(FlXi) = rank Fl, and GlQlGl = 0,. 
DEFINITION 2.6. The functions j = j(i), i = 0,. . , N + 1, defined by condition (2.12) are called 
a special path for a conjoined basis Yi. 
I 3. MAIN RESULTS 
LEMMA 3.1. Let j = j(i), i = 0,. . . , N + 1, be a special integration path for a conjoined basis 
Y,. Then, we have ImX, = Im(Fj + GjQjFj), KerX, = Ker(FjXj). 
PROOF. It follows from the factorization (2.14) of Xi, which for caSe (2.13) may be rewritten as 
X, = (Fj +,GjQjFj)(FjXj) = AB, (3.1) 
that (3.1) is the analog of the skeleton factorization [lo] of Xi such that rankXi = rank A = 
rankB = rankFj, A = AFj, B = FjB, BBt = Fj, AtA = Fj, Xj = BtAt, SO that X,Bt = A, 
AtXi = B. Hence, by the last conditions and (3.1), we have that ImX, = ImA, Ker X, = 
Ker B. I 
Using (3.1), one can get the following proposition. 
PROPOSITION 3.2. Let j = j(i), i = 0,. . . , N + 1, be a special integration path for a conjoined 
basis Yi. For any n x n matrix C the following conditions axe equivalent: 
Ker Xi+1 C Ker C @ CX3:i+1) = CXj;i+1jFj(i+l), 
ImC & ImXi M CT (1, - Fj(i)Qj(i)Gj(i)) = CTFj(+) 
’ M CT = CT (Fjc,, + Qj(i)Gj(i)) . . 
(3.2) 
(3.3) 
If CT = C, we have in (3.3) C = (Fj + GjQj)C(Fj + QjGj), j = j(i). 
PROOF. One direction of (3.2) is trivial because it follows from the right-hand side of (3.2) that 
C = CX~~~+l~Fi(i+l~Xj(,+l), and by Lemma 3.1, Ker Xi+1 = Ker(Fj(i+ljXi(i+l)). If Ker Xi+1 c 
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KerC, then, by (1.6), we have C, = C(FjXj)tFjXj, j = j(i + 1) or CX,:’ = C(F,Xj)tFj, 
j=j(i+l). Th en, for j = j(i + 1) it follows that 
CXjT’ = C(FjXj)+ = cxJ:lFj. (3.4 
Equivalence (3.3) can be proved in the same manner. I 
Consider Wronski’s identity for two solutions fi and Y, of system (l.l), 
wz = ptT JznY, = const. (3.5) 
LEMMA 3.3. Let j = j(i), i = 0,. , N + 1, be a special integration path for a conjoined basis 
ki 
Y,,andY,= ri, 
^ [I 
is the solution of (1.1). Then, 
Irngi C Im Xi H wiX;($ = wiX;(2;F,(i), (3.6) 
where X3(z) is the upper block of the transformed conjoined basis Yjcz, (2.1). 
PROOF. It is easy to verify that 
wix3:’ = -O:(F, + G~Q~) + ~T(-G~ + F~Q~G~) + 2:~~s~~~. 
We have GjQj E GjQjFj along the special path, then wiX;(tl = wzXi(tjFj(i) iff the second 
addend equals zero, or 2;I,’ = $T(Fj(i) + Qj(i)Gj(i)). The last condition is equivalent to Im 2% C 
ImXi because of Proposition 3.2 with C = ki. I 
REMARK 3.4. Using (3.2),(3.6),(3.5), we have that Im Ri G Im Xi is equivalent to Ker Xi C 
Kerwi = Kerwi+l. Then, IrnRi C ImX,, KerX %+I C Ker Xi imply Ker X%+1 C Ker w,+l or 
Irn&+l & ImXi+l (see also [2, Remark l(v)]). 
Consider the matrix wi. It is easy to see that the matrix 
w,X,-~JZ~ = 2TQtki - filki (3.7) 
is symmetric if pi is a conjoined basis as well, and Xi is nonsingular (in this case Qi E QJ, 
j(i) = 0 is a solution of the Riccati equation (1.2)). If Xi is singular, by [ll], we have that 
w,XT$ is symmetric if the condition Im Ri c Im X, holds. We offer to consider 
wi = Pi’ JznYi = P%,‘%j Jzn%jYx = Pj’ Jz,Yj 3 j = j(i), 
where j = j(i) is an integration path for a conjoined basis Yz, Y3 = n:Yi, 
(3.8) 
and 9lj E sin. Certainly, the matrix wzXJrl??j is symmetric and equals the right-hand side 
of (3.7), where the index i is replaced by j(i), and Qj, j = j(i) is the solution along the path 
j = j(i), i = 0,. , N + 1. 
LEMMA 3.5. Let j = j(i), i = 0,. , N + 1, be a special integration path for a conjoined basis 
Yi, pZ is another conjoined basis, and Im 2, C Im Xi holds. Then, w,XJylT?j = w,XJT1kip = 
WiXJT?i, where gj is given by (3.8). 
PROOF. By Lemma 3.3, using ImT?, c Im X, and (3.4) we have that w,XT1 = w,XTIFJ = 
wi(FjXi)‘. Then, 2j = Fj*t - Gjoi yields wiX.,y’Xj = wiXJr’ki = w,(FjXi)+Fj(FJki - 
GjOt) = wi(FjXi)tFj*t = w,BtAtA*‘, = wiXfA*i, where the matrices A, B are the factors 
in the skeleton factorization (3.1) of X,. Note that Ak% = J?i, A = Fj + GjQj because of 
Im gZ 2 Im Xi and Proposition 3.2. I 
Now, it is possible to prove the main result. 
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THEOREM 3.6. Let j = j(i), i = 0,. , N + 1, be a special integration path for a conjoined 
basis Yi, and Qj is the solution of (1.11) along this path. Condition (1.4) is equivalent to the 
condition 
F’(i)Pj(z)Gj(i+l) = On, pj(i) = xj(i)x3;t+1) = (“i + &Qjo) -l, (3.9) 
and if (1.4) (or (3.9)) holds, then (1.5) is equivalent to 
Fj(%)Dj(i)Fj(i) L 0, (3.10) 
with 
Dj(z) = Pj(i)K. (3.11) 
PROOF. Put C = Fj(ijXj(i) in equivalence (3.2). Hence, we have F,(i~X,~i)X~~~+l) = F,(i) x 
Xj(t)X3~~+1)Fj(z+1)> where Xj(2)X,~~+l, = Pjci). Then, conditions (1.4) and (3.9) are equivalent. 
Consider Wronski’s identity w,+l = wi, Lemmas 3.3 and 3.5 for the particular case pi = 
[On,InlT. We have -?i,l = Bi, oi+l = Vi, and -wi+lX-? 3(z+l) = -w,x:? 3(a+l) = XiX,Tj+l) = 
(In + Gj(2)Qg(i))Fj(i)Pj(i), where we use (3.1). By Lemma 3.3, Im& C ImX,+l is equivalent 
to Wi+lXj.j~+l)Gj(i+l) = O,, then the condition ImBi C ImXi+l is equivalent to (3.9). Now, 
consider -W,+lXJ+lBi = -wiXJ+,B, = X,X/+,&. Th’ 1s matrix is symmetric, since by ImBi 2 
Im &+I and Lemma 3.5 it coincides with the symmetric matrix C = -wi+lXJ;~+,)~~(i+,~ = 
(Fj(i) + G,(t)Qj(i))Pj(i)%, where gj(i+l) is the upper block of ?jci+l). Moreover, because of 
ImW,+lXJ+lOB 2 ImXi, we have by Proposition 3.2 that C = CT = (Fj + GjQjFj)C(F3 + 
FjQjGj), j = j(i). Using the identity Fj(i+,)L?iFj(i) = F,(i+1)~iFj(i) we have that C also 
coincides with 
(Fj(i) + Gj(i)Qj(i)F’(i)) Dj(i) (Fj(i) + F’(z)Qj(i)Gj(t)) > 
for Dj given by (3.11). Then, C > 0 is equivalent to Fj(i)Dj(ijFj(i) 1 0 because the matrix 
I, + Gj Q3 F3 is nonsingular. I 
REMARK 3.7. 
(i) Note that if (1.3) holds for i = 0,. . . , N + 1, then Fj G I,, G.j E O,, j = j(i), i = 
0,. , N + 1, hence, the integration path defined by the matrix Gj is trivial (j(i) G 0), 
and the solution along this path Q6 coincides with the classical solution of (1.2). In this 
case, condition (3.9) is trivial, and (3.10) passes into (1.10). 
(ii) Note that (3.9) certainly implies rankFj(i+l) 2 rankF3ci) because it is impossible for 
the nonsingular matrix (A, + &Qjc,,)-’ to have a zero block of arbitrary dimensions. If 
F,(i) = 1, for i = io, then Fjct, = 1n for i 2 io, and j(i) = 0, i > io. 
(iii) Certainly, condition (3.9) is equivalent to (1.7) as well. Moreover, rankMi = rank(Fj(%) x 
P,(,jGj(i+l)) = ml(i) provided condition (3.9) does not hold (see Section 1). 
COROLLARY 3.8. Let Y, be the principal solution at 0. Then, system (1.1) is disconjugate 
iff conditions (3.9),(3.10) hold for the solution of equation (1 .ll) with the initial conditions 
Q;,o, = O,, j(0) = 2n - 1. 
Now, it is possible to formulate the following definition of a focal point. 
DEFINITION 3.9. Let j = j(i), i = O,... , N + 1, be a special integration path for a conjoined 
basis Yi, and Qj(i) is the solution along this path. Then, Yi has a focal point in (i, i + l] if 
conditions (3.9), (3.10) do not hold. 
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4. SEPARATION THEOREMS 
In this section, we formulate separation results which are similar to Theorem 1.2 (see Section 1) 
in terms of solutions of (1.11). We also give the new proof of these results which uses only 
Wronski’s identity and equation (1.11). 
Let 1 = l(i), j = j(i), i = 0,. , N + 1, be integration paths for two conjoined bases Pi, Yi, 
respectively. Rewrite Wronski’s identity wi+i = wi in the form 
for 
Ai=R,‘TwZXT’ = [$]TgpJ2n [:,I, 
A = (A + d,Cj,(,))-l , Pj = (Ai + IjiQj(i))-l , 
1 = l(i), j = j(i), p = p(i), th e matrix gP = nT(J1, connects the matrices of transformations (2.1), 
I’, = %lfi;, and Ql = Qi, Qj = Q$ are solutions of two transformed Riccati equations with 
coefficients which are blocks of l%i, lVi, respectively. It is important to point out that A, = Qj -Ql 
if ‘$, = lzn, in this case l(i) G j(i) and Ai = A,T. If VP # lxn, we may introduce the symmetric 
matrix & = Ai(Fp -G&i) which corresponds to the matrix wiXJTIXj considered in Lemma 3.5. 
Note that all results (see Section 3) connected with w, may be proved for A, as well. Thus, if 
1 = l(i), j = j(i), i = 0, , N + 1, are special integration paths, then Im Xi C_ Im Xi M Ai = 
A,F,(i) and also ImXi C Im X, ti Ai = Fl(i)A,. Using (4.1) one can prove the following result. 
THEOREM 4.1. Let 1 = l(i), j = j(i), i = 0,. . , N + 1, be integration paths for two conjoined 
bases Y., Y,, respectively, and Ql, Qj be solutions of two transformed Riccati equations along 
these paths. Let Djci) 2 0, i = 0,. . , N for Dj given by (3.11). Then, the condition Ai 5 0 
for i = 0 implies the same condition for any i = 0,. . , N + 1. The integration path 1 = l(i), 
i = 0, , N + 1 for Pi may be chosen with FL, Gl defined by (2.8), where Fp, G,, p = p(i) 
satisfy (2.3) and 
rank (X3) = rank (FPX3) = rank F,,, 
for Xj given by (3.8). The solution Ql along this path satisfies the conditions 
(4.2) 
Gp(i)Ql(i)Gp(i) = On, i=O,...,N+l, (4.3) 
^ ^ 
Fp(i)fi(i)Gp(i+l) = On, Fp(,)P~i)Wp(t) 2 0, i=O,...,N. (4.4) 
PROOF. Introduce the symplectic matrix 
where 1 = l(i), j = j(i), p = p(i), i = 0, . , N + 1. We have the following identity: 
If A, given by (4.5) is separated into blocks hklc, m, k = 1,2, using (4.6) for & = A,(F,-G,Ql) = 
A”, i Ai;, we have that 
A %+I = PjlT (At - A,Dj(t)AT) ‘l(t)> (4.7) 
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for Dj given by (3.11). Then, & 5 0 implies &+I 5 0. If an integration path 1 = l(i), 
i = 0,. , N + 1 is chosen with FL, Gl defined by (2.8) for F,,G, given by (4.2),(2.3), one can 
possibly reword (without using condition (2.4)) the proof of Lemma 2.4 for the transformed 
basis Yj (see (3.8)), and hence, the matrix F,kj + Gpi?j = Fl.& - Gloi is nonsingular and (4.3) 
holds. Then, by Theorem 3.6, conditions (4.4) imply that Yj does not have focal points in 
(0, N + 11. Using (4.6) for hf2, we have 
,. 
-Qw% + Fp(z) = &D,(i) + Plcz, ^ -lT -Ql(i+l)G,(i+l) + F,(i+l) Phi,, ( > (4.8) 
or 
(F,(i) - Gp(&(i,) @q,, = Pj(t, (F,(,+I) - G,(,+lf&i+l,) + D,(i)A,‘&(i). (4.9) 
Then, (Fpcz) - G,(i)~l(i))ii(i)Gp(i+l) = 0, iff Dj(i)ATpl(ijG,(i+i~ = O,, but the last condi- 
tion holds because we have Gp(i+r)Ai+iGp(i+i) = 0, (6, is symmetric and Ai = ~iF,(i), 
i = 0,. , N + 1). Then, by (4.7), 
and the last condition and Dj(i) > 0 imply Dj(i)ATi)l(i)G,(i+i) = 0, or the first condition 
in (4.4), since 
and the first factor is nonsingular. Now, one can apply that the matrix 
is symmetric (we reword the proof of Theorem 3.6 for the solutions of system (2.2)). Hence, by 
Proposition 3.2, we have that 
where we use the identity Fp(i+ljIjiFpci) = Fp(i+l)&iFp(i). But, C may be also rewritten as 
where we apply (4.6) for Ai,. Thus, we have the condition C 2 0 which is equivalent to the last 
condition (4.4). I 
REMARK 4.2. It follows from the proof of Theorem 4.1 that if for given i = ie the matrix 
F p(z) = In, then the last condition holds for i 2 i 0, and then j(i) E l(i), wi z I$‘%, i 2 ie (see 
also Remark 3.7(ii)). In this case the existence of Qj(i), i = ie implies the existence Qj(i), i 2 ic. 
Certainly, Theorem 4.1 deals with the case when the transformed conjoined basis Yj does not 
have focal points in (0, N + l] along an integration path j = j(i). Now, we consider the case 
when the initial conjoined basis Yi has no focal points in (O,.N + 11. We will use the following 
proposition. 
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PROPOSITION 4.3. Let Im& c ImXi, i = 0, and condition (3.9) holds for Yz, i = 0, 1, . . , N. 
Then, the special path 1 = l(i), i = 0, , Nfl for ?i may be chosen with %i E R’s (Fj(%) 2 FL(~)), 
p = p(i). The condition %z E Rn is equivalent to (4.3) if 1 = l(i) is a special path. 
PROOF. By Proposition 3.2 and Remark 3.4 we have 2~ = (Fj+GjQj)ki = (I,+G,QjF,)F,??l, 
1 = l(i), i = 0,. , N + 1, then rankz, = rank FjJ?,, and the matrix Flcz, which defines the basis 
of rows of 2, may be chosen such that F 3(2) 2 Flcz,. By Proposition 2.3, we have %z E R%, in 
this case FlGj g O,, and by (2.7), G, = -FjGl, then (4.3) holds because I = l(i) is a special 
path (see Lemma 2.4). Let condition (4.3) hold. Then, by Lemmas 3.1 and 3.3, using (2.7), we 
have 
fi + G&h = (Fi + G,Qi) (FL + G&I) = (In + G,QiFi)Fi (F, - G&) Fp, (4.10) 
then (Fl + Gl$l)G, = (I, + Gl&Fl)FIGj = O,, hence, FlG, 5 0,. I 
THEOREM 4.4. Let 1 = l(i), j = j(i), i = 0,. . , N + 1, be special integration paths for two 
conjoined bases ?%, Yi, respectively, and 0,) Qj are solutions of two transformed Riccati equations 
along these paths. Let conditions (3.9),(3.10) hold for Qj. Then, the conditions Ai = AiF,ci), 
& 5 0 for i = 0 imply the same conditions for any i = 0, 1, . , N + 1. The special path 1 = l(i), 
i = 0,. , N + 1 for pz may be chosen with 8; E !& (Fjc2) 2 FL(q), and the solution 0~ = 0; 
along this path satisfies the conditions 
PROOF. If Ai = AiF,( then, by (4.1),(3.9), we have Ai+1 = Ai+lFj(i+l). If (3.10) holds, then 
A,DjAT = A,r,DjFjA’ 2 0, and di 5 0 implies &+I _ < 0. Note that 6, = A,(F, - G&l) = 
&Fi(Fp - G,Qd = A,(fi + GCjd, and Irnk% = Im(Fl + Glol) by Lemma 3.1, where 2% is 
the upper block of pii. If a special path 1 = l( ‘) a 1s c h osen, by Proposition 4.3, with “i E 0237, 
then one can repeat the proof of Theorem 4.1. Thus, we have Gl(i+ljAi+lGl(i+l) = O,, then 
Fi(,)Dj(i)Fi(i)A~q(i)Gl(i+l) = 0,. Multiplying (4.9) by Fj(i) + Gj(i)Qj(t) and using (4.10),(3.9), 
we have instead (4.9) 
Then, the first condition (4.11) holds. 
To prove the second condition (4.10), we will use 
which means that Ker(Fj(i,Pjci,) C Ker(Fl(,)?‘ci)) ( see Proposition 3.2). Condition (4.12) follows 
from (4.6) and Proposition 4.3. Thus, we have 
- ( e(i) + Gl(i)Ql(i) AZ,, = e(z) + Gl(i)Ql(t) ^ >. 
=- (F,(i) + Gl(,)Qi(i)) fi(i)giA~ + (4(x) + Gl(i)Ol(t)) 9(t)pJ7t), 
then (4.12) follows from Ai = AiF, and FlG, E 0,. Using (4.12), one can repeat the proof of 
Theorem 4.1 for the symmetric matrix 
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We have C = L(Dj(i) - Dj(ijBiDj(i))LT, where L is given by (4.12). Then, C 2 0, and the 
second condition (4.11) holds. I 
Under the assumptions of Theorem 4.4, consider the matrix Ai = AiF,( It is evident that 
ImX, = Imki (j Gl(i)Ai = 0,. By (4.1) and Theorem 4.4 we have 
then, the condition Gl(i)Ai = 0, for i = io implies the same condition for i 2 io. Hence, we have 
the particular case of Theorem 4.4 for two solutions of the transformed Riccati equation along 
the path j = j(i), i = 0,. , N + 1. 
COROLLARY 4.5. Let all assumptions of Theorem 4.4 hold. If in addition, A, = FL(~)A~F~(~) for 
i = 0, then 0~ = 01 existsalongl(i) E j(i), i = 0,. ,N+l, and A, = Qj(i)-Qj(i) = Fj(,)AiFj(,), 
A, 5 0 hold for i 2 0. Conditions (4.11) hold for l(i) E j(i), i = 0,. , N + 1. 
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