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ZETA FUNCTIONS OF VIRTUALLY NILPOTENT
GROUPS
DIEGO SULCA
Abstract. We prove that the subgroup and the normal zeta func-
tions of finitely generated virtually nilpotent groups can be writ-
ten as a finite sum of Euler products of cone integrals and we
deduce from this that they have rational abscissae of convergence
and meromorphic continuation. We also define Mal’cev comple-
tions of a finitely generated virtually nilpotent group and we prove
that the subgroup growth and the normal subgroup growth of the
latter is an invariant of its Q-Mal’cev completion.
Introduction
For a finitely generated group G and a positive integer n, let a
≤
n (G)
and a⊳n (G) denote respectively the number of subgroups and normal
subgroups of G of index n. The subgroup zeta function of G and the
local subgroup zeta function of G at a rational prime p are the Dirichlet
series:
ζ
≤
G (s) =
∞∑
n=1
a
≤
n (G)
ns
and ζ
≤
G,p(s) =
∞∑
k=0
a
≤
pk
(G)
pks
.
The normal zeta function and the local normal zeta function of G at
a prime p, denoted by ζ⊳G(s), ζ
⊳
G,p(s) respectively, are defined similarly
using a⊳n (G) instead of a
≤
n (G). To avoid repetitions we shall use the
symbol ∗ instead of ≤ and ⊳ when dealing with both of them.
These series were introduced in [GSS] as a tool to study, among other
things, the arithmetic properties and the asymptotic behaviour of the
sequence {a∗n(G)} in relation with the structure of G. From the general
theory of Dirichlet series, we know that, if for some complex number s
the series ζ∗G(s) converges, then there exists a number α
∗
G ∈ {−∞}∪R,
called the abscissa of convergence of ζ∗G(s), such that ζ
∗
G(s) defines an
analytic function in the region ℜ(s) > α∗G and diverges at any s ∈ C
with ℜ(s) < α∗G, and this is the case if and only if the sequence {a
∗
n(G)}
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2 DIEGO SULCA
growths at most polynomially, that is, there exists α > 0 such that
a∗n(G) ≤ n
α for all n. In such a case, one says that G has polynomial
subgroup growth. Note that α⊳G ≤ α
≤
G .
A finitely generated residually finite group G (i. e, the intersection
of all their finite index subgroups is trivial) has polynomial subgroup
growth if and only if it contains a finite index subgroup which is soluble
of finite rank [LMS]. The finitely generated virtually nilpotent groups
(finitely generated groups containing a nilpotent normal subgroup of
finite index), and in particular the τ -groups (finitely generated torsion
free nilpotent groups), have this property.
The following results for τ -groups were obtained in [GSS] and [dSG]:
I. ζ∗G(s) has rational abscissa of convergence α
∗
G ≤ h(G), where h(G)
is the Hirsch length of G, and this number depends only on the
Q-Mal’cev completion of G.
II. ζ∗G(s) has meromorphic continuation to the left, that is, there
exists δ > 0 such that ζ∗G(s) can be extended meromorphically to
the region {s ∈ C : ℜ(s) > α∗G − δ} with a unique pole in the line
ℜ(s) = 1 (at the point s = α∗G).
III. ζ∗G(s) decomposes as an Euler product: ζ
∗
G(s) =
∏
p prime
ζ∗G,p(s), and
for each prime p, there exist polynomials Pp, Qp ∈ Q[T ] of bounded
degree such that ζ∗G,p(s) =
Pp(p−s)
Qp(p−s)
.
The aim of this paper is the extension of these results to the class of
finitely generated virtually nilpotent groups.
For a group G, let F
≤
G and F
⊳
G be respectively the lattice of sub-
groups and normal subgroups of G of finite index.
Let S : 1 → N
ι
−→ G
pi
−→ F → 1 be a short exact sequence of groups,
where F is a finite group. Given K ∈ F ∗F and a prime p, we define
F
∗
S,K = {A ∈ F
∗
G : pi(A) = K}
F
∗
S,K,p = {A ∈ F
∗
G : pi(A) = K, [pi
−1(K) : A] is a power of p}.
Since F ∗G =
⋃
K∈F∗
F
F
∗
S,K and [G : A] = [F : K][pi
−1(K) : A] for any
A ∈ F ∗S,K , then one obtains:
ζ∗G(s) =
∑
A∈F∗
G
[G : A]−s(0.1)
=
∑
K∈F∗
F
[F : K]−s
∑
A∈F∗
S,K
[pi−1(K) : A]−s.
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Defining
ζ∗S,K(s) =
∑
A∈F∗
S,K
[pi−1(K) : A]−s,(0.2)
the last expression becomes
ζ∗G(s) =
∑
K∈F∗
F
[F : K]−sζ∗S,K(s).(0.3)
It follows that the analytic properties of ζ∗G(s) can be deduced from
the analytic properties of the series ζ∗S,K(s) and thus these series will
be central in the whole paper. We shall also consider their local factors
at a prime p:
ζ∗S,K,p(s) =
∑
A∈F∗
S,K,p
[pi−1(K) : A]−s.(0.4)
These series was considered in [dSMS] to study the analytic prop-
erties of zeta functions of finitely generated virtually abelian groups.
Assuming that N is a finitely generated free abelian group, then there
is an Euler product decomposition (Proposition 2.2, loc. cit):
ζ∗S,K(s) =
∏
p
ζ∗S,K,p(s).(0.5)
We will prove this again (Proposition 2.2) observing that we only need
to assume that N is a τ -group.
It is easy to see that finitely generated virtually nilpotent groups
are virtually τ -groups. Therefore, rather than talking about finitely
generated virtually nilpotent group we shall consider short exact se-
quences S : 1 → N
ι
−→ G
pi
−→ F → 1, where N is a τ -group and F is a
finite group, and by abuse of the language we shall call them virtually
τ -groups.
Let S : 1 → N
ι
−→ G
pi
−→ F → 1 be a virtually τ -group. Several
analytic properties of ζ∗S,K(s) can be obtained by expressing it as an
Euler product of cone integrals over Q. Given a natural number m, a
finite collection of polynomials
D = (f0, g0; f1, g1, . . . , fl, gl),
with f0, g0, f1, g1, . . . , fl, gl ∈ Q[x1, . . . , xm], is called a cone integral
data. For each prime p, we associate to D the closed subset of Zmp
M(D, p) = {x ∈ Zmp : vp(fi(x)) ≤ vp(gi(x)) for i = 1, . . . , l},
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where vp is the p-adic valuation on Zp. Then the p-adic integral
ZD(s, p) =
∫
M(D,p)
|f0(x)|
s
p|g0(x)|pdµ(x),
where µ is the normalized Haar measure on Zmp and s is a complex
number, is called a cone integral defined over Q. Each ZD(s, p) is a
power series
ZD(s, p) =
∞∑
i=0
ap,i(D)p
−is
with rational coefficients and it is a rational function in p−s [De]. A
function Z(s) is said to be an Euler product of cone integrals over Q
with cone integral data D if
Z(s) =
∏
p prime
ap,0(D)6=0
(a−1p,0(D) · ZD(s, p)),
and in this case one writes Z(s) = ZD(s).
It is proved in [dSG] that such a function Z(s) is expressible as a
Dirichlet series
∑∞
n=1 ann
−s with non-negative coefficients, and if for
almost all primes p the function ZD(s, p) is not the constant function,
then:
I. The abscissa of convergence αD of ZD(s) =
∑∞
n=1 ann
−s is a ra-
tional number.
II. ZD(s) has meromorphic continuation to ℜ(s) > αD − δ for some
δ > 0.
III. The continued function is holomorphic on the line ℜ(s) = αD
except at the point s = αD.
IV. The abscissa of convergence of each local factor is strictly to the
left of αD.
V. Each ZD(s, p) is a rational function
Pp(p−s)
Qp(p−s)
, where Pp and Qp
are polynomials with rational coefficients of degree bounded by a
constant not depending of p.
Our main theorem is
Theorem 1. Let S : 1→ N
ι
−→ G
pi
−→ F → 1 be a virtually τ -group and
let ∗ ∈ {≤,⊳}. Then for each K ∈ F ∗F , there exists a cone integral
data D∗ such that, ζ∗S,K(s) is the Euler product of cone integrals over
Q:
ζ∗S,K(s) = ZD∗(s− h(N)− |K|+ 1).
As a consequence of one of the main steps in the proof of Theorem
1 we get:
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Corollary 1. The subgroup zeta function and the normal zeta function
of a τ -group are Euler products of cone integrals over Q.
This corollary allows us to apply the properties of cone integrals to
zeta functions of τ -groups directly, without the necessity of linearise
the computation of cone integral by using the Mal’cev correspondence
between τ -groups and Lie rings and with the lack of some local factors
[dSG, Remark after Corollary 5.6]. However, computations of cone in-
tegrals here are strongly much more difficult. In [S] we used the method
employed in the proof of Theorem 1 to compute the zeta functions of
all finitely generated torsion free virtually nilpotent groups of Hirsch
length 3, called 3-dimensional almost Bieberbach groups.
The R-Mal’cev completion of a virtually τ -group, where R is a bi-
nomial domain (e. g. a field of characteristic zero), its existence and
uniqueness will be considered in Section 1. If S : 1→ N
ι
−→ G
pi
−→ F → 1
is a virtually τ -group and R-Mal’cev completion of S is a short ex-
act sequence SR : 1 → NR
ιR
−→ GR
piR
−→ FR → 1 with a morphism
(i, j, k) : S → SR of short exact sequences such that, i : N → NR is an
R-Mal’cev completion of N and k : F → F1 is an isomorphism. As a
consequence of Theorem 1 we shall obtain:
Theorem 2. Let S1 : 1 → N1 → G1 → F1 → 1 and S2 : 1 → N2 →
G2 → F2 → 1 be two τ -groups with Q-Mal’cev completions S
Q
1 and S
Q
2
respectively. If SQ1 and S
Q
2 are isomorphic (as short exact sequences),
then there exists an isomorphism γ : F1 → F2 such that ζ
∗
S1,K
(s) and
ζ∗S2,γ(K)(s) have the same abscissa of convergence for all K ∈ F
∗
F .
1
To end this introduction, let S : 1 → N
ι
−→ G
pi
−→ F → 1 be a virtu-
ally τ -group. Using [LS, Proposition 5.6.4] on bound of the subgroup
growth, expression (0.3), Theorem 1, Theorem 2 and the properties of
cone integrals, we can summarize the analytic properties of ζ∗G(s) in
the following list:
I. ζ∗G(s) has rational abscissa of convergence α
∗
G ≤ α
∗(N) + 1 ≤
h(G) + 1, which depends only on the Q-Mal’cev completion of S;
II. there exists δ > 0 such that ζ∗G(s) has meromorphic continuation
to the region ℜ(s) > α∗(G)−δ, and the line ℜ(s) = α∗(G) contains
at most one pole of ζ∗G(s) (at the point s = α
∗(G));
III. ζ∗G(s) =
∑
K∈F∗
F
[F : K]−sζ∗S,K(s), each ζ
∗
S,K(s) decomposes as an
Euler product ζ∗S,K(s) =
∏
p prime ζ
∗
S,K,p(s) and each ζ
∗
S,K,p(s) is a
quotient of polynomials in p−s with rational coefficients and of
bounded degree (i. e., a bound not depending on p).
1In a forthcoming paper we replace Q by any field of characteristic zero.
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1. Mal’cev completions of virtually nilpotent groups
Let R be a binomial domain, that is, an integral domain of character-
istic zero such that for any r ∈ R and l ∈ N, the binomial coefficients(
r
k
)
= r(r−1)...(r−k+1)
k!
is in R. Examples are the ring of integers Z, the
ring of p-adic numbers Zp or any field of characteristic zero.
Definition 1.1. An R-Mal’cev completion of a virtually τ -group S :
1 → N
ι
−→ G
pi
−→ F → 1 is a short exact sequence SR : 1 → NR
ιR
−→
GR
piR
−→ FR → 1 with a morphism (i, j, k) : S → Sk of short exact
sequences such that, i : N → NR is an R-Mal’cev completion of N and
k : F → FR is an isomorphism.
Note that j must be injective and GR = ιR(NR)j(G).
Proposition 1.2. R-Mal’cev completions of virtually τ -groups exist.
Proof. Given a virtually τ -group S : 1 → N
ι
−→ G
pi
−→ F → 1, choose
an R-Mal’cev completion i : N → NR of N and assume that i is an
inclusion. Choose a subset {gf : f ∈ F} ⊆ G such that g1 = 1 and
pi(gf) = f and let σ(f) ∈ Aut(N) be the automorphism n 7→ gfng
−1
f
and σR(f) ∈ Aut(NR) the unique extension of σ(f) to NR. Let ψ :
F × F → N be defined by gfgf ′ = ψ(f, f
′)gff ′ and let ψ
R = iψ. Since
(σ, ψ) satisfies the cocycle condition, then it is easy to see that σR, ψR)
satisfies also the cocycle condition.
We conclude that GR = NR × F is a group with operation (n, f) ∗
(n′, f ′) = (nσRf (n
′)ψ(f, f ′), ff ′). Defining ιR : NR → GR by ιR(n) =
(n, 1), piR : GR → FR by piR(n, f) = f and j : G→ GR by j(ι(n)gf ) =
(n, f), it is clear that Sk : 1→ NR
ιR
−→ GR
piR
−→ F → 1 is a short exact
sequence and that (i, j, idF ) : S → S
k is an R-Mal’cev completion of
S. 
Let M and N be τ -groups with R-Mal’cev completions iM : M →
MR and iN : N → N
R respectively, and let f :M → N be a morphism.
Then there exists a unique morphism fR :MR → NR such that fRiM =
iNf . Here it is the analogous for virtually τ -groups:
Proposition 1.3. Let (i1, j1, k1) : S1 → S
R
1 and (i2, j2, k2) : S2 → S
R
2
be R-Mal’cev completions of the virtually τ -groups S1 and S2 respec-
tively, and let (α, β, γ) : S1 → S2 be a morphism of short exact se-
quences. Then there exists a unique morphism of short exact sequences
(αR, βR, γR) : SR1 → S
R
2 such that (α
Ri1, β
Rj1, γ
Rk1) = (i2α, j2β, k2γ).
Proof. Let Si : 1 → Ni
ιi−→ Gi
pii−→ Fi → 1 and S
R
i : 1→ N
R
i
ιRi−→ GRi
piRi−→
FRi → 1, i = 1, 2. There exist unique isomorphisms α
R : NR1 → N
R
2
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and γR : FR1 → F
R
2 such that α
Ri1 = i2α and γ
Rk1 = k2γ, where we are
using the functorial property of the R-Mal’cev completions of τ -groups
and the fact that k1 and k2 are isomorphisms. It remains to prove
existence and uniqueness of βR. Let {gf : f ∈ F1} ⊆ G1 be such that
pi1(gf) = f and g1 = 1, and let ψ : F × F → N1 and σ : F → Aut(N1)
be the associated cocycle. Let σR : F → Aut(NR1 ) be the lifting of σ,
that is, σR(f)i1 = i1σ(f), for all f ∈ F1. The only possible definition
for βR would be
βR(ιR1 (n)j1(gf)) = ι
R
2 (α
R(n))j2(β(gf)).
Therefore it remains to prove that βR, defined in this way, is a mor-
phism. At one hand, we have
βR(ιR1 (n)j1(gf)ι
R
1 (n
′)j1(gf ′)) = β
R(ιR1 (n)ι
R
1 (σ
R(f)(n′))j1(gf)j1(gf ′))
= βR(ιR1 (nσ
R(f)(n′))j1(ι1(ψ(f, f
′))gff ′))
= βR(ιR1 (nσ
R(f)(n′)i1(ψ(f, f
′)))j1(gff ′))
= ιR2 (α
R(nσR(f)(n′)i1(ψ(f, f
′))))j2(β(gff ′)).
On the other hand we have
βR(ιR1 (n)j1(gf))β
R(ιR2 (n
′)j1(gf ′)) = ι
R
2 (α
R(n))j2(β(gf))ι
R
2 (α
R(n′))j2(β(gf ′))
= ιR2 (α
R(n))ιR2 (σ˜j2(β(gf ))(α
R(n′)))j2(β(gf))j2(β(gf ′))
= ιR2 (α
R(n)σ˜j2(β(gf ))(α
R(n′)))j2(β(gfgf ′))
= ιR2 (α
R(n)σ˜j2(β(gf ))(α
R(n′))αRi1(ψ(f, f
′)))j2(β(gff ′)),
where σ˜j2(β(gf )) is the automorphism of N
R
2 induced by conjugation
by j2(β(gf)) when we identify N
k
2 with ι
R
2 (N
R
2 ). Therefore, compar-
ing these two expressions, it remains to check that αR(σR(f))(n′) =
σ˜j2(β(gf ))(α
R(n′)) for all n′ ∈ NR1 . We only need to do this for n
′ ∈
i1(N), and the injectivity of ι
R
2 tell us that we only need to check the
equality
ιR2 α
R(σR(f)(i1(n))) = ι
R
2 σ˜j2(β(gf ))(α
R(i1(n))), ∀n ∈ N1.
At one hand we have
ιR2 α
R(σR(f)(i1(n))) = ι
R
2 α
R(i1σ(f)(n)) = ι
R
2 i2α(σ(f)(n))
= j2ι2α(σ(f)(n)) = j2βι1(σ(f)(n))
= j2β(gf ι1(n)g
−1
f ).
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On the other hand, we have
ιR2 σ˜j2(β(gf ))(α
R(i(n)) = j2(β(gf))ι
R
2 α
R(i1(n))j2(β(g
−1
f ))
= j2(β(gf))ι
R
2 i2α(n)j2(β(g
−1
f ))
= j2(β(gf))j2ι2α(n)j2(β(g
−1
f ))
= j2(β(gf))j2βι1(n)j2(β(g
−1
f ))
= j2β(gfι1(n)g
−1
f ).
We conclude that βR is a morphism and clearly it is the unique mor-
phism satisfying the required properties in the proposition. 
Corollary 1.4. If (i1, j1, k1) : S → S
R
1 and (i2, j2, k2) : S → S
R
2
are R-Mal’cev completions of a virtually τ -group S, then there exists a
unique isomorphism (αR, βR, γR) : SR1 → S
R
2 such that (αi1, βj1, γk1) =
(i2, j2, k2).
Proof. Apply the proposition above with the identity S1 → S2. 
Because of this corollary, sometimes when we talk about the R-
Mal’cev completion S → SR of a virtually τ -group S, we shall usually
forget the map S → SR and we will just talk about SR.
Any short exact sequences of groups S : 1 → N
ι
−→ G
pi
−→ F → 1
induces a morphism ρ : F → Out(N) given by ρ(f) = σ(gf) Inn(N),
where gf ∈ G is any element with pi(gf) = f and σf ∈ Aut(N) is
conjugation by gf when we identify N with ι(N). This morphism
is called the abstract kernel of S. If S ′ : 1 → N ′
ι′
−→ G′
pi′
−→ F ′ → 1 is
another short exact sequence of groups with abstract kernel ρ′, then we
say that ρ and ρ′ are conjugated if there exist isomorphisms α : N → N ′
and γ : F → F ′ such that ρ′γ = Φαρ, where Φα : Out(N) → Out(N
′)
is the morphism induced by ϕ 7→ αϕα−1. Having conjugated abstract
kernel is easily seen to be an equivalence relation in the class of short
exact sequences of groups.
Proposition 1.5. Let Si → S
R
i = 1 → N
R
i
ιRi−→ GRi
piRi−→ FRi → 1
be an R-Mal’vec completions of the virtually τ -group Si, i = 1, 2, and
assume that the abstract kernels of SR1 and S
R
2 are conjugated. If the
order of F1 is a unit in R, then S
R
1 and S
R
2 are isomorphic as short
exact sequences. Moreover, they are split exact sequences.
Proof. This is essentially [D, Lemma 3.1.2], where induction begins
observing that H2(F,Rn) = 0 if R is a binomial ring and F a finite
group whose order is a unit in R. 
ZETA FUNCTIONS OF VIRTUALLY NILPOTENT GROUPS 9
We finally observe that if (i, j, k) : S → SR is an R-Mal’cev com-
pletion of S : 1 → N
ι
−→ G
pi
−→ F → 1, then the abstract kernel ρR of
SR can be constructed from the abstract kernel ρ of S in the following
way: ρR(f) = Ψi(ρ(k
−1(f))), where Ψi : Out(N) → Out(N
R) is given
by extension of automorphisms.
2. Expression of zeta functions as Euler products of
cone integrals
2.1. Euler product. Let S : 1 → N
ι
−→ G
pi
−→ F → 1 be a virtually
τ -group and let Ẑ be the profinite completion of Z. It is a binomial
domain and the Ẑ-Mal’cev completion of S is just (i, j, idF ) : S → Ŝ =
1→ N̂
ι̂
−→ Ĝ
pi
−→ F̂ → 1, where i : N → N̂ , j : G→ Ĝ and idF : F → F̂
are the profinite completion of N , G and F respectively. We shall refer
S → Ŝ as the profinite completion of S and we shall always assume
that i, j, ι and ι̂ are inclusion maps.
Every finite index subgroup of Ĝ is open because G is finitely gen-
erated [NS], therefore the usual correspondence between finite index
subgroups of a group and open subgroups of its profinite completion
(A 7→ A, where A is the topological closure of A in Ĝ ) gives an isomor-
phism of lattices F ∗G → F
∗
Ĝ
preserving the relative index ([B : A] =
[B : A] if A ≤ B), and such that F ∗G → F
∗
Ĝ
pi
−→ F ∗F = F
∗
G
pi
−→ F ∗F .
Then we have:
Proposition 2.1. Let S be a virtually τ -group with profinite comple-
tion Ŝ. Then for each K ∈ F ∗F we have ζ
∗
S,K(s) = ζ
∗
Ŝ,K
(s).
The following proposition was proved in [dSMS] under stronger as-
sumptions. The proof here is the same but we shall include it for the
sake of completeness.
Proposition 2.2. Let S : 1 → N
ι
−→ G
pi
−→ F → 1 be a virtually
τ -group. Then for each K ∈ F ∗F we have
ζ∗S,K(s) =
∏
p
ζ∗S,K,p(s).
Proof. By proposition 2.1, it is enough to prove ζ∗
Ŝ,K
(s) =
∏
p ζ
∗
Ŝ,K,p
(s).
Write N̂ =
∏
pNp, where Np is the p-Sylow subgroup of N̂ , and define
Tp =
∏
q 6=pNq. Observe that A ∈ FŜ,K,p if and only if A∩ N̂ has index
a power of p in N̂ , and this is the case if and only if A∩ N̂ contains Tp.
Each Tp is a closed normal subgroup of Ĝ, and therefore we can
define an application F
≤
Ĝ
→
∏
p F
≤
Ĝ
given by A 7→ (ATp)p. Observe
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that, if pi(A) = K then pi(ATp) = K, and if A⊳ Ĝ then ATp⊳ Ĝ. Since
ATp ∩ N̂ contains Tp, then we have in fact a map F
∗
Ŝ,K
→
∏
p F
∗
Ŝ,K,p
given by A→ (ATp)p. Note that for all but a finite number of primes
p one has ATp = pi
−1(K).
Clearly, A = ∩pATp because [pi
−1(K) : A] = [N̂ : A ∩ N̂ ] =
∏
p[N̂ :
(A∩ N̂)Tp] =
∏
p[N̂ : ATp∩ N̂ ] =
∏
p[pi
−1(K) : ATp]. This implies that
our map is injective. Reciprocally, if Ap ∈ F
∗
Ŝ,K,p
and Ap = pi
−1(K)
for all but a finite number of primes p, then A = ∩pAp has index∏
p[pi
−1(K) : Ap]. Since Ap contains Tp then ATp ⊆ Ap, and we have
shown that [pi−1(K) : A] =
∏
p[pi
−1(K) : ATp]. Then Ap = ATp for all
prime p.
We conclude that the map A 7→ (ATp)p gives a bijection between
F ∗
Ŝ,K
and the set of those (Ap)p ∈
∏
p F
∗
Ŝ,K,p
such that Ap = pi
−1(K)
for all but a finite number of primes p, and moreover [pi−1(K) : A] =∏
p[pi
−1(K) : ATp]. This is exactly the translation of the Euler product
we wanted to prove. 
For a prime p, let Zp be the ring of p-adic integers. Let N̂ =
∏
pNp,
where Np is the pro-p Sylow subgroup of N̂ and let Tp =
∏
q 6=pNp.
Then 1 → N̂/Tp → Ĝ/Tp → F → 1 is the Zp-Mal’cev completion of
S. Since Np = N̂/Tp is the pro-p completion of N , the Zp-Mal’cev
completion if S will be called the pro-p completion of S and it will be
denoted by Sp : 1→ Np
ιp
−→ Gp
pip
−→ F → 1.
In Proposition 2.2, we have proved that
ζ∗S,K(s) =
∏
p
ζ∗Sp,K(s).(2.1)
2.2. Expression as an Euler product of cone integral. From now
on we shall fix a virtually τ -group S : 1 → N
ι
−→ G
pi
−→ F → 1, where ι
is an inclusion map, and let h = h(N) be the Hirsch length of N . We
shall keep the notation of the last subsection.
Theorem 2.3. For each K ∈ F ∗F , there exists a cone integral data D
∗
such that, for all prime p,
ζ∗Sp,K(s) = (1− p
−1)−hZD∗(s− h− |K|+ 1, p).
The method we shall use to express ζ∗Sp,K(s) as a p-adic integral is
essentially the same as the one used in [dS] to study zeta functions of
compact p-adic analytic groups (extensions of uniform pro-p groups by
finite groups). Fix a Mal’cev basis {x1, . . . , xh} for N . For an h-tuple
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a = (a1, . . . , ah) ∈ Z
h
p , we write x
a = xa11 . . . x
ah
h ∈ Np. It is well known
that the map ϕ : a 7→ xa is a homeomorphism from Zhp onto Np which
preserves measure, that is, such that µNp(ϕ(S)) = µZhp (S) for all open
subset S of Zhp (here µNp and µZhp denote the Haar measure of Np and
Zhp respectively, normalized such that µNp(Np) = µZhp (Z
h
p) = 1). From
this we obtain the following useful result:
Lemma 2.4. Let B be an open subgroup of Np and let x ∈ Np. Then
µ({a ∈ Zhp : x
a ∈ xB}) = [Np : B]
−1.
For each B ≤ Np, there exists an upper triangular matrix t ∈ Tr(h,Zp)
such that B = {(xt1)λ1 . . . (xth)λh : λ1, . . . , λh ∈ Zp} (here t1, . . . , th are
the rows of t). We shall say that such a t represents a good bases for
B. Let Mp(B) denote the set of all those t ∈ Tr(h,Zp) representing a
good basis for B. The following facts are proved in [GSS, Section 2]:
(1) Mp(B) is an open subset of Tr(h,Zp),
(2) for t ∈Mp(B), the norm |tii|p depends only on B,
(3) µ(Mp(B)) = (1−p
−1)h
∏h
i=1 |tii|
i
p, where µ is the Haar measure
in Tr(h,Zp) normalized such that µ(Tr(h,Zp)) = 1, and
(4) [Np : B] =
∏h
i=1 |tii|
−1
p .
For each f ∈ F we choose gf ∈ G such that pi(gf) = f , g1 = 1 and
gf−1 = g
−1
f . For A ∈ FGp,pip,K , it is easy to see that there exist nf ∈ Np,
f ∈ K, such that
A = (A ∩Np) ∪
⋃
f∈K, f 6=1
gfnf(A ∩Np).
This allows us to define Tp(A) as the set of all pairs of matrices (t,v) ∈
Tr(h,Zp)×MK\{1}×h(Zp) (here MK\{1}×h(Zp) stands for
∏
f∈K\{1} Z
h
p)
such that, t represents a good basis for A∩Np and {1}∪
⋃
f∈K\{1}
{gfx
vf}
is a transversal for the cosets of A∩Np in A (here vf ∈ Z
h
p is the f -th
row of matrix v ∈MK\{1}×h(Zp)).
Lemma 2.5. Tp(A) is an open subset of Tr(h,Zp)×MK\{1}×h(Zp) with
Haar measure:
µ(T (A)) = (1− p−1)h
h∏
i=1
|tii|
i+|K|−1
p .
Proof. If A = (A ∩ Np) ∪
⋃
f∈K\{1} gfnfBt for nf ∈ Np, then clearly
(t,v) ∈ Tp(A) if and only if t ∈ Mp(A ∩ Np) and gfx
vf (A ∩ Np) =
gfnf(A ∩ Np) for all f ∈ K \ {1}. The last equality is equivalent to
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xvf ∈ nf (A∩Np) and this is also equivalent to vf ∈ ϕ
−1(nf(A∩Np)).
Therefore Tp(A) = Mp(A ∩Np)×
∏
f∈K\{1} ϕ
−1(nf (A ∩Np)) and this
is an open subset of Tr(h,Zp)×MK\{1}×h(Zp). Using Lemma 2.4 and
the formulae for µ(Mp(A ∩ Np)) and [Np : A ∩ Np] listed above, one
obtains the desired formula for µ(Tp(A)). 
Defining T ∗K,p =
⋃
A∈FSp,K
Tp(A) and arguing as in the proof of Propo-
sition 2.6 of [GSS], one obtains:
(2.2) ζ∗Sp,K(s) = (1− p
−1)−h
∫
T ∗
K,p
h∏
i=1
|tii|
s−i−|K|+1
p dµ.
The next step is to describe T
≤
K,p and T
⊳
K,p as sets of matrices with
entries satisfying cone conditions, that is, we want to find a finite set of
polynomials p∗i , q
∗
i in an appropriate number of variables with rational
coefficients such that, for each prime p, T ∗K,p = {(t,v) ∈ Tr(h,Zp) ×
MK\{1}×h(Zp) : p
∗
i (t,v)|q
∗
i (t,v)} up to a set of measure zero. One
condition for a pair (t,v) to be in T ∗K,p is that t must be a good basis for
some B ∈ F ∗Np . We will see that this condition can be described using
cone conditions, and after that, we shall see that the other conditions
on (t,v) to be in T ∗K,p are a finite number of conditions of the form
xh(t,v) ∈ 〈xt1, . . . ,xth〉 ⊆ Np, where h is a h-tuple of polynomials which
are independent of p (here the bar · is the topological closure in Np).
Therefore we have to be able to translate this kind of conditions into
cone conditions and this is what we will do first.
At this point, we need to refresh and to set up some notation and
conventions. All the polynomials will have coefficients in Q. There will
be polynomials in many different numbers of variables and instead of
trying to define them precisely, we shall deduce their definitions from
where they are being evaluated. For example, if q is a polynomial which
is evaluated on the entries of upper triangular matrices t ∈ Tr(h,Zp),
then it means that q is a polynomial in the variables Tij, 1 ≤ i ≤ j,
with rational coefficients. We shall write simply q(T) ∈ Q[T] and
its evaluation on the entries of t will be written q(t). Similarly, if
a polynomial q is evaluated in pair of matrices (t,v) ∈ Tr(h,Zp) ×
MK\{1}(Zp), then we shall write q(T,V) ∈ Q[T,V]. As a last example,
if t′ is the matrix which is obtained from t by deleting the first row
and the first column, then a polynomial which can be evaluated on the
entries of t′ will be written p(T′) ∈ Q[T′].
For a vector v = (v1, . . . , vh), we shall write v
i = (0, . . . , 0, vi, . . . , vh).
For a h1×h2-matrix t, the vectors t1, . . . , th1 denote the rows of t and,
for j ≤ min{h1, h2}, t
(j) will denote the matrix obtained by deleting the
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first j − 1 rows and the first j − 1 columns. An h-tuple of polynomials
(p1(T), . . . , ph(T)) will be written just p(T), and so the notation x
p(t)
means x
p1(t)
1 . . . x
ph(t)
h .
Finally, we recall the definition of the polynomials associated to
the Mal’cev basis {x1, . . . , xh} of the τ -group N (see [H], Chapter 6).
These are h-tuples of polynomials f1(X,Y), . . . , fh(X,Y) ∈ Q[X,Y]
and g1(X,W ), . . . , gh(X,W ) ∈ Q[X,W ] such that x
axb = xf(a,b) and
(xa)w = xg(a,w) for all a,b ∈ Zh and w ∈ Z. Using these polyno-
mials we can also express the commutator operation by polynomi-
als, that is, there exist polynomials c1(X,Y), . . . , ch(X,Y) ∈ Q[X,Y]
such that [xa,xb] = xc(a,b). Some practical facts that will be used
about these polynomials are: f1(X,Y) = X1 + Y1, and more gener-
ally fi(a
i,bi) = ai + bi for all i. Similarly gi(a
i, w) = awi ∀i, and
ck(a
i, aj) = 0 ∀k ≤ max{i, j}, ∀i, j.
Algorithm: We describe an algorithm to obtain polynomials pi, qi ∈
Q[T,Z] for i = 1, . . . , h, such that, for all prime p, if t represents a
good basis for some open subgroup of Np, then the condition x
z ∈
〈xt1, . . . ,xth〉 is equivalent to qi(t, z)|pi(t, z), i = 1, . . . , h:
1. Choose variables Tij for 1 ≤ i ≤ j ≤ h, Z1, . . . , Zh andW1, . . . ,Wh
and set Ti = (0, . . . , 0, Tii, . . . , Tih) and Z = (Z1, . . . , Zh).
2. Define recursively a list of h-tuples of polynomials k1, . . .kh by:
• k1 = Z,
• ki = f(g(g
i(Ti−1,Wi−1),−1),k
i
i−1) for 1 < i ≤ h.
Observe that the entries of ki are polynomials in the variables {Trs, r <
i, r ≤ s}, Z1, . . . , Zh,W1, . . . ,Wi−1. For simplicity we shall write ki =
ki(T1, . . . ,Ti−1,Z,W1, . . . ,Wi−1).
3. Define recursively rational functions v1(T,Z), . . . , vh(T,Z):
• v1(T,Z) = k11(Z)/T11
• vi(T,Z) = kii(T1, . . . ,Ti−1,Z, v1(T,Z), . . . , vi−1(T,Z))/Tii for
1 < i ≤ h.
Write vi(T,Z) = pi(T,Z)/qi(T,Z) with pi(T,Z), qi(T,Z) ∈ Q[T,Z].
Observe that qi(T,Z) can be chosen to be a monomial in T11, . . . , Thh.
Proposition 2.6. Suppose that t ∈ Tr(h,Zp) represents a good ba-
sis for an open subgroup of Np and let z = (z1, . . . , zh) ∈ Z
h
p . Then
xz11 . . . x
zh
h ∈ 〈x
t1, . . . , xth〉 if and only if qi(t, z)|pi(t, z) for i = 1, . . . , h.
Proof. Let Bt = 〈xt1, . . . ,xth〉. Since t represents a good basis for
Bt, then every element of Bt can be written uniquely in the form
(xt1)a1 . . . (xth)ah for some ai ∈ Zp. The element (x
ti)ai . . . (xth)ah ,
written in the Mal’cev basis {x1, . . . , xh}, has the form x
tiiai
i x
bi+1
i+1 . . . x
bh
h
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for some bi+1, . . . , bh ∈ Zp. We shall make use of these facts without
mention.
Let wi = vi(t, z). We have that x
z ∈ Bt if and only if x
z =
(xt1)a1 . . . (xth)ah for some a1, . . . , ah ∈ Zp. Since (x
t1)a1 . . . (xth)ah
has the form xt11a11 x
b2
2 . . . x
bh
h , then x
z ∈ Bt implies t11|z1, or equiva-
lently w1 ∈ Zp, and therefore the element (x
t1)z1/t11 = xg(t1,w1) must
lie in Bt. Then x
z ∈ Bt if and only if w1 ∈ Zp and x
z = xg(t1,w1)a
for some a ∈ Bt. Since g1(t1, w1) = t11w1 = z1, the last condition is
equivalent to w1 ∈ Zp and x
z2 = xg
2(t1,w1)a, for some a ∈ 〈xt2, . . . ,xth〉.
Operating with f and g we get:
(xg
2(t1,w1))−1xz
2
= xf(g(g
2(t1,w1),−1),z2) = xk2(t1,z,w1).
Thus xz ∈ Bt if and only if w1 ∈ Zp and x
k2(t1,z,w1) ∈ 〈xt2 , . . . ,xth〉.
Let i > 1 and assume that xz ∈ Bt if and only if w1, . . . , wi−1 ∈ Zp
and xki(t1,...,ti−1,z,w1,...,wi−1) ∈ 〈xti, . . . ,xth〉. Working as in the last para-
graph and assuming that w1, . . . , wi−1 ∈ Zp, we see that the last con-
dition is equivalent to tii|kii(t1, . . . , ti−1, z
2, w1, . . . , wi) (or equivalently
wi ∈ Zp) and
xki(t1,...,ti−1,z,w1,...,wi−1) = xg(ti,wi)a for some a ∈ 〈xtii , . . . , x
th
h 〉.
Again this is equivalent to wi ∈ Zp and
xk
i+1
i (t1,...,ti−1,z,w1,...,wi) = xg
i+1(ti,wi)a for some a ∈ 〈xti+1 , . . . ,xtd〉.
If we write (xg
i+1(ti,wi))−1xk
i+1
i (t1,...,ti−1,z,w1,...,wi) as xa then clearly
a = f(g(gi+1(ti, wi),−1),k
i+1
i (t1, . . . , ti−1, z, w1, . . . , wi)),
which is ki+1(t1, . . . , ti, z, w1, . . . , wi). It follows that x
z ∈ Bt if and
only if w1, . . . , wi ∈ Zp and x
ki+1(t1,...,ti,z,w1,...,wi) ∈ 〈xti+1, . . . ,xth〉. Us-
ing induction we conclude that xz ∈ Bt if and only if w1, . . . , wh ∈ Zp,
and since wi = pi(t, z)/qi(t, z), then x
z ∈ Bt if and only if qi(t, z)|pi(t, z)
for i = 1, . . . , h. 
For a τ -group N with fixed Mal’cev basis {x1, . . . , xh}, and for a
prime p, we let M∗p = ∪B∈F∗NpMp(B).
Corollary 2.7. Let N be a τ -group with fixed a Mal’cev basis as above.
There exist a finite set I and polynomials ri(T), si(T) ∈ Q[T], i ∈
I, such that, for all prime p, M∗p = {t ∈ Tr(h,Zp) : t11 . . . thh 6=
0, si(t)|ri(t), ∀i ∈ I}.
Proof. If h = 1 it is obvious. Before to deal with the general case we
shall make some observations:
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(1) EachNj = 〈xj , . . . , xh〉 is a τ -group with Mal’cev basis {xj , . . . , xh}
and whose pro-p completion (Nj)p is just the closure of Nj in Np.
(2) If t represents a good basis for (Nj)p, then t
(j′) represents a good
basis for (Nj+j′−1)p.
(3) Applying the algorithm to Nj with Mal’cev basis {xj , . . . , xh}, we
obtain polynomials pji (T
(j),Zj), qji (T
(j),Zj) ∈ Q[T(j),Zj ], i = j, . . . , h.
Now suppose that h > 1 and assume that the result is true for all
those τ -groups of Hirsch length smaller than h. Let N be a τ -group
with Mal’cev basis {x1, . . . , xh}. The inductive hypothesis, applied to
N2 with Mal’cev basis {x2, . . . , xh}, implies that there exist a set I1
and polynomials si(T
(2)), ti(T
(2)), i ∈ I1, such that, t
′ ∈ Tr(h− 1,Zp)
represents a good basis for some open subgroup of (N2)p if and only if
t′22 . . . t
′
hh 6= 0 and si(t
′)|ri(t
′) for all i ∈ I1. It is proved in [GSS] that a
matrix t ∈ Tr(h,Zp) represents a good basis for some open subgroup
of Np if and only if
(1) t11 . . . thh 6= 0 and
(2) xc(ti,tj) ∈ 〈xtj+1, . . . ,xth〉 for all 1 ≤ i < j ≤ h.
This is equivalent to
(1) t11 . . . thh 6= 0,
(2) t(2) represents a good basis for (N2)p, and
(3) xc(t1,tj) ∈ 〈xtj+1, . . . ,xth〉 for j = 2, . . . , h.
This is equivalent to
(1) t11 . . . thh 6= 0,
(2) si(t)|ri(t), i ∈ I1, and
(3) qji (t
(j+1), c(t1, tj))|p
j
i (t
(j+1), c(t1, tj)), i = j, . . . , h., j = 2, . . . , h.
In the last equivalence we are using Proposition 2.6 in combination
with the inductive hypethesis. This completes the proof. 
Corollary 2.8. The subgroup zeta function and the normal zeta func-
tion of a τ -group are Euler products of cone integrals.
Proof. We fix a τ -group N with a Mal’cev basis as before. It follows
from [GSS] that
ζ∗N(s) =
∏
p
(
(1− p−1)−h
∫
M∗p
h∏
i=1
|tii|
s−i
p dµ
)
where Mp is the set of all those t ∈ Tr(h,Zp) representing a good
basis for some B ∈ F ∗Np. By Corollary 2.7, there exist a finite set I
and polynomials ri(T), si(T) ∈ Q[T], i ∈ I, such that, for all prime
p, M
≤
p = {t ∈ Tr(h,Zp) : t11 . . . thh 6= 0, si(t)|ri(t)∀i ∈ I}. Since
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the set of matrices t ∈ Tr(h,Zp) with t11 . . . thh = 0 has Haar mea-
sure zero, then we can eliminate the condition t11 . . . thh 6= 0 in the
set of integration. This proves the corollary in the case ∗ =≤. In
the case ∗ = ⊳, it follows from [GSS, Lemma 2.4] that M⊳p = {t ∈
M
≤
p : x
c(ei,tj) ∈ 〈xt1, . . .xth〉, ∀i, j} (here e1, . . . , eh are the canoni-
cal vectors of Zh). Using the polynomials pi(T,Z) and qi(T,Z) from
the algorithm, Proposition 2.6 and the last description of M
≤
p , we
obtain that M∗p = {t ∈ Tr(h,Zp) : t11 . . . thh 6= 0, si(t)|ri(t) ∀i ∈
I, qi(t, c(ei, tj))|pi(t, c(ei, tj)) ∀i, j = 1, . . . , h}. Again, we can elim-
inate the condition t11 . . . thh 6= 0 from the set of integration. This
completes the proof. 
We come back to our original situation. Let S : 1 → N
ι
−→ G
pi
−→
F → 1 be a virtually τ -group. We fix a Mal’cev basis {x1, . . . , xh} for
N . We have chosen elements gf ∈ G, f ∈ F , such that, pi(gf) = f ,
g1 = 1 and gf−1 = (gf)
−1. Let K ∈ F ∗F . For a prime p, we defined Sp
and we obtained an expression for ζSp,K(s) as a p-adic integral over an
open subset T ∗K,p ⊆ Tr(h,Zp)×Mf∈K\{1}×h(Zp).
Proposition 2.9. Given ∗ ∈ {≤ ,⊳}, there exist a finite set S and
h-tuples of polynomials zs(T,V) = (zs1(T,V), . . . , zsh(T,V)), s ∈ S,
with zsi(T,V) ∈ Q[T,V], such that, for every prime p,
T ∗K,p = {(t,v) ∈ Tr(h,Zp)×MK\{1}×h(Zp) :t ∈Mp, and ∀ s ∈ S
xzs(t,v) ∈ 〈xt1 , . . . ,xth〉}.
Proof. By definition, (t,v) ∈ T ∗K,p if and only if t represents a good ba-
sis for some open subgroup Bt of Np and A(t,v) := Bt∪
⋃
f∈K\{1}
gfx
vfBt
lies in FSp,K . Then we can assume that t represents a good basis for
the subgroup Bt. We claim that A(t,v) is a subgroup of Gp if and only
if:
(1) (gfx
vf )−1xtigfx
vf ∈ Bt for i = 1, . . . , h and f ∈ K \ {1};
(2) for f, f ′ ∈ K \{1} with ff ′ 6= 1, (gff ′x
vff ′ )−1gfx
vf gf ′x
vf ′ ∈ Bt;
(3) gfx
vf gf−1x
v
f−1 ∈ Bt for f ∈ K \ {1}.
All these conditions are necessary because if A(t,v) is a subgroup of Gp
then Bt = A(t,v)∩Np is a normal subgroup of A(t,v). (1) is consequence
of this; (2) and (3) reflect the fact that A(t,v)/Bt is a group. Conversely,
(1) implies that A(t,v) is contained in the normalizer of Bt; (2) and (3)
imply that A(t,v)/Bt is a group and therefore A(t,v) is a subgroup of
Gp. If this is the case, then A(t,v) ∈ F
≤
Sp,K .
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If A(t,v) is a subgroup of Gp, we claim that it is a normal subgroup
in Gp if and only if:
(4) xc(ei,tj) ∈ Bt, for i, j = 1, . . . , h, where e1, . . . , eh are the canon-
ical vectors of Zh;
(5) g−1f x
tigf ∈ Bt for i = 1, . . . , h and f ∈ F \ {1};
(6) (xvf )−1g−1f xigfx
vfx−1i ∈ Bt, for i = 1, . . . , h and f ∈ K \ {1};
(7) (xvff ′f−1 )−1g−1ff ′f−1(gfgf ′g
−1
f )(gfx
vf ′g−1f ) ∈ Bt, f ∈ F \{1}, f
′ ∈
K \ {1};
All these conditions are necessary because the normality of A(t,v) im-
plies the normality of Bt = Np ∩ A(t,v). This implies (5) and, with
Lemma 2.4 from [GSS], we also obtain (4). Now assuming (4), that is,
assuming that Bt is normal, we have:
xiA(t,v)x
−1
i = Bt ∪
⋃
f∈K\{1}
xigfx
vfx−1i Bt(2.3)
for all i = 1, . . . , h; and
gfA(t,v)g
−1
f = Bt ∪
⋃
f ′∈K\{1}
gfgf ′x
vf ′g−1f Bt(2.4)
for all f ∈ F \ {1}. Doing some computations one obtains:
xigfx
vfx−1i = gfx
vf ((xvf )−1g−1f xigfx
vfx−1i );(2.5)
gfgf ′x
vf ′g−1f = gff ′f−1x
v
ff ′f−1 ((xvff ′f−1 )−1g−1ff ′f−1(gfgf ′g
−1
f )(gfx
vf ′g−1f )).
(2.6)
Therefore, if A(t,v) is normal then (2.3) and (2.5) implies (6) and it also
implies that K = pip(A(t,v)) is normal. Thus pi
−1
p (K)/N is normal and
therefore {gff ′f−1x
v
ff ′f−1N}f ′∈K = {gf ′x
vf ′N}f ′∈K for each f ∈ F .
This, in combination with (2.4) and (2.6), implies (7). Conversely, (4)
and (5) imply that Bt is normal in Gp; (2.3), (2.5), (2.6), (6) and (7)
imply that A(t,v) is normal in Gp.
Now we shall put each condition (1)-(7) into the form xz(t,v) ∈ Bt.
For i = 1, . . . , h, f, f ′ ∈ F , we put g−1f xigf = x
lif and gfgf ′ =
gff ′x
nff ′ . For any u ∈ Zh, we have g−1f x
ugf = (x
l1f )u1 . . . (xlhf )uh =
xg(l1f ,u1) . . .xg(lhf ,uh) = xf(f(...f(g(l1f ,u1),g(l2f ,u2)),...),g(lhf ,uh)) = xpf (u), for
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some h-tuple of polynomials pf(U). Now we can check easily the fol-
lowing equalities:
(gfx
vf )−1xtigfx
vf = xf(f(g(vf ,−1),pf (ti)),vf )
(gff ′x
vff ′ )−1gfx
vigf ′x
vf ′ = xf(f(f(g(vff ′ ,−1),nff ′),pf ′ (vf )),vf ′)
gfx
vf gf−1x
v
f−1 = xf(pf−1 (vf ),vf−1)
xc(ei,tj) = xc(ei,tj)
g−1f x
tigf = x
pf (ti)
(xvf )−1g−1f xigfx
vfx−1i = x
f(g(vf ,−1),f(lif ,f(vf ,−ei)))
(xvff ′f−1 )−1g−1ff ′f−1(gfgf ′g
−1
f )(gfx
vf ′g−1f ) = x
f(g(v
ff ′f−1 ,−1),f(nf(f ′f−1),f(nf ′f−1 ,pf−1(vf ′))))
Using these equalities we can translate each condition (1)-(7) into a
condition of the form xz(t,v) ∈ Bt, as desired. This completes the
proof. 
Proof of Theorem 2.3. Expression (2.2) gives the expression of ζ∗Gp,pip,K(s)
as a p-adic integral over a subset T ∗K,p of Tr(h,Zp) × MK\{1}×h(Zp);
Corollary 2.7 and Proposition 2.9 give the description of T ∗K,p (up to a
set of measure zero) with cone conditions with polynomials indepen-
dent of p. 
The proof of Theorem 1 is complete. It follows from expression (2.1)
and Theorem 2.3.
It is proved in [dSG] that, if a nonconstant series ZD(s) is the Euler
product of cone integrals over Q with cone integral data D, then the
abscissa of convergence of each ZD(s, p) is strictly less than the abscissa
of convergence of ZD(s). Thus, if T is a finite set of primes, then ZD(s)
and
∏
p/∈T ZD(s, p) have the same abscissae of convergence (observe that
this is also the case if Z(s) is constant!). Using this and Theorem 1,
we conclude:
Corollary 2.10. For i = 1, 2, let Si : 1 → Ni
ιi−→ Gi
pii−→ Fi → 1 be a
virtually τ -group, Ki ∈ F
∗
Fi
and let T be a finite set of primes. Then
(1) ζ∗S1,K1(s) and
∏
p/∈T ζ
∗
S1,K1,p
(s) have the same abscissa of conver-
gence;
(2) If ζ∗S1,K1,p(s) = ζ
∗
S2,K2,p
(s) for all p /∈ T , then ζ∗S1,K1(s) and
ζ∗S2,K2(s) have the same abscissae of convergence.
2.3. The abscissa of convergence as invariant of the Mal’cev
completion. If SQ : 1 → NQ → GQ → F → 1 is the Q-Mal’cev
completion of some virtually τ -group S, then the isomorphism class of
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SQ is completely determined by GQ. This is because NQ is the unique
maximal Q-radicable subgroup of GQ.
Now we fix the group GQ from SQ and we consider NQ as a subgroup
of GQ. Given a subgroup G1 of G
Q such that NQG1 = G
Q
1 and such
that N1 := N
Q ∩G1 is a τ -group with Q-Mal’cev completion N
Q, then
the short exact sequence S1 : 1→ N1 → G1 → F → 1, induced by S
Q,
is a virtually τ -group with Q-Mal’cev completion SQ (and the inclusion
maps N1 → N
Q, G1 → G
Q). Let H(GQ) be the set of all those virtually
τ -groups S1 obtained in this way. Note that every virtually τ -group
with Q-Mal’cev completion SQ is isomorphic to a virtually τ -group in
H(GQ). Therefore, Theorem 2 will be a consequence of the following
proposition.
Proposition 2.11. If S1, S2 ∈ H(G
Q) then ζ∗S1,K(s) and ζ
∗
S2,K
(s) have
the same abscissa of convergence for any K ∈ F ∗F .
Proof. If S1, S2 ∈ H(K), then G1 and G2 are finitely generated and so
is the subgroup G1∨G1 of G
Q generated by them. Then NQ∩(G1∨G2)
is finitely generated because it has finite index in G1 ∨G2 and thus it
is a τ -group with Q-Mal’cev completion NQ. It follows that S1 ∨ S2 :
1 → NQ ∩ (G1 ∨ G2) → G1 ∨ G2 → F → 1 lies in H(G
Q). Replacing
S1 by S1 ∨ S2, we can assume that G2 ≤ G1.
According to Corollary 2.10 and the Euler product (2.1), it is enough
to prove that ζ∗S1p,K(s) and ζ
∗
S2p,K
(s) coincide for all but finite number of
primes p. Choose a prime p which does not divide [G1 : G2] = [N1 : N2]
and consider the morphism (α, β, idF ) : S2 → S1 given by inclusions
α : N2 → N1, β : G2 → G1. Let (αp, βp, idF ) : S2p → S1p be the
associated morphism given in Proposition 1.3. Since p does not divide
[N1 : N2] then αp must be the identity and therefore βp must be an
isomorphism. Then S1p = S2p and therefore ζ
∗
S1p,K
(s) = ζ∗S2p,K(s). 
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