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LỌC VÀ NHẬN DẠNG THÍCH NGHI TRONG BÀI TOÁN 
ĐIỀU KHIỂN HỆ NGẪU NHIÊN
v ũ  N h u -  L ằ n ,  v ũ  C h ẩ n  H u - n g  k  H o à n g  h ô n g  S o - n
Viện Công nghệ thông tin
S u m m a r y .  A new adaptive  approach based on the  principle of separ:it ML* the  d iscrete m easuring  functionals
is suggested.
I. -  I. M ỏ ' ĐẦU
Điều khiển thích nghi có một vai trò hết sức to lớn trong các ứng dụng điều khiến 
đòi hỏi độ chính xác cao, như điều khiển vật bay, điều khiển công nghệ sinh học, các quá 
trinh lên men trong điều kiện hết sức đặc biệt của môi trưòng, điều khiển lò phản ứng, 
điều khiển Robot ...
Khó khăn chứ yếu trong bài toán điều khiển thich nghi là vấn đề nhận dạng mô 
hình tức thời của đối tưọng điều khiển - Trong đó có trng thái - Thông số và bậc hoặc 
cấu trúc mô hinh. Trong điều kiện tồn tại các yếu tố bấ t  định, bài toán điều khiển thich 
nghi trổ" nên phức tạp  hơn và việc nhận dạng mô hình trỏ- nên tinh tế  hơn.
Trong số bài toán lọc trạng thái và nhận dạng tham  số, ngưừi ta  đặc biệt quan tâm  
đến bài toán ngược dùng để lý giải các kết quả thực nghiệm và dựng lại trạng thái bị 
nhiễu loạn ciìa hệ động lực. Một trong những khó khăn chinh xuất hiên khi giải các bài 
toán này là tinh không chỉnh của các bài toán [5].
Hiện nay có nhiều phưong pháp để  giải bài toán ngược, kể cả các bài toán ngược 
không chỉnh. Nhưng nhin chung các phương pháp đó chỉ nhằm  giải các bài toán ngược 
tiền định, tức là các bài toán không tinh đến các yếu tố bấ t  định trong quá trinh, cũng 
như sai số ngẫu nhiên trong đo đạc, quan sát.
Bài báo này đề cập đến mót hưóng mới nhấ t hiện nay mang tinh đột phá tổng quát 
nhằm  mỏr rộng phạm  vi giải các bài toán ngược lọc trạng thái và xác định tham  số trong 
điều kiện tác động cùa các yếu tố bấ t  định có cấu trúc xác suất của bài toán điều khiến. 
Xây dựng công thức tổng- quát cùa lý thuyết nhiễu loạn nhỏ làm cơ sồ- cho hệ nhận dạng 
các thông số dựa  trèn các phương trinh lọc tối ưu trang thái hệ thống và chỉ ra  rằng đối 
với bài toán lọc thích nghi thông thường, hệ phương trinh nhận dạng vói số bậc tơi thiểu
Cần thiết có thể  đưọc xây dựng nhờ  nguyên lý tách các phiếm hàm  đo rời rạc. Điều này 
cho phép tách bài toán loc thích nghi ra  làm hai bài toán riêng biệt là lọc trạng thái và 
ước lưọng các biến phân thông số, nhờ đó có thể  giảm đáng kể khối lượng tính toán và 
giải quyết đưcỵc khó khăn về tinh không chỉnh của bài toán lọc thích nghi tối ưu. Các kết 
quả thu được qua nhiều năm nghiên cứu đã  phản ánh sự thành  công của hướng nghiên 
cún rất  quan trọng hiện nay trên thế giới trong điều khiển thích nghi.
II. -  M Ô H ÌN H  M A R C H U C  c o '  B Ẩ N  [1 ]
Giả sử một quá trình hoặc hệ thống <pịx) thoả mãn phương trinh Marchuc
L<p(x) =  q{x), 99(0) =  ipo, (1)
ờ đây L là toán tử  tuyến tinh
q(x)- phân bố nguồn trong môi trưcmg
2>tập họp các biến của bài toán (như các tọa độ không - Thòi gian, năng 
hrọng, hưcýng vận tốc ...)
tp, q- Các hàm  thực.
Trên thưc tế, các đại lưcmg quan sát có biểu diễn
JpW\ = {v,q) (2)
với (v2,<?) — f D <p{x)q(x)dx là tich vô hướng trong không gian Hilbert của các hàm  p(x) đặc 
trưng cho quá trinh (vi dụ đặc trưng của thiết bị đo).
Giá trị Jv có thể thu được bằng hai cách: hoặc giải ( 1 ) xác định Jp theo (2) hoặc 
giải phưcmg trinh liên hop tim <p*
= p{x) (3)
và xác định Jv\<p\ =  ] = (v7,*!?); L* là toán tử  liên hơp cùa L đư ạc  xác định theo biểu
thức [g, Lh) =  {h, L*g); V g , h £ X .
Bài toán ngược đ ặ t  ra  là xác định toán tử  L thông qua phiếm hàm  đo Jp. Đây là 
bài toán không chỉnh. Để vượt qua khó khăn có tính chất nguyên tắc cứa bài toán không 
chỉnh, theo G.I Marchuc phải thiết lập ngay từ  đầu biến phân của phiếm hàm  đo vói độ 
lệch (sai số) của các thông số nhằm  sử dụng tối đ a  thông tin thu được từ  các thiết bị đo.
Giả sử tỉnh chất của môi trường thay đổi L' = L +  SL, 6L-biến phân của L, do vậy 
<p cũng thay đổi
<p(x) -4 <p'{x), Jp[<p} — JỊ, = Jt, + SJP. (4)
6Jp = -(<p;,6L<p') (5a)
hoặc SJp= —(<p, 6L*<P*'). (56)
trên thực tế từ giíi thiết nhiễu loạn 5L (hoắc 6L*) điỉ nhỏ, thay vì (5), sẽ có quan hệ sau
SJ„ = ~(<p;,5L<p) =  (6)
Đây chinh là công thức nhiễu loạn nhồ do Marchuc thu đưọc.
Giả sử ta  có tập  các kết quả đo Jj, , i = 1, M.  Khi đó từ  (6):
{<p;ti,SL<p) = - 6 J p, t 1,M. (7)
Toán tử  L được biết chinti xác đến các thông số
L = f ^ [ a xAx + Bx (ậx)Cx\
x = ì
(8)
Ở đây AXÌ B x, c x là  các toán  từ  tu yến  tính  CO' bản (vi phân tích p h â n ...), ax, px là các  
hệ số chuưa biết.
Áp dụng định lý  1, thu được
Hệ quả  1. Công thức nhiễu loạn nhố cho bài toán (1 ), (7) và (8) là
+ (B*<p*,.,60xc x<p)] = - 6 J Vi (9)
6 a x =  0t'x -  0tx , 6 p x =  p'x  -  p x .
III. -  T ổ N G  Q U Á T H O Á  Đ ỊN H  LÝ 1 [3,4]
Trên thực tế  kết quả quuan sát luân bị sai lệch vi nhiễu, do vậy thục  chất thay vi
(2), phải có
z v\<p\ = Jp\tp] + £ ( 10 )
với đại lượng Ệ là đại lưạng đặc trưng cho sai số quan sát thường mang tính ngẫu nhiên. 
Nếu ký hiệu 6Zp = z v [<p') — Jp\<p\, nhận đưọ-c
Đỉnh lý 2. trong điều kiện clia định ]ý 1 vói già thiết (10), íiẰng thức sau đây ià đúng
- s z „  = [ựp, SL<p') + ỉ
= {<p,8ư<p;') + t.  (11)
Định lý 2 có thể chứng minh bằng phương pháp đã  chúng minh định lý 1 nếu tính đến 
dang cu thể (10) cứa Zp [2], Nếu giả th iế t nhiễu loạn nhồ cơ bản, nếu có một dãy các kết 
quả đo
Zi>ì Ip Ì = JvẢ<p \ +  &» * =  !>M  (13)
với là quá trình n gẫu .nh iên  nào đ ó  thì
Hê quả 2. Công thức nhiễu loạn nhỏ tổng quát cho bài toán ngược (1), (8), (13) có dạng
SZVi =  5 1  + {B l 'Pp^6^ C^'P)\ + 1 =  i ’M  (14)
x =  1
IV. -  LỌC T H ÍC H  NGHI T ố i  ư u
Giả sử hệ thống chịu tác động bổi hệ thống ngạu nhiên, khi đó thay vì (1), ta  có
[10]
í ị  = ạ(z), ỹ(0) = ¡p0 (15)
yới ạ(z) =  q(x,w), ’p{0) =  <p(0, w), w e  Í1 không gian các sự kiện cơ bản, n, A, p)  - không 
gian xáx suấ t  nào đó.
Đối với hệ (15), có các quan sát
Y(x) = M(x)tp[x) + v(x), x e D  (16)
với u(x) =  u(x, tu) — nhiễu trong quan sát.
Cần dựng lại trạng thái p  của hệ (15) thông qua tập quan sát (16) trong điều kiện biết 
không chinh xác toán tử  L (và có thể  cả 5 , <p0, H, tỉ).
Đây là bài toán lọc thích nghi tối ưu. Để giải bài toán lọc thích nghi, có thể  sử dụng 
nguyên lý sau:
Nếu có các phương pháp nhận dang có thể làm viêc trong điều kiện biết không chỉnh 
xác các biến trang thái thi hệ thống đã  được nhận dạng có thể  sử dụng để ước lượng 
các biến trạng thái. Nguyên lý trên họp lý v'i thông thường các biến trạng thái thay đổi 
nhanh hơn các thông số hệ thống.
N hư vậy bài toán lọc thích ngỉn chính là bài toán ngược, nhằm  sử dụng trạng thái 
nhiễu loạn khi biết không chinh xác toán tử  mô tả  hệ thống. Sự khác biệt giữa bài toán 
ngược và bài toán lọc thich nghi tối ưu chỉ là hinh thức mô tả  các thông tin cho biết: 
hoặc là tập  các phiếm hàm  đo (13) hoặc là tập các quan sát (16). Vi vậy phương pháp 
Marchuc là phưong pháp hữu hiệu nhấ t hiện nay giải bài toán thich nghi (15) (16).
Để đon  giản, trước hết giả thiết rằng ngoài (16), còn có tập  các phiếm hàm  Jv hay
z„.
A
Đ inh lý 3. Giả sứ ià. nghiệm ciỉa bài toán (15), <p7 ¡ầ nghiêm ciỉa bài toán ỉọc vói '7 = 7 - Khi
A
đó, nếu 5L và 8Le1 đủ nhổ, trong đó e1 = <P1 — <p1, thi quan hệ giữa SL và SJịn 6Jp =  J'p — Jv 
thỏa mãn đẳng thức sau
A
s j v = -(<p*,ồ'L^7) + n, ri = Jv[e~i Ị =  (sl t P) (47)
A
lưu ý  rằng J,, =  J,,[í?7].
Còn quan hệ giữa, SL và SZỊn ỎZP =  z l — Jv cổ dạng
A
òZp = -(<p*„6Lp^) + z, z = ri + Ị. (18)
Đây là kết quả hoàn toàn mới đươc các tác giả [4,6,7] chứng minh như sau (vi dụ trường 
hợp chưa có điều khiển).
Giả sử <p, <p là nghiệm của (15) tương ứng vái toán từ  L và L ' , Jp = (<p,p). Áp 
dụng định lý 1 thu đưọc công thức nhiễu loạn nhỏ cho SL
6J„[r\ = -(¥»;„ 6LÏ)  = - ( ĩ ,  6L*<p;). (19)
Trong trường hợp tiền định khi 'q, <po cho biết với 7 = 7 , <py có thể  tính được từ  (15). 
Tuy nhiên khi q, <P() là ngẫu nhiên, y?7 (x) là trưcmg ngẫu nhiên và do đó cả hai vế (19) 
không thể  tỉnh được vói 7 =  7 .
Để vượt qua khó khăn này, sử dung nguyên lý nêu trên. Giả sử nhận dạng được 
gần đúng mô h'inh hệ thống với 7 =  ĩ .  Theo nguyên lý này, mô hình nhận dạng sẽ được 
sử  dụng để  ước lượng biến trạng thái Ký hiệu ip1 là lời giải của bài toán lọc vói 
7 =  7- Khi đó
= (£7>p ) = (Py +S~,,P) = (-P,ậ7) +  (p,e7) =  Jp[Vi) +  =  Jp + J p { s Y-
J (,[e] =  (p, s) =  (L*<p*p, s) +  <p*, Le).
Còn từ  (19)
8JP =  g > , s ư ự p) =  (<p*,SL<p) = (r ; , (L '  -  L)v).
Theo định nghiã SJP và Jp t a  thay
- S J P =  - ự p -  Jp) = - ự p -  (Jp + J p[e]) =  - ự p -  Jp) +  Jp[£\
và từ  đó thu. đươc
Jp -  Jp -  J p[g] +  =  JiẢs \ +  (lPp.^(^+'e))
=  +  Jp[e] -  {<Pp, (L' -  L)e)
khi ( ư  — L) đủ  nhổ
4 - j p = -(<p;,sLp) + pí£l).
Công thức cuối cùng chứng minh công thức (17). Bằng cách tương tự, có thể  chứng minh 
được tính đúng đ ắn  của phương trình (18) trong trường hợp phiếm hàm  đo có sai số.
Công thức (17) (18) được gọi là công thức nhiễu loạn nhổ tổng quát cho bài toán 
ngược ứng với bài toán lọc thích nghi, (17) (18) được gọi là hệ phương trinh nhận dạng.
Các phương pháp giải bài toán lọc thich nghi hiện nay, VI dụ phương pháp hàm  họp 
lý cực đại, binh phương cực tiểu tổng quát, lọc Kalman mỏ- rộng, t im  kiếm ngẫu nhiên 
•ĩ. thường dẫn đến bài toán ước lương phi tuyến phức tạp  kèm theo đòi hỏi cao về thông 
tin tiên nghiệm.
Phân tích thuật  toán nêu trên thấy rõ rằng, thuât  toán đó được đơn giản hoá nhờ 
tách bài toán loc thích nghi ban đầu thành hai bài toán độc lâp: Nhân ang SL và lọc 5?.
Quá trinh tách đó thực hiện được nhờ có hệ quan sát trạng thái (16) và tập  các 
phiểm hàm  (13) mà nó thường không có trong bài' toán lọc thích nghi t ừ  t rư ác  tới nay. 
Vi vậy cách duy nhấ t có thể  chấp nhận được là phải xây dựng tập  các phiếm hàm  đo 
(13) từ  hệ quan sát (16).
Giả sử, t a  chỉ có quan hệ (16). Dựa vào tập  các hàm  PỊ[x), i =  1,M, X  € D và xác
định
Zị =  Ị PÍ(x)Y(x)dx = Ị  P!(x)H(x)v(x)dx + Ị  PỊ(x)v(x)dx = (ĩp,Pi) +  ti 
= Ji\v\ +  Ệi, i =  l,Af (20a)
(20Ỏ)
Nếu y[x) là quan sát chính xác, K(x) =  H(x)<p{x) thì =  0 và Zi\ip\ =  Jị[ip\ =  (<p,P — i). 
Bằng cách như vậy có thể thu được tập  các phiếm hàm (Zi) (hay (J¿)) có dạng (13) và 
biến phân 6L có thể  tìm đưọc từ  hệ phương trinh (17) - (18).
Thông thưòng nên chọn M = n, n là các thông số cần được xác định. Việc chọn tập 
các hàm  p¡{x) tối ưu là bài toán rấ t  quan trọng liên quan đến lý thuyết quy hoạch thực 
nghiệm tối ứu. Có thể  làm giầu thông tin về 6L bằng các dùng khai triển trực  giao hàm 
tưcm g quan củ a  y ( - ) ,  R y { x ,  x ' )  sẽ là hàm  riêng tư ơ n g  ú ng vớ i Ằj-giá trị riêng c iia  R y ( x ,  x ' )  
trong khai triển trực  giao và Zị sẽ là ” toạ độ” của trường ngẫu nhiên F(z). những tọa độ 
đó là những phiếm hàm độc lâp với nhau (chính xác hơn là không tương quan với nhau) 
và do đó sẽ mang lưcmg thông tin lán nhấ t về SL.
Hệ nhận dạng có số phưong trinh tối thiểu cần th iế t có thể  chọn như sau: kí hiệu 
M 1 =  max (ra : số các tọa độ độc lập ).
biểu thức (21) có thể  chứng minh dựa  trên tỉnh độc lập của các phiếm hàm  đưcỵoxây 
dụng và số các thông số cần xác định.
Y. -  T H U Ậ T  TO Á N
Chọn tập  (Pt'(x))Aíl và xây dựng tập  các phiếm hàm  theo (20). đặ t  d = 0 và trên cơ 
sỏr th ôn g  tin  tiên  nghiệm  về 7 chọn giá trị xấp  XỈ73 .
Bưóc 1. Giải bài toán lọc tối uu (15), (16) với 7 =  7 J . Nghiêm của nó là cặp (ip,pa) trong 
đó p a là ma trận sai số của ipữ.
Bưóc 2. Xây dựng hệ phương trinh (17) (18) trên cơ sò’ M phiếm  hàmJ,,,., i = 1 ,M .  c ầ n  
giải M phương trinh liên hợp (3) với p  = Pị, i = 1, M  và tính các đặc trưng thống kê cila 
quá trinh ngẫu nhiên (£).
Bước 3. Giải bài toán nhân dạng (17) (18) bằng một trong những thuât toán lọc với nhiễu 
có tương quan. Lòi giải là 5 .
Bước 4. Giá tri mới của véc tơ  thông số tính theo công thức 'ya+1 = 7 d +  6^a. Nếu 
|7a+1 -  7 a | < £ với £ > 0 là giá trị đd nhỏ chọn trước, chấp nhận 7 =  7 Ỡ+1 và giải lại bài 
toán lọc với 7  =  7 , sau đó dùng thuậ t  toán. Trong trường họp ngược lại, quay về bước
1 và lặp lại thuật  toán từ  đầu với 7 =  7 a+1.
M  =
n nếu n < Mi,  
Ằfi , nếun > Mị.
( 2 1 )
Sự hội tụ  của thuậ t  toán được chứng minh ở  [8].
Lọc VÀ NHẬN DẠNG THÍCH NGHI Tổl U'U TRONG BÀI TOÁN
VI. -  M Ô P H Ỏ N G  T R Ê N  P C  - M ATLAB
Giả sử cần phải lọc trạng thái hệ thống sau
Xj-J-1 axi
Vi +1 — ĩ ỉ ‘Eị-ị-l +1J  ^0J ..., “b 1 ( ^  2)
ở  đây a, x ữ, (tu^, (ui) là độc lập với
E{wị) =  E(vị) =  E(x  o) =  0 
E(a) = ã, E(wi t wj) = qiSịj, E(vi, Vj) =  nSij 
E ịa  — ã)2 =  ơá2.
Sử dụng thuật toán thích nghi trên để  loc (xi).
Đăt 5 =  0, a° = ã
Bước 1. Giải bài toán lọc (15) (16) bằng lọc Kalman-nghiệm cứa nó là cặp (xd, p f )
Bước 2. Chọn P'j{i), j  — 1, M  chằng hạn theo công thức
p ,j [ i )  =  l , i  =  2 j - \ , 2 ị  
i*.(0 =  0, 2j
Khi đó (20) cho
Zj = y ]  Pj(i)xị +
<=1
pJ(i) = p;(H),  & =
t=1
Phương trinh liên hợp (3) có dạng
x*Pj.i = ^Xpị.i+I + A '(*)> i = k , k - í , 1
vớix;.ii+1 =0, - ' V j =  1,M(23) 
Hệ phương trinh nhận dạng (18) sẽ là
K
SZj = z,*„iẴ?-i)5a +  Tjj, j  = 1, M
i= 1
_ TỴ ( _3 I _Ỡ \ I 1 Ỡ _ _s  ¿ 0rjj — H(£-2]-l +  e2j) +  v2 j- l  +  v2j, — Xj — Xj
M a trận  tương quan K ị  của (fj) đươc tinh theo giả thiết Xị  «  X ị .  Đặt
H h j )  = n ỉ= j+ i(1 -  Ki+iH)
ệụ>j)  = li Ä»-hệ số ảnh hưồTig lọc Kalman ở  bước 1. Khi đó
Ke{i , j )  = ệ[i, j)P?
ir r  -  í  ~ H h j ) K i,  * ^  JK evụ , n  = < -  . .
1 0 ,  t  <  j .
Bước 3. Sau khi giải (23) và tinh K ị , bài toán nhận dạng (24) có thể tỉnh bằng bộ lọc xấp
xỉ dạng Markov. Nghiệm của nó là ước lượng tối ưu 5â của 8a.
Buóc 4. Tinh ad+l = a° +  Sẫ. Nếu |ốôa| < e dìmg thuật toán sau khi giải bài toán lọc vói
a =  a d+1 còn không - lặp lại th u ật toán vớ i a =  a a+1
TÍnh toán được tiến hành với a* = 0.9, ã = 0.4, Z() =  0.296, Ọi = Tị = 0.5, H  =  —
1, K  = 6, M  = 3, e =  0.01. Kết quả tính toán cho ở  bảng 1:
í*-ưó'c lượng tối ưu của I  tinh theo lọc Kalman với a = a*
xd-ước- lượng tố i ưu của X  tinh  theo lọc Kalman vớ i a — ad
B ẩng  1
i 1 1 2 3 4 5
X 1.452 1.201 1.497 1.893 0.965 0.684
y 1.593 1.313 3.004 2.012 0.165 1.227
X1 0.906 0.859 1.727 1.378 0.350 0.705
X2 1.086 1.107 2.074 1.281 0 . 6 8 6 0.922
X3 1 . 1 1 2 1.145 2.134 1.893 0.740 0.963
X4 1.128 1.163 2.171 1.938 0.774 0 . 9 8 9
X5 1 . 1 3 7 1 . 1 8 3 2 . 1 9 5 1 .9 6 5 0.793 1 . 0 0 4
X6 1.145 1.194 2.216 1.988 0.809 1.018
Z7 1.152 1 . 2 0 4 2.232 2.007 0.823 1.030
X* 1.153 1.207 2.235 2.012 0.828 1.033
a' 0.756 0.810 0.844 0.864 0.881 0 . 8 9 6
P i 1 . 0 8 5 0.331 0.206 0.130 0.082 0.042
Như vây chỉ sau 6 bước lặp - Kết quả đã  được hội tụ. Nhanh hơn so vái phưong 
pháp binh phương cực tiểu thông thưcmg gấp nhiều lần.
VII. -  K Ế T  LUẬN
Trong bài báo các tác giả đã  m ở rộng đáng kể khả năng giải bài toán ngược của 
điều khiển thich nghi trong điều kiện thiếu thông tin khi có các yếu tố  bấ t  định mang 
tính ngẫu nhiên cda môi trưcmg, trong đo đạc cũng như các tác động ngẫu nhiên lên bản 
thân hệ thống. Đã thu được công thức cơ bản và công thức tổng quát ciìa lý thuyết 
nhiễu loan nhỏ làm  cơ  sỏ" xây dựng hệ phương trinh nhận dang th am  số  v à  dự ng lại trạng  
thái bị nhiễu loạn cứa hệ thống lọc (lọc trạng thái).
Với bài toán lọc thich nghi, đã  xây đươc tập các phiếm hàm  đo rời rạc và trên cơ 
sờ đó thiết laan p hệ phương trinh nhận dạng dựa  trên phương pháp hàm  liên họp mà 
Marchúc đề xuất [ 1]. Ưu thế của phương pháp này so với các phưong pháp lọc thích 
nghi hiện có thể thể. ỏ-:
1) v'i Zị là tích phân của 7 nên Zị rấ t  nhạy cảm với những thay đổi nhồcủa S') (độ 
lệch 7 so với 7 *). Do vậy giá trị nhổ ¿7 vẫn dẫn đến đô lệch giữa Zị, và Zi, (17) (18) cho 
phép tìm 7 *. Trong khi đó tập  quan sát (16) phản ánh tính đông ciỉa hệ thống và nên 
dùng để lọc quá trinh.
2) Vi Ệi xác định theo (20), thưc chất là phép tinh làm tròn v(z), cho nên nếu biết 
cách chọn PỊ{x) hợp lý, thi sai số Ệi có thể  xấp xỉ (với độ chính xác cao) kỳ vọng toán 
học của w(i) mà trong thực tế  có thể  coi bằng 0. Điều này làm giảm ảnh hưỏngcủa sai 
số ngẫu nhiên trong đo đạc và nâng độ chỉnh xác của ước lượng 7 .
3) Tập các phiếm hàm  đo đạc (20) là rời rạc vói M  có thể  nhỏ tối thiểu, hệ phương 
trinh nhận dạng (17) (18) là tuyến tính do đó bài toán nhận dạng các thông số chưa biết 
7 trở nên đcm giản hơn nhiêu (từ  quan điểm  tính toán) so với các phương pháp hiện 
hành.
4) Tốc độ hội tụ cao, không bị ảnh hưỏrng t ò i  tính không chỉnh ở  bài toán lọc thích
nghi.
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