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Abstract. Fourier transform scanning tunnelling spectroscopy (FT-STS), or
quasiparticle interference (QPI), has become an influential tool for the study of
a wide range of important materials in condensed matter physics. However, FT-
STS in complex materials is often challenging to interpret, requiring significant
theoretical input in many cases, making it crucial to understand potential artifacts
of the measurement. Here, we compare the most common modes of acquiring
FT-STS data and show through both experiment and simulations that artifact
features can arise that depend on how the tip height is stabilized throughout the
course of the measurement. The most dramatic effect occurs when a series of
dI/dV maps at different energies are acquired with simultaneous constant current
feedback; here a feature that disperses in energy appears that is not observed in
other measurement modes. Such artifact features are similar to those arising from
real physical processes in the sample and are susceptible to misinterpretation.
PACS numbers: 68.37.Ef, 74.55.+v, 68.37.Ef
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1. Introduction
Scanning tunnelling microscopy (STM) is a powerful
tool for relating structural features to real-space
electronic structure on the atomic scale. However,
for materials with delocalized electronic states, the
momentum dependent band structure provides an
important representation for understanding bulk and
surface electronic properties. This reciprocal space
picture can be probed by STM via scattering
of the electrons in the material by defects (e.g.
impurities, step edges, and adatoms), which establish
an interference pattern with scattering wavevectors
that connect pieces of the underlying band structure
of the material. By visualizing the Fourier transform
of these interference patterns, information about the
momentum dependence of the electronic structure
becomes accessible, including the ability to map the
electronic dispersion of both occupied and unoccupied
bands, and locally correlate this with surface structure.
This technique, known as Fourier-transform scanning
tunnelling spectroscopy (FT-STS), or quasiparticle
interference (QPI), has emerged as an important
probe of a wide range of complex materials including
superconductors [1, 2, 3, 4, 5, 6], topological insulators
[7, 8, 9, 10, 11, 12, 13], and graphene [14, 15, 16]. With
the remarkable stability of today’s instrumentation,
large data sets can be acquired yielding resolution in
energy and momentum space rivaling that of state-
of-the-art angle resolved photoemission [17] allowing
new insight into physical processes such as electron-
boson coupling [17, 18]. These advances in FT-
STS, combined with the real-space resolution of STM,
provide a unique view into the connection between
physical and electronic structure, for example where
there are different surface terminations with different
electronic structure [12, 19, 20].
However, there is a catch; typically one must
have some a priori knowledge of the underlying band
structure to assign meaning to the features observed in
FT-STS measurements because this relies on scattering
processes from one part of the band structure to
another. Simple 1-band systems can be analyzed
directly, and this was first done for the surface states
of noble metals [21, 22, 23, 24, 25] which have more
recently been used to advance FT-STS as a probe for
many-body effects [17, 26]. However, more complicated
systems require complementary information about the
band structure, and the patterns observed can become
extremely complex when scattering between multiple
bands [3, 19, 27], and the possibility of selection rules
for the allowed scattering processes [5, 7, 16, 28], come
into play. These numerous features that may or may
not disperse in energy can prove difficult to disentangle,
usually requiring extensive theoretical support. In
these cases it is all the more important that the data
itself is well understood. Several different methods of
acquiring FT-STS data have emerged, which can also
influence the observed features. Therefore a careful
comparison and analysis of these modes of acquisition
and their potential artifacts is essential. Here, we
return to a simple, well-known system: the Ag(111)
surface state. We show through both experiment
and theory that the way in which the tip height is
maintained throughout the measurement – “set point
effects” – can generate potentially misleading artifacts.
2. Methods
The Ag(111) surface supports a well characterized two-
dimensional Shockley surface state [29, 30, 31, 32, 33,
34, 35, 36, 17]. We chose this noble metal surface
state because it serves as a well-studied, theoretically
understood material with a single band, that is
ideal for comparison of different FT-STS acquisition
modes. Within the energy range we probed, the band
dispersion can be well described by a free electron
model of the form
(k) =
h¯2k2‖
2m∗
− µ, (1)
where (k) is the band dispersion, h¯ is the reduced
Planck constant, m∗ is the effective electron mass,
which for the Ag(111) surface state is approximately
equal to 0.4 times the free electron mass [17, 30, 31,
34, 37, 38], and (0) = −µ = −65 meV is the chemical
potential.
All measurements were made at 4.2 K in ultrahigh
vacuum with a pressure < 1 × 10−10 mbar using a
commercial Createc STM. An electrochemically etched
tungsten tip was used for all measurements, and was
further prepared in situ by sputtering and annealing
to remove the oxide layer. Initial contact with the
Ag crystal likely results in an Ag terminated tip. The
Ag(111) crystal was cleaned by 3 cycles of sputtering
under 2.0 × 10−5 mbar Ar atmosphere and annealing
at 500◦C to produce large, clean terraces with a
low density of CO adsorbates that act as scattering
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centers (see Figure 1a). Spatial calibration was
performed once prior to all measurements by obtaining
atomic resolution of the Ag(111) surface to ensure
accurate real and reciprocal space measurements.
Two main methods of collecting spatially resolved
spectroscopic data were used. I-V spectroscopic
grids were measured with varying size and spatial
resolution (giving different pixel densities) and a
thermally limited energy resolution of 1.5 meV. Each
I-V spectrum consisted of 512 data points, which were
Gaussian smoothed over 3 adjacent points in energy
and averaged over 8-12 repeated measurements at each
spatial location. The dI/dV was calculated numerically
from these processed I-V spectra, giving dI/dV(x,y,V).
Typical grid measurements took between 50 and 80
hours to complete. The dI/dV maps were taken using
a lock-in amplifier with a bias modulation frequency
of 1.017 kHz and amplitude of 5 mV. As these yield
only one energy, a series of maps was acquired to
investigate dispersion. The dI/dV map measurements
were acquired with a simultaneous constant current
topography, except for constant height measurements
where the feedback was disengaged. Throughout the
rest of the paper we will refer to these methods
as “grids”,“maps”, or “constant height maps” if no
feedback was used.
Once spectroscopic data is acquired, the FT-STS
is obtained from the dI/dV image for each energy.
Figure 1b) shows the real-space dI/dV image extracted
from a grid measurement at the Fermi energy (EF )
for the region corresponding to the topography shown
in Figure 1a). Surface state scattering from CO
adsorbates and step edges is clearly visible. Since
the CO adsorbates and step edges exhibit different
scattering potentials, in order to attain a clean FT-
STS, a real space correction is applied replacing the
step edges (region between dashed lines in Figure 1b)
with the average intensity of the dI/dV image. Figure
1c) then shows the Fourier transform of this dI/dV
map into scattering or q-space. The bright ring is
indicative of intraband scattering across the surface
state band of Ag(111) and has a radius qF = 2kF
at EF . Since the intraband surface state scattering
is isotropic we can perform an angular average to
improve the signal to noise of the scattering intensity,
S(qr), where qr denotes the radial component of q.
Additional intensity at the top and bottom of this
ring is due to the non-isotropic scattering off of the
step edges remaining after the real space filtering. To
further reduce the influence of this different scatterer
we take a restricted angular average only over the
left and right quadrants between the dashed lines to
produce Figure 1d): the azimuthally averaged line cut
of the Fourier transformed data. The peak in Figure
1d) corresponds to the Fermi wave vector qF = 0.168±
0.002 A˚−1. By performing the process highlighted
in Figure 1a)-d) at multiple energies it is possible to
measure the scattering intensity as a function of energy
and qr, S(qr,E), recovering the dispersion (qr) (see
Figure 2). These steps were also used in Grothe et al.
[17], and similar processing was performed on all of the
data presented here as needed.
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Figure 1. Typical FT-STS data showing how the analysis
proceeds from real space to q-space from a spectroscopic grid
(Vs = −40 meV, It = 540 pA, 282 nm x 282 nm). (a) Real
space topography showing multiple terraces separated by step
edges. (b) Conductance map (dI/dV) at EF (V = 0); the white
dashed lines indicate where step edges have been removed before
taking the Fourier transform. (c) Absolute value of the Fourier
transform of the dI/dV showing a dominant ring resulting from
intra-band scattering of the Ag(111) surface state. Here the
dashed lines show the restricted angular average in q-space. (d)
The angular average of the absolute Fourier transform signal.
The primary feature at qF = 2kF corresponds to the scattering
vector of the surface state at EF . The smaller feature at lower
qr is a set point driven effect.
The two common methods described above for
obtaining the dI/dV(x,y,V) needed to construct the
FT-STS scattering dispersions differ in how the tip
height is maintained. For grid measurements, where
a full STS is acquired at each pixel, the tip height
is usually stabilized at each point using consistent
tunnelling parameters throughout to account for drift
over the long timescale of the measurement. For dI/dV
maps acquired with a lock-in amplifier at multiple
energies, a constant current feedback is usually used
to maintain the tip-sample distance and generate
a simultaneous topographic image with each energy
mapped.
3. Results
Figure 2 shows the scattering intensity S(qr,E)
measured by FT-STS in each of the two main
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acquisition modes. Both measurements show the
expected parabolic dispersion of the surface state band,
but differ in other features. As determined previously
in Grothe et al. [17], the intensity below the onset of
the band is a product of the nature of the scatterer and
varies somewhat in intensity between measurements
regardless of acquisition mode depending on whether
the dominant scatter is CO, other impurities, or if there
is significant intensity from step edge scattering that
remains after filtering. We therefore do not focus on
this feature here. Instead we examine the dispersive
QPI features related to the dispersing band structure
of the system. Most notably, the grid measurement
(Figure 2a) shows a faint, broad vertical feature
slightly above qF = 2kF in addition to the expected
intraband scattering. Whereas for the measurement
made by acquiring dI/dV maps at different energies,
an additional faint, and also somewhat broad feature
appears that instead disperses, crossing qF = 2kF
at EF . The dI/dV maps (Figure 2b) also show a
strongly varying background intensity as a function of
energy, strongest near EF , that is not seen in the grid
measurement. The constant current maps have lower
energy resolution compared to grid measurements over
the same time scale, due to a difference in the speed
of data acquisition between the two measurement
techniques. We can now clearly see that acquiring
the FT-STS dispersion using different methods yields
qualitatively different results.
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Figure 2. Energy dispersion in q-space resulting from
two different measurement techniques, spectroscopic grids and
constant current lock-in maps. Though the surface state
dispersion is clear in both plots the overall intensity differs
significantly. Horizontal and vertical lines indicate EF and
qF respectively and the dashed parabola comes from fitting
the effective electronic mass to a free electron model. (a)
Spectroscopic grid from a 60 x 60 nm2 area with set point bias
of Vs = 100 mV and It = 100 pA. (b) Constant current maps
taken with a lock-in amplifier over a 60 x 60 nm2 area and a
current It = 100 pA. Lock-in parameters: f = 1.017 kHz and
Vmod = 5 mV.
To probe this in more detail, grid measurements
were acquired using different bias voltages to stabilize
the tip height at each pixel. We had previously noticed
that stabilization biases, Vs, corresponding to energies
well below the onset of the surface state band, µ,
showed no prominent features other than the parabolic
dispersion [17], thus minimizing the set point effect.
Figure 3 shows each notable case: eVs < (0), EF >
eVs > (0), and eVs > EF . As previously observed,
there is no prominent feature for a stabilization bias
below the onset of the band. For a stabilization bias
between the onset of the band and EF , we see a
faint, broad feature below 2kF , and for stabilization
biases above EF , we see a faint, broad feature above
2kF . Therefore, for grid measurements, this additional
feature depends on the bias used when the tip height
is stabilized, with the feature crossing over 2kF at the
Fermi energy, much like the additional feature observed
for dI/dV maps.
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Figure 3. Comparison of three spectroscopic grids with three
different set point conditions. (a) Grid with Vs = −100 mV,
It = 100 pA, real space size 239 x 239 nm2 with 380 x 380 pixels
(b) Grid with Vs = −40 mV, It = 540 pA, real space size 280
x 280 nm2 with 400 x 400 pixels (c) Grid with Vs = 100 mV,
It = 100 pA, real space size 240 x 240 nm2 and 350 x 350 pixels.
To make a more direct comparison between the
different acquisition modes, Fourier transformed dI/dV
maps were generated at the same energy, E = 50 meV,
by four different acquisition methods (see Figure 4):
a grid with Vs corresponding to the same energy as
the energy examined, eVs = E = 50 meV (Figure
4b), a grid with opposite polarity Vs from the energy
examined, eVs = −E = −50 meV (Figure 4c), a
constant-current dI/dV map acquired with a lock-in
amplifier where Vs always corresponds to the energy
examined, eVs = E = 50 mV (Figure 4d), and a
constant-height dI/dV map acquired with a lock-in
amplifier where the tip height is stabilized only at
the first pixel of the image (Figure 4e). The sharp
peak seen in all four measurements at qr = 0.22 A˚
−1
corresponds to the intraband scattering of the surface
state at 50 meV. The grid with Vs = 50 mV is nearly
identical to the constant current dI/dV map; this is
expected if the additional feature is a set-point effect
since the feedback is stabilized at each point with the
same parameters for both measurements. In addition
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to the ring corresponding to the expected scattering
across the surface state band at qr = 0.22 A˚
−1, there
is a second relatively sharp feature between q = 2kF
and the surface state band, indicated by the blue
arrow in Figure 4a). However, for the grid acquired
with Vs = −50 mV, while the intraband scattering
at qr = 0.22 A˚
−1 remains the same, there is now a
much broader feature centered below 2kF (indicated
by the red arrow), and the feature seen with Vs = +50
mV (blue arrow) is no longer observed. A constant
height dI/dV measurement was also acquired, where
the tip height is stabilized only in one position at the
beginning of the measurement. Although the data has
a larger low-frequency background, no clear secondary
features are observed. Each of the secondary features
appear above the background level of the other line
cuts indicating that each are in fact additional features
tied only to the measurement mode and parameters.
The lack of any secondary features in the constant
height measurement, along with the dependence of the
additional features on the bias used to stabilize the tip
height at each position for grids and maps, point to
an influence of the spatially varying tip-height on the
dI/dV measurement.
When the tip is stabilized at each pixel, a
constant current condition is met by the feedback
circuit. That constant current condition depends on
the integrated density of states, convolved with the
transmission function of the tunnel junction. Since
the density of states varies with both position and
energy, the constant current topography will contain
spatial modulations due to the electronic structure
that depend on the bias applied, modulating the
physical tip-sample separation. As the dI/dV signal
also contains the transmission function, which depends
on tip-sample separation, it is perhaps not surprising
that extraneous features are observed in FT-STS that
depend on the energy used to stabilize the tip height.
This dependence of the dI/dV on the tip height now
explains the differences between grid and constant
current dI/dV map measurements: for a grid only one
stabilization bias is used for all energies probed, so
a non-dispersing feature either above (positive Vs) or
below (negative Vs) 2kF is observed, but for constant
current dI/dV maps, the stabilization bias follows the
energy being probed generating a secondary feature
that disperses, crossing 2kF at EF (see Figure 2b).
To understand this effect, we now examine the
influence of the spatially varying tip height on the
dI/dV signal. Whenever the feedback circuit is
engaged, the STM tip is stabilized to a particular
height above the surface, zs, determined by a user
specified bias, Vs, and tunnelling current set point,
Is. In the zero temperature, one-dimensional limit
this tunnelling current, Is = I(x, y, zs, Vs), can be
Figure 4. The effect of stabilization bias on the observed QPI
pattern. (a) Line cuts in q-space taking an angular average and
comparing between two grids with different stabilization bias’,
a constant current map, and a constant height map. (b-e) FT-
STS at E = 50 meV from (b) a spectroscopic grid with Vs = 50
mV, Is = 100 pA, (c) a spectroscopic grid with Vs = −50 mV,
Is = 100 pA, (d) constant current map at Vs = 50 mV, Is = 100
pA, and (e) constant height map at Vs = 50 mV, and initial
current Is = 100 pA. For the constant height data a restricted
azimuthal average similar to that described in the methods for
grid measurements was used to reduce the influence of a step edge
running across the top of the image and some additional artifacts
introduced by applying a line-by-line subtraction to account for
z-drift.
approximated by [39]
Is =
∫ eVs
0
ρ(x, y, E)ρt(E − eVs)T (zs, Vs, E)dE, (2)
where ρ is the sample density of states, ρt is the
tip density of states, and T is the tunnelling barrier
transmission coefficient. Following previous work [39,
40] we assume a trapezoidal tunnelling barrier and
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estimate T (zs, Vs, E) using the WKB approximation
which gives
T (zs, Vs, E) = exp
(
− zs 2
√
2m
h¯
√
φ+
eVs
2
− E
)
, (3)
where φ is the effective height of the tunnelling barrier
and m is the free electron mass. We take φ = 4.65 eV,
the average of the work function of the W tip (φ = 4.55
eV) and the Ag sample (φ = 4.74 eV) [31]. In the low
bias approximation we follow Koslowski et al. [41] and
let T (zs, Vs, E) ≈ T (zs, Vs). Inserting this into the
equation for Is
Is =
∫ eVs
0
ρ(x, y, E)ρt(E − eVs)T (zs, Vs)dE (4)
Is = e
(
−zs 2
√
2mφ
h¯
) ∫ eVs
0
ρ(x, y, E)ρt(E − eVs)dE. (5)
Rearranging to solve for zs
zs = − h¯
2
√
2mφ
ln
(
Is∫ eVs
0
ρ(x, y, E)ρt(E − eVs)dE
)
.(6)
This equation holds the key to understanding how
the set point parameters influence the FT-STS results
differently for spectroscopic grids, constant current
maps, and constant height maps. In grid acquisition
zs = z(x, y, Vs, Is) and is set by the feedback at each
pixel based on the values of Vs and Is. This makes
the tip sensitive to lateral variations in the LDOS but
since Vs remains the same at every pixel this at most
introduces a single spatial frequency corresponding to a
non-dispersing feature in q-space. This feature appears
at approximately the average of all scattering q values
between 0 and eVs as it is related to the integrated
LDOS. This is not the case for constant current maps
where the stabilization bias is tied to the map energy
E for each map. This means that zs = z(x, y, Vs =
E/e, Is) where Vs varies, changing the spatial features
convolved into the dI/dV measurement. Since zs
contains periodic spatial modulations at approximately
the average of all q values between 0 and Vs = E/e,
this leads to the presence of dispersing features in the
FT-STS pattern. Constant height maps, on the other
hand, have no sensitivity to lateral variations of the
LDOS. In a constant height map the tip height is set at
one position, xs, ys, at the start of the map and then
the feedback is disengaged, excluding the possibility
of spatially dependent, feedback induced artifacts ie.
zs = z(xs, ys, Vs = E/e, Is).
To properly simulate the contribution to the FT-
STS from set point effects we analyze the derivative of
the simulated I(x, y, z, V ) with respect to the applied
bias, to obtain the dI/dV. Taking the full derivative of
I(x, y, z, V ) gives two terms with a zs dependence [39]
dI(x, y, zs)
dV
∝ eρ(eV )ρt(0)T (zs)−
√
2me
2h¯
√
φ
zsI(zs, V ).(7)
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Figure 5. Comparison of T-matrix simulations applying the
analytical expressions derived here with the experiments for
different stabilization bias conditions. Scaled colour intensity
is the same across each row. The leftmost column with a)-
c) simulates a grid measurement with Vs = −100 meV and
compares it to an experimental dispersion in d) with the same
Vs. The middle column e)-g) simulates a grid measurement
with Vs = 100 meV with the experimental equivalent shown in
h). The right column i)-k) shows constant current acquisition
mode where the set point energy matches the scan energy as in
constant current maps in l). The first row shows the LDOS in
q-space as determined from T-matrix simulations. The second
row shows the calculated T (zs) of this LDOS with b) Vs = −100
meV bias, f) Vs = 100 meV bias, and j) Vs varying with the
energy probed. The third row shows the product of the LDOS
with T (zs), which qualitatively agrees with the experimental
data shown in the fourth row. Note: Energy and q resolution
varies between the measurements.
Comparing the magnitude of these terms using
the work function and free electron mass the first
term dominates under the experimental conditions
considered here, consistent with Li et al. [31]
Using these analytic results, the effect on the FT-
STS pattern of the different measurement modes and
their set point artifacts can be simulated, expanding
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on previous work describing the effect of real-space
oscillations of T (zs) in one-dimenstion [31, 39, 41, 42,
43, 44] and on molecules in two-dimensions. [40]
As a basis for the expected FT-STS dispersion,
T-matrix simulations described in detail elsewhere
[17] were used to model scattering of the Ag(111)
surface state. These scattering simulations provided a
theoretical density of states in q-space, ρ(q,E), which
was Fourier transformed into a real space to give ρ(r,E)
and used to calculate T (zs), I(x, y, z, V ), and dI/dV
under different set point conditions from the analytic
expressions derived above. T (zs) and dI/dV were then
Fourier transformed back into q-space and compared
with the original density of states, ρ(q,E). Figure 5
contrasts each case and compares the simulation to the
experimental data. The agreement between theory and
experiment is qualitatively very good and shows that
the acquisition mode dependent features are related
to variations in T (zs). The strongest artifacts are
introduced for the constant current maps, while the
best match with the underlying LDOS is acquired by a
grid with a set point bias below the onset of the surface
state.
4. Discussion & Conclusions
As can be seen from the simulations, the dominant
factor yielding different results for different measure-
ment conditions arises from the transmission function
T (zs) term. In the combined dI/dV simulation of the
FT-STS dispersion one can see the main features pre-
viously described above: for grids with a Vs above EF
there is a clear vertical, non-dispersing line above 2kF ,
for grids with a Vs below the onset of the band there is
only a weak very broad non-dispersing feature in T (zs)
with little influence on the S(qr, E), and for the series
of maps with constant current feedback at each en-
ergy there is a dispersing feature which crosses 2kF at
EF as well as an overall increase in intensity near EF
arising from strong variations in T (zs). The positions
of the features observed in a grid measurement with
Vs = 100 meV and a series of constant current and con-
stant height maps are shown in Figure 6 to summarize
the potential artifacts. As can be seen, all three con-
sistently reproduce the parabolic intraband scattering
dispersion. The grid produces a vertical artifact fea-
ture, but only the constant current maps generate a
dispersing artifact feature.
We have demonstrated, through a combination
of measurements in different acquisition modes, and
simulations of the expected FT-STS patterns for
these modes, that artifact features in FT-STS derived
dispersions can occur that depend on the set-
point conditions used to stabilize the tip height.
The simulations show that this arises from spatial
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Figure 6. Comparison of all features from constant current
map, constant height map, and grid S(qr, E) peak positions
illustrating the surface state scattering and set point features.
For all three measurement modes the surface state peaks were
obtained from Lorentzian fits and in each case the data agrees
well with a free electron model of surface state scattering. Set
point artifacts were fit with Gaussian functions for both constant
current maps and grid data, while the constant height data
showed no additional features. Fits of the set-point effect feature
for the grid become unreliable close to where this feature crosses
the surface state feature and have been omitted here. Only the
constant current maps show a dispersing set point peak.
modulations in the transmission function due to
variations in zs at each (x,y) pixel that are dependent
on the set-point conditions. This effect is most
pronounced, and most concerning, for measurements
acquired by taking dI/dV maps with a simultaneous
constant current feedback at each energy, as this
produces a relatively strong, dispersing feature.
Dispersing features with similar q-dependence
have been observed on (111) noble metal surfaces
using constant current maps and attributed to a
number of different sources. Petersen et al. [23] first
reported a secondary scattering ring and ascribed this
to scattering across a neck in the bulk Fermi surface in
measurements of Au(111) and Cu(111). Schouteden
et al. [25], performed further measurements of the
Au(111) surface state and attributed the lack of
dispersion of the bulk band above EF to inelastic
electron relaxation rates. Most recently, Sessi et
al. [26] demonstrated that the secondary dispersion
is not compatible with the position of the bulk
bands in Au(111), Cu(111), or Ag(111) and instead
attributed the secondary features to an acoustic surface
plasmon dispersion. Our data shows that a feature
following this same dispersion arises from an artifact
of the constant current measurement mode. We
note that in constant height maps this set point
effect due to modulation of the tunnel barrier is not
present. However, for sufficiently high tunnelling
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current Equation 7 also predicts that a secondary
dispersing feature should appear arising from the
second term, even in constant height map data.
Although we did not observe features in constant
height maps related to this on Ag(111), this is
a possible explanation for the secondary dispersing
features observed in constant height maps on Cu(111)
by Sessi et al. [26]. If so, it should be linearly
dependent on the tunnelling current, thus providing
a way to test whether a secondary dispersing feature
in constant height maps is caused by the physics of the
tunnel junction or many-body effects in the sample.
Lastly, we note that for grid measurements a
choice of stabilization bias below the onset of the
band showed a very weak influence with no distinct
features, providing a way to avoid these effects without
resorting to demanding constant height measurements,
or a more elaborate program of returning the tip to the
same location to reset the height for each measurement
pixel, as has been done for AFM measurements [45].
These results urge caution in the field; features in QPI
require careful consideration, and artifacts can arise
depending on the measurement mode that may obscure
or masquerade as physical processes in the sample.
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