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La conquète spatiale, stimulée par des enjeux politiques a connu un essor important
durant la Guerre Froide. Bien que cet état de fait soit regrettable, il reste néanmoins vrai
que les répercussions au niveau scientifique, elles, furent bien réelles. Le développement
et la réalisation de grands projets, tels que la station orbitale et les lanceurs réutilisables
connaissent aujourd’hui grâce à la coopération internationale un renouveau. Ce regain
d’intérêt pour ces grands projets, entraînant nombre de problèmes scientifiques, crée une
émulation dans le domaine scientifique.
Parmi les différentes contraintes qui entrent en jeu dans la construction d’un engin
spatial, une des plus importantes est l’échauffement que subit le bouclier protecteur.
Différents phénomènes sont responsables de cet échauffement parmi lesquels, les frottements
sur la paroi et les effets thermochimiques. Les premiers sont parfaitement connus, et
les méthodes numériques permettent actuellement de les représenter correctement. En
revanche, les effets de la thermochimie, bien que pris en compte, ne sont pas encore
totalement maitrisés. Ce sont ces derniers qui nous intéresse dans ce travail. Lors de la
rentrée atmosphérique, le véhicule qui pénètre dans l’atmosphère est entouré d’une onde
de choc qui a pour conséquence de transformer une partie de l’énergie cinétique en énergie
thermique. L’exemple cité dans [Perrel 1991] permet de bien comprendre ce phénomène.
Un véhicule rentrant dans l’atmosphère à une vitesse d’environ 7000 m/s subirait au point
d’arrêt une température de 25 000K. Bien évidemment à ce niveau de température, nous
sortons des hypothèses du gaz idéal. La température atteinte n’est pas en réalité aussi
élevée car la dissociation (et l’ionisation) des molécules nécessitent de l’énergie ; cependant
les niveaux de températures sont suffisamment hauts pour que cela pose des problèmes
concernant le choix des matériaux. Les lois usuelles représentant les propriétés de l’air
ne sont pas suffisantes pour représenter ces conditions. De plus, les différentes espèces
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composant l’air peuvent réagir à cause de l’énergie générée par cette couche de choc.
Les écoulements hypersoniques qui caractérisent ces rentrées sont complexes à reproduire
car il y a de fortes interactions entre plusieurs effets. D’une part, l’écoulement peut être en
déséquilibre chimique et/ou thermique. Enfin, la couche de choc est mince et relativement
proche de la paroi du véhicule et peut interagir avec la couche limite visqueuse. Pour plus
de renseignements, on pourra consulter [Perrel 1991] et [Cousteix 1988].
La complexité de ce problème réside aussi dans la difficulté à obtenir des résultats
expérimentaux. Enfin, les tests en vols reviennent chers (et ne souffrent aucune erreur
de la connaissance des marges dans la limite des sécurités admises pour la mission) et
les mesures sont le plus souvent fortement bruitées à cause de l’ensemble des contraintes
existantes. Les essais au sol, eux, ne permettent pas de reproduire l’ensemble des conditions
rencontrées si ce n’est pour quelques points choisis des orbites de rentrée.
L’aérothermochimie
Comme son nom l’indique, on se trouve ici à l’interface de plusieurs domaines scientifiques,
puisque l’aérothermochimie fait appel à l’aérodynamique, la thermodynamique et la chimie.
Pour cette dernière, on distingue deux catégories puisque l’on considère un gaz raréfié
qui peut être chimiquement réactif dans sa phase homogène (réaction en phase gazeuse)
ou bien encore de manière hétérogène avec la surface : la catalycité. Par ailleurs, dans
les conditions de rentrée atmosphérique, on est très proche de la limite de validité des
équations servant à reproduire le fluide. L’essor des moyens de calcul permet de reproduire
assez fidèlement l’ensemble des paramètres nécessaires pour reproduire une rentrée atmosphérique.
Cependant, la modélisation est tributaire des modèles employés et donc des hypothèses
émises. Comment vérifier ces modèles ou les alimenter? En ayant recours à des expériences.
Mais les conditions nécessaires sont extrêmes et peu de moyens d’essais sont disponibles
et représentatifs des conditions de vols.
Les tunnels balistiques
Le principe consiste à construire une maquette de l’engin et à la faire se déplacer à
grande vitesse dans un tunnel équipé de moyens de mesures. Les dimensions de la maquette
sont dictées par la méthode des similitudes, en vérifiant que les nombres adimensionnels
de l’essai sont aussi proches que possible de ceux du vol.
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Les souffleries
On distingue deux types de soufflerie : à arc et à choc. Ces moyens d’essais permettent
de reproduire des conditions allant jusqu’à Mach 10, si l’on veut rester dans les hypothèses
du gaz idéal. Toutefois, elles ne permettent pas de reproduire les conditions réelles. Pour
cela, on utilise des souffleries dites à hautes enthalpies. Cependant les niveaux de puissance
nécessaires pour atteindre ce régime ainsi que la résistance des matériaux ne permettent
pas de maintenir ces conditions.
La catalycité
Parmi les effets d’échauffement des parois cités précédemment, la catalycité est celui
qui est encore aujourd’hui le moins bien connu. Même si on dispose de modèles permettant
de prendre en compte ce surplus de chaleur à la paroi, cet effet n’est pas encore complètement
maîtrisé. La principale difficulté vient du fait que ce phénomène est multi-échelle. Afin
de bien le comprendre, il faut descendre à une échelle microscopique et s’intéresser à
chacune des étapes de ce processus. Puis, utiliser les résultats obtenus pour remonter vers
une échelle macroscopique correspondant à celle utilisée dans les codes de Navier-Stokes
pour la résolution des écoulements hypersoniques ou subsonique lors des tests au sol.
L’utilisation des torches à plasma pour l’étude de ce phénomène permet de reproduire les
conditions de flux rencontrées lors des conditions réelles.
La catalycité implique deux paramètres : la propension qu’a la surface à favoriser
la recombinaison hétérogène (γ) et la part d’énergie, produite par cette réaction, qui
est transmise à la paroi (β). Ces paramètres microphysiques ne sont pas mesurables
directement. Ils sont déterminés à partir des mesures de flux et d’hypothèses concernant
le matériau utilisé et le type d’écoulement considéré. Ces mesures sont réalisées à l’aide
de torches à plasma (à arc ou inductive) qui permettent de reproduire des conditions
d’énergie proches de celles d’un écoulement réel. La méthode la plus courante, en terme
de mesure, consiste à réaliser une mesure de flux qui sert de paramètre d’entrée à une
simulation numérique reproduisant le test ; cette dernière fournissant le paramètre γ, en
considérant β = 1.
Dans ce mémoire, nous nous intéresserons particulièrement à ce phénomène de catalycité,
aux moyens de le quantifier, de le reproduire et aux méthodes permettant de l’analyser.
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Plan du mémoire
Le mémoire est divisé en quatre parties. Dans la première, nous abordons le phénomène
de catalycité, les moyens de mesure et les modèles existants qui permettent de le décrire.
Puis, nous présentons la méthodologie mise en place pour raffiner l’étude de ce phénomène
avant de présenter les résultats obtenus. Pour finir, nour présenterons le début de notre
étude numérique d’une simulation d’essai au sol dans le but de prendre en compte la
catalycité.
Dans la première partie, nous prendrons le temps de présenter ce qu’on entend par
catalycité et de détailler chacune des étapes. Ensuite, nous présenterons deux types de
moyens d’essai ainsi que la méthode de détermination de γ. Enfin, nous parcourerons
quelques uns des modèles utilisés dans les codes de Navier-Stokes pour prendre en compte
ce phénomène.
La partie suivante est consacrée à la description des outils nous permettant de réaliser
l’étude microphysique des échanges d’énergie et aux notions nécessaires à cette étude avec
quelques éléments sur la théorie de la fonctionnelle de densité.
La troisième partie est dévolue à l’application de ces méthodes et l’utilisation des
outils décrits dans la partie précédente. Nous présenterons l’ensemble de la procédure de
construction de la surface modèle, puis nos résultats sur la dissipation d’énergie pour le
système adsorbat/surface, ainsi que l’influence des paramètres de calculs.
La dernière partie s’attache à montrer les possibilités du code AQUILON à reproduire
une situation de test au sol. Nous présenterons quelques éléments sur les méthodes
numériques de ce code, ainsi que l’ensemble des lois et paramètres nécessaires à la simulation.





L’estimation des flux de chaleur reçus par les boucliers des engins de rentrée spatiale
est d’une importance capitale tant pour le dimensionnement de ce dernier que pour
l’intégrité de la structure de la navette. L’étude de ces surflux bien que commencée
dans les années 50, n’est à ce jour pas terminée du fait de la nécessité d’être de plus
en plus précis quant aux prédictions du flux de chaleur. Cependant de nombreux modèles
existent afin de représenter et de prendre en compte les phénomènes de catalycité. Ces
modèles, qui permettent de suivre l’évolution des concentrations des espèces, donnent par
extension des renseignements sur le surplus d’énergie disponible. En effet, le bilan des
réactions de recombinaison est exothermique, ainsi plus une paroi favorise ce phénomène,
plus elle contribue à son propre échauffement. Dans ce chapitre, nous présenterons une
définition des phénomènes de recombinaison, ainsi qu’une liste des principaux modèles et
des méthodes de détermination de la catalycité.
I.1 Définition
"Catalycité" est, en toute rigueur, un terme impropre pour qualifier les phénomènes
de recombinaison, on devrait plutôt parler de catalyse hétérogène. Toujours est-il que
les étapes de réaction entre un adsorbat et une surface sont connues. Ainsi, ce que les
physiciens appellent catalycité regroupe, en fait, plusieurs étapes élémentaires que nous
décrirons ci-après. Mais revenons un instant sur la définition même du phénomène, la
difficulté ici tenant au fait qu’il est difficile d’estimer macroscopiquement ces phénomènes
de réaction de surface : ainsi la définition que l’on retient généralement et qui sert à
classifier les systèmes, fait appel à un coefficient γ, coefficient de recombinaison, qui traduit
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la proportion d’atomes qui se recombinent, à travers la relation :
γ = Nrec/Ninc (I.1)
où :
Nrec est le nombre d’atomes qui se recombinent
Ninc est le nombre d’atomes incidents
Cette définition permet alors de répartir en trois catégories distinctes les différents matériaux
utilisés dans la construction des boucliers de protection thermique : totalement catalytiques,
partiellement catalytiques, non catalytiques.
Figure I.1 : Classification des types de matériaux en fonction de leur comportement
catalytique
γ = 1 : les parois totalement catalytiques : tous les atomes qui atteignent la surface
se recombinent.
0 < γ < 1 : les parois partiellement catalytiques : une partie des atomes qui entrent
en collision avec la surface se recombinent
γ = 0 : les parois non catalytiques : aucun des atomes qui entrent en collision avec
la surface la surface ne se recombine
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Le récapitulatif ci-dessus permet de bien comprendre que les cas γ = 0 et γ = 1 donnent
les flux thermiques minimum et maximum transmis aux surfaces.
L’ensemble du processus de catalycité est exothermique, cependant la totalité de
l’énergie ainsi produite n’est pas forcément transmise à la paroi. Cet état de fait se traduit
par un coefficient d’accomodation de l’énergie, β, qui représente la fraction d’énergie
réellement échangée avec la paroi par rapport à la quantité totale d’énergie disponible.
Ce coefficient, extrêmement difficile à déterminer, fait l’objet d’une hypothèse majeure
dans le domaine de la catalycité consistant à le prendre égale à 1 et ainsi à considérer que
la totalité de l’énergie produite est transférée à la paroi. On assimile alors le coefficient
γ à γ′ définit par γ′ = γ × β. Les interactions entre les espèces du plasma et la surface
répondent à une succession d’étapes élémentaires connues que nous allons décrire ci-
après. On y distingue les processus de peuplement de la surface (adsorptions) et ceux de
dépeuplement de la surface (désorption, processus de recombinaison d’Eley-Rideal et de
Langmuir-Hinshelwood).
I.1.1 Adsorption
On peut différencier deux sortes d’adsorption : l’adsorption atomique et l’adsorption
moléculaire (cette dernière pouvant être dissociative ou non).
Au cours de l’adsorption atomique, un atome de la phase gazeuse est attiré par le
potentiel de la surface et est adsorbé sur cette dernière en s’enfonçant dans un puits
de potentiel jusqu’à atteindre une position stable : on parle alors de chimisorption car
une liaison forte se crée entre la surface et l’atome. Un deuxième cas est envisageable,
la physisorption : l’atome est alors lié à la surface par l’intermédiaire des forces de Van
der Waals. Cependant, ce processus n’a que très peu de chances de se produire à haute
température.
Pour l’adsorption moléculaire, on distingue également deux cas : soit la molécule est
adsorbée sur la surface, soit elle est dissociée et on parle alors d’adsorption dissociative.
Dans la majorité des cas, les molécules se dissocient en s’approchant de la surface en
donnant deux atomes chauds, qui ont pour particularité d’avoir une énergie cinétique de
diffusion bien supérieure à celle d’une diffusion à l’équilibre thermique.
L’ensemble de ces phénomènes a pour conséquence de peupler la surface avec des
adsorbats qui peuvent échanger de l’énergie avec cette dernière. La quantité d’énergie
reçue par la surface ainsi que l’élévation de la température de cette dernière dépendent
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intrinséquement du potentiel d’interaction atome/surface et de l’énergie initiale des adsorbats.
I.1.2 Recombinaison
Les atomes qui peuplent la surface peuvent alors interagir, soit avec des atomes
provenant de la phase gazeuse, soit avec des atomes précédemment adsorbés sur la surface.
On distingue deux catégories de réactions.
I.1.2.1 Réaction d’Eley-Rideal
Dans les premiers instants du phénomène de catalycité, on assiste par le biais de
l’adsorption au peuplement de la surface. Ainsi, si les premiers atomes ont la possibilité
d’interagir avec la surface seule, ce n’est pas le cas des suivants. Ils peuvent soit s’adsorber
sur la surface, soit intéragir directement avec un atome précédemment adsorbé. On parle
alors du processus réactionnel d’Eley-Rideal que l’on peut traduire par l’équation réactionnelle
suivante :
AS + Ag −→ Ag2 + (S)
où :
AS représente un atome A adsorbé sur un site S de la surface
Ag représente un atome de la phase gazeuse
Ag2 représente une molécule libérée dans la phase gazeuse
(S) est le site d’adsorption libre précédemment occupé par l’atome adsorbé
Ce processus peut être représenté de la manière suivante (cf. Figure I.2).
Surface d’adsorption
Figure I.2 : Schéma réactionnel du processus d’Eley-Rideal
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Les molécules issues de ce phénomène sont dans un état excité et possèdent donc une
partie de l’énergie disponible. Le coefficient β ne peut donc être considéré comme égal à
1.
I.1.2.2 Réaction de Langmuir-Hinshelwood
Dès que le peuplement de la surface est suffisant, les atomes peuvent réagir entre
eux. Si un atome adsorbé possède suffisamment d’énergie pour franchir les barrières de
potentiel, il peut alors entamer un processus de migration sur la surface. Si au cours de son
trajet, il rencontre un autre atome, ils peuvent alors interagir pour former une molécule.
D’une manière générale, les processus de type Langmuir-Hinshelwood sont représentés par
l’équation réactionnelle :
AS + AS −→ Ag2 + 2(S)





interaction entre atome Formation de la molécule
et désorptionadsorbés
Figure I.3 : Schéma réactionnel du processus de Langmuir-Hinshelwood
formées lors de ce processus comme non excitées. Ainsi, en présence de la réaction de
Langmuir-Hinshelwood, le coefficient β doit tendre vers l’unité. Cependant, quelques
précautions doivent être prises, car dans le cas où les puits d’adsorption sont profonds, il
n’est pas certain que les atomes aient suffisamment d’énergie cinétique de diffusion pour
sortir du puits et migrer le long de la surface.
I.1.2.3 Réaction «hot atom»
Dans le cas de l’adsorption dissociative, il y a production de deux atomes dont l’énergie
cinétique de diffusion est plus importante que dans le cas de l’adsorption atomique. Ces
atomes peuvent ensuite interagir avec d’autres atomes.
10 Chapitre I Catalycité
I.1.3 Désorption
La désorption est la dernière étape du processus de catalycité. On distingue plusieurs
cas : tout d’abord, de par la nature même des processus d’Eley-Rideal et de Langmuir-
Hinshelwood, ces molécules sont désorbées. Cependant, la désorption est incluse dans
l’équation réactionnelle, il n’y a pas lieu d’en tenir compte une deuxième fois. La deuxième
catégorie, elle, concerne la désorption atomique thermiquement activée. Un atome de la
surface peut quitter librement la surface, si les températures considérées sont assez hautes.
L’équation réactionnelle associée s’écrit :
AS −→ Ag + (S)
I.2 Modèles et moyens d’essais
La compréhension des phénomènes dits de «catalycité» passe par l’étude de la cinétique
des processus élémentaires se produisant à la surface du matériau. Plusieurs approches,
destinées à déterminer les probabilités de recombinaisons atomiques sur la surface, ainsi
que les coefficients d’accommodation de l’énergie, ont été développées. Les divers modèles
développés jusqu’ici diffèrent par le type de processus élémentaire considéré.
En général, l’expression des vitesses de ces réactions dépend de paramètres microphysiques
(énergies d’activation, fréquences de collision, couverture de surface) qui, difficilement
mesurables, sont déterminés par ajustement de la valeur sur celle mesurée expérimentalement.
Il semble cependant qu’un certain nombre de ces grandeurs puissent être estimées par
les méthodes de la physico-chimie théorique. Si tel est le cas, les paramètres clés de la
catalycité pourront être déterminés a priori.
Dans cette partie, nous aborderons dans un premier temps les différents travaux mis
en oeuvre pour déterminer la catalycité des matériaux, puis nous nous intéresserons aux
différents modèles utilisés pour tenir compte de ce paramètre dans les codes de calculs
des écoulements de rentrée atmosphérique.
I.2.1 Mesure de Catalycité
En ce qui concerne la mesure de la catalycité, de nombreuses méthodes ont été utilisées
jusqu’à présent. Actuellement, on distingue essentiellement trois types de moyens d’essais
permettant de déterminer le paramètre γ. Cependant les conditions de mesure sont très
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différentes et rendent délicate l’exploitation des résultats.
1. Les expériences de jet moléculaire permettent d’obtenir des résultats précis et comparables
aux calculs réalisés à l’échelle atomique (Density Functionnal Theory, calculs ab
initio, dynamique moléculaire) mais ils ne peuvent être utilisés pour reproduire les
conditions de rentrée atmosphérique.
2. L’appareil de Moyen d’Essai Solaire d’OXydation (MESOX) situé à Odeillo (voir
paragraphe suivant), permet lui d’atteindre des températures de surface élevées et
donc de caractériser le pourcentage de recombinaison dans des cas où les conditions
d’entrée en atmosphère sont partiellement simulées.
3. Enfin, les mesures dites "point d’arrêt", sont basées sur l’utilisation d’une torche à
plasma qui permet de recréer certaines conditions de vol.
Nous nous limiterons à une brève description de ces deux derniers types de mesure.
I.2.1.1 Moyen d’Essai Solaire d’OXydation : MESOX
Ce moyen de mesure fournit deux types d’expérimentations : d’une part, une mesure
du flux effectif de recombinaison, d’autre part, une mesure de γ. Dans le cas de la mesure
de flux, MESOX associe un concentrateur de rayonnement solaire et un générateur de
micro-ondes. L’ensemble de l’appareillage est placé au foyer du four solaire d’Odeillo
ce qui permet d’obtenir des flux incidents de l’ordre de 4,5MW/m2 (cf. Figure I.4). La
détermination du flux de recombinaison se fait par différence entre les mesures réalisées
sous atmosphère inerte (plasma d’Argon) et celles réalisées sous atmosphère réactive
(plasma d’air) en fonction des températures en face avant et face arrière de l’échantillon

















qairrec,acc est le flux de chaleur recombiné pour un plasma d’air
T ∗f est la température en face avant sous plasma d’air ou d’argon
T ∗b est le température en face arrière sous plasma d’air ou d’argon
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Figure I.4 : MESOX : Schéma de principe pour mesures par
spectroscopie[Balat-Pichelin 2003]
I.2 Modèles et moyens d’essais 13
Cette équation découle d’un bilan thermique 1-D qui ne prend pas en compte les pertes
de chaleurs radiales (un deuxième modèle 2-D a été développé depuis par Balat et coll
[Balat 2001]).
L’actinométrie permet de remonter directement au paramètre γ [Balat-Pichelin 2003],
en suivant l’évolution de la concentration relative d’oxygène, durant la décharge. Le












où, R0 et RL sont les ratio d’intensité IO et IR, respectivement à la surface de l’échantillon
et à une distance L en amont de ce dernier DO,air représente le coefficient de diffusion de
l’oxygène dans l’air, V est la vitesse moyenne atomique et L l’épaisseur de la couche limite
de recombinaison. Cette méthode permet de mesurer la catalycité de matériaux tels que
les céramiques [Balat-Pichelin 2003] et autres matériaux à base de silice [Bedra 2005].
I.2.1.2 Torches à plasma et modèle basé sur les travaux de Goulard [Goulard 1978]
Les torches à plasma
Les torches à plasma permettent de générer des écoulements à hautes enthalpies,
permettant de reproduire partiellement les conditions de rentrées atmosphériques. Leur
utilisation est très répandue dans le domaine de la catalycité pour tout ce qui concerne
la caractérisation des matériaux et les tests de résistance aux hauts flux thermiques. On
distingue deux types de torches, celles inductives et celles à arc. Ces dernières, bien plus
puissantes, sont utilisées pour les tests d’ablation. Le mélange gazeux est transformé en
plasma à l’aide d’un arc électrique. Ces torches produisent des écoulements supersoniques
fortement ionisés et consomment l’anode utilisé pour générer l’arc électrique, d’où une
pollution de l’écoulement.
Dans le cadre de cette étude, nous nous sommes intéressés aux torches de type inductives
(cf. Figure I.5). L’écoulement produit est moins énergétique, mais il est plus stable et
permet de faire des tests non-ablatifs. De plus, le plasma étant généré par un champ
électromagnétique, il n’y a pas pollution de l’écoulement. Enfin, l’écoulement produit par
ces moyens d’essais (EADS, Institut des Problèmes Mécaniques de Moscou, IVK, ...) est
subsonique, ce qui simplifie sa modélisation.
Modèles de type point d’arrêt
Les torches à arc sont donc plus puissantes et peuvent produire des écoulements de
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Figure I.5 : Schéma d’une torche à plama de type inductive
plasma à hautes enthalpies. Elles ont été utilisées par Scott pour déterminer les coefficients
de catalycité en utilisant la théorie de Goulard et en supposant β égal à 1 [Scott 1980].
Cela permet d’exprimer le rapport flux reçu sur flux "totalement catalytique" reçu dans
































































Le est le nombre de Lewis, Sc celui de Schmidt. hT est l’enthalpie totale, hO est l’enthalpie
de dissociation de l’oxygène et hN celle de l’azote ; αi est la fraction massique de l’espèce
i. β ′ correspond au paramètre de gradient de vitesse pour le point d’arrêt d’une sphère. γ ′
est le coefficient de recombinaison atomique, µ est la viscosité, ρ la densité. Cette équation
et les paramètres issus des mesures de flux permettent alors de déterminer le paramètre
de catalycité γ.
En complément des mesures, Scott a mis au point un modèle de catalycité à un
coefficient de recombinaison. Dans un premier temps, il exprime la loi de conservation
de masse pour les atomes en considérant qu’il n’y a pas de vitesse de glissement et que le
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système est en état stationnaire.
−→
JA
−→n = MAω̇A (I.7)
où:
−→
JA est le flux de diffusion massique de l’espèce A
−→n est le vecteur normal à la surface
MA est la masse molaire de l’espèce A
ω̇A est le taux de production de l’espèce A
La recombinaison est représentée par une réaction unique considérant deux atomes identiques :
A+ A→ A2
et il calcule alors le taux de production d’atomes de la manière suivante :






Flux incident d’atomes donné par la relation de Hertz-Knudsen
où kb est la constante de Boltzman, Tw est la température de la paroi.
mi est la masse moléculaire de l’espèce i
En introduisant le flux incident d’atomes par l’intermédiaire de la relation de Hertz-
Knudsen, il arrive à :







kw est la vitesse de réaction à la paroi. Ceci est l’approche la plus simple, car la seule
necessité est d’ajuster le coefficient de recombinaison γ ′. En conséquence, il existe de




) [Scott 1980, Kolodziej 1987]. Ce modèle est le plus simple et sa
popularité a entrainé une profusion de résultats. Sa popularité est aussi sa faiblesse, car
il a été extrapolé et appliqué dans de nombreux cas ne correspondant pas aux hypothèses
de départ ( mélange multiconstituants par exemple)
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Un modèle un peu plus évolué et basé sur un parallèle expérience/numérique a été
développé par l’Institut pour les Problèmes Mécaniques (IPM) de Moscou, qui a réalisé
de nombreuses études sur la catalycité sous des atmosphères correspondant, soit à une
entrée terrestre soit à une entrée martienne [Kolesnikov 2000]. L’utilisation combinée de
moyens expérimentaux et de la modélisation numérique de l’essai permettent de remonter
à des valeurs de la catalycité pour différents types d’échantillons de matériau de protection
thermique. La détermination de la catalycité se fait à travers la mesure du flux de chaleur.
L’ensemble de l’expérience suit la méthodologie suivante [Kolesnikov 1998] :
– Test des régimes subsoniques du plasmatron IPG-4
– Mesure du flux de chaleur au niveau du point d’arrêt
– Caractérisation précise des écoulements hautes enthalpies
– Mesures avec des matériaux ayant des propriétés connues (Matériau de référence
totalement catalytique : le Cuivre)
– Reconstruction numérique complète de l’écoulement haute enthalpie
– Construction numérique des abaques de flux de chaleur pour les conditions d’essais
Comme pour les résultats de Scott, la catalycité est obtenue à partir de la théorie
de Goulard. L’ensemble de la simulation numérique est divisée en trois parties, chacune
traitant un point particulier : la génération du plasma, l’écoulement autour de l’échantillon
à tester et enfin le transfert de chaleur au point d’arrêt. L’intérêt de la méthode IPM
repose sur la possibilité d’extrapoler les résultats obtenus au sol pour certains points des
corridors d’entrée en atmosphère. Toutefois, certaines hypothèses importantes sont émises.
La première hypothèse concerne le nombre d’espèces considérées : l’air est représenté par
un mélange d’oxygène et d’azote. Or il n’y a pas de différenciation entre la probabilité
de recombinaison des atomes d’oxygène et celle des atomes d’azote, ni d’une possible
recombinaison entre les espèces (formation de NO). Le choix s’est donc porté vers un
γ moyen. La deuxième hypothèse importante concerne, comme précédemment dans les
travaux de Scott, le choix du paramètre d’accommodation de l’énergie chimique β égale
à 1. Enfin, le cuivre a été choisi comme matériau de référence totalement catalytique.
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I.2.2 Modèle de Halpern & Rosner
Dans les travaux de Halpern & Rosner [Halpern 1978], seuls sont considérés les processus
d’adsorption atomique, moléculaire et les recombinaisons de type Eley-Rideal et Langmuir-
Hinshelwood. Ces étapes ne concernent la recombinaison que d’une seule espèce. Les
flux des différents processus élémentaires (nombre de processus par unité de temps et de
surface) s’écrivent :
Flux atomique :
F adsa = Za(1 − Θ) (I.11)
Flux moléculaire :
F adsm = Zm(1 − Θ)2 (I.12)
Recombinaison Eley-Rideal :






Θ est le taux de couverture de la surface, γ∗ est la probabilité de recombinaison selon le
processus d’Eley-Rideal, n0 est la densité de site et ν est le facteur de fréquence. Le fait
de formuler ces équations pour chaque étape implique les hypothèses suivantes:
– La température du gaz est égale à la température de surface
– Les coefficients d’adhésion atomique et moléculaire sont supposés égaux à 1.
– Au maximum Θ=1, ce qui conduit à une monocouche d’adsorbats.
– les reconstructions de surface ne sont pas prises en compte
– les probabilités d’adhésion atomique et moléculaire ainsi que la probabilité de réaction
Eley-Rideal ne dépendent pas du taux de couverture.
– Il y a équilibre thermique des atomes sur la surface, on ne tient pas compte des
réactions «hot-atoms»
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En considérant ces hypothèses et en supposant une valeur constante du taux de couverture
(état quasi stationnaire), Halpern & Rosner parviennent à une expression analytique du
coefficient de recombinaison atomique :
γ = 1 − (1 − γ∗)Θ (I.15)




Qmµ(1 − Θ2) +Qa(1 − Θ) −QERγ∗Θ − 12QLHσΘ2




Qm est l’énergie d’adsorption dissociative
Qa est l’énergie d’adsorption atomique
QER est l’énergie d’activation du processus d’Eley-Rideal
QLH est l’énergie d’activation du processus de Langmuir-Hinshelwood











Zm et ZA étant respectivement les flux moléculaire et atomique incidents. Le taux de
recouvrement de la surface s’écrit alors :
Θ = 1 − [(1 + γ
∗ + 2σ)2 + 4(η − ς)(γ∗ + ς)] 12 − (1 + γ∗ + 2ς)
2(η − ς) (I.19)
Ce modèle a été utilisé pour l’exploitation des résultats de mesures expérimentales de γ
et β et donne des résultats satisfaisants. Par ailleurs, il permet un calcul analytique des
coefficients caractérisant la catalycité à partir de paramètres microphysiques découlant
des interactions atomes/surfaces.
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I.2.3 Modèle de Willey
Willey [Willey 1993] a developpé plusieurs modèles concernant les recombinaisons,
selon que les concentrations des atomes sont constantes ou non le long de la surface
considérée. Le premier modèle correspond à la seule prise en compte du processus de
recombinaison d’Eley-Rideal. Il n’y a que les processus élémentaires suivants qui soient
donc pris en compte :
k1
O + S ⇀↽ OS (I.20)
k−11
k2
O +OS → O2 + S (I.21)
k′1
N + S ⇀↽ NS (I.22)
k′−11
k′2
N +NS → N2 + S (I.23)
ki et k−11 sont les vitesses de réaction directe et indirecte. En partant du principe que
les constantes de vitesse des réactions peuvent s’écrire sous la forme d’une loi de type
Arrhenius, il est alors possible d’exprimer les coefficients γO et γN sous les formes suivantes :
γO =
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De la même manière, en considérant le processus de Langmuir-Hinshelwood :
k1
O + S ⇀↽ OS (I.26)
k−11
k3
OS +OS → O2 + 2S (I.27)
k′1
N + S ⇀↽ NS (I.28)
k′−11
k′3
NS +NS → N2 + 2S (I.29)







Ce modèle cinétique sert alors de condition limite pour la résolution des équations de
l’aérothermochimie à travers la loi de conservation des espèces. En considérant une espèce
A, on peut écrire :
−→
JA
−→n = MAω̇A (I.31)
où :
MAω̇A = −kwnAmA




En utilisant alors une loi d’action de masse pour chaque espèce, ainsi qu’une équation
pour l’occupation des sites, le modèle est complet et permet d’accéder aux valeurs de
γ explicitées précédemment. Afin de simplifier les calculs, Willey explique alors que la
dépendance en concentration peut souvent être négligée et que, pour les faibles températures,
l’adsorption est le processus dominant ce qui donne, par exemple, pour le processus
d’Eley-Rideal γO = 2k2. Pour les hautes températures, la catalyse hétérogène est dominée
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Cette méthode, comparée à celle de Scott propose une meilleure description des étapes
impliquées dans ces processus. Les avantages de ce modèle résident dans sa simplicité
et une meilleure représentativité des différentes étapes de la catalycité. En revanche, les
méthodes utilisées dans les deux cas de recombinaison ne sont pas cohérentes entre elles, et
les expressions proposées ne sont valables que pour un mélange d’atome et de la molécule
associée.
I.2.4 Modèle de Nasuti
La méthode proposée par Nasuti et décrite dans [Reggiani 1996], est basée sur le





nA(S) est le nombre de particules présentes à la surface et [S]0 est la densité total de sites
sur la surface. Cette approche consiste, dans un premier temps, à résoudre les équations
de couverture de la surface pour chacune des espèces considérées :
dnA(S)
Sdt
= ˙nads − ˙ndes − ˙nER − ˙nLH (I.33)
où:
˙nads est le flux de particules adsorbées
˙ndes est le flux de particules désorbées
˙nER est le flux de particules du processus d’Eley-Rideal
˙nLH est le flux de particules du processus de Langmuir-Hinshelwood







Ji ) = miω̇i (I.34)
Ci est la fraction massique de l’espèce i et
−→
V est le vecteur vitesse. L’intérêt de cette
méthode vient du fait que le mélange peut contenir plus d’une sorte d’atomes. Il ne reste
plus alors qu’à définir les constantes de réactions pour chacune des étapes ci-dessous.
Chimisorption des atomes
A + S −→ AS
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Chimisorption des molécules
A2 + 2S −→ 2AS
Recombinaison d’Eley-Rideal
AS + Bg −→ ABg + (S)
Recombinaison de Langmuir-Hinshelwood
AS + BS −→ ABg + 2(S)
Désorption thermique
AS −→ Ag + (S)
Pour chacune de ces réactions, la constante de vitesse de réaction est exprimée sous une
forme modifiée de la loi d’Arrhénius :
ki = Bie
−Ei/RT (I.35)
Bi est le facteur pré-exponentiel, Ei est l’énergie d’activation du processus considéré pour
l’espèce i. Les paramètres de cette équation dépendent de l’étape considérée, par exemple
pour l’adsorption, qui peut être assimilée à un processus non-activé, Ei = 0. De même,
le facteur pré-exponentiel doit prendre en compte le taux de couverture de la surface et
la probabilité d’adsorption des atomes. Cela se fait par l’introduction de coefficients de
collage atomique sA et moléculaire sM par une loi de la forme :
s = s0e
−α(T−T0) (I.36)
Par ailleurs, les expressions des constantes de recombinaison d’Ely-Rideal et de Langmuir-
Hinshelwood peuvent être écrites sous une forme plus générale que précédemment, en
prenant en compte que les espèces peuvent réagir avec d’autres espèces. Cela ne change
pas la forme de la constante de recombinaison mais nécessite des données appropriées.
Toutefois, dans le cas d’une réaction entre composants d’une même espèce, le formalisme
du coefficient de recombinaison ressemble à celui observé pour le modèle de Wiley.
γO =




2(−k2[N2][S]2 + k3[N ][NS ] + k4[NS]2)
ZN
(I.38)
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où :
k2 représente la constante de vitesse du processus d’adsorption atomique
k3 représente la constante de vitesse de recombinaison Eley-Rideal
k4 représente la constante de vitesse de recombinaison Langmuir-Hinshelwood
ZO, ZN représentent le nombre d’atomes total entrant en collision avec la surface
Dans cette configuration, le modèle permet de prendre en compte la recombinaison des
deux espèces moléculaires les plus présentes dans l’air et ce, de manière simultanée.
En revanche, il ne permet pas de considérer la production de NO par le processus de
recombinaison hétérogène.
Parmi les modèles rencontrés, ce dernier semble être le plus évolué car non seulement
il prend en compte les différentes étapes du phénomène de catalyse hétérogène, mais en
plus, il peut prendre en compte des mélanges contenant plusieurs espèces. Cependant, le
niveau de détail atteint par ce modèle implique que l’on dispose d’un certain nombre de
paramètres d’entrée qui ne sont pas forcément disponibles (énergie d’activation, coefficient
de collage atomique et moléculaire, ...). Tout comme le modèle précédent, il fait appel à
la relation de Hertz Knudsen pour déterminer le flux d’atomes arrivant à la paroi.
I.2.5 Modèle de Canton-Desmeuzes
Le modèle développé au CEA par C. Canton-Desmeuzes [Desmeuzes 1997b] qui a été
utilisé pour les études du lot "CATALYCITE" pour le projet EXPERT, est une adaptation
du modèle de Nasuti pour le code Navier-Stokes ARES2D. Il reprend les deux principales
étapes :
1. détermination de la couverture de surface de chaque espèce
2. résolution de l’équation de continuité en tenant compte du taux de production des
espèces à la paroi
Il reprend presque la totalité des réactions élémentaires à l’exception de l’adsorption
moléculaire. Les constantes de réactions sont exprimées de la manière suivante :
Adsorption :
Nads = sAZAθf (I.39)
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Recombinaison d’Eley-Rideal :
NER = e
P1T e[−EER/(RT )]ZAθB (I.40)
Recombinaison de Langmuir-Hinshelwood :
NLH = Nsites,totθAθBe







Ndes = δθAavecδ = θfNsites,tot(kBT/h)e
[(−D/(RT )] (I.43)
Nads, NER, NLH , Ndes représentent les flux de particules selon chaque processus, sA est la
probabilité de collage, θf la proportion de sites libres à la surface, P1 le facteur stérique,
Nsites,tot la densité de sites, θA la proportion de site occupée par l’atome A (de même pour
θB), D l’énergie de désorption et h la constante de Planck. Ce modèle, basé sur celui de
Nasuti permet de prendre en compte des situations où le phénomène est piloté par le taux
de couverture de la surface. On constate toutefois qu’il est nécessaire de renseigner celui-ci
à l’aide de nombreux paramètres issus soit de la littérature, soit d’études numériques de
sensibilité.
I.2.6 Modèle de Kurotaki
Parmi les plus récentes publications sur le sujet, les travaux de Kurotaki [Kurotaki 2000]
prennent en compte la possibilité d’une recombinaison entre O et N à la surface. Cette
nouvelle orientation implique la prise en compte de deux coefficients de recombinaison
supplémentaires : γNO et γON . Les expressions des constantes de réaction sont sensiblement
identiques à celles vues en I.2.5 et I.2.4. Toutefois, ce modèle, bien que plus complet en
théorie, se révèle être très proche de celui de Nasuti de par le manque d’informations
concernant les paramètres d’entrée.
I.3 Conclusions
A travers ce chapitre, nous avons défini la catalycité en la ramenant à ses étapes
élémentaires. Bien que le terme de catalycité soit impropre et qu’il faudrait parler de
catalyse hétérogène sur les surfaces (métalliques ou autres), nous emploierons le terme
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consacré dans la communauté de la «rentrée atmosphérique». En tout état de cause, il est
évident que l’étude de la catalycité est complexe, d’autant plus lorsque cela se fait dans des
conditions extrèmes comme celles nous concernant. La plupart des mesures disponibles
à ce jour proviennent d’expériences et de campagnes de tests réalisées sur des moyens
d’essai de type torche à plasma, comme cela est répertorié dans [Scott 1980]. Bien que de
nombreuses mesures soient disponibles, elles ne sont que partiellement représentatives des
conditions de vol lors des rentrées atmosphériques. Elles donnent cependant des points de
comparaison pour les modèles développés.
Ces différents modèles permettent d’obtenir des estimations de la catalycité et des
flux de chaleurs pariétaux dus à la recombinaison. Le modèle de Scott est le plus simple à
mettre en œuvre mais il ne considère aucune des étapes intervenant dans le processus de
recombinaison hétérogène. Le modèle de Willey est un peu plus complet et permet une
description des étapes élémentaires de la catalycité pour un mélange constitué d’un atome
et de sa molécule, il n’est donc pas très bien adapté pour représenter les interactions d’un
mélange d’espèce avec la paroi. Le modèle de Nasuti et par extension celui de Canton-
Desmeuzes permet cette prise en compte, cependant ils nécessitent un grand nombre de
paramètres d’entrée à renseigner.
Des études numériques sur la comparaison des modèles de prise en compte de la
catalycité [Godart 1996] ont montré l’importance de ce facteur sur les flux de chaleur
calculés et donc la nécessité d’obtenir une évaluation précise de ce phénomène. Récemment,
une comparaison entre le modèle détaillé présenté au paragraphe I.2.5 et un modèle du
même type que celui présenté par Scott a montré que ce dernier n’était pas performant dès
lors que l’on souhaite étudier des surfaces présentant des discontinuités dans le comportement
catalytique [Canton-Desmeuzes 2005].
Le résumé qui a été fait des différents modèles permet de souligner les différentes
approches menées jusqu’à présent. On peut distinguer deux branches distinctes ; la première
concerne les études consacrées à la caractérisation du flux de chaleur reçu par le bouclier
thermique et qui a entraîné la conception de modèles de catalycité à intégrer dans des codes
numériques résolvant les équations de Navier-Stokes. Au travers des différents modèles
que nous avons étudiés (Scott, Willey, Nasuti, ...) une tendance émerge, qui consiste à
se rapprocher de la description physique du phénomène de recombinaison. Toutefois, cela
implique un nombre croissant de paramètres à déterminer afin d’alimenter ces modèles.
La deuxième école a une vision plus microphysique du phénomène et propose de
calculer les paramètres γ et β à partir des outils développés pour l’étude des réactions de
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surface. Ces études microphysiques, comme celle de [Halpern 1978], ne sont revenues que
récemment sur le devant de la scène, comme celle menée par Cacciatore [Cacciatore 1999],
dont les premières conclusions remettent en cause l’hypothèse de β = 1. Les calculs de
dynamiques, de par leur complexité et leur coût en temps, n’ont pu être menés avant
l’avènement d’ordinateurs plus puissants. Aujourd’hui ces calculs sont rendus possibles ce
qui procure des ouvertures et des perspectives nouvelles pour la catalycité.
Notre démarche consiste donc à mettre en parallèle les modèles de prise en compte de
la catalycité dans les codes de type écoulements réactifs et leurs besoins en paramètres
avec les études microphysiques qui permettent d’accéder à certains d’entre eux, tels que
les coefficients de collage des atomes ou molécules, ou les énergies d’activation. Ces études
permettent également d’accéder aux énergies d’adsorption et de s’intéresser aux échanges
d’énergie intervenant à chaque étape du processus. Par ailleurs, une description complète
du processus de la catalycité, même dans un cas simplifié et idéalisé, pourrait apporter
des informations importantes sur ce phénomène. Il s’agit donc de mettre en place une
méthodologie permettant de mener à bien cette étude et d’en vérifier la faisabilité à l’aide
des outils à notre disposition.
Afin de valider cette méthodologie, et de tester cette approche, il est intéressant de
choisir un gaz ne contenant qu’un atome et sa molécule associée, ce qui permettra de
réduire le nombre de paramètres dans les deux cas et un matériau dont les propriétés et
la structure sont bien définies. Cela implique de définir un système commun permettant
d’une part, de réaliser les calculs de dynamique des fluides, et d’autre part de mener une
étude fine des étapes élémentaires du processus. L’oxygène, qui est une espèce fortement
réactive et présente en grande quantité dans l’air, est un choix intéressant d’autant plus
que cette espèce est présente lors des rentrées atmosphériques terrienne et martienne.
Pour le matériau, le cuivre, qui est utilisé dans la construction des fluxmètres et qui est
considéré comme un matériau totalement catalytique, est tout indiqué, même si on est
encore loin des matériaux de protection thermique réelles. Dans la section suivante, nous




Méthodologie de l’étude théorique de
l’adsorption
Nous avons vu au chapitre précédent que les modèles de prise en compte de la catalycité
nécessitent de plus en plus de paramètres et que ces derniers ne sont pas forcément
accessibles dans la littérature existante. L’étude microphysique des échanges d’énergie
entre un atome et une surface permet de combler ces lacunes et d’améliorer la compréhension
du phénomène de catalycité. En considérant un système idéal constitué d’un atome
d’oxygène et éventuellement de sa molécule, associé à une surface métallique idéale, le
cuivre, il est possible d’étudier à chaque étape du processus la dissipation d’énergie et ainsi
obtenir des informations précises. La méthodologie mise en place pour réaliser cette étude
comporte deux étapes. La première consiste à déterminer la Surface d’Energie Potentielle
(SEP) d’un système atome/surface métallique. La seconde est une étude dynamique qui,
à travers l’utilisation d’une procédure permettant de calculer en tout point la valeur
du potentiel, a pour objectif d’obtenir des informations sur les échanges d’énergie de ce
système. Dans les parties suivantes, nous décrirons les principes et les méthodes utilisés
pour mener à bien cette étude, ainsi que les outils utilisés.
II.1 Principes généraux pour le calcul de la SEP
II.1.1 Théorie de la fonctionnelle de densité
La théorie de la fonctionnelle de densité, que nous allons décrire dans cette partie,
a pour but de déterminer l’énergie totale d’un système d’électrons en interaction avec
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un potentiel externe, constitué par les charges des noyaux atomiques. En considérant
l’approximation de Born-Oppenheimer qui se justifie par la très grande différence de
masse entre les électrons et les noyaux et selon laquelle les coordonnées électroniques et
nucléaires sont découplées, on peut admettre que les électrons réagissent immédiatement
au déplacement des noyaux. Dans ce cadre, on doit déterminer une fonction d’onde multi-
électronique ψ(r1, r2, ..., rn) pour une valeur donnée des coordonnées nucléaires {Ri}.
La théorie de la fonctionnelle de densité (DFT pour Density Functional Theory),
basée sur le théorème fondamental de Hohenberg et Kohn [Hohenberg 1964], apporte une
simplification majeure pour la détermination de l’énergie (et certaines autres propriétés)
du système puisque ce théorème permet de remplacer la fonction d’onde multi-électronique
ψ(r1, r2, ..., rn) par la densité électronique ρ(r) qui est une fonction à trois variables
seulement donc beaucoup plus simple à utiliser. En effet, d’après le théorème d’Hohenberg
et Kohn, "tous les aspects de la structure électronique d’un système d’électrons en interaction,
dans un potentiel externe V (r) et dans un état fondamental non-dégénéré sont entièrement
déterminés par la densité de charge électronique ρ(r)". De plus, Hohenberg et Kohn
ont montré que pour un potentiel V(r) donné, l’énergie de l’état fondamental est une
fonctionnelle unique de ρ(r) et qu’elle est minimale pour la densité électronique exacte.









′ + TS[ρ(r)] + EXC [ρ(r)] (II.1)
où : VN(r) =
∑
i
Zi/|r− Ri| est le potentiel dû aux noyaux de charge Zi.
Dans l’expression de l’énergie, le premier terme tient compte des interactions électron-
noyau, le deuxième des interactions électron-électron (énergie de Hartree). Le terme
TS[ρ(r)] représente la fonctionnelle énergie cinétique d’un gaz d’électrons sans interaction.
Le terme EXC [ρ(r)], appelé énergie d’échange-corrélation, est lui aussi une fonctionnelle
de la densité. Il prend en compte la correction à l’énergie cinétique pour un gaz d’électrons
en interaction et la correction à l’énergie de Hartree dans l’interaction électron-électron.
Pour la description de l’état fondamental électronique, Kohn et Sham proposent de
remplacer la fonctionnelle d’énergie de Hohenberg et Kohn par un système d’équations
auto-cohérentes à un électron. Le problème de N électrons en interaction est alors ramené
à la résolution de N équations à un électron. EGS est minimisée par la résolution des
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∇2 + Veff(r))ψi(r) = εKSi ψi(r)








εKSi , ψi(r) : valeurs propres et fonctions propres mono-électroniques à partir desquelles
on détermine la densité électronique. VXC(r) : terme d’échange-corrélation. Une fois les
équations de Kohn-Sham résolues de manière auto-cohérente, l’énergie totale s’écrit, en









|r − r′| drdr
′ + TS[ρ
SC(r)] + EXC [ρ
SC(r)] (II.2)
En pratique, EKS est évalué en utilisant les valeurs propres de Kohn-Sham pour obtenir






〈ψi| − ∇2 + Veff(r)|ψi〉ni (II.3)
∑
i
niεi = TS[ρ(r)] +
∫
[VN(r) + VH(r) + VXC(r)]ρ
SC(r)dr (II.4)









+ VXC(r)] + EXC [ρ
SC(r)] (II.5)
Bien que les équations de Kohn-Sham soient exactes, leur résolution nécessite des approximations
car l’expression de l’énergie et celle du potentiel d’échange-corrélation sont inconnues.
L’approximation la plus simple pour déterminer ces quantités est l’Approximation de la
Densité Locale (LDA, pour Local Density Approximation) dans laquelle l’énergie d’échange-
corrélation se définit à partir de εXC(ρ), énergie d’échange-corrélation par électron dans




Il s’agit là d’une approximation locale car la densité électronique en un point r est prise en
compte indépendamment de ses variations au voisinage de r. Le terme εXC(ρ) est évalué
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à partir de calculs précis (méthode Monte Carlo quantique). La fonctionnelle d’échange-
corrélation est paramétrée par une expression analytique. Les nombreuses fonctionnelles
obtenues conduisent à des résultats très similaires. Dans le cas où il est nécessaire de
prendre en compte les orientations de spin (cas des systèmes magnétiques), la fonctionnelle
d’échange-corrélation prend la forme :
ELDAXC [ρ(r)] =
∫
εXC(ρ ↑ (r), ρ ↓ (r))ρ(r)dr (II.7)
où : εXC(ρ ↑ (r), ρ ↓ (r)) est l’énergie d’échange-corrélation, par particule d’un gaz
homogène d’électrons spin-polarisé de densité ρ ↑ (r) (spin"up") et ρ ↓ (r) (spin "down").
On parle dans ce cas d’approximation LSDA (Local Spin-Density Approximation).
Bien que cette approximation de densité locale soit la plus rudimentaire, elle apporte de
bons résultats pour la détermination des propriétés de cristaux ou de surfaces ioniques,
covalentes ou métalliques et plus particulièrement pour la détermination des propriétés
géométriques de ces systèmes. Cependant, pour les systèmes où l’hétérogénéité de densité
électronique est plus forte, comme dans le cas des atomes et des molécules isolés, les
résultats sont moins bons. Il en est de même pour l’évaluation des énergies de chimisorption
d’atomes ou de molécules sur des surfaces métalliques ainsi que pour les prédictions des
barrières de réactions sur ces surfaces. Une amélioration peut donc être apportée sur
ce point en utilisant des corrections qui prennent en compte les variations locales de
la densité. De nombreuses fonctionnelles existent pour déterminer le terme d’échange-
corrélation et incluent parfois, en plus de la densité et de son gradient, sa dérivée au second
ordre, ∇2ρ(r). Ces approximations sont regroupées sous le nom d’Approximation du
Gradient Généralisé (Generalized Gradient Approximation : GGA). La fonctionnelle non-
locale utilisée dans les travaux ci-aprés est celle de Perdrew-Wang (PW91) [Perdrew 1996].
II.1.2 Les pseudo-potentiels
Dans les molécules et les composés solides, seuls les électrons de valence participent
à la formation des liaisons. Les électrons de coeur, dans les couches les plus proche du
noyau, sont peu affectés par les potentiels crées par les noyaux environnants. C’est en
utilisant cette observation que l’approximation des coeurs gelés a été proposée. Cette
approximation consiste à regrouper les électrons de coeur avec leur noyau en un ion de
coeur dont les états électroniques resteront inchangés, quel que soit l’environnement dans
lequel l’atome sera placé. Ainsi, l’énergie totale du système peut être calculée en résolvant
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les équations de Kohn-Sham précédemment décrites pour les seuls électrons de valence.
Cette approximation de coeur gelé est à la base des pseudo-potentiels. Un pseudo-potentiel
est un potentiel analytique dans lequel sont baignés les électrons de l’atome non inclus
dans le coeur. Son rôle est de singer le vrai potentiel engendré par le noyau et les électrons
de coeur afin de n’avoir à traiter explicitement que les électrons de valence de l’atome.
A l’extérieur de la région de coeur, qui peut se définir par un rayon de coupure (rc en
général une à deux fois plus grand que le rayon ionique), l’orbitale de valence exacte
et la pseudo-orbitale doivent coïncider. Si cette identité des deux orbitales ne se limite
pas au comportement spatial mais inclut aussi une identité de l’intégrale des carré des







où φv désigne la pseudo-orbitale de valence et ψv l’orbitale dans un calcul tous électrons.
Cette condition nécessaire à la construction des pseudopotentiels a une incidence directe
sur la précision des calculs. En effet, dans l’expression de l’énergie de Kohn-Sham, la partie
échange-corrélation dépend de la densité électronique. Pour déterminer avec précision ce
terme, il est important que la densité de charge issue de la pseudo-orbitale soit identique
à la densité de charge réelle. Par ailleurs, la conservation de la norme permet d’avoir une





où Ylm sont les harmoniques sphériques et Vl est la composante radiale du pseudo-potentiel
associé au moment angulaire l. On parlera de pseudo-potentiel local si le même terme Vl
est utilisé pour tous les moments angulaires. Le pseudo-potentiel dépend alors seulement
de la distance r par rapport au noyau de l’atome. En revanche, on parlera de pseudo-
potentiel non local quand la dépendance du moment angulaire est prise en compte.
Il est évident que les pseudo-potentiels non locaux sont de meilleurs qualités mais ils
présentent l’inconvénient d’augmenter la complexité du calcul numérique. De plus, le rayon
de coupure agit sur la transférabilité du pseudo-potentiel : plus rc est faible, plus il est
pertinent d’utiliser l’ion dans des environnements différents. Ainsi, les pseudo-potentiels
peuvent en principe être construits pour tous les éléments de la classification périodique.
Les caractéristiques nécessaires à la construction de ces pseudo-potentiels peuvent être
résumées de la manière suivante :
– les valeurs propres de l’orbitale de valence et de l’orbitale tous électrons doivent être
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identiques.
– la pseudo-orbitale ne doit pas présenter de noeuds à l’intérieur de la région de coeur
et doit être identique à la fonction de valence dés que r > rc
– les dérivées premières et les dérivées secondes de la pseudo-orbitale et de l’orbitale
réelle doivent coïncider en r = rc, ce qui permet d’obtenir une continuité du pseudo-
potentiel.
– la pseudo-charge à l’intérieur du coeur doit être égale à la charge réelle dans la
sphère de rayon rc. Cette condition permet d’obtenir des pseudo-potentiels avec
conservation de norme.
Il est très difficile de construire des pseudo-potentiels avec conservation de la norme pour
les éléments des premières rangées de la classification periodique. Les orbitales de valence
de ces éléments sont effectivement souvent très localisées et il est alors impossible dans
certains cas de construire des pseudo-orbitales avec des variations plus faibles que celles
de l’orbitale réelle. Cela entraîne une perte d’efficacité de ces pseudopotentiels pour les
calculs utilisant des bases d’ondes planes. C’est le cas notamment pour les orbitales 2p de
l’oxygène.
Pour remédier à ce problème, Vanderbilt a développé des pseudo-potentiels dits "ultra-
mous" ("ultrasoft") [Vanderbilt 1990]. Ces pseudo-potentiels sont construits sans que soit
respectée la règle de conservation de la norme. De cette manière, le rayon de coupure peut
être élargi afin de pouvoir optimiser la forme du pseudo-potentiel (partie oscillante moins
marquée, ce qui permet une réduction de la taille des bases d’ondes planes). En outre, les
pseudo-potentiels ultrasoft sont impliqués dans le processus auto-cohérent et s’adaptent
donc aux changements de configuration du potentiel environnant. Ainsi, l’élargissement du
rayon de coupure ne nuit pas à la transférabilité de ces pseudo-potentiels. La conservation
de la norme n’étant pas respectée, il faut corriger la densité électronique, désormais
déficitaire dans la région du coeur. Pour cela, on ajoute au carré de l’amplitude de
l’orbitale un terme correctif qui permet de retrouver la densité électronique exacte. Ces
pseudopotentiels de Vanderbilt sont présents dans le code VASP que nous allons décrire
ci-après. Ils conduisent à de très bons résultats, tant sur le plan de l’efficacité des calculs
que sur le plan de la prédiction des propriétés géométriques et énergétiques.
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II.2 Description de VASP
Les calculs que nous avons réalisés et dont les résultats sont présentés dans les sections
suivantes, ont été menés avec le code ab initio VASP (Vienna Ab initio Simulation
Package) développé depuis 1991 à l’Institut de Physique Théorique de l’Université Technique
de Vienne par Kresse, Furthmüller et Hafner ([Kresse 1993a], [Kresse 1993b], [Kresse 1996a],
[Kresse 1996b], [Kresse 1999]). C’est un code basé sur la théorie de la fonctionnelle de
densité. Nous décrirons son fonctionnement dans cette partie.
II.2.1 Base d’Orbitales
Les orbitales sont développées sur des bases d’ondes planes, particulièrement bien
adaptées aux calculs de l’état solide qui nous intéressent pour modéliser les problèmes
de la catalyse (surfaces, surfaces avec adsorbats). Pour ces systèmes, il est judicieux
d’utiliser une approche périodique sur laquelle sont développées les fonctions d’ondes.
Pour chaque point k de l’espace réciproque, les orbitales qui vérifient le théorème de




CGnk|k + G〉 (II.10)
où :
G représente les vecteurs du réseau réciproque.
Comme le poids des coefficientsCGnk est plus important pour les ondes planes de faible
énergie cinétique, la précision des calculs peut être controlée en suivant l’évolution de
l’énergie totale d’un système au fur et à mesure de l’augmentation du nombre d’ondes
planes dans la base. La taille de la base d’ondes planes, qui en principe devrait être infinie,
est ajustée par un terme d’énergie, l’énergie de coupure, Ecut = h̄
2
2m
G2cut. Toutes les ondes
planes telles que |k +G| < Gcut sont incluses dans la base d’orbitales.
Outre le fait qu’elles sont bien adaptées aux calculs des propriétés physico-chimiques des
métaux, ces bases d’ondes planes ont l’avantage d’être très simples à mettre en oeuvre.
Elles rendent notamment plus facile le calcul analytique des forces et également, de
manière générale, les calculs où intervient l’hamiltonien (termes H|φ〉). Par contre, elles
nécessitent l’emploi de pseudo-potentiels pour représenter les interactions électrons-ions.
L’utilisation de pseudo-potentiels «ultrasoft» permet de réduire les énergies de coupures
pour conserver des tailles de bases raisonnables pour tous les éléments de la classification
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périodique. Les orbitales, développées initialement dans l’espace réciproque des points k,














Ω est le volume de la cellule élémentaire dans l’espace réel.
La transformation des fonctions d’onde de l’espace réciproque à l’espace réel, opération
très souvent réalisée au cours des calculs, fait appel à des transformations de Fourier






















expression dans laquelle NFFT représente le nombre de points sur la grille FFT.La densité
de charge ρ(r) pourra alors être calculée facilement à l’aide de cette nouvelle expression




par des sommations sur une grille de points.
II.2.2 Intégration dans la zone de Brillouin
Les orbitales développées dans l’espace réciproque, sont définies en principe sur un
nombre infini de points k de la zone de Brillouin. Les états occupés en chacun de ces
points contribuent au potentiel électronique, à partir duquel sera calculé l’énergie totale.
Pour réaliser ces calculs, il faut donc évaluer des intégrales portant sur les états occupés.
Ces intégrations permettent aussi de déterminer, entre autres, les caractéristiques de
l’état électronique, les densités d’états et les densités de charge. Les intégrales, qu’il faut








εnkΘ(εnk − µ)dk (II.15)
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Pour être évaluées numériquement, ces intégrales sont calculées sur une grille de points k
de taille finie. L’intégrale est donc remplacée par une somme discrétisée dans laquelle wk





wkεnkΘ(εnk − µ) (II.16)
Deux paramètres doivent être choisis avec attention pour réaliser ce calcul. Le premier
est le choix de la grille de points k : comment doit-elle être construite et combien de
points doit-on prendre? Le deuxième est le cas du terme Θ(εnk − µ) qui est une fonction
de Dirac. Etant donné la forme de cette fonction, les occupations électroniques basculent
brutalement entre 0 et 1 au niveau de Fermi, ce qui ralentit considérablement la convergence
de calcul. Il n’y a pas de problème dans le cas des isolants et des semi-conducteurs, pour
lesquels la bande la plus haute occupée est toujours complétement remplie. Par contre,
s’agissant des métaux, l’intégrale se révelera très difficile à évaluer avec précision alors
que dans ce cas, il est important de pouvoir décrire avec finesse la surface de Fermi.
Pour de tels cas, il sera nécessaire d’utiliser une grille de points particulièrement dense.
Pour remédier à ce problème de convergence, la fonction de Dirac est remplacée par
une fonction f variant continûment : c’est le concept de remplissage électronique par
occupation partielle. Le terme Θ(εnk − µ) est remplacé par la fonction f( εnk−µσ ). Dans
ces fonctions (Fermi-Dirac, gaussienne, Methfessel et Paxton), le paramètre σ permet
d’adoucir la variation due au niveau de Fermi, ce qui permet de remédier aux problèmes
de convergence. Ce paramètre σ peut être ajusté pour améliorer la convergence du calcul.
Cependant, du fait de la formulation de la fonction f, l’énergie totale calculée cesse d’être
une quantité variationnelle par rapport aux occupations électroniques et nécessite une
nouvelle formulation. C’est avec cette nouvelle énergie que sont déterminées les forces
agissant sur les atomes. Ainsi plus l’élargissement sera important plus l’erreur introduite
sur le calcul des forces sera importante. Un compromis doit donc être réalisé entre vitesse
de convergence et précision du calcul. Dans VASP, la méthode de Monkhorst et Pack
permet de générer cette grille de point k dans la zone de Brillouin en tenant compte de
la symétrie du système. La précision des calculs est facilement vérifiable en augmentant
la densité de points sur la grille jusqu’à obtenir convergence sur l’énergie.
II.2.3 Détermination de l’état fondamental électronique
Les performances du code VASP reposent principalement sur les algorithmes utilisés
pour déterminer l’état fondamental électronique. Pour ce faire, il existe deux types de
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méthodes :
– Les méthodes directes qui comme leur nom l’indique, conduisent directement à l’état
fondamental électronique. Ce type de méthode conduit plus rapidement à l’état
fondamental, si la minimisation des coordonnées atomiques se fait en même temps
que la minimisation de la partie électronique.
– Les méthodes itératives, qui séparent l’étape de diagonalisation de l’Hamiltonien
de Kohn-Sham pour un potentiel fixé, de l’étape de détermination par processus
autocohérent de la densité de charge qui minimise l’énergie de Kohn-Sham. C’est ce
type de méthode qui est employé dans VASP.
L’amélioration des performances, tant des méthodes auto-cohérentes que des méthodes
de diagonalisation, permet d’accroître l’efficacité de cette approche itérative, en la rendant
aussi compétitive que les approches directes. La procédure générale suivie dans VASP pour
obtenir l’état fondamental se résume de la manière suivante :
– Une densité de charge initiale permet de construire l’Hamiltonien de Kohn-Sham.
A la première itération, cette densité de charge est construite par la superposition
de densités de charge atomique.
– Sur la base de cet Hamiltonien, les orbitales, qui au départ, étaient générées de
façon aléatoire, peuvent maintenant être déterminées ; c’est ici qu’interviennent les
diagonalisations.
– Une fois la convergence obtenue, le nouveau jeu de fonctions d’ondes est utilisé pour
construire une nouvelle densité de charge et calculer l’énergie électronique.
– Cette nouvelle densité de charge est alors combinée à la précédente.
– Le processus est répété itérativement jusqu’à ce qu’il y ait égalité entre les densités
de charge entre deux itérations
Pour la diagonalisation de l’Hamiltonien de Kohn-Sham, deux techniques sont disponibles
dans VASP, la minimisation par gradient conjugué et la méthode de minimisation du
résidu (plus adaptée pour les systèmes de grandes dimensions).
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II.2.4 Optimisation des géométries
Une fois l’état fondamental déterminé, les forces sont calculées sur chaque atome,
ce qui permet par la suite de pouvoir optimiser la géométrie ou de réaliser des calculs
de dynamique moléculaire. Les forces sont calculées suivant le théorème d’Hellmann-
Feynman.













Si l’état fondamental est mal déterminé, des termes supplémentaires apparaissent dans
l’expression des forces, entrainant alors une erreur sur leur évaluation. Dans VASP, des
corrections sont appliquées pour améliorer ce calcul des forces. A partir des forces, la
relaxation géométrique, qui consiste à déplacer les atomes dans un minimum local, est
réalisée avec une méthode de minimisation standard.
II.3 Principes de construction du slab en vue de la
dynamique moléculaire
Afin de mener une étude dynamique complète de l’interaction entre un adsorbat et
une surface, il est nécessaire de connaître précisément la surface d’énergie potentielle du
système étudié dans ses différentes configurations. Dans cette partie, nous présenterons les
principes de fonctionnement du code DynaCuO développé au sein du laboratoire LPCM,
dont une description plus complète se trouve dans la thèse de N.Pineau[Pineau 2005a].
L’originalité de la méthode réside dans l’emploi de potentiels interpolés pour représenter
ces différents systèmes, sachant que le potentiel total s’écrit sous la forme
V (RA, {Ri}) = V S(Ri) + V AS(RA, {Ri}) (II.19)
où :
VS est le potentiel d’interaction entre atomes de surface en l’absence d’adsorbat
VAS est le potentiel d’interaction entre l’adsorbat et la surface
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RA représente le vecteur position de l’adsorbat
Ri représente le vecteur position d’un atome de surface
le potentiel VAS, de par la méthode d’interpolation, est découpé de la manière suivante :
V AS(RA, {Ri}) = V 3D(RA) + ∆V AS(RA, {Ri}) (II.20)
où :
V3D est le potentiel d’interaction de l’adsorbat avec la surface rigide (méthode
d’interpolation).
∆VAS est le potentiel de correction tenant compte du déplacement des atomes de
surface dû à leur excitation ( soit par la température de surface, soit par échange
d’énergie avec les adsorbats).
Les différents termes de ce potentiel font l’objet des parties suivantes.
II.3.1 Le potentiel de surface :VS
Dès lors que l’on souhaite modéliser des systèmes complexes, le nombre d’atomes
qui entrent en jeu augmente rapidement. Cela est d’autant plus vrai lorsque le système
considéré est une surface métallique et qu’il devient nécessaire de prendre en compte les
interactions électroniques à longue portée. Le problème de la taille du système se résout
en utilisant une cellule unité réduite à quelques centaines voire dizaines d’atomes, dont
les caractéristiques géométriques respectent les symétries du problème à étudier. Dans
notre étude, la surface métallique est représentée par une tranche de métal contenant un
certain nombre d’atomes répartis en couches : un slab de 5 couches de 16 atomes chacune.
On représente le caractère infini de la surface par des conditions périodiques dans les
deux dimensions du plan aux limites de la cellule unité. La modélisation du potentiel
d’interaction se fait par un modèle harmonique basé sur la décomposition en interactions
de paires, ce qui a l’avantage de la simplicité de mise en oeuvre ainsi que de la réduction du
temps de calcul. Ainsi, l’interaction entre les atomes de la surface se réduit à une somme
de potentiels harmoniques de paires entre premiers voisins, dont la constante de force
est déterminée par comparaison des spectres de phonons expérimentaux et théoriques du
cuivre.
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II.3.2 Les oscillateurs de Langevin généralisés : GLO
Lorsque la taille du système est réduite, il est nécessaire de considèrer le problème de la
dissipation de l’énergie. En effet, au cours du processus d’adsorption, il n’est pas rare que
plusieurs eV soient échangés entre l’adsorbat et la surface. Or, au cours de la dynamique,
cette énergie n’est répartie que sur un très petit nombre d’atomes, ce qui peut altérer de
manière significative la température de surface. Afin d’éviter cette situation, un système
de régulation thermique est mis en oeuvre à travers l’emploi des Oscillateurs de Langevin
Généralisés (GLO). Ces oscillateurs ont pour but de dissiper ou d’introduire de l’énergie
dans le système auquel ils sont couplés. Ils agissent comme des "atomes fantômes" liés à
la couche inférieure du slab par trois potentiels harmoniques de pulsation ω et soumis à
des forces aléatoires et à une force de friction suivant l’équation de Langevin :
mr̈f(t) = −
∑
mω2rf (t) −mψṙf (t) + ξ(t) (II.21)
avec
m : masse de l’atome fantôme ( on la choisit égale à celle des atomes du slab )
rf : vecteur position
ω : pulsation des potentiels harmoniques de couplage
ψ : constante de friction
ξ(t) : vecteur force aléatoire
Les paramètres β et ω sont calculés à partir de la pulsation de Debye ωD du métal
considéré comme le suggère Tully et coll. [Tully 1979]. Cette pulsation de Debye peut être
calculée à partir de la température de Debye, une table de ces dernières est disponible
dans [Ashcroft 1976]
II.3.3 Le potentiel d’interaction V3D
Le potentiel d’interaction adsorbat surface rigide V3D sert de point de départ pour le
calcul du potentiel d’interaction total VAS. Les atomes de surface sont fixés à leur position
d’équilibre et la position de l’adsorbat par rapport à un point fixe de la surface suffit alors
pour décrire le système.
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II.3.3.1 Interpolation et corrugation
Le potentiel d’interaction de l’adsorbat avec la surface rigide (V3D) est obtenu par
interpolation de données ab initio calculées pour un ensemble convenable de configurations
du système, choisies en fonction des symétries du problème (résultats des calculs réalisés
avec VASP). Pour chaque configuration choisie, le potentiel est calculé par la méthode
décrite dans le paragraphe II.2. L’interpolation des données ainsi obtenues, combine
une méthode de splines cubiques pour la coordonnée Z, et un développement en séries
de Fourier pour X et Y. Cependant, les différences importantes de potentiel entre les
sites, appelées corrugation de la surface, rendent l’interpolation directe des résultats ab
initio peu précise. Cette variation d’énergie est d’autant plus importante que l’adsorbat
s’approche de la surface. L’utilisation de la "Procédure de Réduction de la Corrugation"
permet de pallier ce problème.
II.3.3.2 Procédure de Réduction de la Corrugation : CRP
La CRP développé par A. Salin, F. Busnengo et coll [Busnengo 2000] [Olsen 2002]
pour le système H2/Pd(111) s’appuie sur le fait que la répulsion de la surface d’énergie
potentielle est particulièrement forte lorsqu’un adsorbat est proche d’un atome de la
surface. Par conséquent, pour de courtes distances atome/surface, ce sont les contributions
de paires entre l’adsorbat et les atomes de surface qui déterminent l’interaction globale.






Q(|RA − Reqi |) (II.22)
on obtient alors une fonction I3D pour laquelle la corrugation est beaucoup moins importante.
R
eq
i est la position d’équilibre de l’atome de surface i. Le choix de la fonction Q consiste
en général à prendre le potentiel ab initio V 3D calculé pour le site de surface "top"
c’est-à-dire pour un adsorbat au-dessus d’un atome de surface. Après interpolation de
I3D, la valeur du potentiel au point considéré est obtenue par addition des potentiels 1D
correspondants. La précision de cette interpolation se vérifie en comparant les résultats
obtenus à ceux issus des calculs ab initio pour des configurations n’intervenant pas dans
la construction de la fonction d’interpolation. Cette procédure a été testée sur différentes
configurations et donne d’excellents résultats pour les systèmes H2/Pd(111) et H/Pd(111)
erreur moyenne <70meV [Busnengo 2000] , H/Pt(111) et H/Cu(100), erreurs moyennes
<30 meV [Olsen 2002].
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II.3.4 Prise en compte de l’excitation de la surface
Le potentiel de correction ∆V AS permet d’estimer la modification de la surface d’énergie
potentielle due aux déplacements des atomes de la surface. La procédure de réduction
de la corrugation permet de simplifier ce problème, car la diminution importante de la
corrugation qu’elle génère, met en évidence que les forces agissant sur les atomes découlent
principalement des potentiels de paires entre l’adsorbat et chaque atome de la surface. La
variation de force sur l’adsorbat, lorqu’un atome est déplacé de sa position d’équilibre,
dérive alors approximativement d’un potentiel 1D. Dans le cas simple où un seul atome
de la surface est déplacé de sa position d’équilibre, la variation de potentiel s’écrit :






i est le vecteur position d’équilibre
Ri est le vecteur position instantanée
La variation totale du potentiel due au déplacement de l’ensemble des atomes de la surface






II.3.4.1 Choix du potentiel 1D
Pour les contributions dues aux déplacements, contrairement au cas de la CRP, le
choix de la fonction Q est crucial puisqu’elle représente les interactions du système
adsorbat/surface. Cependant, un test effectué avec deux fonctions différentes Q (potentiel
V 3D calculé pour le site "top") etQ′ une fonction alternative (dont la somme sur l’ensemble
des atomes de surface reproduit exactement le potentiel "top"), a montré que les calculs
effectués pour le système H/Pd(111) et O/Cu(100) ne montrent pas de différences notables.
Ainsi, la suite de l’étude a été réalisée avec le potentiel "top" comme fonction Q.
II.3.4.2 Précision des forces
L’extension de la méthode CRP à la prise en compte des déplacements a été testée en
comparant les forces calculées par cette méthode à celles obtenus par calcul ab initio pour
un système référence H/Pd(111). L’accord obtenus entre les deux méthodes est satisfaisant
[Pineau 2005a].
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II.4 Dynamique adsorbat/surface : DynaCuO
Nous avons vu dans la section précédente les différentes notions nécessaires à la
construction du slab modélisant la surface à étudier. Dans la présente section, nous
décrivons la méthode employée pour résoudre la dynamique adsorbat/surface, puis la
génération des conditions initiales.
II.4.1 Méthode des trajectoires classiques
Le code de dynamique adsorbat/surface pour le système O/Cu(100), DynaCuO, est
basé sur la méthode des trajectoires classiques. A partir d’un ensemble de conditions
initiales du système et de la connaissance de la surface d’énergie potentielle du système,
on résout les équations du mouvement. Le choix de l’algorithme d’intégration dépend du
degré de précision recherché ainsi que de la forme du potentiel. Dans notre cas, l’utilisation
d’une force aléatoire (GLO) nous a dirigé vers l’utilisation de l’algorithme de Beeman
[Beeman 1976] avec un pas de temps fixe. La conservation de l’énergie a été vérifiée avec
une précision de 10−4 à 10−5 eV. La validité du code a été testée sur un système H/Cu(111)
et a donné des résultats très proches de ceux de la littérature tant pour la dissipation de
l’énergie de l’adsorbat que pour les distances de diffusion sur la surface et les probabilités
de réaction.
II.4.2 Le conditionnement du système
De même que pour les expérimentations, les conditions initiales du système étudié
sont essentielles dans la résolution de la méthode des trajectoires. Les paramètres qui
nous intéressent dans cette étude sont l’influence de la température de surface et de
l’énergie de l’adsorbat sur les processus d’échange d’énergie et la probabilité de réaction.
Il est donc nécessaire de bien définir la condition initiale de la surface en fonction de la
température de cette dernière, ainsi que les conditions initiales des adsorbats. Bien que
le code de résolution de la dynamique adsorbat/surface puisse être utilisé pour plusieurs
types d’adsorbat, nous nous intéressons ici uniquement au cas d’atomes incidents isolés. Le
calcul est effectué pour un grand nombre de trajectoires puis traité de manière statistique.
Pour chaque trajectoire nous utilisons
– un état initial de la surface métallique caractérisé par une température,
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– un jeu d’atomes incidents venant du vide avec une énergie cinétique définie correspondant
à la température du gaz que l’on souhaite étudier
II.4.2.1 Génération de l’état initial de la surface
L’introduction de la température de surface se fait à travers l’énergie cinétique moyenne
du système qui, à l’équilibre, est égale à l’énergie potentielle moyenne du système s’il est
composé d’un grand nombre d’atomes (théorème du viriel pour une interaction harmonique
entre atomes de la surface). Pour un système de N atomes à la température T, l’énergie
totale du système est donc 3NkbT où kb est la constante de Boltzmann. Cette condition est
réalisée en attribuant aléatoirement une énergie cinétique, correspondant à une distribution
gaussienne, à chaque atome du slab préalablement placé à sa position d’équilibre. Le slab
est ensuite équilibré dans le vide pendant quelques picosecondes. Aprés cette phase, quelle
que soit la distribution utilisée, on obtient un résultat proche de la loi de Boltzmann.
II.4.2.2 Génération des conditions initiales pour l’atome incident
Une fois l’état de la surface défini, il reste à déterminer les paramètres d’entrée de
l’adsorbat. On prépare un jeu d’atomes provenant du vide et à incidence normale, c’est-à-
dire, avec une direction perpendiculaire à la surface et avec une énergie cinétique fixe. La
distance initiale entre l’adsorbat et la surface doit être suffisamment grande pour que la
courbe de potentiel atome/surface ainsi que sa dérivée première soient nulles au début de
chaque trajectoire. Les paramètres d’impacts sur la surface sont créés de manière aléatoire
afin que le jeu d’atomes couvre de manière uniforme la totalité de la cellule de calcul.
II.5 Conclusion
Le développement des moyens de calcul au cours des dernières années permet aujourd’hui
d’employer ces techniques afin d’améliorer tant la précision des résultats que la connaissance
des mécanismes élémentaires. Bien que ces méthodes aient été utilisées principalement
pour l’étude des réactions impliquant l’atome d’hydrogène, elles sont aujourd’hui employées
pour des systèmes plus complexes et plus difficiles à mettre en oeuvre.
Ainsi, dans le cadre des phénomènes de catalycité, nous nous proposons d’étudier
un système de référence. Le cuivre est un matériau considéré dans certaines copnditions
comme totalement catalytique et sert donc de référence pour l’estimation du flux de
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chaleur. L’ensemble des propriétés de ce materiau étant bien connues, il parait être un
bon choix pour éprouver la méthodologie présentée tout au long de ce chapitre.
Pour ce faire, nous allons dans un premier temps calculer la surface d’énergie potentielle
du système considéré à l’aide du logiciel VASP. Puis, à l’aide de la procédure de réduction
de la corrugation [Busnengo 2000], il sera possible de construire une représentation analytique
de la surface de cuivre, afin de l’utiliser pour les calculs de dynamique moléculaire concernant
l’adsorption d’un atome d’oxygène sur cette même surface.
Ce travail est l’objet du chapitre suivant.
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Les méthodes et autres éléments nécessaires à la résolution du problème microphysique
ont été exposés dans le chapitre II. Dans le paragraphe I, l’étude des différents modèles
de catalycité existants a montré que plus la description du phénomène est détaillée, plus
le nombre de paramètres à renseigner est important. Or, bien que les outils présentés
précédemment permettent des études complexes, ils sont subordonnés à des conditions
qui nous poussent à utiliser des systèmes plus simples que ceux rencontrés en conditions
réelles. Toutefois, afin de pouvoir mener une étude parallèle entre approche macroscopique
et approche microscopique, nous avons tenu à rester proches des cas de test au sol.
C’est pourquoi, dans le cadre des surfaces métalliques, nous avons opté pour le cuivre
constituant du porte échantillon utilisé lors des tests au sol (et considéré comme totalement
catalytique). Cette première étude sur les phénomènes d’interaction a pour but d’obtenir
des informations précises sur les paramètres pilotant l’échange d’énergie entre l’atome et la
surface, mais aussi de valider une méthodologie permettant à plus long terme d’envisager
un transfert d’information sur des paramètres microphysiques nécessaire pour les modèles
de catalycité. Dans cette optique de validation, nous avons opté pour un système simplifié
et idéalisé : un adsorbat atomique, l’oxygène, interagissant avec une surface propre de
Cuivre, chose impossible dans les conditions réelles d’expérimentation puisque le cuivre
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s’oxyde très rapidement à l’air libre.
Dans ce texte, nous utiliserons le mot anglais « slab» pour désigner un ensemble de
plusieurs plans d’atomes de cuivre correspondant à un agrégat englobant la première zone
de brillouin. On écrira un slab, des slabs. Avant de pouvoir mener l’étude dynamique
de ce système nous devons déterminer la surface d’énergie potentielle du système Cu/O.
Nous présenterons dans les paragraphes suivants tout d’abord la construction du slab de
cuivre d’orientation (100) et pourquoi nous avons choisi cette orientation, puis les études
de dynamique moléculaire menées pour une surface gelée et pour une surface excitée.
III.2 Interaction Oxygène/surface métallique
Les interactions entre des espèces chimiques réactives et des surfaces métalliques sont
encore trop peu étudiées alors qu’elles interviennent dans de nombreuses applications. La
plupart des mesures de jets moléculaires effectuées jusqu’à présent l’ont été avec des gaz
rares. Dans cette configuration, le potentiel d’interaction est caractérisé par des puits de
physisorption peu profonds et un mur répulsif lorsque l’atome s’approche de la surface. Au
contraire, lorsqu’on considère une espèce chimique réactive, elle forme de fortes liaisons
avec la surface dans des puits de chimisorption importants qui génèrent donc une forte
attraction. Lors d’une rentrée atmosphérique, des gaz chauds partiellement dissociés (selon
les espèces) interagissent avec la surface du véhicule spatial. En plus de l’échauffement dû
aux frottememts sur la surface s’ajoutent les sources énergétiques provenant des réactions
de surface.
D’un point de vue théorique, les caractéristiques de la dissipation d’énergie des atomes
quientrent en collision avec la surface est peu connue. Les études portant sur les processus
d’Eley-Rideal prenant en compte les échanges d’énergie avec les phonons ont jusqu’à
présent été menées sur des atomes d’hydrogène. Ce n’est que récemment que des cas
considérant l’oxygène ont été étudiés [Wahnström 1996]. Ces études ont montré que la
dissipation de l’énergie est assez rapide, et que les déplacements sur la surface sont
restreints. Plus récemment, les travaux sur ces sujets ont profité de l’amélioration des
connaissances des surfaces d’énergie potentielle grâce aux calculs ab initio. Bien qu’il
n’existe pas une grande variété de résultats, quelques études menées sur les interactions
oxygène - surfaces métalliques sont disponibles et donnent de précieux renseignements
sur la surface d’énergie potentielle et les interactions. Le Tableau III.1 met en évidence
une disparité des résultats obtenus sur un même matériau. D’autre part, on peut voir
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Surface Méthode Site Eadsorption Référence
eV/at
Cu(100) Cluster FCC 3.9 [Mattsson 1987]
Cu(110) DFT Long-Bridge 1.7 [Frechard 1998]
Cu(110) DFT Three-fold 1.55 [Frechard 1998]
Cu(110) DFT Hollow 1.31 [Frechard 1998]
Cu(110) DFT Long-Bridge 4.67 [Liem 1998]
Cu(110) DFT Short-Bridge 4.44 [Liem 1998]
Cu(110) DFT Fourfold Hollow 4.60 [Liem 1998]
Cu(110) DFT Long-Bridge 4.67 [Liem 1998]
Cu(111) DFT Threefold hollow 4.2 [Xu 2001]
Pt(111) DFT FCC 4.26 [Lynch 2000]
Pd(111) DFT FCC 3.75 [Roques 2001]
Pd(111) DFT HCP 3.61 [Roques 2001]
Pd(111) Expérience HCP 3.77 [Roques 2001]
Al(111) DFT FCC 5.0 [Jacobsen 1987]
Ag(111) Cluster Hollow 2.3 [Milov 2000]
Tableau III.1 : Energie d’adsorption de O sur des surface métalliques en fonction du site
d’adsorption et de la méthode utilisée
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que la méthode DFT a été utilisée dans un grand nombre de cas ces dernières années.
Or, le cuivre(100) dont l’étude remonte à 1987, n’a pas été étudié avec cette méthode.
L’utilisation de la méthode DFT décrite dans le chapitre précédent va nous permettre
de déterminer une nouvelle valeur de l’énergie d’adsorption par méthode DFT, ce qui va
combler le manque existant pour ce matériau.
D’autre part, l’étude de l’interaction O/Cu ne se cantonnera pas à la détermination de
la surface, une étude dynamique sera menée pour la surface gelée, inspirée de la procédure
utilisée pour N/W(100) dans [Volpilhac 2003]. Cette étude a mis en évidence que la
dissipation d’énergie est favorisée par un long temps de collision provoqué par un piégeage
dynamique. L’atome rebondit de nombreuses fois sur la surface, ce qui augmente le temps
d’interaction et donc l’efficacité de l’échange d’énergie avec les phonons. Une méthode
permettant de combiner les échanges d’énergie avec la surface et l’utilisation d’une surface
d’énergie potentielle "ab initio" a été proposée par [Pineau 2005b] et appliquée à la
relaxation d’atomes d’hydrogène sur une surface Pd(111). Cela a mis en évidence une
dissipation d’énergie très efficace puisque 75 % de l’énergie disponible est transférée en
moins de 0.5 ps.
III.3 Construction de la surface d’énergie potentielle
pour le système O/Cu(100)
Dans la première partie de ce chapitre, nous avons évoqué les différentes études qui
ont été réalisées avec des adsorbats d’oxygène et des surfaces métalliques, ainsi que
deux méthodes récentes permettant d’aller plus loin dans l’étude des échanges d’énergie.
L’intérêt de la surface Cu(100) réside non seulement dans sa simplicité géométrique mais
aussi dans le fait qu’une seule valeur de l’énergie d’adsorption est disponible [Mattsson 1987],
valeur obtenue par une méthode différente de celle que nous utilisons. Dans cette section,
nous présentons les différentes étapes de construction de la surface d’énergie potentielle
du système O/Cu(100).
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Figure III.1 : Structure cristallographique du cuivre ( 2 mailles sont représentées). Les
plus gros atomes (en rouge) représentent la maille unitaire du Cu(100)
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III.3.1 Préparation du slab Cu(100)
III.3.1.1 Notions de cristallographie
Le cuivre a un réseau cristallin cubique faces centrées de maille a = 3.61 Å(cf. Figure
III.1). Les propriétés géométriques de la maille cubique faces centrées nous permettent
d’exprimer facilement les différents paramètres nécessaires à la construction de la représentation







Figure III.2 : Vue de dessus et de coté du Cuivre cfc








La structure du Cu(100) s’obtient alors par translation d’un atome de a/
√
2 selon les
directions X et Y et de a/2 selon Z.
III.3.1.2 Calculs préliminaires
III.3.1.2.1 Maille numérique et constante de réseau
La première étape dans la construction du slab consiste à vérifier que les constantes
utilisées donnent bien les minima d’énergie pour le système considéré. Pour ce faire, nous
réalisons les calculs pour la maille de cuivre cubique faces centrées afin de déterminer la
maille numérique du système et d’en déduire les valeurs qui en découlent. Une procédure
de minimisation de l’énergie du système est mise en place.
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Figure III.3 : Evolution de l’énergie du système Cu cfc en fonction de la variation du
paramètre de maille a
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La Figure III.3 représente l’évolution de l’énergie du cuivre cfc, en fonction du paramètre
de maille. Les calculs ont été menés pour deux maillages différents de la zone de Brillouin :
6×6×6 et 8×8×8, avec une précision de calcul dans VASP de type HIGH ce qui correspond
à une valeur de l’énergie de coupure plus importante. Les résultats obtenus indiquent que
le paramètre aminimisant l’énergie du système est de 3.633 Å. Nous obtenons alors comme
distance de séparation entre les plus proches voisins de la surface Cu(100) : d = 2.569Å.
Le choix d’une précision élevée vient du fait que cette valeur conditionne l’ensemble des
autres. Il était donc nécessaire d’avoir un résultat précis. Cependant, cela se fait au
détriment du temps de calcul. Ce dernier n’était pas un élément déterminant pour ce
cas précis. Il faudra toutefois être plus prudent par la suite au niveau des compromis
effectués.
III.3.1.2.2 Choix du nombre de k-points
L’importance de ce choix a été mis en évidence pour le calcul de constante de maille.
Aussi, une étude de l’influence du nombre de k-points sur l’énergie du système a été
entreprise afin de déterminer quelle est l’importance nécessaire du maillage de la zone
de Brillouin. L’influence du nombre de k-points est évidente au travers de la Figure III.4
qui montre l’évolution de l’énergie du système en fonction du nombre de k-points utilisés.
Pour des valeurs trop faibles, l’énergie du système peut varier fortement. En revanche, à
partir de 8 × 8 × 8 kpoints, l’énergie du système converge pour ne plus subir que de très
faibles variations inférieures à 1 meV. Ainsi, nous avons utilisé cette valeur de k pour la
suite de cette étude.
III.3.1.3 Slab Cu(100)
Nous utilisons un slab de trois couches de 4 atomes pour modéliser la surface Cu(100).
La surface est obtenue en imposant des conditions périodiques selon les 3 directions de
l’espace. Afin d’obtenir une surface, il faut introduire une distance de vide ou distance
« inter-slab » selon l’une des directions de l’espace en l’occurrence Z (cf. Figure III.5).
La cellule unité, dans l’espace direct, a alors une grande longueur selon cet axe, ce qui
implique que dans l’espace réciproque cela correspond à une zone de Brillouin écrasée. On
pourra donc utiliser beaucoup moins de k-points dans cette direction.
Les couches supérieures et inférieures sont symétriques par rapport à la couche du milieu
et situées à une distance z de cette dernière. L’étalonnage du système se fait de la manière
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Figure III.4 : Influence du nombre de k-points sur l’énergie totale du système
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dv
Surface de cuivre 
couches d’atomes
représentée par trois 
Figure III.5 : Représentation schématique du slab de 3 couches d’atomes
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suivante :
– Vérification de la relaxation des couches d’atomes en l’absence d’atome d’oxygène.
– Vérification de non-influence entre les slabs successifs selon la direction Z.
III.3.1.3.1 Relaxation des couches d’atomes
De même que pour le calcul de la constante de maille, nous utilisons un processus de
minimisation de l’énergie du système lié au déplacement vertical des atomes des couches
inférieures et supérieures entre -1 et 1 Å. Nous traçons sur la Figure III.6 l’évolution
Figure III.6 : Effet de relaxation dans le slab Cu(100)
de l’énergie du slab de Cu(100) en fonction du déplacement des couches inférieures
et supérieures par rapport à celle du milieu qui reste fixe. Le minimum d’énergie est
observé pour un déplacement de 0,06 Å ce qui correspond à une relaxation de 3, 3%
soit à une distance intercouche de 0, 484a au lieu de 0, 5a déterminé par les propriétés
cristallographiques. Cela correspond aux valeurs habituellement fournies par le calcul,
même si cela est un peu élevé en comparaison avec les valeurs expérimentales qui sont de
l’ordre de 1 à 2 % [Cohen 1995].
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III.3.1.3.2 Distance de vide : dv
Afin de modéliser une surface, il est nécessaire de ménager un espace où, il est possible
de placer un atome d’oxygène pour mener à bien les calculs d’adsorption atomique. Or, la
structure du calcul au sein du logiciel VASP implique des conditions périodiques selons
les trois directions de l’espace X, Y, et Z. Cette zone s’obtient en altérant la périodicité
du système : au lieu de donner comme paramètre de répétition, la distance 2 ∗ d calculée
précédemment selon l’axe Z, nous introduirons la distance dv qui représentera la distance
entre deux slabs successifs selon la direction concernée. Il faut alors vérifier que l’énergie
du système ne dépend plus de la distance imposée. En effet, s’il y a dépendance, c’est
qu’il y a interaction entre les deux slabs et par conséquent le calcul d’adsorption serait
erroné. Les résultats obtenus Figure III.7 montrent, qu’à partir d’une distance d’environ
Figure III.7 : Variation de l’énergie du système en fonction de la distance dv
20 Å, l’énergie du système ne varie plus lorsque la distance augmente. Les calculs ont
été faits avec différentes valeurs du nombre de k-points ainsi que pour deux valeurs du
paramètre σ. Ce dernier correspond à la manière dont est décrit le niveau de Fermi de
la surface : plus il est faible plus la marche est raide, plus il est grand et plus la marche
est douce (cf. II.2.2). Bien entendu, les calculs les plus précis sont ceux avec un σ faible,
cependant cela augmente considérablement le temps de calcul. Il est d’usage pour les
métaux de prendre σ = 0.2 [Kresse 2003]. Les variations enregistrées entre les calculs ne
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sont pas réellement signicatives puisque l’écart maximal entre les cas 8 × 8 × 1, σ = 0.2
et 9 × 9 × 1, σ = 0.2 est inférieure à 1%. Au final, nous avons choisi pour la distance
inter-slab une valeur correspondant à 10 fois le paramètre de réseau d, soit une valeur
de 25.892Å. Cela correspond à une séparation entre la couche supérieure du slab 1 et la
couche inférieure du slab 2 de 22.17Å.
III.3.2 Surface d’Energie Potentielle (SEP)
Le slab étant défini, il reste à déterminer le positionnement de l’atome d’oxygène.
Multiplier les calculs pour un grand nombre de positions est un processus long. L’utilisation
de la procédure de réduction de corrugation (CRP) nous permet de limiter le nombre de
calculs nécessaires à la description de la surface. Les positions que nous choisissons sont
liées à la géométrie du problème. Une fois ces paramètres déterminés, il reste à fixer
la distance atome/surface de départ avant de mener les calculs des courbes d’énergie
potentielle.
III.3.2.1 Sites d’adsorption
Le positionnement de l’atome d’oxygène dépend des caractéristiques géométriques de
la surface considérée. Les sites de haute symétrie sont immédiatement retenus ainsi que
les positions intermédiaires entre ces derniers afin d’avoir une idée du chemin réactionnel
que doit emprunter l’atome d’oxygène pour être adsorbé. La Figure III.8 représente une
vue de dessus de l’ensemble des positions de l’atome O dans la cellule unitée.
Les sites représentés par un carré sont :
(1) Le site « top», est l’emplacement au-dessus de l’atome de cuivre de la couche
supérieure. C’est généralement un site présentant une forte répulsion et donc défavorable
à une adsorption. Cependant le potentiel résultant de ce calcul est souvent employé
dans le cadre de la CRP.
(2) Le site « hole » est au centre de la maille au dessus de l’atome de cuivre situé
sur la couche du milieu du slab. L’espace au centre de la cellule est suffisant pour
un atome d’oxygène. A première vue, ce site semble favorable à une adsorption.
(3) Le site «bridge» se situe entre deux atomes de la face supérieure. La distance le
séparant des atomes de coin étant plus faible que pour le site hole, il est moins
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Figure III.8 : Sites possibles d’adsorption
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attractif que le site hole pour l’adsorption. Cependant, ceci ne permet pas de
l’éliminer a priori.
Quant aux sites d’adsorption représentés par un cercle, ils représentent des positions




Ils donneront des informations complémentaires quant au comportement de la surface au
voisinage des sites cités plus haut et servent à alimenter la procédure CRP. Sur la Figure






),il ne sera pas utilisé dans la CRP
et joue seulement un rôle de comparaison entre les résultats obtenus par le logiciel VASP
et ceux de la procédure d’interpolation
III.3.2.2 Précautions Spin polarisé/Spin non polarisé
L’atome d’oxygène, dans son état fondamental, est un triplet. Cela implique de réaliser
des calculs DFT de type spin polarisé (SP). Ainsi, lorsqu’on réalise le calcul de l’atome
d’oxygène isolé en mode non spin polarisé (NSP), le résultat diffère par -1.864 eV ce qui
est tout à fait en accord avec la valeur recommandée (-1.88 eV) dans [Baerends 1997].
La Figure III.9 représente l’évolution de l’énergie potentielle du système en fonction
de la distance atome/surface pour les sites Bridge, Hole et Top. La courbe noire en
trait plein correspond aux calculs de type NSP et la courbe bleue avec les cercles aux
calculs SP. L’échelle de distance est tronquée à 5Å et montre une différence d’énergie
entre les deux calculs d’environ 1.5eV, qui tend vers 1.864eV par la suite. Les inserts des
graphiques donnent la variation du moment magnétique de l’oxygène en fonction de la
distance à la surface. Le raccordement est parfait entre le calcul SP et NSP pour des
distances faibles. Le moment magnétique, pour ces mêmes distances tend vers 0. En effet,
lorsque l’atome d’oxygène atteint le nuage électronique de la surface, c’est ce dernier qui
domine. En revanche loin de la surface, l’atome retrouve sa structure fondamentale et
le moment magnétique tend alors vers 2. Il faut noter une certaine instabilité dès lors
que l’éloignement est trop important, il faut alors arrêter le calcul SP et extrapoler par
une fonction exponentielle le reste de la courbe jusqu’à la valeur asymptotique calculée
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(i) Site Bridge (ii) Site Top
(iii) Site Hole
Figure III.9 : Calculs DFT spin polarisés et non spin polarisés pour le système
O/Cu(100). En noir : les calculs NSP. En bleu avec les cercles : les calculs SP
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précédemment. L’utilisation du calcul SP est coûteuse en temps de calcul, or pour les
faibles distances atome/surface, la superposition calculs NSP / calculs SP est parfaite.
Au final, il est donc intéressant de réaliser un calcul NSP dans le champ proche de la
surface, pour les distances moyennes un calcul SP, et un raccordement asymptotique par
la fonction exponentielle pour le champ lointain.
III.3.2.3 Résultats
Les calculs ont été conduits avec les paramètres présentés dans le Tableau III.2. Un
exemple des fichiers de données nécessaires pour utiliser le logiciel VASP est présenté dans
l’annexeA.
Paramètre
Constante de maille (a) 3.633 Å
Constante du réseau Cu(100) (d) 2.569 Å
Distance intercouche (z) 1.758 Å
Distance inter slab (dv) 25.69 Å
K-points 8 × 8 × 1
σ 0.2
Tableau III.2 : Récapitulatif des paramètres utilisés pour la détermination des courbes
de potentiel
III.3.2.3.1 Courbes d’énergie potentielle
Pour chaque site, nous avons déterminé une courbe d’énergie potentielle correspondant
aux interactions entre l’atome d’oxygène en ce point précis et la surface. Le calcul se fait
de manière itérative en déplaçant l’atome d’oxygène à chaque étape afin de résoudre
l’équation de Schrödinger. Le comportement du système est similaire quelle que soit la
position considérée. Dès que l’éloignement de l’atome est suffisant, l’énergie du système
tend vers la somme de celle du slab de cuivre seul et celle de l’atome seul. En revanche,
lorsque la distance diminue, de fortes interactions apparaissent et diffèrent selon le site
considéré. Il y a une forte corrugation dans le champ proche du slab, avec la présence de
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Figure III.10 : Courbe de potentiel pour
le site Top
-1 0 1 2 3 4 5













Figure III.11 : Courbe de potentiel pour
le site Hole
-1 0 1 2 3 4 5













Figure III.12 : Courbe de potentiel pour
le site Bridge
-1 0 1 2 3 4 5













Figure III.13 : Courbe de potentiel pour
le site intermédiaire Hole-Bridge
III.3 Construction de la surface d’énergie potentielle pour le système
O/Cu(100) 63
0 1 2 3 4 5













Figure III.14 : Courbe de potentiel pour
le site intermédiaire Top-Bridge
0 1 2 3 4 5













Figure III.15 : Courbe de potentiel pour
le site intermédiaire Top-Hole
puits de potentiels importants. Les sites intermédiaires donnent des résultats intermédiaires.
En effet, prenons par exemple la Figure III.15, elle donne un résultat à "mi-chemin" entre
la Figure III.10 et la Figure III.11. Le puits de potentiel y est plus important que pour
le site top, et moindre que pour le site hole. A part cette différence dans la profondeur
du puits, le comportement reste identique. La notion de profondeur de puits de potentiel
est capitale, car plus il est important plus il sera attractif pour l’atome. Sur l’ensemble
des courbes (Figure III.10 à Figure III.15) un puits de potentiel est présent ; cependant
un seul sera le vrai minimum. Ceci est plus évident sur la Figure III.16 qui souligne
l’importance du puits pour la position Hole. Ainsi, tous les autres puits ne sont pas de
réels minima dans le cas d’une représentation 3D, comme en attestent les valeurs relevées
pour chaque courbe (cf. Tableau III.3). Par ailleurs, l’évolution monotone de l’ensemble
des courbes entre 3,5 Å et 2 Å laisse penser qu’aucune barrière de potentiel n’est présente
pour empécher l’atome d’oxygène d’aller se fixer dans le puits de potentiel le plus profond.







distance est cohérente avec la valeur de 0.8 Å estimé par [Lederer 1993]. Cependant, cela
correspond à un estimation pour une surface relaxée et avec une couverture différente. Par
ailleurs, en conditions expérimentales, la surface de cuivre subit une large reconstruction
lors de l’adsorption d’atomes.
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Tableau III.3 : Profondeur de puits de potentiel pour chaque site
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III.3.2.3.2 Fonction d’interpolation : Procédure de Réduction de la Corrugation
(CRP)
Afin de pouvoir accéder aux valeurs de la surface d’énergie potentielle en tout point il
faudrait multiplier l’ensemble des calculs, ce qui serait coûteux. La CRP, comme décrite
dans II.3.3.2, a déja été utilisée pour interpoler les interactions atomes/surface [Volpilhac 2003].
Dans notre cas, V 3D sera le potentiel 3D calculé pour les différentes valeurs de Z sur le
jeu de positions prédéfinies. La construction de la fonction d’interpolation passe par la
soustraction d’une fonction de référence R3D(X, Y, Z) afin d’obtenir une fonction I3D(X, Y, Z)
au comportement plus monotone dans le champ proche de la surface :
I
3D(X, Y, Z) = V 3D(X, Y, Z) − R3D(X, Y, Z) (III.1)
La fonction de référence est définie par :
R






Ri est la distance entre l’atome O et l’atome de cuivre i.
Le potentiel est pris comme égal au potentiel calculé pour l’atome d’oxygène en position
Top, tronqué au delà de Z=6 Å, en imposant une valeur nulle ainsi qu’une dérivée nulle.
V 1D(Ri) = V
top(Z = Ri) (III.3)
Les résultats de cette méthode appliquée aux sites utilisés pour les calculs ab initio
montrent son efficacité (cf. Figure III.17). La CRP a permis de réduire de manière
considérable la corrugation. De ce fait l’interpolation de l’énergie potentielle de la surface
est plus aisée. La comparaison des résultats obtenus par calcul ab initio et par la CRP
donne d’excellents résultats puisque la plus grande erreur commise est de l’ordre de 1% (cf.
Tableau III.4 pour le site test évoqué au III.3.2.1). L’efficacité de cette méthode permet
de calculer à moindre le coût le potentiel en n’importe quel point de la surface. Ceci est
d’une importance capitale pour la dynamique moléculaire, puisque le slab utilisé pour ces
calculs est plus important et sans cet outil, il serait très long de calculer l’ensemble des
points nécessaires.
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Figure III.17 : Résultats de la procédure de réduction de la corrugation appliquée aux 6
sites prédéfinis
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Z VASP Interpolation avec CRP ∆E Erreur
Å eV eV meV %
3.04 -1.112 -1.114 -2 0.2
2.64 -1.784 -1.788 -4 0.2
2.24 -2.831 -2.835 -4 0.1
1.84 -4.182 -4.179 3 0.1
1.44 -5.101 -5.097 4 0.1
1.24 -4.681 -4.674 7 0.2
1.04 -2.805 -2.796 9 0.3
0.84 1.614 1.626 -12 1.2
0.64 9.832 9.872 42 0.4
Tableau III.4 : Comparaison des résultats obtenus par calcul ab initio et par
interpolation pour le site test T
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III.4 Dynamique Moléculaire : Etude des échanges d’énergies
III.4.1 Introduction
Nous avons évoqué dans le chapitre II la méthodologie utilisée pour cette partie : la
construction du slab, la prise en compte de la température de la surface avec évacuation ou
non de l’énergie, ainsi que la génération des conditions initiales. La sensibilité du modèle
aux différents paramètres d’entrée est fondamentale, puisque garante de la validité des
résultats obtenus. C’est pourquoi l’influence de la masse de l’adsorbat, de l’utilisation ou
non du modèle de dissipation d’énergie et celle de la constante de force sont testées tout
au long des calculs menés sur ce système avant de s’intéresser aux échanges d’énergie entre
une surface excitée et des atomes d’oxygène.
III.4.2 Résultats
La surface d’énergie potentielle a été définie à l’état gelé sans prise en compte d’un état
d’excitation correspondant à une température. C’est pourquoi, avant d’aller vers des cas
considérant l’excitation de la surface, nous avons étudié la surface gelée issue des calculs
précédents.
III.4.2.1 Absorption sur une surface gelée
Nous avons mené une série de calculs pour différentes valeurs de l’énergie initiale des
atomes d’oxygène variant entre 10 meV et 1eV (ce qui correspond à l’énergie moyenne
pour un gaz dont la température varie entre 10 K et 10000 K). L’atome est considéré
comme réfléchi lorsqu’il atteint sa distance initiale avec un vecteur vitesse pointant vers
le vide. L’absorption est définie par un vecteur vitesse pointant vers la surface lorsque
l’atome atteint cette dernière ( Z = 0 ). La dissipation d’énergie n’étant pas prise en
compte, il ne peut y avoir adsorption dans les puits de potentiel.
Pour chacune des conditions initiales, une série de 1000 trajectoires est calculée et par
traitement statistique, les probabilités d’adsorption et de réflexion sont obtenues. La
Figure III.18 montre clairement que lorsque l’énergie initiale de l’atome augmente la
probabilité d’adsorption tend à diminuer, et celle de la réflexion à augmenter. Le piégeage
dynamique, quant à lui, reste négligeable quelle que soit la valeur de l’énergie considérée.
Ceci est cohérent avec les résultats obtenus pour le système N/W(100) [Volpilhac 2003]. Le
comportement observé est similaire avec une probabilité d’absorption proche de l’unité
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Probabilité de piégeage dynamique
Figure III.18 : Evolution des probabilités d’adsorption, de reflexion et de piégeage en
fonction de l’énergie initiale de l’atome
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pour une énergie d’impact de 10 meV et qui décroît ensuite avec l’énergie atteignant
une valeur de 0.22 pour 1 eV. L’augmentation de la réflexion avec l’énergie provient
de l’évolution des échanges d’énergie entre mouvements perpendiculaires à la surface et
mouvements parallèles. Lorsque l’énergie initiale est faible, elle ne suffit pas à contrebalancer
le changement de direction du mouvement ; en revanche lorsque l’énergie initale augmente,
cela devient de plus en plus probable. L’absorption se produit en moyenne après 15
rebonds hors absorption directe ( qui représente 34% du phénomène ) sur la surface
pour une énergie de 10 meV et après 2 rebonds pour une énergie de 1 eV (avec plus
de 60% absorption directe ). Ce traitement de l’interaction entre l’atome et la surface
est incomplet du fait de l’absence de prise en compte de la dissipation d’énergie. C’est
pourquoi nous avons recours au modèle développé par Pineau et coll. [Pineau 2005a].
III.4.2.2 Etude dynamique des échanges d’énergies
Cette partie de l’étude est consacrée aux résultats obtenus par le code de dynamique
moléculaire DynaCuO qui permet d’étudier les interactions atome/surface ainsi que les
phénomènes de dissipation d’énergie.
III.4.2.2.1 Paramètres de calculs
Dans le chapitre Méthodologie, la contruction du modèle a été explicitée ainsi que
les différents outils utilisés ( CRP, GLO, ... ). Cependant pour utiliser ces derniers il est
nécessaire de disposer de certaines données à l’aide d’un fichier de départ (cf. annexe
B). Le slab dans ce cas est constitué de 5 couches de (4 × 4) atomes de cuivre. La
distance d’équilibre est celle calculée précédemment dans le cas de la surface d’énergie
potentielle d = 2.569 Å. Les conditions périodiques en X et Y permettent de reproduire
la surface. Les interactions entre les atomes de Cu sont représentées par des potentiels
harmoniques d’ordre 1 et une constante de force de 30.51 N.m−1. Cette valeur s’obtient
à partir d’un calcul du spectre de phonons du cuivre en accord avec l’expérience. La
fréquence d’oscillation du GLO s’obtient d’après la température de Debye de la surface
soit 315 K pour le cuivre [Ashcroft 1976]. Pour chaque calcul, un jeu de données est créé
indépendamment pour l’adsorbat et le slab de Cu(100). Les positions initiales (en X et
Y) des atomes d’oxygène sont déterminées par une distribution aléatoire uniforme. La
distance initiale entre l’atome et la surface est fixée à 5 Å, ce qui assure des interactions
négligeables au début du calcul. Pour chaque ensemble généré, chaque atome possède la
même énergie cinétique. Pour chaque température considérée, il faut générer une surface
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dont la position des atomes est obtenue en équilibrant le slab Cu(100) possédant une
énergie correspondant à la température souhaitée. L’évolution du système est visualisée
à travers l’évolution du potentiel d’interaction entre l’atome O et la surface de cuivre. Ce
potentiel s’obtient en exprimant le potentiel total sous la forme suivante :
V (RO, Ri) = V
S(Ri) + V
OS(RO, Ri) (III.4)
RO représente le vecteur position de l’atome d’oxygène et Ri celui de l’atome de cuivre
i. V S est le potentiel de la surface en absence de l’adsorbat, et donc V OS est la quantité
que nous évaluons tout comme dans l’article référencé par [Pineau 2005b].
III.4.2.2.2 Energétique du système
Le fait d’introduire l’excitation de la surface implique une modification de la surface
d’énergie potentielle, notamment en ce qui concerne les puits d’adsorption et la possibilité
d’une présence de barrière. Par ailleurs, lors de l’interaction atome/surface, il peut y
avoir relaxation de la surface. Afin d’évaluer les changements que cela implique, nous
considérons le cas de la surface maintenue à 0 K. La valeur initiale ( obtenue pour une
distance de 5 Å ) correspond à l’énergie cinétique initiale de l’atome d’oxygène, Ekin0
étant donné que l’interaction atome/surface est négligeable. Après thermalisation, nous
obtenons la valeur V OSmin pour la position de tous les atomes qui minimise V (RO, Ri). Cette
valeur est alors bien inférieure à celle obtenue pour le puits de potentiel du site Hole (-4.94
eV) dans le cas de la surface gelée puisqu’il y a relaxation de la position des atomes de
cuivre. Nous obtenons V OSmin = -8.5 eV, ce qui correspond à une énergie totale de -7.1 eV
(cf. Tableau III.5). Les sites holes étant les plus attractifs, il est intéressant d’observer
les barrières d’énergies qui séparent deux de ces sites voisins. Dans le cas de la surface
gelée, cette barrière se situe sur le site bridge (puisqu’il faut passer par ce dernier pour
atteindre une position hole dans une autre cellule unitée cf. Figure III.8). La différence
de potentiel entre le hole et le bridge est de 0.80 eV. Pour savoir ce qu’il en est dans
le cas de la surface relaxée, on réalise une procédure de minimisation de la SEP avec
l’atome d’oxygène fixé suivant les directions X et Y. La barrière de diffusion obtenue
est nettement plus importante que dans le cas de la surface gelée et vaut 2.4 eV, ce qui
implique un piégeage de l’atome dans la cellule unité.
III.4.2.2.3 dissipation d’énergie
Plusieurs calculs de trajectoires ont été réalisés, pour différentes énergies initiales de
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Hole -8.5 -7.1 -4.94
Bridge -5.1 -4.7 -4.14
∆E 3.4 2.4 0.80
kCu−Cu = 65.98N.m
−1
Hole -7.1 -6.1 -4.94
Bridge -4.7 -4.5 -4.14
∆E 2.4 -1.6 0.80
Tableau III.5 : Energie de relaxation pour les sites Hole et Bridge pour deux valeurs de
la contante de force. Comparaison avec les valeurs correspondantes de la surface gelée.
∆E donne les barrières de diffusion
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l’atome d’oxygène, ainsi que pour différentes température de surface du slab Cu(100).
L’atome d’oxygène s’est vu imposer des énergies cinétiques variant de 0 eV à 1 eV, tandis
que la surface a été maintenue à 0, 500 puis 1000 K. Pour chacun des jeux de conditions
initiales, un ensemble de 1000 trajectoires a été calculé. Le temps limite d’intégration est
fixé à 5 ps. La réflexion se traduit par une position après rebond de 5 Å ou plus ; quant
à l’adsorption, elle est effective dès que l’atome d’oxygène atteint une distance de 0.5
Å sous la surface. L’origine des points est prise dès que le transfert d’énergie atteint la
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Figure III.19 : Variation de l’énergie de l’atome d’oxygène en fonction du temps, de
l’énergie initiale ainsi que de la température de surface
valeur de 0.01eV. Tant sur la Figure III.19 que sur la Figure III.20, les atomes ont dissipé
leur énergie rapidement. Pour les atomes dont l’énergie cinétique initiale est nulle, ils ont
dissipé environ 8 eV après 1 ps sur les 8,5 disponibles. Pour ceux possédant une énergie de
1 eV, la perte est aussi élevée avec près de 8,8 eV de dissipés sur les 9,5 eV disponibles. La
totalité de l’énergie n’étant pas transférée, il n’y a pas encore thermalisation de l’atome
sur la surface. Cependant, les processus d’échanges lors de l’adsorption sont extrêmement
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rapides avec, comme comportement général, une perte rapide de l’ordre de 80% de l’énergie
durant la première ps des phénomènes d’interaction. Cette tendance, pour deux valeurs


















40 meV - 0K
200meV - 0K
800 meV - 0K
40 meV - 500K
200 meV - 500K
800 meV - 500K
40 meV - 1000K
200 meV - 1000K
800 meV - 1000K
Figure III.20 : Variation de l’énergie de l’atome d’oxygène en fonction du temps, de
l’énergie initiale ainsi que de la température de surface
extrêmes, a été confirmée par les résultats obtenus pour des valeurs intermédiaires de
l’énergie initiale ( 40, 200 et 800 meV ) comme le montre la Figure III.20. La différence
dans l’échelle de temps entre les deux graphiques provient de la distance initale où est
positionné l’atome. Dans les cas où Ecin0 est de 0 ou 1 eV, la distance atome/surface initiale
était de 5 Å, alors qu’elle était de 9.5 Å pour les trois autres valeurs ce qui explique le léger
retard observé sur la Figure III.20. Si l’on fait abstraction du temps nécessaire à l’atome
pour couvrir la distance le séparant de la surface, les résultats obtenus sont bornés par
ceux des valeurs extrêmes. La température de surface a une influence négligeable comme
cela peut se voir sur la Figure III.20. Ce qui n’est pas surprenant, vu que l’énergie associée
à cette température est négligeable devant l’énergie totale échangée.
III.4.2.2.4 Influence du GLO et de la masse de l’adsorbat
Le GLO permet de prendre en compte une dissipation énergétique vers les couches
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inférieures du slab, ainsi le surplus d’énergie est évacué. Il est alors intéressant de voir si
cette fonction a une influence quelconque sur les échanges d’énergie. Un premier élément
de réponse apparait dans l’étude de l’influence de la température de surface, qui étant
négligeable, tend à nous indiquer que l’effet du GLO devrait être négligeable lui aussi.




















200 meV GLO on
200 meV GLO off
40 meV GLO on
40 meV GLO off
800 meV GLO on
800 meV GLO off
Température de surface: 0K
Figure III.21 : Influence du GLO sur l’échange d’énergie pour une surface à 0K
Nous avons étudié l’influence du GLO pour les trois conditions initiales 40, 200 et 800 meV
et les trois températures de surface 0 (Figure III.21), 500 (Figure III.22) et 1000K (Figure
III.23). Ces trois graphiques mettent en relief l’influence négligeable qu’a l’utilisation
du GLO. Même si une toute petite différence dans les courbes peut être observée pour
une température de surface de 1000K, cela reste négligeable en comparaison de l’énergie
échangée au bout de 5 ps.
Parmi les paramètres à vérifier, nous avons inclus l’effet de masse, à travers l’utilisation
des isotopes 17O et 18O. Nous avons gardé l’ensemble des paramètres identiques à ceux
utilisés pour le calcul de dissipation d’énergie initiale avec pour seul changement une
masse molaire de 17 g/mol ou 18 g/mol suivant l’isotope considéré. La Figure III.24
montre les résultats obtenus pour les différents calculs, pour une surface à 300K et des
atomes possédant une énergie initiale de 25meV. Il n’y a pas de différence notable de
comportement, et l’effet de masse est négligeable. Il convient de noter que le rapport de
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800 meV GLO on
800 meV GLO off
200 meV GLO on
200 meV GLO off
40 meV GLO on
40 meV GLO off
Température de surface 500K
Figure III.22 : Influence du GLO sur l’échange d’énergie pour une surface à 500K




















40 meV GLO on
40 meV GLO off
200 meV GLO on
200 meV GLO off
800 meV GLO on
800 meV GLO off
Température de surface: 1000K
Figure III.23 : Influence du GLO sur l’échange d’énergie pour une surface à 1000K
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Température de surface de 300K
Energie initiale de 25 meV
Figure III.24 : Influence de la masse de l’adsorbat sur les interactions atome/surface









, ce qui explique en
partie ce résultat.
III.4.2.2.5 Déplacement des atomes sur la surface
Nous avons vu dans les précédents paragraphes comment l’adsorbat et la surface
interagissent et le transfert d’énergie qui en résulte. Parmi les points suscitant notre
curiosité, il en est un qu’il reste à aborder : le déplacement. En effet, dans le chapitre
I nous avons présenté un certains nombres de modèles de catalycité mettant en cause
des réactions de surface où deux atomes peuvent se déplacer sur cette dernière. Ainsi,
le déplacement probable des atomes est d’une importance capitale. Nous avons donc
suivi l’évolution de ce dernier en fonction de la température de surface et de l’énergie
intiale. La Figure III.25 représente le carré du déplacement parallèle à la surface en Å
au cours du temps d’interaction. Sur la Figure III.25, les déplacements obtenus pour
les valeurs extrèmes de l’énergie cinétique initiale ( 0 et 1 eV ) sont presque identiques.
L’influence de la température de surface est négligeable. La variation de l’énergie initiale
de l’atome entraîne une légère variation du déplacement. L’évolution de ce déplacement
peut se décomposer en trois étapes. Pour un intervalle de temps compris entre 0 et 0.1 ps,
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Figure III.25 : Carré du déplacement des atomes adsorbés : Ecin0 =0 et 1 eV
l’adsorbat s’approche de la surface suivant une trajectoire perpendiculaire, ce qui implique
un déplacement latéral nul. Cette phase, due à l’incidence normale, est rapidement suivie
par une augmentation linéaire du déplacement (en fait, ce n’est pas le déplacement mais
la surface dans laquelle l’atome peut se déplacer) pour 0.1 <t <0.2 ps. Ceci traduit
un processus de pseudo-diffusion qui s’explique par la forte corrugation de la surface.
Cette phase est très rapide à cause de l’importance de la dissipation de l’énergie dans cet
intervalle de temps. Pour t >0.2 ps, les atomes d’oxygène sont piégés dans un puits de
potentiel de la surface et par conséquent il n’y a plus de variation et le déplacement tend
vers une valeur constante pour t >0.5 ps. Ce comportement se retrouve pour l’ensemble
des jeux utilisés de conditions initiales.
La distance parcourue après impact est assez faible, puisque le déplacement se situe dans
un disque de surface allant de environ 12 Å2 à 18 Å2. Cela correspond à un déplacement
de 3Å à 4Å, c’est-à-dire une distance comparable à celle qui sépare les plus proches voisins
(2.57 Å). Il est intéressant de remarquer que dans le temps nécessaire à stabiliser la position
de l’atome t=0.5 ps, seulement 5.5 eV ont été dissipés (cf. Figure III.19) laissant 3 eV
ce qui serait suffisant pour surmonter une barrière de diffusion de 0.8 eV correspondant
au cas de la surface rigide. Cependant cette quantité n’est pas suffisante pour surmonter
celle calculée lors de la relaxation de la surface (Tableau III.5).
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Le piégeage des atomes d’oxygène autour du site Hole peut être illustré en traçant leur
répartition sur la cellule unité et en comparant leurs positions initiales (cf. III.26.(a)
distribution aléatoire uniforme ) à leurs positions finales (III.26.(b) concentration autour
du site Hole ).
(a) (b)
Figure III.26 : Distribution des atomes d’oxygène
III.4.2.2.6 Influence de la constante de force
Nous avons pu voir dans le Tableau III.5 l’influence de la constante de force harmonique
sur la relaxation du système ainsi que sur les barrières de diffusion. Nous allons nous
intéresser maintenant à l’influence qu’elle peut avoir sur la dissipation d’énergie ainsi que
sur le mouvement des atomes à la surface. Pour ce faire, nous avons repris les deux valeurs
de la contante de force du Tableau III.5 et nous avons mené les calculs pour une énergie
cinétique initiale de 0 eV et une température de surface de 0 K.
Les deux constantes de force utilisées correspondent à une augmentation d’environ 50%
de la pulsation harmonique associée. Les résultats obtenus sont représentés sur la Figure
III.27 et la Figure III.28. Le comportement, tant pour la dissipation d’énergie que pour
le déplacement, est strictement identique à celui observé précédemment. La différence
observée pour les valeurs limites vient uniquement du fait que, pour une consante de force
plus élevée, la relaxation est moindre, ainsi l’énergie totale disponible est plus faible. Il est
surprenant de constater que la dissipation d’énergie se produit à la même échelle de temps
quelle que soit la constante considérée. Cela s’explique par l’importance de l’interaction
O-Cu, qui masque les interactions Cu-Cu.
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Figure III.27 : Influence de la constante de force harmonique sur la dissipation d’énergie
pour Tsurf = 0K et E=0eV.
Un autre fait est la diminution du déplacement sur la surface lors de l’augmentation



























Figure III.28 : Influence de la constante de force harmonique sur le déplacement pour
Tsurf = 0K et E=0eV. Température de surface 300K
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de kCu−Cu. Il tend vers une valeur asymptotique moyenne plus faible pour kCu−Cu =
65.98N.m−1 que celle obtenue pour kCu−Cu = 30.51N.m−1. En première approche, ce
résultat semble contradictoire avec ceux obtenus avec le même code sur le système H/Pd(111)
[Pineau 2005b], c’est à dire un transfert d’énergie plus lent et un déplacement parallèle
plus grand lorsque la constante de force augmente. L’explication de cette différence pour
notre système réside dans la modification de la barrière de diffusion. L’énergie de la
barrière existant sur le site Bridge augmente avec la constante de force ; par conséquent,
l’atome se fixe plus rapidement lorsque la pulsation harmonique augmente.
III.4.3 Conclusions
Le point principal qui ressort de cette étude est l’efficacité de la dissipation d’énergie,
ainsi que le déplacement parallèle à la surface limité des adsorbats. Environ 75 % de
l’énergie disponible est transférée durant la première picoseconde d’interaction, ce qui est
beaucoup plus rapide que pour des collisions binaires O-Cu. Cette tendance est conforme
aux observations de Pineau et coll. [Pineau 2005b] pour le système H/Pd(111) et de
Wahnström et coll. [Wahnström 1996] pour O/Al(111), bien que le rapport de masse
entre adsorbat et atome de la surface soit completement différent : de 0.009 pour H/Pd
à 0.59 pour O/Al. Dans l’échelle de temps étudiée, les atomes ne sont pas thermalisés
puisque environ 10% de l’énergie totale disponible n’a pas été transférée au bout de 5 ps.
Le déplacement des atomes sur la surface est très court, puisque la distance maximale
parcourue est atteinte en moins d’une picoseconde. Ceci est dû d’une part, aux fortes
barrières de diffusion qui se trouvent notamment sur le site Bridge et d’autre part, à la
forte corrugation de la SEP. Les fortes interactions O-Cu provoquent de forts déplacements
des atomes de surface, ce qui modifie significativement la topologie de la PES et donc le
mouvement des atomes.
L’influence de la température de surface ou même de la dissipation de l’énergie vers les
couches internes du slab est négligeable car masquée par la grande quantité d’énergie
impliquée dans le processus de dissipation. Pareillement, l’effet isotopique est négligeable.
Un des rares paramètres ayant une influence significative est la constante de force qui
affecte non pas le comportement de la dissipation ni celui du déplacement, mais les valeurs




Interaction d’un jet de "plasma" avec
un obstacle en cuivre maintenu à une
température de 300K
Dans le chapitre précédent, une étude fine des phénomènes de surface a été réalisée,
constituant une première étape dans l’identification des phénomènes générateurs d’énergie
au voisinage des boucliers thermiques. Ainsi que cela a été évoqué précédemment, les
matériaux de protection thermique sont testés sur des installations au sol afin d’évaluer
leur tenue aux contraintes. Pour reproduire les conditions de vol, les expérimentateurs ont
recours aux torches à plasma afin de générer des écoulements à hautes enthalpies. Dans
ce chapitre, nous nous intéresserons à la simulation numérique d’un écoulement haute
enthalpie, généré par une torche à plasma inductive "COMETE", basée sur le site de
EADS Space Transportation à Saint Médard en Jalles.
IV.1 Introduction
Afin de pouvoir reproduire les conditions de vol et les températures de plusieurs milliers
de degrés, dans lesquelles évoluent les navettes lors de leur rentrée dans l’atmosphère
terrestre, on a recours aux moyens hautement énergétiques que sont les torches à plasma.
Cette partie est consacrée aux écoulements issus de ce type de torches, très utilisées pour
la caractérisation des matériaux et de leur niveau de catalycité.
Comme décrit dans le chapitre I, la détermination de la catalycité pose encore de
nombreux problèmes ; cependant des outils existent déjà avec leurs avantages et leurs
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inconvénients. Afin de posséder une chaine complète de détermination de ce problème,
EADS ST a fait l’acquisition il y a quelques années de la suite de codes "Alpha, Beta,
Gamma", résultat des travaux de l’IPM (Institut pour les Problèmes Mécaniques de
Moscou) qui permet, à partir d’une mesure expérimentale du flux de chaleur en point
d’arrêt, de remonter à la valeur du paramètre γ de catalycité en reconstruisant numériquement
l’écoulement subsonique (si l’on considère une vitesse de 100m/s et une température
de 6000K, et une de 0,33 10−2 Ma ' 0.4 <1). Ce couplage entre expérience et outil
numérique peut se faire en respectant les hypothèses d’utilisation des équations à savoir
que nous avons un milieu continu ( nombre de Knudsen Kn =
l
L
<< 1 c’est à dire que
le libre parcours moyen des molécules, l, est petit devant la longueur caractéristique du
problème, L ). Cependant de nombreuses zones d’ombres subsistent dans la détermination
de ce paramètre de catalycité, notamment en ce qui concerne le modèle macroscopique
de la détermination du γ et des hypothèses considérées. De plus, la détermination de
ce paramètre n’est valable que pour la configuration au point d’arrêt, ce qui limite son
intérêt. L’utilisation du code AQUILON adapté à ce genre d’essai permettrait d’obtenir
une cartographie de la température le long de la surface de l’obstacle.
Afin de faire le lien entre les échelles macroscopique et microscopique, une continuité
a été conservée dans cette partie à travers le choix d’un plasma d’oxygène pur ( atomique
et moléculaire mais non ionisé ) entrant en collision avec un obstacle en cuivre (matériau
utilisé pour la conception des fluxmètres et considéré comme totalement catalytique).
Bien que cette configuration soit encore très éloignée des configurations réelles d’essai,
elle permet toutefois de simplifier le problème de telle sorte que l’on peut espérer réaliser
le lien entre Chimie des surfaces et simulation des écoulements réactifs en minimisant
le nombre de paramètres nécessaires, car la résolution complète du problème présente
une grande complexité : Aérodynamique, transferts thermiques, chimie atmosphérique et
chimie des surfaces.
IV.2 Méthodologie numérique du code AQUILON
Dans le chapitre précédent, nous avons étudié le transfert d’énergie lors de l’adsorption
d’un atome d’oxygène sur une surface de cuivre. Afin de garder une continuité, nous
avons choisi un système équivalent d’un point de vue macroscopique, c’est-à-dire que
nous prenons comme système d’étude un plasma d’oxygène dans lequel baigne un obstacle
en cuivre. Nous nous intéressons ici à l’écoulement de plasma autour de l’échantillon de
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matériau de protection thermique et aux flux de chaleur que ce dernier peut recevoir. Les
caractéristiques de l’écoulement découlent des situations expérimentales. Ces dernières
ont montré que le régime de l’écoulement était subsonique (Nombre de Mach faible).
Ainsi, pour la simulation numérique, nous avons considéré que nous avions un fluide
incompressible pour lequel la dépendance en pression des différents paramètres sera faible
comparée à l’influence de la température. Notre deuxième hypothèse concerne le degré
d’ionisation qui représente le rapport entre la quantité d’espèces ionisées et la quantité
totale d’espèces . Lors de la génération du plasma, les températures atteintes peuvent,
suivant la puissance initiale, générer des espèces dissociées ou même ionisées. Dans les cas
de test au sol que nous considérons, les températures générées permettent une dissociation
quasi complète des molécules d’oxygène, et partielle de celles de l’azote mais ne sont pas
suffisantes pour produire une quantité d’espèces ionisées importante, c’est pourquoi nous
considérerons un nombre d’espèces réduit lors des réactions chimiques. Dans cette partie,
nous présenterons dans un premier temps la méthodologie du code de calcul AQUILON.
Puis nous poserons le cadre de notre étude de dynamique des fluides, ainsi que nos choix
en terme de représentation des paramètres physico-chimiques et de cinétiques chimiques.
Enfin, nous présenterons les résultats obtenus dans cette configuration simplifiée.
IV.2.1 Principe du code de calcul
Le code de calcul AQUILON est un code multiphysique développé au sein du laboratoire
TREFLE, validé pour de nombreux problèmes (cf. http://www.trefle.u-bordeaux1.fr/index.html?/aquilon/index.html).
Ce code utilsé par de nombreux partenaires industriels (ARCELOR, SME, ...) a été
utilisé récemment avec succès sur une étude jet pour le processus de zinguage des toles
[Lacanette 2004]. L’originalité de ce code repose sur la discrétisation en volumes finis,
effectuée sur des maillages structurés et orthogonaux de type "Marker And Cells" (MAC)
à deux grilles décalées (vitesse-pression) où les équations de Navier-Stokes et de l’énergie
sont découplées (cf. Figure IV.1). Chaque volume de contrôle est centré sur le noeud de
pression et les vitesses sur les faces du volume de contrôle. Les bilans de flux s’écrivent
alors d’une manière naturelle.
Les fichiers de données contiennent :
– Le type de calculs : 2D ou 3D, avec aussi le type de système de coordonnées.
– Le type de maillage : dimension du domaine, nombre de mailles, type de grille ...
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Figure IV.1 : Représentation des grilles décalées en pression et vitesse
– Les fluides en présence : fluide principal et secondaire (pour le multiphasique), choix
des espèces transportées ...
– Le positionnement des obstacles et aussi leurs natures.
– Le choix des équations à résoudre : Navier-Stokes, Énergie, Chimie ... et les options
appropriées suivant le type de problèmes (turbulent, compressible, changement de
phase...).
– La description des conditions aux limites, initiales et des impositions.
– Les paramètres numériques : pas de temps, nombre d’itérations ...
– Les tests d’arrêts : critères de convergence, condition de reprise du calcul ...
– Les impressions : définition de la forme des résultats pour permettre la visualisation
et l’exploitation de ceux-ci, critères de visualisation.
Un exemple de fichier de données types est fourni en Annexe C.
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IV.2.2 Discrétisations
IV.2.2.1 Discrétisation spatiale
La discrétisation, dont une description des méthodes les plus usuelles se trouve dans
[Patankar 1980], s’appuie sur la méthode des volumes finis. Il s’agit d’intégrer les équations
de conservation sur chaque volume de contrôle. Ces volumes dépendent du type de grilles
utilisées.
Dans le cadre de notre étude, la structure des maillages est orthogonale et décalée en
vitesse-pression (cf. Figure IV.1). Le principal avantage de l’utilisation de grilles décalées
est la facilité de calcul du gradient de pression et de la divergence de la vitesse. Les
oscillations observées pour des maillages non décalés sont ainsi évitées.
Plusieurs méthodes d’interpolation peuvent être envisagées pour l’évaluation d’une
variable scalaire de résolution φ au centre des volumes de contrôle. Ce qui conduit à
différents types de schémas numériques :
– le schéma centré La variable φi+ 1
2
à l’interface du volume de contrôle est évaluée
linéairement à partir d’une formule de Taylor tronquée à l’ordre 1. Cela revient à







– le schéma upwind ou simple amont. La valeur de φi+ 1
2
est remplacée par celle












– le schéma hybride piloté par la valeur du nombre de Péclet. Celui-ci exprime le








– Si Pe ≤ 2, ce schéma est équivalent à un schéma centré.
– Si Pe 2, il se rapproche de celui du schéma simple-amont.
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– le schéma quick La variable φi+ 1
2
est évaluée par une interpolation quadratique









(∆xφi+1 + ∆xφi)(∆xφi+1 + ∆xφi+2)
φi+1
− ∆xφi+1∆xφi
(∆xφi + 2∆xφi+1 + ∆xφi+2)(∆xφi+1 + ∆xφi+2)
φi+2
(IV.4)
Ces schémas numériques sont utilisés dans la discrétisation des équations de conservation
traitées par Aquilon, à savoir : l’équation de l’énergie, l’équation de Navier Stokes, l’équation
de transport d’espèces ou d’interface et les équations de la turbulence.
IV.2.2.2 Discrétisation temporelle
Les équations de conservation sont discrétisées en temps sur un nombre fini d’intervalles
[tn, tn+1], de longueurs éventuellement variables appelés "pas de temps" (4t = tn+1 − tn).
A chaque itération en temps, le terme
∂φ
∂t
est évalué par un développement en série de





αφn+1 + βφn + γφn−1
∆t
(IV.5)
Les coefficients α, β et γ sont des coefficients constants qui dépendent du schéma en
temps.
Schéma α β γ
Euler 1 -1 0
Gear 2 3/2 -2 1/2
Tableau IV.1 : Coefficients des schémas de discrétisation en temps
A l’instant n+1, les variables φ sont traitées implicitement et forment le système
d’équations de résolution. Les variables φn issues de l’itération précédente font apparaître
une non-linéarité dans le système.
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Dans l’équation de Navier Stokes en milieu monophasique, la principale source de
non-linéarité provient de la présence du terme Un+1.∇Un+1, qui est linéarisé sous la
forme Un.∇Un+1. En milieu diphasique, la présence de l’interface entre deux fluides fait
apparaître une difficulté pour l’évaluation de la masse volumique et de la viscosité. On
évalue ces termes par leurs valeurs à l’itération précédente.
La méthode implicite nécessite des solveurs performants car les systèmes linéaires à
résoudre peuvent être de grande taille, notamment dans le cas de calculs tridimensionnels.
IV.2.3 Résolution
IV.2.3.1 Conditions limites
Pour la mise en place des conditions limites, une technique particulière a été développée
au laboratoire TREFLE par [Angot 1989] et [Khadra 1994].








−4φ = f dans Ω
−∂φ
∂n









−4φ+ α(φ− φ∞) = f dans Ω
−∂φ
∂n
= 0 sur ∂Ω
(IV.7)
La solution de ces systèmes étant identique lorsque α = 0 ou α→ ∞, on peut exprimer







= Bi ∗ (φs − φ∞) (IV.8)
L’intégration de ce terme dans les équations de conservation permet d’imposer différents
types de conditions limites suivant la valeur de Bi :




– Bi→ ∞ exprime une condition de Dirichlet (φs = φ∞) ;
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= 0 imposée sur les limites du domaine, est alors introduite
directement dans la discrétisation des équations de conservation.
Dans le cadre de l’équation de Navier Stokes, l’équation IV.8 est vectorielle et possède
trois composantes. La valeur de Bi (0 ou ∞) est différente suivant chacune des équations
scalaires. L’utilisation du terme de pénalisation Bi ∗ (φs − φ∞) permet alors l’imposition











+ U.∇U) +Bi(U − U∞) = ρg −∇p+ ∇.[µ(∇U + ∇tU)]
(IV.9)
où ∇.U = 0 est l’expression de la conservation de masse pour un écoulement incompressible,
ρ est la masse volumique du fluide, U est le vecteur vitesse, g la pesanteur, ∇p le gradient
de vitesse et µ la viscosité du mélange.
IV.2.3.2 Systèmes linéaires
Les systèmes linéaires provenant de la discrétisation des équations sont extrêmement
creux. Seul un nombre restreint de diagonales non nulles intervient dans la résolution.
Les méthodes itératives classiques (Jacobi, Gauss-Seidel, relaxation...) présentent un taux
de convergence extrêmement lent, du fait de la détérioration de leur conditionnement avec
l’augmentation de la dimension de la matrice. Elles ne sont donc pas forcément les plus
adaptées à la résolution de nos systèmes linéaires. Nous utilisons un solveur itératif de type
bi-gradient conjugué stabilisé (Bi-CGStab). Cet algorithme, employé pour résoudre des
systèmes composés de matrices régulières quelconques, a démontré des performances plus
élevées en terme de convergence que la plupart des méthodes itératives[Vandervorst 1992].
La vitesse de convergence de l’algorithme dépend essentiellement du conditionnement
de la matrice du système. Ainsi, il est possible d’augmenter cette dernière en lui associant
un préconditionnement. Cela permet d’éviter d’éventuelles instabilités numériques. Cette
opération consiste à appliquer l’algorithme du gradient conjugué à la résolution d’un
système linéaire algébriquement équivalent au système initial, mais possédant un meilleur
conditionnement.
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IV.2.4 Méthodes spécifiques à la résolution des équations de Navier-
Stokes
La résolution des équations de Navier-Stokes sous la contrainte d’incompressibilité
de l’écoulement nécessite l’obtention, à chaque instant, d’un champ de pression et d’un
champ de vitesse cohérents, satisfaisant aux équations du mouvement et à l’équation de
conservation de la masse. Ce couplage vitesse-pression est délicat à traiter en incompressible,
car la pression n’apparaît pas explicitement dans la conservation de la masse. Plusieurs
techniques sont utilisées pour aborder ce problème et correspondent à des classes de
méthodes différentes :
– Les algorithmes de prédiction-correction sont basés sur une étape de correction de
la pression. Les algorithmes de type SIMPLE (Semi Implicit Method for Pressure
Linked Equations) sont basés sur la construction d’une équation de correction de la
pression, en négligeant pour cela la contribution des voisins sur le point central ; la
pseudo-équation de Poisson conduit à l’obtention de la correction de pression qui
est aussi utilisée pour corriger les vitesses. Dans l’algorithme SIMPLER (SIMPLE
Revised), la correction de pression ne sert qu’à corriger les vitesses. Plusieurs étapes
de correction sont utilisées pour obtenir un champ de vitesse à divergence nulle.
– Les méthodes de projection introduites par Chorin [Chorin 1967, Chorin 1968] et
leurs diverses variantes permettent de garder un formalisme mathématique plus
rigoureux. L’algorithme se décompose en deux suites d’approximation de la vitesse;
la seconde consistant à projeter le champ de vitesse issu de la première approximation
sur un espace fonctionnel adéquat (à divergence nulle).
– Les méthodes de pénalisation ou de compressiblité artificielle décrites par R. Peyret
et T. Taylor [Peyret 1983].
D’autres techniques existent, comme celles utilisant la dégénérescence à petit nombre
de Mach des algorithmes compressibles et qui permettent de résoudre les équations du
mouvement sous la condition d’incompressiblité.
Dans le programme, la résolution numérique des équations de Navier-Stokes pour les
écoulements incompressibles est effectuée par la méthode du Lagrangien Augmenté. Cette
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étape nous permet d’obtenir une prédiction du champ de vitesse. On peut y adjoindre une
correction du champ de vitesse par une projection de celui-ci sur un champ à divergence










+ U.∇U) = ρg −∇p+ ∇.[µ(∇U + ∇tU)]
(IV.10)
La discrétisation des équations par une méthode implicite permet de reformuler le
problème linéarisé. Les quantités Un, Un−1 et pn étant supposées connues, nous déterminons





n.∇Un+1) +Bi(Un+1 − U∞) = ρng




IV.2.4.1 Méthode du Lagrangien Augmenté
Un des problèmes rencontrés, lorsque l’on résout les équations de Navier-Stokes exprimées
en variables primitives vitesse-pression, concerne le traitement du couplage entre ces deux
quantités. En effet, en regardant les équations IV.11, il apparaît clairement qu’il n’existe
aucune équation explicite permettant le calcul de la pression. Toute la difficulté réside
donc dans sa détermination sous la contrainte de continuité exprimée par la relation
∇.Un+1 = 0.
Dans le cadre de cette étude, nous utilisons la méthode du "Lagrangien Augmenté"
([Khadra 1994], [Glockner 2000], [Nicolas 1997], [Vincent 1999]), apparue il y a quelques
années et élaborée dans le but de résoudre le couplage vitesse-pression induit par les
équations de Navier-Stokes écrites pour un écoulement incompressible. Il s’agit d’une
méthode de minimisation sous la contrainte de l’équation de continuité, où la pression,
qui est découplée par rapport à la vitesse, apparaît comme un multiplicateur de Lagrange
([Fortin 1982]). Ce problème d’optimisation, exprimé sous une formulation faible est
transformé en un problème de recherche de point-selle (le couple vitesse-pression) écrit
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sous une formulation forte, sans contrainte. Notons que la contrainte est en fait directement
introduite dans l’équation du mouvement sous la forme du terme de pénalisation −dr∇(∇.U)
qui couple les différentes composantes de la vitesse. Le calcul du couple vitesse-pression
est effectué par l’algorithme itératif d’Uzawa. Cet algorithme permet de s’affranchir de
conditions aux limites sur la pression.
Les itérations du Lagrangien Augmenté (notées k) sont répétées jusqu’à ce que la valeur
moyenne de la divergence de la vitesse dans l’ensemble du domaine soit suffisamment
petite. En notantK le nombre maximal d’itérations nécessaires pour satisfaire au précédent
critère, l’algorithme itératif du Lagrangien Augmenté est représenté par :
– Initialisation : Uk=0 = Un et pk=0 = pn
– Itérations : Pour k = 0 à K − 1 :




k.∇Uk+1) +Bi(Uk+1 − U∞) = ρng





– Calcul de pk+1 à partir de l’équation :
pk+1 = pk − dp∇.Uk+1 (IV.13)
– Solutions : Un+1 = Uk=K et pn+1 = pk=K
Les paramètres dp et dr, strictement positifs, sont évalués selon les critères de convergence
([Fortin 1982]). Lorsque les équations sont préalablement adimensionnées, c’est-à-dire
lorsque les grandeurs physiques associées aux champs U et p sont de l’ordre de 1, les
deux paramètres sont également choisis de l’ordre de 1. Cependant, notre code de calcul
n’est pas développé en variables adimensionnées mais en variables réelles. Le choix de ces
deux valeurs est donc un peu délicat.
IV.2.4.2 Méthode de la projection vectorielle
Comme nous l’avons expliqué précédemment, la réalisation de la contrainte d’incompressibilité
de l’écoulement dans les équations de Navier-Stokes est assurée de manière implicite par
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l’introduction d’un paramètre de Lagrange, en l’occurence la pression, en transformant le
problème en une recherche de point-selle.
Le paramètre dr de la première équation est un terme de couplage des contraintes
sur le champ de vitesse, qui doit satisfaire à la fois à l’équation de Navier-Stokes et à
l’équation de continuité. Si dr = 0, on retrouve alors une méthode de prédiction classique
où les composantes de cette équation sont résolues séparement. Pour dr → ∞, le champ
est bien à divergence nulle, mais ne satisfait pas aux équations de Navier-Stokes. La
satisfaction aux deux contraintes n’est possible qu’associée à un processus itératif interne
au lagrangien augmenté. Telle quelle, cette méthode est robuste et efficace mais conduit
à une convergence faible sur l’incompressibilité et à des temps de calculs importants pour
des approximations élevées.
La technique proposée consiste à garder la formulation implicite du lagrangien augmenté
comme étape de prédiction. Le champ de vitesse U ∗, qui correspond à la solution de
l’algorithme du lagrangien augmenté, est alors une approximation de la solution à divergence
non-nulle. Il correspond à une prédiction du champ de vitesse. Les champs Un et pn
correspondent à l’instant qui précède la résolution de l’algorithme du Lagrangien Augmenté.
Suivant la raideur du problème physique posé, l’augmentation du paramètre dr permettra
de converger vers la solution avec des pas de temps raisonnables. Dans notre méthode,
à la différence des méthodes de projection classiques, seule la correction de la vitesse
U ′ sera prise en compte pour calculer le champ à divergence nulle Un+1 et sera calculée
directement par :






−∇pn + ∇.[µn(∇Un+1 + ∇tUn+1)] + dr∇(∇.Un+1)
(IV.15)
En remplaçant Un+1 par U∗ + U ′ dans IV.15, et en prenant dr → ∞ nous obtenons
la forme finale de l’équation correspondant à l’étape de correction qui nous permet de
déterminer la correction de vitesse U ′ :
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∇(∇.U ′) = −∇(∇.U∗) (IV.16)
Les champs de vitesses Un+1 et U∗ satisfont tous deux aux conditions aux limites
physiques du problème. Nous pouvons en déduire les conditions aux limites sur U ′ qui
sont des conditions aux limites homogènes.
IV.3 Paramètres de Simulation
Lors des rentrées atmosphériques, les écoulements autour des navettes sont complexes
et leur particularité les rend très délicats à représenter. Il en va de même pour les tests
au sol, et si les conditions ne sont pas strictement identiques, leur degré de complexité
n’est pas moindre. Alors que ce travail est le premier de ce genre entrepris au sein du
laboratoire, nous ne prétendons pas arriver à la hauteur des codes pré-existants au sein
d’équipes réputées dans ce domaine ( CORIA, IVK, CEA, ONERA, ...). Toutefois, nous
souhaitons mettre en place notre méthodologie sur un cas simple, afin de disposer d’un
outil sur lequel nous pourrons ulterieurement implémenter des modèles de catalycité.
Les conditions de "l’expérience numérique" sont calqués sur celle des essais au sol, nous
considérons un plasma dont les caractéristiques au centre du tunnel de décharge sont:
vitesse de l’ordre de 100 m/s
température de l’ordre de 6000 K
masse volumique de 0,33 10−2 kg/m3
Pression 0,1 atm
Nous présentons dans les parties suivantes nos choix en matière de modélisation. Le code
AQUILON, dont nous avons exposé la méthodologie auparavant permet à l’utilisateur
de modifier la plupart des paramètres physico-chimiques de manière à s’adapter à un
grand nombre de cas d’études, d’autre part, étant développé au sein du Laboratoire, il
jouit d’une grande réactivité. Nous présenterons dans les parties suivantes le système
d’équations ainsi que les différents paramètres physico-chimiques nécessaires à la bonne
résolution de l’écoulement. Nous en profiterons pour présenter les cinétiques chimiques en
phase homogène les plus usitées et qui devront être considérées. En guise de conclusion,
nous ferons part des résultats obtenus.
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IV.3.1 Système d’équations
Dans les parties précédentes, nous avons présenté la méthodologie numérique du
code dans le cadre des équations de Naviers-Stokes, puisque ces dernières font l’objet
d’un traitement spécifique. Toutefois, les méthodes de discrétisation présentées sont, bien
entendu, utilisées pour la résolution des équations de l’énergie et de transport. Voici le
système complet d’équations que nous considérons




+ U · ∇U) = −∇p + ρg + ∇ · (µ[∇U + ∇TU ]) (IV.18)
Le choix ici de considérer l’écoulement comme incompressible provient du faible nombre
de Mach de ce dernier, et de la plus forte dépendance des paramètres vis à vis de la
température que de la pression dans la gamme considérée (Nous prenons une pression
de 0,1 atm). Bien évidemment, cela n’est qu’une étape dans la construction du problème
réel. Afin d’obtenir des réponses pour toutes les gammes de température et de pression il





+ ∇(V T ) − T∇(V )
)
= ∇ · (λ∇T ) + Φ + S +Bi (T − T0) (IV.19)















Le terme S est un terme source permettant à l’utilisateur de modifier localement l’équation
en question. Dans notre cas, il semble tout indiqué pour prendre en compte le dégagement
d’énergie dû aux réactions de surface.
En ce qui concerne l’équation de transport intégrée dans le code, il est possible
de résoudre ne équations de transport (advection+diffusion), couplées ou non par une
cinétique chimique. L’équation de transport associée à la ieme espèce s’écrit :
∂ci
∂t
+ ∇(Vci) − ci∇(Vci) + αci = ∇ · (Di∇ci) +Ri + Si (IV.21)
Le terme αci est un terme linéaire laissé à la disposition de l’utilisateur ainsi que le
terme source Si. Ri est le terme de production/destruction par réaction chimique. ci est
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la fraction massique de l’espèce i, Vci est le vecteur vitesse associé au constituant i et Di
le coefficient de diffusion de l’espèce i dans le mélange.
Considérons un système de nr réactions chimiques faisant intervenir ne espèces chimiques.









νir est le coefficient stoechiométrique de la ime espèce dans la réaction r Le taux de

















Pour qu’une réaction chimique se produise, il faut d’abord que les molécules de réactifs
entrent en contact. Pour qu’un choc soit efficace, il faut qu’il ait lieu entre des molécules
ayant atteint un certain niveau d’énergie, provenant de l’énergie cinétique de translation
relative des particules et de leur énergie interne. Si tous les chocs étaient efficaces, la
réaction serait instantanée. Arrhenius a exprimé ce facteur restrictif en donnant à la




où F est une constante appelée facteur de fréquence, T la température absolue, R la
constante des gaz parfaits et Ea l’énergie d’activation.
Il est courant de scinder Ri en la somme d’un terme de production et d’un terme
de destruction. Puisque le terme de destruction de l’espèce i contient obligatoirement la
concentration en i, on peut écrire Ri, en notant P le terme de production et L celui de










Cette séparation est implémenté dans le modèle Twostep, du code AQUILON (cf. [Glockner 2000]).
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IV.3.2 Viscosité
De nombreuses lois peuvent être utilisées pour prendre en compte la viscosité de ce
mélange gazeux, des plus simples aux plus complexes, que ce soit sous forme analytique
comme c’est le cas des lois de Sutherland, Wilke, Yos ou Armally Sutton (cf. [Perrel 1991])
ou sous forme de tableaux de données comme c’est le cas des tables JANAF.
En ce qui concerne la loi de Sutherland (cf. éq. IV.27), il convient de rappeler qu’elle









µ0 = 1.711 10−5Pl, S = 110.4K, T0 = 273.15K.
Cependant elle n’en reste pas moins efficace dans le cas d’un gaz parfait. L’utilisation d’une
loi de type Yos semble plus judicieuse. Toutefois les gammes de températures n’étant pas
très élevées ( au sens de ce problème ), l’utilisation du modèle de Wilke [Wilke 1950]
semble suffisante puisque ce dernier reste en accord avec le modèle de Yos pour des
températures allant jusqu’à 7500K. La viscosité du mélange se calcule à l’aide de celle des
espèces et d’une relation ne dépendant que des fractions massiques et des masses molaires

































µI est la viscosité de l’espèce I, ns est le nombre d’espèce totale, MI la masse molaire de
l’espèce I, CI la fraction massique de l’espèce I. Il faut donc déterminer la viscosité de
chaque espèce. Cela se fait à l’aide du modèle de Blottner :
µI = 0.1 ∗ exp [(AI × logT +BI) × logT + CI ] (IV.29)
où :
AI , BI et CI sont les coefficients de Blottner.
Les résultats obtenus à l’aide de cette relation, pour des températures allant jusqu’à 7000K
sont en accord avec ceux issus de lois plus complexes telles que celles de Sokolova et coll.





















où Ω(2,2)ii et Ω
(2,2)
ij représentent les intégrales de collision et NA est le nombre d’Avogadro.
Dans l’équation IV.30 les Fii sont des coefficients à adapter selon les espèces considérées,
par exemple pour O, F=0.9 et pour O2, F=1. Le problème du calcul des intégrales de
collision représente tout un pan de la recherche, ainsi nous utilisons celles données par les
auteurs cités (cf. annexe E). Nous présentons en Figure IV.2 les résultats obtenus pour
la viscosité de O et O2 à l’aide des relations de Blottner, Sokolova, Capitelli. L’utilisation
de la loi de Blottner sous estime un peu ce paramètre. Cependant la simplicité de mise
en oeuvre plaide pour l’utilisation de ce modèle, qui présente un comportement similaire
aux lois plus complexes.
Figure IV.2 : Comparaison des viscosités des espèces
IV.3.3 Conductivité
Le cas de la conductivité thermique du mélange se rapproche fortement de celui de
la viscosité, si ce n’est qu’une attention plus particulière est nécessaire à la différence du
100
Chapitre IV Interaction d’un jet de "plasma" avec un obstacle en cuivre
maintenu à une température de 300K
traitement entre le cas atomique et le cas moléculaire.










En revanche, dans le cas du gaz diatomique, cela n’est plus valable. L’utilisation du
formalisme d’Eucken permet de remédier à ce problème en séparant l’énergie moléculaire
en deux termes ; l’un prenant en compte l’énergie du mouvement de translation comme
pour le gaz monoatomique et l’autre tenant compte de la structure de la molécule. Cela
donne l’expression suivante :




où CVI est la capacité calorifique à volume constant de l’espèce I Une fois la conductivité

































IV.3.4 CP et CV : relation énergie-température
Les expressions de CP et de CV peuvent se déterminer à partir de la Thermodynamique
et de la Mécanique Statistique, ce qui peut donner en première approximation pour
l’énergie interne de l’espèce I et CV [Perrel 1991] :
pour les atomes :
eI = 3/2RIT + e
0
I (IV.35)
CVI = 3/2RI (IV.36)
pour les molécules
eI = 5/2RIT +
RIθVI
exp(θVI/T ) − 1
+ e0I (IV.37)





T 2[exp(θVI/T ) − 1]2
(IV.38)
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Cela permet d’éviter le calcul des exponentielles et de simplifier les calculs. Par ailleurs,















Les valeurs des coefficients aI sont données pour deux gammes de température ( supérieure
ou inférieure à 5000K ) en annexe F. Les expressions de CV et de l’énergie interne sont
rapidement obtenues par :
CVI = CPI −RI (IV.42)
eI = hI −RIT (IV.43)
IV.3.5 Coefficients de diffusion
L’équation de conservation de la masse incluant le flux de diffusion Ji s’écrit :
∂(ρCi)
∂t
+ 5(ρCiV + Ji) = ω̇i (IV.44)
L’enjeu concerne la détermination du coefficient de diffusion. De nombreux modèles
existent pour prendre en compte ce paramètre, des plus simples aux plus complexes, un
certain nombre d’entre eux ont fait l’objet d’une étude comparative [Desmeuzes 1997a].
Dans le cadre de cette étude, nous ne mettons en présence que deux espèces, l’oxygène
atomique et l’oxygène moléculaire. Nous utiliserons donc un coefficient de diffusion binaire
permettant de distinguer les molécules des atomes. Cette approximation s’emploie aussi
pour des mélanges plus complexes comme celui de l’air à 5 espèces, en considérant un
mélange constitué de molécules qui ont à peu près la même masse et le même diamètre,
et d’atomes à peu près identiques.











P < ΩAM >(1,1)
(IV.45)
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IV.3.6 Cinétiques chimiques en phase gazeuse
Nous prenons en compte les réactions de dissociation de type :
O2 +M −→ O +O +M
ainsi que la réaction inverse :
O +O +M −→ O2 +M
Le composant M joue le rôle de catalyseur, absorbant ou donnant de l’énergie mais n’étant
pas modifié dans sa composition chimique. Par soucis de simplicité, on utilisera le même
formalisme que pour les modèles de catalycité, une réaction pouvant se produire dans les
deux sens se traduisant par :
O2 +M ⇀↽ O +O +M
La vitesse de réaction directe sera notée kf , celle de la réaction inverse kr et enfin la




Le modèle chimique le plus courant pour l’air est celui qui ne considère que deux éléments
O et N sous leurs différentes formes (N2, O2, NO, N et O). Dans ce travail, nous ne prenons
en compte que l’oxygène ; le système se réduit à :
O2 +M ⇀↽ O +O +M
Parmi les modèles de cinétiques chimiques en phase gazeuse, pour les problèmes liés aux
rentrées en atmosphère, celui de Park [Park 1985] sous sa forme modifiée prenant en
compte la température de vibration est le plus utilisé. Celui de Gardiner comme cité dans
[Perrel 1991] est très proche de ce dernier toutefoi sil est pris comme processus réactionnel
le plus lent. Ils donnent les paramètres empiriques nécessaires pour calculer les constantes




Nous avons choisi de travailler avec le modèle de Park à une température, par souci
de simplicité de mise en oeuvre et pour de futures comparaisons. Les vitesses de réactions
directes s’obtiennent par :
kf = AcT
Bce−D/kT (IV.48)
où AC , BC et TC sont les constantes du modèle d’Arrhénius avec les données de Park à
une température. La vitesse de réaction inverse se déduit donc de la formule polynomiale,
expression de la constante d’équilibre, suivante :
keq = exp
(






avec Z = 10000/T , les coefficients Ai ainsi que ceux de la formule IV.48 pour ce modèle
sont donnés en annexe F.3.
IV.4 Résultats
Nous avons présenté précédemment l’ensemble des paramètres nécessaires à la résolution
de l’écoulement et de la thermique du problème. Cependant, dans les résultats que nous
présentons, nous n’avons pas pris en compte la chimie gazeuse ni la chimie des surfaces.
Nous considérons une géométrie simple, semblable à celle utilisée dans les codes α, β et
γ ([Kolesnikov 2000], [Yakushin 2001]).
IV.4.1 Géométrie du problème
Contrairement à la chaine de codes russe, seul l’écoulement autour de l’échantillon et
dans la chambre d’essai est considéré. La génération du plasma n’est donc pas résolue
par nos outils : on prendra en condition d’entrée celles issus du code α de l’IPM traitant
la génération du plasma (cf. paragraphe IV.4.2). Une représentation schématique de la
géométrie d’essai est présentée en Figure IV.3 dans laquelle le rectangle en pointillé
représente la géométrie utilisée dans la simulation numérique. La sonde de mesure, placée
au centre de la cavité d’essai, a un diamètre de 50mm ; elle peut être placée à différentes
distances de la section de sortie du tube de décharge (en l’occurence 60 mm sur le
schéma). Ce tube, qui représente la section d’entrée du plasma dans la cavité numérique,
a un diamètre de 80 mm dans notre cas. Le tout se traduit, dans une représentation 2D
axisymétrique par une cavité rectangulaire de dimension 0.2m × 0.3m, dont le côté gauche
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Figure IV.3 : Représentation schématique de la géométrie d’un essai au sol de type
plasma subsonique
présente une ouverture de 40 mm correspondant au rayon du tube de décharge ; et le coté
droit n’est par fermé. La sonde est représentée par un obstacle de 25 mm de haut et d’une
longueur équivalente à celle de la cavité (bras porte échantillon). Le coin supérieur gauche
de cet obstacle est chanfreiné.
IV.4.2 Conditions limites
Conditions d’entrée
Les conditions limites utilisées dans AQUILON pour simuler l’entrée de plasma sont
donc issues du code α et nous ont été fournies par EADS ST. Cependant, les maillages
utilisés étant différents, il est nécessaire d’interpoler les valeurs de la vitesse et de la
température pour les faire correspondre avec les points de notre grille. L’utilisation de
représentations polynomiales du second et du troisième ordre suffit à donner une précision
acceptable (cf. Figure IV.4 et Figure IV.5). En revanche, en ce qui concerne les concentrations
des espèces, le code α ne fournit pas ces données. Cependant, il est possible à partir du
profil de température de déterminer le profil des concentrations en supposant qu’il y a
équilibre chimique et thermique (cf. Annexe D).
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Figure IV.4 : Comparaison des profils de vitesse issus de α et des interpolations
polynomiales
Figure IV.5 : Comparaison des profils de température issus de α et des interpolations
polynomiales
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Figure IV.6 : Profils de concentration des espèces O et O2 en sortie de tube de décharge
Conditions sur le reste du domaine
En ce qui concerne le reste du domaine, la section de sortie est assimilée à une condition
de Neumann pour l’ensemble des équations, c’est-à-dire un flux nul sur la section de sortie.
Pour la paroi supérieure, une condition de type mur est appliquée pour la vitesse ( valeur
nulle ) et de type constante pour la température. Pour la limite gauche du domaine, dès
que z >0.04m, la même condition que précédement est appliquée. L’obstacle ne fait pas
l’objet d’un traitement particulier, si ce n’est qu’il n’y a pas de vitesse de glissement et
que la température de l’obstacle est maintenue à 300K.
IV.4.3 Paramètres numériques
Dans les parties précédentes, nous avons évoqué la méthodologie numérique disponible
pour le code AQUILON et présenté un exemple de fichier de données. Ce dernier est un
fichier-type des simulations menées (cf. Annexe C). Nous utilisons un schéma centré pour
résoudre les équations de Navier-Stokes et celle de l’énergie. Pour l’équation de transport
nous utilisons le schéma TVD. Nous utilisons un maillage de 70 × 70 (nous avons testé
des maillages de 140 × 140 ainsi que 280 × 280) raffiné le long de l’obstacle afin de
mieux décrire les couches limites. Les critères d’arrêt du calcul concernent la vitesse, la
température, les concentrations et la divergence, et sont fixés à une erreure relative de
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1.10−8 sur ces différents champs. Nous utilisons une résolution découplée de l’équation de
Navier-Stokes et de l’énergie, ce qui permet d’utiliser des pas de temps différents pour
leur résolution respective. Nous prenons un dt de 1.10−4 seconde pour Navier-Stokes et le
transport ; un pas de temps de 1.10−2 pour l’équation de l’énergie.
IV.4.4 Résultats numériques
Nous avons testé plusieurs configurations, qui se résument à une variation de la distance
obstacle/entrée du fluide. Cette distance a été fixée à 6, 8 et 15 cm. Pour ces tests,
seules les équations de l’énergie et de Navier-Stokes sont résolues. Nous avons comparé
les champs de vitesse et de température obtenus avec ceux issus des calculs de α β et
γ [Kolesnikov 1998]. Bien que ce ne soit pas la même composition et que notre modèle
ne soit pas aussi complet que celui utilisé dans ces codes, la topologie de l’écoulement
et du champ de température est strictement identique. Le développement de la couche
limite autour de l’obstacle apparaît bien; le point d’arrêt est bien décrit. L’augmentation
du nombre de maille dans le champ proche de l’obstacle permet de mieux décrire les
phénomènes de la couche limite mais demande un temps de calcul plus important. Les
maillages plus fins permettent aussi de mieux décrire les phénomènes se produisant le
long de la partie rectangulaire de l’obstacle représentant le porte échantillon, cependant
cette zone ne présente que peu d’intérêt pour cette étude qui se focalise sur l’interaction
jet/obstacle. C’est pourquoi, après avoir testé les trois configurations, nous avons décidé de
garder le maillage de 70 × 70 pour le reste de l’étude. En ce qui concerne les phénomènes
énergétiques, la couche limite thermique se développe de la même manière, si ce n’est
qu’elle est plus importante à cause des conditions rencontrées : un jet à haute température
et un obstacle maintenu à une température de 300K. Quelle que soit la distance séparant
l’entrée du jet de l’obstacle, le même schéma se retrouve, reproduisant ainsi la stabilité
des jets de plasma subsoniques lors des tests.
Sur l’axe de symétrie, le point d’arrêt est clairement visible. En considérant un point
juste au dessus de la ligne de point d’arrêt, l’évolution de la vitesse normale et de la
vitesse tangentielle nous renseigne sur la formation des couches limites. Une estimation
de l’épaisseur des couches limites peut alors être faite, dans chacun des cas, en observant
l’évolution de la vitesse radiale (cf. Figure IV.13). Elle augmente jusqu’à ce que la couche
limite intervienne et les forces visqueuses entrainent alors une diminution de l’amplitude
de la vitesse tangentielle jusqu’à atteindre une valeur nulle à la paroi, traduisant une
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Figure IV.7 : Lignes de courant autour d’un obstacle situé à 15 cm de la section de
sortie
Figure IV.8 : Champ de température (en K) autour d’un obstacle situé à 15 cm de la
section de sortie
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Figure IV.9 : Lignes de courant autour d’un obstacle situé à 8 cm de la section de sortie
Figure IV.10 : Champ de température (en K) autour d’un obstacle situé à 8 cm de la
section de sortie
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Figure IV.11 : Lignes de courant autour d’un obstacle situé à 6 cm de la section de
sortie
Figure IV.12 : Champ de température (en K) autour d’un obstacle situé à 6 cm de la
section de sortie
IV.4 Résultats 111
Figure IV.13 : Evolution de la vitesse radiale pour un point situé juste au dessus de la
ligne d’arrêt
condition d’adhérence. De même, l’observation de l’évolution de la température sur la
ligne de point d’arrêt montre une forte décroissance de cette dernière dans un champ
proche de l’obstacle, traduisant la présence de la couche limite thermique et l’influence de
la température de l’obstacle maintenue à 300K (cf. Figure IV.14). La faible diffusivité du
schéma numérique choisi, les faibles coefficients de diffusion concernant notre cas ainsi que
la non prise en compte des réactions hétérogènes ont pour résultats des concentrations
constantes le long des lignes de courant comme on peut le voir sur les figures IV.15 et
IV.16.
Position 60 mm 80 mm 150 mm
δV 3.2 mm 4.3 mm 7.9 mm
δT 6.4 mm 8.4 mm 8 mm
Tableau IV.2 : Epaisseur des couches limites thermique et dynamique en fonction de la
distance Section de sortie / Obstacle
La non prise en compte des réactions hétérogènes citées précédemment ainsi que la
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Figure IV.14 : Evolution de la température sur la ligne d’arret pour 3 positions de
l’obstacle
Figure IV.15 : Concentration en oxygène atomique autour d’un obstacle placé à 8cm
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Figure IV.16 : Concentration en oxygène moléculaire autour d’un obstacle placé à 8cm
non-réactivité de la paroi participent à cet effet. Nul doute que la prise en compte de
ces étapes, qui jouent un rôle important dans la production et la destruction des espèces
chimiques introduirait des variations importantes notamment dans la couche limite où
existent de forts gradients de température.
IV.5 Conclusion
Bien qu’en l’état, la simulation complète d’un test au sol, avec une prise en compte
du non équilibre chimique et des réactions de surface, soit loin d’être atteinte dans cette
thèse, les résultats obtenus ont montré la possibilité du code Navier-Stokes AQUILON
pour servir de base à l’implémentation de modèle macroscopique de prise en compte de
la catalycité et ce afin de s’intéresser au problème que pose la gestion des termes sources
associés à ce phénomène.. Les champs de température et de vitesse présentent les mêmes
caractéristiques que ceux obtenus par des outils tels que le code de l’IPM ou celui du VKI.
Les épaisseurs de couches limites correspondent aux ordres de grandeur que l’on peut
trouver dans la littérature. Toutefois une comparaison quantitative est inutile à cause de
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maintenu à une température de 300K
l’absence de prise en compte de phénomènes chimiques. Par ailleurs, l’introduction des
réactions chimiques dans la phase gazeuse est facilitée par la présence du solveur TWO
STEP (bien que cela n’ait pu être réalisé dans le temps imparti de cette thèse), déjà
présent dans le code. Enfin, en ce qui concerne les réactions de surface, les différents
modèles étudiés dans I peuvent s’adapter au code AQUILON. Il est clair à travers ce
chapitre que le code Aquilon permet de représenter l’écoulement lors d’un test au sol
en vue de la qualification d’un matériau. Cependant, en l’état actuel des travaux, nous
sommes pleinement conscient du chemin qu’il reste à parcourir. L’introduction dans le
code de la cinétique chimique de Park en vue d’une future loi pariétale de conservation
des espèces semble être la suite logique du travail entrepris. L’introduction d’un modèle de
catalycité du type Scott ne semble pas approprié du fait de la non description des étapes
de catalyse. En revanche une comparaison entre le modèle de Willey, tout à fait adapté au
cas d’un mélange d’atome et de sa molécule associée, et celui de Nasuti serait interessante





La rentrée atmosphérique est un problème complexe mettant en jeu de nombreux
domaines scientifiques et qui, à travers les différentes contraintes techniques, a engendré
une grande émulation dans le domaine des écoulements hypersoniques et des phénomènes
thermochimiques.
Comme nous l’avons présenté dans ce mémoire, un seul des aspects de ce problème, la
catalycité, représente un problème majeur dont l’intérêt est crucial pour le bon comportement
des navettes soumises à des flux de chaleur importants. La difficulté ne réside pas seulement
dans la complexité des domaines mis en jeu, mais également dans la difficulté à obtenir
des données expérimentales. Les essais en vol sont extrêmement chers et présentent des
contraintes techniques importantes, alors que les essais au sol ne permettent que très
rarement de reproduire les conditions de vols et la complexité des mesures n’en est pas
moindre.
Malgré cela, des moyens d’essais tels que les torches à plasma ou le MESOX, permettent
de mener des campagnes expérimentales d’investigation de la catalycité. Ces mesures
servent alors à renseigner ou à valider des modèles cinétiques de prise en compte des
phénomènes de recombinaisons à la paroi.
L’orientation de notre travail a été résolument de privilégier une meilleure connaissance
des phénomènes à l’échelle atomique et moléculaire, les modèles macroscopiques arrivant
à un point de blocage.
Dans le premier chapitre, qui présente une brève définition de la catalycité (on pourra
se reporter à [Czerniak 1996] pour plus de renseignements), nous nous sommes attardés
sur les différents modèles cinétiques qui permettent de prendre en compte ce phénomène
et donc de représenter les sources d’énergies supplémentaires. En effet, le phénomène de
recombinaison est associé à un dégagement de chaleur, le plus souvent pris comme étant
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égal à l’énergie de dissociation de la molécule, A2 dont on tient compte à travers le taux
de disparition des atomes ainsi que le paramètre β, qui traduit la proportion d’énergie
allant à la surface. Ces modèles cinétiques sont d’autant plus proches de la réalité, qu’ils
reproduisent les processus élémentaires. Cependant, un tel niveau de détails dans la
description nécessite un grand nombre de paramètres qui sont autant de potentiomètres à
régler. Une autre approche [Halpern 1978] propose de considérer une approche microphysique
de ce phénomène et de calculer directement les coefficients γ et β en considérant chacune
des étapes du processus. Cela passe par des calculs de dynamique moléculaire afin de
déterminer les paramètres nécessaires. Cette approche, reprise par Cacciatore et coll.[Cacciatore 1999],
profite de l’explosion des moyens de calculs ainsi que des nouvelles approches théoriques
pour offrir un nouveau point de vue. Nous proposons de concilier ces différentes approches,
en utilisant les résultats issus de l’étude microphysique, dans un premier temps pour
calculer les données nécessaires aux modèles macroscopiques de catalycité puis si possible
de calculer directement les paramètres γ et β .
Le développement de nouvelles techniques numériques combiné aux puissances grandissantes
des calculateurs permet aujourd’hui d’utiliser des outils d’une grande précision pour
l’étude des réactions chimiques. La méthode DFT, dont nous avons rappelé quelques
éléments, rend aujourd’hui possible des études microphysiques ab initio à l’aide d’outils
numériques tel que le logiciel VASP par exemple. L’exploitation de ces résultats et l’utilisation
d’une méthode d’interpolation éprouvée (CRP) nous a permis de mener une étude complète
des phénomènes de réactions de surface. L’idéal étant de décrire l’ensemble des processus
de recombinaisons hétérogènes, il était naturel de commencer par l’étape de peuplement
de la surface : l’adsorption. En effet, toute recombinaison passe par cette étape, il est donc
nécessaire de comprendre exactement l’évolution du processus, la dissipation de l’énergie,
le mouvement des atomes à la surface, avant de s’intéresser à la recombinaison elle-même.
D’autre part, de nombreux modèles ont besoin des probabilités d’adsorption des atomes,
quantités que l’on peut estimer par ces outils.
La troisième partie de ce mémoire présente l’ensemble des résultats obtenus à travers
l’étude microphysique de l’adsorption. Le point le plus important concerne la rapidité
de l’échange d’énergie entre l’adsorbat et la surface et soulève des questions quant à la
possibilité d’obtenir des réactions de type Langmuir-Hinshelwood sur le système considéré.
De plus, cette étude a permis de valider la méthodologie employée et fourni les premiers
paramètres nécessaires à l’utilisation du modèle de Halpern et Rosner. La finalité étant de
pouvoir fournir les paramètres nécessaires aux modèles macroscopiques de catalycité et si
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possible de calculer de manière analytique les coefficients γ et β pour le système considéré.
Toutefois avant d’arriver à ce résultat, il est nécessaire de déterminer les interactions entre
la surface et la molécule formée ; nous reviendrons sur ce point dans les perspectives de
recherche. En ce qui concerne les modèles cinétiques de la catalycité, les résultats obtenus
nous permettent de renseigner certains des paramètres nécessaires à leur fonctionnement
(énergie d’adsorption, probabilité de collage, nombre de sites disponibles). Bien que le cas
d’une surface de cuivre dans un plasma d’oxygène ne soit pas représentatif d’une rentrée
réelle, la comparaison des résultats obtenus par l’étude microphysique et ceux donnés par
les modèles de prédictions de catalycité peut se révéler intéressante en ce qui concerne la
précision de ces derniers et la validation des hypothèses employées.
La dernière partie de ce mémoire contient les travaux effectués afin d’adapter le code
AQUILON au problème de catalycité. L’objectif que sous-tend ce travail est d’avoir une
meilleure compréhension du phénomène d’échauffement et d’être capable de l’évaluer. Il
était donc nécessaire d’intégrer l’ensemble des lois de comportement du fluide au sein
d’une simulation qui permet de quantifier les flux de chaleur engendrés. L’adaptation
du code AQUILON, pour assurer ce point était un passage obligé afin de servir de base
pour une future implémentation d’un modèle de catalycité. S’il faut admettre que nous
sommes loin de pouvoir comparer notre simulation avec celles des codes existants, nous
avons toutefois montré la possibilité du code à reproduire ces phénomènes complexes. Par
ailleurs, il convient aussi de rappeler que la présence d’un module de chimie au sein de
ce code devrait faciliter les futurs travaux sur ce sujet. Le choix du modèle cinétique de
prise en compte de la catalycité dépend du but recherché. L’obtention de résultats peut
être rapide en prenant un modèle relativement simple qui permettrait d’obtenir quelques
points de comparaison. En revanche, pour utiliser l’ensemble des paramètres et avoir
une description plus détaillée du phénomène, il faudra s’orienter vers un modèle de type
Nasuti.
Enfin s’il faut reconnaitre que l’introduction d’un modèle de catalycité dans le code
Aquilon qui était un des objectifs du travail, n’est pas atteinte, c’est en grande partie car
la priorité a clairement été donnée, en totale concertation entre les partenaires industriels
et académiques, à la compréhension du phénomène à l’échelle atomique et à l’étude du




Cette thèse de Mécanique, dont l’orientation physico-chimique est évidente sera poursuivie
par un autre travail dont l’approche est encore plus axée sur la chimie des surfaces
et les aspects de dynamique moléculaire. Cette partie de l’étude de la catalycité étant
peu développée, quelques possibilités nous semblent intéressantes à étudier. Les calculs
réalisés ouvrent la voie à la construction d’une surface d’énergie potentielle O2/Cu. Cette
surface permettra d’analyser sur le plan microphysique les différentes réactions ayant lieu
sur la surface. L’objectif de cette analyse microphysique, étant bien sûr, de fournir les
paramètres microphysiques qui alimentent les modèles cinétiques macro-physiques. Par
ailleurs, cette perspective permettrait d’obtenir les derniers paramètres nécessaires au
calcul des paramètres γ et β selon le modèle de Halpern & Rosner.
Cette étude complexe a déjà débuté au sein du LPCM. Cependant une description
complète des interactions molécule/surface (problème 6D) nécessiterait beaucoup de temps
d’où l’idée d’utiliser une surface construite à partir des résultats obtenus par ces travaux et
de quelques calculs supplémentaires concernant O2/Cu. Cette surface LEPS (du nom des
auteurs London Eyring Polanyi et Sato) permet de rendre compte d’une interaction à 3
corps (2 atomes d’O et la surface) à partir d’ingrédients de paire c’est-à-dire les potentiels
d’interaction O/Cu et le potentiel de la molécule diatomique O2. La LEPS est une forme
analytique de potentiel qui comprend des paramètres ajustables (paramètres de Sato) qui
permettent d’ajuster la hauteur et la position de la barrière de dissociation de O2 près
de la surface. Ainsi, à partir des calculs réalisés dans cette étude et de quelques calculs
moléculaires (calculs le long du chemin de dissociation de O2 lorsque la molécule est en
position top, bridge et hole), on peut obtenir une surface complète 6D à moindre frais !
L’idée sera ensuite de tester si cette version « simple » du potentiel est suffisante pour
le calcul des paramètres dynamiques. Parallèlement à cela, il existe des expérimentations
permettant de projeter un jet atomique sur des surfaces parfaitement propres. L’intérêt
des comparaisons expérimentation/calcul n’étant plus à démontrer, une collaboration avec
une équipe réalisant de telles expériences serait bénéfique. Le système O2/Cu n’étant
pas encore totalement défini, ce travail pourrait se faire en utilisant la surface N2/W
déjà étudié au sein du LPCM. Dans un futur plus lointain, l’étude de la surface de
cuivre oxydée (bien plus probable et plus proche des conditions réelles de test) pourrait
être la première étape conduisant à l’étude de matériaux réels de protection thermique.
L’utilisation des paramètres obtenus par les études microphysiques, permettrait alors de
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renseigner les modèles cinétiques de recombinaisons hétérogènes utilisés comme condition
limite dans les codes de dynamique des fluides. De plus, ces études permettraient de
calculer les coefficients γ et β à l’aide des relations établies par Halpern et Rosner, faisant
de ces coefficients les données d’un problème et non plus les inconnues. D’autre part, une
description complète des processus permettrait d’évaluer les quantités d’énergie échangées
avec la surface et ce, à chaque étape de la recombinaison. Enfin, la description complète
des réactions de recombinaison permettrait d’apporter un oeil critique sur les hypothèses
régissant la construction des modèles cinétiques.
L’introduction d’un de ces modèles dans le code de calcul de dynamique des fluides,
est bien sûr l’étape clef qu’il reste à accomplir. Evidemment, il faut coupler cette cinétique
de surface à celle existant dans le gaz et dont les paramètres ont été présentés dans ce
mémoire. L’évolution de la concentration des espèces est un point crucial dans l’évaluation
du surplus de chaleur généré dans le champ proche du bouclier ; les taux de production et
de destruction des espèces permettant de construire le terme source énergétique supplémentaire
à introduire dans la résolution de l’équation de l’énergie. La préparation des outils de
simulation macroscopique effectuée dans cette thèse, est une base pour l’implémentation
et le développement de nouveaux modèles macroscopiques.

Annexe A
Fichier de données pour VASP
A.1 Fichier de position des atomes du slab et de l’atome
d’oxygène: POSCAR
Cu(Slab) [100]
2.56892 <- Paramètre d
2.0 0.0 0.0 <- Facteur de translation suivant X
0.0 2.0 0.0 <- Facteur de translation suivant Y
0.0 0.0 10.0 <- Facteur de translation suivant Z
12 1 <- Nombre d’atomes dans le slab, Nombre d’adsorbats
cartesian












0.5 0.5 1.08901795 <- Position de l’adsorbat
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cartesian












0.0 0.0 -0.1 <- Variation de position de l’adsorbat
A.2 Fichier des données du calcul: INCAR
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Ces fichiers sont volumineux, par conséquent ils ne sont pas reproduits ici. Toutefois
il faut intégrer les deux pseudopotentiels du Cu et de O dans un fichier POTCAR. Ci-
dessous, nous présentons le début du fichier de pseudopotentiel pour le Cuivre.
PAW_GGA Cu 05Jan2001
11.0000000000000000
parameters from PSCTR are:
VRHFIN =Cu: d10 p1
LEXCH = 91
EATOM = 1393.0707 eV, 102.3878 Ry
TITEL = PAW_GGA Cu 05Jan2001
LULTRA = F use ultrasoft PP ?
IUNSCR = 1 unscreen: 0-lin 1-nonlin 2-no
RPACOR = 2.000 partial core radius
POMASS = 63.546; ZVAL = 11.000 mass and valenz
RCORE = 2.300 outmost cutoff radius
RWIGS = 2.480; RWIGS = 1.312 wigner-seitz radius (au A)
ENMAX = 273.246; ENMIN = 204.934 eV
RCLOC = 1.712 cutoff for local pot
LCOR = T correct aug charges
LPAW = T paw PP
EAUG = 516.456
DEXC = -.002
RMAX = 2.789 core radius for proj-oper
RAUG = 1.300 factor for augmentation sphere
RDEP = 2.302 core radius for depl-charge
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QCUT = -4.481; QGAM = 8.963 optimization parameters
Annexe B
Fichier de données pour DynaCuO
Le fichier de données de DynaCuO récapitule l’ensemble des données précalculées ainsi
que les paramètres numériques de résolution.
2.56892d0 <-- distance d’equilibre entre atomes de surface 1ers voisins
90.0 <-- angle forme par vecteurs de reseau de la surface
4 <-- taille de supercellule en X
4 <-- taille de supercellule en Y
4 <-- nombre de couches atomiques de surface
+300.d0 <-- temperature de surface (si <0, surface gel?)
16.d0 <-- masse de l’adsorbat (g/mol)
63.55d0 <-- masse atomique / atome de surface (g/mol)
1.6d13 <-- constante de force de la surface (s-1)
0 <-- iGLO=0 -> GLO off / iGLO=1 -> GLO on
315.d0 <-- temperature de Debye de surf (cf Ashcroft & Mermin, ch23)
1.d-3 <-- pas de temps (ps) d’equilibration de la surface
10000 <-- nbe de pas d’equilibration de la surface
1000000 <-- nbe max de points par traj
1.d-4 <-- pas de temps de la dynamique de traj (ps)
5.d0 <-- temps max par traj (ps)





Fichier de données pour Aquilon
************************************************************************
************************************************************************
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GRILLE EXPO2 NB_DOMX 2 NB_DOMZ 2
XDEB 0.0 XFIN 0.08 NB_MAIL 30 TYPE 1 TAILLE_MAIL 1.D-3
XDEB 0.08 XFIN 0.3 NB_MAIL 40 TYPE 4 TAILLE_MAIL 1.D-3
ZDEB 0.0 ZFIN 0.04 NB_MAIL 40 TYPE 0 TAILLE_MAIL 1.D-3












COEFF_DIFFUSION O PLASMA 1.D-4
COEFF_DIFFUSION O2 PLASMA 1.D-4
------------------------------------------------------------------------












- CONDITIONS AUX LIMITES
------------------------------------------------------------------------
LIMITE VITESSE GAUCHE PAROI
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LIMITE VITESSE DROITE NEUMAN
LIMITE VITESSE SUP PAROI
-LIMITE VITESSE SUP LIBRE2 MIN 0.18D0 MAX 0.2D0
LIMITE VITESSE INF SYMETRIE
LIMITE TEMPERATURE GAUCHE CONSTANTE 300.D0
LIMITE TEMPERATURE DROITE NEUMAN
LIMITE TEMPERATURE SUP CONSTANTE 300.D0
LIMITE TEMPERATURE INF NEUMAN
LIMITE O GAUCHE CONSTANTE 0.D0
LIMITE O DROITE NEUMAN
LIMITE O INF NEUMAN
LIMITE O SUP PAROI
LIMITE O2 GAUCHE CONSTANTE 0.D0
LIMITE O2 DROITE NEUMAN
LIMITE O2 INF NEUMAN




INITIALISE PRESSION DOMAINE VAL 10132.5D0




OBSTACLE PLEXI RECTANGLE PT1 0.08D0 0.D0 PT2 0.091D0 0.014D0
OBSTACLE PLEXI CERCLE CENTRE 0.091 0.014 RAYON 0.011
OBSTACLE PLEXI RECTANGLE PT1 0.091D0 0.D0 PT2 0.3D0 0.025D0
IMPOSITION TEMPERATURE RECTANGLE PT1 0.08D0 0.D0 PT2 0.091D0 0.014D0 VAL 300.D0
IMPOSITION TEMPERATURE RECTANGLE PT1 0.091D0 0.D0 PT2 0.3D0 0.025D0 VAL 300.D0
IMPOSITION TEMPERATURE CERCLE CENTRE 0.091 0.014 RAYON 0.011 VAL 300.D0
========================================================================
=========================== PARAMETRES NUMERIQUES ======================
========================================================================
------------------------------------------------------------------------
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- TESTS D’ARRETS
- -----------------------------------------------------------------------






























O2 + A ⇀↽ O +O + A (D.1)
r






ν ′′i Ai (D.2)
On peut alors écrire:
dni
dt















Si cette équation est écrite pour notre cas, en considérant l’espèce O2, on obtient:
dnO2
dt





En transformant cette expression, en considérant des fractions molaires, elle s’écrit alors:
dXO2
dt





où: Xi = ni/NA.
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réactions directes. Pour les exprimer en moles, il faut utiliser la relation: KfO2 = kfO2 .NA.











Passons maintenant en concentration massique: Xi =
Ci.ρ
mi






































Puisque nous considérons un mélange binaire, nous pouvons écrire: CO2+CO = 1 L’équation




(1 + CO)ρT (D.9)
Si on se place à l’équilibre, il n’y a pas de variation de concentration. Par conséquent
dCO2
dt












CO2 − C2O (D.10)







avec Ke = 1200.T 0.5e−59400/T
Annexe E
Influence des intégrales de collisions
Les formules de calculs de propriétés de transport de Sokolova [Sokolova 1998] et
Capitelli [Capitelli 1998] font appel aux intégrales de collisions. Nous avons comparés
les résultats obtenus pour la formule de Sokolova en utilisant deux jeux d’intégrales de
collision, celle fournie dans [Sokolova 1998] et celle de [Fertig 1998].











où A = 1004.7 , et α = 3.79.
Approximation de l’intégrale de collision pour O2 (Sokolova):
Ω2,2O2O2 = 31.65x
−0.145e−0.01557x (E.3)
avec x = T
1000
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Ω2,2OO A B C D E
-0.000024 -0.003568 0.08813 -0.9405 6.576
Tableau E.1 : Coefficients pour Ω2,2OO
Ω2,2O2O2 A B C D E
0.003417 -0.1248 1.648 -9.521 23.91
Tableau E.2 : Coefficients pour Ω2,2O2O2
Figure E.1 : Influence des intégrales de collisions sur le calcul de la viscosité
Annexe F
Définition des constantes
F.1 Tables de Balakrishnan
Ces tables donnent les coefficients polynomiaux de chaque espèce nécessaire pour le
calcul du CP et de l’enthalpie.
O2 O N2 N NO
a1 3.267 2.6428 3.1537 2.4957 3.2374
a2 1.1324 10−03 -1.7596 10−04 9.9452 10−04 2.3583 10−05 1.0949 10−03
a3 -2.7934 10−07 6.0750 10−08 -2.4649 10−07 -2.3125 10−08 -3.0406 10−07
a4 2.5253 10−11 5.2372 10−12 2.0863 10−11 6.3101 10−12 2.7880 1011
a5 2.0093 10−17 -5.0993 10−18 -3.2876 10−18 1.7852 10−19 5.8089 10−18
a6 -1.0243 1003 2.9215 1004 -9.8236 1002 5.6165 1004 9.8555 1003
Tableau F.1 : Coefficients pour des températures comprises entre 300 et 5000K
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O2 O N2 N NO
a1 2.2893 2.3584 7.7777 1.3388 5.7368
a2 6.7967 10−04 8.8833 10−05 -1.1912 10−03 4.2074 10−04 -4.6021 10−04
a3 -2.3506 10−08 -9.4390 10−09 1.2541 10−07 -2.9324 10−08 5.2992 10−08
a4 1.1871 10−13 4.5843 10−13 -3.0949 10−12 9.1878 10−13 -1.2892 1012
a5 -5.3044 10−20 1.7023 10−20 -2.1690 10−20 4.3496 10−20 -1.3044 10−20
a6 2.8033 1003 2.9356 1004 -8.5376 1003 5.8083 1004 6.4811 1003
Tableau F.2 : Coefficients pour des températures comprises entre 5000 et 25000K
F.2 Coefficients pour la loi de Blottner
Espï¿1
2
es AI BI CI
O2 0.0449290 -0.0826158 -9.2019475
O 0.0203144 0.4294404 -11.6031403
N2 0.0268142 0.3177838 -11.3155513
N 0.0115572 0.6031679 -12.4327495
NO 0.0436378 -0.0335511 -9.5767430
Tableau F.3 : Coefficients pour le calcul de la viscosité des espèces
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F.3 Constantes pour les cinétiques chimiques
Coefficients intervenant dans le calcul de la constante d’équilibre
réaction A1 A2 A3 A4 A5
O2 ⇀↽ O +O 1.335 -4.127 -0.616 0.093 -0.005
Tableau F.4 : Coefficients pour le calcul de constante d’équilibre
Constantes pour les réactions directes pour le modèle de Park:
réaction M A B Θ
O2 ⇀↽ O +O O 8.250 1013 -1.000 59500
O2 2.750 1013 -1.000 59500
Tableau F.5 : Coefficients pour le calcul des vitesses de réaction directe
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ETUDE MICROPHYSIQUE DES TRANSFERTS D'ENERGIE LORS DES 
PHENOMENES DE RENTREE ATMOSPHERIQUE 
Résumé : 
 
Cette thèse a pour objet l’étude précise du phénomène de recombinaison hétérogène 
qui génère un surplus de chaleur au voisinage des boucliers de protection thermique lors des 
rentrées atmosphérique. Outre la complexité du problème aérothermique, il est nécessaire de 
prendre en compte les déséquilibres chimiques induits par la couche de chocs précédant le nez 
des engins spatiaux. En prenant en compte la particularité des essais de caractérisation au sol 
des matériaux, à savoir des jets de plasma afin de reproduire les écoulements à haute 
enthalpies, nous avons mené une étude sur les différents modèles de catalycité, qui a souligné 
le manque cruciale de données quant aux paramètres utilisés. En nous basant sur un cas un 
peu plus académique, un obstacle en cuivre placé dans un « plasma » d’oxygène dissocié, une 
étude parallèle de l’échelle macroscopique et microscopique a été mise en place afin d’obtenir 
une compréhension fine des phénomènes. L’outil numérique AQUILON a été validé pour la 
simulation du jet de plasma sur l’obstacle en cuivre. Une étude théorique de l’adsorption d’un 
atome d’oxygène sur une surface de cuivre a été réalisée permettant d’aboutir a des résultats 
de dynamique moléculaire permettant d’obtenir des informations sur les échanges d’énergies, 
le déplacement des atomes à la surface et l’énergie d’adsorption. 
 
Mots-clés : Transfert d’énergie, catalycité, ab initio, recombinaison, plasma, 





A MICROPHYSIC STUDY OF THE ENERGY EXCHANGE DURING 
ATMOSPHERIC RE-ENTRY PHENOMENA 
Abstract: 
 
We made a fine study of the heterogenous recombination, phenomena that involves a 
thermal overload in the vincinity of thermal protection system during atmospheric re entry. 
Considering the ground test configuration of inductive plasma torch, a study of catalytic 
models showed a lack of information concerning the microphysic parameters. We choose a 
simple case, a copper probe in an oxygen plasma jet, in order  to investigate both macroscopic 
and microscopic scale. The goal was to obtain a better knowledge of this phenomena. The 
numerical tool AQUILON was used to perform the simulation of  the plasma jet over the 
copper probe. A study of the adsorption of atomic oxygen on an copper surface Cu(100) was 
made using VASP and molecular dynamic to obtain informations on the energy exchange, the 
movement of atom on the surface. 
 
Key words: energy exchange, Catalytic, ab initio, recombination, plasma, laminar, 
gas/surface interaction 
