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ОБ ОБЪЕМЕ СКРЫТНО ВНЕДРЯЕМЫХ ДАННЫХ НА ОСНОВЕ 
СУБИНТЕРВАЛЬНОГО АНАЛИЗА ИЗОБРАЖЕНИЙ
Скрытное (стеганографическое) внедрение данных в изображения [3, С. 
168] в настоящее время применяют для контроля за распространением и ис­
пользованием мультимедийных файлов, содержащих важную информацию.
В работах [4, С. 201; 1, С. 192-195] разработан метод скрытного внед­
рения данных в изображения на основе субинтервального анализа в рамках 
косинус преобразования. При проведении субинтервального анализа приме­
няются субинтервальные матрицы косинус преобразования [5, С. 185-186; 2, 
С. 19-20].
При скрытном внедрении данных в изображения на основе математи­
ческого аппарата субинтервальных матриц косинус преобразования объем 
скрытно внедренных данных в битовом виде определяется количеством ре­
комендованных для внедрения проекций изображения-контейнера на соб­
ственные векторы данных матриц. При этом для устойчивого (без искаже­
ний) извлечения внедренных данных необходимо применять собственные 
векторы, соответствующие близким к единице собственным числам субин­
тервальных матриц, соответствующих рекомендованным для внедрения ча-
206
стотным субинтервалам. Частотные субинтервалы строятся на основании 
разбиения двумерной частотной области определения косинус преобразова­
ния на подобласти. Авторами показано, что частотным субинтервалам, реко­
мендованным для скрытного внедрения, соответствуют незначительные доли 
энергии изображения, в следствие этого, модификация проекций в данных 
субинтервалах не вызывает визуально заметных искажений изображения- 
контейнера, содержащего внедренные данные.
В данной работе в качестве оценки количества субинтервалов, ре­
комендованных для скрытного внедрения, принято следующее значение:
= 0.25^1 R2, (1)
где Ri, R2 - количество разбиений области определения косинус преобразо­
вания вдоль каждой из частотных осей. Оценка (1) соответствует количеству 
частотных субинтервалов, рекомендованных для скрытного внедрения, при 
проведенных различных вычислительных экспериментов.
Обозначим, Ji - оценка количества собственных чисел субинтерваль­
ных матриц, близких к единице в смысле £ -приближения:
Ai > 1 г = 1,2,..., Ji, (2)
где £ - малое положительное число.
Тогда, потенциально возможный объем Vo скрытно внедренных дан­
ных (количество внедренных бит), соответствует количеству проекций, кото­
рые рекомендуются для внедрения, и определяется соотношением:
Vo = «int J1J1 = 0.25Ri2Ji2 , (3)
при условии, что используется разбиение на R1 х R1 субинтервалов (равное 
количество вдоль частотных осей) и изображение-контейнер имеет размер­
ность N1 х N1 пикселей (квадратное изображение).
Рассмотрим результаты вычислительных экспериментов по оценива­
нию величины J1 - количества собственных чисел субинтервальных матриц, 
близких к единице в смысле £ -приближения.
В таблице 1 приведены оценки величины J1 для различных значений £ 
при размерности изображения-контейнера N1 = 512.
Таблица 1. Количество собственных чисел, близких к 1 в смысле s- 
приближения, при N1 = 512
R1 е-приближение к 1
10-5 10-4 10-3 10-2
4 120 120 122 124
8 56 58 58 60
16 24 26 28 28
32 10 10 12 12
64 2 4 4 6
128 0 0 0 2
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В таблице 2 приведены оценки величины для различных значений е 
при размерности изображения-контейнера N\ = 256.
Таблица 2. Количество собственных чисел, близких к 1 в смысле е- 
приближения, при N\ = 256
Ri е-приближение к 1
iQ—5 iQ—4 iQ—3 iQ—2
4 56 58 58 60
8 24 26 28 28
16 10 10 12 12
32 2 4 4 6
64 0 0 0 2
В таблице 3 приведены оценки величины J^ для различных значений е 
при размерности изображения-контейнера N\ = 128.
Таблица 3. Количество собственных чисел, близких к 1 в смысле е- 
приближения, при Ni = 128
Ri е-приближение к 1
iQ—5 iQ—4 iQ—3 iQ—2
4 24 26 28 28
8 10 10 12 12
16 2 4 4 6
32 0 0 0 2
Данные, приведенные в таблицах 1-3, показывают, что величина Ji 
возрастает с увеличением е отличия собственных чисел от 1, и убывает с 
увеличением Ri количества субинтервалов вдоль частотой оси.
В соответствии с данными, приведенными в таблицах 1-3, и соотноше­
нием (3), вычислены значения потенциально возможного объема Vq скрытно 
внедренных данных при различных значениях Ni, Ri и е , а также построены 
соответствующие графики
На рисунке 1 приведены графики зависимости объема Vq скрытно 
внедренных данных (количество бит данных) от величины Ri при различных
—5 —4 —3 —2значениях е ={iQ , iQ , iQ , iQ } (e-5, e-4, e-3, e-2) и различных раз­
мерностях изображения-контейнера Ni = 5i2 (Рис. 1а), Ni = 256 (Рис. 1б) и 
Ni = i28 (Рис. 1в).
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Рисунок 1. Потенциально возможный объем скрытно внедренных в изобра­
жения данных: а - при N\ = 512, б - при N\ = 256, в - при N\ = 128
Данные, приведенные на рисунке 1, показывают, что потенциально 
возможный объем скрытно внедренных в изображения данных снижается с 
увеличением количества частотных субинтервалов, образованных при разби­
ении области определения косинус преобразования при субинтервальном 
анализе изображений.
Исследование выполнено при финансовой поддержке РФФИ в рамках 
научного проекта № 19-07-00657.
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