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Neste trabalho faremos um estudo das equac¸o˜es de movimento de fluidos viscosos incompress´ıveis
com fenoˆmenos de difusa˜o, no que diz respeito a` existeˆncia, unicidade e regularidade de soluc¸o˜es.
Para situar o problema, faremos inicialmente, uma ligeira discussa˜o sobre a sua formulac¸a˜o.
Consideramos o escoamento de um fluido numa regia˜o Ω ⊂ IRn (n = 2 ou 3), consistindo de dois
componentes com densidades caracter´ısticas ρ1 e ρ2 (supostas constantes positivas) e velocidades
caracter´ısticas v1 = v1(x, t) e v2 = v2(x, t), respectivamente. Admita que as concentrac¸o˜es de
massa e de volume do primeiro fluido sejam dadas por a(x, t) e b(x, t), respectivamente. Definimos a
densidade me´dia pela expressa˜o ρ(x, t) = b(x, t)ρ1 + (1− b(x, t))ρ2, a velocidade me´dia de massa da
mistura por v(x, t) = a(x, t)v1(x, t)+ (1−a(x, t))v2(x, t) e a velocidade me´dia de volume da mistura
por u(x, t) = b(x, t)v1(x, t) + (1− b(x, t))v2(x, t).
As equac¸o˜es fundamentais do movimento do fluido, obtidas fazendo uso das leis de conservac¸a˜o
de massa e de momento linear (ver, por exemplo, Lukaszewicz, [26], pa´g. 15 e Guille´n [17], pa´g. 97)
na regia˜o Ω× [0, T ] sa˜o dadas por:
ρvt + (ρv · ∇)v − µ∆v − (µ+ µ′)∇(∇ · v) = ρF −∇p˜,
ρt +∇ · (ρv) = 0,
div u = 0,
onde µ e µ
′
sa˜o os coeficientes de viscosidade dados, supostos constantes e satisfazendo µ > 0 e
3µ
′
+ 2µ ≥ 0, F e´ a func¸a˜o de densidade de forc¸as externas e p˜ a pressa˜o do fluido. Admitindo que
o processo de difusa˜o de massa obedece a lei de Fick (que relaciona as velocidades locais do fluido
com a velocidade de massa e dada pela expressa˜o
v = u− λ
ρ
∇ρ
onde λ > 0, suposto constante, e´ o coeficiente de difusa˜o molecular), podemos reescrever o sistema
acima inteiramente em func¸a˜o da velocidade de massa ou da velocidade de volume. Uma vez que a
condic¸a˜o de incompressibilidade divu = 0 e´ de grande importaˆncia teo´rica, reescrevemos as equac¸o˜es
em func¸a˜o da velocidade de volume u obtendo assim, o seguinte sistema:
ρut + (ρu · ∇)u− µ∆u− λ(u · ∇)∇ρ− λ(∇ρ · ∇)u
−λ2 1
ρ
(∇ρ · ∇)∇ρ+ λ2 1
ρ2
(∇ρ · ∇ρ)∇ρ− λ2 1
ρ
∆ρ∇ρ+∇p = ρF, (1.1)
1
ρt − λ∆ρ+ u · ∇ρ = 0, (1.2)
div u = 0, (1.3)
onde p = p˜+ λu · ∇ρ− λ2∆ρ+ λ(2µ+ µ′)∆ ln ρ e´ a pressa˜o modificada.
Ao sistema de equac¸o˜es acima agregamos as seguintes condic¸o˜es iniciais e de fronteira:





= 0, ρ(0) = ρ◦(x), (1.5)
onde Γ e´ a fronteira de Ω e n e´ a normal unita´ria a Γ. Notamos que as condic¸o˜es de fronteira nos
dizem que as part´ıculas do fluido aderem a Γ e que na˜o ha´ fluxo de massa atrave´s de Γ. Neste
trabalho, estaremos considerando que a densidade inicial ρ◦ satisfaz 0 < α ≤ ρ◦ ≤ β.
Observamos inicialmente, que tal modelo inclui, com caso particular, as conhecidas equac¸o˜es de
Navier-Stokes (caso em que λ = 0 e a densidade ρ e´ constante).
Com relac¸a˜o ao estudo de tal sistema, alguns resultados ja´ sa˜o conhecidos.
Em [21], Kazhikov, Smagulov impo˜em que o coeficiente de difusa˜o λ e´ suficientemente pequeno
(de modo que se podem ser desconsiderados os termos em λ2) e que a densidade inicial e´ estritamente
positiva e limitada; sob tais hipo´teses, provam a existeˆncia de soluc¸o˜es fracas e unicidade de soluc¸o˜es
fortes nos casos n = 2 e n = 3, sendo que no u´ltimo caso a soluc¸a˜o esta´ definida num intervalo (0, T0)
suficientemente pequeno.
Em seu trabalho [32], Salvi prova (via aproximac¸o˜es semi-Galerkin espectral) a existeˆncia de
soluc¸o˜es fracas em domı´nios cil´ındricos e na˜o-cil´ındricos de IRn (n arbitra´rio) para o modelo simplifi-
cado, ou seja, aquele que na˜o apresenta os termos que envolvem λ2; sa˜o feitas as mesmas imposic¸o˜es
de Kazhikhov-Smagulov sobre os coeficientes de viscosidade µ e de difusa˜o λ e sobre a densidade ini-
cial. (Aqui, por aproximac¸o˜es semi-Galerkin espectral, entendemos aproximac¸o˜es finito-dimensional
da velocidade e infinito-dimensional da densidade.) Basicamente, os dois trabalhos se distingu¨em
pelo fato de no primeiro serem obtidas estimativas a priori para um tipo de derivada fraciona´ria
da velocidade (resultado que na˜o pode ser estendido para n > 4) e no segundo, os resultados de
compacidade serem obtidos a partir de estimativas a priori para a derivada temporal do termo ρu
(como no caso das equac¸o˜es de Navier-Stokes). A questa˜o da unicidade e da regularidade na˜o e´
considerada, uma vez que a unicidade de soluc¸o˜es fracas e´ um problema em aberto mesmo no caso
bidimensional.
Em seu outro artigo [33], Salvi trabalha com o mesmo modelo e as mesmas hipo´teses para mostrar
a existeˆncia de soluc¸o˜es fracas para o problema formulado em termos de um sistema de desigualdades
variacionais.
Tambe´m trabalhando com sistema de desigualdades diferenciais em [29] e [28], Prouse prova a
existeˆncia e unicidade de soluc¸o˜es para o modelo de Graffi (aquele em que na˜o aparecem os termos
em λ e λ2) associado ao movimento de uma mistura de dois fluidos viscosos incompress´ıveis. Interes-
santes considerac¸o˜es relativas a` consisteˆncia f´ısica para o modelo de Graffi sa˜o feitas, sendo que tais
considerac¸o˜es permanecem va´lidas para o modelo de difusa˜o completo.
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O caso em que Ω = IR3 e o modelo e´ o simplificado, e´ tratado por Secchi, em [36]. Sem qualquer
restric¸a˜o aos coeficientes de viscosidade µ e de difusa˜o λ, o autor prova a existeˆncia (local no tempo)
e a unicidade de soluc¸a˜o, fazendo uso de argumentos de ponto fixo.
Posteriormente, em [35], Secchi considera o modelo completo e prova a existeˆncia de uma u´nica
soluc¸a˜o global no caso bidimensional, admitindo que λ/µ e´ suficientemente pequeno. Tambe´m analisa
o comportamento da soluc¸a˜o quando λ → 0, mostrando que existe uma subsequ¨eˆncia de soluc¸o˜es
do problema inicial convergindo para a soluc¸a˜o das correspondentes equac¸o˜es de Navier-Stokes na˜o-
homogeˆneas. No caso n = 2 a convergeˆncia se da´ em todo intervalo finito [0, T ] e no caso n = 3 a
convergeˆncia ocorre num pequeno intervalo de tempo, independente de λ.
Fazendo linearizac¸a˜o das equac¸o˜es de momento e de difusa˜o e utilizando-se de argumentos de
pontos fixos e sem nenhuma imposic¸a˜o adicional aos coeficientes de viscosidade e de difusa˜o , da Veiga
[5] trabalha com o modelo completo e apresenta resultados de existeˆncia e unicidade de soluc¸a˜o forte
local para dados iniciais arbitra´rios e global para dados iniciais e forc¸a externa pequenos. Ale´m disso,
trata-se tambe´m do comportamento assinto´tico da soluc¸a˜o, mostrando-se que se a forc¸a externa e´
identicamente nula enta˜o a soluc¸a˜o decai exponencialmente para a soluc¸a˜o de equil´ıbrio, conforme
t → +∞. Para outras questo˜es relacionadas ao comportamento assinto´tico e a` periodicidade de
soluc¸o˜es, podem ser consultados [4] e [6] do mesmo autor.
Passamos agora, a detalhar a metodologia adotada neste trabalho. No Cap´ıtulo 2, fazemos uso
das aproximac¸o˜es semi-Galerkin espectral para provarmos a existeˆncia de soluc¸a˜o forte local para o
modelo completo, sem nenhuma condic¸a˜o adicional sobre os coeficientes de viscosidade e de difusa˜o.
Este procedimento tem a vantagem (em relac¸a˜o, por exemplo, ao me´todo de pontos fixos) de
nos fornecer, enta˜o, um me´todo construtivo para a obtenc¸a˜o da soluc¸a˜o. A prova da unicidade
e´ conseguida fazendo-se uso da Desigualdade de Gronwall. Conve´m salientar que, procedendo de
maneira ana´loga ao caso das equac¸o˜es de Navier-Stokes e impondo pequenez dos dados iniciais e´
poss´ıvel obter soluc¸o˜es fortes globais no tempo.
No Cap´ıtulo 3, investigamos as taxas de convergeˆncia nas normas de L2 e deH1, das aproximac¸o˜es
acima mencionadas para a soluc¸a˜o do problema. Mostramos que e´ poss´ıvel obter estimativas de erro
uniformes e tambe´m, estimativas melhoradas na norma de L2.
No Cap´ıtulo 4 deste trabalho, utilizamos um me´todo iterativo para chegar a` soluc¸a˜o do modelo
simplificado. Num primeiro momento, mostramos que as sequ¨eˆncias de aproximac¸o˜es da velocidade e
da densidade sa˜o uniformemente limitadas em espac¸os de Banach adequados e, em seguida, que tais
sequ¨eˆncias sa˜o de Cauchy nestes mesmos espac¸os; ao mostrar este u´ltimo fato, automaticamente ja´
obtemos as taxas de convergeˆncia das aproximac¸o˜es para a soluc¸a˜o do problema. Conve´m observar
que o me´todo iterativo proposto neste cap´ıtulo revelou-se inadequado para o tratamento do problema
completo pois com tal procedimento, na˜o conseguimos obter estimativas a priori de ordens mais
altas para as aproximac¸o˜es da densidade. Acreditamos que adotando um outro tipo de linearizac¸a˜o




Seja Ω ⊂ IRn um domı´nio limitado. No que segue, denotaremos por C◦(Ω) (ou simplesmente, C(Ω))
o espac¸o das func¸o˜es cont´ınuas definidas em Ω e
Cm(Ω) = {u ∈ C◦(Ω); ∂ku ∈ C◦(Ω) ∀|k| ≤ m},






Como as func¸o˜es de Cm(Ω) na˜o sa˜o necessariamente limitadas (ja´ que Ω e´ aberto), introduzimos
o espac¸o
Cm(Ω) = {u ∈ Cm(Ω); ∂ku e´ limitada e uniformemente cont´ınua em Ω,
∀0 ≤ |k| ≤ m}.
E tambe´m,
Cm,1(Ω) = {u ∈ Cm(Ω); ∂ku e´ Lipschitz-cont´ınua em Ω,∀0 ≤ |k| ≤ m}.
Antes de introduzirmos os espac¸os de Sobolev, conve´m notar que as propriedades de tais espac¸os
sobre um domı´nio Ω, exige certa regularidade sobre a fronteira Γ. A seguinte definic¸a˜o, retirada de
Girault-Raviart [16], nos dara´ o sentido exato de tal regularidade.
Definic¸a˜o 1.1 Seja Ω um subconjunto aberto de IRn. Dizemos que Γ e´ cont´ınua (resp. Lipschitz-
cont´ınua, de classe Cm, de classe Cm,1, para algum inteiro m > 0) se para cada x ∈ Γ existe uma
vizinhanc¸a O de x em IRn e novas coordenadas ortogonais y = (y′ , yn) onde y′ = (y1, ..., yn−1), tais
que:
i) O e´ um hipercubo nas novas coordenadas:
O = {y;−aj < yj < aj, 1 ≤ j ≤ n};
ii) existe uma func¸a˜o φ cont´ınua (resp. Lipschitz-cont´ınua, Cm, Cm,1) definida em
O′ = {y′ ;−aj < yj < aj, 1 ≤ j ≤ n− 1}
satisfazendo
|φ(y′)| ≤ an/2 ∀y′ ∈ O′ ,
Ω ∩ O = {y; yn < φ(y′)}, Γ ∩ O = {y; yn = φ(y′)} = {y; y = (y′ , φ(y′))}.
Basicamente, esta definic¸a˜o nos diz que, localmente, Ω esta´ “abaixo” do gra´fico de alguma func¸a˜o
φ, Γ e´ representada pelo gra´fico de φ e a regularidade de Γ e´ determinada pela regularidade de φ.
Com esta definic¸a˜o, temos que um domı´nio com fronteira cont´ınua esta´ sempre de um mesmo lado
de Γ.
Diremos que o aberto Ω e´ Lipschitz-cont´ınuo se Γ e´ Lipschitz-cont´ınua. Vale notar que se Γ e´
Lipschitz-cont´ınua enta˜o Γ admite um vetor normal unita´rio n em quase todo ponto x ∈ Γ; ale´m
disso, se m ≥ 1 e Γ e´ de classe Cm enta˜o Γ admite vetores normais que pertencem a (Cm−1(Γ))n.
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Consideremos os usuais espac¸os de Sobolev assim definidos:
Wm,q(D) = {f ∈ Lq(D) | |∂kf |
Lq(D)
< +∞, |k| ≤ m},
onde m = 0, 1, 2, ..., 1 ≤ q ≤ +∞, D = Ω ou D = (0, T ) × Ω, 0 < T < ∞, com a norma usual de
















, se q =∞
e´ um espac¸o de Banach. Para estas e outras propriedades dos espac¸os Wm,q(D) indicamos Adams,
[1]. No caso especial em que q = 2, usaremos a notac¸a˜o Hm(D) para o espac¸o Wm,2(D), Hm◦ (D)
para o fecho de C∞◦ (D) na norma de H
m(D) (onde por C∞◦ (D) entendemos o espac¸o das func¸o˜es
de classe C∞ cuja restric¸a˜o (no sentido de trac¸os) a` fronteira ∂D e´ nula) e H−m(D) para o dual de
Hm◦ (D). Ale´m destes, definimos os seguintes espac¸os funcionais:
Hk
N
(Ω) = {ρ ∈ Hk(Ω) | ∂ρ
∂n










(Ω) = {ρ ∈ Hk(Ω) | ∂ρ
∂n
= 0 sobre Γ,
∫
Ω
ρ(x)dx = 0}, k ≥ 2.
Com relac¸a˜o a tais espac¸os, devemos observar que Hk
N
(Ω) e´ subespac¸o afim de Hk(Ω) e Hk
N,0
(Ω)
e´ subespac¸o fechado de Hk(Ω); ale´m disso, as normas |ρ|
H2





e |∇∆ρ| sa˜o equivalentes em H3
N,0
(Ω), conforme Kamenetski, [15].
Vale notar que H2
N






Apresentamos na sequ¨eˆncia o fundamental teorema de imerso˜es de Sobolev que essencialmente,
relaciona diferentes espac¸os de Sobolev e espac¸os de func¸o˜es suaves.
Teorema 1.1 Seja Ω um subconjunto de IRn com fronteira Γ Lipschitz-cont´ınua e q∗ ∈ IR com





W j,q(Ω) se 1/q = 1/q∗ − (m− j)/n > 0,
W j,qloc (Ω) ∀q ∈ [0,∞) se 1/q∗ = (m− j)/n,
Cj(Ω) se 1/q∗ < (m− j)/n.
Ale´m disso, se Ω e´ limitado, a u´ltima inclusa˜o ocorre em Cj(Ω) e a imersa˜o de Wm,q
∗
(Ω) em
W j,q(Ω) e´ compacta para todo real q satisfazendo:
1 ≤ q < nq∗/(n− (m− j)q∗) se n > (m− j)q∗,
ou
1 ≤ q <∞ se n = (m− j)q∗.
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Merece destaque o caso especial em que Ω e´ limitado e n = 3, q∗ = 2, m = 1 e j = 0; neste caso,
pelo teorema acima teremos H1(Ω) ⊂ L6(Ω) e como L6(Ω) ⊂ Lq(Ω) se 1 ≤ q ≤ 6, enta˜o teremos
H1(Ω) ⊂ Lq(Ω), com imersa˜o cont´ınua para 1 ≤ q ≤ 6 e com imersa˜o compacta para 1 ≤ q < 6.
Tambe´m de uso frequ¨ente neste trabalho sa˜o os resultados relacionados a` interpolac¸a˜o nos espac¸os
de Sobolev. Iniciamos com um resultado de interpolac¸a˜o nos espac¸os Lq(Ω).
Lema 1.2 (Desigualdade de Interpolac¸a˜o). Se f ∈ Lq1(Ω) ∩ Lq2(Ω) com 1 ≤ q1 ≤ q2 ≤ ∞, enta˜o
















com 0 ≤ k ≤ 1.
Observamos que, usando a imersa˜o H1(Ω) ⊂ Lq(Ω), para 1 ≤ q ≤ 6, obteremos algumas situac¸o˜es
que sera˜o frequ¨entemente usadas, dentre elas, podemos destacar:
|u|L3(Ω) ≤ |u|1/2L2(Ω)|u|1/2L6(Ω) ≤ |u|1/2L2(Ω)|u|1/2H1(Ω);
|u|L4(Ω) ≤ |u|1/2L3(Ω)|u|1/2L6(Ω) ≤ |u|1/2L3(Ω)|u|1/2H1(Ω);
|u|L4(Ω) ≤ |u|1/4L2(Ω)|u|3/4L6(Ω) ≤ |u|1/4L2(Ω)|u|3/4H1(Ω);
|u|L6(Ω) ≤ |u|1/2L3(Ω)|u|1/2L∞(Ω).
Destacamos agora, um resultado (devido a Gagliardo-Nirenberg, [27]) do qual podemos deduzir
outras desigualdades de interpolac¸a˜o que tambe´m nos sera˜o u´teis. Antes pore´m, lembremos que r e´










Lema 1.3 Sejam Ω um subconjunto aberto de IRn com Γ Lipschitz-cont´ınua, u ∈ W 2,q1(Ω)∩Lq2(Ω)
com 1 ≤ q1, q2 ≤ ∞ e r a me´dia harmoˆnica de q1 e q2. Enta˜o u ∈ W 1,r(Ω) e
|Du|Lr(Ω) ≤ C|u|1/2W 2,q1 (Ω)|u|1/2Lq2(Ω).
Como o caso q1 = 2 sera´ o mais usado, conve´m verificarmos esta desigualdade para alguns valores
de r e q2. Teremos:
r = 2, q2 = 2 : |Du|2L2(Ω) ≤ C|u|H2(Ω)|u|L2(Ω),
r = 3, q2 = 6 : |Du|2L3(Ω) ≤ C|u|H2(Ω)|u|L6(Ω),
r = 4, q2 =∞ : |Du|2L4(Ω) ≤ C|u|H2(Ω)|u|L∞(Ω).
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Sendo B um espac¸o de Banach, denotaremos por Lq(0, T ;B) o espac¸o de Banach das (classes
de) func¸o˜es definidas no intervalo (0, T ) com valores em B, fortemente mensura´veis e que sa˜o Lq-
integra´veis no sentido de Bochner, munido de sua norma natural. Vale notar que se f ∈ Lq(0, T ;B)
enta˜o a ela esta´ associada uma distribuic¸a˜o ainda denotada por f , de modo que podemos falar em
∂f
∂t
(no sentido de distribuic¸a˜o). O pro´ximo resultado estabelece um crite´rio de continuidade para
func¸o˜es de Lq(0, T ;B).
Lema 1.4 Se f ∈ Lq(0, T ;B) e ∂f/∂t ∈ Lq(0, T ;B), para 1 ≤ q ≤ ∞, enta˜o existe f ∗ ∈ C([0, T ];B)
tal que f = f ∗ q.t.p. em [0, T ].
Consideremos agora, treˆs espac¸os de Banach B0, B e B1, com B0 ⊂ B ⊂ B1, B0 e B1 reflexivos,
sendo que a imersa˜o B0 ⊂ B e´ compacta. Definamos
Wq0,q1 = {f |f ∈ Lq0(0, T ;B0), ∂f/∂t ∈ Lq1(0, T ;B1)}
onde 1 < q0, q1 <∞. E´ de fa´cil verificac¸a˜o que munido da norma
|f |Lq0 (0,T ;B0) + |∂f/∂t|Lq1 (0,T ;B1),
o espac¸o Wq0,q1 e´ um espac¸o de Banach. Nessas condic¸o˜es, temos o seguinte resultado (tambe´m
conhecido como Lema de Aubin ):
Lema 1.5 A imersa˜o do espac¸o Wq0,q1 em Lq0(0, T ;B) e´ compacta.
Estes dois u´ltimos lemas podem ser encontrados em Lions, [25]. E´ importante salientar que o lema
anterior nos diz que os conjuntos limitados de Wq0,q1 sa˜o relativamente compactos em Lq0(0, T ;B0).
Sua principal utilidade neste trabalho sera´, enta˜o, a de garantir que sequ¨eˆncias limitadas em espac¸os
Wq0,q1 possuam subsequ¨eˆncias convergindo fortemente em espac¸os Lq0(0, T ;B).
O resultado seguinte, cuja demonstrac¸a˜o pode ser encontrada em J. Simon, [38], generaliza o
anterior e estabelece outras imerso˜es compactas. Vale notar que o caso em q = 1 ja´ havia sido
provado em Temam, [39].
Lema 1.6 Sejam B0 ⊂ B ⊂ B1 espac¸os de Banach, sendo que a imersa˜o B0 ⊂ B e´ compacta.
Enta˜o, sa˜o tambe´m compactas as seguintes imerso˜es:
(i) Lq(0, T ;B0) ∩ {φ : ∂φ∂t ∈ L1(0, T ;B1)} → Lq(0, T ;B) se 1 ≤ q ≤ ∞,
(ii) L∞(0, T ;B0) ∩ {φ : ∂φ∂t ∈ Lr(0, T ;B1)} → C(0, T ;B) se 1 < r ≤ ∞.
Apresentamos a seguir, uma versa˜o do Teorema de dualidade de De Rham para distribuic¸o˜es (ver
a refereˆncia J. Simom, [37]).
Lema 1.7 Seja h ∈ D′(0, T ;H−1(Ω)) uma distribuic¸a˜o tal que (h, ϕ)Ω = 0 para toda ϕ ∈ C∞0 (Ω),
com div ϕ = 0. Enta˜o existe g ∈ D′(0, T ;L2(Ω)) tal que h = ∇g.
Colocamos em seguida, um resultado essencial sobre desigualdades diferenciais que usaremos mais
adiante para garantir a existeˆncia de um intervalo [0, T ] onde devera˜o estar definidas todas as soluc¸o˜es
aproximadas do problema inicial. (Ver, por exemplo, J. Simon, [37].)
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Lema 1.8 Sejam g ∈ W 1,1(0, T ) e h ∈ L1(0, T ) satisfazendo
dg
dt
≤ F (g) + h em [0, T ], g(0) ≤ g0
onde F : IR → IR e´ limitada em conjuntos limitados. Enta˜o para todo ε > 0, existe Tε > 0
independente de g tal que
g(t) ≤ g0 + ε ∀t ≤ Tε.
Introduziremos agora, espac¸os funcionais que aparecem em formulac¸o˜es equivalentes a`quela feita
para o problema inicial. Conve´m notar que, por uma questa˜o de simplicidade de notac¸a˜o, utilizaremos
sempre Wm,q(Ω) para representar o cartesiano (Wm,q(Ω))n, qualquer que seja n. Primeiramente
definimos:
V = {v ∈ (C∞◦ (Ω))n| div v = 0},
H = fecho de V na norma de L2(Ω),
V = fecho de V na norma de H1(Ω).
Admitindo-se que Ω e´ limitado e Γ e´ Lipschtiz-cont´ınua, e´ poss´ıvel mostrar que
V = {v ∈ H1◦ (Ω)| div v = 0};
ale´m disso, colocando |u|V = (∇u,∇u)1/2 e utilizando a desigualdade de Poincare´ , temos que a
semi-norma | · |V = (·, ·)1/2 e´ uma norma em H1◦ (Ω) (e, em particular, em V) equivalente a` norma de
H1(Ω).
Por outro lado, definindo o espac¸o G = {ϕ|ϕ = ∇p, p ∈ H1(Ω)}, temos que os espac¸os H e G sa˜o
mutuamente ortogonais com relac¸a˜o ao produto interno usual de L2(Ω) e enta˜o, a decomposic¸a˜o de
Helmholtz nos fornece o fato de L2(Ω) = H ⊕G. Ale´m disso, e´ poss´ıvel caracterizar o subespac¸o H
de L2(Ω) colocando
H = {v ∈ L2(Ω); div v = 0, v · n|Γ = 0}
onde v · n|Γ representa a componente normal de v sobre Γ. Para a demonstrac¸a˜o de tais fatos,
sugerimos Constantin-Foias, [13].
Neste trabalho, denotaremos por P o operador projec¸a˜o ortogonal de L2(Ω) sobre o subespac¸o
H. Utilizando-nos da projec¸a˜o P , teremos enta˜o, definido o operador de Stokes A : dom(A) → H,
dado por A = −P∆ e cujo domı´nio dom(A) e´ o espac¸o H2(Ω) ∩ V . E´ poss´ıvel mostrar (ver, por
exemplo, Constantin-Foias, [13]) que A e´ um operador auto-adjunto definido positivo caracterizado
por
(Aw,v) = (∇w,∇v) ∀ w ∈ dom(A), ∀ v ∈ V ,
onde o s´ımbolo (·, ·) denota o produto interno de L2(Ω).
Observamos que para garantir as propriedades de regularidade do operador A, em geral, admite-
se que a fronteira Γ do domı´nio Ω seja de classe C3 com o intuito de utilizar-se os resultados de
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Cattabriga [11]; em vez destes, usaremos resultados mais fortes devidos a Amrouche-Girault [2], os
quais asseguram, quando Γ e´ de classe C1,1, que se Au ∈ L2(Ω) enta˜o u ∈ H2(Ω) e que |u|
H2(Ω)
e
|Au| sa˜o normas equivalentes.
Denotaremos respectivamente por ϕk e por λk (k ∈ IN) a k-e´sima autofunc¸a˜o e o k-e´simo autovalor
do operador de Stokes definido sobre V ∩H2(Ω). Prova-se que o conjunto de func¸o˜es {ϕk}k∈IN e´ um
conjunto ortogonal completo nos espac¸os H, V e V ∩H2(Ω) com respeito ao seus produtos internos
usuais (u,v), (∇u,∇v) e (Au, Av), respectivamente.
Denotaremos por Vk o espac¸o gerado pelas k primeiras autofunc¸o˜es do operador de Stokes A, ou
seja, Vk = [ϕ1, ..., ϕk] e por Pk a projec¸a˜o ortogonal de L
2(Ω) sobre Vk.
Apresentamos em seguida, um resultado que ser-nos-a´ de grande utilidade na obtenc¸a˜o das taxas
de convergeˆncia das aproximac¸o˜es semi-Galerkin espectral e cuja demonstrac¸a˜o pode ser encontrada
na refereˆncia Rautmann [30].
Lema 1.9 Se v ∈ V enta˜o
|v − Pkv|2 ≤ 1
λk+1
|∇v|2.
Se v ∈ V ∩H2(Ω) enta˜o
|∇v −∇Pkv|2 ≤ 1
λk+1
|Av|2 e |v − Pkv|2 ≤ 1
λ2k+1
|Av|2.
Destinamos esta u´ltima parte do cap´ıtulo a` apresentac¸a˜o de algumas desigualdades cla´ssicas que
sera˜o de uso frequ¨ente.
Lema 1.10 (Desigualdade de Gronwall) Sejam ϕ ∈ L∞(0, T ), ϕ(t) ≥ 0 q.t.p. em [0,T] e b ∈ L1(0, T ),
b(t) ≥ 0 q.t.p. em [0,T] tais que




para quase todo t ∈ [0, T ]. Enta˜o




para quase todo t ∈ [0, T ].
Notamos que se a constante C = 0 enta˜o devera´ ser ϕ(t) = 0, para quase todo t ∈ [0, T ]. (Para
a demonstrac¸a˜o deste resultado, consultar Lions, [25].) Temos tambe´m a seguinte versa˜o para a
desigualdade acima (conforme Rautmann, [30]):
Lema 1.11 ( Desigualdade de Gronwall Generalizada ). Sejam ϕ e ψ func¸o˜es cont´ınuas na˜o-
negativas em [0, T ], a(t) uma func¸a˜o absolutamente cont´ınua com a
′
(t) ≥ 0 e b(t) ≥ 0 integra´vel





ψ(s)ds ≤ a(t) +
∫ t
0












para todo t ∈ [0, T ].
Tambe´m de uso frequ¨ente sa˜o as desigualdades fornecidas pelo teorema que se segue, cuja demons-
trac¸a˜o pode ser encontrada em [9].
Sejam q e q
′
expoentes conjugados, ou seja, 1
q
+ 1
q′ = 1, para 1 < q <∞, q
′
=∞ se q = 1 e q′ = 1
se q =∞.
Teorema 1.12
i) ( Desigualdade de Young ). Se q e q
′
sa˜o expoentes conjugados, com 1 < q < ∞ e a e b sa˜o















e enta˜o, usando a desigualdade acima e lembrando que q > 1 teremos, apo´s algumas majorac¸o˜es
convenientes:
ab ≤ εaq + Cεbq
′
,
com Cε = ε
− 1
q−1 .)
ii) ( Desigualdade de Ho¨lder ). Se q1 e q2 sa˜o expoentes conjugados com 1 ≤ q1 ≤ ∞, f1 ∈ Lq1(Ω)
e f2 ∈ Lq2(Ω), enta˜o f1 · f2 ∈ L1(Ω) e∫
Ω
|f1 · f2| ≤ |f1|Lq1 (Ω) |f2|Lq2 (Ω) .
(Usaremos tambe´m, com bastante frequ¨eˆncia, a desigualdade de Ho¨lder generalizada: Se f1, f2, ...fm











≤ 1, enta˜o o produto
f = f1f2...fm pertence a L
q(Ω) e
|f |Lq(Ω) ≤ |f1|Lq1(Ω)|f2|Lq2 (Ω) . . . |fm|Lqm (Ω).)
Finalmente, gostar´ıamos de observar que, com relac¸a˜o a` notac¸a˜o, por simplicidade usaremos
sempre o s´ımbolo | · |X para significar a norma em qualquer espac¸o funcional X. Nos casos em que
X = Lq(Ω) e X = Hm(Ω) colocaremos simplesmente |·|q e |·|Hm para designar suas normas; tambe´m,
sempre omitiremos o ı´ndice quando estiver claro no contexto a` norma de que espac¸o X nos referimos.
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Cap´ıtulo 2
Soluc¸o˜es Fortes para o Problema de Transporte com
Difusa˜o
2.1 Introduc¸a˜o
Este cap´ıtulo e´ inteiramente destinado a` investigac¸a˜o da existeˆncia de soluc¸o˜es fortes locais para o
modelo completo descrito no cap´ıtulo anterior; tambe´m sa˜o analisadas questo˜es relacionadas a` unici-
dade bem como a` regularidade de eventuais soluc¸o˜es. Daremos a seguir, uma ide´ia do procedimento
a ser seguido para chegar a tais resultados.
Inicialmente, consideraremos uma formulac¸a˜o equivalente a`quela do problema inicial. Em seguida,
definiremos o problema aproximado de ordem k e trabalhando com a sequ¨eˆncia de soluc¸o˜es aproxi-
madas, procuraremos estabelecer estimativas a priori que sejam independentes do n´ıvel de aproxi-
mac¸a˜o.
Em posse de tais limitac¸o˜es uniformes, faremos uso de resultados de compacidade (notadamente
do Lema de Aubin) para garantir a existeˆncia de uma subsequ¨eˆncia de aproximac¸o˜es convergindo
fortemente em espac¸os convenientes. Veremos enta˜o, que o elemento limite e´ soluc¸a˜o do problema aqui
proposto (equivalente ao inicial). Vale notar que as estimativas obtidas para as soluc¸o˜es aproximadas
permanecem va´lidas para o elemento limite.
Utilizando argumentos de dualidade, recuperamos a pressa˜o, garantindo assim, a existeˆncia de
soluc¸a˜o do problema original.
O pro´ximo passo sera´ mostrar enta˜o, que a soluc¸a˜o assume o dado inicial continuamente. A parte
final do cap´ıtulo e´ destinada a mostrar a unicidade da velocidade soluc¸a˜o e da densidade soluc¸a˜o; a
unicidade da pressa˜o soluc¸a˜o e´ garantida, a menos de constantes aditivas.
2.2 Existeˆncia, unicidade e regularidade de soluc¸o˜es
Passemos assim, a` formulac¸a˜o do “novo” problema. Usando o operador projec¸a˜o P , vemos que o
problema (1.1)-(1.5) pode ser reescrito na seguinte forma:




(∇ρ · ∇)∇ρ− 1
ρ2





+ u.∇ρ− λ∆ρ = 0












De forma inteiramente ana´loga a`quela feita para o caso das equac¸o˜es de Navier-Stokes (ver
Girault-Raviart [16]), mostra-se que a formulac¸a˜o acima e´ equivalente a` seguinte na forma fraca:
(ρut, v) + ((ρu · ∇)u, v) + µ(Au, v)− λ((u · ∇)∇ρ, v)
−λ((∇ρ · ∇)u, v) + λ2(1
ρ
(∇ρ · ∇)∇ρ, v)− λ2( 1
ρ2




∆ρ∇ρ, v) = (ρF, v) ∀ v ∈ V
∂ρ
∂t
+ u · ∇ρ− λ∆ρ = 0 para 0 < t < T











Definimos para cada k ∈ IN as aproximac¸o˜es semi-Galerkin espectral de (u, ρ) como sendo a
soluc¸a˜o (uk, ρk) ∈ C1([0, T k];H2(Ω) ∩ V )× C2(Ω× [0, T k]) do problema:
(ρkukt , v) + ((ρ
kuk · ∇)uk, v) + µ(Auk, v)− λ((uk · ∇)∇ρk, v)
−λ((∇ρk · ∇)uk, v) + λ2( 1
ρk
(∇ρk · ∇)∇ρk, v)
−λ2( 1
(ρk)2




∆ρk∇ρk, v) = (ρkF, v) ∀ v ∈ Vk
∂ρk
∂t
+ uk · ∇ρk − λ∆ρk = 0 ∀ (x, t) ∈ Ω× (0, T k)
∂ρk
∂n
= 0, ∀x ∈ Γ
uk(x, 0) = Pku0, ρ
k(0, x) = ρ0(x), ∀ x ∈ Ω.

(2.8)
Observamos que a expressa˜o “aproximac¸o˜es semi-Galerkin espectral” se deve ao fato de estarmos
fazendo aproximac¸o˜es finito-dimensional para a velocidade u e infinito-dimensional para a densidade
ρ. Ale´m disso, referir-nos-emos a (2.8) como sendo o problema aproximado.
Vale lembrar que para todo k ∈ IN o sistema (de EDO’s) acima admite uma u´nica soluc¸a˜o
(uk, ρk) definida em [0, T k], com 0 < T k ≤ T (conforme teorema de Carathe´odory; ver, por exemplo,
Coddington-Levinson, [12] ). No entanto, as estimativas que obteremos (e que sera˜o independentes
do n´ıvel de aproximac¸a˜o k) nos permitira˜o mostrar que existe T ∗, com 0 < T ∗ ≤ T k para todo k ≥ 1,
tal que todas as soluc¸o˜es uk estara˜o definidas no intervalo [0, T ∗].
Nosso principal objetivo nesta sec¸a˜o, e´ mostrar que as aproximac¸o˜es (uk, ρk) convergem num
sentido apropriado para a soluc¸a˜o (u, ρ) do problema (2.7), conforme k → ∞. Temos enta˜o, o
seguinte:
Teorema 2.1. Sejam u0 ∈ D(A), ρ0 ∈ H3N , com 0 < α ≤ ρ0 ≤ β, F ∈ L2(0, T ;H1(Ω)) e
Ft ∈ L2(0, T ;L2(Ω)). Enta˜o para todo T > 0, existem T ∗ ∈ ]0, T ], e um par de func¸o˜es (u, ρ) com
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ρ ∈ L∞(0, T ∗;H3N) ∩ L2(0, T ∗;H4N) ∩ C([0, T ∗];H2N) e u ∈ L∞(0, T ∗;D(A)) ∩ L2(0, T ∗;W 1,∞(Ω)) ∩
C([0, T ∗];V ) tais que (u, ρ) e´ a u´nica soluc¸a˜o do problema (2.6) em [0, T ∗]× Ω.
Ale´m disso, as aproximac¸o˜es uk, ρk satisfazem as seguintes estimativas:





























onde σ(t) = min{t, 1}. Estimativas ana´logas sa˜o verificadas pela soluc¸a˜o (u, ρ).
As func¸o˜es do lado direito das estimativas acima dependem do argumento t, de T ∗, de Γ e dos
dados iniciais do problema. No intervalo em questa˜o tais func¸o˜es sa˜o cont´ınuas na varia´vel t.
Demonstrac¸a˜o. Sera´ feita em quatro esta´gios:
Parte 1: Estimativas a priori.
Consideremos a segunda equac¸a˜o de (2.8); pelo princ´ıpio do ma´ximo para a soluc¸a˜o de equac¸o˜es
parabo´licas, temos que para todo k ∈ IN , vale α ≤ ρk ≤ β. Em seguida, tomando o produto interno
com ρk e integrando sobre Ω temos:
d
dt
|ρk|2 + 2λ|∇ρk|2 = 0,
uma vez que (uk · ∇ρk, ρk) = −(div uk, 1
2















ρk ∈ L∞(0,T∗;L2(Ω)) ∩ L2(0,T∗;H1).
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|(ρk) 12uk|2 + µ|∇uk|2 = 1
2
(ρktu
k,uk)− (ρkuk · ∇uk,uk)






(∇ρk · ∇ρk)∇ρk,uk)− λ2( 1
ρk
∆ρk∇ρk,uk) + (ρkF,uk).
O pro´ximo passo e´ estimar os termos do lado direito da igualdade acima. Observamos que,
assim como e´ usualmente feito para se obter estimativas a priori, procederemos utilizando-nos das
desigualdades de Ho¨lder, de Young, de interpolac¸a˜o, das imerso˜es cla´ssicas de Sobolev, do lema de



















≤ C|∆ρk||∇uk|2 + C|∇uk|3|∆ρk|
≤ C|∆ρk|2 + C|∇uk|4 + C|∇uk|6;
|(ρkuk · ∇uk,uk)| ≤ |ρk|∞|uk|6|∇uk|3|uk|
≤ C|∇uk||Auk| 12 |∇uk| 12 |ρk 12uk|
≤ C|∇uk|3|Auk|+ C|ρk 12uk|2
≤ C|∇uk|6 + δ|Auk|2 + C|(ρk) 12uk|2;
|λ((∇ρk · ∇)uk,uk)| ≤ λ|∇ρk|6|∇uk|3|uk|
≤ C|∆ρk||Auk| 12 |∇uk| 12 |uk|
≤ C|∆ρk|2|Auk||∇uk|+ C|(ρk) 12uk|2
≤ C|∆ρk|4|∇uk|2 + δ|Auk|2 + C|(ρk) 12uk|2
≤ C|∆ρk|8 + C|∇uk|4 + δ|Auk|2 + C|(ρk) 12uk|2;
|λ((uk · ∇)∇ρk,uk)| = λ| − ((uk · ∇)uk,∇ρk)|
≤ C|uk||∇uk|3|∇ρk|6
≤ C|(ρk) 12uk|2 + δ|Auk|2 + C|∇uk|4 + C|∆ρk|8;






(∇ρk · ∇)∇ρk,uk)| ≤ C|∇ρk|4|∇2ρk||uk|4
≤ C|∆ρk|2|∇uk|





(∇ρk · ∇ρk)∇ρk,uk)| ≤ C|∇ρk|36|uk|
≤ C|∆ρk|3|uk|





≤ C|∆ρk|4 + µ
4
|∇uk|2.









|∇uk|2 ≤ C|∇uk|4 + C|∇uk|6 + 3δ|Auk|2
+C|(ρk) 12uk|2 + C|∆ρk|2 + C|∆ρk|4 + C|∆ρk|6 + C|∆ρk|8 + C|F |2.
(2.10)






|∇uk|2 + |(ρk)1/2ukt |2 ≤ |(ρkF,ukt )|+ |((ρkuk · ∇)uk,ukt )|
+λ|((∇ρk · ∇)uk,ukt )|+ λ|((uk · ∇)∇ρk,ukt )|+ λ2|( 1ρk (∇ρk · ∇)∇ρk,ukt )|
+λ2|( 1
(ρk)2
(∇ρk · ∇ρk)∇ρk,ukt )|+ λ2|( 1ρk∆ρk∇ρk,ukt )|.
Os termos do lado direito da expressa˜o acima sa˜o estimados como segue:
|(ρkF,ukt )| ≤ |ρk|∞|F ||ukt |
≤ C|F |2 + ε|ukt |2;
|((ρkuk · ∇)uk,ukt )| ≤ |ρk|∞|uk|6|∇uk|3|ukt |
≤ Cε|∇uk|2|∇uk|23 + ε|ukt |2
≤ Cε,δ|∇uk|6 + δ|Auk|2 + ε|ukt |2;
|λ((∇ρk · ∇)uk,ukt )| ≤ λ|∇ρk|6|∇uk|3|ukt |
≤ Cε|∆ρk|2|∇uk|23 + ε|ukt |2
≤ Cε|∆ρk|2|∇uk||Auk|+ ε|ukt |2
≤ Cε,δ|∆ρk|4|∇uk|2 + δ|Auk|2 + ε|ukt |2
≤ C|∆ρk|8 + C|∇uk|4 + δ|Auk|2 + ε|ukt |2;
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|λ((uk · ∇)∇ρk,ukt )| ≤ λ|uk|6|∆ρk|3|ukt |
≤ Cε|∇uk|2|∆ρk|23 + ε|ukt |2
≤ Cε|∇uk|2|ρk|
2
3∞|∇∆ρk| 43 + ε|ukt |2
≤ C|∇uk|6 + γ|∇∆ρk|2 + ε|ukt |2;
|λ2( 1
ρk
(∇ρk · ∇)∇ρk,ukt )| ≤ C|∇ρk|6|∇2ρk|3|ukt |
≤ C|∆ρk||ρk|
1
3∞|∇∆ρk| 23 |ukt |
≤ Cε|∆ρk|2|∇∆ρk| 43 + ε|ukt |2
≤ Cε,γ|∆ρk|6 + γ|∇∆ρk|2 + ε|ukt |2;
|λ2( 1
(ρk)2
(∇ρk · ∇ρk)∇ρk,ukt )| ≤ C|∇ρk|36|ukt |
≤ C|∆ρk|3|ukt |
≤ C|∆ρk|6 + ε|ukt |2;
|λ2( 1
ρk
∆ρk∇ρk,ukt )| ≤ C|∆ρk|3|∇ρk|6|ukt |
≤ C|ρk|
1
3∞|∇∆ρk| 23 |∆ρk||ukt |
≤ Cε|∆ρk|2|∇∆ρk| 43 + ε|ukt |2
≤ Cε,γ|∆ρk|6 + γ|∇∆ρk|2 + ε|ukt |2.
Usando as estimativas acima com ε =
α
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|ukt |2 ≤ C|F |2 + C|∇uk|4 + C|∇uk|6 + C|∆ρk|6
+ 2δ|Auk|2 + C|∆ρk|8 + 3γ|∇∆ρk|2.
(2.11)
Consideremos agora a segunda equac¸a˜o de (2.8); aplicando o operador ∆ na mesma e tomando o



























|∆ρk|2 + λ|∇∆ρk|2 ≤ |(∇(uk · ∇ρk),∇∆ρk)|
≤ |∇(uk · ∇ρk)||∇∆ρk|
≤ Cγ|∇(uk · ∇ρk)|2 + γ|∇∆ρk|2,
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onde γ e´ uma constante positiva arbitra´ria, a ser escolhida posteriormente.
Mas,
|∇(uk · ∇ρk)|2 ≤ C|∇uk · ∇ρk|2 + C|uk · ∇(∇ρk)|2
≤ C|∇uk|23|∇ρk|26 + C|uk|26|∇(∇ρk)|23
≤ C|∇uk||Auk||∆ρk|2 + C|∇uk|2|ρk|
2
3∞|∇∆ρk| 43
≤ C|∇uk|2|∆ρk|4 + δ|Auk|2 + C|∇uk|6 + γ|∇∆ρk|2
≤ C|∇uk|4+ C|∆ρk|8+ C|∇uk|6+ δ|Auk|2+ γ|∇∆ρk|2.





|∆ρk|2 + (λ− 2γ)|∇∆ρk|2 ≤ δ|Auk|2 + C|∇uk|4
+ C|∇uk|6 + C|∆ρk|8.
(2.12)






















|∇∆ρk|2 ≤ 6δ|Auk|2 + C|∆ρk|2 + C|∆ρk|4 + C|∆ρk|6 + C|∆ρk|8
+C|∇uk|4 + C|∇uk|6 + C|(ρk) 12uk|2 + C|F |2.
(2.13)
Ale´m disso, fazendo v = Auk na primeira equac¸a˜o de (2.8) teremos:
µ|Auk|2 ≤ |(ρkF,Auk)|+ |(ρkukt , Auk)|+ |((ρkuk · ∇)uk, Auk)|
+λ|((∇ρk · ∇)uk, Auk)|+ λ|((uk · ∇)∇ρk, Auk)|
+λ2|( 1
ρk
(∇ρk · ∇)∇ρk, Auk)|+ λ2|( 1
(ρk)2




Estimamos os termos a` direita na expressa˜o acima como segue:







|((ρkuk · ∇)uk, Auk)| ≤ β|uk|6|∇uk|3|Auk|
≤ C|∇uk||Auk| 12 |∇uk| 12 |Auk|
= C|∇uk| 32 |Auk| 32 ≤ θ|Auk|2 + C|∇uk|6;




≤ θ|Auk|2 + C|∇uk|2|∇∆ρk| 43
≤ θ|Auk|2 + C|∇uk|6 + η|∇∆ρk|2;
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λ|((∇ρk · ∇)uk, Auk)| ≤ λ|∇ρk|6|∇uk|3|Auk|
≤ C|∆ρk||∇uk| 12 |Auk| 32
≤ θ|Auk|2 + C|∆ρk|4|∇uk|2
≤ θ|Auk|2 + C|∆ρk|8 + C|∇uk|4;
|(ρkF,Auk)| ≤ β|F ||Auk| ≤ C|F |2 + θ|Auk|2.
λ2|( 1
ρk




≤ Cθ|∆ρk|2|∇∆ρk| 43 + θ|Auk|2
≤ Cθ,η|∆ρk|6 + η|∇∆ρk|2 + θ|Auk|2;
λ2|( 1
(ρk)2
(∇ρk · ∇ρk)∇ρk, Auk)| ≤ C|∇ρk|36|Auk|
≤ C|∆ρk|3|Auk|
≤ Cθ|∆ρk|6 + θ|Auk|2;
λ2|( 1
ρk




≤ Cθ|∆ρk|2|∇∆ρk| 43 + θ|Auk|2
≤ Cθ,η|∆ρk|6 + η|∇∆ρk|2 + θ|Auk|2.
Enta˜o, tomando θ =
µ
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|ukt |2 + C|∇uk|4 + C|∇uk|6
+C|∆ρk|6 + C|∆ρ|8 + 3η|∇∆ρ|2 + C|F |2.
Multiplicando a desigualdade acima por
αµ
2β2


















− 6δ)|Auk|2 ≤ C|∇uk|4 + C|∇uk|6
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+C|∆ρk|2 + C|∆ρk|4 + C|∆ρk|6 + C|∆ρk|8 + C|(ρk)
1
2uk|2 + C|F |2.
























|∇∆ρk|2 ≤ C{|F |2 + |∇uk|4 + |∇uk|6 + |(ρk) 12uk|2 (2.14)
+|∆ρk|2 + |∆ρk|4 + |∆ρk|6 + |∆ρ|8}.
Definindo
Gk(t) = |(ρk(t)) 12uk(t)|2 + µ|∇uk(t)|2 + |∆ρk(t)|2,
podemos ver pela desigualdade acima que:
d
dt
Gk(t) ≤ C|F |2 + CGk(t) + CG2k(t) + CG3k(t) + CG4k(t)
Assim, ficamos com o seguinte sistema:{
G′k(t) ≤ C|F |2 + CGk(t) + CG2k(t) + CG3k(t) + CG4k(t)
Gk(0) = |ρ
1
2◦ u◦|+ µ|∇u◦|2 + |∆ρ◦|2.
Usando o Lema 1.8 de desigualdades diferenciais, temos que:
Gk(t) ≤ ϕ(t),
para todo t no intervalo maximal de existeˆncia de ϕ, onde{
ϕ′(t) = C|F |2 + Cϕ+ Cϕ2 + Cϕ3 + Cϕ4
ϕ(0) = Gk(0).
(2.15)
Portanto, existe T ∗, com 0 < T ∗ ≤ T tal que, para alguma constante M > 0, teremos:
Gk(t) ≤M, ∀ t ∈ [0, T ∗].
Voltando a` expressa˜o (2.14) e integrando de 0 ate´ t, com t ∈ [0, T ∗], teremos:
|(ρk)
1































2uk(s)|2 + |∇uk(s)|4 + |∇uk(s)|6
+ |∆ρk|2 + |∆ρk(s)|4 + |∆ρk|6 + |∆ρk(s)|8}ds
≤ |ρ
1
2◦ u◦|+ µ|∇u◦|2 + |∆ρ◦|2 + C|F |2
L2(0,T∗;L2(Ω))
+ CT ∗.
De onde podemos concluir que
uk ∈ L∞(0,T∗;H) ∩ L2(0,T∗;V),
uk ∈ L∞(0,T∗;V) ∩ L2(0,T∗;D(A)),
ukt ∈ L2(0,T∗;H),
ρk ∈ L∞(0,T∗;H2N) ∩ L2(0,T∗;H3N),
uniformemente em k.
Novamente usando a segunda equac¸a˜o de (2.8) vemos que:
|ρkt | ≤ |uk · ∇ρk|+ λ|∆ρk|;
mas,
|uk · ∇ρk| ≤ |uk|4|∇ρk|4 ≤ C|∇uk||∆ρk|.
Assim sendo,
|ρkt |L∞(0,T∗,L2(Ω)) ≤ C|ρk|L∞(0,T∗;H2
N
)
· (1 + |uk|
L∞(0,T∗;V )) ≤ C
Isto nos diz que
ρkt ∈ L∞(0,T∗;L2(Ω)),
uniformemente em k.
Agora, aplicando o operador ∇ na segunda equac¸a˜o de (2.8) obteremos:
∇ρkt = λ∇∆ρk −∇(uk · ∇ρk).
Enta˜o,
|∇ρkt |2 ≤ C|∇∆ρk|2 + C|∇uk · ∇ρk|2 + C|uk · ∇2ρk|2





Agora, integrando de 0 ate´ t teremos que:∫ t
0











e, portanto, podemos concluir que
ρkt ∈ L∞(0,T∗;L2(Ω)) ∩ L2(0,T∗;H1(Ω))
uniformemente em k.
Usando a primeira equac¸a˜o de (2.8) e lembrando que estamos trabalhando com a base espectral,
vemos que
µAuk = Pk{−ρkukt − (ρkuk · ∇)uk + λ[(uk · ∇)∇ρk + (∇ρk · ∇)uk]
+ρkF − λ2[ 1
ρk
(∇ρk · ∇)∇ρk − 1
(ρk)2
(∇ρk · ∇ρk)∇ρk + 1
ρk
∆ρk∇ρk]}. (2.16)
Tomando a norma L2 na equac¸a˜o acima obtemos as seguintes estimativas para os termos que se
encontram do lado direito da expressa˜o acima:
|ρkukt | ≤ β|ukt |;
|(ρkuk · ∇)uk| ≤ β|uk|∞|∇uk| ≤ |∇uk| 12 |Auk| 12 |∇uk|
≤ C|∇uk|3 + ε|Auk|;
|λ(uk · ∇)∇ρk| ≤ C|uk|∞|∆ρk ≤ C|∇uk| 12 |Auk| 12 |∆ρk|
≤ C|∆ρk|2|∇uk|+ ε|Auk|;
|λ(∇ρk · ∇)uk| ≤ C|∇ρk|6|∇uk|3 ≤ C|∆ρk|2|∇uk|+ ε|Auk|;




(∇ρk · ∇)∇ρk| ≤ C|∇ρk|6|∇2ρk|3









≤ C|∆ρk||∇∆ρk| ≤ C|∇∆ρk|.
Das estimativas acima podemos ver que (apo´s escolher ε conveniente):
|Auk|2 ≤ C + C|F |2 + C|ukt |2 + C|∇∆ρk|2 ≤ C + C|ukt |2 + C|∇∆ρk|2, (2.17)
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ja´ que, pelo Lema 1.4, tem-se F ∈ C([0, T ∗];L2(Ω)).
Calculando a derivada com relac¸a˜o a` varia´vel t da segunda equac¸a˜o do sistema (2.8) teremos:
ρktt − λ∆ρkt = −ukt · ∇ρk − uk · ∇ρkt ,
e aplicando, em seguida, o operador ∇ na equac¸a˜o acima ficaremos com a expressa˜o:
∇ρktt − λ∇∆ρkt = −∇ukt · ∇ρk − ukt · ∇2ρk −∇uk · ∇ρkt − uk · ∇2ρkt .
Tomando o produto interno de L2(Ω) dos termos da equac¸a˜o acima com o termo ∇ρkt obteremos,





|∇ρkt |2 + λ|∆ρkt |2 ≤ |(∇ukt · ∇ρk,∇ρkt )|
+|(ukt · ∇2ρk,∇ρkt )|+ |(∇uk · ∇ρkt ,∇ρkt )|+ |(uk · ∇2ρkt ,∇ρkt )|.
Os termos a` direita na expressa˜o acima podem ser assim estimados:
|(∇ukt · ∇ρk,∇ρkt )| ≤ |∇ukt ||∇ρk|∞|∇ρkt |
≤ |∇ukt ||∇∆ρk||∇ρkt |
≤ γ|∇ukt |2 + C|∇∆ρk|2|∇ρkt |2;
|(ukt · ∇2ρk,∇ρkt )| ≤ |ukt |4|∇2ρk|4|∇ρkt |
≤ C|∇ukt ||∇∆ρk||∇ρkt |
≤ γ|∇ukt |2 + C|∇∆ρk|2|∇ρkt |2;
|(∇uk · ∇ρkt ,∇ρkt )| ≤ |∇uk|4|∇ρkt |4|∇ρkt |
≤ C|Auk||∆ρkt ||∇ρkt |
≤ δ|∆ρkt |2 + C|Auk|2|∇ρkt |2;
|(uk · ∇2ρkt , ρkt )| ≤ C|uk|∞|∆ρkt ||∇ρkt |
≤ δ|∆ρkt |2 + C|Auk|2|∇ρkt |2.





|∇ρkt |2 + λ|∆ρkt |2 ≤ 2γ|∇ukt |2
+2δ|∆ρkt |2 + C(|Auk|2 + |∇∆ρk|2)|∇ρkt |2.
(2.18)
Agora, calculando a derivada da equac¸a˜o (2.16) com relac¸a˜o a t e tomando o produto interno com












t )− (ρkt (uk · ∇)uk,ukt )
− (ρk(ukt · ∇)uk,ukt )− (ρk(uk · ∇)ukt ,ukt ) + (ρktF,ukt ) + (ρkFt,ukt )
+ λ{((∇ρkt · ∇)uk,ukt ) + λ((∇ρk · ∇)ukt ,ukt ) + ((ukt · ∇)∇ρk,ukt )}
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+ λ((uk · ∇)∇ρkt ,ukt ) + λ2(
1
(ρk)2
ρkt (∇ρk · ∇)∇ρk,ukt )
− λ2{( 1
ρk
(∇ρkt · ∇)∇ρk,ukt )− (
1
ρk





(∇ρk · ∇ρk)∇ρk,ukt ) + (
1
(ρk)2
(∇ρkt · ∇ρk)∇ρk,ukt )}
+ λ2{( 1
(ρk)2
(∇ρk · ∇ρkt )∇ρk,ukt ) + (
1
(ρk)2



















t )| ≤ C|ρkt |4|ukt ||ukt |4
≤ C|ρkt |2H1 |ukt |2 + γ|∇ukt |2;
|(ρkt (uk · ∇)uk,ukt )| ≤ |ρkt |∞|uk|4|∇uk|4|ukt |
≤ C|∆ρkt ||∇uk||Auk||ukt |
≤ C|∇uk|2|Auk|2|ukt |2 + δ|∆ρkt |2






≤ C|∇uk|4|ukt |2 + γ|∇ukt |2;
|((ρkuk · ∇)ukt ,ukt )| ≤ β|uk|∞|∇ukt ||uk|
≤ C|Auk|2|ukt |2 + γ|∇ukt |2;
|(ρktF,ukt )| ≤ |F |3|ρkt ||ukt |6
≤ C|F |2
H1
|ρkt |2 + γ|∇ukt |2;
|(ρkFt,ukt )| ≤ β|Ft||ukt | ≤ C|Ft|2 + C|ukt |2;
|λ((∇ρkt · ∇)uk,ukt )| ≤ C|∇ρkt ||∇uk|4|ukt |4
≤ C|∇ρkt ||Auk||∇ukt |
≤ C|Auk|2|∇ρkt |2 + γ|∇ukt |2;
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|λ((∇ρk · ∇)ukt ,ukt )| ≤ C|∇ρk|∞|∇ukt ||ukt |
≤ C|∇∆ρk|2|ukt |2 + γ|∇ukt |2;
|λ((ukt · ∇)∇ρk,ukt )| ≤ C|ukt ||∆ρk|4|ukt |4
≤ C|ukt ||∇∆ρk||∇ukt |
≤ C|∇∆ρk|2|ukt |2 + γ|∇ukt |2;
|λ((uk · ∇)∇ρkt ,ukt )| ≤ C|uk|∞|∆ρkt ||ukt |





(∇ρk · ∇)∇ρk,ukt )| ≤ C|ρkt |∞|∇ρk|4|∇2ρk|4|ukt |
≤ C|∆ρkt ||∆ρk||∇∆ρk||ukt |
≤ C|∆ρk|2|∇∆ρk|2|ukt |2 + δ|∆ρkt |2;
|( 1
ρk
(∇ρkt · ∇)∇ρk,ukt )| ≤ C|∇ρkt ||∇2ρk|4|ukt |4
≤ C|∇ρkt ||∇∆ρk||∇ukt |
≤ C|∇∆ρk|2|∇ρkt |2 + γ|∇ukt |2;
|( 1
ρk
(∇ρk · ∇)∇ρkt ,ukt )| ≤ C|∇ρk|∞|∇2ρkt ||ukt |
≤ C|∇∆ρk||∆ρkt ||ukt |





(∇ρk · ∇ρk)∇ρk,ukt )| ≤ C|ρkt |∞|∇ρk|36|ukt |
≤ C|∆ρkt ||∆ρk|3|ukt |
≤ C|∆ρk|6|ukt |2 + δ|∆ρkt |2;
|( 1
(ρk)2
(∇ρkt · ∇ρk)∇ρk,ukt )| ≤ C|∇ρkt ||∇ρk|26|ukt |6
≤ C|∇ρkt ||∆ρk|2|∇ukt |




(∇ρk · ∇ρkt )∇ρk,ukt )| ≤ C|∇ρkt ||∇ρk|26|ukt |6
≤ Cε|∆ρk|4|∇ρkt |2 + γ|∇ukt |2;
e, da mesma forma,
|( 1
(ρk)2





∆ρk∇ρk,ukt )| ≤ C|ρkt |∞|∆ρk|4|∇ρk|4|ukt |
≤ C|∆ρkt ||∇∆ρk||∆ρk||ukt |
≤ C|∆ρk|2|∇∆ρk|2|ukt |2 + δ|∆ρkt |2;
|( 1
ρk
∆ρkt∇ρk,ukt )| ≤ C|∆ρkt ||∇ρk|∞|ukt |
≤ C|∆ρkt ||∇∆ρk||ukt |
≤ C|∇∆ρk|2|ukt |2 + δ|∆ρkt |2;
|( 1
ρk
∆ρk∇ρkt ,ukt )| ≤ C|∆ρk|6|∇ρkt ||ukt |3
≤ Cε|∇∆ρk|2|∇ρkt |2 + γ|∇ukt |2.
As estimativas acima obtidas nos permitem chegar a` seguinte desigualdade diferencial (fazendo





|(ρk) 12ukt |2 + µ|∇ukt |2 ≤ C(|F |2H1 |ρ
k
t |2 + |Ft|2) + C(|ρkt |2H1 + |Au
k|2 + |∇∆ρk|2 + 1)|ukt |2
+ C(|Auk|2 + |∇∆ρk|2)|∇ρkt |2 + 12γ|∇ukt |2 + 7δ|∆ρkt |2.





(|(ρk) 12ukt |2 + |∇ρkt |2) + µ|∇ukt |2 + λ|∆ρkt |2
≤ C(|F |2
H1
|ρkt |2 + |Ft|2) + C(|ρkt |2H1 + |Au
k|2 + |∇∆ρk|2 + 1)|ukt |2


















|∆ρkt |2 ≤ C(|F |2H1 |ρ
k
t |2 + |Ft|2)
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+C(|ρkt |2H1 + |Au
k|2 + |∇∆ρk|2 + 1)(|(ρk) 12ukt |2 + |∇ρkt |2).
= Cϕ(t) + Cψ(t)(|(ρk) 12ukt |2 + |∇ρkt |2),
com ϕ, ψ ∈ L1(0, T ∗).
Multiplicando a desigualdade acima por 2 e integrando-a de 0 ate´ t obtemos:















ψ(s)(|(ρk(s)) 12ukt (s)|2 + |∇ρkt (s)|2ds.
Usando o lema de Gronwall e o fato de 0 < α ≤ ρk ≤ β obtemos:




















Mostremos em seguida, que |ukt (0)| e |∇ρkt (0)| sa˜o limitados uniformemente em k. De fato, usando
a primeira equac¸a˜o de (2.8) com o multiplicador v = ukt teremos:
|(ρk) 12ukt |2 = (−(ρkuk · ∇)uk − µAuk + λ(uk · ∇)∇ρk + λ((∇ρk · ∇)uk
−λ2 1
ρk
(∇ρk · ∇)∇ρk + λ2 1
(ρk)2
(∇ρk · ∇ρk)∇ρk − λ2( 1
ρk
∆ρk∇ρk + ρkF,ukt )
= (Φk,ukt ).
Usando o fato de |(ρk) 12ukt |2 ≥ α|ukt |2 teremos
α|ukt |2 ≤ |(Φk,ukt )| =⇒ |ukt |2 ≤
1
α
|(Φk,ukt )| ≤ C|Φk|2 +
1
2
|ukt |2 =⇒ |ukt |2 ≤ C|Φk|2.
Em particular, para t = 0 teremos:
|ukt (0)|2 ≤ C|Φk(0)|2.
Mas,
|Φk(0)|2 ≤ C(|(ρk(0)uk(0) · ∇)uk(0)|2 + |Auk(0)|2 + |(uk(0) · ∇)∇ρk(0)|2





(∇ρk(0) · ∇ρk(0))∇ρk(0)|2 + | 1
ρk(0)
∆ρk(0)∇ρk(0)|2 + |ρk(0)F (0)|2).
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|∆ρ◦|2|∇∆ρ◦|2 + β2|F (0)|2)
=⇒ |Φk(0)|2 ≤ C
e, portanto, |ukt (0)| e´ limitado uniformemente em k. Ale´m disso,
|∇ρkt (0)| ≤ |∇uk(0) · ∇ρk(0)|+ |uk(0) · ∇2ρk(0)|+ λ|∇∆ρk(0)|
≤ C(|Au◦||∆ρ◦|+ |∇∆ρ◦|) ≤ C,
e assim, |∇ρkt (0)| e´ tambe´m limitado uniformemente em k. Conclu´ımos enta˜o que
ukt ∈ L∞(0,T∗;H) ∩ L2(0,T∗;V)
ρkt ∈ L∞(0,T∗;H1) ∩ L2(0,T∗;H2N)
uniformemente em k e devido a (2.17) conseguimos:
uk ∈ L∞(0,T∗;D(A)),
uniformemente em k. Ale´m disso,
λ|∇∆ρk| = |∇ρkt +∇uk · ∇ρk + uk · ∇2ρk|
≤ C(|∇ρkt |+ |∇uk|4|∇ρk|4 + |uk|∞|∇2ρk|)
≤ C(|∇ρkt |+ |Auk||∆ρk|) ≤ C;
e tambe´m,
λ|∆2ρk| = |∆ρkt +∆uk · ∇ρk + u ·∆∇ρk|
≤ C(|∆ρkt |+ |∆uk||∇ρk|∞ + |uk|∞|∇∆ρk|)















ρk ∈ L∞(0,T∗;H3N) ∩ L2(0,T∗;H4N)
Agora, podemos obter estimativas melhores para as aproximac¸o˜es.
Podemos ver pela primeira equac¸a˜o de (2.8) que:
27
µAuk = −Pk[ρkukt + (ρkuk · ∇)uk − ρkF − λ(uk · ∇)∇ρk
−λ(∇ρk · ∇)uk)]− λ2Pk[ 1
ρk
(∇ρk · ∇)∇ρk (2.19)
− 1
(ρk)2
(∇ρk · ∇ρk)∇ρk + 1
ρk
∆ρk∇ρk].
Assim, temos as seguintes estimativas na norma L6(Ω) para os termos que se encontram do lado
direito da expressa˜o acima:
|Pk(ρkukt )|6 ≤ C|ρk|∞|ukt |6 ≤ C|∇ukt |;
|Pk((ρkuk · ∇)uk)|6 ≤ C|ρk|∞|uk|∞|∇uk|6 ≤ C|Auk|2;
|Pk(ρkF )|6 ≤ C|ρk|∞|F |6 ≤ C|F |H1 ;
|λPk((u · ∇)∇ρk)|6 ≤ C|uk|∞|∇2ρk|6 ≤ C|Auk||∇∆ρk|;
































Podemos ainda, conseguir estimativas uniformes em k para a derivada segunda uktt; para isto
comec¸ando derivando a equac¸a˜o com respeito a` varia´vel t e em seguida, considerando v = uktt. Apo´s






|∇ukt |2 = −(ρktukt ,uktt)
−((ρktuk · ∇)uk,uktt)− ((ρkukt · ∇)uk,uktt)− ((ρkuk · ∇)ukt ,uktt)
+λ((ukt · ∇)∇ρk,uktt) + λ((uk · ∇)∇ρkt ,uktt)

















(∇ρkt · ∇ρk)∇ρk,uktt) + λ2(
1
(ρk)2




















Podemos estimar os termos a` direita da seguinte forma:
|(ρktukt ,uktt)| ≤ |ρkt |4|ukt |4|uktt| ≤ Cε|∇ukt |2 + ε|uktt|2;
|((ρktuk · ∇)uk,uktt)| ≤ |ρkt |4|uk|∞|∇uk|4|uktt| ≤ Cε|ρkt |2H1 |Au
k|4 + ε|uktt|2;
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|(ρkukt · ∇)uk,uktt)| ≤ |ρk|∞|ukt |4|∇uk|4|uktt| ≤ Cε|∇ukt |2 + ε|uktt|2;
|((ρkuk · ∇)ukt ,uktt)| ≤ |ρk|∞|uk|∞|∇ukt ||uktt| ≤ Cε|∇ukt |2 + ε|uktt|2;
|((ukt · ∇)∇ρk,uktt)| ≤ |ukt |4|∇2ρk|4|uktt| ≤ Cε|∇ukt |2 + ε|uktt|2;
|((uk · ∇)∇ρkt ,uktt)| ≤ |uk|∞|∇2ρkt ||uktt| ≤ Cε|∆ρkt |2 + ε|uktt|2;
|((∇ρkt · ∇)uk,uktt)| ≤ |∇ρkt |4|∇uk|4|uktt| ≤ Cε|∆ρkt |2 + ε|uktt|2;





(∇ρk · ∇)∇ρk,uktt)| ≤ C|ρkt |4|∇ρk|∞|∇2ρk|4|uktt| ≤ Cε + ε|uktt|2;
|( 1
ρk
(∇ρkt · ∇)∇ρk,uktt)| ≤ C|∇ρkt |4|∇2ρk|4|uktt| ≤ Cε|∆ρkt |2 + ε|uktt|2;
|( 1
ρk





(∇ρk · ∇ρk)∇ρk,uktt)| ≤ C|ρkt ||∇ρk|3∞|uktt| ≤ Cε + ε|uktt|2;
|( 1
(ρk)2
(∇ρkt · ∇ρk)∇ρk,uktt)| ≤ C|∇ρkt ||∇ρk|2∞|uktt| ≤ Cε + ε|uktt|2;
|( 1
(ρk)2
(∇ρk · ∇ρkt )∇ρk,uktt)| ≤ C|∇ρk|2∞|∇ρkt ||uktt| ≤ Cε + ε|uktt|2;
|( 1
(ρk)2





∆ρk∇ρk,uktt)| ≤ C|ρkt |4|∆ρk|4|∇ρk|∞|uktt| ≤ Cε + ε|uktt|2;
|( 1
ρk
∆ρkt∇ρk,uktt)| ≤ C|∆ρkt ||∇ρk|∞|uktt| ≤ Cε|∆ρkt |2 + ε|uktt|2;
|( 1
ρk
∆ρk∇ρkt ,uktt)| ≤ |∆ρk|4|∇ρkt |4|uktt| ≤ Cε|∆ρkt |2 + ε|uktt|2;
|(ρktF,uktt)| ≤ |ρkt |4|F |4|uktt| ≤ Cε|F |2H1 + ε|u
k
tt|2;
|(ρkFt,uktt)| ≤ C|Ft||uktt| ≤ Cε|Ft|2 + ε|uktt|2.







≤ C(|∇ukt |2 + |∆ρkt |2 + |F |2H1 + |Ft|
2 + 1) + 20ε|uktt|2.
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Lembrando que 0 < α ≤ ρk, para todo k ≥ 1 e escolhendo ε = α
40
, vemos que a desigualdade




|∇ukt |2 ≤ C(|∇ukt |2 + |∆ρkt |2 + |F |2H1 + |Ft|
2 + 1).
Assim, multiplicando a desigualdade acima por σ(t), onde σ(t) = min{t, 1}, e integrando-a entre












C(|∇ukt (s)|2 + |∆ρkt (s)|2 + |F (s)|2H1 + |Ft(s)|



















≤ σ(ε)|∇ukt (ε)|2 +
∫ t
ε
C(|∇ukt (s)|2 + |∆ρkt (s)|2 + |F (s)|2H1 + |Ft(s)|
2 + 1)ds.
Escolhemos enta˜o, uma sequ¨eˆncia (εn) tal que 0 < εn < 1 para todo n ≥ 1, εn → 0 e, ale´m disso,
σ(εn)|∇ukt (εn)|2 → 0 (o que e´ sempre poss´ıvel ja´ que ∇ukt ∈ L2(0, t)). Fazendo o limite quando








C(|∇ukt (s)|2 + |∆ρkt (s)|2 + |F (s)|2H1 + |Ft(s)|
2 + 1)ds ≤ C,
Logo, podemos concluir que para todo δ > 0, teremos
ukt ∈ L∞(δ,T∗;V) e uktt ∈ L2(δ,T∗;H),
uniformemente em k.
Todas as limitac¸o˜es uniformes anteriores implicam as seguintes convergeˆncias (passando a sub-
sequ¨eˆncias, se necessa´rio):
(1) uk ⇀ u fraco - ∗ em L∞(0,T∗;V);
(2) uk ⇀ u fraco - ∗ em L∞(0,T∗;D(A));
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(3) uk ⇀ u fraco em L2(0,T∗;D(A));
(4) uk ⇀ u fraco em L2(0,T∗;W1,∞(Ω));
(5) ukt ⇀ ut fraco - ∗ em L∞(0,T∗;H);
(6) ukt ⇀ ut fraco em L
2(0,T∗;V);
(7) ukt ⇀ ut fraco - ∗ em L∞(δ,T∗;V);
(8) uktt ⇀ utt fraco em L
2(δ,T∗;H);
(9) ρk ⇀ ρ fraco - ∗ em L∞(0,T∗;H3N);
(10) ρk ⇀ ρ fraco em L2(0,T∗;H4N);
(11) uk −→ u forte em L2(0,T∗;V);
(12) ρk −→ ρ forte em Lq(Ω), ∀q ≥ 1;
(13) ρk −→ ρ forte em L2(0,T∗;H2N);
(14) ρkt ⇀ ρt fraco - ∗ em L∞(0,T∗;H1);
(15) ρkt ⇀ ρt fraco em L
2(0,T∗;H2N);
(16) ρkt ⇀ ρt fraco em L
2(0,T∗;H1);
(17) ρkt ⇀ ρt fraco em L
2(QT∗).
Observamos que as convergeˆncias em (11) e (13) foram obtidas usando o Lema 1.5 (Aubin).
Parte 2: passagem ao limite.





onde ϕi(x) e´ a i-e´sima autofunc¸a˜o do operador de Stokes.













((ρkuk · ∇)uk, φm)dt −→
∫ T ∗
0











((∇ρk · ∇)uk, φm)dt −→
∫ T ∗
0





((uk · ∇)∇ρk, φm)dt −→
∫ T ∗
0







































































Porque ρφm ∈ L2(0, T ∗;L2(Ω)) e ukt ⇀ ut fraco em L2(0, T ∗;H) temos que o
segundo termo da desigualdade acima converge a zero quando k −→∞.




|(ρk − ρ)uktφm|dxdt ≤
∫ T ∗
0
































o qual converge a zero devido a` convergeˆncia (13).
Para provar (ii) tomamos:
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+ C2|uk − u|L2(0,T∗;V ) ;
usando as convergeˆncias (11) e (13) podemos inferir que a u´ltima expressa˜o tende a zero quando
k −→∞.
O limite em (iii) e´ provado como segue:
µ






















tal termo tende a zero devido a` convergeˆncia forte em (11).
Em (iv) temos:
λ

























L2(0,T∗;V )|uk − u|L2(0,T∗;V )
+C|u|
L∞(0,T∗;V ) |φm|L2(0,T∗;V )|ρk − ρ|L2(0,T∗;H2
N
)
≤ C|uk − u|




usando as convergeˆncias em (11) e (13) temos que o limite e´ zero.
Analogamente, para (v) temos:
λ


























L2(0,T∗;V ) |φm|L2(0,T∗;V )
+C|u|





≤ C|uk − u|




e considerando as convergeˆncias fortes em (11) e (13) temos que o limite e´ zero.




(ρkF − ρF )φmdxdt
∣∣∣∣ ≤ ∫ T ∗
0
|ρk − ρ|4|F |4|φm|dt
≤ C|ρk − ρ|
L2(0,T∗;H1)|F |L2(0,T∗;H1)|φm|L∞(0,T∗;H)
≤ C|ρk − ρ|
L2(0,T∗;H2)
e usando a convergeˆncia em (13) temos que o u´ltimo termo tende a zero quando k −→∞.




(∇ρk · ∇)∇ρk − 1
ρ
(∇ρ · ∇)∇ρ, φm) = (ρ− ρ
k
ρkρ




(∇(ρk − ρ) · ∇)∇ρk, φm) + (1
ρ
(∇ρ · ∇)∇(ρk − ρ), φm).
Analisemos, enta˜o a convergeˆncia dos termos a` direita na expressa˜o acima.
∫ T ∗
0















tal termo tende a zero, quando k −→∞ devido a` converge˜ncia (13).
Para o pro´ximo termo temos:∫ T ∗
0















L2(0,T∗;V )|ρk − ρ|L2(0,T∗;H2
N
)





o qual vai a zero quando k −→∞ conforme a convergeˆncia (13).
Ale´m disso, temos que: ∫ T ∗
0















L2(0,T∗;V ) |ρk − ρ|L2(0,T∗;H2
N
)





sendo que este u´ltimo converge a zero quando k −→∞ pela convergeˆncia (13).




(∇ρk · ∇ρk)∇ρk − 1
ρ2
(∇ρ · ∇ρ)∇ρ, φm) = ((ρ
k)2 − ρ2
(ρkρ)2




(∇(ρk − ρ) · ∇ρk)∇ρk, φm) + ( 1
ρ2




(∇ρ · ∇ρ)∇(ρk − ρ), φm).
Assim sendo, mostremos para o primeiro termo da direita na expressa˜o acima.∫ T ∗
0

















L2(0,T∗;V ) |ρk − ρ|L2(0,T∗;H1)
≤ C|ρk − ρ|
L2(0,T∗;H1) .
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O termo acima vai a zero devido a` convergeˆncia (13).
Para o segundo termo temos:∫ T ∗
0















L2(0,T∗;V ) |ρk − ρ|L2(0,T∗;H1)
≤ C|ρk − ρ|
L2(0,T∗;H1) ,
e tal termo converge a zero quando k −→∞ devido a` (13).
Para o terceiro termo temos:∫ T ∗
0


















L2(0,T∗;V )|ρk − ρ|L2(0,T∗;H1)
≤ C|ρk − ρ|
L2(0,T∗;H1).
Assim, este termo tambe´m tende a zero quando k −→∞, usando a convergeˆncia (13).
Para o u´ltimo termo de (viii), temos:∫ T ∗
0















L2(0,T∗;V ) |ρk − ρ|L2(0,T∗;H1)
≤ C|ρk − ρ|
L2(0,T∗;H1)
e, usando a convergeˆncia (13) vemos que o termo acima tende a zero quando k −→∞; assim sendo,
temos mostrada a convergeˆncia em (viii).














∆(ρk − ρ)∇ρk, φm) + (1
ρ
∆ρ∇(ρk − ρ), φm).
Analisemos enta˜o, cada uma destas convergeˆncias.
∫ T ∗
0

















L2(0,T∗;V ) |ρk − ρ|L2(0,T∗;H1)



















L2(0,T∗;V )|ρk − ρ|L2(0,T∗;H2
N
)



























e, portanto, usando a convergeˆncia (13) segue o resultado.
Assim, passando o limite obtemos:∫ T ∗
0




(∇ρ · ∇)∇ρ− λ
2
ρ2
(∇ρ · ∇ρ)∇ρ+ λ
2
ρ
∆ρ∇ρ− ρF, φm)dt = 0,
(2.22)
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(∇ρ · ∇ρ)∇ρ+ λ
2
ρ
∆ρ∇ρ− ρF ∈ L2(0, T ∗;L2(Ω)).
Pelo fato das func¸o˜es φm serem densas em L2(0, T ∗;H) temos que (2.22) tambe´m e´ va´lida para
toda φ ∈ L2(0, T ∗;H), e assim, Lu ∈ L2(0, T ∗;H)⊥.
Portanto, pelo Lema 1.7 (De Rham), existe p ∈ L2(0, T ∗;H1(Ω)) tal que







(∇ρ · ∇ρ)∇ρ+ λ
2
ρ
∆ρ∇ρ− ρF = ∇p.
(2.23)
Agora, tomando o produto interno de ϕ ∈ L2(Q
T∗ ), onde QT∗ = Ω × [0, T ∗], com a segunda





k.∇ρk − λ∆ρk]ϕdxdt = 0.




[ρt + u · ∇ρ− λ∆ρ]ϕdxdt.
Dedido a` convergeˆncia fraca de ρkt para ρt em L
2(Q




(ρkt − ρt)ϕdxdt −→ 0.




{uk · ∇ρk − u · ∇ρ}ϕdxdt























≤ C|uk − u|






















para toda ϕ ∈ L2(Q
T∗ ); usando o Lema de Du Bois Raymond, [3], pa´g. 108, conclu´ımos que:








ρt + u · ∇ρ− λ∆ρ = 0 em L∞(0, T ∗;L2(Ω)).
Parte 3: continuidade das soluc¸o˜es.
Observamos inicialmente que, como u ∈ L2(0, T ∗;D(A)) e ut ∈ L2(0, T ∗;H) enta˜o pelo Lema
1.4, temos que u ∈ C([0, T ∗];V ), ou seja, existe u˜ cont´ınua de [0, T ∗] em V tal que u = u˜, q.t.p. em
[0, T ∗].
No que segue, mostraremos que a soluc¸a˜o u obtida pelo me´todo de Galerkin assume seu dado
inicial continuamente em V e D(A), respectivamente.















2 · t 12 ≤ Ct 12 . (2.24)
Como {uk} e´ limitada em L∞(0, T ∗;D(A)) e {ukt } e´ limitada em L2(0, T ∗;V ), o Lema 1.5 (Aubin-
Lions) nos garante que uk → u fortemente em C0([0, T ∗];V ); assim, fazendo o limite quando k → +∞
em (2.24) teremos:




|u(t)− u(0)|V = lim
t→0+
|∇u(t)−∇u(0)| = 0.
Mostremos agora, que lim
t→0+
|Au(t) − Au◦| = 0. Notemos que, como u(t) → u◦ fortemente
em V e como |Au| e´ limitada em [0, T ∗] enta˜o Au(t) → Au◦ fracamente em L2(Ω) e, portanto,
lim inf
t→0+
|Au(t)| ≥ |Au◦|; somente nos falta agora, mostrar que lim sup
t→0+
|Au(t)| ≤ |Au◦|. Para tal,
comec¸amos tomando v = Aukt na primeira equac¸a˜o de (2.8) e em seguida, fazemos uma integrac¸a˜o












((ρkuk · ∇)uk + λ(uk · ∇)∇ρk + λ(∇ρk · ∇)uk
−λ2 1
ρk
(∇ρk · ∇)∇ρk + λ2 1
(ρk)2
(∇ρk · ∇ρk)∇ρk − λ2 1
ρk






























hkt = −(ρktuk · ∇)uk − (ρkukt · ∇)uk − (ρkuk · ∇)ukt




(∇ρk · ∇)∇ρk − λ2 1
ρk








(∇ρk · ∇ρk)∇ρk + λ2 1
(ρk)2
(∇ρkt · ∇ρk)∇ρk + λ2
1
(ρk)2




(∇ρk · ∇ρk)∇ρkt + λ2
ρkt
(ρk)3





∆ρk∇ρkt − ρktF − ρkFt
Agora, vamos estimar os termos que se encontram a` direita na igualdade acima.
|(ρktuk · ∇)uk| ≤ |ρkt |4|uk|∞|∇uk|4 ≤ C|ρkt |H1 |Auk|2 ≤ C;
|(ρkukt · ∇)uk| ≤ |ρk|∞|ukt |4|∇uk|4 ≤ C|∇ukt ||Auk| ≤ C|∇ukt |;
|(ρkuk · ∇)ukt | ≤ |ρk|∞|uk|∞|∇ukt | ≤ C|Auk||∇ukt | ≤ C|∇ukt |;
|(ukt · ∇)∇ρk| ≤ |ukt |4|∇2ρk|4 ≤ C|∇ukt ||∇∆ρk| ≤ C|∇ukt |;
|(uk · ∇)∇ρkt | ≤ |uk|∞|∇2ρkt | ≤ C|Auk||∆ρkt | ≤ C|∆ρkt |;
|(∇ρkt · ∇)uk| ≤ |∇ρkt |4|∇uk|4 ≤ C|∆ρkt ||Auk| ≤ C|∆ρkt |;






(∇ρk · ∇)∇ρk| ≤ C|ρkt |4|∇ρk|∞|∇2ρk|4 ≤ C|ρkt |H1 |∇∆ρk|2 ≤ C;
| 1
ρk
(∇ρkt · ∇)∇ρk| ≤ C|∇ρkt |4|∇2ρk|4 ≤ C|∆ρkt ||∇∆ρk| ≤ C|∆ρkt |;
| 1
ρk





(∇ρk · ∇ρk)∇ρk| ≤ C|ρkt ||∇ρk|3∞ ≤ C|ρkt ||∇∆ρk|3 ≤ C;
| 1
(ρk)2
(∇ρkt · ∇ρk)∇ρk| ≤ C|∇ρkt ||∇ρk|2∞ ≤ C|∇ρkt ||∇∆ρk|2 ≤ C;
| 1
(ρk)2
(∇ρk · ∇ρkt )∇ρk| ≤ C|∇ρk|2∞|∇ρkt | ≤ C|∇∆ρk|2|∇ρkt | ≤ C;
| 1
(ρk)2





∆ρk∇ρk| ≤ C|ρkt |4|∆ρk|4|∇ρk|∞ ≤ C|ρkt |H1 |∇∆ρk|2 ≤ C;
| 1
ρk
∆ρkt∇ρk| ≤ C|∆ρkt ||∇ρk|∞ ≤ C|∆ρkt ||∇∆ρk| ≤ C|∆ρkt |;
| 1
ρk
∆ρk∇ρkt | ≤ C|∆ρk|4|∇ρkt |4 ≤ C|∇∆ρk||∆ρkt | ≤ C|∆ρkt |;
|ρktF | ≤ |ρkt |4|F |4 ≤ C|ρkt |H1 |F |H1 ≤ C|F |H1 ;
|ρkFt| ≤ C|Ft|.
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Com estas estimativas vemos que











2 · t 12 ≤ C · t 12 . (2.26)



































Assim, voltando a` expressa˜o (2.25) e usando as desigualdades (2.26) e (2.27) teremos:







|(hk(t), Auk(t))− (hk(0), Auk(0))| (2.28)
Definindo






(∇ρ · ∇ρ)∇ρ− λ2 1
ρ
∆ρ∇ρ− ρF )(t)
para todo t ∈ [0, T ∗], teremos que hk(t) → h(t) fracamente em L2(Ω), para cada t fixado e fazendo
k → +∞ , obteremos:
lim inf
k→+∞
|Auk(t)|2 ≤ lim inf
k→+∞











|(hk(t), Auk(t))− (hk(0), Auk(0))|





|(h(t), Au(t))− (h(0), Au(0))|.





Portanto, sabendo que Au(t) → Au◦ fracamente em L2(Ω), que lim
t→0+
|Au(t)| = |Au◦| e que o
espac¸o L2(Ω) e´ uniformemente convexo, podemos inferir que
lim
t→0+
|Au(t)− Au◦| = 0,
ou seja, a velocidade soluc¸a˜o u assume seu dado inicial continuamente em D(A). De maneira inteira-




Parte 4: unicidade de soluc¸a˜o.
Sejam (u, ρ) e (u1, ρ1) duas soluc¸o˜es do problema inicial (2.7); definamos z = ρ−ρ1 e w = u−u1.
Usando a segunda equac¸a˜o de (2.7), temos:
(zt + u · ∇z +w · ∇ρ1 − λ∆z, ψ) = 0,
para toda ψ ∈ L2(Q
T∗ ).





|z|2 = λ(∆z, z)− (w · ∇ρ1, z)
ja´ que (u · ∇z, z) = 0. Os dois termos a` direita na expressa˜o acima podem ser assim estimados:
|(∆z, z)| ≤ C|z|2 + δ|∆z|2;






|z|2 ≤ C|w|2 + C|z|2 + δ|∆z|2 (2.29)
Por outro lado, fazendo ψ = −∆z obtemos:






|∇z|2 + λ|∆z|2 = (u · ∇z,∆z) + (w · ∇ρ1,∆z)
≤ |u|∞|∇z||∆z|+ |w||∇ρ1|∞|∆z|




Depois de escolher ε =
λ
4
e levando em conta as limitac¸o˜es de |Au| e |ρ1|
H3
, a desigualdade acima










Consideramos enta˜o a primeira equaca˜o de (2.7) aplicada em (u, ρ) e (u1, ρ1).
Fazendo a diferenc¸a entre elas e tomando o produto interno com v = w obtemos:
(ρwt,w) + µ(Aw,w) = −(zu1t ,w)− ((zu · ∇)u,w)
−((ρ1w · ∇)u,w)− ((ρ1u1 · ∇)w,w) + λ((u · ∇)∇z,w) + λ((w · ∇)∇ρ1,w)
+λ((∇z · ∇)u,w) + λ((∇ρ1 · ∇)w,w) + (zF,w)
−λ2{(− z
ρρ1
(∇ρ · ∇)∇ρ+ 1
ρ1






(∇ρ · ∇ρ)∇ρ− 1
(ρ1)2






































(ρw,w) + µ|∇w|2 = −1
2
((u · ∇ρ)w,w) + λ
2
(∆ρw,w)
+(zF,w)− (zu1t ,w)− ((zu · ∇)u,w)− ((ρ1w · ∇)u,w)− ((ρ1u1 · ∇)w,w)
+λ{((u · ∇)∇z,w) + ((w · ∇)∇ρ1,w) + ((∇z · ∇)u,w) + ((∇ρ1 · ∇)w,w)}
−λ2{(− z
ρρ1
(∇ρ · ∇)∇ρ+ 1
ρ1






(∇ρ · ∇ρ)∇ρ− 1
(ρ1)2












Estimamos os termos do lado direito como segue:
1
2










≤ ε|∇w|2 + C|∇ρ|2|w|2;
|(zu1t ,w)| ≤ |z|∞|u1t ||w| ≤ δ|∆z|2 + C|u1t |2|w|2;
|((zu · ∇)u,w)| ≤ C|z|∞|u|∞|∇u||w|
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≤ δ|∆z|2 + C|Au|2|∇u|2|w|2;
|((ρ1w · ∇)u,w)| ≤ |ρ1|∞|∇w||Au||w| ≤ ε|∇w|2 + C|Au|2|w|2;
|((ρ1u1 · ∇)w,w)| ≤ |ρ1|∞|Au1||∇w||w| ≤ ε|∇w|2 + C|Au1|2|w|2;
|λ((u · ∇)∇z,w)| ≤ C|Au||∆z||w| ≤ δ|∆z|2 + C|Au|2|w|2;
|λ((w · ∇)∇ρ1,w)| ≤ λ|∇w||ρ1|
H3
N




|λ((∇z · ∇)u,w)| ≤ C|∆z||Au||w| ≤ δ|∆z|2 + C|Au|2|w|2;
|λ((∇ρ1 · ∇)w,w)| ≤ C|ρ1|
H3
N




















(∇z · ∇)∇ρ,w)| ≤ C|∇z||∇2ρ|4|w|4
≤ C|∇z||∇∆ρ||∇w|
≤ Cε|∇∆ρ|2|∇z|2 + ε|∇w|2;
|λ2( 1
ρ1






























































































≤ C|∇z||∇ρ1|26|w|6 + C|∇z||∆ρ1|4|w|4
≤ C|∇z||∆ρ1|2|∇w|+ C|∇z||∇∆ρ1||∇w|















(∇z · ∇ρ)∇ρ,w)| ≤ C 1|ρ1|2∞
|∇z||∇ρ|26|w|6
≤ C|∇z||∆ρ|2|∇w|




(∇ρ1 · ∇z)∇ρ,w)| ≤ C 1|ρ1|2∞
|∇ρ1|6|∇z||∇ρ|6|w|6
≤ C|∆ρ1||∇z||∆ρ||∇w|




(∇ρ1 · ∇ρ1)∇z,w)| ≤ C 1|ρ1|2∞
|∇ρ1|26|∇z||w|6
≤ C|∆ρ1|2|∇z||∇w|
≤ Cε|∆ρ1|4|∇z|2 + ε|∇w|2;
|λ2( z
ρρ1

















































































2ρ|4|w|4 + C|ρ1|∞ |∇z||∇ρ|∞|∇w|
≤ C|∇z||∆ρ|2|∇w|+ C|∇z||∇∆ρ||∇w|




∆ρ1∇z,w)| ≤ C|ρ1|∞ |∆ρ
1|4|∇z||w|4
≤ C|∇∆ρ1||∇z||∇w|






(ρw,w) + (µ− 19ε)|∇w|2 ≤ Cε,δ{|Au||ρ|
H3
N
+ |∇ρ|2 + |u1t |2


















(ρw,w) + (µ− 19ε)|∇w|2 ≤ C|w|2 + C|z|2
H1
+ 4δ|∆z|2 (2.31)
Somando-se as desigualdades (2.29),







}+ (µ− 19ε)|∇w|2 + (λ
2
− 5δ)|∆z|2





















≤ C|w|2 + C|z|2
H1
,







} ≤ C((ρw,w) + |z|2
H1
),
e integrando de 0 a t, com t ∈ [0, T ∗]:
(ρw,w) + |z|2
H1








Agora, usando o lema de Gronwall obtemos:
(ρw,w) + |z|2
H1






≤ C[(ρ◦w(0),w(0)) + |z(0)|2
H1
].
Porque w(0) = 0, |z(0)|2
H1
= 0 conclu´ımos que (ρw,w) = 0 e |z|2
H1
= 0 (z e´ constante); ale´m
disso, z(0) = 0 e ρ > 0 implicam w = 0 e z = 0.
Observac¸a˜o. Conve´m notar que H. Beira˜o da Veiga provou em [4] a regularidade da soluc¸a˜o do
problema (2.6) (com termos envolvendo λ2) usando linearizac¸a˜o e argumentos de ponto fixo; ale´m




Taxas de Convergeˆncia para as Aproximac¸o˜es Semi-
Galerkin
3.1 Introduc¸a˜o
Este cap´ıtulo e´ dedicado inteiramente a` investigac¸a˜o das taxas de convergeˆncia nas normas de L2 e
de H1, das aproximac¸o˜es semi-Galerkin espectral para a soluc¸a˜o do problema completo. Mostramos
que e´ poss´ıvel obter estimativas de erro uniformes e tambe´m, estimativas melhoradas na norma de
L2.
3.2 Estimativas de erro otimais na norma H1 para a veloci-
dade
Nesta sec¸a˜o provaremos algumas estimativas de erro otimais locais no tempo para a velocidade na
norma H1 e para a densidade na norma H2. Aqui, por otimalidade entendemos que as soluc¸o˜es apro-
ximadas convergem para a soluc¸a˜o do problema (2.2) na melhor taxa poss´ıvel, medida por poteˆncias
do inverso do autovalor λk+1 do operador de Stokes, considerando-se as aproximac¸o˜es no subespac¸o Vk.
Comec¸aremos trabalhando como em Heywood [18] no caso das equac¸o˜es de Navier-Stokes cla´ssicas.
Para tal, definimos:
Definic¸a˜o 3.1 Sejam (u, ρ) a soluc¸a˜o forte do problema (2.2) dada pelo Teorema 2.1 e (uk, ρk) a
soluc¸a˜o do problema aproximado de n´ıvel k. Definimos enta˜o:
i) vk = Pku
ii) θk = vk − uk
iii) Ek = u− vk
iv) pik = ρ− ρk
(3.32)
No que se segue denotaremos por c > 0 uma constante positiva independente de k que pode
depender das func¸o˜es Fi dadas no Teorema 2.1.
Para as varia´veis acima definidas vale o seguinte resultado:
Lema 3.1











Demonstrac¸a˜o. Observamos que vk = Pku satisfaz:




(∇ρ · ∇)∇ρ− 1
ρ2
(∇ρ · ∇ρ)∇ρ+ 1
ρ
∆ρ∇ρ) = 0. (3.33)
Subtraindo de (3.33) a primeira equac¸a˜o em (2.3) obtemos:
Pk[pi
k(ut + (u · ∇)u− F ) + ρkEkt + (ρkθk · ∇)u
+(ρkEk · ∇)u+ (ρkuk · ∇)θk + (ρkuk · ∇)Ek] + Pk(ρkθkt ) + µAθk
−λPk[(θk · ∇)∇ρ+ (Ek · ∇)∇ρ+ (uk · ∇)∇pik




(∇ρ · ∇)∇ρ+ 1
ρk


























= −(pik(ut + u.∇u− F ), νθk)− (ρkEkt , νθk)
−(ρkθk.∇u, νθk)− (ρkEk.∇u, νθk)
−(ρkuk.∇θk, νθk)− (ρkuk.∇Ek, νθk) (3.35)
+λ((θk.∇)∇ρ, νθk) + λ((Ek.∇)∇ρ, νθk)
+λ((uk.∇)∇pik, νθk) + λ((∇pik.∇)u, νθk)




(∇ρ · ∇)∇ρ+ 1
ρk
(∇pik · ∇)∇ρ+ 1
ρk




(∇ρ · ∇ρ)∇ρ− 1
(ρk)2




(∇ρk · ∇pik)∇ρ− 1
(ρk)2



















k, θk);∣∣∣∣ν2(ρkt θk, θk)
∣∣∣∣ = |ν2λ(∆ρkθk, θk)− ν2(uk · ∇ρkθk, θk)
≤ cε|∆ρk||θk|6|θk|3 + C|Auk||∇ρk|6|θk|3|θk|
≤ C|θk|2 + 2ε|∇θk|2;







Ale´m disso, usando as desigualdades de Ho¨lder e de Young , obtemos para todo ε > 0,
|((ρkθk · ∇)u, νθk)| ≤ ν|ρk|∞|θk| |∇u|4|θk|4
≤ cε|ρk|2∞|Au|2 |θk|2 + ε|∇θk|2,
grac¸as a` imersa˜o de Sobolev H1(Ω) ↪→ L4(Ω), e a` equivaleˆncia das normas |u|H2 e |Au|.
Analogamente, obtemos:
|((ρkEk · ∇)u, νθk)| ≤ Cε|ρk|2∞|Au|2|Ek|2 + ε|∇θk|2.
Usando novamente as desigualdades de Ho¨lder e de Young juntamente com a imersa˜o de Sobolev
H2(Ω) ↪→ L∞(Ω), obtemos:
|(ρkuk.∇θk, νθk)| ≤ ν|ρk|∞|uk|∞|∇θk| |θk|
≤ cε|ρk|2∞|Auk|2 |θk|2 + ε|∇θk|2.
Observamos, ainda, que:




















































≤ cε|∇ρk|2∞|∇uk|2|Ek|2 + cε|ρk|2∞|Auk|2|Ek|2
+2ε|∇θk|2,
|(pik(ut + u.∇u− F ), νθk)|
≤ ν|pik||ut + u.∇u− F |4|θk|4
≤ cε|ut + u.∇u− F |24|pik|2 + ε|∇θk|2.
Os termos que envolvem λ sa˜o estimados como segue:








































≤ cε|∇ρ|2∞|θk|2 + ε|∇θk|2.
Analogamente, temos:
|λ((Ek · ∇)∇ρ, νθk)| ≤ cε|∇ρ|2∞|Ek|2 + ε|∇θk|2.
E tambe´m:








































≤ cδ|∇uk|2∞|θk|2 + δ|∇pik|2,
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onde δ > 0.
Ale´m disso, temos que:
|λ((∇pik · ∇)u, νθk)| ≤ νλ|∇pik| |∇u|∞|θk|
≤ cδ|∇u|2L∞|θk|2 + δ|∇pik|2;
|λ((∇ρk · ∇)θk, νθk)| ≤ νλ|∇ρk|∞ |∇θk| |θk|
≤ cε|∇ρk|2∞|θk|2 + ε|∇θk|2;



















































≤ νλ|∆ρk|4|θk|4|Ek|+ νλ|∇ρk|∞|∇θk| |Ek|




(∇ρ · ∇)∇ρ, νθk)| ≤ Cνλ2|pik||∇ρ|6|∇2ρ|6|θk|6
≤ c|pik||∆ρ||∇∆ρ||∇θk|
≤ cε|∆ρ|2|∇∆ρ|2|pik|2 + ε|∇θk|2;
|λ2( 1
ρk
(∇pik · ∇)∇ρk, νθk)| ≤ Cνλ2|∇pik||∇2ρk|3|θk|6
≤ C|∇pik||∆ρk| 12 |∇∆ρk| 12 |∇θk|
≤ νcδ|∆ρk||∇∆ρk||∇θk|2 + δ|∇pik|2;
|λ2 1
ρk














































































(∇ρ · ∇ρ)∇ρ, νθk)| ≤ νλ2|pik||∇ρ|∞|∇ρ|26|θk|6
≤ c|pik||∇ρ|∞|∆ρ|2|∇θk|
≤ cε|∇ρ|2∞|∆ρ|4|pik|2 + ε|∇θk|2;
|λ2( 1
(ρk)2
(∇pik · ∇ρ)∇ρ, νθk)| ≤ νλ2|∇pik||∇ρ|2∞|θk|
≤ cδ|∇ρ|4∞|θk|2 + δ|∇pik|2;
|λ2( 1
(ρk)2
(∇ρk · ∇pik)∇ρ, νθk)| ≤ νλ2|∇ρk|∞|∇pik||∇ρ|∞|θk|
≤ cδ|∇ρk|2∞|∇ρ|2∞|θk|2 + δ|∇pik|2;
|λ2( 1
(ρk)2
(∇ρk · ∇ρk)∇pik, νθk)| ≤ νλ2|∇ρk|2∞|∇pik||θk|




∆ρ∇ρ, νθk)| ≤ νλ2|pik||∆ρ|3|∇ρ|6|θk|6
≤ c|pik||∆ρ| 32 |∇∆ρ| 12 |∇θk|
≤ cε|∆ρ|3|∇∆ρ||pik|2 + ε|∇θk|2;
|λ2( 1
ρk


















































































≤ c|∇pik||∇ρk|6|∇ρ|6|θk|6 + c|∇pik||∆ρ|3|θk|6 + |∇pik||∇ρ|∞|∇θk|
≤ c|∇pik||∆ρk||∆ρ||∇θk|+ c|∇pik||∆ρ| 12 |∇∆ρ| 12 |∇θk|+ c|∇pik||∇ρ|∞|∇θk|
≤ νcδ(|∆ρk|2|∆ρ|2 + |∆ρ||∇∆ρ|+ |∇ρ|2∞)|∇θk|2 + 3δ|∇pik|2;
|λ2( 1
ρk
∆ρk∇pik, νθk)| ≤ νλ2|∆ρk|3|∇pik||θk|6
≤ c|∆ρk| 12 |∇∆ρk| 12 |∇pik||∇θk|
≤ νcδ|∆ρk||∇∆ρk||∇θk|2 + δ|∇pik|2.
Consideramos em seguida, a equac¸a˜o de pik; temos enta˜o:
pikt + θ
k.∇ρ+ Ek.∇ρ+ uk.∇pik − λ∆pik = 0. (3.36)
Tomando o produto interno em L2(Ω) da identidade acima com pik, obtemos:
d
dt


















Estimamos os termos que se encontram do lado direito da igualdade (3.37) como segue:

























|θk|2(ν + |ρkt |∞ + |∇ρk|2∞)
+cε|θk|2[|ρk|2∞|Au|2 + |ρk|2∞|Auk|2 + λ2|∇ρ|2∞
+λ2|∇ρk|2∞] + cδ|θk|2[λ2|∇uk|2∞ + λ2|∇u|2∞ + |∇ρk|4∞ + |∇ρk|2∞|∇ρ|2∞]
60
+cε|Ek|2[|∇ρk|2∞|∇uk|2 + |ρk|2∞|Auk|2 + |ρk|2∞|Au|2
+λ2|∆ρk|24 + λ2|∇ρk|2∞ + λ2|∇ρ|2∞]
+cε|pik|2( |ut|24 + |u.∇u|24 + |F |24 + |∆ρ|2|∇∆ρ|2 + |∇ρ|2∞|∆ρ|4
+|∆ρ|3|∇∆ρ|)
+νcδ|∇θk|2(|∆ρk||∇∆ρk|+ |∇∆ρk|2 + |∆ρk|2|∆ρ|2 + |∆ρ||∇∆ρ|+ |∇ρ|2∞)






|ρk|2∞|Ekt |2 + c|Ek|2ϕ◦(t) + c|θk|2ϕ1(t) + c|pik|2ϕ2(t)
+νcδ|∇θk|2ϕ3(t) + 13ε|∇θk|2 + 12δ|∇pik|2.
Como ϕ◦(t) e ϕ3(t) sa˜o uniformemente limitadas em t, temos que existeM > 0 tal que |ϕ◦(t)| < M
e ϕ3(t) < M para todo t. Assim sendo, escolhemos ν =
ε
cδM






(|pik|2 + |(ρk)1/2θk|2) + µ|∇θk|2 + λ|∇pik|2




































(ϕ1(s) + ϕ2(s))[α|θk|2 + |pik(s)|2]ds
grac¸as a`s estimativas dadas no Teorema 2.1.
Por outro lado, usando o Lema 1.9, o fato de |ρk(t))1/2θk(t)|2 ≥ α|θk(t)|2 e |pik(0)| = |θk(0)| = 0,
obtemos:

















(ϕ1(s) + ϕ2(s))[α|θk|2 + |pik(s)|2]ds
Aplicando enta˜o, a desigualdade de Gronwall, obtemos:
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para todo t ∈ [0, T ], grac¸as a`s estimativas fornecidas pelo Teorema 2.1. Isto prova o resultado
estabelecido.




















usando o Lema 1.9, e o resto da ana´lise poderia ser feita exatamente como antes e o resultado final




Entretanto, assim como foi destacado por Heywood e Rannacher [20], mesmo no caso das equac¸o˜es









|ut(s)|2H2ds ≤ c) exigiria que a condic¸a˜o inicial satisfizesse uma condic¸a˜o de
compatibilidade na˜o local (ver Corola´rio 2.1 e condic¸a˜o (1.5) em [20]), o que na˜o pode ser esperado
a menos que a condic¸a˜o inicial seja bastante especial.
Na pro´xima sec¸a˜o daremos estimativas melhores que aquelas acima apresentadas (ver Teorema
3.3).
O resultado abaixo nos da´ uma estimativa de erro na norma L2 para a velocidade e a densidade.
Teorema 3.1 Suponhamos que as hipo´teses do Teorema 2.1 sejam satisfeitas. Enta˜o, as aprox-
imac¸o˜es uk, ρk satisfazem








para todo t ∈ [0, T ].
Demonstrac¸a˜o. Pela definic¸a˜o (3.32)
u− uk = Ek + θk.
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Enta˜o, usando os Lemas 1.9 e 3.1, obtemos:









O pro´ximo passo e´ obter estimativas de ordem mais altas.
Lema 3.2
µ|∇θk(t)|2 + λ|∇pik(t)|2 + c
∫ t
0









Demonstrac¸a˜o. Tomando o produto interno em L2(Ω) da identidade (3.34) com v = δθkt , com





|∇θk|2 + δ|(ρk)1/2θkt |2
= −(ρkEkt , δθkt )− (pik(ut + u.∇u− F ), δθkt )− ((ρkθk · ∇)u, δθkt )
−((ρkEk · ∇)u, δθkt )− ((ρkuk · ∇)θk, δθkt )− ((ρkuk · ∇)Ek, δθkt )
+λ((θk · ∇)∇ρ, δθkt ) + λ((Ek · ∇)∇ρ, δθkt ) + λ((uk · ∇)∇pik, δθkt )




(∇ρ · ∇)∇ρ, δθkt ) + λ2(
1
ρk




(∇ρk · ∇)∇pik, δθkt ) + λ2(pik
ρ+ ρk
(ρρk)2
(∇ρ · ∇ρ)∇ρ, δθkt )
−λ2( 1
(ρk)2
(∇pik · ∇ρ)∇ρ, δθkt )− λ2(
1
(ρk)2
(∇ρk · ∇pik)∇ρ, δθkt )
−λ2( 1
(ρk)2











Passemos agora, a`s estimativas dos termos que se encontram do lado direito da expressa˜o acima.




















Usando as desigualdades de Cauchy-Schwarz e de Young, obtemos para todo ε > 0,
|(ρkEkt , δθkt )| ≤ cε,δ|ρk|2∞|Ekt |2 + ε|θkt |2.
As desigualdades de Ho¨lder e de Young e a imersa˜o de Sobolev H1(Ω) ↪→ L4(Ω) implicam
|((ρkθk · ∇)u, δθkt )| ≤ δ|ρk|∞||θk|4||∇u|4||θkt |
≤ cε,δ|ρk|2∞|Au|2|∇θk|2 + ε|θkt |2.
Analogamente, tambe´m temos:
|((ρkEk · ∇)u, δθkt )| ≤ cε,δ|ρk|2∞|Au|2|∇Ek|2 + ε|θkt |2.
Ale´m disso,
|((ρkuk · ∇)θk, δθkt )| ≤ δ|ρk|∞|uk|∞|∇θk| |θkt |
≤ cε,δ|ρk|2∞|Auk|2|∇θk|2 + ε|θkt |2
devido a` imersa˜o de Sobolev H2(Ω) ↪→ L∞(Ω).
Similarmente,
|((ρkuk · ∇)Ek, δθkt )| ≤ cε,δ|ρk|2∞|Auk|2|∇Ek|2 + ε|θkt |2.
As desigualdades de Ho¨lder e de Young juntas implicam:
|(λ((∇ρk.∇)θk, δθkt )| ≤ cε,δλ2|∇ρk|2∞|∇θk|2 + ε|θkt |2;
|(λ((∇ρk.∇)Ek, δθkt )| ≤ cε,δλ2|∇ρk|2∞|∇Ek|2 + ε|θkt |2;
|(λ((θk.∇)∇ρ, δθkt )| ≤ cε,δλ2|∇θk|2|∆ρ|24 + ε|θkt |2;
|(λ((Ek.∇)∇ρ, δθkt )| ≤ cε,δλ2|∆ρ|24|∇Ek|2 + ε|θkt |2;






























































































































≤ c|∇pik||∇ρk|2∞|θkt |+ c|∇pik||∆ρk|∞|θkt |













































Observemos que usando a equac¸a˜o (3.36) podemos escrever
|λ2( 1
ρk




k + Ek) · ∇ρ+ uk · ∇pik)∇ρ, δθkt )|.
Assim, podemos estimar tal termo da forma seguinte:
|( λ
ρk
pikt · ∇ρ, δθkt )| ≤ Cδ|pikt ||∇ρ|∞|θkt | ≤ Cεδ2|pikt |2 + ε|θkt |2;
|( λ
ρk
(θk · ∇ρ)∇ρ, δθkt )| ≤ Cδ|θk|4|∇ρ|4|∇ρ|∞|θkt | ≤ Cε,δ|∆ρ|2|∇∆ρ|2|∇θk|2 + ε|θkt |2;
|( λ
ρk
(Ek · ∇ρ)∇ρ, δθkt )| ≤ Cε,δ|∆ρ|2|∇∆ρ|2|∇Ek|2 + ε|θkt |2;
|( λ
ρk
(uk · ∇pik)∇ρ, δθkt )| ≤ Cδ|uk|∞|∇pik||∇ρ|∞|θkt |
≤ Cε,δ|Auk|2|∇∆ρ|2|∇pik|2 + ε|θkt ; |
|λ2( 1
ρk
















+cε|∇θk|2 · ϕ1(t) + cε|pik|2
H1
· ϕ2(t) + 28ε|θkt |2, (3.38)
sendo que
ϕ1(t) = |ρk|2∞|Au|2 + |ρk|2∞|Auk|2 + |∇ρk|2∞ + |∇∆ρk|2 + |∆ρ|2|∇∆ρ|2;
ϕ2(t) = |∇ut|2 + |Au|4 + |F |2
H1






+ |∆ρ|2|∇∆ρ|2 + |∇∆ρk|2|∇∆ρ|2
+|Auk|2|∇∆ρ|2 + |Auk|2 + 1,





|pik|2 + λ|∇pik|2 = −(Ek · ∇ρ, pik)− (θk · ∇ρ, pik)
≤ C|Ek|2|∇ρ|2∞ + C|θk|2|∇ρ|2∞ + C|pik|2H1 . (3.39)
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= (θk.∇ρ, pikt ) + (Ek.∇ρ, pikt ) + (uk.∇pik, pikt ) (3.40)
≤ cγ|∇ρ|2∞|θk|2 + cγ|∇ρ|2∞|Ek|2
+cγ|Auk|2|∇pik|2 + 3γ|pikt |2.












e δ > 0 tal que
1
n










}+ C|θkt |2 + C|pikt |2
≤ c|Ekt |2 + c|θk|2 + c|Ek|2 + c|∇Ek|2ϕ1(t)
+c(ϕ1 + ϕ2)(|∇θk|2 + |pik|2
H1
).































(ϕ1(s) + ϕ2(s))(|∇θk(s)|2 + |pik(s)|2
H1
)ds,
ja´ que |∇θk(0)|2 = |pik(0)|2
H1
= 0 e ϕ1 ∈ L∞(0, T ); ale´m disso, usando o Teorema 2.1, vemos que as








[ϕ1(s) + ϕ2(s)]ds ≤ c.
Consequentemente, aplicando a desigualdade de Gronwall conseguimos o resultado.




para todo t ∈ [0, T ].
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Demonstrac¸a˜o. De fato, a igualdade (3.36) implica:
λ∆pik = pikt + θ
k.∇ρ+ Ek.∇ρ+ uk.∇pik.
Consequentemente,
λ|∆pik|2 ≤ c(|pikt |2 + |∇ρ|2∞|θk|2 +
|∇ρ|2∞|Ek|2 + |Auk|2|∇pik|2).
Assim, integrando na varia´vel temporal de 0 ate´ t, e usando os Lemas 1.9 e 3.2, obtemos o
resultado desejado.
Trabalhando de maneira ana´loga a` prova do Teorema 3.1 obtemos a seguinte estimativa de erro
otimal na norma H1 para a velocidade.





|ut(s)− ukt (s)|2ds ≤
c
λk+1
para todo t ∈ [0, T ].
Corola´rio 3.2 ∫ t
0
|Au(s)− Auk(s)|2ds ≤ c
λk+1
para todo t ∈ [0, T ].
Demonstrac¸a˜o. Inicialmente, consideramos as duas seguintes equac¸o˜es:




(∇ρ · ∇)∇ρ− λ
2
ρ2








(∇ρk · ∇)∇ρk − λ
2
(ρk)2




e fazemos a diferenc¸a entre elas. (Lembremos que |Pkv|2 ≤ |v|2 para todo v ∈ L2(Ω) pois o operador
projec¸a˜o Pk e´ cont´ınuo e tambe´m, usando a continuidade de P e o Lema 1.9 (Rautmann), temos que
|(P − Pk)v|2 ≤ Cλk+1 |v|2H1 para todo v ∈ H1(Ω) conforme [31].) Em seguida, tomamos a norma dos
termos resultantes, os quais estimamos do modo como segue:
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|P (ρut)− Pk(ρkukt )|2





+ c|pikut|2 + c|(Ekt + θkt )|2
≤ c
λk+1
[|ρ|2∞|+ |∇ρ|2∞]|∇ut|2 + c|pik|2H1 |∇ut|
2 + c|θkt |2
≤ c
λk+1
|∇ut|2 + c|θkt |2;


















|P ((ρu · ∇)u)− Pk((ρkuk · ∇)uk)|2
≤ c|(P − Pk)(ρu · ∇)u|2 + c|Pk(ρ(u− uk) · ∇)u|2





+ c|((Ek + θk) · ∇)u|2
+ c|(pikuk · ∇)u|2 + |(uk · ∇)(Ek + θk)|2
≤ c
λk+1
[|Au|2 + |Au|4] + c|∇Ek +∇θk|2|Au|2
+ c|pik|2
H1




|P ((u · ∇)∇ρ)− Pk((uk · ∇)∇ρk)|2
≤ c|(P − Pk)((u · ∇)∇ρ)|2 + c|Pk((u · ∇)∇(ρ− ρk))|2





+ c|(u · ∇)∇pik|2
+ c|((Ek + θk) · ∇)∇ρk|2
≤ c
λk+1





|P (∇ρ · ∇)u)− Pk((∇ρk · ∇)uk)|2
≤ c|(P − Pk)((∇ρ · ∇)u|2 + c|Pk((∇(ρ− ρk) · ∇)u)|2





+ c|(∇pik · ∇)u|2 + c|(∇ρk · ∇)(Ek + θk)|2
≤ c
λk+1






(∇ρ · ∇)∇ρ)− Pk( 1
ρk
(∇ρk · ∇)∇ρk)|2
≤ c|(P − Pk)(1
ρ




























(∇ρ · ∇ρ)∇ρ)− Pk( 1
(ρk)2
(∇ρk · ∇ρk)∇ρk)|2
≤ c|(P − Pk)( 1
ρ2


















+ c|pik|2|∇ρ|6∞ + c|∇pik|2|∇ρ|4∞





















≤ c|(P − Pk)(1
ρ




























µ|Au− Auk|2 ≤ c
λk+1
(|∇ut|2 + |∇u|2∞ + |F |2H1 + 1) + c|θ
k
t |2 + c|∆pik|2,
e, portanto, integrando entre 0 e t e usando as estimativas acima obtemos:∫ t
0
|Au(s)− Auk(s)|2ds ≤ c
λk+1
para todo t ∈ [0, T ].
3.3 Estimativas melhoradas na norma L2
Como pudemos notar, as estimativas fornecidas pelo Teorema 3.1 na˜o sa˜o otimais, ja´ que esperava-se
obter uma taxa de convergeˆncia da ordem de 1/λ2k+1 em vez de 1/λk+1. Apesar de na˜o estarmos
em condic¸o˜es de obter a taxa esperada, mostraremos nesta sec¸a˜o que e´ poss´ıvel melhorar as taxas
obtidas na sec¸a˜o anterior e o faremos usando um argumento de bootstrap.
A questa˜o sobre a possibilidade de obter-se essa taxa otimal de convergeˆncia na norma L2(Ω) ja´
foi colocada anteriormente por Rautmann em seu trabalho [30], para o caso das equac¸o˜es de Navier-
Stokes cla´ssicas (ou seja, quando a densidade e´ constante); Boldrini e Rojas-Medar responderam
positivamente a esta questa˜o no trabalho [31].
Teorema 3.3









para todo t ∈ [0, T ].







Assim sendo, usaremos o Lema 3.2 e poderemos estimar o referido termo de maneira alternativa.












































Como consequ¨eˆncia do resultado acima, podemos melhorar tambe´m a taxa de convergeˆncia para










para todo t ∈ [0, T ].
Demonstrac¸a˜o. Comec¸amos multiplicando a equac¸a˜o (3.36) por pikt e fazendo uma integrac¸a˜o por
partes; deste modo, obtemos:
|pikt |2 + λ
d
dt
|∇pik|2 = −(uk∇pik, pikt )− ((u− uk)∇ρ, pikt ).
Os dois termos que se encontram do lado direito da igualdade acima podem ser estimados da
seguinte forma:
|((u− uk)∇ρ, pikt )| ≤ ε|pikt |2 + c|u− uk|2|∇ρ|2∞







|(uk∇pik, pikt )| ≤ ε|pikt |2 + c|Auk|2|∇pik|2.
Ficamos, enta˜o, com a seguinte inequac¸a˜o diferencial:
d
dt








































para todo t ∈ [0, T ].
Demonstrac¸a˜o. Podemos ver pela equac¸a˜o (3.36) que:
λ∆pik = pikt + (u− uk)∇ρ+ uk∇pik.
Logo,
λ|∆pik|2 ≤ c|pikt |2 + c|u− uk|24|∇ρ|24 + c|uk|2∞|∇pik|2
≤ c|pikt |2 + c|∇(u− uk)|2|∆ρ|2 + c|Auk|2|∇pik|2,






















para todo t ∈ [0, T ].
Demonstrac¸a˜o. Derivando a equac¸a˜o (3.36) com relac¸a˜o a` varia´vel t e tomando o produto interno





|pikt |2 + λ|∇pikt |2 = (θkt · ∇ρ, pikt ) + (θk · ∇ρt, pikt )
+(Ekt · ∇ρ, pikt ) + (Ek · ∇ρt, pikt ) + (ukt · ∇pik, pikt ).
Enta˜o, usando as desigualdades de Ho¨lder e de Young, estimamos os termos que se encontram no
lado direito da expressa˜o acima e como resultado obtemos a seguinte desigualdade diferencial:
d
dt












Logo, integrando a expressa˜o acima entre 0 e t e observando que
|pikt (0)| ≤ λ|∆(ρ− ρk)(0)|+ |(u− uk)(0)|3|∇ρ|6 + |uk|∞|∇(ρ− ρk)(0)|

























































Usando o Lema 3.2 obtemos o resultado. A segunda estimativa segue diretamente da estimativa
anterior e da equac¸a˜o (3.36).
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Cap´ıtulo 4
Me´todo Iterativo para o Modelo de Difusa˜o Simpli-
ficado
4.1 Introduc¸a˜o
Neste cap´ıtulo utilizaremos um processo iterativo para determinar soluc¸o˜es para o modelo simpli-
ficado, isto e´, aquele em cuja equac¸a˜o de conservac¸a˜o de momento na˜o aparecem os termos com
coeficientes λ2. Tal me´todo, proposto por Zarubin [40], propo˜e determinar, num primeiro momento,
estimativas a priori para a sequ¨eˆncia de aproximac¸o˜es (un, ρn) que sejam independentes do n´ıvel n de
aproximac¸a˜o; em seguida, mostrar que tal sequ¨eˆncia e´ de Cauchy em espac¸os de Banach adequados
e finalmente passar ao limite na sequ¨eˆncia de problemas aproximados, mostrando que o limite (u, ρ)
da referida sequ¨eˆncia e´ soluc¸a˜o do problema simplificado proposto.
Primeiramente, cabe esclarecer que entenderemos como o problema simplificado, aquele onde,
uma vez dado T > 0 procura-se determinar um intervalo [0, T ∗], com 0 < T ∗ ≤ T , e uma tripla
(u, ρ, p), soluc¸a˜o do sistema de equac¸o˜es com condic¸o˜es iniciais e de fronteira:
ρut − µ∆u+ (ρu · ∇)u− λ(u · ∇)∇ρ− λ(∇ρ · ∇)u+∇p = ρF em Q
div u = 0, u|Γ×(0,T ∗) = 0, u(0) = u◦,





= 0, ρ(0) = ρ◦,
(4.41)
onde consideramosQ = Ω×(0, T ∗), os dados iniciais u◦(x, t) = u◦(x) ∈ D(A) e ρ◦(x, t) = ρ◦(x) ∈ H3N ,
com 0 < α ≤ ρ◦ ≤ β e a forc¸a F ∈ L2(0, T ;H1(Ω)), com Ft ∈ L2(0, T ;L2(Ω)).
Assim sendo, colocaremos o problema aproximado da seguinte forma: se un e ρn sa˜o conhecidas
definimos un+1 e ρn+1 como soluc¸a˜o no intervalo [0, T ∗] (T ∗ > 0 a ser determinado posteriormente)
do seguinte sistema de equac¸o˜es lineares:
P (ρnun+1t ) + µAu
n+1 = P [−(ρnun · ∇)un+1 + ρnF
+λ(un · ∇)∇ρn + λ(∇ρn · ∇)un], (4.42)
div un+1 = 0, un+1|Γ×(0,T ∗) = 0, un+1(0) = u◦, (4.43)





= 0, ρn+1(0) = ρ◦. (4.45)
Observamos que o sistema acima admite soluc¸a˜o para cada n e, para conhecer tal soluc¸a˜o,
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poder´ıamos usar, por exemplo, o me´todo de Semi-Galerkin espectral assim como foi feito no cap´ıtulo
2.
4.2 Estimativas a Priori para as Aproximac¸o˜es da Densi-
dade e da Velocidade
Neste sec¸a˜o estamos interessados em obter estimativas uniformes em n. Para tal, lembramos que
pelo princ´ıpio do ma´ximo para soluc¸o˜es de equac¸o˜es parabo´licas, teremos min ρ◦ ≤ ρn ≤ max ρ◦,
para todo n, ou seja, 0 < α ≤ ρn ≤ β; em seguida, multiplicamos a equac¸a˜o da densidade (4.44) por





|ρn+1|2 + λ|∇ρn+1|2 = 0,
ja´ que (un · ∇ρn+1, ρn+1) = −1
2
( div un, |ρn+1|2) = 0 e ∂ρ
n+1
∂n





|∇ρn+1|2ds ≤ C|ρn+1(0)|2 ≤ C|ρ◦|2,
ou seja,
ρn+1 ∈ L∞(0,T;L2(Ω)) ∩ L2(0,T;H1(Ω)).






|∇ρn+1|2 + λ|∆ρn+1|2 ≤ |(un · ∇ρn+1,∆ρn+1)|
≤ |un|6|∇ρn+1|3|∆ρn+1|










































ρn+1 ∈ L∞(0,T;H1(Ω)) ∩ L2(0,T;H2N(Ω)).
Aplicamos, em seguida, o operador ∆ a` equac¸a˜o (4.44) e multiplicamos a mesma por ∆ρn+1.

























|∆ρn+1|2 + λ|∇∆ρn+1|2 ≤ |∇(un · ∇ρn+1)||∇∆ρn+1|
≤ C|∇un|4|∇ρn+1|4|∇∆ρn+1|+ C|un|6|∇2ρn+1|3|∇∆ρn+1|
≤ C|Aun|2|∆ρn+1|2 + C|∇un|2|∆ρn+1|2 + λ
2
|∇∆ρn+1|2.














≤ C|∆ρ◦|2 · exp(C
∫ t
0
|Aun|2 + |∇un|2ds) ≤ C1, (4.47)
admitindo-se que |Aun| e |∇un| sa˜o limitados uniformemente em n (conforme estimativas a seguir).
Logo,
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ρn+1 ∈ L∞(0,T;H2N(Ω)) ∩ L2(0,T;H3N(Ω)).
Consideramos em seguida, a equac¸a˜o (4.42) tomando o produto interno de L2(Ω) com un+1t . Apo´s





|∇un+1|2 + |(ρn) 12un+1t |2 = ((ρnun · ∇)un+1,un+1t )
+(ρnF,un+1t ) + λ((∇ρn · ∇)un,un+1t ) + λ((un · ∇)∇ρn,un+1t )
Os termos a` direita na expressa˜o acima sa˜o estimados como segue:
|((ρnun · ∇)un+1,un+1t )| ≤ β|un|6|∇un+1|3|un+1t |









|∇u|2|∇un+1| 12 |Aun+1| 32 + δ|un+1t |2
≤ C
δ,γ
|∇un|8|∇un+1|2 + γ|Aun+1|2 + δ|un+1t |2;
|(ρnF,un+1t )| ≤ C|F |2 + δ|un+1t |2;
|((∇ρn · ∇)un,un+1t )| ≤ C|∇ρn|6|∇un|3|un+1t |
≤ C|∆ρn||∇un| 12 |Aun| 12 |un+1t |
≤ Cδ|∆ρn|2|∇un||Aun|+ δ|un+1t |2
|((un · ∇)∇ρn,un+1t )| ≤ C|un|6|∇2ρn|3|un+1t |




Usando as estimativas acima obtidas e escolhendo δ =
α
8








|un+1t |2 ≤ C|∇un|8|∇un+1|2 + γ|Aun+1|2
+C|F |2 + C|∆ρn|2|∇un||Aun|+ C|∇un|2|∆ρn||∇∆ρn|.
(4.48)
Ale´m disso, temos as seguintes estimativas:
|(ρnun+1t , Aun+1)| ≤ Cεβ2|un+1t |2 + ε|Aun+1|2;
|((ρnun · ∇)un+1, Aun+1)| ≤ C|ρn|∞|un|∞|∇un+1||Aun+1|
≤ Cε|∇un||Aun||∇un+1|2 + ε|Aun+1|2;
78
|((∇ρn · ∇)un, Aun+1)| ≤ C|∇ρn|6|∇un|3|Aun+1|
≤ C|∆ρn||∇un| 12 |Aun| 12 |Aun+1|
≤ Cε |∆ρn|2|∇un||Aun|+ ε|Aun+1|2;
|((un · ∇)∇ρn, Aun+1)| ≤ C|un|6|∇2ρn|3|Aun+1|
≤ C|∇un||∆ρn| 12 |∇∆ρn| 12 |Aun+1|
≤ Cε|∇un|2|∆ρn||∇∆ρn|+ ε|Aun+1|2;
|(ρnF,Aun+1)| ≤ Cε|F |2 + ε|Aun+1|2.
Assim, escolhendo ε =
µ
12
temos a seguinte estimativa:
µ
2
|Aun+1|2 ≤ Cεβ2|un+1t |2 + C|∇un||Aun||∇un+1|2
+C|∆ρn|2|∇un||Aun|+ C|∇un|2|∆ρn||∇∆ρn|+ C|F |2.




















≤ C(|∇un|8 + |∇un||Aun|)|∇un+1|2
+C(|F |2 + |∆ρn|2|∇un||Aun|+ |∇un|2|∆ρn||∇∆ρn|).








≤ |∇u◦|2 + C
∫ t
0



































Nosso pro´ximo passo e´ obter uma limitac¸a˜o para as normas de un+1 e de ρn+1 que seja inde-
pendente de n. Observamos inicialmente que pelo processo iterativo adotado dever´ıamos trabalhar
simultaneamente com as equac¸o˜es (4.49), (4.46) e (4.47) nesta mesma ordem. Entretanto, como as es-




faremos aqui apenas as iterac¸o˜es necessa´rias para obter a limitac¸a˜o (uniforme em n) destes termos,
entendendo que estas implicam a limitac¸a˜o uniforme de |∇ρn| e |∆ρn|, conforme indicam (4.46) e
(4.47).
Analisemos, inicialmente, os casos n = 0, 1, 2.
Caso n = 0

































|F |2ds ≤ C3
4





, (1 + C
∫ t
0
(|∇u◦|8 + |∇u◦||Au◦|)ds) ≤ C1/23
e e(C|∇u








|Au1|2ds ≤ C23 ,




















































































































|Au2|2ds ≤ C23 ,








































































































































|Au3|2ds ≤ C23 ,
para todo t, com 0 ≤ t ≤ T1. Assim, em todas as iterac¸o˜es seguintes podemos sempre considerar o
mesmo intervalo [0, T1]. Provemos enta˜o que a estimativa acima e´ va´lida tambe´m para todo n ≥ 4.
(Obviamente, estamos admitindo nesta etapa que as estimativas para ρn dadas por (4.46) e (4.47)





































































































































|Aun+1|2ds ≤ C23 ,
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para todo t, com 0 ≤ t ≤ T1.
A estimativa uniforme acima obtida nos permitira´ obter estimativas melhores para as aproxi-
mac¸o˜es ρn. Usando a equac¸a˜o (4.44) e´ fa´cil ver que:
|ρnt |2 ≤ C|∆ρn|2 + C|∇un|2|∆ρn|2 ≤ C7 (4.50)
Derivando a equac¸a˜o (4.44) com relac¸a˜o a` varia´vel t, aplicando o operador ∇ e, em seguida,





|∇ρn+1t |2 + λ|∆ρn+1t |2 = ((un · ∇ρn+1)t,∆ρn+1t )
≤ |(un · ∇ρn+1)t||∆ρn+1t |
≤ λ
4
|∆ρn+1t |2 + C|(un · ∇ρn+1)t|2
≤ λ
2













|∇ρn+1t (0)|2 ≤ C|∇∆ρn+1(0)|2 + C|∇un(0)|2|∇∆ρn+1(0)|2 (4.51)
≤ C|∇∆ρ◦|2(1 + C23) ≤ C.






































|∆ρn+1t |2ds ≤ C2, (4.52)
ja´ que, pelo passo anterior
∫ t
0
|∇unt |2ds ≤ C24 e pela u´ltima estimativa para un t´ınhamos |∇un| ≤ C3.
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Por outro lado,
|∇∆ρn+1(t)|2 ≤ C(|∇ρn+1t (t)|2 + |∇un(t)∇ρn+1(t)|2 + |un(t)∇2ρn+1(t)|2)
≤ CC2 + C|∇un(t)|23|∇ρn+1(t)|26 + C|un(t)|2∞|∆ρn+1(t)|2
≤ CC2 + C|Aun(t)|2|∆ρn+1(t)|2
≤ CC2 + CC8C1,
onde estamos admitindo ja´ provada a estimativa |Aun(t)|2 ≤ C8. Portanto,
|∇∆ρn+1(t)|2 ≤ C5. (4.53)
Ale´m disso, ainda admitindo-se que o termo |Aun| e´ limitado uniformemente em n (conforme
veremos mais adiante), e´ poss´ıvel obter tambe´m uma estimativa de ordem mais alta para a densidade.
Aplicando o operador ∆ a` equac¸a˜o (4.44) e em seguida, calculando a norma L2(Ω) da expressa˜o
obtida, teremos:
|∆2ρn|2 ≤ C|∆ρnt |2 + C|Aun−1|2|∇∆ρn|2





(|∆ρnt |2 + |Aun−1|2|∇∆ρn|2)ds ≤ CC2 + CC8C5 ≤ C6.
Assim, esta u´ltima estimativa e aquela dada pela expressa˜o (4.53) nos permitem concluir que
ρn ∈ L∞(0,T;H3N(Ω)) ∩ L2(0,T;H4N(Ω)),
uniformemente em n.
Derivando a equac¸a˜o (4.42) com relac¸a˜o a` varia´vel t e tomando o produto interno de L2(Ω) com













−((ρnt un · ∇)un+1,un+1t )− ((ρnunt · ∇)un+1,un+1t )− ((ρnun · ∇)un+1t ,un+1t )
+(ρnt F,u
n+1
t ) + (ρ
nFt,u
n+1
t ) + λ((∇ρnt · ∇)un,un+1t )
+λ((∇ρn · ∇)unt ,un+1t ) + λ((unt · ∇)∇ρn,un+1t ,un+1t ) + λ((un · ∇)∇ρnt ,un+1t ).
Usando o fato de un+1t ∈ V temos que
µ(Aun+1t ,u
n+1
t ) = µ|∇un+1t |2.








t )| ≤ C|ρnt |3|un+1t ||un+1t |6
≤ C|ρnt |H1 |un+1t ||∇un+1t |
≤ Cε|ρnt |2H1 |(ρn)
1
2un+1t |2 + ε|∇un+1t |2;
|((ρnt un · ∇)un+1,un+1t )| ≤ C|ρnt |6|un|∞|∇un+1||un+1t |3
≤ C|ρnt |H1 |∇un|
1
2 |Aun| 12 |∇un+1||∇un+1t |
≤ Cε|ρnt |2H1 |∇un||Aun||∇un+1|2 + ε|∇u
n+1
t |2;






≤ Cε|unt ||∇unt ||∇un+1|2 + ε|∇un+1t |2;
|((ρnun · ∇)un+1t ,un+1t )| ≤ C|ρn|∞|un|6|∇un+1t ||un+1t |3
≤ C|∇un||∇un+1t | 32 |un+1t | 12
≤ Cε|∇un|4|(ρn) 12un+1t |2 + ε|∇un+1t |2;
|(ρnt F,un+1t )| ≤ C|ρn|3|F ||un+1t |6 ≤ C|ρnt |H1 |F ||∇un+1t |≤ Cε|ρnt |2H1 |F |2 + ε|∇u
n+1
t |2;
|(ρnFt,un+1t )| ≤ C|ρn|∞|Ft||un+1t | ≤ Cε|Ft|2 + ε|∇un+1t |;
|λ((∇ρnt · ∇)un,un+1t )| ≤ C|∇ρnt ||∇un|3|un+1t |6
≤ C|∇ρnt ||∇un|
1
2 |Aun| 12 |∇un+1t |
≤ Cε|∇un||Aun||∇ρnt |2 + ε|∇un+1t |2;





























































≤ Cε|unt ||∇unt ||∆ρn|2 + ε|∇un+1t |2;
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≤ Cε|∆ρn|2|unt ||∇unt |+ ε|∇un+1t |2;
|λ((un · ∇)∇ρnt ,un+1t )| = | − λ((un · ∇)un+1t ,∇ρnt )| ≤ C|un|6|∇un+1t ||∇ρnt |3






≤ Cε|∇un|2|∇ρnt ||∆ρnt |+ ε|∇un+1t |2
Com as estimativas anteriores e tomando ε =
µ
20
chegamos a` seguinte inequac¸a˜o:
d
dt
|(ρn) 12un+1t |2 + |∇un+1t |2 ≤ C[|ρnt |2H1 + |∇un|4]|(ρn)
1
2un+1t |2
+C[|∇un+1|2 + |∆ρn|2]|unt ||∇unt |+ C[|∇ρnt ||∇un+1|2
+C|∇ρnt |2]|∇un||Aun|
+C|∇un|2|∇ρnt ||∆ρnt |+ C|ρnt |2H1 |F |2 + C|Ft|2.
Integrando a inequac¸a˜o acima entre 0 e t, temos:
|(ρn) 12un+1t |2 +
∫ t
0











[|∇un+1|2 + |∆ρn|2]|unt ||∇unt |ds+ C
∫ t
0




|∇un|2|∇ρnt ||∆ρnt |ds+ C
∫ t
0





e, usando o lema de Gronwall:









(|∇un+1|2 + |∆ρn|2)|unt ||∇unt |ds+ C
∫ t
0




|∇un|2|∇ρnt ||∆ρnt |ds+ C
∫ t
0
















(|∇ρnt |2 + |∇un|4)ds)
.
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Usando as estimativas ja´ provadas (4.47), (4.49), (4.50) e (4.52) e lembrando que 0 < α ≤ ρn,

















|∇ρnt ||∆ρnt |ds+ C
∫ t
0

















para todo t ∈ [0, T1].
Observamos que na desigualdade acima usamos o fato de ser |unt (0)| limitado uniformemente em
n. Podemos verificar a validade de tal fato usando a equac¸a˜o (4.42) aplicada em t = 0 e tomando o
produto interno da mesma com o termo unt (0), conforme mostramos a seguir.
|(ρn(0))1/2un+1t (0)|2 = −
µ
2
(Aun+1(0),un+1t (0))− ((ρn(0)un(0) · ∇)un+1(0),un+1t (0))





|(Aun+1(0),un+1t (0))|+ |((ρn(0)un(0) · ∇)un+1(0),un+1t (0))|
+|(ρn(0)F (0),un+1t (0))|+ λ|(un(0) · ∇)∇ρn(0),un+1t (0))|
+λ|((∇ρn(0) · ∇)un(0),un+1t (0))|
≤ C
[

















=⇒ |un+1t (0)|2 ≤ Cα
[
|Au◦|+ |∇u◦||Au◦|+ |F (0)|+ |∇u◦||∇∆ρ◦|+ |∆ρ◦||Au◦|
]2
≤ C.
Em seguida, analisamos os casos para n = 0, 1, 2.
Caso n = 0


















|∇ρ◦t ||∆ρ◦t |ds+ C
∫ t
0





















, C(C23 + C1)
∫ T1
0





























(1 + CC43 · T1 + C
∫ T1
0















|∇u1t |2ds ≤ C24 ,














Escolhemos enta˜o C2 > 1 tal que
(C + C|∇u◦t |2T1) ≤ C
1
3








(C + CC24) ≤ C
1
3















|∆ρ1t |2ds ≤ C2,
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para todo t ∈ [0, T1]. Analisemos agora o

















|∇ρ1t ||∆ρ1t |ds+ C
∫ t
0



















































C|u2t (0)|2 + C(C23 + C1)C24 · t
1
















1 + CC43 · t+ CC2 · t
]
· e(CC43 ·t+CC2·t).
(Observamos que nesta passagem foi usado |Aun|2 ≤ C8 e que sera´ provado posteriormente.) Esco-









, C(C23 + 1)C3C2C
1
2
8 · T2 ≤
C4
6




































|∇u2t |2ds ≤ C24 ,
para todo t ∈ [0, T2].
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1 + CC43 · T2
)
· eCC43 ·T2
Lembrando que, pela escolha de C2 temos
(C + CC24) ≤ C
1
3
2 , (1 + CC
4














|∆ρ2t |2ds ≤ C2,
para todo t ∈ [0, T2]. Veremos que a partir da pro´xima iterac¸a˜o (n = 2) todas as estimativas sa˜o
va´lidas no mesmo intervalo [0, T2].
Caso n = 2

















|∇ρ2t ||∆ρ2t |ds+ C
∫ t
0



















































C|u3t (0)|2 + C(C23 + C1)C24 · t
1












































1 + CC43 · T2 + CC2 · T2
]
· e(CC43 ·T2+CC2·T2).




|∇u3t |2ds ≤ C24 ,



























para todo t ∈ [0, T2].
A seguir, provaremos por induc¸a˜o matema´tica, que estas estimativas tambe´m sa˜o va´lidas para









|∆ρnt |2ds ≤ C2,

















|∇ρnt ||∆ρnt |ds+ C
∫ t
0


















(hipo´tese de induc¸a˜o) ≤
[






















1 + CC43 · T2 + CC2 · T2
]
· e(CC43 ·t+CC2·T2)




|∇unt |2ds ≤ C24 ,





























1 + CC43 · T2
)
· eCC43 ·T2 .




|∆ρn+1t |2ds ≤ C2,
para todo t ∈ [0, T2].
Com os resultados obtidos ate´ agora, podemos estimar o termo |Aun+1|. Pela equac¸a˜o (4.42),
vemos que:
µAun+1 = P [−ρnun+1t − (ρnun · ∇)un+1 + ρnF
+λ((∇ρn · ∇)un) + λ(un · ∇)∇ρn]. (4.54)
Assim,
µ|Aun+1|2 ≤ C|ρnun+1t |2 + C|(ρnun · ∇)un+1|2
+C|ρnF |2 + C|(∇ρn · ∇)un|2 + C|(un · ∇)∇ρn|2.
Os termos a` direita na desigualdade acima sa˜o estimados da seguinte maneira:
|(ρnun · ∇)un+1|2 ≤ C|ρn|2∞|un|24|∇un+1|24
≤ C|∇un|2|∇un+1||Aun+1|




|ρnF |2 ≤ C|ρn|2∞|F |2 ≤ C|F |2;
|(∇ρn · ∇)un|2 ≤ C|∇ρn|2∞|∇un|2 ≤ C|∇∆ρn|2|∇un|2;
|(un · ∇)∇ρn|2 ≤ C|un|23|∇2ρn|26 ≤ C|∇un|2|∇∆ρn|2.
Logo,
|Aun+1|2 ≤ C|un+1t |2 + C|∇un|4|∇un+1|2 + C|F |2 + C|∇∆ρn|2|∇un|2
≤ CC24 + CC63 + CC5C23 + C|F |2
≤ C8,
ja´ que, pelo Lema 1.4, F ∈ C([0, T ];L2(Ω)).
Assim, temos que
un ∈ L∞(0,T2;D(A)),
uniformemente em n. Por outro lado, temos:
|ρnun+1t |6 ≤ C|ρn|∞|un+1t |6 ≤ C|∇un+1t |;
|(ρnun · ∇)un+1|6 ≤ C|ρn|∞|un|∞|∇un+1|6 ≤ C|Aun||Aun+1|;
|ρnF |6 ≤ C|ρn|∞|F |6 ≤ C|F |H1 ;
|(∇ρn · ∇)un|6 ≤ C|∇ρn|∞|∇un|6 ≤ C|∇∆ρn||Aun|;
|(un · ∇)∇ρn|6 ≤ C|un|∞|∇2ρn|6 ≤ C|∇∆ρn||Aun|.
Assim,
|Aun+1|26 ≤ C|∇un+1t |2 + C|Aun|2|Aun+1|2 + C|F |2H1 + C|∇∆ρn|2|Aun|2≤ C|∇un+1t |2 + C|F |2
H1
+ C.





(|∇un+1t |2 + |F |2H1 + 1)ds ≤ C.










de onde se conclui que
∇un+1 ∈ L2(0,T2;L∞(Ω)),
uniformemente em n.
Mostraremos em seguida que a velocidade aproximada un e´ uma func¸a˜o de H3(Ω) ∩ V . Se
definirmos, para cada n,
gn+1 = ρnun+1t + (ρ
nun · ∇)un+1 − ρnF − λ(∇ρn · ∇)un − λ(un · ∇)∇ρn,
enta˜o as estimativas anteriores nos permitira˜o concluir que gn+1 ∈ L2(0, T ∗;H1(Ω)). De fato,
|∂xi(ρnun+1t )| ≤ |∂xiρn · un+1t |+ |ρn · ∂xiun+1t | ≤ |∇ρn|4|un+1t |4 + |ρn|∞|∇un+1t |
≤ |∆ρn||∇un+1t |+ β|∇un+1t | ≤ C|∇un+1t |;
|∂xi((ρnun · ∇)un+1)| ≤ |∇ρn|4|un|∞|∇un+1|4 + |ρn|∞|∇un|4|∇un+1|4
+|ρ|n∞|un|∞|∇2un+1| ≤ C|Aun+1|2 ≤ C;
|∂xi(ρnF )| ≤ |∇ρn|4|F |4 + |ρn|∞|∇F | ≤ C|F |H1 ;
|∂xi((∇ρn · ∇)un)| ≤ |∇2ρn|4|∇un|4 + |∇ρn|∞|∇2un| ≤ |∇∆ρn||Aun| ≤ C;
|∂xi((un · ∇)∇ρn)| ≤ |∇un|4|∇ρn|4 + |un|∞|∇∆ρn| ≤ |Aun||∆ρn|+ |Aun||∇∆ρn| ≤ C.
Logo, com estas u´ltimas estimativas vemos que |∂xig|2 ≤ C|∇un+1t |2 + C|F |2H1 e conclu´ımos que
g ∈ L2(0, T ∗;H1(Ω)). Assim, se ϕ ∈ D(Ω) podemos multiplicar a equac¸a˜o (4.54) por ∂xiϕ e integrar
sobre Ω; apo´s uma integrac¸a˜o por partes, teremos:
(∇∂xiun+1,∇ϕ) = −(∂xign+1, ϕ)
e, utilizando os resultados sobre o operador de Stokes de Amrouche-Girault [2] teremos
un+1 ∈ L2(0,T∗;H3(Ω) ∩V).
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Passemos agora a buscar uma estimativa uniforme em n para untt. Comec¸amos por derivar a
equac¸a˜o (4.42) com relac¸a˜o a` varia´vel t e tomar o produto interno de L2(Ω) com o termo un+1tt para
obter:





|∇un+1t |2 = −(ρnt un+1t ,un+1tt )
−((ρnt un · ∇)un+1,un+1tt )− ((ρnunt · ∇)un+1,un+1tt )− ((ρnun · ∇)un+1t ,un+1tt )
+(ρnt F,u
n+1
tt ) + (ρ
nFt,u
n+1
tt ) + λ((∇ρnt · ∇)un,un+1tt )
+λ((∇ρn · ∇)unt ,un+1tt ) + λ((unt · ∇)∇ρn,un+1t ,un+1tt ) + λ((un · ∇)∇ρnt ,un+1tt ).
Passamos agora a estimar os termos que encontram-se do lado direito da igualdade acima.
|(ρnt un+1t ,un+1tt )| ≤ |ρnt |4|un+1t |4|un+1tt |
≤ C|ρnt |H1 |∇un+1t ||un+1tt |≤ Cε|∇un+1t |2 + ε|un+1tt |2;
|((ρnt un · ∇)un+1,un+1tt )| ≤ |ρnt |4|un|∞|∇un+1|4|un+1tt |
≤ |ρnt |H1 |Aun||Aun+1||un+1tt |≤ Cε + ε|un+1tt |2;
|((ρnunt · ∇)un+1,un+1tt )| ≤ |ρn|∞|unt |4|∇un+1|4|un+1tt |
≤ C|∇unt ||Aun+1||un+1tt |
≤ Cε|∇unt |2 + ε|un+1tt |2;
|((ρnun · ∇)un+1t ,un+1tt )| ≤ |ρn|∞|un|∞|∇un+1t ||un+1tt |
≤ C|Aun||∇un+1t ||un+1tt |
≤ Cε|∇un+1t |2 + ε|un+1tt |2;
|(ρnt F,un+1tt )| ≤ |ρnt |4|F |4|un+1tt |
≤ |ρnt |H1 |F |H1 |un+1tt |≤ Cε|F |2
H1
+ ε|un+1tt |2;
|(ρnFt,un+1tt )| ≤ |ρn|∞|Ft||un+1tt |
≤ Cε|Ft|2 + ε|un+1tt |2;
|((∇ρnt · ∇)un,un+1tt )| ≤ |∇ρnt |4|∇un|4|un+1tt |
≤ |∆ρnt ||Aun||un+1tt |
≤ Cε|∆ρnt |2 + ε|un+1tt |2;
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|((∇ρn · ∇)unt ,un+1tt )| ≤ |∇ρn|∞|∇unt ||un+1tt |
≤ |∇∆ρn||∇unt ||un+1tt |
≤ Cε|∇unt |2 + ε|un+1tt |2;
|((unt · ∇)∇ρn,un+1tt )| ≤ |unt |4|∇2ρn|4|un+1tt |
≤ |∇unt ||∇∆ρn||un+1tt |
≤ Cε|∇unt |2 + ε|un+1tt |2;
|((un · ∇)∇ρnt ,un+1tt )| ≤ |un|∞|∇2ρnt ||un+1tt |
≤ |Aun||∆ρnt ||un+1tt |
≤ Cε|∆ρnt |2 + ε|un+1tt |2.
Escolhendo ε = α
20















Em seguida, multiplicando a desigualdade acima pela func¸a˜o σ(t) = min{1, t} e integrando-a em
















Lembrando que ∫ t
0
|∇unt (s)|2ds ≤ C24 e
∫ t
0
|∆ρnt (s)|2ds ≤ C2,
















σ(s)|un+1tt (s)|2ds ≤ C.













Sendo |∇un+1t (t)|2 ∈ L1(0, T2) , podemos escolher uma sequ¨eˆncia (γk), com γk > 0 e γk → 0, tal










(s)|∇un+1t (s)|2ds ≤ C +
∫ t
0
|∇un+1t (s)|2ds ≤ C11,
uma vez que σ
′
(t) ≤ 1 q.t.p. em [0, T2].
Assim, para todo γ > 0 temos
unt ∈ L∞(γ,T2;V) e untt ∈ L2(γ,T2;H),
uniformemente em n.
Podemos, enta˜o, destacar os principais resultados obtidos nessa sec¸a˜o sob a forma do seguinte
Teorema 4.1 Seja (un, ρn) a soluc¸a˜o do problema (4.42)-(4.45) de n´ıvel n no intervalo [0, T2]. Sa˜o







|Aun(s)|2ds ≤ C23 ,




|∆ρn+1t (s)|2ds ≤ C2,






|∇unt (s)|2ds ≤ C24 ,
|Aun(t)|2 ≤ C8,∫ t
0









para todo n ≥ 1 e todo t ∈ [0, T2].
4.3 Taxas de convergeˆncia na norma L2
Destinamos esta sec¸a˜o a` obtenc¸a˜o das primeiras taxas de convergeˆncia da sequ¨eˆncia de aproxi-
mac¸o˜es (un, ρn) para a soluc¸a˜o (u, ρ) do problema simplificado. Mais precisamente, mostraremos
que {un} e´ sequ¨eˆncia de Cauchy em L∞(0, T2;H) ∩ L2(0, T2;V ) e {ρn} e´ sequ¨eˆncia de Cauchy em
L∞(0, T2;L2(Ω)) ∩ L2(0, T2;H1(Ω)), conforme indica a seguinte
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Proposic¸a˜o 4.2 Seja {(un, ρn)} a sequ¨eˆncia de aproximac¸o˜es do problema simplificado. Enta˜o exis-
tem u ∈ L∞(0, T2;H) ∩ L2(0, T2;V ) e ρ ∈ L∞(0, T2;L2(Ω)) ∩ L2(0, T2;H1(Ω)) tais que:




















para todo n ≥ 1 e todo t ∈ [0, T2].
Demonstrac¸a˜o. Sejam un,s = un+s − un e ρn,s = ρn+s − ρn, para todos n, s ≥ 1. Notamos,
inicialmente, que
P (ρn−1un,st ) + µAu
n,s = −P [ρn−1,sun+st + (ρn−1+sun−1,s · ∇)un+s
+(ρn−1+sun−1 · ∇)un,s + (ρn−1,sun−1 · ∇)un − ρn−1,sF (4.57)
−λ(un−1,s · ∇)∇ρn−1+s − λ(un−1 · ∇)∇ρn−1,s
−λ(∇ρn−1,s · ∇)un−1+s − λ(∇ρn−1 · ∇)un−1,s.









−(ρn−1+sun−1,s · ∇)un+s − (ρn−1+sun−1 · ∇)un,s − (ρn−1,sun−1 · ∇)un
+ρn−1,sF + λ(un−1,s · ∇)∇ρn−1+s + λ(un−1 · ∇)∇ρn−1,s
+λ(∇ρn−1,s · ∇)un−1+s + λ(∇ρn−1 · ∇)un−1,s,un,s).
O pro´ximo passo e´, enta˜o, estimar os termos que se encontram do lado direito da igualdade
acima. (Observamos que, em algumas situac¸o˜es, se faz necessa´ria uma integrac¸a˜o por partes antes
de majorar o termo em questa˜o. Como o termo un,s se anula em Γ, omitimos as integrais de fronteira
que possuem o referido termo em seu integrando e consideramos apenas as integrais no interior da
regia˜o Ω.)
|(ρn−1t un,s,un,s)| ≤ C|ρn−1t |3|un,s||un,s|6
≤ Cε|ρn−1t ||ρn−1t |H1 |un,s|2 + ε|∇un,s|2;
|(ρn−1,sun+st ,un,s)| ≤ C|ρn−1,s||un+st |3|un,s|6
≤ C|un+st | 12 |∇un+st | 12 |ρn−1,s||∇un,s|
≤ Cε|un+st ||∇un+st ||ρn−1,s|2 + ε|∇un,s|2;
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|((ρn−1+sun−1,s · ∇)un+s,un,s| ≤ C|ρn−1+s|∞|un−1,s||∇un+s|3|un,s|6
≤ C|Aun+s||un−1,s||∇un,s|
≤ Cε|Aun+s|2|un−1,s|2 + ε|∇un,s|2;
|((ρn−1+sun−1 · ∇)un,s,un,s)| ≤ C|ρn−1+s|∞|un−1|∞|∇un,s||un,s|
≤ cε|Aun−1|2|un,s|2 + ε|∇un,s|2;
|((ρn−1,sun−1 · ∇)un,un,s)| ≤ C|ρn−1,s||un−1|6|∇un|6|un,s|6
≤ C|∇un−1||Aun||ρn−1,s||∇un,s|
≤ Cε|∇un−1|2|Aun|2|ρn−1,s|2 + ε|∇un,s|2;
|(ρn−1,sF,un,s)| ≤ C|ρn−1,s||F |3|un,s|6
≤ Cε|F ||F |H1 |ρn−1,s|2 + ε|∇un,s|2;
|((un−1,s · ∇)∇ρn−1+s,un,s)| ≤ C|un−1,s||∇2ρn−1+s|3|un,s|6
≤ Cε|∇∆ρn−1+s|2|un−1,s|2 + ε|∇un,s|2;














≤ C|Aun−1| 12 |A∇un−1| 12 |ρn−1,s||∇un,s|
≤ Cε|Aun−1||un−1|H3 |ρn−1,s|2 + ε|∇un,s|2;
































≤ C|ρn−1,s||Aun−1+s|3|un,sj |6 + C|ρn−1,s||∇un−1+s|∞|∇un,s|
≤ C|ρn−1,s||Aun−1+s| 12 |∇Aun−1+s| 12 |∇un,s|
+C|ρn−1,s||Aun−1+s| 12 |∇Aun−1+s| 12 |∇un,s|
≤ Cε|Aun−1+s||un−1+s|H3 |ρn−1,s|2 + 2ε|∇un,s|2;
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≤ C|un−1,s||∆ρn−1|3|un,s|6 + C|un−1,s||∇ρn−1|∞|∇un,s|
≤ C|∇∆ρn−1||un−1,s||∇un,s|+ C|∇∆ρn−1||un−1,s||∇un,s|
≤ Cε|∇∆ρn−1|2|un−1,s|2 + 2ε|∇un,s|2.
Assim, escolhendo ε =
µ
24





|(ρn−1) 12un,s|2 + µ
2
|∇un,s|2 ≤ C(|ρn−1t ||ρn−1t |H1 + |Aun−1|2)|un,s|2
+C(|Aun+s|2 + |∇∆ρn−1+s|2 + |∇∆ρn−1|2)|un−1,s|2
















Por outro lado, temos que:
ρn,st − λ∆ρn,s = −un−1,s · ∇ρn+s − un−1 · ∇ρn,s





|ρn,s|2 + λ|∇ρn,s|2 = −(un−1,s · ∇ρn+s, ρn,s)− (un−1 · ∇ρn,s, ρn,s),
Estimamos os termos a` direita como segue abaixo.
|(un−1,s · ∇ρn+s, ρn,s)| ≤ C|un−1,s||∇ρn+s|∞|ρn,s|
≤ C|un−1,s||∇∆ρn+s||ρn,s|
≤ C|∇∆ρn+s|2|ρn,s|2 + C|un−1,s|2;
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|(un−1 · ∇ρn,s, ρn,s)| ≤ C|un−1|∞|∇ρn,s||ρn,s|
≤ C|Aun−1||ρn,s||∇ρn,s|






|ρn,s|2 + λ|∇ρn,s|2 ≤ C(|∇∆ρn+s|2 + |Aun−1|2)|ρn,s|2 + C|un−1,s|2
≤ C|ρn,s|2 + C|un−1,s|2.
(4.59)
Somando-se as inequac¸o˜es (4.58) e (4.59) resulta:
d
dt
(|(ρn−1) 12un,s|2 + |ρn,s|2) + (|∇un,s|2 + |∇ρn,s|2) ≤ C(|un,s|2 + |ρn,s|2)






Integrando entre 0 e t, com 0 ≤ t ≤ T2 e lembrando que |(ρn−1(0)) 12un,s(0)| = 0 e |ρn,s(0)| = 0,
teremos:

























Usando o lema de Gronwall, temos:



















































ϕn,s(t) = |un,s(t)|2 + |ρn,s(t)|2, (4.61)





















para todo n e todo s.






= M2eCT2 ; logo,









para todos n, s ∈ N e todo t, com 0 ≤ t ≤ T2.












































para todos n, s ∈ N e todo t ∈ [0, T2]. Assim, usando as desigualdades (4.62) e (4.63) conclu´ımos
que {un} e´ uma sequ¨eˆncia de Cauchy nos espac¸os de Banach L∞(0, T2;H) e L2(0, T2;V ) e que {ρn} e´
uma sequ¨eˆncia de Cauchy nos espac¸os de Banach L∞(0, T2;L2(Ω)) e L2(0, T2;H1(Ω)). Logo, existem
u ∈ L∞(0, T2;H) ∩ L2(0, T2;V ) e ρ ∈ L∞(0, T2;L2(Ω)) ∩ L2(0, T2;H1(Ω)) tais que
lim
n→+∞u
n = u em L∞(0, T2;H) ∩ L2(0, T2;V )
lim
n→+∞ ρ
n = ρ em L∞(0, T2;L2(Ω)) ∩ L2(0, T2;H1(Ω))
Finalmente, fazendo s→ +∞ em (4.62) e (4.63) obtemos as taxas (4.55) e (4.56) do enunciado.
4.4 Taxas de Convergeˆncia na norma H1
Nesta sec¸a˜o, trabalharemos na direc¸a˜o de obtermos taxas de convergeˆncia paras as sequ¨eˆncias de
aproximac¸o˜es {un} e {ρn} na norma de H1 bem como taxas de convergeˆncia para suas derivadas
temporais. A seguir, temos o principal resultado desta sec¸a˜o.
Proposic¸a˜o 4.3 Sejam {(un, ρn)} e (u, ρ) nas condic¸o˜es da Proposic¸a˜o 4.2. Enta˜o,



















































para todo n ≥ 1 e todo t ∈ [0, T2].
Demonstrac¸a˜o. Comec¸amos tomando o produto interno de L2(Ω) de (4.57) com o termo un,st . Apo´s





|∇un,s|2 + |(ρn−1) 12un,st |2 = (−ρn−1,sun+st
−(ρn−1+sun−1,s · ∇)un+s − (ρn−1+sun−1 · ∇)un,s − (ρn−1,sun−1 · ∇)un
+ρn−1,sF + λ(un−1,s · ∇)∇ρn−1+s + λ(un−1 · ∇)∇ρn−1,s
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+λ(∇ρn−1,s · ∇)un−1+s + λ(∇ρn−1 · ∇)un−1,s,un,st ).
Passamos agora a estimar os termos que se encontram do lado direito da igualdade acima; lem-
bramos novamente que nos casos onde for efetuada uma integrac¸a˜o por partes cujo integrando na
integral de fronteira seja nulo, omitiremos a referida integral.
|(ρn−1,sun+st ,un,st )| ≤ C|ρn−1,s|6|un+st |3|un,st |
≤ C|ρn−1,s|
H1




|((ρn−1+sun−1,s · ∇)un+s,un,st | ≤ C|ρn−1+s|∞|un−1,s|4|∇un+s|4|un,st |
≤ C|∆ρn−1+s||Aun+s||∇un−1,s||un,st |
≤ Cε|∇un−1,s|2 + ε|un,st |2;
|((ρn−1+sun−1 · ∇)un,s,un,st )| ≤ C|ρn−1+s|∞|un−1|∞|∇un,s||un,st |
≤ |∆ρn−1+s||Aun−1||∇un,s||un,st |
≤ Cε|∇un,s|2 + ε|un,st |2;







|(ρn−1,sF,un,st )| ≤ C|ρn−1,s|6|F |3|un,st |
≤ Cε|F |23|ρn−1,s|2H1 + ε|u
n,s
t |2;
|((un−1,s · ∇)∇ρn−1+s,un,st )| ≤ C|un−1,s|4|∇2ρn−1+s|4|un,st |
≤ C|∇∆ρn−1+s||∇un−1,s||un,st |
≤ Cε|∇un−1,s|2 + ε|un,st |2;


























































≤ C|Aun−1| 12 |A∇un−1| 12 |∇ρn−1,s||un,st |




|((∇ρn−1,s · ∇)un−1+s,un,st )| ≤ C|∇ρn−1,s||∇un−1+s|∞|un,st |
≤ C|ρn−1,s|
H1
|Aun−1+s| 12 |A∇un−1+s| 12 |un,st |
≤ Cε|un−1+s|H3 |ρn−1,s|2H1 + ε|u
n,s
t |2;
|((∇ρn−1 · ∇)un−1,s,un,st )| ≤ C|∇ρn−1|∞|∇un−1,s||un,st |
≤ C|∇∆ρn−1||∇un−1,s||un,st |
≤ Cε|∇un−1,s|2 + ε|un,st |2.
Usando estas estimativas e escolhendo ε = 1
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|∇un,s|2 + |(ρn−1) 12un,st |2 ≤ C|∇un,s|2 + C|∇un−1,s|2
+C
(





Tomando o produto interno de L2(Ω) na igualdade (4.57) com o termo θAun,s, com θ > 0 (a ser
escolhido posteriormente), teremos:
θµ|Aun,s|2 = (ρn−1un,st − ρn−1,sun+st , θAun,s)
(−(ρn−1+sun−1,s · ∇)un+s − (ρn−1+sun−1 · ∇)un,s − (ρn−1,sun−1 · ∇)un, θAun,s)
(+ρn−1,sF + λ(un−1,s · ∇)∇ρn−1+s + λ(un−1 · ∇)∇ρn−1,s, θAun,s)
(+λ(∇ρn−1,s · ∇)un−1+s + λ(∇ρn−1 · ∇)un−1,s, θAun,s).
Passemos agora, a`s estimativas dos termos que esta˜o do lado direito da expressa˜o acima.
|(ρn−1un,st , θAun,s)| ≤ Cθ|ρn−1|∞|un,st ||Aun,s|
≤ Cθ2|un,st |2 + ε|Aun,s|2;
|(ρn−1,sun+st , θAun,s)| ≤ Cθ|ρn−1,s|6|un+st |3|Aun,s|
≤ C|ρn−1,s|
H1




|((ρn−1+sun−1,s · ∇)un+s, θAun,s)| ≤ Cθ|ρn−1+s|∞|un−1,s|4|∇un+s|4|Aun,s|
≤ Cε|∇un−1,s|2 + ε|Aun,s|2;
|((ρn−1+sun−1 · ∇)un,s, θAun,s)| ≤ Cθ|ρn−1+s|∞|un−1|∞|∇un,s||Aun,s|
≤ Cε|∇un,s|2 + ε|Aun,s|2;
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|(ρn−1,sF, θAun,s)| ≤ Cθ|ρn−1,s|6|F |3|Aun,s|
≤ Cε|F |23|ρn−1,s|2H1 + ε|Aun,s|2;
|((un−1,s · ∇)∇ρn−1+s, θAun,s)| ≤ Cθ|un−1,s|4|∇2ρn−1+s|4|Aun,s|
≤ Cε|∇un−1,s|2 + ε|Aun,s|2;
























































≤ Cε|un−1|H3 |ρn−1,s|2H1 + ε|Aun,s|2;
|((∇ρn−1,s · ∇)un−1+s, θAun,s)| ≤ Cθ|∇ρn−1,s||∇un−1+s|∞|Aun,s|
≤ Cε|un−1+s|H3 |ρn−1,s|2H1 + ε|Aun,s|2;
|((∇ρn−1 · ∇)un−1,s, θAun,s)| ≤ Cθ|∇ρn−1|∞|∇un−1,s||Aun,s|
≤ Cε|∇un−1,s|2 + ε|Aun,s|2.
Assim, estas estimativas nos permitem concluir que:
(θµ− 10ε)|Aun,s|2 ≤ Cθ2|un,st |2 + C|∇un,s|2 + C|∇un−1,s|2
+C
(





Por outro lado, vemos que
ρn,st = λ∆ρ
n,s − un−1,s · ∇ρn+s − un−1 · ∇ρn,s. (4.71)





|ρn,s|2 = λ(∆ρn,s, ρn,s)− (un−1,s · ∇ρn+s, ρn,s)− (un−1 · ∇ρn,s, ρn,s).
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|∇ρn,s|2 + |ρn,st |2 ≤ |(un−1,s · ∇ρn+s, ρn,st )|+ |(un−1 · ∇ρn,s, ρn,st )|
≤ C|un−1,s|4|∇ρn+s|4|ρn,st |+ C|un−1|∞|∇ρn,s||ρn,st |










|ρn,st |2 ≤ C|∇un−1,s|2 + C|∇ρn,s|2. (4.73)






µ|∇un,s|2 + |ρn,s|2 + λ|∇ρn,s|2
)














































































− Cθ2 = α
4
e µθ − 10ε = µ
4

































































Usando o Lema de Gronwal com
ϕ(t) = |∇un,s(t)|2 + |ρn,s(t)|2,








































































Finalmente, usando a limitac¸a˜o uniforme de un em L2(0, T2;H

























Assim, definindo ψn,s(t) = |∇un,s(t)|2 + |ρn,s(t)|2
H1


















































para todos n, s ∈ N (s fixado), e todo t ∈ [0, T2]. Ale´m destas, obteremos, usando a desigualdade





























































para todos n, s ∈ N (s fixado), e todo t ∈ [0, T2]. Agora, usando a igualdade (4.71) podemos tambe´m
estabelecer uma taxa de convergeˆncia para ∆ρn; de fato, temos que:
λ|∆ρn,s|2 ≤ C|ρn,st |2 + C|un−1,s · ∇ρn+s|2 + C|un−1 · ∇ρn,s|2








































































































































































para todos n, s ∈ N com CT2 < n e s fixado, e para todo t ∈ [0, T2].
Ale´m desta u´ltima, conseguimos tambe´m uma taxa de convergeˆncia para ρn em L∞(0, T2;H2N ).
De fato, considerando a equac¸a˜o (4.71), aplicando o operador ∇ na mesma e, em seguida, fazendo o






|∆ρn,s|2 + λ|∇∆ρn,s|2 ≤ |(∇un−1,s · ∇ρn+s,∇∆ρn,s)
+(un−1,s · ∇2ρn+s,∇∆ρn,s) + (∇un−1 · ∇ρn,s,∇∆ρn,s) + (un−1 · ∇2ρn,s,∇∆ρn,s)|.
Enta˜o, estimamos os termos a` direita na expressa˜o acima do seguinte modo:
|(∇un−1,s · ∇ρn+s,∇∆ρn,s)| ≤ C|∇un−1,s||∇ρn+s|∞|∇∆ρn,s|
≤ C|∇un−1,s||∇∆ρn+s||∇∆ρn,s|
≤ Cε|∇un−1,s|2 + ε|∇∆ρn,s|2;
|(un−1,s · ∇2ρn+s,∇∆ρn,s)| ≤ C|un−1,s|4|∇2ρn+s|4|∇∆ρn,s|
≤ C|∇un−1,s||∇∆ρn+s||∇∆ρn,s|
≤ Cε|∇un−1,s|2 + ε|∇∆ρn,s|2;
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|(∇un−1 · ∇ρn,s,∇∆ρn,s)| ≤ C|∇un−1|4|∇ρn,s|4|∇∆ρn,s|
≤ C|Aun−1||∆ρn,s||∇∆ρn,s|
≤ Cε|∆ρn,s|2 + ε|∇∆ρn,s|2;
|(un−1 · ∇2ρn,s,∇∆ρn,s)| ≤ C|un−1|∞|∇2ρn,s||∇∆ρn,s|
≤ C|Aun−1||∆ρn,s||∇∆ρn,s|
≤ Cε|∆ρn,s|2 + ε|∇∆ρn,s|2;































onde K1 = K1(C,M
∗,M∗∗), n, s ∈ N (s fixado) e t ∈ [0, T2].
Usando ainda (4.71), podemos ver que:
ρn,st = λ∆ρ
n,s − un−1,s · ∇ρn+s − un−1 · ∇ρn,s
e
∇ρn,st = λ∇∆ρn,s −∇un−1,s · ∇ρn+s
−un−1,s · ∇2ρn+s −∇un−1 · ρn,s − un−1 · ∇2ρn,s;
donde, usando as u´ltimas estimativas teremos:
|ρn,st |2 ≤ C|∆ρn,s|2 + C|un−1,s|2 + |∇ρn,s|2








e tambe´m, ∫ t
0




























onde K2 = K2(C,M
∗,M∗∗), K3 = K3(C,M∗,M∗∗), n, s ∈ N (s fixado) e t ∈ [0, T2].
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Assim, usando as desigualdades (4.75), (4.76), (4.78), (4.79), (4.80) e (4.81) conclu´ımos que {un} e´
sequ¨eˆncia de Cauchy em L∞(0, T2;V ) e L2(0, T2;D(A)), {unt } e´ sequ¨eˆncia de Cauchy em L2(0, T2;H)
(*), {ρn} e´ sequ¨eˆncia de Cauchy em L2(0, T2;H2N ), L∞(0, T2;H2N ) e L2(0, T2;H3N ) e {ρnt } e´ sequ¨eˆncia
de Cauchy em L2(0, T2;L
2(Ω)), L∞(0, T2;L2(Ω)) e L2(0, T2;H1N ) (*). Como todos estes espac¸os
mencionados sa˜o espac¸os de Banach conclu´ımos que existem u ∈ L∞(0, T2;V ) ∩ L2(0, T2;D(A)) e
ρ ∈ L∞(0, T2;H2N ) ∩ L2(0, T2;H3N ) tais que
lim
n→+∞u












t = ρt em L
∞(0, T2;L2(Ω)) ∩ L2(0, T2;H1N ),
sendo que tais convergeˆncias sa˜o todas fortes.
Finalmente, fazendo s→ +∞ em (4.74), (4.79), (4.80) e (4.81) obteremos as taxas (4.64), (4.65),
(4.66), (4.67) e (4.68).
Conve´m observar que, por (*), inicialmente podemos garantir que existem α ∈ L2(0, T2;H) e
β ∈ L2(0, T2;L2(Ω)) tais que limn→+∞ unt = α e limn→+∞ ρnt = β; da´ı, como convergeˆncia forte implica
convergeˆncia no sentido de distribuic¸o˜es, usando a unicidade do limite no sentido de distribuic¸o˜es
conclu´ımos que α = ut e β = ρt.
Procedendo exatamente como no Cap´ıtulo 2, prova-se que (u, ρ) e´ a u´nica soluc¸a˜o do sistema
(4.42)-(4.45).
4.5 Taxa de Convergeˆncia para Derivadas Temporais
Nesta etapa deste trabalho estabelecemos as u´ltimas taxas de convergeˆncia para as aproximac¸o˜es un
e ρn da velocidade e da densidade, respectivamente. As principais taxas obtidas esta˜o relacionadas
na seguinte
Proposic¸a˜o 4.4 Sejam (un, ρn) e (u, ρ) nas condic¸o˜es da Proposic¸a˜o 4.3. Enta˜o,
























































para todo n ≥ 1 e todo t ∈ [0, T2].
Demonstrac¸a˜o. Derivando a equac¸a˜o (4.57) com relac¸a˜o a` varia´vel temporal e tomando o produto












t )− (ρn−1,st un+st + ρn−1,sun+stt
+(ρn−1+st u
n−1,s · ∇)un+s + (ρn−1+sun−1,st · ∇)un+s + (ρn−1+sun−1,s · ∇)un+st
+(ρn−1+st u
n−1 · ∇)un,s + (ρn−1+sun−1t · ∇)un,s + (ρn−1+sun−1 · ∇)un,st
+(ρn−1,st u
n−1 · ∇)un + (ρn−1,sun−1t · ∇)un + (ρn−1,sun−1 · ∇)unt
−ρn−1,st F − ρn−1,sFt − λ(un−1,st · ∇)∇ρn−1+s − λ(un−1,s · ∇)∇ρn−1+st
−λ(un−1t · ∇)∇ρn−1,s − λ(un−1 · ∇)∇ρn−1,st − λ(∇ρn−1,st · ∇)un−1+s
−λ(∇ρn−1,s · ∇)un−1+st − λ(∇ρn−1t · ∇)un−1,s − λ(∇ρn−1 · ∇)un−1,st ,un,st ).
Em seguida, estimamos os termos que se encontram do lado direito como segue.
|(ρn−1t un,st ,un,st )| ≤ |ρn−1t |4|un,st |4|un,st |
≤ C|ρn−1t |H1 |∇un,st ||un,st |≤ Cε|un,st |2 + ε|∇un,st |2;
|(ρn−1,st un+st ,un,st )| ≤ |ρn−1,st |4|un+st ||un,st |4











|((ρn−1+st un−1,s · ∇)un+s,un,st )| ≤ |ρn−1+st |6|un−1,s||∇un+s|6|un,st |6
≤ C|ρn−1+st |H1 |un−1,s||Aun+s||∇un,st |≤ Cε|ρn−1+st |2
H1
|un−1,s|2 + ε|∇un,st |2;
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|((ρn−1+sun−1,st · ∇)un+s,un,st )| ≤ |ρn−1+s|∞|un−1,st ||∇un+s|4|un,st |4
≤ C|un−1,st ||Aun+s||∇un,st |
≤ Cε|un−1,st |2 + ε|∇un,st |2;
|((ρn−1+sun−1,s · ∇)un+st ,un,st )| ≤ |ρn−1+s|∞|un−1,s|4|∇un+st ||un,st |4
≤ C|∇un−1,s||∇un+st ||∇un,st |
≤ Cε|∇un+st |2|∇un−1,s|2 + ε|∇un,st |2;
|((ρn−1+st un−1 · ∇)un,s,un,st )| ≤ |ρn−1+st |4|un−1|∞|∇un,s||un,st |4
≤ C|ρn−1+st |H1 |Aun−1||∇un,s||∇un,st |≤ Cε|∇un,s|2 + ε|∇un,st |2;
|((ρn−1+sun−1t · ∇)un,s,un,st )| ≤ |ρn−1+s|∞|un−1t |4|∇un,s||un,st |4
≤ C|∇un−1t ||∇un,s||∇un,st |
≤ Cε|∇un−1t |2|∇un,s|2 + ε|∇un,st |2;
|((ρn−1+sun−1 · ∇)un,st ,un,st )| ≤ |ρn−1+s|∞|un−1|∞|∇un,st ||un,st |
≤ C|Aun−1||∇un,st ||un,st |
≤ Cε|un,st |2 + ε|∇un,st |2;
|((ρn−1,st un−1 · ∇)un,un,st )| ≤ |ρn−1,st |4|un−1|∞|∇un|4|un,st |

















|∇unt |2 + ε|∇un,st |2;
|(ρn−1,st F,un,st )| ≤ |ρn−1,st |4|F ||un,st |4










|Ft|2 + ε|∇un,st |2;
|((un−1,st · ∇)∇ρn−1+s,un,st )| ≤ |un−1,st ||∇2ρn−1+s|4|un,st |4
≤ C|un−1,st ||∇∆ρn−1+s||∇un,st |
≤ Cε|un−1,st |2 + ε|∇un,st |2;
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|((un−1,s · ∇)∇ρn−1+st ,un,st )| ≤ |un−1,s|4|∇2ρn−1+st ||un,st |4
≤ C|∇un−1,s||∆ρn−1+st ||∇un,st |
≤ Cε|∇un−1,s|2|∆ρn−1+st |2 + ε|∇un,st |2;
|((un−1t · ∇)∇ρn−1,s,un,st )| ≤ |un−1t |4|∇2ρn−1,s||un,st |4
≤ C|∇un−1t ||∆ρn−1,s||∇un,st |
≤ Cε|∇un−1t |2|∆ρn−1,s|2 + ε|∇un,st |2;



























































≤ |∇ρn−1,st ||∇un−1|4|un,st |4
≤ C|∇ρn−1,st ||Aun−1||∇un,st |
≤ Cε|∇ρn−1,st |2 + ε|∇un,st |2;
|((∇ρn−1,st · ∇)un−1+s,un,st )| ≤ |∇ρn−1,st ||∇un−1+s|4|un,st |4
≤ C|∇ρn−1,st ||Aun−1+s||∇un,st |
≤ Cε|∇ρn−1,st |2 + ε|∇un,st |2;
|((∇ρn−1,s · ∇)un−1+st ,un,st )| ≤ |∇ρn−1,s|4|∇un−1+st ||un,st |4
≤ C|∆ρn−1,s||∇un−1+st ||∇un,st |
≤ Cε|∆ρn−1,s|2|∇un−1+st |2 + ε|∇un,st |2;
|((∇ρn−1t · ∇)un−1,s,un,st )| ≤ |∇ρn−1t |4|∇un−1,s||un,st |4
≤ C|∆ρn−1t ||∇un−1,s||∇un,st |
≤ Cε|∆ρn−1t |2|∇un−1,s|2 + ε|∇un,st |2;




















































≤ |un−1,st ||∆ρn−1|4|un,st |4
+ |un−1,st ||∇ρn−1|∞|∇un,st |
≤ C|un−1,st ||∇∆ρn−1||∇un,st |
≤ Cε|un−1,st |2 + ε|∇un,st |2;
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|∇un,st |2 ≤ C|un,st |2 + C|ρn−1,st |2
H1
+ C|un−1,st |2
+C|un−1,s|2|ρn−1+st |2H1 + C|∇u
n−1,s|2(|∇un+st |2 + |∆ρn−1+st |2 + |∆ρn−1t |2)
+C|∇un,s|2(1 + |∇un−1t |2) + C|ρn−1,s|2H1 (1 + |u
n+s
tt |2 + |∇unt |2 + |Ft|2) (4.88)
+C|∆ρn−1,s|2(|∇un−1+st |2 + |∇un−1t |2).
Temos que
ρn,st − λ∆ρn,s = −un−1,s · ∇ρn+s − un−1 · ∇ρn,s.
Assim, derivando a igualdade acima com respeito a` varia´vel t e, em seguida, tomando o produto





|ρn,st |2 + λ|∇ρn,st |2 = −(un−1,st · ∇ρn+s, ρn,st )
−(un−1,s · ∇ρn+st , ρn,st )− (un−1t · ∇ρn,s, ρn,st )− (un−1 · ∇ρn,st , ρn,st )
≤ |un−1,st ||∇ρn+s|∞|ρn,st |+ |un−1,s|4|∇ρn+st ||ρn,st |4
+|un−1t ||∇ρn,s||ρn,st |∞ + |un−1|∞|∇ρn,st ||ρn,st |
≤ C|un−1,st |2 + C|∇un−1,s|2 + C|ρn,st |2
H1












|∇ρn,st |2 ≤ C|un−1,st |2
+C|∇un−1,s|2 + C|ρn,st |2
H1
+ Cδ|∇ρn,s|2 + δ|∆ρn,st |2. (4.89)





|∇ρn,st |2 + λ|∆ρn,st |2 ≤ |(∇un−1,st · ∇ρn+s,∇ρn,st )
+(un−1,st · ∇2ρn+s +∇un−1,s · ∇ρn+st + un−1,s · ∇2ρn+st ,∇ρn,st )
+(∇un−1t · ∇ρn,s + un−1t · ∇2ρn,s +∇un−1 · ∇ρn,st + un−1 · ∇2ρn,st ,∇ρn,st )|.
Passemos enta˜o, a estimar os termos que se encontram no lado direito da desigualdade acima.
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≤ C|un−1,st ||∆ρn+s|4|∇ρn,st |4 + C|un−1,st ||∇ρn+s|∞|∆ρn,st |
≤ C|un−1,st ||∇∆ρn+s||∆ρn,st |
≤ Cδ|un−1,st |2 + δ|∆ρn,st |2;
|(un−1,st · ∇2ρn+s,∇ρn,st )| ≤ |un−1,st ||∇2ρn+s|4|∇ρn,st |4
≤ C|un−1,st ||∇∆ρn+s||∆ρn,st |
≤ Cδ|un−1,st |2 + δ|∆ρn,st |2;
|(∇un−1,s · ∇ρn+st ,∇ρn,st )| ≤ |∇un−1,s||∇ρn+st |4|∇ρn,st |4
≤ C|∇un−1,s||∆ρn+st ||∆ρn,st |
≤ Cδ|∇un−1,s|2|∆ρn+st |2 + δ|∆ρn,st |2;
|(un−1,s · ∇2ρn+st ,∇ρn,st )| ≤ |un−1,s|4|∇2ρn+st ||∇ρn,st |4
≤ C|∇un−1,s||∆ρn+st ||∆ρn,st |
≤ Cδ|∇un−1,s|2|∆ρn+st |2 + δ|∆ρn,st |2;
|(∇un−1t · ∇ρn,s,∇ρn,st )| ≤ |∇un−1t ||∇ρn,s|4|∇ρn,st |4
≤ C|∇un−1t ||∆ρn,s||∆ρn,st |
≤ Cδ|∇un−1t |2|∆ρn,s|2 + δ|∆ρn,st |2;
|(un−1t · ∇2ρn,s,∇ρn,st )| ≤ |un−1t |4|∇2ρn,s||∇ρn,st |4
≤ C|∇un−1t ||∆ρn,s||∆ρn,st |
≤ Cδ|∇un−1t |2|∆ρn,s|2 + δ|∆ρn,st |2;
|(∇un−1 · ∇ρn,st ,∇ρn,st )| ≤ |∇un−1|4|∇ρn,st ||∇ρn,st |4
≤ C|Aun−1||∇ρn,st ||∆ρn,st |
≤ Cδ|∇ρn,st |2 + δ|∆ρn,st |2;
|(un−1 · ∇2ρn,st ,∇ρn,st )| ≤ |un−1|∞|∇2ρn,st ||∇ρn,st |
≤ C|Aun−1||∆ρn,st ||∇ρn,st |
≤ Cδ|∇ρn,st |2 + δ|∆ρn,st |2;
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|∇ρn,st |2 + (λ− 8δ)|∆ρn,st |2 ≤ C|un−1,st |2
+C|∇un−1,s|2|∆ρn+st |2 + C|∇un−1t |2|∆ρn,s|2 + C|∇ρn,st |2.













|∆ρn,st |2 ≤ C|un−1,st |2
+C|∇un−1,s|2(1 + |∆ρn+st |2) + C|ρn,st |2H1 + C|∇u
n−1
t |2|∆ρn,s|2 + C|∇ρn,s|2.














≤ C|un,st |2 + C|ρn,st |2
H1
+ C|un−1,st |2 + C|ρn−1,st |2
H1
+ C|un−1,s|2
+C|∇un,s|2(1 + |∇un−1t |2) + C|∇ρn,s|2 + C|∆ρn,s|2|∇un−1t |2
+C|∇un−1,s|2(|∇un+st |2 + |∆ρn+st |2 + |∆ρn−1+st |2 + |∆ρn−1t |2 + 1)
+C|ρn−1,s|2
H1
(1 + |un+stt |2 + |∇unt |2 + |Ft|2) + C|∆ρn−1,s|2(|∇un−1+st |2 + |∇un−1t |2).















≤ C|un,st |2 + C|ρn,st |2
H1
+ C|un−1,st |2 + C|ρn−1,st |2
H1
+ C|un−1,s|2
+C|∇un,s|2(1 + |∇un−1t |2) + C|∇ρn,s|2 + C|∆ρn,s|2|∇un−1t |2
+C|∇un−1,s|2(|∇un+st |2 + |∆ρn+st |2 + |∆ρn−1+st |2 + |∆ρn−1t |2 + 1)
+C|ρn−1,s|2
H1
(1 + |∇unt |2 + |Ft|2) + C|ρn−1,s|2H1σ(t)|u
n+s
tt |2
+C|∆ρn−1,s|2(|∇un−1+st |2 + |∇un−1t |2).
Integrando a desigualdade acima em [εk, t], com 0 < εk < t, teremos como resultado:
1
2
















































































|∆ρn−1,s(τ)|2(|∇un−1+st (τ)|2 + |∇un−1t (τ)|2)dτ.
Podemos escolher uma sequ¨eˆncia (εk), com 0 < εk < t, tal que εk → 0, quando k → +∞ e
tambe´m σ(εk)(|(ρn−1)1/2(εk)un,st (εk)|2 + |ρn,st (εk)|2
H1
) → 0, quando k → +∞; passando ao limite
quando k → +∞ e lembrando que σ′(t) ≤ 1 q.t.p. em [0, T2], teremos :























































































































































































sendo que, em (*), foram usadas as desigualdades (4.62), (4.75), (4.76), (4.79) e (4.80).
Lembremos que
µAun,s = −P (ρn−1un,st )− P [ρn−1,sun+st + (ρn−1+sun−1,s · ∇)un+s
+(ρn−1+sun−1 · ∇)un,s + (ρn−1,sun−1 · ∇)un − ρn−1,sF
−λ(un−1,s · ∇)∇ρn−1+s − λ(un−1 · ∇)∇ρn−1,s
−λ(∇ρn−1,s · ∇)un−1+s − λ(∇ρn−1 · ∇)un−1,s,
e que, assim , teremos:
|Aun,s|2 ≤ C
[
|ρn−1un,st |2 + |ρn−1,sun+st |2 + |(ρn−1+sun−1,s · ∇)un+s|2
+|(ρn−1+sun−1 · ∇)un,s|2 + |(ρn−1,sun−1 · ∇)un|2 + |ρn−1,sF |2
|(un−1,s · ∇)∇ρn−1+s|2 + |(un−1 · ∇)∇ρn−1,s|2




|un,st |2 + |ρn−1,s|2
H1





|F |23 + |∇un−1,s|2|∇∆ρn−1+s|2




|un,st |2 + |ρn−1,s|2
H1




e enta˜o, multiplicando a desigualdade acima pela func¸a˜o σ(t) teremos:
σ(t)|Aun,s|2 ≤ C
[
σ(t)|un,st |2 + |ρn−1,s|2
H1
(1 + σ(t)|∇un+st |2)


































Podemos agora, conseguir taxas de convergeˆncia de ordem mais alta para as aproximac¸o˜es da
densidade. Mais precisamente, considerando a igualdade
λ∆ρn,s = ρn,st + u




|∇ρn,st |2 + |Aun−1,s|2 + |∆ρn,s|2
)
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Ale´m desta u´ltima, conseguimos tambe´m :
|∆2ρn,s|2 ≤ C
(

















































Usando as taxas dadas em (4.90), (4.91), (4.92) e (4.93) podemos afirmar que para todo γ > 0,
{un} e´ sequ¨eˆncia de Cauchy em L∞(γ, T2;D(A)), {unt } e´ sequ¨eˆncia de Cauchy em L∞(γ, T2;H) e em
L2(γ, T2;V ); por sua vez, {ρn} e´ sequ¨eˆncia de Cauchy em L∞(γ, T2;H3N ) e em L2(γ, T2;H4N ) e {ρnt }
e´ sequ¨eˆncia de Cauchy em L∞(γ, T2;H1) e em L2(γ, T2;H2N ). Usando a completude de tais espac¸os,
teremos as seguintes convergeˆncias fortes:
lim
n→+∞u




t = ut em L
∞(γ, T2;H) ∩ L2(γ, T2;V ),
lim
n→+∞ ρ




t = ρt em L
∞(γ, T2;H1) ∩ L2(γ, T2;H2N )
Fazendo o limite quando s → +∞ em (4.90), (4.91), (4.92) e (4.93), obteremos as taxas dadas
por (4.82), (4.83), (4.84), (4.85), (4.86) e (4.87).
4.6 Resultados sobre a Pressa˜o
Notamos que na formulac¸a˜o do problema aproximado (4.42)-(4.45), aplicou-se o operador projec¸a˜o
P a` equac¸a˜o de momento em (4.41), eliminando-se assim, o termo ∇p e evitando-se que na equac¸a˜o
(4.42) tive´ssemos um termo do tipo ∇pn que seria uma aproximac¸a˜o de ∇p.
Nosso objetivo neste momento, e´ recuperar a pressa˜o aproximada pn de modo que a sequ¨eˆncia (pn)
convirja para uma pressa˜o p tal que (u, ρ, p) seja soluc¸a˜o do problema simplificado. Nossa metodologia
sera´ a de, em primeiro lugar, obter a existeˆncia de pn, para cada n; em seguida, estabelecer estimativas
a priori (independentes de n) para pn e finalmente, mostrar que a sequ¨eˆncia (pn) e´ de Cauchy em
algum espac¸o de Banach conveniente. Ao final, obteremos os resultados dados na proposic¸a˜o abaixo.
Proposic¸a˜o 4.5 Nas condic¸o˜es da Proposic¸a˜o 4.3, temos que existe uma u´nica pressa˜o
p ∈ L∞(γ, T2;H1(Ω)/IR) ∩ L2(0, T2;H1(Ω)/IR, para ∀γ > 0, tal que (u, ρ, p) e´ a u´nica soluc¸a˜o do



























para todo n ≥ 1 e todo t ∈ [0, T2].
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Demonstrac¸a˜o. Vemos, pela equac¸a˜o (4.42), que
µAun+1 = −P [ρnun+1t − (ρnun · ∇)un+1 + ρnF
+λ(un · ∇)∇ρn + λ(∇ρn · ∇)un]
= F n
Observamos inicialmente que como un ∈ L∞(0, T2;D(A)), uniformemente em n, enta˜o deve
ocorrer que F n ∈ L∞(0, T2;L2(Ω)), uniformemente em n. Assim, para cada n temos que existe
pn ∈ L2(0, T2;H1(Ω)/IR) tal que (un, pn) e´ soluc¸a˜o de um problema de Stokes:
−µ∆un +∇pn = F n






≤ C|F n|2. Como |F n| ≤ C, para todo n, temos que |pn|2
H1(Ω)/IR
≤ C,
verificando enta˜o (4.94). Assim, conclu´ımos que
pn ∈ L∞(0, T2;H1(Ω)/IR)
uniformemente em n.
Mostraremos a seguir, que a sequ¨eˆncia {pn} e´ de Cauchy em L∞(γ, T2;H1(Ω)/IR). Para tal,
definamos pn,s = pn+s − pn, para todos n, s ≥ 1. Vemos enta˜o, que pn,s satisfaz
−µ∆un,s +∇pn,s = −ρn−1un,st − ρn−1,sun+st + (ρn−1+sun−1,s · ∇)un+s
+ (ρn−1+sun−1 · ∇)un,s + (ρn−1,sun−1 · ∇)un − ρn−1,sF
− λ(un−1,s · ∇)∇ρn−1+s − λ(un−1 · ∇)∇ρn−1,s
− λ(∇ρn−1,s · ∇)un−1+s − λ(∇ρn−1 · ∇)un−1,s
= F n,s,
ou seja, para cada n e s fixados, (un,s, pn,s) e´ soluc¸a˜o de um problema de Stokes pois
−µ∆un,s +∇pn,s = F n,s
div un,s = 0
un,s|Γ = 0,
de onde podemos concluir que |pn,s|2
H1(Ω)/IR





|un,st |2 + |ρn−1,s|2∞|un+st |2 + |un−1,s|24|∇un+s|24 + |un−1|2∞|∇un,s|2
+|ρn−1,s|24|un−1|2∞|∇un|24 + |ρn−1,s|26|F |23 + |un−1,s|24|∇2ρn−1+s|24










|F |23 + |∇un−1,s|2|∇∆ρn−1+s|2









Em seguida, multiplicando esta u´ltima desigualdade pela func¸a˜o σ(t) = min{t, 1} teremos:
σ(t)|pn,s|2
H1(Ω)/IR































































































Desta forma, as desigualdades (4.98) e (4.99) nos dizem que {pn} e´ sequ¨eˆncia de Cauchy em
L∞(γ, T2;H1(Ω)/IR), para todo γ > 0, e em L2(0, T2;H1(Ω)/IR).
Portanto, existe p ∈ L∞(γ, T2;H1(Ω)/IR) ∩ L2(0, T2;H1(Ω)/IR) tal que
lim
n→+∞ p
n = p em L∞(γ, T2;H1(Ω)/IR) ∩ L2(0, T2;H1(Ω)/IR);
fazendo o limite quando s→ +∞ em (4.98) e (4.99), obtemos (4.95) e (4.96). Procedendo exatamente
como no cap´ıtulo 2, mostramos que a tripla (u, ρ, p) e´ a u´nica soluc¸a˜o do problema simplificado.
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