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Abstract 
An electrical discharge machining (EDM) process model is critical in control system for stabilizing machining process and 
improving productivity. A two order AR model was firstly proposed for the process, but the deduced formulation of the model 
parameter estimates is proved biased. An instrumental variable approach is then proposed to correct the biased estimates. This 
approach was completed by two interactive Kalman filters. One filter provides instrumental variables, namely gap state estimates, 
through the latest estimated parameters; while the other uses the gap state estimates to recursively estimate a two order auto-
regressive (AR) model parameters. The two Kalman filters by way of interactively supporting each other forms a new feasible way 
of online modeling an EDM process. 
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1. Introduction 
Electrical discharge machining (EDM) method brings 
two advantages over traditional machining methods; one 
is its capability of machining conductive materials with 
no or little consideration of material hardness, the other 
is its untouched machining which generates little 
machining forces to the machined surfaces in a process. 
These two advantages extend its applications broadly in 
manufacturing world, especially in punches, dies, and 
micro machining, etc. However, EDM productivity is 
quite low because even a state-of-art EDM tool has only 
open-loop or half closed-loop control systems. The main 
problem to form a complete closed-loop control system 
is the difficulty of modelling the process precisely, 
because the metal removal process of EDM involves 
non-stationary, nonlinear and stochastic characteristics, 
which outdated classical linear control strategies in 
EDM control system. Adaptive control strategies from 
modern control theories seemed finding their 
applications in the process, since an adaptive controller 
can modify its behaviours in response to a rapidly varied 
machining state in the process [1]. However, the success 
of a model-predictive-control performance largely 
depends on an accuracy of a process model [2]. 
Therefore, it is prerequisite to build a process model 
precise enough to reflect the on-going machining states 
in an EDM process. 
Initially, a feasible process model might be developed 
from a comprehensive study of its dynamical properties. 
It had been proved that the EDM process is a 
deterministic nonlinear process of chaotic behaviour [3]. 
To further understand the complexity of an EDM 
process, a chaotic analysis technique, called the method 
of correlation dimension, was employed to determine the 
fractal dimensions of the process, a quantification of its 
complexity. The computation turns out that the 
complexity of the process is slightly less than 2 
correlation dimensions. This result makes clear that an 
EDM process is of a low dimensional structure [3]. In 
other words, it is enough to use a two-order system to 
approximate the process that has also been accidentally 
evidenced by a formerly built process model [4].  
To further understand the process behavior, this paper 
builds a process model by an instrumental variable 
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approach from another perspective, completed by two 
Kalman filters. One filter serves the functionality of 
estimating gap states from gap state identifications with 
the latest estimated process parameters; the other serves 
to recursively estimate the process (an AR model) 
parameters with the gap state estimates and then 
provides one-step gap state predictions. 
2. Formulating the process model 
Gap states are defined to be working indexes used to 
monitor EDM processes [4]. In this paper, we employed 
a way of sampling gap voltages and currents to identify 
a gap state with an A/D of 400k/s sampling rate, each 
200k/s. It is well known that there are five sorts of 
discharging pulses in gap in machining, spark pulse, 
transient arc pulse, stable arc pulse, short pulse and open 
pulse. The time between two discharging pulses is called 
pulse-off. Each time as a gap voltage and a gap current 
are sampled, the state of this sampling from a 
discharging pulse or a pulse-off is immediately 
identified by pulse discrimination criterion [5]. 
Consequently, there are six sampling states, namely 
spark state, transient arc state, stable arc state, short state, 
open state, and pulse-off state. To obtain a gap state 
identification, calculate the ratio in Eq. (1) below.  
)/()(y ... openshortarcstabarctransparkarctranspark  
(1) 
where, openshortarcstabarctranspark ,,,, ..  are respectively 
accumulated numbers of spark state, transient arc state, 
stable arc state, short state, and open state in a time 
interval, y is a gap state identification. 
Gap state identification y is quantified machining 
state that can be used to monitor machining processes. 
Because an EDM process is of nonlinear characteristics 
and it has been proved that it is sufficient to use a two 
order system to approximate the process [3], we 
suggested a timely varied linear parameter model 
approximating the nonlinear behaviours of the process, 
namely tracking varied gaps states. 
Let a timely varied auto-regression with extra variable 
(ARX) model approximate an EDM process, defined by 
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 1q  is a backward 
shift operator, )](,),(),([)( 21 kukukukU nT  is an input 
control variable vector containing power system and 
servo system variables nuuu ,,, 21 , )(ks  is a  gap 
state at time k , )(kw  is assumed a zero-mean white 
noise disturbance with variance 2u . Because a two order 
system can approximate an EDM process, we took 2l  
in )(qA  polynomial. Practically, in a control scheme, if 
machining state is identified to deteriorate, it is better to 
alter the current machining situation immediately than 
gradual recovery from the deteriorated states; otherwise, 
the workpiece surface may be damaged by arcing. In this 
sense, to achieve such an effect by control action, it is 
preferable to let 1m  in )(qB polynomial. 
)(ks -a gap state at time k  
)(ks -an estimate of a gap state )(ks at time k  
)(ky -a gap state identification at time k  
)(ks -one-step gap state prediction at time k  
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-the process parameter noise variances 
An EDM process signal in this paper, a series of gap 
state identifications, is not like the other signals obtained 
by manoeuvring the inputs and measuring the outputs. 
The state-of-art EDM tools are almost open-loop 
controlled. Open-loop controlled means that all EDM 
power parameters and servo system parameters once set 
are kept unchanged in machining and none of them are 
automatically adjusted to the changing gap states. From 
a mathematical view, this unchanged control variable 
which is in fact a constant, will not contribute to gap 
state variations. In such a case, we may neglect the 
influences of the control variables on the outputs of the 
model we will build; consequently, there will be no 
control variable in the model. Then a second order ARX 
model turns into an AR model,  
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where Taa 21 is a vector containing two timely 
varied parameters 1a  and 2a . 
Theoretically, a gap state identification y(k) may be 
assumed to be a corrupted gap state by an additive white 
noise n(k) with variance 2
v
, defined by 
    )()()( knksky                                                        
(4) 
where )(ky , an gap state identification, is also a noisy 
observation of a gap state )(ks .Substituting Eq. (3) in Eq. 
(4),  
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Let  
T
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where the subscript p denotes the number of vector rows 
[6]. Substituting the preceding Eq.(7) in Eq.(5) yields 
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Extending the subscript p to N in Eq.(7) with 
consideration of Eq.(8), derive  
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Then, after simple manipulations, derive the least square 
(LS) estimate LS , 
    )()()]()([ 1 kYkkk NTNNTNLS ,                           
(10) 
with the estimate error  
    )()()]()([ 1 kkkk TNN
T
NLS .          (11)  
From Eq.(5) and Eq.(6), it is found that )(k  is not a 
white noise and )(ky  is correlated with )(k , so 
)()( kkTN  will not tend to zero [6]. Consequently, the 
above estimate method in Eq.(10) will provide biased 
parameter estimates.  
    To obtain consistent estimates of AR parameters from 
noisy gap state identifications, the instrumental variable 
(IV) method has been used to overcome this biased 
estimate [6, 7]. The essential part of IV method is to 
replace )(kN  with a matrix )(kN  uncorrelated 
with )(k , that is, 
    0)]()([ lkE TN  for any k and l .                         
(12) 
Additionally, )()( kk N
T
N is required to be non-singular. 
The IV estimate of the AR parameters is hence given by 
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T
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(13) 
and the estimate error is defined to be 
    )()()]()([ 1 kkZkkZ TNN
T
NIVIV .     (14) 
From the above Eq.(12) and Eq.(14), it is deduced that 
IV estimate is unbiased and consistent. 
In this paper, the IV matrix is built by a filtered 
version of a gap state identification through a state 
estimator and a parameter estimator which allows the 
states and parameters to be estimated separately [8 10]. 
The two joint Kalman filters work in parallel, one 
enhancing a gap state identification to obtain a gap state 
estimate and the other providing estimated AR 
parameters. 
3. Instrumental variable (IV) realization by two 
Kalman filters 
3.1. Gap state estimates from gap state identifications  
To enhance a gap state identification y(k) to its gap 
state s(k), a Kalman filter algorithm is used to process 
the data to obtain the gap state estimate )(ks , an 
enhancement of a gap state identification y(k). Because 
a gap state identification y(k) is a scalar, the state space 
representation of an EDM process is reduced to scalar 
expressions followed from Eqs. (3) and (4),       
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where )(ks is a gap state estimate at time k from a gap 
state identification y(k), )(ks is an one-step gap state 
prediction, )(kv is an innovation sequence which is zero 
mean white noise when the filter is optimal [6, 11], 
and )(kK is called Kalman gain, given by 
    12 ))()(()( kPkPkK                                       
(17) 
where 2v is the variance of zero mean identification 
noise, and )(kP is called the a priori error variance 
which is recursively estimated by 
    22
2
2
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(18) 
with 
    )())(1()( kPkKkP                                                
(19) 
where 2u is the variance of zero mean process noise, 
and )(kP is called the a posteriori error variance [6]. 
However, the AR parameters )(1 ka , )(2 ka and 
variance 2u , 
2
v are not known before hand and have to 
be estimated or determined before running the Kalman 
filter for a gap state estimate. 
3.2. Estimate of process parameters from a gap state 
estimate 
Substituting Eq.(16) in Eq.(15) leads to a formulation 
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that a gap state estimate )(ks  can be expressed as a 
function of AR process model parameters,    
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where ])2()1([)( kskskH ,  
Tkakak ])1()1([)1( 21 . Because EDM process 
is a non-stationary process, the process parameters could 
not be taken as invariants. However, the parameters are 
still assumed to be invariant in the time interval between 
two gap state identifications. Then, the process AR 
parameters are therefore defined by 
    )()1()( kwkk                                              (21) 
where )(kw  is assumed zero-mean white noise with the 
covariance 
2
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Then another Kalman filter can be used to estimate 
the process parameters. Followed from Eq.(20) and 
Eq.(21), the state space representation of parameters is 
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The parameter measurement error covariance is  
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Consequently, the estimate of parameters by Kalman 
filter algorithm is followed from preceding equations,   
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where )(kv is the innovation sequence, and )(kK is a 
vector called Kalman filter gain, defined by the 
following equation [6, 11], 
    12 ])()()[()()( vTT HkPkHkHkPkK            
(25) 
where )(kP is called the a priori parameter error 
covariance matrix, which is recursively estimated by 
    QkPkP )1()(                                               
(26) 
where )(kP is called the a posteriori parameter error 
covariance [6], given by 
    )()()()( 2 kPkHkKIkP                             
(27) 
   From the above Eq.s (21)-(27), the process parameters 
are estimated and fed to the Kalman filter to estimate a 
gap state for next cycle calculations. 
    Basically, the performance of a model is often 
evaluated by its adequacy in its applicable situations. 
The adequacy of an EDM model in this sense is its 
ability to track gap states with permitted errors. Thus, a 
criterion to testify the quality of an EDM model needs to 
be established. It should incorporate two kinds of errors: 
one is the permitted errors between gap state 
identifications and the corresponding gap states; the 
other is the permitted errors between one-step gap state 
predictions and the corresponding gap states. However, 
gap states are not known and only exist theoretically. A 
gap state estimate )(ks  is an enhancement from a gap 
state identification y(k) to the corresponding gap state. 
To be executable, we use gap state estimate )(ks  to 
substitute the gap state s(k). Then the model evaluation 
criterion is states: 
(1) The mean estimate errors between gap state 
estimates and the gap state identifications must be small 
within theoretical error bounds, calculated by [12] 
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(2) The predictive errors between one-step gap state 
predictions and the gap state estimates must be small 
within theoretical error bounds, calculated by [12]  
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where )(ks  is an one-step gap state prediction. 
We employ a method, called grey correlation 
analysis, to obtain the optimized variances 2u ,
2
v , 21 , 
and 22 subject to the restrictions of the smallest of 
estimate error and predictive error in a sense. Generally, 
strict restriction on prediction reduces prediction error 
while enlarging the estimate error and vice versa. To 
evaluate the model, we derived the optimized 
variances 2u =0.0325, 2v =0.30, 
2
1 =0.01, and 
2
2 =0.01 
by grey correlation analysis with the restrictions of 70% 
weight on prediction and 30% on estimate. 
4. Model validation 
Model validation was performed on a train of gap 
state identifications in Fig. 1. Fig. 1 shows the 
superimposed gap state estimates on the gap state 
identifications. Because the process is of non-stationary 
property and gap state in some parts varies abruptly, we 
specifically selected four representative parts in a short 
time interval (7.5 s) from the four different machining 
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situations to demonstrate the rational and stable 
estimates. 
It is easy to observe in Fig. 1(a) that gap state varies 
greatly. However, the developed model can still track 
the varied gap state identifications and the estimate 
errors fall in the theoretical bounds, indicating that the 
model works well in this phase. Fig. 1(b) and (c) shows 
parts of the estimates closely track the gap state 
identifications with very small errors in the restricted 
theoretical bounds. In deleterious machining process in 
Fig. 1(d), the gap state identifications appear erratic, but 
the estimates still track the identifications well with a 
few larger errors but still in the restricted theoretical 
bounds. These facts denote that the gap state estimates 
are stable and robust. 
Fig. 2 shows the one-step predictions based on the 
recovered or enhanced gap states, gap state estimates. In 
order to obtain clear impressions of precise one-step gap 
state predictions, we randomly select four parts from the  
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Fig.1. Comparison of gap state estimates with gap state identifications 
in a non stationary process. (a) Comparison of gap state estimates with 
gap state identifications in phase A in 7.5 s. (b) Comparison of gap 
state estimates with gap state identifications in phase B in 7.5 s. (c) 
Comparison of gap state estimates with gap state identifications in 
phase C in 7.5 s. (d) Comparison of gap state estimates with gap state 
identifications in the deleterious machining process in 7.5 s. 
 
plot, each in a short time interval (7.5 s) in Fig. 2(a) (d). 
From the observations of these figures, it is found 
that the predictions can track the trend of the gap state 
development; meanwhile, the accuracy of the 
predictions are acceptable because the prediction errors 
almost all fall in the restricted theoretical bounds except 
a tiny parts in the deleterious phase. Normally, it is 
recommended that a model be acceptable if the 
prediction errors in the theoretical bounds are greater 
than 68% of all the errors. From this criterion, the 
developed online model is rational, stable, and robust in 
operation. 
5. Conclusion and discussion 
This paper formulated a two order AR timely varied 
model for an EDM process, but whereafter proved that 
the parameter estimate formulation was biased. Then, an 
instrumental variable approach was proposed to correct 
the biased estimates of the model parameters. The 
obtained results are summarized as follows.  
(1) Two Kalman filters were formulated to implement 
the instrumental variable approach interactively, one for 
the estimates of gap states from gap state identifications, 
the other for the estimates of AR model parameters.  
(2) The process parameters in this paper are estimated 
based on the gap state estimates, not on the gap state 
identifications. Theoretically, this modelling approach is 
treated rationally and logically.  
(3) This paper provides not only the both comparisons of 
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gap state estimates with gap state identifications and 
one-step predictions with gap state estimates, but also 
the estimated errors and theoretically error bounds. That 
almost all the estimated and prediction errors of the 
models fall in the bounds shows the confidence of this 
modelling approach.  
(4) A validation test not only confirms the feasibility of 
the model but also reveals its robustness in any 
machining phase of an EDM process. The process model 
developed can not only be used in a conventional EDM 
process control, but also in a micro-EDM process 
control. In fact, the dynamical properties of conventional 
EDM process and micro-EDM process are almost the 
same. The only difference between them is that in 
micro-EDM process the discharging frequencies are 
higher than in conventional EDM, but with much 
smaller discharging energy. In other words, there is no 
problem in applying the developed model or the model 
in [4] in both situations. 
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Fig. 2. Comparison of one-step gap state predictions with gap state 
estimates in the EDM process. (a) Comparison of one-step gap state 
predictions with the gap state estimates in phase A in 7.5 s. (b) 
Comparison of one-step gap state predictions with the gap state 
estimates in phase B in 7.5 s. (c) Comparison of one-step gap state 
predictions with the gap state estimates in phase C in 7.5 s. (d) a  
Comparison of one-step gap state predictions with the gap state 
estimates in deleterious machining process in 7.5 s. 
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