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Resumen—En el a´rea de la bioinforma´tica podemos
encontrar aplicaciones que suponen un reto para el
disen˜o de nuevas arquitecturas de procesadores en
te´rminos de rendimiento, ya que sus caracter´ısticas
difieren de las de las aplicaciones de propo´sito gene-
ral. Por ello proponemos una nueva arquitectura con
unidades funcionales reconfigurables para un dominio
espec´ıfico de aplicaciones. As´ı, el primer paso para
definir la nueva arquitectura sera´ la creacio´n de la
nueva ISA del procesador, que se compondra´ de ex-
tensiones de la ISA original. Para conseguir dicho ob-
jetivo, presentamos una metodolog´ıa para identificar
automa´ticamente patrones de instrucciones y generar
prototipos de las unidades funcionales que las ejecu-
tan. Hemos implementado la metodolog´ıa de manera
experimental con el soporte de la infraestructura Tri-
maran para la identificacio´n de extensiones de la ISA,
la herramienta DWARV para la generacio´n de co´digo
VHDL, y la plataforma MOLEN para la evaluacio´n
de los prototipos hardware espec´ıficos generados au-
toma´ticamente. En las evaluaciones iniciales de los
prototipos generados para una aplicacio´n de estudio,
ClustalW, se ha obtenido hasta un 8.54x de speed-up
para un u´nico acelerador, mientras que el speed-up de
toda la aplicacio´n esta´ por encima de 2x.
Palabras clave—Especializacio´n hardware, hardware
reconfigurable, bioinforma´tica.
I. Introduccio´n
EN los u´ltimos an˜os, las aplicaciones bioin-forma´ticas han mostrado un notable aumento
en complejidad, tanto algor´ıtmica como del volumen
de datos tratados. Este hecho ha motivado la in-
vestigacio´n de nuevas arquitecturas en el a´rea de
Computacio´n de Altas Prestaciones, ya que plantea
interesantes retos relacionados con el aumento del
rendimiento en la ejecucio´n de estas aplicaciones.
Aunque este tipo de planteamientos han sido vis-
tos de manera similar en otras a´reas de computacio´n
cient´ıfica, existen ciertas particularidades en la bioin-
forma´tica que inducen la necesidad de una arqui-
tectura con un hardware especializado. Por otra
parte, si tenemos en cuenta que las caracter´ısticas
de las aplicaciones del dominio bioinforma´tico mues-
tran una destacable variabilidad, tendremos nu-
merosas opciones de especializacio´n de la arquitec-
tura. Por tanto, nuestro principal objetivo es pro-
poner una arquitectura que sea lo suficientemente
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flexible para poder adaptarse al mayor nu´mero de
aplicaciones dentro de un mismo dominio, priori-
zando el rendimiento y la eficiencia energe´tica. Esta
flexibilidad se consigue con tecnolog´ıas de reconfi-
gurables que permiten la construccio´n de hardware
espec´ıfico.
A pesar de que la creacio´n de hardware espec´ıfico
se aplica principalmente con sistemas empotrados,
nosotros proponemos su aplicacio´n en el contexto de
la Computacio´n de Altas Prestaciones para aplica-
ciones cient´ıficas. La especializacio´n puede ser lle-
vada a cabo manualmente, lo cual implica un es-
fuerzo considerable por parte del disen˜ador de hard-
ware. Sin embargo, aunque aplicando este me´todo
pueden obtenerse importantes cifras de rendimiento,
simpre requiere un esfuerzo considerable en el tiempo
de disen˜o. Adema´s, si la especializacio´n se realiza
no so´lo para una aplicacio´n, sino dentro de un do-
minio, la complejidad del proceso lo har´ıa inviable.
Por tanto, nosotros adoptamos como opcio´n la espe-
cializacio´n automa´tica de hardware, sin intervencio´n
humana.
El proceso seguido para la generacio´n automa´tica
de hardware espec´ıfico identifica las secciones de las
aplicaciones ma´s cr´ıticas en tiempo de ejecucio´n, de
manera que sean migradas a hardware especializado,
mientras que el resto de secciones se ejecutan en
un procesador de propo´sito general (General Pur-
pose Processor: GPP). En este contexto, el hardware
especializado consistira´ en unidades funcionales es-
pec´ıficas que extienden las funcionalidades del GPP.
Por consiguiente, la arquitectura del conjunto de ins-
trucciones (Instruction Set Architecture: ISA) del
procesador debe ser extendido para codificar las ins-
trucciones que se ejecutan en las nuevas unidades
funcionales. La extensio´n de la ISA de un proce-
sador con nuevas instrucciones es un me´todo consi-
derablemente extendido para la especializacio´n de un
procesador dentro de un dominio de aplicaciones.
La mayor´ıa de trabajos existentes sobre exten-
siones de la ISA prueban sus propuestas en entornos
de simulacio´n, debido a restricciones te´cnicas que se
dan al usar hardware real. Esto es as´ı por la ausen-
cia de un mecanismo automa´tico para probar experi-
mentalmente las extensiones de la ISA en un entorno
con hardware real. Nuestro trabajo explora el uso
de una plataforma hardware reconfigurable, comple-
mentando un toolchain que identifica de manera au-
toma´tica aquellas partes de co´digo ma´s ido´neas para
ser propuestas como extensio´n de la ISA.
El presente art´ıculo se organiza de la siguiente
manera: en la seccio´n II planteamos el problema de
las extensiones de la ISA, as´ı como trabajos rela-
cionados. En la seccio´n III explicamos tanto la ar-
quitectura como la metodolog´ıa de generacio´n y eval-
uacio´n de hardware espec´ıfico. Seguidamente, en la
seccio´n IV podemos encontrar la implementacio´n de
dicha metodolog´ıa, la cual se prueba experimental-
mente y se explica en las secciones V y VI.
II. Trabajo relacionado
La generacio´n automa´tica de extensiones de la ISA
se encuentra normalmente dividida en dos objetivos
diferentes: (1) la identificacio´n y (2) la seleccio´n de
nuevas instrucciones [1]. La identificacio´n de can-
didatos incluye la generacio´n de patrones formados
por las instrucciones de la ISA original. Por otra
parte, la seleccio´n del conjunto final de instrucciones
puede variar, dependiendo de las me´tricas que son
evaluadas durante el proceso.
El enfoque ma´s extendido en la exploracio´n de
las aplicaciones, esta´ basado en el ana´lisis de grafos
de una representacio´n intermedia del co´digo. Para
poder trabajar con la representacio´n intermedia se
suelen utilizar infraestructuras de compilacio´n y
ana´lisis, como por ejemplo SUIF [2] (tal y como se
encuentra en [3], [4]) y Trimaran [5] (puede verse en
los trabajos: [6], [7], [8], [9]).
La principal diferencia que se encuentra entre los
distintos trabajos sobre extensiones de la ISA es la
estrategia que siguen para resolver los problemas de
identificacio´n y seleccio´n.
La identificacio´n puede ser resuelta con una
bu´squeda exhaustiva a trave´s del grafo que repre-
senta la aplicacio´n. Como la complejidad algor´ıtmica
de la bu´squeda puede ser exponencial, algunos au-
tores proponen diferentes te´cnicas de backtracking
[4]. En nuestra implementacio´n tambie´n acotamos
el espacio de bu´squeda restringiendo el nu´mero de
entradas y salidas de los candidatos a instrucciones.
La manera ma´s comu´n de abordar la seleccio´n es
el uso de heur´ısticos, guiados por una funcio´n de
coste [6], [7], [8], [10], [11]. A pesar de que no se
obtiene al solucio´n o´ptima, experimentalmente se ha
demostrado que en ciertos casos se acerca al o´ptimo,
dependiendo de las me´tricas escogidas de la funcio´n
de coste. Con tal de obtener soluciones o´ptimas,
tambie´n se ha propuesto resolver el problema de la
seleccio´n con me´todos de programacio´n lineal entera
[9], [10]. Nosotros hemos optado por realizar la se-
leccio´n con heur´ısticas.
Entre las referencias consultadas, la experi-
mentacio´n se realiza con simulaciones o estimaciones
de ciclos de ejecucio´n. Adema´s, a pesar de que al-
gunos modelos se traducen a VHDL y se sintetizan
[9], son u´nicamente utilizados como dato de entrada
para la funcio´n de coste de la seleccio´n. Sin em-
bargo, en el trabajo que presentamos, hemos usado
la traduccio´n VHDL tanto para la funcio´n de coste
como para la plataforma de evaluacio´n en un hard-
ware real.
Fig. 1. Arquitectura propuesta para el dominio espec´ıfico de
aplicaciones.
III. Generacio´n automa´tica y evaluacio´n de
prototipos
En la Figura 1 se muestra un diagrama del con-
cepto de arquitectura que proponemos para acelerar
las aplicaciones dentro de un dominio.
La base de la nueva arquitectura es un GPP exis-
tente con una ISA y unidades funcionales fijas. La
ISA del GPP se extiende con aquellas instruccio-
nes especializadas que potencialmente mejoren el
rendimiento de las aplicaciones, en referencia al GPP
original. Por otra parte, el procesador base se ampl´ıa
con unidades funcionales especializadas que ejecu-
tan las extensiones de la ISA. Estas nuevas unidades
son introducidas en el a´rea reconfigurable del proce-
sador. Adema´s, puede existir una memoria de tipo
Scratchpad (SPM), que se conecta directamente a la
memoria principal del sistema mediante transferen-
cias DMA.
El principal inconveniente de la experimentacio´n
pra´ctica en esta arquitectura es que, dentro de lo
que conocemos, no existe una plataforma ra´pida de
generacio´n de prototipos.
Nuestro trabajo actual esta´ centrado en un
toolchain automa´tico para la generacio´n ra´pida de
prototipos de unidades funcionales espec´ıficas para
un dominio de aplicaciones. El proceso de disen˜o de
las nuevas unidades funcionales esta´ confiado com-
pletamente al toolchain, sin intervencio´n humana.
En la Figura 2 mostramos un esquema de las partes
ma´s importantes que conforman el proceso que ge-
nera los prototipos. As´ı, en los pasos 1 (Profiling), 2
(Identificacio´n de candidatos) y 3 (Seleccio´n de ex-
tensiones de la ISA) identificamos las nuevas exten-
siones de la ISA para nuestra propuesta de proce-
sador de dominio espec´ıfico. En los pasos 4 (Gen-
eracio´n de descripcio´n hardware) y 5 (Generacio´n
de co´digo) producimos, respectivamente, el hard-
ware necesario y el co´digo binario para utilizar las
nuevas extensiones con las aplicaciones del dominio
elegido. Seguidamente exponemos en ma´s detalle la
descripcio´n de los pasos mencionados.
Deteccio´n de extensiones de la ISA
Paso 1. Profiling
Debido a que uno de los objetivos de la arquitec-
tura especializada es la aceleracio´n de la ejecucio´n de
las aplicaciones, debemos identificar aquellos bloques
de co´digo que ma´s se ejecuten, ya que basa´ndonos
en la ley de Amdahl, son e´stos en los que podemos
obtener mejoras de velocidad significativas. Por lo
Fig. 2. Esquema del proceso automa´tico de generacio´n de prototipos.
tanto, una de las me´tricas de seleccio´n de las nuevas
instrucciones es la frecuencia de ejecucio´n de cada
seccio´n de co´digo. Esta informacio´n se extrae del
ana´lisis del rendimiento (profile) del co´digo de la apli-
cacio´n.
Paso 2. Identificacio´n de candidatos
Cada aplicacio´n se representa con el grafo de
flujo (Data Flow Graph: DFG) de la secuencia de
instrucciones. El DFG es examinado a nivel de
bloque ba´sico para obtener subgrafos de instruccio-
nes ba´sicas que cumplan las restricciones de la arqui-
tectura, por ejemplo, el nu´mero de entradas y sali-
das o el tipo de instruccio´n. Cada uno de los sub-
grafos identificados es un candidato para convertirse
en nueva instruccio´n especializada.
Paso 3. Seleccio´n de extensiones de la ISA
La seleccio´n final se realiza mediante un algoritmo
voraz. La bu´squeda esta´ guiada por una funcio´n de
coste que utiliza la informacio´n extra´ıda durante la
fase de profiling. Tambie´n puede utilizar informacio´n
sobre el a´rea que ocupara´ la nueva unidad que eje-
cuta la instruccio´n, obtenida en una fase posterior.
La funcio´n de coste intenta maximizar la ganancia
en rendimiento gracias a la nueva instruccio´n pro-
puesta, dependiendo de la me´trica que ha sido es-
cogida. El nu´mero de nuevas instrucciones que como
ma´ximo son seleccionadas esta´ limitado por el a´rea
total disponible en el hardware reconfigurable.
Generacio´n de co´digo y hardware
Paso 4. Generacio´n de la descripcio´n hardware
Para cada nueva instruccio´n seleccionada, gener-
amos la descripcio´n hardware de la unidad funcional
que la ejecuta. Esta nueva unidad funcional es ubi-
cada en el a´rea reconfigurable del procesador, tal y
como se muestra en la Figura 1.
Paso 5. Generacio´n de co´digo
Las nuevas instrucciones deben ser incorporadas
al co´digo de las aplicaciones del dominio escogidas.
Para ello, el compilador de la nueva arquitectura
se parametriza para detectar los patrones de co´digo
que se identifican con las nuevas instrucciones. De
esta manera, el compilador sera´ capaz de generar el
co´digo que utiliza las nuevas extensiones de la ISA.
Evaluacio´n
Las pruebas tambie´n han sido pensadas para re-
alizarse de manera automa´tica, con el objetivo de
Fig. 3. Modelo de coprocesador utilizado en la imple-
mentacio´n actual.
obtener de forma ra´pida una plataforma de evalu-
acio´n para cada aplicacio´n considerada.
As´ı, aprovechamos la descripcio´n hardware de las
nuevas unidades funcionales para programar la parte
reconfigurable de la arquitectura (Figura 1). De esta
forma, obtenemos una plataforma para la evaluacio´n
del nuevo hardware especializado. As´ı mismo, esta
plataforma dispondra´ de un GPP en el que se eje-
cutara´ la parte del co´digo que no contiene ninguna
extensio´n de la ISA.
IV. Implementacio´n actual
La plataforma de generacio´n y evaluacio´n de los
prototipos en la implementacio´n actual es MOLEN
[12]. MOLEN es un procesador polimo´rfico com-
puesto de dos componentes principales: un nu´cleo de
proceso, que realiza las tareas como un GPP, y un
procesador reconfigurable con una unidad espec´ıfica,
llamada Custom Computing Unit (CCU), la cual se
ejecuta como un coprocesador. En el paradigma de
programacio´n de MOLEN, las aplicaciones se ejecu-
tan principalmente en el GPP. No obstante, algu-
nas partes son implementadas en el hardware recon-
figurable de la CCU para mejorar el tiempo com-
pleto de ejecucio´n de la aplicacio´n. Debido a que
hemos tenido que adaptar nuestra arquitectura ob-
jetivo (Figura 1) a MOLEN, en la implementacio´n
de prueba las nuevas unidades funcionales se ejecu-
tan como un coprocesador, tal y como se muestra en
la Figura 3.
En la Figura 4 podemos ver un esquema de la
implementacio´n actual de la metodolog´ıa propuesta.
En dicha figura se especifica la correspondencia con
los pasos de la metodolog´ıa mostrados en la Figura
2. Seguidamente explicamos los pasos de la imple-
mentacio´n de la Figura 4, exceptuando la Evalu-
acio´n, que se expone con detalle en la seccio´n VI.
Deteccio´n de extensiones de la ISA
Pasos 1 y 2. Profiling e Identificacio´n de candidatos
Las fases de profiling y de identificacio´n de can-
didatos han sido implementadas dentro de Trimaran
Fig. 4. Esquema de la implementacio´n actual del toolchain.
[5]. Trimaran es una infraestructura de compilacio´n
compuesta por un frontend (OpenImpact), un back-
end (Elcor) y un simulador de arquitectura VLIW.
Los pasos 1 y 2 se implementan en OpenImpact y
Elcor, respectivamente. Adema´s, hemos usado un
mo´dulo de Elcor denominado Instruction Set Exten-
sion, para parte del paso 2. Este mo´dulo adicional
ha sido desarrollado en la NU Singapore y contiene
algoritmos y estructuras ba´sicas para la enumeracio´n
de patrones de candidatos a instruccio´n.
Paso 3. Seleccio´n de extensiones de la ISA
La seleccio´n de las extensiones de la ISA es un
programa aparte en el toolchain. En e´l se imple-
menta un algoritmo voraz que se puede configurar
con diferentes funciones heur´ısticas para la seleccio´n
de nuevas instrucciones. Estas funciones intentan
maximizar:
• La frecuencia de ejecucio´n del candidato a nueva
instruccio´n.
• El nu´mero de operaciones del candidato.
• El nu´mero de operaciones ajustado a la frecuen-
cia de ejecucio´n.
• El nu´mero de operaciones ajustado a la frecuen-
cia, dividido por el a´rea ocupada.
Generacio´n de co´digo y hardware
Paso 4. Generacio´n de la descripcio´n hardware
La generacio´n de la descripcio´n hardware se realiza
mediante el toolset DWARV [13], que es un traductor
de co´digo C a co´digo VHDL espec´ıfico para MOLEN.
Esta herramienta traduce las funciones precedidas
por la directiva to dfg al VHDL espec´ıfico de las
CCUs, de forma que puede ser fa´cilmente integrado
en la plataforma MOLEN. As´ı, para cada nueva in-
struccio´n seleccionada, nuestro toolchain genera una
funcio´n equivalente con las l´ıneas de co´digo fuente
que incluyen la nueva instruccio´n, las cuales son ano-
tadas con la directiva to dfg para ser transformadas
en la descripcio´n hardware de la CCU. Por ejemplo,
si queremos especializar MOLEN para que acelere el
co´digo que se muestra en la Figura 5.a, el toolchain
generara´ automa´ticamente el co´digo que se muestra
en la Figura 5.b.
Esas l´ıneas de co´digo de la funcio´n pueden incluir
algunas instrucciones que no han sido identificadas
como parte de las nuevas instrucciones. Esto ocurre
porque en la implementacio´n actual la seleccio´n de
nuevas instrucciones se ha establecido en un nivel
de la representacio´n intermedia, mientras que los
pragmas se encuentran en alto nivel. Con esta es-
trategia automa´tica, siendo menos estrictos con la
a) original_source_code_line
/* Including the new instruction */
b) #pragma to_dfg
int funct_example(int param_example)
{ original_source_code_line }
...
funct_example(param);
c) #pragma call_fpga CCU_funct_example
int CCU_funct_example(int param_example)
{ original_source_code_line }
...
funct_example(param);
Fig. 5. (a) Co´digo original. (b) Co´digo para DWARV. (c)
Co´digo para el compilador de MOLEN.
precisio´n de los resultados, podemos generar y eva-
luar de forma ra´pida y con hardware real, las nuevas
unidades funcionales.
Paso 5. Generacio´n de co´digo
La generacio´n de co´digo se realiza mediante el web-
compiler de MOLEN. Ese compilador identifica las
secciones de co´digo que se ejecutara´n en el a´rea re-
configurable con la directiva call fpga, y genera las
instrucciones necesarias para iniciar la ejecucio´n de
la CCU. La entrada del compilador de MOLEN es
un co´digo C que nuestra implementacio´n ha modifi-
cado automa´ticamente con pragmas y llamadas a las
CCUs equivalentes a las nuevas instrucciones (ve´ase
la Figura 5.c).
V. Entorno de desarrollo
La identificacio´n de candidatos a instrucciones se
ha desarrollado con el soporte de la versio´n 4.0 de
Trimaran.
El disen˜o de MOLEN se ha configurado con 64
KB de datos y 64 KB de instrucciones de memoria
BRAM. Adema´s, la frecuencia de la parte reconfigu-
rable y el acceso a memoria se ha establecido a 100
MHz. Los procesos relacionados con la generacio´n
del bitstream de MOLEN se han realizado con la
suite de disen˜o de Xilinx ISE 8.2. La placa configu-
rada con este bitstream es de tipo XUP [14], formada
por una FPGA Virtex II Pro y dos procesadores em-
potrados PowerPC 405.
Hemos probado el toolchain con una aplicacio´n
bioinforma´tica, ClustalW, la cual realiza alinea-
miento de secuencias. Hemos limitado la evaluacio´n
solamente a la parte de ClustalW que ma´s tiempo
consume: el alineamiento por pares. Los datos de
entrada de la evaluacio´n se han extra´ıdo de Bioperf
[15].
Las gra´ficas de la siguiente seccio´n muestran cada
Fig. 6. Total de ciclos de ejecucio´n para cada CCU y su
equivalente software en el PowerPC.
nueva CCU identificada por las l´ıneas reemplazadas
en el co´digo de alto nivel original. Por otra parte, la
medicio´n de ciclos se refiere a ciclos en el PowerPC.
VI. Evaluacio´n
En la versio´n actual del toolchain no esta´ permi-
tido que una CCU tenga ma´s de una variable de sa-
lida, ya que esta´ limitado por las restricciones del tra-
ductor de VHDL, DWARV. Para obtener unidades
funcionales ma´s complejas, hemos unido l´ıneas con-
secutivas correspondientes a diferentes CCUs, para
formar una sola CCU.
La Figura 6 muestra el total de ciclos de ejecucio´n
(eje y) para cada CCU (eje x). Para cada CCU
mostramos: en las barras negras, los ciclos de eje-
cucio´n del co´digo equivalente en el PowerPC; las ba-
rras mixtas indican, en gris, los ciclos de ejecucio´n en
la FPGA y en blanco el overhead de uso de las CCU,
que se debe al tiempo de preparacio´n de la ejecucio´n
en el coprocesador. En el modelo propuesto en este
trabajo las unidades reconfigurables se encuentran
dentro del procesador (Figura 1), por consiguiente
se elimina el overhead de transferencia de datos.
La Figura 7 muestra el speed-up que cada CCU
detectada puede obtener, en comparacio´n con su
equivalente software que se ejecuta en uno de los
PowerPC de la FPGA. Tal y como puede verse,
existe una considerable variacio´n de speed-ups entre
las diferentes CCUs, desde 1x hasta 8.54x. Aque-
llas CCUs con los mejores speed-ups son original-
mente co´digo compuesto de diferentes operaciones
aritme´ticas, o bien accesos a vectores que se encuen-
tran en la memoria BRAM.
La Figura 8 muestra el speed-up (eje y) al uti-
lizar una u´nica CCU (eje x) para acelerar toda la
aplicacio´n, en relacio´n a la aplicacio´n software que
se ejecuta en el PowerPC de la FPGA. Como pode-
mos ver, una u´nica CCU puede obtener hasta 1.19x
de speed-up para toda la aplicacio´n. En este caso,
la frecuencia de ejecucio´n de cada parte del co´digo
afecta los resultados del speed-up.
Finalmente, en la Figura 9 podemos ver el speed-
up de toda la aplicacio´n (eje x) que se obtiene para
Fig. 7. Speed-up para cada CCU, en relacio´n con la versio´n
software.
Fig. 8. Speed-up de toda la aplicacio´n cuando una sola CCU
es ejecutada.
algunas de las funciones heur´ısticas (eje y). Es-
tas funciones maximizan: el nu´mero de operaciones
(Nodes en la figura); la relacio´n entre nu´mero de
operaciones y frecuencia (Freq-node), y la relacio´n
entre nu´mero de operaciones, frecuencia y a´rea (Ra-
tio). As´ı mismo mostramos el caso ideal (Ideal en la
figura) y la base del ca´lculo del speed-up, la ejecucio´n
software (Software). Entre las heur´ısticas, vemos que
el mejor speed-up es de 2.15x, mientras que el speed-
up del caso ideal se establece en 2.25x. Adema´s, la
influencia de la me´trica del a´rea para la seleccio´n no
mejora, para este caso, el speed-up.
Fig. 9. Speed-up de toda la aplicacio´n para cada heur´ıstica
de seleccio´n.
VII. Conclusiones y trabajo futuro
En este art´ıculo hemos propuesto una metodolog´ıa
de generacio´n automa´tica y evaluacio´n de prototipos.
La arquitectura de los prototipos esta´ formada por
una ISA base que se ejecuta en un GPP, y una ISA
extendida que se ejecuta en unidades funcionales re-
configurables que se an˜aden al GPP base.
Con esta metodolog´ıa podemos generar au-
toma´ticamente hardware especializado para aplica-
ciones en un cierto dominio y evaluarlo sobre una
plataforma real.
Tambie´n hemos presentado resultados para una
implementacio´n preliminar de la metodolog´ıa ex-
puesta. Nuestra implementacio´n ha utilizado Tri-
maran, y se ha basado en la plataforma reconfigura-
ble MOLEN, junto con su webcompiler y la herra-
mienta DWARV para la parte de evaluacio´n en un
hardware real.
Nuestros primeros resultados de las evaluaciones
realizadas muestran que con el toolchain podemos
obtener un speed-up por encima de 2x, para una apli-
cacio´n bioinforma´tica.
Para evitar las limitaciones de la implementacio´n
actual, se esta´ trabajando en la migracio´n de la
plataforma de prototipos. La nueva plataforma es-
tara´ basada en el procesador OpenSPARC T1, que
cuenta con coprocesadores hardware y soporte de la
ISA. Como la arquitectura que soporta Trimaran no
incluye a SPARC, tambie´n se esta´n portando los al-
goritmos de deteccio´n de extensiones de la ISA a
un nuevo entorno. En este caso, la infraestructura
elegida es el compilador LLVM, el cual genera obje-
tos SPARC.
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