We extend the method of multiscale analysis for resonances introduced in [5] in order to infer analytic properties of resonances and eigenvalues (and their eigenprojections) as well as estimates for the localization of the spectrum of dilated Hamiltonians and norm-bounds for the corresponding resolvent operators, in neighborhoods of resonances and eigenvalues. We apply our method to the massless Spin-Boson model assuming a slight infrared regularization. We prove that the resonance and the ground-state eigenvalue (and their eigenprojections) are analytic with respect to the dilation parameter and the coupling constant. Moreover, we prove that the spectrum of the dilated Spin-Boson Hamiltonian in the neighborhood of the resonance and the ground-state eigenvalue is localized in two cones in the complex plane with vertices at the location of the resonance and the ground-state eigenvalue, respectively. Additionally, we provide norm-estimates for the resolvent of the dilated Spin-Boson Hamiltonian near the resonance and the ground-state eigenvalue. The topic of analyticity of eigenvalues and resonances has let to several studies and advances in the past. However, to the best of our knowledge, this is the first time that it is addressed from the perspective of multiscale analysis. Once the multiscale analysis is set up our method gives easy access to analyticity: Essentially, it amounts to proving it for isolated eigenvalues only and use that uniform limits of analytic functions are analytic. The type of spectral and resolvent estimates that we prove are needed to control the time evolution including the scattering regime. The latter will be demonstrated in a forthcoming publication. The introduced multiscale method to study spectral and resolvent estimates follows its own inductive scheme and is independent (and different) from the method we apply to construct resonances.
Introduction
In this paper, we analyze the massless Spin-Boson model which is a simple but non-trivial model of quantum field theory. It can be seen as a model of a two-level atom interacting with its second quantized scalar field, and hence, provides a widely employed model for quantum optics. The unperturbed energies of the two-level atom shall be denoted by real numbers e 0 < e 1 . After switching on the interaction with a massless scalar field that may induce transitions between the atom levels, the free ground-state energy e 0 is shifted to the interacting ground-state energy λ 0 while the free excited state with energy e 1 turns into a resonance with complex energy λ 1 .
Unfortunately, in the massless case, neither e 0 nor e 1 are isolated points in the spectrum of the free Hamiltonian which is why the interacting ground-state and the resonance (λ 0 and λ 1 ) cannot be constructed using standard results from regular perturbation theory. Several technologies were developed to overcome this difficulty. Two succesful methods that recently received a lot of attention are: The so-called multiscale method (see e.g. [21, 22, 5, 4] ) and the renormalization group method (see e.g. [7, 9, 8, 6, 10, 2, 15, 16, 25, 14, 12] ). In both cases, a family of spectrally dilated Hamiltonians is analyzed since this allows for complex eigenvalues. In this paper, we will employ the multiscale technique. This technique invokes an infrared cut-off which is then removed using an inductive scheme. In each step of the induction, lower and lower boson momenta are added to the interaction and regular perturbation theory is used to construct the respective ground-state and resonance. In order to reach the limit of no infrared cut-off good control over the closing gap is essential. Note that such a procedure has been introduced for the construction of resonances in the Pauli-Fierz model [4, 5] . In this work we also construct resonances (and ground-state eigenvalues) but this is not our main purpose. Our main purpose is to prove that resonances are analytic with respect to the dilation parameter and coupling constant, and furthermore, to provide certain spectral and resolvent estimates that allow for the control of the dynamics including the scattering regime. In a forthcoming paper, these estimates are employed to address scattering theory for the model at hand. We want to remark that in [11] the time evolution of this model is studied using the spectral renormalization method. Some results derived therein are similar to some of ours, however, utilizing different methods, respectively.
What we call resonances and ground-states multiscale analysis is an inductive construction of a sequence of Hamiltonians that enjoy infrared cutoffs and satisfy certain properties. As the parameter of the sequence tends to infinity these cutoffs are removed. Our mutliscale analysis is the content of Theorem 4.5. Its basic scheme is presented in Section 4.2 and the proof of Theorem 4.5 is carried out in Section 4.3. Our proofs of analyticity and resolvent and spectral estimates are not part of our multiscale analysis employed in the contruction of the resonance and ground-state energy, they only use it as mathematical input. The latter results are presented in Section 5 (spectral and resolvent estimates) and Section 7 (analyticity). Theorem 4.5 is only an intermediate but necessary step. As we mention above, the method of multiscale analysis for resonances is introduced in [4, 5] . However, the results in [4, 5] cannot be used directly to prove analyticity because many of the estimations therein consider the dilation parameter, θ, to be purely imaginary whereas analyticity requires estimates that are uniform for θ in an open set. Thus, although it does not involve major obstacles, for the sake of analyticity, many of the given calculations and some of the proofs need to be redone. For the convenience of the reader and in order to keep this work self-contained we provide them in the proof of Theorem 4.5. Note that Theorem 4.5 is applied to the Spin-Boson model while [4, 5] address the Pauli-Fierz model. This gives us the opportunity to review the multiscale technique for a non-trivial but more tractable model.
In Section 5 (in particular, in Subsection 5.1) we introduce a new inductive scheme that is used to study resolvent and spectral estimates. This scheme is independent and different from the scheme used to construct resonances. It allows to localize the spectrum in two cones with vertices at the location of the resonance and ground-state energy, respectively, and allows for arbitrary small apex angles provided the coupling constant is sufficiently small. We want to emphasize that such a result requires a more subtle analysis than localizing the spectrum in cuspidal domains. Additionally, we provide estimates for the resolvent operator in the vicinity of the cones.
The study of analytic properties of resonances and ground sate eigenvalues in the con-text of non-relativistic quantum field theory has been the source of several studies. These papers use the method of spectral renormalization. In [17] a large class of models of quantum field theory was analyzed and analyticity of the ground-state with respect to the coupling constant was proven under the assumption this ground-state is non-degenerate. The existence of an unique ground-state and its analyticity with respect to the coupling constant was shown in [19] for the Spin-Boson model without an infrared regularization, and in [18] for the Pauli-Fierz model. Furthermore, in [12] , a model describing the interaction of an atom with its quantized electromagnetic field was studied and it was proven, that the excited states are analytic functions of the momentum of the atom and of the coupling constant. Likewise, in [1] , it is shown that the ground-state energy of the translationally invariant Nelson model is an analytic function of the coupling constant and the total momentum. Here, to the best of our knowledge, we give the first extension of the multiscale method that provides a ready access to analyticity properties that essentially amounts to proving it for isolated eigenvalues only and exploiting that uniform limits of analytic functions are analytic.
In [7, 9, 8] , the renormalized group technique was invented and applied in order to construct the ground state and resonances for the confined Pauli-Fierz model. Moreover, resolvent and spectral estimates were obtained therein. Based on this new method, several simplifications and applications were developed in a variety of works [6, 10, 12, 16, 15, 2, 12, 25, 14, 2] . The multiscale analysis was first invented in [21, 22] and then adapted in order to gain access to spectral and resolvent estimates and the construction of groundstates in [4, 5] . In [11] , resolvent and spectral estimates are derived in order to control the time evolution in the Spin-Boson model and, in [13] , smoothness of the resolvent and local decay of the photon dynamics for quantum states in a spectral interval just above the ground state energy was proven.
Next, we will introduce the massless Spin-Boson model together with the well-known mathematical facts and tools in order to present our main results in Section 2.
The Spin-Boson model
In the rest of this Section 1 we will state preliminary definitions and well-known tools and facts from which we start our analysis.
The non-interacting Spin-Boson Hamiltonian is defined as
Note that the relativistic form factor of a scalar field should rather be f (k) = (2π)
, which however renders the model ill-defined due to the fact that such an f would not be square integrable. This is referred to as ultraviolet divergence. In our case, the Gaussian factor in (1.3) acts as an ultraviolet cut-off for Λ > 0 being the ultraviolet cut-off parameter and, in addition, the fixed number
implies a regularization of the infrared singularity at k = 0 which is a technical assumption chosen to keep the proofs of this work more tractable. With a lot of additional work one can also treat the case µ = 0 using methods described in [3] . The missing factor of 2
2 will be absorbed in the coupling constant in our notation. The full Spin-Boson Hamiltonian is then defined as
for some coupling constant g ∈ C.
The operator H is densely defined on the Hilbert space
where
denotes the standard bosonic Fock space and superscript ⊙n denotes the n-th symmetric tensor product where by convention h ⊙0 ≡ C. Throughout this work we will use the notation N 0 := N∪{0}. Thanks to the direct sum, an element Ψ ∈ F[h] can be represented as a family (ψ n ) n∈N 0 of wave functions ψ n ∈ h ⊙n . The state Ψ with ψ 0 = 1 and ψ n = 0 for all n ≥ 1 is called the vacuum and is denoted by
For any h ∈ h and Ψ = (ψ n ) n∈N 0 ∈ F[h], we define the creation operator 9) and the annihilation operator a(h) as the respective adjoint. Occasionally, we shall also use the physics notation 10) where formally, the action of these operators in the n boson sector of a vector Ψ = (ψ n ) n∈N 0 ∈ F[h] can be seen as:
Here, the notation· means that the corresponding variable is omitted. Note that a and a * fulfill the canonical commutation relations:
Let us recall some well-known facts about the introduced model. Clearly, K is selfadjoint on K and its spectrum consists of two eigenvalues e 0 and e 1 . The corresponding eigenvectors are ϕ 0 = 0 1 and
is absolutely continuous (see [24] ). Consequently, the spectrum of H 0 is given by σ(H 0 ) = [e 0 , ∞), and e 0 , e 1 are eigenvalues embedded in the absolutely continuous part of the spectrum of H 0 (see [23] ). Finally, also the closedness of the full Hamiltonian H is well-known (see e.g. [20] ), however, for the sake of completeness, we give a proof in the Appendix A. 
(1.15)
In order to simplify our notation further, and whenever unambiguous, we do not utilize specific notations for every inner product or norm that we employ.
Complex dilation
In the following we introduce the tools necessary for the complex dilation of Hamiltonians that allows to study resonances as eigenvalues.
Definition 1.3.
For every θ ∈ R, we define the unitary transformation
Similarly, we define its second quantization U θ :
A straight forward calculation yields, for every θ ∈ R,
The expressions for H θ f and f θ above are well-defined for θ ∈ C. It follows from Appendix A that, as long as is an analytic family of type A. Notice that the expression in the middle of (1.19) does not make sense for non-real θ because we have not defined U θ for those θ's (we can define it, but it turns out to be an unbounded operator and therefore the meaning of the middle of (1.19) is still unclear).
From the explicit formula of H θ 0 we deduce that it has only two eigenvalues, namely e 0 and e 1 , and
In this text we use the notation
and we will assume in the remaining of this work that θ ∈ D(0, π/16).
Infrared cut-offs and definition of the ground-state and the resonance
In the following, we introduce a family of Hamiltonians H (n),θ which have two isolated (complex) eigenvalues λ
in small neighborhoods of e i , i ∈ {0, 1}. For every n, H (n),θ enjoys an infared cutoff that is removed as n tends to infinity. For θ ∈ S and n ∈ N, we define:
(i) The sequence of infrared cut-offs {ρ n } n∈N with ρ n := ρ 0 ρ n for real 0 < ρ 0 < min(1, e 1 /4) and 0 < ρ < 1. In Definition 4.2 below we specify additional properties of it.
(ii) The cutoff-Hilbert space of one particle, h (n) :
The Fock space with one particle sector h (n) is defined as in Eq. (1.7), and we denote it by F[h (n) ]. We denote its vacuum state by Ω (n) . We set
The free boson energy operator with an infrared cutoff is is defined on
For every function h ∈ h (n) we define creation an annihilation operators, a n (h), a * n (h), on F [h (n) ] according to Eq. (1.10). We use the same formula for functions h ∈ h, then it is understood that we take the restriction of h to R 3 \ B ρn .
We define the following family of Hamiltonians (densely defined on
and
The Hamiltonians H (n),θ turn out to have gaps between the eigenvalues λ (n) i and the rest of the spectrum of H (n),θ . This allows us to define Riesz projections, P (n) i , corresponding to the eigenvalues λ (n) i and use regular perturbation theory for each n ∈ N. In an inductive scheme, one can obtain explicit estimates on the resolvents and the eigenvalues in each step. Below, we prove that the sequences (λ (n) i ) n∈N converge and the interacting ground-state energy λ 0 and resonance energy λ 1 of H θ are the limits
We define
We denote the corresponding Fock space by F[h (n,∞) ] (it is defined as in (1.7)), with vacuum state Ω (n,∞) . It is straightforward to verify that H is isomorphic to
and, therefore, we identify
We prove below that the sequence (P
is the orthogonal projection in the vector space generated by Ω (n,∞) , converges to an eigenprojection corresponding to the eigenvalue λ i .
Main results
Here, we state the main results of our work. All proofs are presented in the next sections. In Proposition 2.1 below we prove existence of the ground-state eigenvalue and the resonance of H θ . A similar result, for a more complicated model (Pauli-Fierz), is proved in [4] . The strategy of proof of Proposition 2.1 is based on the methods introduced in [4] but it differs from the proof therein because, here, all our estimates must be independent of θ ∈ S. As emphasized earlier, the existence of the resonance and the ground-state is not our focus but is only provided in order for this work to be self-contained.
The next proposition is proved in Section 6.
Proposition 2.1 (Construction of the ground-state and the resonance). For every ρ, ρ 0 sufficiently small (see Definition 4.2) there is a constant g 0 > 0 (that depends on ρ, ρ 0 and ν) such that, for every θ ∈ S (see (1.24) ) and every g ∈ D(0, g 0 ), the (complex) number
is an eigenvalue of H θ and the range of
consists of eigenvectors corresponding to λ i . An explicit formula for g 0 is presented in Definition 4.3 below.
The non degeneracy of the eigenvalues in Proposition 2.1 as well as estimates for the imaginary part of the resonance can be derived from the corresponding results for the Pauli-Fierz model in [4] and [5] . Since their proofs do not need the new features of our multiscale scheme and they are not relevant for our main results, we only state them without proofs and refer to [4] . [4] for the Pauli-Fierz model and, using a different method, in [10] . We do not include a proof here because it follows, for the model at hand, without much change from the proof in [4] .
We assume that |g| > 0 is small enough and define
Then, there is a constant C (2.4) > 0 and a constant ǫ > 0 such that for all n ∈ N large enough
The next theorems are our main results. We prove analyticity of the resonance and the ground-state, and the corresponding eigen-projections, with respect to the dilation parameter and coupling constant.
The next theorem is proved in Section 7 (see Theorem 7.9). 
are analytic. Moreover, this implies that λ i (θ) ≡ λ i is constant for θ ∈ S (see (1.24) [3, 20] .
Next theorem is proved in Section 7 (Theorem 7.9).
Theorem 2.5 (Analyticity with respect to the coupling constant). For every ρ, ρ 0 sufficiently small and g ∈ D(0, g 0 ), the functions
are analytic.
Our next two theorems provide an estimate for the spectrum of H θ in neighborhoods of λ 0 and λ 1 , and resolvent estimates in these neighborhoods. As discussed in the introduction, similar results on spectral estimates can be found in [7, 9, 8, 10] in which the spectrum is located in cuspidal domains using the spectral renormalization method based on the Feshbach-Schur map method. Here, we localize the spectrum in cones. For every z ∈ C, we define
where we assume that m ≥ 4, allover this work. The next theorem is proved in the proofs of Theorems 5.9 and 5.10 below. ,
1+µ/4 n e −iν and
for every z ∈ B
(1)
Here, the symbol dist denotes the the Euclidean distance in C.
Explicit bounds for C, ρ 0 and ρ, g 0 and g (m) are given in Definitions 4.1, 4.2, 4.3 and Eq. (5.58), respectively. We remark that we intentionally do not provide optimal estimates because these would render the proof unnecessary opaque.
The next theorem is proved in the proof of Theorem 5.10 below. In this subsection we derive resolvent estimates for H (n),θ and H θ for complex numbers z that are far away from their respective spectra. For the first Hamiltonian, H (1),θ , having an infrared cutoff, we present resolvent estimates for points that are close to its spectrum. Here, we do not need any restrictions on the sequence {ρ n } n∈N other than 0 < ρ 0 < min(1, e 1 /4), 0 < ρ < 1. In the forthcoming sections (see Definition 4.2) we need to assume other properties for the sequence {ρ n } n∈N . We emphasize that the particular choice of numbers ρ n does not imply any physical constraint, it only specifies the rate at which the infrared cut-off is removed.
In this section and (in the whole paper) we denote by c > 0 any generic (indeterminate) constant (it can change from line to line) that is independent of the parameters n, θ, ρ 0 , ρ, θ, ν and g. It might depend on the set S, as a whole, but not on its elements θ ∈ S and nor either on the parameter ν. Moreover, by stating that |g| is small enough, we mean that there is a constant such that uniformly for |g| smaller than this constant the referred statement holds true. We employ that such a constant does not depend on θ and n but it depends on the set S and on the remaining parameters.
Resolvent estimates far away from the spectrum
We define regions in the complex plane in which we derive resolvent estimates. Definition 3.1. We set δ := e 1 − e 0 = e 1 and define the region
and for i ∈ {0, 1}, In this subsection, we estimate the resolvent of H (n),θ and H θ far away from their spectra, namely in the region A defined in (3.1). This estimates are applied for the induction basis in our inductive scheme described in Section 4.2. (1.24) ) and n ∈ N. There is a constant C (3.6) (independent of θ, n, g, ρ 0 , ρ and ν) such that for small enough |g| (depending on ν), for every i ∈ {0, 1}:
Lemma 3.2. Let θ ∈ S (see
Proof. Let z ∈ A and n ∈ N. Then, arguing as in Appendix A and using functional calculus, we obtain that
Geometrical considerations imply that there is constant c > 0 such that
and hence, there there is constant c > 0 such that
Then, we choose |g| small enough such that
and hence,
Thanks to the particular geometry, there is a constant c > 0 such that |e j + ye −θ − z| ≥ c sin(ν/2)|e i − z|, for every z ∈ A, every j ∈ {0, 1}, and every positive number y. This and (3.11) imply
for all z ∈ A, i = 0, 1 and some constant c > 0. This completes the proof for the first equation in (3.6). Since the second equation can be shown in a very similar fashion we omit the proof here.
Analysis of H
(1),θ Lemma 3.3. Let θ ∈ S (see (1.24) ) and |g| small enough (depending on ν and ρ 1 ). Then,
and i = 0, 1. Then, we have, arguing as in Appendix A,
Take y ∈ {0} ∪ [ρ 1 , ∞) and i ∈ {0, 1}. It follows that
where the last inequality is due to the considered geometry. From (3.15) and (3.16) we obtain that there is a finite constant c > 0 such that
For |g| small enough (depending on ρ 1 and ν), we arrive at 18) and hence,
is invertible for all z ∈ E
(1) 20) which completes the proof. 
Definition 3.4. We define the projections
Lemma 3.6. Let θ ∈ S (see (1.24) ) and let |g| be small enough (depending on ν and ρ 1 ). Take i ∈ {0, 1}. Then, there is a constant C (3.26) > 0 (independent of θ, n, g, ρ 0 , ρ and ν) such that
and P (1) at,i are introduced in Definition 3.4. Proof. First, we observe that
(see (3.14) ). Eq. (3.17) implies that there is a finite constant c > 0 such that for every z in the (image of the) curveγ
for |g| small enough (depending on ν and ρ 1 ). Next, we obtain
This proves the first part of the lemma. Furthermore, it follows from (3.22) that P
at,i = 1, and hence,
for sufficiently small |g|. This proves proves the second part of the lemma.
Remark 3.7. Lemmas 3.3 and 3.6, together with the fact that P (1)
at,i is a rank-one projection imply the following: Let θ ∈ S (see (1.24) ) and i ∈ {0, 1}. Suppose that |g| is small enough (depending on ν and ρ 1 ). Then, there is a unique spectral point λ
is a simple eigenvalue and it is contained in D e i ,
. Lemma 3.3 together with Lemma 3.6 yield a resolvent estimate in the whole region B (1) i \ {λ (1) i } by making use of the maximum modulus principle of complex analysis. Lemma 3.8. Let θ ∈ S (see (1.24)) let |g| be small enough (depending on ν and ρ 1 ). Take i ∈ {0, 1}. Then, there is a constant C (3.31) > 0 (independent of θ, n, g, ρ 0 , ρ and ν) such that
Proof. Note that the function
is continuous, and furthermore, analytic on D e i , 1 8 ρ 1 sin(ν) , for all φ, ψ ∈ H. Then, it follows from the maximum modulus principle that this function attains its maximum on the boundary of its domain. This together with the Cauchy-Schwarz inequality and Lemma 3.3 and 3.6 implies that there is a finite constant c > 0 such that
Consequently, there is a finite constant c > 0 such that
and moreover, Lemma 3.3 (again) guarantees that there is a finite constant c > 0 such that
. This together with (3.34) completes the proof.
Applying Lemma 3.8 to our particular geometry allows to formulate the following corollary. . Let θ ∈ S ( see (1.24)) let |g| be small enough (depending on ν and ρ 1 ). Take i ∈ {0, 1}. Then, there is a constant C (3.36) > 0 (independent of θ, n, g, ρ 0 , ρ and ν) such that
Lemma 3.10. Let θ ∈ S (see (1.24) ) and let |g| be small enough (depending on ν and ρ 1 ). Then, there is a constant C (3.37) > 0 (independent of θ, n, g, ρ 0 , ρ and ν) such that for every i ∈ {0, 1} λ
i − e i ≤ |g|C (3.37) .
Proof. It follows from Lemma 3.6 that ϕ i ⊗ Ω, P
for |g| small enough (depending on ν and ρ 1 ). We calculate
. (3.38) Let now z ∈ C such that |e i − z| = 1 4 ρ 1 sin(ν). Eq. (3.26) (which requires |g| to be small enough -depending on ν and ρ 1 ) then allows to obtain
for some constant c (independent of θ, n, g, ρ 0 , ρ and ν) . Here, we have used (3.17) from Lemma 3.3 in the last step. Notice that in this work we assume that the imaginary part of θ, ν, is positive. Then, strictly speaking, we do not have the right to use our results for θ. However, the restriction we impose by assuming that ν is not negative is irrelevant. This is assumed only for convenience in order to simplify our notation. Of course, the same results hold true if we take −π/16 < ν < −ν.
Remark 3.11. Let θ ∈ S (see (1.24) ) and let |g| be small enough (depending on ν and ρ 1 ). Then
where γ
This follows from Remark 3.7, because, for small enough |g|, γ Lemma 3.10 . Lemma 3.12. Let θ ∈ S (see (1.24) ) and let |g| be small enough (depending on ν and ρ 1 ). Take i ∈ {0, 1}. Then, there is a constant C (3.41) > 0 (independent of θ, n, g, ρ 0 , ρ and ν) such that
Proof. We use Lemma 3.8 and calculate, for |z − e i | ≤ ρ 1 ,
where we use Lemma 3.10 and choose |g| small enough. For |z−e i | > ρ 1 we use Lemma 3.3.
The spectral theorem and the explicit form of the spectrum of non-interacting Hamiltonian H
(1),θ 0 allow us to estimate the norm of its resolvent. Then, similar estimates as above imply the desired result. Lemma 3.13. Let θ ∈ S (see (1.24)) and n ∈ N. There is a constant C (3.43) (independent of θ, n, g, ρ 0 , ρ and ν) such that for small enough |g| (depending on ν), for every i ∈ {0, 1}:
1 , every l ∈ N and every λ i ∈ D(λ
1 .
Proof. We take z ∈ A. Lemma 3.10 implies that | λ i − e i | ≤ |g|(C (3.37) + 3). Notice that
since |e i − z| is bounded from below uniformly for z ∈ A. Then, the result follows from Lemma 3.2. The result for z ∈ B
1 − [0, ∞)e −iν can be found similarly which is why we omit the proof. The proof of (3.44) follows from a similar argument as in Corollary 3.9,and therefore, it is also omitted. Next, we introduce a constant, D, that includes all constants involved in estimations for our multiscale construction. This constant does not depend on θ ∈ S, g, ν, n, ρ and ρ 0 . Our bounds do depend on ν. They blow up as ν tends to zero with a rate that is not worse than sin(ν/2) −3 . The constant D does not depend on ν. The dependence on ν in our bounds is reflected in a function C ≡ C(ν) that is bounded from below by the constant D multiplied by the factor sin(ν/2) −3 . As already explained, the constant D and the blow-up rate sin(ν/2) −3 are intentionally not optimal but often estimated from above to increase the readability of the proofs. Next, we fix a function C ≡ C(ν) satisfying
The sequence (ρ n ) n∈N 0 that we introduce above is defined in the following manner. 
We recall that in this work we require |g| to be small enough. The next definition summarizes all requirements that it must satisfy.
Definition 4.3 (The coupling constant g).
We set a constant g 0 ≤ g satisfying the following (see Definition 3.14) :
Henceforth, we always require |g| ≤ g 0 . 
Induction scheme and the strategy of our multiscale construction
We denote by
the Hilbert space of one particle bosons with energies in the interval [ρ n+1 , ρ n ). We denote the corresponding Fock space by F[h (n,n+1) ] (it is defined as in ( 1.7)). Note that
, and, therefore, we identify
For i = 0, 1, we inductively (and simultaneously) construct sequences {λ 
The second inequality follows from Definition 4.2.
(P2) For n ∈ N, we define (recall that ν = Im θ)
is the only point in the spectrum of H (n),θ intersected with
i . For n ∈ N, we define
(4.10)
The projections P
where P Ω (n−1,n) is the projection onto the vacuum vector Ω (n−1,n) ∈ F[h (n−1,n) ] (see (4.5)-(4.6)). In (4.11) we omit the tensor product for n = 1. The second inequality follows from Definition 4.2. The proof for this theorem is given in Section 4.3.
Similar results, for the Pauli-Fierz model, are derived in [5] . In the present paper we need uniform estimates with respect to θ ∈ S and g ∈ D(0, g 0 ), in order to obtain uniform convergence with respect to these parameters (which is an important ingredient for the proof of analyticity). This is not the case in [5] where analyticity is not an issue at stake. 
Proof of Theorem 4.5
We recall that in the remainder of this work we always assume that |g| ≤ g 0 (see Definition 4.3) and θ ∈ S (see (1.24)). In Section 4.3.1, we prove some key ingredients which are then used in Section 4.3.2 in order to conclude the induction step.
Key estimates for the induction step
In this section, we assume that (P1)-(P4) hold true for all m ≤ n ∈ N and we derive some key estimates which we apply in the next section in order to show the induction step in the proof of Theorem 4.5.
By Eq. (1.1), we define free boson energy operator restricted to F[h (n,n+1) ] and denote it by H (n,n+1),0 f ≡ H (n,n+1) f (see (4.5)-(4.6)). We set
For every function h ∈ h (n,n+1) , we denote the creation and annihilation operators, a n,n+1 (h), a * n,n+1 (h), on F [h (n,n+1) ] according to Eq. (1.10). We use the same notation for functions h ∈ h but then understand the argument as h restricted to h (n,n+1) . Furthermore, we fix the following operator (defined on K ⊗ F[h (n,n+1) ], and hence, on
In this notation we obtain (see Remark 1.2): Proof. Eq. (4.17) is a consequence of Property (P1). We estimate
Lemma 4.7. Suppose that (P1)-(P4) hold true for all
where apply the induction hypothesis (P3) for j ≤ n and use Definition 3.14 and Definition 4.3.
Definition 4.8. Let n ∈ N and i ∈ {0, 1}. We define the region
Lemma 4.9. Suppose that (P1)-(P4) hold true for all
i , where we have used the notation P (n,n+1) i
and consequently, we obtain from functional calculus (notice that sin(ν/2) and P and S, it follows that
and s ∈ [ρ n+1 , ∞). Moreover, we define the sets 25) and for d ≥ 0
Furthermore, we define
and, by definition of the sets M (n) i and S, it follows that respectively. Furthermore, we define Z
−θ and recall that ν < π/16. Then, we obtain
This yields the bound
and together with (4.24) we obtain
i . This and (4.29) guarantees
≥ ρ n+1 , we use (4.34) and compute
< ρ n+1 , we use (4.24) and find
We conclude from (4.35) and (4.36) that for i = 0, 1 
This completes the proof.
Lemma 4.10. For all
and every i ∈ {0, 1}:
Proof. We calculate:
where we have used (4.34) in the second last step.
Lemma 4.11. Suppose that (P1)-(P4) hold true for all
10 ρ n+1 sin(ν) and for all i ∈ {0, 1}.
, (4.43) and furthermore, we obtain from functional calculus that
In the last step, we use Lemma 4.7 for the first term. For the second term, we utilize Lemma 3.13, Definition 3.14 and induction hypothesis (P4), together with Lemma 4. sin(ν/2) and P
Using the proofs in Appendix A, we obtain
and similarly,
From our choice of r, it follows that
and, consequently, we obtain
(4.48)
Plugging (4.43), (4.44) and (4.48) into (4.42) yields (we recall that µ ∈ (0, 1/2))
Induction step
In this section, we apply the results from Section 4.3.1 in order to show the induction step, i.e., we assume that (P1)-(P4) hold true for all m ≤ n ∈ N, and prove that (P1)-(P4) hold true for n + 1. This together with Remark 4.6 completes the proof of Theorem 4.5. We first employ the estimates of Section 4.3.1 in order to prove Property (P2) and (P3). After this, we prove (P1). Finally, (P4) follows again from the results of Section 4.3.1 together with the maximum modulus principle.
Proof of (P2) and (P3) : Proposition 4.12. Suppose that (P1)-(P4) hold true for all
10 ρ n+1 sin(ν) and i ∈ {0, 1}. Then, it follows from Lemma 4.11 that 
This and Lemma 4.9 imply that
is invertible, and we estimate 1
where we apply Lemma 4.9. Moreover, Lemma 4.7 implies that P (n) i ≤ 3 and it follows from z − λ
and thereby, complete the proof.
Lemma 4.13. Suppose that (P1)-(P4)
hold true for all m ∈ N with m ≤ n. We definê
Then,
(The last inequality follows from Definition 4.2.)
Proof. Recall that the definition of P (n) i is introduced in Eq. (4.9). We notice that the function
is analytic as an operator valued function and the region betweenγ
is contained in the domain of (4.60). We obtain from the Cauchy integral theorem that
As in Remark 3.5, it turns out that (see Remark 1.2)
We calculate
Furthermore, Lemma 4.11 implies that for z in the curveγ
and Proposition 4.12 ensures that 1
Eqs (4.63)-(4.65) imply Proof. Lemma 4.13 implies that P (n+1)
see Definition 4.3 and recall Remark 4.4). From the induction hypothesis it follows that
is also a rank-one projection, and hence, there is only one point in M
. This point is the eigenvalue λ (n+1) i that we introduced above. Lemma 4.12 implies that |λ
, which is Property (P2). A deformation in the integration contour in the definitions ofP 
holds true. Notice that the last inequality follows from Definition 4.2.
Proof. In this proof we explicitly emphasize the dependence of P (n) i on θ and write P
, see Remark 1.2. Proposition 4.14, Property P3, Definition 3.14 (see Remark 3.11) and the restrictions for g in Definition 4.3 imply that Ψ
Notice that in this work we assume that the imaginary part of θ, ν, is positive. Then, strictly speaking, we do not have the right to use the symbol Ψ (n),θ i
. However, the restriction we impose by assuming that ν is not negative is irrelevant. This is assumed only for convenience in order to simplify our notation. Of course, the same results hold true if we take −π/16 < ν < −ν (we use this fact in the present proof as well
Now we choose z ∈ C such that |z − λ
. We get that 71) and hence, for all z ∈ B
from the proof of Proposition 4.14).
10 sin(ν) and i ∈ {0, 1}. Then, (4.71) follows from Proposition 4.12 and the fact that P (n+1) i ≤ 3 (see the proof of Lemma 4.7 and Proposition 4.14). Furthermore, we observe that M
is analytic (see the proof of Proposition 4.14), and hence, (4.71) follows for z − λ
10 sin(ν) from the maximum modulus principle of complex analysis.
Proposition 4.17 (Proof of Property (P4)). Suppose that (P1)-(P4) hold true for all
m ∈ N with m ≤ n and take i ∈ {0, 1}. Then, 
holds true. Lemma 4.12 implies that |λ
This together with (4.73) yields 
Resolvent and spectral estimates
In this section we assume that Definitions 4. 
which are densely defined on the Hilbert space H. We recall that we already defined
and the corresponding Fock space F[h (n,∞) ] (it is defined in (1.7)), with vacuum state Ω (n,∞) . We identify, as above,
We define the free boson energy operator on F [h (n,∞) ] by restricting the definition in Eq.
(1.1) accordingly and denote it by the symbol H
. We set
For every function h ∈ h (n,∞) , we define the creation and annihilation operators, a n,∞ (h) and a * n,∞ (h), on F [h (n,∞) ] according to Eq. (1.10). Again, we use the same notation also for h ∈ h but then understand h as its restriction to h (n,n+1) . We fix the following operator (defined on K ⊗ F[h (n,∞) ], and hence, on H -see Remark 1.2) 5) and further, we obtain (see Remark 1.2):
Resolvent and spectral estimates multi-scale analysis
Lemma 5.1. Suppose that |g| ≤ ρ 1 10 sin(ν/2m). We define for i = 0, 1
It follows that
where the set C m (·) is defined in (2.7). Moreover,
) is immediate. From Theorem 4.5 (Property P1) and Definition 4.2 it follows that
This and a geometric series argument prove (5.8). We write
Eq. (5.12) implies that
14)
The last step follows for g > 0 sufficiently small (see Definition 4.3). To prove that
). We shall prove that ) and the complex number v
is smaller than ν/2m and, therefore, the angle between this complex number and the closest edge of the cone must be larger than ν/2m. Then, the distance between the referred complex number and the edge is larger than
this implies (5.10).
Lemma 5.2. Assume that for all z ∈ B
Proof. Take z ∈ B
). We use the spectral theorem and that (see (4.21)) 19) to calculate 1 20) Thanks to the geometry, for all s ≥ 0, we have
Eq. (5.21), our hypothesis, Lemma 3.13 and Definitions 3.14 and 4.1 imply that for s ≥ 0 1
and, therefore, 
Now we argue as in (5.24) and obtain, for s ≥ ρ n+1 , (2) dist y,
Proof. We take z / ∈ C (3) , y ∈ ∂C (2) , and x ∈ C (1) such that |y − x| = dist y, C (1) . We calculate
Next, we use that
to obtain: and ρ ≤ 10 −3 sin(ν/m)e 1 and that for all
} is contained in the resolvent set of H (n+1),θ and sin(ν/m) 2 . We fix the cones:
Note that the cones we just defined fulfill the hypothesis of Lemma 5.3. They satisfy the following properties (see Lemma 5.3) . For all z / ∈ C (3) and for all s ≥ 0:
where we use that z − se −θ / ∈ C (3) . We define z 1 = x
2 ∈ R) to be the point in the intersection of v 2 . We recall that
see Definition 4.8, and therefore,
(the factor 1 100 is chosen for this reason). Now, we set
Our restrictions on ρ together with (5.40) and (5.41) imply that
It follow from the particular considered geometry at hand that the distance between the boundary of U and λ
is bigger or equal than the distance between the point z 2 and the line v 
where we use that θ ∈ S. For every z ∈ C (3) \ C (1) \ U and s ≥ 0, we have that 
This implies, we also use Lemma 5.2 and the spectral theorem that (actually we only need s = 0 above),
and for every positive number r 1
where we use that H 
contained in the resolvent set of H (n+1),θ and for all z in this set (see also (5.48 
is analytic. The maximum modulus principle implies that it attains its maximum on the boundary of U, then we have (see Definition 4.1 and Lemma 4.16)
for every z ∈ U. Next, notice that, for z ∈ U, dist z, C m (v The next theorem is proved inductively using Corollary 3.9 and Lemma 5.4. This is the main theorem of the present subsection. 
Resolvent estimates
In this section we assume, in addition to Definitions 4. Proof. We use coordinates in C ≡ R 2 with origin at λ (n) i , the first coordinate axis with direction e −iν and the second coordinate axis with direction ie −iν . Notice that for every point z = λ (n) i + ξ 1 e −iν + ξ 2 ie −iν / ∈ C m (λ (n) i ) and every s ≥ 0, the following facts are implied by the considered geometry: 
, ∀z ∈ C m (λ i − 2ρ Proof. First, we notice that Lemma 7.2 and the resolvent identity imply
