Abstract-Symmetric alpha-stable (SαS) distribution has been widely used to model undesirable impulsive noise disturbance in many scenarios. Due to lack of probability density function (pdf) of SαS distribution (except Cauchy and Gaussian cases), the general closed-form expression of the bit error probability or symbol error probability for M -ary modulation schemes has not been derived yet, preventing the derivation of the exact coding gain from being feasible. By employing geometric power involved in zero-order statistics, we create a mapping mechanism which is consistently continuous along the entire range of characteristic values. Then we derive the accurate bit error probability and symbol error probability of M -ary modulation schemes under SαS noise. Our obtained derivations agree well with our simulations, which provide a unified framework for uncoded systems using M -ary modulation under additive white Gaussian noise (AWGN) and additive white symmetric alpha-stable noise (AWSαSN). Also, it enables the design of capacity approaching codes especially for higher-order modulation scenarios.
I. INTRODUCTION
A LPHA-STABLE noise processes with infinite-variance that satisfy generalized central limit theorem (GCLT) can appear in many practical scenarios. The symmetric alphastable (SαS) process with heavy tailed distributions is shown to give a good approximation to real-world impulsive noise, such as in power lines noise, underwater acoustic noise, and atmospheric noise [1] - [4] .
Because communication systems originally designed for Gaussian noise may perform very poorly in impulsive noise, several channel coding schemes using binary phase shiftkeying (BPSK) modulation were proposed for performance improvement [2] , [5] - [8] . However, the closed-form expression of probability density function (pdf) of SαS distribution generally does not exist, except for the scenarios of Gaussian and Cauchy distributions with characteristic exponent α = 2 and α = 1, respectively. The performance of an uncoded system especially for higher-order modulation under arbitrary SαS noise (0 < α ≤ 2) remain unexplored, presenting the exact coding gain from being derived.
The use of high-order modulation can achieve higher speed communication by allowing more bits per symbol transmitted in parallel [9] . The need for high capacity transmission with M -ary (M ≥ 4) modulation such as M -ary quadrature amplitude modulation (MQAM) and M -ary phase-shift keying (MPSK), is highly demanded in impulsive noise environments. This trend can be seen more clearly in power line communication (PLC) applications. The HomePlug Green PHY (GP) supports quadrature phase shift-keying (QPSK) modulation in smart grid applications, while the HomePlug AV provides up to 1024-QAM in its physical layer. Moreover, the HomePlug AV2 takes much higher orders of modulation 4096-QAM into consideration.
As [10] stated that all complex baseband additive white SαS noise (AWSαSN) samples are independent of each other for any α. If the carrier and bandpass sampling frequencies satisfy a certain condition, the real and imaginary components of the baseband AWSαSN sample can be independent. This feature provides an elegant way to implement M -ary modulation schemes under AWSαSN channel. The authors of [5] proposed a p-norm metric for Viterbi decoding under AWSαSN channel, and obtained an approximate bit error probability through empirical experiments for 1 < α ≤ 2. The approximation is efficient when α is close to 2 (the Gaussian case), while the gap between the approximation and theoretical value increases as the value of α gets smaller. Moreover, the authors of [5] only considered the empirical approximation for BPSK signaling, but didn't derive the theoretical results for higherorder constellations.
Conventionally, the bit error probability and symbol error probability of a communication system can be measured by the ratio of signal energy per bit E b to the noise power spectral density N 0 or signal-to-noise ratio (SNR) using second-order statistics. However, the alpha-stable process has infinite variance, for which neither the classical second-order statistics nor 2 the higher-order statistics are well defined. According to the zero-order statistics framework [11] , geometric signal-to-noise power ratio (GSNR) defined by geometric power is a suitable indicator for evaluating channel qualities.
To overcome the aforementioned problems, in this paper we develop the performance modeling technique/framework under the SαS noise. Motivated by the Cauchy distribution, the only case that has closed-form pdf for no-Gaussian distribution with 0 < α < 2, we create a mapping mechanism from standardized normal distribution to general SαS distribution by utilizing the closed-form pdf of Cauchy distribution. Then the analytical performance expressions for binary phase-shift keying (BPSK) modulation can be readily derived. Because the geometric power is consistently continuous along the entire range of values of α, the analytical expressions of M -ary signaling under SαS noise can be derived from its Gaussian counterpart. Using our developed mapping mechanism, one can derive the coding gains under SαS noise for systems employing different types of modulations, including, but not limited to, BPSK, QPSK, MQAM, etc.
The rest of the paper is organized as follows. Section II describes system model and the GSNR involved in zero-order statistics. Section III derives the analytical expressions for Mary modulations. Section IV evaluates our obtained analytical bit error probability and symbol error probability through simulations. The paper concludes with Section V.
II. THE SYSTEM MODEL
We consider the n-th transmit signal sample s i (n) (i = 1, 2, ..., M ) using M -ary modulation and Gray mapping, corrupted by a complex AWSαSN channel. Then the corresponding received signal sample r(n) is given by
where w(n) is the complex symmetric α-stable (SαS) noise sample, which is assumed to be independent and identically distributed (i.i.d.) for its real and imaginary components. Generally, a random alpha-stable variable U is called following S(α, β, γ s , µ) distribution [12] can be represented as U ∼ S(α, β, γ s , µ), which has characteristic function
ω is the frequency-domain variable, α is usually called the characteristic exponent and determines the heaviness of the tails for the distribution such that α ∈ (0, 2], β is the skew parameter with β ∈ [−1, +1], γ s is a scale parameter of distribution that controls the spread satisfying γ s ∈ (0, +∞), and µ is the location parameter of the distribution such that µ ∈ (−∞, +∞).
If U ∼ S(α, 0, γ s , 0) with β and µ are equal to zero, it follows symmetric alpha-stable (SαS) distribution. Thus the characteristic function of a univariate SαS distribution can be simplified to
When α = 2, the SαS distribution is converted to Gaussian distribution with finite variance σ 2 = 2γ 2 s . When α < 2, the SαS distribution is algebraic-tailed with infinite variance, and only Cauchy distribution has closed-form pdf. Smaller value of α indicates the heavier tail of the density function, resulting in more impulsive noise. We employ GSNR to measure the noise impulsiveness, which is defined based on the zero-order statistics framework. Even there is no close form pdf for SαS distribution, we can represent it using integral method as [13] f (u; α) = 1 π
Let U be a logarithmic-order variable. According to [11] , the geometric power of U is defined as:
where E(·) denotes taking expectation operation, C g is the exponential of Eulers constant and C g ≈ 1.78. The GSNR Υ G designed involving the Gaussian case (α = 2) can be expressed as
where A is the root mean square (RMS) amplitude of the transmitted signal. For the real or the imaginary of complex baseband SαS noise, we have
where E s is the signal energy per symbol.
III. GENERAL PERFORMANCE ANALYSIS FOR M -ARY SCHEMES UNDER SαS NOISE
Notice that only Cauchy distribution has closed-form pdf in algebraic-tailed distributions when 0 < α < 2. We first consider the bit error probability of the Gaussian cases (α = 2) and the Cauchy case (α = 1), respectively, where both of the two distributions have close-form standard pdf in alpha-stable framework. Then we indicate that the lower limit of integration in derivation of the bit error probability is closely related to the geometric power, which is consistently continuous along the entire range of values for α ∈ (0, 2]. Thus we can generate a mapping mechanism from standardized normal distribution to an arbitrary SαS distribution. Subsequently, the bit error probability of BPSK signaling is derived. Based on the framework of Gaussian counterpart, we can further extend to obtain the analytical expressions of M -ary modulation system under SαS noise. 
A. Performance Analysis for BPSK Modulation
A random variable Y follows general normal (or Gaussian) distribution with mean µ and variance σ 2 can be represented as Y ∼ N (µ, σ 2 ). The probability density function of Gaussian distribution is given by
We can set µ = 0 and σ 2 = 1 in a general normal distribution, deriving a standard normal distribution. The standardized process for a general normal distributed variable Y is implemented by changing
where g 0 (z) is the pdf of standard normal distribution given by
According to [14] , the analytical bit error probability of BPSK modulation under AWGN channel can be expressed as the form of Q-function
where Q(·) is the Q-function defined as:
By substituting Eq. (11) into Eq. (12), we have
According to [12] , if random variable U ∼ S(α, 0, γ s , 0), then V = U/γ s follows the so-called standard SαS distribution, i.e., V ∼ S(α, 0, 1, 0). The standardized process for general SαS distributed variable yields
where f 0 (v; α) is the pdf of standard SαS distribution by setting γ s = 1 in Eq. (4), i.e.,
where the integral formula for f 0 (v; α) can be implemented by [15] effectively. Referring to Eq. (12), we can define the tail probability function for SαS distribution as
Notice that we have σ 2 = 2γ 2 s in Gaussian case (α = 2). By making substitution for v = √ 2z, the Q-function of Eq. (12) can be expressed as
In Gaussian case, the relation between the Q-function and the tail probability function is shown below
Now, we consider the bit error probability of BPSK modulation in the general Cauchy distribution (α = 1) which is the only case that has closed-form pdf in algebraic-tailed distributions. The probability density function of Cauchy distribution can be represented as
We assume that the bipolar bits has equal transmission probability. Then the bit error probability of Cauchy case can be calculated as
Then we have
where f 0 (v; α = 1) is the pdf of standard Cauchy distribution given by
We recall that the bit error probability of BPSK modulation in Gaussian case can be written as
According to Eq. (7), we obtain
We can see that the lower limit of integration 2 √ E s /N 0 in Eq. (23) is equal to A/γ s in Eq. (21) when α = 2 in Eq. (24). Because the geometric power is defined consistently continuous for α ∈ (0, 2], we can generate the following performance mapping mechanism of BPSK modulation system from the standard Gaussian to general SαS distribution as follows 
B. Extension to MPSK Modulation
First we consider bit error rate (BER) and symbol error rate (SER) performance of the MPSK under AWGN channel. The relation between E s /N 0 and E b /N 0 is given by
where k = R c log 2 M represents the information bits per symbol, R c is the code rate of the system and R c = 1 in our case for uncoded system. As [14] indicated that the MPSK has comparable performance as MQAM when M = 4, however, the latter is superior to the former when M ≥ 4. Thus, we only consider the representative QPSK with an initial phase π/4 instead of MPSK modulation, and show its SER performance as
The BER of QPSK modulation is equivalent to that of the BPSK case shown in Eq. (13). Based on the mapping mechanism of BPSK signaling under general SαS noise, α ∈ (0, 2], in Eq. (25), we drive
According to Eq. (27) and Eq. (11), then the symbol error probability and the equivalent bit error probability of QPSK signaling under general SαS noise, α ∈ (0, 2], can be represented as
and
C. Extension to MQAM Modulation
According to [16] , the bit error probability of MQAM signaling (M ≥ 4) with square constellation can be well approximated by using the first two dominant term, i.e.,
where
and erfc(·) is the complementary error-function defined as:
and the complementary error-function can be further expressed in terms of the Q-function as
The symbol error probability of square MQAM modulation is shown below [17] 
where,
Based on the consistently mapping in Eq. (28), we have
Similarly, according to Eq. (35) and Eq. (31), after some algebraic manipulation, the symbol error probability and the bit error probability of MQAM signaling under general SαS noise, α ∈ (0, 2], are described as
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D. Asymptotic Performance of M -ary Modulation
In order to evaluate the asymptotic performance, the tail probability in a limited case is given by [13] 
the operation → represents asymptotic, and the gamma function is 
2). According to Eq. (29) , as (E b /N 0 ) → ∞, the asymptotic symbol error probability of QPSK signaling under SαS noise has the form
3). According to Eq. (38) and Eq. (39), as (E b /N 0 ) → ∞, the asymptotic performance of MQAM signaling (M ≥ 4) under SαS noise has the form
IV. NUMERICAL SIMULATION RESULTS We derived the analytical expressions of BPSK, QPSK and MQAM modulation for uncoded systems under SαS noise. We employ Gray-coded constellation in each modulation scheme. The simulations are based on the SαS framework α ∈ (0, 2], taking 10 7 independent trials for each E b /N 0 . For a given characteristic exponent α, a group of curves including the asymptotic expression, the simulation, and our analytical expression are used for comparison. We show the BER of BPSK signaling in Fig. 1 . In order to have a deep insight, we add the empirical approximation obtained in [5] for further comparison. The BER performance of BPSK signaling under Gaussian noise are used as benchmark. We can see from Fig. 1 that the simulation results are well matched with our analytical BER expressions one-byone even for small values of α. For a given α, three curves (the asymptotic expression, the simulation, and our analytical expression) are almost overlapped in large SNR region. The analytical BER curve under SαS noise is close to the one under Gaussian case in low SNR region when α approaching to 2, while it deviated when α gets smaller.
On the other hand, empirical approximation using
is very close to the exact BER performance when the value of α approaching to 2, such as α = 1.99 and α = 1.7. However, this approximation deviates from the three curves (the asymptotic expression, the simulation, and our analytical expression) when α gets smaller. It can be see more clearly from Eq. (30) that the value 2 √ E s /N 0 is approximate to
when α is close to 2. We can deduce that the approximation used in [5] is not accurate for small values of α and higher-order modulation types.
The BER and SER results for M -ary signaling under SαS noise (α = 1.9) are shown in Fig. 2 and Fig. 3 , respectively. Also, we employ the Gaussian case as benchmark. The trend for the BER and SER curves under SαS noise corresponding to different order of modulation is similar to the Gaussian 6 case, i.e., the BER and SER degrade as the modulation order M increases.
It can be observed that the QPSK and QAM signaling have almost the same performance either in Gaussian or in impulsive noise channels. Consider impulsive noise channel, the SER of the QAM in Eq. (38) (M = 4) is equal to that of the QPSK in Eq. (29), and the BER of the QAM in Eq. (39) dominated by the first term is approximate to that of the QPSK in Eq. (30). Moreover, we can see that the asymptotic curves can only approximate to the exact performance for large SNR if higher-order modulation is implemented. For example, as shown in Fig. 3 , the E b /N 0 is needed above 10dB to get a better SER approximation for QAM signaling, however, it is required up to 30dB for 1024-QAM signaling. This can be seen more clearly in Eq. (44) 
V. CONCLUSIONS
By employing zero-order statistics, we created a consistently continuous mapping mechanism acting as a linkage between the Gaussian and the general SαS framework. Using our developed mapping mechanism, we can simply derive the analytical BER and SER expressions of M -ary signaling including BPSK, QPSK, and MQAM under SαS noise. We deduced that the analytical expressions for other conventional modulated signals under SαS noise can be also derived by using this mapping mechanism based on its Gaussian counterpart. Our analytical expressions have been verified through simulations, and provide a valuable benchmark for deriving the exact coding gain under AWSαSN channels.
