Small artefacts pose many challenges to 3D documentation techniques due to their often complex details, which are very difficult to capture completely in 3D. Small objects may also have characteristics that are not optimal for 3D documentation, e.g. glossiness, shininess, textureless surfaces, etc. Furthermore, hidden parts of the artefact cause occlusions and obstructions, which may complicate the data acquisition process, since additional images or scan data are necessary in order to compensate for these restrictions. All these aspects increase acquisition and data processing times. Currently, the two main categories of 3D documentation methods are Image Based Modelling (IBM) and Range Based Modelling (RBM). In this paper, preliminary investigations aimed at evaluating the accuracy and performance of a front surface mirror in Image Based Modelling for small artefacts are presented. These results are then compared to a reference model generated from the artefact using a structured light system.
INTRODUCTION
Small artefacts, especially in the cultural heritage sector, present numerous details that require careful and highly accurate recording. Sometimes the procedure of 3D documentation is complicated due to hidden parts of the object, occlusions, and obstructions around the object. These challenges lead to increased collection and processing time, especially in cases where mass digitisation of artefacts is required.
Mirrors are often used in 3D reconstruction projects and especially in photogrammetry, where their use was firstly mentioned by Mikhail (1968) . In this study, a front surface mirror was used in order to investigate the effect on the 3D reconstruction process for a small artefact. The object was photographed twice; once directly and then via its reflection in the mirror. Results were compared and evaluated using a 3D point cloud of a structured light system.
The state of the art for using mirrors in 3D reconstruction and photogrammetry is summarized in section 2, while section 3 describes the previous work of the Laboratory of Photogrammetry at NTUA in using front surface mirrors. Section 4 presents the data acquisition procedure for Image Based Modelling, including the use of a structured light system. After that, the reason for the use of the Mirror Transformation application is described in section 5, while the evaluation procedure with Multiscale Model to Model Cloud Comparison (M3C2) algorithm is presented in section 6 and Section 7 refers to some concluding remarks.
STATE OF THE ART
Mirrors are frequently used in various applications in photogrammetry and the 3D reconstruction of objects. "Mirror * Corresponding author Photogrammetry" was coined by Mikhail (1968) , who noted that multiple perspectives can be captured without moving the camera using mirrors. The position of the camera simultaneously allows the capturing of the object and its reflection in the mirror(s). He presented four case studies in which it is assumed that the camera axis is horizontal and the object space coordinate system has the origin at the camera perspective center, its X axis toward the mirror and its Y axis along the optical axis.
In the field of orthopedics, limbs have also been modelled from photogrammetric images with the help of mirrors (Kratky, 1975) . Over twenty years later, different kinds of mirrors (planar, ellipsoidal, hyperbolic and parabolic) were utilised on a four stereo system and the results compared with conventional stereo systems (Nene & Nayar, 1998) . This setup was able to acquire two or more projections of the scene in the same image, each from a single viewpoint. Furthermore, a digital close-range photogrammetry system was developed by Tokarczyk and Mikrut (2000) , subsequently applied to both the medical and rail infrastructure fields. Where its application in the medical field concerned overload monitoring for medical rehabilitation, its rail infrastructure application involved locating points on crosssections. In both cases, cameras were calibrated in a laboratory. A 3D motion data analysis was developed using a system which consisted of a high-speed camera and a four-head mirror system for the determination of object coordinates (Putze, 2005) . This system was employed in order to generate virtual cameras. Mitsumoto et al. (1992) used mirrors to symmetrically align the direct and mirror images in order to find correspondences between them through use of a vanishing point. They nonetheless observed that invisible parts may still remain using a mirror. However, through the use of multiple mirrors occluded parts can be made to decrease or disappear completely, thus enabling a full 3D reconstruction of an object. Moreover, Hu et al. (2005) have used planar mirrors in 3D object reconstruction. Specifically, they proved a theorem for the orientation of the mirrors and determined the distance between the mirror and the object. Riquelme et al. (2017) designed a laboratory test for analyzing the arising measurement noise when using standard and highquality mirrors in terrestrial laser scanning applications. They confirmed that the order of magnitude of the errors obtained when mirrors are used is lower than the precision of the instrument. In addition, mirrors were used in planar catadioptric vision sensors consisting of a pinhole camera observing a scene reflected in two or more mirrors. Catadioptric images were also used in SfM procedure to reliably reconstruct a large indoor scene (Doubek & Svoboda, 2002) . Mariottini et al. (2011) explored a scenario in which a robot manipulator equipped with a pinhole camera on its end-effector for observing an unknown 3D scene both directly and reflected through multiple planar mirrors. Akay & Akgul (2014) described the problem of using multiple RGB-D cameras. They proposed the use of mirrors to introduce these cameras virtually into the system. A calibration and 3D reconstruction method based in images reflected from planar mirrors acquired with one camera was presented by Martins & Dias (2005) . A "Mirror Transformation" algorithm was developed by Thomaidis (2014) in order to generate a common point cloud by transforming the points from the plane of a front surface mirror into the point cloud. Finally, Kontogianni et al. (2018) used this "Mirror Transformation" algorithm for 3D reconstruction in two case studies, i.e. Image Based Modelling and Range Based Modelling. Schramm & Acevedo Pardo (2010) showed that a beam geometrical observation offers solutions to some problems which can be metrologically realized by laser scanners, e.g. the surface determination of mirrors with known geometry of the reflecting objects. Their formulation of the parameterized raytracing equations allows a simple description of the imaging behavior of general mirroring surfaces for image construction and reconstruction of the originals from the images.
PREVIOUS WORK
Mirrors were used for the 3D reconstruction of objects in various projects at the Laboratory of Photogrammetry at NTUA. The motivation for these projects was the development of the "Mirror Transformation algorithm" (Thomaidis 2014) which allows the transformation of point clouds reflected in a mirror. Specifically, a front surface mirror was utilised for producing the reflected point cloud. This type of mirror is commonly used in industrial and scientific applications, e.g. construction of mirror stereoscopes or telescopes. These mirrors have a metallic reflective surface on the front and a glass layer on the back. They produce the best optical and metric results for all experimental procedures, since the direct interaction of the light with the reflective material means there is no refraction. However, the mirrors are sensitive since their reflective surfaces are directly exposed to the environment. Figure 1 presents a comparison of a back and front surface mirror.
Figure 1: Effects of a back surface (left) and front surface (right) mirror) (Wikipedia, 2019) It is obvious that in both cases the pen is touching the surface of the mirror. In the case of the back surface mirror, however, a ghosting effect is visible (Wikipedia, 2019) . Thomaidis (2014) investigated in his work if and how the mirror changes the reference system of an external observer such as a laser scanner or a camera. As far as the external observer is concerned, the intervention of the mirror does not alter the orientation of the reflected artefact and as a consequence, the reference system remains the same. Thus every reflected point is connected with its corresponding original one on the object with a translation transformation. In other words, every reflected point must be moved vertically to the surface of the mirror at a distance twice its distance from the mirror surface (Thomaidis, 2014) . Figure 2 illustrates this transformation.
Figure 2: Translation transformation (Thomaidis, 2014) In order to achieve the connection between the real and the reflected point cloud, the planar surface of the mirror must be precisely determined in the reference system of the external observer. The definition of the mirror's plane was carried out using four points. After the definition of the mirror's plane, the construction of the reflected point cloud was performed with the use of the translation transformation. For this purpose, the Mirror Transformation application was written in Python 2.7.6 (Python, 2013) using wxPython version 2.8 (wxPython, 2011), a Graphical User Interface (GUI) library. Additionally, the algorithm was modified to include colour information of the point cloud (Kontogianni et al. 2018 ).
The transformation was applied in two case studies. In the first, a Time of Flight (ToF) laser scanner was used ( Figure 3 ). In the second case study, Mirror Transformation was used in Image Based Modelling technique (Figure 4 ). In this case study, the algorithm was modified to colour information into account, as already mentioned above. Figure 4 : Point cloud before and after transformation. Image Based Modelling case study (Kontogianni et al. 2018) 
DATA ACQUISITION
In order to perform the evaluation process, the object was recorded twice in 3D. For the first, the SfM-MVS algorithm was used, while in the second case study, the objects were digitised with the use of a Structured light system.
Image Based Modelling
In order to investigate the mirror effect on Image-Based Modelling, a front surface mirror with the dimensions 17×17cm was used. The mirror was placed behind the same part of the object which was photographed twice. In the first case, the part (front or behind) of the object was photographed directly and in the second case, the reflection in the mirror of the same part of the object was imaged ( Figure 5 ).
Figure 5: Image-Based Modelling experimental setup
A Nikon D800 camera with a CMOS full-frame sensor (36mm × 24mm) and a 24-85mm Nikkor zoom lens was used for data acquisition. The finely adjusted focal length was 50mm. The commercial software Agisoft PhotoScan (Version 1.4. 0) was employed for the creation of the 3D point cloud for each part of the artefact. Both point clouds were georeferenced in order to be projected within the same reference system. The procedure was carried out using the coordinates of the mirror's corners. Figure  6 illustrates the 3D point clouds for both parts, i.e. the real object and its reflection. 
Structured light system
In order to compare the results of IBM with and without the use of the mirror, the 3D point cloud of the object was generated using the structured light system PrimeScan from AICON 3D Systems GmbH (Hexagon, 2019) . The artefact was placed on a turntable with targets ( Figure 7) in order to ensure a reliable alignment of the partial scans using the Optocat software. The partial scans were then exported in ASCI format for further data post-processing in Geomagic Studio software. Two point clouds were created in total; one for the upper part and the other for the lower part of the object. The two point clouds were aligned
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MIRROR TRANSFORMATION
To demonstrate the effects of the mirror, the point clouds generated with IBM were registered in the same coordinate reference system as the point cloud from the structured light system (SLS) using the open source software CloudCompare (CloudCompare, 2017) . Initially, the alignment process was performed by manual selection of common points in both point clouds. For the point cloud of the real object from SLS, the process was successful, though the alignment process of the reflected point cloud failed, as can be seen in Figure 9 . The software recognised the reflection of the object as a different object.
Figure 9: Alignment process between reflection and SLS point clouds
Consequently, it was investigated if the use of the Mirror Transformation application could improve the alignment process.
To that end, the reflected point cloud was transformed by entering the coordinates of the four corners of the mirror, calculated with the trilateral method. The four corners of the mirror were used for the definition of its plane. After the transformation, the alignment procedure was performed to align the point clouds. Figure 10 presents the successful alignment process for the transformed point cloud of the reflection.
Figure 10: Successful alignment process between reflection and SL point clouds
Since the alignment is a process which connects the point clouds with minor precision, the ICP algorithm (Besl & McKay, 1992) was used to register the two point clouds with higher accuracy.
EVALUATION
After alignment and registration stages of the point clouds, they were compared using the open source software CloudCompare. The main scope of this comparison is to investigate how the use of a high-quality mirror affects the overall process. The point cloud created with the structured light system was used as the reference data set, i.e. the 3D point clouds created with and without the use of the mirror were compared to each other. The Multiscale Model to Model Cloud Comparison (M3C2), a plugin tool of CloudCompare, was utilised to demonstrate the effect of using a mirror in the 3D reconstruction of small artefacts.
The M3C2 algorithm (Lague et al. 2013 ) operates directly on point clouds and is not dependent on their density. The algorithm uses core points in the reference point cloud. All calculations are carried out with the initial data irrespective of if the point cloud is sub-sampled or not. The computation of the distance and the confidence interval is performed for each core point.
In addition, comparisons were made between the front and back parts of the object, each photographed twice (with and without a mirror) in order to have two point clouds for each part: one for the real object and one for its reflection. Figure 11 presents the comparison that was computed between the point clouds from Image Based Modelling using the reference point cloud of the structured light system. Surprisingly, the use of a mirror provides better results in some cases. Notably, in Figure 11 the deviations between the two point clouds are closer to zero (presented in green colour) in some regions of the back part of the object. These deviations are between -0.5mm and +0.5mm. This can be seen from the colour scale, with red representing distances greater than zero and blue distances less than zero. Furthermore, in an area on the back of the artefact the mirror did not affect the final result ( Figure 11) . It is suspected that the structured light system did not correctly record the object's surface in some regions or the registration of the SLS scans was not optimally computed. Figure 11 : Region that mirror did not affect. Real object (left) and its reflection (right).
Moreover, over the front of the artefact and particularly in some areas the mirror increased the deviation between the two point clouds. For instance, the nose of the owl is redder in the reflected point cloud, as shown in Figure 12 . It is possible that the reflective surface of this part was affected by the mirror. In addition, for the front of the object the use of the mirror improves the result in comparison to the direct photographing of the real object.
CONCLUDING REMARKS
In this paper, we investigated the use of a high-quality mirror for enhancing the procedure of 3D reconstruction of small artefacts. The results achieved were compared with 3D point clouds from a high-precision structured light system. It was observed that a high-quality mirror significantly affects the 3D documentation process for a small artefact, in various cases negatively or positively. The deviations obtained allow the use of high-quality mirrors in 3D documentation procedures for small artefacts. It is possible that these differences are due to surface characteristics, e.g. the glossiness of the object or the lighting of the scene. Hence, a proper experimental setup should be considered to achieve reliable and precise results. Furthermore, mirrors are a very useful tool if areas of an object are difficult to photograph or if occlusions and obstructions complicate the image acquisition procedure. Moreover, mirrors can be utilised in efficient mass digitisation procedures.
Finally, the use of additional mirrors positioned around the object will speed up the process of image data acquisition and 3D reconstruction. Furthermore, it is suggested to automate the procedure of point cloud registration and Mirror Transformation using coded targets for automatic detection and decoding. This aspect will significantly support the use of multiple mirrors for image data acquisition.
