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Abstract
Inductive inference is the process of extracting general rules from specific observations. This
problem also arises in the analysis of biological networks, such as genetic regulatory networks,
where the interactions are complex and the observations are incomplete. A typical task in
these problems is to extract general interaction rules as combinations of Boolean covariates,
that explain a measured response variable. The inductive inference process can be considered
as an incompletely specified Boolean function synthesis problem. This incompleteness of the
problem will also generate spurious inferences, which are a serious threat to valid inductive
inference rules. Using random Boolean data as a null model, here we attempt to measure the
competition between valid and spurious inductive inference rules from a given data set. We
formulate two greedy search algorithms, which synthesize a given Boolean response variable in
a sparse disjunct normal form, and respectively a sparse generalized algebraic normal form of
the variables from the observation data, and we evaluate numerically their performance.
Keywords: Logic; Inductive inference; Boolean function synthesis.
PACS: 02.10.-v, 07.05.Mh
1 Introduction
Inductive inference is a frequently used method in the analysis of biological networks (such as genetic
regulatory networks), or for explaining drug responses to logic combinations of perturbations. [1] In
many such analysis problems the predictors and the targets (genes, perturbations, drug responses)
are modeled as Boolean variables (active-inactive, present-absent), and they are characterized by
complex non-linear interactions. These problems are also typically ill conditioned, since the number
of observations is much smaller than the number of possible logic rules describing the interactions
between the variables.
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Contrary to the deductive inferences, which are true if their premises are true (a complete set
of observations is required in this case), the inductive inferences are inherently uncertain. Thus,
the logical inductive rules extracted from such complex interacting networks are only probable,
given the incomplete data observations. Nevertheless, the extraction of such inductive inference
rules is important for logic interaction hypothesis formulation, and for network reverse-engineering.
Relevant examples include identification of: regulatory motifs, [2] drug active pathways from gene
networks estimated by gene expression data, [3] association of gene-gene interactions, [4] single
nucleotide polymorphism (SNPs) in genome-wide association studies, [5, 6] combinatorial effects in
cancer biology, [7, 8] dynamic biological networks based on responses to drug perturbations. [9]
To better understand these problems, let us consider the typical example of inferring logical
rules explaining a response variable as a function of logic combination of perturbations. In such a
problem we have a M ×N Boolean matrix X = [xmn], containing the N logic perturbations in M
specific samples (observations), and a Boolean vector y of length M corresponding to the measured
response. The task is to infer the simplest logical rule that explains y given X. Such a problem is
ill conditioned because the number of specific samples is typically much smaller than the number of
all the possible logic interactions among the variables: M  2N .
The ill conditioning and incompleteness of the problem will also generate spurious inferences,
which are a serious threat to valid inductive inference rules. In fact for N Boolean variables one can
define 22
N
Boolean functions. Among these functions there are 22
N−M functions which will satisfy
the M constraints (samples or observations). Thus, the probability of "guessing" such a "spurious"
function is 2−M , and exponentially decreases with the number of constraints. Using random Boolean
data as a null model, here we attempt to measure the competition between valid and spurious
inductive inference rules from a given data set. We formulate two greedy search algorithms, which
synthesize a given Boolean response variable in a sparse Disjunct Normal Form (DNF) [10], and
respectively a sparse Generalized Algebraic Normal Form (GANF) [11] of the variables from the
observation data, and we evaluate numerically their performance.
2 Inductive inference as a function synthesis problem
The inductive inference process can be considered as an incompletely specified Boolean Function
Synthesis (BFS) problem. [10] In this case, given the data X and the response vector y, the task is
to find the simplest Boolean function f : {0, 1}N → 0, 1, such that:
f(xm1, xm2, ..., xmN ) = ym, m = 1, 2, ...,M. (1)
Obviously such a function is incompletely specified by the matrix X, since M  2N , where 2N is
the number of total possible combinations between the N Boolean variables. Using Boolean algebra
it can be shown that any Boolean function f can be represented using the Canonical DNF (CDNF)
expansion. [10] However, in the CDNF each disjunct clause contains all N variables, and the number
of such disjuncts is equal to the number of observations when f is 1 (TRUE). [10] Obviously such a
large expansion does not provide a practical interpretation, and therefore we are interested in finding
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the DNF expansion with the smallest number of the smallest disjuncts, which from the bio-medical
complexity point of view gives a more appropriate interpretation (parsimony principle). This is
a hard NP-complete problem, and several heuristic algorithms have been formulated to solve it
approximatively. [10] An important relaxation of this problem is to find the simplest K-DNF, which
is a disjunction of conjuctive clauses (sum of products) containing at most K variables, where each
variable may appear as either complemented or not complemented:
fDNF (x1, x2, ..., xN ) = a1x˙1 + a1x˙2 + ...+ aN x˙N+
a1,2x˙1x˙2 + ...+ aN−1,N x˙N−1x˙N+
...+ ai1,i2,...,iK x˙i1 x˙i2 ...x˙iK (2)
where a1, a2, ..., ai1,i2,...,iK ∈ {0, 1}, x˙n ∈ {xn, x¯n}, x¯n is the complement of xn, and + is the OR
operator.
It can be shown also that any Boolean function f of N variables can be represented using
the GANF expansion, which is a modulo-2 (XOR ⊕) sum of products. [11] Similarly to the DNF
expansion, we can write the K-GANF expansion:
fGANF (x1, x2, ..., xN ) = b1x˙1 ⊕ b1x˙2 ⊕ ...⊕ bN x˙N⊕
b1,2x˙1x˙2 ⊕ ...⊕ bN−1,N x˙N−1x˙N⊕
...⊕ bi1,i2,...,iK x˙i1 x˙i2 ...x˙iK (3)
where b1, d2, ..., bi1,i2,...,iK ∈ {0, 1} and x˙n ∈ {xn, x¯n}. One can see that the GANF expansion is
fundamentally different than DNF, because of the injectivity of the XOR operation.
We should note that GANF is also known in the literature as the Generalized Reed-Muller Normal
Form (GRMNF) [12, 13], and it has been shown that for a small number of variables the minimal
GRMNF expansion can be calculated efficiently using the exact algorithm given in Ref. [12], or the
Walsh transform approach, given in Ref. [13]. However, for a larger number of variables there is
no straightforward algorithm for finding the minimal GANF (GRMNF) except, for an exhaustive
search.
Here, we formulate two greedy search algorithms that attempt to find sparse K-DNF and K-
GANF expansions of a given response function, and therefore to extract simple inductive infer-
ence rules as combinations of Boolean covariates from incomplete observations. Thus, the goal is
to find the K-DNF and K-GANF expansions that best approximate an incomplete Boolean func-
tion f , and have the smallest number of TRUE coefficients a1, a2, ..., ai1,i2,...,iK , and respectively
b1, b2, ..., bi1,i2,...,iK . In order to evaluate the performance of the algorithms, we use Boolean data
generated by random Bernoulli variables, following the distribution:
x = Ber(p) ⇔
P (x = 1) = pP (x = 0) = 1− p , 0 < p < 1 (4)
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3 Greedy search for inference rules
In order to formulate the greedy algorithms we consider the set of all conjunctive clauses containing
at most K variables. The total number of such clauses grows very fast with K. Therefore, in order
to limit their number, and to maintain the required simplicity for the solutions we consider only the
cases with K = 1, 2, 3.
Given the observation data X ∈ {0, 1}M×N and the response y ∈ {0, 1}M , we expand the matrix
[X; X¯] into the larger matrix G ∈ {0, 1}M×Q of all conjunctive clauses gq, q = 1, 2, ..., Q, containing
at most K variables, calculated over all M observations from the matrix [X; X¯]. It is also natural
to exclude from G all the conjunctive clauses that evaluate to 0 (FALSE) for all the observations,
since obviously they have no contribution to the DNF and GANF expansions.
3.1 Greedy K-DNF
The algorithm is seeking a sparse K-DNF expansion of the form:
f = gq1 + gq2 + ...+ gqj =
j∑
i=1
aqigqi , (5)
where qi is the index of the selected clause gqi from the matrix G of size M × Q, and aqi=TRUE,
i = 1, 2, ..., j. The goal of the algorithm is to minimize the Hamming distance between the K-DNF
expansion f ∈ {0, 1}M and the Boolean response y ∈ {0, 1}M :
min
{
dH(y, f) =
M∑
m=1
ym ⊕ fm
}
. (6)
The algorithm starts with completely FALSE (0) vectors f (fm = 0,m = 1, 2, ...,M) and a (aq =
0, q = 1, 2, ..., Q), and at each new step selects a new column (clause) gqj from the matrix G, that
minimizes the Hamming distance dH(y, fqj ):
qj = argmin dH(y, fqj ), (7)
where
fqj = fqj−1 + gqj = gq1 + gq2 + ...+ gqj−1 + gqj . (8)
The algorithm stops when dH(y, fqj ) = 0, or when no column gqj could be found to minimize
the Hamming distance. Thus, the resulted inductive inference rule is completely specified by the
set of indexes {q1, q2, ..., qj} of the clauses extracted from the matrix G. One can see that the
approximation f can be written using the linear matrix-vector multiplication f = Ga, where a is
a sparse vector, where the coefficients {aq1 , aq2 , ..., aqj} corresponding to the selected clauses are
TRUE, while the rest are FALSE, and the sum + corresponds to the the OR operator.
A detailed description of the method is given in Algorithm 1. The function KDNF() takes as
input two bit arrays, one containing the clauses gq ∈ {0, 1}M , q = 1, 2, ..., Q, and the other one
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Algorithm 1 Greedy search for sparse K-DNF expansion.
1: function KDNF(g :: BitArray, y :: BitArray)
2: M,Q← size(g)
3: a, f ← falses(Q),falses(M)
4: Dmin, j ←M, 0
5: for t = 1 : M do
6: q,D ← 0, Dmin
7: for n = 1 : Q do
8: d← dH(f + gn, y)
9: if d < D then
10: q,D ← n, d
11: end if
12: end for
13: if D < Dmin then
14: j ← j + 1
15: aq ←TRUE
16: f ← f + gq
17: Dmin ← D
18: else
19: break
20: end if
21: end for
22: return f, a,Dmin, j
23: end function
containing the response variable y ∈ {0, 1}M , over the M different measurements. In the next
step the algorithm initializes the variables a, f,Dmin, j. Here, a is a bit array corresponding to
the coefficients in the K-DNF expansion, f = falses(M) is the initial approximation, Dmin = M
is the maximum Hamming distance between f and y, and j = 0 is the initial number of clauses
included in the expansion. The algorithm continues with a loop where maximum M clauses can
be selected for the K-DNF expansion. At each step the column q that minimizes the Hamming
distance d = dH(f + gq, y) is selected, and D is updated with the minimum value d. If D < Dmin
then j is increased with one unit, the variables are updated aq, f , Dmin are updated with TRUE,
f + gq, and respectively D. The function returns: f , the approximation of the response variable y;
a, the coefficients of the K-DNF expansion; Dmin the Hamming distance between f and y; and j,
the number of clauses included in the K-DNF expansion of y.
3.2 Greedy K-GANF
Let us assume that f is the approximation of y, such that the residual error is:
r = y ⊕ f. (9)
Reciprocally we also have:
f = r ⊕ y. (10)
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Also, we can write the approximate solution as following:
fqj =
j⊕
i=1
bqigqi = gq1 ⊕ gq2 ⊕ ...⊕ gqj = fqj−1 ⊕ gqj , (11)
where qqj are the clauses (columns) selected from the matrix G, bqi =TRUE, i = 1, 2, ..., j. The
algorithm seeks to minimize the norm of the residual:
rqj = y ⊕ fqj = y ⊕ fqj−1 ⊕ gqj = rqj−1 ⊕ gqj . (12)
Thus, the algorithm starts with r = y and a FALSE (0) vector b (bq = 0, q = 1, 2, ..., Q), and at each
new step selects the new column (clause) gqj that minimizes the norm of the new residual r:
qj = argmin |r|, (13)
where
r ← r ⊕ gqj , (14)
and
|r| =
M∑
m=1
rm. (15)
The algorithm stops when |r| = 0, or when no column gqj could be found to minimize the norm. The
final approximation of the Boolean response is: f = r ⊕ y. Again, the resulted inductive inference
rule is completely specified by the set of indexes {q1, q2, ..., qj} of the clauses selected from the matrix
G, such that the corresponding K-GANF expansion coefficients {bq1 , bq2 , ..., bqj} are TRUE, while
the rest are FALSE, such that we have f = Gb, where the sum + is replaced by the ⊕ operator.
A detailed description of the method is given in Algorithm 2. The function KGANF() takes as
input two bit arrays, one containing the clauses gq ∈ {0, 1}M , q = 1, 2, ..., Q, and the other one
containing the response variable y ∈ {0, 1}M , over the M different measurements. In the next step
the algorithm initializes the variables b, r,D, j. Here, b is a bit array corresponding to the coefficients
in the K-GANF expansion, r = y is the initial residual, Dmin = M is set to the maximum possible
norm of r, and j = 0 is the initial number of clauses included in the expansion. The algorithm
continues with a loop where maximum M clauses can be selected for the K-GANF expansion. At
each step the column q that minimizes the norm of r⊕ gq is selected, and Dmin is updated with the
minimum value d. If the column q was already selected in a previous step (bq =TRUE) then j is
decreased, since the XOR operator ⊕ applied a second time with the same data cancels the previous
application. If the column q was not selected before (bq =FALSE) then j is increased with one unit.
The values of bq and r are updated with bq⊕TRUE and respectively r ⊕ gq. The algorithm stops if
the norm of the residual becomes zero, Dmin = |r| = 0, or no other column to minimize |r| could
be found, q = 0. The function returns: f = r ⊕ y, the approximation of the response variable y; b,
the coefficients of the K-GANF expansion; Dmin the norm of the residual r; and j, the number of
clauses included in the K-GANF expansion of y.
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Algorithm 2 Greedy search for sparse K-GANF expansion.
1: function KGANF(g :: BitArray, y :: BitArray)
2: M,Q← size(g)
3: b, r,Dmin, j ← falses(Q),y,M, 0
4: for t = 1 : M do
5: q ← 0
6: for n = 1 : Q do
7: d← |r ⊕ gn|
8: if d ≤ Dmin then
9: q,Dmin ← n, d
10: end if
11: end for
12: if q > 0 then
13: if bq then
14: j ← j − 1
15: else
16: j ← j + 1
17: end if
18: bq ← bq⊕TRUE
19: r ← r ⊕ gq
20: end if
21: if Dmin = 0 or q = 0 then
22: break
23: end if
24: end for
25: return r ⊕ y, b,Dmin, j
26: end function
4 Numerical results
4.1 Sparse Boolean function synthesis
In order to illustrate numerically the performance of the GS algorithm we consider N = 50 Boolean
variables. We simulate the problem for Bernoulli processes with 0 < p ≤ 0.5, using 103 different
instances for each µ = M/N ∈ [0, 3].
During the simulation we collect the probability of exact synthesis, η = 1 − dH(f, y)/M , where
dH(f, y) is the Hamming distance between the best approximation f and the target y, while M
is the maximum possible Hamming distance. We also collected ρ = j/N , where j the number of
required clauses, and N is the number of variables in the matrix X. Finally we represent graphically
the average quantities 〈η(µ)〉 and respectively 〈ρ(µ)〉, as a function of µ = M/N .
The simulation results are shown in Figure 1. One can see that both algorithms can synthesize
very sparse expansions with high probabilities. The synthesis probability 〈η(µ)〉 exhibits a transition
as a function of µ and K, and the transition point also depends on the probability p of the Bernoulli
process used to generate the Boolean data, µ∗(p). As expected, the synthesis probability increases
as p decreases.
7
For K = 1 the synthesis probability deteriorates relatively fast for µ∗ > 0.2. For K = 2 the
number of possible choices for the clauses in the expansion is quadratically larger (∼ N2), and this
reflects also on higher values of the transition point µ∗. The results are more dramatic for K = 3,
since for this case the number of possible choices for the clauses is much larger (∼ N3), resulting in
much larger values of the transition point µ∗. The transition point µ∗ corresponds to a synthesis
probability of η(µ∗) = 0.98, which also corresponds to a 1 bit synthesis error in the response function
y. The obtained values of the transition points µ∗ are summarized in Table 1, and respectively in
Table 2.
Table 1: K-DNF transition points µ∗ for 1-bit synthesis error η(µ∗) = 0.98.
K p = 0.125 p = 0.250 p = 0.375 p = 0.500
1 0.24 0.16 0.14 0.12
2 2.36 0.80 0.42 0.29
3 > 3.0 1.54 1.01 0.41
Table 2: K-GANF transition points µ∗ for 1-bit synthesis error η(µ∗) = 0.98.
K p = 0.125 p = 0.250 p = 0.375 p = 0.500
1 0.28 0.20 0.16 0.14
2 > 3.0 1.50 0.84 0.60
3 > 3.0 > 3.0 2.72 1.59
4.2 Sparse Boolean function recovery
In a second numerical experiment we consider the recovery problem. More exactly, given the matrix
G ∈ {0, 1}M×Q of all conjunctive clauses gq, q = 1, 2, ..., Q, we synthesize the response function y
using a sparse selection of S clauses randomly drawn (with equal probability) from gq, q = 1, 2, ..., Q.
Therefore, in this case the response y is a priori synthesized using clauses drawn from G, and the task
is to recover these unknown clauses using the K-DNF and K-GANF algorithms. Here we consider
the cases for S = 1, 2, 3, 4 unknown clauses, with N = 50 and p = 0.5. As before, we average over
103 different instances for each µ = M/N ∈ [0, 3]. We collect both the probability of exact synthesis
〈η(µ)〉 and the probability of exact recovery 〈σ(µ)〉. Here, σ(µ) measures the probability that all
the unknown clauses in y are correctly recovered by the K-DNF and K-GANF algorithms.
The results are shown in Figure 2. One can see that while the synthesis probability 〈η(µ)〉 is very
high for all S values, the probability of exact recovery 〈σ(µ)〉 substantially drops by increasing the
number S of unknown clauses. This means that the algorithms are able to synthesize a relatively
good response, that matches well the given y, but they don’t include the correct clauses. This is
a consequence of the fact that the matrix G may contain several "equivalent" clauses, competing
in the greedy selection mechanism used by the algorithms, and which therefore lead to "spurious"
inferences. Also, the correct recovery probability 〈σ(µ)〉 drops sharply at small µ values, which is
expected since the number of constraints M is small for a small µ, and therefore the probability of
"spurious" inferences increases.
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5 Conclusion
The problem of extracting logic inference rules from incomplete Boolean data observations is fre-
quently encountered in the analysis of biological networks. The ill conditioning and incompleteness
of the problem can also generate spurious inferences, which are a serious threat to valid inductive
inference rules. Using random Boolean data as a null model, here we made an attempt to measure
the competition between valid and spurious inductive inference rules from a given data set. More
exactly, we have formulated two greedy search algorithms, which synthesize a given Boolean response
variable in a sparse DNF, and respectively a sparse GANF of the variables from the observation data.
Also, we have shown numerically that both algorithms can synthesize very sparse expansions with
high probabilities, and the synthesis probability exhibits a transition as a function of the number of
observations, with a transition point depending on the probability of the Bernoulli process used to
generate the Boolean data. However, these greedy algorithms cannot recover correctly an a priori
synthesized response, due to the inherent competition mechanism between the existing "equivalent"
valid and spurious clauses.
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Figure 1: The probability of exact synthesis 〈η(µ)〉 (blue filled symbols) and the average number of
clauses 〈ρ(µ)〉 (red empty symbols) as a function of µ = M/N and the probability p of the Bernoulli
processes (p = 0.5 squares, p = 0.375 circles, p = 0.25 triangles, p = 0.125 diamonds). K-DNF left
column, K-GANF right column, K = 1 top, K = 2 middle, K = 3 bottom.
11
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40
0.45
0.50
0.55
0.60
0.65
0.70
0.75
0.80
0.85
0.90
0.95
1.00
1.05
(
),
(
)
K-DNF, K = 1
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40
0.45
0.50
0.55
0.60
0.65
0.70
0.75
0.80
0.85
0.90
0.95
1.00
1.05
(
),
(
)
K-GANF, K = 1
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40
0.45
0.50
0.55
0.60
0.65
0.70
0.75
0.80
0.85
0.90
0.95
1.00
1.05
(
),
(
)
K-DNF, K = 2
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40
0.45
0.50
0.55
0.60
0.65
0.70
0.75
0.80
0.85
0.90
0.95
1.00
1.05
(
),
(
)
K-GANF, K = 2
Figure 2: The probability of exact synthesis 〈η(µ)〉 (blue filled symbols) and the probability of exact
recovery of unknown clauses 〈σ(µ)〉 (red empty symbols) as a function of µ = M/N and the number
of unknown clauses (S = 1 squares, S = 2 circles, S = 3 triangles, S = 4 diamonds), for p = 0.5.
K-DNF left column, K-GANF right column, K = 1 top and K = 2 bottom.
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