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Introduction
The F-BRIDGE project [1, 2] was a European initiative aiming at complementing the classical empirical approach to design nuclear fuels by a more physically-based description of fuel and cladding materials. As such, F-BRIDGE was part of the international on-going effort to increase the efficiency in designing innovative fuels both to improve performance and safety of current fuel systems and to design those for tomorrow, next to the Center for Material Science of Nuclear Fuels (CMSNF) [3] , the Nuclear Energy Advanced Modelling and Simulation (NEAMS) program [4] , the Consortium for Advanced Simulation of Light Water Reactors (CASL) [5] in the US, or the NXO project in Japan [6] .
A better knowledge of the elementary phenomena occurring under irradiation is crucial to enable a better prediction, leading itself to a rationalization of the design process and a better selection of promising fuel systems. One important objective of the http://dx.doi.org/10.1016/j.jnucmat.2015.02.026 0022-3115/Ó 2015 Elsevier B.V. All rights reserved.
F-BRIDGE European project was to develop a consistent multiscale approach enabling the description of the transport properties in UO 2 under irradiation (in particular normal operational conditions) at the mesoscopic level. Various methods from the atomic to the mesoscopic scale, which yield complementary information, were used, in particular electronic structure methods (density functional theory), empirical potentials, kinetic Monte Carlo methods and rate theory models (cluster dynamics). The results of atomistic simulations represented the keystones and guiding principles for the establishment of the mesoscale models, but the analysis of the mesoscale models input parameters also guided the investigations performed at the atomic scale. This multiscale approach was developed jointly with the experimental separate effect studies and characterizations at relevant scales also performed in the F-BRIDGE project [7, 8] .
The multiscale approach that the F-BRIDGE investigation contributed to develop is shown in Fig. 1 . The green rectangle shows the methods used for the investigation of transport properties reported here.
We present here a synthesis of the investigations at the atomic scale of the transport properties of defects and fission gases in uranium dioxide, as well as of the transfer of results from the atomic scale to specifically developed models at the mesoscopic scale performed during the F-BRIDGE European project between 2008 and 2012. The atomic transport properties of defects and fission gases in uranium dioxide have been extensively studied at the atomic scale, using electronic structure calculations (see reviews by Liu et al. [9] and Dorado et al. [10] ) and empirical potential methods (see e.g. Govers et al. [11, 12] and Devanathan et al. [13] ). This is the first time, however, that such a systematic exercise including the calculation of a wide range of parameters of mesoscale models and the development of such models using the data calculated at the atomic scale was done for a fuel material, even if one only one aspect of in-pile irradiation was considered. In particular, the thermodynamical properties of fuel, the chemical evolution happening during burn-up, or the modification of the mechanical properties were not considered in the investigations presented here.
The outline of the article is as follows. We first present the mesoscale models developed to investigate defects and rare gas behaviour in uranium oxide fuel, and in particular the cluster dynamics and kinetic Monte Carlo methods employed to model the behaviour of defects and fission gases in UO 2 , as well as the parameters of these models. Second, we describe briefly the atomic scale methods employed, i.e. electronic structure calculations and empirical potential methods. Then, we show the results of the calculation at the atomic scale of the data necessary for the mesoscale models. Finally, we summarise the links built between the atomic and mesoscopic scales by listing the data calculated at the atomic scale which is to be used as input in mesoscale modelling and identifying the gaps.
Many of the calculation results presented in this synthesis have been published individually. When this is the case, the reference is given at the beginning of the section presenting them.
Mesoscale investigation of UO 2 under irradiation

Mesoscale modelling
The modelling of fuel under irradiation at the mesoscopic scale aims at describing the evolution of the fuel microstructure either in-pile or under ion irradiation. In particular, the evolution of the populations of point defects, defect clusters and fission gas atoms and bubbles in one or several grains over macroscopic times are investigated. The knowledge of these quantities is essential since these populations control a large number of material properties and their macroscopic evolution, e.g. nucleation and growth of bubbles and dislocation loops, porosity, re-densification and radiation enhanced diffusion. The mesoscale investigations thus bring further insight into the physico-chemical and mechanical behaviours of fuels, which condition the design and safety of nuclear reactors.
Various types of methods exist to model materials at the mesoscopic scale. Several have been applied to materials, and in particular nuclear fuel under irradiation, such as rate theory methods, kinetic Monte Carlo or phase field methods. The first two types of methods were selected for the multiscale approach developed. These methods and their application to the investigation of the behaviour of defects and gases in UO 2 are described in detail in Refs. [14] and [15] . Their principles, the results that can be obtained and the input parameters needed are recalled below. Fig. 1 . Multiscale approach that the F-BRIDGE investigation contributed to develop of the transport properties developed in the F-BRIDGE project. The green rectangle shows the focus of the work reported here from the atomic to the mesoscopic scale. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Cluster dynamics 2.2.1. Principle
Cluster dynamics is a rate theory method adapted to the simulation of the evolution of point defects and defect clusters in materials [16] . In this method the system investigated is seen as a gas of clusters of various sizes (including monomers) of vacancies, interstitials and solute atoms. The atomic positions are not considered and the properties of the system are often spatially averaged. The evolution of the system is then described by a set of differential equations on species concentrations. In the case of non-conservative clusters consisting of defects (vacancies and self-interstitials) and solute atoms, with a few mobile clusters i.e. that react with or can be emitted by other clusters, the equations can be written as follows: where C(n,p) is the concentration of clusters containing n defects and p solute atoms; J (n,p)M(m,q) terms are the flux from one cluster size to another; G(n,p) is the source term which describes the production of defects through irradiation; K(n,p) is the sink term which accounts for the annihilation of mobile defects on sinks.
The resolution of these equations yields the concentrations of the various defects and defect clusters over time. In practice, a detailed description is only important for the monomers and small clusters. Approximations are made for large cluster sizes.
Advantages and limitations
Due to its low computer cost, cluster dynamics can handle long term evolution that cannot be investigated through atomistic methods. Cluster dynamics enables the development of more general and precise models than standard operational rate theory models previously applied to nuclear fuels [17] , which rely on the same physics, but make significant and poorly justified approximations on the cluster size distribution. In comparison, the complete and unbiased description of the cluster size distribution in cluster dynamics is a natural receptacle for the basic parameters yielded by atomic scale studies.
A significant drawback of the method is the loss of space correlations of the elements of the material microstructure which is the price paid for the strong decrease of the computer cost compared to atomistic methods. The improved description compared to earlier rate theory models comes with an increased complexity of numerical resolution. Finally, if cluster dynamics has been extensively applied to metallic systems, developments are still needed for the application to fuels.
Model developed
The cluster dynamics method was applied to the study of the behaviour of defects and krypton in irradiated UO 2 [15] . The model used for the investigation of fission gas release in UO 2 is described in detail in Refs. [14] and [15] . We recall here only the main parameters and assumptions of the model.
Only one lattice composed of neutral (UO 2 ) sites is considered in this study. The elementary vacancy (hereafter called V) and interstitial (I) are therefore assumed to be the Schottky defect (UO 2 trivacancy) and the anti-Schottky defect (UO 2 tri-interstitial), respectively. Both types of defects are assumed to be mobile and can therefore react with other defects and be absorbed or emitted by clusters. The gas atoms are supposed to be mobile in two configurations, as interstitial (noted Kr) or combined with a di-Schottky vacancy (Kr-U 2 O 4 complex noted V 2 Kr), as may occur in metals.
The energetic and kinetic parameters of the model were taken from atomic scale calculations (see Sections 2.4 and 6). The source term is evaluated on the basis of classical molecular dynamics simulations [18] . The cascade resulting from the implantation of a single ion (250 keV krypton ion or fission product) is assumed to break down into lower energy independent subcascades of $20 keV, each producing on average one cavity of 40 vacancies, $2.7 loops of 15 interstitials and 40 additional isolated interstitials and vacancies. Krypton is assumed to be inserted in an interstitial position during implantation.
Results obtained
The fraction of Kr reaching the surface and released at 1250°C was calculated and compared to the experimental data, as shown on Fig. 2 .
The results of the cluster dynamics simulations enabled us to propose two mechanisms for krypton release: 8% of the initially interstitial krypton immediately reaches the surface (initial burst) while the remaining fraction is trapped by vacancies to form successively VKr (Kr in a Schottky defect) and V 2 Kr (Kr in a di-Schottky defect) and is released during a second stage following a quasi Fickian behaviour. Eventually, 11% of the krypton is released. A Fickian analysis of the release curve of this second stage yields a diffusion coefficient of V 2 Kr of 4 Â 10 À21 m 2 /s. A preliminary sensitivity study of the release as a function of the vacancy migration energy showed that more mobile vacancies induce a more effective Kr bulk trapping, which leads to a lower initial release. Additional investigations, however, are necessary to confirm these results and determine the precise mechanisms at work. Although the initial fission gas release cannot be accounted for by a Fickian behaviour, the second stage can be fairly well described by a purely diffusive process, which means this kind of experiment is a relatively simple but reliable tool to evaluate diffusion coefficients. Cluster dynamics enabled a comprehensive interpretation of both stages.
Models taking into account grain boundaries to describe polycrystalline UO 2 must still be developed to improve the description of the fission gas behaviour.
Kinetic Monte Carlo
Principle
Kinetic Monte Carlo (KMC) methods [19] [20] [21] [22] [23] [24] are stochastic methods enabling the simulation of the time evolution of a system when the processes governing the evolution are known. The scope Fig. 2 . Simulated and experimental fraction of Kr released for the best parameter set [15] .
of applications for KMC is extraordinarily wide, ranging from epidemiology and population kinetics to surface growth or radiation damage. Three commonly used kinetic Monte Carlo models are:
Lattice or atomistic KMC [25, 26] : In this variant the system is the atomic lattice, the processes of evolution are jumps of the atoms composing the system from a position to another and the jump rate is due to local environment. Object KMC [27] [28] [29] : Only the positions of the ''objects'' e.g. defects or impurities are considered, and the positions of atoms on the background lattice are not included in the simulation. This is the kind of model applied to UO 2 in F-BRIDGE. Event KMC [30] is a variant of object KMC where events are related to interactions between objects and not to atomic jumps on the lattice.
A kinetic Monte Carlo simulation consists of determining at every time step a plausible subsequent state of the system through the selection of a transition among all the possible transitions according to their occurrence probability law. A large number of steps are simulated so that the average result can be evaluated. In lattice KMC, one must choose at every time step an event among all the possible jumps and keep track of the successive positions of the mobile atoms of the system. From a technical point of view there are two problems to solve at each step: selecting an appropriate event and determining the time at which it occurs. The transition events are chosen randomly proportionally to their transition rates. Once a transition is chosen, its time of occurrence is determined by generating a random number and comparing it with the probability that the system undergoes its current transition at a given time. At the end of the simulation, various interesting parameters can be extracted, such as diffusion coefficients or thermodynamic constants.
Advantages and limitations
Kinetic Monte Carlo provides a methodology to overcome the molecular dynamics time limitation. The main advantage of KMC methods is that systems out of thermodynamic equilibrium can be simulated for microscopic time scales while keeping spatial correlations. In addition, transition events can be turned off or on to separate the effects.
All possible events and their rates, however, must be known in advance, the method in itself is not predictive. KMC are also computationally expensive, in particular compared to rate theory methods. In the case of plain lattice KMC, calculation time scales linearly with the number of atoms.
Results obtained
A simple kinetic Monte Carlo model was applied to the investigation of the migration of oxygen interstitials in UO 2 . Two cases were considered:
In the first case, only mono-interstitials were able to move and they could only move into an interstitial site if that site was empty. Mono-interstitials were also prevented from occupying nearest neighbour sites because of the repulsion observed in electronic structure results. In the second case di-interstitials could form with a rate governed by the calculated binding energy and interstitial diffusion barrier and then hop via a di-interstitial mechanism. Clusters containing more than two interstitials were prevented from forming via a blocking scheme equivalent to the one used for mono-interstitials in the first case. The influence of the barrier to the di-interstitial dissociation was investigated by considering two different barriers: one calculated in GGA which is slightly lower than the di-interstitial migration energy [31] and one obtained during the project using GGA + U, which is higher than the di-interstitial migration energy (di-interstitial models 1 and 2, respectively).
The evolution of the oxygen diffusivity as a function of the deviation from stoichiometry x in the hyperstoichiometric regime yielded by the ''mono-interstitial'' and the two ''di-interstitial'' models at 1073 K, as well as the experimental diffusion coefficients of tracer 18 O obtained by mass spectrometry or nuclear reactions [32, 33] , are shown in Fig. 3 . It can be seen that in the mono-interstitial model D initially increases with the deviation from stoichiometry until the interstitials begin to interact with each other by blocking available diffusion paths, which results in decreasing D for high x. It is seen that the oxygen diffusivity calculated by this simple blocking model is in good agreement with experimental observations at low x but is much lower than the maximum D observed experimentally for x = 0.12.
The inclusion of the di-interstitial mechanism increases the oxygen diffusivity for all deviations from stoichiometry, especially at high x values, which greatly improves the agreement with the experimental data. The oxygen diffusivity is higher in the second di-interstitial model since it encourages the formation of more di-interstitials, which are more mobile than mono-interstitials. This model seems to agree the best with the experimental data. It is important to note, however, that the experimental diffusivities exhibit a very large scatter, and that more precise experimental data would be needed to discriminate between the two di-interstitial models.
Input parameters of mesoscale models
Mesoscale models, in particular cluster dynamics and Kinetic Monte Carlo, employ a certain number of parameters to describe the behaviour of systems under irradiation. One can distinguish the data concerning the thermal evolution of the material, its defects and the fission products and the data on phenomena induced by irradiation. The main parameters of the mesoscale models applied in the F-BRIDGE project to the transport properties of defects and rare gases are as follows.
Thermal evolution
Formation, migration, binding energies of point defects Formation, migration, binding energies of defect clusters in bulk as a function of size Migration energies near extended defects and grain boundaries Incorporation and migration energies of solute atoms (isolated or clusters) in bulk and near extended defects Equation of state for solute Surface tension of solute clusters/bubbles Recombination/elimination rates of defects on sinks.
Irradiation induced phenomena
Damage created by irradiation: source term Volume evolution of extended defects during irradiation Irradiation induced resolution of defects or solute atoms Precipitation of solutes Radiation induced and enhanced diffusion As will be shown in Sections 5 and 6 of this article, this data can be determined at the atomic scale.
3. Atomic scale methods used to calculate the input parameters of mesoscale models Two types of methods were used to calculate at the atomic scale the input parameters of mesoscale models: electronic structure methods and empirical potentials. These methods are described extensively in the literature, for instance in Refs. [34, 35, 36] . We give below a short description of the two types of methods.
Electronic structure calculations
The properties of matter can be deduced from calculations at the atomic scale by solving the Schrödinger equation. This approach, which considers the interactions between the nuclei and the electrons described by a set of coupled differential equations, and necessitates only little prior knowledge of the system studied or parameterization, is called electronic structure or ab initio. Only an approximated solution to the many body problem can be obtained using numerical techniques, for instance the density functional theory (DFT).
In this framework the total energy of a system is calculated as a function of its electronic density. This reduces significantly the number of variables of the problem compared to other quantum chemistry methods, and therefore the computational cost needed to solve approximately the Schrödinger equation. The exact analytical expression for the energy as a function of the electronic density is unknown, the interactions impossible to calculate exactly are gathered in a term called the exchange-correlation term. This separation is justified by the fact that this part of the energy, even if it is important for the chemical bonding, is small compared to the total energy of the system. Various approximations were proposed for the exchange-correlation term, for instance the local density (LDA) or generalised gradient (GGA) approximations, or for strongly correlated systems, such as actinide compounds, the DFT + U method or hybrid functionals.
Empirical potentials and classical molecular dynamics
Empirical potentials constitute the second large family of atomic scale modelling methods. In contrast to quantum mechanical methods, empirical pair potentials parameterise the interaction between atoms in terms of a simple analytical function. Therefore, the complex and computationally demanding description of the electron dynamics is withdrawn in favour of a simpler effective model. Pair potentials, depending only on the distances between the atoms of the system, and usually containing a short-range repulsion, a van der Waals attraction, a long-range Coulomb interaction and a covalent bonding term, are very commonly-used potentials, especially for mostly ionic compounds such as UO 2 . The parameters of these potentials are determined empirically by fitting the free parameters to a set of thermophysical properties obtained experimentally or from electronic structure calculations.
The polarisability of the constitutive ions is a significant contribution to the total energy of the system. The most common treatment to take into account this polarisability, called the rigid ion model, is to combine the effects of polarisability of the ions into the attractive part of the short range interaction potential. A more complex method is the core-shell model, in which each ion is represented as a positively charged, massive core coupled by a harmonic spring to a negatively charged shell, massless or exhibiting a small mass.
Different sets of potential parameters were proposed as suitable for modelling the bulk and defect behaviour of nuclear oxide fuels [36] . These potentials are very often combined with the simulation of molecular dynamics, which enables the simulation of the evolution in time of a system and to explore its configuration space. This combination is referred to as classical molecular dynamics (CMD).
4. Assessment of atomic scale methods for the description of bulk and defective UO 2 , as well as rare gas behaviour Simulation of the irradiation behaviour of UO 2 is one of the most challenging problems for atomic scale modelling because of the particular properties of actinide compounds and of the complexity of the processes induced by irradiation. During the F-BRIDGE project comprehensive work was done to review and improve the state of the art of the atomic scale description of UO 2 under irradiation, in particular the description of perfect and defective UO 2 , as well as of the behaviour of rare gases, using electronic structure and empirical potential methods [36] . The results of the assessment done are summarised here.
The evaluation of the density functional theory performed [36, 10] shows first that the GGA approximation yields reasonable properties of bulk UO 2 (except for the electronic structure), but that the description of the defect behaviour is only qualitative. The GGA + U formalism combined to a careful monitoring of the orbital occupancies (see Section 5.1.1) improves significantly the description of bulk UO 2 and of oxygen transport. This is in agreement with the conclusions of Liu et al. [9] . Precise experiments on uranium diffusion similar to the recent ones performed on oxygen are needed to complete the assessment on uranium defects. Other promising methods like hybrid functionals should also be assessed.
The validity of several types of functionals for the description of bonds formed by rare gases has also been assessed on model molecular compounds [37] . The results show that when the rare gas atom shares density with the neighbouring atoms, the GGA functionals yield good geometries and qualitatively correct binding energies, even if these are quite significantly overestimated. The use of hybrid functionals enables us to obtain good geometries and satisfactory binding energies. For compounds in which the rare gas atom forms weak dispersive-like bonding, the accuracy yielded by the various functionals is not as good. No functional gives satisfactory binding energies of all the association compounds investigated. Several GGA and hybrid functionals yield correct geometries, even if some isomers are not obtained. One GGA functional (PBE) yields qualitatively correct results for the compounds of the three rare gases and several hybrid functionals give satisfactory energies for He compounds. The results of this study must be confirmed on more solid systems, for instance small clusters simulating the first coordination sphere of the rare gas incorporated in a material.
The assessment of the empirical potentials available for UO 2 shows that despite the lack of a mechanism for charge transfer the general ordering of defect energies is well respected. The comparison of the migration energies yielded by empirical potentials with experimental and DFT + U results is surprisingly consistent, even if significant scatter is observed in the results between different pair potentials. Moreover, these empirical potentials enable a correct description of many of the important aspects of radiation damage. For example, simulations using these potentials reproduce the initial displacement cascade, the molten core region at the centre of the cascade and the final recombination phase of the irradiation period. The use of core-shell potentials is desirable as they offer an accurate and simple method of describing a material dielectric relaxation that may be important for correctly obtaining point defect interaction and formation energies. But there are technical and conceptual difficulties in their use for the simulation of displacement cascades [38] . It remains to be seen whether these difficulties can be overcome, or whether the coreshell models will not be suitable for the specific case of radiation damage simulations. Potentials allowing one to take into account charge transfer would also be beneficial for the study of UO 2 under irradiation.
In addition, various static methods of exploration of potential energy surfaces have been checked against molecular dynamics and experimental results. The results show that despite some slight discrepancies, the agreement between static methods and molecular dynamics values is generally satisfactory.
Finally, the question of the validity of the simulation of radiation damage using displacement cascades has been investigated. This question remains essentially open given the difficulty in simulating radiation damage, especially in insulators. Further developments and electronic structure calculations would be desirable for validation of the far-from-equilibrium configurations formed in these simulations, in particular for short ion-ion distances. Moreover, the electronic part of irradiation damage in ionic fuel materials is currently not included in these simulations, but is an important part both of the overall stopping process and of the transfer of energy to the matrix. New developments are currently in progress to describe the electronic effects in metals and insulators.
Investigation of the transport properties in UO 2 at the atomic scale
We present here the results of the atomic scale calculations of the data necessary for the mesoscale models (see Section 2.4). First, the results of the investigations of the behaviour of defects are shown. This includes the calculation of the formation, migration, binding and recombination energies, as well as the investigation using the simulation of displacement cascades and thermal spikes of the damage created by irradiation to determine the source term of the mesoscale models. The radiation induced diffusion has also been considered. Second, the studies of the behaviour fission gases and helium in UO 2 are presented. In particular, the results on the incorporation and migration of gases in UO 2 , as well as on the formation of bubbles and the resolution under irradiation are shown.
Transport properties of defects in UO 2
Electronic structure study of O and U defect behaviour
The formation energies of various point defects in UO 2 were calculated in the framework of the density functional theory in the DFT + U formalism with the orbital control scheme developed during the F-BRIDGE project to ensure the convergence to the electronic ground state of the system [39] [40] [41] . Neutral supercells were considered. The U and J parameters of the DFT + U approximation were not fitted, but the 4.50 eV and 0.51 eV values determined experimentally by Kotani and Yamazaki [42] using analysis of X-ray photoemission spectra were used. Because of the prohibitive cost associated to the modelling of paramagnetic systems in DFT + U, this magnetic order is approximated by a collinear anti-ferromagnetic order.
The point defects as follows were considered: O and U mono-interstitials, O and U mono-vacancies, O 2 di-interstitials, Schottky defects (UO 2 trivacancies) and Frenkel pairs. For the defects involving more than one atom, infinitely separated and bound configurations were investigated. Two O di-interstitial bound configurations and the three non-equivalents configurations of the Schottky defects were considered. The formation energies obtained relative to metallic uranium and gaseous dioxygen are listed in Table 1 [43] .
The analysis of the defect formation energies presented in Table 1 shows that the formation of the oxygen interstitial, the bound Schottky defects and di-interstitials (especially in the configuration where 3 oxygen atoms are split over one site) is very favourable. The binding energy of Schottky defects amounts to several eV, as can be seen by comparison with the formation energy of isolated Schottky defects.
The analysis of the charge redistribution induced in the lattice by the point defects shows the creation of U 5+ or U 3+ cations for charge compensation. The oxygen interstitial induces the formation of two U 5+ cations, the oxygen vacancy the formation of two U 3+ cations and the uranium vacancy the formation of four U 5+
cations. The position of the U 5+ and U 3+ cations relative to the point defect has an influence on the formation energy of the defect and has to be carefully monitored.
Since the end of the F-BRIDGE project several studies [44] [45] [46] focused on the various possible charged states of the point defects in uranium dioxide and showed that UO 2 is strongly ionic and that the large majority of defects formed in this materials are charged.
The migration energies of several elementary migration mechanisms for oxygen and uranium defects were also investigated in the DFT [47] , and DFT + U framework [48, 49] using the nudged elastic band method (NEB) [50] . The migration mechanisms considered are as follows:
Vacancy mechanisms, in which an atom moves to a nearest neighbour vacancy of the same chemical specie in the h1 0 0i or the h11 0i directions. In the case of uranium simple mechanisms, as well as a combined mechanism involving movement of the U vacancy and of the neighbour oxygen atoms were considered. A direct interstitial mechanism, in which an interstitial atom in an octahedral site moves to the next nearest octahedral interstitial site. An indirect interstitial mechanism (also called interstitialcy), in which an atom in an octahedral site replaces an atom on a neighbouring lattice site, which in turn moves to an octahedral interstitial site.
The migration energies obtained for the various mechanisms investigated are shown in Table 2 . The results of these calculations enable us to determine the precise mechanisms for the O and U migration. In the presence of interstitials, O and U migrate through an indirect mechanism, also called interstitialcy mechanism. In presence of vacancies, the migration occurs through jumps in the 100 direction, but for uranium, this migration is combined with significant movement of the nearest neighbour oxygen atoms.
Metadynamics investigation of O self-diffusion
To study longer-term evolution, the self-diffusion of oxygen and uranium atoms in pristine UO 2 was also simulated using the Lagrangian metadynamics method [51, 52] implemented in the CP2K program package [53] combined to empirical potentials.
The implementation of rigid-ion and core-shell models into CP2K performed in the framework of the F-BRIDGE project allowed the combination and extension of these new functionalities with features already implemented in CP2K. In this way, it was straightforward to build a link to the metadynamics module of CP2K. Metadynamics is an accelerated sampling method allowing for the fast exploration of a system's free energy landscape, even if energy barriers are present which are large compared to the typical thermal fluctuations. In this way, rare events can be observed within the time periods accessible by standard molecular dynamics simulation runs. The free energy landscape of a reaction path is reconstructed from the normal evolution of a system biased by a history-dependent potential which is obtained from a sum of Gaussians functions centred along the trajectory based on a suitably chosen set of collective variables. Metadynamics simulations can also be employed for a brute-force exploration of the free energy surface to spot all nearby minima. Thereafter, the NEB method or any similar technique is applied for the refinement of the reaction path.
In the case of the self-diffusion of oxygen and uranium in UO 2 a suitable and obvious collective variable to drive the system in phase space is the displacement of a target atom from its original position in the lattice. The history-dependent bias potential discourages the target atom to visit the same spot in the lattice repeatedly. Such a collective variable was implemented into the metadynamics module of CP2K.
Two types of empirical potentials, a rigid-ion [54] and a coreshell [55] model, were employed for the simulations to study the impact of the potential type on the diffusion behaviour. Metadynamics was used for the exploration of the free energy surface starting from an equilibrated sample of 5 Â 5 Â 5 unit cells of UO 2 . The displacement of the target oxygen or uranium atom with respect to its original lattice position was used as the only collective variable. Already after less than 100 picoseconds of simulation time various migration events involving activation energies of several eV were observed. Fig. 4 shows the free energy profile for the self-diffusion of an oxygen atom at 1500 K and 1 bar in pristine UO 2 after about 100 ps simulation time.
A strong dependence of the free energy profile on the simulation temperature and the applied potential is observed. The core-shell potential AMD simulations show already for lower temperatures (500-1000 K) a relatively flat free energy profile indicating an enhanced diffusivity of oxygen. The oxygen atom quickly leaves its original lattice position to explore the nearby interstitial octahedral holes at a distance of about 4 Å. Energy barriers of up to 2 eV are surpassed during the migration processes which gives access to simulation time scales much beyond any standard molecular dynamics simulation. These preliminary results are encouraging and electronic structure based metadynamics simulations of transport phenomena in UO 2 seem to be in reach.
Classical molecular dynamics investigation of O and U selfdiffusion near grain boundaries
To take into account the polycrystalline nature of materials, the influence of grain boundaries on self-diffusion was also studied. The uranium and oxygen self-diffusion near two symmetrical grain boundaries with different misorientation angles between grainsthe tilt R5 and R41 -were investigated [56, 57] over temperatures varying from 300 K to 2100 K using molecular dynamics simulations and the Morelon empirical potential [54] . The R41 grain boundary exhibits a small misorientation angle and the interface defects correspond to edge dislocations without any significant space between both mono-crystals. The R5 grain boundary exhibits a larger misorientation (36.9°). This induces a gap of about 1 Å between the two mono-crystals which can be seen as a line of Schottky defects at the interface [58] .
Since the atomic structure near the grain boundaries changes continuously as a function of the distance from the interface [33] , the diffusion properties are likely to change too. In order to study the influence of grain boundary structure on self-diffusion coefficients the simulation box was divided in 3 Å wide slabs along the axis parallel to the grain boundary plane. For each slab a selfdiffusion coefficient was calculated by averaging the mean square displacement of all the atoms present in the slab. Fig. 5 shows the evolution of the oxygen self-diffusion coefficients at 1500 K with the distance to the interface for the R41 and R5 grain boundaries.
For comparison the bulk self-diffusion coefficient obtained in single-crystal is displayed in the same graph (blue horizontal line).
Both grain boundaries exhibit similar behaviours and three zones can be distinguished according to the distance from the interface. In the zone closest to the interface, called grain boundary core, the diffusion coefficients are highest and relatively constant. This zone is narrow: approximately 12 Å in width (twice 6 Å). For distances from the interface ranging from 6 to 20 Å, i.e. in the intermediate zone, the diffusion coefficients decrease strongly. Then, for distances greater than 20 Å, the diffusion coefficients decrease slightly. At 50 Å from the interface the diffusion coefficients are 40 times and 60 times lower than the values at the interface for R41 and R5, respectively. This is a significant drop, but all coefficients are still two orders of magnitude higher than those calculated in the bulk. This tends to prove that grain boundaries do not act as defect sinks but enhance diffusion.
The evolution of self-diffusion coefficients with temperature in the vicinity of R41 and R5 grain boundaries was studied for temperatures ranging from 300 K to 2100 K to determine the activation energy to the self-diffusion, and subsequently the migration energies of the O and U defects. Since uranium and oxygen self-diffusion coefficients are constant in the grain boundary core, calculations were performed inside this zone. The migration energies resulting from the Arrhenius diagrams of the diffusion coefficients in the grain boundaries are presented in Table 3 and compared with those of the bulk.
It can be seen from Table 3 that the uranium migration energies obtained near the grain boundaries, approximately 0.8 eV, are much lower than the point defect migration energies calculated in near-stoichiometric bulk UO 2 using electronic structure calculations (4.1 eV for the interstitial and 3.6 for the vacancy, see Section 5.1.1) or measured experimentally in polycrystalline UO 2 matrices (3.03-4.68 eV [33] ). This result confirms that grain boundaries considerably enhance the migration of uranium atoms. This is in agreement with the experiments carried out by Sabioni et al. [59] who measured an increase of five orders of magnitude for the uranium self-diffusion coefficient near a grain boundary compared with the one in a single-crystal.
Even if there is also an apparent enhancement of the O diffusion near the GB, the oxygen migration energies in the two types of grain boundaries are close to the ones obtained in the bulk (near stoichiometric or hyperstoichiometric) using the Morelon potential or in DFT + U (see Table 3 ). This agrees well with the fact that no difference is seen in the oxygen self-diffusion between single crystalline and polycrystalline UO 2 [60, 48] . The small size of the systems and the relatively short times simulated could be responsible for the difference in the experimental and simulated diffusion coefficients.
In both types of grain boundaries, diffusion has been found to be anisotropic. The diffusion is significantly faster along the grain boundary interfaces than perpendicular to the grain boundary plane. Two different mechanisms for the oxygen atoms were found for the two GBs. For R41 oxygen diffusion occurs through hopping mechanisms in the three directions, whereas in R5, we observe a hopping mechanism along the grain boundary interface and a continuous (Brownian) diffusion in the direction perpendicular to the interface. The precise migrating species remain, however, to be determined.
Empirical potential study of oxygen and uranium Frenkel pair recombination
An important phenomenon occurring under irradiation and determining the final quantity of defects created is the recombination of defects. The oxygen and uranium Frenkel pair (FP) recombination mechanisms were studied in UO 2 [61] using a dynamical core-shell empirical interatomic potential, which enables one to take into account the polarisability of the ions. The results were compared to a more conventional rigid-ion model. The analysis of the simulation performed indicates that the FP recombination is a complex process involving several phenomena. The FP recombination can happen instantaneously when the distance between the interstitial and the vacancy is small (1st and 2nd neighbours for oxygen, 1st to 3rd neighbours for U) and is thermally activated at larger separation distances. Other criteria, however, can prevail over the interstitial-vacancy distance. The surrounding environment of the FP defect, the mechanical stiffness of the matrix and the orientation of the migration path are shown to be major factors acting on the FP lifetime. Fig. 6 shows a schematic sketch of the FP recombination paths investigated for the oxygen. Several simulations starting from different initial configurations were run at various temperatures.
The results of these simulations are collected in Fig. 7 as Arrhenius plots from which the average lifetimes of a FP can be derived. The straight lines in this figure are the best fits using an Arrhenius function.
where E a is the recombination activation energy or energy barrier that an interstitial must overcome to recombine with the vacancy, and s 0 is a pre-exponential factor.
The simulation results show that core-shell and rigid-ion models provide a similar qualitative description of the FP recombination mechanisms. However, the FP stabilities determined by both models significantly differ in the lower temperature range consid- ered. The recombination time of the oxygen FPs can be up to an order of magnitude lower in the core-shell model at T = 600 K. These differences highlight the importance of the explicit description of polarisability on some crucial properties such as the resistance to amorphisation. This refined description of the interatomic interactions would certainly affect the description of the recrystallization process following a displacement cascade. In turn, the recovery phase would be better described using the core-shell model due to the lack of polarisability in the rigid-ion model.
Classical molecular dynamics investigation of the formation and migration of dislocations
In addition to the studies of point defects shown in the previous Sections, investigations of the extended defects created under irradiation in UO 2 were also initiated. The structure of dislocations, an estimate of strain they induce on the surrounding lattice and the activation energy to dislocation creep were investigated using empirical pair potentials, principally the Morelon potential [62] . Pure edge and screw dislocations with 1=2½1 1 0 Burgers vectors were considered, these consisted of three edge dislocations with ½ 1 1 0, ½0 0 1 and ½1 1 2 line directions respectively and a screw dislocation with a ½1 1 0 line direction. The simulations cells were created by rotating the fluorite UO 2 lattice such that the dislocation line direction was parallel to the z-axis. The cell was periodic in the z-direction only and the line energy was determined by calculating the energy of ions contained within a cylindrical region, of radius r, centred on the dislocation and subtracting the energy of the same number of ions of perfect UO 2 (i.e. P N j E j ) lattice using:
where, E d (r) is the energy of the cylinder containing the dislocation and E p (r) is the energy of a cylinder of the same radius containing pure UO 2 .
The calculated line energies for the four dislocations examined here are given in Fig. 8 . This shows that the screw dislocation has the lowest line energy and that there is excellent agreement between the simulations (solid lines) and the predictions of linear elastic theory (dotted lines) beyond the dislocation core.
To quantify how easy it is to move a dislocation, the Peierl's barriers to slip in each of the three edge slip systems was calculated using the NEB method. This is defined as the minimum energy the atomic configuration must overcome to produce a second atomic configuration that is identical, apart from a displacement of the dislocation core by a single lattice spacing, as shown in Fig. 9 .
The lowest energy barrier occurs for the f1 0 0gh1 1 0i system (2.5 eV nm À1 ), while the f1 1 0gh1 1 0i and f1 1 1gh1 1 0i slip systems have Peierl's barriers of 4.6 eV nm À1 and 3.1 eV nm À1 , respectively. The calculated values, showing the lowest Peierl's barrier on the f1 0 0g slip plane, are in agreement with experiment for stoichiometric UO 2 [63] .
5.1.6. Classical molecular dynamics simulations of collision cascades in mono, bi and polycrystalline UO 2 During reactor operation, the fission fragments generated within the oxide fuel lose their kinetic energy from two types of processes. At high energy, the fission fragment energy loss originates essentially in inelastic interactions, such as electronic excitations of atoms in the fuel matrix, which may result in the displacement of atoms located along the ion trajectory. At lower energies, energy loss occurs through ballistic collisions between atoms. The ballistic phase of radiation damage is often investigated using the simulation of displacement cascades starting from a primary knock-on atom (PKA) within the framework of molecular dynamics. In this method a single atom (the PKA) in the simulation cell is given a significant kinetic energy representing the ballistic interaction of radiation with the host matrix. This atom then collides with its neighbouring ions which are subsequently displaced and are able to displace other atoms. Different successive phases occur during a displacement cascade. First, within a few tenths of picoseconds, a ballistic phase is created during which long range migration of atoms can occur. This phase leads to the formation of sub-cascade branches. During a second stage, the energy of the cascade is thermally dissipated and a molten volume appears which lasts a few ps. Finally the temperature inside the box decreases progressively under the influence of the thermostat applied to atoms externally placed at the box boundaries since the system is completely relaxed after a few tens of ps.
There are a number of factors that can influence the evolution of radiation damage cascades in materials, in particular the choice of PKA (i.e. U or O), the amount of energy transferred to the PKA and the direction in which the PKA is initiated. The influence of the direction of the PKA was examined by performing simulations in which 0.4 keV, 1 keV and 10 keV was assigned to the PKA in 24 different directions, while also taking care to examine the statistical effects associated with CMD simulations [64] . The total numbers of defects at the peak of radiation damage are plotted according to the direction in which the PKA was initiated in Fig. 10 .
The results suggest that at relatively low PKA energies there is some anisotropy in the number of defects produced by the cascade. However, as the initiation energy is increased the direction in which the PKA is initiated becomes less significant.
The influence of grain boundaries on the primary damage state created by a recoil nucleus in the UO 2 matrix was also investigated using classical molecular dynamics simulations [65] . This study was divided in two steps: first, the study of the structural properties of several symmetrical tilt boundaries for different misorientation angles ranging from 12.7°to 61.9°, second the study of displacement cascades near these grain boundaries.
For all the grain boundaries studied, the structure around the interface up to about 10 Å exhibits a perturbed fluorite lattice. However, in all cases, the structure after relaxation is stable. As indicated in Section 5.1.3 the type of defects present at the interface depends directly on the value of the misorientation angle.
For the small angles, for instance for the R41 grain boundary, the interface defects correspond to edge dislocations without any sig- nificant space between both mono-crystals. For misorientation angles greater than 20°, e.g. for R5, there is a gap of about 1 Å between the two mono-crystals which can be seen as a line of Schottky defects at the interface. Displacement cascades were initiated with a uranium projectile with a 10 keV initial energy. In all cases, numerous point defects are created at the grain boundary region and the mobility of these defects is increased. However, cascade morphologies depend strongly on the structure of the grain boundaries (see Fig. 11 ).
Most of the displacements take place along the grain boundaries because of the large number of point defects at the GBs. Therefore, one can assume that displacements are enhanced by thermal diffusion and not due to ballistic collisions. Consequently, a large part of the PKA energy is dissipated along the GBs and few point defects are created in the grains.
In the case of poly-crystalline UO 2 , displacement cascades develop only in a few grains, and the grain size is not affected. This behaviour is similar to the one observed in bi-crystal symmetrical tilt boundaries with high misorientation angles. GBs diminish the number of collision sequences and act like sinks which trap the least energetic atoms. The role of the pre-existing defects at the interfaces is then of great importance for the creation of the primary damage due to a recoil nucleus. The grain size, however, probably plays an important role and needs to be considered in further studies.
Simulation of thermal spikes in mono and polycrystalline UO 2 using classical molecular dynamics
In continuity with the work studying primary damage creation, thermal spikes were simulated in mono-and poly-crystalline UO 2 . While simulations of displacement cascades model the primary damage arising from collision sequences, which occurs for low energy projectiles, thermal spikes simulate the primary damage induced by high energy projectiles whose energy is mainly deposited in electronic excitations.
The thermal spikes simulated in monocrystalline UO 2 all exhibit the same three stages [13] . The first stage of the thermal spike consists of the melting of the inner cylindrical zone, after less than 0.1 ps. Due to the difference in local density between the melted zone and the fluorite lattice, a shock-wave is rapidly emitted from this cylindrical zone. Subsequently a solidification phase occurs and lasts for approximately 50 ps. It is during this phase that residual damage appears. Nevertheless, no amorphisation of the fluorite matrix remains at the end of the thermal spike. Simulations performed in bulk UO 2 show different types of damage according to the initial energies. Below a linear energy transfer equal to 16 keV/nm, no defects or few point defects located within the thermal spike core are found.
For linear energy transfer greater than 16 keV/nm interstitial clusters appear in the {1 1 1}-plane leading to the formation of small edge dislocation loops with Burgers vector in the h1 1 0i Fig. 10 . Total number of defects at peak damage as a function of the crystallographic direction of the PKA [64] . The error bar represents the mean number of defects over the 10 simulations ± one standard deviation. Fig. 11 . Snapshots of displaced atoms at the end of displacement cascade initiated near various GBs: (a) R41, (b) R25, (c) R13, and (d) R17 [65] . The large grey spheres represent the uranium atoms while the small red ones represent the oxygen atoms. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) direction along the {1 1 1} slip plane. For higher linear energy transfer energies (>66 keV/nm) nanometric edge dislocation loops are formed with Burgers vector in the 1/2h1 1 0i direction along the {1 0 0} slip plane, as shown in Fig. 12 . It is important to remark here that for the geometry considered, a linear energy transfer of 4 keV/ nm corresponds to a total energy dissipated in the simulation box equal to 80 keV. The damage created by thermal spikes is therefore significantly different from that created by displacement cascades.
Thermal spikes were then simulated in polycrystalline UO 2 . The polycrystal was created using the Voronoï polyhedral scheme. Therefore, each grain boundary has no particular structure and embeds several point defects. We have studied a simulation box of size 50 Â 50 Â 50 nm containing 60 grains of different fluorite orientations with minimum grain size of 3 nm. A 66 keV/nm energy was chosen to initiate the thermal spike inside one grain since this initial energy created the maximum damage in the bulk (dislocation loops).
The results of the simulation are summarised in Fig. 13 . Each image represents a snapshot of a 10 Å slab during the thermal spike. Atoms are colour coded according to their potential energy: red atoms correspond to atoms in fluorite structure while other colours represent atoms in point defect or surrounded with point defects. This representation facilitates the localization and visualisation of grain boundaries.
After 4 ps a melting zone appears in the centre of the box (blue circle in the second snapshot). It is confined within one grain, which melts completely. This result is different to what was observed for displacement cascades in poly-crystal UO 2 [65] where the melting zone crosses several grain boundaries because of subcascade branches. Here, the grain boundaries act as energy sinks. During the recrystallization phase, which follows the melting phase after about 28 ps, surrounding grains grow into the melted zone. At the end of the simulation only point defects are created. Unlike the simulation of a thermal spike carried out in single-crystal, no linear defects (dislocation loops) were created. These differences between mono-and poly-crystals show the importance of grain boundaries as energy sinks. However, grain size effect should play an important role and should be considered in further studies.
Classical molecular dynamics study of radiation induced diffusion
The contributions of the electronic and nuclear processes of energy loss during irradiation to the migration processes in the material are usually referred to as radiation induced diffusion (RID). Since this phenomenon is a key parameter of all fuel performance applications, it is essential to ascertain what physical processes contribute to it and to what extent. Classical molecular dynamics simulations using the interatomic potential developed by Morelon et al. [54] were performed in an attempt to estimate ballistic mixing effects and their possible temperature dependence [66] . Collision cascades were simulated at various temperatures from 300 K to 1400 K, covering the temperatures relevant to normal operation and to long term storage conditions. Because of the computational resources required for such calculations, the energy of the projectile, a uranium primary knock-on atom (PKA), is limited to several tens of keV. Simulations were therefore performed with various incident projectile energies (from 1 keV to 80 keV) to enable the extrapolation of results to more realistic PKA energies.
Since a displacement cascade does not impact all the atoms present in the material, as thermal diffusion processes do, the mean square displacement of atoms has little meaning if given without the correspondent number of displaced atoms. The total square displacement R 2 X , i.e. the mean square displacement multiplied by the number of atoms displaced through the irradiation process, is here a more relevant parameter since the diffusion coefficient related to irradiation is directly connected to it. If the number of cascades F which occur in a certain fuel volume during a given time Fig. 12 . Primary damage state after a thermal spike initiated with a linear energy transfer of 66 keV/nm [13] . Only the atoms with potential energies higher than in the bulk of the fluorite structure are shown. The colours indicate the potential energy leveled from blue for the lowest potential energies to red for the highest ones. Dislocation loops appear with burger's vector along the h1 1 0i direction. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) Fig. 13 . Snapshots of a thermal spike initiated with a 66 keV/nm energy in a polycrystal UO 2 [13] . The atoms are colour coded by their coordination number (number of nearest uranium neighbours): red corresponds to the coordination number of the perfect fluorite structure (12 uranium first neighbours), rainbow colours from yellow to blue correspond to coordination numbers lower than 12. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) is known, it is then possible to estimate the diffusion coefficient D n (X) associated with the nuclear contribution to RID of element X using Einstein's equation, as expressed below:
where d X is the volume density of element X, V c the volume occupied by displaced atoms following a cascade event and K the proportionality constant between the fission rate and the athermal diffusion coefficient. The 1/6 factor comes from the symmetry of the uranium dioxide fluorite structure.
The results of the simulation show that the number of displaced atoms and the total square displacement are proportional to the PKA energy, which makes it possible to extrapolate them to higher energies. They also increase slightly with temperature. Then, as was shown previously [13] , the total square displacement is approximately proportional to the number of cascade overlaps. Fig. 14 shows the thermal diffusion and RID coefficients of oxygen and uranium in UO 2 estimated from the current CMD results for normal operating (temperatures from 700 to 1400 K, cascade density equal to 2 Â 10 19 m À3 s À1 over 4 years) and long-term storage conditions (temperatures below 700 K, cascade density less than 5 Â 10 15 m À3 s À1 over 10,000 years) compared with the RID coefficients found in the literature (in some cases extrapolated).
It can be seen on Fig. 14 that radiation induced diffusion is an almost athermal process, as was expected at least in the nuclear energy loss regime. It can be seen on Fig. 14b that the calculated in-pile uranium diffusion coefficient describing the ballistic mixing lies two to three orders of magnitude below that determined experimentally under comparable conditions. It is therefore probable that nuclear collisions and the associated ballistic mixing do not provide an explanation for the observed movement of atoms under normal operating conditions. Electronic excitations which are not taken into account in the simulations and/or the enhanced diffusion of defects could explain this difference. For oxygen, experimental thermal diffusion coefficients range between 1 Â 10 À20 and 1 Â 10 À22 m 2 s À1 at 700 K and are therefore comparable to the RID coefficients estimated here. At 1400 K on the other hand, the ballistic contribution to the diffusion coefficient seems negligible (2 Â 10 À22 m 2 s À1 in comparison with 1 Â 10 À14 and 10 À12 m 2 s À1 at 1400 K). In long-term storage conditions, the values determined in this study are at least two to three orders of magnitude below those which were deemed relevant for spent nuclear fuels. The phenomena mentioned above may be invoked to explain this difference.
These first results relative to the ballistic mixing under irradiation constitute a relevant dataset to feed models relative to the fuel behaviour under irradiation.
Transport properties of fission gases in UO 2
5.2.1. Electronic structure study of rare gas incorporation in UO 2 The incorporation of krypton and xenon was investigated in UO 2 using DFT + U [43, 8] . The same calculation level and parameters was used as for the study of defect formation and migration (see Section 5.1.1). The impurities were introduced at various positions in the crystal lattice, in particular the oxygen and uranium substitution sites (V O and V U ), the octahedral interstitial site (Int.) and in the three possible Schottky defects (S 1 , S 2 and S 3 ). The incorporation energies obtained are given in Table 4 . Positive incorporation energies mean that the impurity is not favourably incorporated in the lattice.
It can be seen in Table 4 that the incorporation energies of Kr and Xe are all positive, which means that Kr and Xe are insoluble in UO 2 . These energies are high for all defects except for the Schottky defects (values around 1 eV). This suggests that if Xe and Kr are not soluble as interstitial or in U or O sites, they should be relatively easily incorporated in pre-existing trivacancies.
The incorporation energies calculated also show that Kr and Xe have a similar behaviour in UO 2 . Combined with the analysis of the atomic displacements (see Fig. 15 ) and charge redistribution observed after incorporation, the results obtained prove that steric effects are the main contribution to the incorporation of these rare gas atoms in UO 2 as is expected because of their filled electron shell, as was also shown by Thompson and Wolverton [67] and Brillant et al. [68] . 
Table 4
Incorporation energies of krypton and xenon atoms in UO 2 calculated using the GGA and the GGA + U approximation.
Empirical potential study of Xe incorporation in nanovoids
The study of the incorporation of rare gases in larger defects is not yet possible using electronic structure methods and empirical potentials must then be used. The thermodynamics of the formation of Xe containing nanovoids and bubbles from point defects was investigated using an unusual disintegration procedure within the context of classical molecular dynamics simulations employing empirical pair potentials [69] . The Morelon empirical potential [54] was chosen for pure UO 2 and a new potential developed during the F-BRIDGE project was used for Xe-U and Xe-O in UO 2 [70] . This disintegration procedure allows the determination of the free energy of Xe atoms accommodated in the UO 2 lattice and more importantly an estimation of the dynamic and temperature effects.
In the disintegration procedure the interactions with the target ion (i.e. the one for which the free energy is to be calculated) are reduced incrementally such that no entropy is created during each step and the process can be viewed as being reversible. The internal energy, dU, of the system can be calculated using:
where dF is the change in the Helmholtz free energy, T is the temperature and dS is the change in entropy. As no entropy is created the total change in the entropy is simply that exchanged with the thermostat and Eq. (5) becomes:
where dQ is the variation in heat during a reversible reaction. The variation in the internal energy during a reversible reaction may also be given by
where dW reversible is the work performed along the disintegration path, i.e. the free energy (dF = dW reversible ). The free energies of the Xe atoms incorporated at point defects in UO 2 are presented in Table 5 . The data predicts that there is very little change in the free energy of Xe accommodated at point defects as the temperature increases. Xe sits preferentially in Schottky defects (S), as was seen at 0 K. At higher temperatures the oxygen sublattice starts to diffuse and so larger differences in the free energy are predicted due to the rearrangement of the oxygen ions surrounding the defect.
The free energies of each Xe atom in a series of nanovoids and bubbles with different radii and Xe densities were calculated using the disintegration procedure. The evolutions of the average Xe free energy are presented as a function of the Xe:Schottky ratio and of the density of Xe in the bubble in Fig. 16 . Fig. 16a shows that as the Xe:Schottky ratio increases the average free energy of the Xe contained within the bubble increases until the Xe:Schottky ratio reaches approximately 1.6, after which the free energy remains relatively constant. The temperature also appears to have only a very small influence on the average free energy. By comparing the average free energies in the different bubble sizes at a Xe:Schottky ratio of 1 it is evident that there is a decrease in the average free energy of Xe going from a single Xe in a single Schottky defect to 4 Xe atoms in the nanovoid and up to bubbles of 6 and 10 Å radius, thus suggesting a driving force to bubble nucleation.
Besides, Fig. 16b shows that there is a significant difference between the free energy of Xe in a bubble in UO 2 and pure Xe with the same density, and that this difference decreases as the size of the bubble increases. This difference is particularly apparent in the density region that has been observed experimentally as demarked by the vertical black lines in Fig. 16b . Therefore for the smallest bubbles in UO 2 it is not appropriate to consider that the Xe gas in these bubbles will behave the same as the pure Xe case due to the Xe/UO 2 interface. For the 10 Å radius bubbles the discrepancy is reduced but still significant. The equation of state of gaseous Xe EOS is therefore not valid for small bubbles. 2 In addition to the incorporation of rare gases, their migration properties are important parameters of mesoscale models. The migration of He in UO 2 was investigated [71, 72] using three sets of interatomic potentials: the Morelon et al. [54] and the Basak et al. [73] potentials, as well as the Yakub potential developed in the F-BRIDGE project [71] . Table 5 Free energies of Xe (in eV) accommodated at point defects as a function of temperature, compared to the energies obtained at 0 K using energy minimisation. Since the diffusion of He is a slow process, a combination of conventional CMD and Monte Carlo (MC) methods was applied to accelerate the simulations using the Yakub potential. In a real oxide fuel, the solubility of He is extremely low and increases with temperature. The He concentrations in CMD simulations cannot be kept as low as in reality due to accuracy requirements and in order to maintain reasonable simulation times. CMD simulations were therefore performed at He concentrations higher than in the real dioxide, and the results were then extrapolated to lower concentrations. Fig. 17 shows the evolution of the apparent activation energy to He diffusion as a function of stoichiometry.
Empirical potential investigation of He migration in bulk UO
It can be seen on Fig. 17 that the apparent activation energy decreases when the deviation from stoichiometry increases. In hyperstoichiometric UO 2 the activation energy is about 1.3 eV for O/U = 2.09. In the hypostoichiometric system it even becomes less than 0.5 eV for O/U = 1.91.
CMD simulations using the Basak and Morelon potentials were also performed at temperatures ranging from 1000 to 3000 K. Various deviations from stoichiometry were considered in each case to derive an Arrhenius expression for He diffusion in the hyper-and hypostoichiometric domains. The Helium diffusion coefficients derived using the Morelon potential are plotted in Fig. 18 .
The simulations suggest two migration mechanisms for helium. At low temperatures He diffusion is assisted by oxygen vacancies and exhibits a very low activation energy, around 0.5 eV. In the high temperature region, as well as for stoichiometric and hyperstoichiometric uranium dioxide, the activation energy presents a higher value, around 2.1 eV. Such behaviour was expected since at high temperature or in absence of structural defects, thermally generated defects dominate with concentrations showing a Boltzmann dependence on both the temperature and the defect formation energy. In that case, the activation energy is given by the sum of the migration energy and of the formation energy of the assisting defect.
The expression that can be derived for He intrinsic diffusion coefficient, i.e. in the stoichiometric and hyperstoichiometric domain, is as follows for the Morelon potential: Fig. 16 . Evolution of the average Xe free energy as a function (a) of the Xe:Schottky ratio and (b) of the density of Xe in the bubble [69] . Fig. 17 . Apparent activation energy of the helium diffusion in UO 2+x estimated using CMD with the free hopping approximation. 
and for the V O -assisted mechanism (hypostoichiometric domain),
where x is the (negative) deviation from stoichiometry. NEB calculations were performed to elucidate the He migration pathways. He diffusion was considered both in a perfect lattice and in presence of one oxygen vacancy. NEB calculations confirmed the vacancy-assisted mechanism, which implies jumps between octahedral interstitial positions and oxygen vacancy locations, and showed that the observed migration energy corresponds to the barrier between the two sites. When there are no extrinsic oxygen vacancies (i.e. in the stoichiometric and hyperstoichiometric regimes) oxygen vacancies can still be created at elevated temperatures as intrinsic defects. It was found, however, that another diffusion mechanism, consisting of direct jumps of He atoms between octahedral sites with a migration energy around 2.2 eV, is operative at elevated temperatures. This is confirmed by both the MD and the NEB calculations. The migration energies calculated are reported in Table 6 .
Finally, the effect of uranium vacancies on He diffusion was investigated. It was found that when He atoms are initially located in octahedral interstitial sites, no effect of uranium vacancies is observed on the diffusion coefficient. When He atoms are initially located at uranium vacancy sites, however, the diffusion coefficient decreases by 3 orders of magnitude. This shows the trapping effect of uranium vacancies on He atoms.
Empirical potential investigation of Xe migration near grain boundaries or dislocations
Xe is known to precipitate in nuclear fuel, either inside the grains (to form intragranular bubbles) or at grain boundaries (forming intergranular bubbles). The modelling of all steps leading to the formation of these bubbles is essential to properly describe the fission gas release process. The present section focuses on the mechanisms of diffusion leading to segregation or precipitation near grain boundaries and dislocation loops.
Following the investigation of Xe migration in bulk UO 2 [74] , the behaviour of Xe at grain boundaries was studied using classical molecular dynamics [75] . Two polycrystalline systems containing 6 grains with total sizes 10 Â 10 Â 10 nm (referred to as small system) and 20 Â 20 Â 20 nm (called large system) were constructed. The simulations performed enabled the calculation of the diffusion coefficient at grain boundaries as a function of temperature which is shown in Fig. 19 .
The fit of the data of Fig. 19 yields activation energies to the Xe migration in the bulk and the grain boundaries equal to 2.4 and 0.9 eV, respectively. A faster diffusion coupled to a lower activation energy is observed at the grain boundaries compared to the bulk, as was seen for U (see Section 5.1.3). Uranium and xenon atoms show similar activation energies, in agreement with the hypothesis that Xe migration is assisted by uranium defects. It should be noted that Xe clustering occurs at grain boundaries.
The effect of microstructure on segregation characteristics of Xe was then explored [76] by substituting uranium ions by Xe in the previously determined atomic structures of dislocations: edge and screw, both with Burgers vectors of h1 1 0i (see Section 5.1.5). The segregation energy is thus the difference between the energy of Xe in a U vacancy in the bulk and near the dislocation. Fig. 20 shows plots of the Xe segregation energy as a function of the distance from the dislocation, as well as a contour plot of the energies in the plane perpendicular to the dislocation direction. For both dislocation types the Xe energy increases as the distance from the dislocation core increases. The segregation energies for the edge and screw dislocations were predicted to be approximately 2.7 eV and 5.5 eV, respectively. Xe segregation to dislocations is therefore found to be thermodynamically favourable and more favourable to a screw dislocation than to an edge dislocation by approximately 3 eV.
For the edge dislocation the lowest energy segregation site is in the tensile region of the strain field close to the dislocation core. This result is intuitive as the Xe U defect is predicted to have a positive defect volume. Interestingly, despite this positive defect volume the segregation of Xe into the compressive region of the dislocation is preferable to bulk UO 2 . The screw dislocation, on the contrary, does not possess a significant region of hydrostatic strain and as a result the perturbation caused by the incorporation of Xe is significantly less than for the edge dislocation.
In order to provide context we compare these segregation energies obtained for dislocations to those obtained for the R5 (tilt), R5
(twist) and random grain boundaries discussed in reference [76] .
Segregation energies for the R5 (tilt), R5 (twist) and random grain boundaries were found to be 4.1 eV, 1.0 eV and 6.4 eV, respectively. Therefore, the most thermodynamically favourable site for Xe segregation is at a randomly arranged grain boundary followed by accommodation near the core of a screw dislocation.
CMD investigation of rare gas resolution under irradiation
Bubbles act as traps for noble gases in nuclear fuels. However, this trapping effect is only temporary because of interaction of these bubbles with energetic particles that lead to partial resolution or even full destruction of the bubble. This process, generally referred to as irradiation-induced resolution, has been known for more than 40 years. A first interpretation is the Nelson model [77] where direct elastic collision with fission fragments or energetic PKA results in the ejection of atoms, one by one, from the bubble. That mechanism has later been called homogeneous resolution. Com- mensurate with the work of Nelson, Turnbull and Cornell [78] proposed another model by which the energy lost by fission fragments through electronic excitation favours a ''sputtering'' mechanism where blocks of material (1.0-2.0 nm size) traverse the bubble, leading to gas resolution. This mechanism has later been called heterogeneous resolution. In the initial model of Turnbull, bubbles are assumed to be partially or totally destroyed when they are traversed by a fission fragment. The proposed resolution rate is proportional to the bubble content, with an estimation of 200 resolved atoms per traversing fission fragment for a 10 nm bubble. Later on, the model was adapted to account for an interaction distance between the fission fragment path and the bubble (the track radius), which would, de facto, lower the estimated number of resolved atoms per fission fragment. The efficiency of both types of resolution processes was investigated using molecular dynamics techniques. Elastic collisions that were proposed by Nelson to explain gas resolution operate mostly below a few hundred keV for high energy ions and lead to a ballistic process similar to that observed during the recoil of an atom after neutron scattering or radiative emission such as a-decay.
Such collision cascades have been studied using the PKA approach, where the initial collision is modelled through an impact energy given to a regular lattice atom (cf. Section 5.1.6). This approach was applied to helium [79, 80] and xenon bubbles [81] in UO 2 to illustrate the resolution from small intragranular bubbles.
It was found that the interaction of helium bubbles with uranium PKAs with energies between 10 and 50 keV resulted in gas resolution via two mechanisms. First, energetic recoil during the ballistic phase and second via leakage into the highly defective region of UO 2 at the bubble surface: damage assisted resolution. Examples of these mechanisms can be viewed in Fig. 21 . Helium bubbles of increasing density were investigated and resolution was observed in all cases both by damage assisted and ballistic mechanisms. The probable mechanism of resolution (i.e. damage assisted or ballistic) was determined by monitoring of the resolved atoms' kinetic energy throughout the simulation. The amount of total resolution was found to increase with increasing bubble density. It is unclear, however, if the proportion of atoms resolved by the two mechanisms also varies as a function of bubble pressure.
In the case of Xe, displacement cascades simulations initiated by PKA with energies between 10 and 50 keV were performed in the presence of low, medium and high density xenon bubbles of radius 2.0 Å and 2.5 nm. No resolution was observed in the majority of simulations (68%). The maximum resolution, which occurred only in two simulations, was 3 atoms emitted from the bubble via a ballistic mechanism. There was no significant increase in the average kinetic energy of the gas atoms in the bubble nor was leakage observed into an amorphous region, as seen with helium.
The investigations also covered the damage created by thermal spikes (cf. Section 5.1.7) since Turnbull's model is based on the fact that the major contribution to the slowing down of swift ions actually originates from interactions with electrons. The dependence of resolution with bubble size, bubble pressure, thermal spike radius and energy deposited by the thermal spike was investigated. The numbers of resolved atoms for various conditions are illustrated in Fig. 22 .
At low energy deposition rate in the lattice, no resolution was observed. Resolution was only observed starting from an energy transfer equal to 13 keV/nm. The series of simulations performed indicate that the number of resolved atoms increases almost linearly (over the range covered in our simulations) with the thermal spike energy as follows:
N at:resol ¼ 11:03 ðE av=at À 3:17Þ ð 10Þ
where N at.resol is the number of resolved atoms and E av/at is the average initial energy (in eV) per atom deposited by the thermal spike. Interestingly, no dependence of this quantity with the bubble size or with the number of gas atoms they initially contain was observed. These results show that displacement cascades and thermal spikes exhibiting similar energy transfers to the lattice give rise to very different resolution. Displacement cascades result in limit- ed Xe resolution: a maximum of three atoms were resolved by a 50 keV PKA during the initial ballistic phase (first tenth of picoseconds). Much larger resolution is observed for thermal spikes where the number of resolved atoms increases linearly with the deposited energy starting from a threshold value of approximately 13 keV/ nm. Resolution by thermal spike occurs during the whole duration of the event (melting and cooling down phases).
Atomic scale simulations allowed us to assess the mechanisms involved in earlier descriptions of resolution models (Nelson and Turnbull models). Although this work supports the ''bubble destruction'' approach of Turnbull, a major outcome is that bubble size and bubble density do not influence the resolution parameter, at least over the range covered in the study. The upper limit of number of atoms resolved which is independent from bubble size or pressure implies that from a certain size, bubbles can no longer be fully destroyed, leading to an increase of bubble size due to trapping. Uncertainties remain, specifically on the proportion of the electronic stopping power that is actually converted to lattice energy but our estimation is that at the highest stopping power that could be expected from a fission fragment, the number of resolved atoms per bubble would be between 5 and 20, the latter value being obtained if one assumes full conversion.
Multiscale approach: summary of the links between the atomic and mesoscopic scales
This section synthesises the results obtained in the development of the multiscale approach by showing the parameters of mesoscale models needed for the description of the atomic transport properties of defects and rare gases in UO 2 which were calculated using atomic scale methods during the F-BRIDGE project and those which remain to be determined. 6.1. Thermal evolution Table 7 summarises the status of the calculations of the parameters concerning the thermal evolution of UO 2 using atomic scale methods. The parameters in orange are data that can be presently calculated but could not be obtained by the end of the F-BRIDGE project. The red colour indicates parameters that are still very difficult to obtain.
It can be seen in Table 7 that significant progress was made and that most parameters concerning the thermal evolution of UO 2 were calculated using state of the art empirical potential or electronic structure methods. These parameters were used in the mesoscopic models developed in the project and presented in Section 2. Of course, because of the complexity of the systems and of the processes investigated, the results shown here will have to be refined and extended in the future.
The high computational cost of electronic structure calculations, in particular for actinide compounds, induces very strict limitations on the size of systems that can be considered, as well as on the time of dynamic calculations. The investigations therefore focus on point defects and on the static investigation of migration pathways. Empirical potential studies complement the electronic structure investigations by enabling much more extensive dynamical investigation and the study of larger systems, including grain boundaries and extended defects. The common investigation of the properties of point defects enables the validation of the empirical potential results by comparison with the electronic structure results.
Concerning electronic structures calculations, larger and more complex systems need to be modelled and the dynamics of the systems have to be investigated more exhaustively. Then, the influence of the defect charges needs to be studied, as has been started since the end of the project by several authors [82, [44] [45] [46] . The influence of temperature on the parameters calculated should also be determined. The behaviour of the rare gases and the processes near extended defects, as well as the chemical evolution of fuel during burn-up should also be addressed. Moreover, even more sophisticated approximations should be applied to our systems. In particular, the combination of the DFT with the dynamical mean field approximation (DFT + DMFT) [83] , which enables a dynamical description of the electronic correlations and permits an even better description of the strong correlations and magnetism in actinide compounds, should in a near future be applicable to defective systems. Then, new functionals developed recently should improve the bonds formed between rare gases and materials. This will enable us to further validate the results presented here.
As for empirical potentials, calculations of even larger systems, especially for the modelling of polycrystalline samples or extended defects, should be envisaged to refine the results presented here. The improvement of the potentials themselves, for instance the development of charge transfer potentials enabling us to take better into account the various charge states exhibited by the actinides in oxide compounds, such as the many-body potentials recently developed by Sattonnay and Tétot [84] , Li et al. [85] , Cooper et al. [86] , would also improve the modelling and will enable us to confirm the results presented in this article. Table 8 synthesizes the parameters of mesoscale models needed for the description of the radiation induced processes in UO 2 which were calculated using atomic scale methods during the F-BRIDGE project. It must be noted that due to the large size of systems that need to be considered and the long times that need to be simulated to model these phenomena, electronic structure methods are not presently applicable. The results shown here were obtained using empirical potentials. Table 7 Input parameters of mesoscale parameters concerning the thermal evolution of UO 2 calculated using atomic scale methods during the F-BRIDGE project and those which must still be determined. It can be seen in Table 8 that first calculations have been performed to determine or evaluate all the types of parameters concerning radiation induced processes in UO 2 using empirical potentials. These phenomena are, however, numerous and very complex and if interesting results were obtained, the studies presented in this work should mainly be seen as examples of the feasibility of investigating irradiation induced processes at the atomic scale to obtain data necessary for the higher scales. Investigations must be completed to obtain a more exhaustive view of the mechanisms involved. The electronic processes of energy loss in the material must in particular be further addressed. As in the case of the thermal parameters, the application of more sophisticated empirical potentials will also be a source of improvement.
Radiation induced processes
Conclusions
Despite the specific difficulties involved in the description of fuel under irradiation, the results obtained during the F-BRIDGE project prove that atomic scale modelling methods are now mature enough to investigate fuel materials and enable one to obtain precise data to feed higher scale models and help interpret experiments on nuclear fuel. They have also shown that a multiscale approach aiming at describing the fuel behaviour from the atomic to the mesoscopic scale can contribute significantly in the determination of the underlying phenomena governing the transport properties of defects and rare gases in nuclear fuel.
Due to the complexity of nuclear fuel materials and of the phenomena occurring under irradiation in reactor, however, these results are only one step toward the elucidation of the mechanisms leading to the complete evolution of nuclear fuels under irradiation. Much remains to be done and the results presented in this article on the transport properties of defects and fission gases are being refined and extended.
Progress has already been made in the study of transport properties since the end of the project. The investigation of the influence of the non-stoichiometry on defects [44] [45] [46] 87] and fission gas behaviour [82, 87, 88] using DFT + U and the many-body empirical potentials mentioned above [89] have showed the importance of charged defects. Then, the calculation of the diffusion coefficient of Xe calculated using a combination of electronic structure and empirical potential methods have been confronted to the results of atomic diffusion experiments to elucidate the elementary mechanisms involved in gas diffusion [88] .
Beyond the transport properties, other phenomena involved in the behaviour of fuel under irradiation are investigated. In particular, thermochemical and thermomechanical properties are the focus of numerous recent studies. Electronic structure calculations of thermal expansion or of the evolution of the bulk modulus as a function of temperature [90] , which are important data for macroscale models, have started, as well as the electronic structure evaluation of thermodynamical data, such as specific heat or vibrational entropy [91] , which are critical for the determination of phase diagrams and fuel melting temperatures. The UO 2 thermal conductivity, which is another key parameter that determines the fuel temperature in the pin, especially at its centre, and therefore impacts strongly all the thermally activated processes, as well as fuel melting in off-normal situations, has also been determined using DFT + U and empirical potentials [92] [93] [94] [95] . Then, mechanical properties and their evolution in the presence of irradiation-induced defects have been investigated [96] . The study of the effect of the microstructure, initiated in F-BRIDGE by the investigation of dislocations, grain boundaries and polycrystalline UO 2 , has also been extended and refined [97, 98] .
Finally, non-oxide fuel materials have been investigated in and outside F-BRIDGE using electronic structure calculations, in particular carbide [99] and nitride fuels [100] [101] [102] [103] .
These studies open the way for the investigation of significant phenomena involved in fuel behaviour under irradiation that have not yet been investigated at the atomic scale, in particular.
The evolution of the chemical composition due to burn-up, and its effect on the fuel characteristics, especially thermal conductivity, melting temperature and mechanical properties. Thermodynamic data for fuel and fission product compounds, which are major requirements to derive reliable thermodynamic models and fission product speciation, especially for fuelcladding interaction and off-normal situations. Complex microstructures, in particular the high burn-up structure.
The behaviour under irradiation of more complex fuels, in particular mixed fuels such as MOX and minor actinide bearing fuels.
At the mesoscopic scale, significant effort is needed to develop the models to strengthen further the links between atomic and macroscopic scales and address systematically the problem of transferring information from one scale to another. One specific need is to draw on recent modelling advances to develop and improve elastic, plastic, creep and fracture models. Then, the coupling between mechanics and thermochemistry [104, 105] is a promising approach to investigate fuel evolution and fuel cladding interaction.
