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Abstract
I generalize the quasilocal formulation of thermodynamics of Brown
and York to include dilaton theories of gravity as well as Abelian and
Yang-Mills gauge matter fields with possible dilaton couplings. The
resulting formulation is applicable to a large class of theories including
two-dimensional toy models and the low energy limit of string the-
ory as well as to many types of matter such as massless scalar fields,
electromagnetism, Yang-Mills fields, and matter induced cosmological
constants. I use this formalism to evaluate the thermodynamic vari-
ables for several black hole spacetimes. I find that the formulation can
handle black hole spacetimes that are not asymptotically flat as well as
rotating black hole spacetimes, and black hole spacetimes possessing a
dilaton field, an electric charge, and a magnetic charge.
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Chapter 1
Introduction
The connection between heat and mechanical energy was one of the most in-
teresting discoveries of thermodynamics. This realization provided the first
clues about how phenomena at the macroscopic level must arise from the
statistical properties of the mechanics of microscopic objects. The failure of
the classical statistical mechanics1 was the first indication of quantum me-
chanical effects. The study of systems at the macroscopic scale yields insight
into the more fundamental theories of nature and has allowed physicists to
take the first steps to understand these theories.
Although quantum mechanics seems to be quite sufficient for most appli-
cations, the theory suffers from serious problems in its foundation, especially
when one attempts to develop a quantum theory of gravitation. As an aid in
understanding quantum gravity, one needs a system in which the quantum
and the classical behaviour exist in juxtaposition. The black hole is such
a system; one hopes to gain insight into the nature of quantum gravity by
studying the thermodynamics of black holes.
The black hole is an object that straddles the domains of classical me-
chanics and quantum mechanics: of the macroscopic and the microscopic.
Although the black hole has many interesting properties, it is an extremely
simple system: at the classical level it is vacuum. The defining feature of
a black hole is its event horizon.2 This surface separates events that are
1For example, the equipartition theorem suggested that the specific heat capacity of
a solid was given by the rule of Dulong and Petit (1819) cV = 3R where R is the molar
gas constant. However, the experiments of Weber (1875) disagreed with this result at
low temperatures. The resolution was only found in quantum statistical mechanics by
Einstein in 1907 and Debye in 1912.
2The standard definition of a black hole also requires that the spacetime be asymptot-
1
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Figure 1.1: Conformal diagram of a black hole formed from the spher-
ical collapse of a star. The points at infinity include timelike and space-
like infinities (i+, i−, and i0), and null infinity (I+ and I−). Each point
represents a sphere. Radial null rays travel along lines inclined at 45◦.
inside the horizon from the ones that are outside the horizon; the events
inside the event horizon are never within the causal past of the ones outside.
This feature can be seen in figure 1.1, which depicts the formation of a black
hole by the spherical collapse of a star. The conformal transformation that
brings points at infinity to a finite distance preserves the light-cone struc-
ture so that light rays travelling radially inwards or outwards travel on lines
inclined by 45◦; these rays are called null. Notice that the event horizon
in figure 1.1 is a null surface, so the events within it are never in the past
light-cone of events outside of the horizon.
The presence of an event horizon causes some unusual effects on quan-
ically flat, but I shall consider a more general class of objects that can arise in spacetimes
that do not possess asymptotic flatness.
Chapter 1. Introduction 3
tum fields existing in the black hole spacetime. By acting as a one-way
membrane, the event horizon can trap one of the “virtual” particle-pairs
produced by quantum processes.3 The escaping particle (which is no longer
virtual) appears to have been radiated from the black hole. The radiation,
known as Hawking radiation, has a thermal spectrum (if one neglects scat-
tering off of the gravitational field) with a temperature proportional to the
surface gravity of the event horizon. Although this picture is drawn from
semi-classical quantum field theory, it should be qualitatively correct since
the gravitational field at the event horizon of a black hole need not be very
strong.
Another strange property of black holes was realized by Wheeler: one
can forever hide information from the outside world by dropping it into a
black hole. Indeed this property seems to pose a problem with the second
law of thermodynamics since a black hole will quickly return to a very sim-
ple state even if an object with a large amount of entropy is dropped into
it. Bekenstein [6, 7] resolved this problem by speculating that the black
hole itself is a thermodynamic system with the area of the event horizon
representing the entropy. Since the area always increases when matter of
positive energy is added to a black hole, the problem with the second law
of thermodynamics can be resolved. That the black hole is also surrounded
by quantum fields with a thermal spectrum seems to support Bekenstein’s
speculation. Various attempts to understand the entropy of black holes in
terms of the number of quantum states contained within or near the event
horizon have been made (two recent reviews are given in references [8, 21]).
Therefore, black holes are interesting systems to study, if only theoreti-
cally, as their classical and semi-classical properties may hint at the nature
of a quantum theory of gravity. Black holes can be treated as a thermo-
dynamic systems whose properties must be reproduced in the statistics of
the quantum fields. However, the thermodynamic properties of black holes
must first be understood.
3In quantum field theory, vacua are not empty: instead they contain ground state
quantum fields. These fields can be thought of as spontaneous creation and annihilation
of virtual particles. The vacua of different spacetimes are not equivalent and this is why
the vacuum around a black hole has particle content when compared to the vacuum in
flat spacetime.
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1.1 The Laws of Black Hole Mechanics
Black holes have a variety of interesting properties. For all black holes that
are stationary and axially symmetric with time-azimuth reflection symmetry,
the surface gravity of the event horizon is constant on the event horizon [47].
The surface gravity of the event horizon, κH, can be thought of as the
force required to hold a unit test mass on the event horizon in place by an
observer who is far from the black hole.4 Furthermore, Bardeen, Carter,
and Hawking [5] showed that, for Ricci-flat, asymptotically flat black holes,
the change in the mass of the hole is given by
δM =
κH
8π
δAH +ΩH δJ (1.1)
for any process. Here M and J are the Arnowitt-Deser-Misner (adm) def-
initions of mass and angular momentum of the (asymptotically flat) black
hole spacetime [2], AH is the area of the event horizon, and ΩH is the angular
velocity of the event horizon.
An analogy can be made between the laws of black hole mechanics and
the laws of thermodynamics. The constancy of the surface gravity is similar
to the zeroth law of thermodynamics, which states that the temperature
of a thermodynamic system in thermal equilibrium is constant across the
system; furthermore equation (1.1) is similar to the first law of thermo-
dynamics if the adm mass of the spacetime is interpreted as the internal
energy of the system and the ΩH δJ term is interpreted as some work term.
According to equation (1.1), then, one would expect that the (8π)−1κH δAH
term is an expression for the heat exchange, and, if one were to interpret the
surface gravity as being proportional to the temperature (in analogy with
the zeroth law), then one would expect that the area could be interpreted
as being proportional to an entropy, and that a second law of black hole
mechanics—that the area will not decrease—should exist. In fact, Hawking
has proven that the area of the event horizon will never decrease if the black
hole spacetime satisfies certain positive energy conditions [27]. In addition
to the zeroth, first, and second laws, there appears to be an analog of the
third law of thermodynamics in the black hole mechanics: it seems that it
is impossible to bring a black hole to a state of zero surface gravity [51] in
a finite number of processes. These laws are summarized in table 1.1.
The analogy with thermodynamics suffered from the following weakness:
because matter could only enter and never leave a black hole, a black hole
4This is a crude definition that only holds for black holes that are static, spherically
symmetric, and asymptotically flat.
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could never come into thermal equilibrium with a hot body since the body
would constantly radiate into the black hole. However, as mentioned earlier,
if quantum fields are present around the event horizon of a black hole, then
the black hole appears to radiate as a black body with a temperature pro-
portional to the surface gravity [28, 54]. Thus, a hot body can be brought
into thermal equilibrium with a black hole with quantum fields. The analogy
between the surface gravity and the temperature of the black hole is thus
given a physical justification. Also, because the quantum fields in the black
hole spacetime do not satisfy the positive energy condition, it is possible for
the area of the black hole to decrease, and thus heat may be extracted from
the black hole spacetime as expected.
At a thermodynamic level, a generalized second law of thermodynamics
can be formulated: the total entropy of the universe, plus the total area of
event horizons of black holes, will never decrease. This completely justifies
the interpretation of the area of a black hole as its entropy. Nevertheless,
at the level of statistical mechanics, one would like to be able to interpret
the area of a black hole as some measure of the degeneracy of states in a
black hole. An interesting dilemma arises. If a black hole were to radiate
all its internal energy away and thus “evaporate,” what would be left of any
information that has fallen into the black hole? One might expect to be
able to recover any information that had been lost to the black hole from
correlations in the not-quite thermal radiation. However, such correlations
do not seem to be present. If information is indeed lost, there would be
a loss of determinism from the universe because one would not be able to
propagate any final state backwards in time to before the evaporation of
the black hole. This puzzle, known as the information loss problem, is
Table 1.1: A comparison of the four laws of black hole mechanics and
the four laws of thermodynamics
Law Black Hole Mechanics Thermodynamics
Zeroth κH constant over event horizon T constant throughout system
First δM = (8π)−1κH δAH +ΩH δJ dE = T dS +work
Second δAH ≥ 0 δS ≥ 0
Third cannot reach κH = 0 cannot reach T = 0
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of considerable interest: any consistent quantum theory of gravity must
confront the information loss problem, and the resolution to the problem is
an indication of the qualitative features of the theory.
It has been difficult to reconcile quantum field theory with General Rela-
tivity. Nevertheless, there are many candidate theories for a quantum theory
of gravity. At present, it is not possible to determine which approach, if any,
is the correct one. Part of the problem seems to be due to the difficulty in
performing realistic calculations in four-dimensional spacetime. Thus, many
researchers have been forced to deal with more tractable, if less realistic,
problems. One may have to make modifications to the theory of gravity
or deal with “unphysical” or lower-dimensional spacetimes. Because puz-
zles such as the information loss problem will yield qualitative information
about the nature of a theory, it is hoped that insight into quantum gravity
will be gained even from somewhat unphysical problems. For example, if
one were to determine the statistical origin of entropy of a black hole in a
three-dimensional black hole, then this would suggest that there is a similar
origin for four-dimensional black holes.
1.2 Quasilocal Thermodynamics
By considering black holes that arise in a variety of “toy theories,” one
hopes to be able to quantize a black hole spacetime and thus gain insight
into more realistic quantum theories of gravity. But first, one needs to know
what classical behaviour the toy theories exhibit. In particular, one needs to
know if the black holes arising in the toy theory have thermodynamic prop-
erties that are suitably similar to the ones shown by black holes in General
Relativity. In order to understand the thermodynamics of toy theories, the
laws of black hole mechanics must be generalized to these theories.
Although the constancy of the surface gravity over the event horizon of
the black hole and the increase in the area of the black hole event horizon
are quite general results, the remaining two laws of black hole mechanics are
not. In particular, equation (1.1) holds only for four-dimensional asymptot-
ically flat spacetimes, and it only holds at spacelike infinity. Therefore,
equation (1.1) will not necessarily hold for black holes in a toy theory of
interest; this equation represents an idealization even in the context of Gen-
eral Relativity. One is interested in a black hole as some thermodynamic
system in contact with the rest of the universe, not as the whole universe
itself. One would like to have the thermodynamic laws apply to a finite sys-
tem that contains a black hole. For these reasons, one is motivated to adopt
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a new thermodynamic formalism that will be adaptable to many different
theories—without having to do the laborious task of recomputing the laws
of black hole mechanics in each theory—and that applies on a finite compact
surface that surrounds the black hole. As the surface surrounding the black
hole expands to infinity, one would expect to recover equation (1.1) for the
asymptotically flat vacuum solutions of General Relativity.
Therefore, one is interested in adopting quasilocal definitions for the ther-
modynamic variables. By quasilocal, I mean that the quantity is constructed
from information that exists on the boundary of a gravitating system alone.
Just as with Gauss’ law, such quasilocal quantities will yield information
about the spacetime contained within the system boundary. Two advan-
tages of using such a quasilocal method are the following: first, one is able
to effectively separate the gravitating system from the rest of the universe;
second, the formalism does not depend on the particular asymptotic be-
haviour of the system, so one can accommodate a wide class of spacetimes
with the same formalism.
The separation of the system from the rest of the universe has impor-
tant physical significance. In order for a black hole to be in equilibrium, the
system must also contain a radiation field of the same temperature as the
black hole. In general, the self-gravitation of the radiation will cause the
equilibrium to be unstable unless the system is small enough [56]. Thus, a
finite system size is important in ensuring that the system is stable. Fur-
thermore, if the black hole is rotating, then the radiation field must rotate
rigidly with the same angular velocity. However, the system must be small
enough that the radiation is not rotating faster than the speed of light [22].
Although an equilibrating radiation field is not considered in this work, one
must acknowledge its presence in principle; a system of finite size is required
for a stable system in thermodynamic equilibrium.
There are certain sacrifices that one must make in order to discuss ther-
modynamics of gravitating systems of finite size. First, the zeroth law of
thermodynamics must be partially abandoned. Because a gravitational field
will redshift the temperature of an object, the temperature on the quasilo-
cal surface will not generally be constant, even if the system is in a suitable
equilibrium. Second, one must adjust the definitions of extensive and in-
tensive thermodynamic variables because a gravitating system cannot be
partitioned into self-similar subsystems. Following Brown and York [15],
an extensive variable is defined to be one that is a function of the phase
space variables alone. Thus, extensive variables are constructed out of fields
that lie along spacelike hypersurfaces of constant time. An important conse-
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quence of this requirement is that the thermodynamic variables will depend
on the observer—as different observers may specify different measures of
time and, thus, different spacelike hypersurfaces. This is not a paradox:
these different specifications will all have perfectly self-consistent thermody-
namics.
Recently, Brown and York [15] developed a method for calculating energy
and other charges contained within a specified surface surrounding a gravi-
tating system. Although their quasilocal energy depends only on quantities
defined on the boundary of the gravitating system, it yields information
about the total gravitational energy contained within the boundary. In an
second paper [14], Brown and York showed that this quasilocal energy is
the thermodynamic internal energy. The quasilocal energy and momentum
are obtained from the gravitational action via a Hamilton-Jacobi analy-
sis. A review of the Hamilton-Jacobi analysis for non-gravitating systems
is presented in appendix A. Although the analysis of Brown and York was
restricted to General Relativity in four dimensions, the thermodynamic vari-
ables were obtained from the action rather than from the field equations, so
it is adaptable to other theories of gravitation such as dilaton gravity.
1.3 Dilaton Gravity
One of the goals of this work is to generalize the analysis of Brown and
York [15, 14] to include theories of dilaton gravity. A dilaton is a scalar field
that couples to the curvature of spacetime. There are several reasons why a
dilaton field might be of interest. Any scalar “matter” field that has a non-
minimal coupling—that is one that couples to the curvature of spacetime
instead of just the metric—can be considered to be a dilaton. Such scalar
fields may be of interest because they will be conformally invariant pro-
vided that a suitable choice is made for the curvature coupling. Black holes
endowed with such non-minimally coupled dilaton fields will have peculiar
thermodynamics that cannot be accommodated by the original formalism
of Brown and York.
Scalar-tensor theories of gravitation have been proposed as alternate
theories of gravity to General Relativity. The scalar field, which I call a
dilaton, is interpreted as an additional dynamical gravitational field. One
of the earlier scalar-tensor theories was proposed by Brans and Dicke [9]
in an attempt to include Mach’s principle into gravity. The Brans-Dicke
theory and other scalar-tensor theories have been used as foils in testing
General Relativity. Recently, there has been a renewed interest in scalar-
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tensor theories for two reasons. First, the low-energy limit of string theory in
the string frame is a scalar-tensor theory of gravity with additional matter
terms [25]. Second, in two-dimensional gravity, the additional dynamical
scalar field is necessary in order to have a non-trivial gravitational theory.
Whether the scalar field that couples to the curvature is considered a
matter field or a gravitational field is unimportant: the action of the the-
ory will include some coupling between the scalar field and the curvature.
Such theories I will call dilaton theories of gravity. When such a coupling
is present, the equivalence principle will be violated.5 Nevertheless, experi-
ments have not excluded the possibility of dilaton gravity [55] so one may be
interested in dilaton gravity as an experimental foil to General Relativity.
Furthermore, if one views string theory as the theory of gravity, then dilaton
gravity should be adopted as the low energy gravitational theory. Finally,
black hole solutions to dilaton gravity in lower dimensions may make use-
ful toy models. For these reasons, a generalization of the Brown and York
method to theories of dilaton gravity is of interest.
1.4 Overview
The generalization of the quasilocal formalism of Brown and York is pre-
sented in chapter 2. I obtain the boundary terms generated from the varia-
tion induced in the Lagrangian density of dilaton gravity by the variations
of the dilaton and metric fields. I construct the quasilocal variables from
the boundary terms that appear on the quasilocal surface. Some of these
quasilocal variables will diverge as the system size grows; I present two pro-
cedures by which a reference spacetime can be chosen to “renormalize” these
diverging variables. The interpretation of the quasilocal variables is aided
by the Hamiltonian as well as by analyzing conserved charges associated
with spacetimes possessing special symmetries. I also compute the Noether
charge associated with the coordinate independence of the action, and I use
this charge to obtain the entropy and, from the entropy, the first law of
thermodynamics in terms of the quasilocal variables.
In chapter 3, I extend the quasilocal analysis to include the contributions
from matter gauge fields (with possible couplings to the dilaton). Once again
5When the dilaton is considered to be part of the gravitational field, and there is
no coupling between the dilaton and any matter field, then it is the strong equivalence
principle that is violated. However, if the dilaton is considered to be matter or if there are
couplings between the dilaton and matter fields, then the Einstein equivalence principle
is violated.
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I construct quasilocal variables from the variation of the matter Lagrangian,
and I show how these variables are related to the matter Hamiltonian and
to conserved matter charges. I also compute the extra contribution to the
Noether charge that is used to obtain the additional matter work terms in
the first law of thermodynamics. I consider the special cases of a minimally-
coupled scalar matter field, of an electromagnetic two-form field strength,
and of an n-form field strength that resembles a cosmological constant in
some ways. I then consider the non-Abelian Yang-Mills matter field.
Next I turn to the applications of the quasilocal theory. In chap-
ter 4, I consider black hole spacetimes that are solutions to the field equa-
tions of General Relativity. The first such spacetime that I consider is
the Reissner-Nordstro¨m-anti-de Sitter spacetime, which is a charged, static,
four-dimensional solution to the Einstein-Maxwell field equations with a
negative cosmological constant. The analysis of this solution shows how the
quasilocal formalism can accommodate non-asymptotically flat spacetimes
as well as both electric and magnetic charged solutions. In order to show
how the quasilocal formalism deals with rotating black holes, I consider the
rotating three-dimensional black hole solution, which is a solution to the
Einstein field equations with a negative cosmological constant.
In dilaton gravity, the issue of conformal invariance of physical quantities
such as the mass of a spacetime is of interest. I begin chapter 5 with a
discussion about how quasilocal quantities change when they are computed
in conformally related theories of dilaton gravity. Conformal invariance of
the mass critically depends on the manner in which the reference spacetime
is selected. I illustrate this conformal invariance for the Garfinkle-Horowitz-
Strominger solution in dilaton gravity by calculating the mass of the solution
in both the “Einstein frame” and the “string frame.” I also examine the
thermodynamics of this solution as well as two two-dimensional solutions to
dilaton gravity theories. Finally, in chapter 6, I summarize the results.
1.5 Notation
In this work, I use the sign conventions of Misner, Thorne, and Wheeler [45]
and of Wald [52]. I adopt “natural” units in which the rationalized Planck
constant, ~, the speed of light, c, and the Boltzmann constant, kB, are set
to unity. Later, in chapters 4 and 5, Newton’s constant, G, will also be set
to some dimensionless value. Many tensors relating to the geometry of the
spacetime and its boundary are defined in appendix B.
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Tensor quantities will be represented in two ways. For the most part I
will use the abstract index notation of Wald [52]. In addition, I will often
use bold-faced characters to represent differential forms. Sometimes I will
use both of these notations if a quantity is, for example, a vector valued
p-form. The operation of contraction of a vector onto the first index of a
differential form will be denoted by a centered dot. The “pull-back” of a
differential form defined on the tangent space of a manifold onto the tangent
space of an embedded submanifold will be denoted by an overline. If the
differential form was proportional to the volume form on the manifold, then
this operation is roughly the same as contraction of the form with the normal
vector to the submanifold. If the differential form was tensor valued, then
the pull-back operation also includes the projection of all the tensor indices
onto the submanifold. I will often need to distinguish between the spacelike
and timelike boundaries of a manifold. The pull-back onto the timelike
boundary will then be denoted by an overline while the pull-back onto the
spacelike boundary by an underline. Both an overline and an underline are
used when a form is pulled-back onto the quasilocal surface which is the
intersection of the spacelike and timelike boundaries. Appendix B has a
detailed description of the boundary manifolds and the tensors defined on
them.
Chapter 2
The Quasilocal Formalism
I present the quasilocal formalism for obtaining the desired thermodynamic
quantities from the gravitational action. I choose the action for dilaton
gravity; the case of General Relativity can be thought to be a special case.
Initially I ignore the presence of any matter (except for the dilaton field),
but I will include the effects of various types of matter later in chapter 3.
Also, I do not restrict the dimensionality of the spacetime in this chapter.
The quasilocal formalism is based on a Hamilton-Jacobi analysis of the
action of the gravitating system. A review of this analysis as applied to
a non-relativistic mechanical system is presented in appendix A. In this
appendix, the method by which thermodynamic variables are extracted from
the boundary terms induced in the variation of the action is described as
well as the way that the entropy of the system can be found using path
integral techniques. This chapter generalizes the analysis of appendix A for
a theory of dilaton gravity.
In this chapter, I follow a similar procedure to the one presented in ap-
pendix A. I first analyze the boundary terms obtained from the variation
of the gravitational action in section 2.1. Because I deal with fields, the
Lagrangian of appendix A is replaced with a Lagrangian density and the
action is defined for the evolution of an initial configuration of the fields on
a spacelike hypersurface to a final configuration. The endpoints of the paths
in appendix A are generalized to the boundary of the gravitating system,
which is the initial and final spacelike hypersurfaces as well as the timelike
boundary corresponding to the history of the boundaries of the spacelike
hypersurfaces (see appendix B). Time has a “many-fingered” character for
a gravitating system; it is encoded in the geometry of the timelike boundary.
Consequently, the energy of appendix A, which was conjugate to changes
12
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in the time between the initial and final endpoints, is generalized to a mo-
mentum conjugate to the metric on the timelike boundary. This momentum
contains information on the surface energy, momentum, and stress densities
for the gravitating system. These are obtained in section 2.2.
The gravitational action may contain an arbitrary functional on the
boundary of the system; the contributions of this functional are consid-
ered in section 2.3. The action is written in canonical form in section 2.4
and it is shown that the energy and momentum densities are conjugate to
the lapse function and shift vector. A generalization of Noether’s theorem is
used to obtain conserved charges for systems possessing special symmetries
in section 2.5. The Noether charge associated with the diffeomorphism in-
variance of the gravitational action is used to define a microcanonical action
in section 2.6. The entropy of the system is obtained from the microcanoni-
cal action via a microcanonical functional integral. This procedure is similar
to that of the last section of appendix A.
The action for the gravitational sector of dilaton gravity has the form
IG =
∫
M
LG =
∫
M
(LD +LH +LV) , (2.1)
where
LD = ǫD(φ)R[g] , (2.2)
LH = ǫH(φ)g
ab∇aφ∇bφ , (2.3)
and
LV = ǫV (φ) (2.4)
are the curvature, kinetic, and potential terms for the dilaton field φ. The
functions D(φ), H(φ), and V (φ) are functions of the dilaton field alone (and
no derivatives of the dilaton) and are used to determine the particular dilaton
gravity theory. Thus, the action of equation (2.1) actually encompasses a
large class of dilaton gravity theories. Also, when the function D(φ) is a
constant, the action of General Relativity (with a minimally-coupled scalar
field) is recovered. The field equations for the dilaton field and the metric
are obtained from the Lagrangian density via a variational principle. These
field equations as well as the boundary terms encountered in the variation
of the Lagrangian density are discussed in the following section.
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2.1 Variational Boundary Terms
Under variation of the action (2.1), the (sourceless) field equations for the
dilaton and the metric fields are generated. In order for the variational
principle to be well posed, one must specify how the fields are to behave
on the boundary of the manifold M. Usually one is not interested in these
boundary terms, but rather in the field equations themselves. However, since
one is considering a spacetime region of finite size, the boundary terms
are crucial. These boundary terms are just those quantities that will be
used to define the thermodynamic variables on the boundary. Thus, one
must include all boundary contributions when one considers variations of
the gravitational action IG. In this section, there will be no restrictions
on the matter action IM =
∫
LM except for the restriction that it contains
no couplings to derivatives of the metric or of the dilaton. The present
analysis [19] generalizes that of Burnett and Wald [16] to dilaton gravity.
Under a one-parameter family of variations of the dilaton field and the
spacetime metric, the induced variation in the Lagrangian density LG is
δLG = (Eg)ab δg
ab + (Eφ) δφ + dρ , (2.5)
where
(Eg)ab = ǫ
(
D(φ)Gab[g] + gab∇2D(φ)−∇a∇bD(φ)
+H(φ)
(∇aφ∇bφ− 12gab(∇φ)2)− 12gabV (φ)) , (2.6)
(Eφ) = ǫ
(
dD
dφ
R[g]− dH
dφ
(∇φ)2 − 2H(φ)∇2φ+ dV
dφ
)
, (2.7)
and ρ = ρ · ǫ with
ρa = D(φ)
(∇a(gcd δgcd)−∇bδgab)− gcd δgcd∇aD(φ) + δgab∇bD(φ)
+
(
2H(φ)∇aφ) δφ . (2.8)
Notice that ρ is a function of both the fields and their variations. However,
since ρ appears as an exact differential in equation (2.5), it contributes
terms on the boundary only. If the variations of the fields are fixed on the
boundary in a such a manner as to eliminate the contribution from ρ, then
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the field equations (Eg)ab =
1
2T ab and (Eφ) =
1
2U are recovered, where T ab
is the stress tensor density arising from couplings between the metric and
matter fields in the matter action, IM, and U is an analogous quantity for
the dilaton field:
T ab = 2
δLM
δgab
(2.9)
U = 2
δLM
δφ
. (2.10)
The equations (2.6) and (2.7) are related by ∇a(Eg)ab = −12(Eφ)∇bφ.
Therefore, if the field equation (Eφ) = 0 is imposed (so that there is no cou-
pling between the dilaton and matter), the quantity (Eg)ab is divergenceless.
Hence, when the metric field equation is satisfied, the stress tensor of the
matter must also be divergenceless.
The boundary term ρ, which is the pull-back of ρ onto the bound-
ary ∂M, needs to be examined. Consider an element of ∂M with the
normal vector na. The induced metric on this boundary element is defined
as γab = gab∓nanb and the extrinsic curvature Θab is defined in appendix B,
though the notation in this section has been generalized so that na may be
either spacelike or timelike with gabn
anb = ±1 respectively. Assume that the
boundary is fixed under the variations so that the variations of the normal
dual-vector on the boundary are proportional to the normal dual-vector.
This implies that, on the boundary element, δgab = δγab ± 2n(aδnb) with
γabδnb = 0 and δγ
abnb = 0. Then, the boundary term ρ can be written in
the form
ρ = πab δγab +̟ δφ+ δα+ dβ , (2.11)
where
πab = ǫ
(
γabnc∇cD(φ) +D(φ)(Θab − γabΘ)
)
, (2.12)
̟ = −2ǫ
(
Θ
dD
dφ
−H(φ)nc∇cφ
)
, (2.13)
α = 2ǫD(φ)Θ , (2.14)
and β = β · ǫ with
βa = D(φ)γacδn
c . (2.15)
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Because the last term in equation (2.11) is an exact differential, it will not
contribute to equation (2.5); thus, it can be ignored.
Were it not for the δα term in equation (2.11), the suitable boundary
conditions for a well-posed variational principle would be δγab = 0 and δφ =
0. Thus, one is motivated to modify the action of the gravitational sector to
include a boundary term that will cancel the δα term under field variations:
I1
G
=
∫
M
LG −
∫
∂M
α . (2.16)
Such a boundary functional will not affect the field equations. The action of
equation (2.16) is suitable for the fixation of the metric and dilaton on the
boundary ofM. Alternately, the variation of I1
G
between “nearby” solutions
of the equations of motion contains only boundary terms. It is from these
boundary terms that the thermodynamic variables are constructed.
2.2 Thermodynamic Variables
One is now ready to define the thermodynamic variables arising from the
gravitational sector of the action. The physical action is IG = I
1
G
− I0 where
the quantity I1
G
was defined in equation (2.16) and the quantity I0 is an
arbitrary functional of the boundary fields. Restrictions on the form of I0
are made in section 2.3; it is shown that I0 defines a “reference spacetime,”
which can be used as a reference point for the thermodynamic variables. In
the notation of appendix B, the action has the following form:
IG =
∫
M
LG + 2
∫
Σ
ǫD(φ)K − 2
∫
T
ǫD(φ)Θ − I0 . (2.17)
In equation (2.17), only the final spacelike boundary contribution has been
included; an initial boundary contribution would have the same form as the
negative of the final spacelike boundary contribution (the negative arising
because of the inward orientation of the timelike normal vector on the initial
hypersurface). Under variations of the metric and the dilaton, the sourceless
equations of motion for these fields are obtained when the boundary fields
are fixed.
The momenta conjugate to the boundary field configurations can be
obtained by taking functional derivatives of the action with respect to the
boundary fields and evaluating this derivative “on-shell” (i.e., when the field
equations are satisfied). The momenta conjugate to the boundary metrics
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are pab = (δI1
G
/δhab)cℓ for the spacelike boundary and π
ab = (δI1
G
/δγab)cℓ for
the timelike boundary. The subscripted “cℓ” indicates that the functional
derivatives are evaluated on a classical solution. From equation (2.12), these
momenta are found to be
pab = −ǫ (habuc∇cD(φ) +D(φ)(Kab − habK)) (2.18)
and
πab = ǫ
(
γabnc∇cD(φ) +D(φ)(Θab − γabΘ)
)
. (2.19)
Similarly, the momenta conjugate to the dilaton field are ℘ = (δI1
G
/δφ)cℓ
evaluated on the spacelike boundary and ̟ = (δI1
G
/δφ)cℓ evaluated on the
timelike boundary. From equation (2.13), one finds
℘ = −ǫ
(
2H(φ)ua∇aφ− 2dD
dφ
K
)
(2.20)
and
̟ = ǫ
(
2H(φ)na∇aφ− 2dD
dφ
Θ
)
. (2.21)
The physical momenta conjugate to these fields are obtained from the above
quantities but with an additional contribution from the background action
functional I0; pab
0
, πab
0
, ℘
0
, and ̟0 are defined according to the same func-
tional derivatives but with I0 replacing I1
G
.
In appendix A, it was shown that the energy of a system is conjugate to
the “time” between the initial and final point of the motion of the system.
However, for relativistic systems, the “time” can evolve at different rates for
different parts of the boundary of the system. The analogous quantity to the
time of the non-relativistic system is the metric induced on the boundary T .
This metric contains more information than just the lapse of time on the
surface: it also describes the shift between the leaves of the foliation of the
boundary T as well as the geometry of these leaves. Thus, the momentum
conjugate to the metric on the boundary T yields the stress, energy, and
momentum of the quasilocal surface.
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Suppose one induces a variation that takes a solution of the field equation
to a nearby solution. The change in the action arising from the change in
the fields on the timelike boundary is
δIG =
∫
T
(
(πab − πab
0
) δγab + (̟ −̟0) δφ
)
. (2.22)
The variation of the metric γab can be written in the form of equation (B.10)
on any quasilocal surface; then equation (2.22) becomes
δIG =
∫
dt
∫
B
(−E δN +J a δNa +NSab δσab +Nµ δφ)
(2.23)
with
E = 2uaub(π
ab − πab
0
) (2.24)
J
a = −2ub(πab − πab0 ) (2.25)
Sab = (πab − πab
0
) (2.26)
µ =̟ −̟
0
(2.27)
and where the relation ǫ = −Ndt∧ ǫ has been used. Therefore, E, J a, Sab,
and µ are forms on the quasilocal surface B conjugate to the variations of
the lapse function, the shift vector, the metric on B, and the dilaton field
on B respectively. Since the lapse function is a measure of the rate of time
change for observers on the quasilocal surface, the conjugate quantity, E ,
can be viewed as an energy density on the quasilocal surface1; it is called
the quasilocal surface energy density. Similarly the shift vector can measure
rotation of the quasilocal surface, and thus the quantity J a is called the
quasilocal surface momentum density. The quantity Sab is conjugate to
geometry of the quasilocal surface; it is called the quasilocal surface stress
density. Finally, the quantity µ is a dilaton potential density conjugate to
the dilaton configuration on the quasilocal surface.
The quasilocal quantities defined in equations (2.24)–(2.27) can be eval-
uated using equations (2.19) and (2.21) as well as equation (B.8). The
1I show later that this quantity has a more precise definition as the thermodynamic
internal energy.
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quasilocal quantities are found to be
E = −2ǫ (na∇aD(φ)−D(φ)k)− E0 , (2.28)
J
c = 2ǫD(φ)naσ
c
bK
ab − (J 0)c
= −2napac − (J 0)c ,
(2.29)
Scd = ǫ
(
σcdna∇aD(φ)−D(φ)
(
kcd − σcd(k − naaa)
))− (S0)cd ,
(2.30)
and
µ = 2ǫ
(
H(φ)na∇aφ− dD
dφ
(k − naaa)
)
− µ
0
, (2.31)
where E0, (J 0)
c, (S0)
cd, and µ
0
arise from πab
0
and ̟0. It will also be
useful to decompose the variation of the metric of the quasilocal surface as in
equation (B.11), i.e., into a “shape preserving” piece and a “size preserving”
piece. A similar decomposition of the quasilocal stress density yields
Sab δσab = S δǫ+ ηab δςab . (2.32)
Here, S is the surface tension field on the quasilocal surface conjugate to
changes in the size of the quasilocal surface and ηab is the shear density
conjugate to changes in the shape of the quasilocal surface. These are given
by
S = 2na∇aD(φ) + 2D(φ)
(
naaa − k
(
n− 3
n− 2
))
− S0
(2.33)
and
ηab = (
√
σ)2/(n−2)Sab . (2.34)
The quasilocal energy is defined as the integral of the quasilocal surface
energy density over the quasilocal surface:
E =
∫
B
E . (2.35)
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This quantity has several useful properties, one of which is additivity [15],
although it is not necessarily positive definite [30]. The quasilocal energy is
observer dependent: even if there is a natural way to choose the boundary T ,
the value of the quasilocal energy depends on how this boundary is foliated
into quasilocal surfaces B. Although this may appear to be a defect in using
equation (2.35) as a viable notion of energy, the observer dependence is a
necessary property of the thermodynamic internal energy. In section 2.5, I
show how observer-independent quantities can be obtained.
2.3 Reference Spacetime
In defining the thermodynamic quantities in the previous section, I have
made few restrictions on the background action functional I0 and its con-
tribution to the various momenta. Since I0 does not contribute to the field
equations, it would seem to be rather unimportant. However, it is important
in the definition of the quasilocal quantities; in particular, it is an essential
“counterterm” to make the quasilocal energy finite for quasilocal surfaces at
spacelike infinity in asymptotically flat spacetimes. In the present analysis,
it is sufficient to consider I0 to be a functional on the boundary T alone; fur-
thermore, I assume that I0 is a functional of the metric γab and the dilaton
configuration on the boundary T .
In the absence of the contributions from the reference action func-
tional I0, the quasilocal energy and momentum densities are constructed
out of the phase-space data {(pab, hab), (℘, φ)} alone. (The quasilocal stress
and dilaton potential densities do not share this property because they de-
pend on the acceleration of the unit normal, aa, which is not a function of
the phase-space data.) I make a further requirement on the form of the refer-
ence action functional: the quantities E0 and (J 0)a must also be functionals
of the phase-space data. Under this restriction, the quasilocal energy and
momentum densities are functions of the phase-space data. Such variables
are called extensive. The intensive variables, on the contrary, depend on the
way the canonical data evolve with time, i.e., they depend on the lapse and
shift functions (which are not part of the phase-space variables).
The above restrictions on the form of the background action functional
allow one to write I0 as follows:
I0 =
∫
dt
∫
B
(
NE0 −Na(J 0)a
)
. (2.36)
Here, E0 and (J 0)a are functions of the phase-space variables and are thus
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extensive. When E0 and (J 0)a are known functions of σab and φ, one can
compute (S0)
ab and µ
0
through the relationship∫
B
N
(
(S0)
ab δσab + µ0 δφ
)
= −
∫
B
(
N δE0 −Na δ(J 0)a
)
.
(2.37)
Even with the above restrictions, there is considerable freedom in the way
the reference action functional is chosen. Of course, the simplest choice
would be to set I0 = 0 and to ignore the problem; however, the contribu-
tions from the reference action functional potentially cancel divergent terms
in the quasilocal energy. I present two prescriptions for constructing the
background action function.
1. Consider a physically appropriate reference solution with metric (g0)ab
and dilaton φ0. For example, when dealing with asymptotically flat ref-
erence solutions, one could choose Minkowski spacetime with a dilaton
field; if one is interested in asymptotically anti-de Sitter spacetimes,
one could take anti-de Sitter spacetime as a reference. Suppose that it
is possible to embed the quasilocal surface (B, σab) in some spacelike
slice of the reference spacetime, and suppose that the pull back of the
reference dilaton and matter fields have the same value on this surface
as on the quasilocal surface of the original solution. Then compute the
trace of the extrinsic curvature, k0, of the quasilocal surface embedded
in the reference spacetime. Then the reference action functional is
I0 = 2
∫
dt
∫
B
D(φ)Nk0 ǫ ; (2.38)
thus E0 = −2D(φ)k0 ǫ and (J 0)a = 0.
2. Another approach [29] is to remove the restriction that the reference
action functional, I0, be a functional only on the boundary. Instead
let I0 be of the same form as the action I1; the fields (g0)ab and φ0 are
independent of the fields gab and φ except on the boundary T where the
pull-backs of the fields are identified. A particular solution to the field
equations generated from I0 is taken to be the reference spacetime, and
the contributions to the quasilocal quantities are found by applying
the formulæ (2.28)–(2.31) but with the pulled-back quantities (e.g.,
the dilaton and the lapse) identified with the original spacetime.
The boundary action functional I0 may also contain contributions from the
matter fields; their inclusion would be a straightforward generalization of the
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analysis above. However, one is more often interested in having a reference
spacetime that is a vacuum solution (except for the dilaton field, which is
viewed as part of gravity), so I ignore these matter contributions.
Although there is considerable freedom in the choice of the background
action functional, this should not be viewed as a defect in the definitions of
the quasilocal quantities that depend on this action. A physical interpreta-
tion of the arbitrariness would be the freedom an observer has in calibrating
the measurements of the quasilocal quantities. Even classically the energy
of a system would have an arbitrary “zero point”; the equations of motion
always depend on derivatives of the energy which eliminate the ambiguity.
Similarly, it shall be shown that the ambiguity in the choice of the reference
action functional does not arise in the first law of thermodynamics since one
is only concerned with changes in the quasilocal quantities.
2.4 Canonical Decomposition of the Action
The action IG can be written in canonical form as I shall show in this sec-
tion. Often the boundary terms of the Hamiltonian are used to obtain
the internal energy of a gravitating system and ultimately the first law of
thermodynamics. This approach is suitable when the boundary terms are
evaluated at spacelike infinity for asymptotically flat spacetimes, but I am
interested in more general circumstances. Nevertheless, the boundary terms
of the Hamiltonian are useful in interpreting the various quasilocal boundary
quantities that have been found.
The Hamiltonian density for the gravitational sector is defined as follows:
dt ∧HG = dt ∧ (pab £t hab + ℘£t φ)−LG . (2.39)
For simplicity, I have ignored the contribution from the reference action
functional though its inclusion is straightforward. Notice that I have used
the Lie derivative with respect to the vector field ta as the “time derivative”
of a field. According to equation (B.7) the extrinsic curvature Kab can
be viewed as the “velocity” of the induced metric hab; thus, one finds the
following expression for the first term of equation (2.39):
pab £t hab = −2NpabKab − 2Na▽bpab + 2▽b(Napab) .
(2.40)
The second term of equation (2.39) can be evaluated by splitting the vec-
tor ta into a term proportional to ua and a term proportional to Na; one
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finds
℘£t φ = N℘
◦
φ+Na℘▽aφ (2.41)
where the symbol
◦
φ is shorthand for ua∂aφ. The Lagrangian density can be
decomposed with the aid of equation (B.2) along with the relationship
(∇φ)2 = (▽φ)2 − ◦φ2 . (2.42)
A zero-vorticity observer, that is, an observer who has a velocity n-vector
equal to the unit normal ua, experiences an acceleration equal to aa =
N−1▽aN . Using these expressions, one can evaluate the Hamiltonian den-
sity of the gravitational sector:
dt ∧HG = dt ∧
(
NHG +N
a(HG)a + 2▽b
(
Nap
ab − ǫN▽bD(φ)))
+ 2ǫ∇b
(
D(φ)(ubK + ab)
)
. (2.43)
Notice that the Hamiltonian density, apart from terms that contribute on
the boundary, is constrained with the lapse and the shift acting as Lagrange
multipliers (since they are not functions on phase-space). Here the Hamil-
tonian constraint, HG, and the momentum constraint, (HG)a, are given by
HG = −2pabKab + ℘◦φ
− ǫ
(
D(φ)(R[h] +KabKab −K2) + 2KdD
dφ
◦
φ− 2▽2D(φ)
+H(φ)(▽φ)2 −H(φ)◦φ2 + V (φ)
) (2.44)
and
(HG)a = −2▽bpba +℘▽aφ (2.45)
respectively. The Hamiltonian constraint is associated with the arbitrariness
of the choice of the time function and, thus, with the way in which M is
foliated into leaves Σt, while the momentum constraint arises from the gauge
invariance of the metric hab to diffeomorphisms on Σ.
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The action for the gravitational sector I1
G
can be written in canonical
form:
I1
G
=
∫
M
dt ∧ (pab £t hab + ℘£t φ−HG) + 2
∫
Σ
ǫD(φ)K − 2
∫
T
ǫD(φ)Θ
=
∫
dt
(∫
Σ
(
pab £t hab + ℘£t φ−NHG −Na(HG)a
)
−
∫
B
(NE −NaJ a)
)
.
(2.46)
The gravitational Hamiltonian, HG, is defined in terms of the action by
I1
G
=
∫
dt
(∫
Σ
(pab £t hab + ℘£t φ)−HG
)
; (2.47)
thus,
HG =
∫
Σ
(
NHG +N
a(HG)a
)
+
∫
B
(NE −NaJ a) . (2.48)
When the constraint equations hold, the only contribution to the Hamilto-
nian is from the boundary B. Thus, the quasilocal energy is the value of
the “on-shell” Hamiltonian when the lapse is unity and the shift vanishes
on the quasilocal surface. In general, matter terms will also contribute to
the boundary term of the Hamiltonian; in this case, the quasilocal energy
is recovered when the Lagrange multipliers of these fields also vanish on the
quasilocal surface. Notice that the on-shell value of the gravitational action
for stationary solutions (so that the Lie derivatives vanish) is given by the
T -boundary contribution; this value is equal to the negative of the on-shell
Hamiltonian times the time period between the initial and final spacelike
hypersurfaces.
Regge and Teitelboim [48] interpreted the energy of an asymptotically
flat spacetime as the value of the gravitational Hamiltonian of General Rel-
ativity at spacelike infinity. Iyer and Wald [32] used a generalization of this
scheme to define the energy for general gravitational theories. In the case
of asymptotically flat solutions to the field equations of General Relativity,
it can be shown that the the value of the Hamiltonian is equal to the adm
mass [32, 29]. The adm mass [2] is essentially the surface term obtained
when the time-time component of the Einstein field equation is integrated
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over a spacelike hypersurface Σ under asymptotically flat field fall-off condi-
tions. A straightforward generalization shows that the value of the on-shell
Hamiltonian (2.48) of an asymptotically flat spacetime in dilaton gravity
is equal to the time-time component of the metric field equation (2.6) inte-
grated over a spacelike hypersurface Σ, where the boundary B is taken to be
at spacelike infinity. Although this method gives a perfectly consistent ther-
modynamics [32, 29], I do not adopt it here as I am interested in finite-sized
quasilocal surfaces and spacetimes that are not necessarily asymptotically
flat.
2.5 Conserved Charges
Although the quasilocal energy is foliation-dependent, it is possible to con-
struct quantities on the timelike boundary T that are foliation-independent.
Since various classes of observers that exist on T will agree on the value of
these quantities, I shall call them conserved; in particular, the quantities
will not change with time for the observers on T . The spacetime, however,
must satisfy certain conditions to define such conserved quantities. The first
requirement is that the spacetime must possess a vector field ξa such that
the Lie derivative of all fields along this vector field vanish. Such a vector
field may provide a natural choice for the boundary T—namely the bound-
ary that contains a congruence of these vectors. Note that ξa need not be
defined over the entire manifold; it just needs to be defined on T .
To obtain the conserved charge, I consider the equation of mo-
tion 2(Eg)ab = T ab and project the first component normal to T and the
second onto T . Using the analog of the Gauss Codacci relation (B.3) on the
timelike boundary T , one finds
2△a(πab − πab0 ) = (̟ −̟0)△bφ− naT ab . (2.49)
The divergence of the momentum conjugate to the T -boundary metric has
a source term. However, if one contracts equation (2.49) with the Killing
vector ξb, one obtains
2△a
(
ξb(π
ab − πab
0
)
)
= −naξbT ab , (2.50)
where the Killing properties of ξa have been used. When this expression
is integrated over T , the left hand side has contributions only from the
boundary ∂T . One finds
Qξ(∂Tfinal)−Qξ(∂Tinitial) =
∫
T
naξbT
ab (2.51)
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where
Qξ(B) = −2
∫
B
uaξb(π
ab − πab
0
) . (2.52)
When the right hand side of equation (2.51) vanishes, the value of Qξ be-
comes independent of the particular cut of T on which it is evaluated; thus,
it represents a conserved charge. An additional condition for the existence
of a conserved charge, then, is the vanishing of the right hand side of equa-
tion (2.51). This may occur if the boundary T is chosen to be outside of the
matter distribution (so that T ab = 0), or if the projection n
aξbT ab vanishes
for the specific type of matter of interest.
Suppose that ϕa is a spacelike azimuthal Killing vector; define the an-
gular momentum, J = Qϕ, to be the conserved charge associated with this
Killing vector. If the quasilocal surface B is taken to contain the orbits of
the Killing vector, then
J =
∫
B
ϕaJ a . (2.53)
Thus, the ϕ-component of the quasilocal momentum density can be inter-
preted as an angular momentum density that yields a conserved angular
momentum when B contains the orbit of ϕ. From equation (2.48), one sees
that the angular momentum is just the value of the on-shell Hamiltonian
when the lapse vanishes and the shift vector is ϕa.
Alternately, when ξa is timelike, a conserved mass, M = −Qξ, can be
defined. For a static spacetime, ξa is surface forming and the quasilocal
surface B can be chosen such that the Killing vector is proportional to the
timelike normal. Then the mass can be written as
M =
∫
B
NE . (2.54)
By comparing equation (2.54) with (2.35), one sees that the quasilocal en-
ergy is not the same as the conserved mass. However, for asymptotically flat
spacetimes, the quasilocal energy and mass have the same value at spacelike
infinity since the lapse function becomes unity at this point. More generally,
when the quasilocal surface is chosen to contain the orbits of the shift vector,
one finds the mass to be
M =
∫
B
(NE −NaJ a) . (2.55)
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By comparing equation (2.55) with (2.48), one sees that the mass is the
same as the value of the on-shell Hamiltonian.
There is another way of constructing conserved quantities on the quasilo-
cal surface. The Lagrangian density for the gravitational sector, LG, is co-
variant under arbitrary diffeomorphisms. As was shown by Wald [53], a
conserved Noether current that is associated with this covariance of the La-
grangian can be constructed. From this conserved current, one can then
construct a Noether charge; the value of this charge on the event horizon
is closely related to the entropy of a black hole. I will follow Wald’s pro-
cedure [53] in obtaining the Noether charge arising from the Lagrangian
density for dilaton gravity.
Consider a variation of the Lagrangian density LG that is associated with
diffeomorphisms along some vector field ξa. The variations of the metric and
the dilaton are given by
δgab = £ξ gab = 2∇(aξb) (2.56)
and
δφ = £ξ φ = ξ
a∇aφ (2.57)
respectively. Because the Lagrangian density is covariant under diffeomor-
phisms, the induced change in the Lagrangian density by the variations
(2.56) and (2.57) is equal to the Lie derivative of the Lagrangian density
along the vector ξa. Using Cartan’s identity,
£ξ Λ = ξ · dΛ+ d(ξ ·Λ) , (2.58)
along with the fact that the Lagrangian density is an n-form, so its exterior
derivative must vanish, one finds that
δLG = £ξ LG = d(ξ · LG) . (2.59)
Therefore, one can define the Noether current,
j[ξ] = ρ(g, φ,£ξ g,£ξ φ)− ξ ·LG , (2.60)
which is closed when the field equations of motion ((Eg)ab = 0 and (Eφ) = 0)
hold. One can then construct an (n−2)-form, q[ξ], that satisfies j[ξ] = dq[ξ].
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This Noether charge density can be integrated over any closed surface B to
give a conserved Noether charge.
I use the expression for ρa given in equation (2.8), as well as equations
(2.56) and (2.57), to obtain an expression for the Noether current:
ja[ξ] = −2∇b
(
2ξ[a∇b]D(φ) +D(φ)∇[aξb])+ 2ξb(Eg)ab
(2.61)
where j = j · ǫ and (Eg)ab = ǫ (Eg)ab. When the (sourceless) field equa-
tion (Eg)ab = 0 holds, the Noether current j
a is divergenceless, so one can
construct the Noether charge density, q[ξ], on a closed spacelike (n − 2)-
dimensional hypersurface. The Noether charge density is
q[ξ] = ǫnab
(
2ξa∇bD(φ) +D(φ)∇aξb
)
(2.62)
where nab is the bi-normal to the (n − 2)-surface. The Noether charge is
the integral of this quantity over the (n − 2)-surface. When matter fields
are present, both the Noether current and the Noether charge will have
additional contributions. I illustrate the effect of matter fields in the next
chapter.
2.6 Entropy of Stationary Black Hole Spacetimes
The presence of an event horizon within the thermodynamic system gives rise
to an entropy for the system; in the absence of any matter fields, the event
horizons are the only source of entropy. Here I explore the contributions to
the entropy of thermodynamic systems containing a stationary black hole.
For simplicity, I will ignore possible matter fields and their contribution to
the entropy.
I obtain the entropy from Euclidean path integral techniques using a
“microcanonical” action [14]. By “microcanonical” I mean the action for
which the extensive variables (alone) must be fixed on the boundary in
order to have a well-posed variational principle. From equation (2.23) one
sees that the action IG is not a microcanonical action because both extensive
and intensive variables must be fixed on the quasilocal boundary. Following
a suggestion of Iyer and Wald [33], I consider the action
Im =
∫
M
LG −
∫
T
dt ∧ q[t] (2.63)
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where only the boundary element T is of interest. Here, q[t] is the Noether
charge density associated with the diffeomorphism covariance of the gravi-
tational Lagrangian density along the timelike Killing vector field ta.
I first show that the action Im is the desired microcanonical action.
The Noether charge density of equation (2.62) associated with the vector
field ta must be evaluated. One finds the first term in equation (2.62)
is −2Nna∇aD(φ) while a calculation of the second term yields (see [33])
2D(φ)(NuaubΘab + N
aubΘab). Using equation (B.8) as well as the defini-
tions of the quasilocal energy and momentum densities, equations (2.24)
and (2.25), one finds
− dt ∧ q[t] = −dt ∧ (NE −NaJ a)−α (2.64)
where α is given in equation (2.14). Therefore, the boundary contribution
to the variation of the action Im is
δIm =
∫
T
(−dt ∧ δq[t] + ρ)
=
∫
T
(−dt ∧ δ(NE −NaJ a) + (ρ− δα))
=
∫
dt
∫
B
(
N δE −Na δJ a +NSab δσab + µ δφ
)
(2.65)
where the second term in the second line has been calculated in equa-
tion (2.23). Clearly it is the extensive variables that must be held fixed
on the quasilocal boundary in order for the variations of the action Im to
yield the field equations; thus, Im is a microcanonical action.
In order to calculate the entropy of the thermodynamic system, I will
use the method of Brown and York [14]. Consider the “Euclidean section”
of the black hole spacetime obtained by the Wick rotation t→ τ = it. The
extensive variables are invariant under this transformation while the inten-
sive variables become imaginary. Under such a transformation, the metric
becomes complex in general, so the term “Euclidean” is misleading. In a
coordinate system that becomes co-rotating near the event horizon, how-
ever, the imaginary components of the metric become small and the metric
is approximately real with a Euclidean signature close to the event horizon.
The time variable is periodic near the bifurcation point; the period can be
fixed by the condition that there be no conical singularity at the bifurcation
point. The topology of the Euclidean manifold, Mˆ, is the direct product
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of the topology of the quasilocal surface B with a disk where the origin of
the disk is the bifurcation point of the black hole spacetime; the interior
of the black hole is not present in the Euclidean section. One can view
the Euclidean section as the identification of the initial and final space-
like hypersurface with a period of imaginary time equal to ∆τ = 2π/κH.
Here, κ2
H
= hab(∂aN)(∂bN) (evaluated on the event horizon) is the surface
gravity. A diagram depicting the Lorentzian and Euclidean sections of the
Schwarzschild spacetime is presented in figure 2.1.
I follow the argument of Iyer and Wald [33] to calculate the entropy. The
microcanonical density matrix is given by the formal expression
ν
[
+1exextensive
variables
]
=
∫ [
+1experiodic
histories
]
exp
(
Iˆm
[
+1exextensive
variables
])
≈ exp(Iˆm|cℓ) (zeroth order) , (2.66)
where Iˆm is the Euclideanized microcanonical action—the usual microcanon-
ical action calculated on the manifold Mˆ—and the subscripted “cℓ” indicates
evaluation on the analytic continuation to imaginary time of the classical
solution. The second line in equation (2.66) gives the evaluation of the path
integral to the “zeroth order” in quantum corrections. The entropy, S, is
the logarithm of the microcanonical density matrix; thus, S ≈ Iˆm. Then the
entropy is
S ≈
[
i
∫
Mˆ
LG −
∫
Tˆ
dτ ∧ q[t]
]
cℓ
= ∆τ
[∫
Σ
t · LG +
∫
B
q[t]
]
cℓ
.
(2.67)
From equation (2.60), one finds that t · LG = −dq[t] when evaluated on
a classical solution. Here, ρ vanishes because the fields are stationary, so
the Lie derivatives of the fields along the vector ta vanish. The integrand
of the first integral on the second equality of equation (2.67) contributes
two surface terms: one on the quasilocal surface B that cancels the second
integral, and one on the event horizon H. Therefore,
S ≈ 2π
κH
∫
H
q[t] (zeroth order). (2.68)
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One can evaluate equation (2.68) using equation (2.62). On the event
horizon H, one has ta = 0 and ∇atb = −κHnab. One finds
S ≈ 4π
∫
H
ǫD(φ) (zeroth order). (2.69)
For General Relativity, D = (16π)−1, so the entropy is one-quarter of the
area of the event horizon, which is the standard result. In general, however,
the dilaton field contributes to the entropy.
Using equation (2.65), one can calculate the variation of entropy amongst
classical solutions. Define
β =
∫
Ndτ and ωa = β−1
∫
Nadτ (2.70)
to be the inverse temperature and the velocity of the quasilocal surface.
Since δS ≈ δIˆm, one finds that
δS ≈
∫
B
β(δE − ωa δJ a + Sab δσab + µ δφ) . (2.71)
This is the integral form of the first law of thermodynamics for a system
containing a black hole to the zeroth order in quantum corrections. Unfor-
tunately, one cannot integrate this equation in general. As I have argued
before, the temperature will not always be constant on the quasilocal surface
because of the redshift factor; even if one chooses the quasilocal surface to
be an isotherm, the angular velocity of this surface will not necessarily be
constant. With static spherically symmetric spacetimes, however, one will
be able to integrate equation (2.71) to obtain the usual differential form of
the first law of thermodynamics.
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Figure 2.1: A depiction of the manifold region M in the extended
Schwarzschild spacetime in (a) the Lorentzian section, and (b) the
corresponding manifold region Mˆ in the Euclidean section. Each point
on these diagrams represents a spacelike sphere. In the Euclidean
section, the analytic extension of the Schwarzschild solution is not
present. In order for regularity at the “point” H, the identification
of Σ0 with Σ∆τ must have the period ∆τ = 2π/κH.
Chapter 3
Matter Fields
Having defined the basic quasilocal quantities for the gravitational part of
the action of dilaton gravity, I now proceed to analyze the contributions
of matter fields. For the present, I only consider matter fields that are
minimally coupled to the metric and the dilaton, i.e., I do not allow the
matter fields to couple to derivatives of the metric or the dilaton. I shall
show that such minimally coupled matter fields will not contribute explicitly
to the entropy at the classical level although they will provide extra work
terms in the first law of thermodynamics.
For most of this chapter I consider Abelian gauge fields only; I defer
a discussion of the non-Abelian Yang-Mills fields until section 3.6. The
class of matter fields that I consider includes electromagnetism as well as
matter fields with larger gauge groups. Most of my analysis will be general
enough to include massless scalar fields even though these are not gauge
fields. Consider the matter action
IM = −
∫
M
1
2
W (φ)F ∧ ∗F = −
∫
M
ǫ
1
2p!
W (φ)Fa1···apFa1···ap
(3.1)
where F = dA is a p-form field strength obtained from the (p − 1)-form
potential A. The field strength—and thus the matter action—is invariant
under the gauge transformation A → A + dx for any (p − 2)-form x. The
function W (φ) controls the coupling of the matter field with the dilaton.
The Hodge dual on the manifoldM is represented by the symbol ∗; for any
q-form Λ one has
(∗Λ)b1···bn−q =
1
q!
Λa1···aqǫa1···aqb1···bn−q . (3.2)
33
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Therefore, the Hodge dual converts a q-form into an (n− q)-form.
One can decompose the field strength F into electric and magnetic com-
ponents on any spacelike hypersurface Σ. Let ua be the normal vector to
the spacelike hypersurface; the electric field (p − 1)-form on Σ is defined
as E = u · F. Similarly, define the magnetic field (n − p − 1)-form on Σ
as B = (−)pu · (∗F) = ⋆F where ⋆ is the Hodge dual on the spacelike
hypersurface, i.e., a Hodge dual defined just as in equation (3.2) but with
the volume form ǫ = u · ǫ on the spacelike hypersurface. The kinetic en-
ergy of the field strength can then be decomposed into electric and magnetic
components as follows:
Fa1···apFa1···ap =
p!
(n− p− 1)!B
a1···an−p−1Ba1···an−p−1 − pEa1···ap−1Ea1···ap−1 .
(3.3)
To obtain the equations of motion for the matter fields as well as the
desired quasilocal quantities, one must analyze the variation of the matter
Lagrangian, LM. I do this in the next section.
3.1 Variations of the Matter Lagrangian
The variation of the matter action yields the equations of motion for the
matter fields as well as the stress energy tensor and dilaton source arising
from the couplings between the matter fields and the metric and dilaton. In
addition, boundary terms will be obtained and, as before, I construct useful
quasilocal quantities from these boundary terms. Once again this analysis
is a generalization of Burnett and Wald [16].
I introduce a one-parameter family of variations of the metric, the dila-
ton, and the field potential A. Notice that I choose to vary the potential
rather than the field strength. The induced variation in the matter La-
grangian density LM is found to be
δLM = −12T ab δgab − 12U δφ+ (EA)a1···ap−1 δAa1···ap−1 + d̺
(3.4)
where T ab and U are the stress tensor and dilaton source densities defined
by equations (2.9) and (2.10). The stress tensor is given by
T ab = ǫ
1
p!
W (φ)
(
pFa
c2···cpFbc2···cp − 12gabFc1···cpFc1···cp
)
(3.5)
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and the dilaton source by
U = ǫ
1
p!
dW
dφ
Fa1···apFa1···ap . (3.6)
The (sourceless) equation of motion for the matter field is (EA)
a1···ap−1 = 0
with
(EA)
a1···ap−1 = ǫ
1
(p − 1)! ∇b
(
W (φ)Fba1···ap−1
)
(3.7)
while the boundary term ̺ = ̺ · ǫ is given by
̺a = − 1
(p− 1)! W (φ)F
ab1···bp−1 δAb1···bp−1 . (3.8)
Consider the contribution of the boundary term ̺ to the timelike bound-
ary T . To do so one must pull-back this form onto T :
̺ =Πa1···ap−1 δAa1···ap−1 (3.9)
with
Πa1···ap−1 = −ǫ 1
(p− 1)! W (φ)nbF
ba1···ap−1 (3.10)
being the momentum density conjugate to the matter field on the timelike
boundary T . One can further decompose the pull-back of the variation of
the matter field potential as follows: define the potential (p − 2)-form, V,
on the quasilocal surface B by V = u ·A, and the potential (p − 1)-form,
W, on the quasilocal surface by W = A. One finds
δAa1a2···ap−1 = −
(p− 1)
N
u[a1
(
δ(NVa2···ap−1]) + δN
bW|b|a2···ap−1]
)
+ δWa1a2···ap−1 .
(3.11)
Using equation (3.11), one can further decompose equation (3.9) as follows:
Πa1···ap−1 δAa1···ap−1 = −dt ∧
(−Qa1···ap−2 δ(NVa1···ap−2) + Ja δNa
+NKa1···ap−1 δWa1···ap−1
)
. (3.12)
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Here, Qa1···ap−2 is a (p− 2)-form-valued density on the quasilocal surface B
that is called the quasilocal matter charge density. This density is given by
Qa1···ap−2 = ǫ
1
(p − 2)! W (φ)nbE
ba1···ap−2 . (3.13)
Similarly, Ja represents an electromotive force (emf) density on the quasilo-
cal surface.1 It is defined by
Ja = −Qb1···bp−2Wab1···bp−2 . (3.14)
Finally, the surface current density is the (p−1)-form-valued density on the
quasilocal surface:
Ka1···ap−1 = −ǫ 1
(p− 1)! W (φ)nbF
ba1···ap−1 . (3.15)
Because the field strength is pulled-back onto the spacelike hypersurface
in equation (3.15), the surface current density is defined on the quasilocal
surface B. Equations (3.13)–(3.15) define all the quasilocal quantities that
are needed for the work terms in the first law of thermodynamics.
3.2 Canonical Form of the Matter Action
The matter action IM can be written in canonical form and from this one
can obtain the Hamiltonian. The Hamiltonian is useful in interpreting the
quasilocal quantities that have just been constructed.
The first step in the canonical decomposition is to obtain the momen-
tum conjugate to the field configuration on the spacelike boundary. This
momentum is obtained in the same manner as before: here, however, one
must pull-back the boundary contribution ̺ onto the spacelike boundary Σ.
One finds
̺ = P a1···ap−1 δAa1···ap−1 (3.16)
with
P a1···ap−1 = ǫ
1
(p− 1)! W (φ)E
a1···ap−1 . (3.17)
1The emf density is the potential created by changes in the electromotive force of the
system [11, 50].
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Notice that the momentum conjugate to the matter potential on the space-
like hypersurface, P a1···ap−1 , is proportional to the electric field strength.
Next, the Hamiltonian density for the matter sector is computed:
dt ∧HM = dt ∧P a1···ap−1 £tAa1···ap−1 −LM . (3.18)
The Lie derivative in the first term can be evaluated using Cartan’s iden-
tity (2.58). The first term will contribute a total derivative as well as terms
proportional to the lapse, the shift, and the Lagrange multiplier t ·A. The
Lagrangian density has already been decomposed into fields on the spacelike
boundary in equation (3.3). Thus, the matter Hamiltonian is
HM =
∫
Σ
HM
=
∫
Σ
(
NHM +N
a(HM)a + t
bAba1···ap−2G
a1···ap−2
)
+
∫
B
(NVa1···ap−2Q
a1···ap−2 −NaJa) .
(3.19)
The matter fields contribute to the Hamiltonian and the momentum con-
straints; their contribution is given by
HM = ǫW (φ)
(
1
2(n − p− 1)! B
a1···an−p−1Ba1···an−p−1
+
1
2(p − 1)!E
a1···ap−1Ea1···ap−1
)
(3.20)
and
(HM)a = Fab1···bp−1P
b1···bp−1 (3.21)
respectively. In addition, there is a Gauss law constraint that arises from
the gauge invariance of the Abelian group. The Gauss law constraint is
Ga1···ap−2 = −(p− 1)▽bP ba1···ap−2 . (3.22)
The value of the on-shell Hamiltonian arises from the integral on the quasilo-
cal surface. The two components on the quasilocal surface come from the
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quasilocal surface charge density and the quasilocal surface emf density.
These components are conjugate to the potential, V, blue-shifted from its
value on the event horizon, and the shift function respectively. Finally, one
can write the matter action in the canonical form:
IM =
∫
M
dt ∧ (P a1···ap−1 £tAa1···ap−1 −HM)
=
∫
dt
(∫
Σ
(
P a1···ap−1 £tAa1···ap−1 −NHM −Na(HM)a
− tbAba1···ap−2Ga1···ap−2
)− ∫
B
(NVa1···ap−2Q
a1···ap−2 −NaJa)
)
.
(3.23)
The on-shell value of the matter action, therefore, is proportional to the
negative of the on-shell value of the Hamiltonian for a stationary solution.
3.3 Conserved Charges Arising from the
Matter Action
The presence of a Gauss law constraint in the Hamiltonian indicates that
one should be able to construct a charge on the quasilocal surface. To obtain
a conserved quantity, consider the equation of motion for the gauge field:
1
(p− 1)! ∇b
(
W (φ)Fba1···cp−1
)
= ja1···ap−1 (3.24)
where the (p− 1)-form j represents a source for the gauge field. The source
is divergenceless as can be seen from equation (3.24). Furthermore, for any
(p − 3)-form w, one has
0 = ∇b(jbca1···ap−3∇cwa1···ap−3) (3.25)
and, thus, the quantity q[w] = q[w] · ǫ with
qa[w] = (p − 1)jabc1···cp−3∇bwc1···cp−3 (3.26)
is closed:
0 =
∫
M
dq =
∫ Σf
Σi
q[w] +
∫
T
q[w] . (3.27)
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The last term in the above equation is proportional to the normal component
of the matter source on the boundary T . I assume that this term will vanish.
This will certainly be the case if the boundary T is chosen to be outside of
the matter source distribution. When this is the case, the charge∫
Σi
q[w] =
∫
Σf
q[w] = Q[w] (3.28)
is conserved because its value does not depend on the slice of the foliation
on which it is calculated.
One can evaluate the conserved charge using its definition, equa-
tion (3.28), along with equation (3.26) and the equation of motion (3.24):
Q[w] =
1
(p− 2)!
∫
Σ
ǫua∇b
(
W (φ)Fabcd1···dp−3
)∇cwd1···dp−3
=
1
(p− 2)!
∫
Σ
ǫ▽b
(
W (φ)Ebcd1···dp−3
)∇cwd1···dp−3)
=
∫
B
Qab1···bp−3∇awb1···bp−3 .
(3.29)
In obtaining the second equality, I have used the fact that ua = −N∂at as
well as the antisymmetry of the gauge field F to pull the ∂at part inside the
covariant derivative. The lapse function can also be pulled inside, but it con-
verts the covariant derivative associated with the metric gab into a covariant
derivative associated with the metric hab. The antisymmetric derivative of
w is similarly pulled inside the covariant derivative and one is left with a
total divergence. Thus, one obtains the third equality.
Note that the second line of equation (3.29) can be re-written as
Q[w] = −
∫
Σ
G
ab1···bp−3∇awb1···bp−3 , (3.30)
which shows that the conserved charge is directly associated with the Gauss
constraint. Furthermore, equation (3.29) justifies the interpretation of the
quantity Qa1···ap−2 as a quasilocal surface charge density. Notice that for
every closed (p−2)-form, there is an associated charge. (I have written such
a form as the exact form dw above.)
One can also find the contribution to the Noether charge associated
with the diffeomorphism covariance of the matter Lagrangian density. First,
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define the contribution to the Noether current from the matter Lagrangian
associated with diffeomorphism generated by the vector field ξa as
jextra[ξ] = ̺ξ − ξ · LM (3.31)
where the variations have been replaced with Lie derivatives along ξa in ̺ξ.
With the aid of equation (3.8), one can evaluate equation (3.31):
jextra
a[ξ] = −ξbT ab − (p− 1)(EA)ac1···cp−2ξbAbc1···cp−2
− 1
(p− 2)!∇b
(
W (φ)Fabc1···cp−2ξdAdc1···cp−2
)
(3.32)
where jextra = jextra · ǫ, T ab = ǫT ab and (EA)a1···ap−1 = ǫ(EA)a1···ap−1 .
When the sourceless matter equation of motion holds, the second term in
equation (3.32) vanishes. When the metric equation of motion holds, the
first term of equation (3.32) cancels the last term of equation (2.61), and the
total Noether current becomes a total divergence. The matter contribution
to the Noether current when the equations of motion hold is
jextra[ξ] = dqextra[ξ] = d(Q
a1···ap−2ξbAba1···ap−2) , (3.33)
and the total Noether charge density on a closed (n − 2)-dimensional hy-
persurface is given by equation (2.62) with the contribution from equa-
tion (3.33):
q[ξ] = ǫnab
(
2ξa∇bD(φ) +D(φ)∇aξb
)
+Qa1···ap−2ξbAba1···ap−2 .
(3.34)
3.4 Matter Contributions to the Thermodynamics
Now I obtain the contributions of the matter fields to the thermodynamics
and to the entropy of the system. I assume that the system contains a
stationary black hole. Once again I define the microcanonical action by
equation (2.63), but now I include the extra piece
Iextra =
∫
M
LM −
∫
T
dt ∧ qextra[t] . (3.35)
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Under variations between classical solutions, one finds that the T -boundary
contributions to the extra piece of the microcanonical action are given by
δIextra =
∫
T
(−dt ∧ qextra[t] + ̺)
=
∫
dt
∫
B
(NVa1···ap−2 δQ
a1···ap−2 −Na δJa
+NKa1···ap−1 δWa1···ap−1)
(3.36)
where equation (3.9) and equation (3.12) have been used to evaluate the ̺
term, and equation (3.33) has been used to find
qextra[t] = NVa1···ap−2Q
a1···ap−2 −NaJa (3.37)
on the boundary T . Notice that in equation (3.36), the extensive variables
are varied on the boundary. Thus, the extra piece Iextra is just the form
of the matter action that should be added to the microcanonical action of
equation (2.63) in order to get a microcanonical action containing both the
matter and gravity sectors.
The determination of the entropy and the first law of thermodynamics
proceeds exactly as in the last section of the last chapter. The additional con-
tribution to the entropy of the black hole from matter fields comes from the
extra piece of the Noether charge (see equation (2.68)), which is proportional
to t ·A evaluated on the event horizon. One should use part of the gauge
freedom to make this factor vanish; otherwise, free-falling observers will en-
counter a diverging potential V in their orthonormal frame [24]. Thus, the
matter does not explicitly contribute to the entropy, which is still given by
equation (2.69). The first law of thermodynamics, equation (2.71), will pick
up extra terms from the Euclideanization of equation (3.36). One finds that
the first law of thermodynamics with matter fields present is
δS ≈
∫
B
β(δE − ωa δJ˜ a + Sab δσab + µ δφ
+Va1···ap−2 δQ
a1···ap−2 +Ka1···ap−1 δWa1···ap−1) .
(3.38)
Here J˜ a = J a + Ja is the effective quasilocal surface momentum density
that includes the emf term.
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3.5 Special Cases
In this section, I examine some specific types of matter that are encompassed
in the wide class that has been considered. The special cases are simply
particular choices of the value of p where the field strength is a p-form.
Case I. p = 1: In this case, one has F = dΦ, where I have written Φ as the
scalar potential rather than A. The Lagrangian density is proportional
to (∇Φ)2, so this case corresponds to a massless scalar field with dila-
ton coupling. Notice that there is no gauge invariance, so one will not
have a Gauss law or a conserved charge for the scalar field. The stress
energy tensor and dilaton source are just as expected for a massless
scalar field:
Tab =W (φ)
(
(∇aΦ)(∇bΦ)− 12(∇Φ)2
)
(3.39)
and
U =
dW
dφ
(∇Φ)2 . (3.40)
The sourceless equation of motion for the massless scalar field is
(EΦ) = ∇a
(
W (φ)∇aΦ) = 0 . (3.41)
On the timelike boundary, the momentum conjugate to the scalar field
is
Π = −ǫW (φ)na∇aΦ , (3.42)
and one finds that Π δΦ = K δΦ where
K = −ǫW (φ)na∇aΦ (3.43)
is the potential on the quasilocal surface conjugate to the scalar field;
the work term appearing in the first law of thermodynamics will
be K δΦ. Notice that there are no charge or emf densities.
On the spacelike boundary,
P = ǫW (φ)
◦
Φ (3.44)
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is the momentum conjugate to the scalar field, and
◦
Φ = u · dΦ is
just the electric field scalar. One can evaluate the Hamiltonian and
momentum constraints:
HM = W (φ)
2
(
(▽Φ)2 +
◦
Φ2
)
(3.45)
and
(HM)a =W (φ)
◦
Φ▽aΦ (3.46)
respectively. Notice that there is no Gauss constraint.
Case II. p = 2: In this case, the field strength is a two-form, and the potential is
a one-form. Thus, this case is just a generalization of electromagnetism
to an n-dimensional spacetime with a dilaton coupling. The stress
energy tensor and dilaton source are
Tab =W (φ)(FacFb
c − 14gabFcdFcd) (3.47)
and
U =
1
2
dW
dφ
FabFab (3.48)
respectively, and the sourceless equation of motion for the electromag-
netic field is given by
(EA)
a = ∇b
(
W (φ)Fba
)
= 0 . (3.49)
The momentum conjugate to the electromagnetic potential on the
timelike boundary T is Πa = −ǫW (φ)ncFca and the quasilocal sur-
face charge density, emf density, and current are
Q = ǫW (φ)naE
a , (3.50)
Ja = −QWa , (3.51)
and
Ka = ǫW (φ)σabncF
bc (3.52)
respectively. All three of these contribute work terms in the first law
of thermodynamics.
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On the spacelike boundary Σ, the momentum P a = ǫW (φ)Ea is
proportional to the electric field strength. The contributions to the
Hamiltonian and momentum constrains are given by
HM =W (φ)
(
1
2(n− 3)! B
a1···an−3Ba1···an−3 +
1
2
EaEa
)
(3.53)
and
(HM)a =W (φ)FabEb . (3.54)
In addition, there is a Gauss constraint
G = −▽a
(
W (φ)Ea
)
(3.55)
conjugate to the Lagrange multiplier At. By integrating this Gauss
constraint over the spacelike hypersurface Σ, one obtains a conserved
quantity on the quasilocal boundary:
Q =
∫
B
Q . (3.56)
Case III. p = n: Because the field strength is an n-form, one can define a scalar
field, Λ, that is related to the field strength by Λ = −(∗F)2/4. The
Lagrangian density can be written in terms of the scalar field. One
finds that L = −2ǫW (φ)Λ. Thus, when the function W is constant,
the scalar field Λ assumes the roˆle of a cosmological constant. The
stress energy tensor is found to be Tab = 2W (φ)Λgab, which is just
what one would expect for a cosmological constant except for the extra
function of the dilaton.
The n-form field gives rise to a Gauss constraint in the Hamiltonian:
Ga1···an−2 = 1
(n − 2)!
▽b
(
W (φ)(∗F)ǫba1···an−2) . (3.57)
When the Gauss law constraint holds, the quantity λ =
−(W (φ)(∗F)/2)2 must be constant. One can contract equation (3.57)
with the volume form on the (n − 2)-dimensional quasilocal surface
and integrate it over the spacelike hypersurface. The result is the
conserved charge,
Q[ǫ] = 2
√
|λ|A , (3.58)
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when the Gauss constraint holds. Here, A is the area of the quasilocal
surface with volume form ǫ; the constant λ is related to the charge
per unit area on the quasilocal surface: λ = −14(Q/A)2. The La-
grangian density can be written in terms of λ as L = −2ǫw(φ)λ
where w(φ) = 1/W (φ). Thus, when the dilaton coupling is constant,
the field λ represents a cosmological constant. Note, however, that λ is
constant only when the Gauss constraint holds, that is, λ is a constant
of integration rather than a “physical” constant.
3.6 Yang-Mills Matter Fields
I now consider non-Abelian Yang-Mills gauge fields with an arbitrary gauge
group G. Such fields have been considered in reference [18]. The quasilocal
analysis of Yang-Mills fields resembles the analysis of electromagnetic fields,
which are the special case of an Abelian U(1) gauge group; the conserved
charges of the Yang-Mills fields are more complex because of the fact that
Yang-Mills field lines carry charge and, thus, the charge of a source is gauge-
dependent. The first law of thermodynamics, however, will remain gauge-
independent.
In the following, I denote internal gauge space indices with Fraktur char-
acters, and I assume the adjoint representation. The gauge covariant deriva-
tive (which is both gauge covariant and compatible with the metric gab) is
given by (Da)
a
b = ∇aδab+ fabcAac where Aaa is the connection and fabc are
the structure constants of the group. The curvature of this gauge covariant
derivative is the field strength tensor: Fab
a = 2∇[aAb]a + fabcAabAbc. This
field strength is covariant under gauge transformations of the form Aa
a →
Aa
a + (Da)
a
bx
b where xa is a Lie-algebra-valued scalar field on M. The
internal gauge indices are raised and lowered by means of the Killing met-
ric gab =
1
2 f
c
daf
d
cb. The field strength can be decomposed into electric and
magnetic pieces on a spacelike hypersurface Σ as before; the gauge covariant
derivative compatible with the metric hab is (da)
a
b.
The matter action for the Yang-Mills field with coupling to a dilaton is
IM = −
∫
M
ǫ 14W (φ)F
ab
aFab
a . (3.59)
The quasilocal analysis proceeds in a similar manner to the analysis of an
electromagnetic field with dilaton coupling. I find that the matter provides
gravitational source terms for the metric and dilaton field equations; these
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source terms are
Tab =W (φ)(Fac
aFb
c
a− 14gabFcdaFcda) (3.60)
and
U =
1
2
dW
dφ
FabaFab
a (3.61)
respectively. The Yang-Mills field equations are
(EA)
a
a = (Db)
b
a
(
W (φ)Fbab
)
= jaa (3.62)
where jaa is a source current.
On the T -boundary, the momentum conjugate to the Yang-Mills poten-
tial is Πaa = −ǫW (φ)ncFcaa; notice that this momentum is Lie-algebra-
valued. The quasilocal surface charge and current densities are also Lie-
algebra-valued; they are
Qa = ǫW (φ)naE
a
a (3.63)
and
Kaa = ǫW (φ)σ
a
bncF
bc
a (3.64)
respectively. These densities contribute the work terms Va δQa
and Kaa δWa
a to the first law of thermodynamics. The quasilocal surface
emf density Ja = −QaWaa, however, is a gauge scalar; it modifies the
gravitational angular momentum work term in the usual manner.
The Yang-Mills field provides the following contributions to the Hamil-
tonian and momentum constraints:
HM =W (φ)
(
1
2(n− 3)! B
a1···an−3
aBa1···an−3
a+
1
2
EaaEa
a
)
(3.65)
and
(HM)a =W (φ)FabaEba . (3.66)
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respectively. The Gauss constraint,
Ga = −(da)ba
(
W (φ)Eab
)
, (3.67)
is conjugate to the Lagrange multiplier At
a. Because the Gauss constraint
is Lie-algebra-valued, it is not possible to generate a gauge independent
charge in general. This problem arises because the equations of motion for
the Yang-Mills field (3.62) are gauge covariant rather than gauge invariant,
so the separation of the charge contained in the source from the charge
contained in the field is gauge dependent.
If a solution to the equation of motion for the Yang-Mills field (3.62)
possesses certain properties, it will be possible to construct a conserved
charge [1, 34]. Suppose that the solution possesses a gauge Killing scalar ka,
i.e., a Lie-algebra-valued scalar field on M that is covariantly constant:
(Da)
a
bk
b = 0. Then the quantity kajaa is gauge invariant and divergenceless:
∇a(kajaa) = 0. One then finds that the charge
Q[k] =
∫
Σ
ǫuak
ajaa = −
∫
Σ
Gak
a =
∫
B
Qak
a (3.68)
is conserved. Therefore, the quantity Qa can be interpreted as a Yang-Mills
charge density provided that a gauge-fixing scalar ka can be found.
Chapter 4
Black Hole Spacetimes in
General Relativity
I now examine the thermodynamics of specific black hole spacetimes using
the formalism that I have derived. In this chapter, I consider two asymp-
totically anti-de Sitter (ads) black hole spacetimes in General Relativity.
Because the quasilocal surface is of finite size, the particular asymptotic
fall-off conditions do not affect the applicability of the methods I use. The
solutions I examine in this section are solutions to the field equations of Gen-
eral Relativity: they do not contain a dilaton field. Thus, in this chapter,
I take D = (2κ)−1 where κ is the gravitational coupling constant, H = 0
since there is no dilaton kinetic energy, and V = −Λ/κ where Λ is the
cosmological constant.1
4.1 Reissner-Nordstro¨m-Anti-de Sitter
Spacetimes
The thermodynamics of the Reissner-Nordstro¨m-Anti-de Sitter (rnads) has
been studied recently by Louko and Winters-Hilt [37]. Their motivation
was to use the negative cosmological constant instead of a finite box to
cause the heat capacity of a black hole spacetime to be positive. Louko and
Winters-Hilt analyzed the thermodynamics using variables obtained from
the Hamiltonian evaluated at spacelike infinity, so they needed to be very
1Λ is a real cosmological constant, not the constant of integration discussed at the end
of the previous chapter.
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careful about the ads fall-off conditions. In this section, I obtain the ther-
modynamic variables for the rnads spacetime using the quasilocal method.
The Lagrangian density for the Einstein-Maxwell theory with a negative
cosmological constant is given by
L =
ǫ
16π
(R[g] + 6ℓ−2 − FabFab) (4.1)
where the cosmological constant is Λ = −3/ℓ2 with ℓ being a positive con-
stant. The gravitational coupling constant is κ = 8π, while the Maxwell
field has a coupling constant W = (4π)−1. The spherically symmetric and
static black hole solution in four dimensions has the line element
ds2 = −N2(r) dt2 + dr
2
f2(r)
+ r2 dω2 (4.2)
where dω2 is the line element on a two-sphere and the metric components
in the t-r sector are
N2(r) = f2(r) =
r2
ℓ2
+ 1− 2m
r
+
q2
r2
. (4.3)
In addition, the electric rnads solution has the electromagnetic field strength
F =
q
r2
dt ∧ dr . (4.4)
The parameters m and q are constants of integration, and I require that
m > mcrit with
mcrit =
ℓ
3
√
6
(√
1 + 12(q/ℓ)2 + 2
)(√
1 + 12(q/ℓ)2 − 1
)1/2
.
(4.5)
The case m = mcrit represents an extremal black hole. I am not interested in
such black holes since they should not represent physically attainable space-
times according to the third law of thermodynamics. The lapse function will
have two positive roots, r± with r+ > r−, when q 6= 0—these are coordinate
singularities. The event horizon is at a radius equal to the larger of these
two roots: rH = r+; when q = 0, there will only be a single positive root of
the lapse function which will be taken as the event horizon radius. There is
a curvature singularity at r = 0. A diagram showing the extended rnads
spacetime is given in figure 4.1.
For the spherically symmetric and static (sss) metric of equation (4.2),
the quasilocal quantities can be readily evaluated. I take advantage of the
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Figure 4.1: The extended, non-extremal rnads spacetime [36]: there
are two horizons, r± with r+ > r−, and a curvature singularity at r =
0. Notice that r = ∞ is timelike. There are three regions: the outer
region I has r > r+, the intermediate region II has r− < r < r+, and
the inner region III has r < r−. In this diagram, causal future is to
the right while causal past is to the left.
spherical symmetry by choosing the quasilocal surface to be a surface of
constant radius rB > rH and constant time t. The quasilocal energy is given
by equation (2.35). With the aid of equation (2.28), one finds that the
quasilocal energy is given by
E = −f(rB)
κ
d
dr
[
An−2(r)
]
r=rB
− E0 (4.6)
for a sss solution to the field equation of General Relativity. Here, Am(r) is
the area of an m-sphere:
Am(r) =
(4π)m/2Γ (m/2)
Γ (m)
rm . (4.7)
Because of the spherical symmetry, the quasilocal momentum density van-
ishes. Also, I only consider the variations in the metric that preserve
spherical symmetry, so I need only consider the surface tension part of the
quasilocal surface stress density. The surface tension is evaluated from equa-
tion (2.33):
S = f(rB)
κ
(
d
dr
[
logN(r)
]
r=rB
+
(n− 3)
rB
)
− S0 . (4.8)
The entropy of the black hole is evaluated from equation (2.69) and is found
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to be
S =
1
4
An−2(rH) (4.9)
while the temperature is found to be
T = β−1 =
1
N(rB)
κH
2π
(4.10)
from equation (2.70). I also need to calculate the conserved electromagnetic
charge and the electromagnetic potential. Because of the sss symmetries,
the emf density and the surface current densities will vanish. Taking W =
2/κ, one finds that the conserved charge is
Q =
1
κ
An−2(rB)
[
nabFab
]
r=rB
(4.11)
where equations (3.56) and (3.50) have been used. Here, nab is the bi-
normal 2u[anb] to the quasilocal surface; nabFab = 2(f/N)Ftr. The scalar
potential is V = u ·A = N−1At where A is the electromagnetic potential
in a gauge for which the scalar potential is finite on the event horizon.
Since Ftr = −∂rAt, one finds that
V = − 1
N(rB)
∫ rB
rH
Ftr (4.12)
where the lower limit guarantees that V will be finite on the event horizon.
The sss symmetries are very useful in evaluating the first law of ther-
modynamics because they will allow one to convert the integral form of this
law, equation (3.38), into the differential form:
T δS = δE + S δA+V δQ (4.13)
where A is the area of the quasilocal boundary. Equation (4.13) is the usual
expression of the first law of thermodynamics for a system with electromag-
netic and surface tension work terms.
Now I evaluate the thermodynamic variables for the rnads solution. The
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quantities
E = −rBf(rB)− E0 , (4.14)
S = f(rB)
8π
(
1
rB
+
d
dr
[
logN(r)
]
r=rB
)
− S0 , (4.15)
S = πr2
H
, (4.16)
T =
1
N(rB)
4(rH/ℓ)
2 + 2 + 2m/rH
4πrH
, (4.17)
Q = q , (4.18)
and
V =
q
N(rB)
(
1
rB
− 1
rH
)
(4.19)
are the thermodynamic internal energy, surface tension, entropy, tempera-
ture, charge, and electric potential respectively. The quasilocal energy can
be expressed in terms of the extensive thermodynamic variables S, A, andQ.
To do so, one must express the parameter m as a function of these variables.
Recall that, on the event horizon, the lapse function vanishes so
2m(S,A,Q) =
1
rH
(r4
H
/ℓ2 + r2
H
+ q2)
=
√
π
S
(
S2
π2ℓ2
+
S
π
+Q2
) (4.20)
where equation (4.16) was used. Notice that the parameter m does not
depend on the size, A, of the quasilocal system. Now, one can explicitly
show that
T =
∂E
∂S
, S = −∂E
∂A
, and V = −∂E
∂Q
(4.21)
confirming the first law of thermodynamics (4.13). Although I have not yet
specified a reference spacetime, the relations (4.21) will hold for any choice
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of the reference spacetime because of the functional relationship given in
equation (2.37).
I shall now examine the asymptotic behaviour of the thermodynamic
variables as rB → ∞, or, equivalently, for small values of u = 1/rB. The
entropy and the electromagnetic charge are both independent of the size.
The quasilocal energy has the following behaviour:
E =
{−ℓ−1u−2 − (ℓ/2) +mℓu+O(u2)}− E0 ; (4.22)
unless E0 is suitably chosen, the quasilocal energy will diverge as rB → ∞.
The temperature and scalar electromagnetic potential both behave as O(u),
so they will redshift to zero as the quasilocal region grows: this is expected
in an ads spacetime. The surface tension has the asymptotic behaviour
S = 1
8π
{
2ℓ−1 +mℓu3 +O(u4)
}
+
(
∂E0
∂A
)
. (4.23)
A natural choice for the reference spacetime is the usual ads spacetime,
which can be obtained by setting the constants of integration, m and q, to
zero. With this choice, one finds
E0 = −rB
√
(rB/ℓ)2 + 1 . (4.24)
The quasilocal energy, then, has the asymptotic behaviour E = mℓu+O(u2)
while the surface tension has the behaviour S = (8π)−1mℓu3 +O(u4). The
quasilocal energy now vanishes as rB →∞; however, the conserved mass on
the quasilocal surface, defined by equation (2.54), is finite and approaches
the value m as rB →∞.
The sourceless four-dimensional Einstein-Maxwell theory is invariant un-
der the duality rotation F → ∗F. Thus, in addition to the electric rnads
solution, there is also a magnetic rnads solution; the only difference being
in the electromagnetic field strength, which now takes the form
F = −q dϑ ∧ sinϑdϕ . (4.25)
Although the field equations are invariant under the duality rotation, the
quasilocal quantities relating to the electromagnetic field are not. Never-
theless, one would expect that the thermodynamics of the magnetic rnads
solution should be the same as for the electric solution.
Since the only difference between the electric and the magnetic rnads
solutions is in the form of the electromagnetic field strength, the quasilocal
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energy, entropy, surface tension, and temperature will all be the same for
both solutions. Thus, I need only compute the quasilocal quantities arising
from the electromagnetic part of the action. There is a difficulty, however,
in evaluating the electromagnetic work term. It is not possible to produce
the electromagnetic field strength of equation (4.25) with a non-singular
potential. For example, the potential A = −q(1−cos ϑ)dϕ possesses a Dirac
string singularity at ϑ = π.2 This singularity does not affect the calculation
of the quasilocal quantities mentioned above because they do not depend
on the electromagnetic potential. However, the quasilocal quantities arising
from the electromagnetic part of the action are affected because they involve
a decomposition of the action into projections of the potential A. I use the
following trick to avoid the Dirac string singularity in order to calculate
the electromagnetic work term. Let U δP denote the electromagnetic work
term for the magnetic solution with P being the magnetic charge and U the
magnetic scalar potential; from equation (3.38), one has
βU δP =
∫
Tˆ
Ndt ∧Ka δWa (4.26)
where the V δQ term does not appear because Q vanishes for purely spatial
electromagnetic field strength two-forms. The emf density also does not
appear because the magnetic solution is still a sss solution. To prevent
the surface Tˆ from crossing the Dirac singularity, I consider the Euclidean
manifold Mˇ with topology D2×S2θ where D2 is a two-dimensional disk and
S2θ is the fragment of a sphere with 0 ≤ ϑ ≤ θ < π. The boundary of Mˇ,
Tˇ , consists of the (periodic) history of the sphere fragment S2θ of radius rB,
and the (periodic) history of the cone, C2θ , of constant ϑ = θ and radius
running from the event horizon rH to the boundary rB. Because the solution
is static,
β(U δP)∨ = ∆τ
(∫
S2
θ
NKa δWa +
∫
C2
θ
NKa δWa
)
. (4.27)
Using equation (3.52), one finds that Ka = 0 on S2θ . On C
2
θ , however,
one has the unit normal na = r−1(∂/∂ϑ)a; the surface current density and
surface potential, respectively, are
Kϕ = ǫ
q
4πr3 sinϑ
(4.28)
2The form dϕ is not defined for ϑ = 0 and ϑ = pi but, in the former position, the
electromagnetic potential vanishes so there is no singularity.
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and
Wϕ = −q(1− cos ϑ) . (4.29)
I can now evaluate equation (4.27):
β(U δP)∨ = β
(
1− cos θ
2
)(
q
N(rB)
(
1
rB
− 1
rH
))
δq . (4.30)
I assume that U δP = limθ→π(U δP)
∨; one is then motivated to define
P = q (4.31)
and
U =
q
N(rB)
(
1
rB
− 1
rH
)
. (4.32)
Notice that equations (4.31) and (4.32) have the same form as (4.18)
and (4.19), so the thermodynamics of the magnetic solution is no differ-
ent from the thermodynamics of the electric solution.
The heat capacity of a thermodynamic system is a useful indicator of
the stability of the system: if a system has a negative heat capacity, then
the temperature of the system will decrease as heat is added, and thus
it cannot come to thermal equilibrium with a system that initially has a
higher temperature. Similarly, if a system with a negative heat capacity is
in thermal contact with a reservoir of a lower temperature, the temperature
of the system will increase as heat is lost to the reservoir. It is important to
determine the conditions under which the thermal equilibrium of a quasilocal
system containing a black hole is stable. In general, the heat capacity of a
system at constant extensive variables is computed via the formula
Cextensive variables = T
(
∂T
∂S
)−1
extensive variables
(4.33)
where the partial derivative is computed holding the extensive variables
fixed. This heat capacity is appropriate for systems in which the temperature
and the extensive variables are fixed on the surface, i.e., for a system in the
canonical ensemble.
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In the case of the rnads spacetime, the extensive variables to be fixed
are the electromagnetic charge and the area of the quasilocal boundary (or,
alternately, the value of rB). The heat capacity is
CA,Q = 2πr
4
H
κH
(
ℓrBN(rB)
)2
ap(rB)
(4.34)
where a = 3m− 2rH and the polynomial p(r) is
p(r) = r4 + ℓ2r2 + br + ℓ2q2 (4.35)
with
ab = 4mr3
H
+ (ℓ2 − 4q2)r2
H
+ 2mℓ2rH − 5m2ℓ2 . (4.36)
When a 6= 0, the qualitative relationship between the heat capacity and the
size of the quasilocal system depends upon the roots of the polynomial p(r).
The polynomial may have zero, one, or two positive real roots depending
on the value of b. If b is positive, then the polynomial p(r) is positive
for all values of r > 0. If b is negative, however, then there may be a
single root r = rc, or two roots r = r1,2. In the case of a single root, the
polynomial is positive everywhere except at the root, and, in the case of two
roots, the polynomial is negative only between the roots. The overall sign
of the heat capacity depends on the sign of the polynomial as well as the
sign of a; the heat capacity diverges for sizes corresponding to the roots of
the polynomial p(r). The heat capacity vanishes as the system shrinks to
the event horizon, and, for systems with a large radius rB, the heat capacity
approaches the value 2πr4
H
κH/a. However, when a = 0, the heat capacity
is a monotonically increasing or decreasing (depending on the sign of ab)
function of the system size. The heat capacity diverges for large systems in
this case.
For many rnads spacetimes, it is possible to set the size of the quasilocal
surface surrounding the black hole such that the heat capacity of the system
is positive. In particular, when 2rH < 3m, a large system will always have a
positive heat capacity.
4.2 The (2+1)-Dimensional Black Hole
The (2+1)-dimensional asymptotically ads black hole was originally discov-
ered by Ban˜ados, Teitelboim, and Zanelli (btz) [4] and has been studied
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in more detail in reference [3]. The quasilocal thermodynamics of this so-
lution was analyzed in [57, 10]. The btz black hole solution is a rotating,
circularly symmetric, and stationary spacetime solution to the vacuum Ein-
stein field equations with a cosmological constant. I am interested in this
spacetime because the black hole is rotating. In higher dimensions it is very
difficult to calculate the thermodynamic variables for rotating black holes:
Martinez [42] was only able to get an approximate form of the quasilocal
energy. However, I can get exact results for the (2+1)-dimensional black
hole.
In this section, I shall set κ = π and Λ = −1/ℓ2. The stationary line
element for the btz solution is
ds2 = −N2(r) dt2 + dr
2
f2(r)
+ r2
(
Nϕ(r) dt+ dϕ
)2
(4.37)
with
N2(r) = f2(r) = −m+
(
r
ℓ
)2
+
(
j
2r
)2
(4.38)
and
Nϕ(r) = − j
2r2
. (4.39)
The parameters m and j are constants of integration that will eventually
be associated with the mass and the angular momentum of the black hole
spacetime. When m > 0 and |j| < mℓ, the black hole has two horizons—
where the lapse function vanishes—at the radii
r± =
(
1
2ℓ
(
mℓ±
√
(mℓ)2 − j2 ))1/2 (4.40)
with r+ > r−. When |j| = mℓ, these two horizons coincide. The event
horizon is at the larger of these two radii rH = r+. In addition, there is a
“causal” singularity at r = 0 [3].
Although the btz solution is not static, it is circularly symmetric; I can
use this symmetry, as I did with the rnads solution, to integrate the integral
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form of the first law of thermodynamics to obtain a differential form.3 I take
the quasilocal boundary B to be a circle of constant time t and radius rB.
A calculation of the thermodynamic quantities yields [10]
E = −2f(rB)− E0 , (4.41)
S = 1
πrBN(rB)
(
(rB/ℓ)
2 − (j/2rB)2
)− S0 , (4.42)
S = 4πrH , (4.43)
T =
1
N(rB)
(
(rH/ℓ)
2 − (j/2rH)2
4πrH
)
, (4.44)
J = j , (4.45)
and
ω =
1
N(rB)
(
Nϕ(rB)−Nϕ(rH)
)
(4.46)
for the quasilocal energy, surface tension, entropy, temperature, angular
momentum and angular velocity. The angular momentum is the conserved
charge associated with the rotational Killing vector, and the angular veloc-
ity is calculated from equation (2.70). Notice that the angular velocity is
the angular velocity of the quasilocal surface relative to that at the event
horizon,4 i.e., the relative velocity of the zero angular momentum observers
with respect to the rigidly rotating radiation fluid that is in equilibrium
with the black hole [11, 10]. I assume that the reference spacetime does not
rotate. The first law of thermodynamics for the btz solution is
T δS = δE + ω δJ + S δA (4.47)
where A is the “area” (circumference) of the quasilocal surface. One can
check that the first law of thermodynamics of equation (4.47) is accurate
3This treatment would not be possible in higher dimensional axially-symmetric solu-
tions, such as the Kerr solution, since the surfaces of constant temperature would not be
the same as the surfaces of constant observer angular momentum.
4The angular velocity is finite for observers on the event horizon. This property is
similar to the requirement that the gauge fields potentials be finite on the event horizon.
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for the thermodynamic variables of equations (4.41)–(4.46) by showing that
the following relations hold:
T =
∂E
∂S
, S = −∂E
∂A
, and ω = −∂E
∂J
. (4.48)
The entropy and angular momentum of the btz solution are independent
of the size of the thermodynamic system. One can determine the asymptotic
behaviour of the remaining thermodynamic variables. The quasilocal energy
has the following behaviour for small values of u = 1/rB:
E =
{−2ℓ−1u−1 +mℓu+O(u3)}− E0 , (4.49)
so the quasilocal energy will diverge as rB → ∞ unless a suitable reference
spacetime is chosen. The temperature has the behaviour T = O(u), so it
will redshift to zero as the radius of the quasilocal boundary approaches
infinity. The angular velocity, ω = O(u), has a similar behaviour for large
values of rB. The surface tension is
S = 1
2π
{
ℓ−1 +mℓu2 +O(u4)
}
+
(
∂E0
∂A
)
(4.50)
for large values of rB. One possible choice for the reference spacetime would
be the btz spacetime with the parameters m and j both set to zero. Note
that this choice differs from the ads spacetime, which would correspond to
m = −1 and j = 0. However, the ads spacetime is not obtainable as a
limit of black hole spacetimes by smoothly changing the parameter m be-
cause the solutions corresponding to 0 < m < 1 have naked singularities.
The contribution to the quasilocal energy from such a reference spacetime
is E0 = −2rB/ℓ. The quasilocal energy and surface tension then have the
asymptotic behaviour E = mℓu + O(u3) and S = (2π)−1mℓu2 + O(u4).
Now the quasilocal energy vanishes as rB →∞. One can also calculate the
quasilocal mass associated with the timelike Killing vector ta from equa-
tion (2.52). (Note that one may not use equation (2.54) because the space-
time is not static and, thus, the vector ta is not hypersurface orthogonal.)
One finds that the mass of the btz black hole is
M = −Qt = N(rB)E −Nϕ(rB)J . (4.51)
As rB → ∞, the mass approaches the value m, so the parameter m can be
interpreted as the asymptotic mass.
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The heat capacity, at constant rB and J , of the btz black hole can be
computed via equation (4.33). The result is
CrB,J =
8πℓ2r4
H
κHN
2(rB)
ℓ2(2mr2
H
+ j2)N2(rB) + 2(m2ℓ2 − j2)r2H
. (4.52)
The denominator of equation (4.52) is a monotonically increasing function
of rB and is positive everywhere outside of the event horizon. Thus, the heat
capacity is positive for any system with rB > rH. The heat capacity vanishes
at the event horizon, while, for large rB, the heat capacity approaches the
value
CrB,J ≍ 4πrH
(
1− x
1 + x
)
(4.53)
where x = j2/(2mr2
H
). Although the heat capacity is finite and positive
everywhere outside of the event horizon, the quasilocal surface should be
chosen at some radius less than the inverse of the angular velocity of the
black hole so that the equilibrating radiation rotates with a velocity less
than the speed of light.
Chapter 5
Black Hole Spacetimes in
Dilaton Gravity
Although General Relativity in four dimensions has been very successful in
describing classical gravitation, there has been a growing interest in dilaton
gravity. It is likely that quantum gravity will require some modification
to General Relativity, and one candidate, string theory, indicates that a
particular form of dilaton gravity represents the low-energy effective field
theory of gravitation. In addition, in order to study gravitation in two-
dimensional spacetimes, one needs to supplement General Relativity with
additional structure, such as a dilaton field, because the Riemann curvature
tensor has only one degree of freedom, which would be set to zero by the
Einstein field equations. Thus, two-dimensional General Relativity is triv-
ial, though there are non-trivial two-dimensional dilaton theories. One can
relate a given dilaton theory of gravity to other dilaton theories of gravity
by performing a conformal transformation of the theory. In particular, a
dilaton theory of gravity can possibly be related to General Relativity by a
conformal transformation.1
In this chapter I consider four black hole solutions to dilaton gravity.
Three of these solutions are solutions to the string theory inspired dilaton
gravity theories, two in four dimensions and the third in two dimensions; the
fourth is a solution to an alternate theory of two-dimensional dilaton gravity.
However, I first examine the circumstances under which two theories of
dilaton gravity will be conformally related, and I demonstrate how conserved
1In order for such a transformed theory to represent a physically different theory, one
would have to assume that particles follow geodesics in the conformally transformed theory
rather than the conformal transform of the geodesics in the original theory.
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quantities that are preserved under such conformal transformations can be
defined.
5.1 Conformally Related Theories
of Dilaton Gravity
Consider two theories of dilaton gravity with the Lagrangian densities of the
gravitational sectors given by
IG =
∫
M
ǫ
(
D(φ)R[g] +H(φ)(∇φ)2 + V (φ)) − 2∫
∂M
ǫD(φ)Θ − I0
(5.1)
and
IG =
∫
M
ǫ˜
(
D˜(φ˜)R˜[g˜] + H˜(φ˜)(∇φ˜)2 + V˜ (φ˜))− 2∫
∂M
ǫ˜ D˜(φ˜)Θ˜ − I˜0
(5.2)
In reference [17], it was shown that these theories are related by a conformal
transformation of the form
g˜ab = Ω
2(φ)gab and φ˜ = Υ (φ) (5.3)
provided that the following conditions hold:
D˜(φ˜) = Ω2−n(φ)D(φ) , (5.4)
(
H˜(φ˜)
D˜(φ˜)
− n− 1
n− 2
(
d
dφ˜
log D˜(φ˜)
)2)(dΥ
dφ
)2
=
(
H(φ)
D(φ)
− n− 1
n− 2
(
d
dφ
logD(φ)
)2)
, (5.5)
and
D˜n/(2−n)(φ˜)V˜ (φ˜) = Dn/(2−n)(φ)V (φ) . (5.6)
In addition to these three conditions, one must also require that the ref-
erence action functionals transform into each other under the conformal
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transformation (5.3). (The n = 2 version of these relations are given in ref-
erence [39].) Clearly the background action functional I0 = 0 is conformally
invariant. However, one would prefer to have a non-trivial conformally in-
variant background action functional that would cancel divergences in the
conserved quasilocal mass for asymptotically flat spacetimes (at least).
For a sss spacetime, one can show that equation (2.38), obtained by
the first prescription of section 2.3, will have the desired properties when
the reference spacetime is also a sss spacetime. This can be seen explicitly
by considering a sss solution possessing the line element of equation (4.2).
When the quasilocal boundary is chosen to be the r = rB boundary of a
spacelike surface of constant time t, one can compute the extrinsic curvature
of the quasilocal boundary as embedded in a constant time slice of a sss
reference spacetime with the line element
dσ2
0
=
dr2
f2
0
(r)
+ r2dω2 . (5.7)
One finds that k0 = −(n− 2)f0(rB)/rB. Similarly, one can compute the ex-
trinsic curvature of the quasilocal surface of the conformally related space-
time,
ds˜2 = −Ω2N2(r) dt2 + dr
2
Ω−2f2(r)
+Ω2r2 dω2 , (5.8)
in the reference spacetime (5.7); one finds k˜0 = −(n− 2)f0(rB)/(ΩrB). The
relationship k˜0 = Ωk0 is just what is needed to ensure the conformal invari-
ance of the background action functional of equation (2.38). However, the
reference action functional obtained by the second prescription of section 2.3
will not be conformally invariant. The reference action functional will nec-
essarily satisfy the three conditions (5.4)–(5.6), but for conformally related
reference solutions. Thus, one would find that the second prescription is not
conformally invariant if the same reference solution is used in both theories.
Even if the actions of two theories are conformally related, the quantities
constructed from the actions need not be conformally invariant. While the
quasilocal mass is conformally invariant, the quasilocal energy is not. For a
sss spacetime of the form (4.2), one can show that the quasilocal energy is
E = 2
(
f0(rB)
(n− 2)An−2(rB)D(φ)
rB
− f(rB) d
dr
[
An−2(r)D(φ)
]
r=rB
)
(5.9)
where the background action functional was chosen by the first prescription
of section 2.3. The quasilocal energy of the conformally related solution (5.8)
Chapter 5. Black Hole Spacetimes in Dilaton Gravity 64
is
E˜ = 2
(
f0(rB)
(n− 2)A˜n−2(rB)D˜(φ˜)
ΩrB
− f˜(rB) d
dr
[
A˜n−2(r)D˜(φ˜)
]
r=rB
)
.
(5.10)
Because the area has the conformal transformation A˜n−2(r) = Ω
n−2An−2(r),
one can verify that the quasilocal energy is not conformally invariant but
rather E˜ = E/Ω. However, the conserved masses are M = N(rB)E
and M˜ = N˜(rB)E˜, so the conserved mass is conformally invariant.
One can also compute the mass of the sss spacetime (4.2) with the back-
ground action functional obtained by the second prescription of section 2.3.
Given that a constant time slice of the reference metric has the line element
of equation (5.7), one finds
M = 2N(rB)
(
f0(rB)− f(rB)
) d
dr
[
An−2(r)D(φ)
]
r=rB
.
(5.11)
In order for this mass to be conformally invariant, f0(rB) must have the same
properties under a conformal transformation as f(rB). Thus, one cannot use
the same reference solution for the conformally transformed theory.
Although the quasilocal energy is not conformally invariant, the first
law of thermodynamics should be. In fact, one can show that the quasilocal
energy has just the properties that one would expect. The entropy of a black
hole spacetime, which is given by equation (2.69), is conformally invariant
because the conformal transformation of the area of the horizon cancels the
conformal transformation of D(φ). Furthermore, the surface gravity of the
black hole is conformally invariant [35]. However, the temperature contains a
redshift factor and, thus, T˜ = T/Ω. The quasilocal energy is covariant under
a conformal transformation, and this is precisely the form that is needed in
order for the first law of thermodynamics, T dS = dE + work terms, to be
conformally invariant.
5.2 Garfinkle-Horowitz-Strominger Spacetimes
The Garfinkle-Horowitz-Strominger solutions are presented in references [23,
31]. These solutions are sss solutions to the string-inspired dilaton theory
of gravity with Lagrangian density
L =
1
16π
ǫ e−2φ
(
R[g] + 4(∇φ)2 − FabFab
)
. (5.12)
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This theory of gravity is conformally related to General Relativity by the
conformal transformation
gSab = e
2φgEab (5.13)
where gSab is the metric of a solution in the “string frame,” i.e., a solution to
the field equations obtained from equation (5.12), and gEab is the metric in
the “Einstein frame,” which is a solution to the field equations of General
Relativity with additional scalar and gauge matter fields:
L =
1
16π
ǫ
(
R[g]− 2(∇φ)2 − e−2φFabFab
)
. (5.14)
In the string frame, the magnetically charged ghs solution is given by [23]
e−2φ = e−2φ0
(
1− q
2
ar
)
, (5.15)
F = −q dϑ ∧ sinϑdϕ , (5.16)
f2(r) =
(
1− 2a
r
)(
1− q
2
ar
)
, (5.17)
and
N(r) = f(r) e2(φ−φ0) (5.18)
where the line element is given by equation (4.2). Here, φ0, q, and a are
constants of integration.2 In the non-extremal case, q2 < 2a2, this black
hole has two horizons; the outer horizon at rH = 2a is taken to be the event
horizon. The electric string black hole solution is [31]
e−2φ = e2φ0 +
q2
ar
, (5.19)
F =
qe2φ
r2
N(r)dt ∧ f−1(r)dr , (5.20)
f2(r) = 1 + e−2φ0
(
q2 − 2a2
ar
)
, (5.21)
2The constant of integration, a, is the combination of constants meφ0 used in refer-
ences [23, 31].
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Figure 5.1: The extended, non-extremal ghs spacetime: there are
two horizons, r± with r+ > r−, and a curvature singularity at r = 0.
There are three regions: the outer region I has r > r+, the intermediate
region II has r− < r < r+, and the inner region III has r < r−. In this
diagram, causal future is to the right while causal past is to the left.
and
N(r) = f(r) e2(φ+φ0) . (5.22)
Again, when q2 < 2a2, there are two horizons with the event horizon at rH =
e−2φ0(2a−q2/a). The causal structure of these ghs spacetimes are the same
as the asymptotically flat Reissner-Nordstro¨m spacetime: see figure 5.1.
One can compute the conserved mass for the two ghs solutions in the
string frame via equation (5.9); one finds limr→∞M = a for the electric
solution and ae−2φ0 for the magnetic solution. In addition, one can compute
the mass in the Einstein frame; here, the solution is given by the line element
ds2 = −N2e−2φ dt2 + d̺
2
f2e2φ(d̺/dr)2
+ ̺2 dω2 (5.23)
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where ̺ = re−φ. One finds lim̺→∞M = a for the electric solution
and ae−2φ0 for the magnetic solution: the mass is conformally invariant
as expected. However, when φ0 6= 0, the conformal transformation of equa-
tion (5.13) does not approach unity at spatial infinity, and, thus, the lapse
function Ne−φ of equation (5.23) also fails to approach unity at spatial
infinity. Since the solution is static, one can rescale the time coordinate:
t → tnew = e±φ0 where the plus (minus) applies to the magnetic (elec-
tric) solution. The new lapse function in the Einstein frame is Ne−(φ∓φ0).
The mass rescales by a constant factor, and the result MADM = ae
−φ0 is
obtained for both the magnetic and electric solutions in agreement with
references [23, 31]. Note that such a rescaling is always possible for static
solutions and, unless there is some required asymptotic behaviour for the
lapse function, the definition of mass contains an arbitrary constant factor.
Consider now the mass defined by equation (5.11) with the reference
solution of Minkowski spacetime with a constant dilaton. In the Einstein
frame, the mass evaluated above and the mass of equation (5.11) agree
because D is constant. However, in the string frame, equation (5.11) yields
M =
(
a − q2/(2a)) for the electric solution and M = e−2φ0(a + q2/(2a))
for the magnetic solution. The mass is not conformally invariant when
equation (5.11) is used.
I first consider the electrically charged ghs solution. The intensive vari-
ables can be evaluated on a quasilocal surface of constant radius r = rB.
One finds
S = 2πarB
(
2a2 − q2
arBe−2φ − q2
)
(5.24)
is the entropy of the black hole,
E = −f(rB)
(
rBe
−2φ − q
2
2a
)
− E0 (5.25)
is the quasilocal energy, and
Q = q (5.26)
is the Maxwell charge. The extensive variables include the temperature,
the surface tension, the dilaton potential, and the Maxwell potential. The
temperature is T = κH/(2πN) with κH = f(dN/dr) evaluated on the event
horizon:
T =
1
8πaN(rB)
(
e−2φ − q
2
arB
)
. (5.27)
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The surface tension is
S = 1
8πr2
B
(
f(rB)
(
rBe
−2φ − q
2
2a
)
+
a
f(rB)
)
− S0 (5.28)
and the dilaton potential is
µ = −f(rB)
(
2rBe
−2φ − q
2
2a
)
− a
f(rB)
− µ0 . (5.29)
The contributions of the reference spacetime to the surface tension and dila-
ton potential, S0 and µ0, are determined in terms of E0 by equation (2.37).
Finally, the Maxwell potential, V, is given by
V = − 1
N(rB)
∫ rB
rH
Ftr dr = − q
2a
f(rB) . (5.30)
Because the ghs solution is spherically symmetric, the first law of ther-
modynamics can be written in the differential form
T dS = dE + S dA+ µdφ+V dQ . (5.31)
Equation (5.24) can be solved for the parameter a to obtain an expression
for a in terms of the extensive variables S, Q, φ, and A = 4πr2
B
. One can
write f(rB) in terms of these extensive variables and, thus, one has E =
E(S,A, φ,Q). It can then be shown that
T =
∂E
∂S
, S = −∂E
∂A
, µ = −∂E
∂φ
, and V = −∂E
∂Q
.
(5.32)
Thus, the quasilocal energy is the appropriate choice for the thermodynamic
internal energy of the gravitating system contained within the quasilocal
boundary; I have explicitly demonstrated the first law of thermodynamics
given by equation (5.31). This thermodynamic relation is independent of
the choice of the background action functional I0 and, thus, independent of
the choice of E0.
I now examine the asymptotic behaviour of the thermodynamic variables
for large values of rB or, equivalently, for small values of u = 1/rB. The
Maxwell charge, Q = q, and the entropy, S = 2πe−2φ0(2a2 − q2), are both
independent of the size of the quasilocal system. The quasilocal energy has
the following behaviour:
E =
{
−e2φ0u−1 +
(
a− q
2
a
)
+O(u)
}
− E0 . (5.33)
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Unless E0 is suitably chosen, the quasilocal energy will diverge as rB →∞.
The temperature,
T =
1
8πa
{
e2φ0 +
(
a+
q2
2a
)
u+O(u2)
}
, (5.34)
approaches the value e2φ0/(8πa) as rB →∞, and the Maxwell potential,
V = − q
2a
{
1 + e−2φ0(q2/2− a2)u+O(u2)
}
, (5.35)
approaches −q/(2a). The surface tension and the dilaton potential have the
following behaviour:
S = 1
8π
{
e2φ0u+
q2
a
u2 +O(u3)
}
+
(
∂E0
∂A
)
(5.36)
and
µ =
{
−2e2φ0u−1 +
(
a− 5q
2
2a
)
+O(u)
}
+
(
∂E0
∂φ
)
(5.37)
respectively. As with the energy, the asymptotic behaviour of these functions
depends upon the choice of background action functional; in particular, the
dilaton potential will diverge as rB → ∞ unless a suitable choice for E0 is
made. I adopt the procedure that was found to be conformally invariant
in section 5.1. When the reference spacetime is just Minkowski spacetime,
one finds E0 = −rBe−2φ, µ0 = −2rBe−2φ, and S0 = e−2φ/(8πrB). The
quasilocal energy is finite in the limit rB →∞ and approaches the value a;
the dilaton potential is also finite and approaches q2/(2a) in this limit; the
surface tension behaves as S = O(u3) for large values of rB.
Recall now the magnetic string solution of equations (5.15)–(5.18). I
wish to construct the thermodynamic variables in the same way as I have
just done for the electric string solution. The entropy and the energy can
both be calculated as before. They are
S = 2πarBe
−2φ
(
2a2 − q2
arB − q2
)
(5.38)
and
E = −e−2φ
(
f(rB)rB +N(rB)
q2
2a
)
− E0 (5.39)
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respectively. I can also calculate the following intensive variables as before.
The temperature is
T =
1
8πaN(rB)
, (5.40)
the surface tension is
S = 1
8πrB
e−2φ
(
f(rB)rB +N(rB)
q2
2a
+
a
N(rB)
)
− S0,
(5.41)
and the dilaton potential is
µ = −e−2φ
(
2f(rB)rB +N(rB)
q2
2a
+
a
N(rB)
)
− µ0 . (5.42)
Just as with the rnadsmagnetic solution of section 4.1, I cannot globally
define a non-singular electromagnetic potential that gives rise to the field
strength of the magnetic ghs solution. The remedy is to use the same
procedure as was used in section 4.1: when these steps are repeated, one
finds that U δP represents the electromagnetic work term with
P = q (5.43)
and
U = e−2φ
q
f(rB)
(
1
rB
− 1
rH
)
. (5.44)
The quasilocal energy can be written in terms of the extensive variables
S, A, φ, and P; then, the relations of equation (5.32) can be shown to hold.
Thus, the definitions of the thermodynamic variables are consistent with
the first law of thermodynamics (5.31), where the V δQ work term is to be
replaced with U δP.
The entropy, S = 2πe−2φ0(2a2 − q2), and Maxwell charge, P = q, are
independent of the size, rB, of the quasilocal region. For rB → ∞, T →
(8πa)−1, and U → −e−2φ0q/(2a). Finally, I shall obtain the asymptotic
behaviour of the energy, the surface tension, and the dilaton force for small
values of u = 1/rB. I find
E = e−2φ0
{
u−1 +
(
a+
q2
a
)
+O(u)
}
− E0 , (5.45)
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S = 1
8π
e−2φ0
{
u− q
2
a
u2 +O(u3)
}
+
(
∂E0
∂A
)
, (5.46)
and
µ = e−2φ0
{
−2u−1 +
(
a+
5q2
2a
)
+O(u)
}
+
(
∂E0
∂φ
)
(5.47)
respectively. For the background action functional as given by the first pre-
scription of section 2.3, one has E0 = −e−2φu−1. In this case, the quasilocal
energy approaches the value e−2φ0a as rB → ∞, and the dilaton potential
approaches e−2φ0
(
a+ q2/(2a)
)
. For large rB, S = O(u3).
One can compute the heat capacities of the ghs spacetimes using equa-
tion (4.33). For the magnetic and electric solutions, the heat capacities at
constant system size, dilaton field, and electromagnetic charge are
Cφ,A,P = −8πa2e−2φ0 (x− 1)(2x− 3α + α
2)
2x2 − 3(1 + α)x+ 4α (5.48)
and
Cφ,A,Q = −8πa2e−2φ0 (1− α)(x− 1)(2x − α)
2(1 − α)x2 − (3− α)x+ α (5.49)
respectively. Here, x = r/rH is the radius of the quasilocal surface in units
of the radius of the event horizon and α = q2/(2a2); these must satisfy x > 1
and 0 ≤ α < 1. The denominators of equations (5.48) and (5.49) both have
a single root and are negative for x less than this root and positive for x
greater than the root. The heat capacities of the magnetic and electric black
holes have similar behaviour: the heat capacities are zero near the event
horizon, increase without bound until some critical radius is reached, and
then increase from an infinitely negative value just beyond the critical radius
to the value −8πa2e−2φ0 at rB = ∞. Therefore, stable thermodynamic
equilibria can be reached if the quasilocal boundaries are placed within the
critical radii about the black holes.
5.3 Two-Dimensional Spacetimes
Two-dimensional black hole solutions have been of considerable interest re-
cently because they have been used as tractable toy models of quantum
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gravity. In two dimensions, gravitational theories are simplified greatly; in
fact, General Relativity becomes trivial because the complete Riemann cur-
vature tensor is uniquely specified by the Ricci scalar. Thus, one requires
the extra complexity of dilaton gravity in order to have a non-trivial theory.
The expressions for the thermodynamic variables are also simplified when
one goes to two dimensions. For example, the extrinsic curvature of the one-
dimensional boundary T is just Θab = γabΘ = −γabncac. There will be no
quasilocal surface momentum or stress densities. Similarly, a Maxwell field
is dual to a scalar: Fab = fǫab where f = −ǫab∇aAb. This implies that there
is no surface electromotive force or current densities created by the Maxwell
field. In fact, because the quasilocal surface is just a point, the integral
form of the first law of thermodynamics (2.71) automatically becomes a
differential equation.
A static two-dimensional spacetime can always be expressed in the form
ds2 = −N2(x) dt2 +N−2(x) dx2 . (5.50)
A black hole has an event horizon at the point where the lapse function van-
ishes, and a curvature singularity when the Ricci scalar, R = −d2(N2)/dx2,
diverges. One can then write the thermodynamic variables in terms of the
lapse function and the dilaton alone [19]. The entropy is
S = 4πD(φH) (5.51)
where φH is the value of the dilaton on the event horizon. The quasilocal
energy is the only other extensive variable:
E = −2N(xB) dD
dφ
dφ
dx
∣∣∣∣
x=xB
− E0 . (5.52)
The two intensive variables are the temperature,
T =
1
4πN(xB)
d
dx
[
N2(x)
]
x=xB
, (5.53)
and the dilaton potential
µ = 2
[
N(x)H(φ)
dφ
dx
+
dD
dφ
dN
dx
]
x=xB
− µ0 . (5.54)
When a Maxwell field is present, the quasilocal charge is
Q =W (φ)f(xB) (5.55)
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where f = At, and the quasilocal Maxwell potential is
V = − 1
N(xB)
∫ xB
xH
f(x) dx . (5.56)
The first law of thermodynamics is
T dS = dE + µdφ+V dQ (5.57)
where the electromagnetic work term has been included.
The first example of a two-dimensional black hole arises from the string-
inspired theory [26]
L =
1
2κ
ǫ e−2φ
(
R[g] + 4(∇φ)2 − 14 FabFab + a2
)
(5.58)
where a is a constant. The field equations of this theory possess the following
solution [44, 46] in the Schwarzschild-like coordinates of equation (5.50):
f = qe2φ , (5.59)
N2 = 1− 2m
a
e2φ +
q2
2a2
e4φ , (5.60)
and
φ = −12ax (5.61)
where q and m are constants of integration. Note that a third constant of
integration, x0, has been absorbed into the definition of the origin. The
dilaton field is proportional to the coordinate x, so one can view the various
quantities as functions of the dilaton value on the quasilocal boundary rather
than as functions of the coordinate value of the quasilocal boundary.
The solution admits inner and outer event horizons given by
exp(−2φ±) = (1 ± ∆)m/a where ∆2 = 1 − q2/2m2. I will consider only
the case for which 0 < ∆ ≤ 1, that is, 2m2 > q2 ≥ 0. (When q = 0 there is
only a single horizon.) The outer event horizon is the horizon with the larger
coordinate value, φH = φ+. The Ricci scalar diverges as φ→∞ (x→ −∞)
and vanishes for φ→ −∞ (x→∞); thus I position the quasilocal boundary
such that φB < φH = φ+ ≤ φ− < ∞. A natural choice for the reference
spacetime is the solution with m = q = 0 for which N = 1 and f = 0
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everywhere. For the reference solution, there is no event horizon and the
Ricci scalar is zero everywhere. The quasilocal thermodynamic quantities
can now be evaluated. The extensive variables are
S =
4πm
a
(1 +∆) , (5.62)
E = 2ae−2φ(1−N) , (5.63)
and
Q = q (5.64)
where I have set the gravitational coupling constant to κ = 12 . These func-
tions are to be evaluated at φ = φ(xB). In the asymptotically flat regime,
φ→ −∞, the quasilocal energy approaches the value 2m so the parameterm
can be interpreted as a measure of the black hole mass. Similarly, one can
interpret the parameter q as the charge of the black hole. Equation (5.63)
can be solved for the mass parameter; using (5.64), one finds
m =
πQ2
aS
+
aS
8π
. (5.65)
Using this equation, one can express the quasilocal energy in terms of Q
and S.
The intensive variables can be calculated either by equations (5.53),
(5.54), and (5.56) or by the first law of thermodynamics:
T =
∂E
∂S
, µ = −∂E
∂φ
, and V = −∂E
∂Q
. (5.66)
Both methods yield the same results. The temperature, dilaton force, and
Maxwell potential are
T =
a
2πN
(
1
1 + 1/∆
)
, (5.67)
µ = 4ae−2φ(1−N)− 4
N
(
m− q
2
2a
e2φ
)
, (5.68)
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and
V =
q
aN
(e2φ − e2φH) (5.69)
respectively where the quantities are to be evaluated on the quasilocal sur-
face. The temperature is always positive outside of the black hole. The
dilaton potential µ can be interpreted as a force because the dilaton can be
used as the coordinate value of the quasilocal surface; thus, µ is conjugate
to the size of the system.
The heat capacity at constant electric charge and dilaton value is ob-
tained from equation (4.33); one obtains
Cφ,Q =
NT
T 2e2φ + 4πQ2/aS3
. (5.70)
Outside of the event horizon, the temperature, entropy, and lapse are all
positive, so the heat capacity is also positive.
Another important two-dimensional theory of gravity is the “R = κT”
theory [38, 49, 41]. In this theory, the Lagrangian density of the gravitational
sector is
LG =
1
2κ
ǫ
(
φR[g] + 12(∇φ)2
)
. (5.71)
When the matter fields do not couple to the dilaton, the field equation for
the metric takes the form R = κT where T is the trace of the divergenceless
stress energy tensor. The matter field of interest here is the Liouville field,
ψ, for which the Lagrangian density is [40]
LL = ǫ
(
Λe−2aψ − b(∇ψ)2 − cψR[g]) . (5.72)
Notice that the Liouville field is not minimally coupled to the metric because
of the −cψR[g] term. The presence of this term raises some concerns about
the applicability of the formulation in chapter 2, which required that all
matter fields be minimally coupled to the metric. However, the Liouville
field is easily accommodated if one groups the Liouville field together with
the dilaton in the function D wherever necessary [19]. In the following, I
require a > 0, b = a2/κ, and c > a/κ. These restrictions allow one to obtain
a solution with physically reasonable thermodynamics. For convenience, I
define the quantities d = c/a− 1/κ (always positive) and λ2 = −Λ/2d.
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The field equations generated from the Lagrangian density L = LG +
LL possess the following solution in the two-dimensional line element of
equation (5.50):
N2 = 1− λ
2
m2
e−2aψ , (5.73)
φ = 2a(ψ − ψ0) + φ0 , (5.74)
and
ψ =
m
a
x+ ψ0 (5.75)
where ψ0 = −mx0/a, φ0, and m are constants of integration; I take m to be
positive. Since the Liouville field is proportional to the spatial coordinate x,
one can use the value of the Liouville field instead of the spatial coordi-
nate. The Ricci scalar is R = (2λ)2e−2aψ , so the solution is singular in the
limit ψ → −∞ (x → −∞) and is asymptotically flat in the limit ψ → ∞
(x → ∞). The curvature is finite in the m → 0 limit. The solution pos-
sesses a single event horizon at ψH = a
−1 log(λ/m). The quasilocal boundary
should be chosen outside of the event horizon: ψB > ψH.
The thermodynamic variables can be calculated for this solution. The
entropy and quasilocal energy have contributions arising from both the dila-
ton and the Liouville fields; equations (5.51) and (5.52) must be changed
to include the extra contributions of the Liouville field. One finds that the
energy and entropy are
E = (2md)N (5.76)
(evaluated on the quasilocal boundary) and
S = (4πd) log(m/λ) + S0 (5.77)
respectively with
S0 =
2π
κ
(
φ0 − 2aψ0
)
.
Notice that the parameter m can be written in terms of the extensive ther-
modynamic variables:
m = λ exp
(
d−1(−φ/2κ + aψ/κ+ S/4π)) (5.78)
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and the lapse function on the quasilocal boundary is given by
N2 = 1− exp(d−1(φ/κ − 2cψ − S/2π)) . (5.79)
Therefore, the energy can be written as a function of extensive variables
alone.
The intensive variables are calculated according to equations (5.53)
and (5.54). In addition, there is a force, ν, conjugate to the Liouville field,
which can be calculated from the analog of (5.54) with the Liouville field
replacing the dilaton field. The temperature, dilaton force, and Liouville
force are
T =
m
2πN
, (5.80)
µ =
m
κN
− µ0 , (5.81)
and
ν =
2ma
N
(N2d− c/a)− ν0 (5.82)
respectively. Because the energy can be written in terms of the extensive
variables, one can also obtain the intensive variables from the quasilocal
energy with the aid of the first law of thermodynamics:
T dS = dE + µdφ+ ν dψ . (5.83)
This method gives the same expressions as in equations (5.80)–(5.82).
A natural choice for the background action functional is I0 = 0 which
implies that E0, µ0, and ν0 are all zero. In the limit φ→∞, the quasilocal
energy is finite and approaches the value 2md. Therefore, the parameter m
is related to the mass of the black hole.
One can compute the heat capacity at constant dilaton and Liouville
fields using equation (4.33). One finds
Cφ,ψ =
4πN2d
2N2 − 1 . (5.84)
The heat capacity diverges when ψcrit = ψH + a
−1 log 2 (i.e., N2 = 12). For
ψ < ψcrit, the heat capacity is negative but it approaches zero as ψ → ψH.
For ψ > ψcrit, the heat capacity is positive and it approaches the value 4πd
as ψ →∞. This qualitative behaviour is opposite to what one finds for the
four-dimensional Schwarzschild solution.
Chapter 6
Summary
I have developed a quasilocal formalism for analyzing the thermodynamics
of stationary solutions to a general class of dilaton theories of gravity with
Abelian gauge fields and Yang-Mills matter fields. This formalism is quite
robust: I have applied it to black hole spacetimes in two, three, and four
dimensions, to rotating black holes, and to black holes possessing electric
and magnetic charges.
The quasilocal method is useful for many reasons. First, because the
quasilocal surface can be taken to be at any finite radius, the particular
asymptotic behaviour of the solution does not limit the applicability of the
formalism. I have illustrated this by calculating the thermodynamics of the
rnads and the btz black holes, which are both solutions to the Einstein
field equations with a negative cosmological constant. Second, by putting
a black hole in a box, certain technical difficulties of statistical mechanics
can be alleviated. In particular, with a judicious choice of the position of
the quasilocal surface, the heat capacity of the system can be made positive,
and the system will be stable. Also, for a rotating black hole in equilibrium
with a radiation fluid, the radiation must be confined in a region small
enough so that it can rotate rigidly at the angular velocity of the black hole
without travelling faster than the speed of light. Third, a quasilocal analysis
is generally preferable to one at spacelike infinity because any physically
realistic experiment must be performed on a quasilocal surface.
Several interesting features of the quasilocal formalism have been found.
The quasilocal thermodynamic variables are observer-dependent in that they
depend on how spacetime is foliated. In other words, the quasilocal variables
depend on the motion of the observer; furthermore, they also depend on
an arbitrary reference spacetime, so an observer may choose an arbitrary
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zero point for the thermodynamic internal energy. However, the laws of
thermodynamics are independent of these freedoms as one would expect.
In particular, the first law of thermodynamics depends only on differences
between equilibrium systems, and thus the arbitrary reference value does
not appear.
When the quasilocal system possesses certain symmetries, conserved
charges that are not foliation dependent can be constructed. Thus, when the
quasilocal system is stationary, a conserved mass for the system is present,
and when the system has some sort of axial symmetry, a conserved angular
momentum is present. These “charges” are conserved in the following way:
if one is given a timelike history of the quasilocal boundary that contains the
orbits of the Killing vector field associated with a symmetry, the value of the
conserved charge does not depend on the manner in which this boundary
is foliated into quasilocal surfaces. In particular, the value of the charge
will be the same no matter which quasilocal surface is used to evaluate the
charge; the charge is conserved. When gauge fields are present, conserved
charges can be associated with them too. In the case of electromagnetism,
the familiar Gauss law is the means by which the electromagnetic charge of
the system is found.
The quasilocal energy at spacelike infinity is equivalent to the adm mass
for asymptotically flat solutions in General Relativity. More generally, the
quasilocal energy is equal to the on-shell value of the gravitational Hamil-
tonian on a quasilocal surface for which the lapse is unity and the shift
vanishes. More importantly, though, the quasilocal energy is the thermody-
namic internal energy for a quasilocal system. The conserved mass param-
eter is more closely associated with the value of the on-shell Hamiltonian
and, thus, with the notion of the total energy of the spacetime. However, it
is not the thermodynamic internal energy. The conserved mass is equal to
the quasilocal energy at spacelike infinity for asymptotically flat spacetimes.
Under certain conditions, the solutions of two theories of dilaton gravity
will be related by a conformal transformation. When this is the case, it is
of interest to find quantities that are invariant under the conformal trans-
formation. In order to construct such a quantity, further restrictions on the
conformal properties of the reference action functional need to be imposed.
I have shown that for spherically symmetric spacetimes there is a prescrip-
tion for choosing the reference action functional that yields a conformally
invariant definition of the mass. The entropy of a black hole is also con-
formally invariant. However, because the redshift factor of the temperature
is not conformally invariant, the thermodynamic internal energy cannot be
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conformally invariant either.
The notion of extensive and intensive thermodynamic variables has been
formally defined to refer to variables that, respectively, can and cannot be
constructed from the phase-space variables on the quasilocal surface. Ac-
tions of various statistical ensembles can be constructed for which special
combinations of extensive and intensive variables must be held fixed on
the quasilocal surface in order that the equations of motion are generated
from variations of the action. The microcanonical action is defined as the
action for which the extensive variables alone must be fixed in generating
the field equations. Thus the variation among classical solutions of the mi-
crocanonical density of states depends on the variations of the extensive
thermodynamic variables alone. Since the entropy is the logarithm of the
microcanonical density of states, the variation of the entropy between nearby
classical solutions yields the first law of thermodynamics.
Unfortunately, the first law of thermodynamics is an integral equation
relating the variation of the entropy with the variations of the extensive
thermodynamic variables on the quasilocal surface. Because the varied ex-
tensive variables within the integral over the quasilocal surface contain in-
tensive coefficients (such as the inverse temperature), one cannot express
the first law of thermodynamics in the usual differential form unless these
intensive factors are constant on the quasilocal surface. However, for grav-
itating systems, the temperature will not be constant even if the system is
in “thermodynamic equilibrium” because the temperature is blue-shifted by
the gravitational field. Isothermal quasilocal surfaces will not necessarily
be the same as isopotential surfaces, so one cannot in general simplify the
integral form of the first law of thermodynamics.
When a solution possesses very strong symmetries, the integral form of
the first law of thermodynamics can be reduced to a differential form. For
example, spherically symmetric spacetimes will always have a differential
form if the quasilocal surfaces are chosen to respect the spherical symme-
tries since the temperature and all the potentials must also be spherically
symmetric. Furthermore, in three dimensions, the solution need only pos-
sess circular symmetry, so rotating solutions such as the btz solution can
be analyzed. In two dimensions, the quasilocal surface is just a point and,
thus, the first law of thermodynamics is automatically in a differential form.
All the black hole spacetimes that I have examined possess the necessary
symmetries to write the first law of thermodynamics in a differential form.
I have examined two solutions to the Einstein field equations with a
negative cosmological constant. The first solution was the rnads family of
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black hole spacetimes, which has electromagnetic charge. In the case of the
electrically charged rnads solution, I was able to compute the thermody-
namic variables and to show explicitly that the first law of thermodynamics
holds. The magnetically charged rnads solution was more difficult to ana-
lyze because of the Dirac string singularity in the electromagnetic potential.
In order to evaluate the electromagnetic work term, I devised a trick to
avoid the Dirac string singularity. Once again I found that the thermody-
namic variables were consistent with the first law of thermodynamics. The
natural choice of reference spacetime for the rnads solution is the ads space-
time. With this choice, I found that the quasilocal energy goes to zero as
the quasilocal surface approaches spacelike infinity. However, the quasilo-
cal mass approaches a constant value equal to the “mass parameter” of the
rnads spacetimes. The behaviour of the heat capacity with the quasilocal
system size depends on the parameters of the solution. In many cases, it is
possible to find a system size for which the heat capacity is positive.
The second asymptotically ads solution that I examined was the rotating
btz solution in three dimensions. The thermodynamic variables, including
the rotational work term, were found to be consistent with the first law of
thermodynamics. In this case, the natural reference spacetime was taken
to be the spacetime in which the parameters associated with the mass and
angular momentum are set to zero. One again, the quasilocal energy of the
black hole vanishes at spacelike infinity while the conserved mass is equal to
the “mass parameter” at spacelike infinity. The angular momentum, which
is a conserved charge, is equal to the “angular momentum parameter.” The
heat capacity of the btz black hole is positive for all quasilocal boundaries
outside of the event horizon; if the equilibrating radiation surrounding a ro-
tating black hole is considered, however, the system should be small enough
that the radiation fluid can rotate at less than the speed of light.
I analyzed four asymptotically flat solutions to dilaton gravity. The two
ghs solutions are spherically symmetric solutions to a string-inspired theory
of dilaton gravity in four dimensions possessing an electromagnetic charge.
This theory is conformally related to General Relativity with a scalar field
coupled to a gauge field. I showed explicitly that the masses of these space-
times are the same in the string frame and in the Einstein frame. I computed
the thermodynamic variables in the string frame and obtained consistent
thermodynamics. For the solution possessing a magnetic charge, I used the
same trick as I used for the rnads magnetic solution. The thermodynamic
variables have well-behaved asymptotic properties when Minkowski space-
time is chosen as the reference. The electric and magnetic solutions have
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heat capacities that behave in a qualitatively similar manner: near the black
hole, the heat capacity is positive and diverges at a critical radius. Beyond
the critical radius, the heat capacity is negative and approaches a constant
value for large system sizes.
In two-dimensional dilaton gravity, the quasilocal variables are simpli-
fied considerably. I calculated these variables for solutions of two theories:
a string-inspired two-dimensional theory and the “R = κT” theory with a
Liouville field. A consistent thermodynamics was obtained for both of these
solutions. In the case of the Liouville black hole solution, I modified the
quasilocal formalism slightly to include the non-minimally coupled Liouville
field. The heat capacity of the string-inspired black hole is positive every-
where outside the event horizon, while the Liouville black hole has a heat
capacity that has a similar behaviour to the ghs black holes, except that
the sign is reversed.
The quasilocal formalism that I have presented is a powerful tool in
analyzing the thermodynamics of solutions to a wide class of gravitational
theories. The primary purpose of extending the quasilocal formalism to
include a larger class of gravitational theories is so that the thermodynamic
properties of spacetimes in these theories can be more easily compared to
the familiar thermodynamics of black holes in General Relativity. Hopefully,
when a better understanding of the quantum nature of black holes in the
alternate theory is obtained, one will gain insight into the quantum nature of
General Relativity. Additionally, the quasilocal formalism I have presented
encompasses several theories of gravity that have been proposed to extend
General Relativity.
At present, the quasilocal formalism has only been applied to a few black
hole spacetimes. It would be interesting to apply the quasilocal formalism
to a charged, rotating solution to illustrate the effect of the electromotive
force work term. However, it may not be possible to obtain exact results
for the complicated Kerr-Newman spacetime, and it is not yet clear how
physical the charged rotating (2+1)-dimensional black hole spacetimes are.
A detailed analysis of asymptotically de Sitter black holes would also be of
interest though it is not clear exactly where the quasilocal surface should
be located. Future work in quasilocal theories of gravity may include higher
curvature terms in the Lagrangian. Such terms are often included in order to
renormalize General Relativity, and the effective action of string theories in-
clude such terms at higher energies. The study of additional types of matter
fields, such as “topological matter” which couples to the connection, would
make an interesting extension to the gauge fields that I have studied here.
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Further work should also be conducted in determining the semi-classical
corrections to the quasilocal variables arising from the inclusion of the ra-
diation field that surrounds the black hole. In addition to these “on-shell”
corrections to the variables that are useful in studying thermodynamics, one
could include “off-shell” corrections that would be useful in understanding
the statistical mechanics of the black hole spacetimes as well as in studying
non-equilibrium processes and evolution of black hole spacetimes.
Appendix A
Action Principle for a
Non-Gravitating System
This appendix serves as an illustration of how one can use the boundary
terms derived from the action of a system to define a quasilocal energy,
and how one can find the entropy of a system given its action via path
integral techniques. I restrict attention here to non-gravitating systems. The
analysis of chapter 2 is closely related to the Hamilton-Jacobi theory, which I
review. A similar review is given by Brown and York [15]; more detail can be
found in the following references. The Weiss action principle and Noether’s
theorem are standard results in classical mechanics (see, e.g., [43]); a detailed
discussion of Jacobi’s action and its analog for gravitating systems is found
in reference [12]; the microcanonical functional integral [14] is related to the
path-integral definition of the canonical partition function [20, 24].
A.1 Weiss Action Principle
Let Σ be an (n − 1)-dimensional spacelike manifold called configuration
space; the coordinates on Σ are {x}. Paths on configuration space are
parameterized by a time variable, t. The Lagrangian, L(x, x˙, t), is defined
for a path γ = x(t). Here, an overdot indicates a total derivative with
respect to the time parameter. Suppose that the endpoints of the path γ
are A = x(tA) and B = x(tB). The action of this path is
I[γ] =
∫ tB
tA
L(x, x˙, t) dt (along γ) . (A.1)
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Suppose that a nearby path, γ′, is related to γ by
x′(t) = x(t) + εη(t) (A.2)
where η(t) is some deviation function and ε is a small parameter. The
endpoints of γ′ are also shifted relative to those of γ:
tA′ = tA + εsA and tB′ = tB + εsB . (A.3)
The action of the path γ′ can be related to the action of the path γ as
follows:
I[γ′] =
∫ tB′
tA′
L(x′, x˙′, t) dt
=
∫ tB
tA
L(x+ εη, x˙ + εη˙, t) dt
+
∫ tB+εsB
tB
L(x, x˙, t) dt−
∫ tA+εsA
tA
L(x, x˙, t) dt+O(ε2)
= I[γ] + ε
∫ tB
tA
(
∂L
∂x
η +
∂L
∂x˙
η˙
)
dt+ ε[Ls]tBtA +O(ε
2) .
(A.4)
The second term in the integral is integrated by parts; then, the difference,
δI = I[γ′] − I[γ], between the actions along the path γ′ and the path γ is
given by
δI = ε
∫ tB
tA
(
∂L
∂x
− d
dt
∂L
∂x˙
)
η dt+ ε
[
∂L
∂x˙
η + Ls
]tB
tA
+O(ε2) .
(A.5)
The coordinate values of the endpoints of the two paths differ by the follow-
ing amounts:
δx(tA) = x
′(tA′)− x(tA)
= ε
(
x˙(tA)sA + η(tA)
)
+O(ε2)
(A.6)
for the initial endpoint and, similarly,
δx(tB) = ε
(
x˙(tB)sB + η(tB)
)
+O(ε2) (A.7)
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for the final endpoint. The parameter values of the endpoints differ by
δt(tA) = tA′ − tA = εsA (A.8)
and
δt(tB) = tB′ − tB = εsB (A.9)
for the initial and final endpoints respectively. With these definitions, the
quantity δI can be written, to first order in the small parameter ε, as
δI = ε
∫ tB
tA
(
∂L
∂x
− d
dt
∂L
∂x˙
)
η dt+
[
∂L
∂x˙
δx+
(
L− ∂L
∂x˙
x˙
)
δt
]tB
tA
.
(A.10)
If the endpoints are fixed so that the two paths, γ′ and γ, have the
same coordinate and parameter values at their endpoints, then only the
integral will remain in equation (A.10). Since the deviation function, η(x),
is arbitrary, one finds that the path for which the action has an extremal
value (so that δI = 0) is the one for which the Euler-Lagrange equations of
motion,
∂L
∂x
− d
dt
∂L
∂x˙
= 0 , (A.11)
hold. Conversely, if the two paths, γ′ and γ, are classical trajectories for
which the Euler-Lagrange equations of motion hold, then the only contribu-
tion to the difference in the actions δI is due to the endpoint contributions.
Thus, the Weiss action principle states that a system follows the path γ for
which variations of the action contain only the endpoint contributions:
δI = [p δx −E δt]tBtA (A.12)
where the momentum of the system is given by p and the energy of the
system is given by E.
By comparing equation (A.12) with equation (A.10), one sees that the
momentum and energy of a system are given by
p =
∂L
∂x˙
and E =
∂L
∂x˙
x˙− L (A.13)
respectively; these expressions should be evaluated for a solution to the
Euler-Lagrange equations. The momentum and energy can also be written
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as the functional derivatives δI/δx and −δI/δt respectively. One obtains
the Hamilton-Jacobi equation:
− δI
δt
= H
(
x,
δI
δx
, t
)
(A.14)
where H(x, p, t) = px˙− L is the Hamiltonian.
A.2 Noether’s Theorem
Spacetime is defined as the n-dimensional manifoldM that has the topology
of the direct product of the topology of the configuration manifold Σ with
a real interval. The coordinates on spacetime are {t, x}. Suppose that a
variation in the path γ is generated by a spacetime vector ξa via
δt = ξa∂at and δx = ξ
a∂ax . (A.15)
The Lagrangian is invariant under such a variation if
ξa∂aL = 0 . (A.16)
In this case, the variation in the action must vanish:
0 = δI = [pξa∂ax− Eξa∂at]tBtA (A.17)
so the quantity in brackets has the same value when evaluated at tA as
it has when evaluated at tB. This quantity, then, is a conserved quantity
associated with the generator ξa. Noether’s Theorem states that, for every
diffeomorphism generated by ξa under which the Lagrangian is invariant,
there is a conserved charge,
q[ξ] = pξa∂ax− Eξa∂at, (A.18)
that is a constant of motion.
I present two examples of Noether’s theorem for Lagrangians that are
invariant under temporal and spatial translations.
• When ξa is a temporal vector ta so that the Lagrangian is invariant
if ∂L/∂t = 0, then the conserved Noether charge is
q[t] = −E (A.19)
since δx = 0 and δt = 1. Hence the energy of a system is conserved
when the Lagrangian is invariant under time translations.
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• When ξa = xa generates a spacelike transformation for which δx = 1,
δt = 0, and ∂L/∂x = 0, then the conserved Noether charge is the
momentum:
q[x] = p . (A.20)
Thus, the momentum is a conserved charge when the Lagrangian is
invariant under translations along the vector xa.
A.3 The Microcanonical Action and
Functional Integral
A stationary system is one for which the Lagrangian density has no explicit
dependence on the time parameter. Such a system possesses the conserved
Noether charge q[t] = −E. The microcanonical action, Im, is related to the
action I via the canonical transformation
Im[γ] = I[γ]− q[t] t|tBtA
=
∫ tB
tA
L(x, x˙) dt+ [Et]tBtA .
(A.21)
Under variations about a path γ corresponding to a classical solution, the
variation in the microcanonical action is
δIm[γ] = [p δx+ t δE]
tB
tA
. (A.22)
Therefore, the microcanonical action is a functional of the energy of the
path γ rather than the time of the endpoints of γ; the microcanonical action
is extremized for variations of fixed energy (and endpoint coordinate values)
about a classical solution. Notice that the microcanonical action has the
same functional dependence on the coordinate values of the endpoints of
the path as the action I: δIm/δx = δI/δx.
For a stationary system, the Hamilton-Jacobi equation has the simplified
form
E = H
(
x,
δIm
δx
)
. (A.23)
Suppose that this equation can be solved for δIm/δx; then, the Jacobi action
is defined by
W (x,E) =
∫ x δIm
δx
(x,E) dx . (A.24)
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The microcanonical action and the Jacobi action are closely related, but
the microcanonical action is a functional of the position and the energy of
a system whereas the Jacobi action is an ordinary function of the position
and energy. Thus, ∂W/∂E = δIm/δE = tB − tA and ∂W/∂x = δIm/δx = p.
The microcanonical action can be written in canonical form as follows.
Let the path γ be parameterized by the parameter σ:
Im[γ] =
∫ σB
σA
(
p
dx
dσ
−H(x, p)
)
dσ − [Et]t(σB )t(σA)
=
∫ σB
σA
(
p
dx
dσ
−NH(x, p)
)
dσ
(A.25)
where H = H − E is the Hamiltonian constraint and N , which is defined
by N dσ = dt, measures the lapse of time with parameter σ. There is a
gauge freedom in the choice of the parameterization of the path and, thus,
in the choice of the lapse function N(σ). However, this gauge freedom can
be removed by redefining the lapse function as the constant
N =
τ
σB − σA (A.26)
where τ is the integral of the original lapse function over the path. The
gauge-fixed microcanonical action in canonical form is a functional of x
and p and is an ordinary function of τ :
Im[x, p; τ) =
∫ σB
σA
(
p
dx
dσ
− τ
σB − σA H(x, p)
)
dσ . (A.27)
The microcanonical density matrix is defined by the functional integral
ρ(xB , xA) =
1
2π~
∫
dτ
∫
[Γ ] exp
{
i
~
∫ σB
σA
(
p
dx
dσ
− τ
σB − σA H(x, p)
)
dσ
}
(A.28)
where [Γ ] is the measure of paths in phase-space with endpoints xA and xB .
The density of states is defined as the trace of the microcanonical density
matrix; thus, the density of states is given by the microcanonical functional
integral
ν(E) =
∫
ρ(x, x) dx
=
1
2π~
∫
dτ
∮
[Γ ] exp
{
i
~
∫ σB
σA
(
p
dx
dσ
− τ
σB − σA H(x, p)
)
dσ
}
(A.29)
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where the symbol
∮
is used to indicate that the path integral is taken over all
periodic paths with x(σB) = x(σA). The density of states can also be written
in terms of the the evolution operator exp(−iτHˆ/~) as ν(E) = Tr(δ(Hˆ)) =
Tr
(
δ(E − Hˆ)).1
1This result is explicitly calculated from the microcanonical functional integral (A.29)
for the harmonic oscillator in reference [13].
Appendix B
Boundaries of the Manifold
Let spacetime be an n-dimensional Lorentzian manifold equipped with a
metric gab. I consider a region of this manifold, M, and I define various
tensors on the boundary. I require that the region M have the topology
of the direct product of a spacelike hypersurface, Σ, with a real (timelike)
interval. This requirement allows me to foliate the manifold into leaves Σt of
constant foliation parameter t. The vector ta is defined by the condition t ·
dt = 1; ta is not generally equal to the normal vector, ua, to the surfaces Σt.
The boundary of the region M is the union of “initial” and “final” hy-
persurfaces, Σi and Σf, and the timelike hypersurface T . This timelike
hypersurface can also be foliated into the spacelike quasilocal surfaces Bt.
The (spacelike) normal vector to the boundary element T is na while the
bi-normal to the quasilocal surface B is nab = 2u[anb]. I orient the nor-
mal vectors to be directed outwards on the timelike boundary elements and
future-directed on the spacelike boundary elements. For simplicity, I en-
force the condition gabu
anb = 0. The volume element on the manifold M
is ǫ =
√−g dx1∧· · ·∧dxn where {x} is a local coordinate system and√−g is
the square-root of the negative of the determinant of the metric in these local
coordinates. The volume element on the spacelike manifold Σ is ǫ = u · ǫ;
on the timelike manifold T , the volume element is ǫ = n · ǫ; the quasilocal
surface B has the volume element ǫ = n · ǫ. These various manifolds are
illustrated in figure B.1.
If ω = ω ·ǫ is an (n−1)-form, then the pull back onto Σ is ω = −ωauaǫ,
while the pull back onto T is ω = ωanaǫ. Furthermore, if α = α · ǫ is an
(n − 2)-form on Σ, then the pull back onto B = ∂Σ is α = ωanaǫ. Finally,
if α = α · ǫ is an (n − 2)-form on T , then the pull back onto B = ∂T
is α = ωauaǫ. This last expression follows because ǫ = −u · ǫ.
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Figure B.1: The manifold, its boundaries, and the normal vectors to
these boundaries.
B.1 The Timelike Boundary
I now examine the geometry on the timelike boundary T . The two fun-
damental forms on T are the induced metric γab = gab − nanb, and the
extrinsic curvature Θab = −12 £n γab. The restriction of the induced metric
to the boundary T can be viewed as the physical metric on the (n − 1)-
dimensional manifold T . Alternately, one can view the operator γab as a
projection operator that will take a vector on the tangent space of M to a
vector on the tangent space of T . The derivative operator compatible with
the metric γab is △.
The second fundamental form can be thought of as the failure of the
vectors na to coincide when parallel-transported along the boundary T .
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The definition of extrinsic curvature yields
Θab = −12 £n γab
= −12 £n(gab − nanb)
= −(∇anb − ncna∇cnb)
= −γca∇cnb ,
(B.1)
which is the difference between the normal vector and the parallel transport
(along T ) of a nearby normal. In the third line I have used the hypersurface
orthogonality of the unit vector, the definition of the Lie derivative, and
the compatibility of the metric with the derivative operator ∇. From this
viewpoint, the second fundamental form describes how curved the surface T
is. However, this description requires the embedding of T in some higher
dimensional space since the description is based on the normal vector.
B.2 The Spacelike Boundary
On the spacelike boundary Σ, the induced metric is hab = gab + uaub
while the extrinsic curvature of Σ embedded in M is Kab = −12 £u hab =
−hca∇cub. Here, the operator hab is a projection operator onto the tangent
space of Σ. Define the lapse function as the normalization of the unit nor-
mal ua relative to the vector ta: N = (u ·dt)−1. The shift vector Na = habtb
is the projection of the vector ta onto the surface Σ. Then the vector ta
can be decomposed into a portion normal to Σ and a portion tangent to Σ:
ta = Nua +Na.
Let ▽ be the derivative operator compatible with the metric hab. It is
straightforward to show that ▽aT b···cd···e =⊥ ∇aT b···cd···e where ⊥ indicates
that all indices are projected onto Σ using hab. The curvature of the deriva-
tive operator ▽ is written Rabcd[h]. It is related to the curvature of the
derivative operator ∇, Rabcd[g], by the Gauss-Codacci relations:
Rabcd[h] =⊥ Rabcd[g] + 2Kd[aKb]c (B.2)
and
2▽[bKba] = nchdaRcd[g] . (B.3)
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An immediate consequence of (B.2) is
2uaubGab[g] = h
achbdRabcd[g]
= R[h] +K2 −KabKab
(B.4)
where K = habKab and Gab[g] is the Einstein tensor calculated for the
metric gab. Furthermore, using the definition of the Riemann tensor, one
finds
uaubRab[g] = K
2 −KabKab +∇b(ubK + ab) (B.5)
where ab = ua∇aub is the acceleration of the unit normal ua. Combining
(B.4) and (B.5), one finds
R[g] = 2uaub(Gab[g]−Rab[g])
= R[h] +KabKab −K2 −∇b(ubK + ab) .
(B.6)
Finally, the extrinsic curvature Kab can be expressed in terms of the time
derivative of the induced metric hab:
Kab = −12N−1(£t hab − 2▽(aNb)) . (B.7)
The derivations of equations (B.2)–(B.7) can be found in, e.g., Wald [52].
B.3 The Quasilocal Surface
Because ua and na are taken to be orthogonal, the quasilocal surface B can
be viewed either as the boundary of Σ or as a leaf in the foliation of T . The
induced metric on B is σab = gab+uaub−nanb. The extrinsic curvature of B
embedded in Σ is kab = −σca▽cnb. A straightforward analysis yields [15]
the following relationship between the various extrinsic curvatures:
Θab = kab + uaubnca
c + 2σc(aub)n
dKcd . (B.8)
Thus, the projection of Θab onto B is the extrinsic curvature kab. Further-
more, the projection of Θab along the normal u
a is nca
c. The quantities Θab
and Kab are related by σ
a
cu
bΘab = −σacnbKab. Finally, the trace of (B.8)
yields
Θ = k − ncac . (B.9)
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where Θ and k are the traces of the extrinsic curvatures Θab and kab respec-
tively.
Variations of the induced metric, γab, on the timelike boundary T can
be decomposed into pieces that are normal-normal, normal-tangential, and
tangential-tangential to the quasilocal surface B:
δγab = σ
c
aσ
d
b δσcd − 2
N
uaub δN − 2
N
u(aσb)c δN
c .
(B.10)
The variation of the metric on the quasilocal surface can also be decomposed
into a variation of the square-root of the determinant,
√
σ, plus a variation
of the conformally invariant part of the metric ςab = (
√
σ)−2/(n−2)σab:
δσab =
2
n− 2
(
σab√
σ
)
δ
√
σ + (
√
σ)2/(n−2) δςab . (B.11)
The second term in equation (B.11) represents changes in the “shape” of
the quasilocal surface that preserve the determinant whereas the changes in
the determinant—given by the first term—reflect a change in the “size” of
the quasilocal surface while maintaining the same shape.
A summary of the definition of the above quantities appears in table B.1.
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Table B.1: A summary of the tensor variables defined on the various
manifolds. For the boundary B there is a normal bi-vector nab =
2u[anb] (I require that ua and na are orthogonal) and kab is the extrinsic
curvature of B embedded in Σ; the other extrinsic curvatures are as
embedded in M.
Manifold
M T Σ B
Volume form . . . . . . . . . . . . ǫ ǫ ǫ ǫ
Normal (bi-)vector . . . . . . . – na ua nab
Metric . . . . . . . . . . . . . . . . . . . gab γab hab σab
Compatible derivative . . . ∇a ▽a △a
Intrinsic curvature . . . . . . . Rabcd[g] Rabcd[h]
Extrinsic curvature . . . . . . – Θab Kab kab
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