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POSITIVITY AND PERIODICITY OF Q-SYSTEMS IN THE
WZW FUSION RING
CHUL-HEE LEE
Abstract. We study properties of solutions of Q-systems in the WZW fusion
ring obtained by the Kirillov-Reshetikhin modules. We make a conjecture
about their positivity and periodicity and give a proof of it in some cases. We
also construct a positive solution of the level k restricted Q-system of classical
types in the fusion rings. As an application, we prove some conjectures of
Kirillov and Kuniba-Nakanishi-Suzuki on the level k restricted Q-systems.
1. Introduction
Let g be a simple Lie algebra over the complex numbers and k ≥ 1 be an integer.
In his work [Kir89] on dilogarithm identities associated g and k, Kirillov claimed,
without proof, that the character Q
(a)
m of a certain finite-dimensional representation
resW
(a)
m of g vanishes if it is evaluated at the element ρ/(k + h∨) ∈ h∗ when
m = tak + 1, where h
∨ is the dual Coxeter number and ρ is the Weyl vector of g.
Here a denotes a vertex in the Dynkin diagram of g and ta is the ratio of the norm of
a long root to that of the simple root αa. This fact was necessary in order to obtain a
finite set of conjecturally positive numbers Q
(a)
m (
ρ
k+h∨ ) for m = 0, 1, · · · , tak, which
was then used to construct the arguments for the Rogers dilogarithm function to
formulate certain conjectural dilogarithm identities.
Kirillov’s claim on positivity and vanishing of Q
(a)
m (
ρ
k+h∨ ) depending on m could
be easily settled when g is of type A, but it was not quite obvious in other
cases. After Kirillov’s work, Kuniba, Nakanishi and Suzuki subsequently stud-
ied the problem in the more general setting and conjectured that similar phe-
nomenon happens for some other elements of h∗, the dual of a Cartan subalgebra
and added more conjectures to the original conjecture in the series of their works
[KN92, Kun93, KNS94, KNS11].
Although the conjectural dilogarithm identity has been proven in [Kir89, Nak11,
IIK+13b, IIK+13a] for all types, the problem of identifying the positive arguments
in the identity with the above specialization of characters had remained open for
many years without any essential progress. It was quite recent that a proof in
type D was obtained in [Lee13b] using the affine Weyl group symmetry in the
specializations of the character. A proof in some cases of type E was obtained in
[Gle14].
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In this paper, we show that the entire problem can be reformulated as the prob-
lem of finding the image of the Kirillov-Reshetikhin (KR) modules over Uq(gˆ) into
the WZW fusion ring Fusk(g) under the composition map
RepUq(gˆ)
res
−−→ RepUq(g)
βk
−→ Fusk(g)
where RepUq(gˆ) or RepUq(g) denotes the Grothendieck ring of the category of
finite-dimensional (type 1) representations of Uq(gˆ) or Uq(g), respectively; see sub-
sections 2.3 and 2.4. These two ring homomorphisms res and βk had been topics of
intensive study, but only separately. For example, to find the image of KR modules
and their tensor products under res, the Bethe ansatz has been applied to rep-
resentation theory [KR87, HKO+99]. The surjective homomorphism βk plays an
important role in the structure theory of Fusk(g). Although the idea that one can
view the relations among the characters of the KR modules as the one in Fusk(g)
appeared in [NRT93], this idea had not been pushed further.
The main results of this paper can be described as follows. With the above view-
point and the setup, we prove some conjectures of Kirillov and Kuniba, Nakanishi
and Suzuki in all classical types as an application of Theorem 4.3. Especially, when
g is of types A,B,C andD, we haveD
(a)
m > 0 for 0 ≤ m ≤ tak andD
(a)
tak+1
= 0 where
D
(a)
m = Q
(a)
m (
ρ
k+h∨ ) and Q
(a)
m denotes the character of the KR module resW
(a)
m ; see
Theorem 5.6 and Corollary 5.8 for more general and precise statements. Although
some old questions are now answered, the new problem of determining the image
of all KR modules in Fusk(g) is not fully solved here. We propose it as Conjecture
3.10.
The outline of this paper is as follows. In Section 2, we give a brief review on
the notions of the modular S-matrix, the WZW fusion ring, Q-systems and KR
modules. In Section 3, we propose the conjecture about the positivity and period-
icity of solutions of the Q-system in the WZW fusion ring obtained from the KR
modules and prove it in some simple cases. At the end of the section, we define
the notion of level k restricted Q-systems. In Section 4, we study the solution of
the level restricted Q-systems in the WZW fusion ring and especially present pos-
itive solutions of the level restricted Q-systems of all classical types. In Section
5, we study complex solutions of level restricted Q-systems. In particular, as an
application of our results in the previous section, we prove the conjecture of Kir-
illov and Kuniba-Nakanishi-Suzuki on the positivity and the other level truncation
properties of Q
(a)
m (
ρ
k+h∨ ) for all classical types.
Acknowledgements. The author would like to thank the Max Planck Institute
for Mathematics for its hospitality and support, where most of this work was done.
2. Notation and background
In this section, we fix notation related to a simple Lie algebra g and recall some
results about the modular S-matrix and the WZW fusion ring. For a reference, see
[DFMS97, Chapter 14 and Chapter 16]. For Q-systems and KR modules in Section
2.4, see [KNS11, Section 13] and the references therein.
2.1. Notation. Throughout the paper, we will use the following notation :
• I = {1, 2, · · · , r} the index set of the Dynkin diagram of g as in Table 1
• Iˆ = {0} ∪ I as in Table 1
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• C = (Cab)a,b∈I the Cartan matrix
• g the finite-dimensional complex simple Lie algebra associated to C
• h a Cartan subalgebra of g
• h∗ the dual space of h
• αi, i ∈ I the simple roots
• ωi, i ∈ I the fundamental weights
• α∨i , i ∈ I the simple coroots
• Π = {αi : i ∈ I} the simple system
• ∆ the root system
• ∆+ the set of positive roots
• Q = ⊕i∈IZαi the root lattice
• P = ⊕i∈IZωi the weight lattice
• P+ = {λ ∈ P : λ =
∑r
i=1 λiωi, λi ≥ 0}
• Q∨ = ⊕i∈IZα
∨
i the coroot lattice
• θ the highest root
θ =
r∑
i=1
aiαi =
r∑
i=1
ciα
∨
i
• a0 = 1 and ai, i ∈ I the marks
• c0 = 1 and ci, i ∈ I the comarks
• (·|·) standard symmetric bilinear form on h∗ satisfying (α∨i |αj) = Cij ,
(ωi|α
∨
i ) = δij and the normalization condition (θ|θ) = 2
• h =
∑r
i=0 ai the Coxeter number
• h∨ =
∑r
i=0 ci the dual Coxeter number
• eλ, λ ∈ P the function eλ : h∗ → C defined by
µ 7→ exp 2πi(λ|µ)
• Pˆ = ⊕i∈IˆZωˆi the affine weight lattice
• Pˆ k = {λˆ ∈ Pˆ : λˆ =
∑r
i=0 λiωˆi such that
∑r
i=0 ciλi = k}
• Pˆ k+ = {λˆ ∈ Pˆ
k : λˆ =
∑r
i=0 λiωˆi, λi ≥ 0}
• π : Pˆ → P defined by
(2.1) π(
r∑
i=0
λiωˆi) :=
r∑
i=1
λiωi.
• α0 = α
∨
0 = −θ
• αˆj =
∑r
i=0(αj |α
∨
i )ωˆi, j ∈ Iˆ
• si, i ∈ I the fundamental reflections on P defined by
siλ = λ− (α
∨
i |λ)αi
• si, i ∈ Iˆ the fundamental reflections on Pˆ defined linearly by
siωˆj = ωˆj − δijαˆi
where δij denotes the Kronecker delta
• W the finite Weyl group generated by si, i ∈ I (acting on h
∗)
• Ŵ the affine Weyl group generated by si, i ∈ Iˆ (acting on Pˆ )
• ℓ(w) the length of w ∈W , or Ŵ
• ρ =
∑r
i=1 ωi ∈ P the Weyl vector
• ρˆ =
∑r
i=0 ωˆi ∈ Pˆ the affine Weyl vector
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• w · λˆ for w ∈ Ŵ and λˆ ∈ Pˆ , the shifted affine Weyl group action
w · λˆ := w(λˆ + ρˆ)− ρˆ
• H = {(a,m) : a ∈ I,m ∈ Z≥0}
• Hk = {(a,m) ∈ H : a ∈ I, 0 ≤ m ≤ tak}
• H˚k = {(a,m) ∈ H : a ∈ I, 1 ≤ m ≤ tak − 1}
• ⌊x⌋ the greatest integer not exceeding x
• ta =
2
(αa|αa)
, a ∈ I
We give a remark on the bilinear form (·|·). Whenever we have an affine weight
λˆ ∈ Pˆ , (λˆ|·) is defined to be (π(λˆ)|·). For a given λ ∈ P and an integer k ≥ 1,
we can find a unique element λˆ ∈ Pˆ k such that π(λˆ) = λ. We call λˆ the level k
affinization of λ.
2.2. Modular S-matrix. Let k ≥ 1 be an integer. For a pair of weights λ, µ ∈ P ,
we consider the following quantity
(2.2) Sλˆ,µˆ =
i|∆+|√
|P/Q∨|(k + h∨)r
∑
w∈W
(−1)ℓ(w) exp
(
−
2πi(w(λ+ ρ)|µ+ ρ)
k + h∨
)
where λˆ and µˆ are the level k affinizations of λ and µ, respectively. Note that
Sλˆ,µˆ = Sµˆ,λˆ.
We call the matrix S = (Sλˆ,µˆ)λˆ,µˆ∈Pˆk+
the modular S-matrix. It appears when
one tries to describe the modular transformation properties of the characters of
the integrable highest weight representations of level k over the affine Kac-Moody
algebras [KP84]. Let us review some of their properties.
For the modular S-matrix, we have the following orthogonality relation
(2.3) SS† = In
where S† denotes the transpose of the complex conjugate of S and In is the identity
matrix of size n = |Pˆ k+|. In other words, S is a unitary matrix.
The modular S-matrix satisfies various symmetries which will be heavily used
in the following sections. The shifted action of the affine Weyl group gives
(2.4) Sw·λˆ,µˆ = (−1)
ℓ(w)Sλˆ,µˆ
for w ∈ Ŵ . Let O(gˆ) be the outer automorphism group of gˆ consisting of some
diagram automorphisms of the extended Dynkin diagram. See Table 2 for a de-
scription. We use the standard notation for permutations and cycles to represent
its elements. For example, for the permutation
τ =
(
0 1 · · · r − 1 r
τ(0) τ(1) · · · τ(r − 1) τ(r)
)
,
we define τωˆa := ωˆτ(a) for each a ∈ Iˆ. This also gives their action on Pˆ . The cycle
(i j · · · k) sends ωˆi to ωˆj and ωˆk to ωˆi. Note that τ ∈ O(gˆ) can be uniquely
determined by the image τωˆ0 of ωˆ0. For τ ∈ O(gˆ), we have
(2.5) Sτλˆ,µˆ = Sλˆ,µˆe
−2πi(τωˆ0|µ).
Thus the action of O(gˆ) results in the multiplication of a certain root of unity on
the entries of S-matrix.
For a finite weight λ ∈ P , let us consider the conjugate weight λ∗ := −w0λ ∈ P
where w0 is the longest element of the finite Weyl group W . The conjugate weight
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Table 1. The Dynkin diagrams and the extended Dynkin dia-
grams (reproduced from [HKO+99])
Ar:
❡ ❡ ❡ ❡
1 2 r−1 r
Br:
❡ ❡ ❡ ❡>
1 2 r−1 r
Cr:
❡ ❡ ❡ ❡<
1 2 r−1 r
Dr:
❡ ❡ ❡ ❡
❡
1 2 r−2 r−1
r
E6:
❡ ❡ ❡ ❡ ❡
❡
1 2 3 4 5
6
E7:
❡ ❡ ❡ ❡ ❡ ❡
❡
1 2 3 4 5 6
7
E8:
❡ ❡ ❡ ❡ ❡ ❡ ❡
❡
1 2 3 4 5 6 7
8
F4:
❡ ❡ ❡ ❡>
1 2 3 4
G2:
❡ ❡
1 2
>
A
(1)
1 :
❡ ❡
0 1
<>
A
(1)
r :
(r ≥ 2) ❡ ❡ ❡ ❡
❡
✦
✦
✦
✦ ❛
❛
❛
❛
1 2 r−1 r
0
B
(1)
r :
(r ≥ 3) ❡ ❡ ❡ ❡ ❡
❡
>
1 2 3 r−1 r
0
C
(1)
r :
(r ≥ 2) ❡ ❡ ❡ ❡ ❡> <
0 1 2 r−1 r
D
(1)
r :
(r ≥ 4) ❡ ❡ ❡ ❡
❡ ❡
1 2 r−2 r−1
0 r
E
(1)
6 :
❡ ❡ ❡ ❡ ❡
❡
❡
1 2 3 4 5
6
0
E
(1)
7 :
❡ ❡ ❡ ❡ ❡ ❡ ❡
❡
0 1 2 3 4 5 6
7
E
(1)
8 :
❡ ❡ ❡ ❡ ❡ ❡ ❡ ❡
❡
0 1 2 3 4 5 6 7
8
F
(1)
4 :
❡ ❡ ❡ ❡ ❡>
0 1 2 3 4
G
(1)
2 :
❡ ❡ ❡
0 1 2
>
λˆ∗ of the affine weight λˆ is defined to be the level k affinization of λ∗ ∈ P . This
conjugation can be regarded as a diagram automorphism of the extended Dynkin
diagram preserving the vertex 0. For concreteness, we give their action in Table 3
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Table 2. Generators of the outer automorphism group O(gˆ)
g O(gˆ) generators
Ar Zr+1 (0 r r − 1 · · · 1)
Br Z2 (0 1)
Cr Z2
(
0 1 · · · r − 1 r
r r − 1 · · · 1 0
)
Dr, r even Z2 × Z2 (0 1)(r − 1 r),
(
0 1 2 · · · r − 1 r
r r − 1 r − 2 · · · 1 0
)
Dr r odd Z4
(
0 1 2 · · · r − 1 r
r − 1 r r − 2 · · · 1 0
)
E6 Z3
(
0 1 2 3 4 5 6
1 5 4 3 6 0 2
)
E7 Z2
(
0 1 2 3 4 5 6 7
6 5 4 3 2 1 0 7
)
using the permutation notation. For λˆ, µˆ ∈ Pˆ k+, we have
(2.6) Sλˆ∗,µˆ = S
∗
λˆ,µˆ
.
Let us also recall some properties of the affine Weyl group Ŵ . For λ ∈ P and its
image λ′ ∈ P under the reflection through the affine hyperplane Hα,n = {x ∈ h
∗
R
:
(α|x) = n} where n is an integer, we can find an odd element w ∈ Ŵ such that
(2.7) λˆ′ = wλˆ ∈ Pˆn.
For λˆ ∈ Pˆ k, we define the quantum dimension Dλˆ by
(2.8) Dλˆ :=
Sλˆ,0ˆ
S0ˆ,0ˆ
=
∏
α∈∆+
sin π(λ+ρ|α)k+h∨∏
α∈∆+
sin π(ρ|α)k+h∨
where the equality can be justified by the Weyl character formula.
Proposition 2.1. Let λˆ ∈ Pˆ k. The following conditions are equivalent :
(i) Dλˆ = 0
(ii) there exists w ∈ Ŵ of odd signature such that w · λˆ = λˆ
(iii) Sλˆ,µˆ = 0 for all µˆ ∈ Pˆ
k
+
Proof. Let us prove (i)⇒(ii). Assume that Dλˆ = 0. From (2.8), we can find α ∈ ∆
such that (λ+ ρ|α) is n(k+h∨) for some integer n. This implies that λ+ ρ is fixed
under the reflection through the affine hyperplane Hα,n(k+h∨) = {x ∈ h
∗
R
: (α|x) =
n(k + h∨)}. By (2.7), there exists w ∈ Ŵ of odd signature such that w · λˆ = λˆ.
(ii)⇒(iii) follows from (2.4). (iii)⇒(i) is obvious from (2.8). 
We also note that if Dλˆ 6= 0 for λˆ ∈ Pˆ
k, then we can find a unique element
λˆ′ ∈ Pˆ k+ such that
(2.9) λˆ′ = w · λˆ
for some w ∈ Ŵ . If λˆ ∈ Pˆ k+, then Dλˆ > 0 from (2.8) and thus
(2.10) Sλˆ,0ˆ = DλˆS0ˆ,0ˆ 6= 0.
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Table 3. The diagram automorphism corresponding to ∗
g ∗
Ar
(
0 1 · · · r
0 r · · · 1
)
Dr, r odd (r − 1 r)
E6 (1 5)(2 4)
otherwise trivial
2.3. WZW fusion ring. TheWZW fusion ring Fusk(g) is a free Z-module equipped
with the basis {Vλˆ : λˆ ∈ Pˆ
k
+} with a certain product structure on it, called the fusion
product, given by
Vλˆ · Vµˆ =
∑
νˆ∈Pˆk+
N νˆ
λˆµˆ
Vνˆ
where N νˆ
λˆµˆ
is the dimension of the conformal block VP1(λˆ, µˆ, νˆ
∗) on P1 ; see [Bea96,
BK09] and the references therein. As a ring, it is commutative and associative with
unity Vkωˆ0 . We call N
νˆ
λˆµˆ
the fusion coefficient. The Verlinde formula
(2.11) N νˆ
λˆµˆ
=
∑
ωˆ∈Pˆk+
Sλˆ,ωˆSµˆ,ωˆS
∗
νˆ,ωˆ
S0ˆ,ωˆ
,
relates the fusion coefficients with the modular S-matrix.
Recall that the Grothendieck ring Rep g of finite-dimensional representations of g
is a free Z-module with the basis {Vω : ω ∈ P+}, where Vω denotes the isomorphism
class of an irreducible highest weight module of highest weight ω. Here the product
structure is given by the tensor product of the corresponding representations. There
exists a surjective ring homomorphism βk : Rep g→ Fusk(g) defined by :
(2.12) βk(Vλ) :=
{
0 if Dλˆ = 0
(−1)ℓ(w)Vλˆ′ if Dλˆ 6= 0
for λ ∈ P+. Here λˆ
′ ∈ Pˆ k+ denotes the element in the fundamental alcove as in
(2.9); see [Bea96, BK09] for more on this map. In short, to find the image of βk, we
need to move the dominant integral weight in the fundamental Weyl chamber into
the fundamental Weyl alcove by using the affine Weyl group and count the number
of simple reflections necessary to achieve it.
There exists an involution ∗ : Fusk(g)→ Fusk(g) given by
V ∗ωˆ := Vωˆ∗ ,
which satisfies the following commutative diagram
Rep g Fusk(g)
Rep g Fusk(g)
βk
∗ ∗
βk
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The involution ∗ : Rep g → Rep g is given by V ∗λ = Vλ∗ . We can also define the
action of O(gˆ) on Fusk(g) by
τVωˆ := Vτωˆ, τ ∈ O(gˆ).
Definition 2.2. Let V =
∑
λˆ∈Pˆk+
ZλˆVλˆ ∈ Fusk(g). If Zλˆ ≥ 0 for all λˆ ∈ Pˆ
k
+, then
we call V non-negative. If V is non-negative with at least one Zλˆ nonzero, then we
call V positive. We define non-positive and negative elements in a similar way.
Definition 2.3. For λˆ, µˆ ∈ Pˆ k+, we define the generalized quantum dimension of
Vλˆ ∈ Fusk(g) by
(2.13) qdimµˆ Vλˆ :=
Sλˆ,µˆ
S0ˆ,µˆ
For V ∈ Fusk(g), we define qdimµˆ V by extending (2.13) linearly. For µˆ = 0ˆ = kωˆ0,
we will use the notation
qdim0ˆ V := qdimV.
Let us summarize various properties of the generalized quantum dimensions,
many of which follow from the properties of the modular S-matrix.
Proposition 2.4. Let µˆ ∈ Pˆ k+, τ ∈ O(gˆ) and V ∈ Fusk(g). The following properties
hold :
(i) qdimµˆ : Fusk(g)→ C is a homomorphism,
(ii) If V is positive, then qdimV > 0,
(iii) qdimµˆ V
∗ = (qdimµˆ V )
∗,
(iv) qdimµˆ Vk(τωˆ0) = e
−2πi(τωˆ0|µ),
(v) qdimµˆ τV = (qdimµˆ Vk(τωˆ0))(qdimµˆ V ),
(vi) V = 0 if and only if qdimµˆ V = 0 for all µˆ ∈ Pˆ
k
+.
Proof. (i) follows from (2.3) and (2.11); see [Bea96, Proposition 9.4] also. (ii) follows
from (2.8). (iii) is a consequence of (2.6). For (iv) and (v), we can use (2.5). If
V =
∑
λˆ∈Pˆk+
ZλˆVλˆ, then
S0ˆ,µˆ · qdimµˆ V =
∑
λˆ∈Pˆk+
ZλˆSλˆ,µˆ.
Then (vi) follows from (2.3). 
The above proposition implies that for τ ∈ O(gˆ) and V ∈ Fusk(g),
(2.14) τV = Vk(τωˆ0) · V,
which allows us to interpret the action of O(gˆ) in Fusk(g) as multiplications by
certain invertible elements of Fusk(g).
Definition 2.5. For V ∈ Fusk(g), let MV = (mλˆµˆ)λˆ,µˆ∈Pˆk+
be the matrix defined
by
V · Vλˆ =
∑
µˆ∈Pˆk+
mλˆµˆVµˆ.
We call MV the fusion matrix of V .
Statements on positive elements in Fusk(g) can be translated into the corre-
sponding ones on their fusion matrices as follows :
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Proposition 2.6. Let V ∈ Fusk(g) be positive. Then
(i) MV is an integral matrix with non-negative entries,
(ii) qdimµˆ V is an eigenvalue of MV with an eigenvector (qdimµˆ Vλˆ)λˆ∈Pˆk+
,
(iii) qdimV is the Perron-Frobenius eigenvalue of MV .
Proof. It follows from the fact that the fusion coefficient N νˆ
λˆµˆ
is a non-negative
integer and Proposition 2.4. 
2.4. Q-systems and Kirillov-Reshetikhin modules.
Definition 2.7. Let R be a commutative ring with unity. Let Q = {Q
(a)
m }(a,m)∈H
be a family of elements in R satisfying
(2.15)
(
Q(a)m
)2
= Q
(a)
m−1Q
(a)
m+1 +
∏
b:b∼a
−Cab−1∏
j=0
Q
(b)
⌊
Cbam−j
Cab
⌋
, (a,m) ∈ H.
We call (2.15) the unrestricted Q-system of type g and Q a solution of it. Here
b ∼ a means Cab < 0. We assume Q
(a)
−1 = 0 for all a ∈ I.
When the Dynkin diagram of g is simply-laced, (2.15) is of the form(
Q(a)m
)2
= Q
(a)
m−1Q
(a)
m+1 +
∏
b:b∼a
Q(b)m .
Let q be a non-zero complex number which is not a root of unity. The finite-
dimensional irreducible representations of type 1 over the quantum affine algebra
Uq(gˆ) are classified by the set of I-tuples P = (Pi)i∈I of polynomials Pi ∈ C[z],
with Pi(0) = 1 as shown in [CP95] and they are called Drinfeld polynomials. The
Grothendieck ring RepUq(gˆ) of finite-dimensional representations of Uq(gˆ) is a free
Z-module with the basis {VP : P = (Pi)i∈I , Pi ∈ C[z], Pi(0) = 1}, where VP
denotes the simple module associated to P. It is a commutative ring; see, for
example, [FR99, Corollary 2].
There exists a special class of finite-dimensional irreducible modules of Uq(gˆ)
called the Kirillov-Reshetikhin (KR) modules. A KR module is associated with
Drinfeld polynomials P = (Pi)i∈I of the form
Pi(z) =
{∏m
s=1
(
1− zuq
2(s−1)
a
)
, if i = a
1, otherwise
for some (a,m) ∈ H and u ∈ C×, where qa = q
t/ta and t = maxa∈I ta and is
denoted by W
(a)
m,u. We can obtain a finite-dimensional Uq(g)-module resW
(a)
m,u by
restriction which allows us to drop the dependence on the spectral parameter u.
From now on, we will drop u when we write resW
(a)
m,u. Although it is usual to write
an isomorphism class of a finite-dimensional representation V of Uq(gˆ) or Uq(g) as
[V ], we will denote both of them by V indiscriminately by abuse of notation as we
will be mostly working with the Grothendieck ring in this paper.
As claimed in [KR87] and proved in [Nak03, Her06], the family {resW
(a)
m }(a,m)∈H
is a solution of (2.15) in RepUq(g); Nakajima and Hernandez actually proved a
stronger statement that the q-characters of KR modules satisfy the T -system whose
specialization ignoring the spectral parameter by restriction is the Q-system. In
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general, resW
(a)
m is not irreducible as a Uq(g)-module and its decomposition into
irreducibles gives
(2.16) resW (a)m =
∑
λ∈P+
Z(a,m, λ)Vλ
for some non-negative integers Z(a,m, λ) ∈ Z. In fact, Z(a,m,mωa) = 1 and
Z(a,m, λ) 6= 0 only if mωa−λ can be written as a linear combination of α1, · · · , αr
with non-negative coefficients. See [HKO+99, Appendix] for a thorough treatment
of this topic. We give an explicit description of (2.16) for all classical types in
Appendix B.
From what we will see later, it seems natural to separate and focus only on
certain parts of a solution of Q-systems when it satisfies the boundary conditions
Q
(a)
tak+1
= 0 for all a ∈ I. To deal with this situation, let us give the following
definition.
Definition 2.8. Let Q = {Q
(a)
m }(a,m)∈Hk be a family of elements in R satisfying
(2.17)
(
Q(a)m
)2
= Q
(a)
m−1Q
(a)
m+1 +
∏
b:b∼a
−Cab−1∏
j=0
Q
(b)
⌊
Cbam−j
Cab
⌋
, (a,m) ∈ Hk
with Q
(a)
−1 = Q
(a)
tak+1
= 0 for all a ∈ I. We call (2.17) the level k restricted Q-system
of type g and Q a solution of it.
3. Positivity and periodicity of Q-systems in Fusk(g)
3.1. Main problem. Now we can state the main problem in our study. For each
(a,m) ∈ H , we want to determine the image βk(resW
(a)
m ) of W
(a)
m under the com-
position
RepUq(gˆ)
res
−−→ RepUq(g)
βk
−→ Fusk(g),
where we have used the known isomorphism between RepUq(g) and Rep g.
Proposition 3.1. The family {βk(resW
(a)
m )}(a,m)∈H is a solution of the unre-
stricted Q-system in Fusk(g).
Proof. This follows from the facts that {resW
(a)
m }(a,m)∈H is a solution of the unre-
stricted Q-system and that βk is a ring homomorphism. 
Let us take a look at an example.
Example 3.2. Let g = D5 and k = 4. From (B.8), we can find
resW
(2)
4 = V0 + Vω2 + V2ω2 + V3ω2 + V4ω2 .
Let us compute βk(resW
(2)
4 ). For the weights 0, ω2, 2ω2, 3ω2 and 4ω2, the corre-
sponding affine weights in Pˆ 4 are 4ωˆ0, 2ωˆ0 + ωˆ2, 2ωˆ2,−2ωˆ0 + 3ωˆ2 and −4ωˆ0 + 4ωˆ2,
respectively. The shifted action of the affine Weyl group gives us
s0 · (−2ωˆ0 + 3ωˆ2) = 2ωˆ2,
s0 · (−4ωˆ0 + 4ωˆ2) = 2ωˆ0 + ωˆ2.
Thus
βk(resW
(2)
4 ) = V4ωˆ0 + V2ωˆ0+ωˆ2 + V2ωˆ2 + (−1)V2ωˆ2 + (−1)V2ωˆ0+ωˆ2
= V4ωˆ0
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from (2.12).
For µˆ ∈ Pˆ k+, we will denote the generalized quantum dimension of W
(a)
m by
D
(a)
m,µˆ := qdimµˆ βk(resW
(a)
m ).
Note that we get a solution
{D
(a)
m,µˆ}(a,m)∈H
of the unrestricted Q-system in C from Proposition 2.4. For µˆ = 0ˆ, we will write
D(a)m := qdimβk(resW
(a)
m ).
3.2. Gauges of Q-systems. To give a conjectural description of βk(resW
(a)
m ) for
all (a,m) ∈ H , we introduce a useful concept related Q-systems.
Definition 3.3. If a family of elements g = {g(a)}a∈I in R
× satisfies
(3.1)
(
g(a)
)2
=
∏
b:b∼a
(
g(b)
)−Cab
, a ∈ I,
we call it a gauge of the Q-system of type g. Note that (3.1) can be rewritten as
r∏
b=1
(
g(b)
)Cab
= 1.
Note that 1 = {1}a∈I is a gauge. For two gauges g and h, we can define the
product gh as the component-wise product {g(a)h(a)}a∈I , which is a gauge. For a
gauge g = {g(a)}a∈I , g
−1 := {(g(a))−1}a∈I is also a gauge.
Proposition 3.4. The set of gauges forms a group.
Proof. This is trivial. 
For a gauge g = {g(a)}a∈I and a family Q = {Q
(a)
m }(a,m)∈H in R, we let g ·Q :=
{g(a)Q
(a)
m }(a,m)∈H . For Q = {Q
(a)
m }(a,m)∈Hk , we define g ·Q in the same way.
Proposition 3.5. Let g be a gauge of the Q-system. If Q is a solution of the
unrestricted Q-system or the level k restricted Q-system, then so is g ·Q.
Proof. This follows from (2.15), (2.17) and (3.1) in a straightforward way. 
Lemma 3.6. Let {τˆa}a∈I be as in Table 4. Then we have
(3.2)
∑
b∈I
Cabπ(τˆb) ∈ Q
∨, a ∈ I.
Proof. We list the conditions (3.2) to be checked for each type explicitly.
For type Ar, we see that
∑
b∈I Cabωb = αa, a ∈ I, which is in Q = Q
∨.
For type Br, we only have to check that 2ω1 ∈ Q
∨.
For type Cr, the only condition we need to check is 2ωr ∈ Q
∨.
For type Dr, r odd, we have the following conditions
2ω1 ∈ Q
∨
ωr−1 + ωr − 2ω1 ∈ Q
∨
2ωr−1 − ω1 ∈ Q
∨
2ωr − ω1 ∈ Q
∨
.
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Table 4. τˆa ∈ Pˆ to describe a gauge
g τˆa
Ar ωˆa
Br
{
ωˆ1 if a ≡ 1 (mod 2)
ωˆ0 if a ≡ 0 (mod 2)
Cr
{
ωˆ0 if 1 ≤ a ≤ r − 1
ωˆr if a = r
Dr

ωˆ1 if 1 ≤ a ≤ r − 2 and a ≡ 1 (mod 2)
ωˆ0 if 1 ≤ a ≤ r − 2 and a ≡ 0 (mod 2)
ωˆa if a = r − 1 or a = r
E6
a 1 2 3 4 5 6
τˆa ωˆ1 ωˆ5 ωˆ0 ωˆ1 ωˆ5 ωˆ0
E7
a 1 2 3 4 5 6 7
τˆa ωˆ0 ωˆ0 ωˆ0 ωˆ6 ωˆ0 ωˆ6 ωˆ6
E8, F4, G2 ωˆ0
For type Dr, r even, we need to check
2ω1 ∈ Q
∨
ω1 + ωr−1 + ωr ∈ Q
∨
2ωr−1 ∈ Q
∨
2ωr ∈ Q
∨
.
For type E6, the conditions to be checked are given by
2ω1 − ω5 ∈ Q
∨
2ω5 − ω1 ∈ Q
∨
ω1 + ω5 ∈ Q
∨
.
For type E7, we only have to check 2ω6 ∈ Q
∨.
These can all be verified by a straightforward calculation. 
Proposition 3.7. Let {τˆa}a∈I be as in Table 4. Then {Vkτˆa}a∈I is a gauge of the
Q-system in Fusk(g).
Proof. For types E8, F4 and G2, it is trivial since Vkτˆa is the identity in Fusk(g) for
any a ∈ I.
By Proposition 2.4 (vi), we can show that {Vkτˆa}a∈I is a gauge of the Q-system
by proving
(3.3)
∏
b∈I
(
qdimµˆ Vkτˆb
)Cab = 1
for any a ∈ I and µˆ ∈ Pˆ k+. As
qdimµˆ Vkτˆa = e
−2πi(τˆa|µ)
from Proposition 2.4 (iv), (3.3) follows from Lemma 3.6. 
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Table 5. Gauge σ = {σa}a∈I
g σa
Ar −1 if a and r are both odd
Br −1 if a is odd
Cr −1 if r ≡ 1, 2 (mod 4) and a = r
Dr −1 if r ≡ 2, 3 (mod 4) and a = r, r − 1
E7 −1 if a = 4, 6, 7
otherwise 1
Proposition 3.8. Let σ = {σa}a∈I be as in Table 5. Then σ is a gauge of the
Q-system in a commutative ring R.
Proof. Note that σa = e
−2πi(τˆa|ρ) for τˆa ∈ Pˆ , a ∈ I in Table 4. For each a ∈ I, we
have ∏
b∈I
σCabb =
∏
b∈I
e−2πi(Cabτˆb|ρ) = e−2πi(
∑
b∈I
Cabτˆb|ρ) = 1,
which follows from Lemma 3.6. 
3.3. Conjecture on the image of KR modules in the fusion ring. We begin
with a simple observation about βk(resW
(a)
m ) for small m ≥ 0.
Recall (2.16) that
resW (a)m =
∑
λ∈P+
Z(a,m, λ)Vλ.
Proposition 3.9. If 0 ≤ m ≤ ⌊ kca ⌋, then βk(resW
(a)
m ) is positive. If m ≥ ⌊
k
ca
⌋+1,
then there exists λ ∈ P+ with Z(a,m, λ) 6= 0 such that its corresponding affine
weight λˆ ∈ Pˆ k is not dominant integral, i.e., λˆ /∈ Pˆ k+.
Proof. This is essentially [Gle14, Corollary 3.3]. Here we give a simplified proof.
For λ =
∑r
i=1 λiωi ∈ P+, the corresponding affine weight λˆ is given by
∑r
i=0 λiωˆi
with λ0 = k − (λ|θ). As (θ|αi) ≥ 0 for any i ∈ I, we have
mca = (mωa|θ) ≥ (λ|θ) = k − λ0
for any λ with Z(a,m, λ) 6= 0.
This inequality shows that if 0 ≤ m ≤ ⌊ kca ⌋, then λ0 ≥ 0 and hence λˆ ∈ Pˆ
k
+ for all
λ ∈ P+ with Z(a,m, λ) 6= 0. When m ≥ ⌊
k
ca
⌋+ 1, λ = mωa gives λˆ = λ0ωˆ0 +mωˆa
where λ0 = k −mca < 0. This proves the proposition. 
This shows that when m ≥ ⌊ kca ⌋ + 1, we have to implement (2.12) and carry
out the necessary computation to get βk(resW
(a)
m ). As we eventually want to know
the positivity for βk(resW
(a)
m ) for 0 ≤ m ≤ tak, we see that the number cata
roughly measures the difficulty of the problem for each a ∈ I. Here’s the table of
maxa∈I cata for each type :
Ar Br Cr Dr E6 E7 E8 F4 G2
maxa∈I cata 1 2 2 2 3 4 6 4 3
.
Now we state the conjecture on βk(resW
(a)
m ).
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Conjecture 3.10. For a ∈ I, let τˆa ∈ Pˆ be as in Table 4 and σa = e
−2πi(τˆa|ρ).
The following properties hold :
(i) βk(resW
(a)
m ) is positive for 0 ≤ m ≤ tak,
(ii) βk(resW
(a)
tak−m
) = Vkτˆa
(
βk(resW
(a)
m )
)∗
for 0 ≤ m ≤ tak,
(iii) βk(resW
(a)
tak+1
) = βk(resW
(a)
tak+2
) = · · · = βk(resW
(a)
ta(k+h∨)−1
) = 0,
(iv) βk(resW
(a)
m+nta(k+h∨)
) = σnaV
n
kτˆa
βk(resW
(a)
m ) for 0 ≤ m ≤ ta(k + h
∨) − 1
and n ∈ Z≥0.
For the values of σa = e
−2πi(τˆa|ρ), see Table 5. The conjecture is supported by
many symbolic calculations involving the affine Weyl group. In Section 3.4, we will
give a proof of Conjecture 3.10 for some special cases; see Theorem 3.17 for the
statement. In Theorem 4.3, we show that {R
(a)
m }(a,m)∈Hk is a positive solution of
the level k restricted Q-system of g, which is of classical type, where
R(a)m =
{
βk(resW
(a)
m ) 0 ≤ m ≤ ⌊
tak
2 ⌋
Vkτˆa
(
βk(resW
(a)
tak−m
)
)∗
⌊ tak2 ⌋+ 1 ≤ m ≤ tak
.
Then Propositions 3.7 and 3.8 imply that {σnaV
n
kτˆa
R
(a)
m }(a,m)∈Hk is also a solution
of the level k restricted Q-system. These are all consistent with the above.
Remark 3.11. All these properties but the last one are a kind of synthesis and
generalizations of various observations and conjectures in [Kir89, KN92, Kun93,
KNS94, KNS11]. Our reformulation of them in terms of the fusion ring makes all
these clear.
The positivity of D
(a)
m in [Kir89] can be naturally explained when βk(resW
(a)
m ) is
shown to be positive as in (i). Kirillov’s another claim, mentioned in the introduc-
tion of this paper, that
D
(a)
tak+1
= Q
(a)
tak+1
(
ρ
k + h∨
) = 0
is incorporated into (iii), where Q
(a)
tak+1
denotes the character of resW
(a)
tak+1
. The
relation
D
(a)
tak−m,µˆ
= D
(a)
tak,µˆ
D
(a)∗
m,µˆ ,
which is a consequence of (ii), has been observed in [KN92] from numerical tests.
Our approach now gives a way to explain this.
It is usually more difficult to prove certain properties of βk(resW
(a)
m ) as an el-
ement of Fusk(g) than to establish the analogous property of D
(a)
m as a complex
number. However even with some partial information about βk(resW
(a)
m ) as in
Theorem 4.3, we can prove some of the old conjectures about complex solutions as
in Theorem 5.6 and Corollary 5.8.
The periodicity (iv) has been pointed out in [Lee12] in a less precise form than
given here for simply-laced types. It allows us to describe βk(resW
(a)
m ) for all m ≥ 0
completely from βk(resW
(a)
m ) for 0 ≤ m ≤ ⌊
tak
2 ⌋. This is a revelation of linear
recurrence relations [DFK10, NK09] in the sequence {χ(resW
(a)
m )}∞m=0 where χ
denotes the character, which is also conjectural in general; see [Lee15] for the precise
statement. We expect that the periodicity part will be settled once we have sufficient
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understanding of the coefficients in those relations. (And since submission of this
paper, there has been some progress in this topic; see [Lee16]).
The complex solutions of level k restricted Q-systems play important roles in
Nahm’s conjecture [Nah07], which attempts to give a partial answer to the ques-
tion of when a certain form of q-hypergeometric series can be a modular func-
tion. In [NK09], the authors try to find solutions {Q
(a)
m }(a,m)∈H of the unrestricted
Q-systems of type Ar and Dr such that Q
(a)
k = 1 and Q
(a)
k+1 = Q
(a)
k+2 = · · · =
Q
(a)
(k+h∨)−1 = 0 to find all complex solutions of the level restricted Q-systems. As
we can see in (ii), these are not quite the correct conditions one should impose as
it can give only partial list among them. We also add that solutions of level re-
stricted T -systems of type Ar satisfying similar level truncation properties (iii) and
periodicity (iv) have been studied in [DFK13].
The positivity (i) now poses the problem of combinatorial description of coeffi-
cients of Vλˆ in the product of many copies of βk(resW
(a)
m ) for a ∈ Hk in the spirit
of the Bethe ansatz or the fermionic formula [HKO+99, HKO+02]. We can find
this problem discussed only for Fusk(sl2) in [Kir92].
Clarifying the role of the fusion ring in the theory of cluster algebras will also
be a problem of interest along the same lines of [HL10, HL16]. Regarding (iii), one
may ask if these elements generate the fusion ideal kerβk [BK09, Dou13]. More
broadly, understanding the role of Q-systems and the Kirillov-Reshetikhin modules
in the study of fusion ideals will also be a topic of further research.
Corollary 3.12. Assume that Conjecture 3.10 is true. For (a,m) ∈ H,
(i) βk(resW
(a)
m ) is always either positive, negative or zero,
(ii) βk(resW
(a)
m+Mta(k+h∨)
) = βk(resW
(a)
m ) where M is given by the table
Ar Br Cr D2l D2l+1 E6 E7 E8 F4 G2
M r + 1 2 2 2 4 3 2 1 1 1
.
Proof. (i) is a consequence of Conjecture 3.10 (i), (iii) and (iv). To prove (ii), we
can use Conjecture 3.10 (iv), together with the fact σMa = V
M
kτˆa
= 1. 
3.4. Proof of Conjecture 3.10 in some cases. The following property of the
modular S-matrix has been noticed in [Spi90]. We make the statement in a precise
form.
Proposition 3.13. Let λ, µ and σ be elements of P . If λ′ = λ+ (k + h∨)σ, then
Sλˆ′,µˆ = e
−2πi(σ|µ+ρ)Sλˆ,µˆ.
In particular, when σ ∈ Q∨ ⊆ P is a coroot,
Sλˆ′,µˆ = Sλˆ,µˆ.
Proof. For w ∈ W , we have
(wσ|µ + ρ) = (σ|µ+ ρ) (mod Z).
Then from (2.2), we can pull out the factor e−2πi(σ|µ+ρ) so that
Sλˆ′,µˆ = e
−2πi(σ|µ+ρ)Sλˆ,µˆ.
If σ ∈ Q∨, then the fact that (σ|µ + ρ) ∈ Z implies e−2πi(σ|µ+ρ) = 1. 
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Table 6. Vertices a ∈ I such that resW
(a)
m = Vmωa
g Ar Br Cr Dr E6 E7
a 1, · · · , r 1 r 1, r, r − 1 1, 5 6
Lemma 3.14. Let τωˆ0 = ωˆa for some τ ∈ O(gˆ) and a ∈ I. Let ζ = e
−2πi(ωa|ρ). If
λ = mωa and λ
′ = λ+ n(k + h∨)ωa, then
Sλˆ′,µˆ = ζ
nSτnλˆ,µˆ
for any µˆ ∈ Pˆ k+.
Proof. If we apply Proposition 3.13 for σ = nωa, then we get
Sλˆ′,µˆ = e
−2πi(nωa|µ+ρ)Sλˆ,µˆ
= e−2πin(ωa|ρ)e−2πin(ωa|µ)Sλˆ,µˆ
= ζnSτnλˆ,µˆ.
We have used (2.5) to get the equality in the last line. This proves our lemma. 
This result can be applied for any a ∈ I listed in Table 6.
Proposition 3.15. Let a ∈ I be as in Table 6. For each integer l such that
1 ≤ l ≤ h∨ − 1, there exists a positive root α such that (ωa|α) = 1 and (ρ|α) = l.
Our proof is based on a case-by-case check for each root system. Since it is
straightforward and lengthy, we give it in Appendix A.
Theorem 3.16. Let a ∈ I be as in Table 6. Then βk(V(k−m)ωˆ0+mωˆa) = 0 for
k + 1 ≤ m ≤ k + h∨ − 1.
Proof. By Proposition 3.15 and the product formula (2.8) for the quantum dimen-
sion, we get D(k−m)ωˆ0+mωˆa = 0. Then by Proposition 2.1,
qdimµˆ V =
S(k−m)ωˆ0+mωˆa,µˆ
S0ˆ,µˆ
= 0
for all µˆ ∈ Pˆ k+. Then our statement follows from Proposition 2.4 (vi). 
Theorem 3.17. Let a ∈ I as in Table 6. Conjecture 3.10 holds true. In particular,
it holds for all a ∈ I in the case of type Ar.
Proof. First note that for a ∈ I, we have ta = 1 and ca = 1. The positivity (i)
follows from Proposition 3.9. It is straightforward to check
(3.4)
Vkτˆa
(
βk(resW
(a)
m )
)∗
= VkτˆaV
∗
(k−m)ωˆ0+mωˆa
= Vmωˆ0+(k−m)ωˆa
= βk(resW
(a)
k−m)
for all 0 ≤ m ≤ k. See Table 7 for the equality in the second line of (3.4). This
proves the symmetry condition (ii). (iii) follows from Theorem 3.16.
By Lemma 3.14, for 0 ≤ m ≤ k + h∨ − 1 and n ∈ Z≥0, we have
qdimµˆ βk(resW
(a)
m+n(k+h∨)) = qdimµˆ σ
n
aV
n
kτˆaβk(resW
(a)
m )
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Table 7. Diagram automorphisms corresponding to V 7→ VkτˆaV
∗
g diagram automorphisms
Ar
(
0 1 · · · a− 1 a a+ 1 · · · r
a a− 1 · · · 1 0 r · · · a+ 1
)
Br (0 1) if a ≡ 1 (mod 2)
Cr
(
0 1 2 · · · r − 2 r − 1 r
r r − 1 r − 2 · · · 2 1 0
)
if a = r
Dr, r even

(0 1)(r − 1 r) if 1 ≤ a ≤ r − 2 and a ≡ 1 (mod 2)(
0 1 2 · · · r − 2 r − 1 r
r − 1 r r − 2 · · · 2 0 1
)
if a = r − 1(
0 1 2 · · · r − 2 r − 1 r
r r − 1 r − 2 · · · 2 1 0
)
if a = r
Dr, r odd

(0 1) if 1 ≤ a ≤ r − 2 and a ≡ 1 (mod 2)(
0 1 2 · · · r − 2 r − 1 r
r − 1 r r − 2 · · · 2 0 1
)
if a = r − 1(
0 1 2 · · · r − 2 r − 1 r
r r − 1 r − 2 · · · 2 1 0
)
if a = r
E6

(0 1)(2 6) if a = 1, 4
(0 5)(4 6) if a = 2, 5
(1 5)(2 4) if a = 3, 6
E7 (0 6)(1 5)(2 4) if a = 4, 6, 7
otherwise trivial
for all µˆ ∈ Pˆ k+. Then by Proposition 2.4 (vi),
βk(resW
(a)
m+n(k+h∨)) = σ
n
aV
n
kτˆaβk(resW
(a)
m ).
This proves the periodicity condition (iv). 
4. Level k restricted Q-systems in Fusk(g)
The main result of this section is Theorem 4.3 where we construct a positive
solution of the level k restricted Q-system in Fusk(g) when g is of classical type.
First we prove an important stepping stone to prove Theorem 4.3.
Lemma 4.1. Let g be of types Ar, Br, Cr and Dr. Let s = ⌊
tak
2 ⌋. If tak is even,
then βk(resW
(a)
s+1) = Vkτˆa
(
βk(resW
(a)
s−1)
)∗
. If tak is odd, then βk(resW
(a)
s+1) =
Vkτˆaβk(resW
(a)
s ).
Proof. For type Ar, the statement follows from Theorem 3.17. For type Dr, Theo-
rem 3.17 and the arguments in [Lee13b, Propositions 3.3, 3.4, 3.6, 3.8] can be used
to prove the lemma. For the remaining cases, the method of the proof is exactly the
same as in the case of type Dr. Since it is mainly a laborious case-by-case check,
we will give a proof for types Br and Cr in Appendix C and D, respectively. 
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Now we can construct a positive solution of the level k restricted Q-system
in Fusk(g). The basic idea is to glue two different solutions of the unrestricted Q-
system from the opposite directions to form a single solution of the level k restricted
Q-system. In order to glue them consistently at the intersection, we need to employ
Lemma 4.1. This idea has been used in [Lee13b] to obtain a positive real solution of
the level restricted Q-system of type Dr. The table after Proposition 3.9 indicates
why this method does not apply to other exceptional types.
Definition 4.2. For the brevity of notation, let us write βk(resW
(a)
m ) as Z
(a)
m for
the rest of this section. For each a ∈ I, let us define R
(a)
m ∈ Fusk(g) by
R(a)m =
{
Z
(a)
m 0 ≤ m ≤ ⌊
tak
2 ⌋
VkτˆaZ
(a)∗
tak−m
⌊ tak2 ⌋+ 1 ≤ m ≤ tak
and R
(a)
−1 = R
(a)
tak+1
= 0.
Theorem 4.3. Let g of types Ar, Br, Cr and Dr. Then {R
(a)
m }(a,m)∈Hk is a positive
solution of the level k restricted Q-system of type g.
Proof. The positivity of R
(a)
m , (a,m) ∈ Hk is clear from Proposition 3.9. We have
to check that the equality
(4.1)
(
R(a)m
)2
= R
(a)
m−1R
(a)
m+1 +
∏
b:b∼a
−Cab−1∏
j=0
R
(b)
⌊
Cbam−j
Cab
⌋
holds true for each 0 ≤ m ≤ tak. For 0 ≤ m ≤ ⌊
tak
2 ⌋−1, it follows from Proposition
3.1. For m = ⌊ tak2 ⌋, we need to use Lemma 4.1 together with Proposition 3.1.
Note that {Z
(a)∗
m }(a,m)∈H is also a solution of the unrestricted Q-system. By
Proposition 3.5, {VkτˆaZ
(a)∗
m }(a,m)∈H is also a solution of the unrestricted Q-system.
In concrete terms, we have
(4.2)
(
VkτˆaZ
(a)∗
m
)2
=
(
VkτˆaZ
(a)∗
m−1
)(
VkτˆaZ
(a)∗
m+1
)
+
∏
b:b∼a
−Cab−1∏
j=0
(
VkτˆbZ
(b)∗
⌊
Cbam−j
Cab
⌋
)
for each m ≥ 0. Since this holds especially for 0 ≤ m ≤ ⌊ tak2 ⌋ − 1, (4.1) is true for
⌊ tak+12 ⌋+ 1 ≤ m ≤ tak. The only possible value not verified so far, which happens
when tak is odd, is m = ⌊
tak+1
2 ⌋. For m = ⌊
tak+1
2 ⌋, again we can use Lemma 4.1
together with (4.2) for VkτˆaZ
(a)∗
m . 
Remark 4.4. Conjecture 3.10 claims that {βk(resW
(a)
m )}(a,m)∈Hk is a positive
solution of the level k restricted Q-system. We believe that this is a unique posi-
tive solution up to certain obvious symmetries like the conjugation ∗ and a gauge.
Lemma 4.1 proves that R
(a)
m = βk(resW
(a)
m ) for 0 ≤ m ≤ ⌊
tak
2 ⌋+ 1 in all classical
types. However, the identity R
(a)
m = βk(resW
(a)
m ) for ⌊
tak
2 ⌋ + 2 ≤ m ≤ tak still
remains to be proved in general except some cases, for example, the cases covered
in Theorem 3.17.
5. Level k restricted Q-systems in C
In this section, we study complex solutions of the level k restricted Q-systems.
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5.1. String of zeros. In this subsection, we investigate some conditions under
which we have a string of zeros like (iii) of Conjecture 3.10 in a complex solution of
Q-systems. For the rest of this section, we assume that {Q
(a)
m }(a,m)∈H is a complex
solution of the Q-system of type g.
Lemma 5.1. Let m ∈ Z≥0. Suppose that Q
(a)
tam+1
= 0 for all a ∈ I. Then
Q
(a)
tam+1
= · · · = Q
(a)
ta(m+1)
= 0 for all a ∈ I.
Proof. This is a consequence of (2.15). 
Lemma 5.2. Let m ∈ Z≥0. Suppose Q
(a)
tam = 0 for all a ∈ I. Then Q
(a)
tam+1
=
· · · = Q
(a)
ta(m+1)−1
= 0 for all a ∈ I.
Proof. It also follows from (2.15) easily. 
Lemma 5.3. Let m ≥ 1. Assume that Q
(a)
tam−1
6= 0 for all a ∈ I and {Q
(a)
tam}a∈I is
a gauge. Then Q
(a)
tam+1
= · · · = Q
(a)
ta(m+2)−1
= 0 for all a ∈ I.
Proof. The equation (2.15)(
Q
(a)
tam
)2
= Q
(a)
tam−1
Q
(a)
tam+1
+
∏
b:b∼a
(
Q
(b)
tbm
)−Cab
implies Q
(a)
tam+1
= 0. Thus Lemma 5.1 implies
Q
(a)
tam+1
= · · · = Q
(a)
ta(m+1)
= 0
for all a ∈ I. Then we obtain
Q
(a)
ta(m+1)+1
= · · · = Q
(a)
ta(m+2)−1
= 0
from Lemma 5.2. 
Lemma 5.4. Let m ∈ Z≥0. Suppose Q
(a)
tam = · · · = Q
(a)
ta(m+1)−1
= 0 for all
a ∈ I and Q
(b)
tb(m+1)
= 0 for at least one vertex b ∈ I. Then Q
(a)
ta(m+1)
= · · · =
Q
(a)
ta(m+2)−1
= 0 for all a ∈ I.
Proof. We can show that Q
(a)
ta(m+1)
= 0 for all a ∈ I using (2.15). Then the lemma
follows from Lemma 5.2. 
5.2. Complex solutions of level k restricted Q-systems. Let us begin with a
simple lemma.
Lemma 5.5. Let w = {w
(a)
m }(a,m)∈Hk be a complex solution of the level k restricted
Q-system such that w
(a)
m 6= 0 for any (a,m) ∈ Hk. If z = {z
(a)
m }(a,m)∈H is a solution
of the unrestricted Q-system and w
(a)
1 = z
(a)
1 for any a ∈ I, then w
(a)
m = z
(a)
m for
0 ≤ m ≤ tak.
Proof. This is a direct consequence of the recursion (2.15). 
Theorem 5.6. Let g be of types Ar, Br, Cr and Dr and let µˆ ∈ Pˆ
k
+. Assume that
D
(a)
m,µˆ 6= 0 for all a ∈ I and 0 ≤ m ≤ ⌊
tak
2 ⌋. Then the following properties hold for
each a ∈ I :
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(i) D
(a)
m,µˆ = qdimµˆR
(a)
m for 0 ≤ m ≤ tak,
(ii) D
(a)
m,µˆ = e
−2πi(τˆa|µ)D
(a)∗
tak−m,µˆ
for 0 ≤ m ≤ tak,
(iii) D
(a)
tak+1,µˆ
= D
(a)
tak+2,µˆ
= · · · = D
(a)
ta(k+h∨)−1,µˆ
= 0.
Proof. From the assumption that qdimµˆ(R
(a)
m ) = D
(a)
m,µˆ 6= 0 for all 0 ≤ m ≤ ⌊
tak
2 ⌋,
we have qdimµˆ(R
(a)
m ) 6= 0 for all 0 ≤ m ≤ tak by Theorem 4.3 and Proposition 2.4.
Thus we can conclude that qdimµˆ(R
(a)
m ) must be equal to D
(a)
m,µˆ for 0 ≤ m ≤ tak
by Lemma 5.5. This proves (i) and (ii).
Since D
(a)
tak−1,µˆ
6= 0 for each a ∈ I by (ii) and {D
(a)
tak,µˆ
}a∈I is a gauge, we get
D
(a)
tak+1,µˆ
= · · · = D
(a)
ta(k+1),µˆ
= 0
for any a ∈ I by Lemma 5.3. Since the Dynkin diagram of g has at least one vertex
listed in Table 6, there exists b ∈ I such that
D
(b)
tbk+1,µˆ
= D
(b)
tbk+2,µˆ
= · · · = D
(b)
tb(k+h∨)−1,µˆ
= 0
by Theorem 3.17 and Proposition 2.4 (vi). Thus the assumptions of Lemma 5.4 are
now all satisfied and we can conclude that
D
(a)
tak+1,µˆ
= D
(a)
tak+2,µˆ
= · · · = D
(a)
ta(k+h∨)−1,µˆ
= 0
for any a ∈ I. We thus have proved (iii). 
Remark 5.7. If we can establish the above result without assuming D
(a)
m,µˆ 6= 0 for
a ∈ I and 0 ≤ m ≤ ⌊ tak2 ⌋, then we can prove the corresponding statements for the
solution in Fusk(g).
Now we have a proof of the conjecture of Kirillov [Kir89] and Kuniba, Nakanishi
and Suzuki [KNS11, Conjecture 14.2] for all classical types.
Corollary 5.8. Let g be of types Ar, Br, Cr and Dr. For each a ∈ I, the following
properties hold :
(i) D
(a)
m > 0 for 0 ≤ m ≤ tak,
(ii) D
(a)
m = D
(a)
tak−m
for 0 ≤ m ≤ tak,
(iii) D
(a)
tak+1
= D
(a)
tak+2
= · · · = D
(a)
ta(k+h∨)−1
= 0,
(iv) D
(a)
m−1 < D
(a)
m for 1 ≤ m ≤ ⌊
tak
2 ⌋.
Proof. We know that D
(a)
m = qdimR
(a)
m > 0 for all 0 ≤ m ≤ ⌊
tak
2 ⌋. Then by
Theorem 5.6 (i), we have D
(a)
m = qdimR
(a)
m > 0 for all 0 ≤ m ≤ tak. Now all the
properties (i)-(iii) follow from Theorem 5.6 as a special case when µˆ = kωˆ0.
Now we prove the inequality part (iv). Let us define {x
(a)
m }(a,m)∈H˚k as
(5.1) x(a)m =
D
(a)
m−1D
(a)
m+1
(D
(a)
m )2
, (a,m) ∈ H˚k.
As {D
(a)
m }(a,m)∈Hk is a positive real solution of the level k restricted Q-system, we
have
(5.2) 0 < x(a)m < 1, (a,m) ∈ H˚k.
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Let s = ⌊ tak2 ⌋ for the rest of the proof. If tak is odd, by the symmetry of solutions,
we have D
(a)
s+1 = D
(a)
s . Then from x
(a)
s < 1, we have
x(a)s =
D
(a)
s−1D
(a)
s+1
D
(a)
s D
(a)
s
=
D
(a)
s−1
D
(a)
s
< 1.
If tak is even, again the symmetry condition implies D
(a)
s+1 = D
(a)
s−1. Using this, we
get
x(a)s =
D
(a)
s−1D
(a)
s+1
D
(a)
s D
(a)
s
=
(D
(a)
s−1)
2
(D
(a)
s )2
=
(
D
(a)
s−1
D
(a)
s
)2
< 1.
In both cases, we obtain the inequality
D
(a)
s−1
D
(a)
s
< 1. Then (5.2) implies
D
(a)
0
D
(a)
1
<
D
(a)
1
D
(a)
2
< · · · <
D
(a)
s−1
D
(a)
s
< 1.
This proves the inequality
D
(a)
0 < D
(a)
1 < · · · < D
(a)
s .

Remark 5.9. The corresponding statement is true in type E6 and partially in type
E7 and E8; see [Gle14]. The quantities {f
(a)
m }(a,m)∈H˚k where f
(a)
m = 1 − x
(a)
m in
(5.1) are the arguments for the dilogarithm identities in [Kir89], as we mentioned
earlier. These numbers also define certain torsion elements of the Bloch group of
an appropriate number field [Lee13a].
Corollary 5.10. For each (a,m) ∈ Hk, let A
(a)
m be the fusion matrix of R
(a)
m . Then
(i) A
(a)
m is a non-negative integral matrix,
(ii) the family {A
(a)
m }(a,m)∈Hk is a solution of the level k restricted Q-system
in a certain commutative subring of the ring of the square matrices of size
|Pˆ k+| over Z,
(iii) under the same assumptions as in Theorem 5.6, D
(a)
m,µˆ is an eigenvalue of
A
(a)
m and in particular, D
(a)
m is the Perron-Frobenius eigenvalue of it.
Proof. It follows from Theorems 4.3 and 5.6 and Proposition 2.6. 
Remark 5.11. In [KNS11, Section 3.7], A
(a)
m is called the admissibility matrix of
resW
(a)
m .
[section]
Appendix A. Proof of Proposition 3.15
For each a ∈ I in Table 6 and l = 1, · · · , h∨− 1, we will construct a positive root
βl such that (ωa|βl) = 1 and (ρ|βl) = l.
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Type Ar. We can use induction on r. The statement is true for A1. Suppose that
r > 1. Let βh∨−1 = θ be the highest root α1+· · ·+αr. We have (ωa|βh∨−1) = 1 and
(ρ|βh∨−1) = h
∨−1. We can choose a simple root αj 6= αa such that (βh∨−1|αj) = 1.
Note that the only possible choices are αj = α1 or αj = αr. Then Π− {αj} forms
a simple system of type Ar−1 with the highest root βh∨−2 = βh∨−1 − αj . Using
induction hypothesis, we can construct a sequence of roots βh∨−2, · · · , β1 = αa
satisfying the conditions (ωa|βl) = 1 and (ρ|βl) = l. Thus we have constructed a
sequence of roots with desired properties.
Type Br (r ≥ 2). We have only one vertex a = 1 in Table 6. For 1 ≤ l ≤ r, we
define βh∨−l as follows :
• βh∨−1 = θ = α1 + 2
∑r
j=2 αj
• βh∨−2 = s2βh∨−1 = α1 + α2 + 2
∑r
j=3 αj
• βh∨−3 = s3βh∨−2 = α1 + α2 + α3 + 2
∑r
j=4 αj
• · · ·
• βh∨−(r−1) = sr−1βh∨−(r−2) =
∑r−1
j=1 αj + 2αr
• βh∨−r = srβh∨−(r−1) =
∑r−1
j=1 αj
One can see that the conditions (ω1|βl) = 1 and (ρ|βl) = l are satisfied for each
1 ≤ l ≤ r. Note that Π−{αr} forms a simple system of type Ar−1 with the highest
root βh∨−r = βr−1 , we can now imitate the construction for type Ar−1 to define
the rest of the terms βr−2, · · · , β1 = α1.
Type Cr (r ≥ 2). Let a = r. For 1 ≤ l ≤ r, we define βh∨−l as follows :
• βh∨−1 = θ = αr + 2
∑r−1
j=1 αj
• βh∨−2 = s1βh∨−1 = αr + 2
∑r−1
j=2 αj
• · · ·
• βh∨−(r−1) = sr−2βh∨−(r−2) = αr + 2αr−1
• βh∨−r = sr−1βh∨−(r−1) = αr
One can check that the conditions (ωr|βl) = 1 and (ρ|βl) = l are satisfied for
1 ≤ l ≤ r = h∨ − 1.
Type Dr (r ≥ 4). We assume that a ∈ {1, r − 1, r}. For 1 ≤ l ≤ r − 2, we define
βh∨−l as follows :
• βh∨−1 = θ = α1 + αr−1 + αr + 2
∑r−2
j=2 αj
• βh∨−2 = s2βh∨−1 = α1 + α2 + αr−1 + αr + 2
∑r−2
j=3 αj
• · · ·
• βh∨−(r−3) = sr−3βh∨−(r−3) =
∑r
j=1 αj + αr−2
• βh∨−(r−2) = sr−2βh∨−(r−3) =
∑r
j=1 αj
Note that the conditions (ωa|βl) = 1 and (ρ|βl) = l are satisfied for 1 ≤ l ≤ r−2.
To define the next term βh∨−(r−1) = βr−1, choose the vertex j ∈ {r − 1, r} such
that j 6= a and let βr−1 = βh∨−(r−2) − αj . Since Π− {αj} forms a simple system
of type Ar−1 with the highest root βr−1, we can now use the construction for type
Ar−1 to define the rest of the terms βr−2, · · · , β1 = αa.
Type E6. Let a ∈ {1, 5}. For 1 ≤ l ≤ 4, we define βh∨−l as follows :
• βh∨−1 = θ = α1 + 2α2 + 3α3 + 2α4 + α5 + 2α6
• βh∨−2 = s6βh∨−1 = α1 + 2α2 + 3α3 + 2α4 + α5 + α6
• βh∨−3 = s3βh∨−2 = α1 + 2α2 + 2α3 + 2α4 + α5 + α6
POSITIVITY AND PERIODICITY OF Q-SYSTEMS IN THE WZW FUSION RING 23
• βh∨−4 =
{
s4βh∨−3 = α1 + 2α2 + 2α3 + α4 + α5 + α6 if a = 1
s2βh∨−3 = α1 + α2 + 2α3 + 2α4 + α5 + α6 if a = 5
Note that the conditions (ωa|βl) = 1 and (ρ|βl) = l are satisfied for 1 ≤ l ≤ 4.
In order to define the next term βh∨−5 = β7, choose the vertex j ∈ {1, 5} such that
j 6= a and let
βh∨−5 = sjβh∨−4 =
{
α1 + 2α2 + 2α3 + α4 + α6 if a = 1
α2 + 2α3 + 2α4 + α5 + α6 if a = 5
.
Since Π−{αj} forms a simple system of type D5 with the highest root βh∨−5 = β7
, we can now use the construction for type D5 to define the rest of the sequence
β6, · · · , β1 = αa.
Type E7. We have only one vertex a = 6. For 1 ≤ l ≤ r, we define βh∨−l by
• βh∨−1 = θ = 2α1 + 3α2 + 4α3 + 3α4 + 2α5 + α6 + 2α7
• βh∨−2 = s1βh∨−1 = α1 + 3α2 + 4α3 + 3α4 + 2α5 + α6 + 2α7
• βh∨−3 = s2βh∨−2 = α1 + 2α2 + 4α3 + 3α4 + 2α5 + α6 + 2α7
• βh∨−4 = s3βh∨−3 = α1 + 2α2 + 3α3 + 3α4 + 2α5 + α6 + 2α7
• βh∨−5 = s4βh∨−4 = α1 + 2α2 + 3α3 + 2α4 + 2α5 + α6 + 2α7
• βh∨−6 = s7βh∨−5 = α1 + 2α2 + 3α3 + 2α4 + 2α5 + α6 + α7
• βh∨−7 = s3βh∨−6 = α1 + 2α2 + 2α3 + 2α4 + 2α5 + α6 + α7
We further define
• βh∨−8 = s2βh∨−7 = α1 + α2 + 2α3 + 2α4 + 2α5 + α6 + α7
• βh∨−9 = s1βh∨−8 = α2 + 2α3 + 2α4 + 2α5 + α6 + α7
One can see that the conditions (ωa|βl) = 1 and (ρ|βl) = l are satisfied for 9 ≤
l ≤ 17. Since Π − {α1} forms a simple system of type D6 with the highest root
βh∨−9 = β9, we now imitate the construction of type D6 to define the rest of the
sequence β8, · · · , β1 = αa.
Appendix B. Solutions of level k restricted Q-systems
Let (a,m) ∈ H . We describe the decomposition (2.16) of resW
(a)
m into irre-
ducibles for all classical types. See [HKO+99, Appendix] for a reference. In theses
cases, Z(a,m, ω) is 0 or 1 for each ω ∈ P+. Hence it is enough to describe the set
Ω
(a)
m of weights defined by
Ω(a)m := {ω ∈ P+ : Z(a,m, ω) = 1}.
We will give it in a form by which we can determine the coefficient of ωˆ0 easily
when we extend ω ∈ Ω
(a)
m to an affine weight of level k.
Type Ar. For 1 ≤ a ≤ r,
(B.1) Ω(a)m = {mωa}.
For ω ∈ Ω
(a)
m in (B.1), its level k affinization ωˆ is given by
ωˆ = (k −m)ωˆ0 +mωˆa
and it is clear that ωˆ ∈ Pˆ k+ when (a,m) ∈ Hk.
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Type Br. For a ∈ I even,
(B.2) ω ∈ Ω(a)m ⇐⇒

ω = kaωa + ka−2ωa−2 + · · ·+ k2ω2
ka + ta(ka−2 + · · ·+ k2 + k0) = m
ka, ka−2, · · · , k2, k0 ∈ Z≥0
.
For ω ∈ Ω
(a)
m in (B.2), its level k affinization ωˆ is given by
ωˆ = kaωˆa + ka−2ωˆa−2 + · · ·+ k2ωˆ2 + kˆ0ωˆ0
where
(B.3) kˆ0 =
{
k − 2m+ 2k0 if 1 ≤ a ≤ r − 1
k −m+ 2k0 if a = r
.
For a ∈ I odd,
(B.4) ω ∈ Ω(a)m ⇐⇒

ω = kaωa + ka−2ωa−2 + · · ·+ k1ω1
ka + ta(ka−2 + · · ·+ k1) = m
ka, ka−2, · · · , k1 ∈ Z≥0
.
For ω ∈ Ω
(a)
m in (B.4), we get
ωˆ = kaωˆa + ka−2ωˆa−2 + · · ·+ k1ωˆ1 + kˆ0ωˆ0
where
(B.5) kˆ0 =
{
k − 2m+ k1 if 1 ≤ a ≤ r − 1
k −m+ k1 if a = r
.
Type Cr. For 1 ≤ a ≤ r − 1,
(B.6) ω ∈ Ω(a)m ⇐⇒

ω = kaωa + ka−1ωa−1 + · · ·+ k1ω1
ka + ka−1 + · · ·+ k1 + k0 = m
kb ≡ mδa,b (mod 2)
ka, ka−1, · · · , k1, k0 ∈ Z≥0
.
For ω ∈ Ω
(a)
m in (B.6), the corresponding affine weight is
ωˆ = kaωˆa + ka−1ωˆa−1 + · · ·+ k1ωˆ1 + kˆ0ωˆ0
where
(B.7) kˆ0 = k −m+ k0.
For a = r,
Ω(a)m = {mωa}
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Type Dr. For even a such that 2 ≤ a ≤ r − 2,
(B.8) ω ∈ Ω(a)m ⇐⇒

ω = kaωa + ka−2ωa−2 + · · ·+ k2ω2
ka + ka−2 + · · ·+ k2 + k0 = m
ka, ka−2, · · · , k2, k0 ∈ Z≥0
.
For ω ∈ Ω
(a)
m in (B.8), the level k affinization is
ωˆ = kaωˆa + ka−2ωˆa−2 + · · ·+ k1ωˆ1 + kˆ0ωˆ0
where
kˆ0 = k − 2m+ 2k0.
For odd a such that 1 ≤ a ≤ r − 2,
(B.9) ω ∈ Ω(a)m ⇐⇒

ω = kaωa + ka−2ωa−2 + · · ·+ k1ω1
ka + ka−2 + · · ·+ k1 + k0 = m
ka, ka−2, · · · , k1, k0 ∈ Z≥0
.
For ω ∈ Ω
(a)
m in (B.9), we get
ωˆ = kaωˆa + ka−2ωˆa−2 + · · ·+ k1ωˆ1 + kˆ0ωˆ0
where
kˆ0 = k − 2m+ k0 + k1.
For a = r − 1 and r, we have Ω
(a)
m = {mωa}.
Appendix C. Proof of Lemma 4.1 for type Br
Let Ωˆ
(a)
m = {ωˆ ∈ Pˆ k : ω ∈ Ω
(a)
m }. For the rest of this section, we will denote the
element kaωˆa + ka−2ωˆa−2 + · · ·+ k2ωˆ2 + kˆ0ωˆ0 ∈ Pˆ
k by (ka, ka−2, · · · , k2, kˆ0) when
a is even and kaωˆa + ka−2ωˆa−2 + · · · + k1ωˆ1 + kˆ0ωˆ0 ∈ Pˆ
k by (ka, ka−2, · · · , k1, kˆ0)
when a is odd. Recall (2.1) the projection π : Pˆ → P defined by
π(
r∑
i=0
λiωˆi) =
r∑
i=1
λiωi.
The case of the vertex a = r.
Proposition C.1. Let r be even and a = r. We have
βk(resW
(a)
k+1) = βk(resW
(a)
k−1).
Proof. Note that Ωˆ
(a)
k−1 ⊆ Ωˆ
(a)
k+1 and
Ωˆ
(a)
k+1 \ Ωˆ
(a)
k−1 =
{
(ka, ka−2, · · · , k2, kˆ0) ∈ Pˆ
k |
ka + 2(ka−2 + · · ·+ k2) = k + 1
ka, ka−2, · · · , k2 ∈ Z≥0
}
.
If ωˆ = (ka, ka−2, · · · , k2, kˆ0) ∈ Ωˆ
(a)
k+1 \ Ωˆ
(a)
k−1, then kˆ0 = −1 by (B.3) and thus
βk(Vπ(ωˆ)) = 0 since s0 · ωˆ = ωˆ. Hence βk(resW
(a)
k+1) = βk(resW
(a)
k−1). 
Proposition C.2. Let r be odd and a = r. We have
βk(resW
(a)
k+1) = Vkτaβk(resW
(a)
k−1)
∗.
26 CHUL-HEE LEE
Proof. For any ω = (ka, ka−2, · · · , k1, kˆ0) ∈ Ωˆ
(a)
k+1 with k1 = 0, we get kˆ0 = −1 by
(B.5) and thus βk(Vπ(ωˆ)) = 0.
Let
(Ωˆ
(a)
k+1)
′ = {(ka, ka−2, · · · , k1, kˆ0) ∈ Ωˆ
(a)
k+1 | k1 ≥ 1}.
Let us define a map from (Ωˆ
(a)
k+1)
′ to Ωˆ
(a)
k−1 by
(C.1) (ka, ka−2, · · · , k1, kˆ0) 7→ (ka, ka−2, · · · , kˆ0, k1).
For (ka, ka−2, · · · , k1, kˆ0) ∈ (Ωˆ
(a)
k+1)
′, we get kˆ0 = k1 − 1 ≥ 0 by (B.5). This shows
that (ka, ka−2, · · · , kˆ0, k1) ∈ Ωˆ
(a)
k−1 and thus the map (C.1) is well-defined. It is clear
that this is injective.
Conversely, any element (ka, ka−2, · · · , k1, kˆ0) ∈ Ωˆ
(a)
k−1 satisfies kˆ0 = k1 + 1 ≥ 1
again by (B.5) and it proves that (C.1) is surjective and thus bijective. This proves
our proposition. 
The case of the vertices 1 ≤ a ≤ r − 1 when k is odd. Let s = k−12 .
Proposition C.3. If a is even and 1 ≤ a ≤ r − 1, then
βk(resW
(a)
s ) = βk(resW
(a)
s+1).
Proof. Note that Ωˆ
(a)
s ⊆ Ωˆ
(a)
s+1 and
Ωˆ
(a)
s+1 \ Ωˆ
(a)
s =
{
(ka, ka−2, · · · , k2, kˆ0) ∈ Pˆ
k |
ka + ka−2 + · · ·+ k2 = s+ 1
ka, ka−2, · · · , k2 ∈ Z≥0
}
.
If ωˆ = (ka, ka−2, · · · , k2, kˆ0) ∈ Ωˆ
(a)
s+1\Ωˆ
(a)
s , then kˆ0 = −1. So for any ωˆ ∈ Ωˆ
(a)
s+1\Ωˆ
(a)
s ,
βk(Vπ(ωˆ)) = 0 since s0 · ωˆ = ωˆ. Thus βk(resW
(a)
s+1) = βk(resW
(a)
s ). 
Proposition C.4. If a is odd and 1 ≤ a ≤ r − 1, then we have
βk(resW
(a)
s+1) = Vkτaβk(resW
(a)
s )
∗.
Proof. Let ωˆ = (ka, ka−2, · · · , k1, kˆ0) ∈ Ωˆ
(a)
s+1. If k1 = 0, then kˆ0 = −1 by (B.5) and
thus Vωˆ = 0 since s0 · ωˆ = ωˆ.
Let
(Ωˆ
(a)
s+1)
′ = {(ka, ka−2, · · · , k1, kˆ0) ∈ Ωˆ
(a)
s+1 | k1 ≥ 1}.
Let us construct a bijection between (Ωˆ
(a)
s+1)
′ and Ωˆ
(a)
s . Define a map from (Ωˆ
(a)
s+1)
′
to Ωˆ
(a)
s by
(C.2) (ka, ka−2, · · · , k1, kˆ0) 7→ (ka, ka−2, · · · , kˆ0, k1).
To see that the map is well-defined, note that if (ka, ka−2, · · · , k1, kˆ0) ∈ (Ωˆ
(a)
s+1)
′,
then kˆ0 = k1 − 1 ≥ 0 by (B.5). Since
ka + ka−2 + · · ·+ k3 + kˆ0 = ka + ka−2 + · · ·+ k3 + (k1 − 1) = s,
we have (ka, ka−2, · · · , kˆ0, k1) ∈ Ωˆ
(a)
s . The map (C.2) is clearly injective.
Conversely, any element (ka, ka−2, · · · , k1, kˆ0) ∈ Ωˆ
(a)
s satisfies the condition kˆ0 =
k1 + 1 ≥ 1 which shows that (C.2) is surjective. We thus have proved that (C.2) is
a bijection between (Ωˆ
(a)
s+1)
′ and Ωˆ
(a)
s . This proves our assertion. 
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The case of the vertices 1 ≤ a ≤ r − 1 when k is even. Let s = k2 .
Lemma C.5. Let a be even and 1 ≤ a ≤ r − 1. If ωˆ = (ka, ka−2, · · · , k2, kˆ0) ∈ Pˆ
k
satisfies k2 = 0 and kˆ0 = −2, then βk(Vπ(ωˆ)) = 0.
Proof. From (s0s2s0) · (ka, ka−2, · · · , 0,−2) = (ka, ka−2, · · · , 0,−2), we can deduce
that βk(Vπ(ωˆ)) = 0. 
Proposition C.6. If a is even and 1 ≤ a ≤ r−1, then βk(resW
(a)
s+1) = βk(resW
(a)
s−1).
Proof. Recall that
Ωˆ
(a)
s−1 =
{
(ka, ka−2, · · · , k2, kˆ0) ∈ Pˆ
k |
ka + ka−2 + · · ·+ k2 ≤ s− 1
ka, ka−2, · · · , k2 ∈ Z≥0
}
and
Ωˆ
(a)
s+1 =
{
(ka, ka−2, · · · , k2, kˆ0) ∈ Pˆ
k |
ka + ka−2 + · · ·+ k2 ≤ s+ 1
ka, ka−2, · · · , k2 ∈ Z≥0
}
.
Let us define three disjoint subsets R,S and T of Ωˆ
(a)
s+1 by
R = {(ka, ka−2, · · · , k2, kˆ0) ∈ Ωˆ
(a)
s+1 : ka + ka−2 + · · ·+ k2 = s+ 1, k2 = 0},
S = {(ka, ka−2, · · · , k2, kˆ0) ∈ Ωˆ
(a)
s+1 : ka + ka−2 + · · ·+ k2 = s+ 1, k2 ≥ 1},
T = {(ka, ka−2, · · · , k2, kˆ0) ∈ Ωˆ
(a)
s+1 : ka + ka−2 + · · ·+ k2 = s}.
For ωˆ ∈ R, we get kˆ0 = −2. Thus βk(Vπ(ωˆ)) = 0 by Lemma C.5 and so∑
ωˆ∈R βk(Vπ(ωˆ)) = 0. We now want to prove
∑
ωˆ∈S∪T βk(Vπ(ωˆ)) = 0. By (B.3),
if (ka, ka−2, · · · , k2, kˆ0) ∈ S, then kˆ0 = −2 and if (ka, ka−2, · · · , k2, kˆ0) ∈ T , then
kˆ0 = 0. We have a bijection between S and T since
s0 · (ka, ka−2, · · · , k2,−2) = (ka, ka−2, · · · , k2 − 1, 0).
By (2.12),
∑
ωˆω∈S∪T βk(Vπ(ωˆ)) = 0. Consequently,
β(resW
(a)
s+1) =
∑
ωˆ∈Ωˆ
(a)
s+1
βk(Vπ(ωˆ)) =
∑
ωˆ∈Ωˆ
(a)
s+1\(R∪S∪T )
βk(Vπ(ωˆ)).
From Ωˆ
(a)
s−1 = Ωˆ
(a)
s+1 \ (R ∪ S ∪ T ), we obtain βk(resW
(a)
s+1) = βk(resW
(a)
s−1). 
Lemma C.7. Let a be odd and 1 ≤ a ≤ r − 1. If ωˆ = (ka, ka−2, · · · , 1,−1) ∈ Pˆ
k
or ωˆ = (ka, ka−2, · · · , 0,−2) ∈ Pˆ
k, then βk(Vπ(ωˆ)) = 0.
Proof. It suffices to check that
s0 · (ka, ka−2, · · · , 1,−1) = (ka, ka−2, · · · , 1,−1)
and
(s0s2s0) · (ka, ka−2, · · · , 0,−2) = (ka, ka−2, · · · , 0,−2).

Proposition C.8. If a is odd and 1 ≤ a ≤ r−1, then βk(resW
(a)
s+1) = Vkτaβk(resW
(a)
s−1)
∗.
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Proof. For any ωˆ = (ka, ka−2, · · · , k1, kˆ0) ∈ Ωˆ
(a)
s+1 with k1 = 0 or k1 = 1, βk(Vπ(ωˆ)) =
0 by Lemma C.7. Let (Ωˆ
(a)
s+1)
′ = {(ka, ka−2, · · · , k1, kˆ0) ∈ Ωˆ
(a)
s+1 | k1 ≥ 2}. Then we
can write βk(res(W
(a)
s+1) =
∑
ωˆ∈(Ωˆ
(a)
s+1)
′
βk(Vπ(ωˆ)).
Let us define a map from (Ωˆ
(a)
s+1)
′ to Ωˆ
(a)
s−1 by
(C.3) (ka, ka−2, · · · , k1, kˆ0) 7→ (ka, ka−2, · · · , kˆ0, k1).
For (ka, ka−2, · · · , k1, kˆ0) ∈ (Ωˆ
(a)
s+1)
′, kˆ0 = k1 − 2 ≥ 0. It shows that
(ka, ka−2, · · · , kˆ0, k1) ∈ Ωˆ
(a)
s−1
and thus the map (C.3) is well-defined. It is clear that this is injective.
Conversely, any element (ka, ka−2, · · · , k1, kˆ0) ∈ Ωˆ
(a)
s−1 satisfies kˆ0 = k1 + 2 ≥ 2.
It proves that (C.3) is surjective and thus bijective. This finishes our proof of the
proposition. 
Appendix D. Proof of Lemma 4.1 for type Cr
The case of the vertices 1 ≤ a ≤ r − 1.
Proposition D.1. If 1 ≤ a ≤ r − 1, then βk(resW
(a)
k−1) = βk(resW
(a)
k+1).
Proof. Note that Ωˆ
(a)
k−1 ⊆ Ωˆ
(a)
k+1 and
Ωˆ
(a)
k+1 \ Ωˆ
(a)
k−1 =
{
(ka, ka−1, · · · , k1, kˆ0) ∈ Pˆ
k |
ka + ka−1 + · · ·+ k1 = k + 1
ka, ka−1, · · · , k1 ∈ Z≥0
}
.
If ωˆ = (ka, ka−1, · · · , k1, kˆ0) ∈ Ωˆ
(a)
k+1 \ Ωˆ
(a)
k−1, then kˆ0 = −1 by (B.7). So for any ωˆ ∈
Ωˆ
(a)
k+1\Ωˆ
(a)
k−1, βk(Vπ(ωˆ)) = 0 since s0 ·ωˆ = ωˆ. Thus βk(resW
(a)
k+1) = βk(resW
(a)
k−1). 
The case of the vertex a = r. It follows from Theorem 3.17.
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