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In a connected Finsler space Fn = (M,F) every ordered pair of points p,q ∈ M determines
a distance F (p,q) as the inﬁmum of the arc length of curves joining p to q. (M,F )
is a metric space if Fn is absolutely homogeneous, and it is quasi-metric space (i.e. the
symmetry: F (p,q) = F (q, p) fails) if Fn is positively homogeneous only. It is known the
Busemann–Mayer relation limt→t+0
d
dt 
F (p0, p(t)) =F(p0, p˙0), for any differentiable curve
p(t) in an Fn . This establishes a 1 : 1 relation between Finsler spaces Fn = (M,F) and
(quasi-) metric spaces (M,F ).
We show that a distance function (p,q) (with the differentiability property of F ) needs
not to be a F . This means that the family {(M,)} is wider than {(M,F )}. We give
a necessary and suﬃcient condition in two versions for a  to be a F , i.e. for a (quasi-)
metric space (M,) to be equivalent (with respect to the distance) to a Finsler space
(M,F).
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Arc length of a curve c : [a,b] → M of a Finsler space Fn = (M,F) over a connected manifold M equipped with a Finsler
metric F is given by the integral s = ∫ ba F(c, c˙)dt . (This is a generalization of the arc length s = ∫ ba 〈c˙, c˙〉g dt in a Riemannian
space (M, g). See a clever saying of S.S. Chern [6]). The distance F (p,q) of the point q of Fn from the point p of Fn is
given by the quite natural deﬁnition
F (p,q) := inf
Γ (p,q)
b∫
a
F(c, c˙)dt, p = c(a), q = c(b), a t  b, (1)
where Γ (p,q) means the collection of all piecewise differentiable, equally oriented curves connecting p to q [4, p. 145].
A distance space (M,) is a set, in our case the manifold M , endowed with a distance function  associating with any
ordered pair p,q ∈ M an element (p,q) of the “distance set” [1, p. 7], which here will consists of the non-negative reals
R+ or a subset of them. The distance of q from p can be designated by pq (L. Blumenthal or H. Busemann) or by d(p,q)
[4, p. 146] or by (p,q) (M. Fréchet). We choose this last one, and reserve d for the derivation.
In a traditional Finsler space F is supposed to be absolutely homogeneous: F(p, λy) = |λ|F(p, y), y ∈ T pM , λ ∈ R . This
is equivalent to the invariance of the arc length s against a change of the parametrization including the orientation. In
this case F (p,q) deﬁned by (1) has the properties: it is non-negative and a) F (p.q) = 0 ⇐⇒ p = q (positive deﬁnite),
b) F (p,q) = F (q, p) (symmetry), and c) F (p,q) + F (q, r)  F (p, r), p,q, r ∈ M (triangle inequality). In this paper
we also consider and treat more general, only positively homogeneous Finsler metrics: F(p, λy) = λF(p, y), λ ∈ R+ [4,
Chapter 1]. In this case there may exist y for which F (p,−y) = F(p, y) or equivalently F (p,q) may differ from F (q, p).
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then (M,) is semi-metric. If a) and c) are satisﬁed, but b) may fail, then it is quasi-metric [1, Section 5 and 8]. (Quasi-
metric spaces often occur in the investigations of metrizability and other questions of topological spaces (see [7–9,11]).)
Z. Shen calls these metric [10, p. 72].
(1) associates with any Finsler space a metric or quasi-metric space (M,F ) depending on the property, whether F
is absolutely homogeneous or positively homogeneous only. But also conversely, under certain additional differentiability
conditions of the distance function , which will always be supposed in the sequel and detailed in Section 2, any quasi-
metric space (M,) determines a Finsler space [4, p. 153]:
 ⇒ F . (2)
We show that this correspondence is not 1 : 1, i.e. though (p,q) of a quasi-metric space (M,) determines a Finsler space
Fn = (M,F), yet the distance F obtained from this F by (1) may differ from (p,q). After this we characterize that
subclass M¯ of the class M of the quasi-metric spaces, for which this correspondence is 1 : 1.
In Section 2 we collect several simple properties of the distance function F obtained by (1) for our later use. In Section 3
we show that the correspondence (2) between quasi-metric spaces and Finsler spaces is not 1 : 1 in the above sense. Finally,
in Section 4, we obtain certain properties having by every distance function F derived by (1) from a Finsler metric F .
Thus these properties are necessary for an (M,) to be in M¯. We show that they are also suﬃcient for (M,) ∈ M¯. Thus
these properties characterize those quasi-metric spaces for which 
(2)⇒F (1)⇒ = . This also means a characterization of {F }
within {}.
2. Properties of the distance function F
A Finsler space Fn is given [4, Chapter 1] by the pair (M,F), where M is an n-dimensional manifold, and F(p, y),
p ∈ M , y ∈ T pM is the metric function (structure function or fundamental function) satisfying the properties:
(F i) regularity: F : TM → R+ ∈ C0, R+ means the non-negative reals, and F ∈ C∞ on the slit tangent bundle TM \ 0 =
{(p, y) | y = 0},
(F ii) positive homogeneity: F(p, λy) = λF(p, y), λ ∈ R+ ,
(F iii) strong convexity: ∂
2F2
∂ yi∂ y j
(p, y)vi v j > 0, i, j = 1,2, . . . ,n (y = 0) for any non-null vectors v ∈ T pM .
(F iii) is equivalent to F(p0, y1) + F(p0, y2) > F(p0, y1 + y2), ∀y1, y2 ∈ T p0M , y2 = λy1.
The Finsler norm of y ∈ T pM is deﬁned by ‖y‖F := F(p, y), and the arc length of a piecewise differentiable curve
c : [a,b] → M is given by the integral s = ∫ ba F(c(t), c˙(t))dt , a t  b. In this paper M is supposed to be connected.
Fn = (M,F) determines by (1) a distance function F . (1) can be considered as a correspondence
F(p, y) → F (p,q). (3)
Thus (3) orders to any Finsler space a quasi-metric space
Fn = (M,F) → (M,F ). (3′)
Clearly
(R i) F (p,q) 0 and F (p,q) = 0⇔ p = q,
i.e. F is positive deﬁnite. Nevertheless without the absolute homogeneity of F(p, y):
(F iv) F(p, λy) = |λ|F(p, y), λ ∈ R ,
F (p,q) may differ from F (q, p). This can easily be seen on a Minkowski space Mn = (Rn,F). Mn is a special Finsler
space over Rn , in which there exists an “adapted” coordinate system (x) with the property that the metric function F(x, y)
of Mn is independent of x ≡ p (in this coordinate system), and thus F (p,q) = infΓ (p,q)
∫ b
a F(c˙(t))dt . In this space the
inﬁmum (1) is attained on the segment pq, of the straight line through p and q, along which c˙(t) ≡ x˙(t) = const. = y0. Thus
(a) F (p,q) = infΓ (p,q)
∫ b
a F(y0)dt = (b − a)F(y0), c(a) = p, c(b) = q,
while F (q, p) is obtained by the integral of F(−y0) on qp:
(b) F (q, p) = | ∫ ab F(−y0)dt| = | ∫ ba (−1)F(−y0)dt| = (b − a)F(−y0).
(a) and (b) equal on every segment pq only if (F iv) holds. Thus the absolute homogeneity (F iv) is necessary to the
symmetry
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However absolute homogeneity of F is also suﬃcient to the symmetry of F . Namely Γ (p,q) = {c(t)} and Γ (q, p) = {c¯(τ )}
consist of the same curves, only with opposite orientation: c¯(τ ) = c(t(τ )), t = −τ + a + b, and thus in the case of (F iv),
F(c¯(τ ), dc¯dτ ) = F(c(t),− dcdt ) = F(c, c˙).
Finally, F satisﬁes the triangle inequality
(R iii) F (p,q) + F (q, r) F (p, r), p,q, r ∈ M .
By (1) there exist curves c1(t), 0 t  1 from p to q, and c2(t), 1 t  2 from q to r, such that
I1 =
1∫
0
F(c1, c˙1)dt = F (p,q) + ε and I2 =
2∫
1
F(c2, c˙2)dt = F (q, r) + ε
for arbitrary small 0< ε. Then the arc length I3 of c3(t) = c1 ∪ c2, 0 t  2 is
I3 =
2∫
0
F(c3, c˙3)dt = F (p,q) + F (q, r) + 2ε.
Since
F (p, r) = inf
∫
Γ (p,r)
F(c, c˙)dt,
and c3 ∈ Γ (p, r), F (p, r)  F (p,q) + F (q, r) + 2ε, ∀0 < ε. This yields (R iii). (R(iii) does not need the absolute homo-
geneity of F .
(R iii) has a form very similar to (F iii). Nevertheless (R iii) holds also in those rarely occurred cases, when the indicatrices
F(p0, y) = 1, p0 ∈ M are not convex, only star-shaped and smooth, and thus (F iii) is not satisﬁed in these cases. Thus, if 
is derived from an Fn by (1), then we can not give examples on semi-metric spaces, even if F is not convex (i.e. (F iii) is
not satisﬁed). Nevertheless we can present differential-geometric examples for semi-metric spaces if  is given on another
way. Let us consider a Minkowski space Mn = (Rn,F) in an adapted coordinate system (x) with a symmetric, star-shaped,
smooth, but non-convex indicatrix I , and deﬁne a distance function (x1, x2) by the Minkowski norm of the vectors −−−−→x1, x2:
(x1, x2) := ‖−−−−→x1, x2‖M .
Then (R i,ii) are satisﬁed because of the symmetry of I . However the triangle inequality (R iii) (F replaced by ) is not
satisﬁed, since I is non-convex.
So (M,F ) is metric, provided F is absolutely homogeneous, and it is quasi-metric if F is positively homogeneous only.
In the sequel (M,) is supposed to be a quasi-metric space. Metric (M,) are included as special cases.
We collect some further properties of F . Let Bp0 (r) be a geodesic ball of F
n centered at p0 and of radius r, in which
every two points are connected by a unique geodesic arc within this ball. F (p0,q), q ∈ Bp0 (r) is the length of the geodesic
arc p0,q, what is smaller than r. Thus, if r < ε, then |F (p0,q) − F (p0, p0)| < ε, and hence F (p0,q) is continuous at p0.
Moreover, F (p0,q) ∈ C∞ at any q ∈ Bp0(r), q = p0. Using namely in Bp0(r) a geodesic polar coordinate system
(v1, . . . , vn−1, s), where v1, . . . , vn−1 are directional coordinates of the geodesic ray emanating from p0, and s is the arc
length of the geodesic from p0 to q, then s = F (p0,q) is simply the value of the nth coordinate, which is of C∞ .
F (p0,q) is not differentiable at q = p0. Let namely q(t) ⊂ Bp0 (r), 0 t  a, be a geodesic of Fn with q(0) = p0, q˙(0) =
y0 = 0. Thus
lim
t→0+
[
d
dt
F
(
p0,q(t)
)]= lim
t→0+
[
d
dt
t∫
0
F(q(τ ), q˙(τ ))dτ
]
= F(p0, y0) > 0, (4)
while for a geodesic q(t) ⊂ Bp0 (r), b  t  0 running from q(0) = p0 to q(b) with q˙(0) = −y0
lim
t→0−
[
d
dt
F
(
p0,q(t)
)]= lim
t→0−
[
d
dt
t∫
0
F(q(τ ), q˙(τ )dτ
]
= F(p0,−y0) > 0. (5)
If F (p0,q) ∈ C1 at q = p0, then (4) and (5) must have the same absolute value with different sign. However here this is
not the case. Hence F (p0,q) is not differentiable at q = p0. (4) is basically the content of the Busemann–Mayer theorem
([5, p. 186], in a more comfortable form in [4, p. 153] or [10, p. 72]).
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dt
F (p0,q(t)) = ddt |q(t),q˙(t)F (p0,q) is the directional derivative of F at q(t) in the direction q˙(t). Since directional
derivatives depend on the point and direction only, in (4) and (5) q(t) can be replaced by any other curves c(t), emanating
from p0, and having the same (one sided) tangent y0 and −y0 resp. at p0.
Thus we obtain:
(R iv) (a) F (p0,q) ∈ C◦ at q = p0,
(b) F (p0,q) ∈ C∞ in an open domain around, but without p0,
(c) there exists limt→0 ddt
∣∣
c(t),c˙(t)
F (p0,q) for any curve c(t), 0 t  b emanating from p0 = c(0). The value of this
limit is positive and of class C∞ at p0, c˙(0) = 0, and of class C◦ if c˙(0) = 0.
It follows from the property of the directional derivatives that
(R v) limt→0 ddt
∣∣
c(t),c˙(t)
F (p0,q) = 1λ limt→0 ddt
∣∣
c¯(t), ˙¯c(t)
F (p0,q), λ ∈ R+
if c¯(0) = c(0) and ˙¯c(0) = λc˙(0).
Let c1(t), c2(t), c3(t), 0 t  b be curves emanating from p0 with not null and non-parallel tangents c˙1(0) = y1, c˙2(0) =
y2, c˙3(0) = y1 + y2. By (4), (F iii) and (R iv,c) we have
(R vi) limt→0 ddt
∣∣
c1(t),c˙1(t)
F (p0,q) + limt→0 ddt
∣∣
c2(t),c˙2(t)
F (p0,q) > limt→0 ddt
∣∣
c3(t),c˙3(t)
F (p0,q).
This is somewhat stronger than the local triangle axiom (see [13, p. 56]).
(R i,ii,iv–vi) hold also for F (q, p0).
We can summarize these in
Proposition 1. The distance function F deﬁned by (1) possesses the properties (R i,iii–vi). (R ii) is added iff F is absolutely homoge-
neous.
3. Finsler spaces determined by quasi-metric spaces
Let us consider a quasi-metric space (M,) with distance function . Properties (R i,iii–vi), (F replaced by ) will
always be supposed in the sequel. We want to deﬁne a correspondence
(p0,q) → F¯(p0, y); (M,) → (M, F¯) ∀p0 ∈ M (6)
with the natural requirement that in the case of  = F the Finsler metric F¯ corresponding to  = F by (6) is just that F
from which F originates by (1):
F (1)−→F (6)−→ F¯ = F . (7)
We know that between F and F the relation (4) subsists. Hence F(p0, y) in (6) must have the form (Busemann–Mayer
relation):
F¯(p, y) := lim
t→0
[
d
dt

(
p,q(t)
)]
, y = lim
t→0
dq
dt
, (8)
where q(t), 0  t  b, q(0) = p is a curve emanating from p. (8) is meaningful, since the limit exists by our assumption
(R iv,c). The intuitive content of this is the following: Let Up0 be a coordinate neighbourhood of M around p0 with local
coordinates q1, . . . ,qn . We know that (z = (p0,q)) ⊂ Up0 × Z ⊂ Rn+1(q1, . . . ,qn, z) is not differentiable at q = p0, but it
has tangent rays. These tangent rays form a cone with its cape at p0. (8) means that z = F¯(p0, y) is deﬁned as this cone in
Rn+1(q, z).
F¯ deﬁned by (8) is a Finsler metric. By (R iv,c) F¯(p, y) is not negative, it is of class C∞ if c˙(0) = y = 0, and of class
C◦ if c˙(0) = y = 0. Thus F¯(p, y) of (8) satisﬁes (F i). By (R v) this F¯(p, y) satisﬁes (F ii). Finally, by (4) and (R vi) F¯(p, y)
satisﬁes also (F iii). Thus we obtain.
Proposition 2. (Cf. [10, p. 72].) If (p,q) satisﬁes (R i,iii–vi), then F¯(p, y) deﬁned by (8) is a Finsler metric. If also (R ii) is satisﬁed,
then F¯ is absolute homogeneous.
Conditions (R i,iii–vi) are necessary in order to be able to deﬁne a Finsler metric F¯ in the form (8), for without them
F¯(p, y) may be no Finsler metric.
By (1) and (4) the relation between {F } and {F} is 1 : 1. Nevertheless (8) corresponds to every  (with properties
(R i,iii–vi)) an F¯ . We show that
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We show this by giving examples, where  = F . In the ﬁrst example M is 1-dimensional: M = R1 (n = 1). Then this
will be extended to an example, where M = Rn .
Our idea is the following: A distance space (R1,) induces a Finsler space F¯ 1 = (R1, F¯) by
F¯(x0,1) : (8)= lim
x→x+0
[
d
dx
(x0, x)
]
≡ ′+(x0), ∀x0 ∈ R1
(x means the canonical coordinates on R1 ≡ R). Then
 F¯ (x1, x2) =
x2∫
x1
F¯(x,1)dx =
x2∫
x1
′+(x)dx, x1 < x2,
since [x1, x2] is a geodesic of F¯ 1. Clearly
(x1, x2) =
x2∫
x1
′(x1, x)dx.
Thus, if
′(x1, x)|x0 <′+(x0), ∀x0 ∈ (x1, x2), (9)
then
(x1, x2) =
x2∫
x1
′(x1, x)dx<
x2∫
x1
′+(x)dx =
x2∫
x1
F¯(x,1)dx =  F¯ (x1, x2), i.e.  =  F¯ .
So we construct an (R,), which satisﬁes the crucial inequality (9). (Property (10) of the distance function  will be
requested for the sake of convenience only.) After deﬁning our distance function (x0, x) ﬁrst we have to show that (R,)
satisﬁes (R i–vi). Then it is easy to see that the derived F¯ 1 = (R1, F¯) is a Euclidean space, and, in consequence of (9),
 =  F¯ .
Example 1. (R1,) We deﬁne a function (x0, x) on R ≡ R1, where x means canonical coordinates. Let (0, x), x ∈ [0,∞)
be a strictly increasing C∞ function with strictly decreasing ﬁrst derivative, satisfying (0,0) = 0, and
lim
x→0+
d
dx
(0, x) = 1 (10)
(e.g. (0, x) = log(x+ 1), see Fig. 1 with x0 = 0). We deﬁne  for x¯< 0 by
(0, x¯) = (0, |x¯|), (11)
and for x0 = 0 by
(x0, x) = (0, x− x0). (12)
These mean that (x1, x2) is positive deﬁnite (see (R i)), and the functions (x0, x) for different x0 are parallel translate of
each others.
Also (R ii) is satisﬁed. Namely by (11)
(0,b − a) = (0,a − b). (13)
Fig. 1.
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equals (b,a), what gives (R ii). To see the validity of (R iii), consider c,a,b ∈ R , c < a < b. (R iii) has the form
a) (c,a) + (a,b) > (c,b) (14)
or
b) (c,b) + (b,a) > (c,a)
or
c) (a, c) + (c,b) > (a,b).
Since (a,a) = 0, a) is equivalent to
(a,b) =
b∫
a
′(a, x)dx> (c,b) − (c,a) =
b∫
a
′(c, x)dx,
′(a, x) ≡ d
dx
(a, x).
However
′(c, x) (12)= ′(c + (a − c), x+ (a − c))= ′(a, x+ (a − c))< ′(a, x),
on x ∈ (a,∞), for ′(a, x) is strictly decreasing (see Fig. 1). Thus
(c,b) − (c,a) =
b∫
a
′(c, x)dx<
b∫
a
′(a, x)dx = (a,b).
Hence a) is true. b) is true, since (c,b) > (c,a), for (c, x) is strictly increasing. Also c) is true, for similarly
(a,b)
(12)= (c,b − (a − c)) < (c,b). Thus (R,) is a metric space.
c(t) = x0 + at ⊂ R1, 0 t is a curve on R . Then
lim
t→0
d
dt
∣∣∣∣
c(t),c˙(t)
(x0, x) = lim
t→0+
d
dt
(x0, x0 + at) (8)= F(x0,a),
and it is easy to see that also (R iv–vi) are satisﬁed ((R vi) with the sign of equality).
Thus, by (8) and Proposition 2, our  deﬁnes a Finsler space F¯ 1 = (R1, F¯) ((F iii) with the sign of equality). By (8), (10),
(11) and (12) F¯(x0,a) = F¯(x0,−a). Thus F¯ is absolute homogeneous. Because of (8), (10) and (12) F¯(x0,a) is independent
of x0. Therefore F¯ 1 is a Minkowski space with symmetric indicatrix, and, because of n = 1, it is a Euclidean space E1. Hence
 F¯ (x1, x2) = |x1 − x2|. We can suppose that x1 < x2. Nevertheless by the integral mean theorem
(x1, x2) =
x2∫
x1
′(x1, x)dx = |x1 − x2|′(x1, x)|x0 , x0 ∈ (x1, x2).
By (10) and (12) and the strict decrease of ′(x1, x) on x> x1 we obtain (cf. (9))
′(x1, x)|x0 < 1= lim
x→x+0
′(x0, x) = ′+(x0).
Thus, for x1 = x2, (x1, x2) < |x1 − x2| =  F¯ (x1, x2), i.e.  (8)−→ F¯ (1)−→ F¯ = .
Example 2. (Rn,) The previous result can be extended to M = Rn . Let us endow Rn with a Euclidean metric, and let (x) be
a Cartesian coordinate system on it. We deﬁne z = (0, x), x ∈ Rn over each ray xi = rit , 0 t emanating from the origin 0,
as in the previous paragraph (n = 1). Then z = (0, x) is given as a surface of revolution around the z axis in Rn+1(x; z). We
deﬁne (x0, x), x0 = 0 by (12).
These (x0, x) satisfy (R i–vi). The fulﬁlment of (R i) is trivial, and also (R ii) is immediate from the deﬁnition. (R iv–vi)
easily follow from the previous considerations. In order to see the triangle inequality (R iii), let us consider three points
x0, r,b ∈ Rn and their plan Σ . Choose two of the three points, let us say x0 and b, and consider the 2-dimensional -metric
balls Bb(r) in Σ around b and with r on its boundary: Bb(r) := {q ∈ Σ | (b,q)  (b, r)}, and the 2-dimensional a
-metric ball Bx0 (r), and the segment S of the straight line in R
n(x) between x0 and b. The boundary:  Sx0 (r) of
Bx0 (r) is
a -metric circle. It is the projection on Σ of the intersection of the distance surface z = (x0, x), x ∈ Σ and the hyperplane
z = (x0, r) in Rn+1 (x1, . . . , xn, z) = Rn × Z . Since z = (x0, x) is a rotation surface,  Sx0 (r) ⊂ Σ , is a circle. So is the
boundary  Sb(r) of Bb(r) too. Let us assume that Bx0(r) ∩ Bb(r) is not a single point. Then Bx0 (r) ∩ Bb(r) ∩ S is an
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x0, for points in Bx0 (r), e.g. for a, the relation (x0,a) < (x0, r) holds. Similarly (b,a) < (b, r). Thus, applying (R ii) and
our previous result (14a) which hold on the ray from x0 to a, we obtain (R iii):
(x0, r) + (r,b) > (x0,a) + (a,b) > (x0,b).
If Bx0 (r)∩ Bb(r)∩ S is a single point, i.e. if Bx0 (r) and Bb(r) are osculating from outside, then x0, r = a, b are collinear,
and our triangle inequality reduces to (14).
Because of (12) the graphs θ of the distance surfaces z = (x0, x) for different x0 are parallel translate of each other.
Therefore the Finsler metric F¯(x, y) deﬁned by our  according to (8) is independent of x. This means that F¯ n = (Rn, F¯) is
a Minkowski space Mn , and (x) is an adapted coordinate system for it. Let a be a unit vector of Tx0 Rn . Then (ta,(x0, ta)) ⊂
(Tx0 R
n)×R1(z), 0 t is a curve on θ . Its (one sided) tangent at x0 (t = 0) is a tangent of θ too. For different a these tangents
form a cone centered at x0 and tangent to θ . Since θ is a surface of revolution, the cone is a rotation cone with its cape at
x0, around the z axis, and thus its section with the hyperplane z = 1 is a sphere. The orthogonal projection of this sphere
on Tx0 R
n is the indicatrix I(x0) = {F¯(y) = 1 | y ∈ Tx0 Rn}, and it is again a sphere. Since different θ -s are parallel translate
of each other, the different indicatricies are congruent spheres, and thus F¯ n is a Euclidean space En . Here again  = F .
Example 3 (a sketch). Similar examples can be constructed on a manifold M different from Rn , provided that M admits
a locally Minkowski structure. This is possible iff M admits an open cover M = ⋃α Uα , and on each Uα there exists a
coordinate system (x)
α
, such that the transitions (x)
α
↔ (x)
β
on Uα ∩ Uβ are linear [12, Section 2]. The torus has this property,
but the sphere does not ([3, p. 250], [4, p. 14]).
4. Conditions for = F
Examples of the previous section show that (R i,iii–vi) or (R i–vi) do not assure that (M,) and (M, F¯) with F¯ given
by (8) yield the same distance, i.e. that
(p,q) = inf
Γ (p,q)
b∫
a
F¯(c(t), c˙(t))dt or  (8)−→ F¯ (14)−→ F¯ = . (15)
So we look for conditions assuring (15). Our line of thought is the following: In a Finsler space Fn we consider a minimizing
geodesic g(t). Then we have distance functions F (g(τ ),q) (we write τ if we consider a ﬁxed point of g , and t if we
consider the curve g(t)) measuring the Finsler distance from a ﬁxed point g(τ ) of g to an arbitrary point q ∈ M . Also,
we have their graphs z = F (g(τ ),q) called distance (hyper-) surfaces θ Fg(τ ) in U × Z ⊂ Rn+1, U ⊂ Mn . By a lifting of g(t)
to the distance surfaces θ Fg(τ ) we obtain in R
n+1 a 1-parameter family of curves ζτ (t) over g . The tangents of the curves
of the family over any ﬁxed point of g turn out to be parallel (see Fig. 2). This is called the “parallelism property”. Then
we consider a quasi-metric space (M,), and an arbitrary curve p(t) ⊂ M . Along p(t) we have again distance functions
(p(τ ),q), distance surfaces θp(τ ) , and a similarly constructed 1-parameter family of curves ξτ (t) over p(t). Nevertheless,
the tangents of the curves of this family ξτ (t) over a point p(t0) are not parallel, the parallelism property is not satisﬁed in
general. If it is still satisﬁed, then p(t) is called a “parallelism curve”. Parallelism curves give us the appropriate notion and
tool to ﬁnd conditions for  = F , this is what we are looking for in this Section 4.
Fig. 2.
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g˙(0) = y. In this section we assume that T is small enough in order that g(t) is minimizing between its points, (i.e. g(t),
t ∈ [0, T ] is a short (piece of the) geodesic). In this section also we assume that between any two points of Fn there exists
a minimizing geodesic g(t). (This is certainly so if Fn is geodesically complete.) Then for any ﬁxed τ1, 0 < τ1 < t < T we
obtain
F
(
p0, g(t)
)= F (p0, g(τ1))+ F (g(τ1), g(t)). (16)
From (16) we obtain
a)
[
d
dt
F
(
p0, g(t)
)]
t1
=
[
d
dt
F
(
g(τ1), g(t)
)]
t1
, τ1 < t1 < T , (17)
and
b)
[
d
dt
F
(
p0, g(t)
)]
t=τ1
= lim
t→τ+1
[
d
dt
F
(
g(τ1), g(t)
)]
, τ1 < t1 < T ,
where τ1 is an arbitrary but ﬁxed value between 0 and T . On a coordinate neighbourhood U (q) ⊂ M F (p0,q) is a function
in n variables (q1, . . . ,qn) ∈ U ⊂ Rn for every p0. The graph z = F (p0,q) of this function is a hypersurface θ Fp0 in (U (q) ×
Z(z)) ⊂ Rn+1(q1, . . . ,qn, z). We call it a distance surface belonging to p0, the vertex (cape) of θ Fp0 . Let us consider the distance
surfaces θ Fg(τ ) belonging to the different ﬁxed points g(τ ) of the geodesic g (we write τ if we consider a ﬁxed point of g ,
and t if we consider the curve g(t)). Let us lift g(t) from Rn(q) in the direction of Z to every distance surface θ Fg(τ ) . The lift
of g(t) to θ Fg(0) (g(0) = p0) is a curve
ζ0(t) =
(
g1(t), . . . , gn(t),F
(
p0, g(t)
))⊂ θ Fg(0). (18)
The lift of g(t) to θ Fg(τ ) is
ζτ (t) =
(
gi(t),F
(
g(τ ), g(t)
))⊂ θ Fg(τ ). (19)
The curves ζτ (t) form a 1-parameter family. τ selects the curve within the family, and t is the parameter on the selected
curve. (17) shows that the tangents of ζ0(t) and ζτ (t) (for any τ ∈ (0, T )) are parallel:
a) ζ˙0(t)‖ζ˙τ (t), τ0 = 0< τ < t. (20)
At t = τ (both denoted by τ1) ζτ (t) has one-sided tangents only:
b) ζ˙0(τ1)‖ζ˙τ (τ1)‖ lim
t→τ+1
ζ˙τ1 (t) ≡ ζ˙+τ1 (τ1), 0< τ < τ1 < t. (20′)
(20) is the parallelism property. This follows from (16), which shows that the difference in the direction of the Z axis
between ζ0(t) and ζτ (t) is F (p0, g(τ )) = d = const. This is shown in Fig. 2, in which the geodesic g is represented by the
line R1(t).
Consider the projection π : U × Z → U , (p, z) → z. Then by (18), (19) and (20′)
dπζ˙0(τ1) = dπζ˙τ (τ1) = dπζ˙+τ1 (τ1) = g˙(τ1), 0< τ1 < T ,
and conversely, ζ˙0(τ1), ζ˙τ (τ1), ζ˙+τ1 (τ1) are the lifts of g˙(τ1) to the tangent planes of the corresponding distance surfaces
θ Fg(τ ) at their points over g(τ1).
Thus we obtain
Theorem 2. If g(t), 0  t  T is a minimizing geodesic of a Finsler space Fn = (M,F), then the lifts of g˙(τ1), τ1 ∈ (0, T ) to the
tangent planes of the distance surfaces θ Fg(τ ) , 0 τ  τ1 are parallel.
(17) was obtained in a Finsler space with the aid of minimizing geodesics g(t). We want to obtain a similar relation in
quasi-metric spaces (M,). The role of g(t) will be taken by a parallelism curve p(t). It will be deﬁned by the “parallelism
property”.
Let p(t), t ∈ [0, T ] be a curve in M . Replacing in the considerations before Theorem 2 the geodesic g(t) by p(t) we
obtain again distance functions (p(τ ),q), distance surfaces θp(τ ) , and in place of ζτ (t) a similarly constructed family ξτ (t)
of curves. However, (p0, p(t)) does not satisfy (16) (F replaced by , and g by p) in general, for (M,) is no Finsler
space, and p(t) is no geodesic. Neither will (20) be satisﬁed if we replace ζτ (t) by ξτ (t). We say that a curve p(t) of a
quasi-metric space (M,) is a parallelism curve, if for ξτ (t) the parallelism property
a) ξ˙0(t)‖ξ˙τ (t), ∀τ , τ0 = 0< τ < t (21)
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b) ξ˙0(τ1)‖ξ˙τ (τ1)‖ lim
t→τ+1
ξ˙τ1 (t) ≡ ξ˙+τ1 (τ1), τ0 = 0< τ < τ1 < T
are satisﬁed. In this case the curves of the family ξτ (t) arise from ξ0(t) by parallel translation in the direction of the Z axis.
The tangent vectors ξ˙τ (t) are in the tangent space T Rn+1 = T (U × Z) = TU × T Z . Their TU and T Z components are
dπξ˙0(τ1) = dπξ˙τ (τ1) = dπξ˙+τ1 (τ1) = p˙(τ1), 0< τ < τ1 < T
and [
d
dt

(
p(τ ), p(t)
)]
|t1
= lim
t→t+1
[
d
dt

(
p(t1), p(t)
)] (8)= F¯(p(t1), p˙(t1)), ∀t1, 0< τ < t1 < T . (22)
Also this means that along a parallelism curve p(t) the distance (p(0), p(t)) is strictly increasing.
According to Theorem 2 in a Finsler space Fn = (M,F) the parallelism property is satisﬁed along any minimizing
geodesic.
We state some relations between quasi-metric distance spaces, their induced Finsler metric, and parallelism curves.
Proposition 3. For any curve c(t), t ∈ [0, T ) of a quasi-metric distance space (M,), and for the Finsler metric F¯ determined by 
according to (8) we obtain
a) 
(
c(0), c(T )
)

T∫
0
F¯(c(t), c˙(t))dt. (23)
b) If c(t) is a parallelism curve, then

(
c(τ ), c(t)
)=
t∫
τ
F¯(c(u), c˙(u))du, ∀τ , t, 0 τ < t < T . (24)
c) If along c(t) (24) holds for ∀τ , t, 0 τ < t < T , then c(t) is a parallelism curve p(t).
Part a) of Proposition 3 means that (in consequence of the triangle inequality) the distance (a,b) of two points a, b of
a quasi-metric space (M,) is always less or equal to the arc length of any curve c(t) connecting a and b, measured by the
Finsler metric induced by the distance space (M,) according to (8).
Proof. a) Let c(t), t ∈ [0, T ], c(0) = a, c(T ) = b be a curve, 0 = t0 < t1 < t2 < . . . < tN = T a subdivision of [0, T ], and
ti = ti+1 − ti , i = 0,1,2, . . . ,N − 1. Because of (R iii)
(a,b) (c0, c1)+ (c1, cN)
(c1, cN) (c1, c2)+ (c2, cN)
.
.
.
(cN−2, cN ) (cN−2, cN−1) + (cN−1, cN ),
i.e.
(a,b) (c0, c1) + (c1, c2) + · · · + (cN−2, cN−1) + (cN−1, cN).
Moreover
(ci, ci+1) =
ti+1∫
ti
[
d
dt

(
ci, c(t)
)]
dt = ti
[
d
dt

(
ci, c(t)
)]
|t¯i
, t¯i ∈ [ti, ti+1], ci = c(ti),
and
lim
ti+1→ti
[
d
dt

(
ci, c(t)
)]
|t¯i
(8)= F¯(ci, c˙i).
Thus, in case of maxti → 0, we obtain
(a,b)
N−1∑
i=0
(ci, ci+1) =
N−1∑
i=0
[
d
dt

(
ci, c(t)
)]
|t¯i
ti →
T∫
F¯
(
c(t), c˙(t)
)
dt.0
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in (22) we obtain
t∫
0
[
d
du

(
a, p(u)
)]
du =
t∫
0
F¯(p(u), p˙(u))du = (a, p(t)), 0< t < T . (25)
This is (24) for the parallelism curve p(t).
Part c) Let us consider the family of curves
ξ˜
(
c(t),
(
c(τ ), c(t)
))≡ ξ˜τ (t) ⊂ U × R+, 0 τ < t < T .
ξ˜τ (t) is the same family as ξτ (t) (appearing after Theorem 2), but over an arbitrary curve c(t) in place of p(t) in ξτ (t).
The TU component of[
d
dt
ξ˜τ (t)
]
|t1
, 0 τ < t1 < t < T (26)
is
dπ
[
d
dt
ξ¯τ (t)
]
|t1
= c˙(t1) = dπ lim
t→t+1
[
d
dt
ξ˜t1 (t)
]
.
We supposed that (24) holds. Thus for the T Z component of (26) we obtain[
d
dt

(
c(τ ), c(t)
)]
|t1
= F¯(c(t1), c˙(t1)), ∀t1 ∈ (0, T ).
The right hand side of this is independent of τ , and by (8) it equals
= lim
t→t+1
d
dt

(
c(t1), c(t)
)
.
Thus ξ˜τ (t) fulﬁls (22), i.e. c(t) is a parallelism curve. 
If the distance function of a quasi-metric space (M,F ) originates from a Finsler space Fn = (M,F) by (1), then along
any parallelism curve p(t) of (M,F ) (25) holds true. By (1) and (4) this means that in a Finsler space

(
a, p(t)
)=
t∫
0
F(p(u), p˙(u))du ∀a = p(0), ∀t > 0.
Thus in an Fn any parallelism curve is a minimizing geodesic. Also the converse is true. Namely if p(t) is a parallelism
curve, then we have (24), which means that p(t) is a minimizing geodesic. These give the
Corollary. In a Finsler space parallelism curves and minimizing geodesics coincide.
Now we give conditions (Theorems 3A and 3B) which assure that  is the distance function of a Finsler space. A distance
space (M,) always induces by (8) a Finsler metric F (we leave the ¯ from F¯ , for here we do not need to differentiate
it from another F ), and the Finsler space Fn = (M,F) determines a distance function F . We show (Theorem 3A) that if
every minimizing geodetic g(t) of Fn is a parallelism curve p(t) of (M,), then (p,q) = F (p,q), ∀p,q ∈ M . The converse
is rather immediate.
Theorem 3A. If the distance function  of a quasi-metric space (M,) with properties (R i, iii–vi) satisﬁes the parallelism property
along anyminimizing geodesic g(t) of the Finsler space Fn = (M,F), whereF is obtained from  by (8), then  is the distance function
F obtained from F by (1). Also conversely, if  = F , then the parallelism property is satisﬁed along any minimizing geodesic.
Proof. Let (M,) be a quasi-metric space. (8) yields F from . By Proposition 2 this F satisﬁes (F i–iii), and thus (M,F)
is a Finsler space. Let now g(t), 0 t  T , g(0) = g0, g(T ) = gT be a minimizing geodesic of Fn . Then
T∫
0
F(g(t), g˙(t))dt = F (g0, gT ) (1)= inf
Γ (g0,gT )
T∫
0
F(c(t), c˙(t))dt.
By the assumed parallelism property[
d
dt

(
g0, g(t)
)] (22)= lim
t→t+
[
d
dt

(
g1, g(t)
)] (8)= F(g1, g˙1), g1 = g(t1), ∀t1(0, T ),
|g1 1
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F (g0, gT ) =
T∫
0
F¯(g(t), g˙(t))dt =
T∫
0
[
d
dt

(
g0, g(t)
)]
dt = (g0, gT ).
Conversely, starting with a Finsler space Fn = (M,F), by Proposition 1  = F satisﬁes (R i,iii–vi), and by Theorem 2
also the parallelism property is satisﬁed along any minimizing geodesic. 
In Theorem 3A we required the parallelism property on curves determined by an Fn , and not on certain curves deter-
mined by the distance space (M,). So we applied an outer space too. Thus the characterization of  = F was extrinsic.
Now we replace the parallelism property (the essential condition of Theorem 3A) by another condition, which is expressed
directly in terms of (M,). This yields an intrinsic characterization of  = F .
Our tool for this will be the osculation curve. Let us consider in a Euclidean space En two points a, b. Their distance is
D = E (a,b). Let SEa (t) and SEb (D − t) be two spheres around a and b with radius t and D − t resp. They osculate each other
from outside at a point σ(t). If t runs from 0 to D , σ(t) yields a curve. This curve is a segment of a straight line in En ,
and σ(t) is a short geodesic if En is replaced by a Riemannian or Finslerian space, and the spheres of the En are replaced
by geodesic spheres. This notion transplanted to distance spaces (M,) gives the osculation curve, which will help us to
express the intrinsic condition for  = F .
To the analogy of the forward and backward metric spheres of a Finsler space [4, pp. 149, 155] let us consider in an
(M,) the forward -metric spheres  S+a (t) := {q ∈ M | (a,q) = t} with radius t centered at a, and the backward -
metric spheres  S−b (τ ) := {q ∈ M | (q,b) = τ } of radius τ and centered at b. Then for any t , 0 < t < (a,b) there exists
a τ such that  S+a (t) and  S−b (τ ) osculate each other from outside at a point σ(t) ∈  S+a (t),  S−b (τ ). If σ(t) ≡ σ(t;a,b),
t ∈ [0,(a,b)] is a C1 curve from a to b, then we call it an osculation curve. Because of the triangle inequality (R iii)
r = (a,b) (a, σ (t))+ (σ(t),b)= t + τ . (27)
Equality holds in special cases only.
Osculation curve is a generalization of straight line and of minimizing geodesic in (quasi-) metric spaces. If in (27)
r = t + τ , ∀0< t < (a,b), then the line is called straight [2, p. 58] or a Hilbert curve [5, p. 176].
Now we give an intrinsic criterion for  of a distance space (M,) to be the distance function F of a Finsler space Fn .
Theorem 3B. (M,) is a distance space determined by a Finsler space Fn = (M,F) (i.e.  = F ) if and only if between any pair of
points a,b ∈ M there exists an osculation curve σ(t;a,b) of (M,), along which the parallelism property is satisﬁed.
Proof. We suppose that between any pair of points a,b ∈ M there exists an osculation curve σ(t;a,b) = σ(t), 0  t  T ,
σ(0) = a, σ(T ) = b of (M,) along which the parallelism property (21) is satisﬁed. Then
d
dt

(
a, σ (t)
)∣∣∣∣
t1
≡ ′a(σ1) (22)= lim
t→t+1
′σ1
(
σ(t)
) (8)= F(σ1, σ˙1) ∀t1 ∈ (0, T ), σ1 = σ(t1).
Hence
(a,b) =
T∫
0
′a
(
σ(t)
)
dt =
T∫
0
F(σ(t), σ˙ (t))dt.
By Proposition 3a
(a,b)
T∫
0
F(c(t), c˙(t))dt
for any curve c(t) ∈ Γ (a,b). Thus, by (1)
(a,b) =
T∫
0
F(σ(t), σ˙ (t))dt = inf
Γ (a,b)
T∫
0
F(c(t), c˙(t))dt = F (a,b),
and hence (a,b) = F (a,b). This is true for any a,b ∈ M . This proves the “if” part of our theorem.
To prove the converse part, we consider a quasi-metric space (M,), where  is deduced from a Finsler space Fn =
(M,F) by (8):  = F . By our assumption, in Fn there exits a minimizing geodesic g , in arc length parameter s : g(s),
s ∈ [0, T ] between any pair of points a,b ∈ M . Let s1 ∈ (0, T ). Then the -forwards and -backwards spheres  S+a (s1) and
494 L. Tamássy / Differential Geometry and its Applications 26 (2008) 483–494 S−b (T − s1) osculate each other at g1 = g(s1). Namely if they are intersecting, then there exists a point c ∈ M in the
neighbourhood of g1, for which (a, c) < (a, g1), and (c,b) < (g1,b). Thus
(a, c) + (c,b) < (a, g1) + (g1,b) = (a,b). (28)
Nevertheless the inequality of (28) contradicts to the minimizing property of g . Thus g(t) is an osculation curve, and
according to our corollary (after Proposition 3), it satisﬁes the parallelism property. 
Theorem 3B could be formulated also in such form that  = F iff between any pair of points a,b ∈ M there exists
a parallelism curve of (M,). Our original formulation gives a little more than this. Namely an osculation curve σ(t) is
constructible, while a parallelism curve p(t) is not. The proof of Theorem 3B is applicable in this last case too.
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