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Predgovor
Unatocˇ velikom broju radova na temu neizrazite regulacije, relativno je mali broj
neizrazitih regulatora koji se primjenjuju u industriji. Med¯u razloge za to svakako spada
i cˇinjenica da josˇ uvijek nisu razvijeni eksplicitni kriteriji stabilnosti uz primjenu nei-
zrazitog regulatora koji garantiraju stabilnost zatvorenog regulacijskog kruga. Domi-
nantni pristup u analizi stabilnosti neizrazitih regulatora zasnovan je na Takagi-Sugeno
prezentaciji regulacijskog sustava. Navedena prezentacija ima za posljedicu kriterije sta-
bilnosti u obliku sustava linearnih matricˇnih nejednadzˇbi koji se rjesˇava numericˇki za
svaki pojedinacˇni izbor parametara regulatora.
Isto tako, ne postoji jasno razumijevanje utjecaja promjene pojedinih parametara
neizrazitog regulatora na performanse regulacijskog sustava. Zbog toga se parametri
neizrazitog regulatora uglavnom podesˇavaju heuristicˇki metodom pokusˇaja i pogresˇke.
Navedeni problemi motivirali su rad na ovoj doktorskoj disertaciji gdje se razmatraju
problemi stabilnosti i performanse nelinearnih mehanicˇkih sustava vod¯enih analiticˇkim
neizrazitim regulatorom.
Zagreb, travanj 2005. Mr. sc. Josip Kasac´
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Sazˇetak
Tema ove disertacije je analiza stabilnosti nelinearnih mehanicˇkih sustava vod¯e- nih
analiticˇkim neizrazitim regulatorom. Analiticˇki neizraziti regulator je nekonvencionalni
pristup koji koristi analiticˇke funkcije za odred¯ivanje centara izlaznih neizrazitih skupova
umjesto baze pravila ponasˇanja. Analiza stabilnosti je zasnovana na Lyapunovljevoj
izravnoj metodi i ne zahtijeva prikaz dinamike sustava upravljanja u obliku Takagi-
Sugeno neizrazitog modela. Analiza stabilnosti je podijeljena na cˇetiri osnovna dijela.
Prvo se formiraju jednadzˇbe pogresˇke zatvorenog sustava upravljanja. Drugo, formira
se kandidat za Lyapunovljevu funkciju. Zatim se izvode uvjeti stabilnosti koji garanti-
raju pozitivnu definitnost Lypunovljeve funkcije i negativnu definitnost njene vremenske
derivacije. Na kraju, primjenjuje se LaSalleov princip invarijantnosti koji garantira
asimptotsku stabilnost. Time su dobiveni kriteriji lokalne stabilnosti koji ukljucˇuju
svega nekoliko parametara upravljacˇkog sustava. Na osnovu dobivenih rezultata razma-
trane su neke modifikacije analiticˇkog neizrazitog regulatora koje osiguravaju globalnu
asimptotsku stabilnost. Nadalje, Lyapunovljeve funkcije analiziranih regulatora su isko-
riˇstene za evaluaciju performansi i odred¯ivanje optimalnih vrijednosti parametara regu-
latora. Navedeni pristup zasnovan je na konstrukciji parametarski ovisne Lyapunovljeve
funkcije. Odgovarajuc´im izborom slobodnog parametra dobivena je ocjena integralnog
indeksa performanse. Indeks performanse ovisi samo o nekoliko parametara regulatora i
nekoliko parametara koji karakteriziraju dinamiku robota. Optimalne vrijednosti para-
metara regulatora dobivene su minimizacijom indeksa performanse. Procedura podesˇa-
vanja parametara demonstrirana je na simulacijskom modelu dva razlicˇita tipa robota.
Kljucˇne rijecˇi: upravljanje robotom, analiticˇko neizrazito upravljanje, Lyapunovljeva
analiza stabilnosti, globalna stabilnost, evaluacija performansi, nelinearno upravljanje
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Summary
The subject of this thesis is the stability analysis of nonlinear mechanical systems in
closed loop with analytic fuzzy PID controller. The analytic fuzzy control is a noncon-
ventional approach that uses an analytic function for output determination, instead of a
fuzzy rule base. The stability analysis is based on the Lypunov’s direct method and does
not require representation of the plant dynamics in the form of Takagi-Sugeno’s fuzzy
model. The stability analysis is divided in four principal parts. First, error equations
for closed loop system is determined. Second, Lyapunov function candidate is proposed.
Then, stability criterion on system parameters is established. Finally, LaSalle invariance
principle is invoked to guarantee the asymptotic stability. The local stability condition
which involve only few control systems parameters are obtained. On the base of obtained
results, some modification of analytic fuzzy controllers which ensure global asymptotic
stability are considered. Further, the Lyapunov functions of analyzed controllers are em-
ployed for performance evaluation and determination of the optimal values of controller
parameters. The proposed approach is based on construction of a parameter dependent
Lyapunov function. With the appropriate choice of the free parameter an estimation of
integral performance index is obtained. The estimated performance index depends on
controller parameters and few parameters which characterize the robot dynamics. The
optimal values of the controller gains are obtained by minimization of the performance
index. The obtained tuning rules are demonstrated by using simulation models of two
robot manipulators with different structures.
Keywords: robot control, analytic fuzzy control, Lyapunov stability analysis, global
stability, performance evaluation, nonlinear control
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1 Uvod
1.1. Definicija problema
Med¯u znacˇajnije probleme konvencionalnog neizrazitog upravljanja spada analiza
stabilnosti neizrazitog regulatora u povratnoj vezi objekta upravljanja. Jedan od ra-
zloga tesˇkoc´a u analizi stabilnosti je nemoguc´nost prikaza ulazno-izlaznog preslikavanja
neizrazitog regulatora u analiticˇkom obliku. Drugi razlog je diskontinuiranost ulazno-
izlaznog preslikavanja koja je posljedica neizrazitog procesa odlucˇivanja (engl. fuzzy
inference) u kombinaciji s min-max operatorom u procesu izosˇtravanja (engl. defuzzyfi-
cation) izlaznog signala. Drugim rijecˇima, neizraziti regulator ponasˇa se poput regula-
tora s promjenjivom strukturom (engl. variable structure controller) [1].
Standardni pristupi analizi stabilnosti neizrazitih sustava upravljanja zasnovani su na
Takagi-Sugeno prezentaciji sustava upravljanja [2]. Osnovna ideja navedenog pristupa je
prikaz nelinearnog modela sustava preko skupa linearnih dinamicˇkih modela koji vrijede
oko razlicˇitih radnih tocˇaka. Koriˇstenjem Lyapunovljevog pristupa dobiva se kriterij
stabilnosti u obliku sustava od p × c linearnih matricˇnih nejednadzˇbi, gdje je p broj
neizrazitih pravila ponasˇanja Takagi-Sugeno modela objekta upravljanja, a c je broj
neizrazitih pravila ponasˇanja neizrazitog regulatora [3, 4, 5].
Dobiveni sustav linearnih matricˇnih nejednadzˇbi rjesˇava se numericˇki [6, 7]. Drugim
rijecˇima, numericˇki se ispituje da li je sustav linearnih matricˇnih nejednadzˇbi zadovoljen
za pojedini izbor parametara regulatora. Ako se pokazˇe da su sve linearne matricˇne
nejednadzˇbe simultano zadovoljene to znacˇi da je sustav stabilan, inacˇe je nestabilan.
Navedenim pristupom ne mozˇemo dobiti nikakav uvid u marginu stabilnosti sustava,
odnosno robustnost sustava za pojedini izbor parametara neizrazitog regulatora. Drugim
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rijecˇima, ako za pojedini izbor parametara regulatora pokazˇemo da je sustav nestabilan,
iz provedene analize stabilnosti nemamo nikakvog uvida u to koji bi slijedec´i izbor pa-
rametara zadovoljio uvijete stabilnosti. Na taj nacˇin se postupak trazˇenja parametara
koji zadovoljavaju kriterije stabilnosti svodi na metodu pokusˇaja i pogresˇaka sve dok
se ne naid¯e na parametre koji zadovoljavaju odgovarajuc´i sustav linearnih matricˇnih
nejednadzˇbi.
Takod¯er, nije jednostavno nac´i prikaz slozˇenih nelinearnih sustava poput robota u
obliku Takagi-Sugeno neizrazitog modela. Nadalje, linearizacija dinamike robota oko ra-
zlicˇitih radnih tocˇaka onemoguc´uje koriˇstenje energije robota kao dijela Lyapunovljeve
funkcije u analizi stabilnosti. S druge strane, iz analize stabilnosti nelinearnih meha-
nicˇkih sustava vod¯enih konvencionalnim linearnim ili nelinearnim regulatorima [8, 9]
poznato je da kriteriji stabilnosti sadrzˇe svega tri parametra koji karakteriziraju di-
namiku robota (za robote s rotacijskim stupnjevima slobode gibanja). Pri tome su ti
parametri neovisni o kinematicˇkoj strukturi robota i vrijede za opc´u klasu mehanicˇkih
sustava s rotacijskim stupnjevima slobode gibanja. U usporedbi s navedenim, Takagi-
Sugeno prikaz modela robota ovisi o pojedinacˇnoj strukturi robota i ima bitno vec´i broj
parametara koji ulaze u kriterije stabilnosti preko sustava linearnih matricˇnih nejed-
nadzˇbi.
Primjenom Takagi-Sugeno modela nelinearnog sustava ne mozˇemo niˇsta zakljucˇiti o
domeni atrakcije stacionarnog stanja zatvorenog regulacijskog kruga. Takagi-Sugeno
neizraziti model sustava formalno uvijek daje kriterije stabilnosti koji vrijede samo
lokalno, na slicˇan nacˇin kao kod ispitivanja stabilnosti nelinearnih sustava primjenom
metode linearizacije oko radne tocˇke. Navedeni problem posebno dolazi do izrazˇaja u
slucˇaju primjene neizrazitih regulatora u regulaciji nelinearnih mehanicˇkih sustava poput
robota. Izlaz neizrazitog regulatora (upravljacˇka varijabla) ima svojstvo zasicˇenja u
odnosu na ulazne varijable regulatora zbog primjene metode tezˇiˇsta u postupku izosˇtra-
vanja (engl. defuzzyfication). S obzirom da je poznato da je saturirana PID regulacija
mehanicˇkih sustava lokalno stabilna [10], isti zakljucˇak mozˇemo ocˇekivati i u slucˇaju
neizrazite PID regulacije mehanicˇkih sustava.
Vrlo je malo radova koji razmatraju stabilnost nelinearnih mehanicˇkih sustava vod¯enih
neizrazitim regulatorom uzimajuc´i kompletni nelinearni model dinamike robota u obliku
Euler-Lagrangeovih jednadzˇbi [11, 12, 13, 14, 15]. U navedenim radovima razmatra se
jedna posebna klasa neizrazitih regulatora tzv. sektorski neizraziti regulator [16, 17].
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Med¯utim, problem s navedenim pristupima je sˇto su bazirani na kompenzaciji nelin-
earne dinamike mehanicˇkog sustava [18]. Zakoni upravljanja temeljeni na kompenzaciji
nelinearne dinamike sustava u susˇtini su nerobusni zbog toga sˇto i najmanje odstupanje
u parametrima modela uzrokuje trajno regulacijsko odstupanje ili cˇak nestabilnost.
S druge strane, analiticˇki neizraziti regulator [19], [20], [21], pruzˇa moguc´nost laksˇeg
pristupa analizi stabilnosti s obzirom da ulazno-izlazno preslikavanje mozˇe biti prikazano
relativno jednostavnim analiticˇkim funkcijama. S obzirom da se analiticˇki neizraziti
regulator formalno mozˇe razmatrati kao poopc´eni nelinearni PID regulator, pruzˇa se
moguc´nost primjene dobro razvijenog formalizma Lyapunovljeve analize stabilnosti me-
hanicˇkih sustava [8], [9]. Zbog navedenog razloga u principu nije nuzˇna ni Takagi-Sugeno
prezentacija objekta vod¯enja.
1.2. Cilj i svrha istrazˇivanja
Prethodno navedeni problemi motivirali su rad na ovoj disertaciji. Osnovni cilj
ove disertacije je analiza stabilnosti mehanicˇkih sustava vod¯enih analiticˇkim neizrazitim
regulatorom. Pri tome su bitne slijedec´e pretpostavke:
• Nelinearni mehanicˇki sustav prezentiran je Euler-Lagrangeovim jednadzˇbama a ne
Takagi-Sugeno neizrazitim modelom.
• Zakon upravljanja ne pretpostavlja kompenzaciju nelinearnog dinamicˇkog modela
mehanicˇkog sustava. Da bi postigli asimptotsku stabilnost, navedena pretpostavka
podrazumijeva ukljucˇivanje integracijskog djelovanja u zakon upravljanja.
• Provedena analiza treba pruzˇiti uvid u eventualne modifikacije analizirane struk-
ture regulacijskog sustava s ciljem postizanja globalne asimptotske stabilnosti.
• Dobiveni kriteriji stabilnosti trebaju biti eksplicitni. To znacˇi da ako znamo sve
parametre osim jednog u kriteriju stabilnosti, tada mozˇemo direktno izracˇunati (u
jednom koraku) vrijednost nepoznatog parametra tako da kriterij stabilnosti bude
zadovoljen.
• Lyapunovljeva funkcija zatvoranog regulacijskog kruga treba omoguc´iti evaluaciju
odgovarajuc´ih indeksa performansi koje mozˇemo iskoristiti za optimalno podesˇa-
vanje parametara regulatora.
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• Dobiveni kriterij stabilnosti treba vrijediti za opc´u klasu mehanicˇkih sustava a ne
samo za jednu partikularnu strukturu mehanicˇkog sustava.
1.3. Hipoteza rada
Adekvatnom analizom stabilnosti moguc´e je dobiti eksplicitne i operativne kriter-
ije stabilnosti mehanicˇkih sustava vod¯enih analiticˇkim neizrazitim regulatorom, koji su
jednostavniji od kriterija stabilnosti temeljenih na Takagi-Sugeno neizrazitom modelu.
Za razliku od nelinearnih mehanicˇkih sustava vod¯enih linearnim PID regulatorom
ili konvencionalnim neizrazitim regulatorom, za koje se mozˇe garantirati jedino lokalna
stabilnost, ocˇekuje se da c´e nove strukture nelinearnih regulatora, odred¯ene u ovoj dis-
ertaciji, omoguc´iti globalnu asimptotsku stabilnost nelinearnih mehanicˇkih sustava.
Nadalje, pretpostavlja se da je moguc´a takva sinteza nelinearnih regulatora i nei-
zrazitih regulatora bez baze pravila ponasˇanja, koja uz eksplicitni kriterij stabilnosti
garantira i bolje performanse upravljanja od konvencionalnih linearnih PID regulatora.
1.4. Ocˇekivani znanstveni doprinos
Izvorni doprinos ocˇekuje se u iznalazˇenju Lyapunovljeve funkcije koja c´e garantirati
stabilnost mehanicˇkih sustava vod¯enih analiticˇkim neizrazitim regulatorom, odnosno
jednom sˇirokom klasom nelinearnih regulatora. Isto tako ocˇekuje se doprinos u novom
pristupu globalnoj stabilizaciji mehanicˇkih sustava, kao i novim pristupima sintezi ne-
linearnih regulatora s ciljem poboljˇsanja performansi regulacije. Ocˇekivani rezultati
istrazˇivanja trebaju dati doprinos razumijevanju utjecaja jedne sˇiroke klase nelinearnih
regulatora (kao sˇto je analiticˇki neizraziti regulator) na stabilnost, robusnost i perfor-
manse regulacije nelinearnih mehanicˇkih sustava.
1.5. Sadrzˇaj istrazˇivanja
Tekst disertacije izlozˇen je u sedam poglavlja ukljucˇujuc´i uvod i zakljucˇak. Sazˇeti
prikaz disertacije dan je u nastavku.
U drugom poglavlju razmatraju se osnovna svojstva nelinearnih mehanicˇkih sustava
bitna za analizu stabilnosti. Naglasak je dan na ocjene pojedinih nelinearnih cˇlanova
dinamicˇkog modela - matrice inercije, Coriolisove matrice, te poopc´ene gravitacijske sile.
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U trec´em poglavlju razmatraju se osnovna svojstva analiticˇkog neizrazitog regula-
tora. Razmatraju se ocjene pojedinih nelinearnih cˇlanova analiticˇkog neizrazitog PID
regulatora.
U cˇetvrtom poglavlju razmatra se problem globalne asimptotske stabilnosti neline-
arnih mehanicˇkih sustava. Najprije se na najjednostavnijem primjeru linearnog PID
regulatora detaljno razmatra metodologija konstrukcije Lyapunovljeve funkcije te se
dokazuje lokalna asimptotska stabilnost. Zatim se uvodi regulator sa saturacijom u in-
tegratoru i dokazuje se globalna asimptotska stabilnost. Na kraju se uvodi jedan novi
tip globalno stabilnih regulatora s nelinearnim derivacijskim cˇlanom koji je u stanju glo-
balno stabilizirati i robote s mjesˇovitim rotacijsko-translacijskim stupnjevima slobode
gibanja.
U petom poglavlju razmatra se stabilnost uz primjenu analiticˇkog neizrazitog regu-
latora. Najprije se razmatra problem stabilnosti uz primjenu analiticˇkog neizrazitog PD
regulatora. Zatim se razmatra problem stabilnosti uz primjenu analiticˇkog neizrazitog
PD regulatora u kombinaciji sa saturiranim integralnim cˇlanom. Nakon toga razmatra
se stabilnost uz primjenu analiticˇkog neizrazitog PID regulatora i jedne njegove modifi-
cirane verzije koja bitno olaksˇava analizu stabilnosti. Na kraju se razmatraju globalno
stabilne strukture primjenom modifikacija navedenih regulatora.
U sˇestom poglavlju razmatraju se performanse regulacijskih sustava. Na osnovu
Lyapunovljeve funkcije formiran je integralni indeks performansi cˇijom minimizacijom
dobivamo optimalne vrijednosti parametara regulatora. Performanse regulacije demon-
strirane su simulacijama na dva razlicˇita tipa robota.
U sedmom poglavlju izneseni su zakljucˇci i smjernice daljnjeg rada. Takod¯er, prema
miˇsljenju autora, izneseni su glavni znanstveni doprinosi ove disertacije.
2 Svojstva nelinearnih
mehanicˇkih sustava
Osnovni sustav koji se razmatra u disertaciji je nelinearni mehanicˇki sustav vod¯en
analiticˇkim neizrazitim regulatorom. Stoga, u ovom poglavlju razmatraju se osnovna
svojstva nelinearnih mehanicˇkih sustava bitna za analizu stabilnosti. S obzirom da su
navedeni sustavi izrazito nelinearni, a zakon upravljanja ne pretpostavlja poznavanje
dinamicˇkog modela objekta upravljanja, naglasak je na ocjeni pojedinih nelinearnih
cˇlanova matematicˇkog modela mehanicˇkih sustava.
Dva su glavna pristupa u izvod¯enju dinamicˇkog modela robota, Euler-Lagrange-
ova formulacija i Newton-Eulerova formulacija, [22, 23]. Euler-Lagrangeova formulacija
pogodnija je sa stanoviˇsta upravljanja s obzirom da aktuatori djeluju direktno na un-
utrasˇnje koordinate mehanicˇkog sustava (tangencijalno na holonomna ogranicˇenja). S
druge strane, Newton-Eulerova formulacija pogodnija je sa stajaliˇsta rekurzivnog dobi-
vanja dinamicˇkog modela, posebice sustava s velikim brojem stupnjeva slobode gibanja.
Za potrebe analize stabilnosti pogodnija je Euler-Lagrangeova formulacija iz koje
mozˇemo direktno dobiti izraze za kineticˇku i potencijalnu energiju sustava, cˇija suma je
ujedno i Lyapunovljeva funkcija sustava, [8, 9]. Za analizu stabilnosti nije nuzˇno pozna-
vanje inercijske matrice i poopc´ene gravitacijske sile za neku pojedinacˇnu kinematicˇku
strukturu mehanicˇkog sustava. Dovoljno je poznavanje njihove gornje granice, sˇto ima
za posljedicu da kriteriji stabilnosti vrijede za sˇiroku klasu mehanicˇkih sustava, neovisno
o njihovoj kinematicˇkoj strukturi.
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2.1. Euler-Lagrangove jednadzˇbe
Razmatramo robot s n stupnjeva slobode gibanja cˇiju dinamiku mozˇemo prikazati
primjenom Euler-Lagrangeovih jednadzˇbi
d
dt
(
∂L
∂q˙k
)
− ∂L
∂qk
+
∂R(q˙)
∂q˙k
= uk, k = 1, ..., n (2.1)
gdje je q = [q1 q2 ... qn]
T vektor unutrasˇnjih (poopc´enih) koordinata, q˙ = [q˙1 q˙2 ... q˙n]
T
je vektor unutrasˇnjih (poopc´enih) brzina, u = [u1 u2 ... un]
T je vektor upravljacˇkih mo-
menata/sila, a R(q˙) je Rayleighova disipacijska funkcija. Lagrangeova funkcija sustava
L(q, q˙) = T (q, q˙)− U(q) jednaka je razlici kineticˇke T (q, q˙) i potencijalne U(q) energije
sustava. Kineticˇka energija je kvadraticˇna forma po poopc´enim brzinama
T (q, q˙) =
1
2
q˙TM(q)q˙ =
1
2
n∑
i=1
n∑
j=1
mij(q)q˙iq˙j, (2.2)
gdje je M(q) pozitivno definitna simetricˇna inercijska matrica mehanicˇkog sustava di-
menzije n× n.
Da bismo dobili eksplicitne diferencijalne jednadzˇbe dinamike robota, trebamo La-
grangeovu funkciju sustava
L(q, q˙) =
1
2
q˙TM(q)q˙ − U(q) = 1
2
n∑
i=1
n∑
j=1
mij(q)q˙iq˙j − U(q), (2.3)
uvrstiti u Euler-Lagrangeove jednadzˇbe (2.1), odnosno izracˇunati slijedec´e derivacije
Lagrangeove funkcije
∂L
∂q˙k
=
n∑
j=1
mkj(q)q˙j,
d
dt
∂L
∂q˙k
=
n∑
j=1
mkj(q)q¨j +
n∑
j=1
n∑
i=1
∂mkj(q)
∂qi
q˙iq˙j,
∂L
∂qk
=
1
2
n∑
i=1
n∑
j=1
∂mij(q)
∂qk
q˙iq˙j − ∂U
∂qk
,
gdje je k = 1, 2, ..., n. Izravnim uvrsˇtavanjem gornjih izraza u (2.1) dobivamo
n∑
j=1
mkj(q)q¨j +
n∑
i=1
n∑
j=1
(
∂mkj(q)
∂qi
− 1
2
∂mij(q)
∂qk
)
q˙iq˙j − ∂U
∂qk
+
∂R(q˙)
∂q˙k
= uk, (2.4)
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Promjenom poretka sumiranja i koriˇstenjem svojstva simetricˇnosti inercijske matrice
mozˇe se pokazati da vrijedi
n∑
i=1
n∑
j=1
∂mkj(q)
∂qi
q˙iq˙j =
1
2
n∑
i=1
n∑
j=1
(
∂mkj(q)
∂qi
+
∂mki(q)
∂qj
)
q˙iq˙j, (2.5)
tako da jednadzˇba (2.4) postaje
n∑
j=1
mkj(q)q¨j +
n∑
i=1
n∑
j=1
cijk(q)q˙iq˙j + gk(q) + fk(q˙) = uk, (2.6)
gdje je
cijk(q) =
1
2
(
∂mkj(q)
∂qi
+
∂mki(q)
∂qj
− ∂mij(q)
∂qk
)
, (2.7)
Christoffelov simbol prve vrste, dok su
gk(q) =
∂U
∂qk
, fk(q˙) =
∂R(q˙)
∂q˙k
, (2.8)
poopc´ena gravitacijska sila, te poopc´ena sila viskoznog trenja, respektivno. Uobicˇajen
je prikaz dinamicˇkih jednadzˇbi (2.6) u matricˇnom obliku
M(q)q¨ + C(q, q˙)q˙ + g(q) + f(q˙) = u, (2.9)
gdje je C(q, q˙) (n × n) matrica Coriolisovih i centrifugalnih cˇlanova, dok je g(q) =
[g1(q) g2(q) ... gn(q)]
T vektor poopc´enih gravitacijskih sila. Vektor poopc´enih sila
viskoznog trenja je f(q˙) = [f1(q˙) f2(q˙) ... fn(q˙)]
T . Elementi matrice C(q, q˙) definirani su
kao
ckj(q) =
n∑
i=1
cijk(q)q˙i =
n∑
i=1
1
2
(
∂mkj(q)
∂qi
+
∂mki(q)
∂qj
− ∂mij(q)
∂qk
)
q˙i. (2.10)
Iako prikaz modela robota (2.9) izgleda jednostavno, radi se o vrlo slozˇenoj i nelinearnoj
dinamici posebno za vec´i broj rotacijskih stupnjeva slobode gibanja. Takod¯er, matem-
aticˇko izvod¯enje modela (2.9), za odred¯enu konfiguraciju robota s viˇse stupnjeva slobode
gibanje, vrlo je zahtijevno. Za simbolicˇko izvod¯enje dinamicˇkog modela robota sa n > 2
rotacijskih stupnjeva slobode gibanja prema rekurzivnom Newton-Eulerovom algoritmu
[23, 24] potrebno je do 92n − 127 mnozˇenja i do 81n − 117 zbrajanja koja ukljucˇuju
trigonometrijske funcije unutrasˇnjih koordinata i parametre robota. To znacˇi da je za
robot sa n = 6 stupnjeva slobode gibanja potrebno do 425 mnozˇenja i 369 zbrajanja.
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2.2. Svojstva mehanicˇkih sustava
Bez obzira na racˇunsku slozˇenost dinamicˇkog modela robota, za analizu stabilnosti
dovoljno je poznavanje ocjene gornje granice inercijske i Coriolisove matrice te vektora
poopc´enih gravitacijskih sila. Dolje navedena svojstva vrijede za sve prakticˇno koriˇstene
konfiguracije robota, [25].
Svojstvo 1. Matrica S(q, q˙) = M˙(q)− 2C(q, q˙) je antisimetricˇna [26]
zTS(q, q˙)z = 0, ∀z ∈ Rn. (2.11)
Dokaz. S obzirom da je
m˙kj =
n∑
i=1
∂mkj
∂qi
q˙i,
tada je kj-ti element matrice S(q, q˙)
m˙kj − 2ckj(q) =
n∑
i=1
[
∂mkj
∂qi
−
(
∂mkj(q)
∂qi
+
∂mki(q)
∂qj
− ∂mij(q)
∂qk
)]
q˙i =
=
n∑
i=1
[
∂mij(q)
∂qk
− ∂mki(q)
∂qj
]
q˙i. (2.12)
Ako u gornjem izrazu promijenimo indekse (k → j, j → k) doc´i c´e samo do promjene
predznaka, sˇto znac´i da je S(q, q˙) = −S(q, q˙)T , odnosno matrica S(q, q˙) je antisimetricˇna.

Kao posljedica antisimetricˇnosti matrice S(q, q˙), slijedi
M˙(q) = C(q, q˙) + C(q, q˙)T . (2.13)
Dokaz. Po definiciji antisimetricˇnosti imamo M˙ − 2C = −(M˙ − 2C)T . S obzirom da
je matrica inercije M simetricˇna matrica, M = MT , slijedi 2M˙ = 2C + 2CT , odnosno
(2.13). 
Svojstvo antisimetrije matrice S(q, q˙) je povezano s cˇinjenicom da vektor Coriolisovih
i centrifugalnih sila ne mozˇe vrsˇiti rad, sˇto c´e biti pokazano podpoglavlju 2.4.1..
Svojstvo 2. Inercijska matrica M(q) je pozitivno definitna simetricˇna matrica koja
zadovoljava slijedec´u ocjenu
a1‖z‖2 ≤ zTM(q)z ≤ (a2 + c2‖q‖+ d2‖q‖2)‖z‖2, ∀ z, q ∈ Rn, (2.14)
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gdje su a1, a2 > 0, c2, d2 ≥ 0. Ako robot nema translacijskih stupnjeva slobode gibanja
tada su d2, c2 = 0, odnosno
λm{M}‖q˙‖2 ≤ q˙TM(q)q˙ ≤ λM{M}‖q˙‖2, (2.15)
gdje su λm{M} i λM{M} striktno pozitivna minimalna i maksimalna vlastita vrijednost
od M(q), respektivno.
Gornja ocjena inercijske matrice mozˇe se interpretirati na slijedec´i nacˇin. Ako imamo
robot s rotacijskim i translacijskim stupnjevima slobode gibanja, tada duljina cˇlanka
manipulatora (engl. link) mozˇe biti linearna funkcija translacijskih koordinata rob-
ota. S obzirom da je moment inercije cˇlanka manipulatora proporcionalan kvadratu
duljine cˇlanka, slijedi gornja ocjena matrice inercije u izrazu (2.14). Ako imamo samo
rotacijske stupnjeve slobode gibanja, tada je moment inercije funkcija trigonometrijskih
funkcija (sinusa i kosinusa) rotacijskih koordinata. S obzirom da navedene trigonometri-
jske funkcije imaju gornju granicu za sve vrijednosti argumenta funkcije, slijedi gornja
ocjena matrice inercije u izrazu (2.15).
Svojstvo 3. Vektor Coriolisovih i centrifugalnih sila C(q, q˙)q˙ zadovoljava slijedec´u
ocjenu
‖C(q, q˙)q˙‖ ≤ (c1 + d1‖q‖)‖q˙‖2, ∀ q, q˙ ∈ Rn, (2.16)
gdje su c1, d1 ≥ 0. Ako robot nema translacijskih stupnjeva slobode tada je d1 = 0,
odnosno
‖C(q, q˙)q˙‖ ≤ kc‖q˙‖2. (2.17)
Konstanta kc ≥ 0 mozˇe biti ocjenjena na slijedec´i nacˇin
kc ≥ n2
(
max
i,j,k,q
|cijk(q)|
)
, (2.18)
gdje je cijk(q) Christoffelov simbol prve vrste (2.7).
Ocjena vektora Coriolisovih i centrifugalnih sila je direktna posljedica ocjene ma-
trice inercije. Iz izraza (2.7) vidimo da Christoffelov simbol sadrzˇi parcijalne derivacije
elemenata matrice inercije po poopc´enim koordinatama. S obzirom da su parcijalne
derivacije momenata inercija (koji su kvadraticˇne funkcije translacijskih koordinata)
linearne funkcije translacijskih koordinata, slijedi gornja ocjena vektora Coriolisovih i
centrifugalnih sila u izrazu (2.16). Ako imamo samo rotacijske stupnjeve slobode gibanja,
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tada su parcijalne derivacije momenata inercija funkcija trigonometrijskih funkcija rotaci-
jskih koordinata. S obzirom da navedene trigonometrijske funkcije imaju gornju granicu
za sve vrijednosti argumenta funkcije, slijedi gornja ocjena vektora Coriolisovih i cen-
trifugalnih sila u izrazu (2.17).
Svojstvo (2.17) mozˇemo poopc´iti na slijedec´i nacˇin
‖C(x, y)z‖ ≤ kc‖y‖ ‖z‖, ∀ x, y, z ∈ Rn. (2.19)
Svojstvo 4. Poopc´ena gravitacijska sila zadovoljava slijedec´u ocjenu
‖g(q)‖ ≤ kv + k¯v‖q‖, ∀ q ∈ Rn, (2.20)
∥∥∥∥∂g(q)∂q
∥∥∥∥ ≤ kg, ∀ q ∈ Rn, (2.21)
Ako na izraz (2.21) primjenimo teorem srednje vrijednosti dobivamo
‖g(q)− g(qd)‖ ≤ kg‖q − qd‖, ∀ q, qd ∈ Rn, (2.22)
gdje konstanta kg mozˇe biti ocjenjena slijedec´im izrazom
kg ≥ n
(
max
i,j,q
∣∣∣∣∂gi(q)∂qj
∣∣∣∣) . (2.23)
Takod¯er, ako robot ima samo rotacijske stupnjeve slobode tada je k¯v = 0 i imamo
‖g(q)‖ ≤ kv, ∀ q ∈ Rn, (2.24)
gdje konstantu kv mozˇemo ocjeniti slijedec´im izrazom
kv ≥ n
(
max
i,q
|gi(q)|
)
. (2.25)
Ocjena poopc´ene gravitacijske sile (2.20) i (2.21), posljedica je cˇinjenice da je potenci-
jalna energija linearna kombinacija cˇlanova koji imaju linearnu ovisnost o translacijskim
koordinatama i cˇlanova koji imaju trigonometrijsku ovisnost o rotacijskim koordinatama.
U slucˇaju kada robot ima translacijske stupnjeve slobode gibanja u sfernoj konfiguraciji,
tada potencijalna energija ima i cˇlanove koji su jednaki umnosˇku translacijskih koordi-
nata s trigonometrijskim funkcijama rotacijskih koordinata.
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Slika 2.1: Ilustracija svojstva ocjene poopc´ene gravitacijske sile.
Prethodno navedene ocjene poopc´ene gravitacijske sile formulirane su preko Euk-
lidske ili L2 norme. Takod¯er se mogu dati ocjene pojedinacˇnih komponenti poopc´ene
gravitacijske sile
|gi(q)− gi(qd)| ≤ kg|q˜i|, ∀ q, qd ∈ Rn, (2.26)
|gi(q)− gi(qd)| ≤ 2kv, ∀ q, qd ∈ Rn, (2.27)
gdje je q˜i = qi − qdi. Ocjene (2.26) i (2.27) mogu se kompaktno prikazati na slijedec´i
nacˇin
|gi(q)− gi(qd)| ≤
{
kg|q˜i|, za |q˜i| ≤ 2kvkg
2kv, za |q˜i| > 2kvkg
. (2.28)
Svojstvo 5. Kao direktna nadgradnja navedenih svojstava poopc´ene gravitacijske
sile, navodimo slijedec´a svojstva koja su korisna u analizi stabilnosti mehanicˇkih sustava
vod¯enih regulatorima koji sadrzˇe proporcionalni cˇlan.
Ako robot nema translacijskih stupnjeva slobode gibanja u sfernoj konfiguraciji tada
postoji pozitivna dijagonalna matrica KP takva da simultano vrijede slijedec´e dvije
nejednakosti
q˜TKP q˜ + q˜
T (g(q)− g(qd)) ≥ k1‖q˜‖2, (2.29)
1
2
q˜TKP q˜ + U(q)− U(qd)− q˜Tg(qd) ≥ 1
2
k1‖q˜‖2, (2.30)
gdje je q˜ = q − qd i
k1 = λm{KP} − kg > 0. (2.31)
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Na slici 2.1. vidimo ilustraciju navedene ocjene poopc´ene gravitacijske sile na jednos-
tavnom primjeru g(x) = kg sin(x).
Svojstvo 6. Dinamicˇki model robota (2.9), uz f(q˙) = 0, mozˇe biti linearno parametriziran
na slijedec´i nacˇin
M(q)q¨ + C(q, q˙)q˙ + g(q) = Y (q, q˙, q¨)θ, (2.32)
gdje je Y (q, q˙, q¨) regresijska matrica dimenzije n×p, a θ je vektor konstantnih parametara
robota dimenzije p× 1.
Napomenimo da u slucˇaju robota s mjesˇovitim rotacijskim i translacijskim koordi-
natama dolazi do mjesˇanja jedinica u Euklidskoj normi vektora ‖q‖ i ‖q˙‖. Navedeni
problem detaljnije se razmatra u dodatku B.1.
2.3. Rezidualna dinamika robota
Prvi korak u analizi stabilnosti je formiranje jednadzˇbi pogresˇke zatvorenog regulaci-
jskog kruga. Ako sa qd = qd(t) oznacˇimo zˇeljenu poziciju robota u ovisnosti u vremenu,
tada je q˜ = q − qd pogresˇka pozicije robota. Nadalje, ˙˜q = q˙ − q˙d je pogresˇka brzine, a
¨˜q = q¨− q¨d pogresˇka akceleracije. Ako iz prethodnih izraza izlucˇimo q = q˜+qd, q˙ = ˙˜q+ q˙d
i q¨ = ¨˜q + q¨d, te uvrstimo u jednadzˇbu (2.9) dobivamo slijedec´u jednadzˇbu
M(q)¨˜q + C(q, q˙) ˙˜q + h(q˜, ˙˜q) = u− f(qd, q˙d), (2.33)
gdje su
h(q˜, ˙˜q) = [M(q)−M(qd)]q¨d + [C(q, q˙)− C(qd, q˙d)]q˙d + g(q)− g(qd), (2.34)
f(qd, q˙d) = M(qd)q¨d + C(qd, q˙d)q˙d + g(qd), (2.35)
koja se zove rezidualna dinamika robota (engl. residual robot dynamics) [27, 28]. Jed-
nadzˇba (2.33) bitno je slozˇenija za analizu stabilnosti zbog toga sˇto, pored ocjena po-
jedinih nelinearnih cˇlanova dinamicˇkog modela robota navedenih u podpoglavlju 2.2.,
moramo uracˇunati i ocjenu cˇlanova u uglatim zagradama izraza (2.34). Navedene cˇlanove
mozˇemo ocjeniti primjenom slijedec´ih izraza [29, 30]
‖M(x)z −M(y)z‖ ≤ kM‖x− y‖ ‖z‖, (2.36)
‖C(x, z)w − C(y, v)w‖ ≤ kC1‖z − v‖ ‖w‖+ kC2‖z‖ ‖x− y‖ ‖w‖, (2.37)
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koji vrijede za sve x, y, z, v, w ∈ Rn, gdje su kM , kC1 i kC2 konstantni parametri. Nadalje,
funkcija f(qd, q˙d) je vremenski promjenjiva zbog qd = qd(t).
U slucˇaju konstantne zˇeljene pozicije qd, imamo q˙d = q¨d = 0, odnosno ˙˜q = q˙ i ¨˜q = q¨,
cˇime jednadzˇba (2.33) postaje
M(q)q¨ + C(q, q˙)q˙ + g(q)− g(qd) = u− g(qd). (2.38)
Problem vod¯enja mehanicˇkih sustava opisanih dinamicˇkim jednadzˇbama (2.33), odno-
sno (2.38), svodi sa na pronalazˇenje zakona upravljanja u koji omoguc´uje asimptotsku
stabilizaciju zatvorenog regulacijskog kruga. Drugim rijecˇima, to znacˇi da q˜ → 0 (odno-
sno, q → qd) kako t→∞.
U slucˇaju kada je zˇeljena pozicija qd vremenski promjenjiva, asimptotsku stabil-
nost moguc´e je ostvariti primjenom eksterne linearizacije gdje zakon upravljanja sadrzˇi
cˇlanove koji kompenziraju nelinearnu dinamiku robota [31]. Drugi pristup je primjena
adaptivnog upravljanja [32, 33, 31]. Eksterna linearizacija podrazumjeva poznavanje
ukupnog dinamicˇkog modela robota (inercijske matrice, Coriolisove matrice i poopc´ene
gravitacijske sile). Adaptivno upravljanje podrazumjeva poznavanje regresijske matrice
sustava Y (q, q˙, q¨) odnosno, poznavanje dinamicˇkog modela s neodred¯enim konstantnim
parametrima (izraz (2.32)). S druge strane, primjenom PID regulatora nije moguc´e
ostvariti asimptotsku stabilizaciju mehanicˇkog sustava u slucˇaju vremenski promjenjive
zˇeljena pozicija qd.
U slucˇaju kada je zˇeljena pozicija qd konstantna, asimptotsku stabilnost moguc´e je
ostvariti primjenom PD regulatora s kompenzacijom gravitacije (podpoglavlje 2.4.2.),
ili primjenom PID regulatora (poglavlje 4.). Primjena PD regulatora s kompenzaci-
jom gravitacije podrazumjeva poznavanje poopc´ene gravitacijske sile, dok primjena PID
regulatora ne zahtijeva poznavanje bilo koje komponente dinamicˇkog modela robota.
U narednim poglavljima razmatra se problem regulacije nelinearnih mehanicˇkih sus-
tava sa zadanom konstantnom zˇeljenom pozicijom qd. U tom slucˇaju, sustav je moguc´e
asimptotski stabilizirati primjenom integralnog djelovanja u zakonu upravljanja, bez
kompenzacije nelinearne dinamike robota.
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2.4. Stabilnost mehanicˇkih sustava
2.4.1. Stabilnost mehanicˇkih sustava bez upravljcˇkih sila
Ako energiju mehanicˇkog sustava
E(q, q˙) =
1
2
q˙TM(q)q˙ + U(q), (2.39)
uzmemo za Lyapunovljevu funkciju tada vremenska derivacija gornjeg izraza iznosi
dE
dt
= q˙TM(q)q¨ +
1
2
q˙TM˙(q)q˙ +
dU
dt
. (2.40)
S obzirom da je M(q)q¨ = −C(q, q˙)q˙ − g(q)− f(q˙), dok je vremenska derivacija potenci-
jalne energije dU
dt
= q˙T ∂U
∂q
= q˙Tg(q), gornji izraz postaje
dE
dt
= −q˙Tf(q˙) + 1
2
q˙T (M˙(q)− 2C(q, q˙))q˙ = −q˙Tf(q˙), (2.41)
gdje smo iskoristili svojstvo antisimetricˇnosti matrice M˙(q) − 2C(q, q˙). Ako nema
viskoznog trenja, f(q˙) = 0, tada je E˙ = 0 i imamo granicˇnu stabilnost koja je karak-
teristicˇna za konzervativne sustave. Ako postoji viskozno trenje u sustavu tada je
f(q˙) = ∂R(q˙)
∂q˙
, gdje je R(q˙) Rayleighova disipacijska funkcija koja zadovoljava slijedec´e
svojstvo
q˙T
∂R(q˙)
∂q˙
≥ 0, ∀ q˙ ∈ Rn, (2.42)
odnosno, E˙ = −q˙T ∂R(q˙)
∂q˙
≤ 0, sˇto znacˇi da imamo asimptotsku stabilnost koja je karak-
teristicˇna za disipativne sustave.
Iz navedenog primjera vidimo da konzervativni, granicˇno stabilni, mehanicˇki sustav
mozˇemo asimptotski stabilizirati dodavanjem umjetne disipacije (engl. damping injec-
tion) u obliku derivacijskog cˇlana, u = −KDq˙, tako da E˙ = −q˙TKDq˙ ≤ 0.
2.4.2. Stabilnost mehanicˇkih sustava vod¯enih
PD regulatorom
Jedna od prvih primjena Lyapunovljeva analiza stabilnosti u robotici je analiza sta-
bilnosti robota vod¯enog PD regulatorom s kompenzacijom gravitacije [34]
u = −KP q˜ −KDq˙ + g(qd), (2.43)
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gdje je q˜ = q − qd odstupanje od zˇeljenog konstantnog regulacijskog stanja qd, a KP i
KD su pozitivno definitne simetricˇne matrice.
Dinamika pogresˇke za sustav (2.9) bez disipacije u zatvorenoj petlji s PD regulatorom
(2.43) ima slijedec´i oblik
M(q)q¨ + C(q, q˙)q˙ +KDq˙ +KP q˜ + g(q)− g(qd) = 0, (2.44)
dok je stacionarno stanje u slucˇaju asimptotske stabilnosti q˙ = 0 i q˜ = 0. Lyapunovljeva
funkcija za navedeni sustav ima slijedec´i oblik
V (q˜, q˙) =
1
2
q˙TM(q)q˙ +
1
2
q˜TKP q˜ + U(q)− U(qd)− q˜Tg(qd). (2.45)
Ako je zadovoljen uvjet λm{KP} ≥ kg, na osnovu svojstva (2.30) i (2.31) zakljucˇujemo
da je Lyapunovljeva funkcija (2.45) pozitivno definitna. Vremenska derivacija Lyapuno-
vljeve funkcije (2.45) je
dV
dt
= q˙TM(q)q¨ +
1
2
q˙TM˙(q)q˙ + q˙TKP q˜ + q˙
T (g(q)− g(qd)). (2.46)
Ako uvrstimo (2.44) u (2.46) dobivamo
dV
dt
=
1
2
q˙T (M˙(q)− 2C(q, q˙))q˙ − q˙TKDq˙ = −q˙TKDq˙ ≤ 0, (2.47)
gdje smo iskoristili svojstvo antisimetricˇnosti matrice M˙ − 2C, (2.11). Vidimo da je
vremenska derivacija Lyapunovljeve funkcije negativno semidefinitna, stoga moramo
primjeniti LaSalleov princip invarijantnosti da bi zakljucˇili egzistenciju asimptotske sta-
bilnosti (dodatak A.4.).
U slucˇaju PD regulatora bez kompenzacije gravitacije u = −KP q˜ − KDq˙, imati
c´emo trajno regulacijsko odstupanje jednako q˜∗ = −K−1P g(qd + q˜∗), odnosno ocjena
maksimalno moguc´eg regulacijskog odstupanja je
‖q˜∗‖ ≤ λM{K−1P }kv =
kv
λm{KP} . (2.48)
Iz gornjeg izraza vidimo da se regulacijsko odstupanje mozˇe smanjivati jedino povec´a-
vanjem proporcionalnog pojacˇanja KP .
2.5. Svojstvo pasivnosti mehanicˇkih sustava
Na kraju, spomenuti c´emo josˇ jedno bitno svojstvo mehanicˇkih sustava - pasivnost
(engl. passivity). Pasivnost je fundamentalno svojstvo mnogih fizikalnih sustava koje
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mozˇemo pojednostavljeno definirati u terminima disipacije i transformacije energije.
Pasivnost je povezana s pojmom ulazno-izlazne stabilnosti sustava. Kazˇemo da je sustav
stabilan ako ogranicˇena ulazna energija sustava ima za posljedicu ogranicˇenu izlaznu
energiju. S energijske tocˇke glediˇsta mozˇemo definirati pasivni sustav kao sustav koji ne
mozˇe akumulirati viˇse energije nego sˇto ju je primio od nekog izvora, gdje razlika izmed¯u
primljene i akumulirane energije predstavlja energiju disipacije.
Za neki sustav sa ulazom u(t) i izlazom y(t) kazˇemo da je izlazno striktno pasivan
(engl. output strictly passive) [35] ako za neki T > 0 postoji neki δ0 > 0 takav da vrijedi∫ T
0
u(t)Ty(t)dt ≥ δ0
∫ T
0
‖y(t)‖2dt+ β. (2.49)
Pri tome ulazno-izlazne varijable u(t) i y(t) moraju biti med¯usobno konjugirane u smislu
da njihov umnozˇak ima dimenziju snage (npr. struja i napon u elektricˇnim krugovima
ili sila i brzina u mehanicˇkim sustavima). Pojednostavljeno recˇeno, izlazna striktna
pasivnost podrazumjeva da se radi o disipativnom dinamicˇkom sustavu [36, 37].
Fundamentalno svojstvo pasivnih sustava je da dva pasivna sustava u negativnoj
povratnoj vezi cˇine ponovo pasivni sustav [38, 39]. Navedeno svojstvo je osnova upra-
vljanja zasnovanog na pasivnosti (engl. passivity based control) [40, 41, 42]. Glavni cilj
upravljanja zasnovanog na pasivnosti je ucˇiniti zatvoreni krug pasivnim a time ujedno i
stabilnim.
U slucˇaju mehanicˇkih sustava imamo slijedec´i izraz za bilancu energije
E(q(t), q˙(t))− E(q(0), q˙(0))︸ ︷︷ ︸
akumulirana energija
+
∫ t
0
q˙T
∂R(q˙)
∂q˙
dτ︸ ︷︷ ︸
disipacija
=
∫ t
0
q˙Tudτ︸ ︷︷ ︸
predana energija
. (2.50)
Ako je Rayleighova funkcija disipacije kvadraticˇna forma po brzinama tada izraz (2.50)
postaje ekvivalentan izrazu (2.49), gdje je ulazna varijabla u a izlazna varijabla q˙ (tako
da q˙Tu ima dimenziju snage). Drugim rijecˇima, mehanicˇki sustavi imaju svojstvo izlazne
striktne pasivnosti.
Koncept pasivnosti interesantan je i sa stanoviˇsta povezanosti s Lyapunovljevom
metodom [43, 44], gdje nam mozˇe pomoc´i prilikom trazˇenja, odnosno konstrukcije Lya-
punovljeve funkcije. S obzirom da znamo da je izlazna varijabla mehanicˇkog sustava
kao pasivnog sustava brzina, mozˇemo napraviti skalarni produkt izmed¯u q˙T i jednadzˇbe
(2.44) ako trazˇimo Lyapunovljevu funkciju za zatvoreni regulacijski sustav s PD regula-
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torom. U tom slucˇaju dobivamo slijedec´u nelinearnu diferencijalnu formu
q˙TM(q)q¨ + q˙TC(q, q˙)q˙ + q˙TKDq˙ + q˙
TKP q˜ + q˙
T [g(q)− g(qd)] = 0, (2.51)
koja se mozˇe separirati na slijedec´i nacˇin
d
dt
(
1
2
q˙TM(q)q˙ +
1
2
q˜TKP q˜ + U(q)− U(qd)− q˜Tg(qd)
)
= −q˙TKDq˙. (2.52)
Izraz u zagradi na lijevoj strani jednadzˇbe predstavlja Lyapunovljevu funkciju. Navedeni
pristup postaje vrlo koristan za konstrukciju Lyapunovljeve funkcije viˇse med¯usobno
povezanih pasivnih sustava kao npr. u [45] gdje je formirana Lyapunovljeva funkcija za
PD regulaciju robota s fleksibilnim zglobovima, dinamikom aktuatora i trenjem.
U slucˇaju kada imamo spregu jednog pasivnog sustava i jednog sustava koji nije pa-
sivan tada navedena procedura postaje kompliciranija. U tom slucˇaju nije viˇse dovoljno
uzeti samo konjugirane varijable sustava kao izlazne varijable nego moramo uzeti odgo-
varajuc´u linearnu kombinaciju konjugirane varijable s ostalim varijablama sustava cˇime
dobivena Lyapunovljeva funkcija gubi fizikalnu interpretaciju energije sustava.
Drugim rijecˇima, ako znamo izlaznu varijablu sustava u odnosu na koju je sustav pa-
sivan, tada mozˇemo nac´i Lyapunovljevu funkciju na osnovu skalarnog produkta izlazne
varijable sa dinamicˇkim modelom sustava. Navedeni skalarni produkt predstavlja opc´en-
ito nelinearnu diferencijalnu formu koju treba separirati na slicˇan nacˇin kao u primjeru
PD regulacije mehanicˇkih sustava.
Cˇinjenica da su mehanicˇki sustavi (Euler-Lagrangeovi sustavi) pasivni ima za poslje-
dicu da su dva Euler-Lagrangeova sustava spojena u negativnoj povratnoj vezi takod¯er
Euler-Lagrangeov sustav (sustav cˇija se dinamika mozˇe prikazati u obliku Euler - La-
grangeovih jednadzˇbi). Navedena cˇinjenica motivirala je jedan novi pristup upravljanju
mehanicˇkim sustavima - upravljanje zasnovano na pasivnosti Euler-Lagrangeovih sus-
tava (engl. passivity based control of Euler-Lagrange systems) [46, 47, 48]. Navedeni
pristup poznat je josˇ pod nazivom - oblikovanje energije plus ubacivanje trenja (engl.
energy shaping plus damping injection) [49, 50, 51]. Osnovna ideja je da se upravljacˇka
varijabla prikazˇe u obliku gradijenta umjetne potencijalne energije koja se superponira sa
potencijalnom energijom mehanicˇkog sustava. Sinteza regulatora sastoji se u izboru pa-
rametara umjetne potencijalne energije tako da minimum ukupne potencijalne energije
bude u zˇeljenoj poziciji.
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Navedeni pristupi upravljanju mehanicˇkim sustavima zasnovani su na Euler - La-
grangeovom formalizmu. Alternativni pristup razvijen je i za Hamiltonsku prezentaciju
dinamicˇkih sustava [52, 53, 54, 55]. Iako je Hamiltonska prezentacija dinamicˇkih sus-
tava opc´enitija i elegantnija od Euler-Lagrangeove ona ipak nije znacˇajnije zastupljena
u upravljanju mehanicˇkim sustavima zbog toga sˇto poopc´eni impuls p =M(q)q˙, koji se
javlja u Hamiltonskoj prezentaciji, nije direktno mjerljiva varijabla.
Sve dosada navedene metodologije upravljanja mehanicˇkim sustavima podrazumije-
vaju da se radi o potpuno upravljivim sustavima (engl. full actuated systems) odnosno,
sustavima s jednakim brojem aktuatora i stupnjeva slobode gibanja. U takvim slucˇe-
jevima sinteza regulatora vrsˇi se metodom oblikovanja potencijalne energije. U slucˇaju
kad imamo sustave s manjim brojem aktuatora od broja stupnjeva slobode gibanja (engl.
underactuated) pokazuje se da metoda oblikovanja potencijalne energije nije dovoljna za
stabilizaciju takvih sustava. U takvom slucˇaju razvijena su dva pristupa - tzv. metoda
kontroliranog Lagrangiana (engl. controlled Lagrangian) [56, 57, 58], koja je zasnovana
na oblikovanju kineticˇke energije, te metoda zasnovana na oblikovanju totalne energije
sustava [59, 60, 61].
Med¯utim, treba naglasiti da sve navedene metodologije upravljanja mehanicˇkim sus-
tavima podrazumjevaju poznavanje barem potencijalne energije (poopc´ene gravitacijske
sile) sustava. Dodavanjem integratora, s ciljem kompenzacije nepoznate poopc´ene grav-
itacijske sile, zatvoreni regulacijski krug viˇse nema svojstva Euler-Lagrangeovih sustava,
sˇto znacˇi da se dinamicˇke jednadzˇbe regulacijskog sustava s integralnim cˇlanom ne mogu
prikazati u obliku Euler-Lagrangeovih jednadzˇbi. Razlog tome lezˇi u cˇinjenici da je do-
davanje integratora povec´alo red (dimenziju) dinamicˇkog sustava. To nadalje znacˇi da
totalnu energiju sustava viˇse ne mozˇemo koristiti kao Lyapunovljevu funkciju nego ju
moramo prosˇiriti dodatnim cˇlanovima sˇto ima za posljedicu bitno slozˇeniju analizu sta-
bilnosti.
3 Svojstva analiticˇkog
neizrazitog regulatora
Znacˇajan problem kod konvencionalnih neizrazitih regulatora je problem eksponenci-
jalnog porasta broja pravila ponasˇanja s porastom broja ulazno-izlaznih varijabli sustava
[62]. Posljedica toga je da primjena klasicˇnih neizrazitih regulatora na multivarijabilne
sustave poput robota, u uvjetima upravljanja u realnom vremenu, postaje vrlo zahtjevna
sa stanoviˇsta racˇunske kompleksnosti kao i kompleksnosti same sinteze regulatora.
Problem eksponencijalnog porasta broja pravila ponasˇanja s porastom broja ulazno-
izlaznih varijabli sustava mozˇe se rjesˇiti primjenom analiticˇkog neizrazitog regulatora ili
neizrazitog regulutara bez baze pravila ponasˇanja, [19, 20, 21]. Glavna znacˇajka nave-
denog pristupa je definicija analiticˇke funkcije za odred¯ivanje centara izlaznih neizrazitih
skupova, umjesto definicije baze pravila ponasˇanja. Analiticˇka funkcija omoguc´ava di-
rektan postupak nelinearnog preslikavanja ulaznih varijabli na centre izlaznih neizrazitih
skupova, koji se jednostavno implementira u regulacijskom algoritmu. Na taj nacˇin broj
ulaznih i izlaznih varijabli kao i broj neizrazitih skupova nije ogranicˇen eksponencijalnim
rastom broja pravila ponasˇanja jer nema baze pravila ponasˇanja.
3.1. Sinteza analiticˇkog neizrazitog regulatora
Sinteza analiticˇkog neizrazitog regulatora ukljucˇuje postupak omeksˇavanja (engl.
fuzzyfication) ulaznih varijabli, odlucˇivanje i postupak izosˇtravanja (engl. defuzzyfi-
cation) izlaznih varijabli a izostavlja se konvencionalni proces definiranja baze pravila
ponasˇanja.
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3.1.1. Definiranje funkcije pripadnosti
U fazi omeksˇavanja ulaznih varijabli prvo se definira funkcija pripadnosti neizrazitom
skupu. Modificirani kosinusni oblik funkcija pripadnosti uz ε−β distribuciju razmatran
je u [19, 20, 21], dok je Gaussov oblik funkcija pripadnosti razmatran u [63].
Funkciju pripadnosti oznacˇit c´emo sa sji (xj), j = 1, ...,m, i = 1, ..., Nj, gdje je
xj ulazna varijabla, m je broj ulaznih varijabli a Nj je broj neizrazitih skupova koji
pripadaju j-toj ulaznoj varijabli. Funkcija sji (xj) je pozitivna, ogranicˇena, 0 ≤ sji (xj) ≤
1, i simetricˇna, sji (xj) = s
j
i (−xj).
Za funkciju pripadnosti uzet c´emo modificiranu Gaussovu funkciju
sji (xj) = γ
j
i + γ¯
j
i exp(−αjix2j − βji |xj|), (3.1)
gdje je γ¯ji = 1−γji i vrijedi 0 < γji < 1. Vidimo da funkcija sji (xj) ima slijedec´a svojstva
sji (xj) =
{
1, za xj = 0
γji , za xj → ±∞
. (3.2)
U terminologiji neizrazitih sustava navedena svojstva znacˇe da varijabla xj = 0 pri-
pada neizrazitom skupu s maksimalnom tezˇinom 1, a sve ostale vrijednosti xj s tezˇinom
manjom od 1.
3.1.2. Postupak odlucˇivanja ili inferencije
Za odred¯ivanje aktivacijske funkcije izlaznog neizrazitog skupa u postupku inferencije
koriˇsten je sum-prod operator umjesto konvencionalnog max-min operatora. Primjena
sum-prod omoguc´uje jednostavan analiticˇki prikaz aktivacijske funkcije [19, 20, 21]
ωj(xj) =
Nj∑
i=1
sji (xj), j = 1, ...,m, (3.3)
Aktivacijska funkcija ωj(xj) oznacˇava stupanj pripadnosti ulazne varijable xj svim ulaznim
neizrazitim skupovima.
Uz uvjet da je funkcija ωj(xj) monotono opadajuc´a u odnosu na |xj| slijedi da akti-
vacijska funkcija ima slijedec´e granicˇne vrijednosti
ωj(xj) =

max
xj
ωj(xj) = Nj, za xj = 0
min
xj
ωj(xj) = N¯j =
Nj∑
i=1
γji , za xj → ±∞
. (3.4)
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Umjesto definiranja baze neizrazitih pravila ponasˇanja, definirat c´e se analiticˇka
funkcija za odred¯ivanje polozˇaja centara izlaznih neizrazitih skupova na osnovu slijedec´eg
razmatranja. Sˇto je funkcija pripadnosti ulazne varijable manja to je udaljenost xj od
nule vec´a. U skladu s tim, sˇto je pogresˇka upravljanja xj vec´a to upravljacˇka varijabla
treba biti vec´a. Posljedicˇno i apsolutna pozicija centra odgovarajuc´eg izlaznog neizrazi-
tog skupa treba biti vec´a.
Na osnovu navedenog razmatranja, poziciju centara izlaznih neizrazitih skupova
racˇunamo prema modificiranom izrazu [19, 20, 21]
yCj(xj) = KCjµj
(
1− ωj(xj)
Nj
)
sign(xj). (3.5)
gdje je KCj pojacˇanje centara izlaznih neizrazitih skupova a µj = 1/(1 − N¯j/Nj) je
faktor normalizacije koji osigurava da je yCj(xj) monotono rastuc´a funkcija u intervalu
−KCj ≤ yCj(xj) ≤ KCj. Pojacˇanje KCj omoguc´uje prilagod¯avanje pozicije centra
izlaznog neizrazitog skupa domeni izlazne varijable.
Tvrdnja da je yCj(xj) monotono rastuc´a funkcija proizlazi direktno na osnovu izraza
(3.5) i cˇinjenice da je ωj(xj) monotono opadajuc´a funkcija u odnosu na |xj|. Nadalje,
na osnovu izraza (3.5) mozˇemo vidjeti da je funkcija yCj(xj) antisimetricˇna, yCj(−xj) =
−yCj(xj), s granicˇnim vrijednostima
yCj(xj) =

−KCj, za xj → −∞
0, za xj = 0
KCj, za xj → +∞
. (3.6)
Za dobivanje kombiniranog oblika izlaznog neizrazitog skupa s0(y) koriˇstena je corr-
prod inferencija (engl. correlation-product inference)
s0(y) =
m∑
j=1
ωj(xj)sBj(y), (3.7)
gdje je sBj(y) funkcija pripadnosti izlaznog neizrazitog skupa Bj kojem je pozicija centra
definirana sa (3.5). Vidimo da svaka ulazna varijabla xj aktivira odgovarajuc´i izlazni
neizraziti skup Bj sa stupnjem ωj(xj) i istovremeno odred¯uje poziciju njegovog centra
u svakom trenutku vremena. Dakle, pozicije centara izlaznih neizrazitih skupova su
dinamicˇke velicˇine a ne staticˇke kao u konvencionalnom pristupu.
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3.1.3. Postupak izosˇtravanja ili defuzzyfikacije
S ciljem dobivanja izrazite, numericˇke, vrijednosti upravljacˇke varijable, u postupku
defuzzyfikacije koristi se metoda tezˇiˇsta [64]
u(x1, ..., xm) =
∫
ys0(y)dy∫
s0(y)dy
, (3.8)
gdje se integracija vrsˇi po cijelom podrucˇju definicije izlazne upravljacˇke varijable. Po-
lazec´i od definicijske jednadzˇbe (3.8) mozˇe se izvesti analiticˇka ovisnost izlazne upravl-
jacˇke varijable u o ulaznim varijablama xj, j = 1, 2, ...,m [19, 20, 21]
u(x1, ..., xm) =
m∑
j=1
ωj(xj)yCj(xj)Ij
m∑
j=1
ωj(xj)Ij
(3.9)
gdje je Ij povrsˇina j-og izlaznog neizrazitog skupa,
Ij =
∫
sBj(y)dy. (3.10)
S obzirom da postoji beskonacˇno mnogo funkcija sBj(y) koje imaju istu povrsˇinu Ij, oblik
izlaznog neizrazitog skupa nema bitnu ulogu nego samo njegova povrsˇina. To znacˇi da
se konstanta Ij mozˇe tretirati kao nezavisni adaptacijski parametar poput parametara
αji , β
j
i , γ
j
i . Detaljan izvod izraza (3.9) mozˇe se nac´i u [19].
3.2. Svojstva analiticˇkog neizrazitog regulatora
Svojstvo 1. Funkcija ωj(xj) je monotono opadajuc´a u odnosu na |xj|,
dωj(xj)
d|xj| < 0, (3.11)
za sve vrijednosti parametara αji ≥ 0, βji ≥ 0, γji ≥ 0.
Dokaz. Ako deriviramo (3.3) po |xj| koristec´i (3.1) dobivamo
Nj∑
i=1
(2αji |xj|+ βji )γ¯ji e(−α
j
ix
2
j−βji |xj |) ≥ 0. (3.12)
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Slika 3.1: Ilustracija svojstava eksponencijalnih funkcija.
Gornja nejednakost vrijedi ako su zadovoljene slijedec´e nejednadzˇbe: αji ≥ 0, βji ≥ 0,
γji ≥ 0. 
Svojstvo 2. Derivacija od yCj(xj) je pozitivna i ogranicˇena funkcija koja zadovoljava
slijedec´u ocjenu
0 <
dyCj(xj)
dxj
≤ max
xj
yCj,xji(xj), (3.13)
gdje je
max
xj
yCj,xj(xj) ≤
 KCjµj γ¯
j
i β
j
M , za
√
2αjM < β
j
M
KCjµj γ¯
j
i
√
2αjM , za
√
2αjM ≥ βjM
, (3.14)
dok su αjM = max{αj1, ..., αjn} i βjM = max{βj1, ..., βjn}.
Dokaz. S obzirom da je yCj(xj) monotono rastuc´a antisimetricˇna funkcija slijedi
da c´e njena derivacija biti pozitivno definitna simetricˇna funkcija. Gornju granicu na
derivaciju funkcije yCj(xj) mozˇemo nac´i na slijedec´i nacˇin. Ako deriviramo funkciju
yCj(xj) po xj za x ≥ 0, dobivamo
dyCj(xj)
dxj
= −KCjµj
Nj
dωj(xj)
dxj
, (3.15)
odnosno, koristec´i (3.1) imamo
dyCj(xj)
dxj
=
KCjµj
Nj
Nj∑
i=1
(2αjixj + β
j
i )γ¯
j
i e
(−αjix2j−βji xj). (3.16)
Ako gornju nejednakost ocjenimo koristec´i slijedec´i izraz (slika 3.1.)
cme
(−aMx2−bM |x|) ≤ 1
N
N∑
i=1
cie
(−aix2−bi|x|) ≤ cMe(−amx2−bm|x|), (3.17)
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gdje su cm = min{c1, ..., cN}, cM = max{c1, ..., cN}, itd., dobivamo
dyCj(xj)
dxj
≤ fM(xj) = KCjµj(2αjMxj + βjM)γ¯jMe(−α
j
mx
2
j−βjmxj). (3.18)
Slijedec´i korak je odred¯ivanje vrijednosti varijable xj = x
∗
j za koju gornja ocjena ima
maksimalnu vrijednost. Deriviranjem fM(xj) po xj i izjednacˇavanjem dobivenog izraza
s nulom, dobivamo
dfM(xj)
dxj
= KCjµj(2α
j
M − (2αjMxj + βjM)2)γ¯jMe(−α
j
mx
2
j−βjmxj) = 0, (3.19)
odnosno
2αjM = (2α
j
Mx
∗
j + β
j
M)
2. (3.20)
Iz gornjeg izraza slijedi
x∗j =
√
2αjM − βjM
2αjM
. (3.21)
S obzirom da je x ≥ 0, gornji izraz je definiran za
√
2αjM ≥ βjM . U slucˇaju da
navedeni uvjet nije ispunjen to znacˇi da je maksimum funkcije fM(xj) u x
∗
j = 0.
Uvrsˇtavanjem izraza (3.21) u (3.18), imajuc´i u vidu da je eksponencijalna funkcija u
navedenom izrazu manja od 1, dobivamo
dyCj(xj)
dxj
≤ KCjµj γ¯ji
√
2αjM . (3.22)
U slucˇaju da je
√
2αjM < β
j
M , imamo x
∗
j = 0, odnosno
dyCj(xj)
dxj
≤ KCjµj γ¯ji βjM , (3.23)
cˇime smo dokazali ocjenu (3.14). 
Izraz (3.14) mozˇemo prikazati na kompaktniji nacˇin
max
xj
yCj,xj(xj) ≤ KCjµj γ¯ji max
{
βjM ,
√
2αjM
}
. (3.24)
Navedena svojstva analiticˇkog neizrazitog regulatora ilustrirana su na slici 3.2. Na
slici 3.2.a vidimo prikaz tri funkcije pripadnosti i odgovarajuc´u aktivacijsku funkciju
(podjeljenu s brojem funkcija pripadnosti). Na slici 3.2.b vidimo prikaz funkcije pozicije
centara izlaznog neizrazitog skupa yC(x). Na slici 3.2.c vidimo prikaz derivacije funkcije
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Slika 3.2: Ilustracija svojstva analiticˇkog neizrazitog regulatora.
yC(x) po varijabli x kao i funkcije yC(x)/x. Vidimo da su obe funkcije pozitivne i
ogranicˇene u cijelom intervalu varijable x. Na slici 3.2.d vidimo prikaz integrala funkcije
yC(x) po varijabli x kao i funkcije x·yC(x). Vidimo da su obe funkcije pozitivno definitne
u cijelom intervalu varijable x.
3.3. Svojstva analiticˇkog neizrazitog
PID regulatora
S obzirom da u radu razmatramo analiticˇki neizraziti PID regulator koji ima tri
ulaza i jedan izlaz po svakom stupnju slobode gibanja, razmotrit c´emo osnovna svojstva
navedenog regulatora bitna za analizu stabilnosti.
Ako kao ulazne varijable analiticˇkog neizrazitog regulatora (3.9) za i-ti stupanj slo-
bode gibanja stavimo xi1 = q˜i, xi2 = q˙i, xi3 =
∫ t
0
q˜i(τ)dτ , gdje je q˜i = qi− qdi odstupanje
od zˇeljenog regulacijskog stanja qdi, dobit c´emo analiticˇki neizraziti PID regulator. U
matricˇnoj notaciji, za navedene ulazne varijable, izraz (3.9) mozˇe se prikazati na slijedec´i
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nacˇin
u = −ΨP (x¯)ϕP (q˜)−ΨD(x¯)ϕD(q˙)−ΨI(x¯)ϕI(ν), (3.25)
ν˙ = q˜. (3.26)
gdje je x¯ = [q˜T q˙T νT ]T vektor stanja dimenzije (3n × 1), Ψj(x¯) ≡ Ψj(q˜, q˙, ν),
j = P, I,D, je pozitivna dijagonalna matricˇna funkcija dimenzije (n× n)
Ψj(q˜, q˙, ν) = diag{ψj1(q˜1, q˙1, ν1), ..., ψjn(q˜n, q˙n, νn)}, (3.27)
a ϕj(χj), j = P, I,D, (χP = q˜, χD = q˙, χI = ν), je vektorska funkcija
ϕj(χj) = [ϕj1(χj1) ϕj2(χj2) ... ϕjn(χjn)]
T . (3.28)
Eksplicitni oblik navedenih funkcija slijedi direktno iz (3.9),
ψji(q˜i, q˙i, νi) =
Ijiωji(χji)∑
k=P,I,D
Ikiωki(χki)
=
Ijiωji(χji)
IPiωPi(q˜i) + IDiωDi(q˙i) + IIiωIi(νi)
, (3.29)
ϕji(χji) = yCji(χji) = KCjiµji
(
1− ωji(χji)
Nji
)
sign(χji), (3.30)
gdje je j = P, I,D, i = 1, ..., n i χPi = q˜i, χDi = q˙i, χIi = νi, i
ωji(χji) =
Nji∑
k=1
sjik (χji), (3.31)
sjik (χji) = γ
ji
k + γ¯
ji
k exp(−αjik χ2ji − βjik |χji|). (3.32)
Slijedec´a svojstva funkcija ψji(q˜i, q˙i, νi) i ϕji(χji) su vazˇna za analizu stabilnosti.
Svojstvo 1. Funkcija ψji(q˜i, q˙i, νi) je pozitivna i ogranicˇena
0 < min
x¯
ψji(x¯) ≤ ψji(x¯) ≤ max
x¯
ψji(x¯), ∀ x¯ ∈ R3n (3.33)
gdje su
min
x¯
ψji(x¯) =
IjiN¯ji
IjiN¯ji +
∑
k 6=j IkiNki
, max
x¯
ψji(x¯) =
IjiNji
IjiNji +
∑
k 6=j IkiN¯ki
. (3.34)
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Slika 3.3: Ovisnost nelinearnog propor-
cionalnog pojacˇanja ΨP (q˜, q˙) o q˜ i q˙.
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Slika 3.4: Ovisnost nelinearnog derivaci-
jskog pojacˇanja ΨD(q˜, q˙) o q˜ i q˙.
Dokaz. Ako brojnik i nazivnik izraza (3.29) podijelimo sa Ijiωji(χji) dobit c´emo
min
x¯
ψji(x¯) =
[
max
x¯
(
1 +
1
Ijiωji(χji)
∑
k 6=j
Ikiωki(χki)
)]−1
=
=
[(
1 +
1
min
x¯
Ijiωji(χji)
max
x¯
∑
k 6=j
Ikiωki(χki)
)]−1
=
=
Ijimin
x¯
ωji(χji)
Ijimin
x¯
ωji(χji) +
∑
k 6=j
Ikimax
x¯
ωki(χki)
. (3.35)
S obzirom da je, u skladu s (3.4), max
x¯
ωki(χki) = Nki i min
x¯
ωki(χki) = N¯ki slijedi (3.34).
Na slicˇan nacˇin se mozˇe dokazati izraz za max
x¯
ψji(x¯). 
Na slikama 3.3. i 3.4. vidimo prikaz nelinearnih pojacˇanja ΨP (q˜, q˙) i ΨD(q˜, q˙) za
analiticˇki neizraziti PD regulator za aktivacijske funkcije ωP (q˜) = 0.2 + 0.8 exp(−2|q˜|),
ωD(q˙) = 0.2 + 0.8 exp(−2|q˙|), te IP = ID = 1.
Svojstvo 2. Derivacija od ϕji(χji) je pozitivna i ogranicˇena funkcija koja zadovol-
java slijedec´u ocjenu
0 < ϕji,χji(χji) ≤ max
χji
ϕji,χji(χji), (3.36)
dok je integral od ϕji(χji) pozitivno definitna i radijalno neogranicˇena funkcija
0 ≤
∫ χji
0
ϕji(ξ)dξ ≤ 1
2
max
χji
ϕji,χji(χji)χ
2
ji, (3.37)
Poglavlje 3. Svojstva analiticˇkog neizrazitog regulatora 29
gdje je
max
χji
ϕji,χji(χji) ≤
 KCjiµjiβ
ji
M , za
√
2αjiM < β
ji
M
KCjiµji
√
2αjiM , za
√
2αjiM ≥ βjiM
, (3.38)
odnosno
max
χji
ϕji,χji(χji) ≤ KCjiµjimax
{
βjiM ,
√
2αjiM
}
, (3.39)
dok su αjiM = max{αji1 , ..., αjin } i βjiM = max{βji1 , ..., βjin }.
Dokaz slijedi direktno iz (3.14).
Svojstvo 3. Kao direktna posljedica gore navedenih svojstava slijedi da funkcija
ϕji(χji) pripada sektoru [0,max
χji
ϕji,χji(χji)], odnosno
0 ≤ χjiϕji(χji) ≤ max
χji
ϕji,χji(χji)χ
2
ji. (3.40)
Imajuc´i u vidu ogranicˇenje −KCji ≤ ϕji(χji) ≤ KCji, mozˇemo dati slijedec´u precizniju
ocjenu funkcije ϕji(χji)
χjiϕji(χji) ≤

max
χji
ϕji,χji(χji)χ
2
ji, za |χji| ≤ KCjimax
χji
ϕji,χji(χji)
KCji|χji|, za |χji| > KCjimax
χji
ϕji,χji(χji)
. (3.41)
U matricˇnoj notaciji, izraz (3.40) postaje
0 ≤ χTj ϕj(χj) ≤ λM{ϕj,χj(χj)}‖χj‖2, (3.42)
gdje je ϕj,χj(χj) pozitivna dijagonalna matrica
ϕj,χj(χj) = diag{ϕj1,χj1(χj1), ..., ϕjn,χjn(χjn)}, (3.43)
dok je λM{ϕj,χj(χj)} maksimalna vlastita vrijednost navedene matrice
λM{ϕj,χj(χj)} = max{max
χj1
ϕj1,χj1(χj1), ...,max
χjn
ϕjn,χjn(χjn)}. (3.44)
Svojstvo 4. Postoji funkcija ϕmji(χji) takva da vrijedi
χjiϕji(χji) ≥ KCjiχjiϕmji(χji), (3.45)
gdje je
ϕmji(χji) =
(
1− e−βjim|χji|
)
sign(χji), (3.46)
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dok je βjim = min{βji1 , ..., βjin }.
Dokaz. S obzirom da je ϕji(χji) monotono rastuc´a antisimetricˇna funkcija, dovoljno
je dokazati da vrijedi ϕji(χji) ≥ KCjiϕmji(χji), za χji ≥ 0, odnosno
ϕji(χji) = KCjiµji
1− 1
Nji
Nji∑
k=1
(
γjik + γ¯
ji
k e
−αjik χ2ji−βjik χji
) =
= KCji − KCjiµji
Nji
Nji∑
k=1
γ¯jik e
−αjik χ2ji−βjik χji ≥ KCji −KCjie−β
ji
m|χji|, (3.47)
gdje smo koristili µji = 1/(1− N¯ji/Nji), N¯ji =
∑Nji
k=1 γ
ji
k . Nejednadzˇba (3.47) poprima
slijedec´i oblik
µji
Nji
Nji∑
k=1
γ¯jik e
−αjik χ2ji−βjik χji ≤ e−βjim|χji|. (3.48)
Ako gornju nejednakost ocjenimo koristec´i slijedec´i izraz
cse
(−aMx2−bM |x|) ≤ 1
N
N∑
i=1
cie
−aix2−bi|x| ≤ cse(−amx2−bm|x|), (3.49)
gdje su cs =
1
N
∑N
i=1 ci, am = min{a1, ..., aN}, aM = max{a1, ..., aN}, itd., dobivamo
e−β
ji
m|χji| − µjiγ¯jis e−α
ji
mχ
2
ji−βjimχji ≥ 0. (3.50)
S obzirom da je
µjiγ¯
ji
s = µji
1
Nji
Nji∑
k=1
γ¯jik = µji
1
Nji
Nji∑
k=1
(1− γjik ) = µji
1− 1
Nji
Nji∑
k=1
γjik
 =
= µji
(
1− N¯ji
Nji
)
= µji
1
µji
= 1, (3.51)
nejednakost (3.50) postaje
e−β
ji
m|χji|
(
1− e−αjimχ2ji
)
≥ 0. (3.52)
Gornji izraz je ocˇigledno zadovoljen za sve vrijednosti χji ≥ 0, cˇime je nejednakost (3.45)
dokazana. 
U matricˇnoj notaciji, izraz (3.45) postaje
χTj ϕj(χj) ≥ χTj KCjϕmj (χj) ≥ λm{KCj}χTj ϕmj (χj), (3.53)
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gdje je ϕmj (χj) = [ϕ
m
j1(χj1) ... ϕ
m
jn(χjn)]
T .
Takod¯er, na slicˇan nacˇin mozˇemo dokazati slijedec´e poopc´enje svojstva (3.45)
χji[ϕji(χji + χˆji)− ϕji(χˆji)] ≥ KCjie−β
ji
m|χˆji|χjiϕmji(χji). (3.54)
Nadalje, maksimalna vrijednost derivacije od ϕmji(χji) je
max
χji
dϕmji(χji)
dχji
= βjim (3.55)
Svojstvo 5. Postoji pozitivna dijagonalna matrica Φj(χj) takva da je
ϕj(χj) = Φj(χj)χj, (3.56)
sa svojstvom
0 < χTj Φj(χj)χj ≤ λM{ϕj,χj(χj)}‖χj‖2. (3.57)
Dokaz. Ako jednadzˇbu (3.56) pomnozˇimo s lijeve strane sa χTj te dobiveni izraz
usporedimo s (3.42) dobivamo ocjenu (3.57). 
Nadalje, imamo Φmj (χj) takav da vrijedi ϕ
m
j (χj) = Φ
m
j (χj)χj.
Vrijedi slijedec´a nejednakost
χTj Ψj(x)ϕj(χj) ≥ λm{Ψj}χTj KCjϕmj (χj) = λm{Ψj}χTj KCjΦmj (χj)χj ≥
≥ λm{Ψj}λm{KCj}χTj Φmj (χj)χj. (3.58)
Svojstvo 6. Postoji pozitivno definitna dijagonalna matrica ΨP (x) takva da je
zadovoljena slijedec´a nejednakost
q˜TΨP (x)ϕP (q˜) + q˜
T (g(q)− g(qd)) ≥ k¯1q˜TϕmP (q˜), (3.59)
gdje su
k¯1 = λm{ΨP}λm{KCP} − kminCP > 0, (3.60)
ϕmPi(q˜i) =
(
1− e−βPim |q˜i|
)
sign(q˜i), (3.61)
kminCPi =
2kv(
1− e−βPim 2kvkg
) . (3.62)
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Slika 3.5: Ilustracija ocjene gravitacijske sile.
Dokaz. S obzirom da vrijedi slijedec´a ocjena
q˜TΨP (x)ϕP (q˜) + q˜
T (g(q)− g(qd)) ≥
≥ λm{ΨP}q˜TKCPϕmP (q˜) + q˜T (g(q)− g(qd)) ≥
≥ λm{ΨP}λm{KCP}q˜TϕmP (q˜) + q˜T (g(q)− g(qd)) ≥ 0, (3.63)
slijedi
λm{ΨP}λm{KCP}q˜TϕmP (q˜) + q˜T (g(q)− g(qd)) ≥ 0. (3.64)
Gornja nejednakost u vektorskoj notaciji c´e vrijediti ako vrijede slijedec´e nejadnokosti
po komponentama vektora
q˜i[λm{ΨP}λm{KCP}ϕmPi(q˜i) + (gi(q)− gi(qd))] ≥
≥ q˜i[λm{ΨP}λm{KCP}ϕmPi(q˜i)− kminCPiϕmPi(q˜i)] ≥ 0, i = 1, 2, ..., n. (3.65)
Ako usporedimo funkciju (3.61) s (2.28) vidimo da c´e funkcija kminCPiϕ
m
Pi(q˜i) dodirivati
funkciju (gi(q)− gi(qd)) u tocˇki |q˜i| = 2kv/kg, u kojoj c´e vrijednosti za obje funkcije biti
jednake 2kv, dok c´e za sve ostale vrijednosti varijable q˜i funkcija k
min
CPiϕ
m
Pi(q˜i) biti vec´a
od funkcije (gi(q)− gi(qd)). 
Na slici 3.5. vidimo ilustraciju ocjene gravitacijske sile pomoc´ufunkcije kminCPiϕ
m
Pi(q˜i).
4 Globalno stabilna
regulacija mehanicˇkih
sustava
Jedna od prvih primjena Lyapunovljeve analize stabilnosti u robotici je analiza sta-
bilnosti robota vod¯enog PD regulatorom s kompenzacijom gravitacije, [34]. Za navedeni
upravljacˇki sustav dokazana je globalna asimptotska stabilnost, kao sˇto smo to pokazali
u drugom poglavlju. Med¯utim, nedostatak PD regulatora s kompenzacijom gravitacije je
u potrebi tocˇnog poznavanja gravitacijske sile, ako se zˇeli postic´i asimptotska stabilnost.
Ako se izostavi gravitacijska sila iz upravljacˇkog zakona, i dalje c´emo imati globalnu
stabilnost ali ne i asimptotsku, odnosno imat c´emo trajno regulacijsko odstupanje, [23].
Gravitacijska sila ovisi o parametrima robota koji obicˇno nisu tocˇno poznati, pogo-
tovo ako robot manipulira s objektima razlicˇitih tezˇina i oblika koji unose dodatne
neodred¯enosti u parametre masa i momenata inercija. Da bi se izbjegla parametarska
neodred¯enost gravitacijske sile predlozˇena je adaptivna verzija PD regulatora [65] koja
garantira globalnu asimptotsku stabilnost. Navedeni pristup je specijalan slucˇaj opc´en-
itijeg pristupa adaptivnom upravljanju mehanicˇkih sustava [32, 33, 66]. Med¯utim, os-
novni problem kod navedenog pristupa je da se i dalje treba poznavati matematicˇka
struktura gravitacijske sile u obliku regresijske matrice.
S druge strane, vec´ina industrijskih robota koristi linearni PID regulator koji ne zahti-
jeva poznavanje bilo koje komponente dinamike robota u zakonu vod¯enja. Poznato je da
linearni, decentralizirani PID regulator, s odgovarajuc´im pojacˇanjima, mozˇe asimptotski
stabilizirati robota u bilo kojoj zˇeljenoj poziciji bez regulacijskog odstupanja. Jednos-
tavnost i neovisnost o poznavanju matematicˇkog modela objekta upravljanja, glavni su
razlozi zasˇto su linearni PID regulatori josˇ uvijek dominantni u regulaciji industrijskih
robota.
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Med¯utim, mehanicˇki sustavi vod¯eni linearnim PID regulatorom garantiraju jedino
lokalnu asimptotsku stabilnost, [67], [68], [25]. Detaljnom analizom dokaza mozˇe se
vidjeti da kvadraticˇna ovisnost Coriolisove matrice o brzinama onemoguc´uje postizanje
globalne asimptotske stabilnosti. Zbog navedenog razloga nuzˇna je primjena nelinearnog
PID regulatora s ciljem postizanja globalne asimptotske stabilnosti.
Nelinearni PID regulator koji osigurava globalnu asimptotsku stabilnost prikazan
je u [69] a temeljen je na modifikaciji adaptivnog PD regulatora [65]. U radu [69] je
pokazano da je globalna stabilnost ocˇuvana ako se regresijska matrica zamjeni konstant-
nom matricom. S obzirom da je regresijska matrica konstantna, zakon vod¯enja se mozˇe
interpretirati kao nelinearni PID regulator kojim se postizˇe globalna asimptotska sta-
bilnost preko normalizacije nelinearnosti u integralnom cˇlanu regulatora. Drugi pristup
globalnoj asimptotskoj stabilizaciji je koriˇstenje saturacijske funkcije u integratoru [70]
kojom se postizˇe slicˇan efekt kao normalizacijom u [69]. Oba navedena regulatora imaju
linearni derivacijski cˇlan, linearni ili saturirani proporcionalni cˇlan i nelinearni cˇlan u
integratoru. Jedinstven pristup za oba navedena regulatora koji pripadaju klasi PD
regulatora s nelinearnim integralnim cˇlanom (PD+NI), dan je u [71].
Alternativni pristup globalnoj regulaciji robota je tzv. PIdD regulator [72]. PIdD
se mozˇe shvatiti kao obicˇni PD regulator kojemu je integralno djelovanje dodano nakon
nekog tranzijentnog perioda. Ideja ovog pristupa je spajanje jednog globalnog i lokalnog
regulatora. S PD regulatorom omoguc´uje se globalna regulacija s regulacijskim odstu-
panjem unutar domene atrakcije PID regulatora s kojim se, nakon ukljucˇivanja, postizˇe
lokalna asimptotska stabilnost.
Svi navedeni regulatori mogu globalno stabizirati samo robote sa rotacijskim stu-
pnjevima slobode.
U prvom dijelu ovog poglavlja prikazat c´emo jedan alternativni pristup analizi stabil-
nosti mahanicˇkih sustava vod¯enih linearnim i saturiranim PID regulatorom [73]. Ana-
liza stabilnosti primjenom navedenog pristupa ima neke bitne prednosti u odnosu na
postojec´e analize. Kao prvo, dobivaju se jednostavniji kriteriji stabilnosti iz kojih su
eliminirane nespecificirane pomoc´ne konstante bez fizikalnog znacˇenja. Nadalje, nave-
deni pristup omoguc´uje dublji uvid u problem globalne regulacije mehanicˇkih sustava i
sintezu novih tipova regulatora koji osiguravaju globalnu stabilnost sustava. U drugom
dijelu ovog poglavlja analizira se novi pristup globalnoj stabilizaciji primjenom neline-
arnog derivacijskog cˇlana. Navedeni regulator, za razliku od postojec´ih, u stanju je
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globalno stabilizirati i robote s mijesˇanim rotacijsko-translacijskim stupnjevima slobode
gibanja [74].
4.1. Analiza stabilnosti uz primjenu linearnog
PID regulatora
Razmatramo stabilnost robota s rotacijskim stupnjevima slobode gibanja vod¯enog
linearnim PID regulatorom
M(q)q¨ + C(q, q˙)q˙ + g(q) = u, (4.1)
u = −KP q˜ −KDq˙ −KIν, (4.2)
ν˙ = q˜, (4.3)
gdje je q˜ = q − qd regulacijsko odstupanje od zˇeljene pozicije qd, dok su KP , KD, KI
pozitivne, dijagonalne matrice pojacˇanja. Blok shema regulacijskog kruga prikazana je
na slici 4.1.
Prvi korak je da sustav jednadzˇbi (4.1)-(4.3) transformiramo u oblik s nultim sta-
cionarnim stanjem. U stacionarnom stanju imamo q˙ = 0, q˜ = 0 i g(qd) = −KIν∗, gdje je
ν∗ stacionarno stanje varijable ν. Ako uvedemo novu varijablu z = ν−ν∗ = ν+K−1g(qd),
dobivamo slijedec´i sustav jednadzˇbi
M(q)q¨ + C(q, q˙)q˙ + g(q)− g(qd) = −KP q˜ −KDq˙ −KIz, (4.4)
z˙ = q˜, (4.5)
koji ima stacionarno stanje u q˙ = 0, q˜ = 0, z = 0.
4.1.1. Konstrukcija Lyapunovljeve funkcije
U slucˇaju upravljanja robotom PD regulatorom konstrukcija Lyapunovljeve funkcije
bila je relativno jednostavna. Energiji robota, koja predstavlja Lyapunovljevu funkciju
mehanicˇkog sustava bez upravljacˇkog djelovanja, dodan je tzv. virtualni potencijal pro-
porcionalnog cˇlana regulatora, dok je derivacijski cˇlan bio analogan viskoznom trenju
sustava.
U slucˇaju PID regulatora situacija se bitno komplicira zbog toga sˇto integratori
povec´avaju red dinamicˇkog sustava. Na taj nacˇin sustav od 2n diferencijalnih jednadzˇbi
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Slika 4.1: Blok shema regulacije linearnim PID regulatorom.
(robot s PD regulatorom), dodavanjem integratora postaje sustav od 3n diferencijalnih
jednadzˇbi.
Poznato je da ne postoji opc´enita metodologija konstrukcije Lyapunovljeve funkcije
za opc´u klasu nelinearnih dinamicˇkih sustava. Med¯utim, u slucˇaju mehanicˇkih sustava
poznata je struktura matematicˇkog modela, u obliku nelinearne matricˇne diferencijalne
jednadzˇbe drugog reda, koja olaksˇava pronalazˇenje odgovarajuc´e Lyapunovljeve funkcije.
Osnovna ideja u konstrukciji Lyapunovljeve funkcije za sustav (4.4)-(4.5) je da jed-
nadzˇbu (4.4) pomnozˇimo s odgovarajuc´om linearnom kombinacijom varijabli stanja
y = q˙ + αq˜ cˇime dobivamo
q˙TM(q)q¨ + q˙TC(q, q˙)q˙ + q˙T (g(q)− g(qd)) + q˙TKP q˜ + q˙TKDq˙ + q˙TKIz +
+α
[
q˜TM(q)q¨ + q˜TC(q, q˙)q˙ + q˜T (g(q)− g(qd)) +
+ q˜TKP q˜ + q˜
TKDq˙ + q˜
TKIz
]
= 0. (4.6)
Gornji izraz predstavlja nelinearnu diferencijalnu formu koja se mozˇe, odgovarajuc´im
manipulacijama pojedinih cˇlanova, separirati na slijedec´i oblik
dV (q˜, q˙, z)
dt
= −W (q˜, q˙, z), (4.7)
gdje je funkcija V (q˜, q˙, z) kandidat za Lyapunovljevu funkciju a funkcija −W (q˜, q˙, z) kan-
didat za njenu derivaciju. Da bi funkcija V (q˜, q˙, z) bila Lyapunovljeva funkcija, funkcije
V i W moraju biti pozitivno definitne, V (q˜, q˙, z) > 0, W (q˜, q˙, z) > 0, ili pozitivno
semidefinitne, W (q˜, q˙) > 0.
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Med¯utim, postupak transformacije izraza (4.6) u oblik (4.7) nije jedinstven, odnosno,
postoji veliki broj razlicˇitih funkcija V i W za istu diferencijalnu formu (4.6). Drugim
rijecˇima, samo mali broj od ukupno moguc´eg broja funkcija V i W zadovoljava uvjet
pozitivne (semi)definitnosti, i to uz odred¯ene uvjete na parametre sustava. To prakticˇno
znacˇi da c´e kriteriji stabilnosti ovisiti o izboru funkcija V i W kao i o postupku ocjene
njihove pozitivne definitnosti.
Sada c´emo detaljno prikazati postupak transformacije izraza (4.6) u oblik (4.7). Poc´i
c´emo od najjednostavnijih cˇlanova nelinearne diferencijalne forme (4.6). Direktno mo-
zˇemo vidjeti da vrijede slijedec´i izrazi
q˙TKP q˜ =
d
dt
(
1
2
q˜TKP q˜
)
, (4.8)
αq˜TKDq˙ =
d
dt
(
1
2
αq˜TKDq˜
)
. (4.9)
Na osnovu definicije gravitacijske sile (2.8) imamo
q˙T (g(q)− g(qd)) = d
dt
(
U(q)− U(qd)− q˜Tg(qd)
)
, (4.10)
gdje je cˇlan −U(qd) na desnoj strani integracijska konstanta koja osigurava da Lyapu-
novljeva funkcija zadovoljava uvjet V (0, 0, 0) = 0.
Nadalje, iz slijedec´ih izraza
d
dt
(
1
2
q˙TM(q)q˙
)
= q˙TM(q)q¨ +
1
2
q˙TM˙(q)q˙, (4.11)
d
dt
(
q˜TM(q)q˙
)
= q˙TM(q)q˙ + q˜TM˙(q)q˙ + q˜TM(q)q¨, (4.12)
d
dt
(
q˜TKIz
)
= q˙TKIz + q˜
TKI z˙ = q˙
TKIz + q˜
TKI q˜, (4.13)
d
dt
(
1
2
zTKIz
)
= z˙TKIz = q˜
TKIz, (4.14)
mozˇemo dobiti cˇlanove q˙TM(q)q¨, αq˜TM(q)q¨, q˙TKIz i αq˜
TKIz iz nelinearne diferencijalne
forme (4.6),
q˙TM(q)q¨ =
d
dt
(
1
2
q˙TM(q)q˙
)
− 1
2
q˙TM˙(q)q˙, (4.15)
αq˜TM(q)q¨ =
d
dt
(
αq˜TM(q)q˙
)− αq˙TM(q)q˙ − αq˜TM˙(q)q˙, (4.16)
q˙TKIz =
d
dt
(
q˜TKIz
)− q˜TKI q˜, (4.17)
αq˜TKIz =
d
dt
(
1
2
αzTKIz
)
. (4.18)
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Ako sada uvrstimo izraze (4.8)-(4.10) te izraze (4.15)-(4.18) u jednadzˇbu (4.6), do-
bivamo
dV (q˜, q˙, z)
dt
= −W (q˜, q˙) + 1
2
q˙T (M˙(q)− 2C(q, q˙))q˙, (4.19)
gdje je V (q˜, q˙, z) = V1(q˜, q˙) + V2(q˜, z),
V1 =
1
2
q˙TM(q)q˙ + αq˜TM(q)q˙ +
1
2
αq˜TKDq˜, (4.20)
V2 =
1
2
q˜TKP q˜ + U(q)− U(qd)− q˜Tg(qd) + q˜TKIz + 1
2
αzTKIz, (4.21)
i W (q˜, q˙) =W1(q˜, q˙) +W2(q˜),
W1 = q˙
T (KD − αM(q))q˙ + αq˜T (C(q, q˙)− M˙(q))q˙, (4.22)
W2 = q˜
T (αKP −KI)q˜ + αq˜T (g(q)− g(qd)). (4.23)
Drugi cˇlan na desnoj strani izraza (4.19) jednak je nuli zbog antisimetricˇnosti matrice
M˙(q)− 2C(q, q˙).
Vec´ povrsˇnom analizom funkcija V i W vidimo da funkcija V zadovoljava nuzˇne
uvjete za Lyapunovljevu funkciju zbog toga sˇto ima pozitivno definitne kvadraticˇne
cˇlanove po varijablama stanja q˜, q˙ i z, dok je funkcija W (q˜, q˙) pozitivno semidefintna
uz odred¯ene uvjete na parametre regulatora. S obzirom da funkcija V ima i nedefinitne
cˇlanove q˜TM(q)q˙ i q˜TKIz, kao uvjet pozitivne definitnosti nije dovoljna samo pozitivnost
matrica pojacˇanja KP , KD, KI . Nadalje, funkcije V i W sadrzˇe neodred¯eni parame-
tar α, koji nema nikakvog fizikalnog znacˇenja (nije parametar mehanicˇkog sustava niti
regulatora), te se zbog toga mozˇe nac´i u konacˇnim kriterijima stabilnosti, [8], [68].
Dekompozicija funkcija V (q˜, q˙, z) = V1(q˜, q˙) + V2(q˜, z) i W (q˜, q˙) = W1(q˜, q˙) +W2(q˜)
je kljucˇna za jednostavno izvod¯enje kriterija stabilnosti iz kojeg je eliminirana konstanta
α. Navedenom dekompozicijom, problem odred¯ivanja pozitivne definitnosti funkcije
V (q˜, q˙, z) od tri varijable sveden je na jednostavniji problem odred¯ivanja pozitivne
definitnosti dviju funkcija V1(q˜, q˙) i V2(q˜, z) od dvije varijable.
4.1.2. Odred¯ivanje kriterija stabilnosti
Uvjeti pozitivne definitnosti funkcije V
Pozitivna definitnost neke funkcije mozˇe se dokazati na razne nacˇine. Jedan od
nacˇina je prikaz funkcije preko sume pozitivno definitnih i negativno definitnih cˇlanova
na takav nacˇin da se eliminiraju nedefinitni cˇlanovi.
Poglavlje 4. Globalno stabilna regulacija mehanicˇkih sustava 39
Primjenom navedenog pristupa, vidimo da se funkcija V1 mozˇe prikazati u slijedec´em
obliku
V1 =
1
2
(q˙ + αq˜)T M(q) (q˙ + αq˜)− 1
2
α2q˜TM(q)q˜ +
1
2
αq˜TKDq˜, (4.24)
iz kojeg je eliminiran nedefinitni cˇlan q˜TM(q)q˙. S obzirom da je prvi cˇlan gornjeg izraza
pozitivno definitan slijedi
V1 ≥ −1
2
α2q˜TM(q)q˜ +
1
2
αq˜TKDq˜ =
1
2
αq˜T (KD − αM(q))q˜, (4.25)
Na kraju, primjenom svojstva (2.14) dobivamo
V1 ≥ 1
2
α(λm{KD} − αλM{M})‖q˜‖2 ≥ 0, (4.26)
sˇto je pozitivno definitno ako je zadovoljen uvjet λm{KD} − αλM{M} > 0, odnosno
λm{KD}
λM{M} > α. (4.27)
Nadalje, razmatramo funkciju V2 koju mozˇemo prikazati u slijedec´em obliku
V2 =
1
2
(√
αz +
1√
α
q˜
)T
KI
(√
αz +
1√
α
q˜
)
− 1
2α
q˜TKI q˜ +
+
1
2
q˜TKP q˜ + U(q)− U(qd)− q˜Tg(qd), (4.28)
iz kojeg smo eliminirali nedefinitni cˇlan q˜TKIz.
S obzirom da je prvi cˇlan u gornjem izrazu pozitivno definitan, te primjenom svojstva
(2.30) uz uvjet da je λm{KP} > kg, dobivamo
V2 ≥ 1
2
q˜T
(
k1 − 1
α
KI
)
q˜ ≥ 1
2
(
k1 − 1
α
λM{KI}
)
‖q˜‖2. (4.29)
gornji izraz je pozitivno definitan ako vrijedi
k1 − 1
α
λM{KI} > 0, (4.30)
odnosno
α >
λM{KI}
k1
. (4.31)
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Ako na kraju usporedimo (4.31) sa (4.27) dobivamo
λm{KD}
λM{M} >
λM{KI}
k1
. (4.32)
odnosno
k1λm{KD} ≥ λM{KI}λM{M}. (4.33)
Napomenimo da je u gornjem kriteriju pozitivne definitnosti funkcije V konstanta α
eliminirana.
Uvjeti pozitivne definitnosti funkcije W
Slijedec´i korak je utvrd¯ivanje uvjeta negativne (semi)definitnosti vremenske derivacije
Lyapunovljeve funkcije, V˙ = −W , odnosno W ≥ 0. Prvo c´emo razmotriti funkciju W1.
Primjenom svojstva (2.13) dobivamo
W1 = q˙
T (KD − αM(q))q˙ − αq˜TC(q, q˙)T q˙. (4.34)
S obzirom da vrijedi
q˜TC(q, q˙)T q˙ = (C(q, q˙)q˜)T q˙ ≤ ‖C(q, q˙)q˜‖‖q˙‖ ≤ kc‖q˙‖2‖q˜‖, (4.35)
gdje smo primjenili svojstvo (2.19), dobivamo
W1 ≥ (λm{KD} − αλM{M})‖q˙‖2 − αkc‖q˜‖‖q˙‖2 ≥ 0, (4.36)
sˇto je pozitivno definitno ako je zadovoljen slijedec´i uvjet
λm{KD} − α(λM{M}+ kc‖q˜‖) > 0, (4.37)
odnosno
λm{KD}
λM{M}+ kc‖q˜‖ > α. (4.38)
Nadalje, razmatramo funkciju W2 koju mozˇemo prikazati u slijedec´em obliku
W2 = α[q˜
TKP q˜ + q˜
T (g(q)− g(qd))]− q˜TKI q˜. (4.39)
Primjenom svojstva (2.29) dobivamo
W2 ≥ (αk1 − λM{KI})‖q˜‖2, (4.40)
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sˇto je pozitivno definitna funkcija ako vrijedi
α >
λM{KI}
k1
. (4.41)
Usporedbom (4.38) sa (4.41) dobivamo slijedec´i uvjet
λm{KD}
λM{M}+ kc‖q˜‖ >
λM{KI}
k1
, (4.42)
odnosno
k1λm{KD} > λM{KI}(λM{M}+ kc‖q˜‖). (4.43)
Takod¯er, u gornjem uvjetu konstanta α je eliminirana. S obzirom da izraz (4.43)
ovisi o stanju sustava preko ‖q˜‖, zakljucˇujemo da linearni PID regulator garantira samo
lokalnu stabilnost.
Odred¯ivanje domene atrakcije
U slucˇaju lokalne stabilnosti, pored kriterija na parametre sustava, potrebno je odred-
iti domenu atrakcije unutar koje je garantirana asimptotska stabilnost.
Izraz (4.43) mozˇemo prikazati u slijedec´em obliku
‖q˜‖ < k1λm{KD} − λM{KI}λM{M}
λM{KI}kc . (4.44)
Da bi gornja nejednakost bila moguc´a, desna strana gornjeg izraza mora biti vec´a od
nule, odnosno
k1λm{KD} > λM{KI}λM{M}. (4.45)
sˇto je uvjet identicˇan uvjetu pozitivne definitnosti Lyapunovljeve funkcije V , (4.33).
Stoga je uvjet (4.33), odnosno (4.45) konacˇni kriterij stabilnosti sustava (4.4)-(4.5).
Domenu atrakcije izracˇunavamo koristec´i slijedec´i izraz [75]
‖q˜‖ < k1λm{KD} − λM{KI}λM{M}
λM{KI}kc
√
α1
α2
, (4.46)
gdje su α1 i α2 konstante koje zadovoljavaju slijedec´i uvjet
α1‖x‖2 ≤ V (x) ≤ α2‖x‖2, (4.47)
gdje je x = [q˜T q˙T zT ]T ∈ R3n.
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LaSalleov princip invarijantnosti
S obzirom da V˙ (q˜, q˙, z) nije pozitivno definitna funkcija nego samo pozitivno semide-
finitna, moramo primjeniti LaSalleov princip invarijantnosti da bi zakljucˇili asimptotsku
stabilnost. Ostaje za dokazati da se maksimalni invarijantni skup sustava (4.4)-(4.5),
sadrzˇan u skupu
Ω = {[q˜T q˙T zT ]T ∈ R3n | V˙ (q˜, q˙, z) = 0}, (4.48)
sastoji samo od stacionarnog stanja [q˜T q˙T zT ]T = 0 ∈ R3n. S obzirom da W (q˜, q˙) = 0
znacˇi q˙ = 0 i q˜ = 0, substitucijom q¨ = 0, q˙ = 0, q˜ = 0 u (4.4)-(4.5) dolazimo do zakljucˇka
da je z = 0 za [0 0 zT ]T ∈ R3n. S obzirom da se maksimalni invarijantni skup u R3n
sastoji samo od stacionarnog stanja, zakljucˇujemo da je stacionarno stanje asimptotski
stabilno.
4.1.3. Usporedba s postojec´im rezultatima
Rigorozna analiza stabilnosti koja ukljucˇuje nelinearnu dinamiku robota provedena
je u radu [67] za slucˇaj PID regulatora s kompenzacijom gravitacije. U radu je dokazana
egzistencija parametara PID regulatora koji garantiraju lokalnu stabilnost upravljacˇkog
sustava.
U radu [76] razmatrana je stabilnost PID regulacije (bez kompenzacije gravita-
cije) mehanicˇkog sustava s jednim rotacijskim stupnjem slobode. U navedenom radu
dokazana je egzistencija parametara PID regulatora koji garantiraju globalnu stabilnost
upravljacˇkog sustava.
Znacˇajno poboljˇsanje dotadasˇnjih rezultata provedeno je u radu [77] gdje je razma-
trana stabilnost robota (s n stupnjeva slobode gibanja) vod¯enog linearnim PID regu-
latorom (bez kompenzacije gravitacije). U radu je dokazana egzistencija parametara
regulatora koji garantiraju lokalnu eksponencijalnu asimptotsku stabilnost regulacijskog
sustava.
Analiza stabilnosti koja, osim egzistencije parametara, daje i eksplicitne kriterije
stabilnosti za parametre PID regulatora provedena je u radu [68]. U navedenom radu
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izvedeni su slijedec´i kriteriji stabilnosti
λm{KD} > αλM{M},
αk1 > α
3λM{M}+ λM{KI}, (4.49)
0 < α < 1.
Nadalje, u radu [72] izvedeni su slijedec´i kriteriji stabilnosti
λm{KD} > α(λM{KD}+ 2λM{M}),
λm{KP} > kg + 1
2
λM{KD}+ 1
α
λm{KI}, (4.50)
‖q˜‖ ≤ λm{KD}
2αkc
.
Ako usporedimo navedene kriterije stabilnosti s kriterijem (4.45) vidimo da je kriterij
(4.45) jednostavniji, prvenstveno zbog eliminacije konstante α.
Interesantno je usporediti kriterij (4.45) s kriterijem dobivenim za linearizirani model
dinamike robota vod¯enog linearnim PID regulatorom s kompenzacijom gravitacije, [78].
Navedeni kriterij dobiven je primjenom Kharitonovog teorema i Hurwitzovog kriterija
stabilnisti na matricˇni sustav linearnih diferencijalnih jednadzˇbi trec´eg reda
λm{KP}λm{KD} > λM{KI}λM{M}. (4.51)
Vidimo da se, za razliku od kriterija (4.49), kriterij (4.45) poklapa s kriterijem (4.51) u
slucˇaju kompenzacije gravitacije, kada zbog kg = 0 dobivamo k1 → λm{KP}.
Navedeno poklapanje kriterija stabilnosti dobivenih Lyapunovljevom analizom sta-
bilnosti, s jedne strane, i primjenom Hurwitzovog kriterija, s druge strane, indikativno je
iz viˇse razloga. Prvo, Lyapunovljeva analiza stabilnosti nije jednoznacˇna. U ovisnosti o
izboru Lyapunovljeve funkcije V , kao i metodologiji ocjene pozitivne definitnosti funkcija
V i W , dobit c´emo razlicˇite kriterije stabilnosti. Svi ti moguc´i kriteriji stabilnosti su
ispravni, med¯utim ono sˇto ih med¯usobno razlikuje je to sˇto su neki manje restriktivni
(konzervativni) od drugih. Stoga, kriterij stabilnosti dobiven Lyapunovljevim pristupom
nam kazˇe pod kojim uvjetima c´e sustav biti stabilan, ali ako ti uvjeti nisu zadovoljeni
ne znacˇi nuzˇno da c´e sustav biti nestabilan.
S druge strane, Hurwitzov kriterij stabilnosti je primjenjiv samo na linearne sustave
ali daje jednoznacˇne i egzaktne kriterije stabilnosti. Ako kriteriji stabilnosti, dobiveni
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Hurwitzovom metodom nisu ispunjeni, sustav je ili nestabilan ili, u najboljem slucˇaju,
na granici stabilnosti.
Na osnovu navedenoga, poklapanje kriterija (4.45) s kriterijem (4.51) indikacija je
da je kriterij (4.45), osim sˇto je jednostavniji, manje restriktivan od kriterija (4.49)
i [72]. Sˇtoviˇse, kriterij stabilnosti (4.45) je vjerojatno najmanje restriktivan od svih
moguc´ih kriterija stabilnosti dobivenih alternativnim izborom Lyapunovljeve funkcije
i metoda ocjene pozitivne definitnosti. Kao dodatni argument u prilog navedenome,
mozˇemo navesti usporedbu kriterija (4.45) i (4.51) na primjeru linearnog mehanicˇkog
sustava. Kod linearnog mehanicˇkog sustava elementi inercijske matrice M(q) su kon-
stante (sˇto ima za posljedicu iˇscˇezavanje Coriolisove matrice) a potencijalna energija
U(q) je kvadraticˇna funkcija poopc´enih koordinata. U tom slucˇaju nema linearizacije
koja prethodi primjeni Hurwitzovog kriterija, nego dobivamo egzaktno poklapanje Hur-
witzog kriterija s kriterijem (4.45).
Navedeno poklapanje kriterija stabilnosti nikako ne znacˇi da metoda linearizacije s
primjenom Hurwitzovog kriterija mozˇe zamjeniti Lyapunovljevu metodu u analizi sta-
bilnosti nelinearnih dinamicˇkih sustava. Kriteriji stabilnosti dobiveni linearizacijom ne-
linearnog dinamicˇkog sustava vrijede samo lokalno oko stacionarnog stanja bez obzira
dali je sustav u susˇtini globalno ili lokalno stabilan. S druge strane Lyapunovljevom
metodom mozˇemo egzaktno dokazati globalnu stabilnost nelinearnog sustava a ako je
sustav lokalno stabilan mozˇemo odrediti domenu atrakcije.
4.2. Analiza stabilnosti uz primjenu PID
regulatora sa saturiranim integratorom
S obzirom da je linearni PID regulator u zatvorenoj petlji s mehanicˇkim sustavom
samo lokalno stabilan, od interesa je razmotriti nelinearne modifikacije PID regulatora
koje omoguc´uju globalnu stabilizaciju mehanicˇkih sustava.
Razmatrat c´emo slijedec´i nelinearni PID regulator sa saturiranim integratorom (PDsI)
u = −ΨP (q˜)q˜ −KDq˙ −KIν, (4.52)
ν˙ = s(q˜), (4.53)
gdje suKD iKI konstantne pozitivno definitne dijagonalne matrice, s(q˜) je kontinuirana
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monotono rastuc´a vektorska funkcija s(q˜) = [s1(q˜1) s2(q˜2) . . . sn(q˜n)]
T takva da vrijedi
si(q˜i)q˜i ≥ 0, |si(q˜i)| < sM , 0 ≤ siq˜i(q˜i) =
dsi(q˜i)
dq˜i
≤ 1. (4.54)
za sve q˜i ∈ R. Funkcija ΨP (q˜) je n×n pozitivno definitna dijagonalna matricˇna funkcija
koja mozˇe biti prikazana na slijedec´i nacˇin
ΨP (q˜) = KP + K¯P Ψ¯P (q˜), Ψ¯P (q˜) ≥ 0, ∀ q˜ ∈ Rn, (4.55)
gdje su KP i K¯P konstantne pozitivno definitne dijagonalne matrice dok je Ψ¯P (q˜) n×n
pozitivno definitna dijagonalna matricˇna funkcija
Ψ¯P (q˜) = diag{ψ¯P1(q˜1), ..., ψ¯Pn(q˜n)},
koja zadovoljava slijedec´a svojstva
0 ≤ Ψ¯P (q˜) ≤ I, Ψ¯P (0) = I, lim
q˜→±∞
Ψ¯P (q˜) = 0, (4.56)
gdje je I jedinicˇna matrica a 0 je nul-matrica. U slucˇaju kada je K¯P = 0 odnosno
ΨP (q˜) = KP , dobivamo saturirani PID regulator razmatran u [67] i [71].
Funkcija s(q˜) osigurava globalnu asimptotsku stabilnost dok funkcija ΨP (q˜) omoguc´uje
poboljˇsanje performansi regulacije, sˇto c´emo razmotriti u slijedec´im poglavljima. Sli-
jedec´a svojstva funkcija s(q˜) i ΨP (q˜) su vazˇna za analizu stabilnosti. Blok shema regu-
lacijskog kruga prikazana je na slici 4.2.
Svojstvo 1. Postoji pozitivna dijagonalna matrica KP takva da vrijedi slijedec´a
nejednakost
s(q˜)TKP q˜ + s(q˜)
T (g(q)− g(qd)) ≥ k1s(q˜)T q˜, (4.57)
gdje je k1 = λm{KP} − kg ≥ 0.
Svojstvo 2. Funkcija ΨP (q˜) je ogranicˇena i zadovoljava slijedec´e nejednakosti
zTΨP (q˜)z ≥ λm{KP}‖z‖2, ∀z ∈ Rn. (4.58)
Svojstvo 3. Slijedec´i integrali su pozitivno definitne funkcije
0 ≤
∫ z
0
si(ξ)dξ ≤
{
1
2
|z|2, ako je |z| < sM
sM |z|, ako je |z| ≥ sM
, ∀z ∈ R, (4.59)
0 ≤
∫ z
0
ψ¯Pi(ξ)ξdξ ≤ 1
2
z2, ∀z ∈ R, (4.60)
gdje je sM = max
ξ
si(ξ) za i = 1, 2, ..., n.
Poglavlje 4. Globalno stabilna regulacija mehanicˇkih sustava 46
ROBOT
qu
DK
IKdq ()sd
qq_
_
_
_
_
1
s
.
q.
Ψ  ( ).P
Slika 4.2: Blok shema regulacije PDsI regulatorom.
4.2.1. Konstrukcija Lyapunovljeve funkcije
Prvi korak je transformacija sustava (2.9), (4.52), (4.53) u oblik s nultim stacionarnim
stanjem. Stacionarno stanje sustava (2.9), (4.52), (4.53) je q˜ = 0, q˙ = 0, ν = ν∗, a ν∗
zadovoljava g(qd) = −KIν∗. Ako uvedemo novu varijablu z = ν − ν∗ tada sustav (2.9),
(4.52), (4.53) postaje
M(q)q¨ + C(q, q˙)q˙ + g(q)− g(qd) = u, (4.61)
u = −ΨP (q˜)q˜ −KDq˙ −KIz, (4.62)
z˙ = s(q˜). (4.63)
gdje je novo stacionarno stanje u q˙ = 0, q˜ = 0, z = 0.
Ako formiramo izlaznu varijablu y = q˙ + αs(q˜) sa pozitivnom konstantom α > 0 te
napravimo skalarni produkt izmed¯u (4.61) i y dobivamo slijedec´u nelinearnu diferenci-
jalnu formu
q˙T [M(q)q¨ + C(q, q˙)q˙ + g(q)− g(qd)] + q˙TΨP (q˜)q˜ + q˙TKDq˙ + q˙TKIz +
+α[s(q˜)TM(q)q¨ + s(q˜)TC(q, q˙)q˙ + s(q˜)T (g(q)− g(qd))] +
+α[s(q˜)TΨP (q˜)q˜ + s(q˜)
TKDq˙ + s(q˜)
TKIz] = 0, (4.64)
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Ako slijedec´e izraze
d
dt
(
s(q˜)TM(q)q˙
)
= q˙T sq˜(q˜)M(q)q˙ + s(q˜)
TM˙(q)q˙ + s(q˜)TM(q)q¨, (4.65)
d
dt
(
q˜TKIz
)
= q˙TKIz + q˜
TKI z˙ = q˙
TKIz + s(q˜)
TKI q˜, (4.66)
d
dt
(
1
2
zTKIz
)
= z˙TKIz = s(q˜)
TKIz, (4.67)
d
dt
(
n∑
i=1
KDi
∫ q˜i
0
si(ξ)dξ
)
= s(q˜)TKDq˙, (4.68)
d
dt
(
1
2
q˜TKP q˜ +
n∑
i=1
K¯Pi
∫ q˜i
0
ψ¯Pi(ξ)ξdξ
)
= q˙TΨP (q˜)q˜, (4.69)
uvrstimo u jednadzˇbu (4.64), dobivamo
dV (q˜, q˙, z)
dt
= −W (q˜, q˙), (4.70)
gdje je V (q˜, q˙, z) Lyapunovljeva funkcija koju smo radi laksˇeg odred¯ivanja pozitivne
definitnosti dekomponirali na slijedec´i nacˇin V (q˜, q˙, z) = V1(q˜, q˙) + V2(q˜, z),
V1 =
1
2
q˙TM(q)q˙ + αs(q˜)TM(q)q˙ + α
n∑
i=1
KDi
∫ q˜i
0
si(ξ)dξ, (4.71)
V2 =
1
2
q˜TKP q˜ +
n∑
i=1
K¯Pi
∫ q˜i
0
ψ¯Pi(ξ)ξdξ + U(q)− U(qd)− q˜Tg(qd) + (4.72)
+ q˜TKIz +
1
2
αzTKIz, (4.73)
kao i funkciju W (q˜, q˙) =W1(q˜, q˙) +W2(q˜),
W1 = q˙
T (KD − αsq˜(q˜)M(q))q˙ + αs(q˜)T (M˙(q)− C(q, q˙))q˙, (4.74)
W2 = s(q˜)
T (αΨP (q˜)−KI)q˜ + αs(q˜)T (g(q)− g(qd)). (4.75)
gdje je sq˜(q˜) = diag{s1q˜1(q˜1), ..., snq˜n(q˜n)} dijagonalna matrica parcijalnih derivacija
funkcija si(q˜i) po varijablama q˜i.
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4.2.2. Odred¯ivanje kriterija stabilnosti
Uvjeti pozitivne definitnosti funkcije V
Prvo c´emo razmatrati funkciju V1 koju mozˇemo preurediti u slijedec´em obliku
V1 =
1
2
(q˙ + αs(q˜))T M(q) (q˙ + αs(q˜))− 1
2
α2s(q˜)TM(q)s(q˜) +
+ α
n∑
i=1
KDi
∫ q˜i
0
si(ξ)dξ, (4.76)
i primjenom svojstva (2.14) dobivamo
V1 ≥ α
n∑
i=1
(
λm{KD}
∫ q˜i
0
si(ξ)dξ − 1
2
αλM{M}si(q˜i)2
)
≥ 0, (4.77)
ili
fi(q˜i) = λm{KD}
∫ q˜i
0
si(ξ)dξ − 1
2
αλM{M}si(q˜i)2 ≥ 0, i = 1, ..., n. (4.78)
sˇto je pozitivno definitna konveksna funkcija ako je zadovoljen uvjet q˜ifiq˜i(q˜i) ≥ 0,
odnosno
q˜ifiq˜i(q˜i) = λm{KD}q˜isi(q˜i)− αλM{M}q˜isi(q˜i)siq˜i(q˜i) =
= q˜isi(q˜i)(λm{KD} − αλM{M}siq˜i(q˜i)) ≥
≥ q˜isi(q˜i)(λm{KD} − αλM{M}) ≥ 0, i = 1, ..., n, (4.79)
gdje smo koristili svojstvo siq˜i(q˜i) ≤ 1. Prethodni izraz je pozitivno definitan ako je
zadovoljen uvjet
λm{KD}
λM{M} > α. (4.80)
Nadalje, razmatramo funkciju V2 koju mozˇemo prikazati u slijedec´em obliku
V2 ≥ 1
2
k1‖q˜‖2 + 1
2
(√
αz +
1√
α
q˜
)T
KI
(√
αz +
1√
α
q˜
)
− 1
2α
q˜TKI q˜ ≥
≥ 1
2
(
k1 − 1
α
λM{KI}
)
‖q˜‖2, (4.81)
gdje smo koristili svojstva (2.30) i (4.60). Navedeni izraz je pozitivno definitan ako je
zadovoljen slijedec´i uvjet
α >
λM{KI}
k1
. (4.82)
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Na kraju, ako usporedimo uvjete (4.82) i (4.80), dobivamo
k1λm{KD} > λM{KI}λM{M}. (4.83)
Vidimo da je u gornjem uvjetu konstanta α eliminirana. Takod¯er, mozˇemo primjetiti
da je gornji kriterij identicˇan kriteriju pozitivne definitnosti Lyapunovljeve funkcije za
linearni PID regulator (4.33).
Uvjeti pozitivne definitnosti funkcije W
Slijedec´i korak je odred¯ivanje uvjeta koji osiguravaju negativnu definitnost Lyapu-
novljeve funkcije, odnosno W ≥ 0.
Prvo c´emo razmotriti funkciju W1. Ako primjenimo svojstva (2.13), (2.15), (2.19) i
(4.54) dobivamo
W1 ≥ λm{KD}‖q˙‖2 − αλM{M}‖q˙‖2 − αkc‖s(q˜)‖ ‖q˙‖2 ≥
≥ (λm{KD} − αλM{M} − αkcmax
q˜
‖s(q˜)‖)‖q˙‖2
≥ (λm{KD} − αλM{M} − αkc
√
nsM)‖q˙‖2, (4.84)
gdje smo primjenili definiciju Euclidske norme da bi ocjenili maksimalnu vrijednost
norme ‖s(q˜)‖,
max
q˜
‖s(q˜)‖ = max
q˜
(
n∑
i=1
si(q˜i)
2
) 1
2
=
(
n∑
i=1
s2M
) 1
2
=
√
nsM . (4.85)
Funkcija (4.84) je pozitivno definitna ako je zadovoljen slijedec´i uvjet
λm{KD}
λM{M}+ kc
√
nsM
> α. (4.86)
Nadalje razmatramo funkciju W2. Primjenom svojstava (4.57) i (4.58) dobivamo
W2 ≥ (αk1 − λM{KI})q˜T s(q˜), (4.87)
sˇto je pozitivno definitna funkcija ako je zadovoljen uvjet
α >
λM{KI}
k1
. (4.88)
Usporedbom nejednakosti (4.86) i (4.88) dobivamo slijedec´i uvjet
k1λm{KD} > λM{KI}(λM{M}+ kc
√
nsM). (4.89)
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Napomenimo da je u dobivenom uvjetu eliminirana konstanta α. Na kraju, primjenom
LaSalleovog principa invarijantnosti zakljucˇujemo asimptotsku stabilnost.
Usporedbom uvjeta (4.83) i (4.89) vidimo da ispunjavanje uvjeta (4.89) trivijalno
implicira i zadovoljavanje uvjeta (4.83). Stoga je (4.89) konacˇni kriterij stabilnosti koji
osigurava globalnu asimptotsku stabilnost.
Ako usporedimo kriterij (4.89) sa kriterijem stabilnosti za linearni PID regulator
(4.43) vidimo da kriterij (4.89) umjesto funkcije ‖q˜‖ sadrzˇi konstantu √nsM . Na taj
nacˇin, eliminacijom ovisnosti kriterija (4.89) o varijablama stanja sustava, dobili smo
kriterij globalne stabilnosti.
4.2.3. Usporedba s postojec´im rezultatima
U radu [71] dobiveni su slijedec´i kriteriji stabilnosti
λm{KI} > 0,
λm{KD} > λM{M}+ kcsM
√
n, (4.90)
λm{KP} > kg
√
n
α
+ λM{M}+ λM{KI},
gdje je 0 < α < 1.
Vidimo da su navedeni kriteriji stabilnosti slozˇeniji od kriterija (4.89), te da sadrzˇe
dodatni parametar α koji nije parametar regulatora niti mehanicˇkog sustava.
4.3. Globalno stabilna regulacija primjenom
nelinearnog derivacijskog cˇlana
U ovom podpoglavlju prikazat c´emo moguc´nosti primjene metodologije prikazane
u prethodna dva podpoglavlja na sintezu novih tipova regulatora za globalno stabilno
upravljanje mehanicˇkim sustavima. Za razliku od dosadasˇnjeg pristupa, ovdje c´emo
krenuti od opc´enito zadane nelinearne funkcije pojacˇanja, a onda c´emo naknadno, na
osnovu kriterija stabilnosti, odrediti oblik funkcije pojacˇanja koja osigurava globalnu
asimptotsku stabilnost.
Novi tip regulatora razmatran u ovom poglavlju, koji daje globalnu stabilnost vod¯enog
sustava, nije temeljen na saturaciji integralnog cˇlana nego na nelinearnom derivacijskom
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cˇlanu [79]. Razmatrat c´emo PID regulator s nelinearnim derivacijskim cˇlanom (PInD)
u = −ΨP (q˜)q˜ −ΨD(q˜)q˙ −KIν, (4.91)
ν˙ = q˜, (4.92)
gdje jeKI konstantna pozitivno definitna dijagonalna matrica pojacˇanja, ΨP (q˜) i ΨD(q˜)
su pozitivno definitne dijagonalne matricˇne funkcije dimenzije n × n, koje mozˇemo
dekomponirati na slijedec´i nacˇin
Ψj(q˜) = Kj + K¯jΨ¯j(q˜), j = P,D, (4.93)
gdje su KP , KD, K¯P i K¯D konstantne pozitivno definitne dijagonalne matrice pojacˇanja,
dok su Ψ¯P (q˜) i Ψ¯D(q˜) pozitivno definitne dijagonalne matricˇne funkcije dimenzije n×n,
Ψ¯j(q˜) = diag{ψ¯j1(q˜1), ..., ψ¯jn(q˜n)}. (4.94)
Funkcija ΨD(q˜) biti c´e naknadno odred¯ena iz uvjeta globalne asimptotske stabilnosti,
dok c´e funkcija ΨP (q˜) biti koriˇstena za poboljˇsanje upravljacˇkih performansi. Funkcija
Ψ¯P (q˜) zadovoljava slijedec´a svojstva
0 ≤ Ψ¯P (q˜) ≤ I, Ψ¯P (0) = I, lim
q˜→±∞
Ψ¯P (q˜) = 0, (4.95)
gdje je I jedinicˇna matrica. Blok shema regulacijskog kruga prikazana je na slici 4.3.
Slijedec´a svojstva funkcija Ψj(q˜), j = P,D, su bitna za analizu stabilnosti.
Svojstvo 1. Funkcije Ψj(q˜), j = P,D, su ogranicˇene i zadovoljavaju slijedec´a
svojstva
zTΨj(q˜)z ≥ (λm{Kj}+ λm{K¯j}‖ψ¯j(q˜)‖p)‖z‖2 ≥
≥ λm{Kj}‖z‖2, ∀z ∈ Rn. (4.96)
gdje ‖ψ¯j(q˜)‖p mozˇe biti bilo koja Lp (p = 1, 2, ...,∞) norma vektora ψ¯j(q˜).
Svojstvo 2. Slijedec´i integrali su pozitivno definitne funkcije za i = 1, ..., n∫ z
0
ψ¯Di(ξ)ξdξ ≥ 0, ∀z ∈ Rn, (4.97)
0 ≤
∫ z
0
ψ¯Pi(ξ)ξdξ ≤ 1
2
z2, ∀z ∈ Rn. (4.98)
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Slika 4.3: Blok shema regulacije PInD regulatorom.
4.3.1. Konstrukcija Lyapunovljeve funkcije
Stacionarno stanje sustava (2.9), (4.91), (4.92) je q˜ = 0, q˙ = 0, ν = ν∗, gdje ν∗
zadovoljava g(qd) = −KIν∗.
Ako uvedemo novu varijablu z = ν − ν∗ tada sustav (2.9), (4.91), (4.92) postaje
M(q)q¨ + C(q, q˙)q˙ + g(q)− g(qd) = u, (4.99)
u = −ΨP (q˜)q˜ −ΨD(q˜)q˙ −KIz, (4.100)
z˙ = q˜. (4.101)
Ako definiramo izlaznu varijablu y = q˙ + αq˜ gdje je α > 0, te napravimo skalarni
produkt izmed¯u (4.99) i y, dobit c´emo nelinearnu diferencijalnu formu koju mozˇemo
separirati na slijedec´i nacˇin
dV (q˜, q˙, z)
dt
= −W (q˜, q˙), (4.102)
gdje je V (q˜, q˙, z) Lyapunovljeva funkcija.
Zbog laksˇeg odred¯ivanja pozitivne definitnosti funkcija V iW , navedene funkcije smo
dekomponirali na slijedec´i nacˇin V (q˜, q˙, z) = V1(q˜, q˙) + V2(q˜, z) i W (q˜, q˙) = W1(q˜, q˙) +
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W2(q˜), gdje su
V1(q˜, q˙) =
1
2
q˙TM(q)q˙ + αq˜TM(q)q˙ +
+
1
2
αq˜TKDq˜ + α
n∑
i=1
K¯Di
∫ q˜i
0
ψ¯Di(ξ)ξdξ, (4.103)
V2(q˜, z) =
1
2
αzTKIz + q˜
TKIz + U(q)− U(qd)− q˜Tg(qd) +
+
1
2
q˜TKP q˜ +
n∑
i=1
K¯Pi
∫ q˜i
0
ψ¯Pi(ξ)ξdξ, (4.104)
i
W1(q˜, q˙) = −αq˙TM(q)q˙ + q˙TΨD(q˜)q˙ + αq˜T (M˙(q)− C(q, q˙))q˙, (4.105)
W2(q˜) = −q˜T (KI − αΨP (q˜))q˜ + αq˜T (g(q)− g(qd)). (4.106)
4.3.2. Odred¯ivanje kriterija globalne stabilnosti
Uvjeti pozitivne definitnosti funkcije V
Prvo razmatramo funkciju V1 koja mozˇe biti preured¯ena na slijedec´i nacˇin
V1 =
1
2
(q˙ + αq˜)T M(q) (q˙ + αq˜)− 1
2
α2q˜TM(q)q˜ +
+
1
2
αq˜TKDq˜ + α
n∑
i=1
K¯Di
∫ q˜i
0
ψ¯Di(ξ)ξdξ, (4.107)
te koriˇstenjem svojstava (2.30) i (2.15) dobivamo
V1 ≥ 1
2
α(λm{KD} − αλM{M})‖q˜‖2 ≥ 0, (4.108)
sˇto je pozitivno definitna funkcija ako je zadovoljen slijedec´i uvjet
λm{KD}
λM{M} > α. (4.109)
Nadalje, ako funkciju V2 preuredimo na slijedec´i nacˇin
V2 =
1
2
(√
αz +
1√
α
q˜
)T
KI
(√
αz +
1√
α
q˜
)
− 1
2α
q˜TKI q˜ +
+
1
2
q˜TKP q˜ + U(q)− U(qd)− q˜Tg(qd) +
n∑
i=1
K¯Pi
∫ q˜i
0
ψ¯Pi(ξ)ξdξ, (4.110)
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te primjenimo svojstvo (4.96), dobivamo
V2 ≥ 1
2
(
k1 − 1
α
λM{KI}
)
‖q˜‖2, (4.111)
sˇto je pozitivno definitna funkcija ako je zadovoljen slijedec´i uvjet
α >
λM{KI}
k1
. (4.112)
Na kraju, usporedbom nejednakosti (4.112) i (4.109) dobivamo
λm{KD}
λM{M} > α >
λM{KI}
k1
, (4.113)
odnosno
k1λm{KD} > λM{KI}λM{M}, (4.114)
sˇto je uvjet za pozitivnu definitnost funkcije V .
Uvjeti pozitivne definitnosti funkcije W
Slijedec´i korak je odred¯ivanje uvjeta negativne definitnosti vremenske derivacije Lya-
punovljeve funkcije, V˙ = −W , odnosno W ≥ 0. Prvo razmatramo funkciju W1. Prim-
jenom svojstava (2.15), (2.13), (2.17) i (4.96) dobivamo
W1 ≥ (λm{KD}+ λm{K¯D}‖ψ¯D(q˜)‖)‖q˙‖2 −
− αλM{M}‖q˙‖2 − αkc‖q˜‖‖q˙‖2 ≥ 0, (4.115)
sˇto je pozitivno definitna funkcija ako je slijedec´i uvjet zadovoljen
λm{KD}+ λm{K¯D}‖ψ¯D(q˜)‖
λM{M}+ kc‖q˜‖ > α. (4.116)
Nadalje razmatramo funkciju W2. Primjenom svojstva (2.29) dobivamo
W2 ≥ (αk1 − λM{KI})‖q˜‖2, (4.117)
sˇto je pozitivno definitna funkcija ako je slijedec´i uvjet zadovoljen
α >
λM{KI}
k1
. (4.118)
Usporedbom nejednakosti(4.116) sa (4.118) dobivamo slijedec´i kriterij
λm{KD}+ λm{K¯D}‖ψ¯D(q˜)‖
λM{M}+ kc‖q˜‖ >
λM{KI}
k1
. (4.119)
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Uvjet (4.119) mozˇemo prikazat na slijedec´i nacˇin koji c´e sadrzˇavati uvjet (4.114),
k1λm{K¯D}‖ψ¯D(q˜)‖ − kcλM{KI}‖q˜‖+ SM > 0, (4.120)
SM = k1λm{KD} − λM{KI}λM{M} > 0. (4.121)
Globalna asimptotska stabilnost biti c´e garantirana ako nejednakosti (4.120) i (4.121)
vrijede za sve vrijednosti q˜ ∈ Rn.
4.3.3. Sinteza regulatora za globalnu stabilizaciju sustava
Kriteriji stabilnosti (4.120) i (4.121) mogu biti zadovoljeni za razlicˇite izbore funkcije
ψ¯D(q˜). Ovdje c´emo razmotriti dva najjednostavnija izbora nelinearnog derivacijskog
pojacˇanja.
Tip I nelinearnog derivacijskog pojacˇanja
Razmotrit c´emo najjednostavniji oblik funkcije ψ¯Di(q˜i) koja zadovoljava uvjet (4.120).
Ako izaberemo
ψ¯Di(q˜i) = |q˜i| = q˜isign(q˜i), (4.122)
tada je ‖ψ¯D(q˜)‖ = ‖q˜‖ i uvjet (4.120) postaje
(k1λm{K¯D} − kcλM{KI})‖q˜‖+ SM > 0, (4.123)
SM = k1λm{KD} − λM{KI}λM{M} ≥ 0, (4.124)
sˇto c´e biti zadovoljeno ako vrijedi
λm{K¯D} > kcλM{KI}
k1
, (4.125)
λm{KD} > λM{M}λM{KI}
k1
. (4.126)
Takod¯er, slijedec´i izbor
λm{K¯D} = kcλm{KD}
λM{M} , (4.127)
c´e zadovoljiti uvjet (4.125) zbog
λm{K¯D} = kc
λM{M}λm{KD} >
kc
λM{M}
λM{M}
k1
λM{KI} = kc
k1
λM{KI},
gdje smo koristili (4.126).
Poglavlje 4. Globalno stabilna regulacija mehanicˇkih sustava 56
Na kraju ako stavimo (4.122) i (4.93) u (4.91), dobivamo konacˇni oblik modela
regulatora za i-ti cˇlanak robota
ui = −KPiq˜i −KDiq˙i −KIi
∫ t
0
q˜i(τ)dτ −
− K¯Diq˜isign(q˜i)q˙i − K¯Piψ¯Pi(q˜i)q˜i, (4.128)
koji omoguc´uje globalnu asimptotsku stabilnost sustava za bilo koji izbor funkcije
ψ¯Pi(q˜i) ≥ 0.
Kriteriji stabilnosti (4.125) i (4.126), za razliku od kriterija stabilnosti u slucˇaju PDsI
regulatora, ne ovise o broju stupnjeva slobode gibanja n.
Preostaje josˇ da izraze (4.122) i (4.127) uvrstimo u nejednakost (4.116) kako bi
utvrdili gornju granicu parametra α. Uvrsˇtavanjem navedenih izraza dobivamo
α <
λm{KD}+ kcλm{KD}λM{M} ‖q˜‖
λM{M}+ kc‖q˜‖ =
λm{KD}
λM{M} . (4.129)
Vidimo da smo dobili istu gornju granicu parametra α kao u izrazu (4.113) stoga nave-
deni izraz predstavlja interval u kojem se mora nalaziti parametar α da bi sustav bio
stabilan. Iako je parametar α eliminiran iz konacˇnog uvjeta stabilnosti, poznavanje in-
tervala u kojem se on nalazi je bitno za analizu performansi PInD regulatora u narednim
poglavljima.
Tip II nelinearnog derivacijskog pojacˇanja
Slijedec´i moguc´i izbor funkcije ψ¯Di(q˜i) je
ψ¯Di(q˜i) = q˜
2
i . (4.130)
U tom je slucˇaju ‖ψ¯D(q˜)‖1 = ‖q˜‖22 = ‖q˜‖2 ≤
√
n‖ψ¯D(q˜)‖2, (dodatak B.1.) i uvjet (4.120)
postaje
1√
n
k1λm{K¯D}‖q˜‖2 − kcλM{KI}‖q˜‖+ SM > 0
SM = k1λm{KD} − λM{KI}λM{M} > 0, (4.131)
sˇto c´e biti zadovoljeno za sve vrijednosti q˜ ∈ Rn kada diskriminanta navedenog izraza
ima negativnu vrijednost
λm{K¯D} ≥
√
n(kcλM{KI})2
4k1SM
, (4.132)
SM = k1λm{KD} − λM{KI}λM{M} > 0. (4.133)
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Na kraju, ako stavimo (4.130) i (4.93) u (4.91), dobivamo konacˇni oblik modela regu-
latora za i-ti cˇlanak robota
ui = −KPiq˜i −KDiq˙i −KIi
∫ t
0
q˜i(τ)dτ − K¯Diq˜2i q˙i − ψ¯P (q˜i)q˜i, (4.134)
koji omoguc´uje globalnu asimptotsku stabilnost sustava za bilo koji izbor funkcije
ψ¯P (q˜i) ≥ 0.
Kriteriji stabilnosti (4.132) i (4.133), za razliku od kriterija stabilnosti (4.125) i
(4.126), ovise o broju stupnjeva slobode gibanja n.
4.4. Globalno stabilna regulacija robota
s rotacijskim i translacijskim
stupnjevima slobode gibanja
Svi postojec´i regulatori koji omoguc´uju globalnu stabilnost nelinearnih mehanicˇkih
sustave mogu globalno stabilizirati samo robote s rotacijskim stupnjevima slobode gibanja.
U ovom podpoglavlju prikazat c´emo jedan novi regulator koji je, za razliku od postojec´ih,
u stanju globalno stabilizirati i robote s mijesˇanim rotacijsko-translacijskim stupnjevima
slobode gibanja, [74]. Globalna stabilnost se postizˇe odgovarajuc´im izborom nelinearne
funkcije derivacijskog pojacˇanja.
Razmatrat c´emo modificiranu verziju PID regulatora s nelinearnim derivacijskim
cˇlanom (MPInD) u slijedec´em obliku
u = −KP q˜ −ΨD(q˜)q˙ −KIν, (4.135)
ν˙ = q˜, (4.136)
gdje su KP i KI konstantne pozitivno definitne dijagonalne matrice, a ΨD(q˜) je (n×n)
pozitivno definitna dijagonalna matricˇna funkcija koju mozˇemo prikazati u slijedec´em
obliku
ΨD(q˜) = KD + k
(1)
D ‖q˜‖I + k(2)D ‖q˜‖2I, (4.137)
gdje je KD, konstantna pozitivno definitna dijagonalna matrica, a k
(1)
D i k
(2)
D su pozitivne
konstante.
Slijedec´a svojstva funkcije ΨD(q˜) bitna su za analizu stabilnosti.
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Svojstvo 1. Funkcija ΨD(q˜) je ogranicˇena i zadovoljava slijedec´e nejednakosti
zTΨD(q˜)z ≥ (λm{KD}+ k(1)D ‖q˜‖+ k(2)D ‖q˜‖2)‖z‖2 ≥
≥ λm{KD}‖z‖2, ∀z ∈ Rn. (4.138)
Svojstvo 2. Vrijedi slijedec´e svojstvo Euklidske norme
d
dt
(
1
k
‖q˜‖k
)
= ‖q˜‖k−2q˜T q˙, k ≥ 2. (4.139)
4.4.1. Konstrukcija Lyapunovljeve funkcije
Stacionarno stanje sustava (2.9), (4.135), (4.136) je q˜ = 0, q˙ = 0, ν = ν∗, gdje je
ν∗ = −K−1I g(qd).
Ako uvedemo varijablu z = ν − ν∗ tada sustav (2.9), (4.135), (4.136) postaje
M(q)q¨ + C(q, q˙)q˙ + g(q)− g(qd) = u, (4.140)
u = −KP q˜ −ΨD(q˜)q˙ −KIz, (4.141)
z˙ = q˜. (4.142)
Uvodimo izlaznu varijablu y = q˙+αq˜ gdje je α pozitivni parametar. Ako napravimo
skalarni produkt izmed¯u (4.140) i y dobivamo nelinearnu diferencijalnu formu koja se
mozˇe separirati na slijedec´i nacˇin
dV (q˜, q˙, z)
dt
= −W (q˜, q˙), (4.143)
gdje je V (q˜, q˙, z) kandidat za Lyapunovljevu funkciju.
Radi laksˇeg odred¯ivanja uvjeta pozitivne definitnosti funkcija V iW , imamo slijedec´u
dekompoziciju: V (q˜, q˙, z) = V1(q˜, q˙) + V2(q˜, z) i W (q˜, q˙) =W1(q˜, q˙) +W2(q˜), gdje su
V1(q˜, q˙) =
1
2
q˙TM(q)q˙ ++αq˜TM(q)q˙ +
+
1
2
αq˜TKDq˜ +
1
3
αk
(1)
D ‖q˜‖3 +
1
4
αk
(2)
D ‖q˜‖4, (4.144)
V2(q˜, z) =
1
2
αzTKIz + q˜
TKIz +
1
2
q˜TKP q˜ + U(q)− U(qd)− q˜Tg(qd), (4.145)
i
W1(q˜, q˙) = −αq˙TM(q)q˙ + q˙TΨD(q˜)q˙ + αq˜T (M˙(q)− C(q, q˙))q˙, (4.146)
W2(q˜) = −q˜T (KI − αKP )q˜ + αq˜T (g(q)− g(qd)). (4.147)
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4.4.2. Odred¯ivanje kriterija stabilnosti
Uvjeti pozitivne definitnosti funkcije V .
Najprije razmatramo funkciju V1 koju mozˇemo prikazati u slijedec´em obliku
V1 =
1
2
(q˙ + αq˜)T M(q) (q˙ + αq˜)− 1
2
α2q˜TM(q)q˜ +
+
1
2
αq˜TKDq˜ +
1
3
αk
(1)
D ‖q˜‖3 +
1
4
αk
(2)
D ‖q˜‖4. (4.148)
Primjenom svojstava (2.30) i (2.14) dobivamo
V1 ≥ 1
2
α(λm{KD}+ k(1)D ‖q˜‖+ k(2)D ‖q˜‖2)‖q˜‖2 −
− 1
2
α2(a2 + c2‖q‖+ d2‖q‖2)‖q˜‖2 ≥ 0. (4.149)
Primjenom nejednakosti trokuta ‖q‖ ≤ ‖q˜‖ + ‖qd‖, te sred¯ivanjem prethodnog izraza
dobivamo
V1 ≥ 1
2
α(λm{KD} − αm¯)‖q˜‖2 + 1
2
α(k
(1)
D − αm¯1)‖q˜‖3 +
+
1
2
α(k
(2)
D − αd2)‖q˜‖4, (4.150)
gdje je
m¯ = a2 + c2‖qd‖+ d2‖qd‖2, (4.151)
m¯1 = c2 + 2d2‖qd‖. (4.152)
Funkcija V1 je pozitivno definitna ako su zadovoljeni slijedec´i uvjeti
λm{KD}
m¯
> α,
k
(1)
D
m¯1
> α,
k
(2)
D
d2
> α. (4.153)
Nadalje razmatramo funkciju V2 koju mozˇemo prikazati na slijedec´i nacˇin
V2 =
1
2
(√
αz +
1√
α
q˜
)T
KI
(√
αz +
1√
α
q˜
)
− 1
2α
q˜TKI q˜ +
+
1
2
q˜TKP q˜ + U(q)− U(qd)− q˜Tg(qd). (4.154)
Ako primjenimo svojstvo (4.138) tada
V2 ≥ 1
2
(
k1 − 1
α
λM{KI}
)
‖q˜‖2, (4.155)
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sˇto je pozitivno definitno ako je zadovoljen slijedec´i uvjet
α >
λM{KI}
k1
. (4.156)
Usporedbom (4.156) sa (4.153), dobivamo slijedec´e uvjete pozitivne definitnosti funkcije
V
k1λm{KD} > λM{KI}m¯, (4.157)
k1k
(1)
D > λM{KI}m¯1, (4.158)
k1k
(2)
D > λM{KI}d2. (4.159)
Napomenimo da je nespecificirana konstanta α eliminirana iz gornjih uvjeta.
Uvjeti pozitivne definitnosti funkcije W .
Slijedec´i korak je odred¯ivanje uvjeta koji osiguravaju negativnu (semi)definitnost vre-
menske derivacije Lyapunovljeve funkcije, odnosno, W ≥ 0. Prvo razmatramo funkciju
W1. Primjenom svojstava (2.13), (2.14), (2.16) i (4.138) dobivamo
W1 ≥ (λm{KD}+ k(1)D ‖q˜‖+ k(2)D ‖q˜‖2)‖q˙‖2 −
− α(a2 + c2‖q‖+ d2‖q‖2)‖q˙‖2 −
− α(c1 + d1‖q‖)‖q˜‖‖q˙‖2 ≥ 0. (4.160)
Primjenom nejednakosti trokuta ‖q‖ ≤ ‖q˜‖+ ‖qd‖, dobivamo
W1 ≥ [λm{KD} − αm¯]‖q˙‖2 +
+ [k
(1)
D − α(m¯1 + k¯c)]‖q˜‖‖q˙‖2 +
+ [k
(2)
D − α(d1 + d2)]‖q˜‖2‖q˙‖2, (4.161)
gdje je k¯c = c1 + d1‖qd‖.
Funkcija W1 je pozitivno definitna pod slijedec´im uvjetima
λm{KD} > αm¯, (4.162)
k
(1)
D > α(m¯1 + k¯c), (4.163)
k
(2)
D > α(d1 + d2). (4.164)
Nadalje, razmatramo funkciju W2. Primjenom svojstva (2.29) dobivamo
W2 ≥ (αk1 − λM{KI})‖q˜‖2, (4.165)
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sˇto je pozitivno definitno ako je zadovoljen uvjet
α >
λM{KI}
k1
. (4.166)
Usporedbom (4.166) sa (4.162)-(4.164) dobivamo slijedec´e uvjete negativne definitnosti
vremenske derivacije Lyapunovljeve funkcije
k1λm{KD} > λM{KI}m¯, (4.167)
k
(1)
D k1 > λM{KI}(m¯1 + k¯c), (4.168)
k
(2)
D k1 > λM{KI}(d1 + d2). (4.169)
Napomenimo takod¯er da je nespecificirana konstanta α eliminirana iz gornjeg uvjeta.
S obzirom da kriteriji dobiveni ocjenom pozitivne definitnosti funkcije W ukljucˇuju
kriterije dobivene ocjenom pozitivne definitnosti funkcije V , nejednakosti (4.167)-(4.169)
predstavljaju konacˇne kriterije stabilnosti.
Uvjeti (4.167)-(4.169) mogu se prikazati u kompaktnijem obliku preko slijedec´eg
izraza
k1
kIM
> max
{
m¯
kDm
,
m¯1 + k¯c
k
(1)
D
,
d1 + d2
k
(2)
D
}
. (4.170)
Izbor parametara koji zadovoljavaju uvjet stabilnosti.
Iz nejednakosti (4.167)-(4.169) vidimo da stabilnost sustava ovisi o pet parametara
regulatora. Broj potrebnih parametara za podesˇavanje mozˇe se reducirati na slijedec´i
nacˇin.
Pretpostavka 1. Slijedec´e vrijednosti parametara
k
(1)
D =
m¯1 + k¯c
m¯
λm{KD}, (4.171)
k
(2)
D =
d1 + d2
m¯
λm{KD}, (4.172)
zadovoljit c´e uvjete stabilnosti (4.168) i (4.169).
Dokaz. Iz (4.167) dobivamo
λm{KD}
m¯
>
λM{KI}
k1
. (4.173)
Ako stavimo navedenu nejednakost u (4.172) dobivamo (4.168) i (4.169). 
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Fiksiranjem vrijednosti parametara k
(1)
D i k
(2)
D reducirali smo broj potrebnih parame-
tara na tri, primjenom jedne nejednadzˇbe (4.167).
Preostaje josˇ odred¯ivanje gornje granice parametra α, koju c´emo dobiti uvrsˇtavanjem
izraza (4.171) i (4.172) u nejednadzˇbe (4.163) i (4.164) iz cˇega slijedi
α <
λm{KD}
m¯
, (4.174)
tako da je interval unutar kojega se mora nalaziti parametar α da bi sustav bio stabilan
slijedec´i
λM{KI}
k1
< α <
λm{KD}
m¯
. (4.175)
Navedeni interval parametra α nije bitan za analizu stabilnosti ali je bitan za ocjenu
integralnog indeksa performansi sˇto c´e biti prikazano u narednim poglavljima.
5 Analiza stabilnosti
uz primjenu analiticˇkog
neizrazitog regulatora
Vidjeli smo u trec´em poglavlju da je analiticˇki neizraziti regulator (sa ulazima u ob-
liku pogresˇke pozicije, brzine i integrala po pogresˇci pozicije) moguc´e dekomponirati na
opc´u klasu nelinearnih PID regulatora. Navedena dekompozicija pruzˇa moguc´nost prim-
jene Lyapunovljeve analize stabilnosti mehanicˇkih sustava vod¯enih analiticˇkim neizraz-
itim regulatorom.
Kod regulatora razmatranih u prethodnom poglavlju, proporcionalna i derivacijska
nelinearna pojacˇanja ovisila su samo o pogresˇci pozicije q˜. U slucˇaju analiticˇkog neizra-
zitog PID regulatora nelinearna pojacˇanja ovise o pogresˇci pozicije, brzini i integralu po
pogresˇci pozicije. Navedena cˇinjenica ima za posljedicu bitno slozˇeniju analizu stabil-
nosti u usporedbi sa regulatorima razmatranim u prethodnom poglavlju.
Nadalje, svojstvo saturacije upravljacˇke varijable analiticˇkog neizrazitog regulatora
ima za posljedicu kriterije stabilnosti koji vrijede samo lokalno oko stacionarnog stanja.
Stoga se na kraju poglavlja razmatraju modifikacije analiticˇkog neizrazitog PID regu-
latora koje omoguc´uju globalnu asimptotsku stabilnost regulacijskog kruga, a takod¯er i
jednostavnije kriterije stabilnosti.
5.1. Analiticˇki neizraziti PD regulator (AFPD)
U ovom podpoglavlju razmatramo stabilnost analiticˇkog neizrazitog PD regulatora
(AFPD) bez kompenzacije gravitacije.
Neizraziti PD regulator, prema (3.9) ima slijedec´i oblik
u = −ΨP (q˜, q˙)ϕP (q˜)−ΨD(q˜, q˙)ϕD(q˙), (5.1)
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Slika 5.1: Blok shema regulacije AFPD regulatorom.
gdje su Ψj(q˜, q˙), j = P,D pozitivne dijagonalne matricˇne funkcije
Ψj(q˜, q˙) = diag{ψj1(q˜1, q˙1), ..., ψjn(q˜n, q˙n)}, (5.2)
dok su ϕj(χj), j = P,D, (χP = q˜, χD = q˙), vektorske funkcije
ϕj(χj) = [ϕj1(χj1) ϕj2(χj2) ... ϕjn(χjn)]
T . (5.3)
Eksplicitni oblik gore navedenih funkcija ψji(q˜i, q˙i) i ϕji(χji), je slijedec´i
ψji(q˜i, q˙i) =
Ijiωji(χji)
IPiωPi(q˜i) + IDiωDi(q˙i)
, (5.4)
ϕji(χji) = yCji(χji) = KCjiµji
(
1− ωji(χji)
Nji
)
sign(χji), (5.5)
gdje je j = P,D, i = 1, ..., n i χPi = q˜i, χDi = q˙i, i
ωji(χji) =
Nji∑
k=1
sjik (χji), (5.6)
sjik (χji) = γ
ji
k + γ¯
ji
k exp(−αjik χ2ji − βjik |χji|). (5.7)
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5.1.1. Regulacija oko ravnotezˇnog stanja
Da bi sˇto jasnije ilustrirali osnovne probleme u analizi stabilnosti opc´e klase neli-
nearnih PD i PID regulatora, razmotrit c´emo najprije problem regulacije robota oko
ravnotezˇnog stanja. U slucˇaju regulacije ravnotezˇnog stanja imamo qd = 0, odnosno
q˜ = q, tako da su jednadzˇbe dinamicˇkog modela sustava sa zatvorenom multivarijabil-
nom petljom
M(q)q¨ + C(q, q˙)q˙ + g(q) = −ΨP (q, q˙)ϕP (q)−ΨD(q, q˙)ϕD(q˙), (5.8)
ujedno i jednadzˇbe pogresˇke, cˇime se vec´ bitno olaksˇava daljnja analiza stabilnosti.
Problem se sastoji u pronalazˇenju uvjeta na parametre regulatora koji c´e osigurati
stabilizaciju sustava u ravntezˇnom stanju q˜ = q = qd = 0 za bilo koje zadane pocˇetne
uvjete q(0) 6= 0.
Kad bi funkcija ΨP ovisila samo o q, ΨP (q), tada bi imali slicˇnu situaciju kao u
prethodnom poglavlju gdje bi navedenom cˇlanu dinamicˇkog modela odgovarao cˇlan u
Lyapunovljevoj funkciji
n∑
i=1
∫ qi
0
ψPi(ξ)ϕPi(ξ)dξ. (5.9)
Navedeni cˇlan je pozitivno definitan zbog toga sˇto je ΨP (q) pozitivno definitna matricˇna
funkcija dok je ϕP (q) monotono rastuc´a funkcija, q
TϕP (q) ≥ 0.
U slucˇaju kad imamo funkciju ΨP (q, q˙) ≥ 0, direktno poopc´enje prethodnog slucˇaja
n∑
i=1
∫ qi
0
ψPi(ξ, q˙i)ϕPi(ξ)dξ, (5.10)
nije dobro rjesˇenje zbog toga sˇto vremenska derivacija gornjeg cˇlana ima slijedec´i oblik
q˙TΨP (q, q˙)ϕP (q) +
n∑
i=1
q¨i
∫ qi
0
∂ψPi(ξ, q˙i)
∂q˙i
ϕPi(ξ)dξ, (5.11)
iz kojeg vidimo da drugi cˇlan gornjeg izraza drasticˇno komplicira analizu stabilnosti (s
obzirom da se q¨i mora izlucˇiti iz izraza (5.8) a parcijalna derivacija funkcije ψPi po q˙i
nije viˇse pozitivno definitna funkcija).
Primjena inverznih funkcija varijabli stanja
Cˇinjenica da je funkcija ΨP (q, q˙) pozitivna za sve vrijednosti varijabli q, q˙ ∈ Rn mozˇe
se iskoristiti na slijedec´i nacˇin. Rjesˇenje matricˇne diferencijalne jednadzˇbe (5.8) je u
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obliku funkcijske ovisnosti varijabli stanja qi(t), q˙i(t), i = 1, ..., n, o vremenu t ∈ R+.
Nadalje, formalno iz funkcijske ovisnosti varijable stanja qi = qi(t) o vremenu mozˇemo
nac´i inverznu funkciju t = q−1i (qi). Dobivenu ovisnost vremena t o varijabli qi mozˇemo
uvrstiti u funkciju q˙i = q˙i(t) i dobiti q˙i = q˙i(q
−1
i (qi)) ≡ q˙i(qi). Na taj nacˇin smo
formalno dobili eksplicitnu ovisnost varijable stanja q˙i o varijabli qi, q˙i(qi). Ako na
kraju funkciju q˙i(qi) uvrstimo u ΨPi(qi, q˙i) dobivamo ΨPi(qi, q˙i(qi)) ≡ ΨPi(qi). Drugim
rijecˇima, navedenim postupkom eliminirali smo ovisnost funkcije ΨPi(qi, q˙i) o q˙i i dobili
smo ovisnost funkcije ΨPi samo o varijabli qi.
Iako je opcˇenito nemoguc´e nac´i egzaktno analiticˇko rijesˇenje diferencijalne jednadzˇbe
(5.8) a josˇ manje je moguc´e pronac´i eksplicitnu ovisnost q˙i(qi), cˇinjenica je da bez obzira
na to vrijedi: ΨPi(qi, q˙i(qi)) ≥ 0 za sve qi ∈ R, iako ne znamo eksplicitnu analiticˇku
ovisnost funkcije ΨPi o varijabli qi. Na osnovu navedenoga slijedi takod¯er da je cˇlan u
Lyapunovljevoj funkciji
n∑
i=1
∫ qi
0
ψPi(ξ, q˙i(ξ))ϕPi(ξ)dξ, (5.12)
pozitivno definitna funkcija, cˇija je vremenska derivacija jednaka q˙TΨP (q, q˙(q))ϕP (q)
odnosno q˙TΨP (q, q˙)ϕP (q). Takod¯er, za gore navedeni cˇlan ne znamo analiticˇki izraz,
med¯utim za analizu stabilnosti bitno nam je samo da znamo da se radi o pozitivno
definitnoj funkciji.
Na kraju, kao Lyapunovljevu funkciju za sustav (5.8) imamo
V (q, q˙) =
1
2
q˙TM(q)q˙ + U(q)− U(0) +
n∑
i=1
∫ qi
0
ψPi(ξ, q˙i(ξ))ϕPi(ξ)dξ, (5.13)
dok je njena vremenska derivacija
V˙ (q, q˙) = −q˙TΨD(q, q˙)ϕD(q˙), (5.14)
negativno semidefinitna funkcija. Uvjete pozitivne definitnosti mozˇemo dobiti na osnovu
uvjeta qTVq + q˙
TVq˙ ≥ 0
qTVq + q˙
TVq˙ = q˙
TM(q)q˙ + qTΨP (q, q˙)ϕP (q) + q
T q(q) ≥
≥ λm{M}‖q˙‖2 + k¯1q˜TϕmP (q˜), (5.15)
gdje je k¯1 = λm{ΨP}λm{KCP}−kminCP > 0, dok je kminCP definiran izrazom (3.62) a funkcija
ϕmP (q˜) izrazom (3.61). Konacˇni uvjet stabilnosti je
λm{ΨP}λm{KCP} > kminCP , (5.16)
Poglavlje 5. Analiza stabilnosti uz primjenu analiticˇkog neizrazitog regulatora 67
sˇto je uvjet analogan uvjetu k1 = λm{KP} − kg > 0, za linearni PD regulator.
Na kraju, primjenom LaSalleovog principa invarijantnosti zakljucˇujemo asimptotsku
stabilnost sustava (5.8).
Lyapunovljeve funkcije koje se ne mogu analiticˇki prikazati ali se mozˇe dokazati
njihova pozitivna definitnost nisu neuobicˇajane u teoriji upravljanja. Npr. metoda
sinteze regulatora za nelinearne kaskadne sustave, poznata pod nazivom ”forwarding”,
[80, 81, 82, 83], koristi konstrukciju Lyapunovljeve funkcije koja se ne mozˇe prikazati
u analiticˇkom obliku. Sˇtoviˇse, u navedenoj metodologiji, sinteza regulatora zahtijeva
aproksimativno izracˇunavanje Lyapunovljeve funkcije, sˇto se u slucˇaju analize stabilnosti
prikazane u ovom poglavlju ne zahtijeva. U dodatku A.5. navedeni su neki dodatni
primjeri primjene inverznih funkcija za konstrukciju Lyapunovljevih funkcija.
Konvencionalni pristup analizi stabilnosti
Da bi dodatno ilustrirali prednost primjene inverznih funkcija u konstrukciji Lya-
punovljeve funkcije, prikazat c´emo analizu stabilnosti sustava (5.8) konvencionalnim
pristupom. Pod konvencionalnim pristupom ovdje podrazumjevamo konstrukciju Lya-
punovljeve funkcije koja se mozˇe prikazati u analiticˇkom obliku.
Prvi korak je dekompozicija nelinearnih pojacˇanja na slijedec´i nacˇin
ΨP (q, q˙) = KP + Ψ¯P (q, q˙), ΨD(q, q˙) = KD + Ψ¯D(q, q˙), (5.17)
gdje su
KPi = min
qi,q˙i
ΨPi(qi, q˙i), KDi = min
qi,q˙i
ΨDi(qi, q˙i). (5.18)
Ako formiramo izlaznu varijablu y = q˙+αϕP (q) sa pozitivnom konstantom α > 0 te
napravimo skalarni produkt izmed¯u (5.8) i y dobivamo slijedec´u nelinearnu diferencijalnu
formu
q˙T [M(q)q¨ + C(q, q˙)q˙ + g(q)] + q˙TΨP (q, q˙)ϕP (q) + q˙
TΨD(q, q˙)ϕD(q˙) +
+α[ϕP (q)
TM(q)q¨ + ϕP (q)
TC(q, q˙)q˙ + ϕP (q)
Tg(q)] +
+α[ϕP (q)
TΨP (q, q˙)ϕP (q) + ϕP (q)
TΨD(q, q˙)ϕD(q˙)] = 0, (5.19)
Gornju nelinearnu diferencijalnu formu mozˇemo separirati na slijedec´i nacˇin: V˙ =
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−W , gdje je
V =
1
2
q˙TM(q)q˙ + U(q)− U(0) + αϕP (q)TM(q)q˙ +
+
n∑
i=1
KPi
∫ qi
0
ϕPi(ξ)dξ, (5.20)
dok je
W = q˙T (ΨD(q, q˙)− αϕP,q(q)M(q))q˙ − αϕP (q)T (M˙(q)− C(q, q˙))q˙ +
+ αϕP (q)
TΨP (q, q˙)ϕP (q) + αϕP (q)
Tg(q) + Ω(q, q˙), (5.21)
gdje je
Ω(q, q˙) = −q˙T Ψ¯P (q, q˙)ϕP (q)− αϕP (q)TΨD(q, q˙)ϕD(q˙), (5.22)
nedefinitni cˇlan koji se pojavio u vremenskoj derivaciji Lyapunovljeve funkcije zbog toga
sˇto ga nismo mogli prikazati kao vremensku derivaciju neke analiticˇke funkcije.
Da bi dobili eksplicitne uvjete stabilnosti moramo dobiti uvjete pozitivne definitnosti
funkcija V i W . Nakon sred¯ivanja funkcije V , dobivamo
V =
1
2
(q˙ + αϕP (q))
T M(q) (q˙ + αϕP (q))− 1
2
α2ϕP (q)
TM(q)ϕP (q) +
+ α
n∑
i=1
KPi
∫ qi
0
ϕPi(q)(ξ)dξ + U(q)− U(0). (5.23)
Gornji izraz je pozitivno definitan ako vrijedi
V1 =
n∑
i=1
KPi
∫ qi
0
ϕPi(ξ)dξ − 1
2
α2ϕP (q)
TM(q)ϕP (q) ≥
≥
n∑
i=1
(
λm{KP}
∫ q˜i
0
ϕPi(ξ)dξ − 1
2
α2λM{M}ϕPi(qi)2
)
=
n∑
i=1
fi(qi) ≥ 0,
sˇto je pozitivno definitna konveksna funkcija ako je zadovoljen uvjet qifi,qi(qi) ≥ 0,
odnosno
qifi,qi(qi) = λm{KP}qiϕPi(qi)− α2λM{M}qiϕPi(qi)ϕPi,qi(qi) =
= qiϕPi,qi(q)(λm{KP} − α2λM{M}ϕPi,qi(qi)) ≥
≥ qiϕPi(q˜i)(λm{KP} − α2λM{M}max
qi
ϕPi,qi(qi)) ≥ 0, (5.24)
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gdje je i = 1, ..., n. Prethodni izraz je pozitivno definitan ako je zadovoljen uvjet
λm{KP} ≥ α2λM{M}max
qi
ϕPi,qi(qi). (5.25)
Da bi ocjenili uvjete pozitivne definitnosti funkcije W , nedefinitne cˇlanove funkcije
Ω prikazat c´emo na slijedec´i nacˇin
− q˙T Ψ¯P (q, q˙)ϕP (q) = 1
2
(
µ1q˙ − 1
µ1
ϕP (q)
)T
Ψ¯P (q, q˙)
(
µ1q˙ − 1
µ1
ϕP (q)
)
−
− 1
2
µ21q˙
T Ψ¯P (q, q˙)q˙ − 1
2µ21
ϕP (q)
T Ψ¯P (q, q˙)ϕP (q), (5.26)
−ϕD(q˙)TΨDϕP (q) = 1
2
(
µ2ϕD(q˙)− 1
µ2
ϕP (q)
)T
ΨD
(
µ2ϕD(q˙)− 1
µ2
ϕP (q)
)
−
− 1
2
µ22ϕD(q˙)
TΨDϕD(q˙)− 1
2µ22
ϕP (q)
TΨDϕP (q). (5.27)
Ako gornje izraze uvrstimo u (5.21) dobivamo
W ≥ q˙T
(
ΨD − 1
2
µ21Ψ¯P − αϕP,q(q)M(q)
)
q˙ − αϕP (q)T (M˙(q)− C(q, q˙))q˙ +
+ ϕP (q)
T
[(
αΨP − 1
2µ21
Ψ¯P − α 1
2µ22
ΨD
)
ϕP (q) + αg(q)
]
−
− 1
2
αµ22ϕD(q˙)
TΨDϕD(q˙), (5.28)
odnosno, nakon sred¯ivanja gornjeg izraza i primjenom svojstva (3.59) dobivamo
W ≥
(
λm{ΨD} − 1
2
µ21λM{Ψ¯P} −
1
2
αµ21λM{ΨD}λM{ϕD,q}−
− αλM{M}λM{ϕP,q} − kcmax
q
ϕP (q)
)
‖q˙‖2 + k¯1ϕP (q)TϕmP (q), (5.29)
gdje je
k¯1 = λm{KCP}
(
αλm{ΨP} − 1
2µ21
λM{Ψ¯P} − α 1
2µ22
λM{ΨD}
)
− kminCP > 0, (5.30)
dok je kminCP definiran izrazom (3.62) a funkcija ϕ
m
P (q˜) izrazom (3.61).
Na kraju, konacˇni uvjeti pozitivne definitnosti funkcije W su(
1− 1
2
αµ21λM{ϕD,q}
)
λm{ΨD} > 1
2
µ21λM{Ψ¯P}+ αλM{M}λM{ϕP,q}+
+ kcmax
q
ϕP (q), (5.31)
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αλm{ΨP} > 1
2µ21
λM{Ψ¯P}+ α 1
2µ22
λM{ΨD}+ k
min
CP
λm{KCP} , (5.32)
Vidimo da su dobiveni uvjeti stabilnosti (5.25), (5.31) i (5.32) znatno slozˇeniji od
uvjeta (5.16) koji smo dobili primjenom inverznih funkcija.
5.1.2. Regulacija oko zadanog referentnog stanja
Sada c´emo razmotriti opc´eniti slucˇaj regulacije oko proizvoljnog zadanog stanja qd 6=
0. Kod regulatora koje smo do sada razmatrali, izvod¯enje jednadzˇbi pogresˇke bilo je
prakticˇki trivijalno. U slucˇaju analiticˇkog PD i PID regulatora izvod¯enje jednadzˇbi
pogresˇke znatno komplicira analizu stabilnosti. Navedene komplikacije posljedica su
ovisnosti nelinearnih pojacˇanja Ψj(q˜, q˙), j = P,D, o svim varijablama stanja q˜ i q˙ i ne
mogu se dekomponirati na jednostavnije slucˇajeve poput Ψj(q˜, q˙) = Ψ
(1)
j (q˜) +Ψ
(2)
j (q˙) ili
Ψj(q˜, q˙) = Ψ
(1)
j (q˜)Ψ
(2)
j (q˙) .
Jednadzˇbe pogresˇke
Prvi korak u analizi stabilnosti je formiranje jednadzˇbi pogresˇke. U stacionarnom
stanju imamo q˙ = 0, q = q∗ te stoga mora biti zadovoljena slijedec´a jednakost
g(q∗) = −ΨP (q∗ − qd, 0)ϕP (q∗ − qd). (5.33)
Ako sada gornji izraz s negativnim predznakom dodamo jednadzˇbi (2.9) dobivamo
M(q)q¨ + C(q, q˙)q˙ + g(q)− g(q∗) = −K¯P (q, q˙)−ΨD(q˜, q˙)ϕD(q˙), (5.34)
gdje je
K¯P (q, q˙) = ΨP (q − qd, q˙)ϕP (q − qd)−ΨP (q∗ − qd, 0)ϕP (q∗ − qd). (5.35)
Ako uvedemo varijable q¯ = q − q∗, qˆ = q∗ − qd, funkciju K¯P (q, q˙) mozˇemo nadalje
dekomponirati na slijedec´i nacˇin
K¯P (q¯, q˙) = ΨP (q¯ + qˆ, q˙)[ϕP (q¯ + qˆ)− ϕP (qˆ)] +
+ [ΨP (qˆ, q˙)−ΨP (qˆ, 0)]ϕP (qˆ) +
+ [ΨP (q¯ + qˆ, q˙)−ΨP (qˆ, q˙)]ϕP (qˆ), (5.36)
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tako da desna strana jednadzˇbe (5.34) poprima slijedec´i oblik
u¯(q¯, q˙) = −uP (q¯, q˙)− uD(q¯, q˙), (5.37)
gdje su
uP (q¯, q˙) = ΨP (q¯ + qˆ, q˙)(ϕP (q¯ + qˆ)− ϕP (qˆ)) +
+ [ΨP (q¯ + qˆ, q˙)−ΨP (qˆ, q˙)]ϕP (qˆ), (5.38)
uD(q¯, q˙) = ΨD(q˜, q˙)ϕD(q˙) + [ΨP (qˆ, q˙)−ΨP (qˆ, 0)]ϕP (qˆ). (5.39)
Motivacija za dekompoziciju (5.37), (5.38) i (5.39) lezˇi u cˇinjenici da za uP (q¯, q˙) mozˇemo
dobiti uvjete pod kojima je navedena funkcija sektorska nelinearnost po varijabli q¯,
odnosno q¯TuP (q¯, q˙) ≥ 0 za svaki q¯, q˙ ∈ Rn. Isto tako mozˇemo dobiti uvjete sektorske
nelinearnosti za uD(q¯, q˙) po varijabli q˙, odnosno q˙
TuD(q¯, q˙) ≥ 0 za svaki q¯, q˙ ∈ Rn.
Navedeni uvjeti su nuzˇni za konstrukciju Lyapunovljeve funkcije na slicˇan nacˇin kao sˇto
je u [12, 14, 15] konstrukcija Lyapunovljeve funkcije bila moguc´a za specijalnu klasu
sektorskih neizrazitih regulatora.
Slijedec´i korak je izracˇunavanje izraza u uglatim zagradama jednadzˇbi (5.38) i (5.39).
Na osnovu izraza (5.4) imamo
ψPi(qˆi, q˙i) =
IPiωPi(qˆi)
IPiωPi(qˆi) + IDiωDi(q˙i)
, (5.40)
ψPi(qˆi, 0) =
IPiωPi(qˆi)
IPiωPi(qˆi) + IDiωDi(0)
, (5.41)
ψPi(q¯i + qˆi, q˙i) =
IPiωPi(q¯i + qˆi)
IPiωPi(q¯i + qˆi) + IDiωDi(q˙i)
. (5.42)
Ako izraze (5.40) i (5.41) uvrstimo u uglatu zagradu izraza (5.38) dobivamo
ψPi(qˆi, q˙i)− ψPi(qˆi, 0) = IPiωPi(qˆi)
IPiωPi(qˆi) + IDiωDi(q˙i)
− IPiωPi(qˆi)
IPiωPi(qˆi) + IDiωDi(0)
, (5.43)
odnosno, svod¯enjem na zajednicˇki nazivnik slijedi
ψPi(qˆi, q˙i)− ψPi(qˆi, 0) = IPiIDiωPi(qˆi)ωDi(0)− IPiIDiωPi(qˆi)ωDi(q˙i)
(IPiωPi(qˆi) + IDiωDi(q˙i))(IPiωPi(qˆi) + IDiωDi(0))
. (5.44)
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Ako brojnik i nazivnik gornjeg izraza podijelimo s IPiIDiωPi(qˆi)ωDi(0) dobivamo
ψPi(qˆi, q˙i)− ψPi(qˆi, 0) =
(
1− ωDi(q˙i)
ωDi(0)
)
(
1 +
IDiωDi(q˙i)
IPiωPi(qˆi)
)(
1 +
IPiωPi(qˆi)
IDiωDi(0)
) , (5.45)
S obzirom da vrijedi (
1− ωDi(q˙i)
NDi
)
=
1
KCDiµDi
|ϕDi(q˙i)|, (5.46)
imamo
ψPi(qˆi, q˙i)− ψPi(qˆi, 0) = 1
KCDiµDi
|ϕDi(q˙i)|(
1 +
IDiωDi(q˙i)
IPiωPi(qˆi)
)(
1 +
IPiωPi(qˆi)
IDiωDi(0)
) , (5.47)
Na slicˇan nacˇin, ako izraze (5.40) i (5.42) uvrstimo u uglatu zagradu izraza (5.39)
dobivamo
ψPi(q¯i + qˆi, q˙i)− ψPi(qˆi, q˙i) = IPiωPi(q¯i + qˆi)
IPiωPi(q¯i + qˆi) + IDiωDi(q˙i)
− IPiωPi(qˆi)
IPiωPi(qˆi) + IDiωDi(q˙i)
.
Sred¯ivanjem gornjeg izraza dobivamo
ψPi(q¯i + qˆi, q˙i)− ψPi(qˆi, q˙i) = IPiIDiωDi(q˙i)[ωPi(q¯i + qˆi)− ωPi(qˆi)]
(IPiωPi(q¯i + qˆi) + IDiωDi(q˙i))(IPiωPi(qˆi) + IDiωDi(q˙i))
.
(5.48)
Nadalje, s obzirom da vrijedi
ωPi(q¯i + qˆi) = NPi
(
1− 1
KCPiµPi
|ϕPi(q¯i + qˆi)|
)
, (5.49)
ωPi(qˆi) = NPi
(
1− 1
KCPiµPi
|ϕPi(qˆi)|
)
, (5.50)
imamo
ωPi(q¯i + qˆi)− ωPi(qˆi) = − NPi
KCPiµPi
(|ϕPi(q¯i + qˆi)| − |ϕPi(qˆi)|). (5.51)
Uvrstimo li (5.51) u (5.48), te podijelimo brojnik i nazivnik s IPiIDiωDi(q˙i)NPi, dobivamo
ψPi(q¯i + qˆi, q˙i)− ψPi(qˆi, q˙i) = − 1
KCPiµPi
|ϕPi(q¯i + qˆi)| − |ϕPi(qˆi)|(
1 + IPiωPi(q¯i+qˆi)
IDiωDi(q˙i)
)(
IPiωPi(qˆi)
IPiNPi
+ IDiωDi(q˙i)
IPiNPi
) .
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Radi kompaktnijeg prikaza, uvodimo slijedec´u notaciju
u¯Di(q˙) = [ψPi(qˆi, q˙i)− ψPi(qˆi, 0)]ϕPi(qˆi)
= ρDi(q˙)|ϕDi(q˙i)|,
u¯Pi(q¯i, q˙) = [ψPi(q¯i + qˆi, q˙i)− ψPi(qˆi, q˙i)]ϕPi(qˆi)
= ρPi(q¯i, q˙)[|ϕPi(q¯i + qˆi)| − |ϕPi(qˆi)|], (5.52)
gdje su
ρDi(q˙) =
ϕPi(qˆi)
KCDiµDi
1(
1 +
IDiωDi(q˙i)
IPiωPi(qˆi)
)(
1 +
IPiωPi(qˆi)
IDiωDi(0)
) , (5.53)
ρPi(q¯i, q˙) = − ϕPi(qˆi)
KCPiµPi
1(
1 +
IPiωPi(q¯i + qˆi)
IDiωDi(q˙i)
)(
IPiωPi(qˆi)
IPiNPi
+
IDiωDi(q˙i)
IPiNPi
) , (5.54)
Slijedec´i korak je postavljanje uvjeta koji garantiraju da je funkcija uPi(q¯i, q˙i) sek-
torska nelinearnost po varijabli q¯i za sve vrijednosti q˙i ∈ R, odnosno
q¯iuPi(q¯i, q˙i) ≥ 0, ∀q˙i ∈ R. (5.55)
Isto tako, postavit c´emo uvjete koji garantiraju da je funkcija uDi(q¯i, q˙i) sektorska
nelinearnost po varijabli q˙i za sve vrijednosti q¯i ∈ R, odnosno
q˙iuDi(q¯i, q˙i) ≥ 0, ∀q¯i ∈ R. (5.56)
Razmotrit c´emo najprije uvjete za q˙iuDi(q¯i, q˙i) ≥ 0, odnosno
q˙iuDi(q¯i, q˙i) = q˙iψDi(q˜i, q˙i)ϕDi(q˙i) + q˙iu¯Di(q˙) =
= q˙iψDi(q˜i, q˙i)ϕDi(q˙i) + q˙iρDi(q˙)|ϕDi(q˙i)| ≥
≥ [minψDi(q˜i, q˙i)−max ρDi(q˙)]q˙iϕDi(q˙i), (5.57)
iz cˇega slijedi
minψDi(q˜i, q˙i) > max ρDi(q˙). (5.58)
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Na slicˇan nacˇin dobivamo uvjete za q¯iuPi(q¯i, q˙i) ≥ 0.
q¯iuPi(q¯i, q˙i) = q¯iψPi(q¯i + qˆi, q˙i)[ϕPi(q¯i + qˆi)− ϕPi(qˆi)] + q¯iu¯Pi(q¯i, q˙) =
= q¯iψPi(q¯i + qˆi, q˙i)ϕPi(q¯i + qˆi) + q¯iρPi(q¯i, q˙)|ϕPi(q¯i + qˆi)|+
+ q¯iψPi(q¯i + qˆi, q˙i)ϕPi(qˆi) + q¯iρPi(q¯i, q˙)|ϕPi(qˆi)| ≥
≥ [minψPi(q¯i + qˆi, q˙i)−max ρPi(q¯i, q˙)]q¯iϕPi(q¯i + qˆi) +
+ [minψPi(q¯i + qˆi, q˙i)−max ρPi(q¯i, q˙)]q¯iϕPi(qˆi) =
= [minψPi(q¯i + qˆi, q˙i)−max ρPi(q¯i, q˙)]q¯iϕ¯Pi(q¯i), (5.59)
gdje je
ϕ¯Pi(q¯i) = ϕPi(q¯i + qˆi)− ϕPi(qˆi), (5.60)
iz cˇega slijedi
minψPi(q¯i + qˆi, q˙i) > max ρPi(q¯i, q˙). (5.61)
Da bi dobili konkretne uvjete sektorske nelinearnosti u ovisnosti o parametrima re-
gulatora, moramo izracˇunati maksimalne i minimalne vrijednosti funkcija u izrazima
(5.58) i (5.61). Ako slijedec´e izraze
minψDi(q˜i, q˙i) =
1
1 +
max IPiωPi(q˜i)
min IDiωDi(q˙i)
=
IDiN¯Di
IDiN¯Di + IPiNPi
, (5.62)
max ρDi(q˙) =
KCPi
KCDiµDi
1(
1 +
min IDiωDi(q˙i)
max IPiωPi(qˆi)
)(
1 +
min IPiωPi(qˆi)
max IDiωDi(0)
) =
=
KCPi
KCDiµDi
IPiNPiIDiNDi(
IPiNPi + IDiN¯Di
) (
IDiNDi + IPiN¯Pi
) , (5.63)
uvrstimo u (5.58), dobivamo
minψPi(q¯i + qˆi, q˙i)−max ρPi(q¯i, q˙) =
=
IDiN¯Di
IDiN¯Di + IPiNPi
(
1− NDiKCPi
N¯DiKCDiµDi
IPiNPi(
IDiNDi + IPiN¯Pi
)) > 0. (5.64)
Gornji uvjet c´e biti zadovoljen ako vrijedi
NDiKCPi
N¯DiKCDiµDi
IPiNPi(
IDiNDi + IPiN¯Pi
) < 1, (5.65)
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odnosno
NDiKCPiIPiNPi < N¯DiKCDiµDi
(
IDiNDi + IPiN¯Pi
)
. (5.66)
Na slicˇan nacˇin, ako slijedec´e izraze
minψPi(q˜i, q˙i) =
1
1 +
max IDiωDi(q˙i)
min IPiωPi(q˜i)
=
IPiN¯Pi
IPiN¯Pi + IDiNDi
, (5.67)
max ρPi(q¯i, q˙) =
1
µPi
IPiNPiIDiNDi
(IDiNDi + IPiN¯Pi)(IPiN¯Pi + IDiN¯Di)
, (5.68)
uvrstimo u (5.61), dobivamo
minψPi(q˜i, q˙i)−max ρPi(q¯i, q˙) =
=
IPiN¯Pi
IPiN¯Pi + IDiNDi
(
1− NPi
N¯PiµPi
IDiNDi
(IPiN¯Pi + IDiN¯Di)
)
> 0, (5.69)
sˇto c´e biti zadovoljeno ako vrijedi
NPi
N¯PiµPi
IDiNDi
(IPiN¯Pi + IDiN¯Di)
< 1, (5.70)
odnosno,
NPiIDiNDi < N¯PiµPi(IPiN¯Pi + IDiN¯Di). (5.71)
Ako na kraju uvrstimo izraze za faktore normiranja µPi i µDi,
µPi =
NPi
NPi − N¯Pi , µDi =
NDi
NDi − N¯Di , (5.72)
uvjeti (5.66) i (5.71) postaju
(NDi − N¯Di)IPiNPi < N¯Di
(
IPiN¯Pi + IDiNDi
) KCDi
KCPi
, (5.73)
(NPi − N¯Pi)IDiNDi < N¯Pi(IPiN¯Pi + IDiN¯Di). (5.74)
Napomenimo josˇ jednom da nejednakosti (5.73) i (5.74) osiguravaju svojstva sektorske
nelinearnosti funkcija uP (q¯, q˙) i uD(q¯, q˙) sˇto je tek nuzˇni preduvjet da bi mogli formirati
Lyapunovljevu funkciju.
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Konstrukcija Lyapunovljeve funkcije
Kad su ispunjeni uvjeti (5.73) i (5.74) koji garantiraju svojstva sektorske nelinearno-
sti (5.55) i (5.56), tada mozˇemo formirati Lyapunovljevu funkciju primjenom metode
inverznih funkcija. Lyapunovljeva funkcija za sustav (5.8) je
V (q¯, q˙) =
1
2
q˙TM(q)q˙ + U(q)− U(q∗)− q¯g(q∗) +
n∑
i=1
∫ q¯i
0
uPi(ξ, q˙i(ξ))dξ. (5.75)
Posljednji cˇlan na desnoj strani gornjeg izraza je pozitivno definitan zbog toga sˇto vrijedi
(5.59) za svaki q˙ ∈ Rn uz uvjet (5.61).
Vremenska derivacija Lyapunovljeve funkcije (5.75) ima slijedec´i oblik
V˙ (q¯, q˙) = −q˙TuD(q¯, q˙), (5.76)
sˇto je negativno semidefinitna funkcija zbog (5.57) uz uvjet (5.58) .
Uvjete pozitivne definitnosti funkcije V mozˇemo dobiti na osnovu uvjeta q¯TVq¯ +
q˙TVq˙ ≥ 0,
q¯TVq¯ + q˙
TVq˙ = q˙
TM(q)q˙ + q¯TuP (q¯, q˙) + q¯
T q(q) ≥
≥ λm{M}‖q˙‖2 + k¯1q¯TϕmP (q¯)], (5.77)
gdje je
k¯1 = [minψPi(q˜i, q˙i)−max ρPi(q¯i, q˙)]e−βPmmaxi |qˆi| − kminCP > 0,
dok je kminCP definiran izrazom (3.62) a funkcija ϕ
m
P (q¯) izrazom (3.61). Konacˇni uvjet
stabilnosti je
[minψPi(q˜i, q˙i)−max
i
ρPi(q¯i, q˙)]e
−βPmmax |qˆi| > kminCP , (5.78)
sˇto je uvjet analogan uvjetu k1 = λm{KP}−kg > 0, za linearni PD regulator. Eksplicitni
oblik navedenog uvjeta je
e−β
P
mmaxi |qˆi|IPiN¯Pi
IPiN¯Pi + IDiNDi
(
1− NPi
N¯PiµPi
IDiNDi
(IPiN¯Pi + IDiN¯Di)
)
> kminCP . (5.79)
Na kraju, primjenom LaSalleovog principa invarijantnosti zakljucˇujemo asimptotsku
stabilnost sustava (5.8).
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Slika 5.2: Blok shema regulacije AFPDsI regulatorom.
5.2. Analiticˇki neizraziti PD plus
saturirani I regulator (AFPDsI)
Analiticˇki neizraziti PD regulator, slicˇno kao i linearni PD regulator, ima trajno reg-
ulacijsko odstupanje. Da bi otklonili to regulacijsko odstupanje potrebno je dodati in-
tegralno djelovanje. Zbog jednostavnosti, u ovom podpoglavlju razmotrit c´emo najprije
analiticˇki neizraziti PD regulator kojem je dodan saturirani integralni cˇlan. Razlog za-
sˇto smo uzeli saturirani umjesto linearnog integralnog cˇlana lezˇi u cˇinjenici da je na taj
nacˇin laksˇe dokazati semiglobalnu stabilnost regulatora. Globalna stabilnost se ne mozˇe
postic´i zbog saturacije derivacijskog cˇlana, kao sˇto c´e biti pokazano kasnije.
Zakon upravljanja AFPDsI regulatora glasi
u = −ΨP (q˜, q˙)ϕP (q˜)−ΨD(q˜, q˙)ϕD(q˙)−KIν, (5.80)
ν˙ = ϕP (q˜). (5.81)
Blok shema regulacijskog kruga prikazana je na slici 5.2. Za razliku od analiticˇkog
neizrazitog PD regulatora, jednadzˇbe pogresˇke u ovom slucˇaju postaju trivijalne. Razlog
za to lezˇi u linearnom cˇlanu KIν. U stacionarnom stanju imamo q˜ = 0, q˙ = 0, ν = ν
∗,
tako da je g(qd) = −KIν∗. Uvedemo li novu varijablu z = ν − ν∗, dobivamo konacˇni
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oblik jednadzˇbi pogresˇke
M(q)q¨ + C(q, q˙)q˙ + g(q)− g(qd) = u (5.82)
u = −ΨP (q˜, q˙)ϕP (q˜)−ΨD(q˜, q˙)ϕD(q˙)−KIz, (5.83)
z˙ = ϕP (q˜). (5.84)
5.2.1. Konstrukcija Lyapunovljeve funkcije
Ako formiramo izlaznu varijablu y = q˙ + αϕP (q˜) sa pozitivnom konstantom α > 0
te napravimo skalarni produkt izmed¯u (5.82) i y dobivamo slijedec´u nelinearnu diferen-
cijalnu formu
q˙T [M(q)q¨ + C(q, q˙)q˙ + g(q)− g(qd)] +
+q˙TΨP (q˜, q˙)ϕP (q˜) + q˙
TΨD(q˜, q˙)ϕD(q˙) + q˙
TKIz +
+α[ϕP (q˜)
TM(q)q¨ + ϕP (q˜)
TC(q, q˙)q˙ + ϕP (q˜)
T (g(q)− g(qd))] +
+α[ϕP (q˜)
TΨP (q˜, q˙)ϕP (q˜) + ϕP (q˜)
TΨD(q˜, q˙)ϕD(q˙) + ϕP (q˜)
TKIz] = 0. (5.85)
Nadalje, primjenom metode inverznih funkcija dobivamo
q˙TΨP (q˜, q˙)ϕP (q˜) = q˙
TΨP (q˜, q˙(q˜))ϕP (q˜) =
d
dt
(
n∑
i=1
∫ q˜i
0
ψPi(ξ, q˙i(ξ))ϕPi(ξ)dξ
)
,
ϕP (q˜)
TΨD(q˜, q˙)ϕD(q˙) = ϕP (q˜)
TΨD(q˜, q˙)ΦD(q˙)q˙ = ϕP (q˜)
TΨD(q˜, q˙(q˜))ΦD(q˙(q˜))q˙ =
=
d
dt
(
n∑
i=1
∫ q˜i
0
ψDi(ξ, q˙i(ξ))φDi(q˙i(ξ))ϕPi(ξ)dξ
)
, (5.86)
gdje je ϕD(q˙) = ΦD(q˙)q˙ iz cˇega slijedi
φDi(q˙i) =
ϕDi(q˙i)
q˙i
≥ 0, (5.87)
tako da je ψDi(ξ, q˙i(ξ))φDi(q˙i(ξ)) ≥ 0 sˇto uz cˇinjenicu da je ϕPi(ξ) monotono rastuc´a
funkcija, ima za posljedicu da je integral na desnoj strani izraza (5.86) pozitivno defini-
tan.
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Gornju nelinearnu diferencijalnu formu mozˇemo separirati na slijedec´i nacˇin: V˙ =
−W , gdje je V (q˜, q˙, z) Lyapunovljeva funkcija koju smo dekomponirali na slijedec´i nacˇin
V (q˜, q˙, z) = V1(q˜, q˙) + V2(q˜, z),
V1 =
1
2
q˙TM(q)q˙ + αϕP (q˜)
TM(q)q˙ + α
n∑
i=1
∫ q˜i
0
ψDi(ξ, q˙i(ξ))φDi(q˙i(ξ))ϕPi(ξ)dξ,
V2 =
n∑
i=1
∫ q˜i
0
ψPi(ξ, q˙i(ξ))ϕPi(ξ)dξ + U(q)− U(qd)− q˜Tg(qd) + (5.88)
+ q˜TKIz +
1
2
αzTKIz,
kao i funkciju W (q˜, q˙) =W1(q˜, q˙) +W2(q˜, q˙),
W1 = q˙
TΨD(q˜, q˙)ϕD(q˙)− αq˙TϕP,q˜(q˜)TM(q)q˙ + αϕP (q˜)T [M˙(q)− C(q, q˙)]q˙,
W2 = αϕP (q˜)
TΨP (q˜, q˙)ϕP (q˜)− ϕP (q˜)TKI q˜ + αϕP (q˜)T [g(q)− g(qd)], (5.89)
gdje je ϕP,q˜(q˜) = diag{ϕP1,q˜1(q˜1), ..., ϕPn,q˜n(q˜n)}.
5.2.2. Odred¯ivanje kriterija stabilnosti
Uvjeti pozitivne definitnosti funkcije V
Funkciju V1 mozˇemo preurediti na slijedec´i nacˇin
V1 =
1
2
(q˙ + αϕP (q˜))
T M(q) (q˙ + αϕP (q˜))− 1
2
α2ϕP (q˜)
TM(q)ϕP (q˜) +
+ α
n∑
i=1
∫ q˜i
0
ψDi(ξ, q˙i(ξ))φDi(q˙i(ξ))ϕPi(ξ)dξ, (5.90)
i primjenom svojstva (2.14) dobivamo
V1 ≥ f(q˜) = α
n∑
i=1
∫ q˜i
0
ψDi(ξ, q˙i(ξ))φDi(q˙i(ξ))ϕPi(ξ)dξ − 1
2
α2λM{M}‖ϕP (q˜)‖2 ≥ 0,
sˇto je pozitivno definitna konveksna funkcija ako je zadovoljen uvjet q˜Tfq˜(q˜i) ≥ 0, odno-
sno
q˜Tfq˜(q˜) ≥ αλm{ΨD}q˜TΦD(q˙)ϕP (q˜)− α2λM{M}q˜TϕP,q˜(q˜)ϕP (q˜) =
= αλm{ΨD}
n∑
i=1
q˜iϕPi(q˜i)φDi(q˙i)− α2λM{M}
n∑
i=1
ϕPi,q˜i(q˜i)q˜iϕPi(q˜i) ≥
≥ α
n∑
i=1
q˜iϕPi(q˜i)[λm{ΨD}φDi(q˙i)− α2λM{M}λM{ϕP,q˜}] ≥ 0, (5.91)
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sˇto je pozitivno definitno ako vrijedi
λm{ΨD}φDi(q˙i)− αλM{M}λM{ϕP,q˜} > 0, i = 1, ..., n. (5.92)
Gornji skup od n nejednadzˇbi mozˇemo raspisati na slijedec´i nacˇin
λm{ΨD}
αλM{M}λM{ϕP,q˜} >
1
φDi(q˙i)
, i = 1, ..., n. (5.93)
S obzirom da imamo n nejednadzˇbi sa jednakom lijevom stranom, mozˇemo ih zamijeniti
s jednom nejednadzˇbom
λm{ΨD}
αλM{M}λM{ϕP,q˜} > maxi
1
φDi(q˙i)
= ‖φD(q˙)−1‖∞. (5.94)
Nadalje, s obzirom da vrijedi za neke ai ≥ 0, i = 1, ..., n,
‖a‖∞ = max{a1, a2, ..., an} ≤
n∑
i=1
ai = ‖a‖1, (5.95)
tada mozˇemo gornji uvjet prikazati na slijedec´i nacˇin
λm{ΨD}
αλM{M}λM{ϕP,q˜} > ‖φD(q˙)
−1‖1. (5.96)
gdje smo oznacˇili
‖φD(q˙)−1‖1 =
n∑
i=1
1
φDi(q˙i)
, (5.97)
tako da dobivamo
λm{ΨD}
λM{M}λM{ϕP,q˜}
1
‖φD(q˙)−1‖1 > α. (5.98)
Drugim rijecˇima, ako je zadovoljena nejednadzˇba (5.96) tada je sigurno zadovoljena i ne-
jednadzˇba (5.94). Nadalje, razmatramo funkciju V2 koju mozˇemo prikazati u slijedec´em
obliku
V2 =
1
2
(√
αz +
1√
α
q˜
)T
KI
(√
αz +
1√
α
q˜
)
+
+
n∑
i=1
∫ q˜i
0
ψPi(ξ, q˙(ξ))ϕPi(ξ)dξ + U(q)− U(qd)− q˜Tg(qd)− 1
2α
q˜TKI q˜ ≥
≥ λm{ΨP}
n∑
i=1
∫ q˜i
0
ϕPi(ξ)dξ + U(q)− U(qd)− q˜Tg(qd)− 1
2α
λM{KI}‖q˜‖2 =
= h(q˜) ≥ 0. (5.99)
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Uvjete pozitivne definitnosti funkcije h(q˜) mozˇemo dokazati primjenom izraza q˜Thq˜(q˜) ≥
0, odnosno
q˜Thq˜(q˜) = λm{ΨP}q˜TϕP (q˜) + q˜T (g(q)− g(qd))− 1
α
λM{KI}‖q˜‖2 ≥
≥ k¯1q˜TϕmP (q˜)−
1
α
λM{KI}‖q˜‖2 ≥
≥ q˜T
(
k¯1Φ
m
P (q˜)−
1
α
λM{KI}I
)
q˜ ≥
≥
n∑
i=1
[k¯1φ
m
P (q˜i)−
1
α
λM{KI}]q˜2i ≥ 0, (5.100)
sˇto je pozitivno definitno ako su zadovoljeni uvjeti
k¯1φ
m
P (q˜i)−
1
α
λM{KI} > 0, i = 1, ..., n. (5.101)
Gornje nejednakosti mozˇemo prikazati na slijedec´i nacˇin
αk¯1
λM{KI} >
1
φmP (q˜i)
, i = 1, ..., n. (5.102)
S obzirom da u gornjem sustavu od n nejednadzˇbi imamo jednaku lijevu stranu, mozˇemo
ga pojednostaviti na slijedec´i nacˇin
αk¯1
λM{KI} > maxi
1
φmP (q˜i)
. (5.103)
S obzirom da vrijedi
max
i
1
φmP (q˜i)
≤
n∑
i=1
1
φmP (q˜i)
, (5.104)
mozˇemo napisati gornji uvjet na slijedec´i nacˇin
αk¯1
λM{KI} > ‖φ
m
P (q˜)
−1‖1, (5.105)
gdje je
‖φmP (q˜)−1‖1 =
n∑
i=1
1
φmP (q˜i)
, (5.106)
tako da dobivamo
α >
λM{KI}
k¯1
‖φmP (q˜)−1‖1. (5.107)
Na kraju, ako usporedimo uvjete (5.98) i (5.107), dobivamo
k¯1λm{ΨD}
λM{KI}λM{M}λM{ϕP,q˜} > ‖φ
m
P (q˜)
−1‖1‖φD(q˙)−1‖1. (5.108)
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Uvjeti pozitivne definitnosti funkcije W
Slijedec´i korak je odred¯ivanje uvjeta koji osiguravaju negativnu definitnost derivacije
Lyapunovljeve funkcije, odnosno W ≥ 0.
Prvo c´emo razmotriti funkciju W1. Imamo
W1 ≥ λm{ΨD}q˙TΦD(q˙)q˙ − αλM{M}λM{ϕP,q˜}‖q˙‖2 − αkc‖ϕP (q˜)‖ ‖q˙‖2 ≥
≥
n∑
i=1
[λm{ΨD}φDi(q˙i)− α(λM{M}λM{ϕP,q˜}+ kc
√
nλM{KCP})]q˙2i ≥ 0,
gdje smo iskoristili max
q˜
‖ϕP (q˜)‖ =
√
nλM{KCP}. Gornji izraz je pozitivno definitan
ako vrijedi
λm{ΨD}φDi(q˙i)− α(λM{M}λM{ϕP,q˜}+ kc
√
nλM{KCP}) > 0, i = 1, ..., n,
odnosno
λm{ΨD}
α(λM{M}λM{ϕP,q˜}+ kc
√
nλM{KCP}) >
1
φDi(q˙i)
, i = 1, ..., n. (5.109)
Primjenjujuc´u istu argumentaciju kao u slucˇaju izvod¯enja uvjeta pozitivne definitnosti
funkcije V , zakljucˇujemo
λm{ΨD}
α(λM{M}λM{ϕP,q˜}+ kc
√
nλM{KCP}) > ‖φD(q˙)
−1‖1, (5.110)
odnosno
λm{ΨD}
(λM{M}λM{ϕP,q˜}+ kc
√
nλM{KCP})
1
‖φD(q˙)−1‖1 > α. (5.111)
Nadalje razmatramo funkciju W2. Imamo
W2 ≥ q˜T (αk¯1ΦmP (q˜)− λM{KI}I)ϕP (q˜) =
=
n∑
i=1
[αk¯1φ
m
P (q˜i)− λM{KI}]q˜iϕPi(q˜i) ≥ 0, (5.112)
sˇto je pozitivno definitno ako vrijedi slijedec´i skup nejednadzˇbi
αk¯1φ
m
P (q˜i)− λM{KI} > 0, i = 1, ..., n. (5.113)
Preured¯enjem gornjeg izraza dobivamo
αk¯1
λM{KI} >
1
φmP (q˜i)
, i = 1, ..., n. (5.114)
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Gornjem sustavu nejednadzˇbi ekvivalentna je slijedec´a nejednadzˇba
αk¯1
λM{KI} > maxi
1
φmP (q˜i)
. (5.115)
Imajuc´i u vidu svojstvo (5.104), dobivamo
αk¯1
λM{KI} > ‖φ
m
P (q˜)
−1‖1, (5.116)
odnosno
α >
λM{KI}
k¯1
‖φmP (q˜)−1‖1. (5.117)
Usporedbom (5.111) sa (5.117) na kraju dobivamo
k¯1λm{ΨD}
λM{KI}(λM{M}λM{ϕP,q˜}+ kc
√
nλM{KCP}) > ‖φ
m
P (q˜)
−1‖1‖φD(q˙)−1‖1. (5.118)
Uvjet (5.118) je konacˇni uvjet stabilnosti s obzirom da obuhvac´a i uvjet (5.108).
S obzirom da uvjet (5.118) sadrzˇi na desnoj strani nejednakosti radijalno neograni-
cˇene funkcije po varijablama q˜ i q˙, ne postoje konacˇne vrijednosti parametara regulatora
za koje c´e nejednakost biti ispunjena za sve vrijednosti varijabli stanja. Drugim rijecˇima,
kriterij (5.118) garantira samo lokalnu stabilnost.
Da bi odredili nuzˇne uvjete lokalne stabilnosti trebamo odrediti gornju granicu
minimalne vrijednosti funkcija ‖φmP (q˜)−1‖1 i ‖φD(q˙)−1‖1 na desnoj strani nejednakosti
(5.118). Imamo
min
q˜
‖φmP (q˜)−1‖1 =
n∑
i=1
1
max
q˜i
φmPi(q˜i)
=
n∑
i=1
1
βPim
≤ n
βPmm
, (5.119)
gdje smo primjenili
max
q˜i
φmPi(q˜i) = max
q˜i
ϕmPi,q˜i(q˜i) = β
Pi
m , β
Pm
m = min{βP1m , ..., βPnm }. (5.120)
Isto tako imamo
min
q˙
‖φD(q˙)−1‖1 =
n∑
i=1
1
max
q˙i
φDi(q˙i)
≤
n∑
i=1
1
max
q˙i
KCDiφ
m
Di(q˙i)
=
n∑
i=1
1
KCDiβDim
<
<
n
λm{KCD}βDmm
, (5.121)
gdje smo primjenili φDi(q˙i) ≥ KCDiφmDi(q˙i) i
max
q˙i
φmDi(q˙i) = max
q˙i
ϕmDi,q˙i(q˙i) = β
Di
m , β
Dm
m = min{βD1m , ..., βDnm }. (5.122)
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Ako sada izraze (5.119) i (5.121) uvrstimo u nejednadzˇbu (5.118), dobivamo
k¯1λm{ΨD}λm{KCD}βDmm βPmm
λM{KI}(λM{M}λM{ϕP,q˜}+ kc
√
nλM{KCP}) > n
2, (5.123)
gdje su
λm{ΨD} = min
i
IDiN¯Di
IDiN¯Di + IPiNPi + IIiNIi
, (5.124)
λM{ϕP,q˜} = max
i
KCPiµPimax
{
βPiM ,
√
2αPiM
}
, (5.125)
koje smo dobili na osnovu izraza (3.34) i (3.39), respektivno. Ako na kraju umjesto k¯1
uvrstimo izraz (3.60) dobivamo kriterije lokalne stabilnosti u ovisnosti o parametrima
analiticˇkog neizrazitog regulatora.
5.3. Analiticˇki neizraziti PID regulator (AFPID)
U ovom podpoglavlju razmotrit c´emo stabilnost analiticˇkog neizrazitog PID regula-
tora (AFPID) [84], cˇiji zakon upravljanja glasi
u = −ΨP (q˜, q˙, ν)ϕP (q˜)−ΨD(q˜, q˙, ν)ϕD(q˙)−ΨI(q˜, q˙, ν)ϕI(ν), (5.126)
ν˙ = ϕP (q˜). (5.127)
Blok shema regulacijskog kruga prikazana je na slici 5.3.
5.3.1. Jednadzˇbe pogresˇke
Vidjeli smo da je kod AFPDsI regulatora izvod¯enje jednadzˇbi pogresˇke bilo trivijalno
zbog cˇinjenice da je integralno pojacˇanje konstantno. Kod AFPID regulatora izvod¯enje
jednadzˇbi pogresˇke je bitno slozˇenije s obzirom da je integralno pojacˇanje funkcija vari-
jabli stanja.
U stacionarnom stanju imamo q˜ = q˙ = 0, ν = ν∗ tako da imamo
g(qd) = −ΨI(0, 0, ν∗)ϕI(ν∗). (5.128)
Ako sada gornji izraz s negativnim predznakom dodamo jednadzˇbi (2.9) dobivamo
M(q)q¨ + C(q, q˙)q˙ + g(q)− g(q∗) = −ΨP (q˜, q˙, ν)ϕP (q˜)−ΨD(q˜, q˙, ν)ϕD(q˙)− K¯I(q, q˙, ν),
(5.129)
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Slika 5.3: Blok shema regulacije AFPID regulatorom.
gdje je
K¯I(q, q˙, ν) = ΨI(q˜, q˙, ν)ϕI(ν)−ΨI(0, 0, ν∗)ϕI(ν∗). (5.130)
Nadalje, gornji izraz mozˇemo dekomponirati na slijedec´i nacˇin
K¯I(q, q˙, ν) = ΨI(q˜, q˙, ν)[ϕI(ν)− ϕI(ν∗)] +
+ [ΨI(q˜, q˙, ν)−ΨI(q˜, q˙, ν∗)]ϕI(ν∗) +
+ [ΨI(q˜, q˙, ν
∗)−ΨI(0, q˙, ν∗)]ϕI(ν∗) +
+ [ΨI(0, q˙, ν
∗)−ΨI(0, 0, ν∗)]ϕI(ν∗), (5.131)
tako da desna strana jednadzˇbe (5.129) poprima slijedec´i oblik
u¯(q˜, q˙, z) = −uP (q˜, q˙, z)− uD(q˜, q˙, z)− uI(q˜, q˙, z), (5.132)
gdje su
uP (q˜, q˙, z) = ΨP (q˜, q˙, ν)ϕP (q˜) + [ΨI(q˜, q˙, ν
∗)−ΨI(0, q˙, ν∗)]ϕI(ν∗)
uD(q˜, q˙, z) = ΨD(q˜, q˙, ν)ϕD(q˙) + [ΨI(0, q˙, ν
∗)−ΨI(0, 0, ν∗)]ϕI(ν∗), (5.133)
uI(q˜, q˙, z) = ΨI(q˜, q˙, ν)[ϕI(ν)− ϕI(ν∗)] + [ΨI(q˜, q˙, ν)−ΨI(q˜, q˙, ν∗)]ϕI(ν∗),
dok je z = ν − ν∗.
Slijedec´i korak je izracˇunavanje izraza u uglatim zagradama jednadzˇbi (5.133).
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S obzirom da vrijedi
ψIi(q˜i, q˙i, νi) =
IIiωIi(νi)
IPiωPi(q˜i) + IDiωDi(q˙i) + IIiωIi(νi)
, (5.134)
ψIi(q˜i, q˙i, ν
∗
i ) =
IIiωIi(ν
∗
i )
IPiωPi(q˜i) + IDiωDi(q˙i) + IIiωIi(ν∗i )
, (5.135)
ψIi(0, q˙i, ν
∗
i ) =
IIiωIi(ν
∗
i )
IPiωPi(0) + IDiωDi(q˙i) + IIiωIi(ν∗i )
, (5.136)
ψIi(0, 0, ν
∗
i ) =
IIiωIi(ν
∗
i )
IPiωPi(0) + IDiωDi(0) + IIiωIi(ν∗i )
, (5.137)
primjenom slicˇne procedure kao u slucˇaju analiticˇkog neizrazitog PD regulatora, dobi-
vamo
ψIi(q˜i, q˙i, ν
∗
i )− ψIi(0, q˙i, ν∗i ) =
1
KCPiµPi
ψPi(0, q˙i, ν
∗
i )ψIi(q˜i, q˙i, ν
∗
i )|ϕPi(q˜i)|, (5.138)
ψIi(0, q˙i, ν
∗
i )− ψIi(0, 0, ν∗i ) =
1
KCDiµDi
ψDi(0, 0, ν
∗
i )ψIi(0, q˙i, ν
∗
i )|ϕDi(q˙i)|, (5.139)
ψIi(q˜i, q˙i, νi)− ψIi(q˜i, q˙i, ν∗i ) = (5.140)
=
−NIiψIi(q˜i, q˙i, ν∗i )
ωIi(ν∗i )KCIiµIi
[ψPi(q˜i, q˙i, νi) + ψDi(q˜i, q˙i, νi)](|ϕIi(νi)| − |ϕIi(ν∗i )|).
Radi kompaktnijeg zapisa, uvodimo slijedec´u notaciju
u¯Pi(q˜i, q˙i) = [ψIi(q˜i, q˙i, ν
∗
i )− ψIi(0, q˙i, ν∗i )]ϕIi(ν∗i ) = ρPi(q˜i, q˙i)|ϕPi(q˜i)|,
u¯Di(q˙i) = [ψIi(0, q˙i, ν
∗
i )− ψIi(0, 0, ν∗i )]ϕIi(ν∗i ) = ρDi(q˙i)|ϕDi(q˜i)|, (5.141)
u¯Ii(q˜i, q˙i, zi) = [ψIi(q˜i, q˙i, νi)− ψIi(q˜i, q˙i, ν∗i )]ϕIi(ν∗i ) =
= ρIi(q˜i, q˙i, zi)(|ϕIi(νi)| − |ϕIi(ν∗i )|),
gdje su
ρPi(q˜i, q˙i) =
ϕIi(ν
∗
i )
KCPiµPi
ψPi(0, q˙i, ν
∗
i )ψIi(q˜i, q˙i, ν
∗
i ),
ρDi(q˙i) =
ϕIi(ν
∗
i )
KCDiµDi
ψDi(0, 0, ν
∗
i )ψIi(0, q˙i, ν
∗
i ), (5.142)
ρIi(q˜i, q˙i, zi) = − NIiϕIi(ν
∗
i )
ωIi(ν∗i )KCIiµIi
[ψPi(q˜i, q˙i, νi) + ψDi(q˜i, q˙i, νi)]ψIi(q˜i, q˙i, ν
∗
i ).
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Na kraju mozˇemo izvesti uvjete sektorske nelinearnosti funkcija uP , uD, uI ,
q˜iuPi(q˜i, q˙i, zi) ≥ 0, ∀ q˙i, zi ∈ R. (5.143)
q˙iuDi(q˜i, q˙i, zi) ≥ 0, ∀ q˜i, zi ∈ R. (5.144)
ziuIi(q˜i, q˙i, zi) ≥ 0, ∀ q˜i, q˙i ∈ R. (5.145)
Razmotrit c´emo najprije uvjete za (5.143), odnosno
q˜iuPi(q˜i, q˙i, zi) = q˜iψPi(q˜i, q˙i, zi + ν
∗
i )ϕPi(q˜i) + q˜iu¯Pi(q˜i, q˙i) =
= q˜iψPi(q˜i, q˙i, zi + ν
∗
i )ϕPi(q˜i) + q˜iρPi(q˜i, q˙i)|ϕPi(q˜i)| ≥
≥ cPiq˜iϕPi(q˜i), (5.146)
gdje je
cPi = minψPi(q˜i, q˙i, zi + ν
∗
i )−max ρPi(q˜i, q˙i) > 0, (5.147)
iz cˇega slijedi
minψPi(q˜i, q˙i, zi + ν
∗
i ) > max ρPi(q˜i, q˙i). (5.148)
U vektorskoj notaciji izraz (5.146) ima slijedec´i oblik
q˜TuP (q˜, q˙, z) ≥ cPmq˜TϕP (q˜), (5.149)
gdje je
cPm = min
i
cPi = min{cP1, ..., cPn}. (5.150)
Na slicˇan nacˇin dobivamo uvjete za (5.144), odnosno
q˙iuDi(q˜i, q˙i, zi) = q˙iψDi(q˜i, q˙i, zi + ν
∗
i )ϕDi(q˙i) + q˙iu¯Di(q˙i) =
= q˙iψDi(q˜i, q˙i, zi + ν
∗
i )ϕDi(q˙i) + q˙iρDi(q˙i)|ϕDi(q˙i)| ≥
≥ cDiq˙iϕDi(q˙i), (5.151)
gdje je
cDi = minψDi(q˜i, q˙i, zi + ν
∗
i )−max ρDi(q˙i) > 0, (5.152)
iz cˇega slijedi
minψDi(q˜i, q˙i, zi + ν
∗
i ) > max ρDi(q˙i). (5.153)
U vektorskoj notaciji izraz (5.151) ima slijedec´i oblik
q˙TuD(q˜, q˙, z) ≥ cDmq˙TϕD(q˙), (5.154)
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gdje je
cDm = min
i
cDi = min{cD1, ..., cDn}. (5.155)
Na kraju, dobivamo uvjete za (5.145), odnosno,
ziuIi(q˜i, q˙i, zi) = ziψIi(q˜i, q˙i, zi + ν
∗
i )[ϕIi(zi + ν
∗
i )− ϕIi(ν∗i )] + ziu¯Ii(q˜i, q˙i, zi) =
= ziψIi(q˜i, q˙i, zi + ν
∗
i )ϕIi(zi + ν
∗
i ) + ziρIi(q˜i, q˙i, zi)|ϕIi(zi + ν∗i )| −
− [ziψIi(q˜i, q˙i, zi + ν∗i )ϕIi(ν∗i ) + ziρIi(q˜i, q˙i, zi)|ϕIi(ν∗i )|] ≥
≥ [minψIi(q˜i, q˙i, zi + ν∗i )−max ρIi(q˜i, q˙i, zi)]ziϕIi(zi + ν∗i )−
− [minψIi(q˜i, q˙i, zi + ν∗i )−max ρIi(q˜i, q˙i, zi)]ziϕIi(ν∗i ) =
= cIiziϕ¯Ii(zi), (5.156)
gdje su
cIi = minψIi(q˜i, q˙i, zi + ν
∗
i )−max ρIi(q˜i, q˙i, zi) > 0, (5.157)
ϕ¯Ii(zi) = ϕIi(zi + ν
∗
i )− ϕIi(ν∗i ), (5.158)
iz cˇega slijedi
minψIi(q˜i, q˙i, zi + ν
∗
i ) > max ρIi(q˜i, q˙i, zi). (5.159)
U vektorskoj notaciji izraz (5.156) ima slijedec´i oblik
zTuI(q˜, q˙, z) ≥ cImzT ϕ¯I(z), (5.160)
gdje je
cIm = min
i
cIi = min{cI1, ..., cIn}. (5.161)
Slijedi josˇ konacˇno izracˇunavanje parametara cPi, cDi i cIi, kao i dobivenih uvjeta sek-
torske nelinearnosti, u funkciji parametara regulatora. Razmotrit c´emo prvo parametar
cPi. Ako uvedemo skracˇenu notaciju
INi = IPiNPi + IDiNDi + IIiNIi, (5.162)
IN¯i = IPiN¯Pi + IDiN¯Di + IIiN¯Ii, (5.163)
te slijedec´e izraze
minψPi(q˜i, q˙i, zi + ν
∗
i ) =
IPiN¯Pi
IPiN¯Pi + IDiNDi + IIiNIi
>
IPiN¯Pi
INi
,
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maxψPi(q˜i, q˙i, zi + ν
∗
i ) =
IPiNPi
IPiNPi + IDiN¯Di + IIiN¯Ii
<
IPiNPi
IN¯i
,
maxψIi(q˜i, q˙i, zi + ν
∗
i ) =
IIiNIi
IPiN¯Pi + IDiN¯Di + IIiNIi
<
IIiNIi
IN¯i
,
uvrstimo u (5.147), ukljucˇujuc´i ρPi(q˜, q˙) iz izraza (5.142) kao i svojstvo maxϕIi(ν
∗
i ) =
KCIi, dobivamo
cPi =
IPiN¯Pi
INi
− KCIi
KCPi
IPiNPiIIiNIi
µPiI2N¯i
. (5.164)
Na slicˇan nacˇin dobivamo
cDi =
IDiN¯Di
INi
− KCIi
KCDi
IDiNDiIIiNIi
µDiI2N¯i
, (5.165)
cIi =
IIiN¯Ii
INi
− NIi − N¯Ii
N¯IiI2N¯i
(IPiNPi + IDiNDi)IIiNIi. (5.166)
Na osnovu prethodno dobivenih izraza (5.164)- (5.166) mozˇemo dobiti uvjete sek-
torske nelinearnosti cPi > 0, cDi > 0 i cIi > 0, odnosno
INi
I2
N¯i
<
KCPi
KCIi
N¯Pi
IIiNIi(NPi − N¯Pi) , (5.167)
INi
I2
N¯i
<
KCDi
KCIi
N¯Di
IIiNIi(NDi − N¯Di) , (5.168)
INi
I2
N¯i
<
N¯2Ii
NIi(NIi − N¯Ii)(IPiNPi + IDiNDi) . (5.169)
S obzirom da nejednakosti (5.167)-(5.169) imaju istu lijevu stranu, mozˇemo ih prikazati
na slijedec´i nacˇin
IIiKCIiNIi
INi
I2
N¯i
< min
{
KCPiN¯Pi
NPi − N¯Pi ,
KCDiN¯Di
NDi − N¯Di ,
KCIiN¯Ii
NIi − N¯Ii
IIiN¯Ii
IPiNPi + IDiNDi
}
. (5.170)
Uvjet (5.170) garantira svojstva sektorske nelinearnosti (5.143)-(5.145), sˇto je preduvjet
za formiranje Lyapunovljeve funkcije.
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5.3.2. Konstrukcija Lyapunovljeve funkcije
Konacˇni oblik jednadzˇbi pogresˇke je
M(q)q¨ + C(q, q˙)q˙ + g(q)− g(qd) = u, (5.171)
u = −uP (q˜, q˙, z)− uD(q˜, q˙, z)− uI(q˜, q˙, z), (5.172)
z˙ = ϕP (q˜). (5.173)
Ako formiramo izlaznu varijablu y = q˙ + αϕP (q˜) sa pozitivnom konstantom α > 0 te
napravimo skalarni produkt izmed¯u (5.171) i y dobivamo slijedec´u nelinearnu diferenci-
jalnu formu
q˙T [M(q)q¨ + C(q, q˙)q˙ + g(q)− g(qd)] +
+q˙TuP (q˜, q˙, z) + q˙
TuD(q˜, q˙, z) + q˙
TuI(q˜, q˙, z) +
+α[ϕP (q˜)
TM(q)q¨ + ϕP (q˜)
TC(q, q˙)q˙ + ϕP (q˜)
T (g(q)− g(qd))] +
+α[ϕP (q˜)
TuP (q˜, q˙, z) + ϕP (q˜)
TuD(q˜, q˙, z) + ϕP (q˜)
TuI(q˜, q˙, z)] = 0. (5.174)
Nadalje, primjenom metode inverznih funkcija dobivamo
q˙TuP (q˜, q˙, z) = q˙
TuP (q˜, q˙(q˜), z(q˜)) =
d
dt
(
n∑
i=1
∫ q˜i
0
uPi(ξ, q˙i(ξ), zi(ξ))dξ
)
,
ϕP (q˜)
TuD(q˜, q˙, z) = ϕP (q˜)
T Φ¯D(q˜, q˙, z)q˙ = ϕP (q˜)
T Φ¯D(q˜, q˙(q˜), z(q˜))q˙ =
=
d
dt
(
n∑
i=1
∫ q˜i
0
φ¯Di(ξ, q˙i(ξ), zi(ξ))ϕPi(ξ)dξ
)
, (5.175)
gdje je uD(q˜, q˙, z) = Φ¯D(q˜, q˙, z)q˙ odnosno
φ¯Di(q˜i, q˙i, zi) =
uDi(q˜i, q˙i, zi)
q˙i
≥ cDiφDi(q˙i) ≥ 0, (5.176)
gdje je
φDi(q˙i) =
ϕDi(q˙i)
q˙i
≥ 0, (5.177)
sˇto uz cˇinjenicu da je ϕPi(ξ) monotono rastuc´a funkcija, ima za posljedicu da je integral
na desnoj strani izraza (5.175) pozitivno definitan.
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Nadalje imamo
ϕP (q˜)
TuI(q˜, q˙, z) = ϕP (q˜)
TuI(q˜(z), q˙(z), z) =
d
dt
(
n∑
i=1
∫ zi
0
uIi(q˜i(ξ), q˙i(ξ), ξ)dξ
)
,
q˙TuI(q˜, q˙, z) =
d
dt
(
n∑
i=1
∫ q˜i
0
uIi(ξ, q˙i(ξ), zi)dξ
)
−
−
n∑
i=1
ϕPi(q˜i)
∫ q˜i
0
∂uIi(ξ, q˙i(ξ), zi)
∂zi
dξ. (5.178)
Izraz (5.178) je analogan izrazu (4.17) kod linearnog PID regulatora,
q˙TKIz =
d
dt
(
q˜TKIz
)− q˜TKI q˜.
Cˇlan na lijevoj strani izraza (5.178) je nedefinitan po varijablama q˙ i z poput cˇlana
q˙TKIz izraza (4.17), zbog toga sˇto je uI(q˜, q˙, z) sektorska nelinearnost po varijabli z za
sve vrijednosti varijabli q˜ i q˙.
Prvi cˇlan na desnoj strani izraza (5.178) je vremenska derivacija nedefinitnog cˇlana
po varijablama q˜ i z poput cˇlana d
dt
(
q˜TKIz
)
izraza (4.17). Nedefinitnost po varijabli z je
posljedica sektorske nelinearnosti funkcije uI(q˜, q˙, z) po varijabli z, dok je nedefinitnost
po varijabli q˜ posljedica cˇinjenice da predznak podintegralne funkcije uIi(ξ, q˙i(ξ), zi) ne
ovisi o varijabli ξ po kojoj se integrira iz cˇega proizlazi da je integral navedene funkcije
sektorska nelinearnost po varijabli q˜.
Drugi cˇlan na desnoj strani izraza (5.178) je pozitivno definitan po varijabli q˜,
analogno cˇlanu q˜TKI q˜ izraza (4.17). To je posljedica cˇinjenice da je uIi(ξ, q˙i(ξ), zi)
monotono rastuc´a funkcija po varijabli z, iz cˇega proizlazi da vrijedi ∂uIi(ξ,q˙i(ξ),zi)
∂zi
≥ 0 za
∀ξ, zi ∈ R, a to nadalje ima za posljedicu da je integral navedene podintegralne funkcije
sektorska nelinearnost po varijabli q˜. Umnozˇak navedene sektorske nelinearnosti po va-
rijabli q˜ sa monotono rastuc´om funkcijom ϕPi(q˜) daje pozitivno definitnu funkciju po
varijabli q˜.
Nelinearnu diferencijalnu formu (5.171) mozˇemo separirati na slijedec´i nacˇin: V˙ =
−W , gdje je V (q˜, q˙, z) Lyapunovljeva funkcija koju smo dekomponirali na slijedec´i nacˇin
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V (q˜, q˙, z) = V1(q˜, q˙) + V2(q˜, z),
V1 =
1
2
q˙TM(q)q˙ + αϕP (q˜)
TM(q)q˙ + α
n∑
i=1
∫ q˜i
0
φ¯Di(ξ, q˙i(ξ), zi(ξ))ϕPi(ξ)dξ,
V2 =
n∑
i=1
∫ q˜i
0
uPi(ξ, q˙i(ξ), zi(ξ))dξ + U(q)− U(qd)− q˜Tg(qd) + (5.179)
+
n∑
i=1
∫ q˜i
0
uIi(ξ, q˙i(ξ), zi)dξ + α
n∑
i=1
∫ zi
0
uIi(q˜i(ξ), q˙i(ξ), ξ)dξ,
kao i funkciju W (q˜, q˙) =W1(q˜, q˙) +W2(q˜, q˙),
W1 = q˙
TuD(q˜, q˙, z)− αq˙TϕP,q˜(q˜)TM(q)q˙ + αϕP (q˜)T [M˙(q)− C(q, q˙)]q˙,
W2 = αϕP (q˜)
TuP (q˜, q˙, z) + αϕP (q˜)
T [g(q)− g(qd)]−
−
n∑
i=1
ϕPi(q˜i)
∫ q˜i
0
∂uIi(ξ, q˙i(ξ), zi)
∂zi
dξ, (5.180)
gdje je ϕP,q˜(q˜) = diag{ϕP1,q˜1(q˜1), ..., ϕPn,q˜n(q˜n)}.
5.3.3. Odred¯ivanje kriterija stabilnosti
Uvjeti pozitivne definitnosti funkcije V
Razmotrit c´emo prvo funkciju V1 koju mozˇemo prikazati na slijedecˇi nacˇin
V1 =
1
2
(q˙ + αϕP (q˜))
T M(q) (q˙ + αϕP (q˜))− 1
2
α2ϕP (q˜)
TM(q)ϕP (q˜) +
+ α
n∑
i=1
∫ q˜i
0
φ¯Di(ξ, q˙i(ξ), zi(ξ))ϕPi(ξ)dξ, (5.181)
odnosno,
V1 ≥ f(q˜) = α
n∑
i=1
cDi
∫ q˜i
0
φDi(q˙i(ξ))ϕPi(ξ)dξ − 1
2
α2λM{M}‖ϕP (q˜)‖2 ≥ 0,
sˇto je pozitivno definitna konveksna funkcija ako je zadovoljen uvjet q˜Tfq˜(q˜i) ≥ 0, odno-
sno
q˜Tfq˜(q˜) ≥ αcDmq˜TΦD(q˙)ϕP (q˜)− α2λM{M}q˜TϕP,q˜(q˜)ϕP (q˜) =
= αcDm
n∑
i=1
q˜iϕPi(q˜i)φDi(q˙i)− α2λM{M}
n∑
i=1
ϕPi,q˜i(q˜i)q˜iϕPi(q˜i) ≥
≥ α
n∑
i=1
q˜iϕPi(q˜i)[cDmφDi(q˙i)− α2λM{M}λM{ϕP,q˜}] ≥ 0, (5.182)
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sˇto je pozitivno definitno ako vrijedi
cDmφDi(q˙i)− αλM{M}λM{ϕP,q˜} > 0, i = 1, ..., n. (5.183)
S obzirom da imamo n nejednadzˇbi sa jednakom lijevom stranom, mozˇemo ih zamijeniti
s jednom nejednadzˇbom
cDm
αλM{M}λM{ϕP,q˜} > maxi
1
φDi(q˙i)
. (5.184)
Buduc´i da vrijedi slijedec´a nejednakost
max
i
1
φDi(q˙i)
≤
n∑
i=1
1
φDi(q˙i)
= ‖φD(q˙)−1‖1, (5.185)
nejednadzˇba (5.184) biti c´e zadovoljena ako vrijedi slijedec´i uvjet
cDm
αλM{M}λM{ϕP,q˜} > ‖φD(q˙)
−1‖1, (5.186)
tako da dobivamo
cDm
λM{M}λM{ϕP,q˜}
1
‖φD(q˙)−1‖1 > α. (5.187)
Uvjete pozitivne definitnosti funkcije V2 dobit c´emo primjenom izraza q˜
TV2,q˜+z
TV2,z ≥
0, tako da imamo
q˜TV2,q˜ + z
TV2,z = q˜
TuP (q˜, q˙, z) + q˜
T [g(q)− g(qd)] + αzTuI(q˜, q˙, z) +
+ q˜TuI(q˜, q˙, z) +
n∑
i=1
zi
∫ q˜i
0
∂uIi(ξ, q˙i(ξ), zi)
∂zi
dξ. (5.188)
Vidimo da su posljednja dva cˇlana na desnoj strani gornjeg izraza nedefinitni po vari-
jablama q˜ i z. Da bi mogli napraviti daljnju ocjenu gornjeg izraza, moramo izracˇunati
integral na desnoj strani. S obzirom da je
uIi(q˜i, q˙i, zi) = ψIi(q˜i, q˙i, zi + ν
∗
i )[ϕIi(zi + ν
∗
i )− ϕIi(ν∗i )] +
+ ρIi(q˜i, q˙i, zi)[|ϕIi(zi + ν∗i )| − |ϕIi(ν∗i )|], (5.189)
imamo
∂uIi(q˜i, q˙i, zi)
∂zi
=
∂ψIi(q˜i, q˙i, zi + ν
∗
i )
∂zi
ϕIi(zi + ν
∗
i ) + ψIi(q˜i, q˙i, zi + ν
∗
i )
∂ϕIi(zi + ν
∗
i )
∂zi
+
+
∂ρIi(q˜i, q˙i, zi)
∂zi
|ϕIi(zi + ν∗i )|+ ρIi(q˜i, q˙i, zi)
∂|ϕIi(zi + ν∗i )|
∂zi
.
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Preostaje izracˇunati parcijalne derivacije funkcija ψIi(q˜i, q˙i, zi + ν
∗
i ) i ρIi(q˜i, q˙i, zi) po
varijabli zi. Imamo
∂ψIi(q˜i, q˙i, zi + ν
∗
i )
∂zi
=
∂
∂zi
(
IIiωIi(zi + ν
∗
i )
IPiωPi(q˜i) + IDiωDi(q˙i) + IIiωIi(zi + ν∗i )
)
=
= %(q˜i, q˙i, zi)
∂ωIi(zi + ν
∗
i )
∂zi
,
gdje je
%(q˜i, q˙i, zi) =
IIi[IPiωPi(q˜i) + IDiωDi(q˙i)]
[IPiωPi(q˜i) + IDiωDi(q˙i) + IIiωIi(zi + ν∗i )]2
> 0. (5.190)
Nadalje imamo
∂ρIi(q˜i, q˙i, zi)
∂zi
= −c1
[
∂ψPi(q˜i, q˙i, zi + ν
∗
i )
∂zi
+
∂ψDi(q˜i, q˙i, zi + ν
∗
i )
∂zi
]
ψIi(q˜i, q˙i, ν
∗
i ),
gdje je
c1 =
NIiϕIi(ν
∗
i )
ωIi(ν∗i )KCIiµIi
. (5.191)
Izracˇunavanjem parcijalnih derivacija u uglatoj zagradi dobivamo
∂ρIi(q˜i, q˙i, zi)
∂zi
= c1ψIi(q˜i, q˙i, ν
∗
i )%(q˜i, q˙i, zi)
∂ωIi(zi + ν
∗
i )
∂zi
.
Na kraju mozˇemo napisati
∂uIi(q˜i, q˙i, zi)
∂zi
= [ψIi(q˜i, q˙i, zi + ν
∗
i ) + ρIi(q˜i, q˙i, zi)sign(zi + ν
∗
i )]
∂ϕIi(zi + ν
∗
i )
∂zi
+
+[1 + c1ψIi(q˜i, q˙i, ν
∗
i )sign(zi + ν
∗
i )]%(q˜i, q˙i, zi)ϕIi(zi + ν
∗
i )
∂ωIi(zi + ν
∗
i )
∂zi
.
Iz prethodnog izraza dobivamo
zi
∫ q˜i
0
∂uIi(ξ, q˙i(ξ), zi)
∂zi
dξ =
= zi
∂ϕIi(zi + ν
∗
i )
∂zi
∫ q˜i
0
[ψIi(ξ, q˙i(ξ), zi + ν
∗
i ) + ρIi(ξ, q˙i(ξ), zi)sign(zi + ν
∗
i )]dξ +
+ziϕIi(zi + ν
∗
i )
∂ωIi(zi + ν
∗
i )
∂zi
∫ q˜i
0
[1 + c1ψIi(ξ, q˙i(ξ), ν
∗
i )sign(zi + ν
∗
i )]%(ξ, q˙i(ξ), zi)dξ.
S obzirom da su podintegralne funkcije u prethodno navedenom izrazu ogranicˇene, dok
su funkcije varijable zi ispred integrala ogranicˇene i jednake nuli u zi = 0, mozˇemo
napraviti slijedec´u ocjenu
n∑
i=1
zi
∫ q˜i
0
∂uIi(ξ, q˙i(ξ), zi)
∂zi
dξ ≤ cI1‖q˜‖ ‖ϕ¯I(z)‖, (5.192)
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gdje je cI1 konstanta koja ovisi o parametrima analiticˇkog neizrazitog regulatora.
Isto tako mozˇemo ocjeniti cˇlan q˜TuI(q˜, q˙, z) u izrazu (5.188)
q˜TuI(q˜, q˙, z) ≤ cI2‖q˜‖ ‖ϕ¯I(z)‖. (5.193)
Na kraju mozˇemo ocjeniti izraz (5.188)
q˜TV2,q˜ + z
TV2,z ≥ cPmq˜TϕP (q˜) + q˜T [g(q)− g(qd)] + αcImzT ϕ¯I(z) +
+ c¯I‖q˜‖ ‖ϕ¯I(z)‖, (5.194)
gdje je c¯I = cI1 + cI2. Nedefinitni cˇlan gornjeg izraza mozˇemo prikazati na slijedec´i
nacˇin
‖q˜‖ ‖ϕ¯I(z)‖ = 1
2
(
µ‖q˜‖ − 1
µ
‖ϕ¯I(z)‖
)2
− 1
2
µ2‖q˜‖2 − 1
2µ2
‖ϕ¯I(z)‖2, (5.195)
tako da imamo
q˜TV2,q˜ + z
TV2,z ≥ cPmq˜TϕP (q˜) + q˜T [g(q)− g(qd)]− c¯I 1
2
µ2‖q˜‖2 +
+ αcImz
T ϕ¯I(z)− c¯I 1
2µ2
‖ϕ¯I(z)‖2 ≥
≥ k¯1q˜TϕmP (q˜)− c¯I
1
2
µ2‖q˜‖2 +
+ αcImz
T Φ¯I(z)z − c¯I 1
2µ2
zT Φ¯I(z)
T Φ¯I(z)z, (5.196)
gdje smo oznacˇili ϕ¯I(z) = Φ¯I(z)z, odnosno
Φ¯I(z) = diag
{
φ¯I1(z1), . . . , φ¯In(zn)
}
gdje je
φ¯Ii(zi) =
ϕ¯Ii(zi)
zi
≥ 0, i = 1, ..., n (5.197)
i k¯1 = cPmλm{KCP} − kminCP . Nadalje imamo
q˜TV2,q˜ + z
TV2,z ≥
n∑
i=1
[
k¯1φ
m
Pi(q˜i)− c¯I
1
2
µ2
]
q˜2i +
+ zT
[
αcIm − c¯I
2µ2
λM{Φ¯I}
]
ϕ¯I(z), (5.198)
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sˇto je pozitivno definitno ako vrijedi
k¯1φ
m
Pi(q˜i) > c¯I
1
2
µ2, i = 1, ..., n (5.199)
αcIm >
c¯I
2µ2
λM{Φ¯I}. (5.200)
Gornje nejednakosti mozˇemo prikazati na slijedec´i nacˇin
2k¯1φ
m
Pi(q˜i)
c¯I
> µ2, i = 1, ..., n (5.201)
µ2 >
c¯I
2αcIm
λM{Φ¯I}. (5.202)
Usporedbom prethodnih nejednakosti dobivamo
2k¯1φ
m
Pi(q˜i)
c¯I
>
c¯I
2αcIm
λM{Φ¯I}, i = 1, ..., n, (5.203)
odnosno
4αcImk¯1
c¯2IλM{Φ¯I}
>
1
φmPi(q˜i)
, i = 1, ..., n. (5.204)
Gornji skup od n nejednakosti mozˇemo prikazati preko jedne nejednakosti na slijedec´i
nacˇin
4αcImk¯1
c¯2IλM{Φ¯I}
> max
i
1
φmPi(q˜i)
. (5.205)
Nadalje, koristec´i istu argumentaciju kao u prethodnom podpoglavlju, gornju nejed-
nakost mozˇemo prikazati na slijedec´i nacˇin
α >
c¯2IλM{Φ¯I}
4cImk¯1
‖φmP (q˜)−1‖1. (5.206)
Konacˇni uvjet pozitivne definitnosti Lyapunovljeve funkcije V dobivamo usporedbom
nejednakosti (5.187) i (5.206), odnosno
4cImk¯1
c¯2IλM{Φ¯I}
cDm
λM{M}λM{ϕP,q˜} > ‖φ
m
P (q˜)
−1‖1‖φD(q˙)−1‖1. (5.207)
Uvjeti pozitivne definitnosti funkcije W
Prvo c´emo razmotriti funkciju W1. Imamo
W1 ≥ cDmq˙TΦD(q˙)q˙ − αλM{M}λM{ϕP,q˜}‖q˙‖2 − αkc‖ϕP (q˜)‖ ‖q˙‖2 =
=
n∑
i=1
[cDmφDi(q˙i)− α(λM{M}λM{ϕP,q˜}+ kc
√
nλM{KCP})]q˙2i ≥ 0,
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gdje smo iskoristili max
q˜
‖ϕP (q˜)‖ =
√
nλM{KCP}. Gornji izraz je pozitivno definitan
ako vrijedi
cDmφDi(q˙i)− α(λM{M}λM{ϕP,q˜}+ kc
√
nλM{KCP}) > 0, i = 1, ..., n, (5.208)
odnosno
cDm
α(λM{M}λM{ϕP,q˜}+ kc
√
nλM{KCP}) >
1
φDi(q˙i)
, i = 1, ..., n. (5.209)
Primjenjujuc´i istu argumentaciju kao u slucˇaju izvod¯enja uvjeta pozitivne definitnosti
funkcije V , zakljucˇujemo
cDm
α(λM{M}λM{ϕP,q˜}+ kc
√
nλM{KCP}) > ‖φ¯D(q˙)
−1‖1, (5.210)
odnosno
cDm
(λM{M}λM{ϕP,q˜}+ kc
√
nλM{KCP})
1
‖φ¯D(q˙)−1‖1
> α. (5.211)
Nadalje razmatramo funkciju W2. S obzirom da mozˇemo primjeniti slijedc´u ocjenu
n∑
i=1
ϕPi(q˜i)
∫ q˜i
0
∂uIi(ξ, q˙i(ξ), zi)
∂zi
dξ ≤ c¯I1q˜TϕP (q˜) (5.212)
gdje je c¯I1 konstanta ovisna o parametrima regulatora, imamo
W2 ≥ q˜T (αk¯1ΦmP (q˜)− c¯I1I)ϕP (q˜) =
=
n∑
i=1
[αk¯1φ
m
P (q˜i)− c¯I1]q˜iϕPi(q˜i) ≥ 0, (5.213)
sˇto je pozitivno definitno ako vrijedi slijedec´i skup nejednadzˇbi
αk¯1φ
m
P (q˜i)− c¯I1 > 0, i = 1, ..., n. (5.214)
Preured¯enjem gornjeg izraza dobivamo
αk¯1
c¯I1
>
1
φmP (q˜i)
, i = 1, ..., n. (5.215)
Gornjem sustavu nejednadzˇbi je ekvivalentna slijedec´a nejednadzˇba
αk¯1
c¯I1
> max
i
1
φmP (q˜i)
, (5.216)
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Slika 5.4: Blok shema regulacije MAFPID regulatorom.
Imajuc´i u vidu svojstvo (5.104), dobivamo
αk¯1
c¯I1
> ‖φmP (q˜)−1‖1, (5.217)
odnosno
α >
c¯I1
k¯1
‖φmP (q˜)−1‖1. (5.218)
Usporedbom (5.211) sa (5.218) na kraju dobivamo
k¯1cDm
c¯I1(λM{M}λM{ϕP,q˜}+ kc
√
nλM{KCP}) > ‖φ
m
P (q˜)
−1‖1‖φD(q˙)−1‖1. (5.219)
Uvjet (5.219), zajedno s uvjetom pozitivne definitnosti Lyapunovljeve funkcije (5.207),
predstavlja konacˇni uvjet stabilnosti. Desne strane uvjeta (5.219) i (5.207) sadrzˇe istu
radijalno neogranicˇenu funkciju kao uvjet stabilnosti AFPDsI regulatora (5.118). Ako
na desnu stranu nejednadzˇbi (5.219) i (5.207) stavimo minimalne vrijednosti navedenih
funkcija, (5.119) i (5.121), dobit c´emo nuzˇne uvjete lokalne stabilnosti.
5.4. Modificirani analiticˇki neizraziti PID
regulator (MAFPID)
Zbog kompliciranih uvjeta stabilnosti dobivenih za analiticˇki neizraziti PID regula-
tor u ovom poglavlju razmotrit c´emo jednu modificiranu verziju navedenog regulatora
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koja znatno pojednostavljuje analizu stabilnosti. Modificirani analiticˇki neizraziti PID
regulator (MAFPID) ima slijedec´i oblik
u = −ΨP (q˜, q˙, ν)ϕP (q˜)−ΨD(q˜, q˙, ν)ϕD(q˙)−ΨI(q˜, q˙, ν)ϕI(ν), (5.220)
ν˙ = αϕP (q˜) + q˙, (5.221)
koji se razlikuje od AFPID regulatora samo u integralnom cˇlanu. Drugim rijecˇima,
umjesto ν˙ = ϕP (q˜) imamo ν˙ = αϕP (q˜) + q˙, gdje je α pozitivna konstanta. Blok shema
regulacijskog kruga prikazana je na slici 5.4.
Jednadzˇbe pogresˇke bit c´e jednake kao u slucˇaju analiticˇkog neizrazitog PID regula-
tora, osim sˇto c´e integralni cˇlan imati oblik z˙ = αϕP (q˜) + q˙. Takod¯er, dobit c´emo istu
nelinearnu diferencijalnu formu kao u slucˇaju analiticˇkog neizrazitog PID regulatora.
Med¯utim, zbog modificiranog integralnog cˇlana, imat c´emo
[q˙T + αϕP (q˜)
T ]uI(q˜, q˙, z) = z˙uI(q˜(z), q˙(z), z) =
d
dt
(
n∑
i=1
∫ zi
0
uIi(q˜i(ξ), q˙i(ξ), ξ)dξ
)
,
tako da Lyapunovljeva funkcija V (q˜, q˙, z), ima slijedec´i oblik
V =
1
2
q˙TM(q)q˙ + αϕP (q˜)
TM(q)q˙ + α
n∑
i=1
∫ q˜i
0
φ¯Di(ξ, q˙i(ξ), zi(ξ))ϕPi(ξ)dξ +
+
n∑
i=1
∫ q˜i
0
uPi(ξ, q˙i(ξ), zi(ξ))dξ + U(q)− U(qd)− q˜Tg(qd) + (5.222)
+ α
n∑
i=1
∫ zi
0
uIi(q˜i(ξ), q˙i(ξ), ξ)dξ,
kao i funkciju W (q˜, q˙) =W1(q˜, q˙) +W2(q˜, q˙),
W = q˙TuD(q˜, q˙, z)− αq˙TϕP,q˜(q˜)TM(q)q˙ + αϕP (q˜)T [M˙(q)− C(q, q˙)]q˙ +
+ αϕP (q˜)
TuP (q˜, q˙, z) + αϕP (q˜)
T [g(q)− g(qd)]. (5.223)
Vidimo da dobivena Lyapunovljeva funkcija V nema viˇse nedefinitnog cˇlana po vari-
jablama q˜ i z. Takod¯er, funkcija W viˇse nema cˇlana sa integralom parcijalne derivacije
funkcije uI po varijabli z. Na taj nacˇin, uvod¯enjem modificiranog integralnog cˇlana
rijesˇili smo se cˇlanova koji su bili glavni razlog slozˇenosti kriterija stabilnosti AFPID
regulatora.
Poglavlje 5. Analiza stabilnosti uz primjenu analiticˇkog neizrazitog regulatora 100
Na osnovu funkcija V iW mozˇemo odrediti kriterije stabilnosti. Primjenjujuc´i slicˇan
pristup kao u prethodnim podpoglavljima dobivamo
V ≥ f(q˜) =
n∑
i=1
∫ q˜i
0
uPi(ξ, q˙i(ξ), zi(ξ))dξ + U(q)− U(qd)− q˜Tg(qd)−
− 1
2
α2λM{M}‖ϕP (q˜)‖2 ≥ 0,
sˇto je pozitivno definitna konveksna funkcija ako je zadovoljen uvjet q˜Tfq˜(q˜i) ≥ 0,
odnosno
q˜Tfq˜(q˜) ≥ q˜TuP (q˜, q˙, z) + q˜T [g(q)− g(qd)]− α2λM{M}q˜TϕP,q˜(q˜)ϕP (q˜) =
= cPmq˜
TϕP (q˜) + q˜
T [g(q)− g(qd)]− α2λM{M}λM{ϕP,q˜}q˜TϕP (q˜) ≥
≥ k¯1q˜TϕP (q˜) ≥ 0, (5.224)
gdje je
k¯1 = [cPm − α2λM{M}λM{ϕP,q˜}]λm{KCP} − kminCP > 0, (5.225)
tako da na kraju dobivamo kriterij pozitivne definitnosti funkcije V
cPmλm{KCP} > α2λM{M}λM{ϕP,q˜}λm{KCP}+ kminCP . (5.226)
Vidimo da prethodno dobiveni uvjet pozitivne definitnosti ne ovisi o varijablama stanja
sustava.
Nadalje razmatramo uvjete pozitivne definitnosti funkcije W . Imamo
W ≥ cDmq˙TΦD(q˙)q˙ − αλM{M}λM{ϕP,q˜}‖q˙‖2 − αkc‖ϕP (q˜)‖ ‖q˙‖2 +
+ ϕP (q˜)
T [cPmϕP (q˜) + (g(q)− g(qd))] =
=
n∑
i=1
[cDmφDi(q˙i)− α(λM{M}λM{ϕP,q˜}+ kc
√
nλM{KCP})]q˙2i +
+ kˆ1‖ϕP (q˜)‖2 ≥ 0, (5.227)
sˇto je pozitivno definitno ako vrijedi
cDm
α(λM{M}λM{ϕP,q˜}+ kc
√
nλM{KCP}) > ‖φD(q˙)
−1‖1, (5.228)
i
kˆ1 = cPmλm{KCP} − kminCP ≥ 0. (5.229)
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Ako na desnu stranu nejednadzˇbe (5.228) stavimo gornju ocjenu minimalne vrijednosti
funkcije ‖φD(q˙)−1‖1, dobivamo
cDm
α(λM{M}λM{ϕP,q˜}+ kc
√
nλM{KCP}) >
n
λm{KCD}βDmm
, (5.230)
S obzirom da nejednadzˇba (5.225) zadovoljava ujedno i izraz (5.229), ona uz nejed-
nadzˇbu (5.230) predstavlja nuzˇni uvjet lokalne stabilnosti. Nejednadzˇbama (5.225) i
(5.230) treba dodati uvjet (5.170) koji garantira svojstva sektorske nelinearnosti (5.143)-
(5.145) cˇime smo dobili potpuni skup nejednadzˇbi koje garantiraju lokalnu asimptotsku
stabilnost.
5.5. Globalno stabilni sustavi uz primjenu
modifikacija analiticˇkih neizrazitih
regulatora
Za sve do sada razmatrane verzije analiticˇkog neizrazitog PID regulatora dokazali
smo lokalnu, odnosno semiglobalnu stabilnost. Nepremostiva prepreka globalnoj stabil-
nosti je saturacija derivacijskog cˇlana koja ne mozˇe prevladati kvadraticˇne cˇlanove po
brzinama u derivaciji Lyapunovljeve funkcije.
Da bi dobili globalno stabilni regulator, potrebno je kombinirati analiticˇke neizrazite
PID regulatore s linearnim PD regulatorom. Razmotrit c´emo ukratko modificirane verz-
ije prethodnih analiticˇkih neizrazitih PID regulatora koje osiguravaju globalnu asimp-
totsku stabilnost.
5.5.1. AFPDsI regulator u kombinaciji s linearnim
PD regulatorom
Kombinacija AFPDsI regulatora i linearnog PD regulatora [85] ekvivalentna je kom-
binaciji AFPD regulatora i saturiranog PID regulatora i mozˇemo ju prikazati na slijedec´i
nacˇin
u = −[KP +ΨP (q˜, q˙)ΦP (q˜)]q˜ − [KD +ΨD(q˜, q˙)ΦD(q˙)]q˙ −KIν, (5.231)
ν˙ = ϕP (q˜), (5.232)
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Slika 5.5: Blok shema kombinacije AFPDsI i linearnog PD regulatora.
gdje smo primjenili izraze ϕP (q˜) = ΦP (q˜)q˜ i ϕD(q˙) = ΦD(q˙)q˙. Na osnovu prethodnih
izraza vidimo da imamo nelinearna pojacˇanja slijedecˇeg oblika
K¯P (q˜, q˙) = KP +ΨP (q˜, q˙)ΦP (q˜), K¯D(q˜, q˙) = KD +ΨD(q˜, q˙)ΦD(q˙). (5.233)
Na osnovu prethodno dobivenih svojstava matrica ΨP (q˜, q˙) i ΦP (q˜), vidimo da je utje-
caj pojacˇanja AFPD regulatora dominantan blizu stacionarnog stanja q˜ = 0 i q˙ = 0,
dok iˇscˇezava kako udaljenost od stacionarnog stanja raste. Navedeno iˇscˇezavanje po-
jacˇanja ΨP (q˜, q˙)ΦP (q˜), zbog ΦP (q˜) → 0 kada ‖q˜‖ → ∞ onemoguc´uje globalnu regu-
laciju. Zbog navedenoga mozˇemo rec´i da AFPDsI utjecˇe na performanse prijelaznog
procesa oko stacionarnog stanja, dok linearni PD regulator omoguc´uje globalnu regu-
laciju i za vrijednosti varijabli stanja za koja pojacˇanja AFPD regulatora iˇscˇezavaju.
Na slikama 5.6 i 5.7 vidimo prikaz nelinearnih pojacˇanja K¯P (q˜, q˙) i K¯D(q˜, q˙) u ovisnosti
o varijablama q˜ i q˙ za aktivacijske funkcije ωP (q˜) = exp(−2|q˜|), ωD(q˙) = exp(−2|q˙|), te
KP = KD = 1 = IP = ID = 1.
Kriteriji stabilnosti u ovom slucˇaju su identicˇni kriterijima stabilnosti (4.89) za PDsI
regulator (uz sM ≡ λM{KCP}) zbog λm{K¯j} = λm{Kj} sˇto je posljedica λm{Φj} = 0,
j = P,D. Na osnovu navedenoga mozˇemo zakljucˇiti da kad jednom izaberemo minimalne
vrijednosti pojacˇanja PD regulatora koja garantiraju globalnu asimptotsku stabilnost na
osnovu relativno jednostavnog kriterija stabilnosti (4.89), tada imamo veliku slobodu
u podesˇavanju parametara AFPD regulatora, s obzirom da c´e uvijek biti zadovoljena
pozitivnost pojacˇanja AFPD regulatora, ΨP (q˜, q˙)ΦP (q˜) ≥ 0, odnosno K¯D(q˜, q˙) ≥ KD.
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Slika 5.6: Ovisnost nelinearnog propor-
cionalnog pojacˇanja o q˜ i q˙.
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Slika 5.7: Ovisnost nelinearnog derivaci-
jskog pojacˇanja o q˜ i q˙.
Na kraju mozˇemo rec´i da su dobre strane kombinacije AFPDsI i linearnog PD regu-
latora: globalna stabilizacija koja ujedno nosi i pojednostavljenje kriterija stabilnosti,
te vec´a sloboda u podesˇavanju parametara AFPD regulatora (s obzirom da parametri
navedenog regulatora ne ulaze u kriterij stabilnosti).
Slaba strana navedene kombinacije regulatora je sˇto smo izgubili svojstvo saturacije
upravljacˇkih varijabli koje nam je kod analiticˇkog neizrazitog regulatora garantiralo
da upravljacˇka varijabla nikad nec´e prijec´i odred¯enu vrijednost definiranu parametrima
regulatora.
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Slika 5.8: Blok shema kombinacije MAFPID i linearnog D regulatora.
5.5.2. MAFPID regulator u kombinaciji s
linearnim D regulatorom
MAFPID regulator mozˇemo globalno stabilizirati dodavanjem samo linearnog derivaci-
jskog cˇlana na slijedec´i nacˇin
u = −ΨP (q˜, q˙, ν)ϕP (q˜)− [KD +ΨD(q˜, q˙, ν)ΦD(q˙)]q˙ −ΨI(q˜, q˙, ν)ϕI(ν), (5.234)
ν˙ = αϕP (q˜) + q˙. (5.235)
Linearni derivacijski cˇlan ima za posljedicu pojavljivanje kvadraticˇnog cˇlana q˙TKDq˙ u
funkcijiW kojim mozˇemo prevladati ostale negativne kvadraticˇne cˇlanove za sve q˙ ∈ Rn,
tako da dobivamo
λm{KD} > α(λM{M}λM{ϕP,q˜}+ kc
√
nλM{KCP}). (5.236)
Gornjem kriteriju treba dodati josˇ kriterij pozitivne definitnosti Lyapunovljeve funkcije
cPmλm{KCP} > α2λM{M}λM{ϕP,q˜}λm{KCP}+ kminCP . (5.237)
Ako uzmemo kombinaciju MAFPID regulatora i linearnog PD regulatora, tada kri-
terij (5.237) postaje
λm{KP}+ αλm{KP} > α2λM{M}λM{ϕP,q˜}λm{KCP}+ kg. (5.238)
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Vidimo da u tom slucˇaju, na osnovu kriterija stabilnosti (5.236) i (5.238), imamo vec´u
slobodu u podesˇavanju parametara MAFPID regulatora s obzirom da kriteriji stabilnosti
ovise iskljucˇivo o parametrima linearnog PD regulatora.
Napomenimo na kraju da prethodno navedenim kriterijima stabilnosti treba dodati
uvjet sektorske nelinearnosti (5.170).
Takod¯er, na slicˇan nacˇin sustav sa AFPID regulatorom mozˇe se globalno stabilizirati
dodatkom linearnog PD regulatora.
6 Performanse regulacije
nelinearnih mehanicˇkih
sustava
U prethodnim poglavljima razmatrali smo stabilnost nelinearnih mehanicˇkih sustava
vod¯enih razlicˇitim nelinearnim regulatorima s naglaskom na analiticˇki neizraziti regu-
lator. Dobivenim kriterijima stabilnosti definirali smo podrucˇje parametara regulatora
za koje je regulacijski sustav stabilan. Na osnovu navedenih analiza nismo mogli niˇsta
zakljucˇiti o performansama analiziranih regulacijskih sustava. Stoga je slijedec´i korak
daljnja redukcija parametarskog prostora na podrucˇje parametara regulatora koje c´e
osim stabilnosti omoguc´iti i zadovoljavajuc´e performanse prijalaznog procesa.
Dva su dominantna pristupa u tretiranju performansi regulacije mehanicˇkih sustava.
Prvi pristup je zasnovan na heuristicˇkom podesˇavanju nelinearnih pojacˇanja PD ili PID
regulatora. Postoje razne strategije izbora nelinearnih pojacˇanja u ovisnosti o tome
kakve performanse zˇelimo dobiti [86, 87, 88]. Navedeni pristupi daju dobre rezultate u
slucˇaju regulacije mehanicˇkih sustava nelinearnim PD regulatorom. Razlog tome lezˇi u
cˇinjenici da je mehanicˇki sustav vod¯en PD regulatorom i dalje Euler-Lagrangeov sustav
s modificiranom potencijalnom energijom i viskoznim trenjem. Za mehanicˇke sustave
znamo kvalitativno ponasˇanje sustava u ovisnosti o trenju (derivacijski cˇlan) i potenci-
jalnoj energiji (proporcionalni cˇlan). Veliko derivacijsko pojacˇanje, koje je ekvivalentno
koeficijentu viskoznog trenja, ima za posljedicu sporiji odziv i smanjenje regulacijskog
preskoka i oscilacija. Veliko proporcionalno pojacˇanje ima za posljedicu brzˇi odziv i vec´i
regulacijski preskok i oscilacije. Izborom takvog nelinearnog derivacijskog pojacˇanja koje
c´e imati velike vrijednosti za mala regulacijska odstupanja a male vrijednosti za vec´a
regulacijska odstupanja moguc´e je dobiti brzi tranzijentni odziv bez velikih preskoka i
oscilacija.
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Nazˇalost, navedeni pristup nije moguc´e direktno primjeniti u slucˇaju dodavanja inte-
gralnog cˇlana u zakon upravljanja. Razlog za to je promjena dinamike zatvorenog regu-
lacijskog kruga. Drugim rijecˇima, nelinearni sustav matricˇnih diferencijalnih jednadzˇbi
drugog reda postaje sustav trec´eg reda nakon dodavanja integratora. Novi dinamicˇki
sustav viˇse nije Euler-Lagrangeov sustav i intuicija razvijena na poznavanju ponasˇanja
mehanicˇkih sustava ne mozˇe se viˇse primjeniti u slucˇaju integralnog djelovanja.
Kao primjer neprimjenjivosti heuristicˇkog pristupa zasnovanog na PD regulaciji me-
hanicˇkih sustava, navodimo ovisnost prijelaznog procesa o derivacijskom pojacˇanju u
slucˇaju PID regulacije mehanicˇkih sustava. Povec´avanjem derivacijskog pojacˇanja reg-
ulacijski preskok se smanjuje do neke minimalne vrijednosti. Nakon toga, daljnjim
povec´avanjem derivacijskog pojacˇanja, regulacijski preskok se ponovo pocˇinje povec´a-
vati do neke maksimalne vrijednosti.
Slicˇan problem javlja se i kod konvencionalne neizrazite PID regulacije mehanicˇkih
sustava. Baza pravila ponasˇanja formira se za neizraziti PD regulator, a onda se dodaje
integrator s ciljem otklanjanja regulacijskog odstupanja. Med¯utim, iz vec´ navedenih
razloga, takav pristup nije adekvatan jer zahtijeva dodatno podesˇavanje parametara da
bi se postigla slicˇna kvaliteta odziva kao u slucˇaju neizrazitog PD regulatora.
Drugi pristup podesˇavanju performansi je primjena teorije optimalnog upravljanja
nelinearnih sustava [89], koja se svodi na rjesˇavanje tzv. Hamilton-Jacobi-Bellmanove
(HJB) nelinearne parcijalne diferencijalne jednadzˇbe. S obzirom da je nemoguc´e nac´i
analiticˇko rjesˇenje navedene jednadzˇbe, rjesˇenje se pronalizi na dva nacˇina: direktnom
metodom gdje se trazˇi aproksimativno rjesˇenje HJB jednadzˇbe, te inverznom metodom
gdje trazˇimo indeks performanse za odgovarajuc´u klasu HJB jednadzˇbi [90].
S obzirom da je problem optimalnog upravljanja nelinearnih sustava vrlo tezˇak za
rjesˇavanje, u literaturi se najcˇesˇc´e razmatra jednostavniji problem - H∞ optimalno upra-
vljanje [91]. Problem H∞ optimalnog upravljanja sastoji se u sintezi regulatora koji min-
imizira pojacˇanje izmed¯u ulaznog poremec´ajnog signala i izlazne varijable regulacijskog
sustava. Med¯utim, na osnovu H∞ optimalnog upravljanja ne mozˇemo podesˇavati per-
formanse prijelaznog procesa. Naprotiv, ako zˇelimo ostvariti sˇto bolje H∞ performanse,
dobivamo sve sporiji odziv regulacijskog sustava.
U radu [92] razmatraju se H∞ performanse mehanicˇkih sustava vod¯enih PID regula-
torom bez primjene HJB jednadzˇbi nego na osnovu Lyapunovljeve funkcije zatvorenog
regulacijskog kruga. Dobiveni kriteriji na pojacˇanja regulatora, koji garantiraju odgo-
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varajuc´e H∞ performanse, ovise o istim parametrima koji ulaze u kriterije stabilnosti.
Motivirani s tim rezultatom, u ovom poglavlju razmatramo performanse regulacije sa
stanoviˇsta integralnog indeksa performansi kojeg smo ocjenili na osnovu Lyapunovljeve
funkcije.
6.1. Ocjena performansi primjenom
parametrizirane Lyapunovljeve funkcije
Lyapunovljeve funkcije koje smo koristili u prethodnim poglavljima sadrzˇavale su slo-
bodan nespecificirani parametar α > 0, koji bi obicˇno bio eliminiran iz konacˇnih kriterija
stabilnosti. Drugim rijecˇima, parametrizacija Lyapunovljeve funkcije nekim nespecifici-
ranim parametrom, V ≡ V (q˜, q˙, z;α), znacˇi da imamo beskonacˇan broj Lyapunovljevih
funkcija za razlicˇite izbore parametra α koje daju iste kriterije stabilnosti. Navedena
cˇinjenica mozˇe se iskoristiti za ocjenu odred¯enih integralnih indeksa performansi. Ovdje
c´emo navesti osnovnu ideju navedenog pristupa.
Ako integriramo izraz
dV (q˜, q˙, z;α)
dt
= −W (q˜, q˙;α) ≤ −W¯ (q˜, q˙;α). (6.1)
dobivamo
V (q˜(t), q˙(t), z(t);α)− V (q˜(0), q˙(0), z(0);α) ≤ −
∫ t
0
W¯ (q˜(τ), q˙(τ);α)dτ. (6.2)
Nadalje u limesu t→∞ dobivamo
V (q˜(0), q˙(0), z(0);α) ≥
∫ ∞
0
W¯ (q˜(τ), q˙(τ);α)dτ, (6.3)
zbog toga sˇto vrijedi V (q˜(∞), q˙(∞), z(∞);α) = V (0, 0, 0;α) = 0. S obzirom da je
funkciju W¯ (q˜, q˙;α) moguc´e dekomponirati na slijedec´i nacˇin
W¯ (q˜, q˙;α) = fp(ζ, α)w¯p(q˜) + fd(ζ, α)w¯d(q˙), (6.4)
gdje su fp(ζ, α) i fd(ζ, α) funkcije parametra α kao i vektora parametara regulatora i
mehanicˇkog sustava ζ, dok su w¯p(q˜) i w¯d(q˙) pozitivno definitne funkcije varijabli q˜ i q˙,
respektivno. Ako integriramo prethodni izraz dobivamo∫ ∞
0
W¯ (q˜(t), q˙(t);α)dt = fp(ζ, α)I1 + fd(ζ, α)I2, (6.5)
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gdje smo oznacˇili
I1 =
∫ ∞
0
w¯p(q˜(t))dt, I2 =
∫ ∞
0
w¯d(q˙(t))dt. (6.6)
Pozitivne skalarne velicˇine I1 i I2 predstavljaju integralne indekse performansi varijabli
q˜ i q˙, respektivno. Na osnovu navedenih velicˇina mozˇemo dobiti kombinirani indeks
performanse
I =
∫ ∞
0
w¯p(q˜(t))dt+ τ
2
∫ ∞
0
w¯d(q˙(t))dt = I1 + τ
2I2, (6.7)
gdje je parametar τ tezˇinski faktor cˇijim izborom dajemo odred¯enu tezˇinu indeksu per-
formansi I2 u odnosu na indeks performansi I1.
Slijedec´i korak u ocjeni indeksa performansi I je ocjena gornje granice velicˇine
V (q˜(0), q˙(0), z(0);α) u izrazu (6.3). S obzirom da je q˜(0) = −qd, q˙(0) = 0, z(0) =
−ν∗ = K−1I g(qd), imamo
V (q˜(0), q˙(0), z(0);α) = V (−qd, 0, K−1I g(qd);α) ≤ V¯ (ζ, α, qd), (6.8)
gdje smo sa V¯ (ζ, α, qd) oznacˇili gornju granicu velicˇine V (q˜(0), q˙(0), z(0);α) koja ovisi o
parametru α, vektoru parametara regulatora i mehanicˇkog sustava ζ, kao i stacionarnom
stanju qd. Ako sada uvrstimo izraze (6.8) i (6.5) u (6.3), dobivamo
fp(ζ, α)I1 + fd(ζ, α)I2 ≤ V¯ (ζ, α, qd). (6.9)
Ako u prethodni izraz uvrstimo dvije razlicˇite vrijednosti nespecificiranog parametra
α (α1 i α2), dobit c´emo dvije jednadzˇbe s dvije nepoznanice I1 i I2, iz kojih mozˇemo
izlucˇiti indekse performansi I1(ζ, qd) i I2(ζ, qd), koji ovise samo o vektoru parametara ζ
i zˇeljenom stanju qd.
Indekse I1 i I2 mozˇemo dobiti na elegantniji nacˇin. U principu je moguc´e nac´i takve
vrijednosti parametra α u funkciji vektora parametara ζ, α1(ζ) i α2(ζ), da vrijedi
fp(ζ, α1(ζ)) > 0, fd(ζ, α1(ζ)) = 0, (6.10)
fp(ζ, α2(ζ)) = 0, fd(ζ, α2(ζ)) > 0, (6.11)
tako da dobivamo
I1 ≤ V¯ (ζ, α1(ζ), qd)
fp(ζ, α1(ζ))
, I2 ≤ V¯ (ζ, α2(ζ), qd)
fd(ζ, α2(ζ))
. (6.12)
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Ako uvrstimo izraze (6.12) u (6.7) dobivamo
I ≤ Iˆ(ζ, qd) = V¯ (ζ, α1(ζ), qd)
fp(ζ, α1(ζ))
+ τ 2
V¯ (ζ, α2(ζ), qd)
fd(ζ, α2(ζ))
, (6.13)
gdje smo sa Iˆ(ζ, qd) oznacˇili gornju granicu indeksa performanse I, koja ovisi samo o
vektoru parametara regulatora i mehanicˇkog sustava, kao i o zˇeljenom stanju qd.
Na osnovu prethodnog izraza mozˇemo dobiti vrijednosti parametara regulatora koje
minimiziraju ocjenu Iˆ(ζ, qd) indeksa performanse I. Na taj nacˇin dobivene suboptimalne
vrijednosti parametara regulatora garantiraju da c´e vrijednost indeksa performanse I
uvijek biti manja od minimalne vrijednosti ocjene njegove gornje granice. Ako vektor
parametara prikazˇemo u obliku ζ = [ζTR ζ
T
S ]
T , gdje je ζR vektor parametara regula-
tora dok je ζS vektor parametara mehanicˇkog sustava, tada prethodnu tvrdnju mozˇemo
prikazati na slijedec´i nacˇin
I ≤ min
ζR
Iˆ(ζR, ζS, qd). (6.14)
Optimalne vrijednosti parametara ζR mozˇemo dobiti rjesˇavanjem sustava algebarskih
jednadzˇbi
∂Iˆ(ζR, ζS, qd)
∂ζRi
= 0, i = 1, ..., nR, (6.15)
gdje je nR broj parametara regulatora. Navedeni sustav algebarskih jednadzˇbi je u poli-
nomialnom obliku po komponentama vektora ζR tako da je rjesˇenje tesˇko ili nemoguc´e
prikazati u analiticˇkom obliku. Stoga sustav (6.15) mozˇemo rjesˇavati iteracijskim pos-
tupkom ili primjenom gradijentnog algoritma
ζ
(k+1)
Ri = ζ
(k)
Ri − η(k)i
∂Iˆ(ζ
(k)
R , ζS, qd)
∂ζ
(k)
Ri
, i = 1, ..., nR, (6.16)
gdje je ζ
(k)
Ri vrijednost vektora parametara regulatora u k-toj iteraciji gradijentnog algo-
ritma, dok je η
(k)
i koeficijent konvergencije gradijentnog algoritma.
S obzirom da indeks performansi ne mora imati minimum za sve konacˇne vrijednosti
parametara regulatora, uracˇunavanje ogranicˇenja parametara mozˇe znacˇajno zakompli-
cirati koriˇstenje izraza (6.15) ili (6.16). Stoga, kao alternativu navedenim pristupima
koristit c´emo slijedec´i evolucijski algoritam [93]
ζ
(k+1)
Ri = ζ
(k)
Ri +N (σ, 0) ·
{
1, ako je I(ζ
(k+1)
Ri ) ≤ I(ζ(k)Ri )
0, ako je I(ζ
(k+1)
Ri ) > I(ζ
(k)
Ri )
, (6.17)
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gdje N (σ, 0) oznacˇava slucˇajne brojeve generirane prema normalnoj ili Gaussovoj dis-
tribuciji. Slucˇajni broj s normalnom distribucijom mozˇemo dobiti tako da zbrojimo dva
slucˇajna broja s uniformnom distribucijom [94, 95].
U narednim podpoglavljima primjenit c´emo prikazanu metodologiju za optimizaciju
parametara nekih tipova regulatora cˇija stabilnost je razmatrana u prethodnim poglavljima.
Radi kompaktnijeg prikaza u ovom poglavlju koristimo skrac´enu notaciju za maksi-
malne i minimalne vlastite vrijednosti matrica pojacˇanja, kao i za njihov omjer
kjm = λm{Kj}, kjM = λM{Kj}, µj = λM{Kj}
λm{Kj} , j = P, I,D. (6.18)
6.2. Performanse upravljacˇkih varijabli
S obzirom da indeks performansi razvijen u prethodnom podpoglavlju, ne uklju-
cˇuje upravljacˇke varijable, njihove performanse razmatrat c´emo zasebno. Primjenom
saturiranog PID regulatora moguc´e je ogranicˇiti upravljacˇku varijablu do neke zadane
vrijednosti. Med¯utim, saturirani PID regulator je samo lokalno stabilan [10]. Ako zˇe-
limo primjeniti globalno stabilni regulator, tada nazˇalost gubimo svojstvo saturacije
upravljacˇkih varijabli. U tom slucˇaju moramo primjeniti neki drugi pristup kojim c´emo
reducirati vrijednosti varijabli upravljanja.
Kod PID regulatora bez saturacije maksimalna vrijednost upravljacˇke varijable pro-
porcionalna je umax ' KP qd i to na pocˇetku upravljacˇke akcije (s obzirom da je q˜(0) =
−qd, q˙(0) = 0, z(0) = 0). Sve metode koje c´emo spomenuti nastoje kompenzirati
navedeni efekt skoka upravljacˇke varijable.
6.2.1. Primjena nelinearnog proporcionalnog pojacˇanja
Proporcionalno pojacˇanje izaberemo u slijedec´em obliku ΨP (q˜) = KP + Ψ¯P (q˜), gdje
funkcija Ψ¯P (q˜) zadovoljava slijedec´a svojstva
0 ≤ Ψ¯P (q˜) ≤ I, Ψ¯P (0) = I, lim
q˜→±∞
Ψ¯P (q˜) = 0. (6.19)
Primjer funkcije Ψ¯P (q˜) koja zadovoljava navedena svojstva je Gaussova funkcija
ψPi(q˜i) = KPi + K¯Pi exp(− q˜
2
i
2σP
). (6.20)
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Sa navedenim oblikom nelinearnog pojacˇanja osiguravamo veliko proporcionalno po-
jacˇanje ΨP (q˜) ≈ KP + K¯P kada je stanje sustava blizu ravnotezˇe q˜ ≈ 0. S druge
strane, za velika odstupanja od stacionarnog stanja q˜ ≈ −qd imamo malo pojacˇanje
ΨP (q˜) ≈ KP sˇto sprijecˇava velike skokove upravljacˇke varijable. Parametar σP definira
pojas oko ravnotezˇnog stanja q˜i = 0 gdje dolazi do izrazˇaja veliko proporcionalno po-
jacˇanje.
6.2.2. Primjena vremenski promjenjivog referentnog stanja
Jedan nacˇin da reduciramo skokove upravljacˇke varijable, a ujedno i regulacijski
preskok, je da umjesto konstantnog referentnog stanja qd, uvedemo vremenski promjen-
jivo, qd = qd0(1− exp(−kt)), odnosno
q˙d = −k(qd − qd0), qd(0) = 0, (6.21)
gdje je qd0 konstantno referentno stanje.
Primjenom slijedec´eg zakona upravljanja (na primjeru PDsI regulatora)
u = −KP q˜ −KDq˙ −KIν, ν˙ = s(q˜), (6.22)
gdje je q˜ = q − qd0(1 − exp(−kt)), postizˇemo da je regulacijska pogresˇka u pocˇetnom
vremenskom trenutku jednaka nuli, q˜(0) = 0, a time je ujedno i u(0) = 0 (zbog q˙ = 0 i
ν(0) = 0).
Mozˇe se primjeniti i slijedec´a varijanta zakona upravljanja
u = −KP q˜ −KD ˙˜q −KIν, ν˙ = s(q˜), (6.23)
u kojoj derivacijski cˇlan sadrzˇi brzinu promjene regulacijske pogresˇke, odnosno ˙˜q =
q˙−kqd0 exp(−kt). Zakon upravljanja (6.23) bolje slijedi referentno stanje qd(t) od (6.22)
med¯utim, ima i vec´e skokove upravljacˇke varijable. Razlog za to je sˇto u pocˇetnom
vremenskom trenutku imamo ˙˜q(0) = −kqd0, odnosno u(0) = kKDqd0.
Med¯utim, vremenski promjenjivo referentno stanje, koje je takod¯er ekvivalentno in-
terakciji mehanicˇkog sustava sa dinamicˇkim sustavom prvog reda (6.21), zahtijeva dru-
gacˇiji pristup analizi stabilnosti. U slucˇaju konstantnog referentnog stanja qd slijedi da
je ˙˜q = q˙ i ¨˜q = q¨. U slucˇaju vremenski promjenjivog referentnog stanja qd prethodne
jednakosti ne vrijede, nego je nuzˇno primjeniti rezidualnu dinamiku robota (2.33).
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S obzirom da za t → ∞ imamo qd → qd0, q˙d → 0 i q¨d → 0 slijedi takod¯er da
je h(q˜, ˙˜q) → g(q) − g(qd0) i f(qd, q˙d) → g(qd0) cˇime jednadzˇba (2.33) poprima oblik
(2.9). Med¯utim, bez obzira na navedene cˇinjenice, striktna analiza stabilnosti zahti-
jeva koriˇstenje jednadzˇbi (2.33) za formiranje jednadzˇbi pogresˇke a time i konstrukcije
Lyapunovljeve funkcije.
6.3. Optimizacija performansi PInD regulatora
6.3.1. Ocjena indeksa performansi
Razmotrit c´emo globalno stabilni sustav uz regulator s nelinearnim derivacijskim
cˇlanom (4.122). Ako uvrstimo (4.115) i (4.117) u (6.3) dobivamo
V (0) ≥ (kDm − αm¯)I2 + (αk1 − kIM)I1 + (k¯Dm − αkc)
∫ ∞
0
‖q˜‖‖q˙‖2dt, (6.24)
gdje su
I1 =
∫ ∞
0
‖q˜‖2dt, I2 =
∫ ∞
0
‖q˙‖2dt. (6.25)
i gdje smo oznacˇili V (0) = V (q˜(0), q˙(0), z(0);α),
k¯Dm = λm{K¯D}, m¯ = λM{M}. (6.26)
Trec´i cˇlan na desnoj strani izraza (6.24) je pozitivan zbog
k¯Dm − αkc > k¯Dm − kIM
k1
kc > 0,
gdje smo koristili (4.118) i (4.125), tako da vrijedi
V (0) ≥ (kDm − αm¯)I2 + (αk1 − kIM)I1. (6.27)
Slijedec´i korak je ocjena gornje granice na V (0). Ako uvrstimo q˜(0) = −qd, q˙(0) = 0,
z(0) = −ν∗ = K−1I g(qd) u Lyapunovljevu funkciju (4.103) i (4.104) dobivamo
V (0) = U(0)− U(qd) + 1
2
qTdKP qd +
1
2
αqTdKDqd +
1
2
αg(qd)
TK−1I g(qd) +
+
n∑
i=1
K¯Pi
∫ −qdi
0
ψ¯P (ξ)ξdξ + α
n∑
i=1
K¯Di
∫ −qdi
0
ψ¯D(ξ)ξdξ. (6.28)
Prethodni izraz mozˇemo ocjeniti na slijedec´i nacˇin
V (0) ≤ 1
2
(kPM + k¯PM + αkDM)‖qd‖2 + 1
2
αk−1IM‖g(qd)‖2 +
1
3
αk¯DM‖qd‖33, (6.29)
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gdje smo iskoristili svojstva U(0) − U(qd) ≤ 0 za ∀qd ∈ Rn, max ψ¯P (ξ) = ψ¯P (0) = 1 i
ψ¯D(ξ) = |ξ|. Nadalje, ako primjenimo svojstva ‖g(qd)‖ ≤ kg‖qd‖ i
λM{K−1I } =
1
λm{KI} (6.30)
prethodni izraz postaje
V (0) ≤ w2
[
kPM + k¯PM + α
(
kDM +
k2g
kIm
)]
+ w3αk¯DM , (6.31)
gdje smo oznacˇili
wp =
1
p
‖qd‖pp, p = 2, 3. (6.32)
Na kraju, usporedbom (6.27) sa (6.31) dobivamo
(kDm − αm¯)I2 + (αk1 − kIM)I1 ≤ w3αk¯DM +
+w2
[
kPM + k¯PM + α
(
kDM +
k2g
kIm
)]
. (6.33)
Iz prethodne analize stabilnosti sustava vod¯enog PInD regulatorom pokazali smo da se
parametar α nalazi u intervalu
kIM
k1
< α <
kDm
m¯
. (6.34)
Ako sada na izraz (6.33) primjenimo limes s lijeva
α→
(
kDm
m¯
)
−
, (6.35)
dobivamo
I1 ≤ w2
SM
[
(kPM + k¯PM)m¯+ kDm
(
kDM +
k2g
kIm
)]
+
w3
SM
kDmk¯DM , (6.36)
gdje je
SM = k1kDm − m¯kIM > 0. (6.37)
Na slicˇan nacˇin, ako na izraz (6.33) primjenimo limes s desna
α→
(
kIM
k1
)
+
, (6.38)
dobivamo
I2 ≤ w2
SM
[
(kPM + k¯PM)k1 + kIM
(
kDM +
k2g
kIm
)]
+
w3
SM
kIM k¯DM . (6.39)
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Na kraju, ako uvrstimo izraze (6.36) i (6.39) u (6.7) ukljucˇujuc´i (4.127) dobivamo
I ≤ Iˆ = 1
SM
[
k∗P + A(k
2
Dm + τ
2kDmkIM) +B
(
kDm
kIM
+ τ 2
)]
, (6.40)
gdje je Iˆ ocjena gornje granice indeksa performanse (6.7), dok su
A = w2µD + w3
kc
m¯
, B = w2µIk
2
g , k
∗
P = w2(m¯+ τ
2k1)(kPM + k¯PM).
Vidimo da Iˆ ovisi o minimalnim i maksimalnim vlastitim vrijednostima matrica
pojacˇanja KP , KD i KI , odnosno o parametrima kPm, kDm, kIM , µP , µD, µI .
S obzirom da je indeks performanse po definiciji pozitivna velicˇina, interesantno je
s tog stanoviˇsta razmotriti izraz (6.40). Vidimo da je za pozitivne vrijednosti para-
metara kDm i kIM brojnik izraza (6.40) uvijek pozitivan. S druge strane, nazivnik SM
(izraz (6.37), odnosno (4.121)) pozitivan je ako je sustav stabilan. Stoga, parametri
kPm, kDm, kIM > 0 koji minimiziraju Iˆ > 0 ujedno zadovoljavaju i kriterij stabilnosti.
6.3.2. Odred¯ivanje optimalnih vrijednosti parametara
Vrijednosti parametara kPm, kDm i kIM koje minimiziraju ocjenu indeksa perfor-
manse Iˆ, mozˇemo nac´i na osnovu nuzˇnih uvjeta optimalnosti
∂I
∂kPm
= 0,
∂I
∂kDm
= 0,
∂I
∂kIM
= 0. (6.41)
Parcijalnim deriviranjem funkcije (6.40) po parametrima kPm, kDm i kIM dobivamo
slijedec´i sustav polinomialnih jednadzˇbi
aPk
2
Pm − bPkPm − cP = 0, (6.42)
aDk
2
Dm − bDkDm − cD = 0, (6.43)
aIk
2
IM + bIkIM − cI = 0, (6.44)
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gdje su
aP = τ
2w2µPkDm, bP = 2τ
2w2µP (kgkDm + m¯kIM),
cP = (kDm + τ
2kIM)[kDm(AkDm +Bk
−1
IM) + w2m¯k¯PM ] +
+ w2µP (kgkDm + m¯kIM)(m¯− τ 2kg),
aD = k1A, bD = 2m¯AkIM , (6.45)
cD = m¯(Aτ
2k2IM +B) + k1(k
∗
P +Bτ
2),
aI = m¯(k
∗
P +Bτ
2) + A(m¯+ k1τ
2)k2Dm,
bI = 2m¯BkDm, cI = k1Bk
2
Dm.
S obzirom da su parametri kPm, kDm i kIM pozitivni, sustav jednadzˇbi (6.42)-(6.44)
mozˇemo prikazati kao rjesˇenja kvadratnih jednadzˇbi
kPm =
1
2aP
(
bP +
√
b2P + 4aP cP
)
, (6.46)
kDm =
1
2aD
(
bD +
√
b2D + 4aDcD
)
, (6.47)
kIM =
1
2aI
(
−bI +
√
b2I + 4aIcI
)
, (6.48)
gdje je predznak izabran tako da garantira pozitivno rjesˇenje navedenog sustava jed-
nadzˇbi. Prethodno navedeni sustav jednadzˇbi mozˇemo prikazati u vektorskom obliku
p = f(p), gdje je p = [kPm kDm kIM ]
T . Navedeni sustav nelinearnih algebarskih jed-
nadzˇbi mozˇe se rjesˇavati iterativnim pristupom na slijedec´i nacˇin
p(k+1) = f
(
p(k)
)
, k = 0, 1, 2, ... (6.49)
uz neke zadane pocˇetne vrijednosti parametara p(0).
U limesu kada τ → 0, imamo I → I1, a parametri (6.45) postaju
aP → 0, bP → 0,
cP = kDm[kDm(AkDm +Bk
−1
IM) + w2m¯k¯PM ] +
+ w2µP (kgkDm + m¯kIM)m¯,
aD = k1A, bD = 2m¯AkIM , (6.50)
cD = m¯B + k1k
∗
P ,
aI = m¯k
∗
P + Am¯k
2
Dm,
bI = 2m¯BkDm, cI = k1Bk
2
Dm,
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iz cˇega mozˇemo zakljucˇiti da
lim
τ→0
kPm = +∞. (6.51)
Drugim rijecˇima, ako zˇelimo minimizirati indeks performanse I1, proporcionalno po-
jacˇanje mora tezˇiti u beskonacˇno, dok pojacˇanja kDm i kIM ostaju konacˇna. S druge
strane, na osnovu pocˇetnih uvjeta q˜(0) = −qd, q˙(0) = 0, ν(0) = 0, mozˇemo za-
kljucˇiti da na pocˇetku upravljacˇke akcije imamo veliki skok upravljacˇke varijable zbog
u(0) ≈ −KP q˜(0) = KP qd, koji je proporcionalan pojacˇanju KP . S obzirom da su nam
upravljacˇke varijable u praksi uvjek ogranicˇene, u ≤ umax, to znacˇi da nam je i maksi-
malno pojacˇanje kPM ogranicˇeno
kPM ≤
∣∣∣∣ umaxqd,max
∣∣∣∣ , (6.52)
gdje je qd,max maksimalna vrijednost od qd. Zbog navedenih cˇinjenica indeks performanse
(6.40) nec´emo minimizirati po pojacˇanju kPm, nego samo po kDm i kIM .
6.3.3. Simulacijski rezultati
Za simulaciju smo koristili manipulator s dva rotacijska stupnja slobode gibanja
(planar elbow manipulator, [22]) s numericˇkim vrijednostima parametara preuzetih iz
[68] i prikazanih u dodatku C.1., tablica C.1.
Na slikama 6.1 i 6.2 vidimo ovisnost indeksa performanse Iˆ o parametrima kDm i
kIM za τ
2 = 0.5 s2, kPm = 150 Nm rad
−1s i µP = µI = µD = 1. Vidimo da indeks
performanse Iˆ ima minimum za neke konacˇne vrijednosti parametara kDm i kIM .
Na slici 6.3 vidimo odziv manipulatora vod¯enog PInD regulatorom za razne vri-
jednosti tezˇinskog koeficijenta τ 2 uz optimalne vrijednosti parametara kDm i kIM te
kPm = 200 Nm rad
−1s i µP = µI = µD = 1. Vidimo da s povec´anjem tezˇinskog koefici-
jenta τ 2 odziv sustava postaje sve sporiji, odnosno brzina odziva sve manja. Navedeno
ponasˇanje je u skladu s ocˇekivanjima s obzirom da povecˇanjem tezˇinskog koeficijenta
τ 2 dajemo sve vec´u tezˇinu optimizaciji indeksa performanse I2 sˇto ima za posljedicu
smanjenje brzine odziva.
Dataljniji uvid u ovisnost odziva sustava o promjeni tezˇinskog koeficijenta τ 2 mozˇemo
dobiti na osnovu slike 6.4. Vidimo da indeks performanse I1 raste dok indeks perfor-
manse I2 opada kako tezˇinski koeficijent τ
2 raste. Indeksi performanse I1 i I2 poprimaju
istu vrijednost za τ 2 = 1 sˇto je u skladu s ocˇekivanjima s obzirom da u tom slucˇaju
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Slika 6.1: Ovisnost indeksa performansi o
parametrima kDm i kIM .
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Slika 6.2: Konturni graf ovisnosti indeksa
performansi o parametrima kDm i kIM .
imamo jednaku tezˇinu za minimizaciju oba indeksa performansi. Takod¯er vidimo da
je ukupni indeks performanse dobiven na osnovi simulacije, I = I1 + τ
2I2, manji od
estimiranog indeksa performansi Iˆ u cijelom rasponu vrijednosti koeficijenta τ 2 sˇto je
takod¯er u skladu s ocˇekivanjima (jednadzˇba (6.40)). Nadalje vidimo da se s povec´anjem
koeficijenta τ 2 parametar kDm povec´ava dok se parametar kIM smanjuje.
Vidjeli smo da performanse prijelaznog procesa mozˇemo poboljˇsavati povec´avanjem
proporcionalnog pojacˇanja kPm. Med¯utim, povec´avanjem proporcionalnog pojacˇanja
kPm povec´avamo i vrijednost upravljacˇke varijable u pocˇetnom trenutku u(0) ≈ KP qd.
Funkciju ψ¯(q˜) u PInD regulatoru mozˇemo iskoristiti za poboljˇsanje tranzijentnih per-
formansi bez narusˇavanja performansi upravljacˇke varijable. Utjecaj funkcije ψ¯(q˜) na
performanse regulatora ilustriran je na slikama 6.5-6.7. Na slici 6.5 vidimo odziv pozicija
manipulatora i upravljacˇkih varijabli u slucˇaju bez djelovanja pojacˇanja ψ¯(q˜), odnosno
za K¯P = 0, te za vrijednosti proporcionalnog pojacˇanja KP = 150 Nm rad
−1 i uz
optimalne vrijednosti pojacˇanja KD i KI (tablica 6.1).
Na slikama 6.6-6.7 vidimo usporedbu regulatora sa vrijednosˇc´u parametara K¯P = 0
i regulatora s K¯P 6= 0. Da bi usporedba bila korektna, stavili smo istu vrijednost
za λM{ΨP (q˜)} u oba slucˇaja. Na slikama mozˇemo vidjeti da za gotovo istu kvalitetu
prijelaznog procesa regulator na slici 6.7 nema visoki skok upravljacˇke varijable koji se
mozˇe vidjeti za regulator na slici 6.6. Vidimo da, iako smo dobili brzi odziv bez oscilacija,
imamo preskok pozicije manipulatora iznad referentne vrijednosti koji je tesˇko uklonjiv
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Slika 6.3: Odziv manipulatora vod¯enog PInD regulatorom za razne vrijednosti tezˇinskog
koeficijenta τ 2.
cˇak i primjenom visokog proporcionalnog pojacˇanja. Iz teorije optimalnog upravljanja
[96, 97] poznato je da optimizacija integralnog indeksa performansi ne garantira odziv
bez regulacijskog preskoka i oscilacija.
Optimalne vrijednosti parametara regulatora racˇunali smo na dva nacˇina. Prim-
jenom iterativnog postupka rjesˇavanja nelinearnih algebarskih jednadzˇbi (6.49) i evolu-
cijskim algoritmom (6.17). Na slici (6.8) vidimo konvergenciju parametara kDm i kIM
prema optimalnim vrijednostima za iteracijski algoritam (6.49). Konvergencijska svo-
jstva ispitali smo za razlicˇite pocˇetne uvjete parametara kDm i kIM . Vidimo da iteracijski
algoritam ima svojstva rapidne konvergencije prema optimalnim vrijednostima parame-
tara neovisno o pocˇetnim uvjetima parametara. Za svega dva do tri iteracijska koraka
dostizˇe se stacionarno stanje. Uzimajuc´i stacionarno stanje iteracijskog algoritma kao
pocˇetni uvjet evolucijskog algoritma moguc´e je postic´i dodatno poboljˇsanje performansi,
med¯utim prakticˇki neznatno da bi ga se isplatilo koristiti. Med¯utim, unatocˇ dobrim kon-
vergencijskim svojstvima, iteracijski algoritam mozˇemo koristiti samo ako smo sigurni
da indeks performanse ima minimum za konacˇne vrijednosti parametara po kojima ga
minimiziramo, kao sˇto su to u ovom slucˇaju parametri kDm i kIM .
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Slika 6.4: Ovisnost indeksa performansi I1, I2, I = Is, Iˆ = It te optimalnih vrijednosti
pojacˇanja kDm i kIM o tezˇinskom koeficijentu τ
2.
Tablica 6.1: Parametri regulatora
Pojacˇanja Slika 6.5 Slika 6.6 Slika 6.7 Jedinice
KP1, KP2 150 600 150 Nm rad
−1
KD1, KD2 23.1 53.1 35.9 Nm rad
−1s
KI1, KI2 253.6 492.7 265.3 Nm rad
−1s−1
K¯D1, K¯D2 12.1 27.9 18.9 Nm rad
−1s
K¯P1, K¯P2 0 0 450 Nm rad
−1
u1max 157.1 628.3 161.9 Nm
u2max 235.6 942.4 235.6 Nm
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Slika 6.5: Odziv manipulatora vod¯enog PInD regulatorom za KP = diag{150}
Nm rad−1, K¯P = diag{0} Nm rad−1 i za optimalne vrijednosti pojacˇanja KD i KI .
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Slika 6.6: Odziv manipulatora vod¯enog PInD regulatorom za KP = diag{600}
Nm rad−1, K¯P = diag{0} Nm rad−1 i za optimalne vrijednosti pojacˇanja KD i KI .
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Slika 6.7: Odziv manipulatora vod¯enog PInD regulatorom za KP = diag{150}
Nm rad−1, K¯P = diag{450} Nm rad−1 i za optimalne vrijednosti pojacˇanja KD i KI .
Primjena evolucijskog algoritma (6.17) u principu je jednostavnija od iteracijskog
algoritma (6.49) prvenstveno zbog toga sˇto ne moramo racˇunati parcijalne derivacije
indeksa performansi po parametrima regulatora. Takod¯er ako zadamo podrucˇje para-
metara unutar kojeg minimiziramo indeks performansi tada nemamo ogranicˇenja vezanih
uz konacˇnost optimalnih vrijednosti parametara. Med¯utim, konvergencija evolucijskih
algoritama je znatno sporija u usporedbi s iteracijskim algoritmom. Na slici (6.9) vidimo
konvergenciju parametara regulatora prema optimalnim vrijednostima za evolucijski al-
goritam. Za razliku od prethodnog slucˇaja, ovdje minimiziramo sˇest parametara re-
gulatora. Za neke parametre imamo definirana ogranicˇenja. Po definiciji mora biti
zadovoljeno µj ≥ 1, za j = P, I,D. Takod¯er zbog ogranicˇenja upravljacˇkih varijabli
moramo ogranicˇiti maksimalnu vrijednost proporcionalnog pojacˇanja, u ovom slucˇaju
KP ≤ 200 Nm rad−1. Vidimo da samo parametri kDm i kIM konvergiraju konacˇnim
vrijednostima dok ostali parametri konvergiraju granicˇnim vrijednostima definiranim
ogranicˇenjima.
Iz navedenih simulacijskih rezultata mozˇemo zakljucˇiti da je podesˇavanje parametara
kDm i kIM kljucˇno za optimiranje integralnog indeksa performansi, dok parametar kPm
mozˇemo povec´avati dok nam to ogranicˇenja upravljacˇkih varijabli dozvoljavaju.
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Slika 6.8: Ovisnost parametara kDm i kIM o broju iteracijskih koraka za iteracijski
algoritam (6.49).
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Slika 6.9: Ovisnost parametara regulatora o broju iteracijskih koraka za evolucijski
algoritam (6.17).
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6.4. Performanse regulacije robota s rotacijskim
i translacijskim stupnjevima slobode
U slucˇaju regulacije robota s rotacijskim i translacijskim stupnjevima slobode gibanja
moramo primjeniti modificirani PInD regulator (MPInD) da bi postigli globalnu asimp-
totsku stabilnost. Navedene modifikacije regulatora kao i same dinamike robota, zbog
specificˇnosti koje unose translacijski stupnjevi slobode, odrazˇavaju se i na modifikaciju
integralnog indeksa performanse I = I1 + τ
2I2, (6.25).
Stavljanjem (4.160) i (4.165) u (6.3) dobivamo
V (0) ≥ (kDm − αm¯)I2 + (αk1 − kIM)I1 + (k(1)D − α(m¯1 + k¯c))
∫ ∞
0
‖q˜‖‖q˙‖2dt+
+ (k
(2)
D − α(d1 + d2))
∫ ∞
0
‖q˜‖2‖q˙‖2dt. (6.53)
Trec´i i cˇetvrti cˇlan na desnoj strani prethodnog izraza su pozitivni zbog (4.163) i (4.164),
tako da imamo
V (0) ≥ (kDm − αm¯)I2 + (αk1 − kIM)I1. (6.54)
slijedec´i korak je ocjena gornje granice od V(0). Stavljanjem pocˇetnih uvjeta q˜(0) = −qd,
q˙(0) = 0, z(0) = −ν∗ = K−1I g(qd), u Lyapunovljevu funkciju dobivamo
V (0) = −U(qd) + 1
2
qTdKP qd +
1
2
αqTdKDqd +
1
2
αg(qd)
TK−1I g(qd) + (6.55)
+
1
3
αk
(1)
D ‖qd‖3 +
1
4
αk
(2)
D ‖qd‖4.
odnosno, ocjenu gornje granice
V (0) ≤ w2
[
kPM + α
(
kDM +
k2g
kIm
)]
+ αw3k
(1)
D + αw4k
(2)
D . (6.56)
gdje smo oznacˇili wp =
1
p
‖qd‖p, p = 2, 3, 4.
Na kraju, usporedbom (6.54) sa (6.56) dobivamo
(kDm − αm¯)I2 + (αk1 − kIM)I1 + αw3k(1)D + αw4k(2)D ≤
≤ w2
[
kPM + α
(
kDM +
k2g
kIm
)]
. (6.57)
Na osnovu prethodnog izraza mozˇemo dobiti izraze za indekse performansi I1 i I2.
Stavljanjem limesa α→ (kDm/m¯)+ u izraz (6.57) te primjenom (4.172) dobivamo
I1 ≤ w2
SM
[
m¯kPM + kDm
(
kDM +
k2g
kIm
)]
+
1
SM
(A¯k1 + C¯k
2
Dm), (6.58)
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Slika 6.10: Usporedba odziva manipulatora vod¯nog MPInD regulatorom za optimalne
vrijednosti parametara sa odzivima za razlicˇite vrijednosti integralnog pojacˇanja.
gdje je SM = k1kDm − m¯kIM , i
A¯ = w3m¯1 + w4d2, B¯ = w3k¯c + w4d1, C¯ = (A¯+ B¯)/m¯. (6.59)
Na slicˇan nacˇin, stavljanjem α→ (kIM/k1)− u izraz (6.57) dobivamo
I2 ≤ w2
SM
[
kPMk1 + kIM
(
kDM +
k2g
kIm
)]
+
1
SM
(
A¯
m¯
k21 + C¯kDmkIM
)
. (6.60)
Konacˇno, uvrsˇtavanjem izraza (6.58) i (6.60) u I = I1 + τ
2I2 dobivamo
I ≤ Iˆ = 1
SM
(k∗P + A(k
2
Dm + τ
2kDmkIM)) +
B
SM
(
kDm
kIM
+ τ 2
)
, (6.61)
gdje je Iˆ ocjena gornje granice indeksa performanse I, dok su
A = w2µD + C¯, B = w2µIk
2
g , k
∗
P = (m¯+ τ
2k1)
(
w2kPM +
A¯
m¯
k1
)
. (6.62)
Indeks performansi (6.61) minimiziramo po parametrima kDm i kIM na isti nacˇin kao
kod PInD regulatora.
Performanse regulacije za izvedeni integralni indeks performansi demonstrirane su
na simulacijskom modelu robota s jednim rotacijskim i jednim translacijskim stupnjem
slobode gibanja (dodatak C.2.).
Na slikama 6.10 i 6.11 prikazane su usporedbe odziva regulacijskog sustava za opti-
malne vrijednosti parametara (KP = diag{100} Nm rad−1, KD = diag{18.2} Nms rad−1
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Slika 6.11: Usporedba odziva manipulatora vod¯nog MPInD regulatorom za optimalne
vrijednosti parametara sa odzivima za razlicˇite vrijednosti derivacijskog pojacˇanja.
iKI = diag{16.4}Nms−1rad−1) sa odzivima za razlicˇite vrijednosti integralnog i derivaci-
jskog pojacˇanja.
Vidimo da je optimalni odziv rotacijske koordinate prakticˇki aperiodski to jest, bez
preskoka dostizˇe referentno stanje. Translacijska koordinata ponasˇa se na slicˇan nacˇin ali
sa blagim preskokom nakon kojeg sporo konvergira referentnom stanju. Spora konver-
gencija je posljedica relativno male vrijednosti integralnog pojacˇanja. Med¯utim, povec´a-
vanjem integralnog pojacˇanja dobivamo odzive s vec´im preskokom, a time i vec´om vri-
jednosˇc´u integralnog indeksa performansi.
6.5. Optimizacija performansi PDsI regulatora
Na slicˇan nacˇin kao u prethodnom podpoglavlju mozˇemo dobiti ocjenu integralnog
indeksa performanse I = I1 + τ
2I2 za PDsI regulator. Med¯utim, zbog saturacije u
integratoru nec´emo dobiti kvadraticˇni integralni indeks performanse kao kod PInD re-
gulatora, nego slijedec´i
I1 =
∫ ∞
0
q˜T s(q˜)dt, I2 =
∫ ∞
0
‖q˙‖2dt, (6.63)
gdje je podintegralna funkcija indeksa performanse I1 pozitivna funkcija za sve q˜ ∈ Rn,
q˜T s(q˜) ≥ 0.
Stavljanjem izraza (4.87) i (4.84) u (6.3) dobivamo
V (0) ≥ (kDm − αm¯)I2 + (αk1 − kIM)I1, (6.64)
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gdje je m¯ = λM{M} + kcsM . Slijedec´i korak je ocjena gornje granice na V(0). Stavl-
janjem pocˇetnih uvjeta q˜(0) = −qd, q˙(0) = 0, z(0) = −ν∗ = K−1I g(qd), u Lyapunovljevu
funkciju (4.71) i (4.73) dobivamo
V (0) =
1
2
qTdKP qd +
1
2
αg(qd)
TK−1I g(qd)− U(qd) +
+
n∑
i=1
K¯Pi
∫ −qdi
0
ψ¯P (ξ)ξdξ + α
n∑
i=1
KDi
∫ −qdi
0
si(ξ)dξ, (6.65)
iz cˇega mozˇemo dobiti ocjenu gornje granice
V (0) ≤ w2
(
kPM + k¯PM + α
k2g
kIm
)
+ αwskDM , (6.66)
gdje su w2 =
1
2
‖qd‖2 i
ws =
{
1
2
‖qd‖2, if ‖qd‖ < sM
sM‖qd‖, if ‖qd‖ ≥ sM
, (6.67)
i gdje ws zadovoljava slijedec´u ocjenu
ws ≥
n∑
i=1
∫ −qdi
0
si(ξ)dξ. (6.68)
Na kraju, usporedbom (6.64) i (6.66) dobivamo
(kDm − αm¯)I2 + (αk1 − kIM)I1 ≤ wsαkDM +
+w2
(
kPM + k¯PM + α
k2g
kIm
)
. (6.69)
Iz prethodnog izraza mozˇemo dobiti integralne cˇlanove I1 i I2 na slijedec´i nacˇin. Stavl-
janjem limesa α→ (kDm/m¯)+ u izraz (6.69) dobivamo
I1 ≤ w2
SM
(
(kPM + k¯PM)m¯+ kDm
k2g
kIm
)
+
ws
SM
kDmkDM , (6.70)
gdje je SM = k1kDm − kIMm¯ > 0. Pozitivnost izraza SM slijedi iz uvjeta stabilnosti
(4.89). Na isti nacˇin, stavljanjem limesa α→ (kIM/k1)− u izraz (6.69) dobivamo
I2 ≤ w2
SM
(
(kPM + k¯PM)k1 + kIM
k2g
kIm
)
+
ws
SM
kIMkDM . (6.71)
Na kraju, stavljanjem izraza (6.70) i (6.71) u izraz I = I1 + τ
2I2 dobivamo
I ≤ Iˆ = 1
SM
(k∗P + wsµD(k
2
Dm + τ
2kDmkIM)) +
w¯2
SM
(
kDm
kIM
+ τ 2
)
, (6.72)
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gdje je Iˆ ocjena gornje granice indeksa performansi I, w¯2 = w2µIk
2
g , i
k∗P = w2(m¯+ τ
2k1)(kPM + k¯PM). (6.73)
Optimalne vrijednosti parametara kDm i kIM dobivamo minimizacijom indeksa perfor-
mansi (6.72)
∂Iˆ
∂kDm
= 0,
∂Iˆ
∂kIM
= 0. (6.74)
Rjesˇenje sustava algebarskih jednadzˇbi (6.74) mozˇemo prikazati u slijedec´em obliku
aDk
2
Dm − bDkDm − cD = 0, aIk2IM + bIkIM − cI = 0, (6.75)
gdje su
aD = k1wsµD, bD = 2m¯wsµDkIM ,
cD = m¯(wsµDτ
2k2IM + w¯2) + k1(k
∗
P + w¯2τ
2),
aI = m¯(k
∗
P + w¯2τ
2) + wsµD(m¯+ k1τ
2)k2Dm,
bI = 2m¯w¯2kDm, cI = k1w¯2k
2
Dm.
Jednadzˇbe (6.75) mozˇemo prikazati u slijedec´em obliku
kDm =
1
2aD
(
bD +
√
b2D + 4aDcD
)
, (6.76)
kIM =
1
2aI
(
−bI +
√
b2I + 4aIcI
)
, (6.77)
koji je pogodniji za iterativno rjesˇavanje zbog rapidne konvergencije i numericˇke stabil-
nosti.
Za simulaciju smo koristili manipulator s dva rotacijska stupnja slobode s numericˇkim
vrijednostima parametara prikazanim u dodatku C.1., tablica C.1.
Na slici 6.12 vidimo odziv manipulatora vod¯enog PDsI regulatorom za vrijednosti
parametara KP = diag{200} Nm · rad−1 i za optimalne vrijednosti pojacˇanja KD =
diag{36.6} Nms · rad−1 i KI = diag{465.6} Nms−1rad−1.
Vidimo da u ovisnosti o referentnom stanju imamo razlicˇite visine preskoka sˇto je
karakteristicˇno za regulaciju nelinearnih sustava. Glavni razlog takvog ponasˇanja je u
nelinearnosti gravitacijske sile. Nelinearnost gravitacijske sile ocˇituje se u cˇinjenici da,
sa stanoviˇsta prijelaznog procesa, postoje dva bitna rezˇima gibanja manipulatora - u
smjeru gravitacijskog polja te u smjeru suprotnom od smjera gravitacijskog polja.
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Slika 6.12: Odziv manipulatora vod¯enog PDsI regulatorom za vrijednosti parametara
KP = diag{200} Nm · rad−1 i za optimalne vrijednosti pojacˇanja KD i KI .
Zbog navedenog razloga, za fiksne vrijednosti parametara regulatora, tranzijentni
odzivi biti c´e razlicˇiti u ovisnosti o smjeru gibanja minipulatora u odnosu prema sm-
jeru gravitacijskog polja. Preskok pozicije iznad referentnog stanja mozˇemo reduci-
rati povec´anjem proporcionalnog pojacˇanja, kao sˇto je prikazano na slici 6.13, za vri-
jednosti parametara KP = diag{400} Nm · rad−1, KD = diag{42.1} Nms · rad−1
i KI = diag{790.7} Nms−1rad−1. Med¯utim, povec´anjem proporcionalnog pojacˇanja
povec´avaju se i skokovi upravljacˇke varijable, kao sˇto se mozˇe vidjeti na slici.
Na slici 6.14 vidimo usporedbe odziva manipulatora vod¯enog PDsI regulatorom za
optimalne vrijednosti parametara (KP = diag{200} Nm · rad−1, KD = diag{23.6} Nms ·
rad−1 i KI = diag{300.9} Nms−1rad−1) sa odzivima za razlicˇite vrijednosti derivacijskog
pojacˇanja.
Jedan nacˇin da reduciramo regulacijski preskok je da, umjesto konstantnog refer-
entnog stanja qd, uvedemo vremenski promjenjivo, qd = qd0(1− exp(−kt)). Na slikama
6.15 i 6.16 vidimo odziv manipulatora vod¯enog PDsI regulatorom u slucˇaju vremenski
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Slika 6.13: Odziv manipulatora vod¯enog PDsI regulatorom za vrijednosti parametara
KP = diag{400} Nm · rad−1, i za optimalne vrijednosti pojacˇanja KD i KI .
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Slika 6.14: Usporedbe odziva manipulatora vod¯enog PDsI regulatorom za optimalne
vrijednosti parametara sa odzivima za razlicˇite vrijednosti derivacijskog pojacˇanja.
promjenjivog referentnog stanja za k = 3, zakon upravljanja (6.23), te za optimalne
vrijednosti parametara KP = diag{400} Nm · rad−1, KD = diag{33.3} Nms · rad−1 i
KI = diag{633.1} Nms−1rad−1. Vidimo da je odziv manipulatora gotovo aperiodski i
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Slika 6.15: Odziv pozicije q1 manipulatora vod¯enog PDsI regulatorom u slucˇaju vre-
menski promjenjivog referentnog stanja qd = qd0(1 − exp(−3t)) i zakona upravljanja
(6.23).
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Slika 6.16: Odziv pozicije q2 manipulatora vod¯enog PDsI regulatorom u slucˇaju vre-
menski promjenjivog referentnog stanja qd = qd0(1 − exp(−3t)) i zakona upravljanja
(6.23).
bez preskoka konstantnog referentnog stanja.
Na slikama 6.17 i 6.18 vidimo odziv manipulatora vod¯enog PDsI regulatorom u
slucˇaju vremenski promjenjivog referentnog stanja za k = 3, zakon upravljanja (6.22),
te za iste optimalne vrijednosti parametara. Vidimo da uz nesˇto slabiju kvalitetu odziva
u usporedbi sa slikama 6.15 i 6.16, imamo bitno bolje performanse upravljacˇke varijable.
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Slika 6.17: Odziv pozicije q1 manipulatora vod¯enog PDsI regulatorom u slucˇaju vre-
menski promjenjivog referentnog stanja qd = qd0(1 − exp(−3t)) i zakona upravljanja
(6.22).
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Slika 6.18: Odziv pozicije q2 manipulatora vod¯enog PDsI regulatorom u slucˇaju vre-
menski promjenjivog referentnog stanja qd = qd0(1 − exp(−3t)) i zakona upravljanja
(6.22).
6.6. Performanse analiticˇkog neizrazitog
regulatora
U ovom podpoglavlju razmatramo integralni indeks performanse AFPDsI regula-
tora u kombinaciji s linearnim PD regulatorom. Navedenu kombinaciju razmatramo
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zbog cˇinjenice da je globalno asimptotski stabilna te je moguc´e primjeniti slicˇan pristup
za ocjenu integralnog indeksa performanse kao u prethodnim podpoglavljima. Iako
neizraziti regulator ima viˇse parametara za podesˇavanje od konvencionalnih regulatora,
za minimizaciju integralnog indeksa performansi bitni su oni parametri koji definiraju
maksimum proporcionalnog i derivacijskog pojacˇanja AFPDsI regulatora (5.233).
6.6.1. Ocjena indeksa performanse
Na slicˇan nacˇin kao kod prethodno analiziranih regulatora, prikazat c´emo izvod in-
tegralnog indeksa performanse I = I1 + τ
2I2, gdje su
I1 =
∫ ∞
0
q˜TϕP (q˜)dt, I2 =
∫ ∞
0
‖q˙‖2dt. (6.78)
Na osnovu derivacije Lyapunovljeve funkcije mozˇemo dobiti slijedec´u ocjenu
V (0) ≥ (kDm − αm¯)I2 + (αk1 − kIM)I1. (6.79)
gdje je m¯ = λM{M}λM{ϕP,q˜}+ kcsM . Na osnovu vrijednosti od V (0)
V (0) =
1
2
qTdKP qd +
1
2
αg(qd)
TK−1I g(qd) + α
n∑
i=1
KDi
∫ −qdi
0
ϕPi(ξ)dξ +
+ U(0)− U(qd) + α
n∑
i=1
∫ −qdi
0
ψDi(ξ, q˙i(ξ))φDi(q˙i(ξ))ϕPi(ξ)dξ +
+
n∑
i=1
∫ −qdi
0
ψPi(ξ, q˙i(ξ))ϕPi(ξ)dξ. (6.80)
mozˇemo dobiti gornju granicu prethodnog izraza
V (0) ≤ w2
(
kPM + k¯PM(α) + α
k2g
kIm
+ α%PMkDM
)
, (6.81)
gdje je w2 =
1
2
‖qd‖2, %PM = λM{ΦP} i
k¯PM(α) = [αλM{ΨD}λM{ΦD}+ λM{ΨP}]λM{ΦP}. (6.82)
Na kraju, usporedbom (6.79) sa (6.81) dobivamo
(kDm − αm¯)I2 + (αk1 − kIM)I1 ≤ w2α%PMkDM +
+w2
(
kPM + k¯PM(α) + α
k2g
kIm
)
. (6.83)
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Slika 6.19: Usporedba odziva manipulatora vod¯nog AFPDsI plus PD regulatorom za
optimalne vrijednosti parametara sa odzivima za razlicˇite vrijednosti integralnog po-
jacˇanja.
Iz prethodnog izraza dobivamo indekse performansi I1 i I2 na slijedec´i nacˇin. Stavljan-
jem limesa α→ (kDm/m¯)− = α1 u izraz (6.83) dobivamo
I1 ≤ w2
SM
[
(kPM + k¯PM(α1))m¯+ k
2
g
kDm
kIm
+ %PMkDmkDM
]
, (6.84)
gdje je SM = k1kDm − kIMm¯ > 0. Nadalje, ako stavimo α → (kIM/k1)+ = α2 u izraz
(6.83) dobivamo
I2 ≤ w2
SM
[
(kPM + k¯PM(α2))k1 + k
2
gµI + kIM%PMkDM
]
. (6.85)
Na kraju ako stavimo (6.84) i (6.85) u izraz za indeks performanse I dobivamo
Iˆ =
w2
SM
[
k∗P + µD%PMkDm(kDm + τ
2kIM) + µIk
2
g
(
kDm
kIM
+ τ 2
)]
, (6.86)
gdje je Iˆ ≥ I ocjena gornje granice indeksa performanse I, i k∗P = (m¯ + τ 2k1)kPM +
k¯PM(α1)m¯+ τ
2k¯PM(α2)k1. Optimalne vrijednosti parametera dobivamo minimizacijom
navedenog indeksa performansi.
6.6.2. Simulacijski rezultati
Za simulaciju smo koristili manipulator s dva rotacijska stupnja slobode s numer-
icˇkim vrijednostima parametara prikazanim u dodatku C.1., tablica C.1. Primjenili smo
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Slika 6.20: Usporedba odziva manipulatora vod¯nog AFPDsI plus PD regulatorom za
optimalne vrijednosti parametara sa odzivima za razlicˇite vrijednosti derivacijskog po-
jacˇanja.
jednostavni oblik analiticˇkog neizrazitog regulatora
ωji(χji) = sji(χji) = γji + γ¯ji exp(−βji|χji|), (6.87)
ϕji(χji) = yCji(χji) = KCji [1− exp(−βji|χji|)] sign(χji), (6.88)
gdje je j = P,D , i = 1, ..., n, Nj = 1, αj = 0, ( χPi = q˜i, χDi = q˙i). U tom slucˇaju
imamo
λM{ΦP} = λM{ϕP,q˜} = max
i
KCPiβPi, λM{ΦD} = max
i
KCDiβDi, (6.89)
λM{ΦP} = max
i
IPi
IPi + γDiIDi
, λM{ΦD} = max
i
IDi
IDi + γPiIPi
. (6.90)
Uzeli smo slijedec´e vrijednosti parametara: IPi = IDi = 1, γPi = γDi = 0, βP = βPi,
βD = βDi, KCP = KCPi = 1, KCD = KCDi = 1 za i = 1, 2, tako da λM{ΦP} =
λM{ΦD} = 1, λM{ΦP} = λM{ϕP,q˜} = KCPβP , λM{ΦD} = KCDβD, i k¯PM(α) =
[αKCDβD + 1]KCPβP .
Na slikama 6.19 i 6.20 vidimo usporedbe odziva manipulatora vod¯enog AFPDsI
plus PD regulatorom za vrijednosti parametara KP = diag{200} Nm · rad−1, βP =
10, te za optimalne vrijednosti parametara KD = diag{26.5} Nms · rad−1 i KI =
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Slika 6.21: Odziv pozicije q1 manipulatora vod¯enog AFPDsI plus PD regulatorom za
vrijednosti parametara KP = diag{200} Nm ·rad−1, i za optimalne vrijednosti pojacˇanja
KD i KI .
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Slika 6.22: Odziv pozicije q2 manipulatora vod¯enog AFPDsI plus PD regulatorom za
vrijednosti parametara KP = diag{200} Nm ·rad−1, i za optimalne vrijednosti pojacˇanja
KD i KI .
diag{41.9} Nms−1rad−1 sa odzivima za razlicˇite vrijednosti integralnog i derivacijskog
pojacˇanja.
Na slici 6.21 i 6.22 vidimo odziv manipulatora vod¯enog AFPDsI plus PD regulatorom
za vrijednosti parametara KP = diag{200} Nm·rad−1, βP = 5, KCP = 40 i za optimalne
vrijednosti pojacˇanja KD = diag{27.3} Nms · rad−1 i KI = diag{10.1} Nms−1rad−1.
S obzirom da je maksimalna vrijednost proporcionalnog pojacˇanja jednaka λM{K¯P} =
KP +βPKCP , za prethodno navedeni izbor parametara slijedi da je λM{K¯P} = 400 Nm ·
rad−1 cˇime simulacijski rezultati postaju usporedivi sa rezultatima za PDsI regulator
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prikazanima na slici 6.13. Vidimo da za slicˇnu kvalitetu prijelaznog procesa ima bitno
bolje performanse upravljacˇke varijable u slucˇaju AFPDsI plus PD regulatora.
7 Zakljucˇak
U radu su razmatrani razlicˇiti problemi analize stabilnosti nelinearnih mehanicˇkih
sustava vod¯enih razlicˇitim tipovima nelinearnih regulatora. Razmatrani su regulatori od
konvencionalnih nelinearnih PID regulatora do razlicˇitih varijanti analiticˇkog neizrazitog
regulatora. Kao sˇto smo vidjeli, primjena nelinearnih regulatora u regulaciji mehanicˇkih
sustava postaje nuzˇna ako zˇelimo ostvariti globalnu asimptotsku stabilnost zatvorenog
regulacijskog kruga. S obzirom da linearna PID regulacija mehanicˇkih sustava garan-
tira samo lokalnu asimptotsku stabilnost potrebno je, osim kriterija lokalne stabilnosti,
odrediti i domenu atrakcije sˇto mozˇe biti slozˇeno. U praksi se taj problem rjesˇava pre-
dimenzioniranjem snage aktuatora kojima upravljamo pojedinim stupnjevima slobode
gibanja mehanicˇkog sustava.
Nadalje, postojec´i regulatori koji garantiraju globalnu stabilnost i koji su zasnovani
na nelinearnom integralnom cˇlanu mogu globalno stabilizirati samo robote s rotacijskim
stupnjevima slobode gibanja. U ovom radu razmatrana je jedna nova klasa regulatora,
zasnovanih na nelinearnom derivacijskom cˇlanu, koja je u stanju globalno asimptot-
ski stabilizirati mehanicˇke sustave s mjesˇovitim rotacijsko-translacijskim stupnjevima
slobode gibanja. Na taj nacˇin omoguc´ena je globalna stabilizacija puno sˇire klase me-
hanicˇkih sustava osim robota s rotacijskim stupnjevima slobode gibanja.
Analiza stabilnosti mehanicˇkih sustava vod¯enih analiticˇkim neizrazitim PID regu-
latorom zasnovana je na ekvivalenciji analiticˇkog neizrazitog regulatora i opc´e klase
nelinearnih PID regulatora. Med¯utim za razliku od konvencionalnih nelinearnih PID
regulatora gdje su samo neka pojacˇanja nelinearna i ovisna uglavnom samo o pogresˇci
pozicije i eventualno brzini, u slucˇaju analiticˇkog neizrazitog regulatora sva tri pojacˇanja
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ovise o kompletnom vektoru stanja regulacijskog sustava. Cˇinjenica da je integralno po-
jacˇanje nelinearno bitno komplicira analizu stabilnosti vec´ u samom startu, odnosno kod
izvod¯enja jednadzˇbi pogresˇke. Za razliku od regulatora s konstantnim integralnim po-
jacˇanjem, gdje je izvod¯enje jednadzˇbi pogresˇke bilo trivijalno, u slucˇaju analiticˇkog nei-
zrazitog PID regulatora to izvod¯enje postaje znatno kompliciranije. Kao rezultat analize
stabilnosti dobili smo kriterije lokalne asimptotske stabilnosti sˇto je bilo u skladu s ocˇeki-
vanjima s obzirom da analiticˇki neizraziti regulator ima svojstvo saturacije upravljacˇke
varijable.
Da bi zatvoreni regulacijski krug bio globalno asimptotski stabilan, analiticˇki neizraz-
iti regulator moramo kombinirati s linearnim PD regulatorom. Cijena za to je gubitak
svojstva saturacije upravljacˇke varijable, sˇto je u principu pozˇeljno svojstvo regulatora.
Med¯utim, to se mozˇe ublazˇiti primjenom malih modifikacija osnovnih konfiguracija regu-
latora, kao sˇto smo vidjeli u poglavlju vezanom uz performanse regulacije. Kombinacija
analiticˇkog neizrazitog regulatora i linearnog PD regulatora funkcionira tako da za velika
odstupanja regulacijskog sustava od stacionarnog stanja dominantan utjecaj ima neli-
nearni PD regulator globalno stabilizirajuc´i regulacijski sustav. S druge strane za mala
odstupanja od stacionarnog stanja, bitna za tranzijentne pojave, dominantan utjecaj
ima analiticˇki neizraziti regulator.
U posljednjem poglavlju, koje je izravno povezano s analizom stabilnosti iz prethod-
nih poglavlja, razmatraju se performanse regulacije nelinearnih mehanicˇkih sustava.
Analiza performansi zasnovana je na cˇinjenici da su sve Lyapunovljeve funkcije koje smo
koristili bile parametrizirane nespecificiranim parametrom cˇiji interval stabilnosti smo
poznavali iako sam parametar nije ulazio u kriterije stabilnosti. Ta cˇinjenica omoguc´ila
nam je konstrukciju integralnog kriterija optimalnosti po pogresˇkama pozicije i brzinama
u ovisnosti o istim parametrima regulatora i mehanicˇkog sustava koji ulaze u kriterije sta-
bilnosti. Kljucˇni rezultat u analizi performansi je spoznaja da postoji minimum indeksa
performansi za konacˇne vrijednosti minimalne vlastite vrijednosti matrice derivacijskih
pojacˇanja i maksimalne vlastite vrijednosti matrice integralnih pojacˇanja. Odred¯ivan-
jem tih parametara jednostavnim iterativnim postupkom te stavljanjem maksimalnog
dozvoljenog proporcionalnog pojacˇanja dobiveni su sasvim zadovoljavajuc´i rezultati s
obzirom da smo indeks performanse dobili na temelju relativno konzervativnih ocjena
nelinearnih cˇlanova u dinamicˇkom modelu robota.
Glavni znanstveni doprinosi ove disertacije sadrzˇani su u slijedec´em:
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• Izvedeni su novi kriteriji stabilnosti nelinearnih mehanicˇkih sustava vod¯enih line-
arnim PID regulatorom i PID regulatorom sa saturacijom u integratoru, koji su
jednostavniji od postojec´ih kriterija stabilnosti.
• Predlozˇen je jedan novi tip regulatora s nelinearnim derivacijskim cˇlanom koji
omoguc´uje globalnu asimptotsku stabilizaciju nelinearnih mehanicˇkih sustava s
mjesˇovitim rotacijsko-translacijskim stupnjevima slobode gibanja.
• Izvedeni su novi eksplicitni kriteriji stabilnosti nelinearnih mehanicˇkih sustava
vod¯enih: a) analiticˇkim neizrazitim PD regulatorom; b) analiticˇkim neizrazitim
PD regulatorom u kombinaciji sa saturiranim integralnim cˇlanom; c) analiticˇkim
neizrazitim PID regulatorom; d) modificiranim analiticˇkim neizrazitim PID regu-
latorom.
• Predlozˇen je jedan novi pristup za podesˇavanje parametara regulatora na principu
minimizacije ocjene integralnog kriterija performansi.
Buduc´i rad bit c´e orijentiran na analizu stabilnosti i performansi nelinearnih meha-
nicˇkih sustava s ukljucˇenom dinamikom aktuatora, sˇto je josˇ uvijek nerijesˇen problem u
slucˇaju regulacije s integralnim djelovanjem. Takod¯er, razmatrat c´e se analiticˇki pristupi
sintezi regulatora za mehanicˇke sustave koji omoguc´uju odziv bez prekoracˇenja zˇeljenog
stanja.
A Osnovni pojmovi
Lyapunovljeve analize
stabilnosti
Ovdje c´emo navesti osnovne pojmove i definicije vezane uz stabilnost autonomnih
nelinearnih dinamicˇkih sustava [33, 98, 99, 100], reprezentiranih sustavom nelinearnih
diferencijalnih jednadzˇbi
x˙ = f(x), (A.1)
gdje je f ∈ Rn nelinearna vektorska funkcija a x ∈ Rn vektor stanja sustava.
A.1. Definicije stabilnosti
Definicija 1. (Stabilnost) Za ravnotezˇno stanje x = 0 kazˇemo da je stabilno ako
za neki R > 0 postoji r > 0 tako da iz ‖x(0)‖ < r, slijedi ‖x(t)‖ < R za sve t ≥ 0. Inacˇe
ravnotezˇno stanje je nestabilno. Prethodnu definiciju mozˇemo prikazati kompaktnije na
slijedec´i nacˇin
∀R > 0, ∃r > 0, ‖x(0)‖ < r ⇒ ‖x(t)‖ < R, t ≥ 0.
Definicija 2. (Asimptotska stabilnost) Za ravnotezˇno stanje kazˇemo da je asimp-
totski stabilno ako je zadovoljen dodatni uvjet da za neki r > 0 iz ‖x(0)‖ < r slijedi da
x(t)→ 0 kada t→∞.
A.2. Definicije Lyapunovljeve funkcije
Definicija 3. (Pozitivna definitnost). Za skalarnu kontinuiranu funkciju V (x)
kazˇemo da je lokalno pozitivno definitna ako vrijedi V (0) = 0 i ako unutar podrucˇja
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‖x(t)‖ < R0 vrijedi x 6= 0 ⇒ V (x) > 0. Ako je V (0) = 0 i ako navedeno svojstvo
vrijedi u cijelom prostoru (R0 →∞) tada je V (x) globalno pozitivno definitna.
Nadalje, funkcija V (x) je negativno definitna ako je −V (x) pozitivno definitna.
Funkcija V (x) je pozitivno semidefinitna ako je V (0) = 0 i V (x) ≥ 0 za x 6= 0. Funkcija
V (x) je negativno semidefinitna ako je −V (x) pozitivno semidefinitna. Prefiks ”semi”
se koristi da naglasi moguc´nost da V (x) mozˇe biti jednaka nuli za x 6= 0.
S obzirom da x oznacˇava stanje sustava (A.1), skalarna funkcija V (x) predstavlja
implicitnu funkciju vremena t. Ako pretpostavimo da je V (x) diferencijabilna, tada
mozˇemo odrediti njenu vremensku derivaciju
V˙ =
dV
dt
=
∂V
∂x
x˙ =
∂V
∂x
f(x). (A.2)
S obzirom da x zadovoljava autonomni sustav jednadzˇbi (A.1) V˙ ovisi jedino o x. Zbog
toga se cˇesto kazˇe da je V˙ derivacija od V uzduzˇ trajektorije sustava.
Definicija 4. Ako je unutar nekog podrucˇja ‖x(t)‖ < R0 funkcija V (x) pozitivno
definitna i ima kontinuirane parcijalne derivacije, te ako je njena vremenska derivacija
V˙ negativno semidefinitna,
V˙ ≤ 0 (A.3)
tada je V (x) Lyapunovljeva funkcija sustava (A.1).
A.3. Karakterizacija stabilnosti primjenom
Lyapunovljeve funkcije
Teorem 1. (Lokalna stabilnost) Ako unutar nekog podrucˇja ‖x(t)‖ < R0 postoji
skalarna funkcija V (x) sa kontinuiranim prvim derivacijama tako da je
• V (x) lokalno pozitivno definitna
• V˙ lokalno negativno semidefinitna
tada je ravnotezˇno stanje x = 0 stabilno. Ako je derivacija V˙ lokalno negativno definitna
unutar ‖x(t)‖ < R0, tada je stabilnost asimptotska.
Teorem 2. (Globalna stabilnost) Ako imamo skalarnu funkciju V (x) sa kon-
tinuiranim parcijalnim derivacijama prvog reda tako da vrijedi
• V (x) je pozitivno definitna
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• V˙ je negativno semidefinitna
• V (x)→∞ kada ‖x‖ → ∞ (funkcija V (x) je radijalno neogranicˇena)
tada je ravnotezˇno stanje x = 0 globalno stabilno. Ako je V˙ negativno definitna tada je
ravnotezˇno stanje globalno asimptotski stabilno.
A.4. LaSalleov princip invarijantnosti
Vidjeli smo (Teorem 1) da asimptotsku stabilnost mozˇemo utvrditi samo u slucˇaju da
je V˙ striktno negativno definitna funkcija. Ako je V˙ samo negativno semidefinitna, tada
za dokaz asimptotske stabilnosti moramo primjeniti LaSalleov princip invarijantnosti
izrazˇen slijedec´im teoremom
Teorem 3. (Asimptotska stabilnost) Pretpostavimo da u odred¯enom podrucˇju
‖x(t)‖ < R0 vrijedi
• V (x) je pozitivno definitna
• V˙ je negativno semidefinitna
• skup R definiran sa V˙ = 0 ne sadrzˇi druga rjesˇenja od (A.1) osim ravnotezˇnog
stanja x = 0.
tada je ravnotezˇno stanje x = 0 asimptotski stabilno.
Prethodni rezultat mozˇemo prosˇiriti za slucˇaj globalne asimptotske stabilnosti.
Teorem 4. (Globalna asimptotska stabilnost) Razmatramo autonomni sustav
(A.1) gdje je f kontinuirana funkcija dok je V (x) skalarna funkcija sa kontinuiranim
parcijalnim derivacijama prvog reda. Ako je zadovoljeno
• V˙ (x) ≤ 0, ∀x ∈ Rn
• V (x)→∞ kada ‖x‖ → ∞
• skup R definiran sa V˙ = 0 ne sadrzˇi druga rjesˇenja od (A.1) osim ravnotezˇnog
stanja x = 0.
tada je ravnotezˇno stanje x = 0 globalno asimptotski stabilno.
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A.5. Primjeri primjene metode inverznih funkcija
Ovdje c´emo razmotriti neke dodatne primjere primjene metode inverznih funkcija za
konstrukciju Lyapunovljeve funkcije.
Primjer 1. (Jedna klasa nelinearnih dinamicˇkih sustava). Razmotrimo sli-
jedec´u klasu nelinearnih dinamicˇkih sustava
x˙j = −fj(x1, ..., xj, ..., xn), j = 1, ..., n, (A.4)
sa slijedec´im svojstvom sektorske nelinearnosti
xjfj(x1, ..., xj, ..., xn) ≥ 0, ∀ xi ∈ R, i = 1, ..., n. (A.5)
Specijalan slucˇaj gore navedene klase sustava je sustav
x˙j = −gj(x1, ..., xj, ..., xn)h(xj), j = 1, ..., n, (A.6)
sa svojstvima
gj(x1, ..., xj, ..., xn) > 0, xjhj(xj) ≥ 0, ∀ xi ∈ R, i = 1, ..., n. (A.7)
Rjesˇenje sustava diferencijalnih jednadzˇbi (A.4) mozˇemo formalno prikazati na sli-
jedec´i nacˇin
x1 = X1(t), ..., xj = Xj(t), ..., xn = Xn(t), (A.8)
gdje smo formalno naznacˇili cˇinjenicu da su varijable stanja funkcije vremena. Isto tako,
formalno mozˇemo dobiti inverznu funkciju j-te varijable stanja
t = X−1j (xj), (A.9)
te ju uvrstiti u ostale varijable stanja
x1 = X1(X
−1
j (xj)), ..., xj, ..., xn = Xn(X
−1
j (xj)). (A.10)
Na taj nacˇin dobili smo eksplicitnu ovisnost svih varijabli stanja o varijabli xj.
Ako sada izraze (A.10) uvrstimo u funkciju fj(·) iz izraza (A.4), dobivamo
fj(X1(X
−1
j (xj)), ..., xj, ..., Xn(X
−1
j (xj))) ≡ fj(xj), j = 1, ..., n, (A.11)
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odnosno, funkcija fj(·) postaje funkcija samo varijable xj, sa svojstvom sektorske neli-
nearnosti xjfj(xj) ≥ 0, odnosno∫
fj(xj)dxj ≥ 0, j = 1, ..., n. (A.12)
Gornje svojstvo mozˇemo iskoristiti za konstrukciju slijedec´e Lyapunovljeve funkcije
V =
n∑
j=1
∫ xj
0
fj(X1(X
−1
j (ξ)), ..., ξ, ..., Xn(X
−1
j (ξ)))dξ, (A.13)
koja je pozitivno definitna (svojstvo (A.12)). Vremenskom derivacijom Lyapunovljeve
funkcije dobivamo
V˙ = −
n∑
j=1
fj(X1(X
−1
j (xj)), ..., xj, ..., Xn(X
−1
j (xj)))
2, (A.14)
odnosno
V˙ = −
n∑
j=1
fj(x1, ..., xn)
2, (A.15)
koja je negativno definitna.
Naravno, Lyapunovljeva funkcija (A.13) ne mozˇe se izraziti u analiticˇkom obliku,
med¯utim to i nije vazˇno ako se mozˇe dokazati njena pozitivna definitnost.
Konvencionalni pristup analizi stabilnosti dinamicˇkog sustava (A.4) zasnovan je na
Lyapunovljevoj funkciji
V =
1
2
n∑
j=1
x2j , (A.16)
cˇija je vremenska derivacija
V˙ = −
n∑
j=1
xjfj(x1, ..., xn), (A.17)
sˇto je negativno definitna funkcija zbog svojstva (A.5).
Primjer 2. (Harmonicˇki oscilator). Razmatramo dinamiku harmonicˇkog oscila-
tora bez prigusˇenja
x˙1 = x2, (A.18)
x˙2 = −ωx1. (A.19)
Poglavlje A. Osnovni pojmovi Lyapunovljeve analize stabilnosti 146
Za navedeni sustav mozˇemo nac´i eksplicitnu ovisnost med¯u varijablama stanja na osnovu
zakona sacˇuvanja energije
1
2
x22 +
1
2
ωx21 = E0, (A.20)
gdje je E0 ukupna konstantna energija sustava. Iz prethodnog izraza dobivamo
x2(x1) =
√
2E0 − ωx21. (A.21)
Lyapunovljeva funkcija za sustav (A.18)-(A.19) je
V (x1, x2) =
1
2
x22 +
1
2
ωx21, (A.22)
Konvencionalni pristup analizi stabilnosti dinamicˇkog sustava (A.18)-(A.19) zasnovan je
na vremenskoj derivaciji prethodno navedene Lyapunovljeve funkcije
V˙ (x1, x2) = x2x˙2 + ωx1x˙1, (A.23)
te uvrsˇtavanjem jednadzˇbi (A.18)-(A.19) u prethodni izraz
V˙ (x1, x2) = −ωx1x2 + ωx1x2 = 0. (A.24)
Primjenom metode inverznih funkcija dobivamo
V (x1, x2(x1)) =
1
2
x22 +
1
2
ωx21 =
1
2
(√
2E0 − ωx21
)2
+
1
2
ωx21 = E0. (A.25)
Vremenska derivacija prethodno navedene Lyapunovljeve funkcije je
V˙ (x1, x2(x1)) = E˙0 = 0. (A.26)
Primjer 3. (Nelinearni prigusˇeni oscilator (I)). Razmotrimo sada nelinearni
prigusˇeni oscilator
x¨+ ψ(x)ϕ(x˙) + g(x˙)f(x) = 0, (A.27)
gdje je
ψ(x) > 0, x˙ϕ(x˙) ≥ 0, g(x˙) > 0, xf(x) ≥ 0. (A.28)
Konvencionalni pristup analizi stabilnosti dinamicˇkog sustava (A.27) zasnovan je na
Lyapunovljevoj funkciji
V =
∫ x
0
f(ξ)dξ +
∫ x˙
0
ξdξ
g(ξ)
, (A.29)
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cˇija je vremenska derivacija
V˙ = −ψ(x)
g(x˙)
ϕ(x˙)x˙, (A.30)
sˇto je negativno definitna funkcija zbog svojstva (A.28). Primjenom metode inverznih
funkcija dobivamo Lyapunovljevu funkciju
V =
1
2
x˙2 +
∫ x
0
g(x˙(ξ))f(ξ)dξ (A.31)
cˇija je vremenska derivacija
V˙ = −ψ(x)ϕ(x˙)x˙, (A.32)
sˇto je negativno definitna funkcija zbog svojstva (A.28).
Primjer 4. (Nelinearni prigusˇeni oscilator (II)). U prethodnim primjerima sta-
bilnost se mogla dokazati i konvencionalnim pristupima gdje je Lyapunovljeva funkcija
u analiticˇkom obliku. Ako prethodni primjer malo poopc´imo
x¨+ ψ(x, x˙)ϕ(x˙) + g(x, x˙)f(x) = 0, (A.33)
gdje je
ψ(x, x˙) > 0, x˙ϕ(x˙) ≥ 0, g(x, x˙) > 0, xf(x) ≥ 0, (A.34)
tada viˇse ne mozˇemo nac´i Lyapunovljevu funkciju u analiticˇkom obliku, kao u prethod-
nom slucˇaju, med¯utim primjenom metode inverznih funkcija postupak je prakticˇki iden-
ticˇan kao i u prethodnom primjeru. Lyapunovljeva funkcija je
V =
1
2
x˙2 +
∫ x
0
g(ξ, x˙(ξ))f(ξ)dξ, (A.35)
a njena vremenska derivacija
V˙ = −ψ(x, x˙)ϕ(x˙)x˙, (A.36)
je negativno definitna funkcija zbog svojstva (A.34).
B Svojstva vektorskih
normi
B.1. Definicije i svojstva vektorskih normi
Navodimo neke osnovne definicije i rezultate vezane uz norme vektora koje smo
koristili u ovom radu [101, 102, 103].
Norma vektora x ∈ Rn je funkcija koja preslikava vektorski prostor Rn u prostor
nenegativnih realnih brojeva R+, odnosno ‖ · ‖ : Rn → R+. Funkcija ‖ · ‖ naziva se
vektorska norma ako vrijede slijedec´a svojstva
1. ‖x‖ ≥ 0, ∀x ∈ Rn
2. ‖x‖ = 0 ⇒ x = 0
3. ‖αx‖ = |α| ‖x‖, ∀x ∈ Rn, ∀α ∈ R
4. ‖x+ y‖ ≤ ‖x‖+ ‖y‖, ∀x, y ∈ Rn (nejednakost trokuta)
Moguc´e su razlicˇite definicije normi koje zadovoljavaju navedena svojstva, med¯utim
u ovom radu su posebno interesantne tzv. Lp norme vektora koje su definirane slijedec´im
izrazom
‖x‖p =
(
n∑
i=1
|xi|p
) 1
p
, p ≥ 1 (B.1)
gdje je x = [x1 x2 ... xn]
T .
U specijalnom slucˇaju za p = 1 dobivamo L1 normu vektora
‖x‖1 =
n∑
i=1
|xi|. (B.2)
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Za p = 2 dobivamo L2 ili Euklidsku normu vektora
‖x‖2 =
√√√√ n∑
i=1
|xi|2, (B.3)
koja se, s obzirom da se najcˇesˇc´e koristi, oznacˇava bez indeksa ‖x‖2 = ‖x‖. Nadalje, za
p =∞ dobivamo L∞ normu vektora
‖x‖∞ = max
i
|xi|. (B.4)
Oznacˇavanje ‖x‖∞ je opravdano jer vrijedi
lim
p→∞
‖x‖p = max
i
|xi|. (B.5)
Za navedene norme vrijede slijedec´e med¯usobne relacije
‖x‖∞ ≤ ‖x‖1 ≤ n ‖x‖∞, (B.6)
‖x‖∞ ≤ ‖x‖2 ≤
√
n ‖x‖∞, (B.7)
‖x‖2 ≤ ‖x‖1 ≤
√
n ‖x‖2. (B.8)
Euclidsku normu mozˇemo poopc´iti na slijedec´i nacˇin
‖x‖A = ‖Ax‖ =
√
xTATAx, (B.9)
gdje je A neka regularna matrica. S obzirom da je ATA pozitivno definitna simetricˇna
matrica, izraz pod korijenom c´e uvijek biti pozitivan.
Ako je x vektor mijesˇanih rotacijskih i translacijskih koordinata tada u normi ‖x‖ =√
xTx dolazi do mijesˇanja jedinica (metri i radijani). Navedeni problem mozˇemo for-
malno rjesˇiti primjenom poopc´ene Euclidske norme (B.9). Ako uzmemo dijagonalnu
matricu A, cˇiji dijagonalni elementi koji se mnozˇe s rotacijskim komponentama vek-
tora x imaju vrijednost 1m, dok dijagonalni elementi koji se mnozˇe s translacijskim
komponentama vektora x imaju vrijednost 1 (bez jedinice), tada u normi ‖x‖A nema
mijesˇanja jedinica. U tom slucˇaju, jedinica za normu ‖x‖A biti c´e metar. S obzirom da
je A jedinicˇna matrica (sa razlicˇitim fizikalnim jedinicama na dijagonalnim elementima)
formalno racˇunanje s normom ‖x‖A biti c´e identicˇno kao i sa Euclidskom normom ‖x‖.
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S druge strane, ako stavimoATA =M(q), gdje jeM(q) pozitivno definitna simetricˇna
matrica inercije, tada u normi
√
xTM(q)x takod¯er nema mijesˇanja jedinica. Med¯utim,
problem nastaje kada navedenu normu pokusˇamo primjeniti na ocjenu same matrice
inercije (2.14).
B.2. Svojstva kvadratnih formi
Polinom slijedec´eg oblika
f(x1, x2, ..., xn) =
n∑
i=1
n∑
j=1
aijxixj = x
TAx, (B.10)
gdje je x = [x1 x2 ... xn]
T i A = [aij]n×n simetricˇna matrica, naziva se kvadratna forma
po varijablama x1, x2, ..., xn.
Realna kvadratna forma xTAx je:
- pozitivno definitna ako i samo ako je xTAx > 0, ∀x ∈ Rn, x 6= 0
- pozitivno semidefinitna ako i samo ako je xTAx ≥ 0, ∀x ∈ Rn
- negativno definitna ako i samo ako je xTAx < 0, ∀x ∈ Rn, x 6= 0
- negativno semidefinitna ako i samo ako je xTAx ≤ 0, ∀x ∈ Rn
Realna simetricˇna matrica A je:
- pozitivno definitna (negativno definitna) ako i samo ako su sve vlastite vrijednosti
matrice A pozitivne (negativne)
- pozitivno semidefinitna (negativno semidefinitna) ako i samo ako su sve vlastite vri-
jednosti matrice A nenegativne (nepozitivne) i barem jedna vlastita vrijednost je
jednaka nuli
Ako su λ1, λ2, ..., λn vlastite vrijednosti realne simetricˇne matrice A i
λm{A} = min
i
λi, λM{A} = max
i
λi, (B.11)
tada za svaki realni vektor x vrijedi
λm{A}‖x‖2 ≤ xTAx ≤ λM{A}‖x‖2 (B.12)
gdje je ‖x‖2 = xTx kvadrat Euklidske L2 norme vektora.
C Dinamicˇka svojstva RR i
RT robota
C.1. Dinamicˇka svojstva RR robota
Dinamicˇki model robota s dva rotacijska stupnja slobode u vertikalnoj ravnini izveden
je u [22]. Parametri modela koje smo koristili u simulacijama preuzeti su iz [68] i
prikazani u tablici C.1.
Elementi inercijske matrice RR robota su
M11(q) = m1l
2
c1 +m2(l
2
1 + l
2
c2 + 2l1lc2 cos(q2)) + I1 + I2,
M12(q) =M21(q) = m2(l
2
c2 + l1lc2 cos(q2)) + I2,
M22(q) = m2l
2
c2 + I2,
dok su elementi Coriolisove matrice
C11(q, q˙) = −m2l1lc2 sin(q2)q˙2,
C12(q, q˙) = −m2l1lc2 sin(q2)(q˙1 + q˙2),
C21(q, q˙) = m2l1lc2 sin(q2)q˙1,
C22(q, q˙) = 0.
Elementi gravitacijskog vektora su
g1(q) = (m1lc1 +m2l1)g cos(q1) +m2lc2g cos(q1 + q2),
g2(q) = m2lc2g cos(q1 + q2).
Numericˇke vrijednosti kg, kc mogu biti odred¯ene iz (2.23), (2.18), respektivno dok vri-
jednost od λM{M} mozˇe biti odred¯ena koriˇstenjem Gers˘gorinovog teorema [104]
kg = 75.46, kc = 4m2l1lc2, λM{M} = 1.33.
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Slika C.1: Robot sa dva rotacijska stupnja slobode gibanja.
Tablica C.1: Parametri robota sa dva stupnja slobode gibanja
Oznaka Vrijednost Jedinica
Duljina cˇlanka 1 l1 0.25 m
Duljina cˇlanka 2 l2 0.16 m
Udaljenost od tezˇiˇsta cˇlanka 1 lc1 0.20 m
Udaljenost od tezˇiˇsta cˇlanka 2 lc2 0.14 m
Masa cˇlanka 1 m1 9.5 kg
Masa cˇlanka 2 m2 5.0 kg
Inercija cˇlanka 1 I1 4.3× 10−3 kg m2
Inercija cˇlanka 2 I2 6.1× 10−3 kg m2
gravitacijska konstanta g 9.8 m/sec2
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C.2. Dinamicˇka svojstva RT robota
C.2.1. Dinamicˇki model RT robota
Kineticˇka i potencijalna energija robota s rotacijskim i translacijskim stupnjem slo-
bode gibanja (slika C.2) ima slijedec´i oblik
T =
1
2
m1l
2
c q˙
2
1 +
1
2
m2(l + q2)
2q˙21 +
1
2
m2q˙
2
2, (C.1)
V = −m1glc cos(q1)−m2g(l + q2) cos(q1), (C.2)
Primjenom Euler-Lagrangeovih jednadzˇbi na Lagrangian L = T − V dobivamo jed-
nadzˇbe gibanja
[m1l
2
c +m2(l + q2)
2]q¨1 + 2m2(l + q2)q˙1q˙2 + [m1lc +m2(l + q2)]g sin(q1) = 0,
m2q¨2 −m2(l + q2)q˙21 −mg cos(q1) = 0.
iz kojih mozˇemo dobiti inercijsku matricu
M(q) =
(
m1l
2
c +m2(l + q2)
2 0
0 m2
)
, (C.3)
Coriolisovu matricu
C(q, q˙) =
(
2m2(l + q2)q˙2 0
−m2(l + q2)q˙1 0
)
, (C.4)
te gravitacijski vektor
g(q) =
(
[m1lc +m2(l + q2)]g sin(q1)
−mg cos(q1)
)
. (C.5)
C.2.2. Izracˇunavanje parametara dinamicˇkog
modela RT robota
Izracˇunavanje parametara matrice inercije
Na osnovu inercijske matrice (C.3), koristec´i definicijski izraz (2.14) izracˇunat c´emo
parametre a1, a2, c2 i d2.
Na osnovu (C.3) imamo
zTM(q)z = (m1l
2
c +m2(l + q2)
2)z21 +m2z
2
2 ≥ m1l2cz21 +m2z22
≥ min{m1l2c ,m2}(z21 + z22) = a1(z21 + z22), (C.6)
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Slika C.2: Robot s rotacijskim i translacijskim stupnjem slobode.
odnosno
a1 = min{m1l2c ,m2}. (C.7)
Nadalje, imamo
zTM(q)z = (m1l
2
c +m2l
2 + 2m2lq2 +m2q
2
2)z
2
1 +m2z
2
2 ≤
≤ [a2 + c2
√
q21 + q
2
2 + d2(q
2
1 + q
2
2)](z
2
1 + z
2
2), (C.8)
Gornji izraz se mozˇe prikazati na slijedec´i nacˇin
[a2 − (m1l2c +m2l2) + c2
√
q21 + q
2
2 − 2m2lq2 + d2(q21 + q22)−m2q22]z21 +
+[a2 −m2]z22 ≥ 0, (C.9)
sˇto c´e biti zadovoljeno ako vrijedi
a2 ≥ m1l2c +m2l2, c2 ≥ 2m2l, d2 ≥ m2, a2 ≥ m2, (C.10)
odnosno, imamo
a2 = min{m1l2c +m2l2,m2} c2 = 2m2l, d2 = m2. (C.11)
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Izracˇunavanje parametara Coriolisove matrice
Na osnovu Coriolisove matrice (C.4), koristec´i definicijski izraz (2.16) izracˇunat c´emo
parametre c1 i d1.
Na osnovu izraza (2.16) imamo
‖C(q, q˙)q˙‖2 = q˙TC(q, q˙)TC(q, q˙)q˙ ≤ (c1 + d1‖q‖)2‖q˙‖4. (C.12)
Uvrsˇtavanjem Coriolisove matrice (C.4) u gornji izraz dobivamo
m22(l + q2)
2(q˙21 + 4q˙
2
2)q˙
2
1 ≤
(
c1 + d1
√
q21 + q
2
2
)2
(q˙21 + q˙
2
2)
2. (C.13)
Ako uvedemo skrac´enu notaciju
r1 =
(
c1 + d1
√
q21 + q
2
2
)2
, r2 = m
2
2(l + q2)
2,
izraz (C.13) mozˇemo raspisati na slijedec´i nacˇin
(r1 − r2)q˙41 + 2(r1 − 2r2)q˙21 q˙22 + r1q˙42 ≥ 0, (C.14)
sˇto c´e biti zadovoljeno ako je r1 ≥ 2r2, odnosno
c1 + d1
√
q21 + q
2
2 ≥
√
2m2l +
√
2m2q2, (C.15)
tako da na kraju dobivamo
c1 =
√
2m2l, d1 =
√
2m2. (C.16)
Izracˇunavanje parametra gravitacijskog vektora
Na osnovu gravitacijskog vektora (C.5), koristec´i definicijski izraz (2.29) izracˇunat
c´emo parametar kg.
Ako uvedemo pomoc´ne konstante p1 = g(m1lc + m2l), p2 = gm2, s˜1 = sin(q1) −
sin(qd1), c˜1 = cos(q1)− cos(qd1), imamo
g1(q1, q2)− g1(qd1, qd2) = p1(sin(q1)− sin(qd1)) + p2(q2 sin(q1)− qd2 sin(qd1)) =
= (p1 + p2qd2)s˜1 + p2s˜1q˜2 + p2 sin(qd1)q˜2,
g2(q1, q2)− g2(qd1, qd2) = −p2(cos(q1)− cos(qd1)) = −p2c˜1.
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Odnosno
q˜T (g(q)− g(qd)) = (p1 + p2qd2)q˜1s˜1 + p2q˜1s˜1q˜2 + p2 sin(qd1)q˜1q˜2 − p2c˜1q˜2, (C.17)
Imajuc´i u vidu
q˜1s˜1q˜2 =
1
2
(q˜1s˜1 + q˜2)
2 − 1
2
q˜21 s˜
2
1 −
1
2
q˜22, (C.18)
−c˜1q˜2 = 1
2
(c˜1 − q˜2)2 − 1
2
c˜21 −
1
2
q˜22, (C.19)
q˜1q˜2 =
1
2
(q˜1 + q˜2)
2 − 1
2
q˜21 −
1
2
q˜22, (C.20)
dobivamo
1
2
kg‖q˜‖2 + q˜T (g(q)− g(qd)) = 1
2
[kg − 2p1 − 2p2qd2 − p2 sin(qd1)− p2s˜21]q˜21 +
+
1
2
[kg − p2 sin(qd1)− 2p2]q˜22 −
1
2
p2c˜
2
1 +
+
1
2
(q˜1s˜1 + q˜2)
2 +
1
2
(c˜1 − q˜2)2 + 1
2
(q˜1 + q˜2)
2 , (C.21)
odnosno
1
2
kg‖q˜‖2 + q˜T (g(q)− g(qd)) ≥ 1
2
[kg − 2p1 − 2p2qd2 − 4p2]q˜21 +
+
1
2
[kg − 3p2]q˜22. (C.22)
Desna strana gornjeg izraza biti c´e vec´a od nule ako izaberemo
kg = 2p1 + 2p2(2 + qd2) = 2g(m1lc +m2l) + 2gm2(2 + qd2). (C.23)
Koristili smo slijedec´e vrijednosti parametara manipulatora: lc = 0.7 m, l = 1.0 m,
m1 = 1.0 kg, m2 = 0.5 kg.
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Zˇivotopis
Josip Kasac´ rod¯en je 31.07.1969. godine u Vinkovcima. Srednju sˇkolu elektrotehnicˇkog
usmjerenja zavrsˇio je u Vinkovcima. Maturirao je 1988. godine. Iste godine upisuje se na
Prirodoslovno matematicˇki fakultet, smjer: inzˇenjer fizike, koji je pocˇeo pohad¯ati nakon
odsluzˇenog vojnog roka. Diplomirao je 1995. godine te stekao zvanje diplomiranog
inzˇenjera fizike. Iste godine upisuje se na sveucˇiliˇsni poslijediplomski studij ”Vod¯enje
i upravljanje pokretnim objektima”. Magistrirao je 05. studenoga 1998. godine s
radom pod nazivom ”Optimalno upravljanje nelinearnim sustavima primjenom neuron-
skih mrezˇa”. Od 01. sijecˇnja 1999. do 31. rujna 2001. godine radi u Institutu za
obrambene studije, istrazˇivanje i razvoj na projektima vezanim uz simulacijsko mod-
eliranje, te na optimizaciji proracˇuna i viˇsekriterijskom odlucˇivanju. Od 01. listopada
2001. godine zaposlen je na Fakultetu strojarstva i brodogradnje, na Zavodu za robotiku
i automatizaciju proizvodnih sustava u statusu znanstvenog novaka u zvanju asistenta.
Sudjeluje u radu na projektu Ministarstva znanosti i tehnologije Republike Hrvatske
br. 120-009 ”Umjetna inteligencija u robotici i fleksibilnim obradnim sustavima” i pro-
jektu br. 0120-025 ”Primjena umjetne inteligencije u robotici i proizvodnim sustavima”,
voditelja prof.dr.sc. Branka Novakovic´a. Sudjeluje u izvod¯enju nastave na FSB-u preko
vjezˇbi iz kolegija Osnove automatizacije. Bavi se problemima stabilnosti nelinearnih
sustava automatske regulacije, primjenom neuronskih mrezˇa i neizrazite logike, te opti-
malnim upravljanjem i vod¯enjem mobilnih robota. Autor je ili koautor viˇse od dvadeset
znanstvenih radova. Sluzˇi se engleskim jezikom.
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