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A wireless sensor network designates a system composed of numerous sensor nodes distributed
over an area in order to collect information. The sensor nodes communicate wirelessly with each
other in order to self-organize into a multi-hop network, collaborate in the sensing activity and
forward the acquired information towards one or more users of the information. Applications
of sensor networks are numerous, ranging from environmental monitoring, home and building
automation to industrial control.
Since sensor nodes are expected to be deployed in large numbers, they must be inexpensive.
Communication between sensor nodes should be wireless in order to minimize the deployment
cost. The lifetime of sensor nodes must be long for minimal maintenance cost. The most im-
portant consequence of the low cost and long lifetime requirements is the need for low power
consumption. With today’s technology, wireless communication hardware consumes so much
power that it is not acceptable to keep the wireless communication interface constantly in oper-
ation. As a result, it is required to use a communication protocol with which sensor nodes are
able to communicate keeping the communication interface turned-off most of the time.
The subject of this dissertation is the design of medium access control protocols permitting
to reach a very low power consumption when communicating at a low average throughput in
multi-hop wireless sensor networks.
In a first part, the performance of a scheduled protocol (time division multiple access, TDMA)
is compared to the one of a contention protocol (non-persistent carrier sensing multiple access
with preamble sampling, NP-CSMA-PS). The preamble sampling technique is a scheme that
avoids constant listening to an idle medium. This thesis presents a low power contention protocol
obtained through the combination of preamble sampling with non-persistent carrier sensing
multiple access. The analysis of the strengths and weaknesses of TDMA and NP-CSMA-PS led
us to propose a solution that exploits TDMA for the transport of frequent periodic data traffic
and NP-CSMA-PS for the transport of sporadic signalling traffic required to setup the TDMA
schedule.
The second part of this thesis describes the WiseMAC protocol. This protocol is a further
enhancement of CSMA with preamble sampling that proved to provide both a low power con-
sumption in low traffic conditions and a high energy efficiency in high traffic conditions. It is
shown that this protocol can provide either a power consumption or a latency several times lower
that what is provided by previously proposed protocols. The WiseMAC protocol was initially
designed for multi-hop wireless sensor networks. A comparison with power saving protocols
designed specifically for the downlink of infrastructure wireless networks shows that it is also of
interest in such cases. An implementation of the WiseMAC protocol has permitted to validate




Un re´seau de capteurs sans fil est un syste`me compose´ de nombreux capteurs distribue´s sur
une zone pour collecter de l’information. Les capteurs communiquent entre eux par ondes ra-
dio pour auto-organiser la formation du re´seau, pour collaborer dans les activite´s de mesure et
pour acheminer l’information collecte´e vers un ou plusieurs utilisateurs de cette information.
Les applications de re´seaux de capteurs sans fil sont nombreuses. Elles comprennent notam-
ment la surveillance de l’environnement naturel ou construit (agriculture, ge´nie civil, etc) et
l’automatisation dans les baˆtiments (se´curite´, controˆle de la ventilation, du chauffage, etc).
Pour pouvoir eˆtre de´ploye´s en grand nombre, les capteurs doivent eˆtre bon marche´. La com-
munication entre les capteurs doit se faire sans fil pour permettre un bas couˆt d’installation.
La dure´e de vie d’un capteur doit eˆtre longue pour minimiser les couˆts de maintenance. La
conse´quence des ces besoins est que leur consommation en e´nergie doit eˆtre faible. Avec la
technologie actuelle, le mate´riel permettant une communication par ondes radio consomme une
quantite´ d’e´nergie telle qu’un fonctionnement permanent est inacceptable. Il est donc ne´cessaire
d’utiliser un protocole de communication permettant aux capteurs de communiquer tout en
gardant leur interface radio e´teinte la plupart du temps.
Cette dissertation a pour sujet la conception de protocoles de gestion d’acce`s permettant une
tre`s faible consommation d’e´nergie pour des communications a` faible de´bit dans des re´seaux de
capteurs distribue´s.
Dans la premie`re partie, les performances d’un protocole utilisant une organisation tem-
porelle (multiplexage temporel, ou time division multiple access TDMA) sont compare´es a`
celles d’un protocole utilisant une me´thode d’acce`s par compe´tition (me´thode d’acce`s multi-
ple avec e´coute de porteuse, sans persistance, et avec e´chantillonnage de pre´ambule, ou non-
persistent carrier sensing multiple access with preamble sampling NP-CSMA-PS). La technique
de l’e´chantillonnage de pre´ambule permet d’e´viter l’e´coute permanente d’un canal libre. Cette
the`se pre´sente un protocole a` basse consommation d’e´nergie utilisant une me´thode d’acce`s par
compe´tition, obtenue en combinant la me´thode d’acce`s multiple avec e´coute de porteuse avec la
technique de l’e´chantillonnage de pre´ambule. L’analyse des avantages et faiblesses des protocoles
TDMA et NP-CSMA-PS a conduit a` proposer une solution qui exploite a` la fois le multiplexage
temporel pour le transport du trafic pe´riodique et fre´quent des informations collecte´es, et la
me´thode d’acce`s par compe´tition pour le transport du trafic sporadique utile a` la mise en place
du multiplexage temporel.
La deuxie`me partie de cette the`se de´crit le protocole WiseMAC. Ce protocole est une version
ame´liore´e de NP-CSMA-PS qui permet d’obtenir avec un seul protocole une tre`s basse consom-
mation pour le transport de trafic sporadique et une haute efficacite´ e´nerge´tique en cas de grand
trafic. Il est de´montre´ que ce protocole permet d’obtenir une consommation e´nerge´tique ou une
latence plusieurs fois infe´rieur a` ce que permettent d’obtenir les protocoles propose´s auparavant.
Ce protocole a e´te´ conc¸u initialement pour des re´seaux a` sauts multiples. Une comparaison avec
les protocoles conc¸us spe´cifiquement pour le lien descendant de re´seaux sans fil a` infrastructure
a de´montre´ que WiseMAC est aussi inte´ressant dans ces cas. Une imple´mentation du protocole
WiseMAC a permit de valider expe´rimentalement les concepts propose´s et l’analyse pre´sente´e.
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A Wireless Sensor Network (WSN) designates a system composed of numerous sensor nodes
distributed over an area in order to collect information [88, 89, 3]. The sensor nodes communicate
wirelessly with each other to self-organize into a multi-hop network, collaborate in the sensing
activity and forward the acquired information towards one or more users of the information.
Applications of sensor networks are numerous, ranging from environmental monitoring, home
and building automation to industrial control [52].
The main requirements of sensor nodes is a low power consumption, allowing a lifetime of
several years on a single small sized low-cost battery. As will be seen in the following chapters,
a low power consumption is made possible, from the communication point of view, through a
limitation of the traffic at application layer and through the acceptation of some latency when
communicating. We will consider that the generated traffic will be low in average, not excluding
however short high traffic periods.
The realization of wireless sensor networks presents many challenges. One of them is the
design of communication protocols fulfilling their specific needs. A communication protocol
stack is usually designed following the OSI 7 layer reference model [38]. The first four layers
(1-4) are responsible of the information transport (single hop bit transfer at the physical layer,
single hop packet transfer at the data link layer, multi-hop packet transfer at network layer,
and reliable end-to-end packet transfer at transport layer). The remaining three layers (5-7) are
responsible of the management of the communication. This dissertation deals with the design
of energy efficient medium access control (MAC) for wireless sensor networks. A MAC protocol
is located in the second layer (data link) of the OSI model.
This chapter introduces the different network topologies that can be taken by a sensor network
and the requirements of sensor network applications. The main requirement, which is low power
consumption, is discussed in more detail in the context of communication protocols. The field
of this research is introduced, as well as its contributions.
1.1 Topologies
The classical topology that researchers consider when dealing with wireless sensor networks is
the multi-hop topology illustrated in the top left graphics of Fig. 1.1. With this topology, the
sensor network does not rely on any fixed infrastructure. The acquired information is forwarded
towards a collection point called a sink. In this figure, a single collection point is depicted. Using
multiple sinks in a sensor network is also possible. Applications of such a multi-hop topology








Figure 1.1: Sensor network topologies.
include for example soil monitoring in precision agriculture, structural health monitoring of
civil infrastructure [129], volcanic activity monitoring [120] and wildlife observation [69]. When
only one sink is collecting data from a sensor network, a traffic bottleneck may occur on the
nodes near the sink. Data fusion [16] can be used with certain applications to mitigate such
congestion. Another topology that can be of interest for sensor networks is the infrastructure
topology illustrated in the top right graphics of Fig. 1.1. Each wireless sensor node must be
located within range of a base station. Sensor nodes do not communicate together directly
but through the base stations. Base stations are connected together and to the sink through a
wired or wireless backbone network. The base stations and the backbone network form the so-
called infrastructure. Base stations are usually assumed to be energy unconstrained. It will be
seen later that this fact can be exploited to save energy on the sensor nodes. An infrastructure
topology may for example be found in smart building applications, where a pre-existing Ethernet
or Powerline network can be used as the backbone for the sensor network infrastructure. Finally,
when mixing both topologies, one obtains the hybrid topology illustrated in the bottom of Fig.
1.1. The coverage of the base stations is extended through multi-hop communication. As each
base station can collect part of the traffic, having more than one base station is an advantage
from a capacity point of view.
Networks with a multi-hop topology are often called ad-hoc networks. The term ad-hoc
refers to the self-organizing capability of networks, which is always a requirement of multi-hop
networks. Self-organization is however a requirement that can be put on wired or wireless
networks of any topology. For this reason, we will use the term multi-hop instead of ad-hoc
when talking about topology.
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1.2 Requirements
The requirements put on a sensor network vary from application to application. It is generally
admitted [88, 89, 17, 3, 52] that the following requirements are set by most applications of sensor
networks:
• Low cost. For some applications, a cost per node of 100 Euros is acceptable. For most
applications, the cost should be reduced as much as possible into the direction of 1 Euro
per node or less.
• Long lifetime. In many applications, it will not be possible or too expensive to replace
or recharge the battery of sensor nodes. The required lifetime depends on the application.
A lifetime of a few month can already be useful for certain measurement campaigns. In
most applications, a lifetime of a few years or more is desired.
• Large networks. Many sensor networks can be expected to be composed only of tens of
nodes. However, some applications may require sensor networks composed of hundreds or
thousands of nodes. Sensor networks may also be large in the sense that the covered area
is large.
The application requirements listed above lead to the following system requirements:
• Low power consumption: If sensor nodes are battery powered, the low cost require-
ment imply to use mass produced batteries of modest capacity. As a long lifetime must
be reached with batteries of modest capacity, it is crucial to minimize the average power
consumption of sensor nodes. The low cost and long lifetime application requirements
translate into the most important system requirement, which is the low power consump-
tion. An alternative explored today be researchers is to extract the energy out of the
environment (e.g. indoor or outdoor light, vibration, acoustic noise) [89, 52]. Such tech-
niques may provide an unlimited lifetime, but as the expected energy production is very
small, the low power consumption of sensor nodes remains of the highest importance.
• Low complexity of hardware and software: Functions implemented in hardware
should be as simple as possible because hardware complexity translates into larger chips,
which are more costly and consume more energy. Software should be small and use a
minimum amount of random-access memory to minimize the cost and power consumption
of memory. Software should in addition minimize the power consumption of processing.
Hardware-software co-design must be used to best allocate the required function into
hardware or software. At the software level, a trade-off can sometimes be made between
required memory and required processing for the implementation of the same function.
• Multi-hop communication capability. Because propagation loss is proportional at
least to the square of the distance, it can be of interest from a power consumption point
of view to forward a packet in a multi-hop fashion instead of transmitting it directly in
a single hop. Another reason to use multi-hop communication is when the size of the
deployed network exceed the maximum range of the transceiver. This maximum range is
usually defined by the maximum power at which transmissions are allowed by regulation.
• Self-organization. Sensor networks should be able to self-organize into a network. This
requirement is a consequence of the low cost requirement because self-organization mini-
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mizes the deployment costs. In many applications (e.g. large multi-hop networks), manual
configuration may even be intractable.
• Scalability. The communication protocols should be able to handle large networks.
1.3 Low power design
Low power design of wireless sensor networks must be addressed both at the level of hardware
and software.
Low power hardware design can be tackled at the technological, logical and system levels [44].
The technological level refers to the integrated circuit design at lower voltage, lower frequency
and higher integration. The logical level refers to power aware circuit design (e.g. clock gating).
Low power hardware design at system level include the minimization of the energy consumed
for inter-chip communication (e.g. through system-on-a-chip integration or memory caching).
The software running on a wireless sensor node is typically composed of an application and
of a communication protocol stack.
To be energy efficient, an application should be aware of the power consumption impact
of the services it request from the underlying hardware. Programmers should minimize the
energy consumption while fulfilling the application requirements. Potential techniques include
dynamic clock scaling [71] and power management. Dynamic clock scaling consists in adapting
the processor frequency and voltage to the work load. Power management consists in turning
off hardware peripherals that are not used. On mobile computers, the power management unit
monitors the activity of the software and of the user to spin down the hard disk, turn off
the display or enter a standby state. In a sensor network, the application shall ensure that
peripherals such as sensors, actuators or memories are powered only when needed.
The power management of the communication interface is a task that needs to be tackled by
the application and by all layers of the protocol stack. In certain systems, the application may
know that no communication will be required for a long period of time. It may then decide to
turn the transceiver off for that period. Turning off the communication interface when not used
allows important gains because transceivers are often the highest power consumer of the node.
However, there is still a need to communicate, and when traffic must be transferred, energy
efficient mechanisms must be used by the communication protocol stack.
1.4 Energy efficient communication
This section briefly lists potential energy saving mechanisms at the individual layers. Further
improvements can be achieved through cross-layer optimization [41].
1.4.1 Physical layer
A large effort has been devoted by the research community to improve the energy efficiency of
wireless transmission between two nodes. Schurgers et al. have studied the tradeoff between
power consumption and transmission delay when varying the modulation index [98]. They
observed that with QAM modulation, the lowest energy consumption is reached with binary
modulation. Holland et al. analyze in [46] the trade-off between bit rate and transmission
range when the transmission power is constant. In a multi-hop communication environment,
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the selection of the transmission power impacts the transmission range that can be achieved
and the amount of interference generated to others. The analysis of the optimal transmission
range from an interference point of view has been studied by Tobagi and Kleinrock [110]. They
observed that the transmission range which maximizes the expected progress results in a density
of about 8 nodes within a circle of radius equal to the transmission range. In [13], Chen et
al. show that there exist an optimal one-hop transmission power that minimizes the power
cost of multi-hop transmission per meter. Another degree of freedom is the selection of error
correction schemes. Redundancy can be added by the source to correct potential transmission
errors (forward error correction, FEC). Several researchers have studied the trade-off in the
choice of the error correction scheme as a function of the channel characteristics from an power
consumption point of view [135, 75].
1.4.2 Data link layer
The data link layer is composed of two sublayers: the Medium Access Control sublayer (MAC)
and the Logical Link Control (LLC) sublayer. A MAC protocol is an algorithm controlling
the access of several nodes sharing a communication medium. The LLC layer is responsible
for multiplexing upper layers and offering an optional communication reliability using error
detection and Automatic Repeat Request schemes (ARQ). In wireless communication systems,
ARQ is usually implemented in the MAC layer and the role of LLC is only protocol multiplexing.
ARQ may be used in addition or as a replacement of FEC. Lettieri et al. study in [63] the trade-
offs that may be made when combining FEC and ARQ. Ebert et al. analyze in [23] the trade-off
between transmission power and required retransmissions when using ARQ.
Despite all the efforts invested in the design of low power communication circuits and in
energy efficient data transmission schemes (e.g. modulation, channel coding, low power hardware
implementation), the power consumption of a wireless communication transceiver remains today
above 1 mW in receive mode, and much more in transmit mode. In order to achieve an average
power consumption enabling years of lifetime on a low cost battery, it will be shown in chapter 3
that the average power consumption should be kept below 100 µW. It is hence mandatory, with
today’s technology, to turn the radio transceiver off most of the time. A transceiver may not
listen to the channel all the time. A duty cycle of a few percent at maximum can be tolerated.
Because the transceiver of the sensor nodes may only be turned on during a small fraction
of the time, there is a need for algorithms that organize the sensor nodes such that the source
and the destination of a communication are turned-on at the same time. Because it is directly
driving the radio transceiver, the MAC layer is ideally suited to address this task. Numerous
techniques for power management at MAC layer exist. The issue of energy efficiency at MAC
layer will be introduced in more details in chapter 2.
1.4.3 Network layers
At the network layer, routing protocols can be designed to distribute the traffic evenly among
sensor nodes such that the average power consumption of every node is approximately equal.
When the first nodes stop functioning, a multi-hop network may become partitioned and hence
useless. Having an equal power consumption on every node can hence extend the overall network
lifetime. Routing protocols may also exploit the high density of a sensor network to rotate the
routing task among neighbors, letting the non-router nodes sleep (e.g. SPAN [11] and GAF
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[130]). Another possibility of routing protocols is to manage the trade-off between using a low
transmit power to reach a relay that is in the vicinity or a high transmit power to reach a relay
that is located further away.
1.4.4 Transport, session, and presentation layers
Transport protocols can contribute to the energy efficiency of the system through the avoidance
of congestion (which results in collisions and energy costly retransmissions). Another direction is
to let the transport protocol shape the traffic into bursts allowing to power down the transceiver
in-between bursts [7].
To save energy, both the session and presentation layers should minimize the introduced
overhead. At the presentation layer, source coding can be used to compress the transmitted
data and save energy through shorter transmissions.
1.5 Problem statement
The design of energy efficient physical layer communication and of energy efficient routing mech-
anisms have received a lot of attention in the research community [110, 63, 135, 23, 98, 46, 13,
75, 11, 130]. However, only few proposals [106, 89] had been made at the time this work was
initiated for the medium access control protocol of wireless sensor networks. This dissertation
deals with the design of energy efficient medium access control protocols fulfilling the specific
needs of wireless sensor networks. A sensor network MAC protocol should be energy efficient.
It must be simple to run on low cost processors with little amounts of memory. Schemes based
on the use of an energy unconstrained base station should be avoided to permit multi-hop com-
munication. It should contain a random access scheme to support self-organization. Algorithms
should be local to allow scalability.
1.6 Contributions
The following contributions have been made with this dissertation:
The preamble sampling technique, previously proposed for paging systems, is a way to reduce
power consumption when listening to an idle medium. A contribution of this dissertation was
its analysis [26, 27] in a multiple access environment in combination with Aloha [1] and carrier
sense multiple access (CSMA [58]). The classical renewal theory [58] used for the analysis of
CSMA has been extended to provide estimates of the power consumption. The work on Aloha
and CSMA with preamble sampling made within this thesis and published in [26] has lead the
Berkeley research team developing TinyOS and the Mica motes to include the preamble sampling
technique in their communication stack (low power listening in BMAC, see [109]).
Non-persistent CSMA with preamble sampling (NP-CSMA-PS) was shown to consume much
more energy than time division multiple access (TDMA) when traffic is high. For this reason, at
the beginning of the work, I initially proposed in [27] to use TDMA for the transport of frequent
data traffic, and NP-CSMA-PS for the transport of the sporadic signalling traffic required for
synchronizing sensor nodes into a TDMA schedule [27]. This proposal has been explored further
experimentally by Reason and Rabaey [90].
The main contribution of this dissertation is the design and analysis of WiseMAC, a protocol
that is building on CSMA with preamble sampling to achieve both a low power consumption
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in low traffic conditions and a high energy efficiency in high traffic conditions. Through piggy-
backing local synchronization information in every acknowledgement, WiseMAC is able to reach
the high energy efficiency of a scheduled protocols such as TDMA without requiring the complex-
ity and power consumption overhead associated with setting up a TDMA schedule. WiseMAC
does not rely on a network wide synchronization and is therefore scalable. It was shown to per-
form several times better than state-of-the-art protocols proposed for wireless sensor networks
either in terms or power consumption or in terms of latency. WiseMAC is able to transport
sporadic and bursty traffic in addition to periodic traffic. This protocol has been developed,
analyzed mathematically and through simulations, and validated through experimentation.
As part of the state-of-the-art survey, a classification of MAC protocols designed for wireless
sensor networks has been proposed. This classification is novel in the sense that it captures the
most important parameters differentiating WSN MAC protocols and permits to organize them
into a tree structure.
Finally, during the analysis of existing protocols applicable for low power communication, the
problem of interference between collocated slow-frequency hopping networks (such as Bluetooth
[102]) has been studied (see Appendix A). A low bound on the packet error rate and a high
bound on the aggregated throughput have been derived as a function of the number of collocated
networks. This work [24, 25, 28] was the first to produce such analytical results for the Bluetooth
system. Other researchers have since then extended and improved these results [72, 86, 66].
1.7 Thesis organization
Chapter 2 presents the state of research in the field of energy efficient medium access control
for sensor networks. Models of a radio transceiver and a battery are introduced in Chapter 3.
These models are used as a basis for the performance evaluation of MAC protocols. Chapter 4
analyzes the performance of TDMA and of CSMA with preamble technique, and shows why
both protocols should be combined. Chapter 5 introduces WiseMAC, a protocol that presents
the advantages of both TDMA and CSMA with preamble sampling. This chapter analyzes the
performance of WiseMAC in a multi-hop network and chapter 6 analyzes the performance of
WiseMAC for the downlink of an infrastructure network. Experimental results are presented in
chapter 7 and chapter 8 gives conclusions.

Chapter 2
Energy Efficient Medium Access
Control - State of the Art
This chapter presents a review of power saving techniques proposed for wireless communication
systems by research and standardization at MAC layer, with an emphasis on the solutions
designed specifically for wireless sensor networks.
2.1 Medium access control
The radio frequency spectrum is divided into frequency bands that are allocated to communica-
tion systems or groups of systems. A communication system can further channelize its frequency
band using frequency division multiple access (FDMA), time division multiple access (TDMA)
and spread spectrum techniques such as code division multiple access (CDMA) and frequency
hopping. In addition, as the power of a transmission decay with the distance, it is possible to
reuse the same resource at two locations given that they are sufficiently distant from one another
(spatial reuse). Another possibility to obtain spatial reuse it to use directive antennas.
The allocation of the communication channels to transmitting devices can be fixed or dynamic.
A fixed resource allocation is seen for example in radio broadcast systems. In a system where
numerous computing devices are inter-connected through the wireless medium, it is impossible
or at least very inefficient to allocate a channel to each device.
The role of a medium access control (MAC) protocol is to manage the dynamic allocation of one
or several channels. MAC protocols may be classified according a number of characteristics [93,
43, 60]. The most fundamental characteristics are whether control is centralized or distributed
and whether access in random, guaranteed or hybrid.
In a centralized MAC protocol, a central controller is in charge of managing the medium.
Centralization simplifies the control algorithm but requires a star topology and usually puts
more computing and power consumption demands on the central controller. Centralized MAC
protocols are found in cellular systems (e.g. GSM [77]), wireless local area networks (e.g. IEEE
802.11 Power Save Mode and Point Coordination Function [79]) and personal area networks
(e.g. Bluetooth [102] and IEEE 802.15.4 [82]). With distributed MAC protocols, the same
algorithm is running on all nodes of the network. As they do not rely on the central control
from a base station, distributed MAC protocols (e.g. CSMA [58], MACA [53], DBTMA [19]) are
well suited for multi-hop networks. Because of their simplicity and efficiency, distributed MAC
protocols are also of interest for WLANs (e.g. IEEE 802.11 Distributed Coordination Function
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[79]). Some protocols designed for multi-hop networks use a clusterwise centralized control but
rotate the role of central controller among neighboring nodes to balance the additional power
consumption needed by the central controller among all nodes. It can be argued whether such
protocols should be classified as distributed or centralized.
With a guaranteed access protocol (also called a contentionless or a conflict-free protocol) there
can be no packet losses caused by collisions. Examples of purely contentionless MAC protocols
include polling [102] and token passing protocols [80]. With a random access protocol (also
called contention protocol), every transmission is subject to a probability of collision with other
transmissions. The role of the contention protocol is to minimize the probability of collisions and
to manage retransmissions. Examples of contention protocols include Aloha [1, 2] and CSMA
[58, 73]. The combination of a random access protocol with a guaranteed access protocol is called
a hybrid access protocol. The random access protocol can be used for the transport of delay
tolerant data traffic and for the transport of resource allocation demands. Resource allocation is
easily performed by a central controller, but distributed allocation is also feasible. The protocol
used during the guaranteed access phase may for example be TDMA or polling. Examples of
hybrid access protocols include PRMA [42] and DQRUMA [54].
A further characteristic of a MAC protocol is whether it can be operated with a single radio
transceiver, or if an additional transceiver is needed (e.g. for the transmission of a busy tone to
mitigate the hidden node effect [114] or for waking up the main transceiver [89, 99, 101]). As
sensor nodes are very cost limited, needing more than one radio is a requirement that needs to
be evaluated with care when designing a MAC protocol for wireless sensor networks.
2.2 Sources of energy waste at MAC layer
Before we proceed with the discussion of the techniques providing energy efficiency at MAC
layer, it is of interest to have a look at the sources of energy waste that a MAC layer must
address. Ye et al. [132] have identified the following four sources of energy waste:
• Idle listening: Idle listening refers to the active listening to an idle medium.
• Overhearing: Overhearing refers to the reception of data messages that are not destined
to oneself.
• Collisions: Collisions occur when an interfering node transmits a packet in the vicinity
of a node that is receiving another packet. Retransmissions will consume energy both on
the transmitting and receiving sides.
• Overhead: The protocol overhead refers to the frame headers and the signalling protocol
required to implement the medium access control protocol.
The power consumption of a transceiver when listening to an idle channel is the same or about
the same as when receiving data. Many sensor network applications are foreseen to generate
only little traffic. In can be expected that in many cases, the medium will remain idle for most
of the time. In such cases, energy waste through idle listening can become very important.
The next most important source of energy waste after idle listening is overhearing, especially
in dense networks. Singh et al. show in [103] the potential gains that can be achieved when
mitigating only overhearing.
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As traffic is expected to be low on average, collisions will be rare. However, bursty traffic
periods can occur in many applications (e.g. event detection). Means to transport traffic bursts
with a minimum of collisions must be designed with care to avoid congestion.
As every protocol, the MAC protocol of a sensor network must minimize its overhead. Such
overhead includes the transmission and reception of periodic beacons, paging packets, wake-up
preambles and acknowledgements.
2.3 Power saving schemes at MAC layer
In non-power saving systems, the word access in medium access control means access for trans-
mitting. The MAC protocol must allocate the medium in an efficient and timely manner and
prevent collisions between transmissions. The wireless nodes may listen to the channel all the
time, except when they are transmitting. When power saving is used, the MAC protocol must
also ensure that the destination of a transmission is awake during the transmission. The work
access then means access for transmitting and for receiving.
There exist numerous methods to ensure that a node will be awake when it should receive data.
Different solutions have been proposed depending on the system requirements. This section first
briefly presents power saving schemes that have been proposed at MAC layer for WLANs,
MANETs, WPANs and paging systems. As the requirements of these systems are different from
those of sensor networks, the proposed protocols may not be reused as is. However, they may
serve as sources of inspiration. The main proposals available in the literature for medium access
control in sensor networks are introduced in more details.
2.3.1 Wireless Local Area Networks (WLANs)
Wireless local area networks (WLANs) are meant for the interconnection of computers. A
WLAN is an infrastructure based network. MAC protocols for wireless local area networks are
primarily designed to reach a high system throughput and to minimize the transmission delay.
Low power consumption is left as a secondary requirement.
This section describes the power saving schemes in the IEEE 802.11 [79] and ETSI Hiperlan2
[56] standards. These protocols exploit the fact that the base station is energy unconstrained to
save energy on the wireless nodes. Similar techniques are discussed in the following references:
[104, 95, 94, 107]. In [12], Chen et al. compare the power consumption of WLAN MAC protocols
in the high traffic regime. Krashinsky et al. propose in [59] a modification of the IEEE 802.11
power save mode that can reduce both the latency and the power consumption in the case of
web access.
2.3.1.1 IEEE 802.11 infrastructure mode
IEEE 802.11 [79] can be operated either in infrastructure mode or in ad-hoc mode. The ad-hoc
mode is meant for single cell connectivity. It will be discussed in more details when addressing
MANETs. The basic medium access control used in IEEE 802.11, called the Distributed Coor-
dination Function (DCF), is a variant of CSMA [121]. Using shorter inter-frame spaces than the
mobile nodes, the base station can control the medium and provide a polling based guaranteed
access. This optional protocol is called the Point Coordination Function (PCF). As of today, no
implementation of the PCF function is available in off-the-shelf products.











Figure 2.1: IEEE 802.11 infrastructure network, power saving mode for downlink communica-
tion.
In the downlink direction, the power saving scheme is based on the periodic transmission of
beacons by the base station. This beacon contains the traffic indication map (TIM), which lists
the wireless nodes for which data packets have been buffered. All wireless nodes in power saving
mode have to wake up regularly to receive the beacon. If they discover their address in the
TIM, they send a request to the access point (using the DCF contention protocol) to receive
the buffered data following the procedure illustrated in Fig. 2.1. According to the standard,
the request may be directly followed by the transmission of the data, but because the access
point is usually unable to prepare the data for transmission within the specified delay (10 µs
in DSSS 802.11b), the request is answered with an acknowledgement. Once it has received the
acknowledgement, the wireless node stays in receive state and waits for the data transmission.
After the successful reception of the data packet, it replies with an acknowledgement packet.
In the uplink direction, the procedure is trivial. As a base station is energy unconstrained, it
may listen to the channel all the time. A node in power saving mode simply turns its transceiver
on whenever it has a packet to send, transmits it using the DCF contention protocol, and goes
back to sleep.
2.3.1.2 Hiperlan 2
The Hiperlan 2 standard [56] was released in year 2000. It was designed for the transport of
both asynchronous and time critical traffic. It defines, as IEEE 802.11, two modes of operation.
A centralized mode (using a base station) and a direct mode (for single cell ad-hoc connectivity).
Hiperlan 2 is based on reservation TDMA. TDMA frames have a fixed duration of 2 ms. In
a frame, slots are available for control, uplink, downlink, direct communication between two
wireless nodes and random access. Resource allocation requests are transmitted in the random
access period. The control field describes the resource allocation in the current frame and serves
as a feedback on previous random access attempts.
An optional power saving mechanism is specified in [35]. Wireless nodes can request to enter
the sleep state. Nodes in power save mode periodically wake up to listen to the control field.
If the control field does not announce incoming traffic, the nodes goes back to sleep. The sleep
period can be chosen to be 2n times the frame duration, where 1 < n < 16. The fact that larger
sleep periods are divisible by the smaller ones allows to arrange all sleep groups to coincide
periodically. This property can be exploited to transmit broadcast traffic to all power saving
nodes at once. When a power saving node needs to initiate a transmission, it leaves the power
saving mode.















Beacon Interval Beacon Interval
B
ATIM   Window
AT
IM
Figure 2.2: Power saving in an IEEE 802.11 ad-hoc network.
2.3.2 Mobile Ad-Hoc Networks (MANETs)
Mobile ad-hoc networks designate multi-hop networks of mobile computers. Much research has
been devoted to ad-hoc routing within the MANET working group of the internet engineering
task force (IETF). MANETs differ from sensor networks mainly in higher mobility, in higher
throughput and in lower communication latency requirements.
2.3.2.1 IEEE 802.11 ad-hoc mode
The IEEE 802.11 standard specifies a mode of operation that does not rely on the use of a wired
infrastructure. This ad-hoc mode was designed for the interconnection of computers located
within range of each other (e.g. in a meeting room). Although it was not designed for multi-hop
communication, most research on routing for MANETs assumes the use of this protocol at MAC
layer.
In ad-hoc mode, mobile stations have to compete for the periodic generation of the beacon.
This beacon can be exploited for discovery by new nodes entering the ad-hoc network. It is also
useful to keep synchronized the nodes that are in power saving mode.
The power saving mode is based on the definition of a time window following the beacon
during which all nodes have to be awake. Transmission towards nodes in power saving mode
must be announced using ATIM packets (announcement traffic indication map) sent during the
so-called ATIM window. Unicast ATIM packets are acknowledged. If a power saving node has
received an ATIM packet announcing a broadcast packet or an unicast packet addressed to itself,
it must remain awake for the full beacon interval to receive the data. Otherwise, it may go back
to sleep. This procedure is illustrated in Fig. 2.2.
Several researchers have proposed enhancements to the IEEE 802.11 ad-hoc power-save mode.
Woesner et al. study in [121] the trade-off between power consumption and the achievable
throughput in the choice of the duration of the ATIM window. Variants designed specifically
for multi-hop networks are presented in [115]. The scalability of the synchronization mechanism
based on the distributed beacon generation in a multi-hop network is studied in [47].
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Figure 2.3: POCSAG paging system frame format.
2.3.2.2 Hiperlan 1
The Hiperlan 1 standard was published by ETSI in year 1996 [34]. Hiperlan 1 uses a distributed
medium access control based on a variant of CSMA called EY-NPMA (Elimination Yield - Non-
Preemptive Priority Multiple Access) [121]. Hiperlan was designed to provide ad-hoc multi-hop
connectivity to mobile computers. It does not rely on a wired network infrastructure. Multi-
hop communication is achieved via nodes that have taken the role of forwarders. The power
saving scheme defined in Hiperlan 1 is based on a contract between two nodes: a p-saver and
a p-supporter. The p-saver is active only during periodic intervals. The p-supporter must store
packets destined to the p-saver and transmit them during the active intervals of the p-saver. In
practice, as forwarders and p-savers will consume more energy that other nodes, it is likely that
they will need to be powered from the mains.
Another interesting power saving scheme can be found in the framing. At high bit rate, an
Hiperlan 1 transceiver needs to use a power hungry equalizer. Packets start at low bit rate with
a 34 bits header that can be demodulated without equalizer. This header contains an 8 bits hash
of the destination address. If a node has a matching hash, it starts the equalizer and receives
the rest of the message. With this scheme, only 1/256 = 0.4% of nodes will overhear packets.
2.3.3 Paging systems
The goal of paging systems is to minimize the power consumption on the pagers and to maxi-
mizing the throughput. Latency is secondary.
2.3.3.1 POCSAG
POCSAG (Post Office Code Standardization Advisory Group) is a paging protocol that was
developed by British Telecom in the seventies [70]. It was internationally adopted as the CCIR
Radiopaging Code No. 1 [50]. The POCSAG frame format, illustrated in Fig. 2.3, is composed
of a preamble of 576 alternating bits followed by a number of batches. A batch is composed of
a 32 bits synchronization codeword followed by 8 frames of 64 bits. Pagers are assigned to one
of 8 groups based on their address, and can be addressed only in the corresponding frame. The
preamble is meant to wake up the pagers. In the absence of traffic, the pagers periodically wake-
up and check for the presence of the preamble. When they detect the preamble, the pagers wait
for the first synchronization word. Once synchronized, they may go back to sleep and wake-up
periodically to listen to the frame corresponding to their address and to the (re-)synchronization
codewords. This scheme permits a duty cycle below 7% in the absence of transmission, and below
15% during paging messages transmission [70].
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2.3.3.2 FLEX and ERMES
In the beginning of the nineties, Motorola has introduced the FLEX protocol [70]. With the
Motorola FLEX protocol, pagers remain continuously synchronized. A pager has to wake up
every 30 seconds to listen to the frame corresponding to its address. The addresses of all nodes
for which a message is scheduled are grouped at the beginning of the batches, allowing pagers
for which no traffic is present to quickly go back to sleep.
In Europe, the European Radio Message System (ERMES) standard was specified by ETSI
as a successor to POCSAG [33]. It uses a similar approach as FLEX (keeping the network
synchronized and providing long sleep intervals). An improvement over FLEX found in ERMES
consists in sorting the addresses. This allows the pagers to go back to sleep on average after
half the duration of the address list.
2.3.4 Wireless Personal Area Networks (WPANs)
Wireless personal area networks (WPANs) designate short range networks centered around a
person. WPANs differ from WLANs through the increased importance of the low power con-
sumption and more modest requirements in terms of throughput. The two most important
standards for WPANs are Bluetooth [102] and IEEE 802.15.4 [82]. Both are based on a star
topology, where a central node is in charge of network coordination. Because network coordina-
tion requires additional energy, it can be expected that such networks will be centered around
rechargeable devices such as mobile phones or portable computers.
2.3.4.1 Bluetooth
Bluetooth is a digital wireless data transmission standard in the 2.4 GHz ISM band aimed at
providing a short range wireless link between laptops, cellular phones and other devices [102].
The air interface modulation is Gaussian FSK with a raw bit rate of 1 Mb/s (3 Mb/s in the next
version). The communication topology between Bluetooth nodes is point-to-multipoint, where
a master communicates in time division duplex with several slaves using the polling protocol,
forming a so-called piconet. In order to tolerate interference which can readily arise in the 2.4
GHz band, a slow frequency hopping scheme is used, where all nodes of a piconet hop together
among 79 frequencies at each packet slot.
Bluetooth defines three power saving modes: hold, sniff and park. In the hold mode, the node
leaves the piconet for an agreed period of time, possibly to save power, but also to discover
or connect to other nodes. In sniff mode, a node periodically wakes up to receive potential
traffic. In park mode, a node leaves the piconet but remains synchronized with the hopping
sequence such that it may join the piconet rapidly once necessary. It must periodically wake up
to refresh the synchronization. The piconet master, being in control of everything, may simply
sleep whenever it has nothing to do.
The use of Bluetooth for multi-hop networking is possible, as a node may simultaneously
be part of multiple piconets. This however places severe constraints in the operation of the
respective piconets. Several research groups have experiments multi-hop networking based on
Bluetooth [55, 62]. The main drawback of Bluetooth for ad-hoc networks is the long time that is
needed to discover neighbors and connect to them. This high latency is caused by the use of the
frequency hopping technique. Bluetooth specifies that a device that wants to be discoverable
listens during 10 ms on a fixed frequency every 1.28 seconds. A different channel, chosen from 32































Figure 2.5: Downlink data transfer in a beacon-enabled IEEE 802.15.4 network.
channels, is used every time. A discovering device sends packets during 10.24 seconds hopping
over these 32 channels. At worse, it takes about 10 seconds to reach every node. The discovery
delay (inquiry delay in Bluetooth terminology) was reported to be of 2.2 seconds on average
[55]. The scheme chosen for Bluetooth puts little overhead on the discoverable devices (they
need to listen for 10 ms over 1.28 s, i.e. less than 1 % of the time) at cost of a large number of
transmissions by the discovering device and a high latency in the discovery procedure.
After the discovery of a neighboring node, another procedure is required to setup a connection.
This procedure, called paging, requires again the transmission of a burst of packets over the 32
paging channels and results in an additional delay.
2.3.4.2 IEEE 802.15.4
An IEEE 802.15.4 [82] network has a star topology. The central node is called the personal area
network (PAN) coordinator. The other nodes are called devices. A PAN can be beacon-enabled
or non beacon-enabled. The MAC protocol used in a non beacon-enabled network is unslotted
CSMA/CA. The PAN coordinator must be always listening to the channel to receive uplink
data from devices and requests for the download of potential downlink data1. As a battery
operated device may not listen all the time to the channel, non beacon-enabled operation is not
1Direct data transfer between two devices controlled by a coordinator is allowed in the standard (chapter
5.4.2.3) but the measures to achieve the synchronization between the two devices needed for low power peer-to-
peer data transfer are left unstandardized.















Figure 2.6: Uplink data transfer in a beacon-enabled IEEE 802.15.4 network.
suited for multi-hop networks. We will hence consider further only beacon-enabled PANs. In
a beacon-enabled PAN, the coordinator regularly transmits a beacon. The MAC protocol of a
beacon-enabled PAN is composed of a Contention Access Period (CAP) and of a Contention
Free Period (CFP) as illustrated in Fig. 2.4. When bandwidth reservation is desired in the
CFP, a device sends a GTS (Guaranteed Time Slot) reservation request to the PAN coordinator
during the CAP using slotted CSMA/CA.
Assuming that there is no collision between multiple devices, a transmission from the PAN
coordinator to a device in power saving mode follows the procedure illustrated in Fig. 2.5. This
procedure is identical to the one used in the power save mode of IEEE 802.11 infrastructure
networks: The coordinator buffers incoming packets destined to devices in power saving mode.
The address of devices for which a packet has arrived is inserted in the following beacon. Every
device in power saving mode regularly wake up to receive the beacon. If they find their ad-
dress, they send a data request to the coordinator. The data request is acknowledged by the
coordinator. It then transmits the data to the device, which responds with an acknowledgement.
Assuming that there is no collision between multiple devices, a transmission from a device
to the coordinator in a beacon-enabled network follows the procedure illustrated in Fig. 2.6.
The coordinator must listen during at least 440 symbols after having sent the beacon to receive
potential data requests or uplink data packets. 440 symbols correspond to 440 bits (or 55 bytes)
with BPSK modulation and to 1760 bits (or 220 bytes) when using O-QPSK. The size of beacon,
data request and acknowledgement packets is respectively of at least 19, 17 and 11 bytes.
Multi-hop communication is possible with IEEE 802.15.4. The ZigBee Alliance is specifying
a routing layer that shall be used above the IEEE 802.15.4 MAC layer [4]. If IEEE 802.15.4
is used for multi-hop communication, a relay node will typically act as a device for its parent
and as a coordinator for its children. It will hence have to periodically transmit a beacon to its
children and receive a beacon from its parent. Such a relay node will have to periodically listen
to the 19 bytes of the beacon sent by its parent, and periodically transmit a beacon of 19 bytes,
followed by a listen period of 55 bytes after the beacon transmission. This adds up to a periodic
transmission of 19 bytes and a periodic listening during 74 bytes. The overhead caused by the
periodic reception and transmission of beacons is very large, especially if the power consumption
in transmit state is important. MAC protocols designed specifically for multi-hop wireless sensor
networks, as will be presented in the next section and in the rest of this dissertation, can achieve
a much lower overhead. In addition, when used for energy constrained applications, IEEE
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802.15.4 introduces a topology limitation. Indeed, the coordinator may have a maximum of 7
devices in power save mode due to the size limitation of the traffic indication map address field
in the beacons.
2.3.5 Wireless sensor networks
The design of MAC protocols targeted specifically for wireless sensor networks has recently
gained a lot of attention from the research community. Numerous proposals have been made
in the past few years. The proposed protocols all have in common that their main goal is
to save energy by allowing the sensor node to sleep most of the time. They differ in how
to organize the sensor nodes wake time. Fig. 2.7 shows a classification of MAC protocols
proposed for wireless sensor networks, including the proposals resulting form this dissertation
(NP-CSMA-PS and WiseMAC). This classification is an original contribution of this thesis.
Classifications presented in [93, 43] address MAC protocols in general and do not highlight the
most important parameters of MAC protocol designed for WSN. Langendoen et al. give in [60] a
table classification of WSN MAC protocols based on three parameters: the number of channels
used (single, double, multiple), the type of organization (random, slots, frames) and the type
of notification (listening, wakeup and schedule). The classification presented in Fig. 2.7 uses
a tree structure to give a synthetic view of the protocol classification according to the most
important parameters. The first classification parameter is whether the protocol is scheduled or
unscheduled.
With scheduled MAC protocols, all sensor nodes in the network are synchronized. Communi-
cation takes places during predefined time slots and sensor nodes sleep in between their activity
slots. Time slots are allocated either to links between pairs of sensor nodes, to individual sensor
nodes or to groups of sensor nodes. When time slots are allocated to links, collisions between
packets cannot happen. Access is guaranteed. When a time slot is allocated to a node, this slot
can be reserved for transmission by this node, for reception by this node or allow both traffic
directions. When a time slot is allocated to a node for reception, one must find means to control
access between several nodes that may want to communicate to the same node during the same
time slot. They may simply transmit their data packet using the Aloha or CSMA contention
protocols, in which case we talk of random access. Instead of transmitting the data packet in
contention, they may also transmit a resource allocation request in contention. The data is later
transmitted using a guaranteed access protocol. In such a case, we talk of hybrid access.
Unscheduled MAC protocols are based on the use of a wake-up scheme to ensure that the des-
tination of a packet is awake when the packet is transmitted. Communication in an unscheduled
multi-hop network must be based on random access. The proposed protocols can be classified
depending on the mechanism used as the basis of their wake-up scheme. A node can periodically
listen to see if another node wants to talk to him, periodically transmit to see if another node
wants to reply to him, or use some means that are external to the radio channel used for data
communication.


































Figure 2.7: A classification of MAC protocols for wireless sensor networks.
2.3.5.1 Scheduled MAC Protocols
Guaranteed Access
Sohrabi et al. have proposed SMACS, a TDMA based solution [106]. SMACS defines a
procedure for the discovery of neighbors and the allocation of a frequency and a time slot for
communicating with them. To simplify the complex problem of network synchronization and
TDMA schedule setup, they proposed to allocate the time slots between nodes at different
frequencies, randomly chosen from a large pool.
LEACH (Low Energy Adaptive Clustering Hierarchy) is a clustered based protocol [45]. Clus-
terheads are assumed to be able to increase their transmission power to reach a base station in
one hop. They organize the communication with their neighbors in a TDMA schedule, collect
measurement data and forward the aggregated information to the base station. To balance the
power consumption among all nodes, the clusterhead role is rotated. Because with LEACH
every node must be able to communicate with a base station, this protocol does not fulfill the
multi-hop communication requirement in the cases where multi-hop communication is desired
to extend the transmission range of base stations.
Pei et al. have proposed the Power Aware Clustered TDMA protocol (PACT) [84]. As in
LEACH, clusterheads are assumed to be able to transmit gathered data directly to the base
station. PACT is power aware in the sense that the cluster head role is rotated taking into
account the remaining energy of nodes. The TDMA scheduling algorithm proposed in PACT is
based on the exchange of information two-hops away. TDMA frames are composed of control
slots and data slots. Every node must listen to all control slots. Each node has an allocated
control slot and uses it to announce data traffic. The weaknesses of this protocol are the fact
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that all nodes must be able to communicate directly with the base station (as in LEACH) and
that nodes must listen during all control slots in every TDMA frame, which represent a large
overhead.
Li et al. have proposed to use a Bit-Map Assisted protocol (BMA) for intra-cluster communi-
cation [65]. At the beginning of each TDMA frame, each node having a packet to send transmits
during the allocated bit. After the bit-map section, the clusterhead broadcasts a transmission
schedule. Ringwald et al. have designed and experimented a bit-map based protocol called
BitMAC [92]. A discussion of the basic bit-map scheme can be found in [111]. The applica-
tion of BMA for sensor networks is of little interest in low traffic conditions as collisions are
rare even with a simple protocol like CSMA. BMA can be of interest during traffic peaks, but
the high synchronization accuracy required to operate BMA is likely to translate into a high
synchronization overhead and a high associated power consumption overhead.
Hybrid Access
EMAC (EYES MAC) is a clustered demand-assignment TDMA protocol proposed by Hoesel
et al. in [117]. Each clusterhead owns a timeslot. A slot is subdivided into request, control and
data sections. The request section is used by the members of the cluster to demand the allocation
of the slot. The control section is used to announce downlink traffic. Cluster members have to
periodically listen to the control section. Cluster heads have to periodically listen to the request
section and periodically transmit the control information. The control information includes the
time slot occupancies as perceived by a clusterhead in its neighborhood. Having received the
slots occupancy information from all its neighboring cluster heads and their neighbors, a node
can choose a free time slot.
In [118], Hoesel et al. describe LMAC (Lightweight MAC), a variant of EMAC. With LMAC,
clustering is not used anymore. Time slots are subdivided into a control and a data section.
Every node owns a time slot and periodically transmits control information indicating the iden-
tity of the slot owner, the number of hops to the gateway and, if a data packet is following, the
destination address and the length of the data packet. As clustering is not used, the request
section present in EMAC slots has been removed. Every node has to listen to the control infor-
mation section of every time slot. If a node sees its address or the broadcast address, it listens to
the data section. The number of time slots in a TDMA frame limits the maximum connectivity
in the network. As every node must listen to the control section of every time slot, the overhead
of LMAC is large.
Random Access
Ye et al. have proposed S-MAC (Sensor-MAC) [132]. As illustrated in Fig. 2.8, this protocol
defines sleep intervals in which all the nodes of the network sleep, and listen intervals in which
traffic announcement signalling can occur. Because listen intervals are relatively large, only a
loose synchronization is required among neighboring nodes. The listen interval contains three
sections. The first section is reserved for synchronization messages. The second and third
sections are dedicated to the exchange of request-to-send and clear-to-send packets. These
packets are used to reserve the medium and signal to the destination to remain awake for the
data transmission. With S-MAC, one must select the frame duration (i.e. the total of the listen
and sleep intervals), as a trade-off between the average power consumption and the transmission
delay. S-MAC exploits the concept of fragmentation to transmit large messages in an energy





















Van Dam et al. have proposed T-MAC (Timeout-MAC) [116]. T-MAC is an improvement
of S-MAC. In the T-MAC protocol, the length of the active period is dynamically adapted
to the volume of traffic, using a timeout. The active period is ended whenever physical and
virtual carrier sensing find the channel idle for the duration of the time-out. A similar idea was
independently proposed by Ye et al. in [133].
D-MAC is a variant of S-MAC proposed by Lu et al. in [68]. D-MAC reduces the transmission
delay compared to S-MAC in applications where data is gathered towards a sink from sensors
arranged into a tree structure. Delay is reduced by cascading the listen intervals of the sensor
nodes.
2.3.5.2 Unscheduled MAC Protocols
External Wake-up
Rabaey et al. have chosen in the PicoRadio system a hardware based solution to wake up a
destination node [89]. They suggest the use of a separate super-low-power wake-up radio that
will switch the main radio on at the start of the data packet. This solution is of great interest as
it would provide small hop latencies. The wake-up preamble being short, this method would also
preserve channel capacity. The development of such a super-low-power wake-up radio consuming
only a few tens of µW being still a challenge, solutions using conventional radio transceivers
remain of interest. If such a wake-up radio becomes available, it may also be envisaged to
use it in combination with low power MAC protocols, to reduce even further the base power
consumption to a few µW.
Another external wake-up technology can be found in the field of RFIDs. Passive RFIDs
consume absolutely no energy in sleep mode. They are woken up and powered through an
incoming inductive wave [14]. This technique cannot unfortunately be applied to multi-hop
sensor networks because of the high energetic cost of the wake-up signal at the transmit side.
Periodic Transmission
Bennett et al. have proposed in Piconet [6, 40] a wake-up scheme based on the periodic
broadcast of one’s identity. This scheme, illustrated in Fig. 2.9, demands to all nodes to
regularly wake-up, broadcast their identity, listen for a short while, and go back to sleep if no












data reception has started. This approach can provide very low power consumption when little
traffic is present and when the wake-up interval is large. Data packets are sent when the intended
destination is listening. At that time, having a very low duty cycle, the other neighboring nodes
are very likely to sleep. Hence, this protocol provides a solution to the problem of overhearing.
Limitations of this protocol appear when a wake-up interval in the order of 100 ms is desired
in order to have a short hop transmission delay. The first problem is then that the background
traffic caused by the broadcast of the ID packets becomes non-negligible and can cause frequent
collisions with data packets. Secondly, the average power needed to transmit the ID packet and
to listen for potential replies becomes important. Note finally that the periodic ID broadcast in
Piconet is similar to the periodic beacon transmission in IEEE 802.15.4.
Periodic Listening
Schurgers et al. have proposed STEM [99]. This protocol uses two channels: one paging
channel and one traffic channel. Most of the time, the network is expected to be in the monitoring
state, and only the paging channel is used. In case of an alarm, for example, a path on the
data channel is opened throughout the network, where communication occurs using a regular
wireless protocol (not low power). In STEM, the paging channel is implemented at the receiver
side by regularly listening to the channel during the time needed to receive a paging packet. A
transmitter that wants to page one of its neighbor will repeat a paging packet containing the
destination address, until a reply is received. The operation of the paging channel is illustrated in
Fig. 2.10. This protocol provides a low power consumption in the absence of traffic, the paging
channel consuming little energy. The weakness of this protocol is mainly its inefficiency to
transport small amount of periodic or sporadic traffic. Note that the wake-up scheme proposed
by STEM can be seen as a simplified version, at a single frequency, of the discovery procedure
used in Bluetooth.
NP-CSMA-PS [26, 27] and WiseMAC [30, 29] are proposals resulting from this dissertation.
They will be discussed in the following chapters.
B-MAC is a CSMA based protocol. It has been developed at Berkeley and implemented
on TinyOS [109]. To reduce the idle listening power consumption, B-MAC uses the preamble
sampling technique described in [26]. In the context of B-MAC, preamble sampling is called Low
Power Listening (LPL). The particularity of B-MAC is to have been implemented on TinyOS
with a rich configuration interface, allowing the application programmer to configure the protocol










Figure 2.10: Operation of the paging channel in STEM.
2.4 Summary
Excluding schemes using an external wake-up hardware, power saving schemes proposed at MAC
layer are either based on a periodic transmission and/or on a periodic reception. The network
nodes may be synchronized or not.
When a central node is available (wireless LANs, paging systems, or clustered sensor networks),
a powerful scheme consists in periodically broadcasting a traffic indication map. All nodes must
be synchronized to wake up for receiving the traffic indication map. The same scheme can
also be distributed to be used for mobile ad-hoc networks of computers (IEEE 802.11 ad-hoc
power save protocol) and sensor networks (S-MAC). Synchronization becomes more challenging
in such cases. The S-MAC protocol can be seen as an extreme case of the IEEE 802.11 ad-hoc
power save protocol, an optimization for low power consumption in low traffic conditions. The
S-MAC listen interval can be compared to the IEEE 802.11 ATIM window. The main differences
between them are first that S-MAC exchanges only sporadically SYNC messages, while IEEE
802.11 requires a beacon transmission at the beginning of each interval, and second that the
listen interval in S-MAC is chosen to allow for only one data transmission, as opposed to several
with IEEE 802.11.
Several protocols proposed for sensor networks provide a guaranteed access through the use of
TDMA. TDMA appears at first glance as a very appealing protocol for wireless sensor networks.
It causes neither overhearing nor collisions and sensor nodes may sleep in between assigned
communication slots. However, it suffers from two drawbacks. First, it is only efficient when
transporting periodic traffic, however many sensor network applications will generate sporadic
or bursty traffic. Secondly, the setup of the TDMA schedule between nodes can be a complex
issue requiring a complex protocol implementing some distributed consensus. Such a protocol
can be expected to generate numerous signalling packets, which consumes energy. To avoid this
complexity, some proposals put constraints elsewhere. For example, through the use of another
frequency for each link [106] or by limiting the network density to fit within a chosen number
of time slots [118]. Pre-configuration would be an alternative but goes against self-organization
and mobility.
Among the unscheduled protocols, Piconet is an example of protocols based on a periodic
transmission. A node having traffic to send will listen until its receives a signal. STEM is
the opposite example. It is based on a periodic reception. A node having traffic to send
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transmits a burst of messages until it receives a reply. As a transceiver usually consume more in
transmit state than in receive state, periodically receiving (STEM) will consume less energy than
periodically transmitting (Piconet). However, transmitting a packet will consume less energy
with Piconet, as listening for a while consumes less than transmitting a wake-up burst. In sensor
networks, as traffic can be expected to be low on average, it is better to put the higher cost on
the transmit side, and use a scheme based on periodic reception.
This dissertation will study protocols based on preamble sampling, the technique used in the
POCSAG paging system. Preamble sampling is similar to STEM in its spirit. It does however
consume less energy.
Beside academic research results, one can already observe the availability of several indus-
trial solutions for wireless sensor networks. MicroStrain Inc. uses a direct communication link
between sensor nodes and a base station in the Wireless Web Sensor Networks (WWSN) [74].
MillennialNet proposes the iBean multi-hop network solution, with which gateways are con-
nected to an unconstrained source of energy and used to relay information towards the end
points [91]. A solution with energy unconstrained gateways is also used by EnOcean [31]. As of
today, it appears that no industrial solution is being proposed that can provide ultra-low power
multi-hop communication. Multi-hop communication using intermediate energy unconstrained
gateways is today a mature technology. Multi-hop communication with battery powered relays
is the challenge.
Among the MAC protocols proposed for wireless sensor networks at the time the WiseMAC
protocol was proposed, the most relevant ones were S-MAC and T-MAC. Other MAC protocols
proposed at that time included SMACS, LEACH, Piconet, IEEE 802.15.4 and STEM. SMACS
and LEACH are (TDMA based) scheduled guaranteed access protocols. The comparison with
these protocol is not convenient as WiseMAC is a unscheduled random access protocol. A
lower bound on the power consumption of TDMA based protocol will be used as a benchmark
through the definition of an ideal protocol. Piconet and IEEE 802.15.4 are based on a periodic
transmission. Their overhead is much larger than the one of S-MAC. STEM uses a wake-up
scheme that is similar to preamble sampling. Because STEM is based on a periodic listening
phase of the size of a packet, its overhead is the same as the one of S-MAC. STEM however
suffers from the drawbacks, as compared to S-MAC, of requiring the transmission of a paging
packet burst to wake-up the destination, and to use a non-power-saving MAC protocol for the
transport of data packets. These arguments lead to the choice of S-MAC and its variant T-MAC
as benchmarks when studying WiseMAC.
Among the protocols proposed recently, the EMAC and LMAC protocols are clearly associated
with an overhead larger than the one of S-MAC. D-MAC is another variant of S-MAC. The power
consumption of D-MAC is identical to the one of S-MAC, while the transmission delay is reduced
for the special case of applications were data is gathered towards a sink from sensors arranged
into a tree structure.
Chapter 3
Battery and Transceiver Models
3.1 Introduction
To evaluate the performance of an ultra-low power medium access control protocol, one needs
a very precise model of the radio transceiver power consumption. Existing models available in
the literature (e.g. [37]) did not describe the energy consumed when switching between stable
states. When the average power consumption is in the order of a few tens of microwatts, it
is required to take into account the energy spent to turn the radio on and to switch between
receive and transmit states. Those energy amounts are not negligible anymore.
To translate an ultra-low average power consumption into a lifetime, it is required to use a
battery model that takes into account the self-discharge of the battery. A simple battery model
has been designed to evaluate the expected lifetime assuming a constant self-discharge.
Section 3.2 presents the battery model and section 3.3 the radio transceiver model.
3.2 Battery model
There exist many different energy sources that can be used for sensor network applications.
Energy can be taken from a primary battery (non-rechargeable), from a secondary battery
(rechargeable), or taken out of the environment (e.g. light and vibrations energy scavenging
[89, 52]). Secondary batteries may be used in combination with energy scavenging to store
the excess energy production. In applications where energy scavenging is not possible or not
sufficiently reliable, one must rely on primary batteries.
The two primary battery technologies that are best suited for low power wireless communica-
tion applications, in terms of cost, shelf-life and delivered peak current, are alkaline and lithium.
Lithium/manganese batteries provide a constant voltage of 3 V over their lifetime [22], while
alkaline batteries have a sloping discharge curve starting at 1.6 V and ending at about 1 V [21].
The discharge curve for both technologies is illustrated in Fig. 3.1.
When designing battery powered systems with a target lifetime counted in years, it is im-
portant to take into consideration the self-discharge. Alkaline batteries present a self-discharge
per year of several percents of their capacity, while lithium batteries loose about one percent
or less [57]. For example, a Duracell alkaline battery will loose 5% of its capacity during the
first year and 2% during the subsequent years [21]. An Energizer E91 AA alkaline battery will
loose 20% of its capacity in seven years, giving a discharge rate of 3% per year [36]. In contrast,
a Duracell lithium/manganese battery will loose only 3% of its capacity after 5 years, giving































Figure 3.1: Typical discharge curve for alkaline/manganese batteries (left) and for
lithium/manganese batteries (right).
a self-discharge of 0.6% per year [22]. Although lithium/manganese batteries have superior
performances (stable voltage and smaller leakage), we will consider the use of alkaline batteries
because of their lower price. We will consider throughout this dissertation that the energy source
is a single AA alkaline battery with C = 2600 mAh initial capacity. Let us assume that the
sensor node is operating between 1 and 1.6 V. At the start of the battery life, the excess voltage
could theoretically be exploited to reduce the consumed current. We will consider it as lost. The
energy capacity of the battery becomes E = C · 1.0 = 2.6 Wh. We assume a constant leakage
equal to 10% of the initial capacity during the first year. This assumption is quite conservative.
It has been made because we wanted to take into account low cost batteries. This corresponds
to PLeak = 0.1 ·E/(24 · 365) = 27 µW. For simplicity, the leakage is assumed to remain constant
over the following years. With an average power consumption P , the battery will be empty at
time T as given by





P + 0.1 · E/(24 · 365) hours
=
E
24 · 365 · P + 0.1 · E years (3.1)
This model implies a maximum lifetime of 10 years even without load (i.e. for P = 0). Fig.
3.2 shows the node lifetime as a function of the average consumed power. It can be observed
that the average power consumption must be below 100 µW to reach a lifetime of more than 2
years.
3.3 Radio transceiver model
3.3.1 Model parameters
3.3.1.1 Power consumption and transition delays
When designing energy efficient communication protocols, it is very important to precisely model
the static and dynamic power consumption of the used radio transceiver. One must identify the
different states that the transceiver can be in, the power consumed in those states as well as the
transition delays and the average power consumption during transitions.
Feeney et al. have presented in [37] an energy consumption model for IEEE 802.11 PC-cards,
where the transceiver is assumed to be in one of four states: sleep, idle, receive and transmit.
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Figure 3.3: Transceiver states, power consumption and transition delays.
The current consumption of a Lucent WaveLAN PC Card (11 Mbps IEEE 802.11 DSSS) was
measured as 10, 156, 190 and 284 mA in the sleep, idle, receive and transmit states, respectively.
The sleep state is a power saving state in which the transceiver cannot receive. The sleep state
differs from the state in which the transceiver is completely turned off by the shorter time needed
to reach the idle and transmit states. In the idle state, the transceiver is ready to receive data.
When the start of a data packet is detected, the receive state is entered. The current consumed
in the receive state is slightly higher than in the idle state, because of the additional processing
required for data reception. The transition delays between the idle, receive and transmit states
are very small with an IEEE 802.11 DSSS card. They have hence not been addressed in the
presented model. This model is not applicable for the analysis of low duty cycling protocols
because it does not consider the delay and power consumption of transitions.
The transceiver model that will be used in this dissertation is illustrated in Fig. 3.3. It
includes the following states:
DOZE The transceiver is not able to transmit nor receive, but is ready to quickly power-on
into the receive or the transmit state,
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RECEIVE The transceiver is listening to the channel, receiving data or trying to demodulate
data out of a noisy or idle channel,
TRANSMIT The transceiver is transmitting data,
SETUP RX The transceiver is setting up into the receive state,
SETUP TX The transceiver is setting up into the transmit state,
TURNAROUND TX-RX The transceiver is turning around into the receive state,
TURNAROUND RX-TX The transceiver is turning around into the transmit state.
Compared to the model presented in [37], transition states have been added to consider the
amount of time and energy spent in switching between stable states. It is important to consider
the setup transitions, because the energy spent in the setup phase may dominate the energy
consumption in very low traffic conditions. It is important to consider the turn-around phase,
because the turn-around delay in the receive to transmit direction affects the collision probability
in carrier sensing protocols. The idle state considered in [37] has been eliminated because
transceivers suitable for wireless sensor network applications have a low baseband complexity
and do not display a different power consumption when listening to the channel and when
receiving data. The term doze has been used in our model to designate the state called sleep
in [37]. No assumption is made in this model on what is actually running in the doze state. The
classical choice would be to have the radio electronics, including the radio quartz, turned off in
doze state. Another option would be to keep the radio quartz running while in the doze state,
allowing a very quick startup at the cost of a higher power consumption.
TSR and TST denote the setup time required to turn on the transceiver into respectively the
receive and transmit states, starting from the doze state. PSR and PST denotes the average
power consumed during the corresponding setup phases. TTR denotes the turn-around time
from transmit to receive and TRT denotes the turn-around time from receive to transmit. PTR
and PRT denotes the average power consumed during the corresponding turn-around phase.
To simplify analytical expressions, we define P̂X = PX − PZ as the increment in power con-
sumption caused by being in the state X, as compared to the doze state. With this definition,
it will be possible to compute the average power consumption as the sum of PZ and the propor-
tion of time spent in the other states multiplied by the incremental power consumption in those
states (P̂R, P̂T , P̂SR, P̂ST , P̂TR, P̂RT ).
3.3.1.2 Other parameters
To calculate the maximum transmission range that can be achieved, one must know the trans-
mission power and the receiver sensitivity. The transmission power PT is defined as the power
at the chip output. The sensitivity of a transceiver is the minimum power level PS at the chip
input, with which a signal can be demodulated at a given bit rate and bit error rate. Losses
in the antenna and between the antenna and the chip must be taken into account separately in
the link budget. These parameters will be used in chapter 5, when discussing communication in
a multi-hop environment.
When dealing with protocols using the received signal strength indicator (RSSI), one must
define the required integration time TI needed to obtain an accurate measurement of the RSSI.
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The shortest required duration to obtain a precise measurement is the duration of a symbol.
A larger integration time may be necessary depending on the transceiver capabilities and the
desired level of noise rejection.
We finally denote with R the bit rate of the transceiver.
3.3.2 WiseNET SoC model
CSEM has developed a system-on-chip targeted for wireless sensor network (WiseNET) applica-
tions [85, 32]. TheWiseNET SoC includes a sensor interface, the CoolRISC 8 bits microcontroller
and an FSK radio transceiver. It has been designed to operate from 1.6 to 1 V, allowing the use
of a single alkaline battery as the energy source.
In receive mode the WiseNET SoC consumes PR = 2.1 mW (868 MHz channel, 1 V power
supply) and provides a sensitivity of PS = −108 dBm (25 kb/s, 10−3 BER) [85]. The current
consumption in transmit mode and the effective transmitted power depends on the supply volt-
age. For the 868 MHz channel, the current consumption varies between 30 and 40 mA and the
transmitted power varies between 6 and 11 dBm when varying the supply voltage between 1
and 1.5 V. Assuming that the voltage provided by the alkaline battery decreases linearly, we will
consider the average values of PT = 8.5 dBm for the transmitted power and PT = 35 mW for
the consumed power. PT = 35 mW results from multiplying the average current with 1 V, as the
battery model assumes the loss of the energy provided by a supply voltage above the minimum,
although it is not lost when transmitting. With a battery model that does not assume this loss,
the average power consumption when transmitting would be 44 mW.
The CoolRISC microcontroller executes one instruction per cycle. At the maximum operation
frequency of 6.4 MHz, it can provide 6.4 MIPS. When active, the microcontroller consumes
60 µW per MIPS. A dedicated radio interface hardware (similar to the BitJockey in [124])
provides a byte interface between the radio and the microcontroller, relieving the microcontroller
from computing intensive operations such as bit and frame synchronization. The core is woken
up only for writing or reading the next byte. The power consumption of the controller will hence
be neglected.
The power consumption in doze state is in the order of PZ = 5 µW at 1 V. This includes the
circuit leakage current as well as the current consumed by a 32 kHz oscillator. An optimized
setup procedure to switch from the doze state to the receive or transmit states consists in turning
on later the blocks that turn on more rapidly. Fig. 3.4 illustrates the setup procedure into receive
state, and shows the current consumption during the different phases. The first phase consists
in turning on the high frequency quartz oscillator (XTAL). It needs at maximum 1.5 ms to
settle. Most of times, it settles within 1 ms. The current consumption of the WiseNET SoC
amounts to 300 µA and 60 µA respectively during and after the settling phase. At time 1.5 ms,
the voltage controlled oscillator (VCO) and the receiver baseband (RX BB) are turned on. The
current consumption climbs to 1.4 mA. After 100 µs, the radio frequency receive block (RX RF)
is turned on. The current consumption reaches 2.1 mA, the nominal value in receive state. An
additional waiting time of 100 µs is required to be able to receive data or start a measurement of
the Received Signal Strength (RSSI). The total time needed to setup into receive state amounts
hence to TSR = 1.7 ms. The setup energy integrates to 0.7 µJ, which gives an average power
consumption of PSR = 0.4 mW during TSR. The setup procedure into transmit state is similar.
We have PST = 0.4 mW and TST = 1.7 ms. The turn-around time between receive state and
transmit state amounts to TRT = 100 µs. Assuming that the receiver baseband is kept running




















Figure 3.4: Current consumption of the WiseNET SoC during setup phase into receive state.
Table 3.1: Parameters used for the WiseNET SoC model.
PZ = 5 µW PSR = PS = 0.4 mW TSR = TS = 1.7 ms PT = 8.5 dBm
PR = 2.1 mW PST = PS = 0.4 mW TST = TS = 1.7 ms PS = −108 dBm (BER=10−3)
PT = 35 mW PTR = PR = 2.1 mW TTR = TT = 0.1 ms R = 25 kbps
U = 1.0 V PRT = PR = 2.1 mW TRT = TT = 0.1 ms TI = 100 µs
during transmit, the same value can be used for the transmit to receive turn-around time TTR.
During the turn-around phases, the power consumption is assumed to be equal to the power
consumption is receive state (PRT = PTR = PR). It is assumed to operate the transceiver at
R = 25 kbps, giving a bit duration of 40 µs. To reach a reasonable accuracy when measuring the
received signal strength, the integration time should be TI = 100 µs. As radio and controller are
integrated into a single chip, the time to read the RSSI value can be neglected. The parameters
used for the WiseNET SoC model are summarized in table 3.1.
As the setup time and power consumption into receive and transmit states is identical for the
WiseNET SoC, we will simplify the notation and use TS and PS instead of TSR, TST and PSR,
PST respectively. As the turn-around time is equal in both directions, we will use the notation
TT instead of TTR and TRT .
3.4 Conclusion
In this chapter, an alkaline battery model has been defined, assuming a constant self-discharge
equivalent to loosing 10% of the initial capacity in one year. This model can be considered
as quite conservative. Recent performance figures indicate that a lower self-discharge can be
achieved with newer alkaline batteries.
A model of the WiseNET SoC radio transceiver has been defined. This model includes the
time and energy spent during the transitions between stable states. The energy consumption of
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an optimized power-on procedure has been considered.
Both models will be used for the evaluation of MAC protocols in the following chapters.

Chapter 4
Spatial TDMA and Non-Persistent
CSMA with Preamble Sampling
4.1 Introduction
MAC protocols designed for wireless sensor networks can be classified into scheduled and un-
scheduled protocols (see chapter 2). This chapter analyzes the performance of a scheduled pro-
tocol (Spatial TDMA) and of an unscheduled protocol (NP-CSMA-PS). The analysis of their
respective strengths and weaknesses will show how they could complement each other and, when
combined, provide an energy efficient solution.
As was seen in chapter 2, many scheduled protocols proposed for wireless sensor networks use
the time division multiple access (TDMA) protocol and allocate communication time slots to
either links, nodes or group of nodes. In a multi-hop network, the same slot can be reused at
a two sufficiently distant locations. In such a case, one speaks of spatial TDMA [78]. We will
consider, as in [106], a spatial TDMA network where time slots are allocated to individual links.
Such a network is illustrated in Fig. 4.1. As an example of spatial reuse, the pairs of nodes on
the upper left corner and on the lower right corner share the same time slot.
Section 4.2 analyzes the power consumption of sensor nodes in an established S-TDMA net-
work. The initial synchronization of the network nodes and the allocation of time slots to the
individual links requires the exchange of signaling messages. This signalling protocol requires
some transport mechanism that does not rely on the synchronization of the network nodes. Such
a transport mechanism is the NP-CSMA-PS protocol, which is a combination of non-persistent
carrier sensing multiple access (NP-CSMA) with the preamble sampling technique (PS). This




Let consider that the task assigned to the sensor network is to periodically acquire sensor
measurements and forward them to a sink. The amount of traffic flowing through the nodes in
the network depends on the number of active sources in their subtrees. In most cases, one can
expect the average traffic to increase when approaching the sink. The concept of data fusion



























Figure 4.2: TDMA communication with earlier listening for clock drift compensation.
[16] permits to mitigate this effect and provide a similar traffic throughout the network. Even
when using data fusion, network topology will have an impact on the traffic of individual nodes.
Indeed, nodes having several children will receive more packets than they send. Such aspects
are linked to the design of the application and of the routing layer. They will not be addressed
as we are interested in the MAC layer. We will focus on the analysis of the basic forwarding
problem. A node receives and sends exactly one packet within a period of L second.
4.2.2 Required synchronization interval
Let us assume that a destination node synchronizes itself with a source node whenever it receives
a message. Assume that a message was exchanged at time zero, and that a message needs to be
transmitted at time T (see Fig. 4.2).
Because the clocks at the source and the destination may drift away due to quartz impreci-
sion, the destination must start listening earlier than the agreed time. The quartz imprecision,
denoted with θ, is given as a tolerance in ppm (parts per million). Typical tolerance values for
low cost crystals remain below 100 ppm. For example, the frequency tolerance of the Saronix
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NTF3238 is specified to be within ± 20 ppm [96]. The worst case duration of the required
synchronization period TSync can be computed using the model shown in Fig. 4.3. Because the
clock of the source node can be imprecise, the effective time at which the transmission will start
can vary between an early bound TS1 and a late bound TS2. These bounds can be computed in
the following way: In order to wake up at the target time T , the source’s micro-controller counts
n = T/TQuartz = TfQuartz cycles, where fQuartz is the theoretical clock frequency of the source
and TQuartz the theoretical clock period. Because its real clock frequency can vary between




Similarly, we get TS2 = T(1−θ) .
In order to detect the start of a message, the destination must listen between TS1 and TS2 +
TProp. The propagation time is included in the upper bound to consider nodes that are as far
from one another as the transceiver range permits. For the lower bound, the worst case situation
is found with the source and the destination located close to each other. The propagation time
would be zero in that case. Because the clock of the destination is imprecise, one must program
guard times in order to be certain to meet the deadlines. To be certain to wake-up not later
than TS1, the destination must target a wake-up at time TD. The clock drift at the sender and
receiver are assumed to be independent. This assumption is pessimistic, as the quartz inaccuracy
is related to the device temperature and aging, two parameters that are likely to be correlated
between the nodes in a network. The four extreme cases are illustrated at the bottom of Fig.
4.3. The worse case is found when the destination is waking up early and the source is sending
late.
The duration of the interval [TS1;T ] is T − TS1 = T − T1+θ = θT1+θ = θT (1 − θ + θ2 − ...) ≈
θT for θ ¿ 1. Similarly, the duration of the intervals [TD1;TD], [TD;TD2] and [T ;TS2] is
approximately equal to θT . The required synchronization period in the worst case is hence of
duration 4θT+TProp. For a radio system with a maximum range of 100 meters, we have TProp =
100/3 · 108 = 0.33 µs at maximum. The propagation time will be negligible if 4θT À TProp,
i.e. if the interval between communications T is much larger than TProp4θ . With a very accurate
quartz with θ = 10 ppm, we have TProp4θ =
3.3E−7
40E−6 = 8.25 ms. In sensor network applications,
the minimum period between message transmissions can be expected to be much larger than
8.25 ms. The propagation time can hence safely be neglected. In the worse case, the duration
of the synchronization period is hence simply
TSync = 4θT (4.1)
Assuming that the imprecision of both quartzes is uniformly distributed over [−θ; +θ] and
taking the average over all nodes, one would obtain an average duration for the synchronization
period of 2θT . However, because a communication takes place between two given nodes, it is
safer to consider the worst case duration TSync = 4θT and not its average value. Note finally that
a source may learn the relative drift rate between its own clock and the clock of its destination.
The synchronization accuracy can thereby be improved.
4.2.3 Power consumption
Assuming the forwarding of one packet of duration TD every L seconds, the power consumption
of TDMA can be expressed as





TProp+TProp+1) Destination early, source late
2) Destination late, source late
3) Destination late, source early
4) Destination early, source early
TS1 T
TS1 TS2
T T T T
TD1 TD TD2
Figure 4.3: Required synchronization period due to source and destination clock drifts. T is
the target transmission time. TS1 and TS2 are the early and late limits for the start of the
transmission by the source. TD is the target time for listening at the destination. TD1 and TD2
are the early and late limits for the effective start of the listening phase by the destination.
PTDMA = PZ+
P̂STS + P̂R(TSync + TD + TT ) + P̂TTC
L
+
P̂STS + P̂TTD + P̂R(TT + TC)
L
(4.2)
In this expression, PZ is the power consumption in doze state. P̂S , P̂R, P̂T represent respec-
tively the power consumption increment compared to the doze state caused by being in the doze
to receive transition state, in the receive state and in the transmit state (see the transceiver
model in section 3.3). The second and third terms in expression (4.2) represent the average
power increment needed respectively to receive a packet and re-transmit a packet. In the second
term, P̂STS is the energy to setup the transceiver into receive state. P̂R(TSync + TD + TT ) is
the energy required to listen to the channel until the message starts, to receive the message,
and to turn-around from receive to transmit. P̂TTC is finally the energy required to transmit
an acknowledgement message of duration TC (where the letter C means control). The third
term is derived similarly. We have the energy to setup into transmit state P̂STS , the energy to
transmit the data message P̂TTD and the energy to turn-around into receive state and to receive
the acknowledgement P̂R(TT + TC).
Using TSync = 4θL (expression (4.1)), we have
PTDMA = PZ +
2P̂STS + P̂R(TD + TC + 2TT ) + P̂T (TD + TC)
L
+ 4θP̂R (4.3)
2P̂STS + P̂R(TD + TC + 2TT ) + P̂T (TD + TC) represents the minimum energy consumption re-
quired to forward a packet. The overhead required to keep the synchronization is 4θP̂R. Very
interestingly, this overhead is not dependent on the volume of traffic. The power consumption
of TDMA, using the radio parameters of the WiseNET transceiver, is shown in the upper part
of Fig. 4.4 as a function of the forwarding interval. The lower part shows the translation of
the consumed power into a lifetime, using a single AA alkaline battery modelled as presented
in section 3.2. For the quartz, a tolerance of θ = 30 ppm has been considered. With a power
consumption of 100 µW (the upper bound of our power budget), the TDMA protocol is able
to forward packets at a rate of up to 1 packet every 6 seconds. It is interesting to note that
























Figure 4.4: Power consumption and lifetime with the TDMA protocol, when forwarding 60 bytes
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Figure 4.5: Preamble Sampling.
the cost of keeping the synchronization is only of 4θP̂R = 0.25 µW. This cost is only relatively
significant when the traffic is very low. Compared to the leakage current of an alkaline battery,
it is negligible.
4.3 Non-persistent CSMA with preamble sampling
4.3.1 Preamble sampling
The preamble sampling technique, illustrated in Fig. 4.5, consists in periodically sampling the
medium to check for activity. In this context, sampling means measuring the received signal
strength. The sampling period is denoted with TW , where the letter W refers to wake-up. The
time during which the received signal strength is measured is denoted with TI . If a node finds the
medium busy, it continues to listen until it receives a data packet or until the medium becomes
idle again. At the transmitter, a wake-up preamble of size equal to the sampling period TW
is transmitted ahead of every data packet to ensure that the receiver will be awake when data
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transmission begins.
The preamble sampling technique is used for example in the POCSAG paging system (see
section 2.3.3.1). The WiseNET SoC has been designed to permit an efficient implementation of
preamble sampling [61].
Using the transceiver model presented in section 3.3, one can compute the energy increment
required to sample the medium as the energy to power-on the transceiver P̂STS and the energy
to sense the channel P̂RTI . In the absence of traffic, the power consumed by the sampling
activity is given by




With a transceiver optimized for fast RSSI measurements, such as the WiseNET transceiver,
the time needed to sense the channel TI is only of a few radio symbols. The strength of the
preamble sampling technique lies in the fact that TI is short. As was seen in chapter 2, other
wake-up mechanisms using a conventional transceiver (i.e. without external wake-up hardware
[89]) are based on periodically listening to the channel for the duration of a few bytes (e.g. in
EMAC, LMAC, S-MAC, T-MAC, D-MAC, IEEE 802.15.4, STEM). Some schemes require in
addition the periodic transmission of a few bytes (e.g. IEEE 802.15.4, Piconet).
Because preamble sampling requires only a measurement during a few symbols, this wake-
up scheme provides, in the absence of traffic and using a conventional transceiver, the lowest
possible power consumption. However, this low idle listening power consumption is paid for by
the wake-up overhead when traffic is present. The wake-up preamble causes a power consumption
overhead at the source, at the destination, and not to forget, at all overhearing nodes.
4.3.2 Carrier sensing protocols
Carrier sensing protocols attempt to avoid collisions through the observation of the medium
before to transmit. On wired networks, it is in addition possible to listen while transmitting and
thereby detect collisions (see Ethernet [73] and IEEE 802.3 [81]). With a wireless transceiver,
because of the large power difference between the transmitted signal and the potentially received
interfering signal, collisions are difficult to detect. In practice, carrier sensing is only a collision
avoidance scheme in wireless systems. Collisions (and transmission errors caused by noise) are
detected using an acknowledgement scheme.
Sensing the channel is a way to reduce the probability of collisions, but not to avoid them.
Collisions remain possible because of the hidden node effect and the remaining vulnerability
period.
The hidden node effect refers to the fact that a node A wanting to send data to a node B
might be unable to sense the transmission from a node C, while node B will be disturbed by
node C. Carrier sensing is performed at the transmitter location, while interferences matter at
the receiver’s location. The hidden node effect will be discussed when considering multi-hop
networks in chapter 5. Here, to simplify analytical computations, we will consider that every
node is in range of all other nodes.
The second potential source of collisions with carrier sensing protocols stems from the fact
that signals take time to propagate, that a transceiver needs time to switch from the receive to
transmit states and that it needs time to measure the signal strength on the channel. Let us










Figure 4.6: Residual vulnerability period with CSMA.
consider the time diagram shown in Fig. 4.6. Let TProp be the propagation time. As earlier
defined in section 3.3, TT is the time to turn-around the transceiver between receive and transmit
state and TI is the time needed to sense the channel.
If a node B senses the medium idle at time t, it will switch the transceiver from receive
mode into transmit mode and then start the transmission. If a node A has done the same up to
TT+TProp+TI before, its transmission will not have been sensed by B. Similarly, a node C might
sense the channel idle and decide to transmit its message up to TT +TProp+TI later. The total
duration of the vulnerability period is hence 2(TT+TProp+TI). In [58], only the propagation time
was taken into account. Turn-around and sensing were assumed to be instantaneous. Sensor
networks are short range systems. For a transmission range of 100 meters, the propagation time
amounts to TProp = 100/3 · 108 = 0.3 µs. This value is clearly negligible as compared to the
turn-around and the sensing time of the WiseNET SoC which are both equal to 100 µs (see
section 3.3). Let us define the slot1 time as
TSLOT = TT + TI (4.5)
The length of the vulnerable period around the sensing time is hence of 2TSLOT . A message
will not suffer from a collision if there is no message transmission attempt from neighbors in a
period of length 2TSLOT centered at the sensing time.
There exist a number of variants of the CSMA protocol. They differ in the actions they take
when finding the medium busy during a transmission attempt. Basic variants, introduced in
[58], are non-persistent, 1-persistent and p-persistent CSMA.
With non-persistent CSMA, a node having a packet to send and finding the medium busy,
re-schedules the transmission to a later time according to a randomly distributed backoff delay
B. We will denote with B¯ the average backoff delay. A typical choice is to choose for B a
uniform distribution between 0 and 2B¯.
If the nodes of a network can be synchronized, one can use a slotted version of non-persistent
1The concept of slot will be used when discussing slotted CSMA.
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CSMA. The time axis is slotted. Slots2 have a duration TSLOT . Transmission may only start
at the beginning of a slot. At the beginning of a slot, a node is ensured to sense transmissions
that have started at the beginning of the previous slot. With slotted carrier sensing protocols,
the vulnerability period is halved.
It was observed that with non-persistent CSMA, the channel is often idle while nodes have
packets ready to be sent. An attempt to correct this situation and reach a higher channel
utilization was made with the proposal of p-persistent CSMA. Let us start with the description
of 1-persistent CSMA, which is a special case of p-persistent CSMA. With 1-persistent CSMA,
nodes having a packet to send and finding the medium busy wait for the end of the current
transmission and start sending as soon as the medium becomes idle. In this sense, they persist
in their transmission attempt. Of course, if two nodes have a packet to send and wait for the
medium to become idle, they will enter in collision with probability 1. If a collision is observed
(through a missing acknowledgement), the transmission is re-scheduled after a random waiting
time B, as in the non-persistent CSMA case. The idea with p-persistent CSMA is to randomize
the transmission attempts at the beginning of the idle period to avoid the probable collisions
present with 1-persistent CSMA. P-persistent CSMA is a slotted CSMA protocol. Time slots
have a duration TSLOT . The first slot starts when the medium becomes idle. At the beginning
of each slot, every node randomly decides either to attempt a transmission (with probability p)
or to wait (with probability 1−p). Once a node has decided to attempt a transmission, it senses
the medium. If the medium is found idle, the packet is transmitted. If the medium is found
busy, the transmission is re-scheduled after a random waiting time of average value B.
Since these CSMA variants were introduced in 1975, much research has been devoted to better
schedule the transmission attempts and choose the backoff delay distribution. In order to better
distribute the transmission attempts, Molle and Kleinrock have proposed virtual time CSMA,
where the transmission time of a packet depends on their arrival time [76]. In the IEEE 802.11
standard, it was chosen to decrement a backoff counter after every idle slot and to freeze the
counter during busy periods. This scheme permits to distribute randomly the transmission
attempts in idle periods and to provide fairness. Indeed, as the backoff counter is not reset when
the medium becomes busy, nodes waiting for a longer time will have more chances to transmit
than the ones having recently chosen their random waiting delay. In addition, IEEE 802.11
requires nodes to double the backoff window after every collision. This scheme, called binary
exponential backoff, is a mean to regulate throughput and avoid congestion.
From the large number of CSMA protocol variants, we have chosen to consider non-persistent
CSMA. The reason of this choice are that the different persistent protocols require a node
having a packet to send to monitor the channel, and monitoring the channel consumes energy.
A node must monitor the channel to detect the end of a busy period, and then to assess that
the channel remains idle during a certain time. It can be seen in [58] that optimum p-persistent
CSMA provides a lower transmission delay than non-persistent CSMA. However, this difference
is small and reached only for the highest traffic loads. In the context of sensor networks, the
gain in delay is hence not worth the increase in power consumption.
4.3.3 Non-persistent CSMA with preamble sampling
The combination of non-persistent CSMA and preamble sampling is illustrated in Fig. 4.7. All
nodes in a network sample the medium with the same constant period TW , but their relative
2Also called a mini-slot to emphasize the difference with TDMA slots.
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Figure 4.8: System model for NP-CSMA analysis.
sampling schedule offsets are independent. A node having a packet to send will precede it with
a preamble of length TW . Before transmitting, a node senses the medium. If the medium is
busy, the radio is turned off and the transmission attempt is deferred after a randomly chosen
waiting delay of average value B.
If, during a transmission attempt, a node finds the medium busy, one could be tempted to
keep the radio in receive mode to attempt to receive a message. In order to save energy, it is
better to turn the transceiver off, and wait for the next scheduled periodic wake-up time, which
will be soon enough to catch any transmission.
The performance analysis of NP-CSMA-PS is based on the renewal theory described by Klein-
rock and Tobagi in [58]. Their method has been adapted for the analysis of the preamble sam-
pling technique and extended to derive power consumption information. We assume a network
of N nodes, where every node is in range of every other node. Poisson traffic with rate λ is
generated by every node and addressed to any other node. The sum of the initial transmission
attempts and the re-transmission attempts is assumed to be distributed according to a Poisson
process of rate g. It is important to note that g is the attempt rate and not the rate with which
packets are transmitted. The global attempt rate considering all nodes is Ng. The amount
of traffic transmitted with success is measured with the throughput S ∈ [0; 1]. As long as the
system remains stable, we have S = Nλ/TD. The system model is illustrated in Fig. 4.8.
4.3.3.1 Throughput
The average throughput can be computed considering the average duration of idle and busy
periods. An idle period starts at the end of the transmission of a packet and ends at the start
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of the next transmission. The duration of the idle period is a random variable I = TSLOT +X,
where X is the random time between the end of the last transmission and the next arrival. Its
cumulative distribution is P(X ≤ x) = 1−P(X > x) = 1− e−Ngx, giving a mean of E[X] = 1Ng .





A busy period starts when the transmission starts and ends when the last interfering packet
ends. Its duration is a random variable Z = Y + TW + TD , where Y is the random time
between the start of the first packet and the start of the last interfering packet. To augment
the readability of mathematical expressions, the transmission of acknowledgement is neglected.
The cumulative probability distribution of Y is P(Y ≤ y) = P(no arrival during TSLOT −
y) = 1 − e−(N−1)g(TSLOT−y) and its probability density function fY (y) = ddyP(Y ≤ y) =
e−(N−1)gTSLOT δ(y) + (N − 1)ge−(N−1)g(TSLOT−y). The mean of Y can be computed as E[Y ] =
TSLOT − 1−e−(N−1)gTSLOT(N−1)g . The mean busy period duration becomes
E[Z] = TW + TD + TSLOT − 1− e
−(N−1)gTSLOT
(N − 1)g (4.7)
The overall throughput of the protocol can be defined as the fraction of the time when the
channel carry a data message without collision. If a busy period is successful, it will carry useful
information during TD seconds. A busy period will be successful if the first packet transmitted
is the only one, i.e. if no other transmission attempts happen within TSLOT . The probability
for a busy period to be useful is hence e−(N−1)gTSLOT . The size of the vulnerability period is
half of the one considered in Fig. 4.6, because we are interested in the probability of success
of any packet, which happens to be the first one, and not of a specific packet. A busy period
will be useful during TD seconds if there is no collision, and during zero seconds in case of a














A transmission will be successful if none of the N − 1 neighbors attempt a transmission within
the vulnerability period of duration 2TSLOT (see Fig. 4.6). The probability of successfully
transmitting a packet is hence given by
pS = e
−2(N−1)gTSLOT (4.9)
A transmission will be attempted immediately at the packet arrival time. If the medium was
sensed busy, the node will wait for an average of B seconds before to retry. Let b denote the












Figure 4.9: Initial waiting delay and waiting delay for retransmissions with NP-CSMA.
busyness of the medium. The medium will be found idle at the first attempt with probability
1 − b. It will be found idle after kB seconds with probability bk(1 − b). The average waiting
time until the medium is found busy for new packets is hence
∑∞
k=0 b
k(1− b)kB = bB/(1− b) =
B/(1− b)−B (see Fig. 4.9). Once the medium is found idle, the message is transmitted. If the
transmission is successful, the additional transmission delay will be TW +TD. If the transmission
was a failure (detected by a missing acknowledgement), the node first waits during the backoff
time and then re-attempts the transmission according to the same procedure. In this second
case, the waiting delay will be B/(1− b) in average.
The probability to transmit a message successfully at the jth transmission is (1 − pS)j−1pS .
Let us first assume that nodes backoff at the arrival of new packets. With this assumption, the
average duration of the first and the successive attempts would be B/(1 − b) + TW + TD. The
average delay until the message is transmitted will succeed becomes (B/(1− b)+TW +TD)/pS .
Subtracting the initial backoff delay, one obtains
D = (B/(1− b) + TW + TD)/pS −B (4.10)






TW + TD + TSLOT − 1−e−(N−1)gTSLOT(N−1)g
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The power consumption of a sensor node can be computed from the proportion of the time
spent in the transmit and receive states. The proportion of the time b1 when a given node is
transmitting is derived as follows: We know that a node is attempting transmissions with a
mean rate g. A transmission attempt will result in a transmission only if the medium is found
idle, i.e. with probability (1− b). Because the transmissions attempts follow a Poisson process
with rate g, the transmissions will follow a Poisson process with rate g(1 − b) . Following the
same method as for the derivation of expression 4.6, one can find that the mean duration of an
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idle period at the transmitter is given by
E[I1] =
1
(1− b)g + TSLOT (4.12)
The mean duration of a busy period at the transmitter being simply the length of a message







(1−b)g + TSLOT + TW + TD
(4.13)
A sensor node periodically samples the medium. If the medium is found busy, it will listen
until a message is received. The medium will be busy with transmission from others with a
probability (b− b1). If the medium was found busy, a node will listen to the transmission until
the data part is received. In average, the listening duration will be approximately equal to
TW /2 (here we assume that TW À TD). As a node samples the medium every TW seconds,
the proportion of the time spent listening is hence given by (b− b1)/2. Using the elements
introduced, one can express the mean consumed power as







4.3.4 Regular and genie aided NP-CSMA
We will compare the performances of NP-CSMA-PS with those of the regular and genie aided
NP-CSMA protocols. The performance parameters of the regular NP-CSMA protocol can be
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With regular CSMA, a node is either in transmit or in receive state. The mean power con-
sumption is hence
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PC = PZ + bC1 P̂T + (1− bC1 )P̂R (4.19)
The preamble sampling technique is a mean to mitigate idle listening. In order to measure the
performance of preamble sampling against an absolute benchmark, we introduce the concept of
genie aided non-persistent CSMA. In this protocol, as genie tells to each node when the channel
is busy. The genie informs the nodes TS seconds in advance such that they have enough time to
power on their radio. A node hence doesn’t spend any time listening to an idle channel. This
concept helps measuring what could be hopefully approached by feasible methods attempting
to replace the genie. Note that this protocol, although helped by a genie, is not yet ideal. It
removes the idle listening overhead, but not the overhearing overhead and the collisions.
The mean power consumed by a node using GA-NP-CSMA is the power consumed for recep-
tion when the channel is busy because of the transmissions from the neighbors, plus the power
consumed when transmitting itself. We have
PGC = PZ + bC1 P̂T + (b
C − bC1 )P̂R (4.20)
The other performance characteristics remain unchanged from NP-CSMA.
4.3.5 Performance evaluation
Fig. 4.10 shows the performance of NP-CSMA-PS as a function of the global attempt rate and
for three different values of the sampling period (50, 200 and 500 ms). The three first plots show
the throughput, the delay and the power consumption. The fourth plot shows the lifetime that
can be reached with one AA alkaline battery using the model presented in section 3.2.
It can be observed that the mean power consumption of the regular NP-CSMA protocol
cannot decrease below 2.1 mW, the power consumption in receive mode. NP-CSMA-PS can
reach a power consumption below 100 µW when the traffic is low. A comparison with GA-NP-
CSMA shows the power consumption overhead introduced by preamble sampling. In high traffic
conditions, the power consumption of GA-NP-CSMA becomes larger than the one of NP-CSMA-
PS. This a-priori astonishing behavior is caused by the fact that, when using NP-CSMA-PS,
a node goes back to sleep after having received a packet. It will wake-up only at the next
predefined sampling instant, even if the medium becomes busy earlier. With GA-NP-CSMA, a
node will wake up as soon as the medium because busy and hence consume more energy. This
portion of the curves is anyway of little interest as most packets are lost due to buffer overflow
with all three protocols.
The power consumption is best compared when looking at the resulting lifetime in the bottom
plot. It can be observed that different sizes for the wake-up preambles are optimum for different
amounts of transported traffic.
The throughput is shown in bits per second units, obtained by multiplying S with 25000,
the bit rate. This plot shows that the wake-up preambles cause an important reduction in
the maximum throughput. In the low traffic region, it can be observed that the throughput
grows linearly with the attempt rate. In this region, every transmission attempt result in a
transmission, and every transmission is successful.
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Figure 4.10: Performance of non-persistent CSMA with preamble sampling, as compared to
classical NP-CSMA and genie aided NP-CSMA.
In addition to the mathematical analysis, the NP-CSMA-PS protocol was implemented on the
GloMoSim platform [134]. This protocol was investigated through simulation first to validate the
introduced mathematical model. Second, having simulation results in line with the mathematical
model brought confidence in the simulation model, allowing the analysis through simulation of
variants of the protocol that cannot be modeled mathematically. In order to simulate low power






















Figure 4.11: Power consumption as a func-




















Figure 4.12: Approximation without consider-
ing collisions.
protocols, the model of the radio layer has been modified as explained in appendix B. The
simulated network consists of 10 nodes numbered 1 to 10 located in range of one another. Traffic
is generated following a Poisson process at each node and sent by node i to node i+3 modulo 10.
A set of simulations is run to measure the performance of the protocol for different values for
the injected traffic λ. The attempt rate g used in the mathematical model cannot be chosen
as an input for the simulation. In order to display the simulation results together with the
theoretical results, the effective attempt rate g was recorded during the simulation, and used
for the x-axis coordinates. The markers in Fig. 4.10 show the simulated performance results.
In low traffic conditions, every packet generation results in a single transmission attempt. The
attempt rate is then equal to the packet generation rate. When the system approach congestion,
the attempt rate increases compared to the packet generation rate. With the mathematical
model used, the attempt rate can increase without bound. This assumes that every packet
is transmitted independently. A node having several packets waiting for transmission would
manage a backoff timer for every packet separately. In the simulated model, as would be done
in an implementation, the transmission queue is served by a single backoff procedure. The
simulated model does hence not display the throughput collapse predicted by the theory.
A more practical representation of the protocol performance is obtained through a plot of the
power on the Y-axis and the interval between successful transmissions on the X-axis, as shown
in Fig. 4.11. The interval between successful transmissions from a given node ISuccess is equal
to 1/λ as long as the system is stable. To consider also the congested region, this interval can
be obtained from the throughput using ISuccess = NTD/S.
The average power consumption should remain below 100 µW in order to provide a lifetime
of multiple years. This imply that the average traffic must be kept low. With non-bursty traffic,
this would mean that the protocol is operated far away from the congestion region. In the low
traffic region (up to one packet every 10 seconds per node, up to one packet per second globally),
the power consumption of NP-CSMA-PS can be approximated with




P̂T (TW + TD)
L
+N
P̂R(TW /2 + TD)
L
(4.21)
























Figure 4.13: Percentage of the time spent by the transceiver its different states using NP-CSMA-
PS, as a function of the packet inter-arrival.
This expression includes first PZ the power consumption in doze state. The second term
covers the additional power consumption required to sample the medium every TW . P̂STS is the
energy to setup the transceiver into receive state, and P̂RTI is the energy to sense the channel.
The third term covers the energy to transmit a preamble of length TW and a message of length
TD every L seconds. The last term represent the receiving cost. The factor N expresses the fact
that not only the destination receives a packet, but also all overhearers. As an acknowledgement
is much smaller than a wake-up preamble, acknowledgements are neglected. This approximation
is compared to the simulation results in Fig. 4.12.
Fig. 4.13 shows the simulated proportion of time spent by the transceiver in its different
states using NP-CSMA-PS with TW = 200 ms, as a function of the packet inter-arrival. When
the traffic is very low, the dominating element is the time spend in setting up the transceiver
into receive mode to sense periodically the channel. With an increasing traffic, the time spend
in the receive state soon dominates. With an inter-arrival below 10 seconds, the system enters
the congested region. With an inter-arrival below 1 second, the proportion of the time spent in
the ’setting up rx’ state increases because the frequent transmission attempts require frequent
carrier sensing.
The large ratio between the time spent in receive and in transmit mode is caused by over-
hearing: when a node transmits during TW + TD seconds, N nodes listen during TW /2 + TD
seconds.
4.3.6 Mitigating overhearing
With a wake-up preamble containing only alternating bits, every node surrounding the trans-
mitter must listen during an average of TW /2 seconds before to receive the data packet. If the
transmission was a unicast packet, most nodes will have to drop the packet. Solutions to reduce
overhearing consist in transmitting information in the wake-up preamble that will allow a node
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to quickly know if it is the destination of the message. Such solutions include repeating an
address information, or repeating the whole data message. The address information could be
the full length MAC address of the node. If the address is judged too long, one could transmit
a 8-bits hash of the address as proposed in the Hiperlan 1 standard [34].
The information present in the wake-up preamble can also be of use to the intended desti-
nation of the transmission. If, together with the repeated address, a counter would indicate
the remaining length of the wake-up preamble, the destination could go back to sleep until the
data message is starting. If the whole message is repeated, a counter should indicate when the
acknowledgement will have to be sent.
Repeating an address presents the advantage of allowing the overhearers to go back to sleep
very quickly. Repeating the whole message presents the advantage of adding redundancy. If the
first copy of the message is not received correctly by the destination, it will have the possibility
to receive one of the following copies. Because of the forward error correction capability brought
by the repetition of the whole message in the wake-up preamble, we will consider this second
option. Using this optimization, the power consumption of NP-CSMA-PS below the congestion
region becomes










The only difference between expressions (4.21) and (4.22) is that TW is replaced with TD in
the last term. The impact of this optimization is important when the node density N is large
and when the ratio between PT and PR is small.
4.4 Comparing and combining S-TDMA and NP-CSMA-PS
Fig. 4.14 shows the power consumption of S-TDMA (expression 4.3) and of NP-CSMA-PS with
repetition of the data message in the wake-up preamble (expression 4.22) as a function of the
transmission interval L. The power consumption of NP-CSMA-PS is drawn for three values of
the wake-up period TW = 50, 200 and 500 ms. It can be observed that, for the transport of
periodic traffic, S-TDMA is much more energy efficient that NP-CSMA-PS. It must however be
kept in mind that this comparison is somehow unfair. We compare a protocol well suited for the
transport of periodic traffic and requiring network synchronization, with a protocol well suited
for sporadic traffic and not requiring synchronization. The strength of NP-CSMA-PS is in being
able to provide a low power consumption when transporting sporadic traffic.
The work presented in this chapter lead us initially in the direction of using spatial TDMA
for the transport of frequent data traffic and NP-CSMA-PS for the transport of the supporting
signalling traffic. A transceiver capable of providing at least two frequency channels is required3.
One channel is dedicated for the NP-CSMA-PS contention traffic and one channel is dedicated
for the TDMA protocol. If the traffic is small, a single radio should be sufficient to both
communicate on the TDMA channel and periodically sample the medium on the NP-CSMA-
PS channel. Using (4.3) and (4.22), the power consumption of the combined protocol can be
approximated with
3If more channels are available, a natural extension of Spatial TDMA would be Spatial Frequency and Time
Division Multiple Access.



















Figure 4.14: Comparison between the power consumption of TDMA and NP-CSMA-PS.










2P̂STS + P̂R(TD + TC + 2TT ) + P̂T (TD + TC)
LD
+ 4θP̂R (4.23)
where LS is the average interval between signalling transmissions on the NP-CSMA-PS chan-
nel, and LD is the period of data transmission on the TDMA channel. This approximation is
valid as long as LS is small enough to keep NP-CSMA-PS out of the congestion region.
Knowing the average data forwarding interval required by the application LD as well as the
average signalling interval LS required by network management, expression (4.23) can be used
to evaluate the lifetime of a node powered with single AA alkaline battery (see Fig. 4.15).
At the initial deployment of a sensor network, it can be expected that a rather extensive
signalling traffic will be needed to setup the Spatial-TDMA schedule. This signalling traffic
should be transmitted by the application at a rate that will remain below the congestion point.
The energy consumption of this initial signalling can be expected to be high, but if the sensor
network is operated over a long time, this initial cost will be amortized. Once the Spatial-TDMA
schedule initially defined, signalling will be needed to maintain the network, i.e. to repair broken
links or insert new nodes.
The design of the energy efficient signalling protocols and algorithms needed for the self-
configuration of Spatial-TDMA network is a subject of research by itself. Building on the work
presented in this chapter [27], Reason and Rabaey designed and implemented a protocol called
On-Demand Spatial TDMA which is using NP-CSMA-PS as a signalling transport mechanism
[90].























Figure 4.15: Lifetime using Spatial TDMA and NP-CSMA-PS as a function of the data and
signalling traffic.
Instead of pursuing this direction of using two protocols separately, we decided to explore an
enhancement of NP-CSMA-PS that was expected to approach the energy efficiency of TDMA
without introducing the complexity and cost of setting up a TDMA schedule. This protocol will
be the subject of chapter 5.

Chapter 5
WiseMAC for Multihop Wireless
Sensor Networks
5.1 Introduction
This chapter presents and analyzes a protocol that builds on NP-CSMA-PS to provide both a
low average power consumption in low traffic conditions and a high energy efficiency in high
traffic conditions. This enhanced protocol has been called WiseMAC (Wireless sensor MAC)
after the name of CSEM WiseNET project.
5.2 Protocol description
5.2.1 Overview
WiseMAC is a low power medium access control protocol designed for multi-hop wireless sensor
networks. As NP-CSMA-PS, presented in chapter 4, WiseMAC is a contention MAC protocol
operating on a single channel using non-persistent carrier sensing (NP-CSMA) for collision
avoidance. Idle listening is mitigated using the preamble sampling technique.
The drawback of NP-CSMA-PS is that the wake-up preamble represents a large overhead,
leading to a poor energy efficiency. With WiseMAC, acknowledgements carry local synchroniza-
tion information that is exploited to minimize the length of the wake-up preamble (see section
5.2.2). Systematic collisions that would have been introduced through the synchronization are
mitigated using a probabilistic medium reservation scheme (see section 5.2.3). Broadcast and
unsynchronized unicast traffic use a random backoff procedure prior to transmission for colli-
sion avoidance (see section 5.2.4). Overhearing is mitigated probabilistically when using a short
wake-up preamble and through the repetition of data frames within long wake-up preambles (see
section 5.2.5). Bursty traffic is transported energy efficiently thank to the ”more” bit, which
indicates when more packets are coming (see section 5.2.6). Interruption of data-ack dialogues
are avoided through the use of mandatory inter-frame spaces (see section 5.2.7). The receive
threshold is chosen well above the sensitivity to maximize useful wake-ups. The carrier sensing
threshold is chosen below the receive threshold to mitigate the hidden node effect (see section
5.2.8). The tradeoffs made when choosing the sampling period are finally discussed in section
5.2.9.






















Figure 5.1: Minimizing the wake-up preamble length.
5.2.2 Minimized wake-up preamble
Because the wireless medium is error prone, a link level acknowledgement scheme is required
to recover from packet losses. The WiseMAC acknowledgement packets are not only used to
carry the acknowledgement for a received data packet, but also to inform the other party of
the remaining time until one’s next sampling time. In this way, a node can keep a table of
sampling time offsets of all its usual destinations up-to-date. Since a node will have only a few
direct destinations, such a table is manageable even with very limited memory resources. Using
this information, a node transmits a packet just at the right time, with a wake-up preamble of
minimized size, as illustrated in Fig. 5.1. In this figure, the duration of the wake-up preamble is
denoted with TP . The wake-up preamble is composed of two parts: the clock drift compensation
preamble of duration TCDC and the medium reservation preamble of length TMR. We have
TP = TMR + TCDC . The minimum duration of TCDC is addressed in this section. The purpose
of the medium reservation preamble is addressed in the next section.
The duration of the wake-up preamble must cover the potential clock drift between clocks
at the source and at the destination. This drift is proportional to the time since the last re-
synchronization (i.e. the last time an acknowledgement was received). Let θ be the frequency
tolerance of the time-base quartz and L the interval between communications. As shown below,
the required duration of the wake-up preamble is given by
TCDC = min(4θL, TW ) (5.1)
Expression (5.1) is derived in a similar manner to (4.1): Assume that both source and desti-
nation are equipped with a clock based on a quartz with a tolerance of ±θ. Assume that the
source has received fresh timing information from some sensor node at time 0, and that it wants
to send a packet to this sensor node at the sampling time L (see Fig. 5.2). If the destination
sensor node quartz has a real frequency of f(1+θ) instead of f , its clock will have an advance of
θL at time L. It is hence needed to start the preamble transmission θL in advance. Because the
clock of the source might be late, the source must target a time 2θL in advance to L. Because
the clock of the source might be early, and the clock of the destination late, the duration of the
wake-up preamble must be 4θL. If L is very large, 4θL may be larger than the sampling period
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Figure 5.2: Clock drift compensation.









Figure 5.3: Packet format.
TW . In those cases, a preamble of length TW is used. We thus obtain TCDC = min(4θL, TW ).
The transmission of the CDC preamble must start at time L−TCDC/2, to center the wake-up
preamble on the expected scheduled sampling. If the medium is sensed busy at the scheduled
transmission time, the attempt is deferred using non-persistent CSMA.
Because the destination of the transmission might theoretically wake up at the very end of the
wake-up preamble, it is important not to rely on the wake-up preamble for bit synchronization.
The required bit synchronization preamble must be added after the clock drift compensation
preamble, as shown in Fig. 5.3.
The first communication between two nodes will always be done using a long wake-up preamble
(of length TW ). Once some timing information is acquired, a wake-up preamble of reduced size
can be used. The length of the wake-up preamble being proportional to the interval L between
communications, it will be small when the traffic is high. This important property, illustrated
in Fig. 5.4, makes the WiseMAC protocol adaptive to the traffic. The per-packet overhead
decreases with increasing traffic. In low traffic conditions, the per-packet overhead is high, but
the average power consumption caused by this overhead is low.
5.2.3 Medium reservation
The synchronization mechanism of WiseMAC can introduce a risk of systematic collision. In-
deed, in a sensor network, a tree network topology, with a number of sensors sending data
through a multi-hop network to a sink, occurs often. In this situation, many nodes are operat-
ing as relays along the path towards the sink. If a number of sensor nodes trie to send a data
packet to the same relay, at the same scheduled sampling time and with wake-up preambles of
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collision
Figure 5.5: Systematic collision between two nodes transmitting to the same destination at the
same sampling time (A) and medium reservation (B).
approximately identical sizes, there are high probabilities to obtain a collision.
Assuming that only two stations are attempting a transmission, and that their quartz devia-
tions are θ1 and θ2. A guaranteed collision will take place if both stations start their transmission
within TSLOT = 200 µs seconds (see section 4.3.2). Such condition is met when |θ1− θ2|L < TT .
In terms of quartz accuracy, the worst case in this context would be to have θ1 ≈ θ2. With
|θ1 − θ2| = 10 ppm, collisions will occur when L < 20 s.
To mitigate such collisions, a solution is to add a medium reservation preamble of randomized
length TMR in front of the wake-up preamble. The sensor node that has picked the longest
medium reservation preamble will start its transmission sooner, and thereby reserve the medium
(See Fig. 5.5).
Because the transmitting nodes are synchronized relatively to the target sampling time, it is
possible to use a slotted carrier sensing mechanism. The duration TMR is chosen as an integer
random number R multiplied by the slot time TSLOT . The classical choice for the random
distribution describing R is to use a uniform distribution in the interval [0;WR − 1]. Let us
assume that C nodes are contenting for the medium. Node number 1 has selected a random
number r. Nodes 2 . . . C haven chosen ri, i = 2 . . . C. Let rmax be the largest number chosen by
these C−1 other nodes. The node number 1 will capture the medium and transmit successfully
if r > rmax. It will enter in collision if r = rmax and defer its transmission if r < rmax.



















is the probability that all C − 1 other nodes have chosen a ri that is smaller





is the probability that one or more other nodes have chosen
a larger ri, causing node number 1 to defer its transmission. This expression is then averaged
over all possible values of r.
All other nodes will choose a ri smaller than r with probability rWR . In such case, node 1 will











The probability that node 1 enters in collision can be found using 1− PD1 − PS1 . It may also
be found directly considering that r is independent of rmin and that r is chosen uniformly in
[0;WR − 1]. Indeed, whatever the rmin resulting from the random selection by the other nodes,





Fig. 5.6 shows the probabilities for a node to capture the medium, defer its transmission or
enter in collision, for different number of contenders and as a function of the medium reservation
window size. Matlab simulations have been run to validate the presented analytical expressions.
The simulation results are shown with markers. For C = 2, the probability to succeed is equal
to the probability to defer the transmission. With increasing C, the probability to defer the
transmission increases at the expense of the probability to succeed. The probability that a given
nodes suffers from a collision is independent of the number of contenders.
The choice of the medium reservation window size WR is a trade-off between the power con-
sumption of retransmissions in case of collisions (decreasing with WR increasing) and the power
consumption of transmitting the medium reservation preamble when transmissions are successful
(decreasing with WR decreasing).
In order to be able to select a value for WR, the energy consumption of a contention resolu-
tion between C nodes has been computed through simulations, according to the pseudo code
presented in Fig. 5.7. The energy consumption in Fig. 5.7 is computed as follows: If the
transmission is a success (y = 1) then the energy increment includes, on the source side, the
transmission of the medium reservation preamble of size TMR = rmaxTSLOT , of the clock drift
compensation preamble TCDC = 4θL and of the data message. Finally, on the source side, one
must add the energy required to turn-around the transceiver in receive mode and the energy
required to receive the acknowledgement. On the receiver side, we have the energy required
to receive half the clock drift compensation preamble and the data, the energy required to
turn-around and to transmit the acknowledgement.
If the transmission is a failure, the energy at the transmitter is multiplied by the number
of nodes y involved in the collision. At the receiver side, the energy required to send the
acknowledgement is removed.
The resulting average energy consumption per node (E/C) is shown in the upper plot of Fig.
5.8 as a function of the medium reservation window. The lower plot shows the average number
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Figure 5.6: Probability for a node to capture the medium, defer its transmission or enter in
collision, for different number of contenders and as a function of the medium reservation window





n := n+ 1
ri := brand ∗WRc, i ∈ [1 : x]
rmax := max(ri), i ∈ [1 : x]
y := number of nodes having chosen rmax
if y = 1 then
x := x− 1
E := E + P̂T (TMR + TCDC + TD) + P̂R(TT + TC) + P̂R(TCDC/2 + TD + TT ) + P̂TTC
else
E := E + y ∗ (P̂T (TMR + TCDC + TD) + P̂R(TT + TC)) + P̂R(TCDC/2 + TD + TT )
end if
until x = 0
Figure 5.7: Computation of the energy consumption of a collision resolution.
of contentions per node (n/C). From the number of contentions per node, one can compute the
average duration of a contention resolution period, by multiplying it with the number of nodes
and the sampling period. The number of collisions per node is simply the number of contentions
minus 1. The medium reservation window should be chosen such as to minimize the energy
consumption of a collision resolution procedure. The circle markers on the energy consumption
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Figure 5.8: Energy consumption per node (upper plot) and number of required contentions per
node (lower plot) with a contention resolution between C nodes.
curves show their respective minimum. With C = 2, the minimum is reached for WR = 20.
With a larger C, the minimum is reached for larger values of WR, but the difference in energy
consumption is very small. Based on Fig. 5.8, we will consider the use of a medium reservation
window of lengthWR = 6. This value is chosen as small as possible to minimize the overhead on
traffic that do not need such a contention resolution. With a uniform distribution, the average





With WR = 6 and TSLOT = 200 µs, we have TMR = WR−12 TSLOT = 0.5 ms, corresponding to
an overhead of less than two bytes at 25 kbps.
5.2.4 Random backoff
Collisions between synchronized transmissions towards the same node are mitigated using the
medium reservation preamble introduced in last section. Synchronized transmissions towards
different nodes are not likely to collide because of the independence among the node sampling
offsets. Transmissions using a wake-up preamble of full length TW are initiated in an unsynchro-
nized way. Such transmissions include broadcasts and transmissions towards a destination for
which synchronization information is not available or too old. For such transmissions, collision
avoidance will be provided by a random backoff procedure.
The IEEE 802.11 standard [79] specifies that a transmission may be initiated immediately
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at the arrival of a packet from the upper layer if the medium is found idle, without prior
random backoff. A slotted random backoff procedure is used when the medium is found busy.
The procedure consists in selecting a random backoff uniformly distributed in [0;WB − 1] and
decrementing the backoff counter by one for every slot that is sensed idle. The backoff procedure
is also invoked after a transmission, giving a equal chance to other nodes to seize the channel.
If the transmission was successful, the backoff window is reset to its minimum size WBmin. If
the transmission was not successful, the backoff window is doubled up to a maximum ofWBmax.
With the DSSS physical layer, we have WBmin = 32 and WBmax = 1024. The exponential
increase of the backoff window is a mean to mitigate congestion.
Packet arrivals can be expected to be uncorrelated among nodes in wireless computer networks.
This is not always the case in sensor networks. If sensor nodes are programmed to generate an
alarm message at the detection of a event, all nodes that have detected some event would attempt
a transmission at the same time. Another problematic situation is found with broadcast floods:
If sensor nodes are programmed to forward a received broadcast message, all neighbors of the
transmitter would attempt a transmission at the same time. For these reasons, it was chosen with
WiseMAC to invoke the random backoff procedure before every unsynchronized transmission.
With this policy, it is not necessary to invoke the backoff after transmissions.
Because nodes may be synchronized by an external event, it is useful to use a slotted random
backoff procedure. The waiting time will be chosen as a random integer number uniformly
distributed in interval [0;WB−1] multiplied by the slot time TSLOT . The backoff timer is frozen
when the preamble sampling activity finds the medium busy, and restarted after the listening
phase.
5.2.5 Overhearing mitigation
In PAMAS [103], S-MAC [132] and T-MAC [116], overhearing is mitigated by exploiting the
RTS-CTS packet exchange. A node overhearing a RTS or CTS packet turns its transceiver off
until the end of the announced transaction.
In WiseMAC, overhearing is naturally mitigated when the traffic is high, thanks to the com-
bined use of the preamble sampling scheme and the minimization of the wake-up preamble
length. As already mentioned, sensor nodes are not synchronized among themselves. Their rela-
tive sampling schedule offsets are independent. Let TD be the duration of a data packet. In high
traffic conditions, the length of the wake-up preamble TP becomes small. Let us assume that the
total length TP + TD of the wake-up preamble and the data packet is then much smaller than
the sampling period TW . As nodes have independent sampling offsets, such short transmissions
are likely to fall in between sampling instants of potential overhearers. This intuitive argument
is illustrated in Fig. 5.9. A mathematical analysis follows.
When the wake-up preamble is larger than the data message, a further overhearing mitigation
mechanism consists in repeating the data message in the wake-up preamble, as illustrated in
Fig. 5.10. When data messages are repeated in the wake-up preamble, overhearers can go to
sleep after receiving only one copy of the data message. This scheme can also be exploited by
the destination of the message to go back to sleep until the acknowledgement transmission time.
Let TO denote the average duration during which a node overhears a transmission, assuming
that the data message is repeated in long preambles. Let T ∗O denote the average overhearing
duration when the data message is not repeated. The interest in analyzing T ∗O is to measure the
impact of the probabilistic overhearing mitigation alone. The comparison with TO will give the


















Figure 5.10: Repetition of data message within wake-up preamble.
further gains brought by data repetition. T ∗O and TO are respectively given by





, TP ≤ TW − TD
TW




(TP + TD)2/2TW , TP ≤ TD
(T 2D + 3TDTP )/2TW , TD ≤ TP ≤ TW − TD
TD(TW + 2TP )/2TW , TW − TD ≤ TP ≤ TW
(5.7)
To derive expression (5.6), one must consider the following two cases:
A*) TP + TD ≤ TW : The length of the transmission is smaller than or equal to the sampling
period,
B*) TW ≤ TP + TD ≤ TW + TD: The length of the transmission is larger than the sampling
period. By design, it maximum length is TW + TD.
In case A*, assume that a node transmits a packet of duration TP +TD. An overhearer might
sample the medium during this transmission, in which case it will stay awake and listen to























Figure 5.11: Duration of the overhearing period with WiseMAC, when TP < TD (A), TD ≤
TP < TW − TD (B) and TW − TD ≤ TP ≤ TW (C).
channel until it becomes idle again. Let Y be the duration during which some node overhears a
transmission, where Y ∈ [0;TP +TD]. The sampling period being TW , the transmission will not






, this node will sample the medium during the transmission, i.e. P(Y > 0) = TP+TDTW . Y is
uniformly distributed over the interval (0;TP +TD], we have P(Y = y) = 1TW for Y > 0. Taking
the expectation of the random variable Y , we obtain the average time during which some node









In case B*, the overhearer will for sure hit the transmission. If the transmission has a length
TP + TD = TW , the overhearer will listen to it during an average of TW /2 seconds. If the
transmission is longer than that, it will in addition listen to the increment TP + TD − TW .
To derive expression (5.7), one must consider the three following cases (see Fig. 5.11):
A) TP < TD: The wake-up preamble is smaller than a data frame,
B) TD ≤ TP < TW − TD: The wake-up preamble is larger than a data frame. The preamble
is filled with copies of the data frame. The total length of the packet TP + TD is smaller
than the sampling period TW ,
C) TW − TD ≤ TP ≤ TW : The total length of the packet TP + TD is larger than the sampling
period TW . By design, TP must remain smaller than or equal to TW .
In case A, Y is computed identically as in case A*.
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Figure 5.12: Average power wasted by a node overhearing transmissions, as a function of the
interval between transmissions (TW = 50, 200, 500 ms, TD = 19.2 ms).
We need to separate case B into three events:
B1) The sensor node does not detect the transmission,
B2) The sensor node samples the medium during the transmission of the last data frame,
B3) The sensor node samples the medium during the wake-up preamble.
Clearly, P(B1) = (TW − TP − TD)/TW , P(B2) = TD/TW and P(B3) = TP /TW . In event B1,
the overhearing duration is zero. In event B2, the average overhearing duration is TD/2. In
event B3, the average overhearing duration is upper-bounded by 3TD/2. This value assumes
the reception of half a data frame on average, followed by the reception of one data frame.
After the reception of the first complete data frame, the sensor node goes back to sleep. This
is an upper bound for two reasons. First, an overhearer can stop listening to the data frame
as soon as the destination address field has been found in the header. Secondly, if the sensor
node samples the transmission during the initial padding bits, the average delay will be smaller
than TD/2 until the first data frame starts. The average duration of the overhearing is hence
Y B = P(B1) · 0 + P(B2)TD/2 + P(B3)3TD/2 = (T 2D + 3TDTP )/2TW .
In case C, the duration of the overhearing will always be larger than zero. Let assume that the
transmission is longer than TW . The transmission will be catched in its first TW − TD seconds
with probability (TW−TD)/TW and will be overheard during an average of 3TD/2 seconds. If the
transmission is catched in interval [TW −TD;TW ], the overhearer will listen during an average of
TD/2 plus the remaining of the transmission TP + TD − TW . The probability of the second case














= TD(TW+2TP )2TW . With
TP = TW , this converges to 3TD/2.
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Fig. 5.12 shows the average power wasted by a node due to the overhearing of transmissions
between two other nodes, as a function of the interval between these transmissions. The dashed
thick line shows T ∗O, the average power overhead caused by overhearing when data messages are
not repeated in the preamble. This overhead is maximized for L = TW /4θ. This maximum is
reached for L = 416, 1666, 4166 s for TW = 50, 200, 500 ms respectively. In these cases, it remains
below 0.2 µW. The average power overhead is small when L is large, because transmissions
causing such an overhead are rare (as L is large). A power overhead of 0.2 µW per node is
negligible with a network density corresponding to about 10 nodes within reach of a node.
With more neighbors, the overhearing overhead can become problematic. In such cases, the
repetition of messages within the wake-up preamble, as illustrated in Fig. 5.10, can be used
to further decrease the overhearing overhead. The overhearing overhead TO when considering
the repetition of data message in the preamble is shown with the solid thick lines in Fig. 5.12.
With a small sampling period, the gain over the non-repetition scheme is small. The repetition
scheme becomes powerful when the ratio TW /TD is large. With TW = 200 ms, the power
consumption overhead is about 4 times smaller for the worst case traffic L = 1666 s. To better
understand these curves, Fig. 5.12 also shows the overhearing overhead that would be caused
when transmitting the data part of the message alone (TP = 0, thin dashed lines) and when the
wake-up preamble length is not minimized (thin solid lines when data messages are not repeated
and thin dash-dot line when data messages are repeated in the preamble.).
5.2.6 ”More” bit
An important detail of the WiseMAC protocol, which is also found in the IEEE 802.11 power
save protocol, is the presence of a more bit in the header of data packets. When this bit is
set to 1, it indicates that more data packets destined to the same sensor node are waiting in
the buffer of the transmitting node. When a data packet is received with the more bit set, the
receiving sensor node continues to listen after having sent the acknowledgement. The sender
will transmit the following packet right after having received the acknowledgement, without
invoking the backoff procedure (see Fig. 5.13). This scheme permits to increase the throughput
that can flow through a given forwarder. The maximum throughput, in packets per seconds, is
given by the number of buffers available for data frames divided by the sampling period. As
long as congestion is not reached on the medium, the throughput is hence limited by the sensor
node memory size. Another benefit of the more bit scheme is to reduce the end-to-end delay,
especially in the event of traffic bursts.
The more bit scheme provides the same functionality as the fragmentation scheme used in
S-MAC [132]. An application just needs to segment a large message into smaller packets to
obtain the fragmentation behavior. However, the more bit scheme is more flexible. Packets that
do not belong to the same message but that need to be sent to the same destination will be
grouped when using the more bit, while they would be sent individually with the fragmentation
scheme.
5.2.7 Inter-frame spaces
Between the end of the data message and the start of the acknowledgement, there is an idle
period caused by the time needed to turn around the transceiver. The length of this period must
be specified to allow inter-operability between transceivers with different turn-around times.
















Figure 5.13: Transmission of packet bursts using the ”more” bit.
This delay is called SIFS (Short Inter-Frame Space) in the IEEE 802.11 standard. We will
use the same terminology. In the IEEE 802.11 standard, SIFS is computed as the sum of
the turn-around time, the baseband processing delay and the propagation delay. This precise
computation is required because the turn-around time is relatively small (≤ 5µs with the DSSS
physical layer). With the WiseNET SoC, the turn-around time TT = 100 µs is large compared
to the baseband processing delay and the propagation delay. For simplicity, we neglect those
and use the value
TSIFS = 100 µs. (5.8)
If another station attempts a transmission during the period between a data and an ac-
knowledgement packet, it will find the medium idle and initiate the transmission, causing a
collision with the acknowledgement message. This problem can easily be avoided by introduc-
ing a mandatory waiting time after the end of a busy period, before which any transmission
attempt is forbidden. This waiting period is called DIFS (Distributed Inter-Frame Space) in
IEEE 802.11. We will use for this interval the value
TDIFS = TSIFS + TSLOT = 300 µs. (5.9)
With WiseMAC, as we use non-persistent CSMA, a node does not monitor the medium to
find the end of a busy period. To ensure that a data-acknowledgement transaction is not
interrupted, a node attempting a transmission and finding the medium idle waits TDIFS and
senses the medium again. If the medium is then busy, the transmission attempt is deferred.
5.2.8 Receive and carrier sense thresholds
We have chosen to use a receive threshold that is well above the sensitivity for two reasons. The
first reason is that we want to avoid useless wake-ups caused by noise or by weak signals, and
wake up only when this is really worth. Here, the lower power consumption is traded against
a potential transmission range extension. The second reason is that we use an extended carrier
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sense range to mitigate the hidden node effect.
The classical approach to mitigate the hidden node effect is to use the request to send (RTS)
- clear to send (CTS) dialog before the transmission of the data packet [53, 79]. As the CTS
message can be heard by all potential interferers, they remain silent during the data transmission
phase. In sensor networks, as the size of data packets is not necessarily larger than signalling
messages, the applicability of this approach is questionable. In any case, with WiseMAC, RTS
and CTS messages should have a length of TW seconds to be received by everyone. The resulting
large overhead clearly forbids using RTS-CTS reservation messages.
An alternative approach to mitigate the hidden node effect consists in using a carrier sensing
range that is larger than the receiver range, such that potential interferers to the destination
will be englobed in the sensed area. Let PCS and PRMin be respectively the carrier sensing and
the receive thresholds.
The received power PR at the input of the radio receiver can be computed from the power at
the output of the radio transmitter PT using
PR = PT − LT − LP − LR (5.10)
where LT is the loss introduced by the antenna and the radio frequency components on the
transmit path, LR is the loss introduced by the antenna and the radio frequency components on
the receive path and LP the path loss. We assume an antenna loss of 2 dB. Such performance
is for example achieved with 1/4λ low cost and small size (2.8 x 1.3 cm) planar antennas from
Antenna Factor Inc. [48]. The total losses on the transmit path (caused by the antenna and a
spurious emission filter) is assumed to be LT = 5 dB. Losses on the receive path (caused by the
antenna, an antenna switch and an interference filter) is assumed to be of LR = 7 dB.
For the path loss LP , we consider the classical one-slope model [100, 67]:
LP (d) = L0 + 10α log d (5.11)
where L0 = 20 · log(4pi · 868 · 106/3 · 108) = 31 dB is the free space loss at 1 meter and α is








A signal is assumed to be received without error as long as the ratio between the wanted signal
and the sum of interfering signals is above a given SNR. Assuming that the transmitter of the
wanted signal is at the receive range dR, the distance at which a single interference should be
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Figure 5.14: Extended carrier sensing range for hidden node effect mitigation.
Assuming that the transmitter is located at distance dR from the receiver. The potential
interferers are located within a circle of radius dI around the receiver. To ensure that all
potential interferers can be sensed by the transmitter, the sensing range must be chosen such
that
dCS = dR + dI (5.15)
Using (5.12), (5.13), (5.14) and (5.15), the required receive threshold can be expressed as







Let us assume that the carrier sense threshold is set at the sensitivity of the WiseNET trans-
ceiver PS = −108 dBm (868 MHz band). With a required SNR of 10 dB and a decay index
of 3.5, the resulting receive threshold becomes PRMin = −92 dBm. With a transmit power of
PT = 8.5 dBm and antennas, losses of LA = 2 dB, the receive, interference and carrier sense
range would be of respectively 42, 81 and 124 meters (see Fig. 5.14). The receiving, interfering
and sensing ranges is shown in the upper plot of Fig. 5.15 for a varying decay index. The lower
plot shows the receive threshold.
Using an extended carrier sensing range increases the exposed node problem: all nodes in the
large sensing circle around the transmitting node will remain silent. However, the nodes that
are outside the interfering circle could transmit without causing an interference. Intuitively, the
exposed node problem seems to lead to a maximum throughput reduction, as nodes that could
transmit with success do not transmit. Such a potential maximum throughput reduction was
seen as acceptable in the context of sensor networks.
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Figure 5.15: Receiving, interfering and sensing range (upper plot) and receive threshold as a
function of the decay index (lower plot).
Using an extended carrier sensing range will of course not provide a total protection against the
hidden node effect in reality. The main weakness of the extended carrier sensing range scheme
is its inability to handle shadowing. If a receiver is in visibility from the transmitter and the
interferer, while the interferer is separated from the transmitter by for example a thick concrete
wall, the transmitter will be unable to detect signals emitted by the interferer. Secondly, because
of multi-path fading, path loss can display large variations over short distances. An additional
margin should be included to cover random deviations from the average path loss model. Third,
an error can be made on the estimation of the decay index: If the decay index is larger than
expected, the protection against hidden nodes will be weakened. Empirical propagation studies
have shown that a decay index between 2 and 4 can be expected in an indoor environment
[100, 18]. To be on the safe side, it is better to overestimate the decay index. Fig. 5.16 shows
the receiving, interfering and sensing ranges that result from estimating the decay index to be
3.5 while it is 3 (left) or 4 (right) in reality. When the decay index is smaller than expected, the
sensed region is larger than expected. All hidden nodes are nevertheless covered. If the decay
index is larger than expected, some hidden nodes may be located outside of the sensed region.
5.2.9 Sampling period
The choice of the sampling period TW is a trade-off between the hop delay, the maximum
throughput and the average power consumed by the sampling activity (expression (4.4)). TW
should be chosen large enough such that only a fraction of the power budget is consumed by
the sampling activity. The larger the value of TW , the smaller the power consumption of the
sampling activity, the larger the hop delay and the smaller the maximum throughput. However,
even if the hop delay and the throughput are of little importance to a given application, it is not
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Figure 5.16: Effect of a wrong estimation of the decay index. The estimated decay index used
to compute the receive threshold is equal to 3.5 in both cases. The effective decay index is equal
to 3 on the left plot, and to 4 and the right plot.




















Figure 5.17: Lifetime when sampling the medium with period TW (no traffic).
interesting, in terms of lifetime, and when using an alkaline battery, to have a power consumption
for the sampling activity that is negligible compared to the leaked power. Fig. 5.17 shows the
expected lifetime of a sensor node as a function of the sampling period TW . From this plot,
it can be seen that a good value for the sampling period when using the WiseNET transceiver
with an alkaline battery is TW = 100 ms, which results in a power consumption of the sampling
activity of (P̂STS + P̂RTI)/TW = 8.8 µW. Using a larger value for TW increases linearly the
delay and decreases linearly the maximum throughput without increasing the lifetime much.
5.3 Performance analysis
The performance of the WiseMAC protocol is analyzed through simulation and theoretical
calculations. Comparisons are made with S-MAC, T-MAC, CSMA/CA and an ideal protocol.
Models of S-MAC and T-MAC were not available on the used simulation platform. A CSMA
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Figure 5.18: Ideal Protocol.
protocol was available but without the RTS/CTS function. In addition to WiseMAC, the S-
MAC, T-MAC and CSMA have been modeled on the simulation platform. The S-MAC and
CSMA/CA protocols have been implemented as special cases of the T-MAC protocol.
We will consider two scenarios. The first scenario is a network with a regular lattice topology
with Poisson traffic flowing in parallel. The second scenario considers a typical sensor network
topology with randomly positioned sensors forwarding data towards a sink.
The interest of a lattice topology with traffic flowing in parallel is that it allows exploring
the behavior of a MAC protocol without inserting aspects linked to routing, load balancing and
traffic aggregation. We focus on idle listening, overhearing and collisions. The regularity of the
topology also allows deriving mathematical expressions to approximate the power consumption,
and thereby validate the simulation results. Simulations have been also run in a random network
topology to evaluate WiseMAC in a more realistic scenario.
The data packet format is the same with all protocols. It is composed of a payload of 46 bytes,
a MAC layer overhead of 7 bytes (frame type, source and destination address, sequence number)
and a physical layer overhead of 7 bytes (2 bytes bit sync, 2 bytes start frame delimiter, 1 byte
for the frame length and 2 bytes for the frame check sequence). The data packet totalizes 60
bytes and has a duration of TD = 19.2 ms at 25 kbit/s.
Acknowledgement packets have a size of 12 bytes (including physical layer overhead) and a
duration TC = 3.5 ms (where C refers to control).
5.3.1 Reference protocols
5.3.1.1 Ideal protocol
With the ideal protocol, illustrated in Fig. 5.18, a packet is transmitted over the air as soon as
received from the upper layer. The ideal protocol provides hence the lowest possible delay. The
destination of the packet ”magically” knows TS seconds in advance to the transmission start
time, that it has to turn on its receiver to receive a packet. Sensor nodes consume energy only to
send and receive useful data and acknowledgement packets. There is absolutely no idle listening
or overhearing overhead. Real protocols will always consume some energy to implement the
wake-up scheme. Their comparison with the ideal protocol will indicate their overhead.
Note that the ideal protocol defined here is better than the genie aided NP-CSMA protocol
presented in the previous chapter. With GA-NP-CSMA, the genie did only tell when the channel
was busy. With the ideal protocol, a node listens only to its own incoming traffic and hence also
avoids overhearing.
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5.3.1.2 S-MAC
The S-MAC protocol, already introduced in section 2.3.5, defines sleep intervals, in which all the
nodes of the network sleep, and active intervals, in which nodes synchronize and/or can demand
to their neighbors to remain awake and receive a transmission [132]. The sum of both intervals
is called a frame. The active interval is composed of a phase during which nodes listen for SYNC
packets and a phase during which nodes listen for RTS and CTS packets. For fair comparison
with WiseMAC, we consider only a phase during which nodes listen for RTS and CTS packets.
As SYNC packets are exchanged only sporadically, they may well be transmitted in competition
to RTS packets. As illustrated in Fig. 5.19, the listen interval should be long enough for the
longest possible backoff followed by an RTS-CTS packet exchange. In the simulation model,
the synchronization mechanism has not been implemented. Instead, the network is assumed
to be always perfectly synchronized. The model represents an idealized version of S-MAC.
The performance results are in this sense an upper bound of what can be obtained with a
real implementation of S-MAC that would have to exchange signalling packets to maintain the
synchronization.
With S-MAC, one must choose the size of the backoff window as small as possible to minimize
the average power consumption. The backoff should however be chosen large enough to avoid
collisions with high probability. As proposed in [133], we will useWB = 32. The longest possible
contention duration is then (WB − 1)TSLOT = 6.2 ms. After the backoff waiting time, clear
channel assessment is repeated two times at an interval of TDIFS = 0.3 ms. In the simulation
model, RTS and CTS packets have both a size of 12 bytes (including physical overhead) and a
duration of TRTS = TCTS = 3.5 ms at 25 kbps. The minimum duration of the listen interval
is hence chosen to be TL = (WB − 1)TSLOT + TDIFS + TRTS + TT + TCTS = 31 · 0.2 + 0.3 +
3.5 + 0.1 + 3.5 = 14 ms. If two nodes exchange successfully an RTS and CTS packet during the
listen interval, they remain active until the end of the data and acknowledgement transmissions.
Other nodes overhearing these RTS and CTS packets update their virtual carrier sense NAV
vector and go to sleep.
A listen time of 115 ms was used on the Mica motes implementation of S-MAC [133]. This is
8 times more that what we selected here. At 10% duty cycle, this results in a frame duration of
1.15 ms which results is quite large hop delays. The reason of this larger listen interval stems
from the additional period reserved for synchronization packets and from the lower bit effective
bit rate (10 kbps after Manchester decoding on the Mica motes compared to 25 kbps in this
simulation). The listen interval chosen here provides much better results and permits a fair
comparison of S-MAC with WiseMAC. Note that with a shorter listen interval, the problem
of keeping the network sufficiently synchronized becomes more difficult, and that the cost of
maintaining the synchronization has been neglected with S-MAC.
Three different frame durations will be considered: TF = 1400, 280 and 140 ms, providing
a duty cycle of 1, 5 and 10% in the absence of traffic (10% is the default duty cycle in the
implementation of S-MAC on the motes [131]).
5.3.1.3 T-MAC
The T-MAC protocol [116], already introduced in section 2.3.5, is an improved version of S-
MAC. The difference is that the duration of the active period is dynamically adapted to the
traffic, using a timeout. The active period is ended whenever physical and virtual carrier sensing





















Figure 5.19: Required duration for the listen interval in S-MAC.
find the channel idle for the duration of the time-out.
With T-MAC, one must select the duration of the timeout TI and the duration of the frame
TF .
As described in [116], the duration of the timeout should allow for the reception of at least
the beginning of the CTS packet sent in reply to a RTS packet. It is said that this value shall be
larger than C + TT + TRTS (where C is the maximum duration of the contention) such that the
beginning of the CTS message following the RTS message can be received. The authors found
that multiplying C + TT + TRTS with 1.5 gives satisfactory results. In our case, using WB = 32
as in the case of S-MAC, we would obtain 1.5 · (C + TT + TRTS) = 14.7 ms. A slightly smaller
value TI = 14 ms has been used in the simulations. This gives the time to receive not only the
beginning of a CTS packet, but the whole CTS packet.
As with S-MAC, three different frame durations will be considered: TF = 1400, 280 and 140
ms, providing a duty cycle of 1, 5 and 10% in the absence of traffic.
As S-MAC and T-MAC share the same basic simulation model, T-MAC uses data, RTS, CTS
and acknowledgement packets of the same size as indicated in the S-MAC section.
5.3.1.4 CSMA/CA
To highlight the power saving introduced by low power protocols, a comparison will be made
with the classical CSMA/CA protocol (i.e. using RTS-CTS for hidden node mitigation). With
the CSMA/CA protocol, a node is listening to the channel all the time except when transmitting.
This protocol has been modeled based on the T-MAC implementation by setting a duty cycle
of 100 %.
5.3.2 Theoretical power consumption
This section will introduce approximate expressions for the power consumption of a relay node,
forwarding Poisson traffic with average inter-arrival time L. The node under consideration has




















Figure 5.20: T-MAC inactivity timeout.
N −1 neighbors that are forwarding traffic as well. Traffic is assumed to be sufficiently low such
that collisions can be neglected.
5.3.2.1 Ideal protocol




P̂STS + P̂R(TD + TT ) + P̂TTC
L
+
P̂STS + P̂TTD + P̂R(TT + TC)
L
(5.17)
where PZ , P̂S , P̂R, P̂T are the power consumption in doze state, the increment in setup state,
receive state and transmit state. TS is the setup time and TT the turn around time (see the
radio transceiver model in section 3.3). The duration of the data and acknowledgement packets
are denoted respectively with TD and TC . Finally, L is the inter-arrival time.
The second line in expression (5.17) is the power increment required as compared to PZ to
power on, to receive the data packet, to turn-around and transmit the acknowledgement every
L seconds. The third term represents the additional power required to power on, to send the
data packet, to turn-around and receive an acknowledgement every L seconds (see Fig. 5.18).
5.3.2.2 S-MAC
The power consumption of S-MAC can be approximated with
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(P̂T − P̂R)TCTS + P̂R(TD + TT ) + P̂TTC
L
+
(P̂T − P̂R)TRTS + P̂TTD + P̂R(TT + TC)
L
(5.18)
where TF is the frame period and TL the duration of the listen interval.
This expression is composed first of the power consumed in the doze state and of the power
needed to wake-up and listen to the channel during TL seconds in every frame. These two terms
form the basic (traffic independent) power consumption of S-MAC. We have then the power
consumed to receive and send a data packet every L seconds.
(P̂T−P̂R)TCTS+P̂R(TD+TT )+P̂TTC is the energy required to receive a packet. It includes the
energy required to send a CTS, receive a data packet, turn-around and send an acknowledgement.
The CTS packet is sent during the listen interval. As the power consumption during the listen
interval is already assumed to be P̂R in the second term of (5.18), we have to subtract P̂R from
P̂T .
(P̂T − P̂R)TRTS + P̂TTD + P̂R(TT + TC) is the energy required to send a packet. It includes
the energy required to send an RTS, send the data packet, turn around and receive the ac-
knowledgement. Again, P̂R is subtracted from P̂T as the RTS is sent during the regular listen
period.
The power consumption of the signalling required to keep nodes synchronized is neglected.
5.3.2.3 WiseMAC
The power consumption of a relay node with WiseMAC is given by




P̂T (TMR + TCDC + TD) + P̂R(TT + TC)
L
+
P̂R(TLP + TD + TT ) + P̂TTC
L
+ P̂R(N − 1)TO
L
(5.19)
This expression is the sum of the power consumed in the doze state, of the the power con-
sumption increments caused by the sampling activity (see expression (4.4)), the transmission of
a packet, the reception of a packet and overhearing of this packet by N − 1 neighbors.
The energy P̂T (TMR + TCDC + TD) + P̂R(TT + TC) consumed to transmit a packet includes
the energy needed to transmit the medium reservation preamble, the clock drift compensation
preamble and the data, as well as the energy needed to turn-around and receive the acknowl-
edgement of duration TC .
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The average duration of the medium reservation preamble can be computed from the slot
duration TSLOT , the medium reservation window WR and the used random distribution. With
a uniform distribution, as introduced in (5.5), we have TMR = WR−12 TSLOT .
With periodic traffic of period L, the average duration of the clock drift compensation pream-
ble would simply be min(4θL, TW ). With Poisson traffic of average inter-arrival time L, the
average duration of the clock drift compensation preamble must be computed using TCDC =∫∞





TCDC = 4θL(1− e−
TW
4θL ) (5.20)
The energy P̂R(TLP + TD + TT ) + P̂TTC consumed to receive the packet includes the energy
needed to listen to the wake-up preamble during TLP seconds, to listen to the data packet and to
send the acknowledgement. Here, we do not count the energy required to setup the transceiver
into receive mode, as this energy is already counted for when considering the sampling activity.
The medium reservation preamble does not impact the receiver power consumption, as it is
supposed to end before the earliest possible sampling time.
To compute TLP , one must consider separately the cases TP < TD and TP > TD. When
TP < TD, assuming that the clock drift sensor nodes are uniformly distributed in [−θ; +θ], the
destination sensor node listens on average to the wake-up preamble during TP /2 seconds. When
TP > TD, the data frame is repeated in the preamble. The destination sensor node will start
listening during the transmission of some copy of the data frame. It will listen on average during
TD/2 seconds before the start of the next data frame. With a periodic traffic with period L,
we would have an average listening duration of min(4θL, TD/2). With Poisson traffic, we have
similarly as above,
TLP = 2θL(1− e−
TD
4θL ) (5.21)
The last term in expression (5.19), representing the overhearing overhead, includes the cost
for N − 1 neighbors to listen during an average of TO seconds. The overhearing overhead can
either be seen as the overhead caused by one’s transmissions on the other nodes, or the overhead
caused by the transmission from other nodes on a given node. If all nodes carry the same traffic,
both assumptions lead to the same result.
The average overhearing duration for Poisson traffic with inter-arrival time L can be computed
by taking the expectation of TO (given in (5.7)) over the distribution of TP . Fig. 5.21 shows a
plot of TO, as a function of TP . The three curves correspond to the 3 different cases mentioned
for the computation of (5.7). The average overhearing duration should be computed by taking
the expectation of TO, a function of TP = TMR + min(4θl, TW ), with TMR being a uniformly
distributed discrete random variable and l being exponentially distributed. It was seen that
WR can be kept small. With WR = 6, the maximum value the medium reservation preamble is
TMR = 1 ms, which is small compared to a typical message duration. For simplicity, TMR will
hence be neglected. To simplify further analytical expressions, we use TBO as an approximation of
the overhearing in all cases. As can be seen in Fig. 5.21 that the difference with TAO is small and
the difference with TCO is very small, in their respective validity regions. The average overhearing
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Figure 5.21: Overhearing duration TO as a function of the preamble duration TP (TW = 100 ms,
TD = 19.2 ms).
gives:
TO =






5.3.3 Simulation in a lattice network
5.3.3.1 Topology
In this section, we consider a lattice network topology as illustrated in Fig. 5.22. A separation
of 30 meters between nodes is assumed. As in [116], the number of neighbors in range (the node
degree) is chosen to be N = 8. This number has been chosen small to limit the local traffic but
large enough to provide a well connected topology in a random planar network with the same
node density (see the percolation theory [39]). Hence, obtained results are also applicable to
random plane ad hoc network of equal degree.
5.3.3.2 Traffic
Poisson traffic is generated by nodes on the left (0,9, ..., 72) and transmitted in multi-hop fashion
towards nodes on the right (8, 17, .., 80). The rate λ of the packet generation is constant
throughout a simulation. As long as no packets are dropped due to congestion, every node in
the network forwards packets at rate λ. Simulations results are shown for packet generation
rates varying between 0.001 and 1 packet per second (inter-arrival times L between 1000 s and
1 s). Such traffic can be expected in a sensor network for example as a result of a regular data
acquisition (e.g. temperature monitoring). Power consumption calculations are done for node
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Figure 5.22: Lattice network topology.
number 40. As was shown in [64], the behavior of this central node is approaching the behavior
of a forwarding node in a very large network. Having fewer neighbors, nodes on the side of
the network will suffer less from overhearing, collisions and backoffs 1. The duration of the
simulation, different for every traffic intensity, has been chosen to amount to 10000 + 200L s.
This formula permits to have both a sufficient number of transmitted packets in low traffic
conditions and a sufficiently large simulated time in high traffic conditions. The simulations
produce average values for the power consumption, the transmission delay and the throughput.
It could be observed that the used simulation durations were sufficient for the convergence of
the observed parameters.
5.3.3.3 Receive, interference and carrier sense ranges
The simulations are run using the path loss model and the receive and carrier sensing thresholds
introduced in section 5.2.8. In Fig. 5.22, the solid line circle around node 41 represents the
receive range of node 41. All nodes located within this circle may transmit a packet successfully
to node 41. The dashed line represents the interference range of node 41 when node 40 is
transmitting. The dotted circle around node 40 represents its sensing range. A transmission is
initiated by node 40 only if the medium is found idle, corresponding to the situation where none
of the 60 other nodes located within the dotted circle is transmitting. A reception is attempted
1Simulations were also run using cross traffic flowing from the top to the bottom, in addition to the traffic from
the left to the right. The obtained power consumption and delay results are slightly increased for all protocols.
We will focus on the parallel traffic case, as it is seen as more representative in sensor networks applications.
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only if the data is received at a power above the receive threshold.
5.3.3.4 Hop delay
Fig. 5.23 shows the average hop delay. It has been obtained in the simulation by dividing the
average end-to-end transmission delay between nodes 36 and 44 by the number of hops (8). The
curves are plotted up to an injection rate that causes more than 5% packet loss.
The horizontal dashed line at the bottom of the plot shows the ideal delay TD = 19.2 ms. The
delay of CSMA/CA is slightly higher because of the backoff procedure and the exchange of RTS
and CTS messages before the transmission of the data.
The delay with WiseMAC is equal to about 120 ms when the traffic is small. It then decreases
to a minimum of about 70 ms before to increase again due to congestion. When the inter-arrival
time is L = 1000 s, the wake-up preamble has a length of TP = TW = 100 ms. Because the
wake-up preamble is maximum, the synchronized transmission scheme is not used. The packet
transmission is initiated as soon as the packet has arrived. The transmission delay amounts
to the sum of the duration of the preamble and the last copy of the data packet. Here, the
delay is measured as the time when the last copy is received. As copies of the data packet are
transmitted in the preamble, a smaller delay could be achieved in a single hop transmission when
measuring the delay as the time when the first copy is received. In a multi-hop transmission
however, the packet cannot be forwarded before the end of the current reception. A node must
wait for the reception of the last copy of the data packet in order to send the acknowledgement.
Under higher traffic conditions, as the wake-up preamble becomes small, the hop delay becomes
shorter. In the worst case, a node has to wait a full period TW before transmitting the packet to
the next node. In the best case, the packet can be transmitted right after having been received.
On average, the waiting time is equal to half the sampling period TW . The average delay can
be computed as
DWiseMAC = TW /2 + TMR + TCDC + TD (5.23)
The minimum delay is obtained for L = 20 s. At that point, the delay can be computed as
the sum of the average waiting time, the length of the medium reservation preamble, the length
of the wake-up preamble and the length of the data: DminWiseMAC = 50+1+2.4+19.2 = 72.6 ms.
In [133], Ye et al. analyze the hop delay with the basic version of S-MAC, and the adaptive
one, which corresponds to T-MAC. Their conclusions are in line with the simulation results
presented here: With S-MAC, a packet travels one hop during each active period. The hop
delay is hence DminSMAC ≈ TF . With T-MAC, a packet can travel two hops in every frame, which
divides the hop delay by two. We have DminTMAC ≈ TF /2. This can be explained as follows:
Assume that nodes A, B and C are on a line. Node A sends an RTS to node B. Node B replies
with a CTS. Node C, two hops away from node A, overhears the CTS packets sent by node B
to node A. This instruct to node C to wake up at the end of the transaction between A and B.
Node C will hence be able to receive the packet from node B.
With S-MAC-10% and T-MAC-10%, the frame duration is TF = 140 ms. The average delay
resulting from simulation is effectively about 140 ms for S-MAC-10% and 70 ms for T-MAC-10%.
In high traffic conditions, the delay increases due to congestion.
On can observe that only T-MAC-10% and CSMA/CA can provide a delay equal to or shorter























Figure 5.23: Hop delay as a function of the injected traffic (packets have a length of 60 bytes,
TW = 100 ms).
than the one provided by WiseMAC. We will see in next subsection that they both consume
much more energy.
5.3.3.5 Power consumption
Fig. 5.24 presents the average power consumption as a function of traffic. Power consumption
results are collected from simulations by recording the time spent by the radio transceiver of
node 40 in its different states (see Fig. B.1 in appendix B). The average power is computed as∑
i∈States riPi, where ri is the proportion of time spent in state i and Pi is the power consumed
in that state. This average power corresponds to the task of forwarding one packet every L
seconds. In addition to the simulation results, theoretical results introduced in section 5.3.2 are
plotted for WiseMAC, NP-CSMA-PS, S-MAC and the ideal protocol.
It can be seen in Fig. 5.24 that WiseMAC consumes a low average power consumption in low
traffic conditions (L > 100 s). With L = 100 s, WiseMAC consumes only 28 µW on average.
With a lower traffic, the average power consumption goes below 20 µW. In high traffic conditions
(L < 10 s), the power consumption of WiseMAC approaches the one of the ideal protocol, which
means that WiseMAC achieves a high energy efficiency in high traffic conditions. This property
is brought, as already mentioned, by the minimization of the wake-up preamble.
In low and medium traffic conditions, S-MAC and T-MAC consume the same average power.
In high traffic condition, the power consumed by T-MAC increases due to the additional time
spent by sensor nodes in the receive state because of the timeout scheme. The timeout scheme
allows to increase the maximum throughput and divide the delay be two, but causes a small
increase in the power consumption as compared to S-MAC for a traffic close to the maximum
that S-MAC can transport.
























Figure 5.24: Average power consumption as a function of the injected traffic (packets have a
length of 60 bytes, TW = 100 ms).
As it does not mitigate idle listening, CSMA/CA consumes a minimum of PR = 2.1 mW,
which is 75 times larger than WiseMAC for L = 100 s.
Table 5.1 summarizes the power consumed by each protocol for L = 100 s, and gives the ratio
between their power consumption and the one of WiseMAC.
S-MAC and T-MAC consume at least a fraction of PR, which corresponds to the selected
duty cycle (0.1 · PR = 0.21 mW with 10% duty cycle). The power consumption of S-MAC and
T-MAC increases with increasing traffic. With L = 100 s, WiseMAC consumes 7 times less
than S-MAC or T-MAC at 10% duty cycle. When used at 1 % duty cycle, S-MAC and T-MAC
are closer to WiseMAC in terms of power consumption. However, at 1% duty cycle, the frame
duration is respectively of TF = 1.4 s. The hop delay is hence of respectively 1.4 s and 0.7 s, i.e.
about 14 and 7 times larger than what is provided by WiseMAC. Depending of the choice of
the frame duration, S-MAC and T-MAC provide either a low power consumption or a low hop
delay. WiseMAC can provide both simultaneously.
Table 5.1: Comparison for L = 100 s





































Figure 5.25: Average throughput as a function of the injected traffic (packets payloads have a
length of 46 bytes, TW = 100 ms).
5.3.3.6 Throughput
Fig. 5.25 presents the average throughput received by node 44. It has been computed by
recording the number of receive packets in the simulation, multiplying this number by the size
of the payload (46 bytes) and dividing it by the simulation duration. As the x-axis representing
the inter-arrival time is logarithmic, the throughput curve is exponential as long as no packets
are lost. Once the congestion region is entered, some packets are lost due to buffer overflows,
and the throughput exits this exponential.
The WiseMAC curve enters congestion at about L = 1.3 s, which corresponds to an average
throughput of 290 bit/s. The reason why the maximum throughput is much lower than the
radio raw bit rate (25 kb/s) is to find in the fact that, when using the extended carrier sensing
in a multi-hop lattice topology (see Fig. 5.22), only one node from 57 may transmit at the same
time. Under this assumption, any CSMA protocol using such an extended carrier sensing is
limited to a throughput of 25000/57 = 438 bit/s.
T-MAC and S-MAC, when operated at 10% duty cycle, enters the congestion region respec-
tively when L = 3.1 s and L = 5 s, which corresponds to a maximum average throughput of
110 and 70 bit/s. This is respectively 2.5 and 4 times less than the maximum throughput that
WiseMAC can transport.
The throughput limitations of each protocol is also visible on the other plots, as simulation
results are plotted up to an injection rate that causes more than 5% packet loss.
5.3.3.7 Lifetime
The gain brought by a lower power consumption in low traffic conditions is best visible when
looking at the lifetime that can be reached with an AA alkaline battery. Fig. 5.26 shows, using





























Figure 5.26: Lifetime as a function of the traffic when using a single AA alkaline battery leaking
10% of its initial capacity every year.
the battery model introduced in section 3.2, that a lifetime of five years can be achieved with
WiseMAC when forwarding packets at a rate of one every 100 seconds. With S-MAC-10% and
T-MAC-10%, a little more than one year is reached.
If the sensor network is operated constantly under a high traffic load (1 packet per second),
the lifetime will be very limited with any protocol, even the ideal one. This shows that, if
several years of lifetime is a requirement, then high traffic periods should be kept rare. During
such periods, it is however important to use a protocol that is very energy efficient. This is the
subject of the next section.
5.3.3.8 Energy efficiency
A meaningful metric for the comparison of low power MAC protocols, especially in high traffic
conditions, is their energy efficiency. We define the energy efficiency of a MAC protocol as
the ratio between the average power consumed by the ideal protocol and the average power
consumed by the protocol of interest. The resulting energy efficiency curves for the different
protocols are shown in Fig. 5.27.
It can be seen that all protocols have a relatively low energy efficiency in low traffic conditions.
Each protocol is associated with a constant minimum power consumption, even in the absence
of traffic. With WiseMAC, this minimum overhead is the sampling activity. With S-MAC and
T-MAC, it is the cost of listening to the channel during respectively TL and TI seconds every
period. When the traffic increases, the energy efficiency increases with all protocols, as this
basic overhead is shared among more packets. In high traffic conditions, WiseMAC is able to
reach a high energy efficiency because the length of the wake-up preamble becomes small when
traffic increases. WiseMAC reaches then an energy efficiency above 80%. The energy efficiency



























Figure 5.27: Energy efficiency.
of the other protocols remain below 50%.
5.3.4 Simulation in a random network
5.3.4.1 Topology and traffic
Wireless sensor network are often foreseen to operate in a random multi-hop network topology,
where sensors forward data to one or more sinks. Such a topology, as illustrated in Fig. 5.28,
will be considered in this section. The network is composed of 90 sensor nodes, spread randomly
over an area of 300× 300 meters. Traffic is generated by the 10 black nodes and relayed by the
white nodes towards the sink, located on the lower left corner. Routing is pre-computed using
Dijkstra’s algorithm [20]. The resulting minimum hop routing tree is represented by black lines.
The remaining and unused links are represented by gray lines.
The following three experiments will be made:
• Idle: No traffic is generated. The simulation is run for 4000 simulated seconds (about 1
hour).
• Distributed traffic: The 10 black nodes generate periodically, with a period of 400 s, a
packet of 60 bytes. The first node starts at time 0, the second at time 40 s, ..., the last
one at time 360 s. Traffic is thus distributed over time. As long as the end-to-end delay
remains below 40 s (which will be the case in this experiment), only one packet is in the
network at any time. The simulation is run for 4000 s. A total of 100 packets is hence
generated.
• Events: The black nodes generate periodically, with a period of 400 s, a packet of 60
bytes. They all start at the same times 0, 400, 800, ..., 3600 s. This generate periodically
84 Chapter 5. WiseMAC for Multihop Wireless Sensor Networks









Figure 5.28: Random network topology.
a burst of traffic. Again, the simulation is run for 4000 s and a total of 100 packets is
generated.
The purpose of the distributed traffic experiment is to explore the behavior of MAC protocols in
low traffic conditions. Such a traffic pattern can be expected in many environmental monitoring
applications, such as for the periodic measurement of soil moisture in smart agriculture.
The purpose of the events experiment is to explore the behavior of MAC protocols in momen-
tary high traffic conditions. Such a traffic pattern can be expected in alarm systems, such as
fire or motion detection sensor networks.
In both experiments, a total of 100 packets are forwarded towards the sink. In the events
experiment, events have been spaced sufficiently such that only 10 packets are in the network at
any time. The buffer capacity on each sensor node being of 10 packets, no packets will be lost.
Some protocols will require more time to transport the 10 packets than others.
A comparison of the power consumption and delay performances of WiseMAC, S-MAC, T-
MAC and CSMA/CA is made in the next sub-section.
5.3.4.2 Power consumption and delay
The bars in Fig. 5.29 show, for the different experiments and MAC protocols, the average power
consumption of the nodes. To compute the average power, the total consumed energy is divided
by the number of nodes and the simulation time. This average power gives information about
the total energy spent in the network. Some node will consume more than others. As the lifetime
of a network is often bounded by the lifetime of its weakest nodes, it is important to consider
also the maximum average power consumed by any node. It is shown as the ”+” markers in
Fig. 5.29.
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Figure 5.30: Average end-to-end delay.
Fig. 5.30 shows the corresponding average end-to-end transmission delay. This is the average
time required by the 100 packets to reach the sink.
The CSMA/CA protocol provides, of course, the lowest average delay for both distributed
and events traffic. This is however payed for by a power consumption that is much higher
than all other protocols. The power consumption of CSMA/CA is lower bounded by the power
consumption in receive mode PR = 2.1 mW.
S-MAC-%1 and T-MAC-%1 provide a low average power consumption, comparable to what
is provided by WiseMAC. However, the corresponding delay is very high, while it remains low
for WiseMAC. S-MAC-%10 and T-MAC-%10 are able to provide a relatively low delay, but at
the expense of a power consumption that is much higher than the one of WiseMAC.
WiseMAC is able to provide both a low average power consumption and a low average trans-
mission delay even in the events experiment. To reach a low average transmission delay with
WiseMAC in the event experiment, it is important to use the carrier sensing range extension.
Without it, collisions due to the hidden node effect have a large negative impact.
5.4 Sensitivity analysis
5.4.1 Impact of the sampling period
The sampling period of WiseMAC was chosen in section 5.2.9 to be TW = 100 ms, based on the
trade-off between the power consumption of the sampling activity and the transmission delay,
given that the energy source is a leaking battery. This choice was made without considering any
traffic. Figure 5.31 shows the power consumption and the delay that would be obtained with
different values of the sampling period as a function of the traffic. It can be observed that, with
the parameters of the WiseNET SoC, choosing TW = 100 ms is indeed a good trade-off. With
a smaller sampling period, the power consumption in low traffic conditions is notably increased
(power is drawn in log scale), while the hop delay is only slightly reduced. Conversely, choosing a
larger sampling period only slightly reduces the power consumption at the cost of an important
increase in the delay.





































Figure 5.31: Power consumption (left) and delay (right) with WiseMAC as a function of traffic
intensity with different sampling periods TW =50, 100, 200, 500 ms.
5.4.2 Impact of the different schemes used in WiseMAC
A number of schemes have been combined in the WiseMAC protocol. Fig. 5.32 shows the
throughput, the delay, the power consumption and the associated lifetime that would be obtained
when not using those schemes.
The ”no synchronization” curves show the performance obtained when the wake-up preamble
is not minimized. This protocol corresponds to NP-CSMA-PS considered in chapter 4. It can
be observed that, in medium to high traffic conditions, the gains brought by the preamble
minimization are considerable both in terms of maximum throughput and power consumption.
In medium traffic conditions (packet inter-arrival times between 10 and 100 seconds) a gain of
about 2 years in the lifetime can be observed. In very low traffic conditions (inter-arrival times
of 1000 seconds or more), the WiseMAC protocol converge to the NP-CSMA-PS protocol, as
synchronization is so inaccurate that a wake-up preamble of the size of the wake-up period must
be used.
When looking at the delay, it can be observed that when the preamble is not minimized, the
delay is at least equal to the wake-up preamble TW . Recall that the last copy of the packet
determines the transmission delay. With WiseMAC, the waiting time before transmitting a
packet varies between 0, if we are lucky and the sampling time of the destination is about to
come, and TW if the sampling time of the destination was just missed. Minimizing the wake-up
preamble permits to reduce the average transmission delay to half the sampling period at best.
The ”no synchronization and no repetition” curve shows the performance degradation when
the data packet is not repeated within long wake-up preambles. The increase in power consump-
tion is rather small. Conversely, the repetition of the data message in long wake-up preambles
does not reduce the power consumption much. This is due on the one hand to the large ratio
between PT and PR with the WiseNET SoC, and on the other hand, to the fact that node
density is not very high in the simulated network.
The curve ”no extended sensing” shows what would be obtained with a sensing threshold
set at the same level as the receive threshold. In low traffic conditions, the performances are
identical to the ones of WiseMAC. However, if the inter-arrival time decreases below 10 seconds,
collisions due to the hidden node effect and the resulting retransmissions cause an increase of
the power consumption. A congestion is observed with L = 6 s (60 bit/s) instead of L = 1.2 s
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(290 bit/s) with WiseMAC, which represent a traffic almost 5 times smaller.
The impact of the ”more” bit scheme is mainly in the maximum throughput. This scheme
increases the maximum average throughput from 180 to 290 bit/s. In low Poisson traffic condi-
tions, its impact is negligible. This scheme is mainly useful when transporting bursty traffic.
When carrier sensing is done only once, and not repeated after a waiting time of TDIFS
seconds, data-acknowledgement dialogues can be interrupted. This effect is visible as soon as
the inter-arrival time is below L = 30 s through an increase of the power consumption and of the
transmission delay. When enforcing a DIFS idle interval before to transmit data, the maximum

























































































Figure 5.32: Throughput (top, left), delay (top, right), power consumption (bottom, left) and
lifetime (bottom, right) with WiseMAC as a function of traffic intensity without one of the fol-
lowing schemes: Wake-up preamble minimization, extended carrier sensing, more bit, mandatory
inter-frame space before transmission.
5.4.3 Impact of external interferences
Interferences from other systems can be frequent, depending on the chosen frequency bands.
In the ISM bands, interference of long duration can be expected. During such phases, no
communication will be possible. In addition, the presence of interferences has an impact on
the wake-up scheme of WiseMAC. With the WiseMAC protocol, a sensor node keeps listening
when it samples the medium busy. If the medium was found busy because of an interference,
the sensor node will loose energy trying to receive a non-existent packet. It is very important
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to include in the WiseMAC protocol a mechanism to differentiate a wake-up preamble from an
interference. We have chosen to repeat the data frame in the preamble, when the preamble is
larger than a data frame. In a valid transmission, a data frame shall hence be received within
at most 2TD seconds. Interfering signals can hence be recognized using a timeout.
5.4.4 Importance of the transceiver parameters
For low duty cycle applications, as the transceiver is frequently turned on and off, it is of the
highest importance to minimize the energy required to turn the transceiver on. The power
consumed in receive mode should be very low for two reasons. Firstly, the power consumed in
receive mode is related to the setup energy, and secondly, depending on the used MAC protocol,
much energy may be wasted through idle listening or overhearing. The turn-around delay
impacts the probability of collision with carrier sensing protocols, and the power consumption
when using a medium reservation preamble. The impact of the power consumption in transmit
mode is less critical as transmissions are rare in ultra low power sensor networks applications. In
other words, it is tolerable from an average power consumption point of view to have a relatively
high transmit power (and thereby achieve a relatively long transmission range).
5.4.5 Impact of the quartz frequency tolerance
The size of the wake-up preamble is computed taking into account the quartz tolerance θ. The
larger the quartz tolerance, the higher the power consumption. Fig. 5.33 shows the average
power consumption and the resulting lifetime as a function of traffic intensity with a quartz
tolerance of 30, 50 and 100 ppm. The largest impact is visible for inter-arrival times around
100 seconds. For L = 100 s, having a quartz tolerance of 100 ppm instead of 30 ppm results
in a lifetime shortage of a year. In high traffic conditions, the impact is negligible. The inter-
arrival being small, the wake-up preamble is small. Power consumption is dominated by data
transmission. In low traffic conditions, the three curves converge as a wake-up preamble of





































Figure 5.33: Power consumption (left) and lifetime (right) with different values for the quartz































Figure 5.34: Lifetime as a function of the traffic intensity when using a single AA alkaline battery
leaking 3% of its initial capacity every year.
5.4.6 Impact of the battery model
The lifetime curves have been drawn using the battery model presented in section 3.2. This
model is somehow conservative as it assumes a constant leakage resulting in loosing 10% of the
initial capacity every year. However, the Energizer E91 alkaline battery was recently announced
to loose only 20% of its capacity within 7 years, which corresponds to 3% per year. Fig. 5.34
shows the lifetime that would be obtained when the constant leakage would be of only 3%. The
impact of the lower leakage is mainly present in low traffic conditions. With an inter-arrival
time of 1000 s, the lifetime is increased from 6 to 10 years.
Note that with 3% self-discharge, a battery would be empty without load after 33 years.
Alkaline batteries are not designed and tested for such long operations. If such a lifetime is
targeted, another battery model should be used to take more accurately aging into account.
5.5 Conclusion
WiseMAC is a single channel carrier sensing contention protocol using the preamble sampling
technique to mitigate idle listening. It minimizes the length of the wake-up preamble, exploiting
the knowledge of the sampling schedule of one’s direct neighbors without the need for global
synchronization.
WiseMAC is scalable as only local synchronization information is used. It is adaptive to the
traffic load, providing an ultra low power consumption in low traffic conditions and a high energy
efficiency in high traffic conditions. Thank to the ”more” bit, WiseMAC can transport bursty
traffic, in addition to sporadic and periodic traffic. This protocol is simple, in the sense that no
complex signalling protocol is required. This simplicity can become crucial when implementing
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it on devices with very limited computational resources.
WiseMAC was compared to S-MAC and T-MAC both in a regular lattice topology with
traffic flowing in parallel, and in a random network topology with periodic or event traffic
flowing towards a sink. When forwarding packets at an interval of 1 packets every 100 seconds,
the power consumption of WiseMAC was found to be 28 µW, providing 5 years of lifetime
using a single AA alkaline battery. This is 75 times better than CSMA/CA and 8 times better
than S-MAC and T-MAC at a duty cycle of 10%. It was shown that WiseMAC can provide
simultaneously a low hop delay and a low power consumption, while S-MAC and T-MAC can
only provide one or the other. Finally, it was shown that WiseMAC is able to transport a higher
traffic intensity than both S-MAC-10% and T-MAC-10%.
Chapter 6




An infrastructure wireless network is composed of a number of access points interconnected
through a backbone network. Each access point is serving a number of wireless sensor nodes.
Such a topology, illustrated in Fig. 6.1, can be envisaged for example in smart building ap-
plications, where the Ethernet or powerline cabling can be used as a backbone network. The
main characteristic of access points is that they are usually energy unconstrained. This fact can
be exploited by medium access control protocols in two ways: first, an access point can listen
continuously to potential uplink traffic, and secondly, an access point may send any amount of
signalling traffic for free (e.g. beacons, wake-up signal). The WiseMAC protocol was designed
for multi-hop networks. The work presented in this chapter was initiated to verify whether
WiseMAC should also be used for the communication between an access point and a sensor
node, or whether other protocols should be preferred. This work also applies to other systems
where energy unconstrained nodes can play the role of base stations, such as clustered ad-hoc
networks with solar powered cluster heads [69] or vehicle mounted mobile access points moving
through a cloud of sensors to collect data.
In infrastructure networks, one must distinguish the downlink (from the access point to the
sensor nodes) from the uplink (from the sensor nodes to the access point). For each direction,
a different radio frequency and/or a different MAC protocol may be used.
In the downlink direction, the challenge is to transmit data from the access point to some
sensor node, without requiring that the sensor node continuously listen to the channel. A trade-
off must be made between power consumption and transmission delay.
The problem is different in the uplink direction. As the access point is not energy limited, it
can listen all the time to the channel. The issue to resolve in the uplink is the multiple access to
a shared medium. If the system is operated near channel capacity, this problem is very complex.
However, if only moderate traffic is present on the channel, finding a energy efficient uplink
MAC protocol is relatively easy. For example, the simple non-persistent CSMA protocol [58]
approaches the ideal case for power conservation, with no idle listening, no overhearing and little
collisions.
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Figure 6.1: Infrastructure wireless sensor network.
In an infrastructure wireless sensor network under low traffic load, the main issue is hence the
design of the downlink MAC protocol. We therefore focus on the downlink problem.
Protocols for uplink and downlink may be designed jointly. Uplink traffic can be exploited to
enhance the performance of the downlink protocol. For example, an uplink packet can carry a
request to transmit potentially buffered data in the downlink direction. Nevertheless, a stand-
alone downlink MAC protocol is needed to guarantee a given transmission delay in periods
during which uplink traffic is absent. When studying the downlink protocol, collisions with
traffic belonging to some uplink protocol will not be taken into account.
Sensor networks are usually meant for the acquisition of data. Most traffic can be expected
in the uplink direction. The downlink direction is foreseen to carry configuration and query
requests. With such a traffic, inter-arrivals measured in minutes or hours will be common.
We assume that the inter-arrival time between packets is much larger than the time needed to
transmit a packet.
6.1.2 Traffic model
We consider a population of N sensor nodes under the responsibility of one access point (see
Fig. 6.2). Configuration and query requests are assumed to arrive at random times. Downlink
traffic will therefore be modeled following the Poisson distribution. Traffic arrives for each sensor
node with an average inter-arrival L. The global downlink arrival traffic is Poisson with rate
λ = N/L.
Data packets have a constant duration TD. Control packets (pollings, acknowledgements,
traffic indication map beacons) have a constant duration TC .
We assume a low traffic where global inter-arrival 1/λ is much larger than the sum of the
lengths of a data packet, of the turn-around time and of a control packet:
1/λÀ TD + TT + TC (6.1)
6.1.3 Chapter outline
The rest of the chapter is organized as follows: Section 6.2 describes the considered protocols.
The power consumption and the delay of these protocols are given in sections 6.3 and 6.4. A









Figure 6.2: Downlink traffic model.
performance comparison is made in section 6.5. Section 6.6 contains a sensitivity analysis and
section 6.7 gives conclusions.
6.2 Low power downlink MAC protocols
In this section, we describe the following four energy efficient downlink protocols:
• Ideal Protocol,
• WiseMAC,
• Periodic Terminal Initiated Polling (PTIP),
• IEEE 802.11/802.15.4 Power Save Mode (PSM)
6.2.1 Ideal protocol
In order to compare real protocols with an absolute benchmark, we define, as was done in chapter
5, an ideal protocol. Packets addressed to the sensor nodes are received by the access point from
the fixed network, and forwarded to the sensor nodes. If the transmitter of the access point is
free at the time of arrival, the packet is forwarded immediately on the radio channel, as shown
in Fig. 6.3. If the transmitter is busy at arrival time, the packet is buffered in a FIFO queue. In
the absence of traffic transmitted to them, sensor nodes are sleeping. With this ideal protocol,
a sensor node magically wakes up TS seconds before the start of the packet transmission, such
that it is ready to receive the start of the packet. It then listens for the duration of the packet,
sends an acknowledgement and goes back to sleep.
The purpose of this ideal protocol is to provide a target benchmark for implementable proto-
cols. Real protocols will always consume some energy to implement the wake-up scheme. The
comparison with the ideal protocol will indicate the cost of each wake-up scheme.
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Figure 6.3: Ideal protocol.
6.2.2 WiseMAC
When using the WiseMAC protocol for the downlink of an infrastructure sensor network, the
access point is the only initiator of downlink traffic. As a result, collisions are not possible. The
difference in the WiseMAC protocol when used for the downlink of an infrastructure network,
as compared to the multihop environment discussed in chapter 5, is that the random backoff
and medium reservation collision avoidance schemes are not used. Besides this, the operation of
WiseMAC is identical (see Fig. 6.4): All sensor nodes under the responsibility of an access point
sample the medium with periods TW . Their sampling offsets are independent. The base station
transmits packets to sensor nodes with a wake-up preamble of length TP centered on the expected
wake-up time. The acknowledgement sent back to the base station includes an update of the
synchronization information, letting the base station keep a table with the sampling schedule
of all sensor nodes. The length of the wake-up preamble should cover the maximum clock drift
accumulated between two transmissions. Let θ be the quartz tolerance and L be the interval
between communications. As the medium reservation preamble is not used, the required length
for the wake-up preamble is TP = TMR + TCDC = TCDC = min(4θL, TW ) (see section 5.2.2).
In order to mitigate overhearing, long preambles are filled with copies of the data packet. The
header of data packets contains a ”more” bit which indicates when more data packets addressed
to the same node are waiting. When this bit is set, it indicates to the sensor node that it
must continue to listen after having sent the acknowledgement. The next packet will follow (see
Fig. 6.5). This scheme is particularly useful in an infrastructure network, because of the large
memory resources of an access point. It is practically not limited in the number of packets that
can be stored and transmitted together. This scheme allows the use of a wake-up period that is
larger than the average interval between the arrivals for a given node. It permits to reduce the
queuing delay at the access point, especially in the event of traffic bursts.
6.2.3 Periodic Terminal Initiated Polling - PTIP
Polling protocols are usually used to poll mobile nodes from a central access point in order to
avoid collisions in the uplink direction [10]. Here, we analyze the reversed usage of polling, for
the downlink direction. Such a usage of polling has not received attention from the research
community, probably because it is not scalable and very inefficient in high traffic conditions.
We will call this protocol PTIP, for Periodic Terminal Initiated Polling.




































Figure 6.5: WiseMAC: Transmission of several packets using the more bit.
With the PTIP protocol, the access point buffers downlink traffic. Sensor nodes regularly
send a poll packet to the access point to get potentially buffered data. The access point replies
with a data packet if one was buffered, or with a (shorter) control packet if the queue for the
requesting node was empty. To mitigate collisions between sensor nodes, poll packets are sent
using the CSMA protocol. To avoid systematic contentions between synchronized nodes, the
time interval between poll packet transmissions is a random variable with mean value TW . For
simplicity, we will assume in the following analysis that the polling period is constant and neglect
potential systematic collisions. The principle of operation of PTIP is illustrated in Fig. 6.6. If
the response to the poll packet is correctly received, the sensor node goes back to sleep until
the next scheduled polling time. If the response was not received, due to a transmission error
of the poll or of the response, the poll packet is retransmitted after a random backoff time. The
sequence number of the last correctly received data packet must be piggy-backed on every poll
packet to let the access point know when data packet transmissions must be repeated.
A more bit in the header of data packets indicates to sensor nodes when they must poll the
access point again to download additional packets.
6.2.4 IEEE 802.11/802.15.4 Power Save Mode - PSM
A power save mode (PSM) has been specified in the IEEE 802.11 standard to allow a lower
power consumption at the cost of a larger transmission delay [79]. The same scheme has been













Figure 6.6: Periodic Terminal Initiated Polling (PTIP).
selected for the newer IEEE 802.15.4 standard [82]. The access point buffers incoming traffic. A
beacon is periodically transmitted with period TW . This beacon contains the traffic indication
map (TIM), which lists the sensor nodes for which data packets have been buffered. All sensor
nodes wake up regularly to receive the TIM. If a sensor node finds its address in the TIM,
its sends a poll packet to the access point, demanding the transmission of the announced data
packet.
The standard requires the access point to reply to a poll packet after a given delay (10 µs
in DSSS IEEE 802.11b). In practice, it is difficult for the access point software to find the
right packet and prepare it for transmission within the specified delay. Instead, the access
point replies to the poll packet with an acknowledgement packet. This instructs the sensor
node to remain in listening mode. As soon as possible, the access point sends the data packet,
which is then acknowledged back by the sensor node. In summary, the polling procedure is
composed of four packet transmissions: POLL-ACK-DATA-ACK. We are interested here in the
basic performance of protocols that would use a traffic indication map. For a fair comparison
with the other protocols, we consider a version of the PSM protocol that is fully optimized for
low power operation. We assume first that an access point replies to a poll packet with a data
packet and secondly that a data packet is not acknowledged (as in PTIP, the acknowledgement
is piggy-backed on the following poll packet). This procedure is illustrated in Fig. 6.7.
A more bit in the header of data packets indicates to sensor nodes when they must poll the
access point again to download the additional packets.
In Fig. 6.7, the periods during which a sensor node is receiving are marked with a light gray
bar below the time line. The periods during which a sensor node is transmitting are marked
with a dark gray bar. One can observe that the sensor node starts listening TSync seconds
before the actual start of the TIM packet. This behavior is required to compensate for the
clock drift between the quartz running on the access point and on a sensor node. It was shown
in the equivalent case of TDMA (chapter 4, section 4.2.2), that the duration of the required
synchronization period is TSync = 4θTW in the worst case. Taking the average over the possible
quartz inaccuracies, assuming a uniform distribution of the quartz inaccuracies, we have
TSync = 2θTW (6.2)
A sensor node may learn the relative difference between the frequency of its clock and of
the clock running on the access point, and reduce the required synchronization time TSync.
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Figure 6.7: Optimized Power Save Mode (PSM).
This optimization has not been considered here. It will be seen later, that even without this
optimization, the average power required for periodic re-synchronization is very small.
6.2.5 Adaptability of the wake-up period
Different nodes may have different delay requirements. For example, a light switch must react
to a command within less than a second, while a meter reader could answer to an automated
data collecting center within minutes. It is important for a MAC protocol to allow different
nodes to use different wake-up periods within the same network. This feature is available with
all three protocols:
• With WiseMAC, the access point has to remember the sampling period of each sensor
node, and compute the wake-up preamble length accordingly,
• With PTIP, each node is free to choose its polling period. The access point doesn’t even
have to know them,
• With PSM, a node may decide to listen to each TIM broadcast. It may also choose to skip
some of them. The data frames will remain buffered as long as they have not been polled.
The wake-up period can hence be freely chosen as a multiple of the TIM broadcast period.
6.3 Power consumption
In this section, we derive analytical expressions for the power consumption of the four protocols:
Ideal, WiseMAC, PTIP and PSM. This analysis brings an insight into the sources of energy
waste of these protocols, and allows their comparison.
6.3.1 Power consumption of the ideal protocol
We start the analysis with the easiest case: the ideal protocol. Packets received from the
fixed network are queued and transmitted in FIFO order on the radio channel. Sensor nodes
”magically” wake up just at the right time to receive the packets addressed to them. Packets
are acknowledged by the sensor nodes.
A sensor node receives one packet of length TD every L seconds on average. The energetic
increment cost of receiving one packet is EIDEAL = P̂STS + P̂R(TD + TT ) + P̂TTC . This is the
increment compared to what would have been consumed when being in the doze state. In this
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sum, P̂STS is the energy required to power-on the transceiver into receive mode. P̂RTD is the
energy to receive the packet. P̂RTT is the energy to turn-around the transceiver into transmit
mode and P̂TTC is the energy to send the acknowledgement. On average, we obtain a power
consumption of
PIDEAL = PZ +
P̂STS + P̂R(TD + TT ) + P̂TTC
L
(6.3)
In this expression, it is important not to neglect the setup and turn-around phases, as the
energy consumed in these states can exceed the energy consumed to receive the data packet.
Indeed, with a high transmission rate, the energy P̂RTD needed to receive a packet of a few tens
of bytes may be smaller than the setup energy P̂STS .
6.3.2 Power consumption of WiseMAC
The power consumption of a sensor node using the WiseMAC protocol and receiving packets
with an average inter-arrival L is given by




P̂R(TLP + TD + TT ) + P̂TTC
L
+ P̂R(N − 1)TO
L
(6.4)
where the first term accounts for the power consumption in doze state, the second term
accounts for the increment caused by the sampling activity, the third term the increment caused
by the reception and acknowledgement, and the last term the overhearing of the transmission
to the N − 1 other nodes. TLP is the average duration during which a sensor node that is the
destination of a message listens to the wake-up preamble. TO is the average duration during













Expression (6.4) is very similar to the power consumption in the multi-hop case (5.19). The
difference is that transmission power consumption is not taken into account.
6.3.3 Power consumption of PTIP
Assuming no collisions between poll packets, the average power consumed by PTIP to receive
data packets with an average inter-arrival L is given by
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PPTIP = PZ + e−
TW
L
P̂STS + P̂TTC + P̂R(TT + TC)
TW
+
P̂STS + P̂TTC + P̂R(TT + TD)
L
(6.5)
The fist term is the power consumed in doze mode. The second term accounts for useless
polling, i.e. polling done when no data packet was waiting. The third term accounts for the
polling of buffered data packets.
To derive expression (6.5), let us first compute the energy spent in a period TW . With PTIP,
as said previously, a sensor node sends a poll packet every TW seconds to the access point. Data
packets addressed to this sensor node arrive at the access point following a Poisson process of rate
1/L. With probability e−
1
L , no data packet will be waiting for this node. The access point will
reply with a short control packet. This event will consume an energy P̂STS+P̂TTC+P̂RTT+P̂RTC
(setup, send the poll, turn around, receive the control packet). With probability 1− e− 1L , k ≥ 1
data packets will be waiting in the buffer. In cases where k > 1 data packets are buffered, they
are all downloaded in a row thanks to the more bit which indicates when further data packets
are waiting. Let K1 be the average number of buffered data packets, given that at least one data
packet is present. The sensor node will consume an energy K1
(
P̂STS + P̂TTC + P̂R(TT + TD)
)
to download all data packets1. The average energy consumed by PTIP to receive the data





P̂STS + P̂TTC + P̂R(TT + TC)
)
+ (1− e−TWL )K1
(
P̂STS + P̂TTC + P̂R(TT + TD)
) (6.6)
K1 can be computed as follows: With a Poisson arrival of rate 1/L, the average number of
arrivals in a period TW is K = TWL . Here, we are interested in the average number of arrivals,
given that we have at least one arrival. There will be zero arrivals with probability e−
TW
L and











Combining (6.7) with (6.6), dividing by TW , adding PZ , one obtains (6.5).
In this analysis, we have neglected the power consumption of retransmissions. As poll packets
are sent using the CSMA protocol, there is a risk to see poll packets sent by different sensor
nodes collide. Expression (6.5) is hence accurate only for large polling periods and low downlink
traffic conditions. This point will be addressed in more details when looking at the transmission
delay.
1If several data packets are downloaded in a row, the transceiver will need an energy PSTS to turn the
transceiver on before sending the first poll packet. A smaller energy PRTT will be needed before to send the
subsequent poll packets. To be accurate, one must hence consider that expression (6.5) is an upper bound on the
power consumption of PTIP.
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6.3.4 Power consumption of PSM
Under the assumptions that a poll packet is directly answered with a data packet, and that a
data packet is acknowledged in the subsequent poll, the average power consumed by PSM to
receive packets with an average inter-arrival L is given by




P̂TTC + P̂R(TD + 2TT )
L
(6.8)
The first term represents the power consumed in doze mode. The second term, 2θP̂R, accounts
for the time spent listening to the channel to cover the drift between the access point clock and
the sensor node clock. The third term represents the power consumed to power-on and listen to
the beacon of length TC every TW seconds. Finally, the fourth term accounts for the reception
and acknowledgement of data packets.
To derive expression (6.8), let us first compute the energy spent in a period TW . We assume
that all traffic arriving during a period TW is polled during the following period TW . We do
not consider bursty arrivals that require several periods to be downloaded. Multiple arrivals
for a single sensor node are detected by the sensor node thanks to the more bit. Under these
assumptions, the energy spent by a sensor node in a period TW is composed of the energy to
receive the beacon P̂STS+ P̂R(TSync+TC) and the energy to download all TWL buffered packets.
We have




P̂TTC + P̂R(TD + 2TT )
)
(6.9)
P̂STS + P̂R(TSync + TC) represents the energy to power-on the transceiver, to listen to the
medium until the beacon transmission starts and to listen to the beacon. P̂TTC + P̂R(TD+2TT )
represents the energy to send the poll packet and receive the data. Here, we count also the
turn-around phases before sending the poll and before receiving the data. Combining (6.9) with
(6.2), dividing by TW , adding PZ , one obtains (6.8).
As in the case of PTIP, we have neglected the impact of retransmissions of poll packets
required in case of collisions. This point will also be addressed in more details when looking at
the transmission delay.
6.4 Transmission delay
The transmission delay is defined as the time elapsed between the arrival of a packet at the
access point and the end of its reception by the destination sensor node. In this section, using
an approximation analysis, we derive the transmission delay obtained using the four protocols
under investigation.
6.4.1 Delay with the ideal protocol
In the case of the ideal protocol, packets of fixed length TD arrive following a Poisson process
of rate λ. They are buffered in a FIFO buffer and transmitted sequentially. The average delay
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of this M/D/1 queue is given by
DIDEAL = TD +
λm2
2(1− λm)
where m = TD+TT +TC +TT (see [8]). As 1/λÀ TD+TT +TC (low traffic assumption (6.1)),
we have
DIDEAL ≈ TD (6.10)
6.4.2 Delay with WiseMAC
To compute the average delay with WiseMAC, we will consider that the access point has one
FIFO queue for each sensor node. Incoming packets are stored in the FIFO queue of the
respective destination. Following some policy, the access point chooses a queue to serve. Thanks
to the more bit, all packets are sent to the chosen sensor node in a row, starting at the instant
when this sensor node samples the medium. To avoid having a large number of packets in the
queues, one must choose a policy that maximizes the channel utilization. Once a queue has been
served, such a policy is to choose, as the next queue to be served, the one of the sensor node
which is next going to sample the medium. Based on this policy, and as 1/λÀ TD+TT+TC (low
traffic assumption (6.1)), we can assume that every queue is served after at most TW seconds.
We will start by computing the transmission delay considering that a single packet is sent
towards a given sensor node, i.e. only one packet destined to this node has arrived at the base
station in the period of duration TW preceding the transmission. We will next see that the
average time needed to transmit possible additional packets is negligible.
A data packet is transmitted with a preamble of length TP = min(4θl, TW ). Depending on
the value of the interval l between two communications with a given node, the three following
scenarios are possible (see also Fig. 5.11):
A) TP < TD,
B) TW > TP ≥ TD,
C) TP = TW .
In scenario A, the packet must first wait for the right transmission time. The duration of the
wait time can vary between 0 (if this packet is lucky) and TW . On average, the wait time is
equal to TW2 . Then, one must count the time to transmit the wake-up preamble and the data.
We have DA = TW2 + 4θl + TD.
Scenario B is different from scenario A because the wake-up preamble is composed of copies
of the data frame. The first delay is again the waiting delay TW2 . During the transmission of the
wake-up preamble, the destination node may wake up at any instant. On average, it will wake
up after TP2 = 2θl seconds. Once awake, the node waits for the start of the next copy of the data





In scenario C, the synchronization is assumed to be lost. The wake-up preamble has the length
of the sampling period. The transmission is started as soon as the packet is received by the base
station. The destination will, on average, sample the medium after TW2 seconds of preamble
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transmission. It will then wait for the start of the next copy of the data packet (TD2 on average)
and then receive the data packet. We have DC = TW2 +
TD
2 + TD.
































2− e− TD4θL − e−TW4θL
)
(6.11)
Let us now consider the case with multiple packets in the queue for a given sensor node. As
previously defined in (6.7), K1 is the average number of packets in the queue, given that at
least one packet is present. The duration needed to transmit K1 packets in a row is given by
TD + (K1 − 1)(TT + TC + TT + TD) (see Fig. 6.5). With TW smaller than L, having more
than one packet becomes a rare event. We have (K1 − 1) ≈ 0. With TW larger than L, we
have K1 ≈ TWL . Using the low traffic assumption L > 1/λ À TD + TT + TC , one can write
TD + (TWL − 1)(TT + TC + TT + TD) < TWL (TT + TC + TT + TD) ¿ TW . When TW is large,
the time needed to transmit all K1 packets is hence negligible in comparison with the average
waiting time TW /2. Expression (6.11) is hence also valid when multiple packets are transmitted
in a row.
6.4.3 Delay with PTIP
With PTIP, the delay is first composed of the time between the arrival of a packet and the time
the next polling packet is received from the destination of this packet. As a sensor node sends
a poll packet on average every TW seconds, the average is TW2 . The second component is the
time needed to send the packet of interest (TT + TD, see Fig. 6.6). Here again, more than one
packet may have been buffered for the same sensor node. Using the same reasoning as presented
for WiseMAC, one can show that the average additional time needed to transmit the following
packets is either much smaller than TD for small TW or much smaller than TW2 for large TW .
We have
DPTIP ≈ TW2 + TT + TD (6.12)
Here, we assume that no collision occurs between the poll packets sent by different sensor
nodes. The download periods of different sensor nodes shall hence very rarely overlap. For this
to be true, we need to set a condition on the total traffic present on the channel. The bandwidth
used by the data traffic and by the poll packets regularly sent by the N sensor nodes must
be far from the channel capacity: λ(TC + TT + TD) + TCTW N ¿ 1. We know from (6.1) that
λ(TC + TT + TD) ¿ 1. For expression (6.12) to be accurate, we therefore need to make the
following assumption:
TW À NTC (6.13)
In section 6.5, we evaluate expressions (6.5) and (6.12) for TW in the interval [βNTC ,∞],
where β is a relatively large number. β = 100 has been chosen to ensure the usage of less that
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1% of the capacity by poll packets.
6.4.4 Delay with PSM
With PSM, packets arriving at the access point before a beacon transmission are polled by the
destination sensor node after the beacon transmission. As 1/λ À TC + TT + TD (low traffic
assumption (6.1)), we can assume that all packets received in a period TW are transmitted in
the following period TW .
As illustrated in Fig. 6.7, the delay is composed of three components: The first component is
the time between the arrival of a packet and the start of the transmission of the TIM beacon.
As a given packet may arrive at any time with equal probability, the average will be TW2 . The
second component is simply TC , the time needed to broadcast the TIM. The third component
is the time needed for the packet of interest to be polled.
If the period TW is large compared to the inter-arrival 1/λ, there will be a number of sensor
nodes entering in contention after the broadcast of the TIM. Using non-persistent CSMA, the
time needed to resolve the collision is not bounded. If the traffic is small, the average duration
of the collision resolution interval can however be expected to be smaller than the period TW .
The computation of the duration of this collision resolution interval with non-persistent CSMA
is unfortunately a problem for which, to our knowledge, no analytical solution is available. A
formula for the steady state transmission delay using non-persistent CSMA has been given by
Kleinrock and Tobagi in [58]. In our case, traffic is composed of a single burst, making results
for steady state unsuited. Using more complex collision resolution protocols, such as the tree
algorithms proposed by Capetanakis [9], one can derive an average duration of the collision
resolution interval. We do not consider such results for the sake of simplicity and because, as
will be shown, we do not need to consider collisions to compare the protocols in a useful manner.
To avoid the problem of potential collisions, we consider with PSM a traffic sufficiently small
such that at most one packet is received on average in a period TW . In the case of PSM, we
assume
TW ≤ 1/λ (6.14)
Under this assumption, the delay becomes simply
DPSM ≈ TW2 + 2TC + 2TT + TD (6.15)
The TIM broadcast period should clearly be chosen larger than 2TC+2TT +TD to give enough
time for the polling of at least one packet. Expressions (6.8) and (6.15) shall hence be evaluated
for TW ∈ [2TC + 2TT + TD; 1/λ].
6.5 Performance comparison
In this section, we compare the power consumption and delay performances of the WiseMAC,
PTIP and PSM protocols as a function of the protocol parameter TW . The choice of TW permits
to make a trade-off between the transmission delay and the power consumption.
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Figure 6.8: Power consumption and delay of WiseMAC, PTIP and PSM as a function of the
wake-up period TW (L = 1000 s).
The performance of the protocols is also influenced by a number of system parameters. For
the radio transceiver parameters, we will consider those of the WiseNET transceiver, introduced
in section 3.3.
The remaining parameters have been chosen as follows: The frequency tolerance of the quartz
is chosen to be θ = ±30 ppm. The length of the data and acknowledgement packets is chosen
to be respectively 60 and 10 bytes, as in the preceding chapter. Assuming that the bit/frame
synchronization and frame checking overhead amounts to 6 bytes (2 bytes for bit synchronization,
2 bytes start frame delimiter and 2 bytes frame check sequence), this would leave 6 bytes for
useful signalling data. At 25 kbps, this yields packet durations of TD = 19.2 ms and TC = 3.5 ms.
We consider N = 10 sensor nodes and an inter-arrival per sensor node of L = 1000 s = 16.6 min.
Remember that this traffic is supposed to consist of configuration and query commands sent by
the sensor network controller. Such large inter-arrivals make hence sense in this context. The
sensitivity of the results to variations of the system parameters will be discussed in section 6.6.
Fig. 6.8 shows the power consumption P and the delay D as a function of TW . The horizontal
line in the upper plot represents the power consumption of the ideal protocol. In this case,
we have PIDEAL = PZ + (P̂STS + P̂R(TD + TT ) + P̂TTC)/L = 5.09 µW. With L = 1000, the
incremental cost due to the data reception is only 0.09 µW, a small value compared to PZ =
5 µW.
In the lower plot, the horizontal line represents the minimum delay that would be obtained
with the ideal protocol, i.e. DIDEAL = TD = 19.2 ms. WiseMAC and PSM approach this
limit for small values of TW , but at a high power cost. For large values of TW , the three curves
converge to D = TW /2, because the transmission delay becomes negligible compared to the
waiting delay.
Using both plots, one can choose a protocol and a value for the parameter TW , making a trade-
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Figure 6.9: Power-delay characteristics of WiseMAC, PTIP and PSM (L = 1000 s).
off between the consumed power and the average transmission delay. To compare the protocols,
one can combine both plots and draw the power-delay characteristic for a varying TW , as shown
in Fig. 6.9. On this graph, the horizontal line represents the ideal power consumption and the
vertical line the ideal delay. The power consumption of PSM is drawn only up to a delay of 50 s.
For larger values of the delay, assumption (6.14) would be violated.
One can see that WiseMAC consumes less power than PTIP and PSM. The cost of receiving
data being negligible when L = 1000 s, this can be understood by comparing the basic cost of
their respective wake-up scheme. With an infinitely low traffic (L→∞), the power consumption
of the 3 protocols becomes
lim
L→∞






PPTIP = PZ +









With WiseMAC, the transceiver powers-on every TW to listen to the channel during TI , the
duration of a radio symbol. With PTIP, the transceiver periodically sends a poll packet and
receives a reply. With PSM, the transceiver periodically receives a TIM packet. As the duration
of a TIM packet is always larger than the duration of a modulation symbol, the wake-up scheme
of WiseMAC consumes less than the one of PSM. As receiving a TIM packet consumes less than
transmitting a poll packet and receiving a reply, PSM consumes less than PTIP.
With delays above 300 s, WiseMAC and PTIP converge to the ideal power consumption,
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which is about PZ when L = 1000. PSM converges to a value that is 2θP̂R larger2.
Let us assume that, based on the requirements of some application, one would choose to have
an average delay of 0.5 s (and a maximum delay of 1 s). As can be seen in Fig. 6.8, where
the 0.5 s average delay is represented by an horizontal dashed line, this would imply to select
TW = 1 s. Receiving one data packet every L = 1000 s, the power consumption of WiseMAC
would amount to 7 µW, only 2 µW above the doze power consumption. When powered by
a single AA alkaline battery of 2.6 Ah capacity with a constant power leakage of 27 µW, this
power consumption would translate into a lifetime of 8 years (without uplink traffic). See section
3.2 for a description of the battery model. For the same delay, the power consumption of PSM
amounts then to 12 µW, almost two times more. To consume only 7 µW with PSM, the average
delay must be extended to 2 seconds, i.e. four times more.
With the PTIP protocol, such a low delay cannot be reached as the required wake-up period
would cause too many collisions (assumption (6.13)). If an average delay of about 30 seconds
can be accepted, choosing TW = 60 s would give with PTIP a power consumption in the order of
7 µW. PTIP is of interest for applications that can tolerate a large delay. Its advantage compared
to WiseMAC and PSM lies in its extreme simplicity to implement. The PTIP protocol can hence
become an excellent choice for cost sensitive and delay tolerant applications. It must also be
noticed that uplink traffic can be used to piggy-back poll requests. If an application requires
periodic uplink transmission, then the PTIP protocol can be implemented for the downlink at
no cost.
6.6 Sensitivity analysis
6.6.1 Sensitivity to traffic
In section 6.5, we have considered a constant average traffic with L = 1000 s. We have selected
a value TW = 1 s for the wake-up period, as a trade-off between the power consumption and the
delay. In this section, we keep TW = 1 s constant and vary the traffic L. Fig. 6.10 shows the
power consumption of the Ideal, WiseMAC and PSM protocols3.
If the traffic increases (L decreases), the power consumption increases gracefully for both
WiseMAC and PSM. Their power consumptions approach what would be obtained with the
ideal protocol.
If the traffic decreases (L increases), the power consumption decreases gracefully for both
WiseMAC and PSM. The power consumption of PSM converges to expression (6.18), shown as
the upper horizontal dashed line in Fig. 6.10. The power consumption of WiseMAC converges
to expression (6.16), shown as the lower horizontal dashed line in Fig. 6.10. Both protocols
support gracefully an increasing inter-arrival between data packets. We will see in section 6.6.3
that this property is brought to WiseMAC by the repetition of the data frame in the preamble.
6.6.2 Scalability
We have seen that the overhearing component in the power consumption of WiseMAC (6.4) is
proportional to the number of potential overhearers. We are now interested in measuring the
2With TW > 1/λ, the delay with PSM may increase because of collisions between the poll packets of several
sensor nodes following the TIM transmission. This behavior does not appear because of the simplifications made.
3The PTIP protocol is not shown because assumption (6.13) is not valid with TW = 1 s. In any case, the
power consumption of PTIP would be above 20 µW when TW = 1 s.
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Figure 6.10: Power consumption as a function of the inter-arrival L (TW = 1 s).
scalability of WiseMAC. Fig. 6.11 shows the power consumption of the WiseMAC and PSM
protocols as a function of the number of sensor nodes. The traffic for each sensor node remains
constant. Increasing the number of sensor nodes therefore increases the global traffic. This
shows the impact of adding more nodes to the network. The power consumption is plotted for
different values of the per-node inter-arrival L.
One can observe in expression (6.8) that the power consumption of PSM is independent of N .
As long as L/N ≥ TW (assumption (6.14)), the PSM protocol remains perfectly scalable4. This
is made possible through the combined use of the polling technique (which avoids overhearing)
and the regular broadcast of the traffic indication map (which avoids useless polling traffic).
The PSM curve is stopped when L/N = TW . Above this value, potential collisions between poll
packets may increase the power consumption of PSM and thereby degrade its scalability.
It can be seen in Fig. 6.11 that although WiseMAC includes an overhearing component, it
does scale well. It remains better than the corresponding curve for PSM up to thousands of
sensor nodes. With a small inter-arrival (L = 100 s), the wake-up preamble is small compared to
the sampling period, and overhearing is mitigated in a probabilistic way (TP +TD ¿ TW ). With
a large inter-arrival (L = 100000 s), the wake-up preamble is as long as the sampling period.
Overhearing is mitigated through the repetition of the data frame in the wake-up preamble.
Overhearers listen on average during TD/2 + TD seconds before discovering that the packet is
not addressed to them, and go back to sleep.
Finally, we can mention that the PTIP protocol (not shown in Fig. 6.11) is clearly not scalable
4The scalability is only perfect with our model of the protocol, where the size TC of the traffic indication map
is constant. In a real implementation, with an increasing number of sensor nodes for which a constant traffic is
addressed, the size of the traffic indication map will have to grow. Bitmap coding of the destination addresses
may need to be replaced with a list of full addresses. Techniques used in paging systems may be of interest to
find an energy efficient solution [70].
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Figure 6.11: Power consumption as a function of the number of sensor nodes N , for different
values of L (TW = 1 s).
because of the potential collisions between the poll packets regularly sent by the sensor nodes.
6.6.3 Impact of the data frame repetition in the WiseMAC preamble
Without the repetition of the data frame in the wake-up preamble, WiseMAC may present
a large overhearing overhead, depending on the value of the inter-arrival. As overhearing is
proportional to the number of nodes, this would degrade the scalability of WiseMAC.
Let us call WiseMAC* the simpler version of the protocol, where the preamble is composed
of alternating bits. The power consumption of WiseMAC* is given by






LP + TD + TT ) + P̂TTC
L







LP can be computed similarly as TLP (expression (5.21)). Assuming that the clock drifts
of both the access point and the destination sensor nodes are uniformly distributed in [−θ; +θ],
the destination sensor node listens on average to the wake-up preamble during TP /2. With a
periodic traffic with period L, we would have an average listening duration of min(2θL, TW /2).
Let L be an exponentially distributed random variable, and l be a given value that it takes.















6.6. Sensitivity analysis 109























Figure 6.12: Power consumption as a function of the inter-arrival L when data frames are not








The average overhearing duration for a given preamble T ∗O(TP ) was introduced in chapter






































The power consumption of the WiseMAC* protocol is shown in Fig. 6.12 as a function of the
inter-arrival L. It can be compared to the power consumption of WiseMAC, i.e. with repetitions
of the data frame in the wake-up preamble. One can observe a local maximum in the power
consumption of WiseMAC*. With periodic traffic, the maximum would be at L = TW /(4θ) ≈
8000 s. With Poisson traffic, the maximum is at L ≈ 4000 s. For inter-arrivals below this
value, the length of the wake-up preamble is smaller than TW and overhearing is mitigated in
a probabilistic way. For inter-arrivals above this value, overhearing is not mitigated anylonger.
Because data frames are not repeated in the wake-up preambles, overhearers have to listen to
the wake-up preamble of every transmission during TW /2 seconds on average. With increasing
values of L, the power consumption of WiseMAC* converges again to the power consumption of
WiseMAC, as the power consumption of data packet reception (including overhearing) becomes
negligible.
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Figure 6.13: Power consumption as a function of the number of sensor nodes N , for different
values of L (TW = 1 s).
With N = 10 sensor nodes, one can see that WiseMAC* remains more energy efficient than
PSM, for all values of L. However, as the overhearing component is proportional to N − 1 (the
number of potential overhearers), WiseMAC* presents a scalability limitation, especially when
the inter-arrival L is maximizing T ∗O. This can be seen in Fig. 6.13, which shows the power
consumption as a function of the number of nodes N (to be compared with Fig. 6.11). With
a small and with a large inter-arrival (L = 100 s, L = 100000 s), the overhearing overhead
remains small and WiseMAC* scales relatively well. However, if the average inter-arrival is
equal to L = 4000 s, overhearing is maximized and WiseMAC* scales poorly. Note however
that the scalability limitation appears for networks with more than 100 nodes, and that many
applications will not require so many nodes.
6.6.4 Impact of the packet size
An increase or a decrease of the length of the data packet has no significant impact on the
comparison of the protocols performance when the traffic is low. In high traffic conditions,
having longer data packets will accelerate the convergence of WiseMAC and PSM towards the
ideal protocol, as protocol overheads are less important with long data packets.
An increase of the length of control packets TC has no impact on the power consumption of
WiseMAC, but penalizes both PSM (due to the regular reception of a beacon of length TC) and
PTIP (due to the regular transmission of a poll packet of length TC). A decrease of the length of
control packets would bring the performance of PSM and PTIP closer to the one of WiseMAC.
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Figure 6.14: Power delay characteristics of WiseMAC, PTIP and PSM for L = 1000 s and
θ = 10, 30, 100 ppm. A larger power consumption corresponds to a larger θ.
6.6.5 Impact of the quartz frequency tolerance
We have considered a quartz frequency tolerance of θ = ±30 ppm, a tolerance easily obtained
with low cost 32 kHz watch crystals. Let us look at what happens when having a better or a
worse accuracy.
First, one can notice that the PTIP protocol is not sensitive to the quartz accuracy. Sensor
nodes may send poll packets at any time.
With the PSM protocol, sensor nodes must wake up in advance in order to cover the clock
drift before to receive the beacon. This causes an average power consumption of 2θP̂R.
With the WiseMAC protocol, the length of the wake-up preamble is proportional to the
frequency tolerance θ. Having a larger (resp. smaller) frequency tolerance will increase (resp.
decrease) the overhearing overhead.
Fig. 6.14 shows the impact on the power consumption of WiseMAC and PSM, when using
different values for the quartz tolerance θ = 10, 30, 100. To map the curves on the values of θ,
note that a larger θ causes a larger power consumption with both WiseMAC and PSM. It can
be observed that the variations are small.
6.6.6 Impact of the TX/RX power consumption ratio
With the WiseNET transceiver, the ratio between the power consumption in transmit and in
receive states is equal to PT /PR = 35/2.1 = 16. This ratio can be different depending on the
transceiver and the chosen output power.
Fig. 6.15 shows the power consumption of WiseMAC, PTIP and PSM for a transmission
power varying between PT = PR and PT = 15PR. With large inter-arrivals, we have seen
that the dominating components of the power consumption are the power consumption in doze
112 Chapter 6. Downlink of an Infrastructure Wireless Sensor Network
























Figure 6.15: Power consumption of WiseMAC, PTIP and PSM for L = 1000 s as a function of
the P T /PR ratio. The chosen wake-up period is TW = 5 s to remain in the validity domain of
PTIP.
state and the power consumption of the wake-up scheme. With WiseMAC and PSM, the power
consumption of the wake-up scheme does not depend on PT . Their power consumption is hence
almost constant when varying PT . The comparison made between PSM and WiseMAC hence
remains valid for any PT /PR ratio. On the other hand, the power consumption of PTIP depends
on PT . The smaller the ratio PT /PR, the closer the power consumption of PTIP and PSM. As
mentioned earlier, the length of the TIM beacon may need to be larger than TC . If the length
of the TIM beacon is larger than the total length of a poll packet and of the control packet sent
in reply, then PTIP may consume less power than PSM.
6.6.7 Impact of the bit rate
We have considered up to now the 25 kbps low bit rate WiseNET transceiver. In this section, let
us analyze the impact of using high bit rate transceivers. We will consider the 11 Mbps Lucent
Orinoco PC-Card and the 250 kbps Chipcon CC2420 802.15.4 transceiver. The parameters of
these transceivers are listed in Table 6.1. The performance of the 3 protocols when using those
transceivers is shown in Fig. 6.16.
The power consumption of the Lucent Orinoco card in the doze, receive and transmit modes
is respectively PZ = 50 mW, PR = 0.9 W, PT = 1.4 W. These values, as well as the bit rate R
and the transmit power of 15 dBm, are taken from the product sheet [112]. The turn-around
time TT is assumed to be 5 µs, which is the maximum allowed value specified by the standard
(aRxTxTurnaroundTime in [79]). The RSSI integration time is assumed to be TI = 15 µs,
the longest possible value according to the standard [79]. The setup time is estimated to be
TS = 0.83 ms. It has been estimated by measuring the duration of the current peak drawn by
6.6. Sensitivity analysis 113










































Figure 6.16: Power-delay characteristics of WiseMAC, PTIP and PSM when using a 11 Mbps
Lucent Orinoco IEEE 802.11 transceiver (left) and a 250 kbps Chipcon CC2420 802.15.4 trans-
ceiver (right). The inter-arrival time is L = 1000 s.
Table 6.1: Transceiver Parameters
Lucent Orinoco Chipcon CC2420
PZ = 50 mW PZ = 3 µW
PR = 0.9 W PR = 59.1 mW
PT = 1.4 W (@ 15 dBm) PT = 52.2 mW (@ 0 dBm)
PS = 0.93 W PS = 9.2 mW
TS = 0.83 ms TS = 1.35 ms
TT = 5 µs TT = 192 µs
R = 11 Mbps R = 250 kbps
TI = 15 µs TI = 128 µs
the PCMCIA card during beacon reception (see Fig. 6.17). This peak has a width of 1.6 ms.
Subtracting the duration of the PHY layer preamble (192 bits at 1 Mbps, i.e. 192 µs) and the
duration of the beacon frame (72 bytes at 1 Mbps, i.e. 576 µs), gives a setup time of about
0.83 ms. The average power consumed during the startup phase PS = 0.93 W was computed by
taking the average over the first 0.83 ms in Fig. 6.17. At 11 Mbps, the length of a 60 bytes data
packet becomes TD = 43 µs, and the length of a 12 bytes control packet becomes TC = 8.7 µs.
The parameters for the Chipcon CC2420 transceiver are taken from the data sheet [15]. Cur-
rent values are multiplied with 3 V to obtain power values. It is assumed to power down the
chip completely, including the voltage regulator. The current consumption is then 1 µA, which
gives 3 µW with a 3 V supply. The setup time TS is composed of 0.3 ms voltage regulator
startup, 0.86 ms oscillator startup and 0.192 ms PLL startup, giving a total TS = 1.35 ms.
The chip consumes respectively 20 µA, 426 µA and 19.7 mA during the startup of the voltage
regulator, the oscillator and the PLL. This gives a setup energy of 12.4 µJ and an average setup
power of PS = ES/TS = 9.2 mW. At 250 kbps, the length of a 60 bytes data packet becomes
TD = 1.9 ms, and the length of a 12 bytes control packet becomes TC = 0.4 ms.
It can be observed in Fig. 6.16 that when using a IEEE 802.11 transceiver, the power con-
sumption of all protocols is approximately identical. At 11 Mbps, the length of a control packet
becomes very small (8.7 µs at 11 Mbps), as well as the energy to receive it. On the other hand,
the setup energy remains relatively large. The advantage of WiseMAC over PSM and PTIP was
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Figure 6.17: Power consumption of a Lucent Orinoco IEEE 802.11 PC Card during the reception
of a beacon.
that sampling the medium costs less energy than receiving or transmitting a control message.
If the energetic costs of sampling the medium and of receiving or transmitting a message is neg-
ligible compared to the setup energy, the power consumption of PSM and WiseMAC becomes
identical. The periodic beacon used by PSM to inform sensor nodes of incoming traffic can serve
other purposes, including time synchronization and access point discovery in roaming scenarios.
The use of PSM for IEEE 802.11 networks was hence indeed a good choice.
With the IEEE 802.15.4 transceiver, the performance of the protocols are closer from one
another than was observed with the WiseNET transceiver. As in the case of the IEEE 802.11
transceiver, the higher bit rate of the IEEE 802.15.4 transceiver (250 kbps) compared to the
WiseNET transceiver (25 kbps) makes the advantage of WiseMAC smaller. Whether one should
use WiseMAC or PSM with such a transceiver depends on the relative importance to a given
application of the low power consumption and of the additional functions that PSM can bring
with its beacon.
6.7 Conclusion
In this chapter, we have evaluated the performance of WiseMAC for the downlink of an in-
frastructure sensor network. A comparison was made with PTIP, a very simple protocol based
on terminal initiated polling and PSM, the power save protocol used in the IEEE 802.11 and
IEEE 802.15.4 standards. The trade-off between power consumption and delay was analyzed in
low traffic conditions. Analytical expressions were derived to compute the power consumption
and transmission delay of each protocol, as a function of the wake-up period.
It was shown that WiseMAC provides, with low bit rate radio transceivers, a significantly lower
power consumption than PSM. Using the WiseMAC protocol with the WiseNET transceiver, a
sensor node consumes 7 µW to receive 60 bytes data packets every 1000 seconds with an average
latency of 0.5 seconds. When using the PSM protocol, reaching the same latency would cause a
power consumption of 12 µW, almost two times more than with WiseMAC.
When the wake-up period can be chosen to be very large, it was seen that the power consumed
by the wake-up scheme of all protocols becomes negligible. In such a case, the PTIP protocol
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becomes attractive as well, because of its implementation simplicity.
With high bit rate transceivers, it was seen that the power consumption of all protocols con-
verge to the power consumption of the periodic wake-up. With an increasing bit rate, the addi-
tional activity specific to each protocol becomes negligible. Choosing PSM instead of WiseMAC





This chapter presents experimental results obtained with an implementation of the WiseMAC
protocol. After a presentation of the used hardware platform, the operation of the WiseMAC
protocol will be illustrated with oscilloscope traces. Average power consumption and delay
measurements are finally presented.
7.2 Hardware platform
In order to advance in parallel with the finalization of the WiseNET SoC, the implementation
of the WiseMAC communication protocol investigated in this dissertation was first made on a
two-chips platform composed of the XE88LC06A [124] microcontroller and the XE1203F [127]
FSK radio transceiver. Both chips are products from Xemics, a spin-off company of CSEM.
7.2.1 Microcontroller
The XE88LC06A [124] is an 8-bit microcontroller designed for wireless communication applica-
tions. It is based on the same CoolRISC 816 core [123] used in the WiseNET SoC, facilitating
code porting towards the WiseNET SoC platform.
The architecture of the XE88LC06A microcontroller is illustrated in Fig. 7.1. The computer
architecture of the CoolRISC 816 core is of the Harvard type [123], with a physically separated
storage for instructions and data. The size of the instruction memory is of 8192 instructions.
As instructions have a width of 22 bits, this corresponds to 22 kbytes. The size of the data
memory is only 512 bytes. When programming in C with the gcc CoolRISC compiler, one must
reserve a zone on the top of the data memory for the software stack, reducing further the space
available for program variables.
When compared to the classical Von Neumann architecture [119], where data and instructions
are stored in the same memory, the Harvard architecture presents the advantage of allowing
the execution of one instruction per clock cycle. As power consumption is proportional to
clock frequency, the Harvard architecture permits a lower power consumption per MIPS. The
disadvantage of the Harvard architecture is to prevent the reading of constants directly from the
program memory. Many algorithms (e.g. ciphers and CRCs implementations) are based on the
use of lookup tables with 256 entries to map a byte onto the result of some complex operation.















Figure 7.1: Simplified hardware architecture of a XE88LC06A microcontroller.
With a Harvard architecture and only 512 bytes of memory, such a lookup table would consume
half of the data memory.
The communication interfaces of the XE88LC06A include a universal asynchronous receiver
transmitter (UART), general purpose input/output pins (GPIO) and the BitJockey radio in-
terface. The role of the BitJockey is to convert the serial interface towards the radio into a
byte interface towards the CPU, relieving it from computing intensive operations such as bit
and frame synchronization. In the transmit direction, bytes are transmitted as a serialized bit
stream at the desired bit rate. An interrupt is generated when the transmit buffer is empty to
inform the CPU when the next byte must be written. In the receive direction, the BitJockey
recovers the bit clock, detects 8 bits patterns in the bit stream and generates interrupts when
bytes have been received. In between the writing or reading of bytes, the CPU is able to perform
other tasks and/or enter a power saving mode.
Two power-saving modes are available: stand-by and sleep. The stand-by mode is entered
when issuing the ”halt” command. It will also be referred to as the ”halt” mode. In this mode,
the CPU is stopped but the clocks remain active, allowing the peripherals to continue to work
(e.g. time-keeping, UART and radio reception). The CPU is woken up by interrupts. In sleep
mode, the clocks are stopped. Only an external reset can wake-up the CPU. As time-keeping is
crucial to the WiseMAC implementation, this mode has not been used.
The CPU clocks can be generated by an internal RC oscillator and/or by an external 32 kHz
quartz. The RC oscillator provides the high frequency clock necessary for high speed processing
and the 32 kHz quartz provides the high accuracy time-keeping base.
7.2.2 Radio transceiver
The XE1203F [127] is a FSK transceiver designed for the 433, 868 and 915 MHz bands. It
provides a sensitivity of PS = −109 dBm at a bit rate of 25 kbps and a bit error rate of
10−3. The bit rate can be selected between 1.2 and 152.3 kbps. The transmitted power can be
configured to be 0, 5, 10 or 15 dBm. In order to match the WiseNET SoC parameters, a bit
rate of R = 25 kbps and a transmission power of PT = 10 dBm will be used.
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Figure 7.2: EV108 Development board with
XM1203 radio module.
Figure 7.3: WiseNode: A miniaturized low
power wireless sensor node based on the
XE1203 radio and the XE88LC06A micro-
controller.
7.2.3 Development and demonstration boards
The measurements of the current consumed by the XE88LC06A microcontroller and the XE1203F
transceiver have been made using a XM1203 module operating at 868 MHz driven by the
XE88LC06A micro-controller on a EV108 [128] evaluation board (see Fig. 7.2). The XM1203
module includes a XE1203F chip and the required additional radio frequency components
(39 MHz quartz, antenna switch, etc.). The EV108 board includes a socket for the XE88LC06A
microcontroller, a 32 kHz quartz, buttons and LEDs. An integrated sensor node device using
the same chips has been realized (see Fig. 7.3).
7.3 Software architecture
The communication software located on the sensor node implements routing and the MAC
layer. Low level APIs have been defined to interface the radio transceiver and the time-keeping
subsystem, allowing software compatibility between platforms at MAC layer and above.
If the computing resources requirements of an application are low, it will be possible to include
the application software on the same microcontroller as the communication software (see Fig.
7.4, left). If the processing or memory requirements are too large, a second microcontroller
must be used for the application software (see Fig. 7.4, right). In such a case, it is foreseen
that the two will communicate through a serial interface called the Host Controller Interface
(HCI, after the Bluetooth terminology [102]). Following the Bluetooth HCI specification, the
host controller sends commands and receives events. Events may be answers to the commands
or generated asynchronously due to, for example, the reception of a packet. Commands and
events are formatted using a TLV (type, length, value) scheme.
The size of the different software components is shown in Fig. 7.5. In its current version, the
implementation of the WiseMAC protocol requires 1606 words of 22 bits, totalizing 4.5 kbytes.
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The remaining 5008 words (14 kbytes) are used by the radio driver (XE1203Driver), the UART
driver (UartDriver), the RC frequency calibration routine (DFLLDriver), the time-keeping driver
(CntDriver), the HCI interface (Hci), the routing layer (Route), the initialization and scheduling
routines (crt0 and Main) and the basic gcc support routines such as floating point operations
and modulo operations (libgcc sc).














Figure 7.5: Code size in words of the different
software components.
7.4 Measurements
7.4.1 Time-keeping base accuracy
Table 7.1 shows the measured oscillation frequency of the 32 kHz quartz on 5 EV108 boards
and on five WiseNode integrated sensor nodes. Measurements have been made at 20 degrees
centigrade. These measurements show that the assumption, made in this thesis, to considering
a quartz tolerance θ within [−30;+30] ppm is valid at room temperature with these quartzes.
Temperature variations and aging will increase the inaccuracy of the quartzes. It was shown in
section 5.4.5 that a larger quartz tolerance results in a higher power consumption. To improve the
synchronization accuracy in such cases, a node may have to learn the drift rate of its neighbors
and record it along with the sampling offset.
7.4.2 Static current consumption
The measured static current consumption of the microcontroller and the radio transceiver are
shown in table 7.2.
The most common activity of a sensor node will be to sleep. To minimize the power con-
sumption in doze state, it is important to use the 32 kHz quartz as the clock source, and to
switch off the radio oscillator and the CPU RC oscillator. The doze power consumption becomes
PZ = 2.4 · 3 = 7.2 µW. The power consumption in receive and transmit state (10 dBm output
power) are respectively PR = 14 · 3 = 42 mW and PT = 43 · 3 = 129 mW.
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Table 7.1: Effective 32kHz quartz oscillation frequency
Board Frequency Deviation
EV108 No 1 32767.3 Hz -21 ppm
EV108 No 2 32767.6 Hz -12 ppm
EV108 No 3 32767.5 Hz -15 ppm
EV108 No 4 32767.8 Hz -6 ppm
EV108 No 5 32767.6 Hz -12 ppm
WiseNode No 1 32768.9 Hz +27 ppm
WiseNode No 2 32768.5 Hz +15 ppm
WiseNode No 3 32768.5 Hz +15 ppm
WiseNode No 4 32768.8 Hz +24 ppm
WiseNode No 5 32769.0 Hz +30 ppm
Table 7.2: Measured static current consumption of XE88LC06A and XE1203 (3 V).
CPU halt 32 kHz, RC off, radio in sleep mode 2.4 µA
CPU halt 32 kHz and RC 2.4 MHz running 84 µA
CPU running 32 kHz (Quartz) 12 µA
CPU running 2.4 MHz (RC) 760 µA
Radio oscillator running 1.0 mA
Radio RX 14 mA
Radio TX 0 dBm 24 mA
Radio TX 5 dBm 30 mA
Radio TX 10 dBm 43 mA
Radio TX 15 dBm 55 mA
7.4.3 Dynamic current consumption
The dynamic current consumption during the transitions between the doze, receive and transmit
states has been measured by recording with an oscilloscope the voltage drop across a 1 Ohm
resistor. Fig 7.6 shows the current consumed when following the radio model state machine
(Fig. 3.3 in chapter 3) clockwise (doze-receive-transmit-doze) and anti-clockwise (doze-transmit-
receive-doze). The thick line shows the current consumed by the radio module, while the light
line shows the total consumed current. The difference between the two is due to the power
consumption of the micro-controller and to the charge and discharge of decoupling capacitors.
The vertical dotted lines indicate when the commands are starting to be transmitted by the
micro-controller to the radio transceiver. There is a delay between the time the command is
issued and the time it is executed on the radio transceiver. This delay is caused by the time
needed to send the command to the radio transceiver using a 3 wires serial interface implemented
in software on a general purpose parallel port. It amounts to 140 µs, which corresponds to the
time needed to execute the function WriteRegister (Xemics XE120x API [125]) at 2.4 MHz CPU
frequency.
Following the transceiver datasheet [126], waiting times of 500 µs and 150 µs have been
programmed after respectively receiver and transmitter start-up. The oscillator needs 500 µs to
start. A waiting time of 360 µs has been programmed after issuing the oscillator start command.
Sending the following command will give the additionally required 140 µs.
The duration of the setup phase into receive state amounts to TSR = 1.14 ms. This duration
includes the initial 140 µs to send the oscillator start command, 360 µs waiting time, 140 µs to
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Figure 7.6: Current consumption of a XE1203F radio driven by a XE88LC06A micro-controller
when traveling clock-wise (left, doze-receive-transmit-doze) and anti-clockwise (right, doze-
transmit-receive-doze) in the transceiver state machine.
Table 7.3: XE88LC06A and XE1203F two-chips solution.
PZ = 7.2 µW PSR= 19 mW TSR = 1.14 ms PT = 10 dBm
PR = 42 mW PST = 40 mW TST = 0.79 ms PS = −109 dBm (BER=10−3)
PT = 129 mW PTR = 42 mW TTR = 0.64 ms R = 25 kbps
U = 3 V PRT = 129 mW TRT = 0.29 ms TI = 640 µs
send to command requesting the switch into receive state followed by 500 µs waiting time. The
energy consumed for setup into receive state integrates to 22 µJ at 3 volts. This corresponds to
an average power PSR = 19 mW during TSR.
The duration of the setup phase into transmit state amounts to TST = 0.79 ms. This duration
includes the initial 140 µs to send the oscillator start command, 360 µs waiting time, 140 µs to
send to command requesting the switch into transmit state followed by 150 µs waiting time. The
energy consumed for setup into transmit state integrates to 32 µJ at 3 volts. This corresponds
to an average power PST = 40 mW during TST .
To obtain a fast switching between states, it is possible with the XE1203F transceiver to
program in advance the next state and to switch into this state by toggling a signal on an input
pin. This optimization could not yet be implemented in the software used in these tests and
a delay of 140 µs is added to the turn-around and turn-off procedures. The duration of the
turn-around phases is then TRT = 290 µs in the receive to transmit direction, and TTR = 640 µs
in the transmit to receive direction. As can be seen in Fig 7.6, the power consumption during
the turn-around phases quickly settles to the power consumption of the destination state. One
can make the approximation PTR = PR and PRT = PT .
The RSSI integration time is fixed to 500 µs. After the measurement delay, reading the value
through the 3 wires serial interface causes an additional delay of 140 µs. The total time needed
to obtain a measurement is hence TI = 640 µs .
The parameters of the XE88LC06A and XE1203F two-chips solution are summarized in table
7.3.
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Figure 7.7: Current consumed by the XE1203 radio transceiver (thick line) and total consumed
current (XE1203 and XE88LC06A) when sampling the medium.
7.4.4 Energy consumption of sampling
Figure 7.7 shows the current consumption during the sampling procedure. The two first vertical
lines represent respectively when the commands to turn-on the oscillator and the radio are
starting to be transmitted. The RSSI is measured between the third and the fourth vertical
lines. The increase in the total current consumption at the beginning of the RSSI measurement
phase is due to the programming of the timer counting the 500 µs RSSI integration time. The
next interval represents the time needed to read the RSSI value. The last interval shows the
time needed to stop the radio.
With the radio model introduced in section 3.3 and using the parameters values given in table
7.3, the energy needed to sample the medium is given by PSRTSR+PRTI = 19 ·1.14+42 ·0.64 =
48.5 µJ. The numerical integral of the measured current consumption gives an energy of 52.3 µJ
for the radio and 55 µJ in total. The difference of 3.8 µJ between the energy consumed by the
radio and the prediction by the model stems from the energy consumed between the time when
the turn-off command is sent and the time when it is received by the radio. The model assumes
that an instantaneous turn-off is possible. With an optimized implementation using the fast
switching feature of the transceiver, these few µJ could be saved. The implementation would
then match the model accurately.
It is interesting at this point to compare the 48.5 µJ needed by an off-the-shelf transceiver
operating at 3 V to sample the medium with the PSRTSR+PRTI = 0.4 · 1.7+2.1 · 0.1 = 0.89 µJ
needed by the WiseNET SoC operating at 1 V. The sampling activity consumes 54 times less
with the WiseNET SoC, making possible the use of a high sampling rate while keeping a low
average power consumption.
7.4.5 Minimization of the wake-up preamble length
Fig. 7.8 shows the current consumption and the transceiver state of a source and a destination
when using the WiseMAC protocol. The current is measured using a 1 Ohm shunt. The state of
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Figure 7.8: Transmission with wake-up preamble of the length of the sampling period (left) and
transmission with a wake-up preamble of minimized size (right) (TW = 250 ms).
the transceiver is observed through the monitoring of two pins indicating when the transceiver
is respectively in receive or in transmit state. When both signals are low, the transceiver is
sleeping. In Fig. 7.8, the three upper curves belong to the source, while the three lower belong
to the destination. In each group, the first one represents the consumed current, the second one
the transmit state and the third one the receive state.
The short peaks on the current consumption and on the receive state indication lines represent
the sampling activity. It can be observed that source and destination are not sampling the
medium at the same times. Their sampling schedules are independent.
The transmission from the source is generated at a random time through the manual activa-
tion of a push-button. At the packet generation time, the microcontroller exits the low power
sleeping state and activates the RC. To mitigate collisions between packets that might be sent
by multiple nodes as a result of an external event (detected event, received broadcast message),
the WiseMAC medium access control requires a random waiting time before to attempt a trans-
mission with a long preamble. As a reminder, transmissions with a minimized preamble are not
preceded by a backoff, but include a medium reservation preamble of randomized size in front of
the wake-up preamble. The backoff waiting time can be seen in Fig. 7.8 (left) through the small
current consumption increase due to the RC oscillator that is preceding the transmission. In
this example, the backoff time amounts to about 20 ms. Just before to start the transmission,
the source enters the receive state to perform carrier sensing. After the transmission, which lasts
for about 260 ms, the source turns its transceiver around into the receive state, waiting for the
acknowledgement packet.
The destination detects the wake-up preamble and stays in receive state until the data packet is
received. The repetition of the data packets in the wake-up preamble is not used in this example.
After the correct reception of the data packet (as attested by the frame check sequence), the
acknowledgement packet is transmitted.
Once the acknowledgement received, the source knows the offset between its sampling schedule
and the one of the destination. For the next transmission, it can use a wake-up preamble of
minimized size. The right part of Fig. 7.8 shows a transmission with a wake-up preamble of
minimized size. Again, the packet is generated at a random time through a push-button. At the
packet generation time, the RC oscillator is started, and the next suitable transmission time is
computed. The waiting time between the arrival of the packet and the start of the transmission
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Figure 7.9: Detailed view of a transmission with a wake-up preamble of minimized size.
can be observed in Fig. 7.8 through, as in the previous case, the increased current consumption
due to the RC oscillator. Prior to transmit, the source enters the receive state to perform
carrier sensing. The data packet is then transmitted and answered with an acknowledgement.
A detailed view of the transmission with a short wake-up preamble is shown in Fig. 7.9. In
this example, the wake-up preamble has a size of about 4 ms. The wake-up preamble has been
made visible by superimposing to the transmit state indicator, the signal on the serial data path
from the micro-controller towards the transceiver. As the wake-up preamble is composed of
alternating bits, it is visible as the black area at the front of the packet.
7.4.6 Multi-hop transmission
In many sensor network applications, a packet will have to be relayed in a multi-hop fashion.
The forwarding of a packet across three nodes is illustrated in Fig. 7.10. The tree groups of
signals correspond to the three nodes. On each node, a buffer stores the packets received from
the radio or from the upper layer until they are transmitted over the air or given to the upper
layer. The first line in each group indicates when the packet buffer on a node contains a data
packet. The second line indicates when the transceiver is in transmit state, and the third one
when the transceiver is in receive state. Through the observation of the first line in each group,
one can see the packet moving from the packet buffer of a node to the next one. Once arrived
at destination, the packet is given to the upper layer and the packet buffer is emptied.
Observing the receive and transmit state indication signals, one can recognize the carrier sens-
ing operation before the transmissions as well as the transmissions of data and acknowledgement
packets.
It can be observed that only the destination of a transmission is woken up by the transmis-
sion. This demonstrates the overhearing mitigation effect brought by the independence between
the sampling schedules of the different nodes combined with the minimization of the wake-up
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Figure 7.10: Multi-hop transmission of a packet (TW = 250 ms).
preamble.
In this example, the total delay between the arrival of the packet in the first node and its
delivery to the upper layer on the third node amounts to 380 ms. The hop delay is hence 190 ms,
slightly below the wake-up period TW = 250 ms.
7.4.7 Average power consumption and transmission delay
The average power consumption has been measured indirectly through recording the time spent
by the radio transceiver in the receive and transmit states. A direct measurement of the av-
erage current consumption was not possible due to the large integration time required, of up
to hundreds of seconds. The micro-controller on each node is used to sum up the time spent
by the radio in the receive and transmit state. The granularity of the time measurement is
equal to a oscillation period of the 32 kHz quartz, which amounts to about 30 µs. The power
consumption is computed by multiplying the average time spent in doze, receive and transmit
states by respectively PZ , PR and PT as given in table 7.3.
The measurement setup is illustrated in Fig. 7.11. Traffic is generated by node 1 and for-
warded by the 4 other nodes before coming back to the source node. Packets are sent with an
average interval of L seconds. The instant when the packet is generated is randomized using
an initial backoff equal to the sampling period. Routing tables have been pre-configured such
that packets follow the depicted route. The advantage of having a circular traffic is to permit
to simultaneously measure the average power consumption and the transmission delay. When a
packet is generated, the source node introduces a time stamp in its payload. The transmission
delay is computed by comparing this time stamp with the time at arrival. The power consump-
tion is measured on the source node. Its power consumption is equal to the one of the forwarders
as it sends and receives one packet every L seconds.





















Figure 7.12: Average power consumption, com-
puted from the measured time spent with the
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Figure 7.13: Average hop transmission delay
measured in a circular network composed of 5
nodes (TW = 250 ms).
function of the inter-arrival time and with TW = 250 ms. The line with circles markers shows
the average power consumption measured through experiments, while the plain line shows the
theoretical power consumption predicted by expression (5.19) using the radio parameters of
the XE88LC06A-XE1203F two-chips solution given in Table 7.2. Six experiments were run for
each traffic intensity. For each experiment and traffic intensity, 20 packets are transmitted, the
average power is computed. The average of these six average values is represented by the circle
markers. The triangle markers show the minimum and the maximum average power consumption
over these six experiments. It can be observed that the measured average power consumption
is close to the theoretical average power consumption.
Fig. 7.13 shows the average hop transmission delay, obtained through a measurement of the
round trip delay of packets traveling in circle across the 5 nodes. The solid line with circle
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markers shows the average over 120 packets (20 packets for each of the six experiments). The
triangle markers show the 25th and 75th percentiles of the delay distribution. The solid line
without markers shows the theoretical average delay as predicted by expression (5.23).
If all the nodes were sampling the medium in a synchronized way the round trip delay of a
packet would consist first of the waiting time between the packet generation and the transmission
time. With TW = 250 ms, this waiting time would be TW /2 = 125 ms in average. It would then
need 4 additional hops to come back to the source node, giving an additional delay of 4TW = 1 s.
The total delay would hence be 1.125 ms, giving a hop delay of 225 ms. As the sampling times
of the nodes are independent, the delay at each hop is smaller than 250 ms. When the traffic
is sufficiently large for the wake-up to be small, an average hop delay of about 125 ms can be
measured. When the traffic becomes small (e.g. one packet every 2 minutes, or every 4 minutes),
the hop delay augments because of the need to send relatively long wake-up preambles in front
of data packets. This behavior was already observed with the simulation model of WiseMAC.
In the simulation results, one could also observe an increase of the delay when the inter-arrival
time was below L = 10 s. This delay increase in high traffic conditions is not visible in the
results of this experiment. The reason of this better performance is that there are only 5 nodes
forwarding a packet in the used setup, while in the simulated network, 10 groups of 10 nodes
were forwarding traffic in parallel, resulting in a higher overall traffic.
7.5 Conclusion
The implementation of the WiseMAC protocol was carried out on a two-chip platform based on
the XE88LC06A microcontroller and the XE1203F radio.
First, it was demonstrated that it is possible to implement the WiseMAC protocol on a
very memory limited platform (22 kbytes instruction memory and 512 bytes data memory).
The software module implementing the WiseMAC layer uses less than 5 kbytes of instruction
memory.
The experimentations have validated the basic mechanisms introduced in the WiseMAC pro-
tocol, which are the usage of preamble sampling at the destination side, the adaptive learning of
the offset between a destination and a source and the usage of a wake-up preamble of minimized
length at the source side. It was seen that the measurements of the average power consumption
and of the average hop delay as a function of the traffic behave as predicted by theory.
Chapter 8
Conclusion
This thesis deals with energy efficient medium access control protocols designed to meet the
specific requirements of wireless sensor networks. The main requirements of wireless sensor
networks were identified to be a low cost and a long lifetime. Additional requirements are the
self-organization, the scalability and the capability to operate in a multi-hop fashion.
The protocols investigated in this dissertation are based on the preamble sampling technique,
which is a form of periodic reception. This technique, used in paging systems, had received up to
now little attention in the research community. This thesis has provided a detailed mathematical
analysis of the performance of a protocol combining non-persistent CSMA with the preamble
sampling technique. The renewal theory available for the analysis of classical non-persistent
CSMA has been extended to cover the case with preamble sampling and to provide power
consumption information.
The strength of the preamble sampling technique is to put a very low power consumption
overhead at the destination side, giving to the source side the responsibility and the cost of
waking up a destination. With the basic preamble sampling technique, a wake-up preamble of
the size of the sampling period must be used, which leads to a low energy efficiency in high
traffic conditions.
The WiseMAC protocol, introduced in this dissertation, builds on CSMA with preamble
sampling technique. By piggy-backing the remaining time until the next sampling instant in
each acknowledgement packet, WiseMAC permits to each node to learn and refresh the offset
between its own sampling schedule and the ones of its destinations. In addition, WiseMAC
makes use of a number of mechanisms to mitigate collisions and overhearing. These mechanisms
include the extension of the carrier sensing range to mitigate the hidden node effect, the use of
mandatory inter-frame spaces to avoid the interruption of data-acknowledgement transactions,
the addition of a medium reservation preamble of randomized size in front of wake-up preambles
of minimized size to mitigate systematic collisions, the transmission of bursts of packets using
the ”more” bit, and finally, the repetition of data frames in long wake-up preambles to mitigate
overhearing. The performance of the WiseMAC protocol was analysed mathematically and
through simulation, and compared to other state-of-the-art protocols.
It was shown the WiseMAC can simultaneously achieve a low average power consumption
in low traffic conditions and approach the energy efficiency of TDMA in high traffic condition.
The fact that the energy efficiency of TDMA is approached with WiseMAC is remarkable given
the simplicity of the WiseMAC protocol as compared to the complexity of managing a spatial
TDMA schedule.
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When using the WiseNET SoC, a node will consume only 28 µW to forward a packet of 60
bytes every 100 seconds. A lifetime of 5 years could then be reached using a single AA alkaline
battery. The WiseMAC protocol was shown, at that traffic, to be 75 times more energy efficient
than the classical non-power saving CSMA/CA and 8 times better than S-MAC, operated at its
default duty cycle of 10%.
An implementation of the WiseMAC protocol on a low-power embedded platform has demon-
strated the practical validity of the proposed mechanisms. It was shown that this protocol can
be implemented with a memory footprint of a few kbytes only, as required to meet the low cost
requirement. Measurements of the average power consumption and of the average hop delay
have confirmed results provided by the mathematical analysis and by simulations.
The WiseMAC protocol was shown to be an attractive MAC protocol, not only for wireless
multi-hop sensor network, but also for the downlink of infrastructured based wireless sensor
networks, allowing the use of a single scheme for communication in a hybrid topology.
The WiseMAC protocol was designed to operate on a single frequency. A direction for further
development could be to target the support of multiple frequency channels, in order to increase
the system capacity and be able to avoid interferers through frequency agility.
At the physical layer, further work will be needed to evaluate the trade-offs between the used
bit rate, the transmission power, the modulation and the channel coding schemes in the context
of low duty cycle wireless sensor networks.
At the network layer, further work include the evaluation of routing protocols suitable for
operating above the WiseMAC layer. The WiseMAC protocol is based on a flat topology,
as opposed to a clustered topology with for example the IEEE 802.15.4 protocol [82]. This
characteristic may help in designing simple routing algorithms. With WiseMAC, broadcast
transmissions must be of the duration of the sampling period to wake up and reach every node
in range. Broadcast is used by many multi-hop routing protocols such as DSR [51] or directed
diffusion [49]. As using long wake-up preambles is energetically costly, the usage of broadcasts
will negatively impact power consumption. The support of mobility will require broadcast
messages for network discovery. A high mobility will be associated with a relatively high power
consumption. However, many sensor network applications are expected to be quasi static. In
such cases, the energetic cost of self-organization can be expected to be low. When mobility
is desired, solutions to implement an energy efficient routing on top of the WiseMAC protocol
remain to be designed.
Congestion is a source of collisions and energy waste. Flow control is traditionally implemented
between end-points at the transport layer. In a multi-hop sensor network, it may be of interest,
as proposed by Woo in [122], to insert a ”stop” bit in the MAC layer acknowledgements. Such a
mechanism is compatible with the WiseMAC protocol. Its performances remain to be evaluated
in conjunction to WiseMAC. This scheme may permit to inform more rapidly the sources of a
congestion than classical transport layer schemes.
A further potential source of energy savings can be found in the field of mobile code. Mobile
code may save energy, for example, in applications where distributed processing would require
more energy to transfer the information to be processed than to transfer the algorithm to be





Bluetooth is a digital wireless data transmission standard in the 2.4 GHz ISM band aimed at
providing a short range wireless link between laptops, cellular phones and other devices [102].
The air interface modulation is Gaussian FSK with a raw bit rate of 1 Mb/s. The communication
topology between Bluetooth nodes is point-to-multipoint, where a master communicates in time
division duplex with several slaves forming a so-called piconet. Even slots are used for packets
from the master to one of the slaves and odd slots are used for the return direction. In order
to tolerate interference which can readily arise in the 2.4 GHz band, a slow frequency hopping
scheme is used, where all nodes of a piconet hop together among 79 frequencies at each packet
slot. As Bluetooth is meant to be used for applications such as connecting a headset to a mobile
phone, the problem of co-channel interference from other Bluetooth piconets can become of high
importance. It is likely to have several persons in proximity, each having an open Bluetooth
connection between a mobile phone and a headset or a mobile computer. Simulation results
addressing the problem of interference between Bluetooth networks can also be found in [137]
and [136].
A.2 Model
We assume n unsynchronized collocated piconets that are sufficiently close from one another such
that a co-channel interference between 2 or more packets will destroy all packets. For simplicity,
we assume that only 1 bit of overlap is enough to destroy all packets involved. The interference
system model is shown in Fig. 1. Forward error correction and capture effect are neglected.
Because of the strong adjacent channel rejection requirement imposed by the standard, adjacent
channel interference is not considered. The traffic in each piconet is assumed periodic and the
packet rate is G packets per slot. G can take values between 0 and 1 and can be seen as the
probability to have a packet in a slot. With G = 1, we have 100% traffic in each piconet.






Figure A.1: Interference between piconets.
A.3 Packet Error Rate
We will first consider piconets that are synchronized among them. The probability that two
nodes in piconet A can successfully exchange a packet when one other synchronized piconet B is
collocated, is equal to PSS = 1−GP1, where P1 = 1/79 is the probability that piconet B chooses
the same frequency as the one chosen by piconet A. In the variable PSS , the superscript S stands
for synchronized (or for simple, as will be seen later) and the subscript S for success. With n
collocated piconets, the piconet A has n− 1 adversary piconets. The probability to successfully
transmit is then
PSS (n) = (1−GP1)n−1 (A.1)
According to the Bluetooth standard, different piconets are not synchronized. Another im-
portant point is that the duration of a packet is smaller than the duration of a slot. A single slot
packet is 366 bits long (TP = 366 µs at 1 Mbps) and the duration of the slot is TS = 625 µs. The
idle time between the end of the transmission of the packet and the start of the next reception
is used to let the electronics stabilize at the next frequency. Let us consider again only two
piconets. Depending on the relative time phase, one or two slots from the adversary piconet B
can interfere with the packet of interest in piconet A. We assume that the time shift between A
and B is a random variable uniformly distributed between 0 and TS . The time shift is random,
but it is constant for any given pair of piconets assuming that the slow clock drifts are neglected.
Using the diagram shown in Fig. A.2, one can see that there is a probability d = 2r − 1 that
the time shift is such that a packet in piconet B is a potential danger to 2 packets in piconet A.
The probability that the time shift is such that a packet in piconet B is a potential danger to 1
packet in piconet A is the complement
s = 1− d = 2(1− r) (A.2)
These values can be understood as follows: over all possible shifts of the adversary piconet,
there are two zones of single exposure with a total length of 2(TS − TP ) and one zone of double











Figure A.2: Single or double exposition to interference.
exposure of length TP − (TS − TP ) = 2TP − TS . Normalized with TS and using r = TP /TS , we
obtain 2(1− r) and 2r − 1.
If the adversary piconet B is shifted such that one of its packets is threatening two slots in
piconet A, the probability of transmitting successfully one packet is given by PDS = (1−GP1)2,
as both the preceding and the following slots must have chosen another frequency, in the case
that they had a packet to send1. In the variable PDS , D stands for double exposure. Now, if
there are n collocated piconets, and if all n − 1 adversary piconets are shifted such that each
of the packet sent by them is doubly threatening a packet sent in piconet A, the probability to
successfully transmit becomes
PDS (n) = (1−GP1)2(n−1) (A.3)
In a real situation, from the n− 1 adversary piconets, there will be a number nS of piconets
simply threatening and a number nD = n − 1 − nS of piconets doubly threatening. These
numbers are random but constant over time for any given set of active piconets. Let denote
with NS the random variable taking individual values nS . The distribution of NS is binomial:





snS (1− s)n−1−nS (A.4)
where s is defined in equation (A.2). For any given n and nS , the probability of successfully
transmitting a packet can be expressed as
1Another way to see this is to consider that the packet will suffer from interference and be in error if both
dangerous slots choose the same frequency and have a packet to send (probability (GP1)
2), or if the first one
chooses the same frequency and have a packet to send and the second doesn’t (probability GP1(1−GP1)). This
last event can be reversed. Therefore, the probability to have a packet error is PDE = 2GP1(1−GP1) + (GP1)2 =
2GP1 − (GP1)2 and PDS = 1− PDE = (1−GP1)2.
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PS(n, nS) = (1−GP1)nS (1−GP1)2(n−1−nS) = (1−GP1)2(n−1)−ns (A.5)
This expression is a lower bound on the packet success probability as a function of n and nS .
The packet success probability can be higher in a real system thanks to the capture effect and
forward error correction codes. With ns = n− 1 , we obtain the synchronized case, i.e. formula
(A.1). With nS = 0, we obtain the double threat case, i.e. formula (A.3). The mean value of
this lower bound over all possible shift configurations can be obtained by taking the expectation
of (A.5) over all values of NS :
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A simpler way to find the same result, valid when G = 1, is given in [24]. Defining aM =
s (1−GP1) + (1− s) (1−GP1)2, we obtain PS(n) = an−1M , where M stands for mean. We see
that in the three considered scenarios, the expression for the packet success probability has the
form
PS(n) = an−1 (A.7)
where a depends on the scenario. In the one considered at last, for G = 1, we have a = aM =
s (1− P1)+(1− s) (1− P1)2 = 0.9852. If we would have considered unsynchronized piconets but
would not have taken into account the fact that the packet length is smaller than the slot length,
we would be in the situation where nD = n−1 , with a = aD = (1−P1)2 = (1−1/79)2 = 0.9748.
This corresponds to aM with s = 0. With synchronized piconets, the ratio between packet and
slot length is not relevant. We have always only one dangerous slot in an adversary piconet.
The value of the variable a is then a = aS = 1 − P1 = 1 − 1/79 = 0.9873. This corresponds to
aM with s = 1. Assuming n unsynchronized piconets all transmitting with a packet rate G = 1,
the packet error rate suffered by one piconet because of the interference from n − 1 adversary
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Figure A.3: Packet error rate suffered by one piconet because of the interference from n − 1
adversary piconets.































Figure A.4: Packet error rate suffered by one piconet because of the interference from n − 1
unsynchronized adversary piconets (r = 366/625) for different values of the traffic G.
piconets is PE(n) = 1 − PS(n) = 1 − an−1. The plot of this function for the three different
values of a can be seen in Fig. A.3. The curve in the middle shows the mean of the packet error
probabilities over the possible distributions of the piconets in the groups of the single overlap
and double overlap.
A lower traffic in the adversary piconets will reduce the packet error probability. The mean
packet error probability PS(n) for different values of the packet rate G is plotted in Fig. A.4.
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Figure A.5: Aggregated throughput.
Table A.1: n maximizing the aggregated throughput.
Case a n = −1/ ln a
async r = 1 a = (78/79)2 39.2
async r = 466/625 a = 0.9852 67.1
sync a = 78/79 78.5
A.4 Aggregated Throughput
Assuming n unsynchronized piconets all transmitting with a packet rate G of 1, the aggregated
throughput of the successfully transmitted packets in all piconets can be expressed as
SA(n) = n · Ps(n) = n · an−1 (A.8)
The plot of this function for the three different values of a can be seen in Fig. A.5.
The curve in the middle shows the mean of the aggregated throughput over the possible distrib-
utions of the piconets in the groups of the single overlap and double overlap. The unit conversion
from packets/slot into Mbps is done by a multiplication with the factor 366 bits/625 µs. The
maximum aggregated throughput is reached for (n · an−1)′ = 1 · an−1+ n · an−1 ln(a) = 0, which
gives n = −1/ ln a . For the different curves, the maximum is reached for the value of n as given
in Table A.1.
A.5 Simulation Model in OPNET
In order to validate the theoretical results, the interference scenario has been modeled using the
Opnet network simulator [83]. The network topology that has been used is shown in Fig. A.6.
The node bt tx node is sending a packet every 625 µs, and the node bt rx node is receiving
these packets. These two nodes model a bi-directional link between a master and a slave in a
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Figure A.6: Network topology with 9 interfering piconets.
piconet. The jammers nodes located around the central pair of nodes represent the interfering
piconets. These nodes are simply transmitting data, one packet every 625 µs, at a frequency
selected uniformly out of the 79 ones. No reception is computed. The number of jammers will
be varied for the different simulations, to compare the results with the theoretical expressions
given earlier as a function of n. The basic idea under this topology is that people carrying a
mobile phone and a laptop or a headset will keep a certain distance between themselves.
It has been chosen to have jammers spaced by about 2 meters from each other, and from the
central piconet. If the number of nodes is increased, it is the size of the area populated with
jammer that is increased and not the density of the jammers. For example, Fig. A.7 shows the
topology of a network with 49 jammers.
The source node is implemented using the state machine shown in Fig. A.8. At each
BEGSLOT INTRPT interrupt, the process chooses randomly one frequency among the 79 Blue-
tooth frequencies, it then transmits a packet of 366 bits at the selected frequency, schedule a
BEGSLOT INTRPT for itself and for the sink process 625 µs later. The packet is sent at 1
Mbps using a frequency band of 1 MHz.
The sink is implemented using the state machine shown in Fig. A.9. At each BEGSLOT
INTRPT interrupt, the process reads in a global variable what is the frequency that the source
has selected for the current slot, sets the receiver module at that frequency, and waits for the
reception of a packet. At packet reception, the Opnet simulator computes the interference that
this packet has to face because of the jammers and allocate errors. If the number of errors
present in the packet is above a threshold, the packet is dropped. This threshold has been set
to zero, such that even one error in a packet causes its dropping. Hence, the optional forward
error correction capabilities are not taken into account.
The jammer process model shown in Fig. A.10 is first composed of a wait state, where each
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Figure A.7: Network topology with 49 interfering piconets.
Figure A.8: Source process model.
jammer waits for a random time, uniformly distributed between 0 and 625 µs. The execution
reaches then the generate state, where a frequency is selected at random, a packet is sent, and
an interrupt scheduled to wake-up the process 625 µs later.
The propagation model that has been used in the simulation, is the free space attenuation
LP = λ2/(4pid)2 (the default model in Opnet). When allocating the errors, in the received
packet, Opnet computes the signal to noise ratio and insert errors according to the bit error
probability versus Eb/N0 curve. For a GFSK receiver, this curve would be dependent on the
receiver technology. Because such results were not yet available, the performance curve of non-
coherent FSK modulation Pb = 12e
−Eb/(2N0) has been used instead [105]. This deviation of the
model from the Bluetooth system specification remains acceptable for this set of simulations,
as we mostly want to verify the formulas for the extreme case, when the jammers are so close
to the receiver that the signal to noise ratio is extremely bad anyway. For the scenarios where
the nodes are further away, the results should not be considered as absolute values valid for the
Bluetooth system.
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Figure A.9: Sink process model.
Figure A.10: Jammer process model.
A.6 Simulations Results
The simulations have been run for 6 scenarios, with n = 5, 9, 17, 25, 37, 39 jammers. The duration
of the simulation in simulated time was 40 seconds for n = 5, 9, 17, 25, 60 seconds for n = 37
and 80 seconds for n = 49. For each scenario, 30 simulation runs have been performed using
different seeds for the random number generator, resulting in 30 different selections of the time
offset in each jammer.
The first set of simulations has been performed with a transmission power of 20 mW for
the bt tx node and 2 W for the jammers. The higher power at the jammers is used to model
collocated piconets in order to match the assumptions made for the derivation of the theoretical
results. Fig. A.11 shows the packet error rate in function of the number of piconets (which is
the number of jammers + 1).
The ”x” signs results from simulations where the time offset has been forced to zero (i.e.
synchronized piconets). We see that there is a good match with formula (A.1). The ”o” signs
results from simulations where the time offset has been forced to 313 µs (i.e. double threat from
each jammer). We see that they match formula (A.3). The ”+” signs results from simulations
where the time offset at the jammer is randomly chosen at the beginning of the simulation.
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Figure A.11: Simulation results for jammers transmitting with a power of 2 W.



























Figure A.12: Simulation results for jammers transmitting with a power of 20 mW.
Because the random choice of the time offset is likely to generate a number of simply and
doubly threatening jammers that is close to the mean, these clouds of points are around the
mean probability of error given in formula (A.6).
The second set of simulations has been performed with a transmission power of 20 mW for
both the bt tx node and the jammers. The results, shown in Fig. A.12, give an idea of the
impact of the capture effect. When the number of piconets becomes larger, more and more
jammers are far away. Because these additional jammers are far away, their contribution to the
degradation of the signal to interference ratio becomes negligible. Therefore, the packet error
probability remains almost constant as n increases.
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A.7 Conclusion
The analysis presented here gives an upper bound on the mean packet error rate of a Bluetooth
link under co-channel interference from n − 1 other piconets, as well as a lower bound on the
aggregated throughput of n collocated piconets. In a more general way, this analysis provides
some insights to the problem of co-channel interference between Bluetooth piconets. It permits
also to quantify the potential gain that one would obtain if different piconets would be synchro-
nized by some means external to the Bluetooth standard. These expressions, as they do not
take into account the effect of capture and the possible correction of errors using forward error
correction, can be used to measure these effects in terms of packet error probability reduction.
Simulation results illustrate this probabilistic analysis and show the potential effect of capture





Because of the complex nature of multi-hop wireless sensor networks, there is a strong need to
perform simulations of newly designed communication protocols, before to attempt implemen-
tation and real world testing.
At the time of the project start (in 2001), there existed only few discrete event network
simulators that could be used for wireless MAC protocol simulation1: OPNET [83], NS-2 [113]
and Glomosim [134].
OPNET is a very popular commercial tool, where protocols are implemented in pseudo-C
language inside finite state machines. NS-2 is widely used among routing and transport protocols
researchers, mainly in the field of TCP/IP wired networks. A wireless component has been added
to enable research on adaptive routing for wireless ad hoc networks. Protocols are implemented
in C++ and simulations scenarios are defined with Object Tcl scripts. Glomosim is a simulator
dedicated to the simulation of wireless networks. It aims at providing a short execution time of
simulation involving tens of wireless nodes. Glomosim has been developed on top of the discrete
event simulation language ”Parsec”. This language is composed of a very limited number of
commands (mainly send, send after some delay and hold). The core of the software is the
scheduler, which is passing messages among nodes and continuously reordering the list of future
events. Building upon simple constructs, the Glomosim software has evolved towards a complex
simulator offering an OSI layered structure, with a number of different ad hoc routing and
wireless medium access control protocols. Because of its processing efficiency, its clean software
structure and its open source character, we have decided to use and extend this simulator.
Another advantage of Glomosim is that it is written in C, a language that is likely to be used for
implementations on embedded sensors, thereby allowing a potential reuse of parts of the MAC
layer model source code for the implementation.
B.2 Interference and radio layer simulation model
The radio layer of Glomosim did not include the modeling of low power functions. This model
had to be completed with the addition of a doze state, where packets cannot be received, as
1Newly developed simulation platforms include SENSE [108] and JiST/SWANS [5]. Note that Glomosim
has evolved into the commercial QualNET simulator [97]. The open source Glomosim simulator has not been
developed any further since year 2000.
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Figure B.1: Transceiver simulation model
well as the modeling of the setup and turn-around delays between the states doze, receive
and transmit. A very detailed modeling of the temporal behavior of the radio transceiver is a
fundamental step for the precise evaluation of the consumed power and for the correct choice
of time parameters in the MAC protocol. In addition, a precise temporal behavior of the low
layers is a prerequisite to any evaluation of synchronization protocols, which will for sure be
needed in many sensor networks to provide time stamping.
The finite state machine of the model is shown in Fig. B.1. The syntax of the finite state
machine is following the UML standard: Event [Condition]/Action. A transition is made if the
Event happens and if the Condition is met. During the transition, the Action is performed.
Transitions between states can be caused either by commands from the MAC layer (MAC
Request), by timers internal to the radio layer or by the start or the end of message reception
on the radio medium. In the RADIO DOZE state, the radio cannot send, nor receive. It
consumes very little energy. On request from the MAC layer, the radio layer goes into the
RADIO READY TX or RADIO READY RX states, after a waiting delay that depends from
the originating state. The designed model is applicable to transceivers whose power average
consumption is the same when setting up or turning around into the RADIO RECEIVE or the
RADIO TRANSMIT state. This assumption was made for the WiseNET SoC at the beginning of
the project. Measurements of the power consumption during transitions of a XE1203 transceiver
has shown that a better model would differentiate the setup and turn-around states.
The transition to the RADIO TRANSMIT state from the RADIO READY TX state is com-
pletely controlled by the MAC layer. The transition from the RADIO READY RX to the
RADIO RECEIVE state is triggered by the beginning of the reception of a message on the ra-
dio medium. For the message to be locked with success, it must be received with a power above
the receiver’s sensitivity, and large enough to present a given signal to noise ratio. A message
is received with success if it presents the wanted signal to noise ratio during its whole duration,
as illustrated in Fig. B.2. The algorithm to compute the accumulated noise and the capture
behavior are illustrated in the finite state machine shown in Fig. B.3. This algorithm was not
modified from the one in the original Glomosim accumulated noise radio model: A packet is
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Figure B.3: Accumulated noise simulation model.
transmitted to all neighbors, with a different power attenuation and time delay as a function of
the distance. At the receiving side, in the RADIO READY RX state, the new message is either
added to the accumulated noise (if it is below the receiver sensitivity or if the SNR is below the
threshold) or locked. Once a message is locked, the radio goes in the RADIO RECEIVE state
and continues to compute the noise curve, to check whether the SNR is still large enough. If
the power of a new message reduces the SNR of the locked message below the wanted threshold,
the locked message is dropped and its receive power is added to the noise. If the power of the
new message is above the needed SNR, it is captured. Otherwise, it is added to the noise as
well, and the radio goes into the RADIO READY RX state. Whenever the ”End of msg” event
is received, the message power is subtracted from the accumulated noise. If the message is still
locked when the ”End of msg” event is received, it is considered received without interferences
and given to the MAC layer. In other states than RADIO READY RX and RADIO RECEIVE,
the ”Start of msg” event only implies adding the message power to the accumulated noise. This
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