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ABSTRACT
Recent studies on image memorability have shed light on the vi-
sual features that make generic images, object images or face pho-
tographs memorable. However, a clear understanding and reliable
estimation of natural scene memorability remain elusive. In this pa-
per, we provide an attempt to answer: “what exactly makes natural
scene memorable”. Specifically, we first build LNSIM, a large-scale
natural scene image memorability database (containing 2,632 im-
ages and memorability annotations). Then, we mine our database
to investigate how low-, middle- and high-level handcrafted fea-
tures affect the memorability of natural scene. In particular, we
find that high-level feature of scene category is rather correlated
with natural scene memorability. Thus, we propose a deep neural
network based natural scene memorability (DeepNSM) predictor,
which takes advantage of scene category. Finally, the experimental
results validate the effectiveness of DeepNSM.
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1 INTRODUCTION
One hallmark of human cognition is the splendid capacity of re-
calling thousands of different images, some in details, after only
a single view. In fact, not all images are remembered equally in
human brain. Some images stick in our minds, while others fade
away in a short time. This kind of capacity is likely to be influenced
by individual experiences, and is also subject to some degree of
inter-subject variability, similar to some subjective image proper-
ties. Interestingly, when exposed to the overflow of visual images,
subjects have rather consistent tendency to remember or forget the
same images [33, 34]. This suggests that subjects encode the same
type of visual information, despite great inter-subject variabilities.
Recent works [14, 15, 18–20] analyze the reason why people have
the intuition to remember images, and provide reliable solutions for
ranking images by memorability scores. These works are mostly
for generic images [4, 13–15, 19, 20, 27], object images [7, 10] and
face photographs [1, 2, 18]. However, it is difficult to dig out the
obvious cues relevant to the memorability of natural scene. To date,
methods for predicting the visual memorability of natural scene
are scarce.
Unlike object-centric images or portraits, subjects cannot clearly
clarify which part of natural scene sticks in mind or fades away.
To our best knowledge, [25] is the only work on memorability of
natural scene, which analyzes the relationship between a set of low-
level features and their memorability scores. However, the low-level
features have limitation in improving the performance of memora-
bility prediction, as verified in this paper. Thus, the approach of [25]
performs moderately and still has margin with human consistency.
In particular, the certain middle- and high-level visual features are
not explored in [25], which may help to differentiate memorable
and forgettable natural scene images. Furthermore, deep neural
network (DNN) can enable us to go far in predicting natural scene
memorability with high accuracy.
In this paper, we systematically explore what makes natural
scene memorable, and propose a DNN based method to predict the
memorability of natural scene images. In exploring the connection
between image features and natural scene memorability, we make
the following contributions, which have potential applications in
designing tourism publicity materials, selecting magazine cover,
and so forth.
Contributions: (1) This work stands as the first to introduce a
large-scale natural scene image memorability (LNSIM) database,
containing 2,632 natural scene images with memorability scores (10
times larger than the previous natural scene memorability database
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Figure 1: Image samples from our LNSIM database. The images above are ranked by their memorability scores, which decrease
from left to right.
[25]). (2) We quantify the interplay between natural scene memora-
bility and various visual factors, including deep feature and low-,
middle- and high-level (i.e., scene category) features. In particular,
we find that scene category is rather correlated with natural scene
memorability. (3) Motivated by the above observations, we propose
a DNN based natural scene memorability (DeepNSM) predictor,
which outperforms the state-of-the-art methods.
2 RELATEDWORK
Memorability of generic images. Isola et al. [15] pioneered on
the study of image memorability for generic images, and they have
shown that memorability is an intrinsic property of an image. They
further analyzed how various visual factors influence the memo-
rability of generic images, and utilized global feature combination
for memorability prediction [13]. In a more recent study, Khosla
et al. combined local features with global features to increase the
prediction performance. Then Mancas et al. [27] suggested that
incorporating the attention-related feature in [15] further improves
the prediction accuracy. Meanwhile, a visual attention-driven ap-
proach was proposed in [5]. Later, Bylinskii et al. [4] investigated
the interplay between intrinsic and extrinsic factors that affect im-
age memorability, and then they developed a more complete and
fine-grained model of image memorability.
Recently, DNN has shown splendid achievement in many re-
search areas, e.g., video coding [37] and computer vision [38, 39].
Also, several DNN approaches were proposed to estimate image
memorability, which significantly improve the prediction accuracy.
Specifically, Khosla et al. [19] trained the MemNet on a large-scale
database, achieving a splendid prediction performance close to
human consistency. In addition, Baveye et al. [3] fine-tuned the
GoogleNet on the same datatbase of [15], exceeding the perfor-
mance of handcrafted features mentioned above. They also cast
light on the importance of balancing emotional bias, when estab-
lishing the memorability-related database.
Memorability of faces, objects and natural scene. The study
of image memorability on certain targets, like faces, objects and
natural scenes, has recently attracted the interests of computer
vision researchers [1, 2, 7, 18, 25]. Bainbridge et al. [1] firstly es-
tablished a database for studying the memorability of human face
photographs. They further explored the contribution of certain
traits (e.g., kindness, trustworthiness, etc.) to face memorability, but
such traits only partly explain facial memorability. Furthermore,
[18] proposed a method to modify the memorability of individual
face photographs.
Dubey et al. [7] studied the problem of object memorability and
assumed that object categories play an important role in deter-
mining object memorability. Then, they utilized the deep feature
extracted by conv-net [16, 22] and ground truth scores of objects
to predict object memorability better. Besides, [10] learned video
memorability from brain functional magnetic resonance imaging
(fMRI). More recently, Lu et al. [25] studied the memorability of
natural scene on the subset of database in [15]. They indicated
that the HSV color features perform well on the natural scene
memorability, and then they combined the HSV-based feature and
other traditional low-level features to predict memorability scores.
Nonetheless, only handcrafted low-level features are considered
in memorability prediction, which are limited in the prediction
accuracy.
3 NATURAL SCENE MEMORABILITY
DATABASE
As a first step towards understanding and predicting the memora-
bility of nature scene, we build the LNSIM database. Our database
with memorability scores is available on line.
3.1 Database establishment
Collecting images. In our LNSIM database, there are in total
2,632 natural scene images. For obtaining these natural scene im-
ages, we first selected 6,886 images, which contain natural scenes
from the existing databases, including MIR Flickr [12], MIT1003
[17], NUSEF [32], SUN [36], affective image database [26], and AVA
database [29]. Since the natural scene images are hard to be dis-
tinguished, 5 volunteers were asked to select the natural scene
images from 6,886 images with the following two criteria [25]: (1)
Each image is with outdoor natural scenes. (2) Each image is only
composed of natural scenes, not having any human, animal and
man-made object. Afterwards, the images, chosen by at least four
volunteers, were included in our LNSIM database. As a result, 2,632
natural scene images were obtained for the LNSIM database, to be
scored with memorability. Note that the resolution of these images
ranges from 238×168 to 3776×2517. Fig. 1 shows some example
images from our LNSIM database.
Subjective experiments. In our experiment, we adopted the
similar way of [19] to set up a memory game, which was used to
quantify the memorability of each image in our LNSIM database.
target repeattargetfiller fillertarget
+ + + … +
vigilance
+ +
repeat
…
target repeat
30-150 images
target repeat
30-150 images
vigilance repeat
1-7 images
0.8s 1s
time
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Figure 2: The experimental procedure of our memory game. Each level lasts about 5.5 minutes with a total of 186 images.
Those 186 images are composed of 66 targets, 30 fillers and 12 vigilance images. The specific time durations for experiment
setting are labeled above.
Note that a software is developed for our memory game. In total,
104 subjects (47 females and 57 males) were involved in our memory
game. They do not overlap with the volunteers who participated
in the image selection. The procedure of our memory game is
summarized in Fig. 2.
In our experiment, there were 2,632 target images, 488 vigilance
images and 1,200 filler images, which were unknown to all sub-
jects. Vigilance and filler images were randomly sampled from the
rest of 6,886 images. Target images, as stimuli for our experiment,
were randomly repeated with a spacing of 35-150 images. Vigilance
images were repeated within 7 images, in attempt to ensure that
the subjects were paying attention to the game. Filler images were
presented for once, such that spacing between the same target
or vigilance images can be inserted. After collecting the data, we
assigned a memorability score to quantify how memorable each im-
age is, following the way of [19]. Since the time intervals of repeat
on target images were various in our experiment, we regularized
the various time intervals to a certain time T . In this paper, we set
T to be the time duration of displaying 100 images, as the repeat
spacing of targets ranges from 35 to 150.
Training and test sets. In this paper, we refer to the scores
collected by the aforementioned memory game as the “ground
truth” memorability for each image. The 2,632 natural scene images
with their ground truth memorability scores are randomly divided
into the non-overlapping training and test sets. The training set
contains 2,200 images, and the remaining 432 images are used for
test.
3.2 Human consistency
To evaluate human consistency, we randomly split subjects into
two independent halves (i.e., Groups 1 and 2). Fig. 3 plots the mem-
orability scores of these two groups, in which the scores of Group
1 are set as benchmark. Note that the horizontal axis ranks the
images with the memorability scores of Group 1 in the decreasing
order. As shown in Fig. 3, there exists high consistency between
two groups of subjects, especially compared to that of the random
prediction. We further quantified the human-to-human consistency
by measuring the Spearman rank correlation coefficient (SRCC,
denoted by ρ). The SRCC on the LSNIM database is 0.78 between
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Figure 3: Measure of human consistency in natural scene
memorability. The chance line is provided by allocating ran-
dom prediction scores as a reference.
two sets of scores, indicating that humans are highly consistent
in remembering natural scene images. This validates our memory
game in obtaining ground truth memorability scores. This also
indicates that the memorability of natural scene can potentially
be predicted with high accuracy. In the next section, we study the
various factors that make natural scene memorable.
4 ANALYSIS ON NATURAL SCENE
MEMORABILITY
In this section, we mine our LNSIM database to better understand
how natural scene memorability is influenced by the low-, middle-
and high-level handcrafted features and the learned deep feature.
4.1 Low-level features vs. memorability
On the basis of predecessors [14, 15, 19], it has been verified that low-
level features, like pixels, SIFT [23] and HOG2×2 [8], have impact
on memorability of generic images. Here, we investigate whether
these low-level features still work on natural scene image set as well.
Table 1: The correlation ρ between low-level features and
natural scene memorability.
Database pixels SIFT [23] HOG[8] Combination Human
Our LNSIM 0.08 0.28 0.29 0.33 0.78
Generic images [14] 0.22 0.41 0.43 0.45 0.75
To this end, we train a support vector regression (SVR) for each low-
level feature using our training set to predict memorability, and then
evaluate the SRCC of these low-level features with memorability on
the test set. Table 1 reports the results of SRCC on natural scenes,
with SRCC on generic images [14] as the baseline. It is evident
that pixels (ρ = 0.08), SIFT (ρ = 0.28) and HOG2×2 (ρ = 0.29) are
not as effective as expected on natural scene, especially compared
to generic images.For example, the feature of SIFT has capacity
to reflect the memorability of generic images to a certain degree
with ρ = 0.41, but its SRCC decreases to 0.28 on natural scene
images. This suggests that the low-level features cannot effectively
characterize the visual information for remembering natural scenes.
Then, we additionally train an SVR on a kernel sum of these low-
level features, achieving a rank correlation of ρ = 0.33. This is
less than the SRCC (ρ = 0.45) of feature combination for generic
images.
4.2 Middle-level features vs. memorability
The middle-level feature of GIST [30] describes the spatial struc-
ture of an image. Previous works [14, 15] mentioned that GIST is
correlated with memorability on generic images. However, Table 2
shows that the SRCC of GIST is only 0.23 for natural scene, much
less than ρ = 0.38 of generic images. This illustrates that struc-
tural information provided by the GIST feature is less effective for
predicting memorability scores on natural scenes.
Intuitively, the region that attracts visual attention in a natural
scene may affect image memorability. The work of [5, 27] attempted
to explain memorability of generic images using visual attention-
driven features. To quantify the correlation of visual attention with
memorability on natural scenes, we apply three state-of-the-art
models of visual attention (i.e., PQFT [9], SalGAN [31], DVA [35])
to extract saliency maps. All saliency maps are scaled to 256 × 256,
and then we densely sample these maps of each model in a regular
grid, resulting in a feature of dimension 1024. Similar to other
features, we utilize an SVR predictor to measure the SRCC of the
saliency features. Note that the RBF kernel is chosen for the saliency
features.
4.3 High-level feature vs. memorability
There is no salient object, animal or person in natural scene images,
such that scene semantics, as a high-level feature, may be inter-
preted as something relevant to landform, celestial body, botany and
so on. Similar to object detection, we use scene category attribute
to characterize scene semantics of each natural scene image. Ac-
cording to WordNet taxonomy [28], our LNSIM database includes
71 scene categories (badlands, coast, desert, etc.), which are non-
overlapped with each other. To obtain the ground truth of scene
category, we design two experiments to annotate scene category
for 2,632 images in our database.
Table 2: The correlation ρ betweenmiddle-level features and
natural scene memorability.
Database GIST [30] PQFT [9] SalGAN [31] DVA [35]
Our LNSIM 0.23 0.25 0.20 0.20
Generic images [14] 0.38 0.15 0.27 0.30
• Task 1 (Classification Judgment): We asked 5 participants
to indicate which scene categories an image has. A random
image query was generated for each participant. We showed
an image and all scene categories at a time. Participants had
to choose proper scene category labels to interpret scene
stuff for each image.
• Task 2 (Verification Judgment):We further ran a separate task
on the same set of images by recruiting another 5 participants
after Task 1. For a given category name, a single image was
shown centered in the screen, with a question like “is this a
coast scene?” The participants were asked to provide a binary
answer to the question for each image. The default answer
was set to “No”, and the participants can check the box of
image index to set “No” to “Yes”.
We annotated all images with categories through the majority
voting over Task 1 and Task 2. Specifically, Task 1 completed the
natural scene category annotation initially, while Task 2 amended
the results of Task 1. For each image of our database, we determined
its scene categories according to the results of Task 2. In this way,
the scene categories of all 2,632 images in the LNSIM database were
obtained, taking account of 10 participants’ selection. Note that all
10 participants did not attend the memory game, and one image
may have more than one category in our database. Additionally,
the rate of choosing “Yes” in Task 2 is 81% among the 5 participants.
This indicates that different annotators are consistent in classifying
scene segmentation.
Afterwards, we test the memorability prediction performance
of scene category on the LNSIM database. An SVR predictor with
the histogram intersection kernel is trained for scene category. The
scene category attribute achieves a good performance of SRCC
(ρ = 0.38), outperforming the results of low-level feature combina-
tion. This suggests that high-level scene category is an obvious cue
of quantifying the natural scene memorability. We further analyze
the connection between different scene categories and natural scene
memorability. To this end, we use the mean and SD values of mem-
orability scores in each category to quantify such relationship. As
shown in Figure 4, the horizontal axis represents scene categories
in the descending order of corresponding average memorability
scores. The average score ranges from 0.79 to 0.36, giving a sense of
how memorability changes across different scene categories. The
distribution in Figure 4 indicates that some unusual classes like
aurora tend to be more memorable, while usual classes like moun-
tain are more likely to be forgotten. This is possibly due to the
frequency of each category appears in daily life.
4.4 Deep feature vs. memorability
DNN models have recently been shown to achieve splendid re-
sults in various tasks in the field of computer vision, among which
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Figure 4: Comparison of average memorability score and standard deviation of each scene category.
[3, 7, 19] utilized DNN to predict image memorability. To dig out
how deep feature influences the memorability of natural scene, we
fine-tuned MemNet1 [19] on our training set of LNSIM database,
using the Euclidean distance between the predicted and ground
truth memorability scores as the loss function. We extract the out-
put of the last hidden layer as the deep feature (dimension: 4096).
To evaluate the correlation between the deep feature and natural
scene memorability, similar to above handcrafted features, an SVR
predictor with histogram intersection kernel is trained for the deep
feature. The SRCC of deep feature is 0.44, exceeding all handcrafted
features. It is acceptable that DNN indeed works well on predicting
the memorability of natural scene, as deep feature shows a rather
high prediction accuracy. Nonetheless, there is no doubt that the
fine-tuned MemNet also has its limitation, since it still has gap to
human consistency (ρ = 0.78).
5 PREDICTING NATURAL SCENE
MEMORABILITY
In above, we have analyzed how individual and combined visual
features reflect natural scene memorability. Accordingly, the deep
feature and scene category is most effective in predicting mem-
orability of natural scene. Therefore, we propose an end-to-end
DeepNSM method, which exploits both deep and category-related
features for predicting the natural scene memorability.
5.1 DeepNSM: DNN for natural scene
memorability
As discussed in Section 4, MemNet, which is fine-tuned on our
training set, outperforms all the low-, middle- and high-level vi-
sual features. Hence, the fine-tuned MemNet model serves as the
baseline model on predicting natural scene memorability. Besides,
Section 4 shows that the high-level feature of scene category is
rather correlated to natural scene memorability. By contrast, the
low- and middle-level visual features are with poor performance.
1MemNet is proposed for predicting the memorability scores of generic images.
Therefore, in the proposed DeepNSM architecture, the deep fea-
ture is concatenated with category-related feature to accurately
predict the memorability of natural scene images. Note that the
“deep feature” refers to the 4096-dimension feature extracted from
the baseline model.
Extracting category-related feature. In DeepNSM, ResNet
[11] is applied to extract the category-related feature. We first ini-
tialize ResNet with the pre-trained model on ImageNet [6]. Then,
33,000 natural scene images selected from the database of Places
[40] are adopted to fine-tune the ResNet model. Finally, it is fur-
ther fine-tuned on our training set according to the ground truth
labels of scene category. Note that different from the databases of
ImageNet and Places, whose labels are one-hot, each image in our
LNSIM database may contain several categories. As such, it is a
multi-label classification task. Thus, the weighted sigmoid cross
entropy is utilized as the loss function, instead of softmax loss in
[11]. The fine-tuned ResNet can be seen as a category-related fea-
ture extractor. The output of the hidden fully-connected layer in
ResNet is used as the extracted category-related feature. See Figure
5 for more details.
The proposed architecture. Finally, the architecture of our
DeepNSM model is presented in Figure 5. In our DeepNSM model,
the aforementioned category-related feature is concatenated with
the deep feature obtained from the baseline model. Based on such
concatenated feature, additional fully-connected layers (including
one hidden layer with dimension of 4096) are designed to predict
the memorability scores of natural scene images. In training, the
layers of the baseline and ResNet models are initialized by the
individually pre-trained models, and the added fully-connected
layers are randomly initialized. Thewhole network is jointly trained
in an end-to-end manner, using the Adam [21] optimizer with the
Euclidean distance adopted as the loss function.
Note that although some existing memorability prediction works
[14, 15] also take image category into consideration, they only ap-
ply the manually classified ground truth category information. To
∙∙∙
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Figure 5: Architecture of our DeepNSM model.
Table 3: The SRCC (ρ) performance of our DeepNSM and
compared methods.
Database MemNet [19] MemoNet [3] Lu et al. [25] Our DeepNSM
Our LNSIM 0.43 0.39 0.19 0.58
NSIM [25] 0.40 -* 0.47 0.55
* MemoNet is not tested on the NSIM database, since the NSIM database is com-
pletely included in the training set of MemoNet.
the best of our knowledge, our work is the first attempt to automat-
ically extract the category-related feature by DNN in predicting
memorability. The advantage is two fold: (1) The image memorabil-
ity can be predicted without any manual annotation; (2) It is able
to achieve the end-to-end training of the DNN model.
5.2 Performance evaluation
Now, we evaluate the performance of our DeepNSM model on
predicting natural scene memorability in terms of SRCC (ρ). Our
DeepNSMmodel is tested on both the test set of our LNSIM database
and the NSIM database introduced in [25]. The SRCC performance
of our DeepNSM model is compared with the state-of-the-art mem-
orability prediction methods, including MemNet [19], MemoNet
[3] and Lu et al. [25]. Among them, MemNet [19] and MemoNet
[3] are the latest DNN methods for generic images, which beat the
conventional methods using handcrafted features. Lu et al. [25] is a
state-of-the-art method for predicting natural scene memorability.
Comparison with latest DNN methods. Table 3 shows the
SRCC performance of our DeepNSM and the three compared meth-
ods. Our DeepNSM successfully achieves the outstanding SRCC
performance, i.e., ρ = 0.58 and 0.55, over the LNSIM and NSIM [25]
databases, respectively. It significantly outperforms the state-of-
the-art DNN methods, MemNet [19] and MemoNet [3]. Note that
we do not test MemoNet on NSIM database, because it is completely
included in training the MemoNet model. The above results demon-
strate the effectiveness of our DeepNSM in predicting natural scene
memorability. It is worth pointing out that as claimed in [19] and
[3], both MemNet and MemoNet methods are able to reach ρ = 0.64
on generic images. Nevertheless, their performance severely de-
grades on natural scenes, and thus validates the difference of factors
influencing the memorability of generic and natural scene images.
Besides, it also reflects the difficulty to accurately predict natural
scene memorability. In summary, our DeepNSM outperforms the
state-of-the-art DNN methods on predicting natural scene memo-
rability, and more importantly, makes up the shortcomings of these
generic image methods.
Comparisonwith the latest natural scenemethod.We com-
pare our DeepNSM model with the latest method [25], which is
designed for predicting natural scene memorability. As shown in Ta-
ble 3, our DeepNSM model outperforms the method of [25] on both
LNSIM and NSIM databases. Moreover, compared with the database
of NSIM [25] (ρ = 0.47), the SRCC of [25] obviously reduces on our
LNSIM database (ρ = 0.19). On the contrary, our DeepNSM model
achieves comparable performance on both databases. This shows
the good generalization capacity of our DeepNSM model, which
benefits from the large scale training set of our LNSIM database.
6 CONCLUSION
In this paper, we have investigated the memorability of natural
scene from data-driven perspective. Specifically, we established
the LNSIM database for analyzing human memorability on natu-
ral scene. In exploring the correlation of memorability with low-,
middle- and high-level features, we found that high-level feature
of scene category plays an important role in predicting the memo-
rability of natural scene. Accordingly, we proposed the DeepNSM
method for end-to-end predicting natural scenememorability, much
better than other state-of-the-art approaches. The analysis of fea-
ture in compression domain, such as rate distortion [24], is an
interesting future work.
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