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Abstract
In this paper, a repairable system consisting of one component and a single repairman (i.e. a simple repairable system) with
delayed repair is studied. Assume that the working time distribution, the repair time distribution and the delayed repair time
distribution of the system are all exponential. After repair, the system is not “as good as new”. Under these assumptions, by using
the geometrical process and the supplementary variable technique, we derive some important reliability indices such as the system
availability, rate of occurrence of failures (ROCOF), reliability and mean time to first failure (MTTFF). A repair replacement policy
N under which the system is replaced when the number of failures of the system reaches N is also studied. The explicit expression
for the average cost rate (i.e. the long-run average cost per unit time) of the system is derived, and the corresponding optimal
replacement policy N∗ can be found analytically or numerically. Finally, a numerical example for policy N is given.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
The study of a maintenance model for a simple repairable system is a basic and important topic in reliability. In the
earliest study, a common assumption is to assume that the system after repair is “as good as new”. This is a perfect
repair model. However, this assumption is not always true. In practice, most repairable systems are deteriorative
because of the aging effect and the accumulative wear. Barlow and Hunter [1] first presented a minimal repair model
in which the minimal repair does not change the age of the system. Brown and Proschan [2] studied an imperfect repair
model in which a repair is a perfect repair with probability p and a minimal repair with probability 1 − p. However,
it is more reasonable for these deteriorating repairable systems to assume that the successive working times of the
system after repair will become shorter and shorter while the consecutive repair times of the system after failure will
become longer and longer. Ultimately, the system will not be able to work any longer, neither can it be repaired. For
such a stochastic phenomenon, Lam [3,4] introduced a geometrical process to model it. Under this model, he studied
two kinds of replacement policy for a simple repairable system, one based on the working age T of the system and the
other based on the number of failures N of the system. The explicit expressions of the average cost rate under these
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two kinds of policy are determined respectively. It has been proved that under some mild conditions, the policy N is
better than the policy T (see e.g. Stadje and Zuckerman [5] and Lam [6]). Finkelstein [7] generalized by presenting a
general repair model based on a scale transformation after each repair. Zhang [8] considered a bivariate replacement
policy (T, N ) under which the system is replaced at the working age T or at the time of the N th failure, whichever
occurs first. He showed that the bivariate policy (T, N ) is better than the univariate policies, policy N and policy T .
Other research works on the geometrical process repair models include Stanley [9], Zhang et al. [10,11], Zhang [12],
Lam and Zhang [13,14] and Zhang [15].
In the all above research works for the simple repairable system, a common assumption is to assume that the
system will be repaired as soon as it fails. In fact, it is not always the case. In practice, for example, because of the
computer problem the repairman cannot repair it in time, or the system after failure cannot be repaired immediately
because the repairman is on vacation. These will cause a delayed repair time. Thus, it is very interesting to consider
the case of delayed repair. In this paper, a simple repairable system with delayed repair is studied. By using the
geometrical process and the supplementary variable technique, we not only derive some important reliability indices
such as the system availability, ROCOF, reliability and MTTFF, but also consider a repair replacement policy N based
on the number of failures of the system. Our problem is to determine an optimal policy N∗ such that the average
cost rate of the system is minimized. The explicit expression for the average cost rate of the system is derived, and
the corresponding optimal replacement policy N∗ can be found analytically or numerically. The uniqueness of the
optimal replacement policy N∗ is also proved. Finally, a numerical example for policy N is given to illustrate the
theoretical results, and carry through some discussions and sensitivity analysis on the optimal solution.
For easy reference, we should first introduce the definition of stochastic order and the concept of geometrical
process as follows:
Definition 1. Given two random variables ξ and η, ξ is said to be stochastically larger than η or η is stochastically
smaller than ξ , if
P(ξ > α) ≥ P(η > α), for all real α.
This is denoted by ξ ≥st η or η≤st ξ (see e.g. Ross [16]). Furthermore, we say that a stochastic process {Xn, n =
1, 2, . . .} is stochastically decreasing if Xn ≥st Xn+1 and stochastically increasing if Xn ≤st Xn+1 for all n = 1, 2, . . . .
Definition 2. A stochastic process {ξn, n = 1, 2, . . .} is a geometrical process, if there exists a real a > 0 such that
{an−1ξn, n = 1, 2, . . .} forms a renewal process. The real a is called the ratio of the geometrical process (see Lam [3,
4] and [17] for reference).
Clearly, if a > 1, then the geometrical process {ξn, n = 1, 2, . . .} is stochastically decreasing.
If 0 < a < 1, then the geometrical process {ξn, n = 1, 2, . . .} is stochastically increasing.
If a = 1, then the geometrical process is a renewal process.
2. Model assumptions
We study a simple repairable system with delayed repair by making the following assumptions.
Assumption 1. At the beginning, a new system is installed. The system after failure cannot be repaired immediately.
The time interval between the completion of the (n − 1)th repair and the completion of the nth repair of the system is
defined as the nth cycle of the system, n = 1, 2, . . . .
Assumption 2. The system after repair is not “as good as new”. Let Xn, Yn and Zn be respectively the working time,
the repair time and the delayed repair time of the system in the nth cycle, n = 1, 2, . . . . Let F,G and S be respectively
the distributions of Xn, Yn and Zn, n = 1, 2, . . . . They are given by
Fn(t) = F(an−1t) = 1− exp(−an−1λt),
Gn(t) = G(bn−1t) = 1− exp(−bn−1µt),
Sn(t) = 1− exp(−νt),
where t ≥ 0, n = 1, 2, . . . ; moreover, a ≥ 1, 0 < b ≤ 1, λ > 0, µ > 0, ν > 0 are a real constant respectively.
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Assumption 3. Xn , Yn and Zn , n = 1, 2, . . . are independent.
Assumption 4. Each switchover is perfect and each switchover time is instantaneous.
Note that, under our assumptions, the successive working times of the system {Xn, n = 1, 2, . . .} form a decreasing
geometrical process with ratio a, whereas the consecutive repair times of the system {Yn, n = 1, 2, . . .} constitute an
increasing geometrical process with ratio b. Therefore, our model can be called a geometrical process repair model.
3. System analysis
Let N (t) be the state of the system at time t . Based on the model assumptions, we have
N (t) =
0, if the system is working at time t;1, if the system is waiting for repair at time t;2, if the system is repairing at time t.
Then {N (t), t ≥ 0} is a stochastic process with state space Ω = {0, 1, 2}. The set of working states is W = {0} and
the set of failure states is F = {1, 2}. According to the model assumptions, {N (t), t ≥ 0} is not a Markov process.
However, it can be extended to a two-dimensional Markov process by introducing a supplementary variable. Let I (t)
be the number of cycles of the system at time t . Then {(N (t), I (t)), t ≥ 0} constitutes a two-dimensional Markov
process.
The state probability of the system at time t is defined by
pik(t) = P{N (t) = i, I (t) = k} i ∈ Ω , k = 1, 2, . . . .
According to the model assumptions and the supplementary variable technique, we can obtain the following
differential equations for the system. From a probability analysis, for example, we have
p0k(t +1t) = P{N (t +1t) = 0, I (t +1t) = k}
= p0k(t)(1− ak−1λ1t)+ p2 k−1(t)bk−2µ1t + o(1t).
Letting 1t tend to zero, we obtain(
d
dt
+ ak−1λ
)
p0k(t) = bk−2µp2 k−1(t) (k ≥ 2). (1)
In the same way, we have(
d
dt
+ ν
)
p1k(t) = ak−1λp0k(t) (k ≥ 1), (2)(
d
dt
+ bk−1µ
)
p2k(t) = νp1k(t) (k ≥ 1). (3)
In particular, when k = 1, we have(
d
dt
+ λ
)
p01(t) = 0, (4)(
d
dt
+ ν
)
p11(t) = λp01(t), (5)(
d
dt
+ µ
)
p21(t) = νp11(t). (6)
Based on the model assumptions, the initial conditions are
p01(0) = 1; p0k(0) = 0, (k ≥ 2); pik(0) = 0, (i = 1, 2; k = 1, 2, . . .).
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Denote the Laplace transform of pik(t) by p∗ik(s) =
∫∞
0 e
−st pik(t)dt . The Laplace transforms of the above
differential equations are respectively given by
(s + ak−1λ)p∗0k(s) = bk−2µp∗2 k−1(s) (k ≥ 2), (7)
(s + ν)p∗1k(s) = ak−1λp∗0k(s) (k ≥ 1), (8)
(s + bk−1µ)p∗2k(s) = νp∗1k(s) (k ≥ 1), (9)
(s + λ)p∗01(s) = 1, (10)
(s + ν)p∗11(s) = λp∗01(s), (11)
(s + µ)p∗21(s) = νp∗11(s). (12)
According to Eqs. (7)–(9), we have
p∗0k(s) =
bk−2µ
s + ak−1λ p
∗
2 k−1(s) (k ≥ 2), (13)
p∗1k(s) =
ak−1λ
s + ν p
∗
0k(s) (k ≥ 1), (14)
p∗2k(s) =
ν
s + bk−1µ p
∗
1k(s) (k ≥ 1). (15)
Substituting Eqs. (13) and (14) into Eq. (15), we have
p∗2k(s) =
ν
s + bk−1µ p
∗
1k(s) =
νλak−1
(s + bk−1µ)(s + ν) p
∗
0k(s), (16)
p∗2 k−1(s) =
νλak−2
(s + bk−2µ)(s + ν) p
∗
0 k−1(s). (17)
Substituting Eq. (17) into Eq. (13), we have
p∗0k(s) =
λµν(ab)k−2
(s + ak−1λ)(s + bk−2µ)(s + ν) p
∗
0 k−1(s)
= Ak p∗01(s) (k ≥ 2), (18)
where
Ak =
k∏
l=2
λµν(ab)l−2
(s + al−1λ)(s + bl−2µ)(s + ν) .
Then, putting Eq. (18) into Eqs. (14) and (15), we have
p∗1k(s) =
ak−1λ
s + ν Ak p
∗
01(s) (k ≥ 2),
p∗2k(s) =
ak−1λν
(s + bk−1µ)(s + ν) Ak p
∗
01(s) (k ≥ 2).
According to Eqs. (10)–(12), we have
p∗01(s) =
1
s + λ,
p∗11(s) =
λ
s + ν p
∗
01(s) =
λ
(s + λ)(s + ν) ,
p∗21(s) =
ν
s + µ p
∗
11(s) =
λν
(s + λ)(s + µ)(s + ν) .
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Although we can obtain the state probability pik(t) explicitly by inverting the Laplace transform, it is a tedious
job, sometimes even impossible. Here, instead we will derive some interesting reliability indices of the system.
4. Reliability indices
4.1. System availability
By the definition, the system availability at time t is given by
A(t) = P{the system is working at time t}
= P{N (t) = 0} =
∞∑
k=1
p0k(t).
The Laplace transform of A(t) is given by
A∗(s) =
∞∑
k=1
p∗0k(s)
= p∗01(s)+
∞∑
k=2
p∗0k(s)
= 1
s + λ +
1
s + λ
∞∑
k=2
Ak
= 1
s + λ
[
1+
∞∑
k=2
(
k∏
l=2
λµν(ab)l−2
(s + al−1λ)(s + bl−2µ)(s + ν)
)]
.
According to the Tauberian theorem (see, e.g., Schiff [18] or Zhang [19]), then the steady state (or limiting)
availability of the system is given by
A = lim
t→+∞ A(t) = lims→0 s A
∗(s) = 0.
The steady state availability is zero which is consistent with the physical intuition. In fact, because the system after
repair is not “as good as new”, this implies that the system availability will tend to 0 as t →+∞.
4.2. System ROCOF
Let M f (t) be the expected number of failures of the system in (0, t]. Its derivative m f (t) is called the rate of
occurrence of failures (ROCOF) at time t . Thus
M f (t) =
∫ t
0
m f (x)dx .
Lam [20] has shown that
m f (t) =
∑
i∈W
∑
m∈F
[ ∞∑
k=1
pik(t)qim
]
,
where qim is the transition rate from state i to state m in the kth cycle.
In view of the model assumptions, we have
q01 = ak−1λ, q02 = 0.
Therefore
m f (t) =
∞∑
k=1
[p0k(t)(q01 + q02)] =
∞∑
k=1
ak−1λp0k(t).
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The Laplace transform of m f (t) is given by
m∗f (s) =
∞∑
k=1
ak−1λp∗0k(s)
= λp∗01(s)+
∞∑
k=2
ak−1λp∗0k(s)
= λ
s + λ +
∞∑
k=2
ak−1λ
s + λ Ak
= λ
s + λ
[
1+
∞∑
k=2
ak−1
(
k∏
l=2
λµν(ab)l−2
(s + al−1λ)(s + bl−2µ)(s + ν)
)]
.
Likewise, according to the Tauberian theorem, then the steady state (or limiting) ROCOF of the system is given by
m f = lim
t→+∞m f (t) = lims→0 sm
∗
f (s) = 0.
4.3. System reliability
To determine the system reliability R(t), we consider a two-dimensional Markov process {(N˜ (t), I (t)), t ≥ 0}with
two absorbing states. The only difference between the Markov processes {(N (t), I (t)), t ≥ 0} and {(N˜ (t), I (t)), t ≥
0} is that the set of failure states in {(N (t), I (t)), t ≥ 0} becomes the set of absorbing states of {(N˜ (t), I (t)), t ≥ 0}.
Now, let
qik(t) = P{N˜ (t) = i, I (t) = k}, i ∈ Ω; k = 1, 2, . . . ,
then
R(t) = P{the working time of the system > t}
=
∞∑
k=1
q0k(t).
By a similar argument as in Section 3, we obtain the following differential equations:(
d
dt
+ ak−1λ
)
q0k(t) = 0, (k ≥ 1).
The initial conditions are
q01(0) = 1; q0k(0) = 0, (k = 2, 3, . . .).
Taking Laplace transforms on both sides of the above differential equations and using the initial conditions, we
have
(s + λ)q∗01(s) = 1,
(s + ak−1λ)q∗0k(s) = 0, (k ≥ 2).
Thus, we have
q∗01(s) =
1
s + λ,
q∗0k(s) = 0, (k ≥ 2).
The Laplace transform of R(t) is given by
R∗(s) =
∞∑
k=1
q∗0k(s) =
1
s + λ.
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It is easy to obtain the system reliability R(t) as follows:
R(t) = e−λt .
Thus, the mean time to the first failure is
MTTFF =
∫ ∞
0
R(t)dt =
∫ ∞
0
e−λtdt = 1
λ
.
Note that the above various results are obtained under a > 1, 0 < b < 1. If a = b = 1, then {Xn, n = 1, 2, . . .}
and {Yn, n = 1, 2, . . .} are both independent and identically distributed. Then {N (t), t ≥ 0} is a Markov process, and
the system after repair is “as good as new”. Thus, we have the following observations:
(I) If a = b = 1, according to Eqs. (1)–(3), we have(
d
dt
+ λ
)
p0(t) = µp2(t),(
d
dt
+ ν
)
p1(t) = λp0(t),(
d
dt
+ µ
)
p2(t) = νp1(t).
The initial conditions are
p0(0) = 1, p1(0) = p2(0) = 0.
Taking Laplace transforms on both sides of the above differential equations and using the initial conditions, we can
also obtain
p∗0(s) =
(s + µ)(s + ν)
s(s2 + (λ+ µ+ ν)s + λµ+ λν + µν),
p∗1(s) =
λ(s + µ)
s(s2 + (λ+ µ+ ν)s + λµ+ λν + µν),
p∗2(s) =
λν
s(s2 + (λ+ µ+ ν)s + λµ+ λν + µν) .
Similarly, we can also derive some reliability indices of the system under a = b = 1. Clearly, the availability of
the system at time t is given by
A(t) = P{the system is working at time t}
= P{N (t) = 0} = p0(t),
then the Laplace transform of A(t) is
A∗(s) =
∫ ∞
0
A(t)e−stdt = p∗0(s) =
(s + µ)(s + ν)
s(s2 + (λ+ µ+ ν)s + λµ+ λν + µν),
and the steady state (or limiting) availability of the system is
A = lim
t→+∞ A(t) = lims→0 s A
∗(s) = µν
λµ+ λν + µν .
According to Section 4.2, the Laplace transform of the ROCOF m f (t) is
m∗f (s) = λp∗0(s) =
λ(s + µ)(s + ν)
s(s2 + (λ+ µ+ ν)s + λµ+ λν + µν),
and the steady state (or limiting) ROCOF of the system is given by
m f = lim
t→+∞m f (t) = lims→0 sm
∗
f (s) =
λµν
λµ+ λν + µν .
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By a similar argument as in Section 4.3, the Laplace transform of system reliability R(t) is given by
R∗(s) =
∫ ∞
0
R(t)e−stdt = q∗0 (s) =
1
s + λ.
Obviously, the system reliability is R(t) = e−λt , and the mean time to the first failure is
MTTFF =
∫ ∞
9
R(t)dt =
∫ ∞
0
e−λtdt = 1
λ
.
(II) If a = b = 1 and ν → ∞, i.e. EZn =
∫∞
0 t dSn(t) = 1ν = 0 (n = 1, 2, . . .), then the system after repair
is “as good as new”, and the system will be repaired as soon as it fails. Thus, the system will become a classical
simple repairable system. This special case has been studied before (see e.g. Barlow and Proschan [21] or Ascher and
Feingold [22]).
5. Average cost rate under policy N
According to the reliability analysis above, we have known that the steady state availability of the system is zero.
This implies that the model in this paper is more reasonable for a deteriorating repairable system but it has not had the
engineering value as t →+∞. Thus, the system after failure cannot be forever repaired. In this section, a replacement
policy N is adopted: a failed system is replaced if the number of failures since the installation or the last replacement
has reached N , otherwise it is repaired. Our problem is to determine an optimal policy N∗ such that the average cost
rate of the system is minimized. The explicit expression for the average cost rate of the system can be derived, and the
corresponding optimal replacement policy N∗ can be found analytically or numerically. Finally, a numerical example
for policy N is given to illustrate the theoretical results, and carry through some discussions and sensitivity analysis
on the optimal solution. To do this, besides the assumptions in Section 2, we add the following:
Assumption 5. A replacement policy N based on the number of failures of the system is used. The system will be
replaced sometime by a new and identical one, and the replacement time is a random variable Q with EQ = θ .
Assumption 6. The system can neither produce any repair cost nor obtain any revenue during delay repair.
Assumption 7. The repair cost rate of the system is cr , the working reward rate of the system is cw, and the
replacement cost of the system comprises two parts: one part is the basic replacement cost C , the other part is the
cost proportional to the length of replacement time Q at rate cp. Assume that cp > cr .
Let τ1 be the first replacement time of the system after installation, and τn (n ≥ 2) be the time between the (n−1)th
replacement and the nth replacement of the system under policy N . Clearly, {τ1, τ2, . . .} forms a renewal process, and
the time between two consecutive replacements is called a renewal cycle.
Our problem is to determine an optimal replacement policy N∗ such that the average cost rate of the system is
minimized. Let C(N ) be the average cost rate of the system under policy N . Thus, according to the renewal reward
theorem (see, for example Ross [16]), we have
C(N ) = the expected cost incurred in a renewal cycle
the expected length of a renewal cycle
. (19)
Let W be the length of a renewal cycle under policy N . Then
W =
N∑
i=1
X i +
N−1∑
i=1
Zi +
N−1∑
i=1
Yi + Q.
According to assumptions, we have
EX i = 1
ai−1λ
1= α
ai−1
, EYi = 1
bi−1µ
1= β
bi−1
, EZi = 1
ν
1= γ, i = 1, 2, . . . .
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Therefore
C(N ) =
cr E
(
N−1∑
i=1
Yi
)
+ C + cpEQ − cwE
(
N∑
i=1
X i
)
E
(
N∑
i=1
X i
)
+ E
(
N−1∑
i=1
Zi
)
+ E
(
N−1∑
i=1
Yi
)
+ EQ
=
cr
N−1∑
i=1
β
bi−1 + C + cpθ − cw
N∑
i=1
α
ai−1
N∑
i=1
α
ai−1 + (N − 1)γ + θ +
N−1∑
i=1
β
bi−1
. (20)
When γ = 0, this is the case that the system will be repaired as soon as it fails. we denote the average cost rate of
the system under the policy N by C0(N ), then
C0(N ) =
cr
N−1∑
i=1
β
bi−1 + C + cpθ − cw
N∑
i=1
α
ai−1
N∑
i=1
α
ai−1 +
N−1∑
i=1
β
bi−1 + θ
. (21)
(I) If the replacement time of the system is negligible, let α, β, cr , cw and C in Eq. (21) be λ,µ,C, 1 and C2
respectively, then Eq. (21) will become Eq. 5.1 in Lam [3].
(II) If the replacement cost of the system is only the basic replacement cost C while the replacement time of the
system is a random variate Q with EQ = θ , let α, β, cr , cw, θ and C in Eq. (21) be λ,µ, c, r, τ and R respectively,
then Eq. (21) will become Eq. (2.2) in Lam [17]. And Lam [17] has determined an optimal replacement policy N∗ by
analytical or numerical method for minimizing C0(N ).
By a similar approach, we can determine an optimal replacement policy N∗ by analytical or numerical method
such that C(N ) is minimized.
6. Optimal replacement policy N∗
Now, our problem is to determine the optimal replacement policy N∗ for minimizing C(N ) explicitly. For this
purpose, first of all, we can rewrite the Eq. (20) as
C(N ) = A(N )− cw,
where
A(N ) =
(cr + cw)
N−1∑
i=1
β
bi−1 + cw((N − 1)γ + θ)+ C + cpθ
N∑
i=1
α
ai−1 + (N − 1)γ + θ +
N−1∑
i=1
β
bi−1
.
Thus, to minimize C(N ) is equivalent to minimize A(N ). Now, we study the difference of A(N + 1) and A(N ):
A(N + 1)− A(N ) =
(cr + cw)
N∑
i=1
β
bi−1 + cw(Nγ + θ)+ C + cpθ
N+1∑
i=1
α
ai−1 + Nγ + θ +
N∑
i=1
β
bi−1
−
(cr + cw)
N−1∑
i=1
β
bi−1 + cw((N − 1)γ + θ)+ C + cpθ
N∑
i=1
α
ai−1 + (N − 1)γ + θ +
N−1∑
i=1
β
bi−1
1638 Y.L. Zhang / Computers and Mathematics with Applications 55 (2008) 1629–1643
=
(cr + cw) βbN−1
N∑
i=1
bi−1 + cw(Nγ + θ)+ C + cpθ
α
aN
N+1∑
i=1
ai−1 + Nγ + θ + β
bN−1
N∑
i=1
bi−1
−
(cr + cw) βbN−2
N−1∑
i=1
bi−1 + cw((N − 1)γ + θ)+ C + cpθ
α
aN−1
N∑
i=1
ai−1 + (N − 1)γ + θ + β
bN−2
N−1∑
i=1
bi−1
=
[
(cr + cw)αβh(N )+ cwαγ bN−1h1(N )+ crβaN (γ h2(N )+ θ)
−[(C + cpθ)(αbN−1 + βaN + γ aNbN−1)+ cwθαbN−1]
]

aNbN−1
[
α
aN
N+1∑
i=1
ai−1 + Nγ + θ + β
bN−1
N∑
i=1
bi−1
]
×
[
α
aN−1
N∑
i=1
ai−1 + (N − 1)γ + θ + β
bN−2
N−1∑
i=1
bi−1
]

,
where
h(N ) =
N∑
i=1
ai −
N−1∑
i=1
bi ,
h1(N ) =
N∑
i=1
ai − N + 1,
h2(N ) = N − 1−
N−1∑
i=1
bi .
According to the numerator of A(N + 1)− A(N ), we structure an auxiliary function
B(N ) = (cr + cw)αβh(N )+ cwαγ b
N−1h1(N )+ crβaN (γ h2(N )+ θ)
(C + cpθ)(αbN−1 + βaN + γ aNbN−1)+ cwθαbN−1 . (22)
Because the denominator of A(N + 1) − A(N ) is always positive, the sign of A(N + 1) − A(N ) is the same as the
sign of its numerator. Thus, the following lemma is straightforward.
Lemma 1.
A(N + 1)>
<
A(N )⇐⇒ B(N )>
<
1.
Lemma 1 shows that the monotonicity of A(N ) is determined by the value of B(N ). Now, we consider the
difference of B(N + 1) and B(N ), and obtain the following result through calculation and simplification.
B(N + 1)− B(N ) = (cr + cw)αβh(N + 1)+ cwαγ b
Nh1(N + 1)+ crβaN+1(γ h2(N + 1)+ θ)
(C + cpθ)(αbN + βaN+1 + γ aN+1bN )+ cwθαbN
− (cr + cw)αβh(N )+ cwαγ b
N−1h1(N )+ crβaN (γ h2(N )+ θ)
(C + cpθ)(αbN−1 + βaN + γ aNbN−1)+ cwθαbN−1
= (C + cpθ)α
2bN−1{(cr + cw)β[h(N + 1)− bh(N )] + cwγ bN [h1(N + 1)− h1(N )]}[[(C + cpθ)(αbN + βaN+1 + γ aN+1bN )+ cwθαbN ]
×[(C + cpθ)(αbN−1 + βaN + γ aNbN−1)+ cwθαbN−1]
]
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+ (C + cpθ)β
2aN {(cr + cw)α[h(N + 1)− ah(N )] + crγ aN+1[h2(N + 1)− h2(N )]}[[(C + cpθ)(αbN + βaN+1 + γ aN+1bN )+ cwθαbN ]
×[(C + cpθ)(αbN−1 + βaN + γ aNbN−1)+ cwθαbN−1]
]
+ (C + cpθ)cwγ
2αaNb2N−1[h1(N + 1)− ah1(N )][[(C + cpθ)(αbN + βaN+1 + γ aN+1bN )+ cwθαbN ]
×[(C + cpθ)(αbN−1 + βaN + γ aNbN−1)+ cwθαbN−1]
]
+ (C + cpθ)crγβa
2N+1bN−1(γ [h2(N + 1)− bh2(N )] + (1− b)θ)[[(C + cpθ)(αbN + βaN+1 + γ aN+1bN )+ cwθαbN ]
×[(C + cpθ)(αbN−1 + βaN + γ aNbN−1)+ cwθαbN−1]
]
+ cwθα
2bN−1{(cr + cw)β[h(N + 1)− bh(N )] + cwγ bN [h1(N + 1)− h1(N )]}[[(C + cpθ)(αbN + βaN+1 + γ aN+1bN )+ cwθαbN ]
×[(C + cpθ)(αbN−1 + βaN + γ aNbN−1)+ cwθαbN−1]
]
+ αβa
NbN−1(C + cpθ + cwθ)cr {γ [ah2(N + 1)− bh2(N )] + (a − b)θ}[[(C + cpθ)(αbN + βaN+1 + γ aN+1bN )+ cwθαbN ]
×[(C + cpθ)(αbN−1 + βaN + γ aNbN−1)+ cwθαbN−1]
]
+ αβγ a
NbN−1(C + cpθ){cw[bh1(N + 1)− ah1(N )] + (cr + cw)[h(N + 1)− abh(N )]}[[(C + cpθ)(αbN + βaN+1 + γ aN+1bN )+ cwθαbN ]
×[(C + cpθ)(αbN−1 + βaN + γ aNbN−1)+ cwθαbN−1]
]
≥ 0,
where the last sign of inequality is due to the following results:
h(N + 1)− bh(N ) =
(
N+1∑
i=1
ai −
N∑
i=1
bi
)
− b
(
N∑
i=1
ai −
N−1∑
i=1
bi
)
= (1− b)
N∑
i=1
ai + (aN+1 − b) ≥ 0,
h1(N + 1)− h1(N ) =
N+1∑
i=1
ai − N −
(
N∑
i=1
ai − N + 1
)
= aN+1 − 1 ≥ 0,
h(N + 1)− ah(N ) =
(
N+1∑
i=1
ai −
N∑
i=1
bi
)
− a
(
N∑
i=1
ai −
N−1∑
i=1
bi
)
= (a − bN )+ (a − 1)
N−1∑
i=1
bi ≥ 0,
h2(N + 1)− h2(N ) = N −
N∑
i=1
bi −
(
N − 1−
N−1∑
i=1
bi
)
= 1− bN ≥ 0,
h1(N + 1)− ah1(N ) =
N+1∑
i=1
ai − N − a
(
N∑
i=1
ai − N + 1
)
= (a − 1)N + a(aN − 1) ≥ 0,
h2(N + 1)− bh2(N ) = N −
N∑
i=1
bi − b
(
N − 1−
N−1∑
i=1
bi
)
= (1− b)N ≥ 0
and similarly
(C + cpθ + cwθ)cr [ah2(N + 1)− bh2(N )] + (C + cpθ)cw[bh1(N + 1)− ah1(N )]
+ (C + cpθ)(cr + cw)[h(N + 1)− abh(N )]
= (C + cpθ)cr
[
(a − b)N + (1− b)
N+1∑
i=1
ai
]
+ (a − b)N [cwcrθ + (C + cpθ)cw]
+ (a − 1)[Ccw + cwθ(cp − cr )]
N∑
i=1
bi ≥ 0.
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This implies:
Lemma 2. B(N ) is nondecreasing in N.
According to Lemmas 1 and 2, an analytical expression for an optimal policy for minimizing A(N ) can be got
through the study of B(N ). Thus, we have the following theorem:
Theorem 1. The optimal replacement policy N∗ can be determined by
N∗ = min{N | B(N ) ≥ 1}. (23)
Furthermore, if B(N∗) > 1, then the optimal policy N∗ is unique.
Because B(N ) is nondecreasing in N , there exists an integer N∗ such that
B(N ) ≥ 1⇐⇒ N ≥ N∗
and
B(N ) < 1 ⇐⇒ N < N∗.
Note that N∗ is the minimum satisfying (23), and the policy N∗ is an optimal replacement policy. Furthermore, it
is easy to see that if B(N∗) > 1, then the optimal policy is also uniquely existent.
When γ = 0, we have
A0(N ) =
(cr + cw)
N−1∑
i=1
β
bi−1 + C + cwθ + cpθ
N∑
i=1
α
ai−1 +
N−1∑
i=1
β
bi−1 + θ
,
B0(N ) = (cr + cw)αβh(N )+ crθβa
N
(C + cpθ)(αbN−1 + βaN )+ cwθαbN−1 . (24)
And, in the same way, we can show that Lemmas 1, 2 and Theorem 1 are also correct for γ = 0.
7. A numerical example
In this section, we provide a numerical example to respectively illustrate the optimal replacement policy N∗ for
minimizing C(N ) and C0(N ). Now, let
l1 =
N∑
i=1
1
ai−1
, l2 =
N−1∑
i=1
1
bi−1
, l3 =
N∑
i=1
ai , l4 =
N−1∑
i=1
bi ,
then Eqs. (20), (22), (21) and (24) become respectively
C(N ) = crβl2 + C + cpθ − cwαl1
αl1 + (N − 1)γ + θ + βl2 , (25)
B(N ) = (cr + cw)αβ(l3 − l4)+ cwαγ (l3 − N + 1)b
N−1 + crβ(γ (N − 1− l4)+ θ)aN
(C + cp)(αbN−1 + βaN + γ aNbN−1)+ cwθαbN−1 , (26)
C0(N ) = crβl2 + C + cpθ − cwαl1
αl1 + βl2 + θ , (27)
and
B0(N ) = (cr + cw)αβ(l3 − l4)+ crθβa
N
(C + cpθ)(αbN−1 + βaN )+ cwθαbN−1 . (28)
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Fig. 1. The plots of C(N ), C0(N ), B(N ) and B0(N ) against N .
Table 1
Results obtained from Eqs. (25)–(28)
N C(N ) B(N ) C0(N ) B0(N ) N C(N ) B(N ) C0(N ) B0(N )
1 41.6667 0.2134 41.6667 0.1004 16 −28.5106 4.6132 −37.1992 4.5029
2 −19.9415 0.2843 −22.5401 0.1572 17 −24.7793 4.8642 −31.9603 4.7136
3 −41.2648 0.4023 −49.3938 0.2570 18 −21.1134 5.0867 −26.8860 4.8924
4 −50.5872 0.5712 −62.7395 0.4095 19 −17.5492 5.2829 −22.0425 5.0434
5 −54.6938 0.7927 −69.5442 0.6220 20 −14.1181 5.4557 −17.4796 5.1707
6 −56.0393 1.0654 −72.5869 0.8973 21 −10.8464 5.6081 −13.2324 5.2781
7 −55.7311 1.3844 −73.2013 1.2318 22 −7.7547 5.7426 −9.3213 5.3686
8 −54.3463 1.7413 −72.1182 1.6148 23 −4.8583 5.8618 −5.7547 5.4452
9 −52.2190 2.1248 −69.7842 2.0299 24 −2.1672 5.9680 −2.5305 5.5100
10 −49.5603 2.5223 −66.5018 2.4576 25 0.3139 6.0629 0.3615 5.5650
11 −46.5143 2.9207 −62.4957 2.8788 26 2.5846 6.1485 2.9375 5.6117
12 −43.1863 3.3087 −57.9475 3.2777 27 4.6486 6.2259 5.2181 5.6516
13 −39.6586 3.6770 −53.0126 3.6434 28 6.5129 6.2966 7.2263 5.6857
14 −35.9990 4.0192 −47.8291 3.9701 29 8.1868 6.3615 8.9861 5.7148
15 −32.2658 4.3316 −42.5211 4.2561 30 9.6817 6.4215 10.5220 5.7398
Assume further that a = 1.15, b = 0.85, α = 15, β = 3, γ = 6, cr = 20, cw = 180, cp = 30, θ = 15 and
C = 3500. Substituting the above values into Eqs. (25)–(28), we can respectively obtain the results presented in Fig. 1
and Table 1.
It is easy to find that C(6) = −56.0393 and C0(7) = −73.2013 are respectively the minimums of the average cost
rate of the system with delayed repair and without delayed repair. In other words, the optimal policy is N∗ = 6 and
we should replace the system with delayed repair at the time of the sixth failure while the optimal policy is N∗ = 7
and we should replace the system without delayed repair at the time of the seventh failure. And their optimal policies
N = 6 and N = 7 are both unique because B(6) = 1.0654 > 1 and B0(7) = 1.2318 > 1.
According to these numerical results in this paper, the conclusion that the simple repairable system without
delayed repair is better than the simple repairable system with delayed repair is consistent with the physical intuition.
Therefore, in practice application, the time of delayed repair for the simple repairable system with delayed repair
should be as little as possible.
To study the influence of the ratios of the geometrical process on the optimal solution, we tabulate the optimal
replacement policy N∗ and the minimum C(N∗) for different values of a > 1 and 0 < b < 1 in Table 2.
In Table 2, when b and other parameters are fixed, then N∗ is nonincreasing in a, but C(N∗) is nondecreasing in a;
when a and other parameters are fixed, then N∗ is nondecreasing in b, but C(N∗) is nonincreasing in b. According to
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Table 2
Optimal N∗ and C(N∗) obtained for different values of a and b
a b = 0.85 b a = 1.15
N∗ C(N∗) N∗ C(N∗)
1.01 9 −77.6855 0.99 8 −61.1982
1.03 8 −73.7091 0.97 8 −60.4737
1.05 8 −70.0763 0.95 7 −59.7122
1.07 7 −66.7872 0.93 7 −59.0473
1.09 7 −63.8339 0.91 7 −58.3233
1.11 7 −61.0091 0.89 7 −57.5339
1.13 6 −58.3287 0.87 6 −56.6858
1.15 6 −56.0393 0.85 6 −56.0393
1.20 6 −50.7112 0.80 6 −54.1750
1.25 6 −45.9075 0.75 5 −52.2026
1.30 5 −42.0097 0.70 5 −50.5580
Table 2, we can see that the optimal replacement policy N∗ and the minimum average cost rate C(N∗) are sensitive
to the change of a and b, when the other parameters are fixed.
8. Concluding remarks
In this paper, the model for a deteriorating simple repairable system with delayed repair is analysed. Assume that
the system after repair is not “as good as new” such that the successive working times of the system form a decreasing
geometrical process and the consecutive repair times of the system form an increasing geometrical process. Obviously,
the model in this paper is more realistic than the model in which the system after repair is “as good as new”. In this
model, we study not only some important reliability indices of the system but also a replacement policy of the system
when the working-time distribution and the repair-time distribution of the system are both exponential. Thus, this
paper has definite theoretical interest and potential practical application. However, based on our analyses, we have the
following remarks:
(1) Let N (t) be the state of the system at time t . It is clear from model assumptions that {N (t), t ≥ 0} is not a
Markov process. However, it can be extended as a two-dimensional Markov process by introducing a supplementary
variable. To obtain the system reliability indices, we need to determine the state probabilities of the system at time t .
Accordingly, we can derive the system of differential equations about pik(t), i ∈ Ω , k = 1, 2, . . . . Finally, the Laplace
transform results of reliability indices of the system and the steady-state results of some reliability indices of the
system are obtained. In general, the method, by using the inverse Laplace transform to get the transient results of the
reliability indices, is difficult. But the Laplace transform results of reliability indices of the system is discommodious
for practical application. Thus, in engineering, a numerical method based on the Runge-Kutta method is often adopted
(see, e.g. Zhang and Wang [23]).
(2) In this paper, we consider a replacement policy N based on the number of failures of the system. An optimal
replacement policy N∗ for minimizing C(N ) is determined. The uniqueness of the optimal replacement policy N∗ is
proved. And a given numerical example can also illustrate the theoretical result. Though Theorem 1 is a theoretical
result, it is more convenient to use Theorem 1 as we can stop the search whenever B(N ) crosses over 1. Note that
cp > cr in Assumption 7 is reasonable from the point of view of a practical application. Thus, without loss of
generality, we can assume that cp > cr .
(3) In this paper, the geometrical process-repair model for a simple repairable system with delayed repair is the
more general case: when a = b = 1, it will become the perfect repair model for a simple repairable system with
delayed repair; when γ = 0 and the replacement time of the system is negligible, the replacement policy N in this
model will become the case in Lam [3]; when γ = 0 and the replacement time of the system is a random variate, the
replacement policy N in this model will become the case in Lam [17]. For a decreasing geometrical process, M f (t)
will not exist in the cases where µ = ∞ and ν = ∞ (i.e. γ = 0). It is because the repair and the delay are both
instantaneous. Special cases have been shown in Braun et al. [24].
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