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We shall prove the following result. 
THEOREM 1. 
is hamiltonian. 
Every 2-connected, k-regular graph on at most 3k vertices 
This result is best possible for k = 3 since the Petersen graph is a non- 
hamiltonian, 2-connected, 3-regular graph on 10 vertices. It is essentially 
best possible for k > 4 since there exist non-hamiltonian, 2-connected, k- 
regular graphs on 3k + 4 vertices for k even, and 3k + 5 vertices for all k. 
Examples of such graphs are given in [ 1, 3 1. The problem of determining the 
values of k for which all 2-connected, k-regular graphs on n vertices are 
hamiltonian was first suggested by G. Szekeres. Erdijs and Hobbs [ 3 ] proved 
that such graphs are hamiltonian if n < 2k + ck”*, where c is a positive 
constant. Subsequently, Bollobas and Hobbs [ 1 ] showed that G is 
hamiltonian if n < +k. 
We shall in fact prove a result slightly stronger than Theorem 1. 
THEOREM 2. Let G be a 2-connected graph on n vertices with minimum 
degree k. Suppose that n < 3k and 
2 (d(v) - k) < k - 1. 
UEV(G) 
Then G is hamiltonian. 
Thus the regularity condition of Theorem 1 may be relaxed somewhat. The 
upper bound for zVEV(G) (d(v) - k) cannot be increased since Kk+ I,k is a 
non-hamiltonian, 2-connected graph on 2k + 1 vertices, with minimum 
degree k, and 
c (d(v) - k) = k. 
=v(Kk+l.k) 
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Moreover, the construction described in [ 1, 31 may be used to construct for 
all k > 3, a non-hamiltonian, 2-connected graph G on 3k + 3 vertices, with 
minimum degree k, and 
c (d(v) - k) = 2. 
v E Y(G) 
The proof of Theorem 2 is by contradiction. We first prove some general 
lemmas concerning the distribution of edges in non-hamiltonian graphs. 
Thus, in the following, let G be a non-hamiltonian graph on n vertices with 
minimum degree k. Choose a cycle C of maximum length in G so that the 
number of components of R = G - C is as small as possible. In the first part 
of the paper we generalize a result of Woodall [7, Theorem 12.31 to deal 
with the case when R contains an isolated vertex. Nash-Williams [6, 
Lemma 31 has shown that R consists entirely of isolated vertices if G is 2- 
connected and n < 3k - 2. In the second part of the paper we adapt his proof 
to investigate the cases n = 3k - 1 and n = 3k in which R contains no 
isolated vertices. 
For H a subgraph of G, let V(H) denote the set of vertices of H. For 
v E V(G), let NH(v) denote the set, and dH(v) the number, of neighbors of v 
in H. In order to simplify notation we shall denote V(G), N&v), and dG(v) 
by V, N(v), and d(v), respectively. For UE V, put 
If A, B c V, let E(A) denote the number of edges in G between the vertices of 
A, and &(A, B) the number of edges joining vertices of A to vertices of B. 
Put r = ] V(R)] and let c,, c, ,..., c,+, c, be the vertices in order around C. 
The subscripts of the ci will be reduced modulo n - r throughout. For 
A E V(C), put 
A+={ci+l 1 Ci E A} and A-={Ci-11 CiEA}. , 
CASE 1. R contains an isolated vertex v,,. 
Following Woodall [7 ] put Y,-, = 0 and, for i > 1, put 
Xi =N(Yi-1 L’ {V,}) 
and 
Then 
Yi = {Cj E V(C) I Cj-1 EXi and cj+l E Xi}. 
N(v,) = Xl E X2 c -- - , and 0 = Y. E Y, E * * * , 
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By [7, Lemma 12.31, X = Uz I Xi s V(C), and X does not contain two con- 
secutive vertices of C. Put Y = UE 1 Yi. As consequences of the above 
definitions and [ 7, Lemma 12.3 ] 
(i) Y=X+nX-, 
(ii) N(Y)cX, and 
(iii) Xr\l Y= 0. 
The following lemma is a slight generalization of a result obtained in the 
proof of [ 7, Lemma 12.31. 
LEMMA 1. The following statement A(h) holds for all h > 1. 
A(h): there does not exist a path Qh = qlq2 . . . qz in G - vO such that 
(a> WI c VQd9 
@I 419 41 E-&l, and 
(c) for all ordered pairs (i, 1) such that qi E Yr and I< h - 1, the ver- 
tices qi- 1 and qi + 1 belong to Xr . 
ProoJ: Suppose that the lemma is false. Let j be the smallest integer for 
which there exists a path Q1 = qlq2 . . . q, which is a counterexample to A(j). 
If j = 1, then adjoining the path q,v,q, to q1 creates a longer cycle than C. 
This contradicts the choice of C and hence j > 2. Consider the following four 
cases. 
(i) ql, qz E Xj_ i . Clearly Qj is a counterexample to A(j - 1). 
(ii) q1 E Xj-r and 4, E Xj\Xj-r . By the definition of Xj, 4, E N(q,,J 
for some qmE Yj-l\yi-*, and q,,, # q1 since X n Y = 0. Hence by (c), 
qm-l,qm+l EXj-1. Thus, the path 
Q; = qlq2 -+a qmqrqz-1 a.- qm+ 1 
is a counterexample to A(j - 1) since the only vertices of e,! which could fail 
to satisfy condition (c) of A(j - 1) are qm and q,, neither of which is in 
Y. J-2’ 
(iii) q1 E Xj\xi-i and qZ E Xj-10 Using a construction similar to that 
in (ii), we may again construct a counterexample to A(j - 1). 
tiv) 419 41 E xj\xj- 1 l Then q1 E N(q,) and q, E N(q,) for some 
qw,qmE Yj-l\Yj-z and again qW#q, and qm#ql. Hence qW+ qW+lV 
4m-l~4m+l EXj-1. If W<m, then 
Q;=q,,,-,q,+, .+a qlqwqw+l *.* qmqrqr-1 **a qm+l 
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is a counterexample to A(j - 1 ), while if w  > m, then 
Qy=qm-1qm-2 ..a qlqwqw+l *** 4r4d.?m+l *** 4w-1 
is a counterexample to A(j - 1) since the only vertices which could fail to 
satisfy condition (c) of A( j - 1) are ql, q,, q,,,, and qm, none of which are in 
Y. J-2’ In each case we construct a counterexample to A(j - l), which 
contradicts the minimality of j. fl 
COROLLARY 1. Let Z’=X+\Y and Z-=X-\Y. Then 
(a) z+ and Z- are independent sets of vertices, 
(b) given ci E Z+ and ej E Z- there do not exist neighbors bi Of ci and 
bj of cj which are consecutive on C and lie in the set (ci -2, ci-3 ,..., cj+ 2), 
(C) given Ci, CjE Z+ or ci, cj E Z- there does not exist C, E 
{Fi+29 ci+39’“9 cj-l} such that ci is joined to C, and Cj to C, _ 1, and 
(d) no vertex of R - v, is joined to two vertices of Z’ or two vertices 
of z-. 
ProoJ (a) Let Ci, Cj E Z+ and suppose ci is joined to cj. Then 
ci, cj E Xl\Y for some h > 1, and the path 
Qh=ci-lci-2 **. CjCiCi+l *** Cj-1 
contradicts Lemma 1, since the only vertices which could fail to satisfy con- 
dition (c) of A(h) are ci and Cj, neither of which is in Y. A similar proof 
holds if ci, Cj E Z-. 
(b) Choose h > 1 such that Ci E Xi\Y and cj E Xi\Y. If bi = C, and 
bj=Cm+l then the path 
Q~=Ci-lCi-2 a** C,+lCjCj.-1 *** CiCmCm-1 *** cj+l 
contradicts Lemma 1, since Ci, Cj 4 Y by definition, and c, , c,,, + i & Y since 
this would create consecutive vertices Ci, ci- I or cj, Cj+ 1 in X. Similarly, if 
bi = C, and bj = CT,,,- i then the path 
contradicts Lemma 1. 
(C) Suppose Ci) Cj E 2 +. Then ci, Cj E Xt\Y for some h > 1, and 
contradicts Lemma 1. A similar proof holds if Ci 7 cj E Z-. 
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(d) Suppose u E V(R - v,) is joined to ci, Cj E Z+. Then 
Ci, Cj E XL\Y for some h > 1, and 
contradicts Lemma 1. A similar proof holds if ci, cj E Z-. 1 
Put x = ) X 1, y = 1 Y 1, and let S, , S, ,..., S, be the sets of vertices contained 
in the open segments of C between vertices of X. Put Si = I Si I and 
9= (SiISi~2, 1 <j,<x}. Note that 
ISal=x-y and ” Si=II--------. 
s;v 
(1) 
In the following let 
be distinct elements of 9. 
LEMMA 2. E({c,, c,}, Si) < Si - 1. Moreover, equality holds if and only if 
there exist integers g and h such that 
N(c.7)n si = ic/9 cI+19***9 Cg} u {Cg+29 Cg+4,..., C,-2) 
where I- 1 <g < h I\< m + 1, and the set {co, c*+~, c~+*~,..., c,} is empty if 
a > b. 
Proof. Put A = N(c,) n Si and B = N(c,) n Si. Then Cl & A by 
Corollary l(a), and hence I A I < Si - 1. By Corollary 1 (a), (b), c, is not 
joined to any element of A + U A - U {c,} and thus 
BESi\(A+UA-U{C,}). 
However, 
ISin(A’UA-U{c,})J~IA(+ 1. 
Hence, 
IBI <Si-(IA I + ‘h 
582b/29/1-3 
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Moreover, equality occurs if and only if 
pin(A+uA-u{c,})l=IA(+ 1 and B=s,\(A+uA-U{c,}). 
However, 
Iw-w-u{$J>l=lAl+ 1. 
Thus if equality occurs, then A ’ f? Si C_ A - U {c,}. Hence, if c, E A and 
e<m--2, then ceSZ EA. Clearly, this implies that the condition of the 
lemma holds. m 
The interval Si is said to be y/-connected to Sj if si is odd and c, and c, 
are both joined to c~+~ for all odd e, 1 <e<m-Z- 1. 
COROLLARY 2. Let Si, Sj E 9’. Then 
E(Si, Sj) < (Si - l)(Sj - 1) + 1 
with equality only if Si and Sj are W-connected to each other. 
ProoJ Let Si and Sj be as defined above. Then 
E(Si\{Cj9 c,}9 sj\{c,9 cz}) < tsi - 2)(sj - 2)* 
By Lemma 2, 
and E({c,, c~}, Si) < Si - 1. 
Moreover, if equality occurs then, by Lemma 2, 
if and only if Si and Sj are y/-connected to each other. Hence 
E(si 9 sj) Q (si -2)(Sj-2)+(Si-l)+(Sj-l)=(Si-l)(Sj-l)+l, 
with equality only if Si and Sj are y-connected to each other. 
LEMMA 3. Let Si and Sj be defined as above. If Si is v-connected to Sj 
then 
@+ u z-, {Cj, Cl,, )...) Cm}) =0. 
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Pro06 Choose c, E Z+ U Z- and, without loss of generality, assume 
that c, E Z+. If c, E {c,, c,+~ ,..., c,} then 
by Corollary l(b) and the hypothesis of the lemma. If c, E {c~+~, czs3 ,..., c,} 
then 
4{C,), {q, C/+2,.*.9 c,)) = 0 
by Corollary l(a,c) and the hypothesis of the lemma. u 
If Si and Sj are as defined above and Si is v-connected to Sj, define c,, *, 
c/+39*-, cm-1 to be the poputar vertices of Si and cl, cI+ 2 ,..., c,,, to be the un- 
popular vertices Of Si. Let 
Y* = { Si E 9 f Si is v-connected to some Sj E 9 ), 
P= {Ci E V(C)) Ci is a popular vertex Of some Sj E Y* }, 
U= {Ci E V(C) ( Ci is an unpopular vertex Of some Sj E 9”). 
Further, let Pi =PnsiandUi=UnSi.Puts*=I~*I,p=IPI,pi=IPiI, 
and Ui = I Ui I. Then 
Ui=pi+ 1 and Si=2Pi+ 1, (2) 
LEMMA 4. Let Si and Sj be as defined above. 
(a) If Si 7 Sj E Y\Y* then 
C(Si) < fSi(Si - 1) 
&(Si, Sj) < (Si - l)(sj - ‘>* 
(b) If Si E Y\Y’* and Sj E 9* then 
E(si 7 uj) < tsi - 2, Pj’ 
(c) If Si, Sj E Y* then 
&C”j) G + (Pj - l)(Pj - 2) 
&(ui9 uj) < (Pi - l)(p, - ‘I* 
34 BILL JACKSON 
Proof. (a) This follows immediately from Corollary 2. 
(b) Clearly 
By Lemma 3, 
Thus, the condition for equality in Lemma 2 could occur if and only if Sj 
was v-connected to S,, which would contradict the assumption that 
Si E Y\Y*. Hence 
E(Si9 {cw9 cz}) Q si - 2, 
and, by (2), 
E(Si) Uj) < (Si - 2)(Uj - 2) + (St - 2) = (Si -  2)Pj l 
(c) By Lemma 3, E( {c,,,, c, }, Uj) = 0. Hence 
E(Uj)<+(Uj-2)(Uj-3)=+(Pj- l)(Pj-2). 
Again, using Lemma 3, 
Hence 
&(Uj,Uj)<(Ui-2)(Uj-2)=(pi- l)(Pj-1). I 
LEMMA 5. 
E( V(C)\(XU P)) \< -; (n - r - 2x-p)(n-r-22x-p+ 1)-p(x-y+l) 
++s*(s* + 1). 
Proof. For convenience, we shall write Ci and Cf to denote 
CSiEtYJsY * and CS*aY * 9 respectively. In an obvious notation, we have: 
c* l=)Y*j=s*, 
i 
c *PispY (6) 
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and 
C (Si- l)+C*Pj= C (si- I)-C*P, @Y (2)) 
i j SiE.Y 
=(n-r- x-y&Y)-P 
(by (1) and (6)) 
=n-r-2x-p. (7) 
Now 
v(c)\(xu ‘I= ( s Ev,pe si) u ( i ( s yy* i 4) u y. 
Since N(Y) E X, 
Using Lemma 4 we see that 
ww\(x u P)) 
< Tfsi(si- [ ‘)+iC C tsi- l>tsj- I)] +[ y,Y,*tsiA2)Pj] i /#i i j 
+ 
C 
F* k(Pj- 1)CPje2)++x* C* (Pi- l)(Pj- l) 
i jzi 1 
=t[ (C(si-1))2+~tsi-1)] +i[F,x* (2(si-1)Pje2Pj)] 
i i i j 
1 
+T j K 1 c 
*Pj 2+C*Pjez* (4Pj-2) 
j j 
-c* c* QPj- 1) (by (3)) 
i j#i I 
1 
=- 
[C 
C(sim1)+C*Pj)2+(~(sim1)+~*Pj) 
2 i j i i 
-2(x-Y-s*)C*Pj-(S* + l)C* (2Pj- 1) I by (4) and (5)) i j 
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=~((n--r-2x-p)2+(n--r--2x-p)-2p(x--y+ 1) 
+ s*c(s* + l)] (by m @)T and (5)) 
+- r-2x-p)(n-r-2x-p+ l)-p(x-y+ I)+$*@*+ 1) 
as required. fl 
COROLLARY 5. 
2c(V(C)\(XUP))<(n-r-22x---p)(n-r-2x-p+l)-p&--y+ l).(8) 
Proof. By the definition of 9’*, S*<JI and s*<lI\==--y. Thus 
s*(s* + 1) ,<p(x -y + 1) and the corollary follows immediately from 
Lemma 5. 
Proof of Theorem 2 for the Case when R Contains an Isolated Vertex v, 
Let G be as above and suppose further that G satisfies the hypotheses of 
Theorem 2. Then 
#= c (d(v) -k) < k- 1. 
VEV 
(9) 
By considering two bounds on E(V) we shall show that n > 3k, and thus 
obtain a contradiction. Put 
t = c (d(v) - k). 
V&Y 
Clearly E(X, Vcu> < xk + c. However, 
&(V\;Y, 3 = (n - x)k + (4 - 0 - WViX). 
Hence 
2e( v) > (n - 2x)k + @ - 25. 
On the other hand, w= P U (V(C)\(X U P)) U V(R). Thus 
E(M) = e(J’, v) + W(C)\(XUP)) + W(R)) + W(R), V(C)\(XU P)). 
(11) 
Since R contains at least one isolated vertex, 
c(V(R)) ,<G(r - l)(r - 2). (12) 
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Put 8’ = V(C)\(XU X+ U X-) and f= 1 F I. Then 
f=n- r-x-2x+y, (13) 
E( V(R), V(C)\(XU P)) = &( V(R), flP) + &( V(R), x+ u x-). 
Clearly e(V(R), F”\P) < (r - l)(f-p), since &({v,}, flP) = 0. By 
Corollary l(d), e(V(R), X+ U X-) < 2(r - 1). Thus 
W(R), qc>\(x u P) < (r - 1 )(f- P + 2). 
Substituting (8), (12), and (14) into (11) gives 
(14) 
2c(qX) < 2e(P, VP) + (n - 2x-r-p)(n-2x-r-p+ 1)-&-y+ 1) 
+ (r- l)(r- 2)+ qr- l>(f-p+ 2). 
Putting f= r - 1, we see that 
(n-2x-r-p)(n-2x-r-p+ 1) 
= (n - 2x - 2p- l)(n-2x)+p(p+ l)-?(2n-4x-J-2p- 1). 
Thus 
24F~jX) < h(P, v) + (n - 2x - 2p - l)(n - 2x) +p(p + 1) 
- J(2n-4x-J-2p- 1)-p(x-y+ l)+r’(2f--2p+f+3) 
= 2e(P, VX) + (n - 2x - 2p - l)(n - 2x) -p(x -y -p) 
- f(2n - 4x - 2r’ - 2f - 4). 
Put 8 = J(2n - 4x - 2f - 2f- 4). From (13), f= n - 2x - (x - y) - f - 1, 
and hence 
6= 2?qx-y- 1). 
Suppose x - y - 1 < 0. By the definition of X and Y, x > y. Thus x =y and 
e(Yu {uo},x)> (y+ l)k=xk+ k. 
However, this contradicts the fact that 
E(X, Y u {II,}) < xk + # < xk + k - 1 
by (9). Thus we may assume that x -y - 1 2 0. Hence 8 > 0, and 
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Clearly w= YU {Us} UPU (V(R)\{u,})U (V(C)\(XU YUP)). Put M= 
vw\bbl) u vw\wJ YUJ-9). Then 
IMI=n-x-y-p- 1. 
Since E(P, Y) = e(P, {v,}) = 0, it follows that 
e(P, vcu> = E(P) +&(P, M)* 
We shall now prove that 
e(P, v\x><+p(k+n-x-y-p-l)++-r. (16) 
If (n-x-y-p- l)+(p-l)<k, then e(P, w) is largest when each 
vertex of P is joined to every vertex of P and every vertex of M. Thus 
a wK:P(P- l)+p(n-X-Y-P- 1) 
&p(p- l)++p(n-x-y-p- l)+-I-p&-p+ 1) 
<+p(k+n-x-y-p-l)+#-r. 
If n-X---y--p-l<k<((n-x-y--p-l)+(p-l), then &(P,V/X) is 
largest when each vertex of P is joined to every vertex of M and to k - 1 M 1 
vertices of P, and there are an additional -t (4 - r) edges between the vertices 
of P. Thus 
E(P, V\X)<p(n-x-y--p- l)++p(k-(n-x-y-p-l))++@-<) 
<+p(k+n-x-y-p-l)++{. 
Finally, if k < n - x - y --p - 1, then clearly 
#‘, W)<pk+d-< 
~~pk+fp(n---y-p-l)+~-- 
=+p(k+n-x-y-p-l)++<. 
In each case (16) holds. Combining (16) with (15) yields 
2&(qX)<p(k+n-x-y-p- l)+2(+t)+(~-2x-2P--)(n-2x) 
-P(x-Y -P) 
= (n - 2x - l)(n - 2x) -p(n - 2x + 1 - k) + 2(# - t). 
Thus, from (lo), 
(n-2x)k+$--25<(n ---2x--l)(n-2x)-p(n-2x+l-k)+2qb-25 
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39 
(yt - 2x)k < (n - 2~ - l)(n - 2x) -p(n - 2x + 1 - k) + 4 
<(n-b- ~)(~z-~x)-P(Iz-~x+ l-k)+k-1. 
Hence 
O<(n-2x-l)(n-2x)-@-2x- l)k-p(n-2x+ 1 -k)- 1 
< (n - 2x - 1 -p)(n - 2x - k). 
By the definition of P, p <+ (n - 1 ---2x). Thus, 
n-2x-l-p>2p-p=p>O. 
Hence n - 2x - k > 0. However, x > k, since iV(u,) G X, and so 
n > 2x + k > 3k. This contradicts the original hypothesis of the theorem, and 
completes the discussion of Case 1. ’ 
CASE 2. R contains no isolated vertices. 
Let G be as defined at the beginning of the paper. Given a path Q in R 
with end points q1 and qg, let t(Q) be the number of occurrences of ordered 
pairs, (ci, cj), of the vertices of C such that Ci is joined to one of q1 and qg, Cj 
is joined to the other, and 
LEMMA 6. Let Q = qlq2 . . . qg be a maximal path in R such that 
t(Q) > 2. Put h = t(Q)-2 and w=r-g. Then 
(a) n>3k-l+h(g-2)+-w, and 
(b) if n < 3k then N&J = N&Q. 
Proof: Put A = m?l)9 B = m&)9 and t = t(Q). Without loss of 
generality we can assume 1 A I< 1 B I. If Ci, Cj E A (or Ci, Cj E B) then 
I{C* r+l, Ci+29***9 cj-l }I > 1 for, otherwise there would exist a longer cycle 
than C. Similarly, if Ci E A and Cj E B (or Ci E B and Cj E A) then 
I{& c* l+l* 1+29”*9 cj-l }I > g. Hence 
1 V(C)1 = n - r>JAUBI+IA+UA-uB+UB-I+t(g-2) 
=IAI+IA+uB-I+jB\AI+I(A-uB+)\(A+UB-)l+t(g-2). 
Since g > 2, A+ n B-=0 = A- f-7 B+. Putting 
a=IB\PI+I(A-uB+)\(A+uB-)I 
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we see that 
Since Q is a maximal path, dR(ql) < g - 1, and thus 
1 A I= d&d 2 k - (g - 1). 
Similarly, 
Pl>k-(g-11). 
Furthermore, ]A]=]A+]=]A-] and ]B(=(B+]=]B-J. Hence 
n-r>3k-3(g-l)+t(g-2)+a 
nMk-3(g-l)+(h+2)(g-2)+o+g+y 
=3k-l+h(g-2)+w+a, 
which proves part (a) since 0 > 0. Suppose A # B. Then ( B\P ( > 1, by the 
assumption that ] A I\< ] B 1. Furthermore, we can choose Cl E BP such that 
if Cj is the next element of A u B around C after ci, then Cj EA. Clearly 
Ci+l E (A- UB+)\(A+ UB-) 
l(AL uB+)\(A+ ur)I > 1. 
Thus o > 2 and n > 3k + 1 + h( g - 2) + w. Hence if n > 3k, we must have 
A = B, which completes the proof of (b). 1 
In the following we suppose, further, that G is 2-connected and n < 3k. 
Under these conditions we show, using a result of Dirac, that G contains a 
path Q which satisfies the hypotheses of Lemma 6. 
LEMMA 7 [ 2, Theorem 41. If H is a 2-connected graph on n vertices with 
minimum degree k, then H contains a cycle of length at least min(2k, n). 
COROLLARY 7. Let u E V(R). T&en d,(u) > 1. 
Proof. The cycle C is of maximum length in G and thus, by Lemma 7, 
contains at least 2k vertices. Since n < 3k, 
1 V(R))@-2k<k (17) 
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and 
d&) < k - 1. 
Since d,(u) + d&) = d(u) > k, it follows that 
LEMMA 8. If R contains a component W which is not a single vertex 
then there exists a’ maximal path Q in W such that t(Q) > 2. 
Proof. Since G is 2-connected there exist two distinct vertices, a and b, 
of W such that a is joined to Ci and b to Cj, where Ci and Cj are distinct ver- 
tices of C. Furthermore, a and b are connected by a path Q in W. Let a, b, 
and Q be chosen so that Q is as long as possible and suppose 
Q = qlq2 ..- qg, where q1 = a and qg = b. We shall show that Q is a maximal 
path in W and hence, since t(Q) > 2, satisfies the conditions of the lemma. 
The proof is by contradiction. Suppose Q is not a maximal path. Then, 
without loss of generality, we can assume Q can be extended to a path 
Q’ =qlq2 a-- qgqg+l e.. qe, 
where qe is not joined to any vertex of W - Q’. Moreover, qe can be joined 
to at most one vertex, Ci, of C since Q’ is longer than Q and, if qe were 
joined to cI E V(C), cI # Ci, this would contradict the choice of Q. Using 
(17) and the fact that d(q,) > k, we see that 
dR(qe) > k - 1 > r - 1. 
Thus qe is joined to every other vertex of R and the path 
Q” = qlq2 ..a qg-lqeqe--l .a. qg 
contradicts the choice of Q. Hence the assumption that Q is not a maximal 
path in W is false. 1 . 
COROLLARY 8. If n < 3k - 2, then R is composed of r isolated vertices. 
Proof: Immediate from Lemmas 6(a) and 8. 1 
Proof of Theorem 2 for the Case when R Contains No Isolated Vertices, 
Let G be as above and suppose, further, that G satisfies the hypotheses of 
Theorem 2. We may assume that k > 3, since if k = 1, G is not 2-connected, 
and if k = 2, G is a 2-connected: 2-regular graph and thus is hamiltonian. 
By Lemma 8, there exists a maximal path Q = qlq2 . e. qg in R such that 
t(Q) > 2. Choose Q to be of maximum length with this property. By Lem- 
Thus 
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ma 6(a), the following is a complete list of all possible values of h, g, and 
w:h=Oandw=Oor l;g=2andw=Oor l;andh=l,g=3,andw=O. 
We shall show that none of these sets of values can occur. 
(i) Suppose h = 0 and w  = 0 or 1. Then t(Q) = 2 and thus, by Lem- 
ma 6(b) 
’ 
for some Ci , Cj E V(C). Hence d&q,) = 2 and 
(V(C)I=n-r<n-g<2k+ 1. 
Put 
sl = ici+l 9 tit 2 v-9 cj- 1 I and S2= {cj+l,cj+2,...,ci-l}’ 
Since 
jS,I+IS,l=l V(C)\-2<2k-1, 
we can assume, without loss of generality, that 
(S&k- 1. 
Let C’=q,q, -**t.JgCjCj+l...c,41a Then 
I WI = I Jw)l - I s, I + g* 
(20) 
(21) 
Since C is a longest cycle of G, I S, I > g, and thus, by (19) and (2 1 ), 
IS,I=k-l=g. (22) 
Similarly, one can show that I S, I > g. Thus, by (20) and (22), 
k- l<lS,I<k. (23) 
Using (18) and (22), we see that q1 is joined to every other vertex of Q. 
Suppose w  = 1. Then there exists a vertex q0 E V(R - Q). Since R 
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contains no isolated vertices, q0 is joined to some vertex q1 E V(Q). Clearly 
q, # q1 or qg since Q is a maximal path. Consider the path 
Q’ =40414r-1 .** wh+1%+2 *** qg’ 
By Corollary 7, d&q,) > 1 and hence t(Q’) > 2, which contradicts the choice 
of Q as a longest path such that t(Q) > 2. Thus we may assume that w  = 0, 
and hence R = Q. Consider the k - 2 paths 
Qm = qmqm-1 .a. qlqm+lqm+z m-e qg 
for 1 < m < g - 1 = k - 2. Each Q, is a maximal path and t(Q,) > 2, since 
d,(q,) > 1. By Lemma 6(b), 
for all m, l<m<g- 1. Again consider the cycle 
By (22), C’ is a longest cycle in G. Moreover, G - C’ is a path Q’ = 
Ci+lCi+2 ‘** cj-l of length ) S, 1 = k - 1. By a similar argument to the above 
N,f(c,) = { ci 9 cj} 
for all c,,, E S,. By (24) and (25), 
(25) 
@2 9 S, u v(Q)> = 0. (26) 
Choose cI E S,. By (23) 
t4ct,S2)4S2(- l<k- 1. 
Thus, using (26) 
and 
&(C/, (Ci, Cj]) > 1 
G u S2 u V(Q), 1 ciy c.1) > 2 I Sl I + I S2 I + 2 I v<Q>l 
>2(k- l)+ (k- 1)+2(k- 1)=5(k- l), 
by (22) and (23). However, 
E({Ci, Cj), sl U S2 U V(Q)) < 2k + k - I = 3k - 1. 
This gives 
case (9 
a contradiction, since k > 3, and completes the proof of sub- 
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(ii) Suppose g =2 and w=O or 1, or h=l, g=3, and w=O. The 
case w  = 1 cannot occur since, if there exists a single vertex in R - Q, either 
it is an isolated vertex of R, or the path Q = qlq2 is not maximal in R. Thus 
assume that w  = 0, i.e., r = g = 2 or 3. Let t = t(Q), T= IV&,) (= N&J), 
and S,, S2,..., S, be the sets of vertices contained in the open segments of C 
between the vertices of T. Since ( Si I> g for all i, 1 < i < t, 
‘=i ISiI+t+g>ttg+t+g. (27) 
i=l 
If g = 2, then t = dc(q,) > k - dR(ql) = k - 1. Using (27) and the hypothesis 
that n < 3k we may deduce that t = k - 1. 
If g = 3, then t = h + 2 = 3. Moreover, dR(ql) < 2, and hence k < 
t + dR(ql) < 5. By (27), n > 15 and since n < 3k, we have k = 5 and n = 15. 
Defining tj to be the number of sets Si of cardinality j, it can be seen that 
t, + t, = t, and that the only three possibilities are those given in the follow- 
ing table. 
g n t t2 t3 
2 3k- 1 k-l k-l 0 
2 3k k-l k-2 1 
3 15 3 0 3 
Clearly 
&(Si) = 1 if 1 Si I= 2 
<3 if I Si I = 3 
Moreover, since C is a longest cycle in G, 
&(Si, Sj) = 0 if I Si I = I Sj I = 2, Si f sj 
a if I Si I = 2 and I Sj ( = 3. \ 
Hence 
&(V(C)\T) < t, + 3t3 + t2t3 
and, in each case, 
&( V(C)\T, R) = 0. 
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Thus 
WC)\T, T) > I W)\TI k - wv(c)\T) 
> (2t, + 3t,)k - 2(tz + 3t, + t,t,) 
= t(k - 2) + t,(k - t3) + t,(2k - t, - 4). 
It is easily seen that t2(k - t3) + t,(2k - t, - 4) > k for all possible sets of 
values of t, and t,. Thus 
&(V(C)\T, 7’) > t(k - 2) + k. 
However, since each vertex of T is joined to q1 and qg, 
E(T, V(C)\T) < t(k - 2) + k - 1. 
This final contradiction completes the proof of Theorem 2. i 
For k > 4, it seems likely that all 2-connected, k-regular graphs on at most 
3k + 3 vertices are hamiltonian. We feel confident that the proof of 
Theorem 2 could be extended to show that, with the exception of the Petersen 
graph, all 2-connected, k-regular graphs on at most 3k + 1 vertices are 
hamiltonian. The proof of this slightly improved bound would be rather 
tedious, however, and we feel that more radical changes would be required to 
obtain the bound 3k + 3. 
Other open problems which are related to Theorem 1 are the following 
conjectures due to HHggkvist. 
CONJECTURE 1 [4 1. For k > 4, all m-connected, k-regular graphs on at 
most (m + 1)k vertices are hamiltonian. 
CONJECTURE 2 [5 1. All m-connected, k-regular, bipartite graphs on at 
most 2(m + 1)k vertices are hamiltonian. 
Constructions 
would again be 
similar to 
essentially 
those given in 
best possible. 
[L 31 show that 
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Note added in ProoJ: Using a construction similar to that for the Meredith graphs, we 
have recently shown that Conjectures 1 and 2 are false for large values of m by constructing 
non-hamiltonian $k-connected, k-regular, (bipartite) graphs on approximately 10k (16k) 
vertices. 
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