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OLIGOMORPHIC GROUPS ARE
ESSENTIALLY COUNTABLE
ANDRE´ NIES AND PHILIPP SCHLICHT AND KATRIN TENT
Abstract. We study the complexity of the isomorphism relation on
classes of closed subgroups of S∞, the group of permutations of the nat-
ural numbers. We use the setting of Borel reducibility between equiva-
lence relations on Polish spaces.
A closed subgroup G of S∞ is called oligomorphic if for each n, its
natural action on n-tuples of natural numbers has only finitely many
orbits. We show that the isomorphism relation for oligomorphic sub-
groups of S∞ is Borel reducible to a Borel equivalence relation with
all classes countable. We show that the same upper bound applies to
the larger class of groups topologically isomorphic to oligomorphic sub-
groups of S∞.
Given a closed subgroup G of S∞, the coarse group M(G) is the
structure whose domain consists of cosets of some open subgroups of
G and a single ternary relation AB ⊆ C. If G has only countably
many open subgroups, this translates G into a countable coarse group
structureM(G) codingG. Coarse groups form our main tool in studying
closed subgroups of S∞ with only countably many open subgroups.
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1. Introduction
Let S∞ denote the Polish group of permutations of ω with the usual
pointwise convergence topology. We contribute to the programme of deter-
mining the complexity of the topological isomorphism relation on classes
of non-Archimedean groups, i.e. closed subgroups of S∞. The programme
uses the setting of Borel reducibility between equivalence relations E and F
on Borel spaces X and Y , respectively: E is Borel reducible to F , written
E ≤B F , if there is f : X → Y such that the preimage of any Borel set in Y
is Borel in X, and x0Ex1 ⇔ f(x0)Ff(x1) for each x0, x1 ∈ X. See e.g. [5]
for background on Borel reducibility.
The closed subgroups of S∞ form a standard Borel space. All the classes
of groups we consider will be Borel sets in this space that are invariant under
conjugation by elements of S∞. Details will be provided in Section 1.4.
The first published paper in the direction of this programme is by Kechris
and two of the authors [8]. One of their results addresses the compact sub-
groups of S∞; note that up to isomorphism these are the separable profi-
nite groups. Their result states that the isomorphism relation for compact
subgroups of S∞ is Borel equivalent to the isomorphism relation between
countable graphs. In particular, it is properly analytic.
In this paper, all topological groups will be separable, and all isomor-
phisms between them will be topological. Cameron [3] called a closed sub-
group G of S∞ oligomorphic if for each n, its natural action on
nω (the
set of n-tuples of natural numbers) has only finitely many orbits (these will
be called n-orbits). Note that this is not a group theoretic property, but
depends on the group action and hence on the embedding of the group into
S∞. (Thus, this class is not closed under isomorphisms.) The oligomor-
phic groups are precisely the automorphism groups of ω-categorical struc-
tures. They are in a sense opposite to compact subgroups of S∞, which are
characterised by the condition that for each n, each n-orbit is finite. For
background on oligomorphic groups we refer the reader to [3] and also [11].
We show that the isomorphism relation between oligomorphic groups is
far below graph isomorphism: it is Borel reducible to a Borel equivalence
relation with all classes countable. This property of an equivalence rela-
tion on a Polish space is called “essentially countable” (which provides one
interpretation of the paper’s title).
Closed subgroups of S∞ that are isomorphic to oligomorphic groups will
be called quasi-oligomorphic. Near the end of the paper we will show that
this class is Borel, and show that our upper bound on the isomorphism
relation also applies to this larger class.
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Figure 1. Borel reductions between isomorphism relations.
E∞ denotes a ≤B-complete countable Borel equivalence rela-
tion. GI denotes isomorphism of countable graphs, which is ≤B-
complete for orbit equivalence relations given by continuous actions
of S∞.
While oligomorphic and compact closed subgroups of S∞ are opposite
to each other, they have a common superclass: A Polish group G is called
Roelcke precompact if for every neighborhood of the identity U , there exists
a finite set F ⊆ G such that G = UFU . In other words, the equivalence
relation ∼U= {〈x, y〉 : ∃u, v ∈ U uxv = y} has only finitely many equiva-
lence classes. Roelcke precompactness of closed subgroups of S∞ is a Borel
property as noted in [8]. It is well-known that such a group G has only
countably many open subgroups: let Un denotes the pointwise stabiliser of
{0, . . . , n} in G. Each open subgroup U contains a group Un, and hence is
a finite union of ∼Un classes. So there are only countably many possibilities
for U .
Figure 1 summarises the Borel reductions between isomorphism relations
obtained in [8] or the present paper. The wavy arrows indicate known Borel
reductions; unreferenced arrows are trivial “identity” reductions given by
inclusion of Borel classes.
It is well known that there are uncountably many non-isomorphic oligo-
morphic groups; take e.g. the automorphism groups of Henson digraphs.
We leave open the question whether there is a lower bound for ∼=oligomorphic
higher than the identity on R. This question may have a negative answer
when we require in addition that the language of the corresponding canonical
structures is finite up to interdefinability (see Subsection 1.3).
1.1. The coarse group M(G) associated with G. A Polish group is
isomorphic to a closed subgroup of S∞ iff the identity has a neighbourhood
basis consisting of open subgroups; see e.g. [2, Thm. 1.5.1]. Note that each
left coset aU of an open subgroup U is also a right coset of the open subgroup
aUa−1. We will use the term open coset for some coset, left or right, of
an open subgroup. G will usually denote a closed subgroup of S∞. The
open cosets in G form a left and also right translation invariant base for
the subspace topology on G. We will use letters A,B,C,D to denote open
cosets.
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The domain of the coarse group M(G) associated with G consists of the
open cosets. Instead of the binary group operation, it has a ternary relation
AB ⊆ C. If xy = z in G then by continuity, for each C ∋ z there are A ∋ x
and B ∋ y such that AB ⊆ C. So this ternary relation approximates the
group operation.
In Section 2 we will axiomatise the basic properties of an abstract coarse
group M . We provide axioms that govern subgroups, inclusion, and allow
us to define an operation B = A∗ approximating the inverse operation in
a group. We introduce the filter group F(M), which consists of the filters
that contain a (unique) coset of each subgroup. Our main interest is the case
that M is countable, in which case we show that F(M) is a Polish totally
disconnected group. If G has only countably many open subgroups (such
as when G is Roelcke precompact), then we can recover G from its coarse
group: G ∼= F(M(G)).
Kechris, Nies and Tent [8, Section 3.3] used coarse groups to prove that
isomorphism of Roelcke precompact groups is below graph isomorphism.
They assigned to a Roelcke precompact group G in a canonical (and in par-
ticular Borel) way an isomorphic copy of the structure M(G) with domain
ω, and showed that for Roelcke precompact closed subgroups G,H of S∞,
one has
(1) G ∼= H ⇔M(G) ∼=M(H).
Since the structures have domain ω, by standard coding techniques this
implies that isomorphism of Roelcke precompact groups is Borel reducible
to isomorphism of countable graphs.
Consider now the class of oligomorphic groups. Let B be the closure under
isomorphism of the range of the operatorM on this class. Theorem 3.1 will
show that B is Borel, and that there is a Borel operator G defined on B that
is an “inverse up to isomorphism” of M in the sense that
• G(M(G)) ∼= G for each oligomorphic G, and
• M(G(M)) ∼=M for each M ∈ B.
It follows that
M ∼= N ⇔ G(M) ∼= G(N).
So, in a Borel fashion we can replace oligomorphic groups by countable struc-
tures, preserving the isomorphism relation in both directions. In this sense
oligomorphic groups are “essentially countable structures”, which provides
another interpretation of our title.
1.2. The upper bound on the complexity of isomorphism. Once
Theorem 3.1 is established, we will show that isomorphism of oligomor-
phic groups is Borel below a countable Borel equivalence relation. We apply
a result of Hjorth and Kechris [6, Theorem 4.3] about Borel invariant classes
B of countable structures. Given a finite signature, a subset F of Lω1,ω is
called a fragment if it is closed under syntactic first-order operations such
as quantification over elements, or substitution. Suppose first that we had
a countable fragment F such that each M ∈ B is determined up to iso-
morphism among the countable structures by ThF (M), its theory in this
fragment. Then ∼=B is smooth, because the map M → ThF (M) is Borel.
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Their result yields a weaker conclusion from a weaker hypothesis.
Suppose that there is a fixed fragment F as follows: eachM ∈ B contains a
tuple of constants a such that (M,a) is determined up to isomorphism among
the countable structures by ThF (M,a) (i.e, ThF (M,a) is ℵ0-categorical).
Then ∼=B is essentially countable.
Their proof proceeds as follows. They need to obtain a countable Borel
equivalence relation E on a Borel space Y so that E is Borel above ∼=B.
The points of the Borel space Y are F -theories of countable models models
extended by finitely many constants. Two theories are equivalent if they
can be realised over isomorphic models in the language of F . The Borel
reduction maps M to ThF (M,a) where a is chosen so that ThF (M,a) is
ℵ0-categorical. This is possible by a result in descriptive set theory due to
Lusin-Novikov that one can in a Borel way uniformise a Borel relation that
relates each x to only countably many elements; see e.g. [9, 18.10].
Each oligomorphic group G has an open subgroup W such that the left
translation action of G on the left cosets of W is oligomorphic, and yields
a topological embedding of G into S∞. (W is simply the intersection of
the stabilisers of finitely many numbers chosen to represent the 1-orbits; see
Lemma 3.3.) We thank Todor Tsankov for communicating this fact to us.
The idea to apply the Hjorth-Kechris result is now, given an structure M
for the signature with one ternary relation satsfying the axioms so far, to
require the existence of W axiomatically for the action of the filter group on
the (abstract) left cosets of W . If F is the least fragment containing all the
relevant formulas used in the axioms, then it can be shown that (M,W ) for
W as above is determined by its theory in F . Thus, the tuple of constants
one adds to satisfy the hypothesis of the Hjorth-Kechris result consists only
of W .
1.3. Upper bound via bi-interpretability of canonical structures.
There is an alternative way to obtain the upper bound on isomorphism
of oligomorphic groups from Theorem 3.1: via bi-interpretability of ω-cate-
gorical structures. To an oligomorphic group G one can in a Borel way assign
a structure NG with domain ω such that G = Aut(NG): the language has
kn many n-ary relation symbols P
n
i , where kn is the number of n-orbits of
G, and Pni denotes in NG the i-th n-orbit. Coquand (unpublished) and then
Ahlbrandt and Ziegler [1] showed that oligomorphic groups G, H are topo-
logically isomorphic iff NG and NH are bi-interpretable in the sense of model
theory (e.g. Hodges [7, Section 5.3]); also see David Evans’ 2013 notes.
One can show that bi-interpretability of ω-categorical structures is a Σ02
relation. Now one can apply a related result of Hjorth and Kechris in the
same paper [6, Theorem 3.8], by which the existence of a Borel reduction of
∼=B to a Σ02 equivalence relation implies that
∼=B is essentially countable.
We didn’t choose this pathway because the formal details would be very
tedious, while after our proof of Theorem 3.1 only little extra effort is re-
quired to satisfy the hypothesis of [6, Theorem 4.3]. For some detail on this
approach see our Logic Blog entry [4, Section 8.5].
1.4. Preliminary: the Effros space. Given a Polish space X, let E(X)
denote the set of closed subsets of X. The Effros Borel space on X is
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the standard Borel space consisting of E(X) together with the σ-algebra
generated by the sets
CU = {D ∈ E(X) : D ∩ U 6= ∅},
for open U ⊆ X. For detail see e.g. [5, 1.4.5].
It is not hard to see that in E(S∞) the property of being a (closed) sub-
group of S∞, and of being an oligomorphic group are Borel. For the former
see [8, Lemma 2.5]. For the latter, note that a closed subgroup G is oligo-
morphic iff for each n, there is k such that
∃x1, . . . , xk ∈ T
n∀y ∈ T n
∨
1≤i≤nG ∩ Uxi,y 6= ∅,
where Tn is the set of n-tuples of natural numbers without repetitions, and
Ux,y for x, y ∈ T
n is the open set of permutations f such that f(x(r)) = y(r)
for r < n.
2. Coarse groups
Recall that for a closed subgroup G of S∞, the coarse groupM(G) is the
structure with domain the open cosets in G, and a ternary relation symbol
R(A,B,C) interpreted as AB ⊆ C. We work towards axiomatising such
coset structures M abstractly. In applications later on in the paper we will
only consider the case that M is countable.
2.1. Basic definitions and axioms. Throughout, M will denote a struc-
ture for the signature with a ternary relation symbol R which will describe
a ’coarse group structure’. We now give the axioms for such a coarse group
structure, and we always assume that M satisfies them (which it of course
will in the cases we are interested in).
For A,B,C ∈ M , the ternary relation R(A,B,C) will more suggestively
be written as “AB ⊑ C”. Since we think of elements of M as cosets of open
subgroups, we use group theoretic terms marked with an asterix. Thus, for
instance, we will refer to the elements ofM as ∗cosets or ∗subgroups. Letters
A,B,C, . . . denote general elements of M . Note that in a topological group
an open left coset aU equals the open right coset (aUa−1)a, and similarly
an open right coset Ua equals the open left coset a(a−1Ua).
Definition 2.1 (Basic definable relations).
(a) A ∈M is a ∗subgroup if AA ⊑ A. Letters U, V,W denote ∗subgroups
in M . We write U ⊑ V for UV ⊆ V .
(b) A is a left ∗coset of a ∗subgroup U if and only if U is the maximum
subgroup under ⊑ with AU ⊆ A. (Thus, U is unique.) We define
right ∗cosets of U analogously. We write LC(U) for the set of left
∗cosets and RC(U) for the set of right ∗cosets of a ∗subgroup U .
(c) We write A ⊑ B for arbitrary A,B if AU ⊑ B for some ∗subgroup
U such that A is a left coset for U .
Remark 2.2. [8, Section 3.3]. For a closed subgroup G of S∞, the terms
introduced above have their intended meanings in the structureM(G), and
the axioms specified so far are satisfied.
A,B in M are called disjoint if ¬∃C(C ⊑ A ∧ C ⊑ B).
Axiom 0. (Basic axioms)
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(a) The relation ⊑ is a partial order which is directed downwards.
(b) Every element is a left ∗coset of some ∗subgroup and a right ∗coset
of some ∗subgroup.
(c) The relation ⊑ defined in Definition 2.1 (c) is a partial order that
extends ⊑ on the set of subgroups.
Axiom 1. If U ′ ⊑ U , A′ ∈ LC(U ′) and A ∈ LC(U), then A′ ⊑ A, or A′
and A are disjoint. In particular, any two distinct left ∗cosets of the same
∗subgroup are disjoint. A similar statement holds for right ∗cosets.
Axiom 2. (Order properties) If B0B1 ⊑ C and Ai ⊑ Bi for i ≤ 1, then
A0A1 ⊑ C.
We write S(A,B) for the statement that there is a ∗subgroup V such that
A ∈ RC(V ), B ∈ LC(V ), and AB ⊑ V . It is easily checked that in M(G),
we have S(A,B) ↔ S(B,A) ↔ B = A−1. In particular, if we are given A,
then B is unique.
Axiom 3 (Inverses).
(a) For each A, there is a unique B such that S(A,B).
(b) S(A,B) ↔ S(B,A). Assuming the axiom holds in a structure M ,
instead of S(A,B) we will write B = A∗.
(c) A 7→ A∗ is an isomorphism with respect to ⊑.
Note that the axiom above implies that A∗∗ = A.
2.2. The filter group. A subset x of M is called upwards closed with re-
spect to ⊑ if for all A ∈ x and A ⊑ B, we have B ∈ x. It is downward
directed if for all B,C ∈ x, there is some A ∈ x with A ⊑ B and A ⊑ C.
We now define the set of full filters F(M). Thereafter we will define a
group operation, and add axioms ensuring that F(M) forms a Polish group.
Definition 2.3 (Full filters).
A full filter x on M is a subset of M with the following properties.
(a) It is directed and upwards closed with respect to ⊑.
(b) Each ∗subgroup U in M has a left ∗coset and a right ∗coset in x.
We let F(M) denote the set of full filters on M .
Definition 2.4 (Topology on the set of full filters).
We define a topology on F(M) by declaring as subbasic the open sets
Â = {x ∈ F(M) : A ∈ x}
where A ∈M . These sets form a base since filters are directed.
Letters x, y, z will denote elements of F(M).
Proposition 2.5. Suppose that M is countable. Then F(M) is a totally
disconnected Polish space.
Proof. The Baire space ωω is endowed with a topology given by the basic
open sets {f : f  τ}. We define an injection f from F(M) into Baire space
ωω. SinceM is countable, the ∗subgroups and ∗cosets inM can be provided
with an ordering of type ω. Suppose that x ∈ F(M). If U is the n-th
∗subgroup in M , let f(x)(n) be the unique i such that the i-th left coset of
U in M is an element of x. By Axiom 1, f is well-defined and injective.
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We claim that f is a homeomorphism to ran(f). It is clear that the image
of any basic open subset of F(M) is open. Conversely, the preimage of any
basic open subset of the Baire space is of the form {x ∈ F(M) |
∧
i<m x ∈
Âi}, where Ai ∈M for i < m. Since full filters are downward directed, this
is a union of basic open sets in F(M).
If we identify full filters with their images, upwards closure becomes a
closed condition, and downwards directedness a Gδ condition. The condition
Def. 2.3(b) holds automatically. Hence F(M) is homeomorphic to a Gδ
subset of the Baire space. Since every Gδ subspace of a Polish space is again
Polish, it follows that F(M) is a Polish space. 
For x ∈ F(M) we let
x−1 = {A∗ | A ∈ x}.
We claim that x−1 is a full filter. It is upwards closed and directed by
the previous axiom. The condition Def. 2.3(b) holds since the ∗ operation
interchanges left ∗cosets of U with right ∗cosets of U . Since A∗∗ = A, we
further have Â−1 = Â∗.
Definition 2.6. For full filters x, y on M , we put
x · y = {C ∈M | ∃A ∈ x∃B ∈ y AB ⊑ C}.
The next two axioms can be expressed by Π11 conditions in case that M
is countable.
Axiom 4. If x, y ∈ F(M), then x · y ∈ F(M). The group operation on
F(M) is associative.
Let 1F(M) denote the filter generated by the
∗subgroups in M . We have
1F(M) · x = x · 1F(M) = x and x · x
−1 = x−1 · x = 1F(M) for all x ∈ F(M)
by Axioms 3 and 4.
Axiom 5. For each ∗coset A and each ∗subgroup V , there are a ∗subgroup
U ⊑ V and a left ∗coset B of U such that B ⊑ A. A similar fact holds for
right ∗cosets.
It is easy to see that this holds in M(G). For countable M , using this
axiom one can inductively construct a full filter containing a given coset A.
To see this, let Un for n ∈ ω enumerate all
∗subgroups in M . We construct
a ⊑-decreasing sequence of ∗cosets An for n ∈ ω as follows. Let A0 = A.
Given An, find Vn ⊑ Un and a left coset Bn of Vn with Bn ⊑ An by Axiom
5. Similarly, take Wn ⊑ Vn and a right coset An+1 of Wn with An+1 ⊑ Bn.
Then {C : ∃n An ⊑ C} is a full filter on M .
The next axiom ensures that AB ⊑ C and A ⊑ B express the expected
property in F(M). It holds in M(G) by continuity of the group action.
Axiom 6.
(a) AB ⊑ C iff there are no ∗cosets D ⊑ A, E ⊑ B and F with DE ⊑ F
and C,F disjoint.
(b) A ⊑ B iff there is no ∗coset C ⊑ A with B, C disjoint.
For the following claim recall Definition 2.4.
OLIGOMORPHIC GROUPS ARE ESSENTIALLY COUNTABLE 9
Claim 2.7. Let A,B,C ∈M .
(a) AB ⊑ C ⇐⇒ ÂB̂ ⊆ Ĉ
(b) A ⊑ B ⇐⇒ Â ⊆ B̂.
(c) B̂∗ = (B̂)−1.
Proof. (a) The forward implication is clear. For the converse implication,
we assume that AB 6⊑ C and find full filters x ∈ Â and y ∈ B̂ with x ·y /∈ Ĉ.
By Axiom 6, there are D ⊑ A, E ⊑ B and F with DE ⊑ F and C, F
disjoint. By Axiom 5, take full filters x ∈ D̂ and y ∈ Ê. Then x · y ∈ F̂ , but
Ĉ, F̂ are disjoint. (b) is similar. (c) is easily verified. 
The next axiom ensures continuity of the group operations on F(M).
Axiom 7. If A ∈ LC(U) and B ∈ RC(U)∩LC(V ), then there is C ∈ LC(V )
with AB ⊑ C.
To see that this holds in M(G), let A = aU and B = bV = Uc. Then
AB = aUUc = aUc = abV is a left coset of V .
We can’t quite prove on the basis of the present axioms that (F(M), ·) is
isomorphic to a closed subgroup of S∞; this will be achieved in Section 3.5.
At the current point we can show the following.
Proposition 2.8. Suppose M is countable. Then (F(M), ·) is a Polish group.
Proof. Given the previous claims, it remains to show that the operation
x, y 7→ x · y−1 on F(M) is continuous. It suffices to show that for all x, y
and every D ∈ M with x · y−1 ∈ D̂, there are ∗cosets A, B with A ∈ x,
B ∈ y such that u · v−1 ∈ D̂ holds for all u ∈ Â and v ∈ B̂.
To see this, suppose that D ∈ x · y−1 is a left coset of U . We choose a
left coset B ∈ y of U . By the basic axioms required in Definition 2.1, B is a
right coset of some V . We choose a left coset A ∈ x of U . By Axiom 7, there
is a left coset C of V with AB∗ ⊑ C and hence C ∈ x · y−1. Since x · y−1 is
a full filter, we have C = D. By Claim 2.7, ÂB̂∗ = Â(B̂)−1 ⊆ Ĉ = D̂. 
We will call F(M) the filter group of M . Note that F(M) is defined
abstractly as a Polish group, rather than as a permutation group. We show
that closed subgroups of S∞ with countably many open subgroups can be
recovered in a canonical way as the filter group of their coset structure.
Proposition 2.9 (cf. [8], after Claim 3.6). Suppose that G is a closed sub-
group of S∞ such that M(G) is countable. There is a natural group home-
omorphism Φ : G ∼= F(M(G)) given by g 7→ {A : A ∋ g}, with inverse Ξ
given by x 7→ g where
⋂
x = {g}.
This elaborates on the argument in [8] (note that Lg = Rg = {A : A ∋ g}
in the notation there).
Sketch of proof. Let x ∈ F(M(G)). We show that
⋂
x is non-empty.
Let Un be the open subgroup of G consisting of the permutations that fix
0, . . . , n. Since x is a full filter, there are permutations rn, sn ∈ G such that
rnUn ∈ x and Unsn ∈ x. Let g(n) = rn(n) and g
∗(n) = s−1n (n). As in [8]
one shows that g∗ = g−1 using that x is a filter. So g is a permutation, and
then clearly g ∈ x.
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On the other hand, since the open cosets form a base,
⋂
x has at most
one element. So the map Ξ is defined.
Let g ∈ G and let x ∈ F(M(G)). Trivially Ξ(Φ(g)) = g. It is also trivial
that x ⊆ y = Φ(Ξ(x)). Since y is a full filter this implies x = y.
One shows that Φ preserves the group operations as in [8]. Finally
Φ−1(Â) = A by definition, so Φ is a homeomorphism. 
Remark 2.10. Note that as a consequence, the group Aut(G) of topological
automorphisms of G is naturally isomorphic to Aut(M(G)). Hence Aut(G)
can itself be seen as a closed subgroup of S∞.
3. Isomorphism of oligomorphic groups, and countable models
The main result of this section states informally that an oligomorphic
group G can in a Borel way be “replaced” by a structure with domain ω,
namely its corresponding coarse group M(G).
Theorem 3.1. Isomorphism of oligomorphic subgroups of S∞ is Borel bi-
reducible with the isomorphism relation on an invariant Borel set of count-
able structures in a finite signature.
3.1. Review of the result of Kechris, Nies and Tent. Before proving
the theorem, we need to review in some more detail the map M defined
in the alternative proof in Kechris et al. [8, Section 3.3] of their result that
isomorphism of Roelcke precompact groups is Borel reducible to isomorphism
on the set of L-structures with domain ω, for the language L with one ternary
relation symbol R. Such structures form a Polish space XL = P(ω×ω×ω),
the sets of triples of natural numbers. Given a Roelcke precompact closed
subgroup G of S∞, the set NG of all open subgroups of G is countable.
(Their method also works for Borel classes of groups where NG is merely a
countable neighbourhood basis of 1 that isomorphism invariant; for instance,
NG could consist of the the compact open subgroups in a locally compact
subgroup G of S∞.) They provided a Borel map M from the set of Roelcke
precompact closed subgroups of S∞ to structures in XL; we think of the
domain of the structure M(G) as consisting of the cosets of subgroups in
NG (this structure is denoted by MG in [8]). Since NG is countable and by
definition each group in NG is open in G, the domain is countable. Then,
by a result of Lusin-Novikov in the version of [9, 18.10], one can in a Borel
way find a bijection between these cosets and ω.
3.2. Plan of the proof. We will introduce a Borel inverse of the map M,
up to isomorphism. In more detail, let B be the closure of ran(M) under
isomorphism. We will show that B is Borel, and define a Borel map G from
B to the class of oligomorphic closed subgroups of S∞ such that for each
oligomorphic closed subgroup G of S∞, and each structureM in B, we have
(2) G(M(G)) ∼= G and M(G(M)) ∼=M
(recall here that by an isomorphism of topological groups we always mean
a topological isomorphism).
We will have M ∼= N ⇔ G(M) ∼= G(N) for all M,N ∈ B, as required for
the proof of Theorem 3.1. The implication M ∼= N ⇒ G(M) ∼= G(N) will
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follow from the definition of the map G. The reverse implication will follow
from (1) and (2).
The group G(M) is obtained from F(M) by specifying in a Borel way an
embedding as an oligomorphic closed subgroup of S∞. To carry this out, we
will add further “axioms” that hold for all the structures of the formM(G),
where G is oligomorphic. As before they can be expressed by monadic
Π11 sentences or Lω1,ω sentences in the signature with one ternary relation
symbol. A class C of L-structures will be defined as the set of structures
satisfying all these axioms. Then C is Π11. For an L-structure M in C we
will be able to recover an oligomorphic group G(M) via a Borel map in such
a way that (2) holds. This implies that C equals B, the closure of ran(M)
under isomorphism (which is analytic), so B is Borel.
3.3. Ensuring that F(M) is isomorphic to an oligomorphic closed
subgroup of S∞. Given a Polish group G with a faithful action γ : G×ω →
ω, we obtain a monomorphism Θγ : G→ S∞ given by Θγ(g)(k) = γ(g, k). A
Polish group action is continuous iff it is separately continuous. In the case
of an action on ω (with the discrete topology), the latter condition means
that for each k, n ∈ ω, the set {g : γ(g, k) = n} is open. So γ is continuous
iff Θγ is continuous.
Definition 3.2. We say that a faithful action γ : G × ω → ω is strongly
continuous if the embedding Θγ is topological.
Equivalently, the action is continuous, and for each neighbourhood U of
1G, the set Θγ(U) is open, namely, there is n such that ∀k < nγ(g, k) = k
implies g ∈ U . Strong continuity implies that G is topologically isomorphic
to a closed subgroup of S∞. Clearly, not every continuous action is strongly
continuous; for instance let G be the discrete group of permutations of finite
support and take the natural action of G on ω.
We will introduce axioms that ensure that F(M) has an action on ω
that is
(a) faithful, (b) oligomorphic, and (c) strongly continuous.
By the following lemma, each oligomorphic group G has an open subgroup
W so that the natural action of G on the set LC(W ) = G/W of left cosets
of W has these three properties. In the general setting of a coarse group
structure M we ensure the existence of a subgroup with these properties by
a further axiom.
Lemma 3.3. Let G be an oligomorphic closed subgroup of S∞. There is
an open subgroup W such that the left translation action γ : G y LC(W )
is faithful and oligomorphic. Furthermore, for any listing without repetition
〈Ai〉i∈ω of the cosets of W , when viewing γ as an action on ω via this listing,
this action is strongly continuous.
Proof. Let x1, . . . , xk ∈ ω represent the 1-orbits of G. Let W be the point-
wise stabiliser of {x1, . . . , xk}. If g ∈ G− {1} then there is p ∈ G and i ≤ k
such that g · (p · xi) 6= p · xi. So p
−1gp 6∈ W , and hence g · pW 6= pW . In
particular, the action is faithful, and hence LC(W ) is infinite.
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Choose ai ∈ S∞ such that Ai = aiW . To show that Θγ is continuous,
given n, let U =
⋂
i<n aiWa
−1
i , and note that U is an open subgroup of G.
Then g ∈ U implies Θγ(g)(i) = i for i < n.
To show that Θ−1γ is continuous, given n, for each i < n choose p(i) ∈ ω
such that i = ap(i)xr for some r. If Θγ(g) fixes all the numbers p(i) then
γ(g, i) = i for each i < n.
Since G is oligomorphic, it is Roelcke precompact. Then, since the action
of G on LC(W ) is strongly continuous and has finitely many 1-orbits, by
Tsankov [11, Thm 2.4] this action is oligomorphic. 
Suppose that V is a ∗subgroup of M , and as before let LC(V ) ⊆ M
denote its set of left ∗cosets. We define an action
(3) γV : F(M)y LC(V )
by letting x · A = B if there is some S ∈ x with SA ⊑ B. Note that such a
B is unique because x is a full filter. (For M = M(G), by Prop. 2.9, γV is
simply the natural action of G on the left cosets of the open subgroup V .)
We ensure that γV behaves appropriately via a further axiom that can be
expressed by a Π11 sentence:
Axiom 8. For each full filter x, for every ∗subgroup V and each left ∗coset
A of V , there is a left ∗coset B of V such that x · A = B. For every
∗subgroup V , γV : F(M)y LC(V ) is a group action.
Remark 3.4. Recall that an abstract coset structures M has domain ω.
So if LC(V ) ⊆ ω is infinite we can identify its elements A0, A1, . . . with the
natural numbers, and the action γV can be viewed as an action on ω.
Given a ∗subgroup V , we discuss how to express that γV has properties
(a), (b) and (c) above via either Π11 formulas or Lω1,ω formulas, in the
signature L.
(a) We can express that γV is faithful by the following Π
1
1 formula: for all
x 6= 1, there are disjoint left ∗cosets A, B of V such that x · A = B. Note
that this makes LC(V ) infinite.
(b) To say that γV is oligomorphic using a formula in Lω1,ω, we can require
that for all k ≥ 1, there is some n ≥ 1 and there are k-tuples ~C0, . . . , ~Cn−1
of left ∗cosets of V with the following property. For each k-tuple ~B of left
∗cosets of V , there is some i < n and some S such that for all j < k, we
have SBj ⊑ C
i
j. To show that this condition implies that γV is oligomorphic,
choose any x such that S ∈ x. Then x ·Bj = C
i
j for each j.
If M satisfies the given condition, for short we say that M is formally
oligomorphic.
(c) We can express that γV is strongly continuous by an Lω1,ω formula.
Write ΘV for ΘγV . First note that ΘV is automatically continuous at 1
(and hence continuous): a basic neighbourhood of 1 in S∞ has the form
{ρ : ∀i < n ρ(i) = i}, and
⋂
i<n{x : xAi = Ai} is an open subgroup in F(M)
that is mapped by Θ into that neighbourhood.
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That Θ−1V is continuous at 1 is expressed by the following:
∀U∃k∃B1, . . . , Bk ∈ LC(V )∀x [
∧
i
x ·Bi = Bi → U ∈ x].
Axiom 9. There is a ∗subgroup W in M such that γW is faithful, formally
oligomorphic, and strongly continuous.
Later on in Section 3.5, we will argue that we can determine such aW via
a Borel function applied toM . Then we will define the required oligomorphic
group G(M) ∼= F(M) as the range of ΘW . The first statement in (2) will
then follow from Prop. 2.9.
Lemma 3.3, together with the following claim, ensures thatM(G) satisfies
Axiom 9.
Claim 3.5. If M = M(G) and V is a ∗subgroup in M such that γV is
oligomorphic, then γV is formally oligomorphic.
Proof. Since γV is oligomorphic, we have some x ∈ F(M) such that for all
j < k, x · Bj = C
i
j in the notation above. It is easy to see that then the
action F(M)y F(M)/V induced by the group operation on F(M) satisfies
x · B̂j = Ĉ
i
j . By continuity of the group operation in Prop. 2.8, there is some
S such that Ŝ contains x and for all j < k, we have ŜB̂j ⊆ Ĉ
i
j and hence
SBj ⊑ C
i
j by Claim 2.7. 
3.4. Each open coset of the filter group has the form Â. In this
subsection we provide some tools needed for verifying the second statement
in (2). Recall our letter conventions: letters A–F and their variants denote
elements of M (called ∗cosets), and letters U, V,W denote ∗subgroups. Also
recall from Definition 2.4 that Â = {x ∈ F(M) : A ∈ x}. As always M is a
structure with domain ω in the language with one ternary relation symbol,
and we generally assume that M satisfies the (still growing) list of axioms.
We check that the map A→ Â is a 1-1 map from elements of M to open
cosets of F(M).
Claim 3.6.
(a) For any ∗subgroup V in M , V̂ is an open subgroup of F(M).
(b) For any left ∗coset A of V in M , Â is a left coset of V̂ in F(M).
A similar statement holds for the right ∗cosets of V .
Proof. Part (a) is easy to check from the definition of V̂ . For Part (b), take
any x ∈ Â. It is sufficient to show that xV̂ = Â. To show xV̂ ⊆ Â, let
y ∈ V̂ . Since A is a left ∗coset of V , we have AV ⊑ A. So x · y ∈ ÂV̂ ⊆ Â
by Claim 2.7.
To show Â ⊆ xV̂ , let y ∈ Â. It suffices that y ∈ xV̂ , equivalently
x−1 · y ∈ V̂ . Since x, y ∈ Â, we have x−1y ∈ Â−1Â = Â∗Â ⊆ V̂ by Claim
2.7. 
After adding a further axiom, we will show in Lemma 3.11 that, con-
versely, each open subgroup in F(M) is of the form V̂ for some ∗subgroup
V in M . This is essential in order to establish the second statement in (2).
We begin with an auxiliary claim.
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Claim 3.7. For any left coset xV̂ in F(M), there is a left ∗coset A of V in
M with xV̂ = Â.
Proof. Since x is a full filter, there is some left ∗coset A of V in x. We
claim that xV̂ = Â. We have xV̂ ⊆ ÂV̂ = V̂ , since A ∈ x and Â is a left
coset of V̂ by Claim 3.6. To see that Â ⊆ xV̂ , let y ∈ Â. Since x, y ∈ Â,
x−1y ∈ Â−1Â = Â∗Â ⊑ V̂ by Claim 2.7. Thus y ∈ xV̂ . 
By Axiom 9, there is a ∗subgroup W in M such that γW is faithful,
oligomorphic and yields a topological embedding into S∞. Since F(M) is
a Polish group by Claim 2.8, the range of γV is a closed subgroup of S∞.
Hence F(M) is Roelcke precompact by [11, Theorem 2.4].
Consider any open subgroup U of F(M). Since U is open and 1F(M) ∈ U ,
there is an A in M with 1F(M) ∈ Â and Â ⊆ U . Now A is equal to a
∗subgroup V in M , since 1F(M) contains only
∗subgroups by Axiom 1 and
directedness of full filters. By Roelcke precompactness of F(M), U is a union
of finitely may double cosets of the form V̂ xV̂ . Then, by the foregoing claim,
U =
⋃
i<n V̂ Âi for some left
∗cosets Ai of V in M .
To reach our subgoal, it now suffices to introduce an axiom ensuring
that a finite union of double cosets of V̂ that is closed under products and
inverses equals Û for some subgroup U in M . First we need to establish
three claims; each one asserts that a certain semantic condition in F(M) is
first-order definable in M .
Claim 3.8 (Formula φ). There is a first-order formula φ such that
M |= φ(A,B,C) iff ÂB̂ ∩ Ĉ = ∅.
Proof. φ(A,B,C) expresses that
there are no D ⊑ A and E ⊑ B with DE ⊑ C.
For the implication from left to right, by contraposition suppose that
ÂB̂ ∩ Ĉ 6= ∅. Let x ∈ Â and y ∈ B̂ with xy ∈ Ĉ. Since the group operation
on F(M) is continuous by Prop. 2.8 and Ĉ is open, there are basic open
subsets D̂ ⊆ Â and Ê ⊆ B̂ with D̂Ê ⊆ Ĉ. Then DE ⊑ C by Claim 2.7.
For the implication from right to left, by contraposition suppose that
D ⊑ A, E ⊑ B and DE ⊑ C. Then every x ∈ D̂Ê is an element of
ÂB̂ ∩ Ĉ. 
Claim 3.9 (Formulas ψn). For each n ≥ 1, there is a first-order formula ψn
such that
M |= ψn(A0, . . . , An−1, B, V ) iff B̂ ⊆
⋃
i<n V̂ Âi,
for all B and all left ∗cosets A0, . . . , An−1 of V .
Proof. ψn(A0, . . . , An−1, B, V ) expresses that
there is no C ⊑ B such that for all i < n, φ(V,Ai, C).
First suppose that B̂ 6⊆
⋃
i<n V̂ Âi. Since double cosets are clopen, there
is some C with Ĉ ⊆ B̂ and
∧
i<n V̂ Âi ∩ Ĉ = ∅. Then C ⊑ B by Claim 2.7
and
∧
i<n φ(V,Ai, C) by Claim 3.8.
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Conversely, assume that there is some C ⊑ B with
∧
i<n φ(V,Ai, C).
Then Ĉ ⊑ B̂ by Claim 2.7 and
∧
i<n V̂ Âi ∩ Ĉ = ∅ by Claim 3.8. Hence
B̂ 6⊆
⋃
i<n V̂ Âi. 
Claim 3.10 (Formulas θn). For each n ≥ 1, there is a first-order formula θ
such that
M |= θn(A0, . . . , An−1, V ) iff
⋃
i<n V̂ Âi is a subgroup of F(M),
for all left ∗cosets A0, . . . , An−1 of V .
Proof. Note that
⋃
i<n V̂ Âi is clopen in F(M) since each double coset of V̂
is clopen. Moreover, V̂ Âj V̂ Âl = V̂ ÂjÂl for all j, l < n.
We first express that
⋃
i<n V̂ Âi is closed under products. We will show
that for all j, l < n, the statement V̂ ÂjÂl 6⊆
⋃
i<n V̂ Âi is equivalent to the
following first-order formula ρn(A0, . . . , An−1, V ) in M : there are B ⊑ V ,
C ⊑ Aj, D ⊑ Al and E,F with BC ⊑ E, ED ⊑ F and
∧
i<n φ(V,Ai, F ).
Suppose first that ρ(A0, . . . , An−1, V ) holds in M via D,E and F . Take
any x ∈ B̂, y ∈ Ĉ and z ∈ D̂. Then x · y · z ∈ V̂ ÂjÂl by Claim 2.7
and by hypothesis x · y · z ∈ F̂ . Since M |=
∧
i<n φ(V,Ai, T ), we have
x · y · z /∈
⋃
i<n V̂ Âi by Claim 3.8.
Suppose conversely that V̂ ÂjÂl 6⊆
⋃
i<n V̂ Âi and take some x ∈ V̂ , y ∈ Âj
and z ∈ Âl with x · y · z /∈
⋃
i<n V̂ Âi. Since
⋃
i<n V̂ Âi is a union of double
cosets, it is clopen. Take any F disjoint from
⋃
i<n V̂ Âi with x · y · z ∈ F̂ .
By continuity in Prop. 2.8, there is Ê ⊆ V̂ Âj such that x · y ∈ Ê, and
D̂ ⊆ Âl such that z ∈ D̂ and ÊD̂ ⊆ F̂ . Again by continuity, there is
B ⊆ V̂ such that x ∈ B̂, and C ⊆ Âj such that y ∈ D̂ and B̂D̂ ⊆ E. Now
ρn(A0, . . . , An−1, V ) holds via D,E and F by Claims 2.7 and 3.8.
Similarly, one can express that
⋃
i<n V̂ Âi is closed under inverse using
∗.
We leave this case to the reader. 
We are now ready to express the next axiom about an L-structure M .
Note that its conclusion is equivalent to
⋃
i<n V̂ Âi = Û .
Axiom 10. If Ai ∈ LC(V ) for all i < n and θn(A0, . . . , An−1, V ) holds,
then there is a ∗subgroup U such that∧
i<n V Ai ⊑ U and ψn(A0, . . . , An−1, U, V ).
Lemma 3.11.
(a) Every open subgroup U of F(M) equals Û for some ∗subgroup U in M .
(b) Every open coset in F(M) equals Â for some A in M .
Proof. For Part (a), as remarked above there are V and left cosets A0, . . . , An−1
of V such that U =
⋃
i<n V̂ Âi. Axiom 10 now yields a
∗subgroup U in M .
The properties of U in Axiom 10 show that U = Û . Part (b) now follows
from Claim 3.7. 
3.5. Turning the filter group into a closed subgroup of S∞. We now
define the Borel map G. Let C be the set of L-structures M with domain ω
that satisfy the axioms stated above. Note that C is Π11 because all axioms
can be expressed in Π11 form or in Lω1,ω form. Also, C contains the closure
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under isomorphism of the range of the map M, denoted B in Section 3.2
above.
As mentioned above, the relation {〈M,W 〉 : M ∈ C ∧ W ∈ M is a
∗subgroup in M satisfying the properties in Axiom 9} is Π11. By Π
1
1-
uniformization (Addison/Kondo, see e.g. [10, Theorem 4E.4]) there is a
function f : C → ω with Π11 graph that sends each M ∈ C to some W ∈ M
of this kind. Recall that the embedding ΘV , for certain
∗subgroups V in
M , was defined in (c) before Axiom 9. We define G(M) as the range of
ΘW where W = f(M). In other words, G(M) is the closed subgroup of S∞
determined by the action of F(M) on LC(W ), viewed as an action on ω.
We are now ready to establish (2), restated here for convenience:
Proposition 3.12. For each oligomorphic group G and each structure
M ∈ C, we have
G(M(G)) ∼= G and M(G(M)) ∼=M.
Proof. As already mentioned, the first statement follows from Prop. 2.9.
Given A ∈M , we view Â now as an open coset of G(M), rather than of the
filter group F(M). Then, by Lemma 3.11, the map A → Â is a bijection
between M and M(G(M)). By Claim 2.7 it is an isomorphism. Thus we
obtain the second statement. 
Note that we actually show for each A ∈M that (M(G(M)), Â) ∼= (M,A).
This will be used below.
The claim implies that B = C. Since B is the range of a Borel measurable
map defined on a Borel domain, it is analytic. Since B is also coanalytic,
it is Borel. Since the domain of f is Borel, we have that the graph of f is
analytic because f(x) 6= n iff ∃m 6= n f(x) = m. So the graph of f is Borel.
Note that G(M) is an element of the Effros Borel space of S∞ (see Section
1.4). In the following, σ will denote an injective map on initial segments of
the integers, that is, on tuples of integers without repetitions. Let [σ] denote
the set of permutations extending σ:
[σ] = {f ∈ S∞ : σ ≺ f}
(this is often denoted Nσ in the literature). The sets [σ] form a basis for the
topology of pointwise convergence of S∞.
Claim 3.13. The map M 7→ G(M), for M ∈ C, is Borel.
Proof. Let [σ] be an arbitrary basic open subset of S∞. It is sufficient to
show that {M | G(M)∩ [σ] 6= ∅} is Borel. From M we obtain W = f(M) in
a Borel way, and then the list A0, A1, . . . of left
∗cosets of W in ascending
order. We have
G(M) ∩ [σ] 6= ∅ ⇐⇒ ∃S ∈M ∀i, j[σ(i) = j → SAi ⊑ Aj ],
by the definition of the action γW in (3). 
This completes the proof of Theorem 3.1.
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4. Complexity of the isomorphism relation between
oligomorphic groups
Recall that an equivalence relation E on a Polish space is called count-
able if every equivalence class is countable. One says that E is essentially
countable if E is Borel reducible to a countable Borel equivalence relation.
4.1. Conjugacy. We begin with an easy result: conjugacy of oligomorphic
groups is smooth, that is, Borel reducible to the identity on R.
For a closed subgroup G of S∞, let EG denote the orbit equivalence struc-
ture with domain ω. For each n, the signature of this structure has a 2n-ary
relation symbol, denoting the orbit equivalence relation for the action of G
on nω.
The following fact holds in general.
Fact 4.1. Let G and H be closed subgroups of S∞. Let α ∈ S∞. Then
G,H are conjugate via α ⇔ EG ∼= EH via α.
Proof. ⇒: This is immediate.
⇐: LetMG be the canonical structure for G, namely there are kn ≤ ω many
n-ary relation symbols, denoting the individual n-orbits. Let MH be the
structure in the same signature where the equivalence classes of EH on
nω
are named so that α is an isomorphism MG ∼= MH . Since G ≤ Aut(MG),
and G is closed and dense, we have G = Aut(MG); similarly, H = Aut(MH).
Furthermore, α−1Aut(MH)α = Aut(MG). 
Proposition 4.2. The conjugacy relation between oligomorphic groups is
smooth.
Proof. The map G → EG is Borel because we can in a Borel way find a
countable dense subgroup of G, which of course has the same orbits; from
that subgroup we can directly construct EG.
For countable structures S in a fixed countable language, mapping S to
its theory Th(S) is Borel. The theory can be seen as a subset of ω with
suitable encoding of the language. By Fact 4.1,
G,H are conjugate ⇔ EG ∼= EH ⇔ Th(EG) = Th(Eh),
which shows smoothness. 
4.2. Essential countability of the isomorphism relation.
Theorem 4.3. The isomorphism relation between oligomorphic aubgroups
of S∞ is essentially countable.
Proof. Recall that R is a ternary relation symbol. Also recall that in Sec-
tion 3.2 above we denoted by B the closure under isomorphism of the range
of the map M. We showed in Section 3.5 that B is Borel. So by the Lo´pez-
Escobar theorem there is σ ∈ Lω1,ω(R) such that M ∈ B ⇔M |= σ for each
model M . Let ∼=σ denote the isomorphism relation on B.
Recall that F ⊆ Lω1,ω(R) is called a fragment if F is closed under subfor-
mulas, substitution, and first order operations such as finite Boolean com-
binations and quantification. Let F be the smallest fragment of Lω1,ω(R)
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containing σ, and note that F is countable. For a model M and n-tuple a
in M , by ThF (M,a) one denotes {φ(x1, . . . xn) ∈ F : (M,a) |= φ}.
By Hjorth and Kechris [6, Theorem 4.3], the following are equivalent.
(i) ∼=σ is essentially countable
(ii) for each M ∈ B there is a tuple a in M such that ThF (M,a) is
ℵ0-categorical.
We will verify (ii), where the tuple a has length 1: it consists of the witness
W for a stronger version of Axiom 9. The problem with our formulation of
faithfulness in that axiom is that it is only Π11 and hence cannot be used in a
fragment. Instead, let δ(V ) denote the following first-order formula, which
implies that γV is faithful as will be verified shortly:
∀U∀A ∈ LC(U) \ {U}∃U ′ ⊑ U
∀A′ ⊑ A,A′ ∈ LC(U ′)∃C ∈ LC(V )∃D ∈ LC(V ) \ {C} A′C ⊑ D.
Axiom 11 (Replaces Axiom 9). There is a ∗subgroup W in M such that
M |= δ(W ), and the action γW defined in (3) is formally oligomorphic and
strongly continuous.
We claim that this condition holds in M(G), for any oligomorphic closed
subgroup G of S∞. By Lemma 3.3 we may assume that the action of G on
ω has only one 1-orbit. Let W = G0, the stabilizer of 0.
Suppose we are given an open subgroup U of G, and let A ∈ LC(U),
A 6= U . By definition of the subspace topology on G there is tuple ~y of
natural numbers such that U ′ = G~y is contained in U . Take a left coset
A′ = gU ′ ⊑ A. Since A 6= U we have A′ 6= U ′, and hence g(yj) 6= yj for
some j, say j = 0. Let h ∈ G with h(0) = y0. By definition of g and since
U ′ ≤ hWh−1 = Gy0 ,
A′hWh−1 = gU ′hWh−1 = ghWh−1 6= hWh−1.
Thus, where C = hW , A′C is a coset of W different from C, as required.
Claim 4.4. If δ(W ) holds, then γW is faithful.
Proof. Suppose that x 6= 1 is a full filter of M . Then there is a ∗subgroup
U and A ∈ LC(U) such that A ∈ x and A 6= U . We choose U ′ as in the
statement δ(W ). Let A′ be the unique ∗coset in LC(U ′) such that A′ ∈ x.
Then A′ ⊑ A by Axiom 1 and since x is a filter. Choose C ∈ LC(W ) for
this A′. Then A′C ⊑ D 6= C, so x · C 6= C as required. 
Let F be a countable fragment of Lω1,ω containing σ, δ and the other for-
mulas needed to express Axiom 11. The following now verifies Condition (ii)
in the Hjorth-Kechris theorem for this fragment.
Claim 4.5. Suppose that M,N ∈ B. Let W ∈M be a witness to Axiom 11
for M . Let Z ∈ N be a ∗subgroup such that ThF (M,W ) = ThF (N,Z).
Then (M,W ) ∼= (N,Z).
Proof. Note that Z ∈ N is a witness for Axiom 11 in N by definition of
the fragment F . Let LCM (W ) denote the set of left
∗cosets of W in M ,
and similarly let LCN (Z) denote the set of left
∗cosets of Z in N ; both sets
are identified with a set of natural numbers as explained in Remark 3.4. As
in Condition (c) before Axiom 9 above, by GW (M) we denote the range of
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the natural embedding F(M) → S∞ given by the action γW of F(M) on
LCM (W ), and similarly for GZ(N). By the proof of Prop. 3.12, we have
(4) (M(GW (M)), Ŵ ) ∼= (M,W ) and (M(GZ(N)), Ẑ) ∼= (N,Z).
Thus it suffices to show that the structures on the left sides are isomorphic.
Write G = GW (M) and H = GZ(N). As in Fact 4.1, let EG and EH be the
corresponding orbit equivalence structures for the actions of G on LCM (W )
and of H on LCN (Z). By our hypothesis we have (M,W ) ≡ (N,Z) (i.e., the
two structures have the same first-order theory). By the definition of the
group actions γW and γZ , the structure (EG,W ) is interpretable in (M,W ),
and similarly (EH , Z) is interpretable in (N,Z) using the same collection of
formulas. This implies that (EG,W ) ≡ (EH , Z).
Since G is oligomorphic, the orbit equivalence structures EG and EH are
ℵ0-categorical. Hence so are (EG,W ) and (EH , Z); let α ∈ S∞ witness that
(EG,W ) ∼= (EH , Z).
As in the proof of Fact 4.1, α−1Hα = G. Since α(W ) = Z and Ŵ is the
stabiliser of W and Ẑ is the stabiliser of Z, we have α−1Ẑα = Ŵ . Thus the
map B → αBα−1, for B an open coset of G, is an isomorphism for the left
hand side structures in (4), as required. 
This completes the proof of Theorem 4.3. 
4.3. Extension of the upper bound to the class of quasi-oligomorphic
groups. A closed subgroup G of S∞ will be called quasi-oligomorphic if it
is (topologically) isomorphic to a an oligomorphic subgroup H of S∞. Note
that H, and hence G, is Roelcke precompact.
Fact 4.6. The class of quasi-oligomorphic groups is Borel.
Proof. Recall from Section 3.1 that Roelcke precompactness is a Borel prop-
erty of closed subgroups G of S∞, and that the operator M is defined for
all Roelcke precompact groups G. We claim that for such a group G,
G is quasi-oligomorphic ⇔ M(G) ∈ B.
Since B is Borel, this will suffice to establish the fact.
For the implication “⇒”, suppose that G ∼= H where H is oligomorphic.
Then M(G) ∼= M(H) ∈ B, so M(G) ∈ B as the class B is closed under
isomorphism.
For the implication “⇐”, first recall that F(M(G)) ∼= G since G is Roel-
cke precompact (Prop. 2.9). Now suppose that M(G) ∈ B. Then G(M(G))
is defined and oligomophic. Since G(M(G)) ∼= F(M(G)), this implies that
G is quasi-oligomorphic. 
Combining the following with Theorem 4.3 shows that the isomorphism
relation on the class of quasi-oligomorphic groups is essentially countable.
Corollary 4.7. Isomorphism on the class of quasi-oligomorphic groups is
Borel equivalent to isomorphism on oligomorphic groups.
Proof. If G is isomorphic to an oligomorphic group H thenM(G) ∼=M(H)
and hence G(M(G)) ∼= H ∼= G. Since G(M(G)) is oligomorphic, the map
G → G(M(G)) provides a Borel reduction of the equivalence relation in
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question to isomorphism of oligomorphic groups. The converse reduction
exists trivially because the two classes are Borel. 
Remark 4.8. In contrast, conjugacy of quasi-oligomorphic groups is Borel
above isomorphism of oligomorphic groups by the proof of [8, Thm. 3.1],
and therefore unlikely to be smooth.
4.4. The class C of coset structures for oligomorphic groups is arith-
metical. In this section, we replace the Π11 conditions in Axioms 4 and
8 with a finite list of first-order axioms. The other axioms are given by
computable Lω1,ω sentences of finite rank (recall that we already replaced
Axiom 9 by Axiom 11 which is in such a Lω1,ω form). So B is arithmetical.
The following axioms ensure that the product of two full filters is again
a full filter. They replace the first part of Axiom 4.
Axiom 12. Let U and V be ∗subgroups and B ∈ LC(V ). Then
U ⊑ V ⇔ there is A ∈ LC(U) with A ⊑ B.
A similar statement holds for right ∗cosets.
To see that this axiom holds in M(G), let B = bV . If U ⊑ V , then
A = bU ⊑ bV . Conversely, suppose that there is a left coset A of U with
A ⊑ B. Let A = aU . Then aU ⊑ bV and hence b−1aU ⊑ V . In particular
b−1a ∈ V and a−1b = (b−1a)−1 ∈ V . So U ⊑ a−1bV = V .
The next axiom is a (stronger) symmetric version of Axiom 7 with the
added condition that C be minimal.
Axiom 13. If A ∈ RC(T )∩LC(U) and B ∈ RC(U)∩LC(V ), then there is
C ∈ RC(T ) ∩ LC(U) with AB ⊑ C; moreover, C is least among all ∗cosets
D with AB ⊑ D.
We will write A ·B for the (unique) ∗coset C in Axiom 13.
The argument why the first part holds in M(G) is similar as for Ax-
iom 7: if A = aU = Ta′ and B = bV = Ub′, then AB = aUUb′ = aUb′.
Since aUb′ = Ta′b′ = abV , AB is a right coset of T and a left coset of V .
Minimality holds since AB is itself a coset.
Claim 4.9. x · y is an element of F(M) for all x, y ∈ F(M).
Proof. Since ⊑ is transitive, x · y is upwards closed by definition of the
product.
To see that x ·y is directed, suppose that elements C0, C1 ∈ x ·y are given.
Let A0, A1 ∈ x and B0, B1 ∈ y with AiBi ⊑ Ci for i ≤ 1. Since x and y are
directed, there are A ∈ x with A ⊑ A0 and A ⊑ A1 and B ∈ y with B ⊑ B0
and B ⊑ B1. By monotonicity, AB ⊑ Ci for i ≤ 1. Take
∗subgroups U , V
in M with B ∈ LC(U)∩RC(V ). By Axiom 12, we can assume A ∈ LC(V )
by shrinking U , V , A, B and using that x and y are full filters to maintain
that A ∈ x and B ∈ y. By Axiom 13, there is a unique C ∈ LC(U) with
AB ⊑ C and by its minimality, C ⊑ Ci for i ≤ 1. Since AB ⊑ C, we have
C ∈ x · y.
We now show that condition (b) in Def. 2.3 holds. Take any ∗subgroup U
in M . Since y is a filter, there is some B ∈ LC(U) with B ∈ y. Then B is
a right ∗coset of some V . Since x is a filter, there is some A ∈ LC(V ) with
A ∈ x. By Axiom 13, there is C ∈ LC(U) with AB ⊑ C. Then C ∈ x·y. 
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Axiom 14. If A ∈ RC(T )∩LC(U), B ∈ RC(U)∩LC(V ) and C ∈ RC(V )∩
LC(W ), then (A ·B) · C = A · (B · C).
The products in Axiom 14 are well-defined by Axiom 13. The axiom holds
in M(G) since A ·B = AB whenever the product A · B is defined.
Claim 4.10. (x · y) · z = x · (y · z) for all x, y, z ∈ F(M).
Proof. We show (x · y) · z ⊆ x · (y · z). The proof of the other inclusion is
analogous.
To this end, suppose that X ∈ (x · y) · z. Take Y ∈ x · y and C ∈
z with Y C ⊑ X. Since Y ∈ x · y, there are A ∈ x and B ∈ y with
AB ⊑ Y . Let T,U,U ′, V, V ′,W be ∗subgroups with A ∈ RC(T ) ∩ LC(U),
B ∈ RC(U ′) ∩ LC(V ) and C ∈ RC(V ′) ∩ LC(W ). We can assume that
U = U ′ and V = V ′ by shrinking the ∗cosets A,B,C and the ∗subgroups
T,U,U ′, V, V ′,W via Axiom 12 and maintaining that A ∈ x, B ∈ y and
C ∈ z using the fact that x, y and z are full filters.
We claim that (A · B) · C ⊑ X. To see this, note that A · B ⊑ Y since
AB ⊑ Y and by definition of A · B. Since Y C ⊑ X, by monotonicity
(A ·B)C ⊑ X. Thus (A ·B) ·C ⊑ X by definition of (A ·B) ·C. Now Axiom
14 yields A · (B ·C) ⊑ X. Since B ·C ∈ y · z and A · (B ·C) ∈ x · (y · z), we
have X ∈ x · (y · z). 
We claim that γV is well-defined. To see this, take any x ∈ F(M) and
A ∈ RC(U) ∩ LC(V ). Recall that x · A = B if there is some S ∈ x with
SA ⊑ B. Since x is a full filter, it contains some S ∈ LC(U). Then
S · A ∈ LC(V ) by Axiom 13. Hence x ·A = S ·A.
The next two axioms ensure that γV is a group action, i.e. x · (y · C) =
(x · y) · C for all filters x, y and left cosets C of V . They replace Axiom 8.
The first one is a variant of Axiom 13.
Axiom 15. If A ∈ LC(U), B ∈ RC(U ′) ∩ LC(V ) and U ⊑ U ′, then there
is C ∈ LC(V ) with AB ⊑ C; moreover, C is least among all ∗cosets D with
AB ⊑ D. A similar statement holds for right ∗cosets A.
As for Axiom 13, we will write A · B for C; clearly the definitions of the
product A · B via Axioms 13 and 15 agree when both are defined. To see
why the previous axiom holds in M(G), let A = aU and B = bV = U ′b′.
Then AB = aUU ′b′ = aU ′b′ = abV . Minimality holds since AB is itself a
coset.
Axiom 16. If A ∈ LC(U), B ∈ RC(U)∩LC(V ), C ∈ RC(V ′) and V ⊑ V ′,
then A(B · C) ⊑ (A · B) · C.
(Note that the product of A with B ·C is not defined.) As for Axiom 14,
this holds inM(G) since A ·B = AB whenever the product A ·B is defined.
Claim 4.11. For any *subgroup W , γW is a group action.
Proof. To see that 1 ·C = C for all left ∗cosets C of W , assume that C is a
right ∗coset of U . Since U ∈ 1 and UC ⊑ C, we have 1 · C = C.
It remains to show that (x · y) · C = x · (y · C) for all x, y ∈ F(M)
and C ∈ LC(W ). To this end, let A ∈ LC(U) with A ∈ x and B ∈
RC(U) ∩ LC(V ) with B ∈ y. Moreover, take a ∗subgroup V ′ in M with
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C ∈ RC(V ′). We can assume V ⊑ V ′ by shrinking A,B and U, V, V ′ via
Axiom 12. Since (A · B) · C ∈ LC(W ) by Axiom 15 and A · B ∈ x · y, we
have (x · y) ·C = (A ·B) ·C. We further have B ·C ∈ LC(W ) by Axiom 15.
Since B ∈ y, this implies that y · C = B · C. Thus x · (y · C) = (A · B) · C
by Axiom 16. 
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