Associating distinct groups of objects (clusters) with contiguous regions of high probability density (high-density clusters), is a central assumption in statistical and machine learning approaches for the classification of unlabelled data. In unsupervised classification this cluster definition underlies a nonparametric approach known as density clustering. In semi-supervised classification, class boundaries are assumed to lie in regions of low density, which is equivalent to assuming that high-density clusters are associated with a single class. We propose a novel hyperplane classifier for unlabelled data that avoids splitting high-density clusters. The minimum density hyperplane minimises the integral of the empirical probability density function along a hyperplane. The link between this approach and density clustering is immediate. We are able to establish a link between the minimum density and the maximum margin hyperplanes, thus linking this approach to maximum margin clustering and semi-supervised support vector machine classifiers. We propose a globally convergent algorithm for the estimation of minimum density hyperplanes for unsupervised and semi-supervised classification. The performance of the proposed approach for unsupervised and semi-supervised classification is evaluated on a number of benchmark datasets and is shown to be very promising.
Introduction
We study the fundamental learning problem: Given a random sample from an unknown probability distribution with no, or partial label information, identify a separating hyperplane that avoids splitting any of the distinct groups present in the sample. To start considering this problem one inevitably requires a definition of a distinct group, or cluster . We adopt the definition of clusters as contiguous, densely populated areas of feature space, separated by contiguous relatively empty regions (Carmichael et al., 1968) . This notion has been made precise by Hartigan (1975, chap. 11) , where high-density clusters are defined as maximally connected components of the level set of the probability density function, p(x), at a level c 0 (Hartigan, 1975; Cuevas and Fraiman, 1997; Rigollet and Vert, 2009) ,
This cluster definition is at the core of the nonparametric statistical approach to clustering, known as density clustering. Density clustering is well-founded from a statistical perspective in the sense that a population quantity is being estimated. Density clustering algorithms can identify clusters of arbitrary shape, as well as estimate the number of clusters present. However, both the number and the shape of clusters depends on the value of the level parameter, c, an appropriate choice of which is not obvious in advance. To overcome this one can estimate the clusters that arise for all possible values of c. This is summarised in the cluster tree, a hierarchical structure in which each leaf corresponds to a mode of the density.
Since the distribution that gives rise to the data is typically unknown the identification of high-density clusters necessarily involves estimates of the density. With the exception of histograms or binned kernel density estimates, which are only feasible in very low dimensions, computing level sets of density estimators seems intractable; it is not even clear how one would represent level sets on the computer (Stuetzle and Nugent, 2010) . A number of approaches approximate the level set of the empirical density through a union of spheres around points with estimated density exceeding the level parameter c (Walther, 1997; Cuevas et al., 2000 Cuevas et al., , 2001 Rinaldo and Wasserman, 2010 ). An alternative approach is to consider the more specific problem of allocating observations to high-density clusters. This shifts the focus to local properties of the density, rather than its approximation over the entire domain. The central idea underlying such methods is that for any pair of observations (x i , x j ) that belong to the same high-density cluster, x i is reachable from x j through a path traversing only high-density points. Graph theory is a natural choice to address this type of problem. Azzalini and Torelli (2007) ; Stuetzle and Nugent (2010) and Menardi and Azzalini (2014) have recently proposed algorithms based on this approach. The fact that density estimation is severely affected by the curse of dimensionality poses a fundamental limitation to density clustering. Even graph theoretical approaches are limited to problems of moderate dimensionality by the standards of current applications.
An equivalent formulation of the density clustering problem arises if we require cluster boundaries to pass through regions of low density and in particular to not intersect the level set lev c p(x). Specifically, a curve C ⊂ R d which separates (sets of) high-density clusters must satisfy, sup x∈C p(x) c. We study this alternative formulation of the problem, focusing on determining the low density separators of the high density clusters. This formulation allows us to circumvent many of the aforementioned challenges associated with high density clustering.
The notion of low density separation is central in the motivation behind semi-supervised classification (Vapnik and Sterin, 1977; Joachims, 1999; Chapelle and Zien, 2005) , and maximum margin clustering (Xu et al., 2004; Zhang et al., 2009) . In these approaches the minimum density hyperplane is equated with the hyperplane achieving the largest margin on the data. Although intuitive, the claim that maximising the margin over the unlabelled data sample is equivalent to identifying the hyperplane that goes through regions with minimum probability density is not necessarily true. The work of Ben-David et al. (2009) is the only attempt we are aware of to investigate the theoretical connection between maximum margin hyperplanes and hyperplanes that traverse regions of low probability density. To this end, Ben-David et al. (2009) introduce the notion of the density on a hyperplane, as the integral of the density along the hyperplane, and study the existence of universally consistent algorithms to compute the minimum density hyperplane that crosses the origin. They show that the maximum margin classifier is consistent only in one dimensional problems. In higher dimensions only a soft-margin algorithm (whose margin parameter depends on sample size) that outputs the hyperplane with lowest weight in the margins around it, is a consistent estimator of the minimum density hyperplane.
Maximum margin clustering (MMC) (Xu et al., 2004) attempts to identify the hyperplane with maximum margin that produces a meaningful partition of an unlabelled data sample. In other words, MMC attempts to identify the labelling of the data that will maximise the margin of a support vector machine (SVM) classifier using the labels assigned by the algorithm. The optimal labelling is the solution of a nonconvex integer optimisation problem. The first MMC algorithm relied on a relaxation of the original problem which resulted in a convex semi-definite programming (SDP) problem (Xu et al., 2004) . However, SDP-based algorithms can only handle small datasets. More recent work has increased the scalability of MMC to datasets with tens of thousands of observations (Zhao et al., 2008; Li et al., 2009 ).
Semi-supervised classification studies problems in which unlabelled data are cheaper and more abundant compared to labelled data. This situation arises naturally in applications in which data can be collected cheaply and automatically, while labelling observations is a manual task. Unlabelled data provide additional information about the marginal distribution, p(x), but this information is beneficial for classification only insofar as knowledge of p(x) improves the inference of the class conditional distribution, p(x|y). Semi-supervised classification relies on the assumption that a relationship between the two distributions, p(x) and p(x|y), exists. The most frequently assumed relationship is that points that belong to the same high-density cluster are more likely to belong to the same class (cluster assumption), or equivalently that class boundaries pass through low-density regions (low-density separation assumption) (Chapelle et al., 2006b) .
Classification by the hyperplane that achieves maximum margin with respect to both labelled and unlabelled data (while correctly classifying labelled examples) was first proposed by Vapnik and Sterin (1977) for the problem of transductive learning (hence called transductive SVM). To emphasise the fact that this classifier learns an inductive rule defined over the entire domain, it is also known as the semi-supervised SVM (S 3 VM). Since we are primarily interested in the latter interpretation we use the term S 3 VM. A major drawback of S 3 VM compared to SVM is that its estimation involves a combinatorial problem with exponential complexity in the number of unlabelled samples. Exact algorithms (Bennett and Demiriz, 1998) , and SDP formulations (Bie and Cristianini, 2006) are only feasible for small datasets. Local combinatorial search heuristics (Joachims, 1999) and continuous optimisa-tion formulations (Chapelle and Zien, 2005; Chapelle et al., 2006a; Collobert et al., 2006) are scalable to larger samples, but are sensitive to local minima. The empirical evaluation of optimisation methods for S 3 VM training conducted by Chapelle et al. (2008) identified convergence to local minima as an important cause of poor performance. It also documented that no single method is consistently superior to another in terms of classification accuracy.
In this work we propose a novel hyperplane classifier for unsupervised and semi-supervised learning. Our approach is motivated by low density separation, and identifies the hyperplane with the lowest integrated density along it, as determined by a non-parametric estimate of the underlying probability distribution. Using the terminology of Ben-David et al. (2009) this classifier minimises the empirical density on a hyperplane. We thus call it the minimum density hyperplane (MDH). MDH achieves the lowest upper bound on the value of the empirical density along a hyperplane. It thus avoids intersecting level sets of the empirical density, lev cp (x), with c c 0 for the smallest possible upper bound on c 0 . Unlike maximum margin approaches that have at best an asymptotic connection with the hyperplane with minimum density, MDH is a direct implementation of the low density separation assumption in the finite sample case. To the best of our knowledge this is the first attempt to estimate hyperplanes with minimum empirical density with respect to a finite high dimensional data sample.
As the bandwidth parameter is reduced towards zero, MDH converges to the maximum margin hyperplane. This establishes a connection between the two approaches in the finite sample setting. An intermediate lemma establishes that there exists a positive bandwidth such that the partition of the data sample induced by MDH is identical to that of the maximum margin hyperplane. Unlike MMC and S 3 VMs, the estimation of which is an inherently nonconvex combinatorial optimisation problem, estimating MDHs is a nonconvex continuous optimisation problem. Therefore, MDHs offer an alternative continuous optimisation approach to estimate MMC and S 3 VMs.
The estimation of MDHs relies on an approximation of the unknown density through a kernel estimator with Gaussian kernels. The crucial advantage of this approach is that the density on a hyperplane is evaluated through a one-dimensional marginal density estimator. This enables us to formulate the problem of estimating MDHs as a constrained optimisation problem. Standard constrained optimisation methods can be applied to this problem but the multitude of local minima often causes convergence to suboptimal solutions. To partially overcome this problem we propose an alternative formulation which can be considered as a one-dimensional projection pursuit method for low-density separators. This approach corresponds to a nonsmooth, nonconvex unconstrained optimisation problem. We establish conditions under which the gradient sampling algorithm (Burke et al., 2006 ) is globally convergent.
The remaining paper is organized as follows: The formulation of the minimum density hyperplane problem as well as basic properties are provided in Section 2. Section 3 establishes the connection between minimum density hyperplanes and maximum margin hyperplanes. Section 4 describes the projection pursuit formulation for the estimation of minimum density hyperplanes. Experimental results are presented in Section 5, followed by concluding remarks and future research directions in Section 6.
Problem Formulation
We study the problem of estimating a hyperplane to partition a finite data sample, X = {x i } n i=1 , without splitting any of the high-density clusters present. We assume that data are generated from an unknown probability distribution over a Euclidean space, with continuous density, p : R d → R. Following Ben-David et al. (2009) we define the density on a hyperplane as the integral of the density function along the hyperplane.
In practice the probability distribution which generated the data sample is unknown, and instead it is assumed that X constitutes an i.i.d. sample from it. Kernel density estimation is a standard nonparametric approach to approximate a density from such a sample. In this work we employ kernel density estimators with isotropic Gaussian kernels,
This class of kernel density estimators has the property that the estimated density on a hyperplane,Î(v, b|X , h 2 I), is equal to the value of the marginal density estimator along v, at point b,
Henceforth for notational convenience we writep(b|v) forp
, where the data set and bandwidth parameter are apparent from the context. In the remaining paper we always useÎ(v, b) to approximate I(v, b). Since we never have access to the true density, and in the interest of simplifying the terminology we refer tô I(v, b) as the density on (v, b), or the density integral on (v, b), rather than the estimated density, or the estimated density integral, respectively. The following Lemma, adapted from (Tasoulis et al., 2010 , Lemma 3), shows thatÎ(v, b) provides an upper bound for the maximum value of the estimated density along the hyperplane.
, andp(x|X , h 2 I) a kernel density estimator with isotropic Gaussian kernels. Then,
The equality in Eq. (4) holds if there exists x ∈ (v, b) such that all x i ∈ X , can be written as x i = x + c i v, for some c i ∈ R. Therefore, for an arbitrary data sample X it is not possible to obtain a lower upper bound on max x∈ (v,b) 
Let conv X denote the convex hull of X , and assume Int(conv X ) = ∅. Define C as the set of hyperplanes that intersect Int(conv X ),
In both unsupervised and semi-supervised classification, it is necessary to constrain the set of feasible hyperplanes to ensure that (v , b ) induces a meaningful partition of X . These constraints can be generically expressed as restricting the set of feasible hyperplanes to a subset F ⊂ C. We define a Minimum Density Hyperplane (MDH), (v , b ) as,
Lemma 2 establishes that (v , b ) does not intersect level sets of the density estimator, lev cp (x|X , h 2 I), with level c c 0 for the smallest possible upper bound on c 0 . Thus, MDH avoids splitting high-density clusters of the estimated density. Sections 2.1 and 2.2 discuss the MDH approach to unsupervised and semi-supervised classification, respectively.
Unsupervised Classification
Since high-density clusters correspond to regions around the modes of the distribution, a natural choice for the set of feasible hyperplanes for the unsupervised classification problem would be the set of hyperplanes that intersect the convex hull of the modes of the density. This convex hull however is unknown and difficult to estimate. Instead we propose to constrain the distance of hyperplanes to the origin, b. Such a constraint is inevitable as for any v ∈ bd(B d ),Î(v, b) can become arbitrarily close to zero for sufficiently large |b|. Obviously, such hyperplanes are inappropriate for the purposes of unsupervised classification as they assign all the observations to the same partition. If the data are centred at zero, then setting b = 0 ensures that only balanced partitions are considered. However the optimal value of b will depend on v, and setting b to a constant value will yield suboptimal hyperplanes. Instead, we constrain b to be within the interval,
where µ v and σ 2 v denote the mean and variance, respectively, of the projected sample {v ·
. The parameter α 0, controls the width of the interval, and has a probabilistic interpretation from Chebyshev's inequality. Smaller values of α favour more balanced splits of the data, but increase the risk of excluding low density hyperplanes that separate more effectively high-density clusters. On the other hand, increasing α increases the risk that the minimum density hyperplane will not be a local minimiser ofÎ (v, b) . Such hyperplanes have low density not because they separate effectively high-density regions but because they are far removed from the bulk of the data. We discuss the sensitivity of the proposed approach with respect to this parameter in the experimental results section. An advantage of using the parameter α is that it enables the user to control the trade-off between balanced data partitions and the quality of the separating hyperplane. If Int(conv X ) = ∅, then as α is reduced towards zero the set of feasible hyperplanes satisfies,
where C is the set of hyperplanes that intersect Int(conv X ), as defined Eq. (5). The constrained optimisation problem associated with the minimum density hyperplane for unsupervised classification is,
subject to:
SinceÎ(v, b) is computed throughp(b|v), Eq. (3), and Gaussian kernels are infinitely differentiable, the objective function,Î(v, b) is continuously differentiable with respect to (v, b) , and so are the constraints. Note that although the theoretical analysis of minimum density hyperplanes relies on isotropic Gaussian kernels,p(b|v) is continuously differentiable when standard approaches to bandwidth selection are used such as, setting the bandwidth matrix of the full dimensional kernel density estimator to a scaled version of the data covariance matrix, or defining the bandwidth parameter of each one-dimensional marginal density estimator,p(b|v), as a continuous function of σ 2 v . In the implementation of MDH we use the latter approach.
Since the objective function and the constraints are continuously differentiable, constrained optimisation methods, like sequential quadratic programming (SQP) can be used to compute minimum density hyperplanes. Unfortunately the problem of local minima due to the nonconvexity of the objective function seriously hinders the effectiveness of this approach to approximate the globally optimal solution.
To alleviate this problem to an extent we propose a parameterised optimisation formulation of the problem, which bears close similarity to projection pursuit. Projection pursuit methods optimise a measure of "interestingness" of a linear projection known as the projection index. In our context the natural choice of projection index for a vector v ∈ bd(B d ) is the minimum ofp(b|v), the marginal density estimator along v, within the feasible region b ∈ F (v). This index gives the minimum estimated density hyperplane out of all feasible hyperplanes with normal vector ±v. To ensure that only feasible hyperplanes are considered we incorporate the constraints on the feasible values of b through a penalty function. We thus define the penalised density integral as,
where, (v, b; α, β 
The function : bd(B d ) × R → (0, 1) is continuously differentiable with respect to (v, b) , and its partial derivatives are finite for β < ∞. Moreover,
By construction, the penalised objective function is smooth, and can be arbitrarily close toÎ(v, b) for b ∈ Int(F (v)). Moreover, for all v ∈ bd(B d ), the penalised function tends to infinity as |b| → ∞. The next proposition establishes conditions under which the set of global minimisers of the penalised density integral is a subset of F (v).
This gives the result.
We define the projection index for the unsupervised classification problem as,
Since the minimisation problem of Eq. (13) is one-dimensional it is feasible to compute the set of global minimisers,
We call the approach of computing minimum density hyperplanes through the optimisation of φ UL , minimum density projection pursuit (MDP 2 ). The fact that MDP 2 only considers the optimal hyperplane(s) for any normal vector, v, enables it to avoid getting trapped to local minima of the marginal density estimatorp(b|v). It also enables it to avoid local minima that arise as the distance, b, of the optimal hyperplane to the origin changes discontinuously as a result of a small change in v (see Proposition 16). This cannot be achieved when the optimisation is over (v, b) as in the original problem, Eq. (9). Being able to avoid such local minima becomes increasingly important as the bandwidth parameter is reduced, because a smaller bandwidth can only increase the number of local minima ofp(b|v) (Silverman, 1981) . Since our theoretical results establish a connection between the minimum density and the maximum margin hyperplanes as the bandwidth parameter is reduced towards zero, this property is important. On the other hand, the projection index φ UL is not guaranteed to be everywhere differentiable. In particular, φ UL is not guaranteed to be differentiable whenever more than one global minimisers exist for a given v, that is B (v) is not a singleton. The resulting optimisation problem is therefore nonsmooth and nonconvex, and hence specialised optimisation methods are required. The continuity and differentiability properties of φ UL as well as an efficient optimisation method for MDP 2 with guaranteed global convergence are discussed in Section 4.
Semi-Supervised Classification
In semi-supervised classification the data sample can be divided into two parts, X = X l ∪X u . For the first part X l the labels are known,
the labels are unknown. If the distribution of the unlabelled data can provide information to better approximate the class conditional distributions, then using the unlabelled data during the estimation of the classifier can improve generalisation performance. Semi-supervised classification relies on this assumption. The linear S 3 VM maximises the margin of the separating hyperplane with respect to both labelled and unlabelled examples, subject to the correct classification of the labelled examples,
This can also be expressed as an unconstrained optimisation problem,
where, C, C > 0 are trade-off constants for the labelled and unlabelled data, respectively. The objective function of Eq. (15) is nonconvex, and hence convergence to the global minimum cannot be guaranteed. Moreover, hyperplanes obtained through optimising this objective function tend to classify the vast majority (if not all) of the unlabelled data to a single class. Clearly this is undesirable. To overcome this an additional constraint known as the balancing constraint is introduced. In SVM light (Joachims, 1999 ) the balancing constraint requires the class ratio on the unlabelled data to be equal to that on the labelled data. This constraint can impair performance if the class ratio on the labelled sample is a poor estimate of the true class ratio. Chapelle and Zien (2005) propose the more flexible balancing constraint,
which effectively specifies the value of b. This becomes evident if the unlabelled data are centred at zero, as in this case b = 1 l l i=1 y i satisfies Eq. (16). The minimum density hyperplane for semi-supervised classification is defined analogously to the S 3 VM formulation. We employ a balancing constraint that is more flexible than Eq. (16), by restricting the range of values of b as in the unsupervised classification problem, rather than fixing b.
where theÎ(v, b), µ v , and σ 2 v are computed over the entire data sample X l ∪ X u . If the labelled examples are linearly separable the constraints in Eq. (17b) define a convex set of feasible hyperplanes F LB ⊂ C. We assume that the parameter α is chosen so that F SSC = F LB ∩ F UL is non-empty. The objective function and the constraints are continuously differentiable with respect to (v, b) and hence a constrained optimisation method like SQP can be applied. The main limitation of this approach is that it is highly susceptible to convergence to local minima.
To partially alleviate this limitation we develop an MDP 2 formulation for semi-supervised classification. We define the penalised density integral for this problem as,
where, δ > 0 is a user-defined constant, which enables the trade-off between reducing the penalised density integral, and misclassifying the labelled examples; while ε ∈ (0, 1) ensures that the penalty function is continuously differentiable. As ε → 0 + , the function max{0, x} 1+ε converges to the hinge-loss used in S 3 VMs.
The projection index for v is defined as the global minimum of the penalised density integral,
It is obvious that if there exists b ∈ Int(F (v)) such that (v, b) correctly classifies all the labelled examples, and the conditions of Proposition 3 are satisfied, then there exists δ 0 < ∞,
and therefore φ SSC (v) = φ UL (v). We discuss the nonsmooth nonconvex optimisation problem associated with the minimisation of φ SSC (v) in Section 4. The next section establishes the relationship between minimum density and maximum margin hyperplanes.
Connection to Maximum Margin Hyperplanes
In this section we assume a fixed finite sample, and consider the minimum density hyperplane with respect to a density estimator using isotropic Gaussian kernels. The main result of this section is Theorem 8 that states that under these conditions, as the bandwidth parameter, h, is reduced to zero the minimum density hyperplane converges to the maximum (hard) margin hyperplane. An intermediate result, Lemma 7, shows that there exists a positive bandwidth, h > 0 such that, for all h ∈ (0, h ), the partition of the data sample induced by the minimum density hyperplane is identical to that of the maximum margin hyperplane.
We assume that the interior of the convex hull of the data sample, Int(conv X ), is non-empty, and define C as in Eq. (5), that is as the set of hyperplanes that intersect Int(conv X ). We denote the set of feasible hyperplanes determined by the constraints of either the unsupervised or semi-supervised learning problem, as
That is, any hyperplane in F partitions X into two non-empty subsets. If for each v ∈ bd(B d ) the set {b ∈ R|(v, b) ∈ F } is compact, then by the compactness of bd(B d ) a maximum margin hyperplane in F exists.
For any h > 0, let (v h , b h ) ∈ F be any hyperplane which achieves the minimal density integral over all hyperplanes in F , for bandwidth matrix h 2 I. That is,
The margin of hyperplane (v, b) is defined as the minimum Euclidean distance between the hyperplane and its nearest datum,
Similarly to the approach of Tong and Koller (2000) we first show that as h is reduced towards zero, the density on a hyperplane is dominated by the nearest point.
Lemma 4 Take (v, b) ∈ F with non-zero margin and 0
Proof
Using Eq. (3) it is easy to see that,Î
A corollary of the previous lemma is that as h tends to zero the margin of the minimum density hyperplane tends to the maximum margin. However, this does not immediately ensure that the sequence of minimum density hyperplanes converges to the maximum margin hyperplane. To establish this we first require the following three technical results. We assume that there is a unique hyperplane with maximum margin in F . By the non-unique representation of hyperplanes, such a hyperplane has two parameterisations in C, namely
Convergence to the maximum margin hyperplane is therefore equivalent to showing that the cluster points of (v h , b h ) are restricted to these two parameterisations of the maximum margin hyperplane, as h → 0 + .
Lemma 5 Suppose there is a unique hyperplane in F with maximum margin, which can be parameterised by
Suppose the result does not hold, then ∃(w, c) with w = 1, w · v m = 0 and min{w · x − c|x ∈ C + } > 0 and max{w
. By construction u = 1. For any x + ∈ C + we have,
In the previous proof we use the fact that the maximum margin hyperplane achieves the maximum distance to its support vectors, x ∈ C + ∪ C − . If this were not the case, a hyperplane with greater margin on all data than (v m , b m ) would exist, which is a contradiction. The next lemma bounds the distance of the support vectors of the maximum margin hyperplane to any other hyperplane.
Lemma 6 Suppose there is a unique hyperplane in F with maximum margin, which can be parameterised by
Suppose such a vector exists. Define
The following lemma shows that as the bandwidth tends to zero, the minimum density hyperplane and the maximum margin hyperplane induce the same partition of X .
Lemma 7 Suppose there is a unique hyperplane in F with maximum margin, which can be parameterised by
For each binary partition of X which admits a separating hyperplane in F there is a unique hyperplane with maximum margin dividing the data according to the given partition. Since X is finite, there are finitely many such locally maximum margin hyperplanes. By assumption, the second largest of these margins (say M 2 ) is strictly smaller than the largest (say M ), that is M 2 = M − δ, for some δ > 0. A hyperplane (w, c) inducing a different partition of X therefore has margin(w, c) ≤ M − δ.
∈ {(w, c)|margin(w, c) M − δ}, which gives the result.
We are now in a position to prove the main result of this section, which states that if the unknown density is approximated with a kernel density estimator with isotropic Gaussian kernels, then any sequence of minimum density hyperplanes converges to the maximum margin hyperplane as the bandwidth parameter tends to zero.
Theorem 8 Suppose there is a unique hyperplane in F with maximum margin, which can be parameterised by
where
Take any > 0 and set 0 < δ to satisfy
By Lemma 6 we know that ∃x
We have shown that a hyperplane (w, c) which
By symmetry, a hyperplane (w, c) /
Since > 0 was arbitrary, this gives the result.
The definition of F used in Theorem 8 is sufficiently generic to capture the constraints that are associated with both unsupervised and semi-supervised classification, Eq. (9), and Eq. (17) respectively. The following lemmata follow directly from the theorem.
denote the data sample and assume that, Int(conv X ) = ∅. Define the set of feasible hyperplanes,
and assume that α 0 is such that F UL = ∅. Define a maximum margin hyperplane, (v m , b m ) ∈ F UL , as a solution to the margin maximisation problem,
Assume that the unknown density is approximated throughp(x), a nonparametric density estimator employing Gaussian kernels with bandwidth matrix h 2 I. Define as (v h , b h ) ∈ F UL the solution to the minimum density hyperplane problem for bandwidth parameter h,
Corollary 10 (Semi-Supervised Classification) Consider the semi-supervised classification with l labelled samples {(
, y i ∈ {−1, 1} and u unlabelled samples,
. Assume that labelled examples are linearly separable,
Define the set of feasible hyperplanes as,
and assume F SSC = ∅. Define (v m , b m ) ∈ F SSC as the solution of the linear S 3 VM for the linearly separable data case,
Assume that the unknown density is approximated throughp(x), a nonparametric density estimator employing Gaussian kernels with bandwidth matrix h 2 I. Define as (v h , b h ) the solution to the minimum density hyperplane problem for bandwidth parameter h,
Note that in the case of semi-supervised classification there is a unique representation of the maximum margin hyperplane that satisfies the constraints. Tong and Koller (2000) have established a connection between maximum margin classifiers and Bayes optimal hyperplane classifiers when class conditional densities are approximated through nonparametric density estimators. Specifically, Tong and Koller (2000) have shown that for a linearly separable, binary classification problem if the class conditional densities are approximated through kernel estimators with isotropic Gaussian kernels, then as the bandwidth parameter tends to zero, a hyperplane minimises the probability of error relative to the estimated density, (called the Bayes optimal hyperplane), if and only if, it achieves the maximum margin. Under these conditions, the expected misclassification error of the Bayes optimal hyperplane is inversely related to its margin. Using this result in conjunction with the fact that the minimum density hyperplane converges to the maximum margin hyperplane under the same conditions a connection between minimum density and Bayes optimal hyperplanes is established. Specifically, if the binary partition of unlabelled data is viewed as assigning each datum to one of two classes, then as the bandwidth parameter tends to zero, the class assignment induced by the minimum density hyperplane achieves the minimum probability of error relative to the density estimator, out of all linear separators.
Theorem 8 is not directly applicable to the MDP 2 formulations as in this case the function being minimised is not the density on a hyperplane. The next two subsections establish this result for the MDP 2 formulation of the unsupervised and semi-supervised problem.
MDP 2 for Unsupervised Classification
The following lemma shows that if γ and β suitably depend on the smoothing parameter, h, then for h sufficiently close to zero, strictly feasible hyperplanes have lower projection index, φ UL , than hyperplanes with larger margins. Lemma 11 is thus analogous to Lemma 4, and its result can be carried through in the same manner as in the first part of this section to establish the convergence of the optimal MDP 2 hyperplane to the maximum margin hyperplane as h is reduced towards zero.
v < 0 and with positive margin. Let 0 < δ < margin(v, b) =: M v,b , and define functions γ : R + → R + and β : R + → R + to satisfy
Proof
Consider that for any (w, c) we haveÎ(w, c) ≤
, and so γ(h) ≥ 2Î(w, c) 2 for all (w, c). Thus, I(w, c) + P UL (w, c) =Î(w, c)(1 − (w, c; α, β(h)) + γ(h) (w, c; α, β(h)) I(w, c) Î (w, c)(1 − (w, c; α, β(h)) + 2 (w, c; α, β(h))Î(w, c) >Î(w, c)
We also havê
This is important when considering convergence to the maximum margin hyperplane, (v m , b m ), since in practice neither the largest margin nor the value of ξ v m ,b m will be known. Upper bounds on the largest margin can easily be obtained, however for practical purposes we must assume an upper bound on ξ v m ,b m which is negative.
We write the minimum penalised density hyperplane for a specific choice of h, β and γ as (v h,β,γ , b h,β,γ ). The next lemma establishes the connection between the solution of the MDP 2 formulation of the unsupervised partitioning problem and the maximum margin hyperplane in the feasible set.
Lemma 12 Suppose there is a unique hyperplane in F UL with maximum margin, which can be parameterised by
Assume that the unknown density is approximated through a kernel density estimator,p(x), using Gaussian kernels. Define γ : R + → R + and β : R + → R + to satisfy
As in the proof of Lemma 11 we have, for any
exp(−M 2 /2h 2 ). Notice now that for (w, c) ∈ F we have (w, c; α, β(h)) ≥ 1 2 , and thereforeÎ
The remainder of the proof follows analogously to the proof of Theorem 8 and its supporting results, wherein we established that for any > 0 there is a 0 < δ < M such that a hyperplane (w, c) ∈ F UL ⊂ C which satisfies margin(w, c) > M − δ must lie in
. By Lemma 11, however, we know that for small enough h > 0 we have margin v h,β(h),γ(h) , b h,β(h),γ(h) > M − δ. This, coupled with the guarantee that for small enough h we have v h,β(h),γ(h) , b h,β(h),γ(h) ∈ F UL gives the result.
MDP 2 for Semi-Supervised Classification
Under the assumption that the set of hyperplanes that correctly classify the labelled data, F LB , has non-empty intersection with the interior of the feasible set imposed by the balancing constraint, F UL , we can show that, provided the parameter δ does not shrink too quickly with h, the hyperplane that minimises the projection index φ SSC converges to the maximum margin hyperplane contained in F LB ∩ Int(F UL ). To establish this result it is sufficient to show that there exists h > 0 such that for all 0 < h < h , the optimal hyperplane (v h,β,γ,δ , b h,β,γ,δ ) correctly classifies all the labelled examples. If this holds, then P SSC (v h,β,γ,δ , b h,β,γ,δ ) = P UL (v h,β,γ,δ , b h,β,γ,δ ) for all sufficiently small h, and hence the same approach as was used in Lemmas 11 and 12 can be applied to establish the result. The following lemma establishes the desired result.
∈ F SSC with positive margin, M := margin(v, b) > 0, and define ξ := (µ v − b) 2 − ασ 2 v < 0. Define γ : R + → R + , β : R + → R + and δ : R + → R + to be functions satisfying
Proof
As in the proof of Lemma 11 we know thatÎ(v, b)
where η > 0 minimises
exp(−η 2 /2h 2 ) + δ(h)η 1+ . Therefore, η is the unique positive number satisfying,
We therefore have,
Estimation of Minimum Density Hyperplanes
This section is devoted to establishing a globally convergent approach to the MDP 2 formulation of the minimum density hyperplane estimation problem. To this end, we establish that the projection indices φ UL (v), and φ SSC (v), Eq (13) and Eq (20) respectively, are locally Lipschitz continuous (l.L.c.) and continuously differentiable almost everywhere. These conditions, are sufficient to ensure the global convergence of the gradient sampling algorithm (Burke et al., 2006) ; a computationally efficient approach to nonsmooth, nonconvex optimisation, through generalised gradient descent. Section 4.2 provides a brief exposition of the basic notions in nonsmooth optimisation and a description of the GS algorithm.
The domain of both φ SSC and φ UL is the boundary of the unit-sphere in R d . A more convenient representation of this domain for the purpose of optimisation, is through spherical coordinates,
where θ ∈ Θ is called the projection angle. Using spherical coordinates reduces the dimensionality of the search space by one, and renders the search space convex and compact. As the following discussion applies to both projection indices we use common notation. We define the projection index φ : Θ → R, as,
where B is an arbitrarily large compact and convex set. We also define the associated set,
containing the global minimisers of φ(θ). An optimal hyperplane (v(θ ), b ) satisfies,
The definition of B is not critical in the above formulation. For unsupervised classification, under the conditions of Proposition 3 the set of global minimisers satisfies B (θ) ⊂ F (v(θ)) for all θ. Thus, B can be defined as B ⊃ θ∈Θ F (v(θ)). Such a set can be easily identified. For instance, if the data is centred at zero any closed and compact set
, where σ 2 p is the variance of the projections along the first principal component, will do. In semi-supervised classification we can define B = Diam(X L ∪ X U ) = max i,j∈{1,...,n} x i − x j .
Continuity and Differentiability
In this section we investigate the continuity and differentiability properties of the generic projection index, φ(θ), and the point-to-set function B (θ). We first define upper and lower semi-continuity of point-to-set functions. Note that the definitions below, due to Berge (Berge, 1963) , are not universally adopted.
Definition 14 (Upper Semi-Continuity (Berge, 1963) 
1. F (x) is nonempty and compact, and
A function F : R d → 2 R m is said to be continuous if it is both u.s.c. and l.s.c. The next proposition establishes the continuity of φ(θ) in Eq. (26), and the upper-semicontinuity of the multifunction B (θ) in Eq. (27).
Proposition 16
Suppose that the density estimator,p(x) uses Gaussian kernels, that the penalty function P (v(θ), b) is continuous, and B ⊂ R is a nonempty, compact set. Then, the projection index,
is continuous and the function,
is u.s.c. Furthermore, if B (θ) = {b(θ)}, a singleton then B is continuous at θ.
Proof Follows directly from Berge's maximum theorem (Berge, 1963) .
We now show that the projection index is l.L.c. and directionally differentiable for all θ ∈ Θ. Furthermore, if the set B (θ) is a singleton for almost all θ ∈ Θ then the projection index is continuously differentiable almost everywhere. We require the following definition, given in this form in (Bonnans and Shapiro, 2000) .
Definition 17 (Inf-Compactness) Let φ : Θ×B → R. Then φ satisfies the inf-compactness condition if for all θ ∈ Θ, ∃c ∈ R and C ⊂ R compact s.t. for all θ 0 near θ, the level set
is non-empty and contained in C.
Theorem 18 Suppose that the density estimatorp(x) uses Gaussian kernels. Suppose further that the penalty function P (v(θ), b) is continuously differentiable. Then, the projection index,
is locally Lipschitz continuous (l.L.c.). Suppose further that I(v(θ), ·) + P (v(θ), ·) satisfies the inf-compactness condition. Then φ(θ) is directionally differentiable for all θ ∈ Θ with,
Proof Under the conditions of the theorem the derivative
The partial derivatives can be readily obtained using the chain rule. 1 According to (Polak, 1987 If φ satisfies the inf-compactness condition, then the conditions of (Bonnans and Shapiro, 2000, Theorem 4.13) are therefore met, and thus φ is directionally differentiable everywhere.
Since the Gaussian kernel profile is bounded above and strictly decreasing, the conditions of Proposition 3 ensure the inf-compactness condition holds for the unsupervised classification problem. Under these conditions, and the fact that inf θ h 2 (θ) > 0, the integrated density on a hyperplane is bounded above, say byĪ, and the conditions of the proposition therefore ensure that the level sets {b ∈ R|Î(v(θ),
, which is compact. The projection index for the semi-supervised problem φ SSC (θ) is bounded above by γl(Diam(X l ∪ X u )) 1+ +Ī, where l is the number of labelled data, andÎ(v(θ), b) + P (v(θ), b) → ∞ as |b| → ∞ provided both classes are represented in the labelled data. Thus this problem also satisfies the inf-compactness condition.
Note that due to the compactness of B (θ), established in Proposition 16, and the continuity of the derivative D θ (Î(v(θ), ·) + P (v(θ), ·)), the infimum in Eq. (31), attained. It follows from the above theorem that the projection index is Fréchet differentiable at θ, if and only if
It is possible to construct examples in which the set B (θ) is not a singleton for some θ ∈ Θ. However, with the exception of contrived examples, our experience with real and simulated datasets indicates that when the density estimatorp(x) employs Gaussian kernels, B (θ) is a singleton for almost all θ ∈ Θ. Under this assumption we can show that φ is continuously differentiable almost everywhere.
Corollary 19
Suppose that the set,
is a singleton for almost all θ ∈ Θ. Then φ is continuously differentiable almost everywhere.
Proof
Let D be an open dense subset of Θ such that B (θ) is a singleton for all θ ∈ D. Define the function, b : D → R as,
By Proposition 16 B (·) is u.s.c., thus for any θ ∈ D and any ε > 0, there exists aρ > 0 such that,
Since D θ φ is continuous on Θ × R, the above suffices to establish that
is continuous on its domain D.
Nonsmooth Nonconvex Optimization
The generic projection index, φ in Eq. (26), whose minimisers yield minimum density hyperplanes, is a nonsmooth and nonconvex function. Ordinary steepest descent algorithms can fail when applied to such functions by converging to a nonoptimal point (Burke et al., 2006 ). An extensive literature has developed over the past thirty years on optimization algorithms for nonsmooth and nonconvex functions (Clarke et al., 1998; Kiwiel, 1985; Polak, 1987) . In this section we introduce fundamental concepts in nonsmooth analysis which are necessary to describe the gradient sampling (GS) algorithm (Burke et al., 2006) . Under the assumptions required to establish Theorem 18 and Corollary 19 GS is a globally convergent algorithm for estimating minimum density hyperplanes through the MDP 2 formulation. The material of this section is derived from (Burke et al., 2006; Polak, 1987) . A central notion in nonsmooth analysis is the Clarke generalized gradient (Clarke, 1983) . To define it we first define the Clarke generalised directional derivative of a function f :
Unlike the standard directional derivative,
We can now define the Clarke generalised gradient of a function f :
The Clarke generalised gradient of f at x reduces to the gradient if f is differentiable at x, and to the subdifferential if f is convex. If f is l.L.c.∂f is u.s.c.,
A related notion is the Clarke -generalized gradient,
The assumption of continuous differentiability used to establish the convergence of gradient descent methods in smooth optimization, is substituted by the assumption of local Lipschitz continuity in nonsmooth optimization. A well known result, known as the Rademacher theorem, states that if f : R d → R is l.L.c. then it is differentiable for almost all x ∈ R d (Polak, 1987, Proposition 2.3.1) . This enables an alternative definition of the Clarke generalized gradient which is central to the GS algorithm. Define the point-to-set function, G :
where D is any full-measure subset of a neighborhood of x consisting of points where f is differentiable. It can be shown that, G (x) ⊂∂ f (x), while for 0 < 1 < 2 , we have
If x is a local minimiser of a l.L.c. function f , then 0 ∈∂f (x) (Polak, 1987 , Proposition 4.1). Optimisation algorithms generate sequences of candidate solutions that converge to (or have as limit points) x ∈ R d such that 0 ∈∂f (x). Such points are called Clarke stationary. However, Clarke stationarity at x is a necessary but not sufficient condition for x to be a local minimizer of f . The fact that 0 ∈∂f (x) ensures that d 0 f (x; h) 0 for all h ∈ R d , but the nonnegativity of all the directional derivatives at x is not guaranteed as
, for all h ∈ R d , a condition known as subdifferential regularity at x, then if x is Clarke stationary it is also a local minimiser.
In nonsmooth optimisation the direction of steepest descent at x is the solution to the following problem, min
It can be easily shown (Burke et al., 2006 , Lemma 2.1) that the unique solution is, h(x) = h(x)/ h (x) , whereh(x) solves the quadratic program,
Notice that if x is a Clarke stationary point, that is if 0 ∈∂f (x), thenh(x) = 0. If 0 / ∈∂f (x) the convexity of∂f (x) ensures that,
The norm of the unnormalised steepest descent direction, h (x) , is equal to the distance of 0 ∈ R d to∂f (x), and can thus be a considered as a scalar measure of proximity to Clarke stationarity. The GS algorithm is outlined in Algorithm 1, while Table 7 provides a glossary of the notation. The algorithm first approximates the Clarke -generalized gradient at the current point x k through the convex hull of a random sample of gradients,
, and as the sampling radius, , is reduced towards zero the sets G k approximate∂f (x k ). The properties and justification of this approximation of the Clarke generalized gradient are established in (Burke et al., 2002 ). An approximate steepest descent direction is computed by solving the quadratic program of Eq. (40) whereG (x k ) is used instead of∂f (x k ). A standard line search procedure is then employed to determine the step-size. A differentiability check is also included in the original description of the algorithm to establish its theoretical properties, but in the implementation of the GS algorithm this is not implemented. 2
The properties of the GS algorithm are established under the assumption that the objective function f : R d → R is l.L.c. and continuously differentiable on an open dense set D ⊂ R d . It is further assumed that there existsx ∈ R d for which the set {x | f (x) f (x)} is compact. It is shown that under these conditions if the GS algorithm is applied with a fixed sampling radius (v 0 = 0, µ = 1 in Algorithm 1) with probability one it will generate a sequence of iterates having at least one limit point that is Clarke -stationary (Burke et al., 2006, Theorem 3.4) . A corollary shows that if f has a unique Clarke stationary point, then the sets of all cluster points generated by the GS algorithm converge to it as the sampling radius is reduced to zero. For the case of a decreasing sampling radius k and optimality tolerance v k , it is shown that with probability one the sequence of iterates is infinite. If this sequence converges then with probability one the optimality tolerance will reduce to zero and the limit will be a Clarke stationary point (Burke et al., 2006, Theorem 3.8) .
Conditions under which the projection index of Eq. (26) is l.L.c. and continuously differentiable on an open dense subset of its domain have been discussed in the previous section. Since the projection index is defined on a compact domain Θ and is continuous the last condition required by the GS algorithm is also satisfied. Moreover, if the projection index is differentiable at its minimisers, a condition that was met in all our experiments, Clarke stationary points are also local minimisers.
Experimental Results
This section presents an empirical evaluation of MDH on unsupervised and semi-supervised classification tasks. First we illustrate the superiority of the MDP 2 formulation in estimating high quality separators, compared to estimating MDH through constrained optimisation. Subsections 5.2 and 5.3 are devoted to unsupervised and semi-supervised classification, respectively.
Comparison of MDP 2 and SQP Approaches
In this subsection we compare the quality of hyperplanes obtained by optimising directly the constrained optimisation problem through SQP, and those obtained by optimising the projection index through the GS algorithm. For brevity we refer to the former as the SQP and the latter as the MDP 2 approach. Since the findings are the same for semi-supervised and unsupervised classification, we discuss only the latter problem.
To enable visualisation we use the two-dimensional S1 dataset, which is obtained by sampling from a Gaussian mixture distribution with fifteen components (Fränti and Virmajoki, 2006) . The clusters correspond to the different mixture components, and have low overlap. Figure 1 
. It is evident from the figure thatÎ(v(θ), b) , the objective function of the constrained optimisation problem, is characterised by a plethora of local minima. Minimum density hyperplanes obtained over 100 random initialisations of the SQP and MDP 2 methods are illustrated in Figure 2 . It is clear that SQP frequently yields hyperplanes that intersect regions with relatively high density. As the SQP algorithm never failed to converge this poor performance is solely due to convergence to local minima. In contrast, MDP 2 identifies only three different solutions in the 100 experiments, all of which pass through low-density regions as Figure 2 Figure 3 depicts at the top the value of the projection index, φ UL , and histograms of the distribution of the solutions (locally optimal projection angles) obtained over the 100 experiments with SQP (grey) and MDP 2 (white). The figure shows that φ UL is continuous but not everywhere differentiable. For MDP 2 the mode of the distribution of the solutions is the global minimiser, while the three solutions identified are the local minimisers with the lowest function values. Indeed the value of the second lowest local minimum is very close to that of the global minimum. In contrast SQP converges to a much wider range of projection angles. Note that SQP is not guaranteed to identify the optimal value of b for a projection angle and this is indeed the case in this example. Therefore the value of φ UL is a lower bound for the performance of this method.
Unsupervised Classification
This section is devoted to the empirical evaluation of minimum density hyperplanes, and in particular the MDP 2 approach, for unsupervised classification. We employ the follow- ing nine benchmark datasets from the UCI machine learning repository (Lichman, 2013) : Iris, Wine, Heart Disease (Hungarian), Breast Cancer, Votes, Synthetic Control, Seeds, Banknote, and Dermatology. First we compare MDP 2 to well established methods for finding "interesting" onedimensional projections for clustering. We consider principal component analysis (PCA), independent component analysis (ICA) (Hyvärinen and Oja, 2000) , and projection pursuit using the Dip statistic (Krause and Liebscher, 2005) . PCA is the most widely used dimensionality reduction method in clustering. The first principal component is the direction that maximises the variance. ICA searches for the direction of maximum non-Gaussianity by maximising projection indices like kyrtosis. The Dip statistic (Hartigan and Hartigan, 1985) measures the departure from unimodality of a sample of realisations of a univariate random variable. An important advantage of the Dip statistic is that it makes no assumptions about the type of distribution. Instead it measures the supremal distance between the empirical distribution function of the data sample, and the distribution function with unimodal density for which this supremal distance is minimal. The motivation for using this statistic as projection index is the following: Since high-density clusters are associated with regions surrounding modes of the distribution, the farther a one-dimensional marginal distribution is from unimodality, the more likely it is that this direction preserves the clustering structure in the data (Krause and Liebscher, 2005) . The projection pursuit method using the Dip statistic is initialised with first principal component. For completeness we also consider the bisecting k-means algorithm, that is k = 2, since the induced boundary between the two clusters is a hyperplane perpendicular to the line segment connecting the cluster centroids. The 2-means separating hyperplane intersects the line segment connecting the two centroids at its midpoint. MDP 2 is initialised with the first principal component. The parameter values used are, α = 0.5, β = 100, γ = 3. The bandwidth parameter is set to half of Silverman's recommendation for multimodal distributions, namely, h(θ) = 0.45n −0.2 σ(θ), where σ(θ) is the standard deviation of {v(θ) · x i } n i=1 . These are values which did not arise through extensive parameter tuning. Performance is not sensitive to the choice of β and γ. A sensitivity analysis with respect to the choice of α is provided later in this section. Concerning the choice of h, we have observed that Silverman's recommendation frequently leads to overly smooth marginal density estimators which can cause the MDP 2 optimal hyperplane to not correspond to a local minimum ofÎ (v, b) . Using a smaller constant than the original recommendation typically improves performance. A sensitivity analysis with respect to the bandwidth multiplier parameter η ∈ [0.1, 0.9] is also provided at the end of the section. To account for the randomness in the GS algorithm (induced by the sampling of gradients around the current solution) we execute the MDP 2 algorithm 50 times.
We compute the projection directions obtained through each projection pursuit method and approximate the marginal density along each using a kernel estimator with Gaussian kernels and the same bandwidth selection rule. Table 1 illustrates for each method, the marginal density estimatorp(b|v(θ )) (grey line), as well as the weighted conditional marginal distributions,P (y i )p(b|v(θ ), y i ), for each class y i (a different colour is used for each class). To better illustrate the separability achieved by the different methods, the projected data sample is depicted at the bottom of each figure using colours to distinguish between observations from different classes. In each plot we denote with a red dot the split induced by MDH along the given projection direction and within the range [µ(θ) − ασ(θ) 2 , µ(θ) + ασ(θ) 2 ]. The 2-means algorithm is the only exception to this rule since in this case the separating hyperplane is defined by the algorithm. For MDP 2 we visualise the marginal densities along the projection direction that produced the lowest value of the projection index, φ UL , in the 50 experiments performed.
In all cases MDP 2 identifies the separating hyperplane with the minimum density integral. In several datasets competing methods identify hyperplanes with as low density Table 1 : Kernel density estimators for each projection pursuit method applied at UCI benchmark datasets integral as MDP 2 , but no other method is as consistent. A low-density hyperplane is not always optimal, and indeed for the Heart Disease (H) dataset, although the hyperplanes identified by MDP 2 and the Dip projection pursuit method achieve very low density integrals the associated partition induces considerable class overlap, as shown by the plots of the weighted conditional marginal densities,P (y i )p(b|v(θ), y i ). In all the other datasets, the MDP 2 hyperplane with lowest projection index value is doing as well as, or better than the MDHs identified by all other methods. It achieves a close to perfect bi-partition on the Iris, Breast Cancer, Synth, Seeds, Banknote and Dermatology datasets. For the Wine dataset, although the performance of MDP 2 is not perfect it is still considerably better than all other methods except projection pursuit based on the Dip statistic. Finally, MDP 2 is the only method that induces a meaningful partition of the Banknote dataset.
It is well documented that although PCA, and to a lesser extent ICA, are widely used in clustering there is no guarantee that they will yield subspaces which preserve the cluster structure in the data. This is verified for the first principal and independent component in several of the considered datasets. The results also illustrate that the direction that maximises the deviation of the marginal distribution from unimodality is not necessarily one in which clusters can be well separated. The most prominent examples of this are the Banknote and Wine datasets. In both datasets the marginal density along the projection direction that maximises the Dip statistic has many more modes than there are classes (two and three respectively), but cannot be said to preserve the clustering structure as the clusters cannot be well separated.
Next we assess the quality of the partitioning induced by each projection pursuit method. In the clustering literature quality is typically assessed by the degree to which partitions correspond to the true classes present in the data. The most widely used performance measures are purity (Zhao and Karypis, 2004) and V-measure (Rosenberg and Hirschberg, 2007) . Both measures require a complete clustering of the data to be meaningful, and hence are not directly applicable to the case of binary partitioning. We develop two performance measures for this purpose, based on considerations similar to those underlying purity and Vmeasure. The proposed measures rely on the premise that a good quality binary partitioning (a) avoids dividing classes between elements of the partition, and (b) is able to discriminate at least one class from the rest of the data. To capture this we modify the class distribution of the data as follows. Each class is assigned to the element of the binary partition which contains the majority of its members. In the case of a tie the class is assigned to the smaller of the two partitions. We thus merge the true classes into two aggregate classes C 1 , C 2 . The first measure we use is the V-measure applied on C 1 , C 2 .
To define the second performance measure we first need to determine the number of correctly and erroneously classified data. The error of a binary partition, E(Π 1 , Π 2 ), is defined as the number of elements of each aggregate class which are not in the same partition as the majority of their class. In contrast, the success of a partition, S(Π 1 , Π 2 ), measures the number of data which are in the same partition as the majority of members of their class. The Success Ratio, SR(Π 1 , Π 2 ), captures the extent to which the majority of at least one class is well-distinguished from the rest of the data. 1.00 1.00 Table 2 : Performance of projection pursuit methods for unsupervised binary classification Table 2 reports the performance of the binary partitioning induced by each projection pursuit method, with respect to the Success Ratio (SR) and V-measure (VM) for the datasets considered. Mean values over 50 experiments are reported for MDP 2 along with standard deviation in parentheses, as well as the performance of the MDH with the lowest value of the projection index, φ UL , over the 50 experiments (in a new line). In all but two datasets MDP 2 converges effectively to the same minimiser in all experiments. This is evinced by the low standard deviations reported in the table. The two exceptions are the Votes and Banknote datasets, where effectively two minimisers are identified. Table 2 shows that even when the average performance of MDP 2 is not superior it is always close to that of the best performing method, while there are cases in which it is notably better. The fact that the projection direction with the lowest value of the projection index, φ UL , is associated with higher partitioning quality measures is further evidence that the proposed approach is appropriate for unsupervised classification. The only exception to this is the Heart Disease (H) dataset in which the low density separation assumption does not seem valid (see also Table 1 ) and on which all methods fair poorly.
Finally we perform a sensitivity analysis of the performance of MDP 2 with respect to the parameters α, and the bandwidth multiplier, η where h(θ) = ηn −0.2 σ(θ). Recall that α determines the range around the mean of the projected data in which minimum density hyperplanes are sought. Smaller values of α increase the risk of excluding lowdensity hyperplanes that induce meaningful data partitions. On the other hand, a larger α increases the risk that the minimum density hyperplane will not be a local minimiser of I(v, b), or that it will partition a few outlying observations from the bulk of the data. Figure 4 illustrates the performance of MDP 2 on three representative datasets, for values of α ∈ [0.2, √ 2]. Figure 4 shows that the optimal choice for this parameter depends on the dataset under consideration. For the Wine dataset larger values of α improve slightly the quality of the clustering, while in the Seeds dataset the opposite behaviour is observed. In the Breast Cancer dataset the choice of this parameter has no effect on performance. The fact that small values of α yield good performance is positive as smaller values induce a more balanced partition of the data. Overall performance does not appear to be excessively sensitive to the choice of this parameter. Figure 5 illustrates that the optimal choice of the bandwidth multiplier also depends on the dataset considered but overall performance is not overly affected by this choice. 
Semi-Supervised Classification
In this subsection we investigate the empirical performance of MDHs to semi-supervised classification. We use a subset of the benchmark datasets considered by Chapelle et al. (2006b) , namely g241c, g241d, Digit1, USPS, and BCI. The first three datasets are artificially simulated, while USPS and BCI are derived from real applications. The datasets g241c and g241d are obtained from a two and a four component Gaussian mixture, respectively. In g241c the cluster assumption is valid, while in g241d the cluster structure present is misleading in that high-density clusters contain observations from both classes. Digit1 consists of artificially generated images of the digit "1", which vary according to translation, rotation, line thickness and line length. The data are obscured by a random transformation to make the task more challenging, and the classes are divided according to the tilt angle, with the vertical digit being the class boundary (Chapelle et al., 2006b) . USPS is derived from the famous USPS dataset of handwritten digits. Digits "2" and "5" form class +1 and the remaining digits form class −1. The data are obscured using the same method used in Digit1. BCI originates from research in the field of brain computer interface, and the data correspond to parameters of autoregressive models fit to EEG signals from a single subject imagining movements with either the left or the right hand, class −1 and +1 respectively. For each dataset 12 splits into labelled and unlabelled data are provided, for labelled datasets of size 10 and 100 3 . In all experiments MDP 2 was initialised with the first principal component of the data. As the ordering of the projected data is important in semi-supervised classification, the sign of the initial projection vector is chosen to minimise the projection index. As in unsupervised classification we use β = 100, γ = 3 in all experiments. We set ε = 0.01 so that the penalty approximates closely the hinge loss function. For the case of 100 labelled data, tenfold cross validation was performed on the first set of labels to select the parameters α, δ and the bandwidth multiplier from the sets {0.1, 0.5, 1, 1.5}, {0.01, 0.1, 1, 10} and {0.15, 0.3, 0.45, 0.6} respectively. These parameter settings were then used for all sets of 100 labels. The parameter settings obtained through cross validation are reported in Table 3 . A labelled dataset of size ten is too small for cross validation to produce reliable estimates. In this case the parameters were set to α = 0.1, δ = 1 and h(θ) = 0.3n −0.2 σ(θ) for all data sets except USPS for which we set α = 1 since this data set is known to have an imbalance in class size.
To understand the properties of the datasets and the partitions induced by linear supervised and semi-supervised methods we depict in Table 4 the kernel estimators of the marginal density along the vector normal to the separating hyperplane,p(b|v) (in grey color) as well as the weighted conditional marginal densities,P (y i )p(b|v , y i ), y i = {−1, 1} (in red and green colour respectively). In each figure we also depict the projections of the unlabelled and labelled datasets, in the top and bottom line respectively. The methods considered are: MDP 2 , linear S 3 VM (L-S 3 VM), linear SVM trained only on the labelled data (L-SVM), and a linear SVM trained with complete label information (c.l. L-SVM). All classifiers were estimated on the twelfth data partition containing 100 labelled examples. Table 4 shows that MDP 2 always identifies the separating hyperplane with the lowest density integral, while the density integral of maximum margin hyperplane classifiers is always substantially higher. The only exception is the very low density integral of the hyperplane identified by c.l. L-SVM on the Digit1 dataset. Although c.l. L-SVM discriminates perfectly the two classes in the Digit1 dataset, MDP 2 separates better the two modes of the estimated marginal density. Table 4 suggests that a low-density linear separator is appropriate for the g241c and Digit1 datasets, but not for g241d (where classes are explicitly defined to violate the cluster assumption), BCI and USPS. In g241d all linear separators induce a considerable misclassification error as witnessed by the considerable overlap ofP (y i )p(b|v, y i ). In BCI the c.l. L-SVM separates the two classes very effectively, and the separating hyperplane goes through a local minimum of the marginal density, but still its density integral is much higher than that attained by MDP 2 although the latter method induces considerable class overlap. In the USPS dataset the c.l. L-SVM achieves perfect separation of the classes but the separating hyperplane has very high density; indeed it is very close to a mode of the marginal distribution. In all datasets, the projection direction and the associated split point identified by MDP 2 induce a separation of the two classes that is as good as, or better than what L-SVM and L-S 3 VM achieve. We next assess the overall classification accuracy of different methods. We train classifiers on each of the 12 data partitions and measure the misclassification error on the unlabelled data of each partition. Overall performance is assessed through the average misclassification error. As the minimum density hyperplane is a linear classifier that is asymptotically equivalent to the linear S 3 VM, the comparison with the linear S 3 VM and SVM (trained on the labelled data) is most relevant. However, since nonlinearity is important in some of these datasets we also report the performance of nonlinear versions of S 3 VM and SVM, that use radial basis function kernels. To account for the randomness of the GS algorithm employed by MDP 2 we report average performance over ten experiments on each of the twelve datasets along with standard deviation in parentheses, as well as the performance of the MDH which attained the lowest value of the projection index, φ SSC (in a new line). The performance for the competing methods is derived from Chapelle et al. (2006b) . Tables 5 and 6 report the average misclassification error for labelled datasets of size 10 and 100 respectively. On the g241c dataset, in which classes are separable through low-
Digit1 USPS BCI Table 4 : Kernel estimators of the marginal density along the vector that is normal to the separating hyperplane of linear supervised and semi-supervised classifiers density regions, semi-supervised classifiers outperformed supervised methods. As anticipated the performance improvement through the use of the unlabelled data is substantially larger when the labelled dataset is smaller. MDP 2 is always the best performing method on this dataset. On the g241d dataset, where the low-density separation assumption is misleading, MDP 2 achieves the highest error. In the case of 10 labelled examples all methods fail to discriminate effectively between the two classes. Increasing the size of the labelled dataset to 100 causes a substantial performance improvement for all methods. Table 6 : 100 Labeled examples: Average error (%) from 12 splits methods on this dataset are the nonlinear and linear S 3 VM. On the Digit1 dataset MDP 2 achieves a much lower average error rate than all other methods when there are only 10 labelled examples. Its performance is still better than the linear classifiers when 100 labelled examples are available, but in this case the best performing methods are the nonlinear SVM and S 3 VM. On the USPS dataset semi-supervised methods overall don't outperform supervised methods. When there are only 10 labelled examples the inclusion of the unlabelled data in the estimation of the classifier has a large negative impact on performance. In this case MDP 2 performs slightly worse than the nonlinear S 3 VM, and better than the linear S 3 VM. Increasing the number of labelled examples improves performance considerably for all methods, and semi-supervised methods become more competitive. There is a very small difference between the performance of nonlinear SVM and S 3 VM, and the suitability of nonlinear classifiers for this dataset is evident. The performance of MDP 2 is slightly worse than that of the linear SVM and is substantially better than the linear S 3 VM. On the BCI dataset 10 labelled examples are not sufficient for any method to learn a classifier that performs better than random assignment. When the labelled examples are 100 all methods achieve a lower error with the linear SVM and MDP 2 achieving the best performance. The standard deviation of MDP 2 performance suggests that the variation due to the sampling of gradients in the GS algorithm is small. Moreover the performance of the classifier with the lowest projection index is lower than the average performance in all cases where the low-density separation is warranted.
Conclusions
We have proposed a new hyperplane classifier for unsupervised and semi-supervised classification. This classifier is obtained by finding the hyperplane with the minimal integral of the empirical density. It thus forces cluster boundaries to traverse regions of as low density as possible, or equivalently avoids intersecting regions of high density. We believe this is the first direct implementation of the low-density separation assumption that underlies highdensity clustering, and semi-supervised classification. We have shown that the minimum density hyperplane is asymptotically equivalent to the maximum margin hyperplane, thus establishing a connection between the two approaches in the finite sample setting.
Restricting attention to hyperplanes and density estimators with Gaussian kernels enables us to estimate the minimum density hyperplane through one-dimensional projections irrespective of the dimensionality of the data sample. Unlike maximum margin clustering and semi-supervised SVMs whose estimation results in an inherently nonconvex integer optimisation problem, the estimation of minimum density hyperplanes is a nonconvex continuous optimisation problem. Nonconvexity gives rise to local minima, and our experimental results document that convergence to suboptimal local minima seriously impairs the performance of minimum density hyperplanes. To partially overcome the issue of local minima problem we formulated the problem in the context of projection pursuit, and studied conditions under which a recently proposed, computationally efficient algorithm is globally convergent for this formulation.
We evaluated the minimum density hyperplane on a number of unsupervised and semisupervised classification benchmark datasets. Our results indicate that the method is very effective and consistent in locating low density separators. Indeed no other method is as consistent. In problems where the low-density separation assumption appears to be valid the proposed method compares favourably with established linear methods for clustering and semi-supervised classification. Visualising the marginal densities along the vector normal to the separating hyperplane reveals that the method identifies a projection direction which preserves high-density clusters remarkably well.
The derivative of the penalised density integral of the MDP 2 approach to semi-supervised classification,
is obtained in a similar manner. We express f SSC as the composition (f SSC 
