Introduction
In high-dimensional data, meaningful clusters are usually based only on a subset of all dimensions. Subspace clustering (or projected clustering) is a well known approach to find λ-dimensional subspaces of a d-dimensional data space (λ < d), where certain sets of points cluster well. Despite great efforts in developing subspace clustering methods, all existing approaches suffer from certain drawbacks. Each approach is based on certain heuristics because the optimal solution would require at least a time complexity exponential in the number of dimensions d. An even more challenging problem is to find clusters in arbitrarily oriented subspaces. Such clusters appear as sets of points located near a common hyperplane (of arbitrary dimension λ) in a d-dimensional data space. Since these hyperplanes correspond to linear dependencies among several attributes (and thus the corresponding attributes are correlated), the concept of knowledge discovery in databases addressing this problem is known as correlation clustering [10] . Correlation clustering groups the data sets into subsets called correlation clusters such that the objects in the same correlation cluster are all associated to a common hyperplane of arbitrary dimensionality. A correlation cluster associated to a λ-dimensional hyperplane is referred to as a λ-dimensional correlation cluster. The dimensionality of a hyperplane associated to a correlation cluster is called the correlation dimensionality.
A good example of a successful application of correlation clustering are recommendation systems. In target marketing, it is important to find homogeneous groups of users with similar ratings in subsets of the attributes. In addition, it is interesting to find groups of users with correlated affinities. This knowledge can help companies to predict customer behavior and thus develop future marketing plans. A second application of correlation clustering is metabolic screening. The collected data usually contain the concentrations of certain metabolites in blood samples of thousands of patients. In such data sets, it is important to find homogeneous groups of patients with correlated metabolite concentrations indicating a common metabolic disease. This is an important step towards understanding metabolic or genetic disorders and designing individual drugs. Another prominent application for correlation clustering is the analysis of gene expression data. Gene expression data contain the expression levels of thousands of genes, indicating how active the genes are, according to a set of samples. A common task is to find clusters of co-regulated genes, i.e. clusters of genes that share a common linear dependency within a set of their features.
The first approach that can detect correlation clusters is ORCLUS [6] that integrates PCA into k-means clustering. The algorithm 4C [10] integrates PCA into a density-based clustering algorithm. These approaches can be seen as "flat" approaches in the following sense. A correlation cluster C 1 with dimensionality λ 1 may be embedded in (and therefore may be part of) another correlation cluster C 2 with dimensionality λ 2 > λ 1 . In general, there may be a kind of hierarchy among correlation clusters that are embedded into higher dimensional correlation clusters. Since ORCLUS and 4C cannot detect such hierarchies, the algorithm HiCO [4] was proposed tackling correlation clustering as a hierarchical problem, i.e. exploring the information of correlation clusters of lower correlation dimensionality that together form a larger correlation cluster of higher correlation dimensionality. Although it is represented by the same models (dendrogram/reachability diagram), the resulting hierarchy is different from the hierarchies computed by traditional hierarchical clustering algorithms such as SingleLink or OPTICS [8] . The hierarchy among correlation clusters reflects the relationships among the subspaces in which these correlation clusters are embedded rather than spatial vicinity or density. As a simple illustration consider the data set depicted in Figure 1 (a): Two lines, i.e. 1-D correlation clusters, are embedded within a plane, i.e. a 2-D correlation cluster. The resulting hierarchy consists of the two 1-D clusters as leaf-nodes of the hierarchy-tree both having the 2-D correlation cluster as parent node. HiCO aims at generating a tree-based representation of the correlation cluster hierarchy.
However, it may not always be appropriate to reflect the hierarchy of correlation clusters as a tree. A correlation cluster may be embedded in several correlation clusters of higher dimensionality, resulting in a hierarchy with multiple inclusions (similar to the concept of "multiple inheritance" in software engineering). Consider e.g. the data set depicted in Figure 1(b) : One of the 1-D correlation clusters is the intersection of two 2-D correlation clusters, i.e. it is embedded within two clusters of higher dimensionality. Those multiple inclusions can only be represented by a graph-based visualization approach which is beyond the capabilities of previous methods such as HiCO. In this paper, we propose a new algorithm called ERiC (Exploring Relationships among Correlation clusters) to completely uncover any complex hierarchical relationships of correlation clusters in high dimensional data sets including not only single inclusions (like HiCO) but also multiple inclusions. In addition, ERiC provides a clear visualization of these complex relationships by means of a graph-based representation.
The remainder of the paper is organized as follows. We discuss the related work in Section 2. In Section 3, we describe the notion of correlation clusters based on PCA in more detail in preparation to handle correlation clusters formally. Section 4 describes our new approach. An experimental evaluation is presented in Section 5. Section 6 concludes the paper.
Related Work
In recent years, several subspace clustering algorithms have been proposed [7, 5, 19, 16, 9] to uncover clusters in axis parallel projections of the original data set. Some approaches even provide information regarding the hierarchical relationships among different subspace clusters [1, 2] . However, subspace clustering algorithms are not able to capture local data correlations and find clusters of correlated objects since the principal axes of correlated data are arbitrarily oriented.
Pattern-based clustering methods [21, 22, 17, 18] aim at grouping objects that exhibit a similar trend in a subset of attributes into clusters rather than grouping objects with low distance. This problem is also known as coclustering or biclustering [15] . In contrast to correlation clustering, pattern-based clustering limits itself to a very special form of correlation where all attributes are positively correlated. It does not include negative correlations or correlations where one attribute is determined by a linear combination of two or more other attributes. Thus, biclustering or pattern-based clustering could be regarded as a special case of correlation clustering, as more extensively discussed in [10] .
The expectation maximization (EM) algorithm [12] is one of the first clustering algorithms that can generally de-tect correlation clusters. The EM algorithm tries to model the data distribution of a data set using a mixture of nonaxis parallel Gaussian distributions. However, the EM algorithm cannot distinguish between correlation clusters and full-dimensional clusters without any correlation. In addition, it favors clusters of spherical shape and requires the user to specify the number of clusters in advance. As a main drawback, the EM clustering is very sensitive to noise.
ORCLUS [6] is a k-means style correlation clustering algorithm and, thus, can be seen as a specialization of EM that detects only correlation clusters. The correlation clusters are allowed to exist in arbitrarily oriented subspaces represented by a set of Eigenvectors. Like most k-means based approaches, ORCLUS favors correlation clusters of spherical shape and requires the user to specify the number of clusters in advance. If the user's guess does not correspond to the actual number of clusters, the results of ORCLUS deteriorate considerably. A second problematic parameter of ORCLUS is the dimensionality l of the correlation clusters ORCLUS is desired to uncover. ORCLUS usually has problems with correlation clusters of very different dimensionalities because the resulting clusters must have dimensionalities near l. Furthermore, ORCLUS is in general very sensitive to noise similar to EM and its derivatives. A very similar method is presented in [11] for the purpose of enhancing indexing of high dimensional data.
In [10] the algorithm 4C is presented to find clusters of correlation-connected objects. 4C is a combination of DBSCAN [13] and PCA and searches for arbitrary linear correlations of fixed dimensionality. The user must specify several parameters, including: ε and μ, defining minimum density of a cluster, a threshold δ to decide which principal axes of a cluster are relevant for the correlation, and the dimensionality λ of the computed correlation clusters. 4C may also miss important clusters for similar reasons as OR-CLUS. A variation of 4C is the algorithm COPAC [3] that uses a different similarity measure.
In [20] the method CURLER to detect arbitrary, nonlinear correlations has been proposed. CURLER uses the concept of micro-clusters that are generated using an EM variant and then are merged to discover correlation clusters. CURLER improves over ORCLUS and 4C as the correlations underlying the clusters are not necessarily linear. Furthermore, as a fuzzy approach, CURLER assumes each data object to belong to all clusters simultaneously, but with different probabilities for each cluster assigned. By merging several clusters according to their co-sharing level, the algorithm on the one hand becomes less sensitive to the predefined number k of clusters, thus also overcoming a severe limitation of any k-means related approach. On the other hand, the user cannot directly derive a model describing the correlations, since the original k models are no longer persistent in the resulting clustering. However, we focus on strong, linear correlations between features. Thus, the nonlinear correlations discovered by CURLER are of no interest for our approach.
Recently, the method DIC [14] has been proposed. DIC uses the concept of the fractal dimension in order to measure and model the correlation within the clusters. In particular, DIC represents each data object as a tuple containing the fractal dimension and the local density of the given object. Afterwards, the EM algorithm is applied to a data set containing these tuples of each data object. As a consequence, DIC suffers from the problem that the number of clusters must be estimated in advance and specified as an input parameter. In addition, DIC does not distinguish between usual (full-dimensional) clusters and correlation clusters that form a hyperplane in the data space.
The first and to our knowledge only approach deriving information regarding the hierarchical relationships among correlation clusters is HiCO [4] . HiCO incorporates a dis-tance measure taking into account local correlation dimensionalities into the hierarchical clustering algorithm OP-TICS [8] . The resulting reachability-plot allows to derive a simple hierarchy of correlation clusters. Let us consider two main drawbacks of HiCO: Firstly, HiCO uses a relatively complex distance measure for every distance query in the clustering step. This results in considerable computational efforts. Secondly, HiCO assumes a relatively simple hierarchy of correlation clusters. Multiple inclusions cannot be derived from the resulting plot. Thus, the detected hierarchical structure of correlation clusters can be misleading or even simply wrong. This limitation is illustrated in Figure 2 depicting the resulting reachability plot when applying HiCO on the sample datasets from Figure 1 . As it can be observed, the resulting plots look almost identical for both, sample data set 1 (cf. Figure 2 (a)) and sample data set 2 (cf. Figure 2 (b)). Since valleys in the plot indicate clusters, both plots reveal the same information of two 1-D clusters embedded within one 2-D cluster. In fact, in data set 2 the two 2-D clusters cannot be separated and the complex hierarchy consisting of the multiple inclusion cannot be detected by HiCO. The true hierarchy hidden in sample data set 2 can only be represented by a graph model. Figure 2 (c) envisions such a visualization of the complete hierarchy allowing for multiple inclusions. In fact, our method ERiC will produce such a visualization.
To summarize, we find HiCO as only competitor able to detect hierarchical structures of correlation clusters (albeit simplified by excluding multiple inclusions). As a baseline, ORCLUS and 4C can be of use for comparison with general correlation clustering methods without providing information w.r.t. hierarchical relationships among correlation clusters.
A Notion of Correlation Clusters
In this section, we prepare the introduction of our approach by formalizing the notion of correlation clusters. In the following, we assume D to be a database of n feature vectors in a d-dimensional feature space, i.e. D ⊆ R d . A correlation cluster is a set of feature vectors that are close to a common, arbitrarily oriented subspace of a given dimensionality λ (1 ≤ λ < d). In the data space, the correlation cluster appears as a hyperplane of dimensionality λ.
In general, one way to formalize the concept of correlation clusters is to use PCA. Formally, let C be a correlation cluster, i.e. C ⊆ D, and letX denote the centroid of all points in C.
Since the covariance matrix Σ C of C is a positive semidefinite square matrix, it can be decomposed into the eigen-
The eigenvalue matrix E C is a diagonal matrix storing the d non-negative eigenvalues of Σ C in decreasing order. The eigenvector matrix V C is an orthonormal matrix with the corresponding d eigenvectors of Σ C . Now we define the correlation dimensionality of C as the number of dimensions of the (arbitrarily oriented) subspace which is spanned by the major axes in V C . Let us note that the correlation dimensionality is closely related to the intrinsic dimensionality of the data distribution. If, for instance, the points in C are located near by a common line, the correlation dimensionality of these points will be 1. That means we have to determine the principal components (eigenvectors) of Σ C . The eigenvector associated with the largest eigenvalue has the same direction as the first principal component, the eigenvector associated with the second largest eigenvalue determines the direction of the second principal component and so on. The sum of the eigenvalues equals the trace of the square matrix Σ C which is the total variance of the points in C. Thus, the obtained eigenvalues are equal to the variance explained by each of the principal components, in decreasing order of importance. The correlation dimensionality of a set of points C is now defined as the smallest number of eigenvectors explaining a portion of at least α ∈ ]0, 1[ of the total variance of C.
In the following, we call the λ C -dimensional subspace which is spanned by the major axes of C the correlation hyperplane of C. Since we follow the convention that the eigenvalues are ordered decreasingly in the eigenvalue matrix E C , the major axes correspond to the λ C first eigenvectors of Σ C .
Thus, the correlation dimensionality λ C is the dimensionality of the subspace containing all points of the set C allowing a small deviation corresponding to the remaining portion of variance of 1 − α. The remaining, neglected variance scatters along the eigenvectors v λ C +1 , . . . , v d .
Algorithm ERiC
As discussed above, hierarchical clustering schemata such as the agglomerative schema (e.g. used by SingleLink), the divisive schema, or the density-based schema (e.g. used by OPTICS) cannot uncover complex hierarchies that exhibit multiple inclusions. The reason for this is that the resulting complex hierarchy of an algorithm implementing any of the traditional schemata is only capable of producing a tree-like hierarchy rather than producing a graphlike hierarchy. Thus, approaches like HiCO, that integrate a suitable "correlation distance measure" into traditional hierarchical clustering schemata cannot be used to handle hierarchies with multiple inclusions.
As a consequence, ERiC follows a different strategy. The basic idea of ERiC is to first generate all correlation clusters and, second, to determine the hierarchy from this result. Obviously, during the computation of the clusters it would be very helpful to aggregate information that can be used to explore the hierarchical relationships among these clusters. In addition, it is required to compute all correlation clusters for all possible correlation dimensions simultaneously. Since none of the existing correlation clustering algorithms meets both requirements we propose a novel approach to determine the complete set of correlation clusters and additional information for the hierarchy generation process. In particular, our algorithm ERiC consists of the following three steps: First, the objects of the database are partitioned w.r.t. their "correlation dimensionality" (cf. Section 4.1). This correlation dimensionality of a point p ∈ D will reflect the dimensionality of the correlation cluster in which p fits best. In a second step, the points within each partition are clustered using a "flat" correlation clustering algorithm (cf. Section 4.2). The result of these two steps is the complete set of correlation clusters with the additional information regarding their dimensionality. To explore the relationships among the correlation clusters found during step 2, we follow a bottom-up strategy. For any cluster C i with correlation dimensionality λ i , we consider those clusters C j with correlation dimensionality λ j > λ i as possible parents. A cluster C j is a parent of C i , if C i is embedded in (and therefore part of) C j . Using this information, ERiC creates the final result (i.e. a hierarchy of correlation clusters with multiple inclusions) in the third step (cf. Section 4.3).
Partitioning w.r.t. Correlation Dimensionality
In the first step of ERiC, we partition the database according to the local correlation dimensionality of the database objects reflecting the correlation dimensionality of the local neighborhood of each point. 
This first step of ERiC yields an appropriate correlation dimensionality for each point in advance. Furthermore, the number n of data points to process in the clustering step for each partition is reduced to n d on the average.
Computing Correlation Clusters within each Partition
Having performed the partitioning of the database D in step 1, a clustering step is performed for each partition separately. For the clustering procedure, we can utilize the fact that all points within a given partition D i share a common local correlation dimensionality i. Based on the local correlation dimensionality of a point p, we distinguish strong eigenvectors that span the hyperplane associated with a possible correlation cluster containing p, and weak eigenvectors that are perpendicular to this hyperplane. 
Based on this definition, the weak eigenvectors of p are given by V p ·Ê p .
For the clustering, we will associate two points, p, q ∈ D i , to the same cluster, if their strong eigenvectors span approximately the same hyperplane. This will not be the case, if any strong eigenvector of p is linearly independent from the strong eigenvectors of q or vice versa. The number i of strong eigenvectors is the same for p and q as both are placed in the same partition D i . But we can even define this condition more general for a different number of strong eigenvectors. However, we need to consider linear dependency in a weakened sense to allow a certain degree, say Δ, of deviation. In real world data, it is unlikely to find a correlation cluster that perfectly fits to a hyperplane. We therefore define an approximate linear dependency among the strong eigenvectors of two points. 
Definition 4 (approximate linear dependency)
Let Δ ∈ ]0, 1[ , p, q ∈ D,v T i · V q ·Ê q · V T q · v i ≤ Δ
If the strong eigenvectors of p are approximately linear dependent from the strong eigenvectors of q, we write
As indicated above, Δ specifies the degree of deviation of a straight plane a correlation cluster may exhibit.
Definition 4 does not take into account any affinity. Thus, we consider the strong eigenvectors of p approximately linear dependent from the strong eigenvectors of q (SPAN(p) ⊆ Δ aff SPAN(q)), although possibly p / ∈ SPAN(q), i.e., the space spanned by the strong eigenvectors of p is (approximately) parallel to the space spanned by the strong eigenvectors of q. To exclude affine subspaces, we additionally assess the distance between p and q along the weak eigenvectors of q, i.e., perpendicular to the hyperplane defined by the strong eigenvectors of q. This distance which we call affine distance is defined as follows.
The affine distance between p and q is given by
Combining approximate linear dependency (Definition 4) and the affine distance (Definition 5) yields the definition of a correlation distance between two points.
Definition 6 (correlation distance)
The parameter δ specifies a certain degree of jitter. Two parallel subspaces M , N are considered distinct, if the affine distances DIST aff (m, n) and DIST aff (n, m) exceed δ for any two points m ∈ M and n ∈ N , otherwise the subspaces are considered to be equal. Since the relations SPAN(p) ⊆ Δ aff SPAN(q) and DIST aff (p, q) are based on the local neighborhood of q, they are not symmetric. For λ p < λ q , these measurements yield the notion of a subspace SPAN(p) embedded in another subspace SPAN(q) of higher dimensionality as required to deduct a hierarchy of subspaces. However, as a distance function for clustering within one partition, all clusters are supposed to exhibit equal dimensionality. We therefore construct a symmetric distance function as
In each partition, we perform a density-based clustering using DBSCAN with dist as distance function. DBSCAN is chosen due to its efficiency, effectivity, and usability: The input parameter ε determining the range of neighborhood is set to 0 since the distance d is binary. The parameter minPts determines the minimum size of a cluster. This parameter can be intuitively set according to the nature of a given problem. As a result, we get a set of clusters for each partition D i .
Aggregating the Hierarchy of Correlation Clusters
As mentioned above, the parent of a cluster C i with correlation dimensionality λ i can be any cluster C j with correlation dimensionality λ j > λ i . Each cluster C i derived in step 2 gets assigned a centroid x i as mean value over all cluster members. Then the cluster centroid x i gets assigned a set of strong and weak eigenvectors using all cluster members as neighborhood N xi as specified in Definitions 1 and 3. Assuming the clusters sorted in ascending order w.r. of any cluster C o that in turn is already a parent of C m , because in that case the relationship between C n and C m is that of a grandparent. The pseudocode of this procedure is depicted in Figure 3 .
The resulting hierarchy is visualized using a graph-like representation. An example is depicted in Figure 2(c) showing the hierarchy of correlation clusters in sample data set 2 (cf. Figure 1) . In general, the representation is organized top-down w.r.t. the correlation dimensionality similar to a tree but allows multiple inclusions. The "root" of the graph contains all objects in partition D d . All correlation clusters with equal correlation dimensionality are placed at the same level below the root. Thus, 1D correlation clusters are placed at the bottom level. Each object is placed in that correlation cluster with the smallest correlation dimensionality. An edge between two nodes indicates a (containment) relationship. In fact, a node N represents a cluster of all objects assigned to N as well as all objects assigned to child nodes of N .
Evaluation

Efficiency
Runtime Complexity. The preprocessing step of ERiC works for each point as follows: First a k-nearest neighbor query is performed, which has a complexity of O(n) since the data set is scanned sequentially. Based on the result of the k-nearest neighbor query, the d × d covariance matrix is determined. This can be done in O(k · d
2 ) time. Then The hierarchy aggregation considers all pairs of clusters (C i , C j ) associated to different partitions (i.e., λ i < λ j ) and determines the CORRDIST δ Δ for the corresponding cluster representatives. Let |C| be the number of clusters. Then the complexity of this method corresponds to O(|C| 2 ·d 3 ). However, in the experimental evaluation, we show the hierarchy aggregation to require only a marginal runtime compared to the overall runtime of ERiC. This is due to the fact that |C| << n.
Thus, the overall runtime complexity of ERiC can be considered as O(
Experimental Evaluation. The scalability of the competing methods is depicted in Figure 4 . Please note the logarithmic scale of the runtime-axis in Figure 4 (a). As it can be seen, ERiC scales better than the compared methods w.r.t. the dimensionality. ERiC clearly outperforms 4C and HiCO w.r.t. the size of the data set showing a runtime comparative to ORCLUS. The runtime of HiCO w.r.t. the size of the data set is far above the others and therefore omitted in the chart for clearness. In these both experiments, the objects are uniformly distributed over 9 correlation clusters and noise.
In a third experiment we investigated the impact of the number of clusters on the runtime behaviour using data sets in a 10-dimensional data space containing 10,000 objects uniformly distributed over an increasing number of clusters. As shown in Figure 4 (c), the runtime of ERiC, 4C, and HiCO is quite robust w.r.t. the number of correlation clusters, while the runtime of ORCLUS increases considerably. Again, ERiC gains a significant speed-up over its competitors.
Finally, we analyzed the impact of the hierarchy aggregation on the overall runtime of ERiC w.r.t. the number of correlation clusters (see Figure 4(d) ). This experiment is based on the data sets of the third experiment.
Overall, the experiments confirm the theoretical considerations presented above.
Accuracy
Synthetic Data. We evaluated the accuracy of ERiC in comparison to ORCLUS, 4C, and HiCO on several synthetic data sets. In all experiments, we optimized the input parameters of all methods in terms of cluster quality and report the best results in order to achieve a fair comparison. Figure 5 illustrates the results of the competitors on a synthetic 3D data set (cf. Figure 5(a) ) containing several 1D and 2D correlation clusters with complex hierarchical relationships. The result of ERiC (cf. Figure 5(c) ) illustrates the correct and complete hierarchy. One can see at a glance that the data set contains two 1D clusters (lines "1 1" and "1 3") embedded within a 2D cluster (plane "2 0"), one separate 1D cluster (line "1 2"), and a multiple inclusion of one 1D cluster (line "1 0") embedded within two 2D clusters (planes "2 1" and "2 2"). None of the existing state-ofthe-art correlation clustering approaches performs equally well. 4C (cf. Figure 5(d) ) has problems to separate several clusters ('1 1", "1 3", "2 0", and parts of "1 2") from each other and, on the other hand, splits compact clusters into several parts (e.g. clusters "1 2", "2 1", "2 2", and "1 0"). A similar observation can be made when looking at the results of ORCLUS (cf. Figure 5 (e)). Since both 4C and OR-CLUS produce a flat clustering, no hierarchy can be derived from their results. Last but not least, the result of HiCO is depicted in Figure 5 (f). The obtained reachability plot suggests one big 2D correlation cluster (the valley at level 2) having four 1D correlation clusters embedded (the valleys at level 1). Thus, the three 2D clusters are not visible in the resulting plot. In summary, while ERiC has no problems to reveal the complete hierarchy of correlation clusters and produce all correct clusters, the competitors all fail to produce the true clusters and the proper hierarchy.
We made further experiments on higher dimensional data sets containing correlation clusters with complex hierarchical relationships. In all experiments we made observations similar to those made with data set DS1. While ERiC perfectly discovered the complete hierarchy and produced 100% correct clusters, 4C, ORCLUS, and HiCO had problems to find pure and complete clusters. In addition, HiCO always failed to detect the complete hierarchical relationships.
Real World Data. We evaluated ERiC on the Wages data set 1 consisting of 534 4-dimensional observations from the 1985 Current Population Survey (dimensions include A=age, YE=years of education, YW=years of work experience, and W=wage). The results are shown in Figure 6 (a). ERiC found seven clusters. The contents of the clusters are summarized in Figure 6 (b). As it can be seen, the derived clusters are rather meaningful. A second data set used for evaluating ERiC is the pendigits data set 2 containing approximately 7,500 16-dimensional points representing certain features of handwritten digits. The objects are labeled according the digit. The resulting hierarchy computed by ERiC is depicted in Figure 7 . Interestingly, all clusters found by ERiC are pure, i.e. contain only objects from one class. The clusters forming the observed multiple inclusion also contain objects from the same class.
In summary, our experiments confirmed that ERiC finds meaningful cluster hierarchies allowing for multiple inclusions in real world data sets.
Conclusions
Correlation clustering is a data mining task important for many applications. In this paper, we have motivated to search for complex hierarchies of correlation clusters, including the information that lower dimensional correlation clusters are embedded within higher dimensional ones. Since none of the existing algorithms for correlation clustering can reveal the complete hierarchical structure, we pro- posed ERiC, a novel clustering algorithm to detect complex hierarchical relationships between correlation clusters also allowing for multiple inclusions. The resulting cluster hierarchy is visualized by means of a clear graph model. We showed theoretically and experimentally that ERiC outperforms existing state-of-the-art correlation clustering algorithms in terms of runtime and accuracy.
