We propose two improvements to the well-known power series method for confined one-dimensional quantum-mechanical problems. They consist of the addition of a variational step were the energy plays the role of a variational parameter. We compare the rate of convergence of the three methods on an exactly-solvable model. We also outline possible generalizations of the approaches to more complex problems.
Introduction
Confined quantum-mechanical models have proved suitable for the study of several physical phenomena and there is a vast literature on the subject [1] .
Here we are interested in a power-series approach that is suitable for obtaining accurate solutions to simple models. As an example, Patil and Varshni [2] applied it to the hydrogen atom in a spherical box with impenetrable walls.
The approach consists of calculating a finite number of terms of the Taylor series of the solution about the center of the box at r = 0 and then requiring that the solution satisfies the boundary condition on the wall at r = R. From the resulting equation one obtains an approximate energy that becomes increasingly accurate as the number of terms in the power series increases.
The purpose of this paper is to propose two possible improvements to the power-series approach outlined above. In section 2 we briefly discuss the Schrödinger equation for a sufficiently general one-dimensional confined model. In section 3
we develop the main ideas of those methods. In section 4 we choose a benchmark model for the comparative application of the approaches. The chosen model can be solved exactly and is therefore useful for monitoring the rate of convergence of the methods because none of them yields the exact analytical result. Finally, in section 5 we summarize the main results of the paper and draw conclusions.
One-dimensional confined model
For simplicity and concreteness we consider the one-dimensional Schrödinger
with the boundary conditions
that describes the quantum-mechanical behaviour of a particle of mass m confined to a box with impenetrable walls at x = L 1 and x = L 2 under the effect of a potential V (x).
It is convenient to convert this equation into a dimensionless one by means of the change of variables
that leads to
where
The boundary conditions now become
3 Power-series approaches
The rate of convergence of the approaches discussed in what follows may depend on the choice of x 0 ; however, in order to keep present discussion as simple as possible we arbitrarily choose x 0 = L 1 so that l 1 = 0 and l 2 = 1.
We assume that the potential can be expanded in a Taylor series about q = 0:
This fact allows us to try a power-series solution
where c 0 = c 2 = 0 because of the boundary condition at q = 0 and the differential equation.
If we substitute the series (8) and (7) for ϕ(q) and v(q) in equation (4), respectively, we obtain the recurrence relation
All the coefficients are proportional to c 1 that we may arbitrarily choose equal to unity. In this way we have: c 0 = 0, c 1 = 1, c 2 = 0 and the remaining c j , j > 2, are polynomial functions of the dimensionless energy ǫ.
In what follows we discuss three alternative approaches based on the powerseries ansatz
The first one (A 1 ) consists of calculating the coefficients c j , j = 3, 4, . . . , N from the recurrence relation (9) and then determining the approximate dimensionless energy from the boundary condition at q = 1:
In this way we obtain an approximation ǫ(A 1 ) to the eigenvalue. This is exactly the approach used by Patil and Varshni [2] for the confined hydrogen atom.
In the second approach (A 2 ) we calculate the coefficients c j , j = 3, 4, . . . , N − 1, from the recurrence relation (9) and c N from the boundary condition (11) thus obtaining the ansatz
Since this function satisfies both boundary conditions we can use it as a trial function for the variational method and calculate the variational integral
where ǫ plays the role of a variational parameter. The optimal approximate eigenvalue is given by
In this case we obtain two estimates of the eigenvalue ǫ(A 2 ) and W 
Simple benchmark problem
In what follows we consider a simple model for the problem of a crystal in an electric field. The equation for the semifree electron in a one-dimensional crystal is given by (1) with V (x) = F ex, where F is the strength of the electric field and m and −e are the electron mass and charge, respectively [3] .
and L 2 = L the corresponding dimensionless eigenvalue equation is given by (4) with v(q) = λq, where λ = 2mL 3 F e/h 2 .
By means of the change of variables 
Bi(z) of the Airy functions Ai(z) and Bi(z) [4] . The boundary conditions at q = 0 and q = 1 lead to the quantization condition
that yields ǫ(λ) for all λ = 0.
For λ = 0 the exact solutions are those for the particle in a box Tables 1 and 2 show results for λ = 0 and λ = 1, respectively. In both cases we appreciate that W (A 2 ) and ǫ(A 3 ) are better estimates of ǫ 0 than is purely local.
The variational approach A 2 is not the best one based on the expansion (12).
If we define the set of functions
then the Rayleigh-Ritz method leads to the secular equation [5] (H − ǫS) C = 0,
where H and S are (N − 1) × (N − 1) square matrices with elements
and C is a the column vector of the coefficients c i , i = 1, 2, . . . , N − 1. The approximate eigenvalues are given by the roots of the secular determinant
In order to apply the Rayleigh-Ritz method we have defined the scalar product Table 4 shows approximate results for the lowest eigenvalue ǫ 0 . We appreciate that the rate of convergence of the Rayleigh-Ritz method is greater than those for the approaches A 2 and A 3 . However, we cannot consider that it is a true improvement of the power-series method because it is based on an entirely different philosophy.
Conclusions
The purpose of this paper is to show that one can easily improve the rate of convergence of the well-known power-series method for the calculation of eigenvalues. The main idea is to introduce a global approximation into the otherwise completely local approach. The main disadvantage of the global approximations is that they require the calculation of integrals that one may not be able to obtain analytically for some potentials v(q). The use of numerical integration in such unfavourable cases makes the global approaches less appealing than the local one that completely avoids integrals. The latter approach is just based on the Taylor expansion of the potential-energy function about a chosen coordinate point.
We have also discussed the Rayleigh-Ritz variational method just for the purpose of comparison. This approach is not based on the expansion about a given point and is completely global despite the fact that the form of the series It is not difficult to extend the methods discussed above to more complex problems. First, we choose a suitable ansatz ψ(c, x), where c is a set of linear parameters and x the set of coordinates that describe the quantum-mechanical system. Second we force the ansatz to satisfy the Schrödinger equation Hψ = Eψ and some of its derivatives with respect to x at a chosen point x 0 . In this way we obtain c(ǫ). Third, we minimize the variational integral W (ǫ) with respect to ǫ or solve the equation ǫ = W (ǫ).
One can also imagine variants of the technique just outlined. For example, we can force the ansatz to satisfy the Schrödinger equation at a set of coordinate points x i , i = 0, 1, . . . (including some of the derivatives with respect to the coordinates). Besides, the ansatz ψ(c, a, x) may also contain a set of nonlinear adjustable parameters a that we obtain, together with ǫ, in the variational part of the method that consists of minimizing W (a, ǫ). As we appreciate, the method is quite flexible and offers several variants that we may select in accordance with the chosen problem. 
