











Applikationsserver haben etwa durch CORBA und EJB große Bedeutung gewonnen,
denn auf ihnen fußen unternehmenskritische Anwendungen. Allgemein ermo¨glichen
Applikationsserver den entfernten Zugriff auf Gescha¨ftsfunktionalita¨t mittels einer objektori-
entierten Dienstschnittstelle. Aus der Sicht einer Klientenanwendung, die ein derartiges
System nutzt, gibt es aber ein großes Problem: Die Leistung des Servers in Bezug auf Ska-
lierbarkeit und Antwortzeiten ist ha¨ufig unbefriedigend.
Dieser Bericht versucht durch eine neue Cache-Strategie Abhilfe zu leisten. Er zeigt,
wie man im Zusammenhang mit klientenbasierten Anwendungstransaktionen das Caching
von Methodenresultaten auf der Klientenseite eines Applikationsserver-Systems ermo¨glicht.
Das Cache-Verfahren ist dabei transparent und konsistent, so dass sich der Anwen-
dungscode weder auf Klienten- noch auf Serverseite durch die Einfu¨hrung des Caches
vera¨ndert.
Ha¨ufig sollen im Code eines Klientenprogramms eine Menge von Dienstmetho-
denaufrufen in ACID-Transaktionen gekapselt werden – man spricht von klientenba-
sierten Anwendungstransaktionen. Die Ausfu¨hrung der Dienstmethoden ist auf der
Applikationsserver-Seite mit einem Transaktionsverwalter und transaktionalen Res-
sourcen gekoppelt. Das Caching von Methodenresultaten muss daher die transaktionale
Konsistenz entsprechender ACID-Transaktionen bewahren.
Zur Realisierung des Cache-Verfahrens wird im Grundsatz ein Transaktionsverwal-
ter, der dem Applikationsserver unterstellt ist, um die Verarbeitung von so genannten
Methodenoperationen erweitert. Letztere spiegeln den Zugriff auf vorgehaltene Metho-
denresultate wider, die wa¨hrend einer Transaktion beim Klienten aus dem Cache gele-
sen wurden. Der Cache arbeitet in diesem Zusammenhang intertransaktional, das heißt,
er ha¨lt Ergebnisse aus einer Transaktion fu¨r zuku¨nftige Transaktionen vor.
Die Hauptschwierigkeit beim transaktionalen, methodenbasierten Caching ist die
Zusicherung von Serialisierbarkeit und Ru¨cksetzbarkeit, also den bedeutendsten Eigenschaf-
ten von ACID-Transaktionen. Dazu wird ein etablierter Formalismus zur Transaktions-
theorie um die Behandlung von Methodenoperationen erweitert. Der Bericht entwickelt
eine formale Semantik fu¨r Transaktionen mit Methodenoperationen, die aus existieren-
den Transaktionsmodellen resultiert. Daraus entstehen drei Serialisierbarkeitsprotokol-
le und ein Ru¨cksetzbarkeitsprotokoll, deren Korrektheit nachgewiesen wird. Daru¨ber
hinaus liefert der Bericht konkrete Implementierungsvorschla¨ge fu¨r die Protokolle und
eine dafu¨r notwendige Architekturerweiterung eines Applikationssservers. Die Proto-
kollimplementierungen werden am Ende analytisch auf Eigenschaften wie die Cache-
Trefferrate und die Transaktionsabbruchrate hin untersucht.
Erste experimentelle Ergebnisse zeigen hervorragende Leistungssteigerungen fu¨r
ein System, das einen entsprechenden Cache einsetzt. Die Experimente und Resultate




1.1 Idee . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Aufbau des Berichts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 Stand der Forschung beim transaktionalen Caching 3
2.1 Einfu¨hrung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 Protokolle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2.1 Cachendes Zwei-Phasen-Sperrprotokoll . . . . . . . . . . . . . . . . 6
2.2.2 Ru¨ckruf-Lese-Sperrprotokoll . . . . . . . . . . . . . . . . . . . . . . 6
2.2.3 Optimistic Concurrency Control Protokoll . . . . . . . . . . . . . . 7
2.3 Allgemeine Protokolleigenschaften . . . . . . . . . . . . . . . . . . . . . . . 8
3 Transaktionales Methoden-basiertes Caching 9
3.1 Anwendungstransaktionen im Applikationssserver-Bereich . . . . . . . . 9
3.2 Architektur eines Applikationsservers mit transaktionalem Methoden-
Cache . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4 Serialisierbarkeitstheorie 19
4.1 Einfu¨hrung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
4.1.1 Idee . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.1.2 Aufbau des Formalismus . . . . . . . . . . . . . . . . . . . . . . . . 21
4.2 Methoden-Cache-Transaktionen und -Historien . . . . . . . . . . . . . . . 22
4.3 rw- und Mehr-Versionen-Historien . . . . . . . . . . . . . . . . . . . . . . . 25
4.4 Einbettung von rw- in Mehr-Versionen-Historien . . . . . . . . . . . . . . . 27
4.5 Einbettung von Methoden-Cache- in Mehr-Versionen-Historien . . . . . . 30
5 Entwurfsansa¨tze zum transaktionalen Methoden-Caching fu¨r EJB-basierte Ap-
plikationsserver 35
5.1 Typische Klassenstruktur eines EJB-basierten Applikationsservers . . . . . 35
5.2 Erweiterung um Methoden-Cache und m-Planer . . . . . . . . . . . . . . . 39
5.3 Details beim Methoden-Cache . . . . . . . . . . . . . . . . . . . . . . . . . . 43
5.4 Details beim m-Planer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.5 Speicherverwaltung bei vielen Klienten . . . . . . . . . . . . . . . . . . . . 50
6 Eigenschaften zur Fehlererholung (Recovery) 50
6.1 Formalismus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
6.2 Implementierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
6.2.1 Verfahren . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54




7.1 Sperrprotokoll . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
7.1.1 Idee . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
7.1.2 Formalismus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
7.1.3 Implementierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
7.2 Aktualita¨tsbasiertes Zeitstempelprotokoll . . . . . . . . . . . . . . . . . . . 64
7.2.1 Idee . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
7.2.2 Basisformalismus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
7.2.3 Integration mit Sperrprotokoll-basiertem rw-Planer . . . . . . . . . 71
7.2.4 Implementierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
7.3 Passungsbasiertes Zeitstempelprotokoll . . . . . . . . . . . . . . . . . . . . 75
7.3.1 Idee . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
7.3.2 Formalismus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
7.3.3 Implementierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
8 Resultierende Protokolleigenschaften 90
8.1 Bezug zum Stand der Forschung . . . . . . . . . . . . . . . . . . . . . . . . 90
8.2 Analytische Abscha¨tzung von Protokolleigenschaften . . . . . . . . . . . . 92
8.2.1 Cache-Trefferrate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93




Die Nachfrage nach Applikationserver-Technologien und damit zusammenha¨ngenen
Produkten auf dem IT-Mark ist extrem hoch, denn sie werden in vielen Bereichen, wie
etwa dem elektronischen Handel (E-Commerce) oder der Unternehmensressourcenpla-
nung (Enterprise Resource Planning, ERP), genutzt. Aus der Sicht einer Klientenanwen-
dung, die auf derartige Systeme zugreift, gab und gibt es aber nach wie vor ein großes
Problem: Die Leistung in Bezug auf Skalierbarkeit und Antwortzeiten fu¨r die daraus resul-
tierenden modernen Klient-Server-Systeme ist ha¨ufig unbefriedigend.
U¨blicherweise stellt ein Applikationssserver Anwendungsfunktionalita¨t in Form ei-
ner objektorientierte Schnittstelle fu¨r die entfernte Klienten bereit – die so genannte
Dienstschnittstelle. Fu¨r die Definition der Schnittstelle wird dabei statische Typsicherheit
vorausgesetzt. Die Struktur der Dienstschnittstelle ist also im Wesentlichen durch eine
Menge von Klassen gegegeben, die aus Methoden und eventuell Attributen bestehen.
Damit ein entfernter Klient die Dienstschnittstelle nutzen kann, wird ein Proto-
koll fu¨r entfernte Methodenaufrufe beno¨tigt. Beispiele hierfu¨r bilden CORBA-IIOP
([34]), Java RMI ([31]) und .NET Remoting ([21]). Die bekanntesten Beispiele fu¨r
Applikationserver-Technologien sind Teile der Common Request Broker Architecture
(CORBA, [34]), der Enterprise Java Beans-Standard von Sun (EJB, [29]) und das .NET
Framework von Microsoft (.NET, [20]).
Dieser Bericht greift die Ergebnisse aus [25, 26, 24] auf. Dort werden Resultate von
Methodenaufrufen aus der Dienstschnittstelle in einem Cache vorgehalten, um sie fu¨r
spa¨tere Methodenaufrufe mit dem gleichem Aufrufkontext – also der gleichen Argu-
mentliste – wiederzuverwenden. Entha¨lt der Cache ein entsprechendes Methodenresul-
tat, kann es direkt an den Aufrufer zuru¨ckgegeben werden, ohne dass die Methode im
Applikationsserver ausgefu¨hrt werden muss. Dieser Cache-Ansatz orientiert sich also
nicht an den Zusta¨nden von Server-seitigen Objekten, sondern ausschließlich an Resul-
taten von Methoden aus der Dienstschnittstelle. Das Verfahren wird deshalb hier als
methodenbasiertes Caching oder kurz Methoden-Caching bezeichnet.
Bei einem Cache-Treffer entfa¨llt die potentiell aufwa¨ndige Ausfu¨hrung eines ent-
fernten Methodenaufrufs beim Server, und dies reduziert die Antwortzeit. Wenn viele
Klienten gleichzeitig auf den Applikationsserver zugreifen, wird dieser unter Einsatz
eines Methoden-Caches bei guten Trefferraten weniger belastet, was die Skalierbarkeit
des Gesamtsystems verbessert.
Anwendungstransaktionen sind von einem Applikationsserver unterstu¨tzte ACID-
Transaktion, die potentiell verteilt sein ko¨nnen und Anwendungscode von Dienstme-
thoden umspannen. Wenn die Grenzen (also der Beginn und das Ende) einer An-
wendungstransaktion im Klientencode festgelegt werden, spricht man genauer von
klientenbasierten Anwendungstransaktionen. Klientenbasierte Anwendungstransaktionen
ko¨nnen mehrere Dienstmethodenaufrufe umspannen kann von allen oben genannten
Applikationsserver-Technologien unterstu¨tzt.
Die Beitra¨ge [25, 26, 24] haben Methoden-Caching bereits eingehend untersucht, aber
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ohne die Beru¨cksichtigung von klientenbasierten Anwendungstransaktionen. Der vorliegende
Bericht beantwortet hingegen die Frage, wie methodenbasiertes Caching mit klientenbasier-
ten Anwendungstransaktionen zusammenspielt. Man gelangt dadurch zum so genannten
transaktionalen methodenbasierten Caching.
Der Konsistenzaspekt beim Methoden-Caching la¨sst sich dabei auf die ACID-
Eigenschaften von Anwendungstransaktionen zuru¨ckfu¨hren, also unter anderem auf
Atomizita¨t, Dauerhaftigkeit und Isolation. Sofern der Methoden-Cache auch im Kon-
text von Transaktionen alle Aufrufe von Schreibmethoden an den Applikationsserver
delegiert, bleiben die Eigenschaften Atomizita¨t und Dauerhaftigkeit automatisch erhal-
ten.
Die Isolationseigenschaft schließt insbesondere die Serialisierbarkeit von Transaktio-
nen ein, und letztere la¨sst sich beim methodenbasierten Caching, wie es in [25, 26, 24]
vorgestellt wurde, nicht ohne weiteres zusichern: Einerseits ko¨nnen die in einer Trans-
aktion T1 verwendeten, gecachten Methodenresultate veraltet sein, etwa weil ein Metho-
denresultat nicht rechtzeitig invalidiert wurde. Ein verwendetes Methodenresulat kann
fu¨r T1 aber auch zu aktuell sein! Dieser Fall tritt ein, wenn eine andere Transaktion T2 ein
vorhandenes gecachtes Methodenresultat durch einen aktuelleren Wert ersetzt. Wenn
ein Ressourcenverwalter T2 nach T1 in seiner Serialisierungsordnung einplant, T1 aber
das durch T2 bereitgestellte, gecachte Methodenresultat liest, kann es sein, dass T1 nicht
serialisierbar ist. Ohne bereits an dieser Stelle auf die Details des Beispiels einzugehen,
soll betont werden, dass es großer Sorgfalt bedarf, um Serialisierbarkeit im Zusammen-
hang mit transaktionalem methodenbasiertem Caching zu garantieren.
Damit ein entsprechendes Cache-Verfahren transparent fu¨r den Klientencode bleibt,
muss die Implementierung der Applikationsserver-Schnittstelle fu¨r Anwendungstrans-
aktionen eventuell erweitert bzw. vera¨ndert werden. Dies resultiert, wie man spa¨ter se-
hen wird, aus den Maßnahmen, die man beim Klient und Server fu¨r die Durchfu¨hrung
von Serialisierbarkeitsprotokollen treffen muss.
Fu¨r die Effizienz von transaktionalem methodenbasierten Caching beno¨tigt man ei-
ne gute Trefferrate. Daher ist bietet es sich an, ein intertransaktionales Cache-Verfahren
einzusetzen, das heißt, gecachte Methodenresultate, die aus einer Transaktion stammen,
sind auch fu¨r andere Transaktionen zuga¨nglich (sofern dies die Serialierbarkeit zula¨sst).
Wu¨rde man dies nicht tun, wa¨re die Trefferrate voraussehbar gering und der Methoden-
Cache somit nutzlos.
Natu¨rlich ist zu beachten, dass man beim Verwenden vorgehaltener Methodenresul-
tate entfernte (synchrone) Serverzugriffe mo¨glichst vermeidet. Dies garantiert niedrige
Antwortzeiten im Falle eines Cache-Treffers und reduziert die Last beim Applikations-
server.
Der vorliegende Bericht entha¨lt keine Evaluation des entwickelten Cache-
Verfahrens, allerdings sind a¨hnliche Leistungsverbesserungen zu erwarten, wie sie [25]
experimentell fu¨r das nicht-transaktionale Methoden-Caching nachweist. Zumindest
untersucht der Bericht einige wichtige Protokolleigenschaften, wie die Cache-Trefferrate
und die zu erwartende Transaktionsabbruchrate analytisch.
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Weil der Bericht ein transaktionales Cache-Verfahren entwickelt, stellt Kapitel 2 existie-
rende Protokolle vor, die sich mit transaktionalem Caching bescha¨ftigen.
Danach folgen in Kapitel 3 allgemeine U¨berlegungen zur Architektur eines Ap-
plikationsserversystems, das transaktionales Methoden-Caching unterstu¨tzt. Dazu be-
schreibt das Kapitel zuna¨chst die typische Verarbeitung von Anwendungstransaktionen
durch Applikationssserver und im Besonderen bei EJB.
In Kapitel 4 geht es darum, die Probleme bei der Serialisierbarkeit entsprechender
Anwendungstransaktionen im Detail zu untersuchen. Dazu wird ein klassischer Forma-
lismus der Transaktionstheorie um eine neue Art von Operationen, den Methodenope-
rationen, erweitert. Diese repra¨sentieren Zugriffe auf vorgehaltene Methodenresultate
als Teil einer Folge von Operationen verschiedener Transaktionen. Die Operationsfolgen
werden Methoden-Cache-Historien genannt und mu¨ssen ein geeignetes Serialisierbar-
keitskriterium erfu¨llen. Kapitel 4 entwickelt dieses Kriterium und definiert den Seriali-
sierbarkeitsgraphen fu¨r Methoden-Cache-Historien, der genau dann azyklisch ist, wenn
eine zugeho¨rige Historie serialisierbar ist.
Kapitel 5 konkretisiert die U¨berlegungen zur Architektur eines Applikationssser-
vers, der transaktionales methodenbasiertes Caching unterstu¨tzt. Zuna¨chst fu¨hrt das
Kapitel in Details der Transaktionsverarbeitung bei modernen Applikationsservern ein.
Auf dieser Basis werden Erweiterungsansa¨tze fu¨r das Caching mit Hilfe von UML-
Klassendiagrammen diskutiert. Der entstehende Entwurf umfasst aber noch keine Se-
rialisierbarkeitsprotokolle, sondern pra¨sentiert lediglich die Infrastruktur, auf der ent-
sprechende Protokollimplementierungen aufsetzen ko¨nnen.
Damit ist sind die Voraussetzungen vorhanden, um in Kapitel 7 Serialisierbar-
keitsprotokolle fu¨r Methoden-Cache-Historien theoretisch und praktisch zu entwickeln.
Es werden insgesamt drei Protokolle vorgestellt. Zuna¨chst wird jeweils die Idee eines
Protokolls behandelt, danach folgt eine formale Charakterisierung und Korrektheitsbe-
trachtung und abschließend wird eine in der Praxis anwendbare Implementierung des
Protokolls ero¨rtert.
Daneben handelt Kapitel 6 die so genannten Fehlererholungseigenschaften
(Recovery-Eigenschaften) von Methoden-Cache-Historien ab. Diese stellen die Konsi-
stenz im Zusammenhang mit Systemfehlern und abgebrochenen Transaktionen sicher.
Der Bericht schließt mit einer Analyse wichtiger Eigenschaften der vorgestellten Pro-
tokolle (Kapitel 8). Dazu za¨hlen ein Vergleich mit Protokolltypen aus der Literatur sowie
eine analytische Abscha¨tzung der Cache-Trefferrate und der Transaktionsabbruchrate
beim transaktionalen Methoden-Caching.
2 Stand der Forschung beim transaktionalen Caching
2.1 Einfu¨hrung
Transaktionale (oder genauer intertransaktionale) Cache-Protokolle entstanden im Zu-
sammenhang mit Klient-Server-Datenbanksystemen. Die Idee dabei ist, Seiten (Pages),
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Vorhalten von Seiten bzw. 
Datenelementen
Abbildung 1: Interaktionsschema fu¨r einen intertransaktionalen Cache eines Klient-
Server-Datenbankverwaltungssystems
also physische Ausschnitte einer Datenbank, zum schnellen Zugriff bei einem Klien-
ten vorzuhalten. Mittels einer Programmbibliothek, die ein Teil des Datenbankmanage-
mentsystems bildet, fu¨hrt der Klient dann lokal Datenbankoperationen auf einer vor-
gehaltenen Seite im Rahmen von ACID-Transaktionen aus. Der Server speichert dabei
immer die letztlich gu¨ltige und stabile Version einer Seite. Bevor also die Transaktion ei-
nes Klienten abschließt, mu¨ssen entsprechende A¨nderungen auf vorgehaltenen Seiten
zum Server gelangt sein.
Die Aufgabe des Cache-Protokolls ist es, (auch) fu¨r Zugriffe auf gecachte Seiten
transaktionale Konsistenzgarantien, also insbesondere Serialisierbarkeit und Ru¨cksetz-
barkeit ([4]), durchzusetzen. Der spezifischere Begriff intertransaktionales Caching weist
darauf hin, dass Seiten, die im Rahmen einer Transaktionen beim Klienten eingelagert
wurden, fu¨r nachfolgende Transaktionen wiederverwendet werden ko¨nnen. Abbildung
1 stellt eine entsprechende Referenzarchitektur schematisch dar.
Grundsa¨tzlich repra¨sentieren intertransaktionale Cache-Verfahren eine Form der
Datenbankreplikation (siehe etwa [4]). Ein wichtiger Unterschied zu allgemeinen Repli-
kationsansa¨tzen ist die Tatsache, dass der zu replizierende Datenbankausschnitt beim
Caching nicht statisch (etwa durch eine feste Anfrage) festgelegt wird, sondern dyna-
misch anhand von Zugriffsoperationen beim Klienten entsteht.
Der Hauptunterscheid zu vielen u¨blichen Replikationsansa¨tzen wurde bereits oben
erwa¨hnt: Beim intertransaktionalen Caching besitzt der (einzige) Server die prima¨re
und letztlich gu¨ltige Kopie einer Seite oder allgemeiner eines Datenelements. Im Kon-
text der Literaturbeitra¨ge zur Datenbankreplikation entspricht dies dem so genannten
Prima¨rkopie-Ansatz (Primary Copy bzw. Mastercopy, [28]).
Allgemeinere Replikationsverfahren unterstellen aber nicht die notwendig die Exi-
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stenz einer Prima¨rkopie, sondern behandeln mehrere replizierte Kopien (einer replizier-
ten Datenbank) gleichberechtigt ([4]). Entsprechende transaktionale Replikationsforde-
rungen mu¨ssen dann speziell auf diese Anforderung abgestimmt sein. Der vorliegende
Bericht entwickelt jedoch ein intertransaktionales Cache-Verfahren und hat wenig mit
allgemeineren Replikationsverfahren gemein hat. Letztere werden daher nicht ausfu¨hr-
licher betrachtet.
2.2 Protokolle
Bei Protokollen zum intertransaktionalen Caching geht es natu¨rlich darum, die Leistung
des Datenbanksystems insgesamt zu verbessern. Wichtige Voraussetzungen hierfu¨r sind
eine gut Cache-Trefferrate, eine geringe Transaktionsabbruchsrate und ein effizienter
Nachrichtenaustausch zwischen Klient und Server. Seit Anfang der neunziger Jahre ent-
stand zu diesem Thema eine Art Wettstreit der Forscher um immer leistungsfa¨higere
Protokolle.
Mit dem wohl aktuellsten Beitrag [39] in diesem Bereich existieren grob gesehen
neun bedeutende Protokolle, von denen einige noch jeweils zwei bis drei Varianten be-
sitzen. Eine komplette Diskussion und Characterisierung dieser Protokolle wu¨rde den
Rahmen dieses Beitrags sprengen, zumal die Beitra¨ge [10] und [14] zusammen bereits
eine exzellente U¨bersicht vermitteln.1 Um eine Idee u¨ber entsprechende Verfahren zu
vermitteln, werden hier nur drei besonders wichtige Protokolle behandelt:
• Das cachende Zwei-Phasen-Sperrprotokoll (Caching Two Phase Locking, C2PL) ist
eines der fru¨hesten intertransaktionalen Cache-Protokolle ([18]) und repra¨sentiert
eine einfache Erweiterung des (strikten) Zwei-Phasen-Sperrprotokolls.
• Das Ru¨ckruf-Lese-Sperrprotokoll (Call Back Read Locking, CBR) ist nach [39] das
zur Zeit fu¨hrende und das in der Praxis am meisten verwendete intertransaktiona-
le Cache-Protokoll. Es verbindet gute Systemleistung mit niedrigen Abbruchraten
fu¨r Transaktionen und ist daru¨ber hinaus leicht zu implementieren. [37] fu¨hrte
dieses Protokoll im Kontext von Klient-Server-Datenbanksystemen ein.
• Das Optimistic Concurrency Control Protokoll (OCC) ist das derzeit beste opti-
mistische (intertransaktionale) Cache-Protokoll. Es hat, grob gesprochen, etwas
bessere Leistungseigenschaften als CBR, fu¨hrt aber bei hoher Transaktionslast zu
deutliche ho¨heren Transaktionsabbruchraten. [1] und [14] stellen OCC bzw. eine
Variante davon ausfu¨hrlich vor.
Abgesehen von seiner allgemeinen Bedeutung ist OCC sehr a¨hnlich zu einigen
transaktionalen Cache-Protokollen, die im Rahmen dieses Beitrags entwickelt wer-
den.
1Nur das Protokoll ”ADCC“ aus [39] sowie [23] werden darin nicht abgedeckt.
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2.2.1 Cachendes Zwei-Phasen-Sperrprotokoll
Das cachende Zwei-Phasen-Sperrprotokoll (C2PL) ist eine Erweiterung des Zwei-
Phasen-Sperrprotokolls, bei dem der Klient die in einer Transaktion zu bearbeitenden
Seiten zusammen mit entsprechenden Schreib- oder Lesesperren vom Server anfordert.
Fu¨r Transaktionsoperationen greift der Klient lokal auf die angeforderten Seiten zu und
schickt A¨nderungen beim Abschluss (Commit) der Transaktion zum Server zuru¨ck. Erst
beim Ende der Transaktion gibt der Klient die angeforderten Sperren wieder frei – die
einmal eingelagerten Seiten ha¨lt er jedoch weiter lokal vor.
Falls der Klient in einer nachfolgenden Transaktion eine der bereits eingelagerten
Seiten beno¨tigt, muss er diese, nicht mehr vom Server anfordern. Es genu¨gt dann ei-
ne Sperranforderungen fu¨r die Seite und eventuell einen Hash-Wert zum Server zu
schicken, wobei der Hash-Wert den Inhalt der lokal vorgehaltenen Seite charakterisiert.
Der Server belegt die bei ihm vorliegende Prima¨rkopie der Seite sobald wie mo¨glich mit
der angeforderten Sperre. Desweiteren vergleicht er den Hash-Wert der Prima¨rkopie mit
dem Hash-Wert, den der Klient gesendet hat. Falls sich die Werte nicht unterscheiden
muss er die Sperranforderungen fu¨r den Klienten lediglich besta¨tigen. Andernfalls muss
er auch die aktuellste Version der Seite (also den Inhalt der Prima¨rkopie) mit versenden.
Damit der Server etwa eine Schreibsperre fu¨r einer Seite nicht mehrmals gleichzei-
tig vergibt, beno¨tigt er ein Verzeichnis, in der er eintra¨gt, welche Kliententransaktion
gerade welche Seitensperren besitzt. Ansonsten ist mit dem Versta¨ndnis des gewo¨hn-
lichen Zwei-Phasen-Sperrprotokolls auch die Korrektheit des cachenden Zwei-Phasen-
Sperrprotokolls (in Bezug auf Serialisierbarkeit) unmittelbar einsichtig.
Allgemein ko¨nnen bei allen Sperrprotokollen Deadlocks auftreten. Da der Server
mittels des erwa¨hnten Verzeichnisses weiß, welche Transaktionen welche Sperren hal-
ten kann er Deadlocks feststellen und bei einem Klienten einen entsprechenden Trans-
aktionsabbruch veranlassen.
2.2.2 Ru¨ckruf-Lese-Sperrprotokoll
Wa¨hrend das cachende Zwei-Phasen-Sperrprotokoll im Vergleich zur nicht cachenden
Variante die zu erwartende mittlere Gro¨ße der Klient-Server-Nachrichten reduziert, so
verringert es nicht deren Anzahl. Das Ru¨ckruf-Lese-Sperrprotokoll (CBR) versucht die-
sen Missstand zu beseitigen, indem es Lesesperren auf Seiten auch nach der Beendigung
einer entsprechenden Transaktion beim Klienten beibeha¨lt. Dahinter steckt die U¨berle-
gung, dass der gleiche Klient in naher Zukunft sehr wahrscheinlich wieder die bereits
eingelagert Seite liest und somit ohnehin die Lesesperre beno¨tigt.
Falls ein anderer Klient eine Schreibsperre auf einer Seite beno¨tigt, muss der Server
alle von anderen Klienten vorgehaltenen Lesesperren fu¨r die Seite zuna¨chst ”zuru¨ckru-
fen“ (Call Back). Hierzu kontaktiert der Server alle Klienten, die solche Lesesperren be-
sitzen. Ein entsprechender Klient besta¨tigt die Sperrfreigabe unmittelbar, sofern er die
Seite nicht in einer laufenden Transaktion liest. Ansonsten teilt der Klient dem Server
mit, dass sich die Lesesperrfreigabe bis zum Ende der laufenden Transaktion verzo¨gert.
Erst am Ende der Transaktion gibt der Klient die Lesesperre frei und teilt dies dem
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Server (wiederum) mit. In jedem Fall lo¨scht der Klient dabei auch die vorgehaltene Sei-
te. Zur Besta¨tigung der Anforderung einer Schreibsperre, wartet der Server seinerseits
bis alle betroffenen Klienten ihre Lesesperren auf der entsprechenden Seite freigegeben
haben.
Auch bei CBR kann es zu Deadlocks kommen, die der Server wie bei C2PL bestimmt
und auflo¨st. Eine Variante des Ru¨ckruf-Lese-Sperrprotokolls ist das Ru¨ckruf-Schreib-
Lese-Sperrprotokoll (Call Back All Locking, CBA). Bei letzterem beha¨lt ein Klient nach
einem Transaktionsende auch Schreibsperren auf vorgehaltenen Seiten bei.
2.2.3 Optimistic Concurrency Control Protokoll
Das Optimistic Concurrency Control Protokoll (OCC) ist eine Verbesserung des so ge-
nannten Cache Locks Protokolls aus [38]. Es wendet den klassischen, optimistischen
Mechanismus der Ru¨ckwa¨rtsvalidierung an (Backward Validation, [19]): Zuna¨chst fu¨hrt
das Protokoll alle Schreib- und Leseoperationen einer Transaktion auf lokal beim Klien-
ten vorgehaltenen Seiten durch, ohne diesbezu¨glich Sperren beim Server anzufordern.
Der Klient holt sich vom Server grundsa¨tzlich nur fehlende Seiten aber niemals Sper-
ren! Dies ha¨lt die Anzahl der Nachrichten, die zwischen Server und Klient austauschen,
gering.
Zum Abschluss einer Transaktion sendet der Klient Informationen u¨ber alle ge-
lesenen und geschriebenen Seiten bzw. Datenelemente zum Server. Dort findet eine
Ru¨ckwa¨rtsvalidierung statt, das heißt, der Server pru¨ft, ob zwischenzeitlich ein ent-
sprechendes Datenelement von einer anderen (bereits abgeschlossenen) Transaktion
vera¨ndert wurde. Im letzteren Fall bricht der Server die zu validierende Transaktion
ab – ansonsten fu¨hrt er sie zum Abschluss (Commit). Die Validierung ist eine unteilbare
Operation, das heißt, zu einem Zeitpunkt kann jeweils nur eine Transaktion validiert
werden.
Soweit wie eben beschrieben, wu¨rden einmal beim Klienten eingelagerte Seiten nie-
mals aktualisiert werden. Als Folge wu¨rden immer mehr Transaktionen bei der Validie-
rung abgebrochen werden, weil Schreiboperationen zwischenzeitlich abgeschlossener
Transaktionen viele der vorgehaltenen Seiten ungu¨ltig machen. Um dies zu vermeiden,
sendet der Server Invalidierungsnachrichten bezu¨glich vera¨nderter Seiten an alle be-
troffenen Klienten. Der Server nutzt dazu (wie bei C2PL und CBR) ein Verzeichnis, das
Aussagen daru¨ber liefert, welcher Klient welche Seiten vorha¨lt.
Um die Anzahl versendeter Nachrichten gering zu halten schickt der Server Invali-
dierungsnachrichten nicht einzeln, sondern packt sie zu Nachrichten hinzu, die sowieso
zum jeweiligen Klienten gelangen mu¨ssen (Piggy Backing). Ein Beispiel fu¨r eine letzte-
re Nachricht ist eine versendete Seite, die ein Klient angefordert hat, weil sie nicht in
seinem Cache vorliegt. Durch die Invalidierungsnachrichten bleibt der Klienten-Cache
immer auf einem relativ aktuellen Stand und dies vermindert die Wahrscheinlichkeit
fu¨r einen Transaktionsabbruch wa¨hrend der Validierung.
Wenn eine noch laufende Transaktion bei einem Klienten ein Datenelement gele-
sen hat, fu¨r das gerade eine Invalidierungsnachricht eintrifft, dann bricht der Klient die
Transaktion sofort ab (Early Abort). Ohnehin wu¨rde die Transaktion spa¨testens bei der
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Validierung scheitern, und daher ist es sinnvoll, sie ummittelbar beim Klienten zu been-
den.
OCC birgt noch einige Optimierungen – unter anderem ko¨nnen statt Invalidierungs-
nachrichten auch direkt A¨nderungsdeltas zur Aktualiserung einer Seite an einen Klien-
ten verschickt werden. (A¨hnliche Maßnahmen existieren auch fu¨r andere Protokolle.)
Weitere Verbesserungen reduzieren den potentiellen Aufwand zum Ru¨ckga¨ngigmachen
bzw. zum Neustart einer einmal abgebrochenen Transaktion. Im Kontext dieses Berichts
sind diese Details aber unerheblich.
2.3 Allgemeine Protokolleigenschaften
Zur Klassifikation transaktionaler Cache-Protokolle auf Basis ihrer Struktur liefert [10]
den wichtigsten Beitrag. Franklin und Kollegen stellen in dem Papier eine Taxonomy
auf in der sie die sieben bis 1997 bekannten Protokolle und ihre Varianten sinnvoll ein-
ordnen ko¨nnen.
Als erstes und wichtigstes Kriterium unterscheidet die Taxonomie vermeidende Pro-
tokolle (Avoidance Based) und detektierende Protokolle (Detection Based). Vermeidende
Protokolle garantieren, dass der Inhalt eine Klienten-Caches immer gu¨ltig ist, das heißt,
der Inhalt einer gecachten Seite entspricht dem Inhalt der entsprechenden Prima¨rko-
pie auf dem Server. Detektierende Protokolle lassen hingegen ungu¨ltige Cache-Inhalte
zu. Ob ein Zugriff auf eine entsprechende Seite gu¨ltig ist, muss dann im Verlauf einer
zugeho¨rigen Transaktion festgestellt werden.
In einem zweiten Schritt klassifiziert [10] detektierende Protokolle daher nach
dem Zeitpunkt, an dem die Gu¨ltigkeit eines Seitenzugriffs spa¨testens u¨berpru¨ft wird.
Mo¨glich sind eine synchrone Pru¨fung direkt vor dem Seitenzugriff (On Initial Access,
Sychronous), eine asynchrone Pru¨fung direkt vor dem Zugriff (On Initial Access, Asyn-
chronous) oder eine Pru¨fung beim Transaktionsende (Deferred Until Commit).
Offenbar za¨hlen sowohl C2PL als auch OCC zu den detektierenden Protokollen,
denn beide lassen potentiell ungu¨ltige Cache-Inhalte zu (wenn diese auch bei OCC
durch Invalidierungsnachrichten nicht lang wa¨hren). Bei C2PL wird die Gu¨ltigkeit einer
Seite bei synchron und direkt vor dem Zugriff, also mit der Anforderung einer entspre-
chenden Sperre, abgesichert. Bei OCC kann sich die Gu¨ltigkeitspru¨fung hingegen bis
zum Transaktionende (genauer bis zur Validierung) verschieben.
Auf der Seite der vermeidenden Protokolle differenzieren Franklin und Kollegen die
Verfahren danach, wann sie die Absicht eines Schreibzugriffs beim Server anmelden.
Dies kann einerseits sofort vor der Durchfu¨hrung der Schreiboperation geschehen oder
andererseits beim Transaktionsende. Da sich die Prima¨rkopie einer Seite erst beim Ab-
schluss einer Transaktion vera¨ndert, sind beide Ansa¨tze vermeidend, obwohl der letz-
tere als optimistisch gewertet werden kann. Die Kategorisierung nach pessimistischen
und optimistischen Protokollen liegt also orthogonal zur Taxonomie von [10].
CBR und CBA za¨hlen zu den vermeidenden Protokollen, da sie nach Konstruktion
immer fu¨r gu¨ltige Cache-Inhalte sorgen. Beide fordern Schreibanforderungen sofort bei
der Ausfu¨hrung der entsprechenden Schreiboperation an. Dies fu¨hrt ja gerade zu dem
oben erla¨uterten Ru¨ckruf (Call back).
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Es gibt auch zwei vermeidende Protokolle die Schreibanforderungen an das Trans-
aktionsende verschieben, na¨mlich O2PL ([7]) und Notify Locks [37]. Sie werden hier aus
Platzgru¨nden nicht weiter behandelt.
In [14] kritisiert Gruber das Unterscheidungskriterium ”vermeidend versus detek-
tierend“ aus [10] als nicht aussagekra¨ftig genug. Interessant ist dabei vor allem die
Untergliederung detektierender Protokolle in reaktiv und passiv: Reaktive Protokolle
ku¨mmern sich, wenn auch nicht sofort, darum, dass die Inhalte von Klienten-Caches
mo¨glichst aktuell sind. Ein Beispiel hierfu¨r ist OCC mit seinen Invalidierungsnachrich-
ten. Passive Protokolle tun dies hingegen nicht – darunter fa¨llt etwa C2PL.
Eine wichtige Eigenschaft, die alle bekannten transaktionalen Cache-Protokollen tei-
len, ist die Tatsache, dass sie Operationen von abzuschließenden Transaktionen nur auf der
aktuellsten Version eines Datenelements erlauben. Die aktuellste Version bezieht sich da-
bei auf den Zustand der Prima¨rkopie, wie er von der zeitlich letzten abgeschlossenen
Transaktion erzeugt wurde, die das Datenelement geschrieben hat. Obwohl dies aus
zum Durchsetzen der Serialisierbarkeit keineswegs notwendig ist, brechen also alle Pro-
tokolle solche Transaktionen ab, die auf eine veraltete Version eines Datenelements zu-
greifen.
Die eben ero¨rterten Verfahren haben Gemeinsamkeiten mit den transaktionalen Pro-
tokollen, die im Folgenden entwickelt werden. Schon jetzt lassen sich aber auch wichti-
ge Unterschiede ausmachen: Wa¨hrend bei den obigen Cache-Protokollen das Vorhalten
von Attributwerten oder genauer Seiten im Vordergrund steht, konzentriert sich dieser
Bericht auf das Caching von Methodenresultaten.
Im Gegensatz zum vorliegenden Beitrag mu¨ssen die oben behandelten Protokol-
le auch mit Schreibzugriffen auf Cache-Inhalten umgehen. Weiter unterstellen diese
Verfahren alle, dass sie direkt in ein Klient-Server-Datenbanksystem integriert werden
ko¨nnen. Insbesondere kann ihre Implementierung tief in ein Datenbankverwaltungssy-
stem eingreifen. Diese Annahme ist in Bezug auf das transaktionale Methoden-Caching
im Applikationsserver-Bereich nicht haltbar. Dort hat man physisch und organisatorisch
getrennte Systeme zur Datenhaltung bzw. zur Verarbeitung von Dienstmethodenaufru-
fen. Diese wirkt sich auf die Konstruktion entsprechender Transaktionsprotokolle aus
und stellt eine zusa¨tzliche Schwierigkeit dar.
Allgemein fa¨llt bei den untersuchten Arbeiten auf, dass sie nur in geringem Maße
Formalismen zur Verifikation von Protokolle anfu¨hren. Dies wa¨re aber ein entscheiden-
der Vorteil bei der Entwicklung komplexer Verfahren, deren Korrektheit nicht unmittel-
bar einsichtig ist.
3 Transaktionales Methoden-basiertes Caching
3.1 Anwendungstransaktionen im Applikationssserver-Bereich
Wenn von einem Klienten eines Applikationsservers aus Dienstmethoden des Servers
aufgerufen werden, so gibt es ha¨ufig die Anforderung, die Methoden in einem trans-
aktionalen Kontext auszufu¨hren. Die Transaktionen sollen dabei die bekannten ACID-
Eigenschaften besitzen.
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Um dies zu ermo¨glichen, delegiert der Applikationsserver die Ausfu¨hrung einer ent-
sprechenden Transaktion an eine oder mehrere so genannte transaktionale Ressourcenver-
walter (oder kurz Ressourcenverwalter). Ressourcenverwalter sind Subsysteme des Ap-
plikationsservers, die ihrerseits ACID-Transaktionen unterstu¨tzen. Bekannte Beispiele
hierfu¨r sind etwa (transaktionale) Datenbankverwaltungssysteme.
Falls der Applikationsserver dabei Transaktionen ausfu¨hren soll, die sich auf meh-
rere (unabha¨ngige) Ressourcenverwalter beziehen, spricht man von verteilten Transaktio-
nen. Um in diesem Fall die ACID-Eigenschaften zuzusichern, muss der Applikations-
server die Arbeit der verschiedenen Ressourcenverwalter koordinieren. Er u¨bernimmt
dazu die Rolle eines Transaktionsmonitors ([5]) und schließt eine verteilte Transaktion
u¨blicherweise u¨ber das Zwei-Phasen-Commit-Protokoll ab ([13]).2
Meist wird hierzu der so genannte X/Open-Standard fu¨r verteilte Transaktionen ein-
gesetzt ([35]). Der Standard spezifiziert eine Reihe von Schnittstellen zwischen den betei-
ligten Systemen, na¨mlich den Klienten oder Anwendungen, dem Transaktionsverwal-
ter und den Ressourcenverwaltern. Neben dem X/Open-Standard gibt es noch weitere
wichtige Spezifikationen fu¨r verteilte Transaktionen, wie etwa der CORBA Transakti-
onsdienst ([33]).
Allgemein werden von einem Applikationsserver unterstu¨tzte Transaktionen, die
potentiell verteilt sein ko¨nnen, im Folgenden als Anwendungstransaktionen bezeichnet.
Sie unterscheiden sich wesentlich von den unterliegenden Transaktionen der Ressour-
cenverwalter, da sie Anwendungscode von Dienstmethoden umspannen. Eine Anwendungs-
transaktion erstreckt sich daher meist auf die Ausfu¨hrung einer oder mehrerer Dienst-
methoden.
Abbildung 2 zeigt das Zusammenspiel der Architekturkomponenten bei der Verar-
beitung von Anwendungstransaktionen. Der Klient bzw. die Anwendung ruft Dienst-
methoden auf und startet bzw. beendet daru¨ber hinaus eventuell Anwendungstransak-
tionen, in die die Dienstmethodenaufrufe eingebettet sind. Dazu bietet der Applikati-
onsserver neben der eigentlichen Dienstschnittstelle noch eigens eine Schnittstelle zur
Handhabung von Anwendungstransaktionen an. U¨blicherweise beinhaltet eine derar-
tige Schnittstelle Methoden zum Beginnen (begin()) und Beenden von Anwendungs-
transaktionen (commit(), rollback()). Das Java-Interface UserTransaction aus dem
JTA-Standard (siehe na¨chster Abschnitt) liefert hierfu¨r ein gutes Beispiel.
Der Applikationsserver integriert einen Transaktionsverwalter, der die verteilten
Transaktionen verarbeitet und u¨ber eine X/Open-Schnittstelle auf entsprechende loka-
le Transaktionen bei den Ressourcenverwaltern abbildet. Die Implementierungen der
Dienstmethoden sorgen, etwa u¨ber Schreib- und Lesezugriffe, fu¨r Zustandsvera¨nderun-
gen auf den Ressourcen. Dies spielt sich in den Grenzen einer verteilten Transaktion
ab.
Normalerweise besitzt der Applikationsserver kaum eigene Mechanismen zur
Transaktionsverarbeitung, die etwa die Eigenschaften Dauerhaftigkeit und Atomizita¨t
garantieren, sondern er verla¨sst sich diesbezu¨glich auf die Ressourcenverwalter. Des-
2 Genau genommen ko¨nnen dabei zwar die Eigenschaften Atomizita¨t, Konsistenz und Dauerhaftigkeit
zugesichert werden, aber nicht notwendig die Isolation.
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Abbildung 2: Verarbeitung verteilter Transaktionen im Applikationsserver-Bereich
halb kann er auch die Aufgaben zur Bereitstellung dieser Eigenschaften nicht selbst
u¨bernehmen. Beispielsweise muss der Zustand von Objekten, auf die sich Dienstme-
thodenaufrufe aus Anwendungstransaktionen beziehen, ”im Wesentlichen“ u¨ber die
entsprechenden Ressourcenverwalter (wie etwa Datenbankverwaltungssysteme) ge-
speichert werden. Ka¨men die Objektzusta¨nde etwa (ausschließlich) auf der Halde des
Applikationsserver-Prozesses vor, dann ko¨nnte das System weder die Dauerhaftigkeit
noch die Atomizita¨t zusichern. Bei der Atomizita¨t denke man etwa an den Abbruch ei-
ner Anwendungstransaktion, bei der vera¨nderte Objektzusta¨nde wieder zuru¨ckgesetzt
werden mu¨ssen (Recovery). Bei gewo¨hnlichen Laufzeitobjekten auf der Halde wa¨re der
urspru¨ngliche Zustand verloren und nicht wieder herstellbar.
In Bezug auf das Setzen von Grenzen einer Anwendungstransaktion, also die De-
markation, lassen sich drei Ansa¨tze unterscheiden:
• Applikationsserver-basierte Transaktionsgrenzen: Hier wird der Beginn und das
Ende einer Anwendungstransaktion vom Applikationsserver automatisch festge-
legt. Die Schnittstelle fu¨r Anwendungstransaktionen wird dann nicht beno¨tigt und
darf im Klientencode nicht angesprochen werden. Wie der Applikationsserver
Transaktionsgrenzen setzt, leitet sich aus seiner Konfiguration ab.
• Dienstmethoden-basierte Transaktionsgrenzen: Hierbei werden die Transaktions-
grenzen innerhalb einer Dienstmethode, also durch deren Implementierungscode,
gesetzt. Weder ein Klient noch der Applikationsserver haben dann Einfluss auf die
Transaktionsgrenzen. U¨blicherweise umspannt eine Transaktion dann nicht meh-
rere Dienstmethoden.
• Klientenbasierte Transaktionsgrenzen: In diesem Fall werden die Transaktions-
grenzen explizit im Programmcode eines Klienten bestimmt. Der Klient verwendet
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hierzu die oben erwa¨hnte Transaktionsschnittstelle des Applikationsservers.
Alle drei Typen von Anwendungstransaktionen kommen in realen Applikationsserver-
Technologien wie etwa EJB und .NET vor.
Im Kontext von Enterprise Java Beans (EJB) fasst das Java Transaction API (JTA, [32])
eine Menge von Schnittstellen zusammen, die die wichtigsten Teilnehmer bei der Bear-
beitung verteilter Transaktionen betrifft:
• Die Benutzertransaktionsschnittstelle (UserTransaction Interface) dient zum
Starten und Beenden von Transaktionen aus Java-Anwendungen heraus. In Be-
zug auf Applikationsserver kann es sich dabei sowohl um Klientencode als auch
um Implementierungscode fu¨r Dienstmethoden handeln.
• Die Transaktionsverwalterschnittstelle (TransactionManager und Transaction
Interface) ermo¨glicht die Kontrolle eines X/Open-konformen Transaktionsverwal-
ters aus einem Java-System heraus. Ein EJB-basierter Applikationsserver kann da-
mit beispielsweise einen Verwalter fu¨r verteilte Transaktionen als separate Kom-
ponente integrieren und steuern.
• Die XA-Ressourcenschnittstelle (XAResource und Xid Interface) erlaubt schließ-
lich die Durchfu¨hrung von Transaktionen u¨ber X/Open-konforme Ressourcen-
verwalter mit Hilfe des Zwei-Phasen-Commit-Protokolls. Die Schnittstelle wird
u¨blicherweise von einem (in Java programmierten) Transaktionsmonitor genutzt.
Xid-Instanzen repra¨sentieren hierzu Identifikatoren von Transaktionen, die in ei-
ner XA-Ressource verarbeitet werden sollen. Der Transaktionsmonitor erzeugt fu¨r
jede verteilte Transaktion eine eigene Xid und gibt diese u¨ber die XAResource-
Schnittstelle an beteiligte Ressourcenverwalter weiter. Die Ressourcenverwalter
ordnen dem Identifikator ihrerseits eine lokale Ressourcentransaktion eindeutig
zu.
Zur Demarkation von Anwendungstransaktion, sind bei EJB alle oben genannten
Alternativen zum Setzen von Transaktionsgrenzen verwirklicht. Sie ko¨nnen pro Dienst-
methode konfiguriert werden.
Fu¨r Applikationsserver-basierte Transaktionsgrenzen (Container Managed Transac-
tions) bietet EJB sechs Optionen an. Beispielsweise startet der Applikationsserver mit
der Option RequiresNew automatisch eine neue Anwendungstransaktion beim Aufruf
einer Dienstmethode und beendet die Transaktion zum Ende der Methodenausfu¨hrung.
Die Option Requires fordert hingegen lediglich, dass ein Dienstmethodenaufruf in eine
(mo¨glicherweise bereits bestehende) Transaktion eingebunden ist.
Zur Demarkation von Dienstmethoden-basierten Transaktionen (Bean Managed
Transactions) und Klienten-basieren Transaktionen nutzt man als Anwendungspro-
grammierer das Java-Interface UserTransaction des JTA-Standards. Abbildung 3 zeigt
Beispielcode fu¨r eine klientenbasierte Transaktion. Eine Instanz der UserTransaction-
Klasse erha¨lt der Klient dabei vom Applikationsserver u¨ber JNDI.
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1 ...
2 Context ctx = new InitialContext ();
3 // Fordere eine Anwendungstransaktion an
4 UserTransaction utx =
5 (UserTransaction)ctx.lookup("java:comp/UserTransaction");
6
7 // Starte die Anwendungstransaktion
8 utx.begin ();
9 // Fu¨hre Dienstmethoden (aus EJBs) aus . . .
10 List subscribers = mouse.getSubscriberList ();
11 if (! subscribers.contains(dan )) {
12 dan.addSubscription(mouse);
13 }
14 // Beende die Anwendungstransaktion
15 utx.commit ();
16 ...
Abbildung 3: Beispielcode fu¨r klientenbasierte Anwendungstransaktionsgrenzen bei
EJB
3.2 Architektur eines Applikationsservers mit transaktionalem Methoden-
Cache
Die Sicherstellung der Serialisierbarkeit von Anwendungstransaktionen eine der
gro¨ßten Herausforderungen im Zusammenhang mit transaktionalem Methoden-
Caching. Vor der Architektur eines Appplikationsserversystems mit transaktionalem
Methoden-Cache sollen deshalb die Systemkomponenten, welche Serialisierbarkeit si-
cherstellen, auf abstrakter Ebene beleuchtet werden.
U¨blicherweise ist innerhalb eines Ressourcenverwalters ein (eigener) Transaktions-
verwalter fu¨r die Abarbeitung von Transaktionen verantwortlich. Alle anderen System-
teile des Ressourcenverwalters sind letzlich dem Transaktionsverwalter unterstellt. Ver-
einfacht dargestellt, bietet der Transaktionsverwalter gema¨ß [4] eine Schnittstelle nach
außen mit den folgenden Operationen an:
• Eine Leseoperation liest Datenelemente aus der verwalteten Ressource im Kontext
einer Transaktion und gibt den Wert an einen Klienten des Ressourcenverwalters
weiter.3 Eine entsprechende Operation kann durch den Ausdruck rji [x] formali-
siert werden. i bezeichnet die Nummer oder Kennung der Transaktion Ti und x
das gelesene Datenelement. r zeigt an, dass es sich um eine Leseoperation han-
delt. Der Index j gruppiert schließlich eine Menge von Leseoperationen aus der
Transaktion Ti. Die Bedeutung von j wird spa¨ter genauer erla¨utert.
• Eine Schreiboperation vera¨ndert ein Datenelement x im Rahmen einer Transaktion
Ti und wird mit wi[x] notiert. Der geschriebene Wert selbst ist im Rahmen der
3 Eine Ressource wie etwa eine Datenbank kann viele Datenelemente enthalten. Ein Datenelement ent-
spricht dann beispielsweise einem Satz aus der Datenbank.
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folgenden Betrachtungen unerheblich und wird deshalb nicht aufgeschrieben. (Es
za¨hlt nur, dass x durch die Transaktion Ti vera¨ndert wird.)
• ci beschreibt das Abschließen (Commit) der Transaktion Ti. Alle Vera¨nderungen
der Transaktion werden in der Ressource wirksam und werden dauerhaft gespei-
chert. Die vera¨nderten Werte ko¨nnen von nachfolgenden Transaktionen gelesen
und auch wieder vera¨ndert werden.
• ai beschreibt den Abbruch (Abort) einer Transaktion. Alle Vera¨nderungen der
Transaktion bleiben in der Ressource unwirksam bzw. werden zuru¨ckgenom-
men und bleiben/werden nicht dauerhaft gespeichert. Die durch Transaktion Ti
vera¨nderten Werte ko¨nnen von anderen Transaktionen (die nicht selbst abbrechen)
nicht gelesen werden. Stattdessen lesen nachfolgende Transaktionen die Werte der
Datenelemente, so wie sie vor der Ausfu¨hrung von i bestanden.
Damit ein Klient eines Ressourcenverwalters weiß, dass wi[x], ci bzw. ai erfolgreich
waren, erha¨lt er entsprechende Besta¨tigungen (wi[x]ack, cacki , a
ack
i ). vom Transaktions-
verwalter. Falls eine Operation nicht erfolgreich war, wird die zugeho¨rige Transaktion
abgebrochen und der Transaktionsverwalter sendet ein aacki zum jeweiligen Klienten.
4
Der Transaktionsverwalter gibt die bei ihm ankommenden Operationen an den so
genannten Planer (Scheduler) weiter, der die Operationen so ordnet, dass alle Transak-
tionen, die jemals abschließen bzw. abgeschlossen haben, serialisierbar sind. Dazu hat
der Planer die Mo¨glichkeit, eine ankommende Operation zuru¨ckzuweisen (und somit
die entsprechende Transaktion abzubrechen), die Operation zu besta¨tigen, die Verarbei-
tung der Operation zu verzo¨gern oder die Operation an den so genannten Datenverwal-
ter weiterzugeben. Der Datenverwalter schließlich fu¨hrt Schreib- und Leseoperationen
auf den Datenelementen einer Ressource aus. Das Verfahren, dass der Planer verwendet,
um Operationen zu bearbeiten, wird als Serialisierbarkeitsprotokoll oder einfach Protokoll
bezeichnet.
Um die Serialisierbarkeit von Transaktionen sicherzustellen, muss der Planer vor
allem auf die Ordnung von Operationen achten, die zueinander in Konflikt stehen. Zwi-
schen zwei (ankommenden oder bereits verarbeiteten) Operationen besteht genau dann
ein Konflikt, wenn beide aus verschiedenen Transaktionen stammen, auf das gleiche
Datenelement zugreifen und wenigstens eine von ihnen eine Schreiboperation ist. Mit
anderen Worten: Fu¨r die beiden Operationen muss wi[x], wj [x] oder wi[x], rj [x] mit i 6= j
gelten.
Im Zusammenhang mit dem transaktionalen Methoden-Caching reicht es aber nicht
aus, lediglich Operationen der Form wi[x] und ri[x] fu¨r die Serialisierbarkeit zu beru¨ck-
sichtigen. Bezu¨glich klientenbasierten Anwendungstransaktionen muss man auch aus-
dru¨cken ko¨nnen, dass innerhalb einer Transaktion Ti ein Resultat aus dem Methoden-
Cache gelesen wurde. Der Planer muss dann sicherstellen, dass der Wert des Methoden-
resultats zu den anderen Werten, die in der Anwendungstransaktion verarbeitet wur-
den, ”passt“. ”Passen“ bedeutet hier vereinfachend, dass die Transaktion mit Methoden-
4Im Applikationsserver-Bereich wa¨re gema¨ß Abbildung 2 der Applikationsserver selbst ein entspre-
chender Klient.
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Cache genauso verla¨uft, als wa¨re sie ohne Verwendung des Methoden-Cache durch-
gefu¨hrt worden. Die Werte, die der Klient innerhalb der Anwendungstransaktion vom
Methoden-Cache erha¨lt, sollen daher die gleichen sein, wie die, die er verarbeitet ha¨tte,
wenn die entsprechenden Methodenaufrufe zum Applikationsserver delegiert worden
wa¨ren.
Da es dem Planer obliegt, die Serialisierbarkeit von Anwendungstransaktionen zu
garantieren, sollte dieser auch Informationen daru¨ber erhalten, welche Methodenresul-
tate innerhalb einer Transaktion aus dem Methoden-Cache gelesen wurden. Daher wird
die Schnittstelle des Transaktionsverwalters und des Planers so erweitert, dass beide so
genannte Methodenoperationen oder m-Operationen verarbeiten ko¨nnen. Methoden-
operationen repra¨sentieren also die Verwendung eines im Cache vorgehaltenen Metho-
denresultats durch einen Dienstmethodenaufruf im Klienten. Sofern das Protokoll des
Planers darauf ausgelegt ist, kann er dann dafu¨r sorgen, dass auch Transaktionen mit
Methodenoperationen serialisierbar sind.
Eine Methodenoperationen wird durch den Ausdruck mk,li formalisiert, wobei i die
Nummer der Transaktion bezeichnet, in der das entsprechende, gecachte Methoden-
resultat verwendet wird. k bezeichnet die Nummer jener Transaktion, innerhalb derer
das Methodenresultat berechnet und in den Cache eingelagert wurde. Die Transakti-
on Tk hat dabei den Methodenaufruf auf dem Server ausgefu¨hrt und eine Menge von
Leseoperationen beim Ressourcenverwalter geta¨tigt. mk,li bezieht sich gerade auf diese
Menge von Leseoperationen aus der Transaktion Tk. l zeigt an, um welche Operationen
der Form rlk[x], es sich dabei handelt. Dies erkla¨rt den bereits erwa¨hnten hochgestellten
Index l fu¨r eine Leseoperation rlk[x]. Wenn sich eine m-Operation m
k,l
i auf mehrere Le-




Zustandsvera¨ndernde Methodenaufrufe mu¨ssen immer zum Applikationsserver de-
legiert werden. Das Vorhalten entsprechender Methodenresultate macht also keinen
Sinn. Wenn, wie bei transaktionalen Dienstmethoden u¨blich, der Zustand der Server-
seitigen Dienstobjekte u¨ber einen Ressourcenverwalter (also etwa in einer Datenbank)
gespeichert wird, lassen sich lesende und schreibende (also zustandsvera¨ndernde) Me-
thodenaufrufe leicht unterscheiden: Lesende Methodenaufrufe erzeugen lediglich Ope-
rationen der Form rlk[x] beim Transaktionsverwalter; schreibende Methodenaufrufe pro-
duzieren hingegen auch Operationen der Form wi[x]. Ein entsprechend erweiterter
Transaktionsverwalter kann diese Information dem Methoden-Cache zukommen las-
sen.
Der komplette Zustand eines Applikationsservers wird also u¨ber die Ressourcenver-
walter (in Form von transaktionalen Ressourcen) repra¨sentiert. Alle Zustandsvera¨nde-
rungen erreichen die Ressourcenverwalter bzw. den Transaktionsverwalter und ko¨nnen
so an einer zentralen Stelle fu¨r das Konsistenzprotokoll des Methoden-Caches beobach-
tet werden.
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Abbildung 4: Abstrakte Architektur fu¨r die Integrationen von m-Planer und rw-Planer
In diesem Bericht wird davon ausgegangen, dass die Zusta¨nde
und Zustandsvera¨nderungen, von denen Dienstmethoden abha¨ngen,
dem Methoden-Cache im Rahmen der Verarbeitung einer Anwen-
dungstransaktion mitgeteilt werden ko¨nnen.
Wie bereits beschrieben, hat der Planer unter anderem die Aufgabe, zueinander in
Konflikt stehende Lese- und Schreiboperationen so zu ordnen, dass Serialisierbarkeit er-
reicht wird. Mit der Erweiterung der Schnittstelle des Planers muss dieser nun auch Me-
thodenoperationen beru¨cksichtigen und gema¨ß einem noch zu erarbeitenden Serialisier-
barkeitskriterium ordnen. Eine Methodenoperation kann, wie man in Abschnitt 4 noch
sehen wird, zu bestimmten Schreiboperationen in Konflikt stehen. Ein Planer, der so-
wohl Methodenoperationen als auch Schreib- und Leseoperationen beru¨cksichtigt, wird
im Folgenden als integrierter Planer bezeichnet.
Die Anpassung eines Planers (und Transaktionsverwalters) zur Beru¨cksichtigung
von Methodenoperationen ist vor allem in der Praxis eine schwierige oder gar unmo¨gli-
che Aufgabe, denn beide Komponenten sind meist fest in einen Ressourcenverwalter
(wie etwa ein Datenbankverwaltungssystem) eingebettet und fu¨r derartige Eingriffe un-
zuga¨nglich. Eine gangbare Alternative ist die Zerlegung eines integrierten Planers in einen
so genannten m-Planer und einen rw-Planer. Wa¨hrend der rw-Planer sich wie gewohnt
um die Ordnung von konfliktbehafteten Lese- und Schreiboperation ku¨mmert, behan-
delt der m-Planer ausschließlich Konflikte zwischen Methoden- und Schreiboperatio-
nen. Der m-Planer kann dann eventuell sogar außerhalb des eigentlichen Ressourcen-
verwalters implementiert werden und als eine (transparente) Schicht zwischen Appli-
kationsserver und Ressourcenverwalter liegen.
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Abbildung 5: Architektur fu¨r transaktionales methodenbasiertes Caching mit externem
m-Planer
Diese Art der Zerlegung von integrierten Planern fu¨hrt implizit auch zu einer Zerle-
gung des Protokolls, welches Serialisierbarkeit gewa¨hrleistet. Allerdings ist nicht au-
tomatisch garantiert, dass die kooperierenden Planer auch tatsa¨chlich serialisierbare
Methoden-Cache-Historien produzieren. Dies muss unter Beru¨cksichtigung der spezi-
ellen Protokolle des m-Planers und des rw-Planers explizit bewiesen werden.
Neben den erwa¨hnten praktischen Aspekten erleichtert die erla¨uterte Zerlegung von
integrierten Planern sogar die theoretische Entwicklung von Protokollen: Man kann
na¨mlich bereits existierende Protokolle fu¨r rw-Planer, verwenden und muss lediglich
zeigen, dass sie zusammen mit einem (neu entwickelten) m-Planer-Protokoll wie gefor-
dert zusammenarbeiten.
Die Idee der Zerlegung von Planern wurde bereits in [4] (genauer in [4] Abschnitt
4.5) fu¨r rw-Planer behandelt. Die vorliegende Arbeit u¨bernimmt also das in [4] vorge-
schlagene, allgemeine Prinzip.
Abbildung 4 fasst die in den vorigen Abschnitten getroffenen Aussagen zu Planern
schematisch zusammen. Sie zeigt die Zerlegung eines integrierten Planers in m- und
rw-Planer, wobei lediglich der m-Planer die erweiterte Schnittstelle zur Verarbeitung
von Transaktionsoperationen besitzt. Es ist zu beachten, dass derm-Planer selbststa¨ndig
Transaktionen abbrechen kann, falls diese nicht serialisierbar sind. Daher kann es etwa
vorkommen, dass der m-Planer trotz einer eingehenden Operation ci ein ai an den rw-
Planer weiterreicht (und ein aacki an den Aufrufer zuru¨ckgibt). Neben den Operationen
17
3 TRANSAKTIONALES METHODEN-BASIERTES CACHING
und Operationsbesta¨tigungen ko¨nnen die Planer eventuell noch Zusatzinformationen
austauschen, die fu¨r die Kooperation notwendig sind. Ein Beispiel sind Zeitstempel fu¨r
Transaktionen, sofern beide Planer ein Zeitstempelprotokoll anwenden.
Man beachte: Fu¨r eine erfolgreiche Kooperation zwischen m-Planer und rw-Planer
ist es unerla¨sslich, dass der m-Planer sa¨mtliche Transaktionsoperationen des rw-Planers beob-
achtet. Bezu¨glich Abbildung 4 umfasst dies die Operationen ri[x], wi[x], ci und ai. Wu¨rde
der m-Planer nicht alle solche Operationen beobachten, so ko¨nnte er zum Beispiel man-
che Konflikte zwischen m- und w-Operationen nicht erkennen und keine Serialisierbar-
keit garantieren.
Nachdem nun die Architektur eines Transaktionsverwalters und integrierten Planers
auf abstrakter Ebene diskutiert wurde, wendet sich der Rest dieses Abschnitts der Ge-
samtarchitektur eines Applikationsserversystems mit transaktionalem Methoden-Cache
zu.
Abbildung 5 zeigt, wie ein entsprechendes System realisiert werden kann, wenn der
m-Planer, wie oben bereits angesprochen, als separate Schicht außerhalb des bzw. der
Ressourcenverwalter implementiert ist. Es handelt sich um eine Erweiterung der Ar-
chitektur aus Abbildung 2, die den Methoden-Cache transparent auf der Klientenseite
einfu¨gt. Neben der Dienstschnittstelle bildet der Methoden-Cache auch die Schnittstel-
le fu¨r Anwendungstransaktionen nach und behandelt die Operationen zum Beginnen,
Abschließen bzw. Abbrechen einer Anwendungstransaktion.
Je nach eingesetztem Serialisierbarkeitsprotokoll, werden die Operationen vor der
Delegation zur Transaktionsschnittstelle des Applikationsservers eventuell mit Zusatz-
informationen angereichert. Beim commit()-Aufruf ko¨nnte dies etwa eine Liste der in-
nerhalb der abzuschließenden Transaktion verwendeten Methodenresultate aus dem
Methoden-Cache sein. Die Transaktionsschnittstelle des Applikationsservers muss die
zusa¨tzlichen Informationen aufnehmen ko¨nnen und deshalb eventuell selbst erweitert
werden. Die Zusatzinformationen, wie etwa die erwa¨hnte Liste von Methodenresulta-
ten, werden an den m-Planer weitergereicht, damit dieser die Serialisierbarkeit in Be-
zug auf Methodenoperationen sicherstellen kann. Die Resultate von Methoden aus der
Transaktionsschnittstelle ko¨nnen auf a¨hnliche Weise und aus a¨hnlichen Gru¨nden erwei-
tert sein.
Moderne Applikationsserver wie etwa JBoss ([17]) ermo¨glichen daru¨ber hinaus eine
Erweiterung der Dienstmethodenschnittstelle, so dass bei jedem Dienstmethodenaufruf
in transparenter Weise Zusatzinformationen zwischen Klient und Applikationsserver
ausgetauscht werden ko¨nnen.
Es soll betont werden, dass die dargestellte Architektur in der Tat mit existierenden
Applikationsserver-Produkten realisierbar ist. Dies wurde im Rahmen einer prototypi-
schen Implementierung verifiziert.
Die Architektur aus Abbildung 6 unterstellt alternativ, dass der m-Planer direkt
in den Ressourcenverwaltern integriert ist. Der integrierte Planer wird mit den fu¨r
das Serialisierbarkeitsprotokoll notwendigen Zusatzinformationen direkt vom verteil-
ten Transaktionsmanager des Applikationsservers versorgt. Ansonsten a¨hneln sich die
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(Scheduler für r- w- und m-Operationen)
Abbildung 6: Architektur fu¨r transaktionales methodenbasiertes Caching mit m-Planer
im Ressourcenverwalter
Bezu¨glich der weiter oben geforderten Beobachtbarkeit von Transaktionsoperatio-
nen durch den m-Planer ist vor allem die Architektur aus Abbildung 5 kritisch. Hier
ko¨nnte es vorkommen, dass außer dem Applikationsserver auch andere Prozesse auf
einen Ressourcenverwalter zugreifen und somit Transaktionen ohne Kenntnis des m-
Planers ausfu¨hren. Fu¨r ein solches Szenario sollte man fordern, dass der Ressourcen-
verwalter den m-Planer aktiv u¨ber entsprechende Operationen benachrichtigt. Konven-
tionelle Datenbankverwaltungssysteme bieten dafu¨r allerdings keine geeignete Schnitt-
stelle an. Ein mo¨glicher Ausweg ist ein Proxydienst, der allen Klientenzugriffen auf das
Datenbankverwaltungssystem vorgeschaltet ist und die beim Datenbankverwaltungs-
systems ein- sowie ausgehenden Nachrichten geeignet untersucht.
4 Serialisierbarkeitstheorie
4.1 Einfu¨hrung
Im Folgenden wird eine Theorie fu¨r serialisierbare Transaktionshistorien entwickelt, die
neben gewo¨hnlichen Schreib- und Leseoperationen auf Datenelementen auch Aufru-
fe bezu¨glich gecachter Methodenresultate beru¨chsichtigt. Hierzu wird der Begriff der
Transaktion und der Historie, wie er aus [4, 36] bekannt ist, um Methodenoperationen
der Form mk,li erweitert. Fu¨r die dadurch entstehenden Methoden-Cache-Historien leitet
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das Kapitel einen Serialisierbarkeitsbegriff und ein Serialisierbarkeitstheorem her.
4.1.1 Idee
Wie bereits in Abschnitt 3.2 erwa¨hnt, repra¨sentiert eine Methodenoperationmk,li den Zu-
griff auf ein Resultat aus dem Methoden-Cache. Genauer bezieht sich mk,li etwa auf eine
Leseoperation der Form rlk[x], die irgendwann zuvor der Applikationsserver (bzw. ein
unterstellter Ressourcenverwalter) ausgefu¨hrt hat. Durch eine Schreiboperation wj [x],
die nach rlk[x] stattfindet, kann aber der Wert von x, auf den sich m
k,l
i bezieht, bereits
vera¨ndert worden sein. Sofern das entsprechende Resultat noch im Methoden-Cache
vorkommt, kann mk,li dabei sogar nach wj [x] in einer Methoden-Cache-Historie stehen.
Mit Hilfe der Mehr-Versionen-Transaktionstheorie aus [3, 4, 36] lassen sich solche
Ereignisse gut durch verschiedene Versionen von x charakterisieren. Im obigen Beispiel
liest dann etwa rlk[x] eine Version xh von x, also r
l
k[xh]. wj [x] schreibt hingegen eine neue
Version xj , also wj [xj ]. Weiter kann man m
k,l
i als einen Lesezugriff auf xk interpretieren
und in einer Mehr-Versionen-Historie durch ri[xk] ersetzen, denn m
k,l
i spiegelt ja gerade
das Ergebnis einer Berechnung wider, bei der xk gelesen wurde.
Ein Ziel dieses Kapitels ist es, ein Serialisierbarkeitskriterium fu¨r Methoden-Cache-
Historien zu entwickeln. Aus der Beobachtung von eben folgt die Idee, dieses Ziel mit
Hilfe der Mehr-Versionen-Transaktionstheorie zu erreichen. Allgemein bildet man dazu
mk,li auf eine (oder eventuell mehrere) r-Operationen ab, die geeignete Versionen von
Datenelementen lesen. Dies verleiht der Methodenoperation mk,li implizit eine Semantik.
Mit Schreib- und Leseoperationen der Form rli[x] bzw. wj [x] kann man, wie im Bei-
spiel angedeutet, analog vorgehen. Weiter unten wird dazu die Abbildung MV ′, defi-
niert, die komplette Methoden-Cache-Historien in Mehr-Versionen-Historien u¨bersetzt.
MV ′ soll die Menge der Konflikte, die zwischen Operationen aus der Methoden-Cache-
Historie bestehen, (im Wesentlichen) im Bild erhalten. Auf diese Weise leitet sich ein Se-
rialisierbarkeitskriteriums fu¨r eine Methoden-Cache-Historie aus der Serialisierbarkeit
des zugeho¨rigen Bildes unter MV ′ ab.
Durch eine reine Einbettungsabbildung wu¨rden aber bestimmte Konflikte in der zu-
geordneten Mehr-Versionen-Historien verloren gehen. Wenn MV ′ beispielsweise zwei
Operationen wi[x] < wj [x] lediglich auf wi[xi] < wj [xj ] abbilden wu¨rden, ginge der
urspru¨ngliche Konflikt zwischen den beiden Operationen verloren.5
Als ”Trick“ fu¨gt MV
′ in diesem Fall noch eine ku¨nstliche Leseoperation ein, die in
der urspru¨nglichen Methoden-Cache-Historie gar nicht vorkommt. Fu¨r das Beispiel von
eben erha¨lt man als Abbildungsergebnis (im Wesentlichen) wi[xi] < rj [xi] < wj [xj ].
Weiter unten wird gezeigt, dass eine Methoden-Cache-Historie und ihr Bild unter
MV ′ (bis auf Transitivita¨t) den gleichen Serialierbarkeitsgraphen besitzen. Daher kann
man MV ′ in der Tat zur Definition des gewu¨nschten Serialisierbarkeitskriteriums her-
anziehen: Eine Methoden-Cache-Historie definiert man genau dann als serialisierbar,
wenn ihr Bild unter MV ′, einen azyklischen Mehr-Versionen-Serialisierbarkeitsgraphen besitzt.
5 In Kapitel 5.2 von [36] beschreiben die Autoren ein derartige Einbettungsabbildung. Die Bildhistorie
wird dort als ”Monoversion Schedule“ bezeichnet.
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Obwohl sich der Formalismus fu¨r Methoden-Cache-Historien wesentlich auf die
Mehr-Versionen-Theorie abstu¨tzt, leitet diese Kapitel ein Serialisierbarkeitskriterium
fu¨r besondere Ein-Versionen-Historien, na¨mlich den Methoden-Cache-Historien her.
Warum sollte man stattdessen nicht direkt auf die Mehr-Versionen-Theorie, also ohne
Verwendung des Ein-Versionen-Ansatzes, zuru¨ckgreifen? Dagegen sprechen drei Argu-
mente:
• Zuna¨chst ist es im Zusammenhang mit transaktionalem Methoden-Caching inter-
essant, die allgemeinen theoretischen Eigenschaften fu¨r entsprechende Historien
herauszuarbeiten. Hierfu¨r liefert der gewa¨hlte Ein-Versionen-Formalismus einen
intuitiven Ausgangspunkt, denn er resultiert direkt aus dem Architekturmodell
fu¨r das Cache-Verfahren.
• Fu¨r die Zerlegung eines integrierten Planers in m-Planer und rw-Planer bieten
Methodenoperationen einen guten Abstraktionsansatz. Das Protokoll fu¨r den m-
Planer kann dann mit mo¨glichst geringem Wissen u¨ber die interne Funktionsweise
des rw-Planerprotokolls (wie etwa der Behandlung von Versionen) entwickelt und
implementiert werden. Ohnehin ist der nachfolgende Formalismus direkt einsetz-
bar, wenn der rw-Planer ein Ein-Versionen-Protokoll nutzt.
4.1.2 Aufbau des Formalismus
Der im Folgenden behandelte Formalismus orientiert sich stark an [4] – einem Stan-
dardwerk zur Transaktionstheorie fu¨r Datenbanken. Durch den Ru¨ckgriff auf die dort
etablierte Notation sollen dem Leser große Eingewo¨hnungseffekte beim Lesen erspart
bleiben. Es ermo¨glicht aber auch eine leichte Abgrenzung der hier vorgestellten Ergeb-
nisse zu bereits bekanntem Wissen.6
Damit der vorliegende Bericht in sich abgeschlossen ist, muss allerdings ein Reper-
toire von Begriffen, die bereits aus der Literatur bekannt sind, (nochmals) formal defi-
niert werden. Dies umfasst:
• gewo¨hnliche Ein-Versionen-Transaktionen und -Historien (die hier als rw-
Transaktionen bzw. rw-Historien bezeichnet werden),
• Serialisierbarkeitsgraphen fu¨r rw-Historien und
• Mehr-Versionen-Historien und entsprechende Mehr-Versionen-
Serialisierbarkeitsgraphen.
Um andererseits unno¨tig viele, einfu¨hrende Definitionen zu vermeiden, wurde ver-
sucht, die Menge derartiger Begriffe mo¨glichst klein zu halten. Beispielsweise forma-
lisiert der Bericht weder die Serialisierbarkeit von rw-Historien noch die von Mehr-
Versionen-Historien. Glu¨cklicherweise konnte zur Herleitung der Resultate fu¨r das




Methoden-Caching darauf verzichtet werden – lediglich am Ende nimmt das Kapitel
kurz auf die Serialisierbarkeit von rw-Historien Bezug.
Der Rest des Kapitels ist wie folgt aufgebaut: In Abschnitt 4.2 werden Methoden-
Cache-Transaktionen und entsprechende Historien vorgestellt, die sich von gewo¨hn-
lichen Ein-Versionen-Transaktionen bzw. -Historien hauptsa¨chlich durch Operationen
der Form mk,li unterscheiden (Definition 1 und 2). In der Tat kann man gewo¨hnli-
che Transaktionen und Historien als spezielle Methode-Cache-Transaktionen bzw. -
Historien auffassen. (Dies wird in Definition 5 aus Abschnitt 4.3 vermittelt.)
Wie bereits angedeutet, ist es ein Ziel dieses Kapitels, einen Serialisierbarkeitsbe-
griff fu¨r Methoden-Cache-Historien zu entwickeln und ein entsprechendes Serialisier-
barkeitstheorem bezu¨glich eines Serialisierbarkeitsgraphen aufzustellen.
Auf dem Weg dorthin werden in Abschnitt 4.4 rw-Historien auf a¨quivalente Mehr-
Versionen-Historien abgebildet. A¨quvialenz bedeutet hierbei, dass einerseits die Ope-
rationen und die Ordnung von Ursprung und Bild im Wesentlichen gleich sind. Ande-
rerseits sind aber auch der Serialisierbarkeitsgraph der Ein-Versionen-Historie und der
Mehr-Versionen-Serialisierbarkeitsgraph des Bildes bis auf Transitivita¨t identisch. Dies
ist die Aussage von Satz 1.
Mit Hilfe der zuvor eingefu¨hrten Abbildung MV (aus Definition 10) kann man
die Ein-Versionen-Serialisierbarkeitstheorie als einen Spezialfall der Mehr-Versionen-
Serialisierbarkeitstheorie auffassen. Um Satz 1 zu formulieren und zu beweisen, mu¨ssen
zuna¨chst Mehr-Versionen-Historien und Serialisierbarkeitsgraphen fu¨r rw- und Mehr-
Versionen-Historien eingefu¨hrt werden (Definition 7, 6 und 9 aus Abschnitt 4.3).
In Abschnitt 4.5 erweitert Definition 11 dann die Abbildung von rw-Historien mittels
MV auf die Abbildung von Methoden-Cache-Historien mittels MV ′. Dadurch la¨sst sich
der oben erwa¨hnte Serialisierbarkeitsbegriff fu¨r Methoden-Cache-Historien entwickeln:
Eine Methoden-Cache-Historie ist genau dann serialisierbar, wenn ihr Bild unter MV ′
einen azyklischen Mehr-Versionen-Serialisierbarkeitsgraphen besitzt (Definition 12).
Definition 13 bestimmt die direkte Struktur des Serialisierbarkeitsgraphen MCSG
einer Methoden-Cache-Historie. Mit Satz 2 und Korollar 2 wird dann gezeigt, dass eine
Methoden-Cache-Historie in der Tat genau dann serialisierbar ist, wenn der zugeho¨rige
SerialisierbarkeitsgraphMCSG azyklisch ist. Beweisen kann man dies mit Hilfe der Ab-
bildung MV ′ und dem Mehr-Versionen-Serialisierbarkeitsgraphen fu¨r Mehr-Versionen-
Historien. Es gilt insbesondere: Der Serialisierbarkeitsgraph MCSG einer Methoden-
Cache-Historie (HMC , <) ist (fu¨r eine vorgegebene Versionsordnung) bis auf Transiti-
vita¨t identisch zum Mehr-Versionen-Serialisierbarkeitsgraphen von MV ′((HMC , <).
4.2 Methoden-Cache-Transaktionen und -Historien
Eine Methoden-Cache-Transaktion ist a¨hnlich aufgebaut wie eine gewo¨hnliche Ein-
Versionen-Transaktionen – allerdings darf sie neben den bekannten r- und w-
Operationen auch Operationen der Form mk,li enthalten. Letztere kennzeichnen den Zu-
griff auf ein gecachtes Resultat eines Lesemethodenaufrufs, wobei das Resultat eventuell
aus eine vorausgehenden Transaktion stammt. Bezu¨glich mk,li bestimmt i die Transak-
tion (Ti, <i) in der die Operation stattfindet und k, l verweist im Wesentlichen auf das
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gecachte Methodenresultat. Dieses wurde in der Transaktion (Tk, <k) mit Hilfe einer
Menge von r-Operationen (aus Tk) berechnet. Zur Bestimmung der entsprechenden r-
Operationen sind diese mit dem hochgestellten Index l in Tk gekennzeichnet. Damit ist
klar, von welchen Leseoperationen der Form rlk[x] die Methodenoperation m
k,l
i abha¨ngt.
Zur Verdeutlichung diese Sachverhalts greift das nachfolgende Beispiel bereits der De-
finition von Methoden-Cache-Historien vor.
Beispiel 1. Der folgende Ausdruck beschreibt die Methode-Cache-Historie (H1, <):












Mit dem intuitiven Versta¨ndnis von Methoden-Cache-Historien ko¨nnen diese nun
formal eingefu¨hrt werden.
Definition 1. Methoden-Cache-Transaktion: Eine Methoden-Cache-Transaktion (Ti, <i) ist
eine Menge von Operationen Ti mit einer partiellen Ordnungsrelation <i, wobei
• Ti ⊆ {wi[x], rji [x],mk,li | x ist ein Datenelement und j, k, l ∈ N \ {0}} ∪ {ai, ci},
• ai ∈ Ti ⇔ ci /∈ Ti,
• ∀p ∈ Ti : p /∈ {ai, ci} ⇒ (p <i ai ∨ p <i ci),
• ∀rji [x], wi[x] ∈ Ti : rji [x] <i wi[x]⇔ ¬(wi[x] <i rji [x]).
Definition 2. Methoden-Cache-Historie: Sei {(T1, <1), . . . , (Tn, <n)} eine Menge von Trans-
aktionen. Eine Methoden-Cache-Historie (HMC , <) ist die Vereinigung der Operationen der
Ti mit einer partiellen Ordnungsrelation <, wobei HMC =
⋃n
i=1 Ti mit der Bedingung
∀mk,li ∈ HMC : k ∈ {1, . . . , n} ∧ ∀rlk[x] ∈ HMC : rlk[x] < mk,li




Methoden-Cache-Transaktionen bzw. -Historien sind also a¨hnlich aufgebaut wie die
Ein-Versionen-Transaktionen bzw. -Historien in [4]. Der wichtigste Unterschied sind
die neue Art von Operationen, die Methodenoperationen der Form mk,li , die sich u¨ber
den hochgestellten Index k, l auf null oder mehr vorausgehende r-Operationen aus der
Transaktion (Tk, <k) beziehen.
Im Gegensatz zum Transaktionsbegriff aus [4] kann es in einer Methoden-Cache-
Transaktion (Ti, <i) mehrere r-Operationen auf dem gleichen Datenelement x geben,
die sich durch die hochgestellten Indizes in der Menge der Transaktionsoperationen Ti
7 Die Ordnungsbeziehung < wird hier durch nebeneinanderstehende Operationen ausgedru¨ckt. Fu¨r
zwei Operationen p, q bedeutet pq also eigentlich p < q.




unterscheiden. Hierbei handelt es sich (auch ohne Beru¨cksichtigung der Methodenope-
rationen) formal um ein Erweiterung des Transaktionsbegriffs.
Ha¨ufig gibt es in einer Transaktion (Tk, <k) neben einer Operation rlk[x] keine weitere
Operation rok[x] mit l 6= o. Sofern es in einer entsprechenden Methoden-Cache-Historie
keine Operationen mk,li gibt, kann man den Index l der Einfachheit halber weglassen,
denn rlk[x] ist dann in Tk auch ohne den Index l eindeutig. Wir schreiben deshalb in vielen
der nachfolgenden Beispiele, Definitionen und Beweise zur Vereinfachung ha¨ufig rk[x] anstatt
rlk[x], falls der Index l nicht weiter von Bedeutung ist.
Die bisherige Definition fu¨r Methoden-Cache-Historien ist noch nicht ganz befrie-
digend, da (im Gegensatz zu Ein-Versionen-Historien in [4]) zueinander in Konflikt ste-
hende Operationen nicht notwendig geordnet sein mu¨ssen. Im Folgenden wird zuna¨chst
der Konfliktbegriff definiert und darauf aufbauend werden ”wohl geordnete Methoden-
Cache-Historien“ entwickelt. Letztere ordnen, wie man es erwartet, alle Paare von kon-
fliktbehafteten Operationen.
Wegen den Methodenoperationen erweitert der vorgestellte Konfliktbegriff die klas-
sischen rw- undww-Konflikte ummw-Konflikte und setzt die Definition von Methoden-
Cache-Historien von oben voraus.
Definition 3. Konflikte in Methoden-Cache-Historien: Sei (HMC , <) eine Methoden-Cache-




{ x } falls p = rji [x] ∨ p = wi[x]
{ x | ∃rlk[x] ∈ HMC } falls p = mk,li
.
Weiter sei a(p) der Zugriffstyp von p, also a(p) = r, a(p) = w oder a(p) = m (entsprechend p)
und T (p) die Transaktion, zu der p geho¨rt.
Ein Konflikt u ∦ v zwischen zwei Operationen u, v ∈ HMC existiert genau dann, wenn
gilt:
d(u) ∩ d(v) 6= ∅ ∧ ((a(u) = w ∧ a(v) = m) ∨ (a(v) = w ∧ a(u) = m)∨
(T (u) 6= T (v)∧ ((a(u) = w∧a(v) = w)∨ (a(u) = w∧a(v) = r)∨ (a(v) = w∧a(u) = r)))).
Offensichtlich ist die Konfliktrelation ∦ symmetrisch.
Die klassischen rw- bzw. ww-Konflikte gibt es auch in Methoden-Cache-Historien.
Daneben steht eine Methodenoperationen mk,li mit den Schreiboperationen in Konflikt,
die auf die gleichen Datenelemente zugreifen wie die Leseoperationen, auf die sich mk,li
bezieht. Man beachte, dass hierbei die m- und die w-Operation auch aus der selben
Transaktion stammen ko¨nnen. Beispielsweise existiert in der Methoden-Cache-Historie
(H2, <) = r21[x]w1[x]m
1,2
1 c1 der Konflikt w1[x] ∦ m
1,2
1 .
Beispiel 2. In (H1, <) aus Beispiel 1 gibt es folgende Konflikte:
r41[x] ∦ w2[x], r41[x] ∦ w3[x], w2[x] ∦ w3[x],m
1,4




4.3 rw- und Mehr-Versionen-Historien
Definition 4. Wohl geordnete Methoden-Cache-Historien: Ein Methoden-Cache-Historie
(HMC , <) ist wohl geordnet genau dann, wenn gilt:
∀p, q ∈ HMC : p ∦ q ⇒ p < q ∨ q < p.
In wohl geordneten Methoden-Cache-Historien sind also alle Paare von Operatio-
nen, die in Konflikt zueinander stehen, mittels < geordnet. Beispielsweise ist die Histo-
rie (H1, <) trivialerweise wohl geordnet (da sie total geordnet ist).
4.3 rw- und Mehr-Versionen-Historien
Wie bereits angeku¨ndigt, werden nun rw-Transaktionen bzw. -Historien als Spe-
zialfa¨lle von Methoden-Cache-Transaktionen bzw. Methoden-Cache-Historien ein-
gefu¨hrt. Die rw-Varianten entsprechen im Wesentlichen den klassischen Ein-Versionen-
Transaktionen bzw. -Historien aus [4].9
Definition 5. rw-Transaktion und rw-Historie: Eine rw-Transaktion (Ti, <i) ist eine
Methoden-Cache-Transaktion, die keine Methodenoperationen entha¨lt, genauer muss also gelten:
∀p ∈ Ti : a(p) 6= m.
Eine rw-Historie (H,<) = (HMC , <) ist eine wohl geordnete Methoden-Cache-Historie, die
ausschließlich aus rw-Transaktionen besteht, das heißt ∀p ∈ H : a(p) 6= m.
Der Vollsta¨ndigkeit halber und damit der Formalismus in sich abgeschlos-
sen ist, werden im Folgenden Serialisierbarkeitsgraphen fu¨r rw-Historien de-
finiert sowie Mehr-Versionen-Historien, Versionsordnungen und Mehr-Versionen-
Serialisierbarkeitsgraphen. Die Definitionen und die verwendete Notation orientieren
sich bis auf eine noch na¨her zu erla¨uternden Ausnahme meist an [4].10
Definition 6. Serialisierbarkeitsgraphen fu¨r rw-Historien: Seien {(T1, <1), . . . , (Tn, <n)} die
rw-Transaktionen zur rw-Historie (H,<). Der Serialisierbarkeitsgraph SG ⊆ {T1, . . . , Tn}2
zu (H,<) ist dann durch den folgenden Ausdruck gegeben:
(Ti, Tj) ∈ SG :⇔ ci ∈ Ti ∧ cj ∈ Tj ∧ ∃p ∈ Ti : ∃q ∈ Tj : p ∦ q ∧ p < q.
Statt (Ti, Tj) ∈ SG schreibt man auch Ti → Tj .
Definition 7. Mehr-Versionen-Historie: Ein Tupel (HMV , <) ist genau dann eine Mehr-
Versionen-Historie, wenn eine Menge von rw-Transaktionen {(T1, <1), . . . , (Tn, <n)} exi-
stiert, so dass HMV = { h(p) | p ∈ ⋃ni=1 Ti) } gilt und < eine partielle Ordnungsrelation
ist. Die Funktion h muss dabei folgende Eigenschaften besitzen:
∀ci, ai, wi[x] ∈ ∪ni=1Ti : h(ci) = ci ∧ h(ai) = ai ∧ h(wi[x]) = wi[xi], und
∀rli[x] ∈ ∪nk=1Tk : ∃j ∈ N : h(rli[x]) = ri[xj ].
Ferner muss die Ordnungsrelation < die folgenden Bedingungen erfu¨llen:
9 Das Pra¨fix ”rw“ wurde hier lediglich eingefu¨hrt, um den Unterschied zu Methoden-Cache-
Transaktionen bzw. -Historien zu betonen.
10 Fu¨r den Leser, der weniger Erfahrung im Bereich Transaktionstheorie besitzt, seien in diesen Zusam-
menhang Kapitel 2 und Abschnitt 5.2 von [4] empfohlen.
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• ∀i ∈ {1, . . . , n} : ∀p, q ∈ Ti : p <i q ⇒ h(p) < h(q),
• ∀rlj [x] ∈
⋃n
k=1 Tk : h(r
l
j [x]) = rj [xi]⇒ (i = 0 ∨ ∃wi[xi] ∈ HMV : wi[xi] < rj [xi]),
• ∀rlj [x] ∈
⋃n
k=1 Tk : (h(r
l
j [x]) = rj [xi] ∧ i 6= j ∧ cj ∈ HMV )⇒ ci ∈ HMV .
Fu¨r ein Datenelement x bezeichnet man xi mit i ∈ N als Version von x.
In Mehr-Versionen-Historien wird unterstellt, dass fu¨r etwaige Leseoperationen auf
einem Datenelement x, die vor irgendeneiner Schreiboperation auf x stattfinden, bereits
eine Version x0 von x existiert.
Im Gegensatz zu der entsprechenden Definition von Mehr-Versionen-Historien in
[4] wird hier nicht verlangt, dass eine Transaktion die Version eines Datenelements liest,





Tk : wi[x] < rli[x]⇒ h(rli[x]) = ri[xi].
Die Bedingung ist im Zusammenhang mit der weiter unten folgenden Definition von
serialisierbaren Methoden-Cache-Historien zu stark einschra¨nkend. Man kann jedoch
leicht zeigen, dass sie immer erfu¨llt ist, wenn der Serialisierbarkeitsgraph einer Mehr-
Versionen-Histore (entsprechend Definition 9 von unten) azyklisch ist. Dies wird durch
die erste Disjunktionsklausel in Definition 9 erzwungen.
Desweiteren ist zu beachten, dass bei der Abbildung von Operationen der Form rlj [x]
mittels h der Index l ”verloren geht“. Dadurch kann es vorkommen, dass etwa zwei
Operationen rlj [x], r
k
j [x] mit l 6= k auf die gleiche Operation rj [xm] abgebildet werden.
Dies fu¨hrt zu einer Vereinfachung des Mehr-Versionen-Formalismus, stellt aber fu¨r die
Korrektheit der nachfolgenden Betrachtungen zur Serialisierbarkeit keine Gefahr da.11
Definition 8. Versionsordnung: Es seiD die Menge der Datenelemente, auf die die Operationen
einer Mehr-Versionenhistorie (HMV , <) zugreifen, also D = {x | ∃ri[xj ] ∈ HMV ∨ ∃wi[xi] ∈
HMV }. Eine Verionsordnung¿ ist eine Ordnungsrelation auf den Versionen der Elemente aus
D, die alle Versionen zu einem x ∈ D total ordnet mit x0 als dem kleinsten Element, genauer:
∀x ∈ D : ∀i, j ∈ N \ {0} : x0 ¿ xi ∧ (i 6= j ⇒ xi ¿ xj ∨ xj ¿ xi).
Definition 9. Serialisierbarkeitsgraph fu¨r Mehr-Versionen-Historien: Seien {(T1, <1
), . . . , (Tn, <n)} die rw-Transaktionen zur Mehr-Versionen-Historie (HMV , <) und
¿ eine Versionsordnung zu (HMV , <). Der Mehr-Versionen-Serialisierbarkeitsgraph
MV SG ⊆ {T1, . . . , Tn}2 zu (HMV , <) ist dann durch den folgenden Ausdruck gegeben:
(Ti, Tj) ∈MV SG :⇔ ci ∈ Ti ∧ cj ∈ Tj ∧ ∃rk[xl], wm[xm] ∈ HMV :
11Man dazu beachte, dass es in einer serialisierbaren rw-Transaktion (Tj , <j) ho¨chstens zwei Werte fu¨r
ein Datenelement x geben kann, das durch eine Menge von Operationen M ⊆ {rlj [x] | l ∈ N} gelesen
wird – na¨mlich den Wert von x vor einem wj [x] und nach wj [x] (sofern wj [x] in Tj vorhanden ist). In Mehr-
Versionen-Historien kann das Verhalten entsprechender Mehr-Versionen-Leseoperationen leicht mit Hilfe
zweier Versionen fu¨r x dargestellt werden (wie etwa xm und xj mit m 6= j).
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(i = j = k = m ∧ i 6= l ∧ wi[xi] < ri[xl]) ∨ (i 6= j ∧m = i = l ∧ k = j)∨
(i 6= j ∧m = i ∧ l = j ∧ xm ¿ xl) ∨ (i 6= j ∧ k = i ∧m = j ∧ xl ¿ xm).
Statt (Ti, Tj) ∈MV SG schreibt man wiederum Ti → Tj . Falls eine der letzten beiden Disjunk-
tionsbedingungen im obigen Ausdruck erfu¨llt ist, nennt man Ti → Tj eine Versionsordnungs-
kante. Zwischen den Operationen rk[xl], wm[xm] besteht dann ein so genannter Versionskon-
flikt.
4.4 Einbettung von rw- in Mehr-Versionen-Historien
Nun ist das Ru¨stzeug beisammen, um zu zeigen, wie man rw-Historien als besondere
Mehr-Versionen-Historien interpretieren kann. Dabei sollen insbesondere die Operatio-
nen einer rw-Historie ”im Wesentlichen“ erhalten bleiben und es sollen genau die Kon-
flikte, die bereits in der rw-Historie existieren, in der entsprechenden Mehr-Versionen-
Historie vorkommen.
Hierzu wird im Folgenden die Abbildung MV definiert, die eine rw-Historie (H,<)
auf eine Mehr-Versionen-Historie abbildet. MV spaltet sich auf in die Abbildung mv
fu¨r die Operationen aus H und in eine Abbildung fu¨r die Ordnungsrelation <. Die ur-
spru¨nglichen Operationen aus H bleiben durch mv im Wesentlichen erhalten: Fu¨r Ope-
rationen der Form rji [x] wird ein Versionsindex bezu¨glich x berechnet, so dass ri[xk] ∈
mv(rji [x]) gilt.
12 Fu¨r wi[x]-Operationen erzeugt mv neben wi[xi] unter Umsta¨nden noch
eine zusa¨tzliche Operation ri[xk] ∈ mv(wi[x]).
Die zusa¨tzliche r-Operation hilft, genau jene Konflikte nachzubilden, die in der rw-
Historie zwischen Schreiboperationen wi[x], wj [x] (mit i 6= j) existieren. Diese Konflikte
wu¨rden sonst auf den Bildoperationen wi[xi] und wj [xj ] ”verloren gehen“ – sie werden
deshalb in der Mehr-Versionen-Historie durch Versionskonflikte nachgebildet.13
MV beha¨lt die Ordnung < auf der entstehenden Mehr-Versionen-Historie bei – dort
wird sie mittels <mv auf den Bildern mv(p) der Operationen p ∈ H notiert. Falls ri[xk] ∈
mv(wi[x]) gilt, erha¨lt die Operation ri[xk] die gleichen Ordnungsbeziehungen wie wi[xi]
bezu¨glich <mv.
Definition 10. Sei (H,<) eine rw-Historie mit den rw-Transaktionen {(T1, <1), . . . , (Tn, <n
)}. Die zu (H,<) a¨quivalente Mehr-Versionen-Historie MV ((H,<)) = (∪p∈Hmv(p), <mv)
ist dann wie folgt definiert:
mv(ci) := {ci},mv(ai) := {ai},
mv(wi[x]) :=
{ {wi[xi]} falls ∃ri[x] ∈ H : rki [x] < wi[x]
{ri[xj ], wi[xi]} mit j = Q(w, i, x) sonst
mv(rki [x]) :=
{ {ri[xi]} falls ∃wi[x] ∈ H : wi[x] < rki [x]
{ri[xj ]} mit j = Q(r, i, x) sonst und
12 Der Index j wird bezu¨glich rji [x] einfach weggelassen – dies stellt aber keine bedeutende Vera¨nderung
der Historie in Bezug auf ihre Konflikte dar. (Siehe hierzu auch die Kommentare von weiter oben.)
13 Es sei daran erinnert, dass in Mehr-Versionen-Historien ”gewo¨hnliche“ Scheib-Lese-Konflikte nur
bezu¨glich gleicher Versionen von Datenelementen entstehen ko¨nnen.
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∀p, q ∈ ∪h∈Hmv(h) : p <mv q :⇔ ∃u, v ∈ H : (u < v ∧ p ∈ mv(u) ∧ q ∈ mv(v)), wobei
Q(p, i, x) =

l falls
∃1wl[x] ∈ H : wl[x] < pi[x] ∧ cl ∈ H∧
(∀wm[x] ∈ H : wm[x] < pi[x] ∧ cm ∈ H ⇒
(wm[x] < wl[x] ∨m = l))
0 sonst
.
Q(p, i, x) bestimmt fu¨r Mehr-Versionen-Operationen der Form ri[xj ] den Versions-
index j zu x. Die Funktion liefert den Transaktionsindex l der letzten Schreiboperation
wl[x], die der Operation pi[x] ∈ H (direkt) vorausgeht oder 0, falls es keinen solchen
Vorga¨nger gibt. Desweiteren muss Tl abgeschlossen sein.
Es leicht einzusehen, dass die Abbildung MV wohl geformt ist, das heißt, dass sie
Historien erzeugt, die den Bedingungen aus Definition 7 genu¨gen. Insbesondere ist die
letzte Bedingung aus Definition 7 erfu¨llt, da bei der Berechnung des Index l = Q(p, i, x)
auch cl ∈ H fu¨r ein entsprechendes wl[x] gefordert wird.
Beispiel 3. Die zur rw-Historie
(H2, <) = r1[x]c1w2[x]c2r3[x]w3[x]c3
a¨quivalente Mehr-Versionen-Historie ist




Der folgende Satz pra¨zisiert die Eigenschaft von MV , die Konfliktbeziehungen einer
rw-Historie (H,<) ins Bild zu u¨bernehmen.
Satz 1. Der transitive Abschluss des Serialisierbarkeitsgraphen SG zu einer rw-Historie (H,<)
ist identisch zum transitiven Abschluss des Mehr-Versionen-Serialisierbarkeitsgraphen MV SG
von MV ((H,<)) fu¨r eine Versionsordnung ¿, die die folgende Bedingung erfu¨llt:
∀wi[x], wj [x] ∈ H : (wi[x] < wj [x] ∨ i = 0)⇒ xi ¿ xj .
Fu¨r den Beweis des Satzes ist die angegebene Einschra¨nkung fu¨r die Versionsord-
nung bzw. deren so getroffene Wahl zwingend erforderlich.
Beweis. Offensichtlich gilt ∀i ∈ {1, . . . , n} : ci ∈ Ti ⇔ ci ∈ mv(Ti). Die Abgeschlossen-
heit von Transaktionen braucht also bezu¨glich der Bedingung fu¨r Kanten in den jewei-
ligen Serialisierbarkeitsgraphen nicht weiter betrachtet zu werden.
Zuerst wird gezeigt: Gibt es eine Kante Ti → Tj im Serialisierbarkeitsgraphen SG
von (H,<), dann existiert eine entsprechende (transitive) Kante im Mehr-Versionen-
Serialisierbarkeitsgraphen MV SG zu MV ((H,<)) (Behauptung I).
Sei also Ti → Tj ∈ SG. Dann gibt es ein x mit pi[x] < qj [x], pi[x] ∦ qj [x] (und somit
i 6= j).
14 Die Ordnungsbeziehung <mv ist hier teilweise mittels Pfeilen dargestellt.
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Falls p = r, q = w, hat man ri[xs] <mv wj [xj ] in MV ((H,<)) (fu¨r ein s). Damit gilt
notwendig ws[x] < wj [x], also xs ¿ xj , und somit erha¨lt man die Versionsordnungskan-
te Ti → Tj ∈MV SG.
Falls p = w, q = r, hat man wi[xi] <mv rj [xs] in MV ((H,<)) (fu¨r ein s), wobei fu¨r
ws[xs] gilt: Entweder ist i = s, und man ist fertig oderwi[x] < ws[x] und somitwi[xi] <mv
ws[xs] auf Grund der Wahl von s fu¨r rj [xs] mittels Q(r, i, x) = s in Definition 10. Mit
cs ∈ mv(Ts) hat man dann also Ts → Tj ∈MV SG. Wie man sehen wird, impliziert aber
der nachfolgend behandelte Fall die Kante Ti → Ts ∈MV SG wegen wi[x] < ws[x], und
somit gelangt man zur transitiven Kante Ti → Ts → Tj .
Es bleibt also der Fall p = w, q = w zu betrachten: Sei wi[x] = wk1 [x] < . . . < wkn [x] =
wj [x] die Teilfolge aller Schreiboperation bezu¨glich x in H zwischen wi[x] und wj [x] mit
n ≥ 2, wobei jeweils cko ∈ To mit o ∈ {1, . . . , n} gelte. Behauptung: Es gibt einen Pfad
Tk1 → Tkn in MV SG.
Der Beweis erfolgt durch vollsta¨ndige Induktion u¨ber n. Induktionsanfang (n = 2):
In diesem Fall istwk1 [x] die direkt vorausgehende Schreiboperation vonwk2 [x] bezu¨glich
x mit ck1 ∈ Tk1 . Dann hat man mv(wk2 [x]) = {wk2 [xk2 ], rk2 [xk1 ]} wegen Q(w, k2, x) und
natu¨rlichwk1 [xk1 ] <mv rk2 [xk1 ], also gilt Tk1 → Tk2 ∈MV SG. Induktionsschluss (n−1y
n): Die Argumentation erfolgt analog zum Induktionsanfang – man ersetze lediglich k1
durch kn−1 und k2 durch kn.
Insgesamt ist sind somit alle Fa¨lle bezu¨glich der Behauptung I abgehandelt.
Es bleibt zu zeigen: Gibt es eine Kante Ti → Tj im Mehr-Versionen-
Serialisierbarkeitsgraphen MV SG von MV ((H,<)), dann existiert eine entsprechende
(transitive) Kante im Serialisierbarkeitsgraphen SG zu (H,<) (Behauptung II).
Sei also Ti → Tj ∈ MV SG. Es kann sich entweder um eine Versionsordnungskante
oder um eine Kante wegen wi[xi] <mv rj [xi] handeln und damit gilt auch i 6= j. Insbe-
sondere kann der Fall wi[xi] <mv ri[xl] mit i 6= l (aus der ersten Disjunktionklausel von
Definition 9) wegen der Definition von mv ausgeschlossen werden.
Zum Fall wi[xi] <mv rj [xi]: Auf Grund der Definition von mv gilt dann entweder
wi[x] < rj [x] (da mv(rj [x]) = {rj [xk]} fu¨r ein k) oder wi[x] < wj [x] (da mv(wj [x]) =
{rj [xk], wj [xj ]} fu¨r ein k), also ist Ti → Tj ∈ SG.
Falls es sich bei Ti → Tj ∈ MV SG um eine Versionsordnungskante handelt, gibt es
zwei Unterfa¨lle.
Fall 1: Man hat wi[xi], rk[xj ] in MV ((H,<)) (fu¨r ein k) mit xi ¿ xj . Weil mit wi[xi]
auch i 6= 0 gilt und weil ¿ eine Versionsordnung ist, kann j nicht 0 sein, und somit
existiert auch ein wj [xj ]. Wegen der Voraussetzung zur Verionsordnung im Satz folgt
mit xi ¿ xj sogar wi[x] < wj [x] und damit insbesondere Ti → Tj ∈ SG.
Fall 2: Man hat ri[xk], wj [xj ] in MV ((H,<)) (fu¨r ein k) mit xk ¿ xj . In diesem
Zusammenhang gibt es wiederum zwei Unterfa¨lle, na¨mlich ri[xk] <mv wj [xj ] und
wj [xj ] <mv ri[xk]. (Die beiden Operationen sind sicher vergleichbar mittels <mv, denn
ihre Urbilder bezu¨glich mv sind konfliktbehaftete Operationen p[x] < q[x] und die Ord-
nung von < wird in <mv beibehalten.)
Sei zuerst ri[xk] <mv wj [xj ]. Dann ist ri[xk] ∈ mv(ri[x]) oder ri[xk] ∈ mv(wi[x]), und
man hat ri[x] < wj [x] bzw. wi[x] < wj [x] also Ti → Tj ∈ SG.
Sei nun wj [xj ] <mv ri[xk]. Wegen der Definition der Funktion Q kann k somit nicht
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0 sein. Wegen xk ¿ xj gilt also weiter wk[x] < wj [x]. Falls ri[xk] ∈ mv(ri[x]), erha¨lt
man wk[x] < wj [x] < ri[x] und deshalb Q(r, i, x) 6= k. Dies ist ein Widerspruch zu
ri[xk] ∈ mv(ri[x]). Abschließend ist noch der Fall ri[xk] ∈ mv(wi[x]) zu behandeln. Man
erha¨lt dannwk[x] < wj [x] < wi[x] und deshalbQ(w, i, x) 6= k. Dies steht im Widerspruch
zu ri[xk] ∈ mv(wi[x]).
Insgesamt sind somit alle Fa¨lle zum Vorkommen von Kanten Ti → Tj in MVSG
abgehandelt und Behauptung II folgt.
Mit der Definition der Serialisierbarkeit von Ein-Versionen-Historien aus [4] und
dem zugeho¨rigen Serialisierbarkeitstheorem folgt das na¨chste Korollar unmittelbar aus
Satz 1.15
Korollar 1. Eine rw-Historie (H,<) ist genau dann serialisierbar, wenn die a¨quivalente Mehr-
Versionen-Historie MV ((H,<)) einen azyklischen Mehr-Versionen-Serialisierbarkeitsgraphen
besitzt fu¨r die Versionsordnung ¿, die die folgende Bedingung erfu¨llt:
∀wi[x], wj [x] ∈ H : (wi[x] < wj [x] ∨ i = 0)⇒ xi ¿ xj .
4.5 Einbettung von Methoden-Cache- in Mehr-Versionen-Historien
Der na¨chste Schritt erweitert die Abbildung MV von rw-Historien auf wohl geordnete
Methoden-Cache-Historien. Dabei werden Methodenoperationen auf Leseoperationen
der entsprechenden Mehr-Versionen-Historien abgebildet, und dies verleiht den Metho-
denoperationen indirekt eine Semantik. Das Konzept von Methoden-Operationen wird
also auf das Lesen einer bestimmten Menge von Versionen von Datenelementen redu-
ziert. Eine Operation mk,li liest dabei genau die Werte bzw. Versionen von Datenelemen-
ten, die bereits in den Operationen der Form rlk[x] in (H
MC , <) gelesen wurden.
Da man in Ein-Versionen-Historien (bzw. rw-Historien) keine Versionen von Daten-
elementen hat, kann man diesen Sachverhalt in solchen Historien nicht explizit mit
r-Operationen ausdru¨cken. Dies rechtfertigt gerade die Einfu¨hrung von Methoden-
Operationen in einem Ein-Versionen-Formalismus zur Untersuchung von transaktio-
nalem Methoden-Caching. Mit dem U¨bergang zu Mehr-Versionen-Historien erha¨lt man
aber doch die no¨tige Ausdruckskraft, um Methoden-Operationen durch Leseoperatio-
nen zu beschreiben. Aus dieser Motivation heraus greift die vorliegende Arbeit auf den
Mehr-Versionen-Formalismus zuru¨ck und fu¨hrt eine konflikterhaltende Abbildung von
Methoden-Cache-Historien zu Mehr-Versionen-Historien ein (na¨mlich MV ′).
Definition 11. Semantik von Methoden-Cache-Transaktionen: Sei (HMC , <) eine wohl ge-
ordnete Methoden-Cache-Historie mit den Transaktionen {(T1, <1), . . . , (Tk, <k)}. Die zu
(HMC , <) a¨quivalente Mehr-Versionen-Historie MV ′((HMC , <)) =
(∪p∈HMCmv′(p), <mv′) ist dann wie folgt definiert:
mv′(p) := mv(p) falls a(p) = r oder a(p) = w (mit mv aus Definition 10) und
15Wie bereits gesagt, sei auf [4] verwiesen fu¨r die Definition von Ein-Versionen-Serialisierbarkeit bzw. fu¨r
das entsprechende Serialisierbarkeitstheorem.
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mv′(mk,li ) := {ri[xh] | ∃rlk[x] ∈ HMC : rk[xh] ∈ mv(rlk[x])},
∀p, q ∈ ∪h∈HMCmv′(h) : p <mv′ q :⇔ ∃u, v ∈ HMC : (u < v ∧ p ∈ mv′(u) ∧ q ∈ mv′(v))∨
(∃mk,li , rlk[x], rlk[y] ∈ HMC : rlk[x] < rlk[y]∧
∃ri[xs], ri[yt] ∈ mv′(mk,li ) : p = ri[xs] ∧ q = ri[yt]).
Wie bereits oben erwa¨hnt, bildet mv′ ein mk,li auf eine Menge von Leseoperationen
ab, die dieselben Versionen von Datenelementen lesen, wie die Bildelemente der Opera-
tionen rlk[x] (unter mv). Die Ordnungsrelation <mv′ wird, wie schon bei MV , praktisch
unvera¨ndert von den Ursprungsoperationen auf die Bildelemente von mv′ u¨bertragen.
Die Definition von <mv′ ist allerdings komplizierter als die von <mv aus Definition 10,
denn fu¨r die Elemente von {ri[xs], ri[yt], . . .} aus dem Bild eines mk,li unter mv′ sollen
auch die Ordnungsbeziehungen der entsprechenden rlk[x], r
l
k[y] usw. in <mv′ u¨bernom-
men werden.
Beispiel 4. Die Anwendung von MV ′ auf die Methoden-Cache-Historie (H1, <) aus Beispiel
1 liefert die die folgende Mehr-Versionen-Historie:





Mit Hilfe von MV ′ kann man nun ein nahe liegendes Serialisierbarkeitskriteri-
um fu¨r Methoden-Cache-Historien festlegen. Dazu u¨berpru¨ft man einfach, ob der
Mehr-Versionen-Serialisierbarkeitsgraph des Bildes von MV ′ azyklisch ist. Dies ist
durch das Serialisierbarkeitstheorem fu¨r Mehr-Versionen-Historien in [4] gerecht-
fertigt: Es besagt, dass eine Mehr-Versionen-Historie genau dann Eins-serialisierbar
(1-SR) ist, wenn eine Versionsordnung existiert, fu¨r die der entsprechende Mehr-
Versionen-Serialisierbarkeitsgraph azyklisch ist.16 Der Serialisierbarkeitsbegriff fu¨r
Methoden-Cache-Historien ist im Vergleich noch sta¨rker einschra¨nkend als die Eins-
Serialisierbarkeit, da die Versionsordnung nicht beliebig sein kann, sondern durch die
Abbildung MV ′ bereits vorgegeben ist.
Definition 12. Serialisierbarkeit von (wohl geordneten) Methoden-Cache-Historien: Eine wohl
geordnete Methoden-Cache-Historie (HMC , <) ist genau dann MC-serialisierbar (oder einfach
serialisierbar), wenn die a¨quivalente Mehr-Versionen-Historie MV ′((HMC , <)) einen azykli-
schen Mehr-Versionen-Serialisierbarkeitsgraphen besitzt fu¨r die Versionsordnung¿, die die fol-
gende Bedingung erfu¨llt:
∀wi[x], wj [x] ∈ HMC : (wi[x] < wj [x] ∨ i = 0)⇒ xi ¿ xj .
16Eins-Serialisierbarkeit ist in diesem Zusammenhang das ”gewu¨nschte“ Serialisierbarkeitskriterium. Es
orientiert sich stark an der Aussagekraft der Serialisierbarkeit fu¨r Ein-Versionen-Historien. Mehr dazu fin-
det man in Abschnitt 5.2 von [4].
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Beispiel 5. Der Mehr-Versionen-Serialisierbarkeitsgraph MV SG zu MV ′((H1, <)) (mit
(H1, <) aus Beispiel 1) ist azyklisch und umfasst die folgenden Kanten:
T1 → T2, T2 → T3, T1 → T3, T3 → T2.
Die Versionskante T1 → T2 entsteht durch r1[x0], w2[x2] und x0 ¿ x2. A¨hnliches gilt fu¨r
die Kante T1 → T3 mit r1[x0], w3[x3] und x0 ¿ x3. Die Kante T2 → T3 kommt wegen
dem Konflikt zwischen w2[x2] und w3[x2] zu Stande. Schließlich gibt es noch die Versionskante
T3 → T2 wegen w2[x2], r3[x0] und x0 ¿ x3.
A¨hnlich wie fu¨r rw-Historien und Mehr-Versionen-Historien wird nun die Kon-
struktion von Serialisierbarkeitsgraphen fu¨r Methoden-Cache-Historien definiert. Ein
entsprechender Serialisierbarkeitsgraph ist dabei (natu¨rlich) so strukturiert, dass er ge-
nau dann azyklisch ist, wenn die zugeho¨rige Methoden-Cache-Historie serialisierbar
ist. Dies besta¨tigen Satz 2 und Korollar 2 weiter unten. Das Serialisierbarkeitstheo-
rem fu¨r Methoden-Cache-Historien repra¨sentiert das wichtigste Ergebnis dieses Ab-
schnitts, denn darauf aufbauend ko¨nnen Serialierbarkeitsprotokolle fu¨r das transaktio-
nale Methoden-Caching entwickelt bzw. verifiziert werden.
Definition 13. Serialisierbarkeitsgraph fu¨r (wohl geordnete) Methoden-Cache-Historien: Sei-
en {(T1, <1), . . . , (Tn, <n)} die Transaktionen zur wohl geordneten Methoden-Cache-Historie
(HMC , <). Der Serialisierbarkeitsgraph MCSG ⊆ {T1, . . . , Tn}2 zu (HMC , <) ist dann
durch den folgenden Ausdruck gegeben:
(Ti, Tj) ∈MCSG :⇔ ci ∈ Ti ∧ cj ∈ Tj∧
((∃p ∈ Ti : ∃q ∈ Tj : a(p) 6= m ∧ a(q) 6= m ∧ p ∦ q ∧ p < q) ∨
(∃mk,li , wj [x], rlk[x] ∈ HMC : rlk[x] < wj [x] ∧ (i 6= j ∨ wj [x] < mk,li ) ∨
(i 6= j ∧ ∃wi[x],mk,lj , rlk[x] ∈ HMC : wi[x] < rlk[x]))
Statt (Ti, Tj) ∈MCSG schreibt man wiederum Ti → Tj .
Offenbar gilt fu¨r eine wohl geordnete Methoden-Cache-Historie (HMC , <): SG ⊆
MCSG (mit SG aus Definition 6), denn die erste Disjunktionsklausel in Definition 13 ist
identisch zur Bedingung fu¨r Serialisierbarkeitsgraphen von rw-Historien in Definition 6
und jede rw-Historie ist eine wohl geordnete Methoden-Cache-Historie.
Die zweite und dritte Disjunktionsklausel der obigen Definition erzeugen Graphen-
kanten bezu¨glich Methodenoperationen. Zu einer Methodenoperationmk,li mu¨ssen hier-
bei die Operationen rlk[x] ∈ HMC betrachtet werden, auf die sich die Methodenopera-
tion bezieht. Es werden dann Kanten zwischen Ti und allen Tj gezogen, fu¨r die ein
entsprechendes wj [x] existiert. Falls dabei ein rlk[x] vor dem entsprechenden wj [x] liegt,
verla¨uft die Kante von Ti nach Tj (zweite Disjunktionsklausel). Ansonsten zeigt die Kan-
te in die andere Richtung (dritte Disjunktionsklausel).
Man beachte, dass nur durch die zweite Disjunktionsklausel reflexive Kanten in
MCSG entstehen ko¨nnen. Beispielsweise fu¨hrt die Historie (H2, <) = r11[x]w1[x]m
1,1
1 c1
zur Kante T1 → T1 ∈MCSG.
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Beispiel 6. Der Serialisierbarkeitsgraph fu¨r die Methoden-Cache-Historie (H1, <) besteht aus
folgenden Kanten:
T1 → T2, T2 → T3, T1 → T3, T3 → T2.
Dies sind offenbar die gleichen Kanten wie in Beispiel 5. Die Kanten T1 → T2, T2 → T3 und
T1 → T3 sind gewo¨hnliche Konfliktkanten (erste Disjunktionsklausel in Definition 13). Die
Kante T3 → T2 kommt aber wegen m1,13 , r11[x] und w3[x] zu Stande (zweite Diskunktionsklausel
in Definition 13).
Satz 2. Der transitive Abschluss des Serialisierbarkeitsgraphen MCSG zu einer wohl geord-
neten Methoden-Cache-Historie (HMC , <) ist identisch zum transitiven Abschluss des Mehr-
Versionen-Serialisierbarkeitsgraphen MV SG von MV ′((HMC , <)) fu¨r eine Versionsordnung
¿, die die folgende Bedingung erfu¨llt:
∀wi[x], wj [x] ∈ HMC : (wi[x] < wj [x] ∨ i = 0)⇒ xi ¿ xj .
Beweis. Offensichtlich gilt ∀i ∈ {1, . . . , n} : ci ∈ Ti ⇔ ci ∈ mv(Ti). Die Abgeschlossen-
heit von Transaktionen braucht also bezu¨glich der Bedingung fu¨r Kanten in den jewei-
ligen Serialisierbarkeitsgraphen nicht weiter betrachtet zu werden.
Zuerst wird gezeigt: Gibt es eine Kante Ti → Tj im Serialisierbarkeitsgraphen
MCSG von (HMC , <), dann existiert eine entsprechende (transitive) Kante im Mehr-
Versionen-Serialisierbarkeitsgraphen MV SG zu MV ′((HMC , <)) (Behauptung I).
Falls Ti → Tj ∈ SG von (HMC , <) dann ist Ti → Tj auch im transitiven Abschluss
von MV SG (siehe hierzu Satz 1).
Sei also Ti → Tj ∈ MCSG \ SG. Dann kam Ti → Tj durch die zweite oder dritte
Disjunktionsklausel in Definition 13 zu Stande und es existieren entweder Operationen








k[x] mit wi[x] < r
l
k[x].
Im ersten Fall hat man fu¨r die Bilder der Operationen bezu¨glich mv′: mv′(rlk[x]) =
{rk[xs]}, wj [xj ] ∈ mv′(wj [x]) sowie ri[xs] ∈ mv′(mk,li ) (fu¨r ein s). Mit rk[xs] <mv′ wj [xj ],
ergibt sich notwendig s = 0 ∨ ws[xs] <mv′ wj [xj ] und somit die Versionsordnung xs ¿
xj . Falls dabei i 6= j gilt, erha¨lt man fu¨r ri[xs] und wj [xj ] die Versionskante Ti → Tj in
MV SG (letzte Disjunktionklausel in Definition 9). Hat man anderseits i = j, so folgt
mit der zweiten Disjunktionsklausel von Definition 13 auch wj [xj ] = wi[xi] <mv′ ri[xs].
Da i 6= s erha¨lt man (Ti → Tj = Ti) ∈ MV SG durch die erste Disjunktionsklausel von
Definition 9.
Gibt es fu¨r Ti → Tj ∈ MCSG die Operationen wi[x], mk,lj , rlk[x] mit wi[x] < rlk[x]
(dritte Disjunktionsklausel von Definition 13), so verhalten sich die entsprechenden Ele-
mente der Bilder bezu¨glich mv′ wie folgt: wi[xi] <mv′ rk[xs] <mv′ rj [xs] (fu¨r ein s). Falls
i = s gilt, ist man fertig. Ansonsten kann man per Induktion wie im Beweis von Satz 1
schließen, dass Ti → Ts ∈MV SG gilt mitws[xs] ∈ Ts und somit auch Ti → Tj ∈MV SG.
(Man beachte, dass s wegen der Definition von Q und wegen wi[x] sicher gro¨ßer 0 ist.)
Es bleibt zu zeigen: Gibt es eine Kante Ti → Tj im Mehr-Versionen-
Serialisierbarkeitsgraphen MV SG von MV ′((HMC , <)), dann existiert eine entspre-




Sei Ti → Tj ∈ MV SG. In Satz 1 wurden bereits alle Kanten untersucht, die durch
die Abbildung MV entstanden. Es genu¨gt also Kanten zu untersuchen, die zusa¨tzlich
durch MV ′ (als Erweiterung von MV ) eingebracht werden. Gema¨ß Definition 11 muss
eine solche Kante durch die Abbildung einer Operation mk,ln entstanden sein. Seien etwa
rn[xs] ∈ mv′(mk,ln ) und wt[xt] die Operationen, die Ti → Tj ∈ MV SG produzieren.
Dann gibt es nach Definition 9 vier mo¨gliche Fa¨lle zu unterschieden: i = j = n = t, i 6=
s, wi[xi] <mv′ ri[xs] oder i 6= j, i = s = t, j = n oder i 6= j, i = t, j = s, xt ¿ xs oder
i 6= j, n = i, t = j, xs ¿ xt.
Im ersten Fall hat man rlk[x] < wi[x] < m
k,l





sonst wa¨re i = s. Fu¨r rlk[x] < wi[x] < m
k,l
i ergibt sich die Kante Ti → Ti ∈ MCSG mit
i = j aus der zweiten Disjunktionsklausel von Definition 13. Fu¨r wi[x] < wo[x] < rlk[x] <
mk,li hat man Ti → To → Ti ∈MCSG. Somit gilt die Behauptung fu¨r diesen Fall.
Im zweiten Fall erha¨lt man durch Einsetzen: wi[xi] <mv′ rj [xi] ∈ mv′(mk,lj ) mit
wi[xi] ∈ mv′(wi[x]). Also existiert in der Historie HMC auch ein rlk[x] mit wi[x] < rlk[x].
Denn falls andererseits rlk[x] < wi[x] gelten wu¨rde, wa¨re mv
′(rlk[x]) = {rk[xg]} fu¨r ein
g 6= i. Damit erhielte man rj [xg] ∈ mv′(mk,lj ) anstatt rj [xi] ∈ mv′(mk,lj ) (Widerspruch).
Insgesamt folgt somit Ti → Tj ∈ MCSG aus der letzten Disjunktionsklausel von Defi-
nition 13.
Zum Fall i 6= j, i = t, j = s, xt ¿ xs: Hier folgt direkt wi[x] < wj [x] wegen der
Voraussetzung fu¨r ¿ im zu beweisenden Satz. (Man bedenke, dass t = i nicht 0 sein
kann.)
Beim letzten Fall erha¨lt man durch Einsetzen die Situation xs ¿ xj , ri[xs] ∈
mv′(mk,li ) und wj [xj ] ∈ mv′(wj [x]) mit wj [x] ∈ HMC . Wegen mk,li existiert daru¨ber hin-
aus ein rlk[x] ∈ HMC mit rlk[x] < mk,li . Falls rlk[x] < wj [x] ergibt sich Ti → Tj durch die
zweite Disjunktionsklausel von Definition 13. Ansonsten hat man wj [x] < rlk[x]. Falls
rlk[x] von Tj liest ergibt sich unter MV
′: wj [xj ] <mv′ rk[xj ] <mv′ ri[xj ] ∈ mv′(mk,li )
und somit j = s im Widerspruch zu xs ¿ xj . Falls andererseits rlk[x] x in einem To
(ungleich Tj) liest, also wj [x] < wo[x] < rlk[x] vorliegt, gelangt man unter MV
′ zu
wj [xj ] <mv′ wo[xo] <mv′ rk[xo] <mv′ ri[xo] ∈ mv′(mk,li ). Daraus folgt s = o und wei-
ter xj ¿ xs (wegen wj [xj ] < wo[xo]) im Widerspruch zur Annahme.
Insgesamt sind somit alle mo¨glichen Fa¨lle untersucht und Behauptung II folgt.
Das nachfolgende Korollar folgt unmittelbar aus Definition 12 und 13 sowie Satz 2.
Es repra¨sentiert das wichtigste Ergebnis dieses Abschnitts.
Korollar 2. Eine wohl geordnete Methoden-Cache-Historie (HMC , <) ist genau dann MC-
serialisierbar, wenn der Methoden-Cache-Serialisierbarkeitsgraph MCSG zu (HMC , <) azy-
klisch ist.
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5 Entwurfsansa¨tze zum transaktionalen Methoden-Caching fu¨r
EJB-basierte Applikationsserver
Dieses Kapitel konkretisiert die Aussagen zur Architektur eines transaktionalen
Methoden-Caches aus Abschnitt 3.2. Zuna¨chst wird dazu ein UML-Entwurf von Klas-
sen zur Verarbeitung von klientenseitigen Anwendungstransaktionen diskutiert, wie er
in a¨hnlicher Weise bei herko¨mmlichen EJB-basierten Applikationsservern vorkommt.
Darauf aufbauend folgen objektorientierte Entwurfsansa¨tze zur Erweiterung dieser
Struktur, die transaktionales methodenbasiertes Caching ermo¨glichen. Die vorgestellten
Ansa¨tze sind jedoch nicht vollsta¨ndig sondern bilden ein Grundgeru¨st zur Beschreibung
von Protokollimplementierungen fu¨r m-Planer in Kapitel 7.
Auf Basis der nachfolgenden Entwu¨rfe wurde ein Prototyp entwickelt, der fu¨r die
Evaluation der vorgeschlagenen Konzepte diente. Die entsprechende Implementierung
erweitert den EJB-Applikationsserver JBoss ([17]).
5.1 Typische Klassenstruktur eines EJB-basierten Applikationsservers
Abbildung 7 zeigt ein konzeptionell stark vereinfachtes UML-Klassendiagramm eines
EJB-Applikationsservers zur Verarbeitung von klientenseitigen Anwendungstransaktio-
nen. Der Aufbau ist an die Struktur von JBoss angelehnt, la¨sst jedoch sehr viele Details
außer acht. Er skizziert vor allem Klassen in Bezug auf den Datenfluss bei der Verarbei-
tung von Kliententransaktionen.
Als Beispiel wird unterstellt, dass eine Klasse ServiceMethodImplementation vor-
liegt, die eine (bestimmte) Enterprise Java Bean repra¨sentiert.17 Die Klasse entha¨lt die
Dienstmethode someServiceMethod(), deren Implementierung, wie angedeutet, u¨ber
eine JDBC-Datenbankverbindung ([30]) Datenelemente aus einer relationalen Daten-
bank liest. Das unterliegende Datenbankverwaltungssystem ist dabei XA-konform und
der JDBC-Treiber fu¨r das System unterstu¨tzt die XA-Anbindung fu¨r Java. Dies a¨ußert
sich dadurch, dass im JDBC-Treiber Unterklassen von XAResource und XAConnection
vorkommen.
Die Abbildung unterscheidet neben den JDBC-Treiber-Klassen vier weitere Mengen
von Klassen bzw. Schnittstellen (angedeutet durch gestrichelte Rechtecke):
• Nicht eingerahmte Klassen stammen aus der Java-Standard-Bibliothek bzw. der EJB-
Spezifikation und geho¨ren daher nicht zur Applikationsserver-Implementierung
selbst. Die Klassen UserTransaction, Xid und XAResource wurden bereits in
Abschnitt 3.1 angesprochen. Die Methoden start() und end() von XAResource
dienen dazu, eine Servertransaktionen mit einer Datenbanktransaktion zu ver-
knu¨pfen. Hierfu¨r ruft die Servertransaktion (Klasse ServerTransaction) die Me-
thoden start() und end() jeweils mit der Xid-Instanz auf, durch die die Server-
transaktion identifiziert wird. Die u¨brigen Methoden dienen gema¨ß Abschnitt 3.1
zur Durchfu¨hrung eines Zwei-Phasen-Commit-Protokolls.
17Sie ist also nicht Teil des Applikationsserver-Rahmenwerks selbst.
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+invoke(in ...) : Object
RemoteMethodInvoker
+begin() : TransactionContext
+commit(in ctx : TransactionContext)
+rollback(in ctx : TransactionContext)
+resume(in ctx : TransactionContext)







+enlistResource(in res : XAResource)
+delistResource(in res : XAResource)
-txState : int
ServerTransaction
+start(in xid : XidImpl, in ...)
+end(in xid : XidImpl, in ...)
+prepare(in xid : XidImpl)




+invoke(in t : RemoteHandle, in m : Method, in args : Object[], in ctx : TransactionContext) : ReturnInfo
ServerMethodInvoker








+invoke(in thisObj : Object, in m : Method, in args : Object[]) : Object
InvocationHandler




















{  for (int i = 0; i < resources.length; i++)
      resources[i].start(xid); }
{  for (int i = 0; i < resources.length; i++)








{ xid = txManager.begin(); }
{ txManager.commit(createTxContext(xid)); }
{  txManager.resume(ctx);
   Object res =
       m.invoke(t.getLocalObject(), args);
   txManager.suspend(ctx);
   return new ReturnInfo(res); }
{  s = dbConnection.createStatement();
   res =
   executeQuery(“select name from item where ... “);
    ...






+someServiceMethod(in o : Object) : Object
ServiceMethodInterfaceDynamicProxy
{ ReturnInfo info =
      serverInvoker.invoke((RemoteHandle) thisObj,
           m, args, createTxContext();




Abbildung 7: Vereinfachte UML-Darstellung einer EJB-basierten Applikationsserver-
Implementierung, die Kliententransaktionen unterstu¨tzt
Als weitere Standardklassen bzw. -schnittstellen kommen Connection und
XAConnection in Abbildung 7 vor. Connection (genauer java.sql.Connection)
erlaubt SQL-Anfragen an das relationale Datenbanksystem zu senden. Ein ent-
sprechender Zugriff kommt ha¨ufig in der Implementierung von EJB-Methoden
vor (im Beispiel durch ServiceMethodImplementation.someServiceMethod()).
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XAConnection (genauer javax.sql.XAConnection) stellt eine Beziehung zwischen
einer JDBC-Verbindung (eine Instanz von Connection) und einer XAResource-
Instanz her. So ko¨nnen fu¨r eine JDBC-Verbindung, die gerade in einer EJB-
Methodenausfu¨hrung verwendet wird, u¨ber die XA-Schnittstelle entsprechende
Datenbanktransaktionen gestartet, fortgefu¨hrt bzw. beendet werden. Der Trans-
aktionsverwalter (Klasse TransactionManager) stellt dabei sicher, dass fu¨r die
EJB-Methodenausfu¨hrung die ”richtige“ Datenbanktransaktion fortgefu¨hrt wird.
Die Zuordnung von Benutzertransaktionen, Servertransaktionen und Daten-
banktransaktionen (oder allgemeiner Ressourcentransaktionen) erfolgt im System
durchga¨ngig u¨ber Xid-Instanzen.
Die Standardklasse Method (genauer java.lang.reflect.Method) dient zur ge-
nerischen Repra¨sentation bzw. Ausfu¨hrung von Methoden u¨ber das Java-eigene
Metaobjekt-Protokoll.
InvocationHandler (genauer java.lang.reflect.InvocationHandler) un-
terstu¨tzt die Umsetzung des Enfwurfsmusters ”Dynamischer Proxy“ ([8]).
Auf der Klientenseite liegt die Dienstschnittstelle zu einer EJB also als dy-
namische Proxyklasse vor. Beispielsweise wurde in der Abbildung das
Java-Interface ServiceMethodInterface als Dienstschnittstelle gewa¨hlt und
ServiceMethodInterfaceDynamicProxy wurde zur Darstellung der zugeho¨rigen
dynamischen Proxyklasse eingesetzt. In Wirklichkeit ist die Proxyklasse selbst
aber namenlos – sie wird zu Systemlaufzeit erzeugt.
• Die Klientenklassen sind fu¨r den klientenseitigen Zugriff auf den
Applikationsserver notwendig. Wie bereits erla¨utert, ermo¨glicht
ServiceMethodInterfaceDynamicProxy den Aufruf von (entfernten) Dienst-
methoden vom Klientencode aus. Die Struktur der enthaltenen Methoden ha¨ngt
von der entsprechenden Schnittstelle ab; letztere ist in der Abbildung durch das
Java-Interface ServiceMethodInterface repra¨sentiert.
RemoteUserTransaction implementiert Benutzertransaktionen auf der Klienten-
seite. Entsprechende Instanzen fungieren als Statthalter fu¨r Servertransaktionen;
die Eins-Zu-Eins-Zuordnung zwischen Benutzertransaktionen und Servertrans-
aktionen erfolgt dabei, durch Xid-Objekte. RemoteUserTransaction delegiert die
Aufrufe zur Demarkation von Benutzertransaktionen als entfernte Methodenauf-
rufe zum Server. Dort werden sie vom Transaktionsmanager (ein Singleton der
Klasse TransactionManager) verarbeitet.
RemoteMethodInvoker ist fu¨r die Weiterleitung von EJB-Methodenaufrufen ver-
antwortlich. Letztere erhalten durch den dynamischen Proxy-Ansatz eine gene-
rische Struktur und sind mittels der Argumente m, this, args der invoke()-
Methode eindeutig beschrieben. Vor der U¨bermittlung der entsprechenden Werte
an den Server fu¨gt RemoteMethodInvoker noch den Transaktionskontext in einen
entfernten Methodenaufruf ein. Der Transaktionskontext entha¨lt insbesondere die
Xid zur Identifikation der Transaktion, innerhalb derer der Dienstmethodenaufruf
beim Klienten stattfindet. Die Xid kann u¨ber eine Assoziation zur ”aktuellen“ Be-
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nutzertransaktion ermittelt werden. Die Details zum Finden der aktuellen Benut-
zertransaktion wurden der Einfachheit halber in Abbildung 7 ausgelassen. Auf der
Klientenseite wird das this-Objekt fu¨r einen (entfernten) Dienstmethodenaufruf
u¨brigens nicht direkt referenziert – es wird lediglich durch einen Identifikator (ei-
ne Instanz der Klasse RemoteHandle) gekennzeichnet. Der Identifikator wird nach
der U¨bermittlung auf der Serverseite durch das echte Dienstobjekt (also ein EJB-
Objekt) ersetzt.
• Die Transportklassen werden zur Datenu¨bermittlung bei entfernten Methoden-
aufrufen zwischen Klient und Server genutzt. Die Klasse TransactionContext
entha¨lt dabei alle Information zur Verarbeitung von Benutzertransaktionen
auf der Serverseite. Im vorliegenden Fall unfasst dies lediglich die Xid –
zur Realisierung eines Protokolls fu¨r transaktionales Methoden-Caching muss
TransactionContext aber erweitert und mit zusa¨tzlichen Informationen versehen
werden.
ReturnInfo liefert das Resultat eines Dienstmethodenaufrufs an den Klienten
zuru¨ck. Das eigentliche Aufrufresultat ist im Attribut result enthalten. Fu¨r das
transaktionale Methoden-Caching ko¨nnen hier ebenfalls Zusatzinformationen un-
tergebracht werde, die nach der Ausfu¨hrung einer Dienstmethode vom Server
zum Klient zu u¨bermitteln sind.
XidImpl ist lediglich eine Implementierung des Java-Interfaces Xid. (Die genaue
Implementierung einer Xid lassen der Java- bzw. der XA-Standard also offen.) Die
Funktion der Klasse RemoteHandle wurde bereits behandelt.
• Von den Serverklassen zeigt Abbildung 7 nur jene, die fu¨r die Transakti-
onsverarbeitung im Applikationsserver besonders interessant sind. Die Klas-
se TransactionManager bearbeitet potentiell verteilte Anwendungstransaktionen
auf der Serverseite. Neben den Methoden begin(), commit() und rollback()
entha¨lt sie auch Methoden zum Unterbrechen bzw. Fortfu¨hren von Anwendungs-
transaktionen (suspend() und resume()).
Die beiden Methoden werden von einer Instanz der Klasse ServerMethodInvoker
genutzt, wenn diese einen Dienstmethodenaufruf u¨ber invoke() durchfu¨hrt. Zur
Identifikation der entsprechenden Transaktionen wird resume() und suspend()
jener Transaktionskontext u¨bergeben, den die ServerMethodInvoker-Instanz
vom Klienten erhalten hat. ServerMethodInvoker.invoke() bestimmt (u¨ber
das u¨bermittelte RemoteHandle) auch das lokale EJB-Objekt. U¨ber die Klasse
java.lang.reflect.Method kommt es dann zum eigentlichen Dienstmethoden-
aufruf. ServerMethodInvoker.invoke() verpackt das berechnete Resultat in ei-
nem ReturnInfo-Objekt und schickt dieses an den Klienten zuru¨ck.
Das Singleton TransactionManager kennt alle laufenden Server-seitigen Trans-
aktion u¨ber die Assoziation hasTransactions. Mit Hilfe der Xid einer Demar-
kationsmethode wie etwa TransactionManager.commit() kann der Transakti-
onsmanager ein zugeho¨riges ServerTransaction-Objekt bestimmen und einen
38
5.2 Erweiterung um Methoden-Cache und m-Planer
entsprechenden Methodenaufruf an die Servertransaktion delegieren. Die letz-
tere informiert ihrerseits alle beteiligten XA-Ressourcen u¨ber das Unterbrechen,
Fortfu¨hren oder Beenden zugeordneter Ressourcentransaktionen. Dazu verwen-
det die Servertransaktion die Xid, durch die sie sich selbst identifiziert. Ent-
sprechende XA-Ressourcen werden mit der Methode enlistRessources() re-
gistriert. Wie im Beispiel angedeutet, repra¨sentieren die XA-Ressourcen meist
(JDBC-)Verbindungen zu XA-fa¨higen Datenbanken. Ist einer Servertransaktion
mehr als eine XA-Ressource zugeordnet, so handelt es sich offenbar um eine ver-
teilte Transaktion. Es obliegt dann der Servertransaktion, durch entsprechende
Aufrufe von XARessource.prepare() ein Zwei-Phasen-Commit-Protokoll fu¨r die
beteiligten XA-Ressourcen durchzufu¨hren.
5.2 Erweiterung um Methoden-Cache und m-Planer
Abbildung 8 zeigt vereinfacht die wichtigsten Erweiterungen der Basisinfrastruktur des
letzten Abschnitts, so dass transaktionales Methoden-Caching ermo¨glicht wird. Es tau-
chen dabei Vera¨nderungen an sehr vielen Klassen auf, die man schon aus Abbildung
7 kennt. Der U¨bersicht halber wurde auf Anmerkungen zu Methodenimplementierun-
gen zum Großteil verzichtet. Die folgenden Paragraphen erla¨utern aber entsprechende
Details.
Als wichtigster Unterschied zu Abbildung 7 gibt es nun zwei weitere (durch ge-
strichelte Rechtecke markierte) Mengen von Klassen: Auf der Klientenseite sorgen die
Methoden-Cache-Klassen fu¨r das konsistente Vorhalten von Methodenresultaten. Auf der
Serverseite stellen die m-Planer-Klassen die Serialisierbarkeit von Transaktionen im Zu-
sammenhang mit dem Einsatz des Methoden-Caches sicher.
Entsprechend der Architektur aus Abbildung 5 in Abschnitt 3.2 befindet sich der
m-Planer zwischen den Transaktionsverwalterklassen des Applikationsservers und den
JDBC-Treiber-Klassen. Letztere sind im Gegensatz zu Abbildung 7 hier nicht illu-
striert. Der m-Planer pra¨sentiert sich gegenu¨ber dem Applikationsserver im Wesent-
lichen als eine XA-Ressource und eine Datenbankverbindung und wirkt wie ein de-
legierender XA-fa¨higer JDBC-Treiber. Die entsprechenden Klassen MXAResource und
MConnection erfu¨llen daher das Entwurfsmuster ”Dekorierer“ ([11]). Sie geben einer-
seits entsprechende Methodenaufrufe an einen unterliegenden ”echten“ JDBC-Treiber
weiter. Daru¨ber hinaus sorgen sie aber noch fu¨r die konsistente Einplanung von m-
Operationen, indem sie entsprechende Methoden aus der Klasse MTransaction auf-
rufen. MTransaction ist die Repra¨sentation einer Anwendungstransaktion innerhalb
des m-Planers – Serialisierbarkeitsprotokolle fu¨r Methoden-Cache-Transaktionen ma-
nifestieren sich, wie noch deutlich wird, zum Großteil in dieser Klasse. Details hierzu
folgen in den na¨chsten Abschnitten und in Kapitel 7.
Wie bereits in Abschnitt 3.2 erwa¨hnt, beno¨tigt das System fu¨r das Einplanen
von Methodenoperationen sowie das Invalidieren von Methodenresultaten im Ca-
che noch Zusatzinformationen, die zwischen dem Methoden-Cache (auf der Klienten-
seite) und dem m-Planer ausgetauscht werden mu¨ssen. Als Basis fu¨r den Transport
dieser Informationen dienen die bereits bekannten Transportklassen ReturnInfo und
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+invoke(in ...) : Object
RemoteMethodInvoker
+begin() : TransactionContext
+commit(in ctx : TransactionContext)
+rollback(in ctx : TransactionContext)
+resume(in ctx : TransactionContext)







+enlistResource(in res : XAResource)




+invoke(in t : RemoteHandle, in m : Method, in args : Object[], in ctx : TransactionContext) : ReturnInfo
ServerMethodInvoker








+invoke(in thisObj : Object, in m : Method, in args : Object[]) : Object
InvocationHandler



























{ xid = txManager.begin();
  methodCache.begin(xid); }
{ txManager.commit(mtehodCache.createTxContext(xid));
  methodCache.commit(xid); }
{  s = dbConnection.createStatement();
   res =
   executeQuery(“select name from item where ... “);
    ...
   String name = res.getString(“name“);
   ((MResource) dbConnection).write(name);
   return name; }
Xid
1 1
+someServiceMethod(in o : Object) : Object
ServiceMethodInterfaceDynamicProxy
+getMethodResult(in t, in m, in args, in xid) : MethodlResult
+registerMethodResult(in t, in m, in args, in xid, in info : ReturnInfo)
+createTxContext(in xid : Xid) : TransactionContext
+begin(in xid : Xid)
+prepare(in xid : Xid) : boolean
+commit(in xid : Xid)











+afterMethodCall(in ctx : TransactionContext) : ReturnInfo
+beforeCommit(in ctx : TransactionContext)
+beforeAbort(in ctx : TransactionContext)
MDemarcator
+read(in x : Object)
+write(in x : Object)
MResource
ConnectionXAResource
{  MethodResult res =
    methodCache.getMethodResult(thisObj, m, args);
  if (res != null) return res.getResult();
  Xid xid = getCurrentXid();
  ReturnInfo info =
      serverInvoker.invoke((RemoteHandle) thisObj,
          m, args, methodCache.createTxContext(xid));
  methodCache.
    registerMethodResult(thisObj, m, args, xid, info);













Abbildung 8: Erweiterung einer EJB-basierten Applikationsserver-Implementierung zur
Unterstu¨tzung von Methoden-Caching in Kliententransaktionen
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TransactionContext.
Um dem m-Planer die Zusatzinformationen zukommen zu lassen, implementiert
die Klasse MXAResource neben XAResource auch noch das Interface MDemarcator. Die
Methoden von MDemarcator erlauben die U¨bergabe von Transaktionskontexten vor
dem Beenden einer Transaktion (durch beforeCommit() und beforeAbort()) und nach
der Ausfu¨hrung von EJB-Methoden (durch afterMethodCall()). afterMethodCall()
liefert als Resultat auch gleich das ReturnInfo-Objekt, welches nach einer EJB-
Methodenausfu¨hrung zum Klienten gelangen soll. Es entha¨lt bereits alle Zusatzinfor-
mationen die der m-Planer im Rahmen des Methodenaufrufs dem Methoden-Cache
zukommen lassen mo¨chte. Lediglich das eigentliche Resultat des Methodenaufrufs ist
noch zu erga¨nzen (durch Setzen des Attributs ReturnInfo.result).
Die Klasse ServerTransaction ruft die MDemarcator-Methoden aus der Klasse
MXAResource auf, sofern eine entsprechende XA-Ressource bei einer Servertransakti-
on registriert ist. Im Gegensatz zu Abbildung 7 implementiert ServerTransaction nun
ebenfalls das MDemarcator-Interface. Die Implementierung einer entsprechenden Me-
thode soll am Beispiel ServerTransaction.beforeCommit() verdeutlicht werden:18
1 class ServerTransaction {
2 ...
3 void beforeCommit(TransactionContext ctx ) {
4 for (int i = 0; i < resources.length ; i++) {
5 if ( resources[i] instanceof MDemarcator ) {
6 // Delegation des Aufrufs an beteiligte MXAResource-Instanzen:





Die MDemarcator-Methoden aus ServerTransaction werden ihrerseits vom Trans-
aktionsverwalter verwendet, der ebenfalls MDemarcator implementiert. Der Trans-
aktionsverwalter ruft seine eigenen Implementierungen von beforeAbort() und
beforeCommit() zu Beginn von commit() bzw. abort() auf. Die before-Methoden de-
legieren ihre Aufgabe dabei lediglich an die entsprechende Servertransaktion. Im Ge-
gensatz dazu wird TransactionManager.afterMethodCall() von Instanzen der Klas-
se ServerMethodInvoker angesprochen. Der entsprechend angepasste Pseudocode der
Methode ServerMethodInvoker.invoke() gestaltet sich, wie folgt:
1 class ServerMethodInvoker {
2 ...
3 ReturnInfo invoke(Object thisObj , Method m, Object [] args ,
4 TransactionContext ctx) {
5 txManager.resume(ctx);
6 Object res = m.invoke(t.getLocalObject (), args);
7 ReturnInfo info = txManager.afterMethodCall(ctx);
18Idealerweise sollte man die Klasse ServerTransaction aus Abbildung 7 zu diesem Zweck in einer Un-
terklasse erweitern. Der Einfachheit halber vernachla¨ssigt die vorliegende Darstellung solche Details. A¨hn-
liches gilt auch fu¨r die Klassen TransactionManager, ServerMethodInvoker und RemoteMethodInvoker,
wie man weiter unten sieht.
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Fu¨r die Einplanung von m-Operationen in Datenbanktransaktionen muss der m-
Planer die Datenelemente kennen, die eine EJB-Methode liest oder schreibt (siehe hier-
zu auch Abbildung 4). Dem unterliegenden Datenbankverwaltungssystem werden im
Zuge der Anfragebearbeitung u¨ber JDBC natu¨rlich alle solche Datenelemente (wie et-
wa Tabelleneintra¨ge) bekannt. Fu¨r die vorgestellte Implementierung des m-Planers trifft
dies aber nicht zu, denn er delegiert SQL-Anfragen lediglich, ohne die Details von deren
Ausfu¨hrung zu beru¨cksichtigen. Eine ausgereifte Implementierung des m-Planers sollte
daher am besten mit dem Datenbankverwaltungssystem integriert sein, so dass er die
Liste der wa¨hrend einer SQL-Anfrage verwendeten Datenelemente vom Datenbankver-
waltungssystem erha¨lt.
Eine entsprechende Integrationsschnittstelle ist bei existierenden Datenbankver-
waltungssystemen leider nicht vorhanden.19 Als prototypische Lo¨sungsalternative,
gibt ein Anwendungsprogrammierer Datenelementzugriffe explizit innerhalb des Co-
des von entsprechenden EJB-Methoden an. Dies geschieht mit Hilfe der Methoden
MResource.read() und MResource.write(), die von der Klasse MConnection imple-
mentiert werden. Datenelemente ko¨nnen beliebige Java-Objekte sein, sofern sie sich
als Schlu¨ssel von Hash-Tabellen eignen. Sinnvoll sind etwa Java-Repra¨sentationen von
Schlu¨sselwerten aus Tabellenzeilen, die in einer JDBC-Anfrage gelesen oder geschrieben
werden. Letztlich muss also der Programmierer der EJB-Methoden geeignete Objekte
bestimmen.
In Abbildung 8 wurde die EJB-Methode someServiceMethod() beispielsweise so an-
gepasst, dass der Aufruf ((MResource) dbConnection).write(name) das durch die
Zeichenkette name identifizierte Datenelement beim m-Planer als ”geschrieben“ ver-
merkt.
Bei den Klientenklassen in Abbildung 8 wurden auch RemoteUserTransaction
und RemoteMethodInvoker angepasst. Die Implementierungen von begin(),
commit() und rollback() aus RemoteUserTransaction informieren nun den
Methoden-Cache u¨ber die entsprechenden Ereignisse. Dazu stehen in der Klasse
MethodCache die Methoden begin(), commit() und rollback() bereit. Die Methode
RemoteMethodInvoker.invoke() versucht Methodenresultate aus dem Methoden-
Cache zu holen, bevor sie einen zugeho¨rigen EJB-Methodenaufruf an den Applika-
tionsserver sendet. Nachdem der Aufruf beim Server erfolgt ist, registriert invoke()
das Resultat beim Methoden-Cache. Dazu u¨bergibt die Methode alle Informatio-
nen zum geta¨tigten Aufruf an registerMethodResult(). Zu beachten ist auch, dass
der Methoden-Cache den Transaktionskontext fu¨r den EJB-Methodenaufruf mittels
createTxContext() erzeugt. Auf diese Weise gelangen entsprechende Informationen
vom Methoden-Cache schließlich bis zum m-Planer.
19 Man bedenke, dass etwa eine Analyse der Log-Datei hierfu¨r nicht ausreicht, weil das Datenbankver-
waltungssystems dort u¨blicherweise nur Datena¨nderungen (nicht aber Lesezugriffe) aufzeichnet.
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Dieser Abschnitt vertieft die Entwurfsdetails der bereits angesprochenen Methoden-
Cache-Klassen aus Abbildung 8. Abbildung 9 zeigt ein detaillierteres UML-
Klassendiagramm des Methoden-Caches (auf der Klientenseite) mit Java-Pseudocode
fu¨r viele der angegebenen Methoden. Neben MethodCache und MethodResult umfasst
der Cache demnach noch einige weitere Klassen.
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Abbildung 9: UML-Klassendiagramm fu¨r den Methoden-Cache
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Allgemein sei vorwegschickt, dass der vorliegende Entwurf darauf ausgelegt ist, fu¨r
Serialisierbarkeits- bzw. Fehlererholungsprotokolle erweitert zu werden. Die folgenden
Paragraphen werden dies verdeutlichen.
Wie bereits im vorigen Abschnitt angesprochen, wurden die Transportklassen
TransactionContext und ReturnInfo erweitert, um Zusatzinformationen zwischen
dem Methoden-Cache und dem m-Planer auszutauschen.
Mit dem Attribut MCTransactionContext.replacedMethodCalls wird dem m-
Planer eine Liste von Methodenaufrufen mitgeteilt, deren zugeordnete Methodenresul-
tate seit dem letzten entfernten EJB-Methodenaufruf aus dem Cache-Speicher des Klien-
ten verdra¨ngt wurden. Der m-Planer erha¨lt jedoch nicht die verdra¨ngten Methodenauf-
rufe selbst (bestehend aus this-Objekt, Methode und Argumentliste) sondern lediglich
Identifikatoren fu¨r diese Aufrufe. Entsprechende Instanzen des Typs MethodCallId be-
stimmen einen EJB-Methodenaufruf eindeutig durch die Xid der Transaktion, innerhalb
derer der Aufruf stattfand sowie eine Nummer fu¨r die Stelligkeit des Aufrufs inner-
halb der Transaktion. Die Nummer (Attribut MethodCallId.methodCallNumber) wird
beim m-Planer fu¨r tatsa¨chlich ausgefu¨hrte (also nicht gecachte) EJB-Methodenaufrufe
vergeben. Sie ist innerhalb einer Transaktion eindeutig, da alle Aufrufe der Transaktion
sequentiell geordnet sein mu¨ssen.20
Die Klasse MCReturnInfo entha¨lt Zusatzinformationen, die nach einem entfernten
EJB-Methodenaufruf vom m-Planer zum Methoden-Cache gelangen sollen. Zum einen
erha¨lt der Methoden-Cache durch das Attribut callNumber die im vorigen Paragraphen
angesprochene Nummer des gerade durchgefu¨hrten Aufrufs.
Zum anderen zeigt das Attribut MCReturnInfo.isReadMethod dem Methoden-
Cache an, ob der Methodenaufruf nur Leseoperationen auf den unterliegenden XA-
Ressourcen durchgefu¨hrt hat oder nicht. Nur im ersten Fall darf er das Methodenresultat
(mo¨glicherweise) einlagern.
MCReturnInfo.invalidatedCalls ist eine Liste von Methodenaufruf-
Identifikatoren fu¨r Methodenresultate, die vom m-Planer fu¨r ungu¨ltig erkla¨rt wurden,
aber beim Klienten noch gecacht sind. Der ha¨ufigste Grund hierfu¨r sind Schreibope-
rationen auf den XA-Ressourcen, die mit Leseoperationen aus der Berechnung der
gecachten Methodenresultate in Konflikt stehen.
Die Attribute isReadMethod und invalidatedCalls nutzt der Methoden-Cache
in der Methode MCProtocol.isCachableCall(), wie der Pseudocode in Abbildung 9
zeigt. isCachableCall() iteriert u¨ber die empfangene invalidatedCalls-Reihung und
entfernt die entsprechenden Eintra¨ge aus dem Cache-Speicher.
Die Klasse MethodCache, die bereits im vorigen Abschnitt angesprochen wurde,
dient als Fassade (Entwurfsmuster ”Fassade“, [11]) fu¨r die Klientenklassen, die mit dem
Methoden-Cache interagieren. MethodCache ist ein Singleton und aggregiert die Klassen
MethodStore, MCTransaction und MCProtocol.
Eine MethodStore-Instanz repra¨sentiert den Cache-Speicher selbst. Die dort ange-
botenen Methoden dienen zum Finden, Einlagern und Lo¨schen von Methodenresulta-
20 Bei herko¨mmlichen Spezifikationen fu¨r Anwendungstransaktionen finden diese in genau einem Pro-
zessfaden (Thread) statt.
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ten. Intern (und in der Abbildung nicht gezeigt) nutzt die Klasse Hash-Tabellen um
Methodenaufrufe (repra¨sentiert durch MethodCall- bzw. MethodCallId-Objekte) mit
Methodenresultaten zu assoziieren. MethodStore verwendet eine LRU-Strategie zum
Verdra¨ngen gespeicherter Eintra¨ge. Falls ein Element verdra¨ngt werden muss, benach-
richtigt die Klasse das zugeordnete MCProtocol-Objekt daru¨ber mittels der Methode
MCProtocol.callReplaced(). callReplaced() sichert den Identifikator des verdra¨ng-
ten Methodenaufrufs in einer Liste (Attribut MCProtocol.replacedCallIds) damit die-
ser spa¨ter zum m-Planer propagiert werden kann. (Nachdem letzteres geschehen ist,
wird der Eintrag aus der Liste entfernt.)
MCTransaction-Objekte stellen Anwendungstransaktionen im Kontext des
Methoden-Caches dar. Die entsprechende Klasse kann fu¨r die Zwecke eines
Serialisierbarkeits- bzw. Fehlererholungsprotokolls erweitert werden und dann trans-
aktionsspezifische Informationen aufnehmen. Beispiele hierfu¨r findet man in Kapitel 6.
MCTransaction fungiert als eine Basisklasse fu¨r solche Erweiterungen und verwaltet
davon abgesehen lediglich den Transaktionszustand u¨ber das Attribut state. Die im
Wesentlichen trivialen Implementierungen von begin(), prepare(), commit() und
rollback() pru¨fen und vera¨ndern diesen Zustand.
MCProtocol u¨bernimmt spezifische Aufgaben zur konsistenten Verwaltung des
Methoden-Caches, die sich je nach verwendetem Serialisierbarkeitsprotokoll unterschei-
den. Die Implementierungen der in Kapitel 7 behandelten Serialisierbarkeitsprotokolle
erweitern daher MCProtocol und u¨berschreiben dort vorhandene Methoden. A¨hnlich
wie MCTansaction dient MCProtocol also Basisklasse, allerdings erfu¨llt sie auch schon
wichtige Aufgaben fu¨r das Caching. Man ha¨tte MCProtocol und MethodCache auch in
einer einzigen Klasse zusammenfassen ko¨nnen. Die vorgenommene Trennung hat vor
allem Vorteil, dass sich Protokolle zur Laufzeit austauschen lassen – die MethodCache-
Fassade bleibt davon unberu¨hrt.
Zu den Methoden aus MCProtocol: Die Funktion von isCachableCall() und
callReplaced() wurde bereits weiter oben behandelt. handleCacheHit() steuert die
Reaktion des Methoden-Caches bei einem Cache-Treffer: Falls die Methode true liefert,
wird das gefundene Resultat tatsa¨chlich ausgeliefert, ansonsten gelangt ein entsprechen-
der EJB-Methodenaufruf doch zum Applikationsserver. Die Basisimplementierung von
handleCacheHit() ist trivial und liefert immer true.
Die Fabrikmethode createMethodResult() erzeugt geeignete Objekte zur Speiche-
rung von Methodenresultaten. Falls ein Protokoll zusa¨tzliche Informationen in Metho-
denresultaten speichern muss, genu¨gt es createMethodResult() zu u¨berschreiben und
eine Unterklasse von MethodResult zu bilden. A¨hnliches gilt fu¨r die Fabrikmethoden
createMCTransaction() und createTxContext(). Die vorliegende Implementierung
von createTxContext() fu¨gt Identifikatoren verdra¨ngter Methodenaufrufe in einen
Transaktionskontext ein, so dass diese zum m-Planer gelangen.
Die Basisimplementierungen der Demarkationsmethoden, wie etwa
MCProtocol.commit(), delegieren lediglich die entsprechende Operation an die
zusta¨ndige MCTransaction-Instanz. Auch in diesem Zusammenhang kann man in
Unterklassen von MCProtocol Anpassungen vornehmen.
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Abbildung 10 illustriert die Klassen des m-Planers mit Pseudocode fu¨r viele wichtige
Methoden.
Wie bereits in Abschnitt 5.2 beschrieben, repra¨sentieren Instanzen der Klasse
MTransaction Anwendungstransaktionen aus der Sicht des m-Planers. Sie sichern die
konsistente Bearbeitung von m-Operationen zu.
Fast alle der in MTransaction aufgefu¨hrten Methoden werden von MXAResource-
Objekten aufgerufen. MXAResource nutzt die interne Tabelle xidsToMTransactions,
um Xids eingehender Methodenaufrufe entsprechenden MTransaction-Instanzen zu-
zuordnen. (Es handelt sich hierbei um eine Eins-Zu-Eins-Zuordnung.) Aufrufe aus
der XAResource-Schnittstelle leitet MXAResource sowohl an das Delegat (u¨ber die
Assoziation delegate) als auch an die entsprechende MTransaction-Instanz weiter.
MXAResource.begin() erzeugt daru¨ber hinaus ein neues MTransaction-Objekt und
legt es in der xidsToMTransactions-Tabelle ab (mit dem Xid-Argument der Methode
als Schlu¨ssel). Aufrufe aus der MDemarcator-Schnittstelle delegiert MXAResource aus-
schließlich an das betreffende MTransaction-Objekt. Die Implementierungsteile von
MXAResource fehlen in Abbildung 10 zu Gunsten der U¨bersichtlichkeit.
Als Basisklasse fu¨r Serialisierbarkeitprotokolle hat die Klasse MTransaction drei
wichtige Aufgaben:
• Sie bestimmt Listen zu invalidierender gecachter Methodenaufrufe und propagiert
die Identifikatoren dieser Aufrufe u¨ber MCReturnInfo-Objekte an den Methoden-
Cache.
• MTransaction stellt fest, ob ein verarbeiteter EJB-Methodenaufruf auschließlich
Datenelemente (auf der zugeordneten XA-Ressource) liest oder nicht. Dem ent-
sprechend setzt die Klasse das Attribut isReadMethod in MCReturnInfo-Objekten.
Zusa¨tzlich vergibt sie fu¨r EJB-Methodenaufrufe eine (eindeutige) Nummer.
• Die Klasse nimmt Identifikatoren verdra¨ngter Methodenaufrufe aus Transaktions-
kontexten entgegen und entfernt damit zusammenha¨ngende Eintra¨ge aus den Da-
tenstrukturen des m-Planers.
Noch vo¨llig unabha¨ngig von einem konkreten Serialisierbarkeitsprotokoll soll ein
gecachter Methodenaufruf beim Klienten invalidiert werden, wenn das entsprechende
Resultat durch eine Zustandsvera¨nderung bei der XA-Ressource ungu¨ltig wird. Dies ist
der Fall, wenn nach der Ausfu¨hrung des gecachten Methodenaufrufs bei der XA-Ressource
ein Datenelement geschrieben wird, welches der gecachte Methodenaufruf selbst bei
seiner urspru¨nglichen Ausfu¨hrung gelesen hat.21
21Man erinnere sich, dass das System gelesene und geschriebene Datenelemente mit Hilfe der Methoden
MResource.read() und MResource.write() bestimmen kann.
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Abbildung 10: UML-Klassendiagramm fu¨r den m-Planer
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5.4 Details beim m-Planer
Um derartige Konflikte festzustellen, muss der m-Planer zu jedem gecachten Me-
thodenaufruf die Liste der dabei gelesenen Datenelemente speichern. Dies geschieht
mit Hilfe der Hash-Tabellen dataElementsToCallIds und callIdsDataElements der
Klasse MScheduler. Die Tabellen assoziieren entsprechend gelesene Datenelemente (des
Typs Object) mit MethodCallId-Objekten. Da es m-Zu-n-Beziehungen zwischen Da-
tenelementen und gecachten Methodenaufrufen geben kann, implementieren die Hash-
Tabellen das Interface MultiMap. So kann man einem Tabellenschlu¨ssel mehrere Werte
(also eine Liste von Werten) zuordnen. In Abbildung 10 bietet MultiMap Methoden zur
Bearbeitung von Wertlisten an.
Die Klasse MScheduler behandelt Informationen, die fu¨r alle Transaktionen ge-
meinsam von Bedeutung sind. Daher verweisen alle MTransaction-Objekte u¨ber die
Assoziation scheduler auf das gleiche MScheduler-Objekt. (Es handelt sich dabei
also um eine Singleton.) Mit der Methode MScheduler.registerCall() kann eine
Transaktion eine Lesemethode und die darin gelesenen Datenelemente fu¨r die Ta-
bellen des MScheduler-Singletons registrieren. MScheduler.removeCall() erlaubt hin-
gegen, Eintra¨ge aus den Hash-Tabellen zu entfernen. MScheduler.write() lo¨scht
alle Lesemethoden aus den Hash-Tabellen, die das u¨bergebene Datenelement ge-
lesen haben. Die gelo¨schten MethodCallId-Objekte werden aber zuna¨chst in der
Liste MScheduler.invalidatedCalls gesichert. MScheduler.getInvalidatedCalls()
liest schließlich die invalidatedCalls-Liste aus und leert sie. Nach einem Aufruf
von getInvalidatedCalls() schickt der m-Planer die entsprechenden MethodCallId-
Objekte zur Invalidierung an den Klienten.
In der Klasse MTransaction zeigt das Attribut isReadMethod an, ob eine
ausgefu¨hrte EJB-Methode schreibt oder liest. Immer zum Beginn einer etwaigen
EJB-Methodenausfu¨hrung, also am Ende der Methoden begin() und am Ende
von afterMethodCall(), unterstellt das System, dass die EJB-Methode tatsa¨chlich
nur liest. Ist dies nicht der Fall, wird wa¨hrend der EJB-Methodenausfu¨hrung,
MTransaction.write() aufgerufen und isReadMethod auf false gesetzt. Weiter invali-
diert write() durch scheduler.write(x) gecachte Lesemethoden, die x zuvor gelesen
haben. Im Falle einer Lesemethode mu¨ssen alle gelesenen Datenelemente fu¨r die Ta-
belleneintra¨ge beim MScheduler gesammelt werden. Dies erreicht read() mit Hilfe der
Liste currentDataElements.
Am Ende einer EJB-Methodenausfu¨hrung erledigt MTransaction.afterMethodCall()
die wichtigste Arbeit: Zuna¨chst sorgt die Methode dafu¨r, dass verdra¨ngte Methoden-
aufrufe aus den MScheduler-Tabellen entfernt werden. Dann konstruiert sie das
Ru¨ckgabeobjekt fu¨r den Klienten mit neuer Methodennummer, passendem Lesemetho-
denattribut sowie der aktuellen Liste invalidierter Methodenaufrufe. War es wirklich
ein Lesemethodenaufruf, so wird dieser registriert. Abschließend setzt die Methode
noch die Attribute isReadMethod und currentDataElements im MTransaction-Objekt
zuru¨ck.
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5.5 Speicherverwaltung bei vielen Klienten
Zur Vereinfachung der Darstellung wurde bisher unterstellt, dass es nur einen
Methoden-Cache und damit nur einen Klienten gibt. Der vorgestellte Entwurf kann aber
problemlos zur Behandlung vieler Klienten angepasst werden. Hierzu vergibt der m-
Planer fu¨r jeden Methoden-Cache einen eindeutigen Identifikator. Um einem Klienten,
die fu¨r ihn relevante Liste von invalidierten Methodenaufrufen zu kommen zu lassen,
fu¨hrt man den Identifikator sowohl in Transaktionskontexten als auch in Server-seitigen
MethodCallId-Objekten mit.
Offenbar erzeugt der vorgestellte Ansatz fu¨r jedes gecachte Methodenresultat nicht
nur Eintra¨ge beim Klienten sondern auch beim Server (na¨mlich in den Tabellen der Klas-
se MScheduler). Ein entsprechendes System ist deshalb nicht auf eine beliebig große Zahl
von Klienten ausgerichtet, da andernfalls der Serverspeicher knapp wird. Genauer liegt
der beno¨tigte Serverspeicher in O(n · k) mit der n als der Anzahl der Klienten und k als
der Speichergro¨ße eines (klientenseitigen) Methoden-Caches.
Um Speicherproblemen von vornherein aus dem Weg zu gehen, sollten die Tabel-
len MScheduler.dataElementsToCallIds und MScheduler.callIdsDataElements da-
her mit einer Verdra¨ngungsstrategie, etwa LRU, ausgeru¨stet sein. Verdra¨ngte Eintra¨ge
legt der m-Planer in der invalidatedCalls-Liste ab – sie sind bei den entsprechenden
Klienten wie gewo¨hnliche, invalidierte Methodenaufrufe zu behandeln.
Falls ein Klient la¨ngere Zeit keine EJB-Methodenaufrufe durchfu¨hrt, kann es vor-
kommen, dass die invalidatedCalls-Liste fu¨r diesen Klienten beim Server sehr groß
wird. U¨beralterte Eintra¨ge mu¨ssen dann sogar aus dieser Liste entfernt werden, noch be-
vor sie zur Invalidierung zum entsprechenden Klienten propagiert wurden. Im Zusam-
menhang mit den in Kapitel 7 vorkommenden Serialisierbarkeitsprotokollen ist diese
Vorgehensweise aber unproblematisch – dies geht aus den dort vorgeschlagenen Proto-
kollimplementierungen hervor.
Mit einer Verdra¨ngungsstrategie fu¨r die MScheduler-Tabellen begrenzt man implizit
auch die Menge der gu¨ltigen Methoden-Cache-Eintra¨ge bei den Klienten. Es gilt dann∑n
i=1 ki ≤ s, wobei n die Anzahl der Klienten repra¨sentiert, ki die Anzahl der gu¨ltigen
Methoden-Cache-Eintra¨ge von Klient i und s die maximale Anzahl von Eintra¨gen in
den MScheduler-Tabellen.
Alle u¨brigen Speicherprobleme beim vorgestellten Entwurf sind nicht von konzep-
tioneller Natur. Sie ko¨nnen leicht durch technische Verfeinerungen der pra¨sentierten
Klassen eliminiert werden.
6 Eigenschaften zur Fehlererholung (Recovery)
6.1 Formalismus
Ru¨cksetzbarkeit (Recoverability, RC), Kaskadenfreiheit (Avoidance of Cascading Aborts,
ACA) und Striktheit (Strictness, ST) sind klassische Eigenschaften von Historien und ha-
ben eine große Bedeutung fu¨r die Fehlererholung (Recovery) eines Transaktionssystems.
Ihre intuitive und praktische Bedeutung ist ausfu¨hrlich in der Literatur zur Transakti-
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onstheorie diskutiert und wird hier als bekannt vorausgesetzt (siehe etwa Abschnitt 2.4
in [4]).
Dieser Abschnitt dehnt die genannten Fehlererholungseigenschaften durch entspre-
chende Definitionen auf (wohl geordnete) Methoden-Cache-Historien aus. Darauf auf-
bauend ko¨nnen wichtige Aussagen zu Methoden-Cache-Historien getroffen werden, die
diese Eigenschaften erfu¨llen. Zuna¨chst wird die Liest-Von-Relation fu¨r (wohl geordnete)
Methoden-Cache-Historien definiert.
Definition 14. Liest-Von-Relation: Es sei (HMC , <) eine (wohl geordnete) Methoden-Cache-
Historie mit den Transaktionen {(T1, <1), . . . , (Tn, <n)}. Eine Transaktion Ti liest (das Da-
tenelement) x von Tj vermittels der Operation p, wenn gilt:
∃rkh[x], wj [x] ∈ HMC : wj [x] < rkh[x] ∧ (h = i ∨mh,ki ∈ HMC) ∧ ¬(aj < rkh[x])∧
∀wo[x] ∈ HMC : wj [x] < wo[x] < rkh[x]⇒ ao < rkh[x].
Dabei ist p = rkh[x], falls in der obigen Bedingung h = i zutrifft und p = m
h,k
i sonst. Man
schreibt reads(Ti, x, Tj , p) genau dann, wenn die obige Eigenschaft fu¨r Ti, x, Tj und die ent-
sprechende Operation p erfu¨llt ist. reads bildet eine vierstellige-stellige Relation, die so genannte
Liest-Von-Relation.





sich die Liest-Von-Relation reads = {(T1, x, T2, r11[x]), (T3, x, T2,m1,13 )}.
Mit Hilfe der Liest-Von-Relation kann man typische Fehlererholungseigenschaften
auch fu¨r Methoden-Cache-Historien formulieren.
Definition 15. Ru¨cksetzbarkeit, Kaskadenfreiheit und Striktheit von Methoden-Cache-
Historien: Eine (wohl geordnete) Methoden-Cache-Historie (HMC , <) mit den Transaktionen
{(T1, <1), . . . , (Tn, <n)} und mit den Datenelementen D ist ru¨cksetzbar bzw. kaskadenfrei
bzw. strikt, wenn sie die (jeweils) folgende Eigenschaft erfu¨llt:22
• Ru¨cksetzbar:
∀i, j ∈ {1, . . . , n} : ∀x ∈ D : ∀p ∈ HMC : i 6= j ∧ reads(Ti, x, Tj , p)) ∧ ci ∈ HMC ⇒
cj < ci
• Kaskadenfrei:
∀i, j ∈ {1, . . . , n} : ∀x ∈ D : ∀p ∈ HMC : i 6= j ∧ reads(Ti, x, Tj , p)⇒ cj < p
• Strikt: (HMC , <) ist kaskadenfrei und
∀wi[x], wj [x] ∈ HMC : (i 6= j ∧ wj [x] < wi[x])⇒ aj < wi[x] ∨ cj < wi[x]
22Die hier verwendeten Funktionen d und T entstammen Definition 3.
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Fu¨r die eben definierten Fehlererholungseigenschaften gilt offenbar die u¨bliche und
fu¨r rw-Historien ohnehin bekannte Inklusionaussage ”strikt⊂ kaskadenfrei⊂ ru¨cksetz-
bar“ (siehe etwa Abschnitt 2.4 in [4]). Auf den (trivialen) Beweis sei hier verzichtet.
Beispiel 8. Es werden nun die Methoden-Cache-Historien (H1, <), . . . , (H4, <) mit Metho-
denoperationen vorgestellt, so dass gilt: (H1, <) ist nicht ru¨cksetzbar, (H2, <) ist ru¨cksetzbar,
aber nicht kaskadenfrei, (H3, <) ist kaskadenfrei, aber nicht strikt, (H4, <) ist strikt.
(H1, <) = w1[x]w1[y]w2[y]r12[x]m
2,1
3 c3c1c2,
(H2, <) = w1[x]w1[y]w2[y]r12[x]m
2,1
3 c1c3c2,
(H3, <) = w1[x]w1[y]w2[y]c1r12[x]m
2,1
3 c3c2,
(H4, <) = w1[x]w1[y]c1w2[y]r12[x]m
2,1
3 c3c2,
Man betrachte außerdem die folgende Methoden-Cache-Historie (H5, <):
(H5, <) = r11[x]r2[x]w3[x]m
1,1
2 c3c2c1.
(H5, <) ist strikt, obwohl zwischen w3[x] und m
1,1
2 kein c3 liegt! Hier ist ausschließ-
lich die Liest-Von-Relation aus der Kaskadenfreiheit ausschlaggebend und in dieser kommt
reads(T2, x, T3,m
1,1
2 ) nicht vor, weil r
1
1[x] nicht von T3 liest.
Die in Abschnitt 3.2 angesprochene Aufgabenteilung von m-Planer und rw-Planer
dru¨ckt sich aus formaler Sicht in den Anteilen der Methoden-Cache-Historien aus, wel-
che der jeweilige Planer produziert. Um ein angestrebtes Kooperationsveralten der Pla-
ner formal abzusichern, sollte man deshalb Bedingungen an den Historienanteil jedes
Planers stellen ko¨nnen. Fu¨r die Arbeit des rw-Planers ist dies leicht mo¨glich, indem
man alle m-Operationen aus einer Methoden-Cache-Historie ”herausfiltert“. Genau die-
se Aufgabe leistet die im Folgenden definierte rw-Projektion.
Definition 16. rw-Projektion: Es sei (HMC , <) eine (wohl geordnete) Methoden-Cache-
Historie. Die Abbildung RW : (HMC , <) 7→ (∪p∈HMCrw(p), <rw) heißt rw-Projektion, wo-
bei gilt:
rw(p) :=
{ ∅ falls a(p) = m
{p} sonst ,
23
∀p, q ∈ ∪h∈HMCrw(h) : p <rw q :⇔ ∃u, v ∈ HMC : (u < v ∧ p ∈ rw(u) ∧ q ∈ rw(v)).




3 w3[x]c3 aus Beispiel 1 ist
RW ((H1, <)) = r11[y]r
1
1[x]c1w2[x]c2w3[x]c3.
Der folgende Satz garantiert Kaskadenfreiheit fu¨r Methoden-Cache-Historien und
trennt dazu Anforderungen fu¨r den m- und den rw-Planer. Formal geschieht dies ei-
nerseits dadurch, dass der Satz fu¨r die rw-Projektion einer Methoden-Cache-Historie,
23 Die hier verwendete Funktion a entstammt Definition 3.
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also letztlich fu¨r den Historienanteil des rw-Planers, Kaskadenfreiheit fordert. Ande-
rerseits zielt eine weitere Voraussetzung auf Methoden-Operationen aus der komplet-
ten Methoden-Cache-Historie ab. Zusammen fu¨hren die beiden Voraussetzungen zum
gewu¨nschten Resultat.
Diese Art der Aufspaltung von Bedingungen kehrt bei den Serialisierbarkeitsproto-
kollen aus Kapitel 7 mehrmals wieder. Zur Implementierung eines Protokolls mu¨ssen in
erster Linie die Voraussetzungen zu Methoden-Operationen beachtet werden. Die For-
derungen an die rw-Projektion einer Historie soll ja bereits ein konventioneller, transak-
tionaler Ressourcenverwalter sicherstellen.
Satz 3. Es sei (HMC , <) eine (wohl geordnete) Methoden-Cache-Historie mit den Transaktionen
{(T1, <1), . . . , (Tn, <n)} und (H,<′) = RW ((HMC , <)) deren Bild unter der rw-Projektion.
Dann gilt: (HMC , <) ist genau dann kaskadenfrei, wenn (H,<′) kaskadenfrei ist und wenn
gilt:
∀i ∈ {1, . . . , n} : ∀x ∈ D : reads(Ti, x, Ti, rli[x])⇒ ∀mi,lj ∈ HMC : ci < mi,lj .
Beweis. ”⇒“: (H
MC , <) erfu¨lle die entsprechende Fehlererholungseigenschaft. Durch
das Entfernen von Methodenoperationen mittels RW entsteht eine Teilmenge der ur-
spru¨nglichen Liest-Von-Relation. Daher bleibt die Eigenschaften Kaskadenfreiheit fu¨r
(H,<′) erhalten.
”⇐“: Es gelte (H,<
′) = RW ((HMC , <)) mit (H,<′) kaskadenfrei. Bezu¨glich
(HMC , <) mu¨ssen lediglich die hinzugekommenen Methodenoperationen gepru¨ft wer-
den. Es sei mk,li eine derartige Operation und wj [x] die Operation, von der m
k,l
i
liest (also reads(Ti, x, Tj ,m
k,l
i )). Dann existiert aber gema¨ß Definition 14 ein r
l
k[x] mit




i . Falls k 6= j
folgt cj < rlk[x], weil (H,<
′) kaskadenfrei ist und weiter cj < m
k,l
i . Andernsfalls hat man
mit k = j auch reads(Tj , x, Tj , rlj [x]) und es folgt cj < m
k,l
i auf Grund der Voraussetzung
des Satzes. Mithin ist (HMC , <) kaskadenfrei.
Die Bedingung im vorausgehenden Satz ist notwendig, wie man am folgenden Bei-
spiel erkennt.
Beispiel 10. Die Methoden-Cache-Historie (H6, <) = w1[x]r11[x]m
1,1
2 c1c2 ist offenbar nicht
kaskadenfrei wegen reads(T2, x, T1,m
1,1
2 ) und m
1,1
2 < c1. Allerdings ist RW ((H6, <)) =
w1[x]r11[x]c1c2 kaskadenfrei. Hier ist die Bedingung zur Liest-Von-Relation aus Satz 3 verletzt,
denn es gilt reads(T1, x, T1, r11[x]).
Wenn (H,<′) = RW ((HMC , <)) ru¨cksetzbar ist, dann gilt dies nicht notwendig auch
fu¨r (HMC , <), wie das folgende Beispiel zeigt.
Beispiel 11. Es sei (H7, <) = w1[x]r12[x]m
2,1
3 c3c1c2 eine Methoden-Cache-Historie. (H7, <)
ist offenbar nicht ru¨cksetzbar, denn man hat reads(T3, x, T1,m
2,1
3 ) und c3 < c1. Trotzdem ist
RW ((H7, <)) = w1[x]r12[x]c3c1c2 ru¨cksetzbar, denn reads(T3, x, T1,m
2,1
3 ) gilt dort natu¨rlich
nicht.
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Lemma 1. Es sei (HMC , <) eine (wohl geordnete) Methoden-Cache-Historie und (H,<′) =
RW ((HMC , <)) deren Bild unter der rw-Projektion. Dann gilt: (HMC , <) ist genau dann
strikt, wenn (HMC , <) kaskadenfrei und (H,<′) strikt ist.
Beweis. ”⇒“: Sei (H
MC , <) strikt. Durch RW werden lediglich Operationen entfernt.
Da dabei die ai- und ci-Operationen (und die Ordnung) erhalten bleiben, ist (H,<′)
notwendig strikt.
”⇐“: Sei (H
MC , <) kaskadenfrei und (H,<′) strikt. Bezu¨glich (HMC , <) mu¨ssen
lediglich die hinzugekommenen Methodenoperationen gepru¨ft werden. Diese wirken
sich aber auf die Bedingung zu w-Operationen aus der Definition von Striktheit nicht
aus. Somit folgt trivialerweise die Behauptung.
6.2 Implementierung
Mit Hilfe des Entwurfs eines transaktionalen Methoden-Caches aus Kapitel 5 und mit-
tels Satz 3 sowie Lemma 1 wird nun ein einfaches Protokoll vorgestellt, welches Strikt-
heit in Bezug auf Methoden-Cache-Transaktionen garantiert. Die folgenden Paragra-
phen beschreiben die Idee des Protokolls zuna¨chst abstrakt und liefern dann Implemen-
tierungsdetails auf Basis des UML-Diagramms aus Abbildung 9.
6.2.1 Verfahren
Als entscheidende Annahme fu¨r das Protokoll wird vorausgesetzt, dass ein rw-Planer
bereits strikte rw-Historien produziert. Dies ist bei konventionellen Datenbankverwal-
tungssystemen praktisch immer der Fall. Lemma 1 folgend muss man dann lediglich die
Kaskadenfreiheit von Methoden-Cache-Historien zusichern. Dazu genu¨gt es, die ent-
sprechende Bedingung aus Satz 3 im Protokoll umzusetzen.
Solange eine Transaktion Ti nur liest, also keine w-Operationen erzeugt, kann
reads(Ti, x, Ti, rli[x]) aus der Bedingung von Satz 3 natu¨rlich nicht wahr werden. Das
Protokoll kann dann Methodenresultate, die innerhalb von Ti berechnet werden im
Cache-Speicher (eines Klienten) einlagern und sofort fu¨r andere Methoden-Cache-
Transaktionen zum Zugriff freigeben.
Sobald Ti allerdings ein Datenelement x schreibt, ist Vorsicht geboten: Ein Metho-
denresultat mr, das danach von Ti berechnet und gecacht wird, ko¨nnte x mittels einer
Operation rli[x] lesen und die Beziehung reads(Ti, x, Ti, r
l
i[x]) herstellen. Nach Satz 3
muss aber fu¨r diesen Fall garantiert werden, dass das gecachte Methodenresultat mr
erst von anderen Transaktionen verwendet wird, nachdem ci erfolgt ist.
Um diese Bedingung auf einfache Weise sicherzustellen, genu¨gt es, alle von Ti be-
rechneten und gecachten Methodenresultate, die auf die erste Schreiboperation in Ti fol-
gen, zuna¨chst fu¨r den Zugriff durch andere Transaktionen zu sperren. Nach dem Ab-
schluss von Ti darf der Methoden-Cache die Methodenresultate freigeben.
Das Verfahren betrachtet die von Ti gelesenen und geschriebenen Datenelemente
eigentlich gar nicht. Es beru¨cksichtigt nur, ob Ti u¨berhaupt bereits eine Schreibopera-








+isCachableCall(in tx : MCTransaction, in c : MethodCall, in info : MCReturnInfo) : boolean
+handleCacheHit(in tx : MCTransaction, in c : MethodCall, in r : MethodlResult) : boolean
+createMethodResult(in tx : MCTransaction, in c : MethodCall, in info : MCReturnInfo) : MethodResult
+createMCTransaction(in xid : Xid) : MCTransaction





boolean committed = super.commit();
if (committed) {
Iterator it = lockedResult.iterator();
while (it.hasNext()) {




boolean cachable = super.isCachable(tx, c, info);
if (!cachable)  {





Iterator it = tx.lockedCalls.iterator();
while (it.hasNext()) {
  store.removeMethodCall((MethodCall) it.next());
}
StrictMethodResult r =
  new StrictMethodResult(tx, call, info);
if (tx.hasWritten) {
  r.locked = false;
}
else {







Abbildung 11: Erweiterung der Methoden-Cache-Klassen aus Abbildung 9 zur Garantie
von Striktheit
komplett auf der Klientenseite implementiert werden. Der m-Planer muss dazu nicht
einbezogen bzw. vera¨ndert werden.
6.2.2 Umsetzung
Abbildung 11 zeigt eine Erweiterung der Methoden-Cache-Klassen aus Abbildung 9, die
Striktheit durch das eben skizzierte Protokoll zusichert. Hierzu wurden Unterklassen zu
den bereits bekannten Klassen MCProtocol, MCTransaction und MethodResult gebildet
und entsprechende Methoden u¨berschrieben.
Das Attribut locked in der Klasse StrictMethodResult verhindert, dass ein vom
Protokoll gesperrtes Methodenresultat von anderen Transaktionen verwendet werden
kann. Dementsprechend wertet die Methode StrictMCProtocol.handleCacheHit()
gerade dieses Attribut im Falle eines Cache-Treffers aus.
In dem Attribut hasWritten aus StrictMCTransaction vermerkt die Metho-
de StrictMCProtocol.isCachableCall(), ob eine Transaktion eine Schreiboperation
geta¨tigt hat. Dazu genu¨gt es der Methode, die isCachableCall()-Implementierung aus
der Oberklasse zu konsultieren. Falls eine Transaktion geschrieben hat, sind Methoden-
resultate, die danach innerhalb der Transaktion gecacht werden sollen, zu sperren. Zur
Sperrfreigabe beim Abschluss der Transaktion werden solche Methodenresultate in der
Liste StrictMCTransaction.lockedResults gesichert. Bricht die Transaktion ab, wer-
den die gesperrten Resultate aber aus dem Cache-Speicher entfernt. Um die entspre-
chenden Tabelleneintra¨ge aus dem Cache-Speicher (Klasse MethodStore) lo¨schen zu




In StrictMCProtocol erzeugt createMethodResult() ein sperrbares Methodenre-
sultat und initialisiert die Sperre geeignet. Bei gesetzter Sperre hinterlegt das Protokoll
das Methodenresultat und den Methodenaufruf in den bereits angesprochenen Listen
von StrictMCTransaction. StrictMCProtocol.rollback() sorgt mittels der erwa¨hn-
ten Liste StrictMCTransaction.lockedCalls fu¨r die Bereinigung des Cache-Speichers.
StrictMCTransaction.commit() gibt hingegen alle Sperren frei, welche eine Transakti-
on auf Methodenresultaten ha¨lt.
7 Serialisierbarkeitsprotokolle
In diesem Kapitel werden ausschließlich optimistische Serialisierbarkeitsprotokolle fu¨r
m-Planer entwickelt. Die Idee dabei ist, dass wa¨hrend einer Transaktionsausfu¨hrung
beim Klienten wann immer mo¨glich Methodenresultate ohne Pru¨fung beim Server aus
dem Methoden-Cache gelesen werden du¨rfen. Ob ein solcher Zugriff eine gegebene Pro-
tokollbedingung erfu¨llt, stellt sich fu¨hestens beim na¨chsten entfernten Dienstmethoden-
aufruf der Transaktion und spa¨testens beim Beenden der Transaktion heraus.
Der Ansatz ist optimistisch im Sinne von [19], weil die Korrektheit (genauer die Se-
rialisierbarkeit) eines eine Zugriffs auf den Methoden-Cache erst im Nachhinein getestet
wird, und zwar dann, wenn die entsprechende Transaktionen ohnehin einen entfernten
Aufruf beim Applikationsserver durchfu¨hren muss. Die Alternative – ein pesssimisti-
scher Ansatz – wa¨re wenig sinnvoll, da er bei einem Cache-Treffer sofort einen teuren
Serverzugriff erzwingen wu¨rde. Letzteren mo¨chte man aber gerade durch das transak-
tionale Methoden-Caching zu Gunsten von Leistungsverbesserungen vermeiden.
Neben den nachfolgend diskutierten Protokollen kann man aus Definition 13
auch sofort ein so genanntes Serialisierbarkeitstestprotokoll (SGT-Protokoll) ableiten. Ent-
sprechende Verfahren sind aus der Literatur, etwa aus [4] Abschnitt 4.3. und [15],
hinreichend gut bekannt und ko¨nnten fu¨r den Spezialfall von Methoden-Cache-
Serialisierbarkeitsgraphen auf einfache Weise angepasst werden. Im Wesentlichen stel-
len SGT-Protokolle Zyklen in einem verallgemeinerten Serialisierbarkeitsgraphen durch
geeignete Datenstrukturen explizit fest und brechen dann entsprechende Transaktionen
ab.
Leider sind SGT-Protokolle mit den Anforderungen dieses Berichts kaum ver-
tra¨glich, da sie eine praxistaugliche Zerlegung des integrierten Planers in rw- und m-
Planer nicht unterstu¨tzen. Dies liegt daran, dass zur Zyklenbestimmung der Serialisier-
barkeitsgraph letztlich als Ganzes betrachtet werden muss. rw- und m-Planer mu¨ssten
daher ihre Datenstrukturen zur Graphendarstellung austauschen. Die rw-Planer von
kommerziellen Datenbankverwaltungssystemen sind aber nicht auf eine solche Interak-
tion ausgelegt. Ohnehin kommen bei konventionellen Datenbankverwaltungssystemen





Die Idee fu¨r das nun vorgestellte Protokoll ist angelehnt an ein klassisches optimisti-
sches Zwei-Phasen-Sperrprotokoll, wie es etwa in [4] Abschnitt 4.4 oder [19] behandelt
wird.
Als wichtigste Eigenschaft bricht das Protokoll eine Transaktion Ti ab, die ein ge-
cachtes Methodenresultat liest, welches bereits von einer anderen Transaktionen Tj in-
validiert wurde. Eine typische Historie fu¨r diesen Fall zeigt das na¨chste Beispiel.
Beispiel 12. Die folgende, serielle Methoden-Cache-Historie ist nicht serialisierbar, obwohl ihre
rw-Projektion serialisierbar ist.
(H1, <) = r11[x]c1w2[x]c2r3[x]m
1,1
3 c3.
Der zugeho¨rige Serialisierbarkeitsgraph MCSG ist zyklisch und umfasst die Kanten T1 → T2
(wegen r11[x] < w2[x]), T2 → T3 (wegen w2[x] < r3[x]) und T3 → T2 (wegen r11[x] < w2[x] <
m1,13 ).
Formal schließt der weiter unten definierte Begriff ”aktuell“ gerade Graphenkanten
wie T3 → T2 aus Beispiel 12 aus. Fu¨r die Serialisierbarkeit der vom einem entsprechen-
den m-Planer und rw-Planer erzeugten Methoden-Cache-Historien reicht dies aber lei-
der noch nicht aus.
Deshalb fordert man fu¨r produzierte Methoden-Cache-Historien zusa¨tzlich noch
”quasi-rigoros“. Vereinfachend besagt diese Eigenschaft, dass fu¨r zwei konfliktbehaf-
tete Operationen pi < qj mit Ti 6= Tj alle Operationen von Ti mit Ausnahme von ci
vor der Operation qj stattfinden mu¨ssen. Der Begriff ist von der klassischen Fehlererho-
lungseigenschaft ”rigoros“ abgeleitet, schwa¨cht diese aber entscheidend ab: Gegenu¨ber
quasi-rigorosen Historien muss bei rigorosen Historien sogar die Operation ci noch vor
qj stattfinden. ”Quasi-rigoros“ wird etwa von dem in der Praxis wichtigen strikten Zwei-
Phasen-Sperrprotokoll erfu¨llt – ”rigoros“ hingegen nicht. Wie sich leicht zeigen la¨sst,
gilt: Alle quasi-rigorosen rw-Historien sind serialisierbar.
Glu¨cklicherweise garantieren die Eigenschaften ”aktuell“ und ”quasi-rigoros“ be-
reits die Serialisierbarkeit von Methoden-Cache-Historien, die ein integrierte Planer ge-
neriert. Dabei kann ”aktuell“ bereits der m-Planer allein zusichern. Wie steht es aber
mit ”quasi-rigoros“? Es stellt sich heraus, dass eine Methoden-Cache-Historie nicht au-
tomatisch quasi-rigoros ist, wenn dies fu¨r ihre rw-Projektion zutrifft. Also muss sich an
quasi-rigorosen Methoden-Cache-Historien auch der m-Planer beteiligen.
Hierfu¨r isoliert der unten definierte Begriff ”m-sperrend“ weitestgehend jene Aspek-
te der Eigenschaft ”quasi-rigoros“, die ein m-Planer zusichern muss, damit der inte-
grierte Planer insgesamt doch quasi-rigorose Methoden-Cache-Historien erzeugt. Die
Notwendigkeit und die Idee von ”m-sperrend“ verdeutlicht das na¨chste Beispiel.
Beispiel 13. Die folgende, aktuelle Methoden-Cache-Historie ist nicht serialisierbar, obwohl ihre
rw-Projektion quasi-rigoros und serialisierbar ist.





Der zugeho¨rige Serialisierbarkeitsgraph MCSG ist zyklisch und entha¨lt die Kanten T1 → T2
(wegen r1[x] < w2[x]), T2 → T3 (wegen w2[x] < r13[x]) und T2 → T1 (wegen w2[x] < r13[x] <
m3,11 ).
Das Problem an der Methoden-Cache-Historie aus Beispiel 13 ist, dass sichm3,11 nach
w2[x] ereignet, obwohl es vorher mit r1[x] < w2[x] schon zum Konflikt zwischen T1 und
T2 kam. ”m-sperrend“ schließt gerade solche Ereignisse aus.
Wie sich zeigt, kann man einen m-Planer, der ”kaskadenfrei“, ”aktuell“ und ”m-
sperrend“ sicherstellt, mit einem rw-Planer integrieren, der das strikte Zwei-Phasen-
Sperrprotokoll anwendet, und erreicht somit Serialisierbarkeit.
Die Konstruktion eines entsprechenden m-Planers ist u¨berraschend einfach und ge-
staltet sich sehr a¨hnlich, wie ein klassischer Planer fu¨r das optimistische Zwei-Phasen-
Sperr-Protokoll. Abschnitt 7.1.3 liefert dazu einen Implementierungsvorschlag auf Basis
des Entwurfs aus Abschnitt 5.4.
7.1.2 Formalismus
Das Protokoll dieses Abschnitts basiert auf einer Integration von m-Planer und rw-
Planer mit Hilfe der Eigenschaft ”quasi-rigoros“. Dazu mu¨ssen beide Planer Aspekte
dieser Eigenschaft zusichern. ”quasi-rigoros“ schwa¨cht die Fehlererholungseigenschaft
”rigoros“ ab, welche in der Transaktionsverwaltungsliteratur etabliert ist ([6, 36]).
Definition 17. Quasi-rigorose Methoden-Cache-Historie: Eine Methoden-Cache-Historie
(HMC , <) mit den Transaktionen {(T1, <1), . . . , (Tn, <n)} ist genau dann quasi-rigoros,
wenn gilt:
∀p, q ∈ HMC : ∀i, j ∈ {1, . . . , n} : (i 6= j ∧ p ∈ Ti ∧ q ∈ Tj ∧ p < q ∧ p ∦ q)⇒
(ai ∈ HMC ∨ aj ∈ HMC ∨ ∀u ∈ Ti \ {ci} : u < q).
Zum Vergleich mit ”quasi-rigoros“, wird nun der etablierte Begriff ”rigoros“ fu¨r rw-
Historien definiert.
Definition 18. Rigorose rw-Historie: Eine rw-Historie (H,<) ist rigoros genau dann, wenn
gilt: (H,<) ist strikt und
∀wi[x], rj [x] ∈ H : (i 6= j ∧ rj [x] < wi[x])⇒ aj < wi[x] ∨ cj < wi[x].
Gema¨ß dem folgenden Lemma ist ”quasi-rigoros“ in der Tat eine Abschwa¨chung
von ”rigoros“.
Lemma 2. Jede rigorose rw-Historie ist quasi-rigoros.
Beweis. Es sei (H,<) eine rigorose rw-Historie und p, q Operationen aus H mit p < q,
p ∦ q sowie p ∈ Ti, q ∈ Tj , i 6= j. Mithin gilt, weil (H,<) rigoros ist: p < ci < q oder
p < ai < q. Es folgt sofort ∀u ∈ Ti \ {ci} : u < q und somit die Behauptung.
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Das na¨chste Beispiel belegt, dass die Fehlererholungseigenschaften aus Kapitel 6
nicht aus der Eigenschaft ”quasi-rigoros“ folgen.
Beispiel 14. Die folgende Methoden-Cache-Historie ist quasi-rigoros, aber nicht ru¨cksetzbar:
(H3, <) = w1[x]r2[x]c2c1. Die Methoden-Cache-Historie (H4, <) = r1[x]w2[x]r1[y]c2c1 ist
strikt, aber nicht quasi-rigoros.
Wie man sehen wird, ist der Begriff ”quasi-rigoros“ einerseits stark genug, um damit
ein Serialisiebarkeitsprotokoll zu entwickeln. Andererseits ist er aber so schwach, dass
er von vielen konventionellen rw-Planern unterstu¨tzt wird. Dies gilt insbesondere in
Bezug auf das strikte Zwei-Phasen-Sperrprotokoll:
Satz 4. Jede rw-Historie, die durch das strikte Zwei-Phasen-Sperrprotokoll erzeugt wird, ist
quasi-rigoros.
Beweis. Die Beweisargumentation unterstellt die Kenntnis des strikten Zwei-Phasen-
Sperrprotokolls, welches hier der Einfachheit halber weder definiert noch formalisiert
ist. Fu¨r eine genaue Beschreibung des Protokolls sei etwa auf Abschnitt 3.5 aus [4] ver-
wiesen.
Es seien p < q, p ∦ q zwei Operationen mit p ∈ Ti, q ∈ Tj , die ein rw-Planer bearbeitet,
der das strikte Zwei-Phasen-Sperrprotokoll befolgt. Vor der Bearbeitung von pwird eine
Sperre l gesetzt, so dass q nicht bearbeitet kann, bis die Sperre freigegeben wird. Gema¨ß
dem Zwei-Phasen-Sperrprotokoll wird l aber fru¨hestens freigegeben, sobald sicher ist,
dass der rw-Planer zu Ti keine Schreib- oder Leseoperationen mehr erha¨lt. Das ist erst
der Fall, wenn der Klient zu Ti eine Abschlussaufforderung (commit()-Aufruf) an den
Planer sendet. Zu diesem Zeitpunkt wurden bereits alle Schreib- und Leseoperationen
bezu¨glich Ti abgearbeitet, so dass die Bedingung ∀u ∈ Ti \ {ci} : u < q tatsa¨chlich
eingehalten wird. Falls der Planer Ti abbricht (Abort), muss die Bedingung ohnehin
nicht eingehalten werden.
Man beachte, dass das strikte Zwei-Phasen-Protokoll zwar quasi-rigoros, aber nicht
notwendig rigoros ist. Dies liegt daran, dass der rw-Planer Lesesperren von Ti bereits
freigeben kann, bevor die Abschlussaufforderung (commit()-Aufruf) von Ti durch den
Planer bearbeitet wurde. Die entsprechende Sperrfreigabe kann also zwischen dem Ein-
gang der Abschlussaufforderung fu¨r Ti und deren beendeter Bearbeitung (formalisiert
durch ci bzw. ai) erfolgen.
Definition 19. Aktuelle Methoden-Cache-Historie: Eine (wohl geordnete) Methoden-Cache-
Historie (HMC , <) ist genau dann aktuell, wenn gilt:
∀mk,li ∈ HMC : (∃rlk[x], wj [x] ∈ HMC : rlk[x] < wj [x] < mk,li )⇒ ai ∈ HMC ∨ aj ∈ HMC .
Der Begriff ”aktuell“ verhindert, dass eine Transaktion Methodenresultate liest, die
bereits durch eine Schreiboperation invalidiert wurden. Wenn eine Transaktion dies
doch tut, muss sie abgebrochen werden.
Wie bereits in Abschnitt 7.1.1 erwa¨hnt, sorgen ”aktuell“ und ”quasi-rigoros“ fu¨r die
Serialisierbarkeit von Methoden-Cache-Historien. Dies belegt der folgende Satz.
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Satz 5. Jede aktuelle, quasi-rigorose (wohl geordnete) Methoden-Cache-Histore ist MC-
serialisierbar.
Beweis. Es sei (HMC , <) eine aktuelle, quasi-rigorose (wohl geordnete) Methoden-
Cache-Historie und MCSG der zugeho¨rige Serialisierbarkeitsgraph. Angenommen
(HMC , <) ist nicht serialisierbar und somit MCSG zyklisch. Weiter sei dann Tk1 →
Tk2 → . . .→ Tkl → Tk1 ein entsprechender Zyklus in MCSG.
Zuna¨chst wird gezeigt, dass fu¨r jede Kante Ti → Tj ∈MCSG gilt: Es existieren zwei
Operationen p ∈ Ti, q ∈ Tj mit p < q ∧ p ∦ q und man hat i 6= j.
Falls Ti → Tj aus der ersten Disjunktionsklausel aus Definition 13 stammt, trifft
dies trivialerweise zu. Falls die dritte Disjunktionsklausel aus Definition 13 erfu¨llt ist,
hat man wi[x] < rlk[x] < m
k,l
j mit i 6= j und die Behauptung gilt ebenfalls. Bezu¨glich
der zweiten Disjunktionsklausel liegen die Operationen rlk[x] < wj [x] und m
k,l
i vor. Im
Fall rlk[x] < m
k,l
i < wj [x] muss gema¨ß Definition 13 auch i 6= j gelten, und es ergibt
sich wiederum die Behauptung. Andererseits widerspricht rlk[x] < wj [x] < m
k,l
i der
Voraussetzung, dass (HMC , <) aktuell ist, denn Ti und Tj sind abgeschlossen. Also gilt
die obige Aussage zu den Operationen p und q.
Weil Ti → Tj ∈ MCSG gilt, sind Ti und Tj abgeschlossen und da (HMC , <) quasi-
rigoros ist, folgt mit der eben gezeigten Aussage: ∀u ∈ Ti \ {ci} : u < q.
Es seien nun pks , qks mod l+1 die jeweils zueinander in Konflikt stehenden Operationen
aus Tks , Tks mod l+1 , die also Tks → Tks mod l+1 ∈ MCSG erzeugen. Wendet man die Aus-
sage des vorigen Abschnitts an (also ∀u ∈ Tks \ {cks} : u < qks mod l+1), erha¨lt man dann
per Induktion die Ordnung pk1 < qk2 < qk3 < . . . < qkl < qk1 < qk2 im Widerspruch zur
Azyklita¨t der Ordnungsrelation <.
Lemma 3. Jede quasi-rigorose rw-Historie ist serialisierbar.
Beweis. Die Aussage folgt direkt aus Satz 5, denn rw-Historien sind trivialerweise aktu-
ell.
Beispiel 12 hat bereits dargelegt, dass ”aktuell“ fu¨r die Serialisierbarkeit von
Methoden-Cache-Historien nicht ausreicht (nicht einmal, wenn eine entsprechende rw-
Projektion quasi-rigoros ist). Umgekehrt fu¨hrt die Eigenschaft ”quasi-rigoros“ alleine
aber auch nicht zum Ziel. Dies erkennt man am folgenden Beispiel.
Beispiel 15. Nicht jede quasi-rigorose Methoden-Cache-Historie ist MC-serialisierbar oder ak-
tuell: (H5, <) = r11[x]c1w2[x]c2r3[x]m
1,1
3 c3.
Der Begriff ”m-sperrend“ stellt wichtige Eigenschaften heraus, fu¨r die der m-Planer
zusta¨ndig ist, um zu quasi-rigorosen Methoden-Cache-Historien zu gelangen. ”m-
sperrend“ folgt sogar aus ”quasi-rigoros“, wie weiter unten klar wird.
Definition 20. m-sperrende Methoden-Cache-Historie: Eine Methoden-Cache-Historie
(HMC , <) mit den Transaktionen {(T1, <1), . . . , (Tn, <n)} ist m-sperrend genau dann, wenn
gilt:
(∀p, q ∈ HMC : ∀i, j ∈ {1, . . . , n} : (i 6= j ∧ p ∈ Ti ∧ q ∈ Tj ∧ p < q ∧ p ∦ q)⇒
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(ai ∈ HMC ∨ aj ∈ HMC ∨ ∀mk,li ∈ HMC : mk,li < q))∧
(∀mk,li , wj [x] ∈ HMC : (i 6= j ∧mk,li < wj [x] ∧mk,li ∦ wj [x])⇒
(ai ∈ HMC ∨ aj ∈ HMC ∨ ∀u ∈ Ti \ {ci} : u < wj [x])).
Die folgenden beiden Beispiele verdeutlichen, dass ”m-sperrend“ und ”aktuell“ von-
einander unabha¨ngige Begriffe sind.
Beispiel 16. Nicht jede aktuelle Methoden-Cache-Historie ist m-sperrend: (H6, <) =
w1[x]r12[x]m
2,1




Lemma 4. Jede quasi-rigorose (wohl geordnete) Methoden-Cache-Historie ist m-sperrend.
Beweis. Die Aussage ist bei Vergleich der entsprechenden Definitionen offensichtlich.
Der folgenden Satz vereint bereits alle no¨tigen Voraussetzungen fu¨r die Serialisier-
barkeit des angestrebten Sperrprotokolls. Vom rw-Planer wird dazu lediglich erwartet,
dass er quasi-rigorose rw-Historien erzeugt. Der m-Planer muss hingegen fu¨r die Eigen-
schaften ”kaskadenfrei“, ”aktuell“ und ”m-sperrend“ sorgen. Wie man Kaskadenfreiheit
umsetzt, wurde bereits in Kapitel 6 behandelt und braucht fu¨r die Implementierung des
Sperrprotokolls im m-Planer nicht weiter beru¨cksichtigt zu werden.
Satz 6. Eine kaskadenfreie, aktuelle, m-sperrende (wohl geordnete) Methoden-Cache-Historie
(HMC , <) ist genau dann quasi-rigoros, wenn die zugeho¨rige rw-Projektion RW ((HMC , <))
quasi-rigoros ist.
Beweis. Es sei (HMC , <) eine m-sperrende (wohl geordnete) Methoden-Cache-Historie
und (H,<′) = RW ((HMC , <)) die zugeho¨rige rw-Projektion.
”⇒“: Angenommen (H
MC , <) ist quasi-rigoros. Da RW lediglich Operationen ent-
fernt, ko¨nnen in (H,<′) keine Konflikte bestehen, die es nicht auch in (HMC , <) gibt.
(H,<′) ist somit (trivialerweise) quasi-rigoros.
”⇐“: Angenommen (H,<
′) ist quasi-rigoros. Fu¨r p, q ∈ HMC gelte die Vorausset-
zung p < q, p ∦ q und p ∈ Ti, q ∈ Tj gema¨ß Definition 17, wobei i 6= j.
Sei zuerst q keine Methodenoperation. Weiter sei ci, cj ∈ HMC und u eine beliebige
Operation aus Ti. Falls u und p keine Methodenoperationen sind, gilt auch bezu¨glich
(H,<′) die Voraussetzung p <′ q, p ∦ q sowie ci, cj ∈ H . Damit folgt u <′ q und wei-
ter u < q. Falls p eine Methodenoperation ist, muss q eine Schreiboperation sein. Mit
der zweiten Konjunktionsklausel von Definition 20 gilt dann u < q. Falls u eine Metho-
denoperation ist, aber p nicht, folgt u < q wegen der ersten Konjunktionsklausel von
Definition 20.
Sei nun q eine Methodenoperation. Damit muss es sich bei p um eine Schreibopera-
tion handeln. Es liegt also die Situation p = wi[x] < q = m
k,l
j vor, und somit existiert
ein rlk[x] < m
k,l
j . Falls r
l
k[x] < wi[x] < m
k,l
j gilt, folgt ai ∈ HMC ∨ aj ∈ HMC denn sonst
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wa¨re (HMC , <) nicht aktuell. Hat man andererseits wi[x] < rlk[x] und ci, cj ∈ HMC (bzw.
ci, cj ∈ H), so kann man i 6= k und i = k unterscheiden.
Falls i 6= k gilt, stehen wi[x] und rlk[x] zueinander in Konflikt, und man erha¨lt
u <′ rlk[x] fu¨r alle Operationen u aus Ti, die keine Methodenoperationen sind, da (H,<
′)
quasi-rigoros ist. Also gilt sogar u < rlk[x] < m
k,l
j fu¨r entsprechende Operationen. Falls
u eine Methodenoperation ist, folgt aber auch u < mk,lj wegen der ersten Konjunktions-
klausel von Definition 20.
Zum Fall i = k: Es gilt dann notwendig reads(Tj , x, Ti,m
k,l
j ) und somit ci < m
k,l
j , da
(HMC , <) kaskadenfrei ist. Also folgt auch hier die Behauptung.
Beispiel 17. In Satz 6 ist sowohl die Voraussetzung ”kaskadenfrei“ als auch ”aktuell“ notwen-
dig, wie man and den folgenden Methoden-Cache-Historien sieht.





ist zwar aktuell und m-sperrend, aber nicht kaskadenfrei, nicht quasi-rigoros und auch nicht
serialisierbar. Allerdings ist RW ((H8, <)) quasi-rigoros (und serialisierbar).
(H9, <) = r11[x]w1[x]m
1,1
2 r1[y]c1c2 ist zwar kaskadenfrei undm-sperrend, aber nicht aktuell
und nicht quasi-rigoros. RW ((H9, <)) ist hingegen quasi-rigoros.
Aus Satz 5 ergibt sich in Verbindung mit Satz 6 die entscheidende Aussage zur Se-
rialisierbarkeit:
Korollar 3. Eine kaskadenfreie, m-sperrende, aktuelle (wohl geordnete) Methoden-Cache-
Historie (HMC , <) ist MC-serialisierbar, wenn RW ((HMC , <)) quasi-rigoros ist.
Zusammen mit Satz 4 kann man das Korollar noch deutlicher fu¨r rw-Planer mit ei-
nem Zwei-Phasen-Sperrprotokoll formulieren.
Korollar 4. Eine kaskadenfreie, m-sperrende, aktuelle (wohl geordnete) Methoden-Cache-
Historie (HMC , <) ist MC-serialisierbar, wenn RW ((HMC , <)) eine Historie ist, die durch
das strikte Zwei-Phasen-Sperrprotokoll produziert wurde.
7.1.3 Implementierung
Die im Folgenden diskutierte Implementierung eines optimistischen Sperrprotokolls
unterstellt, dass der rw-Planer eines Ressourcenverwalters ein quasi-rigoroses und kas-
kadenfreies Protokoll (wie etwa das strikte Zwei-Phasen-Sperrprotokoll) anwendet.
Gema¨ß Korollar 3 genu¨gt es dann, dass der m-Planer fu¨r die Implementierung die Ei-
genschaften ”m-sperrend“ und ”aktuell“ garantiert. Man bedenke, dass kaskadenfreie
Methoden-Cache-Historien nach Abschnitt 6.2 bereits der Methoden-Cache beim Klien-
ten sicherstellt.
Die na¨chsten Paragraphen skizzieren einen u¨berraschend einfachen Algorithmus,
der dem Verfahren eines optimistischen Zwei-Phasen-Sperrprotokolls a¨hnelt (siehe hier-
zu etwa [4] Abschnitt 4.4). Anschließend wird noch eine konkrete Implementierung auf
Basis des UML-Entwurfes aus Abschnitt 5.4 vorgestellt.
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Verfahren Der m-Planer geht wie folgt vor: Fu¨r Operationsfolgen der Form
rlk[x]r
l
k[y] . . ., die zu einen zu einem cachenden Methodenaufruf geho¨ren, merkt er sich
die Beziehung zwischen dem Tupel (k, l) zur Identifikation des Methodenaufrufs und
den dabei gelesenen Datenelementen x, y, . . . in einer Relation V . V entha¨lt also Eintra¨ge
der Form ({x, y, . . .}, (k, l)). Tritt eine Operation der Form wh[z] auf, dann entfernt der
m-Planer alle Eintra¨ge aus V , die z im ersten Tupelement enthalten.
Auf der Klientenseite merkt sich der Methoden-Cache fu¨r eine Transaktion Ti alle
Tupel (k, l), die von Ti gelesene, gecachte Methodenresultate identifizieren in einer (in-
itial leeren) Liste Li. Ein Tupel (k, l) ∈ Li bedeutet also, das Ti auf der Klientenseite die
Operation mk,li ausgefu¨hrt hat. Sobald Ti abschließen soll, schickt der Methoden-Cache
Li zum m-Planer. Dort findet dann eine Verifikation statt.
Zur Verifikation pru¨ft der m-Planer fu¨r jedes Tupel (k, l) aus Li, ob es einen Eintrag
({. . .}, (k, l)) in V gibt. Wenn dies wenigstens fu¨r ein Element aus der Liste Li nicht
der Fall ist, dann wird Ti abgebrochen. Der m-Planer sendet dann also ein ai an die
beteiligten Ressourcenverwalter. Ansonsten gibt er ein ci an die Ressourcenverwalter
weiter.
Korrektheit Das beschriebene Verfahren erzeugt aktuelle Methoden-Cache-Historien:
Bei einer Operationsordnung der Form rlk[x] < wj [x] < m
k,l
i wird zuna¨chst
({x, . . .}, (k, l)) in V eingetragen, aber dann durch wj [x] wieder entfernt. Wenn Ti ver-
sucht abzuschließen, existiert zu mk,li bzw. (k, l) kein Eintrag in V und Ti bricht ab.
Als na¨chstes wird untersucht, ob die erste Konjunktionsklausel von Definition 20
erfu¨llt ist. Es seien also Ti, Tj Transaktionen mit i 6= j ∧ p ∈ Ti ∧ q ∈ Tj ∧ p < q ∧ p ∦ q
gegeben. Falls es sich bei p, q um eine Schreib- und eine Leseoperation handelt, verzo¨gert
das quasi-rigorose Protokoll des rw-Planers die Ausfu¨hrung von q mindestens bis nach
der letzten Operation aus Ti \ {ci}. Die Klausel ist dann also erfu¨llt.
Angenommen p ist eine m-Operation, q eine Schreiboperation, und es gibt ein mk,li
mit q > mk,li . Dann findet die Verifikation von Ti nach q statt. Sie wird aber scheitern
wegen p. Hat man andererseits p = wi[x] und q = m
k,l
j , dann muss eine der beiden




j , denn sonst
wa¨re die erzeugte Historie nicht aktuell. Falls i = k gilt, folgt wi[x] < rli[x] < ci <
mk,lj , weil der Methoden-Cache Kaskadenfreiheit sicherstellt. Fu¨r i 6= k gilt wegen der
Kaskadenfreiheit des rw-Planers wi[x] < ci < rlk[x] < m
k,l
j , und somit ist die Klausel
erfu¨llt.
Zur zweiten Klausel von von Definition 20: Angenommen man hat mk,li < wj [x] < u
mit u ∈ Ti. Dann findet die Verifikation von Ti nach wj [x] statt und scheitert.
Umsetzung Abbildungen 12 und 13 zeigen UML-Klassendiagramme fu¨r mo¨gliche
Umsetzungen des Sperrprotolls beim Methoden-Cache bzw. beim m-Planer.
Im Methoden-Cache aus Abbildung 12 nimmt die Liste cacheHitCalls in der Klasse
LockMCTransaction die Identifikatoren aller neuen Methodenaufrufe auf, deren Resul-




Die u¨berschriebene Version von handleCacheHit() in der Klasse LockMCProtocol
befu¨llt die Liste cacheHitCalls geeignet. createTxContext() erzeugt Instanzen
des Typs LockMCTransactionContext und versorgt sie mit den neuesten Eintra¨gen
aus der cacheHitCalls-Liste. Die Eintra¨ge gelangen dann u¨ber einen Dienstme-
thodenaufruf zum m-Planer und ko¨nnen daher aus der cacheHitCalls-Liste ent-
fernt werden. createMCTransaction() kreiert nun natu¨rlich Transaktionen des Typs
LockMCTransaction.
Auf der Seite des m-Planers verarbeiten die Methoden afterMethodCall() und
beforeCommit() aus der Klasse LockMTransaction die Eintra¨ge, die der Methoden-
Cache mittels der Liste LockMCTransactionContext.newCacheHitCalls zum Server
sendet. beforeCommit() sichert die empfangene Liste lediglich zur Weiterverarbeitung
fu¨r einen nachfolgenden prepare()-Aufruf.
afterMethodCall() testet hingegen direkt, ob die MethodCallId-Eintra¨ge aus der
newCacheHitCalls-Liste sowie der cacheHitCalls-Liste noch gu¨ltig sind. Dazu ver-
wendet afterMethodCall() die Methode LockMTransaction.checkCacheHitCalls().
Die letztere kopiert zuna¨chst die Eintra¨ge aus der Liste newCacheHitCalls nach
cacheHitCalls. Dann ruft sie fu¨r jedes Element aus cacheHitCalls die Me-
thode LockMScheduler.isValidCall() auf und pru¨ft so, ob ein entsprechendes
MethodCallId-Objekt noch in den Tabellen des m-Planers vorhanden ist. Ist dies nicht
der Fall, so hat der m-Planer die entsprechenden Eintra¨ge durch den Aufruf von
MScheduler.write() aus Abbildung 10 bereits gelo¨scht. Gema¨ß dem oben skizzierten
Verfahren hat also bereits eine damit zusammenha¨ngende Operation wi[x] stattgefun-
den.
Da der m-Planer die aktuelle Transaktion auch spa¨ter keines Falls mehr verifizie-
ren kann, bricht er sie unmittelbar ab. Dies ist eine Optimierung gegenu¨ber dem oben
geschilderten Verfahren, die einen weiteren (unno¨tigen) Ressourcenverbrauch der abzu-
brechenden Transaktion verhindert. Man spricht in diesem Zusammenhang von einem
so genannten ”fru¨hen Abbruch“ (Early Abort, [14]).
Zur Verifikation einer Transaktionsinstanz ruft die Methode
LockMTransaction.prepare() ebenfalls die Methode checkCacheHitCalls() auf.
Wenn prepare() daraufhin den Wert false liefert, kommt es zum Transaktions-




Das in diesem Abschnitt vorgestellte Zeitstempelprotokoll fu¨r Methoden-Cache-
Historien gru¨ndet auf der Idee, Transaktionen vermittels einer Zeitstempelfunktion
ts : Ti 7→ t, t ∈ R total zu ordnen. Wenn man die Ordnung von zueinander in Konflikt
stehenden Operationen an der durch ts induzierten Ordnung ”orientiert“, kann man








boolean res = super.handleCacheHit(tx, c, r);
if (res) {












+handleCacheHit(in tx : StrictMCTransaction, in c : MethodCall, in r : MethodlResult) : boolean
+createMCTransaction(in xid : Xid) : MCTransaction
+createTxContext(in tx : MCTransaction) : TransactionContext
LockMCProtocol










+afterMethodCall(in ctx : MCTransactionContext)
+beforeCommit(in ctx : MCTransactionContext) : MCReturnInfo
+prepare() : boolean




+isValidCall(in call : MethodCallId) : boolean
LockMScheduler
MCReturnInfo info = super.afterMethodCall(ctx);
if (!checkCacheHitCalls(
         (LockMCTransactionContext) ctx)) {
  // Abort current transaction





MethodCallId[] newCalls = ctx.newCacheHitCalls;
for (int i = 0; i < newCalls.length; i++) {
  cacheHitCalls.add(newCalls[i]);
}
Iterator it = cacheHitCalls.iterator();
while (it.hasNext()) {
  if (!((LockMScheduler) scheduler).
     isValidCall((MethodCallId) it.next()) {





  return false;
}
if (!checkCacheHitCalls(
       (LockMCTransactionContext)
            beforeCommitCtx)) {
  return false;
}
return true;
Abbildung 13: Erweiterung der m-Planer-Klassen aus Abbildung 10 zur Umsetzung des
Sperrprotokolls




Zeitstempelregel: Wenn pi und qj Operationen sind, die zueinander in Konflikt
stehen, dann bearbeite pi vor qj , falls ts(Ti) < ts(Tj).
Fu¨r rw-Historien, die diese Regel befolgen, gilt bezu¨glich Kanten Ti → Tj im Seriali-
sierbarkeitsgraphen SG dann offenbar immer ts(Ti) < ts(Tj). Es kann also keine Zyklen
Ti → . . . → Ti in SG geben, denn sonst ka¨me der Widerspruch ts(Ti) < . . . < ts(Ti) zu
Stande.
Die Zeitstempelregel kann auch im Zusammenhang mit Methodenoperationen und
Methoden-Cache-Historien in angepasster Weise u¨bernommen werden. Problematisch
sind hier vor allem solche Kanten im entsprechenden Serialisierbarkeitgraphen MCSG,
die durch Operationen der Art rlk[x] < wi[x] < m
k,l
j auftreten (mit ci ∈ Ti, cj ∈ Tj).
Man erha¨lt dann na¨mlich gema¨ß Definition 13 eine Kante Tj → Ti ∈ MCSG, die der
Ordnung wi[x] < m
k,l
j bzw. ts(Ti) < ts(Tj) entgegensteht. Eine derartige Kante wird im
Folgenden Ru¨ckwa¨rtskante genannt.
Eine Ru¨ckwa¨rtskante ”passt“ nicht zur Zeitstempelregel, die, wie oben angedeutet,
fu¨r die Serialisierbarkeit den Zusammenhang pi < qj ∧ pi ∦ qj ⇒ Ti → Tj ∈MCSG vor-
aussetzt (sofern ci ∈ Ti, cj ∈ Tj gilt). Das na¨chste Beispiel illustriert diesen Sachverhalt.
Beispiel 18. Die folgende Methoden-Cache-Historie ist nicht serialisierbar, obwohl die Zeit-
stempelregel fu¨r die Zeitstempelfunktion ts(Ti) = i erfu¨llt ist:
(H1, <) = r11[x]c1w2[x]c2r3[x]m
1,1
3 c3.
Der zugeho¨rige Serialisierbarkeitsgraph MCSG ist zyklisch und entha¨lt die Kanten T1 → T2
(wegen r11[x] < w2[x]), T2 → T3 (wegen w2[x] < r3[x]) und T3 → T2 (wegen r11[x] < w2[x] <
m1,13 ).
Wenn man nun neben der Zeitstempelregel auch sicherstellt, dass Operationsfolgen
wie in Beispiel 18 nicht auftreten, erreicht man Serialisierbarkeit. Diese Forderung wird
im na¨chsten Abschnitt durch Z-aktuelle Methoden-Cache-Historien formalisiert. Auch
die Eigenschaft, dass eine Methoden-Cache-Historie die Zeitstempelregel einha¨lt, wird
definiert und als Z-geordnet bezeichnet (mit ”Z“ wie Zeitstempel). Danach la¨sst sich die
Aussage beweisen, dass Z-aktuelle, Z-geordnete Methoden-Cache-Historien serialisier-
bar sind.
Offenbar verha¨lt es sich mit dem obigen Problem im Hinblick auf unerwu¨nschte
Operationsfolgen von Historien a¨hnlich wie in Abschnitt 7.1. Deshalb lehnt sich der Be-
griff ”Z-aktuell“ an den Begriff ”aktuell“ aus Definition 19 an. Auch die Historie aus
Beispiel 18 wurde bereits bei der Einfu¨hrung des Sperrprotokolls angefu¨hrt (siehe Bei-
spiel 12). Im Gegensatz zum Begriff ”aktuell“ ergibt sich aber nun aus der Wahl der
Zeitstempelfunktion ts ein neuer Freiheitsgrad. Ein Protokoll kann ihn eventuell zur
Vermeidung von Transaktionsabbru¨chen vorteilhaft ausnutzen.
Im Hinblick auf die Integration eines m-Planers und eines rw-Planers muss der m-
Planer beim Zeitstempelprotokoll fu¨r die Einhaltung der Eigenschaft ”Z-aktuell“ sor-




Leider reicht dies noch nicht aus, denn, wenn die rw-Projektion Z-geordnet ist,
muss die entsprechende Methoden-Cache-Historie nicht notwendig Z-geordnet sein.
In der Methoden-Cache-Historie ko¨nnen na¨mlich m-Operationen existieren, die nicht
der Zeitstempelregel folgen. Der rw-Planer kann dies aber nicht bemerken, da er
m-Operationen nicht betrachtet. Also muss der m-Planer garantieren, dass alle m-
Operationen Z-geordnet sind. Dies wird im na¨chsten Abschnitt mit Hilfe des Begriffs
”m-Z-geordnet“ formalisiert.
Insgesamt la¨sst sich die folgende Aussage treffen: Wenn eine Methoden-Cache-
Historie bezu¨glich einer Zeitstempelfunktion Z-aktuell und m-Z-geordnet ist und
daru¨ber hinaus ihre rw-Projektion Z-geordnet ist, dann ist die Methoden-Cache-Historie
serialisierbar.
Dass der rw-Planer Z-geordnete rw-Historien produziert, ist natu¨rlich trivial, wenn
er selbst ein Zeitstempelprotokoll verwendet. Die Zeitstempelfunktion des integrierten
Planers (und somit des m-Planers) ist dann gerade die des rw-Planers. Was aber, wenn
der rw-Planer ein anderes Protokoll anwendet? Zumindest fu¨r den Fall eines rw-Planers
mit striktem Zwei-Phasen-Sperrprotokoll gibt es dazu eine wichtige Aussage (die man
bereits in [4] Abschnitt 4.5 findet): Wa¨hlt man als Zeitstempelordnung die Commit-
Ordnung (also die Reihenfolge der ci-Operationen) des rw-Planers, dann ist die Historie,
die der rw-Planer erzeugt, Z-geordnet.
Die Implementierungsbeschreibung fu¨r das Zeitstempelprotokoll des m-Planers in
Abschnitt 7.2.4 beru¨cksichtigt diese Aussage. Wie man darin sehen wird, la¨sst sich ein
m-Planer, der ”Z-aktuell“ und ”m-Z-geordnet“ zusichert, sehr a¨hnlich implementieren
wie der m-Planer fu¨r das Sperrprotokoll aus dem vorigen Abschnitt.
Die Umsetzung von ”m-Z-geordnet“ ist dabei trivial, erfordert aber viel theoreti-
sche Vorarbeit. Ein m-Planer hat bei der Aufstellung einer Ordnung von Operationen
einen Spielraum, der hauptsa¨chlich durch die Operationsreihenfolge innerhalb einer
Transaktion sowie durch die Abarbeitungsreihenfolge von Operationen im rw-Planer
beschra¨nkt ist. Der vorhandene Spielraum la¨sst sich nutzen, um ”m-Z-geordnet“ u¨ber
eine geeignete Umordnung von Operationen sozusagen automatisch zu garantieren.
Dazu betrachtet Abschnitt 7.2.3 Umordnungen von Methoden-Cache-Historien, wie
sie aus Sicht des m-Planers stattfinden ko¨nnen, ohne dabei eine bereits gegebene Ord-
nung des rw-Planers fu¨r konfliktbehaftete Operationen zu verletzen. Zuna¨chst werden
zueinander a¨quivalente Methoden-Cache-Historien definiert – sie enthalten eine iden-
tische Menge von Operationen und belassen fu¨r Konflikte die Reihenfolge beteiligter
Operationen. Zueinander a¨quivalente Methoden-Cache-Historien haben natu¨rlich einen
identischen Serialisierbarkeitsgraphen, da sich dessen Struktur ja gerade aus den Kon-
fliktordnung von Operationen (bezu¨glich abschließender Transaktionen) ableitet (siehe
Definition 13).
Satz 10 definiert zu einer Menge von Methoden-Cache-Transaktionen mit vorgege-
bener rw-Projektion (H,<′) eine passende Methoden-Cache-Historie, die implizit m-Z-
geordnet ist. Die rw-Projektion der entstehenden Methoden-Cache-Historie (HMC , <)
ist dabei a¨quivalent zu (H,<′). (HMC , <) repra¨sentiert daher eine gu¨ltige Sicht des m-
Planers auf die Verarbeitungsreihenfolge aller eingangs gegebenen Operationen.
Aus Satz 10 la¨sst sich fu¨r die Implementierung eines Protokolls ableiten, wie der
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m-Planer die Reihenfolge von Operationen ”wahrnehmen“ darf bzw. muss, so dass ”m-
Z-geordnet“ von vornherein erfu¨llt ist. Als u¨berraschende Konsequenz braucht dafu¨r in
der Implementierung gar nichts getan zu werden.
7.2.2 Basisformalismus
Fu¨r Zeitstempel-basierte Protokolle wird als wichtigstes Element eine Zeitstempelfunk-
tion ts beno¨tigt:
Definition 21. Zeitstempelfunktion: Es sei (HMC , <) eine (wohl geordnete) Methoden-Cache-
Historie mit den Transaktionen {(T1, <1), . . . , (Tn, <n)}. Eine Funktion ts : {T1, . . . , Tn} → R
heißt Zeitstempelfunktion oder Z-Funktion genau dann, wenn gilt: ∀i, j ∈ {1, . . . , n} :
ts(Ti) = ts(Tj) ⇒ i = j. ts induziert eine Totalordnung <ts auf der Menge {T1, . . . , Tn} mit
Ti <ts Tj :⇔ ts(Ti) < ts(Tj).
Die Ordnung konfliktbehafteter Operationen soll sich an einer Zeitstempelfunktion
orientieren. Dies sichert die folgende Definition ab.
Definition 22. Z-geordnete Methoden-Cache-Historie: Eine (wohl geordnete) Methoden-Cache-
Historie (HMC , <) mit den Transaktionen {(T1, <1), . . . , (Tn, <n)} ist Z-geordnet bezu¨glich
der Z-Funktion ts genau dann, wenn gilt:
∀p, q ∈ HMC : ∀i, j ∈ {1, . . . , n} : (p ∈ Ti ∧ q ∈ Tj ∧ p ∦ q ∧ ts(Ti) < ts(Tj))⇒
(ai ∈ HMC ∨ aj ∈ HMC ∨ p < q).
Wie bereit oben angedeutet, reicht ”Z-geordnet“ fu¨r die Serialisierbarkeit von
Methoden-Cache-Historien nicht aus. ”Z-aktuell“ vermeidet a¨hnlich wie aktuell aus De-
finition 19, dass eine m-Operation einen veralteten Wert fu¨r ein Datenelement liest.
Definition 23. Z-aktuelle Methoden-Cache-Historie: Eine (wohl geordnete) Methoden-Cache-
Historie (HMC , <) mit den Transaktionen {(T1, <1), . . . , (Tn, <n)} ist Z-aktuell bezu¨glich
der Z-Funktion ts genau dann, wenn gilt:
∀i, j ∈ {1, . . . , n} : ∀wi[x],mk,lj ∈ HMC : (wi[x] ∦ mk,lj ∧ ts(Ti) ≤ ts(Tj))⇒
(ai ∈ HMC ∨ aj ∈ HMC ∨ ∀rlk[x] ∈ HMC : wi[x] < rlk[x]).
Zusammen sind ”Z-geordnet“ und ”Z-aktuell“ hinreichend fu¨r die Serialisierbarkeit.
Satz 7. Wenn eine Z-Funktion ts existiert, bezu¨glich derer eine (wohl geordnete) Methoden-
Cache-Historie (HMC , <) Z-aktuell und Z-geordnet ist, dann ist (HMC , <) MC-serialisierbar.
Beweis. Es sei (HMC , <) eine Z-aktuelle, Z-geordnete (wohl geordnete) Methoden-
Cache-Historie bezu¨glich der Z-Funktion ts. Angenommen (HMC , <) ist nicht MC-
serialisierbar. Dann gibt es einen Zyklus Tk1 → Tk2 → . . . → Tkl → Tk1 im Seriali-
sierbarkeitsgraphen MCSG zu (HMC , <).
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Zuna¨chst wird nun gezeigt: ts(Ti) < ts(Tj) gilt fu¨r jede Kante Ti → Tj im Seriali-
sierbarkeitsgraphen MCSG. (Man beachte dabei stets, dass Ti und Tj abgeschlossene
Transaktionen sind (also ci, cj ∈ HMC).
Falls Ti → Tj aus der ersten Disjunktionsklausel von Definition 13 stammt, gibt es
zwei Operationen p ∈ Ti, q ∈ Tj mit p < q ∧ p ∦ q, i 6= j. Es folgt ts(Ti) < ts(Tj), weil
(HMC , <) Z-geordnet ist. Angenommen dies wa¨re nicht so: ts(Tj) = ts(Ti) ist ausge-
schlossen durch i 6= j. Mit ts(Tj) < ts(Ti) erhielte man aber q < p wegen Definition 22
(Widerspruch).
Falls Ti → Tj aus der dritten Disjunktionsklausel von Definition 13 stammt, hat man
entsprechende Operationen wi[x], rlk[x],m
k,l




j , i 6= j. Es ergibt
sich ts(Ti) < ts(Tj), da (HMC , <) Z-geordnet ist.
Aus der zweiten Disjunktionsklausel von Definition 13 erha¨lt man rlk[x] < wj [x].
Falls wj [x] < m
k,l
i gilt, dann folgt ts(Tj) ≤ ts(Ti), da (HMC , <) Z-geordnet ist. Weil
(HMC , <) auch Z-aktuell ist, ergibt sich daraus wj [x] < rlk[x] im Widerspruch zur Vor-




i < wj [x], dann muss gema¨ß
der zweiten Disjunktionsklausel aus Definition 13 i 6= j gelten. Somit folgt wiederum
ts(Ti) < ts(Tj), da (HMC , <) Z-geordnet ist.
Insgesamt folgt also die Behauptung Ti → Tj ⇒ ts(Ti) < ts(Tj) fu¨r alle Ti → Tj ∈
MCSG. Fu¨r den Zyklus Tk1 → Tk2 → . . . → Tkl → Tk1 erha¨lt man so die Zeitstempel-
ordnung ts(Tk1) < ts(Tk2) < . . . < ts(Tkl) < ts(Tk1) im Widerspruch zur Azyklita¨t von
<.
Nun geht es um die Aufgabenteilung zwischen m-Planer und rw-Planer. Es wird
unterstellt, dass der rw-Planer fu¨r die rw-Projektion von Methoden-Cache-Historien
bereits ”Z-geordnet“ garantiert. Damit die Methoden-Cache-Historie insgesamt Z-
geordnet ist, muss der m-Planer noch fu¨r ”m-Z-geordnet“ und sogar fu¨r ”Z-aktuell“
sorgen. Zuna¨chst zur Definition von ”m-Z-geordnet“:
Definition 24. m-Z-geordnete Methoden-Cache-Historie: Eine (wohl geordnete) Methoden-
Cache-Historie (HMC , <) mit den Transaktionen {(T1, <1), . . . , (Tn, <n)} ist m-Z-geordnet
bezu¨glich der Z-Funktion ts genau dann, wenn gilt:
∀i, j ∈ {1, . . . , n} : ∀mk,li , wj [x] ∈ HMC : (mk,li ∦ wj [x] ∧ ts(Ti) < ts(Tj))⇒
(ai ∈ HMC ∨ aj ∈ HMC ∨mk,li < wj [x]).
Lemma 5. Jede bezu¨glich einer Z-Funktion ts Z-geordnete (wohl geordnete) Methoden-Cache-
Historie ist m-Z-geordnet bezu¨glich ts.
Beweis. Die Behauptung ergibt sich direkt durch Einsetzen von mk,li und wj [x] aus Defi-
nition 24 in Definition 22.
Wie das folgende Beispiel belegt, kommt man mit einer Z-geordneten rw-Projektion
in der Tat nicht aus – auch nicht, wenn die Methoden-Cache-Historie Z-aktuell ist.
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Beispiel 19. Nicht jede bezu¨glich einer Z-Funktion ts Z-aktuelle (wohl geordnete) Methoden-
Cache-Historie (HMC , <), deren rw-Projektion RW ((HMC , <)) Z-geordnet ist bezu¨glich ts,
ist selbst Z-geordnet bezu¨glich ts. Hierzu betrachte man die folgende Historie in Bezug auf die
Z-Funktion ts(Ti) = i:
(H10, <) = r1[x]w2[x]r12[x]c2m
2,1
1 c1.
Mit der vorgeschlagenen Aufgabenteilung vonm- und rw-Planer kann man wirklich
Z-geordnete Methoden-Cache-Historien erzeugen, wie der folgende Satz besta¨tigt.
Satz 8. Eine bezu¨glich einer Z-Funktion ts Z-aktuelle, m-Z-geordnete (wohl geordne-
te) Methoden-Cache-Historie (HMC , <) ist genau dann Z-geordnet bezu¨glich ts, wenn
RW ((HMC , <)) Z-geordnet ist bezu¨glich ts.
Beweis. Es sei (HMC , <) eine Z-aktuelle, m-Z-geordnete (wohl geordnete) Methoden-
Cache-Historie bezu¨glich der Z-Funktion ts und (H,<′) = RW ((HMC , <)) die zu-
geho¨rige rw-Projektion.
”⇒“: Angenommen (H
MC , <) ist Z-geordnet. Da RW lediglich Operationen ent-
fernt, ko¨nnen in (H,<′) keine Konflikte bestehen, die es nicht auch in (HMC , <) gibt.
(H,<′) ist somit (trivialerweise) Z-geordnet.
”⇐“: Angenommen (H,<
′) = RW ((HMC , <)) ist Z-geordnet. Fu¨r (HMC , <) genu¨gt
es dann Operationenwi[x],m
k,l
j mitwi[x] ∦ m
k,l
j und i 6= j zu pru¨fen. Falls ts(Tj) < ts(Ti)
gilt, folgt die Behauptung sofort, weil (HMC , <) m-Z-geordnet ist. Falls andererseits
ts(Ti) < ts(Tj) zutrifft, folgt ai ∈ HMC ∨ aj ∈ HMC oder wi[x] < rlk[x], weil (HMC , <)
Z-aktuell ist. Mit ai ∈ HMC ∨ aj ∈ HMC ist die Eigenschaft ”Z-geordnet“ trivialerweise




j und somit die Behaup-
tung.
Das na¨chste Beispiel zeigt, dass man die Forderung ”Z-aktuell“ im vorangegangenen
Satz nicht fallen lassen kann.
Beispiel 20. Nicht jede bezu¨glich einer Z-Funktion ts m-Z-geordnete (wohl geordnete)
Methoden-Cache-Historien (HMC , <), deren rw-Projektion RW ((HMC , <)) Z-geordnet ist
bezu¨glich ts, ist selbst Z-geordnet bezu¨glich ts. Hierzu betrachte man die folgende Historie in
Bezug auf die Z-Funktion ts(Ti) = i:
(H11, <) = r11[x]c1m
1,1
3 w2[x]c2r3[y]c3.
Aus Satz 7 und Satz 8 ergibt sich direkt das nachstehende Korollar. Es bringt die
wichtigsten Begriffe dieses Abschnitts zusammen und fixiert die Aufgaben des m-
Planers fu¨r die Realisierung eines Zeitstempelprotokolls.
Korollar 5. Eine bezu¨glich einer Z-Funktion ts Z-aktuelle, m-Z-geordnete (wohl geordnete)




7.2.3 Integration mit Sperrprotokoll-basiertem rw-Planer
Kann man einen m-Planer, der ein Zeitstempelprotokoll verfolgt, mit einem rw-Planer
kombinieren, der ein andersartiges Protokoll einsetzt? Zumindest fu¨r das strikte Zwei-
Phasen-Sperrprotokoll ist dies mo¨glich, sofern man eine geeignete Zeitstempelfunktion
einsetzt. Der folgende Satz definiert eine entsprechende Zeitstempelfunktion und zeigt,
dass sie zu Z-geordneten rw-Historien fu¨hrt.24
Satz 9. Es sei (H,<) eine rw-Historie, die durch das strikte Zwei-Phasen-Sperrprotokoll erzeugt
wurde und die Transaktionen {(T1, <1), . . . , (Tn, <n)} besitzt. Dann ist (H,<) Z-geordnet
bezu¨glich einer Zeitstempelfunktion ts, die einer Transaktion (Ti, <i) mit i ∈ {1, . . . , n} zu
Beginn der Operation ci ∈ H den jeweils ju¨ngsten Zeitstempel zuordnet. ts heißt Commit-
Zeitstempelfunktion.
Beweis. Seien etwa p ∈ Ti, q ∈ Tj mit p ∦ q und p < q sowie ci, cj ∈ H . Zum
Ausfu¨hrungsbeginn von ci ha¨lt das strikte Zwei-Phasen-Sperrprotokoll noch eine Lese-
bzw. eine Schreibsperre bezu¨glich p, so dass q noch nicht bearbeitet werden kann. Der
Transaktionsverwalter erzeugt den na¨chsten Zeitstempel ts(Ti), bevor er die Sperre
bezu¨glich p freigibt. Insbesondere kann auch die Ausfu¨hrung von cj vor der Vergabe von
ts(Ti) noch nicht beginnen. Es folgt ts(Ti) < ts(Tj) und mithin ist (H,<)Z-geordnet.
Der na¨chste Satz ist sehr bedeutsam fu¨r eine effiziente Implementierung des aktua-
lita¨tsbasierten Zeitstempelprotokolls, aber leider nicht leicht erfassbar. Dem Satz gema¨ß
kann ein m-Planer einerseits die Operationen einer Methoden-Cache-Historie als so ge-
ordnet betrachten, dass die Eigenschaft ”m-Z-geordnet“ automatisch erfu¨llt ist, und an-
dererseits dabei die Teilordnung von konfliktbehafteten Operationen, wie sie der rw-
Planer erzeugt, erhalten. Voraussetzung hierfu¨r ist allerdings, dass die Operationsord-
nung, die der rw-Planer generiert, Z-geordnet ist. Wie man in Abschnitt 7.2.4 sehen wird,
muss als Konsequenz die Eigenschaft ”m-Z-geordnet“ bei einer entsprechenden Imple-
mentierung des Zeitstempelprotokolls nicht explizit zugesichert werden.
Zuna¨chst wird aber der Begriff der A¨quivalenz von Methoden-Cache-Historien de-
finiert. Er ist no¨tig, um die Aussage des Satzes zu formulieren.
Definition 25. A¨quivalente Methoden-Cache-Historien: Zwei (wohl geordnete) Methoden-
Cache-Historien (HMC1 , <1) und (H
MC
2 , <2) sind a¨quivalent, geschrieben (H
MC
1 , <1) ≡
(HMC2 , <2), genau dann, wenn gilt:
HMC1 = H
MC
2 ∧ {(p, q) | p <1 q ∧ p ∦ q} = {(p, q) | p <2 q ∧ p ∦ q}.25
Wie bereits erwa¨hnt haben zueinander a¨quivalente Methoden-Cache-Historien den
gleichen Methoden-Cache-Serialisierbarkeitsgraphen. Dies folgt sofort aus Definition
13, denn sie leitet Graphenkanten ausschließlich aus der Konfliktordnung von Opera-
tionen (bezu¨glich abschließender Transaktionen) ab.
24 Eine a¨quivalente Aussage findet man bereits in [4] Abschnitt 4.5.
25Die Definition stimmt nicht ganz mit einer a¨hnlichen Definition aus [4] Abschnitt 2.2 u¨berein. Dort




Satz 10. Es sei (HMC , <′′) eine (nicht notwendig wohl geordnete) Methoden-Cache-Historie
mit den Transaktionen {(T1, <1), . . . , (Tn, <n)} und mit der wohl geordneten und bezu¨glich
einer Zeitstempelfunktion ts Z-geordneten rw-Projektion (H,<′) = RW ((HMC , <′′)). Die
Transaktionen (Ti, <i) seien intern ”wohl geordnet“, das heißt es gelte:
∀i ∈ {1, . . . , n} : ∀p, q ∈ Ti : p ∦ q ⇒ p < q ∨ q < p.
Weiter sei die Ordnung <′′ zu HMC gegeben durch
<′′ = (<′ ∪
n⋃
i=1
<i) ∪ {(rlk[x],mk,li ) | rlk[x],mk,li ∈ HMC}.
Dann kann man eine wohl geordnete und bezu¨glich ts m-Z-geordnete Methoden-
Cache-Historie (HMC , <) definieren, deren rw-Projektion a¨quivalent ist zu (H,<′), also
RW ((HMC , <)) ≡ (H,<′) und die die Operationsordnungen <i fu¨r die Transaktionen Ti (mit




<i) ∪ {(p, q) | p <′ q ∧ p ∦ q} ∪ {(rlk[x],mk,li ) | rlk[x],mk,li ∈ HMC} ∪
{(mk,li , wj [x]) | ts(Ti) < ts(Tj) ∧mk,li ∦ wj [x]} ∪
{(wj [x],mk,li ) | ts(Tj) < ts(Ti) ∧mk,li ∦ wj [x]}.
Im obigen Satz kann man sich (H,<′) als die vom rw-Planer vorgegebene Ordnung
von rw-Operationen vorstellen. (HMC , <′′) ist eine Methoden-Cache-Historie, die die
Ordnung des rw-Planers und die interne Ordnung der Transaktionen beru¨cksichtigt,
aber ansonsten alle Spielra¨ume zur Komplettierung der Ordnung fu¨r denm-Planer offen
la¨sst. Der m-Planer sollte also eine wohl geordnete Methoden-Cache-Historie mit den
Operationen aus HMC erzeugen, deren rw-Projektion a¨quivalent ist zu (H,<′). Der Satz
beschreibt durch die Ordnung ≺ bzw. deren transitiven Abschluss <, wie man zu einer
solchen Methoden-Cache-Historie gelangt, die u¨berdies m-Z-geordnet ist.
Beweis von Satz 10. Offenbar ist (HMC , <) wohl geordnet, denn alle zueinander in Kon-
flikt stehenden Operationen inHMC sind zueinander geordnet. Fu¨r entsprechende Ope-
rationen aus der rw-Projektion von (HMC , <) folgt dies aus der Voraussetzung des Sat-
zes. Ebenso gilt dies fu¨r entsprechende m- und w-Operationen aus der gleichen Trans-
aktion Ti. Es bleiben lediglich konfliktbehaftete Paare aus m- und w-Operationen aus
unterschiedlichen Transaktionen zu betrachten, aber diese werden durch die Definition
von < geordnet.
(HMC , <) ist m-Z-geordnet und beha¨lt die Operationsordnungen <i bei. Beides er-
gibt sich sofort aus der Definition von <.
RW ((HMC , <)) ist a¨quivalent zu (H,<′): Wegen des Ausdrucks {(p, q) | p <′ q ∧ p ∦
q} in der Definition von ≺ kommen alle betreffenden Operationspaare in < vor.
26Das hochgestellte Symbol ∗ bezeichnet den transitiven Abschluss einer Relation.
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Es bleibt zu zeigen, dass < tatsa¨chlich eine (partielle) Ordnungsrelation bildet und
somit keine zwei Operationspaare p < q und q < p zusammen vorkommen. Hierzu
genu¨gt es, zwei (a¨hnliche) Fa¨lle fu¨r Operationen aus HMC auszuschließen, na¨mlich
wj [x] < m
k,l
i ∧ wj [x] ∦ mk,li ∧ ts(Ti) < ts(Tj) sowie mk,li < wj [x] ∧mk,li ∦ wj [x] ∧ ts(Tj) <
ts(Ti) jeweils mit i 6= j, i, j ∈ {1, . . . , n}.
Beim ersten Fall muss eine Operation pi ∈ Ti existieren, so dasswj [x] < pi < mk,li gilt.
(Ansonsten ko¨nnte die Beziehung wj [x] < m
k,l
i mit ts(Ti) < ts(Tj) gema¨ß der Definition
von < nicht bestehen.)
Durch Induktion u¨ber die La¨nge des Ordnungspfades (wj [x] < pi) = (wj [x] ≺ . . . ≺
pi) (mit i 6= j) wird nun gezeigt: ts(Tj) < ts(Ti).
Zum Induktionsanfang, also wj [x] <1 pi: Gema¨ß der Definition von ≺ muss wj [x] ∦
pi und weiter ts(Tj) < ts(Ti) gelten, denn falls pi eine Lese- oder Schreiboperation ist,
folgt dies weil (H,<′) Z-geordnet ist. Ansonsten ist pi eine Methoden-Operation und
die Behauptung folgt direkt aus der Definition von ≺.
Induktionsschritt: Man hat wj [x] < qk ≺ pi mit ts(Tj) < ts(Tk) als Induktionsannah-
me. Fu¨r den Fall i = k ist man bereits fertig. Falls i 6= k: Gema¨ß der Definition von ≺
muss qk ∦ pi gelten. Falls es sich bei qk und pi um eine Lese- und eine Schreiboperation
handelt, gilt qk <′ pi und somit ts(Tk) < ts(Ti), weil (H,<′) Z-geordnet ist. Ansonsten
ist eine der beiden Operationen eine Methoden-Operation und ts(Tk) < ts(Ti) ergibt
sich sofort aus der Definition von ≺. Insgesamt erha¨lt man ts(Tj) < ts(Tk) < ts(Ti) im
Widerspruch zur Voraussetzung fu¨r den untersuchten ersten Fall.
Die Argumentation fu¨r den zweiten Fall ist sehr a¨hnlich (und wird deshalb nicht
weiter ausgefu¨hrt).
Man kann sich auch umgekehrt die Frage stellen, wie ein rw-Planer, der ein Zeit-
stempelprotokoll einsetzt, mit einem m-Planer zusammenarbeitet, der das Sperrproto-
koll aus Abschnitt 7.1 verwendet. Leider stellt ein striktes Zeitstempelprotokoll fu¨r einen
rw-Planer aber nicht einmal die fu¨r das Sperrprotokoll des m-Planers bedeutsame Ei-
genschaft ”quasi-rigoros“ sicher. Das folgende Beispiel illustriert dies.
Beispiel 21. Nicht jede rw-Historie, die durch ein striktes Zeitstempelprotokoll erzeugt wird,
fu¨r das p < q ∧ p ∦ q ⇒ ts(T (p)) < ts(T (q)) gilt, ist quasi-rigoros. Man betrachte etwa
(H12, <) = r1[x]w2[x]r1[y]c1c2 mit ts(T1) < ts(T2).
7.2.4 Implementierung
Dieser Abschnitt stellt eine Implementierung des aktualita¨tsbasierten Zeitstempelproto-
kolls vor, die auf einem rw-Planer mit striktem Zwei-Phasen-Sperrprotokoll basiert. Als
Zeitstempelfunktion wa¨hlt man die Commit-Zeitstempelfunktion aus Satz 9.
Interessanterweise beno¨tigt das resultierende Verfahren keine Zeitstempel im eigent-
lichen Sinne (etwa als Identifikatoren) – die Zeitstempel leiten sich als abstrakte Gro¨ßen
implizit aus der Reihenfolge der Commit-Operationen ab. Wie bereits erwa¨hnt, a¨hnelt




Verfahren Der m-Planer geht wie folgt vor: Fu¨r Operationsfolgen der Form
rlk[x]r
l
k[y] . . ., die zu einen zu einem cachenden Methodenaufruf geho¨ren, merkt er sich
die Beziehung zwischen dem Tupel (k, l) zur Identifikation des Methodenaufrufs und
den dabei gelesenen Datenelementen x, y, . . . in einer Relation V . V entha¨lt also Eintra¨ge
der Form ({x, y, . . .}, (k, l)). Tritt eine Operation der Form wh[z] auf, dann tra¨gt der m-
Planer fu¨r das Datenelement z alle Eintra¨ge aus V , die z im ersten Tupelelement enthal-
ten, in eine (initial leere) Liste Kh ein. Kh entha¨lt also Elemente der Form ({z, . . .}, (s, t))
und geho¨rt zur Transaktion Tk.
Auf der Klientenseite merkt sich der Methoden-Cache fu¨r eine Transaktion Ti alle
Tupel (k, l), die von Ti von gelesene, gecachte Methodenresultate identifizieren in einer
(initial leeren) Liste Li. Ein Tupel (k, l) ∈ Li bedeutet also, dass Ti auf der Klientenseite
die Operation mk,li ausgefu¨hrt hat. Sobald Ti abschließen soll, schickt der Methoden-
Cache Li zum m-Planer. Dort findet dann eine Verifikation statt.
Zur Verifikation pru¨ft der m-Planer fu¨r jedes Tupel (k, l) aus Li, ob es einen Eintrag
({. . .}, (k, l)) in V gibt. Wenn dies wenigstens fu¨r ein Element aus der Liste Li nicht
der Fall ist, dann wird Ti abgebrochen. Der m-Planer sendet dann also ein ai an die
beteiligten Ressourcenverwalter. Andernfalls nutzt er die Liste Ki (die er bezu¨glich Ti
erstellt hat) und entfernt fu¨r jedes Element aus Ki den entsprechenden Eintrag aus V .
Danach gibt er ein ci an die Ressourcenverwalter weiter.
Die Verifikation findet als unteilbarer Arbeitsschritt statt, das heißt, solange der
m-Planer Ti verifiziert, darf er keine andere Transaktion verifizieren. Daru¨berhin-
aus sichern der Methoden-Cache und der m-Planer die Invalidierung von gecachten-
Methodenresultaten entsprechend Abschnitt 5 ab.
Im Vergleich mit dem Sperrprotokollimplementierung aus Abschnitt 7.1 liegt die
Verbesserung des Verfahrens offenbar darin, dass sich das Lo¨schen von Eintra¨gen aus V
wegen einer Schreiboperation wi[x] bis zum Abschuss von Ti verzo¨gert. Dadurch ver-
bessert sich die Chance zum Abschluss fu¨r solche Transaktionen, die auf entsprechende
Eintra¨ge in V zuzugreifen versuchen. (Sie mu¨ssen lediglich vor Ti verifiziert werden.)
Beispielsweise wa¨re die Historie r11[x]c1m
1,1
2 w3[x]c2c3 durch die Sperrprotokollimple-
mentierung nicht mo¨glich – der m-Planer mu¨sste T2 wa¨hrend der Validierung abbre-
chen. Das eben beschriebene Verfahren la¨sst die Historie hingegen zu.
Korrektheit Das beschriebene Verfahren erzeugt Z-aktuelle Methoden-Cache-
Historien fu¨r eine Commit-Zeitstempelfunktion: Sei zuna¨chst wi[x] ∦ mk,lj ∧ ts(Ti) <
ts(Tj) und rlk[x] < wi[x]. Die Commit-Zeitstempelfunktion impliziert, dass die Bearbei-
tung von ci vor cj beginnt, und somit ({x, . . .}, (k, l)) aus V entfernt wurde, bevor Tj
mit der Verifikation anfa¨ngt. (Man erinnere sich, dass die Verifikation ein unteilbarer
Arbeitsschritt ist.) Im Widerspruch zur Annahme kann Tj dann nicht verifiziert werden,
also sichert das Verfahren fu¨r diesen Fall ”Z-aktuell“ ab. Man beru¨cksichtige auch, dass
die Verifikation von Ti wegen der Unteilbarkeitsforderung sicher vor der Verifikation
von Tj abgeschlossen wird.
Falls wi[x] ∦ mk,lj ∧ ts(Ti) = ts(Tj) und rlk[x] < wi[x] gilt, hat man die Situation
rlk[x] < wi[x] < m
k,l
i . In diesem Fall invalidiert spa¨testens wi[x] gema¨ß Abschnitt 5
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das durch rlk[x] berechnete Methodenresultat beim Cache oder entfernt einen entspre-
chenden Eintrag ({x, y, . . .}, (k, l)) aus V (oder tut beides). Im Widerspruch zur Annah-
me kann also mk,li entweder nicht stattfinden, da kein entsprechender Wert mehr im
Methoden-Cache vorliegt, oder Ti kann nicht verifiziert werden. Insbesondere besta¨tigt
dies die Eigenschaft ”Z-aktuell“.
Wegen Satz 10 ist die Forderung ”m-Z-geordnet“ automatisch erfu¨llt.
Umsetzung Wie das Verfahren selbst, so unterscheidet sich auch dessen Umsetzung
wenig von dem Vorschlag aus Abschnitt 7.1.3. Abbildung 14 zeigt die A¨nderungen, die
sich fu¨r den UML-Entwurf des m-Planers ergeben.
Die Klasse TStamp1MTransaction bildet eine Unterklasse von LockMTransaction
aus Abbildung 13. Das Attribut invalidateAtCommit entspricht dabei der Liste Ki
von weiter oben. Es speichert Identifikatoren von Methodenaufrufen (MethodCallId-
Objekte), damit entsprechende Eintra¨ge beim Abschluss der Transaktion aus den Tabel-
len des m-Planers entfernt werden ko¨nnen. Das Entfernen selbst erledigt die vera¨nderte
Implementierung von prepare(): Am Ende der Methode findet dazu fu¨r alle Elemen-
te der invalidateAtCommit-Liste der Methodenaufruf scheduler.removeCall(...)
statt. Die weiter oben gestellte Forderung zur Unteilbarkeit der Verifikation wird
in prepare() durch synchronized(scheduler) { ... } erreicht. Ansonsten ist
prepare() analog zu seiner u¨berschriebenen Variante aus der Klasse LockMTransaction
aufgebaut.
Die Methode write() in TStamp1MScheduler lo¨scht, im Gegensatz zu ihrer u¨ber-
schriebenen Variante, Methodenaufrufe, die von einem Datenelement x abha¨ngen, nicht
aus den Tabellen des m-Planers, sondern sichert die Methodenaufrufe in der betreffen-
den invalidateAtCommit-Liste. Der Aufruf invalidatedCalls.add(call) stellt aber
nach wie vor sicher, dass entsprechende Methodenresultate beim Methoden-Cache in-
validiert werden (siehe dazu Abschnitt 5.4).
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7.3.1 Idee
Den Protokollen aus den vorangegangenen beiden Abschnitten war gemeinsam, dass
sie in Methoden-Cache-Historien fu¨r die Aktualita¨t von m-Operationen sorgten. Dies
wurde durch die Eigenschaft ”aktuell“ aus Definition 19 bzw. durch ”Z-aktuell“ aus De-
finition 23 erreicht. Das Protokoll dieses Abschnitts unterscheidet sich in diesem Punkt
von seinen Vorga¨ngern, weil es das Lesen von veralteten, gecachten Methodenresulta-
ten in einem gewissen Rahmen erlaubt. Der Name ”passungsbasiertes Zeitstempelpro-
tokoll“ weist darauf hin, dass das Protokoll einerseits wieder von der Zeitstempelregel
Gebrauch macht. Andererseits bedeutet ”passungsbasiert“, dass es Transaktionen geben
kann, die der Zeitstempelregel widersprechen, solange sie, gema¨ß einer noch zu bestim-
menden Passungsregel, keine Zyklen im Serialisierbarkeitsgraphen hervorrufen.








      beforeCommitCtx).newCacheHitCalls;




  Iterator it = cacheHitCall.iterator();
  while (it.hasNext()) {
    if (!((LockMScheduler) scheduler).
       isValidCall((MethodCallId) it.next()) {
      return false;
    }
  }
  it = invalidateAtCommit.iterator();
  while (it.hasNext()) {














  MethodCallId call = (MethodCallId) iterator.next();
  ((TStamp1MTransaction) tx).invalidateAtCommit(call);
  invalidatedCalls.add(call);
}
Abbildung 14: Erweiterung der m-Planer-Klassen LockMScheduler und
LockMTransaction aus Abbildung 13 zur Umsetzung des aktualita¨tsbasierten Zeitstem-
pelprotokolls
spiel 18 angefu¨hrt.27
Beispiel 22. Die folgende Methoden-Cache-Historie ist nicht serialisierbar, obwohl die Zeit-
stempelregel fu¨r die Zeitstempelfunktion ts(Ti) = i erfu¨llt ist:
(H1, <) = r11[x]c1w2[x]c2m
1,1
3 r3[x]c3.
Der zugeho¨rige Serialisierbarkeitsgraph MCSG ist zyklisch und entha¨lt die Kanten T1 → T2
(wegen r11[x] < w2[x]), T2 → T3 (wegen w2[x] < r3[x]) und T3 → T2 (wegen r11[x] < w2[x] <
m1,13 ).
Im obigen Beispiel widerspricht die Kante T3 → T2 ∈ MCSG der Zeitstempelregel
und wird in Abschnitt 7.2 durch ”Z-aktuell“ ausgeschlossen. Was aber, wenn man die
Kante zula¨sst? Dann muss man im Gegenzug die Kante T2 → T3 verbieten, die wegen
w2[x] < r3[x] existiert.
Aus der Sicht eines m-Planers ist interessanterweise bereits direkt nach einer entspre-
chenden Verarbeitung von m1,13 klar, dass man Konfliktkanten von T2 nach T3 ausschließen







Abbildung 15: Ein Serialisierbarkeitsgraph, der die Idee des passungsbasierten Zeit-
stempelprotokolls illustriert
muss. Um potentielle Zyklen im Serialisierbarkeitsgraphen zu vermeiden, sollte T3 dann
nur noch eingehende Konfliktkanten von Transaktionen mit einem kleineren Zeitstempel
als T2 erhalten du¨rfen. Die Operation r3[x] verletzt diese Forderung (denn sie fu¨hrt zu
T2 → T3), und daran ko¨nnte der m-Planer erkennen, dass er T3 abbrechen muss.
Abbildung 7.2 verdeutlicht die U¨berlegungen an einem etwas allgemeineren Fall.
Zur Illustration wird nur ein entsprechender Serialisierbarkeitsgraph betrachtet – die zu
Grunde liegende Methoden-Cache-Historie kann man hierbei vernachla¨ssigen.
Als Zeitstempelfunktion kommt wieder ts(Ti) = i zum Einsatz. Kanten, die die
Zeitstempelregel befolgen sind durchgezogen; Ru¨ckwa¨rtskanten, also Kanten mit Tj →
Ti, ts(Ti) ≤ ts(Tj) sind gestrichelt dargestellt. Offenbar entha¨lt der Graph Zyklen. La¨sst
man die beiden Ru¨ckwa¨rtskanten T4 → T2 und T6 → T4 zu, so kann man die Zyklen
entfernen, in dem man die mit einem Kreuzchen markierten Kanten ausschließt.
Die zu entfernenden Kanten widersprechen der (verallgemeinerten) Forderung von
oben: Wegen T6 → T4 sollte man etwa fu¨r T6 nur Eingangskanten Ti → T6 mit i < 4
zulassen. Deshalb ist T5 → T6 markiert. Analoge Betrachtungen gelten fu¨r die markierte
Kante T3 → T4, die wegen T4 → T2 zum Zyklus fu¨hrt.
Die Kante T3 → T6 erfu¨llt aber bereits die Forderung Ti → T6 mit i > 4. Warum
entsteht dann trotzdem ein Zyklus, sofern man sie beibeha¨lt? Offenbar ist die Forderung
i > 4 zu schwach, um den Zyklus zu vermeiden. Der Grund ist, dass man u¨ber die
Ru¨ckwa¨rtskante T4 → T2 von T6 bis zuru¨ck zu T2 gelangen kann. Es also reicht nicht aus,
einzelne Ru¨ckwa¨rtskanten zu betrachten, sondern man muss Pfade von Ru¨ckwa¨rtskanten
einbeziehen. Im vorliegenden Fall sollte man daher Ti → T6 mit i > 2 fordern. Somit ist
T3 → T6 zu recht in der Abbildung markiert.
Der Formalismus des na¨chsten Abschnitts gibt mit der Definition von ”Z-passend“
ein allgemeines Kriterium fu¨r den Zeitstempel einer Transaktion Ti an, die Kanten Ti →
Tj ∈MCSGmit ts(Ti) < ts(Tj) zur Transaktion Tj besitzt. Analog zu der Forderung aus
dem Beispiel von oben, muss dazu ts(Ti) < tsfit(Tj) gelten. tsfit ist dabei eine Funktion,
die den la¨ngsten Pfad aus Ru¨ckwartskanten von Tj aus berechnet und den Zeitstempel
der Transaktion am Ende Pfades liefert. tsfit untersucht dazu die zu Grunde liegende
Methoden-Cache-Historie.
”Z-passend“ ist der wichtigste Bestandteil fu¨r ein passungsbasiertes Zeitstempel-
protokoll, das Serialisierbarkeit garantiert. Daneben beno¨tigt man fu¨r den zugeho¨rigen
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Serialisierbarkeitsbeweis noch die beiden Randbedingungen ”irreflexiv“ und ”rm-Z-
geordnet“. Ihre Definition ist leicht zu verstehen, und bezu¨glich einer entsprechenden
m-Planer-Implementierung aus Abschnitt 7.3.3 verhalten sich diese Eigenschaften un-
kritisch.
7.3.2 Formalismus
Zuna¨chst folgt die Definition der Funktion tsfit. Vereinfachend berechnet sie zu einer
abschließenden Transaktion Ti aus einer Methoden-Cache-Historie (HMC , <) den Zeit-
stempel der abgeschlossenen Transaktion am Ende des la¨ngsten Pfades aus Ru¨ckwa¨rts-
kanten. Der Pfad beginnt dabei mit Ti und entsteht durch Methodenoperationen a¨hnlich
wie in Beispiel 22. (Man erinnere sich, dass fu¨r eine Ru¨ckwa¨rtskante Tj → Ti ∈ MCSG
gerade ts(Ti) ≤ ts(Tj) gilt.)
Definition 26. Z-passender Zeitstempel tsfit: Es sei (HMC , <) eine (wohl geordnete)
Methoden-Cache-Historie mit den Transaktionen {(T1, <1), . . . , (Tn, <n)} und ts eine Zeit-
stempelfunktion. Der Z-passende Zeitstempel tsfit : {Ti | i ∈ {1, . . . , n} ∧ ci ∈ Ti} → R
berechnet sich dann wie folgt:
tsfit(Ti) = min({ts(Ti)} ∪
{ tsfit(Tj) | ∃wj [x],mk,li , rlk[x] ∈ HMC : rlk[x] < wj [x] ∧ ts(Tj) < ts(Ti) ∧ cj ∈ HMC}).
Lemma 6. Die Funktion tsfit ist wohldefiniert.
Beweis. Man betrachte tsfit(Ti) entsprechend Definition 26. Zuna¨chst ist das Argument
vonmin nicht die leere Menge, da ts(Ti) darin enthalten ist. Weiter ist jedes in der Menge
{tsfit(Tj) | . . .} referenzierte Tj abgeschlossen (also cj ∈ Tj) und liegt somit im Definiti-
onsbereich von tsfit.
Fu¨r jedes in der Menge {tsfit(Tj) | . . .} referenzierte Tj gilt, dass ts(Tj) echt kleiner
ist als ts(Ti). Da es ho¨chstens n Zeitstempel im Bild von ts gibt, terminiert die Berech-
nung von tsfit(Ti) spa¨testens beim kleinsten Zeitstempel.
Mit Hilfe der Funktion tsfit kann man nun Z-passende Methoden-Cache-Historien
definieren: In solchen Historien mu¨ssen Konfliktkanten Ti → Tj , welche die Zeitstem-
pelordnung einhalten, von Transaktionen Ti ausgehen, deren Zeitstempel kleiner ist als
tsfit(Tj).
Definition 27. Z-passende Methoden-Cache-Historie: Es sei (HMC , <) eine (wohl geordnete)
Methoden-Cache-Historie mit den Transaktionen {(T1, <1), . . . , (Tn, <n)} und dem Serialisier-
barkeitsgraphen MCSG. (HMC , <) ist Z-passend bezu¨glich der Zeitstempelfunktion ts
genau dann, wenn gilt:
∀i, j ∈ {1, . . . , n} : (Ti → Tj ∈MCSG ∧ ts(Ti) < ts(Tj))⇒ ts(Ti) < tsfit(Tj).
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Als na¨chstes soll die gewu¨nschte Aussage zur Serialisierbarkeit Z-passender
Methoden-Cache-Historien entwickelt werden. Dazu sind noch zwei zusa¨tzliche Defi-
nitionen no¨tig: ”Irreflexiv“ verhindert Zyklen der Form Ti → Ti im Serialisierbarkeits-
graphen, denn ”Z-passend“ schließt diese noch nicht aus. ”rm-Z-geordnet“ garantiert,
dass fu¨r eine Operationsfolge wi[x] < rlk[x] < m
k,l
j , die Transaktion Ti einen kleineren
Zeitstempel besitzt als Tj (sofern die beiden Transaktionen abschließen).
Definition 28. Irreflexive Methoden-Cache-Historie: Eine (wohl geordnete) Methoden-Cache-
Historie (HMC , <) ist irreflexiv genau dann, wenn gilt:
¬∃wi[x],mk,li , rlk[x] ∈ HMC : rlk[x] < wi[x] < mk,li ∧ ci ∈ HMC .
Definition 29. rm-Z-geordnete Methoden-Cache-Historie: Eine (wohl geordnete) Methoden-
Cache-Historie (HMC , <) ist rm-Z-geordnet genau dann, wenn gilt:
∀i, j ∈ {1, . . . , n} : (∃wi[x],mk,lj , rlk[x] ∈ HMC : wi[x] < rlk[x] < mk,lj )⇒
(ai ∈ HMC ∨ aj ∈ HMC ∨ ts(Ti) < ts(Tj)).
Wie man noch genauer sehen wird, sichert der Invalidierungsmechanismus aus Ka-
pitel 5 bereits ”irreflexiv“ ab. Das na¨chste Lemma belegt daru¨ber hinaus: Wenn man
einen rw-Planer nutzt, der das strikte Zwei-Phasen-Sperrprotokoll anwendet, so ist ”rm-
Z-geordnet“ fu¨r eine Commit-Zeitstempelfunktion (gema¨ß Satz 9) automatisch erfu¨llt.
Aus diesen Gru¨nden sind die letzten beiden Definitionen unkritisch fu¨r den Implemen-
tierungsvorschlag des na¨chsten Abschnitts.
Lemma 7. Es sei (HMC , <) eine (wohl geordnete) Methoden-Cache-Historie mit den Transak-
tionen {(T1, <1), . . . , (Tn, <n)}. Weiter seiRW ((HMC , <)) die durch das strikte Zwei-Phasen-
Sperrprotokoll erzeugte rw-Projektion und ts eine zugeho¨rige Commit-Zeitstempelfunktion.
Dann ist (HMC , <) rm-Z-geordnet bezu¨glich ts.
Beweis. Es seien Operationen gegeben mit wi[x] < rlk[x] < m
k,l
j ∧ ci ∈ HMC ∧ cj ∈ HMC .
Da RW ((HMC , <)) kaskadenfrei ist, folgt wi[x] < ci < rlk[x] < m
k,l
j < cj und somit
ts(Ti) < ts(Tj).
Nun ist das ”Material“ fu¨r eine geeignet Aussage zur Serialisierbarkeit von Z-
passenden Methoden-Cache-Historien beisammen. Da es um ein Zeitstempelprotokoll
fu¨r einen m-Planer geht, wird vom rw-Planer wieder erwartet, dass er ”Z-geordnet“ fu¨r
die rw-Projektion einer Methoden-Cache-Historie zusichert.
Satz 11. Eine bezu¨glich einer Z-Funktion ts Z-passende, rm-Z-geordnete, irreflexive (wohl ge-
ordnete) Methoden-Cache-Historie (HMC , <) ist MC-serialisierbar, wenn RW ((HMC , <)) Z-
geordnet ist bezu¨glich ts.
Beweis. Es sei (HMC , <) eine bezu¨glich der Zeitstempelfunktion ts Z-passende,
rm-Z-geordnete, irreflexive (wohl geordnete) Methoden-Cache-Historie. Weiter sei
RW ((HMC , <)) auch Z-geordnet bezu¨glich ts.
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Angenommen der Serialisierbarkeitsgraph MCSG zu (HMC , <) wa¨re zyklisch. Ein
Zyklus in MCSG hat mindestens die La¨nge zwei, denn fu¨r alle Disjunktionsklauseln
aus Definition 13 außer dem Fall rlk[x] < wi[x] < m
k,l
i gilt i 6= j fu¨r eine entsprechende
Kante Ti → Tj ∈ MCSG. Der Fall rlk[x] < wi[x] < mk,li ist aber ausgeschlossen, weil
(HMC , <) irreflexiv ist. Ein Zyklus in MCSG entha¨lt (mindestens) eine Ru¨ckwa¨rtskante
Ti → Tj mit ts(Tj) < ts(Ti). Andernfalls ha¨tte man einen Zyklus Tk → . . . → Tk mit
ts(Tk) < ts(Tk).
Wie die folgenden U¨berlegungen zeigen, gilt fu¨r eine Ru¨ckwa¨rtskante Ti → Tj aus
MCSG weiter: Man hat Operationen rlk[x] < wj [x] und m
k,l
i mit ts(Tj) < ts(Ti) aus
der zweiten Disjunktionsklausel von Definition 13. Kanten aus dem Teilgraph SG ⊆
MCSG ko¨nnen keine Ru¨ckwa¨rtskanten sein, weil RW ((HMC , <)) nach Voraussetzung
Z-geordnet ist. Eine Kante aus der dritten Disjunktionsklausel von Definition 13 ist keine
Ru¨ckwa¨rtskante, denn entsprechende Operationen wi[x] < rlk[x] < m
k,l
j mit ts(Tj) <
ts(Ti) widersprechen der Voraussetzung, dass (HMC , <) rm-Z-geordnet ist.
Sei Z ein fester Zyklus und Tk der Knoten aus Z mit dem kleinsten Zeitstempel.
Dann gibt es eine Ru¨ckwa¨rtskante Th → Tk ∈ Z fu¨r ein Th. Wa¨re Th → Tk ∈ Z keine
Ru¨ckwa¨rtskante, so wa¨re der Zeitstempel von Tk nicht minimal bezu¨glich Z.
Es sei weiter Tj → . . . → Tk der in Z la¨ngst mo¨gliche (azyklische) Pfad von
Ru¨ckwa¨rtskanten, der zu Tk fu¨hrt. Dann gibt es eine Kante Ti → Tj , die keine
Ru¨ckwa¨rtskante ist. Andernfalls wu¨rde Z nur aus Ru¨ckwa¨rtskanten bestehen, und man
erhielte Tk → . . .→ Tk mit ts(Tk) < ts(Tk).
Da Ti → Tj keine Ru¨ckwa¨rtskante ist, hat man ts(Ti) < ts(Tj) und somit sogar
ts(Ti) < tsfit(Tj), weil (HMC , <) Z-passend ist. Da Tj → . . . → Tk ein Pfad aus
Ru¨ckwa¨rtskanten ist, folgt durch induktive Anwendung von Definition 26 die Aussage
tsfit(Tj) ≤ ts(Tk). Somit erha¨lt man ts(Ti) < ts(Tk) im Widerspruch zur Minimalita¨ts-
annahme fu¨r den Zeitstempel von Tk im Zyklus Z.
Wie schneidet das passungsbasierte Zeitstempelprotokoll im Vergleich zum aktua-
lita¨tsbasierten Zeitstempelprotokoll aus Abschnitt 7.2 ab? Diese Frage beantwortet teil-
weise der na¨chste Satz: Jede Historie, die durch ein aktualita¨tsbasierten Zeitstempelpro-
tokoll produziert wird, erfu¨llt, bei gleicher Zeitstempelfunktion, auch die Kriterien des
passungsbasierten Zeitstempelprotokolls.
Satz 12. Eine bezu¨glich einer Z-Funktion ts Z-geordnete, Z-aktuelle (wohl geordnete)
Methoden-Cache-Historie (HMC , <) mit den Transaktionen {(T1, <1), . . . , (Tn, <n)} ist rm-
Z-geordnet, irreflexiv, Z-passend bezu¨glich ts.
Beweis. Zuna¨chst ist jede Z-geordnete Methoden-Cache-Historie rm-Z-geordnet – dies
folgt sofort aus einem Vergleich der Definitionen 22 und 29. Man beachte hierzu, dass
die Operationen wi[x] und m
k,l
j aus Definition 29 zueinander in Konflikt stehen.
Jede Z-aktuelle ist irreflexiv – dies folgt ebenfalls aus den entsprechenden Definitio-
nen. In Definition 23 setzte man dazu Ti = Tj an.
Bei Z-aktuelle Historien gilt fu¨r ein beliebiges Ti mit i ∈ {1, . . . , n}weiter: tsfit(Ti) =
ts(Ti). Angenommen dies wa¨re nicht so, dann ha¨tte man nach Definition 26 zwei Ope-
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rationen mk,li ∦ wj [x] mit Tj < Ti und weiter rlk[x] < wj [x] sowie ci, cj ∈ HMC . Dies wi-
derspricht direkt der Definition von ”Z-aktuell“. Mit tsfit(Ti) = ts(Ti) ist ”Z-passend“
aus Definition 27 trivialerweise erfu¨llt.
Das passungsbasierte Zeitstempelprotokoll ist also mindestens so gut wie das ak-
tualita¨tsbasierte Zeitstempelprotokoll. Das erstere Protokoll ist sogar besser, wie man
am na¨chsten Beispiel erkennt.
Beispiel 23. Die folgende Methoden-Cache-Historie ist fu¨r die Zeitstempelfunktion ts(Ti) = i
Z-passend, rm-Z-geordnet und irreflexiv, aber nicht Z-geordnet und auch nicht Z-aktuell:
(H2, <) = r11[x]c1m
1,1
3 w2[x]c2c3.
Es gilt tsfit(T3) = 2. Das Nachpru¨fen der angegebenen Eigenschaften sei dem Leser u¨berlassen.
7.3.3 Implementierung
Die im Folgenden vorgestellte Implementierung fu¨r einen m-Planer ist, a¨hnlich wie be-
reits in Abschnitt 7.2.4, auf einen rw-Planer mit striktem Zwei-Phasen-Sperrprotokoll
und eine daraus resultierende Commit-Zeitstempelfunktion ausgelegt.
Wegen der Komplexita¨t des Verfahrens greift dieser Abschnitt auf eine Darstellung
mittels Pseudocode zuru¨ck. Dabei wird zuna¨chst gezeigt, wie der m-Planer die Eigen-
schaft ”Z-passend“ ohne die Beru¨cksichtigung von Speicherverwaltungsaspekten ver-
wirklichen kann. Eine informelle Korrekheitsbetrachtung geht mit der Erla¨uterung des
Verfahrens einher. Als zweiter Schritt folgt eine Speicher-effiziente Erweiterung des An-
satzes.
Die Integration in das Entwurfsrahmenwerk aus Kapitel 5 gestaltet sich a¨hnlich wie
bereits bei den vorangegangenen beiden Protokollen und wird daher nur knapp skiz-
ziert.
Verfahren Abbildungen 16 und 16 zeigen den Java-Pseudocode fu¨r ein Verfahren das
im m-Planer ”Z-passend“ zusichert.
Der Pseudocode behandelt im Wesentlichen die vier relevanten Operationstypen
rki [x], wi[x], m
k,l
i und ci, die ein m-Planer fu¨r eine Transaktion Ti beru¨cksichtigen muss.
Dies dru¨ckt sich in der Klasse MScheduler durch die Methoden read(), write(),
cachedMethodCall() und verify() aus. cachedMethodCall() soll also m-Operationen
verarbeiten. verify() dient zur Verifikation einer Transaktion Ti vor deren Abschluss.
Ist die Verifikation erfolgreich, so reicht das System ein ci an den rw-Planer weiter. Das
Java-Schlu¨sselwort synchronized verdeutlicht, dass alle vier Methoden unteilbar ope-
rieren. Dies ist notwendig fu¨r die Korrektheit des Verfahrens.
Die Klasse MScheduler verwaltet mehrere Tabellen, die allesamt den Typ MultiMap
besitzen. MultiMap implementiert Relationen im mathematischen Sinn. Im Gegensatz
zu einer gewo¨hnlichen Hash-Tabelle ko¨nnen einem Schlu¨ssel mittels der Methode
MultiMap.put() mehrere Werte zugeordnet werden. MultiMap.getMulti(x) liefert die
Liste der bisher zugeordneten Werte fu¨r einen Schlu¨ssel x.28
28Die Schnittstelle zu MultiMap wurde bereits in Abschnitt 5.4 angesprochen.
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1 // Eine Transaktion Ti wird repra¨sentiert durch eine Instanz dieser Klasse
2 class Transaction {
3 int ts = ∞; // Zeitstempel ts(Ti) der Transaktion
4 int tsfit= ∞; // Zeitstempel, der dem Funktionswert tsfit(Ti) entspricht
5 List rl = ∅; // Liste der von Ti durch Operationen ri[x] gelesenen Datenelemente x
6 List wl = ∅; // Liste der von Ti durch Operationen wi[x] geschriebenen Datenelemente x
7 List ml = ∅; // Liste der MethodCallId-Objekte die Methodenoperationen mk,li zu Ti repra¨sentieren
8 }
9
10 class MethodCallId {
11 int tid, mid; // Transaktions- und Methodenidentifikator einer Methodenoperation mk,li , entspricht (k, l)
12 }
13
14 class MScheduler {
15 int nextTs = 0; // Nummer des na¨chsten zu vergebenden Zeitstempels ts
16 MultiMap V = ∅; // Ordnet Datenelementen x die Menge der Operationen mk,li mit x ∈ d(mk,li ) zu
17 MultiMap V−1= ∅; // Ordnet Operationen mk,li die Menge der Datenelemente d(mk,li ) zu
18 MultiMap rt = ∅; // Ordnet Datenelementen x die Menge der Transaktionen Ti mit rki [x] zu
19 MultiMap wt = ∅; // Ordnet Datenelementen x die Menge der Transaktionen Ti mit wi[x] zu
20 MultiMap mt = ∅; // Ordnet einem gecachten Methodenaufruf (identifiziert durch ein MethodCallId-Objekt) die
21 // Transaktionen zu, die das entsprechende Methodenresultat aus dem Cache gelesen haben;
22 // fu¨r mk,li ist dann ein Eintrag entsprechend ((k, l), {. . . , Ti, . . .}) in mt
23
24 // Lese Datenelement x in Transaktion t (eventuell als Teil des durch m repra¨sentierten Dienstmethodenaufrufs)
25 synchronized void read(Transaction t, Object x, MethodCallId m) {
26 // Behandle entstehende rw-Konflikte in Bezug auf ”Z-passend“
27 for each s ∈ wt.getMulti(x)
28 if (s.ts < ∞ && s.ts > t.tsfit) { abort(t); return; }
29 // Aktualisiere Tabellen
30 t.rl.add(x);
31 rt.put(x, t);
32 if (m != null) { V.put(x, m); V−1.put(m, x); }
33 }
34
35 // Schreibe Datenelement x in Transaktion t
36 synchronized void write(Transaction t, Object x) {
37 // Behandle entstehende ww- und wr-Konflikte in Bezug auf ”Z-passend“
38 for each s ∈ wt.getMulti(x) ∪ rt.getMulti(x)
39 if (s.ts < ∞ && s.ts > t.tsfit) { abort(t); return; }
40 // Behandle entstehende wm-Konflikte in Bezug auf ”Z-passend“
41 for each m ∈ V.getMulti(x)
42 for each s ∈ mt.getMulti(m)
43 if (s.ts < ∞ && s.ts > t.tsfit) { abort(t); return; }




Abbildung 16: Pseudocode zur Implementierung von ”Z-passend“ im m-Planer ohne
Beru¨cksichtigung von Speicherverwaltungsaspekten (erster Teil)
MScheduler ist auch fu¨r die Vergabe von Zeitstempeln wa¨hrend der Verifikation ei-
ner Transaktion verantwortlich. Hierfu¨r existiert der Za¨hler MScheduler.nextTs, der
den jeweils na¨chsten zu vergebenden Zeitstempel bestimmt.
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48 // Lese ein gecachtes Methodenresultat in Transaktion t,
49 // das durch den mittels m identifizierten Methodenaufruf berechnet wurde
50 synchronized void cachedMethodCall(Transaction t, MethodCallId m) {
51 // Stelle sicher, dass m noch in V (und V−1) verzeichnet ist
52 if (!V−1.containsKey(m)) { abort(t); return; }
53 // Behandle entstehende mw-Konflikte in Bezug auf ”Z-passend“
54 for each x ∈ V−1.getMulti(m)
55 for each s ∈ wt.getMulti(x)
56 if (s.ts < ∞ && s.ts > t.tsfit) { abort(t); return; }





62 // Verifiziere Transaktion t vor dem Abschluss
63 synchronized verify(Transaction t) {
64 t.ts = nextTs++; // Setze Zeitstempel ts fu¨r t
65 if (t.tsfit == ∞) t.tsfit = t.ts; // Passe tsfit an, falls no¨tig
66 // Aktualisiere Zeitstempel tsfit fu¨r aktive Transaktionen
67 for each x ∈ t.wl
68 for each m ∈ V.getMulti(x)
69 for each s ∈ mt.getMulti(m)
70 { if (t.tsfit < s.tsfit) updateTsfit(s,t); }
71 // Breche Transaktionen ab, die ”Z-passend“ nicht mehr erfu¨llen wegen des Zeitstempels von t
72 for each x ∈ t.rl // rw-Konflikte
73 for s ∈ wt.getMulti(x)
74 { if (s.ts == ∞ && t.ts > s.tsfit) abort(s); }
75 for each x ∈ t.wl // ww-Konflikte und wr-Konflikte
76 for s ∈ wt.getMulti(x) ∪ rt.getMulti(x)
77 { if (s.ts == ∞ && t.ts > s.tsfit) abort(s); }
78 for each m ∈ t.ml // mw-Konflikte
79 for each x ∈ V−1.getMulti(m)
80 for each s ∈ wt.getMulti(x)
81 { if (s.ts == ∞ && t.ts > s.tsfit) abort(s); }
82 }
83
84 // Aktualisiere den Zeitstempel tsfit fu¨r Transaktion s und u¨bernimm ihn aus der Transaktion t
85 void updateTsfit(Transaction s, Transaction t) {
86 s.tsfit = t.tsfit;
87 }
88
89 // Brich Transaktion t ab




Abbildung 17: Fortsetzung von Abbildung 16: Pseudocode zur Implementierung von
”Z-passend“ im m-Planer ohne Beru¨cksichtigung von Speicherverwaltungsaspekten
Transaktionen entsprechen Instanzen der Klasse Transaction mit einer Reihe von
transaktionsspezifischen Attributen. Der Zeitstempel einer Transaktion wird durch
Transaction.ts repra¨sentiert. Da dieser Wert aber erst bei der Verifikation der Trans-
aktion (also in verify()) endgu¨ltig festgelegt wird, setzt ihn das System initial auf un-
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endlich (∞). Der Wert unendlich sagt aus, dass der noch zu bestimmende Zeitstempel
gro¨ßer sein wird als der von allen Transaktionen, welche bereits abgeschlossen wurden.
Das Attribut tsfit entspricht fu¨r eine Transaktion Ti dem Funktionswert tsfit(Ti) aus
Definition 26. Der Attributwert ist initial ebenfalls unendlich, kann sich aber durch an-
dere Transaktionen in deren Verifikationsphase vera¨ndern. Die Listen Transaction.rl
und Transaction.wl nehmen jeweils die Datenelemente auf, welche von der betreffen-
den Transaktion durch read() bzw. write() gelesen wurden. Transaction.ml speichert
hingegen alle m-Operationen einer Transaktion.
Die Klasse MethodCallId ist eine Datenstruktur, welche Methodenaufrufe anhand
eines Transaktionsidenfikators und eines Methodenidentifikators identifiziert. Fu¨r eine
Operation mk,li entspricht eine MethodCallId-Instanz also dem Tupel (k, l).
29
Zu den Tabellen im m-Planer: MScheduler.V hat die gleiche Funktion wie bereits in
den Verfahren aus den Abschnitten 7.1.3 und 7.2.4. Daru¨ber hinaus muss der m-Planer
auch umgekehrt von einer verarbeiteten Operationen mk,li auf deren verwendete Da-
tenelemente d(mk,li ) = {x | ∃rlk[x] ∈ HMC} schließen ko¨nnen (siehe hierzu Definiti-
on 3). Dies leistet MScheduler.V−1 sozusagen als ”inverse Relation“ zu MScheduler.V.
Wie schon in Abbildung 16 erkla¨rt, speichern MScheduler.rt und MScheduler.wt zu
einem Datenelement x jene Transaktionen in Form von Transaction-Objekten, welche
x gelesen bzw. geschrieben haben. Schließlich ordnet die Tabelle MScheduler.mt einem
MethodCacheId-Objekt die Transaktionen zu, in denen das entsprechende gecachte Me-
thodenresultat gelesen wurde (siehe auch Kommentare in Abbildung 16).
Das eigentliche Verfahren zur Absicherung von ”Z-passend“ ist in den Methoden der
Klasse MScheduler kodiert. Prinzipiell reagieren die Methoden hierbei lediglich gema¨ß
Definition 27 auf Vera¨nderungen im Serialisierbarkeitsgraphen, die sich durch neue
Operationen in der Historie bzw. durch die Zuordnung eines Zeitstempels wa¨hrend ei-
ner Verifikation ergeben. Wie auch sonst bei der Transaktionsverwaltung u¨blich, muss
der m-Planer hierbei einen ”verallgemeinerten“ Serialisierbarkeitsgraphen betrachten,
bei dem auch Konflikte zwischen Transaktionen, die noch nicht abgeschlossen wurden,
als Kanten einfließen. Die Hauptschwierigkeit des Verfahrens liegt darin, dass ein Zeit-
stempel erst sehr spa¨t bekannt wird, und somit Kanten im Serialisierbarkeitsgraphen
eventuell erst verzo¨gert beru¨cksichtigt werden ko¨nnen.
Zu den Methoden im Einzelnen:
• read(t,x) bestimmt in Zeile 27 alle Transaktionen, die mit einer Transaktion Tj
(repra¨sentiert durch t) in Konflikt stehen, weil diese x zuvor geschrieben haben.
Sei Ti (repra¨sentiert durch s) eine solche Transaktion.
Weil die Zeitstempelordnung bezu¨glich Ti beru¨cksichtigt werden soll, betrachtet
das Verfahren nur solche Transaktionen Ti, die bereits verifiziert wurden und de-
ren Zeitstempel somit feststeht. Konflikte zu aktiven Transaktionen werden spa¨ter
in verify() sozusagen ”ru¨ckwirkend“ untersucht, sobald Tj oder eine entspre-
chende aktive Transaktion abschließt. Der Teilausdruck s.ts < ∞ in der Abfrage
29In Bezug auf die Suche von Schlu¨sseln in MultiMap-Tabellen sind zwei MethodCallId-Instanzen m1 und
m2 gleich, wenn m1.tid == m2.tid und m1.mid == m2.mid gilt.
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aus Zeile 28 garantiert, dass Ti (repra¨sentiert durch s) tatsa¨chlich verifiziert bzw.
abgeschlossen wurde.
Ein wichtige Invariante des Verfahren ist, dass t.tsfit stets dem (korrekten) Wert
tsfit(Tj) entspricht. Im Fall tsfit(Tj) = ts(Tj) ist t.tsfit == ∞, weil Tj natu¨rlich
noch nicht verifiziert wurde. Die Bedingung zur Kante Ti → Tj aus Definition 27
ist also erfu¨llt.
Wenn sowohl s.ts als auch t.tsfit kleiner als unendlich sind, kann die Bedin-
gung aus Definition 27 verletzt werden, und genau dies pru¨ft die if-Klausel in
Zeile 28 durch den Ausdruck s.ts > t.tsfit. Ti muss dann abgebrochen werden.
(Da Tj in diesem Fall bereits abgeschlossen wurde, bildet es keine Alternative fu¨r
einen Transaktionsabbruch.) Man beachte auch, dass der Zeitstempel von Tj si-
cher gro¨ßer sein wird als der von Ti, da Tj (wenn u¨berhaupt) erst in der Zukunft
abschließen wird.
Sind s.ts und t.ts beide unendlich, kann noch keine Aussage daru¨ber getrof-
fen werden, ob die Kante Ti → Tj die Bedingung zu ”Z-passend“ aus Definition
27 verletzt, denn je nach dem, ob Ti oder Tj zuerst abschließt, ko¨nnte sich spa¨ter
ts(Ti) < ts(Tj) bzw. ts(Tj) < ts(Ti) herausstellen. Deshalb muss die Kante Ti → Tj
nach Bekanntwerden eines der beiden Zeistempel, also bei der Verifikation von Ti
bzw. Tj , nochmals betrachtet werden.
Abschließend gilt es noch, die Tabellen und Listen aus t bzw. aus dem m-Planer
entsprechend ihrer bereits behandelten Funktion zu aktualisieren.
• Fu¨r die Zeilen 38 und 39 in der Methode write() gelten a¨hnlich U¨berlegung wie
bei read(). Neben wr- und ww-Konflikten muss die Methode aber auch Konflikte
zu m-Operationen untersuchen, denn auch durch solche Konflikte ko¨nnen Kan-
ten entstehen, die die Bedingung aus Definition 27 verletzen. Zeile 41 bestimmt
deshalb u¨ber MScheduler.V alle gecachten Methodenaufrufe, bei denen x gelesen
wurde. In der na¨chsten Zeile findet das System Transaktionen (repra¨sentiert durch
s), welche ein entsprechendes gecachtes Methodenresultat gelesen haben. Fu¨r die
Frage, ob t wegen s abzubrechen ist, gelten die gleichen U¨berlegungen wie bei der
Methode read().
• Die Methode cachedMethodCall() behandelt einem-Operationmk,li (repra¨sentiert
durch m) fu¨r eine Transaktion (repra¨sentiert durch t) bezu¨glich ”Z-passend“. Um
Konflikte zwischen der m-Operation und Schreiboperationen anderer Transaktio-
nen zu finden, bestimmt die Methode in Zeile 54 zuna¨chst alle Datenelemente
d(mk,li ) mit Hilfe der Tabelle V
−1. Die nachfolgende Zeile iteriert u¨ber Transak-
tionen, welche derartige Datenelemente geschrieben haben. Daraufhin kann die
Methode pru¨fen, ob t wegen eines entsprechenden Konflikts abzubrechen ist. Die
detaillierten U¨berlegungen fu¨r die Pru¨fung gestalten sich analog zur Methode
read().
• verify() weist einer Transaktion, die abgeschlossen werden soll, einen Zeitstem-
pel zu und stellt ”Z-passend“ fu¨r sie sicher. Die vorliegende Variante der Methode
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kann eine Transaktion Ti immer verifizieren, muss dazu aber eventuell andere akti-
ve Transaktionen abbrechen. Prinzipiell gibt es bei der Konstruktion von verify()
den Freiheitsgrad, anstatt anderer aktiver Transaktion auch Ti selbst abzubrechen
(und zwar in den Zeilen 74, 77 und 81). Dies rechtfertigt den angewendeten Begriff
”Verifikation“.
Im Einzelnen geht die Methode verify() wie folgt vor: Zuna¨chst erha¨lt die zu
verifizierende Transaktion Ti (repra¨sentiert durch t) einen Zeitstempel (Zeile 64).
Dieser ist wegen des synchronized-Modifikators aus Zeile 63 eindeutig. Falls
t.tsfit bisher noch nicht vera¨ndert wurde, wird es auf den Wert t.ts gesetzt. Der
Wert entspricht bezu¨glich Definition 26 dem Funktionsergebnis tsfit(Ti) = ts(Ti).
Mit dem Bekanntwerden des Zeitstempels ts(Ti) muss der Serialisierbarkeits-
graph auf etwaige, neue Ru¨ckwa¨rtskanten von Ti zu anderen Transaktionen, et-
wa Tj untersucht werden. Wegen einer solchen Ru¨ckwa¨rtskante muss der Z-
passende Zeitstempel einer Transaktion Tj dann gegebenenfalls aktualisiert wer-
den. Dies ist der Fall, wenn der aktuelle, Z-passende Zeitstempel von Tj gro¨ßer
ist als t.tsfit (Zeile 70). Damit folgt die Implementierung dem Berechungsaspekt
tsfit(Tj) = min(. . .∪{tsfit(Ti) | . . .}) aus Definition 26. Der eigentliche Aktualisie-
rungsvorgang wurde in die Methode updateTsfit() ausgelagert, denn im na¨chsten
Abschnitt soll er in einer Unterklasse zu Zwecken der Speicherverwaltung erwei-
tert werden.
Nachdem die Z-passenden Zeitstempel aller aktiven Transaktionen geeignet an-
gepasst wurden, bestimmt die Methode in den Zeilen 72 bis 81 solche aktiven
Transaktionen, die ”Z-passend“ nicht mehr erfu¨llen, und bricht sie ab. Die entspre-
chenden Konflikte werden dabei auf a¨hnliche Weise wie in den Methoden read(),
write() und cachedMethodCall() untersucht, allerdings sind nun die Rollen von
s und t vertauscht. Es mu¨ssen alle Konfliktkanten behandelt werden, die von ak-
tiven Transaktionen Tj auf die verifizierte Transaktion Ti verweisen – dies betrifft
rw-, ww-, wr, und mw-Konflikte zwischen Ti und Tj . wm-Konflikte darf man igno-
rieren, da sie Ru¨ckwa¨rtskanten im Serialisierbarkeitsgraphen erzeugen und bereits
implizit u¨ber die Aktualisierung der Z-passenden Zeitstempel abgehandelt wur-
den.
Die folgende U¨berlegung zeigt, dass ein wm-Konflikt zwischen Ti und einem Tj
tatsa¨chlich zu einer Ru¨ckwa¨rtskante fu¨hrt. Seien etwa rlk[x] < wi[x] und m
k,l
j ent-
sprechende Operationen. Da Ti gerade abschließt, aber Tj noch aktiv ist (und,
wenn u¨berhaupt, nach Ti abschließen wird), erha¨lt man die Kante Tj → Ti mit
ts(Ti) < ts(Tj) (also eine Ru¨ckwa¨rtskante). Die Alternative wi[x] < rlk[x] < m
k,l
j <
ci kann nicht eintreten, denn es mu¨sste wi[x] < ci < rlk[x] gelten, da der rw-Planer
”ru¨cksetzbar“ (ja sogar ”strikt“) garantiert.
Umgekehrt erzeugt ein mw-Konflikt zwischen Ti und einem Tj sicher keine
Ru¨ckwa¨rtskante. Die Operationen rlk[x] < wj [x] undm
k,l
i liefern die Kante Ti → Tj ,
und wie im vorigen Paragraphen folgt wieder ts(Ti) < ts(Tj). wj [x] < rlk[x] < m
k,l
i
ist ausgeschlossen, weil sonst wj [x] < cj < rlk[x] folgen wu¨rde, und Tj dann nicht
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mehr aktive wa¨re. (Man bedenke wieder, dass der rw-Planer ”ru¨cksetzbar“ zusi-
chert.)
Das vorgestellte passungsbasierte Verfahren kann a¨hnlich wie fu¨r die Pro-
tokolle aus Abschnitt 7.1 und 7.2 in den Entwurf aus Kapitel 5 eingebet-
tet werden. Dazu bietet es sich an, fu¨r den m-Planer geeignete Unterklas-
sen von LockMScheduler und LockMTransaction aus Abbildung 13 zu bil-
den. Das Attribut LockMTransaction.cacheHitCall kann dazu dienen, die Liste
Transaction.ml aus Abbildung 16 umzusetzen. Die Tabellen V und V−1 aus Ab-
bildung 13 entsprechen den Attributen MScheduler.dataElementsToCallIds bzw.
MScheduler.callIdsToDataElements aus Abbildung 10.
Im Gegensatz zum Implementierungsvorschlag aus Abbildung 10 sollten durch
write() invalidierte Eintra¨ge m fu¨r Methodenresultate aber nicht unmittelbar aus
V bzw. V−1 entfernt werden. Dies ha¨tte na¨mlich zur Folge, dass Aufrufe an
cachedMethodCall(), die sich auf einen entsprechend invalidierten Eintrag beziehen,
in Zeile 52 scheitern wu¨rden. Die zugeho¨rige Transaktion t wu¨rde abgebrochen und
das Verfahren wa¨re damit a¨hnlich rigide wie das Sperrprotokoll aus Abschnitt 7.1.
Damit andererseits V und V−1 aber nicht beliebig wachsen, sollten sie mit einer
Verdra¨ngungsstrategie arbeiten, die bereits invalidierten Eintra¨gen die ho¨chste Ver-
dra¨ngungspriorita¨t einra¨umt. Als nachgeordnetes Kriterium bietet es sich an, LRU zur
Bestimmung zu verdra¨ngender Eintra¨ge zu verwenden.
Neben der Eigenschaft ”Z-passend“ muss der m-Planer gema¨ß Satz 11 fu¨r
die Serialisierbarkeit von Methoden-Cache-Historien auch ”irreflexiv“ und ”rm-Z-
geordnet“ unterstu¨tzen. Gema¨ß Lemma 7 garantiert bereits die (verwendete) Commit-
Zeitstempelfunktion und der kaskadenfreie (und nach Voraussetzung ja sogar strikte)
rw-Planer ”rm-Z-geordnet“.
”Irreflexiv“ soll Operationsfolgen der Art r
l
k[x] < wi[x] < m
k,l
i < ci vermeiden. Im
Kontext des Invalidierungsverfahrens aus Kapitel 5 invalidiert aber die Operation wi[x]
nach der Ausfu¨hrung beim Klienten unmittelbar jenen Eintrag im Methoden-Cache, der
mk,li repra¨sentiert. m
k,l
i kann somit in der obigen Operationsfolge gar nicht ausgefu¨hrt
werden. Falls ein entsprechender Eintrag aus V bereits verdra¨ngt wurde, ko¨nnte es sein,
dass der Eintrag fu¨r mk,li im Methoden-Cache doch nicht durch wi[x] gelo¨scht wird.
Dann scheitert aber die Ausfu¨hrung von mk,li in Zeile 52 von Abbildung 17. Insgesamt
garantiert dies ”irreflexiv“.
Man beachte, dass die vorgestellte Protokollimplementierung die Arbeit des rw-
Planers nicht bereits vorwegnimmt. Der m-Planer weist r- und w-Operationen nur dann
durch Transaktionssabbru¨che zuru¨ck, wenn diese die Eigenschaft ”Z-passend“ gefa¨hr-
den. Ansonsten ”beobachtet“ er r- und w-Operationen nur und erwartet vom rw-Planer
die no¨tigen Garantien zum Einsatz der Commit-Zeitstempelfunktion aus Satz 9.
Speicherverwaltung Der Implementierungsvorschlag des vorigen Abschnitts garan-
tiert zwar die Eigenschaft ”Z-passend“, hat aber ein erhebliches Problem: Eintra¨ge aus
den Tabellen MScheduler.rt, MScheduler.wt, MScheduler.mt des m-Planers werden
niemals entfernt. Da durch neue Transaktionsoperationen immer wieder neue Eintra¨ge in
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den Tabellen entstehen, wu¨rde ein m-Planer auf Basis des gegebenen Verfahrens fru¨her
oder spa¨ter den gesamten verfu¨gbaren Speicher aufbrauchen, und das System wu¨rde
ausfallen. Man beachte, dass auch eine automatische Speicherbereinigung (Garbage Col-
lection) daran nichts a¨ndert, denn diese kann nur Objekte freigeben, die im System nicht
mehr referenziert werden. Dies ist bei den Tabelleneintra¨gen im m-Planer aber nicht der
Fall.
Die Speicherverwaltung fu¨r die Tabellen MScheduler.V und MScheduler.V−1 ist un-
problematisch – sie wurde ja schon im vorigen Abschnitt diskutiert.
Als na¨chstes soll nun die Frage untersucht werden, wie und wann der m-Planer Ein-
tra¨ge aus den Tabellen rt, wt, mt lo¨schen darf, denn dadurch kann man das Verfahren
des vorigen Abschnitts um geeignete Speicherverwaltungsmaßnahmen erweitern. Man
betrachte in diesem Zusammenhang nochmals die Abbildungen 16 und 17: Wozu wer-
den die entsprechenden Tabelleneintra¨ge dort eigentlich beno¨tigt? Das Verfahren nutzt
sie ausschließlich in den Zeilen 28, 29, 43, 56, 70, 74, 77 und 81, um Konflikte zwischen
Transaktion festzustellen und falls no¨tig eine Transaktion abzubrechen. Der m-Planer
bricht dabei eine Transaktion t1 ho¨chstens dann ab, wenn der Zeitstempel einer bereits
verifizierten oder gerade zu verifizierenden Transaktion t2 (mit t2.ts < ∞) gro¨ßer ist
als t1.tsfit.
Der m-Planer darf also Tabelleneintra¨ge fu¨r solche Transaktionen t lo¨schen, deren
Zeitstempel t.ts kleiner sind als der kleinste Zeitstempel s.tsfit bezu¨glich aller Trans-
aktionen s, die noch nicht (komplett) verifiziert wurden. Etwas pra¨ziser gilt:
t.ts < min { s.tsfit | s.ts == ∞∨ ”s wird gerade verifiziert“ }∧ t.ts < ∞⇒
”Die Tabelleneintra¨ge von t du¨rfen beim m-Planer entfernt werden.“
Man beachte auch, dass der Zeitstempel tx.ts einer Transaktion tx, die diese Bedin-
gung einmal erfu¨llt, niemals wieder als Z-passender Zeitstempel s.tsfit einer aktiven
Transaktion s auftreten kann. Angenommen dies wa¨re nicht so: Zeile 70 ist die einzi-
ge Stelle, die tsfit fu¨r Transaktionen vera¨ndert. Dabei gibt die Methode update(), den
Zeitstempel einer Transaktion t weiter, die gerade verifiziert wird. Mithin trifft die obige
Bedingung fu¨r tx mit tx.ts == t.tsfit erst gar nicht zu (Widerspruch).
Daraus kann man die folgende Vorgehensweise ableiten: Man merkt sich alle verifi-
zierten Transaktionen nach ihren Zeitstempeln geordnet in einer Liste verifiedTxList.
Neu verifizierte Transaktionen werden einfach am Ende von verifiedTxList einge-
tragen. Zusa¨tzlich za¨hlt man in jeder Transaktionen t u¨ber einen Za¨hler t.refCount
mit, wieviele aktive Transaktionen s den Zeitstempel von t als Z-passenden Zeitstempel
s.tsfit verwenden. Hat der Za¨hler fu¨r die Transaktion tx am Kopf von verifiedTxList
den Wert 0, so entfernt man tx aus verifiedTxList und gibt die zugeho¨rigen Tabellen-
eintra¨ge im m-Planer frei. Das neue Kopfelement von verifiedTxList ist mittels einer
Schleife analog zu behandeln.
Man darf mit der Transaktion tx am Listenkopf so verfahren, weil nach Kon-
struktion von verifiedTxList der Zeitstempel von tx sicher kleiner ist als h =
min {s.tsfit | s.ts == ∞ ∨ ”s wird gerade verifiziert“ }. Denn falls eine Transakti-
on q in verifiedTxList mit q.ts == h existiert, muss q.refCount > 0 gelten. Da tx
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1 // Speicher-verwaltende Erweiterung der Transaction-Klasse aus Abbildung 16
2 class MemoryManagingTransaction extends Transaction {
3 Transaction tsfitTx = this; // Referenz auf das Transaktionsobjekt, von dem der Zeitstempel tsfit
4 // u¨bernommen ist
5 // Initial ist dies wegen this.tsfit == ∞ das ”this“-Transaktionsobjekt selbst
6 int refCount = 1; // Za¨hler fu¨r die Anzahl der (relevanten) Referenzen von Transaktionsobjekten,
7 // die u¨ber ihr Attribut tsfitTx auf die ”this“-Transaktion verweisen.
8 // Initial ist der Wert 1 wegen this.tsfitTx == this.
9 }
10
11 // Speicher-verwaltende Erweiterung der MScheduler-Klasse aus Abbildung 16 und 17
12 class MemoryManagingMScheduler extends MScheduler {
13 List verifiedTxList = ∅; // Eine Liste verifizierter Transaktionen, deren Eintra¨ge zum Erhalt der
14 // Protokollkonsistenz (noch) nicht aus den Tabellen des m-Planers entfernt
15 // werden du¨rfen
16 // Die Transaktionen in der Liste sind nach dem Zeitstempel Transaction.ts
17 // aufsteigend geordnet
18
19 // Verifiziere Transaktion t vor dem Abschluss (u¨berschreibende Version mit Speicherverwaltungsaspekten)
20 synchronized verify(Transaction t) {
21 super.verify(t); // Eigentliche Verifikation wie in der Oberklasse
22 t.tsfitTx.refCount--; // Die Referenz auf die Transaktion t.tsfitTx wird zuru¨ckgenommen
23 verifiedTxList.addLast(t); // Reihe t ans Ende der Liste fu¨r verifizierte Transaktionen ein
24 for (int i = 0; i < verifiedTxList.size(); i++) { // Iteriere von vorne u¨ber die
25 Transaction tx = (Transaction) verifiedTxList.get(i); // Liste und gib die Anfangsfolge
26 if (tx.refCount == 0) { // von Transaktionen frei, deren Ref.za¨hler gleich 0 ist
27 verifiedTxList.remove(tx); // Lo¨sche dazu die jeweilige Transaktion aus der Liste und
28 release(tx); // entferne deren Tabelleneintra¨ge im m-Planer
29 }
30 else break; // Breche ab bei der ersten Transaktion in der Liste, deren Referenzza¨hler ungleich 0 ist.
31 }
32 }
33 // Aktualisiere Zeitstempel s.tsfit und Referenz s.tsfitTx, u¨bernimm dazu die Werte aus der Transaktion t
34 void updateTsfit(Transaction s, Transaction t) {
35 super.updateTsfit(s, t); // U¨bernimm Zeitstempel wie in der Oberklasse
36 s.tsfitTx.refCount--; // Entferne urspru¨ngliche Referenz und setze
37 s.tsfitTx = t.tsfitTx; // die neue aus t ein, passe die dabei die Referenzza¨hler
38 s.tsfitTx.refCount++; // des alten und neu referenzierten Transaktionsobjekts an
39 }
40 // Brich Transaktion t ab
41 void abort(Transaction t) {
42 super.abort(); // Abbruch zuna¨chst wie in der Oberklasse
43 t.tsfitTx.refCount--; // Die Referenz auf die Transaktion t.tsfitTx wird zuru¨ckgenommen und die
44 release(t); // entsprechenden Tabelleneintra¨ge werden aus dem m-Planer entfernt
45 }
46 // Gib Tabelleneintra¨ge im m-Planer bezu¨glich der Transaktion t frei
47 void release(Transaction t) {
48 for each x ∈ t.rl rt.remove(x, t);
49 for each x ∈ t.wl wt.remove(x, t);
50 for each m ∈ t.ml mt.remove(m, t);
51 }
52 }
Abbildung 18: Pseudocode zur Speicherverwaltung bei der Implementierung von ”Z-
passend“ aus Abbildung 16 und 17
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aber die a¨lteste im System referenzierte Transaktion ist, muss die minimale Transaktion
q ju¨nger sein und in verifiedTxList hinter tx liegen.
Abbildung 18 liefert den Pseudocode zu der erla¨uterten Idee. Der Speicherveral-
tungsmechanismus erweitert dazu die Klassen Transaction und MScheduler aus den
Abbildungen 16 und 17. Die Details zur Vorgehensweise ergeben sich aus den Kom-
mentaren hinter den Codezeilen.
Abschließend sollte man sich noch u¨berlegen, wie große die Liste verifiedTxList
im ungu¨nstigsten Fall werden kann: Fu¨r eine abgeschlossene Transaktionen t ist irgend-
wann die obige Minimumsbedingungen erfu¨llt, denn eine Transaktion s, die t durch
min {s.tsfit | s.ts == ∞ ∨ ”s wird gerade verifiziert“ } in der Liste verifiedTxList
”ha¨lt“ muss selbst irgendwann enden. Somit kann t an den Kopf der Liste wandern
und schließlich ”aufgera¨umt“ werden. Die Liste verifiedTxList wa¨chst also niemals
monoton – es gibt aber auch keine feste Obergrenze fu¨r deren La¨nge.
Die theoretisch zu erwartende La¨nge fu¨r verifiedTxList ist sehr klein (etwa < 2).
Dazu gibt Abschnitt 8.2 einen Hinweis. Ohnehin kann man fu¨r verifiedTxList auch
eine feste Maximalgro¨ße vorgeben. Droht verifiedTxList diese Gro¨ße zu u¨berschreiten,
so kann man das Kopfelement tx lo¨schen, auch wenn der Referenzza¨hler von tx un-
gleich null ist. Es genu¨gt dann all jene aktiven Transaktionen s abzubrechen, die auf tx
mittels s.tsfitTx verweisen (fu¨r tsfitTx siehe Abbildung 18).
8 Resultierende Protokolleigenschaften
Dieses Kapitel diskutiert allgemeine Eigenschaften der vorgestellten Protokolle, die
sich aus ihrer Struktur ergeben. Einerseits findet ein Vergleich mit Protokolltypen aus
der Literatur statt (siehe hierzu auch Abschnitt 2). Andererseits wird die Qualita¨t der
Methoden-Cache-Protokolle anhand vereinfachender analytischer Modelle abgescha¨tzt und
verglichen.
8.1 Bezug zum Stand der Forschung
In Bezug auf die Protokolltaxonomie aus [10] handelt es sich bei allen drei Protokol-
limplementierungen aus Kapitel 7 um detektierende Protokolle (Detection Based). Der
Grund ist offensichtlich, dass die Protokolle auf teilweise ungu¨ltige Methodenresultate
zugreifen ko¨nnen – dies bemerkt das System spa¨testens wa¨hrend der Validierungspha-
se, also am Ende einer Transaktion. Damit ist auch bereits die Einordnung der vorge-
stellten Protokolle in der zweiten Taxonomieebene von [10] gegeben (Deferred Until
Commit).
Weiter in der Taxonimie absteigend geben die Protokolle gema¨ß Abschnitt 5.4 Inva-
lidierungshinweise an einen Methoden-Cache noch wa¨hrend des Verlaufs einer invali-
dierenden Transaktion weiter (During Transaction). Allerdings ko¨nnten die Protokolle
mit geringem Aufwand auch so vera¨ndert werden, dass die Invalidierungsnachrichten
erst nach dem Abschluss der invalidierenden Transaktion erfolgen.
Es existiert keine Vorab-Neuberechnung von ungu¨ltig Methodenresulaten im Falle
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einer Invalidierung – dies wu¨rde der Taxonomiemerkmal ”Propagation“ aus [10] ent-
sprechen. Da beim Server fu¨r diesen Fall nicht einmal die Argumente zur Neuberech-
nung des entsprechenden Methodenresultats vorliegen, wu¨rde dieser Ansatz auch kei-
nen Sinn ergeben.
Alle drei Protokolle ermo¨glichen den fru¨hen Abbruch einer Transaktion (Early Abort
nach [14]), wenn sich herausstellen sollte, dass eine aktive Transaktion Protokollbedin-
gungen verletzt. Entsprechende Pru¨fungen finden immer dann statt, wenn wegen eines
Cache-Fehlschlags (Cache Miss) oder einer Schreibmethodenausfu¨hrung sowieso der
Applikationsserver kontaktiert wird.
Gema¨ß Abschnitt 5.4 sind alle hier vorgestellten Protokolle ”faul reaktiv“ (Lazy Re-
active) nach [14], weil Invalidierungsnachrichten nicht unmittelbar verschickt, sondern
an andere, sowieso zu versendende Nachrichten angeha¨ngt werden (Piggy Backing).
Wie bereits weiter oben erwa¨hnt, sind die Protokolle aus Kapitel 7 optimistisch und
ru¨ckwa¨rtsvalidierend (Backward Validating) nach [16].
Die folgenden Paragraphen untersuchen die Verwandtschaft der drei vorgestellten
Protokolle zu bekannten Serialisierbarkeitsprotokollen noch etwas genauer.
Die Implementierung des Sperrprotokolls sowie des aktualita¨tsbasiertes Zeitstem-
pelprotokolls a¨hneln am meisten dem transaktionalen Cache-Protokoll OCC ([14, 1],
siehe auch Abschnitt 2). Sowohl die beiden vorgestellten Protokolle als auch OCC ver-
wenden im Wesentlichen die Ru¨ckwa¨rtsvalidierung. Die Nutzung von ”Piggy Backing“
fu¨r Invaldierungsnachrichten sowie ”Early Aborts“ haben alle drei vorgestellten Proto-
kolle mit OCC gemein.
Ansonsten unterscheidet sich die Implementierung des passungsbasierten Zeitstem-
pelprotokolls aber deutlich von anderen transaktionalen Cache-Protokollen. Zuna¨chst
ist es ein ”echtes“ Zeitstempelprotokoll, da die Implementierung (im Gegensatz zum
aktualita¨tsbasiertes Zeitstempelprotokoll) tatsa¨chlich Zeitstempel berechnet.
Der wichtigste Unterschied zu allen bisherigen, transaktionalen Cache-Protokollen
ist jedoch die Tatsache, dass es Transaktionen, die auf nicht aktuelle Cache-Inhalte zugreifen,
nicht notwendig abbricht. (Siehe hierzu auch Abschnitt 2.) Dies ermo¨glicht die Eigenschaft
”Z-passend“ gema¨ß Definition 27.
Satz 12 und Beispiel 23 wiesen bereits darauf hin, dass das passungsbasierte Zeit-
stempelprotokoll eine gro¨ßere Menge von Historien zula¨sst als das aktualita¨tsbasierte
Zeitstempelprotokoll und somit voraussichtlich zu geringeren Transaktionsabruchraten
fu¨hrt. In Abschnitt 7.2.4 wurde klar, dass die vorgestellte Implementierung des aktua-
lita¨tsbasierten Zeitstempelprotokolls ihrerseits eine Verbesserung der Sperrprotokollim-
plementierung repra¨sentiert. Der na¨chste Abschnitt besta¨tigt die resultierende Ordnung
der drei Protokolle hinsichtlich Transaktionabbruchraten durch eine Wahrscheinlich-
keitsanalyse.
Außerhalb des transaktionalen Cachings fu¨r Klient-Server-Datenbanken gibt es noch
einige weitere Serialierbarkeitsprotokolle, die mit dem passungsbasierten Zeitstempel-
protokoll verwandt sind. Zuna¨chst bietet sich ein Vergleich mit einer optimistischen Va-
riante des Mehr-Versionen-Zeitstempelprotokolls (MVTO, [27]) an.
Um dies zu verdeutlichen sei kurz die Funktionsweise des Mehr-Versionen-
Zeitstempelprotokolls bezu¨glich der Bearbeitung von Leseoperationen zusammenge-
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fasst (siehe [4] Abschnitt 5.3): ”Eine Operation ri[x] bearbeitet ein entsprechender Pla-
ner sofort und u¨bersetzt sie in eine Mehr-Versionen-Operation ri[xk], wobei xk von
der Transaktion Tk mit dem gro¨ßten Zeitstempel geschrieben wurde, so dass noch
ts(Tk) ≤ ts(Ti) gilt.“
Die Bearbeitung von ri[x] kann man mit der Bearbeitung einer Operation m
k,l
i ver-
gleichen, die ein m-Planer im Rahmen des passungsbasierten Zeitstempelprotokolls
ausfu¨hrt. Dazu nehme man an, dass vor mk,li bereits r
l
k[x] erfolgt ist. Anders als beim
MVTO hat hier bereits eine U¨bersetzung auf eine Version von x stattgefunden, auf die
mk,li mittels des entsprechenden Cache-Treffers implizit zugegriffen hat. Es handelt sich
um die Version bzw. den Wert von x, der von rlk[x] gelesen wurde. Anstatt nun wie beim
MVTO den Index k zu bestimmen, hat der m-Planer nur die Mo¨glichkeit den Zeitstem-
pel von Ti sozusagen anzupassen. Genau dies geschieht mit Hilfe der Berechnung des
Z-passenden Zeitstempels tsfit(Ti).
Die Berechnung des Z-passenden Zeitstempels a¨hnelt dem Konzept eines dynami-
schen Zeitstempels aus [2]. Dort schlagen die Autoren vor, einen Zeitstempel nicht a prio-
ri, etwa beim Beginn einer Transakion, festzulegen, sondern erst bei Bedarf zuzuweisen.
Man betrachte hierzu die rw-Historie r1[x]w2[y]c2r1[y]. Ein naives Zeitstempelverfah-
ren, das den Zeitstempel zum Transaktionsbeginn vergibt, hier etwa in der Form von
ts(T1) = 1, ts(T2) = 2, muss T1 wegen r1[y] abbrechen. Dass dynamische Verfahren
ordnet erst bei der Bearbeitung von r1[y] der Transaktion T1 einen Zeitstempel zu mit
ts(T1) > ts(T2) und kann T1 deshalb fortfu¨hren.
Ein Z-passender Zeitstempel tsfit(Ti) ist jedoch kein wirklich dynamischer Zeitstem-
pel, weil das aktualita¨tsbasierte Zeitstempelprotokoll trotzdem auch den Zeitstempel
ts(Ti) weiter verwendet. Daher bestehen Unterschiede zu dem Vorschlag aus [2].30
8.2 Analytische Abscha¨tzung von Protokolleigenschaften
Dieser Abschnitt liefert eine grobe analytische Abscha¨tzung wichtiger Leistungseigen-
schaften der beschriebenen Protokolle. Dazu za¨hlen die zu erwartende Cache-Trefferrate
und die Abbruchwahrscheinlichkeit von Transaktionen durch den m-Planer. Die ver-
wendeten analytischen Modelle sind stark vereinfachend und sollen ein tatsa¨chliches
Leistungsverhalten nur u¨berschlagen.
Ein wichtiges Ziel ist es, die relativen Leistungsunterschiede der drei behandelten
Protokolle herauszuarbeiten. Die Beitra¨ge zu Deadlock-Wahrscheinlichkeiten bei Daten-
banktransaktionen von Gray und Kollegen in [13] Seite 428-429 sowie [12] haben diesen
30 Die Autoren von [2] verallgemeinern den Ansatz dynamischer Zeitstempel durch Zeitstempelintervalle.
Die Intervalle legen Ober- und Untergrenzen fest, in der sich ein gedachter, eindeutiger Zeitstempel fu¨r
eine Transaktion befinden muss. Konflikte zwischen aktiven Transaktionen verkleinern die Intervalle vom
Initialwert [−∞,+∞] ausgehend dynamisch. Dadurch werden partielle Ordnungen, die sich aus einem zu
Grunde liegenden (virtuellen) Serialisierbarkeitsgraphen ergeben, konservativ abgescha¨tzt.
[22] berichtet von einer optimistischen und eine pessimistischen Implementierungsvariante des
Zeitstempelintervall-Verahrens. Das Papier kombiniert den Ansatz mit einem Mehr-Versionen-
Zeitstempelprotokoll. Sowohl die optimistische als auch die pessismistische Variante haben deutlich
bessere Performanzeigenschaften und Transaktionsabbruchraten als ein gewo¨hnliches Mehr-Versionen-
Zeitstempelprotokoll.
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Abschnitt ”inspiriert“. In [9] findet man U¨berlegungen zur Abbruchwahrscheinlichkeit
eines klassischen, optimistischen Transaktionsprotokolls (gema¨ß [19]). Die dortigen Er-
gebnisse stehen in Analogie zu entsprechenden Formeln von weiter unten.
8.2.1 Cache-Trefferrate
pr bezeichne die Wahrscheinlichkeit, dass ein Dienstmethodenaufruf auf den transak-
tionalen Ressourcen des Applikationsservers rein lesend ist und damit sein Resultat im
Methode-Cache vorgehalten werden kann. g sei die maximale Gro¨ße des Methoden-
Caches als die Anzahl vorhaltbarer Methodenresultate. pHit(g) repra¨sentiert die von der
Cache-Gro¨ße g abha¨ngige Wahrscheinlichkeit eines Cache-Treffers fu¨r lesende Dienst-
methodenaufrufe, sofern keine schreibenden Dienstmethodenaufrufe im System auftreten.
Da Klienten Klienten aber schreibende Dienstmethodenaufrufe produzieren und
eingelagerte Methodenaufrufe invalidieren reduziert sich die Trefferrate pHit(g) ent-
sprechend. Vereinfachend wird unterstellt, dass die Wahrscheinlichkeit fu¨r einen schrei-
benden Methodenaufruf ein vorgehaltenes Methodenresultat zu invalidieren ebenfalls
pHit(g) betra¨gt.
Daraus ergibt sich eine Formel zur Abscha¨tzung der effektiven Cache-
Trefferwahrscheinlichkeit eines Methodenaufrufs fu¨r ein System in dem lesende
Methodenaufrufe mit der Wahrscheinlichkeit pr und schreibende Aufrufe mit der
Wahrscheinlichkeit 1− pr auftreten:
pHitReal(g) = pr · pHit(g) · (1− (1− pr) · pHit(g)/g).
Der Minuend in der Formel repra¨sentiert die Tatsache, dass ein bestimmtes Resultat
durch einen Schreibmethodenaufruf bereits vor einem potentiellen Cache-Treffer inva-
lidiert wurde. Fu¨r realistische Cache-Gro¨ßen (etwa g ≥ 1000) ist dieser Ausdruck ver-
nachla¨ssigbar klein und man erha¨lt pHitReal(g) ≈ pr · pHit(g).
8.2.2 Abbruchwahrscheinlichkeit durch den m-Planer
Es sei tps die Anzahl der (klientenbasierten) Anwendungstransaktionen, die pro
Sekunde beim Applikationsserver gestartet werden. Weiter sei a die mittlere An-
zahl von Dienstmethodenaufrufen pro Anwendungstransaktion und ta die mittlere
Ausfu¨hrungszeit fu¨r einen entsprechenden Aufruf. Dann gibt es beim Applikations-
server im Mittel txs konkurrierend ablaufende (aktive) Anwendungstransaktionen mit
txs = tps · a · ta.
Zuna¨chst zur Implementierung des Sperrprotokolls aus Abschnitt 7.1.3: Eine aktive
Transaktion wird vom m-Planer abgebrochen, wenn sie auf ein gecachtes Methodenre-
sulat zugegriffen hat, dass noch vor dem beabsichtigten Commit-Zeitpunkt invalidiert
wird. Beim geplanten Abschluss hat eine Transaktion T ca. pr · a Lesemethodenaufrufe
ausgefu¨hrt, die jeweils Cache-Treffer mit der Wahrscheinlichkeit pHit(g) verursachen. T
erzeugt also ungefa¨hr pr · a · pHit(g) Cache-Treffer. Mit g À a darf man annehmen, dass
diese Treffer alle paarweise verschieden sind.
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Die u¨brigen aktiven Transaktionen haben beim Beenden von T ca. (txs−1)·(1−pr)·a
Schreibmethodenaufrufe durchgefu¨hrt, denn wa¨hrend der gesamten Operationsphase
von T sind etwa 2 · (tx−1) verschiedene Transaktionen aktiv, die sich im Mittel zur Ha¨lfte
mit der Operationsphase von T u¨berschneiden. Es wird vereinfachend unterstellt, dass
die (txs− 1) · (1− pr) · a Schreibmethodenaufrufe paarweise verschieden sind.
Jeder der (txs− 1) · (1− pr) · a Schreibmethodenaufrufe invalidiert ungefa¨hr mit der
Wahrscheinlichkeit pHit(g)/g einen bestimmten Cache-Treffer aus T . Insgesamt ergibt
sich die Abbruchwahrscheinlichkeit fu¨r T durch den m-Planer zu:
pLockAbort = 1− (1− pHit(g)/g)pr·a·pHit(g)·(txs−1)·(1−pr)·a ≈
1− (1− pr · a · pHit(g)2/g)(txs−1)·(1−pr)·a.
Weil die Implementierung des aktualita¨tsbasierten Zeitstempelprotokolls aus Abschnitt
7.2.4 zu der Implementierung des Sperrprotokolls sehr a¨hnlich ist, sind auch die U¨berle-
gungen zur Abbruchwahrscheinlichkeit fast analog. Als wichtigster Unterschied bricht
das aktualita¨tsbasierte Zeitstempelprotokoll (im Wesentlichen) die Transaktion T nur ab,
wenn ein entsprechender invalidierender Schreibmethodenaufruf von einer bereits ab-
geschlossenen Transaktion ausgeht, die aber beim Start von T noch aktiv war. Beim Be-
enden von T kann man erwarten, dass die Ha¨lfte der oben erwa¨hnten 2 · (txs−1) Trans-
aktionen bereits abgeschlossen sind. Dadurch reduziert sich im Vergleich zum Sperr-
protokoll die mittlere Anzahl der Schreiboperationen, die zum Abbruch von T fu¨hren
ko¨nnen, um die Ha¨lfte, also (txs− 1) · (1− pr) · a/2. Die gea¨nderte Abbruchwahrschein-
lichkeit fu¨r T durch den m-Planer betra¨gt somit:
pCurrTStampAbort ≈ 1− (1− pr · a · pHit(g)2/g)(txs−1)·(1−pr)·a/2.
Fu¨r die Implementierung des passungbasierten Zeitstempelprotokolls aus Abschnitt
7.3.3 betrachtet man zuna¨chst die Wahrscheinlichkeit einer Ru¨ckwa¨rtskante fu¨r eine
Transaktion Ti zu einer anderen, konkurrierend laufenden Transaktion. Es gelten wie-
der a¨hnliche U¨berlegungen wie bei der Berechnung von pLockAbort, denn Ti hat am En-
de ca. pHit(g) · pr · a Cache-Treffer, und die anderen Transaktionen erzeugten bis da-
hin ca. (txs − 1) · (1 − pr) · a Schreibmethodenaufrufe. Fu¨r eine Ru¨ckwa¨rtskante darf
man eine Operationsfolge der Art rlk[x] < m
k,l
i < wj [x] fu¨r eine zu Ti konkurrieren-
de Transakion Tj erwarten. rlk[x] < wj [x] < m
k,l
i ist zwar mo¨glich, aber extrem un-
wahrscheinlich, da die Ausfu¨hrung von wj [x] unmittelbar darauf zu einer Invalidierung
des Methoden-Cache-Eintrags fu¨hrt, der mk,li entspricht. Daraus folgt fu¨r die Wahr-
scheinlichkeit pBackward einer Ru¨ckwa¨rtskante der Transaktion Ti gerade pBackward =
pCurrTStampAbort, denn die Ha¨lfte der (txs − 1) · (1 − pr) · a Schreibmethodenaufrufe ist
(wiederum) auszuschließen.
Als na¨chstes folgen U¨berlegungen zur mittleren La¨nge eines Ru¨ckwa¨rtspfades, der
bei Ti beginnt. Mit pBackward hat ein Ru¨ckwa¨rtspfad der La¨nge eins die Wahrschein-
lichkeit pBackward · (1 − pBackward), da die von Ti mittels der Ru¨ckwa¨rtskante erreichte
Transaktion selbst keine Ru¨ckwa¨rtskante besitzen soll. Ein Ru¨ckwa¨rtspfad der La¨nge
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zwei hat entsprechend die Wahrscheinlichkeit p2Backward · (1 − pBackward) usw. Daraus





i · piBackward · (1− pBackward).
Fu¨r kleine Werte von pBackward, etwa fu¨r pBackward ≤ 0, 1, ist der Wert von l nur wenig
gro¨ßer als pBackward selbst. Da pBackward erwartungsgema¨ß niedriger als 0, 1 ausfallen
wird, scha¨tzt man l ≈ pBackward ab.
Wegen der ca. txs− 1 Transaktionen, die vor Ti abschließen, aber noch wa¨hrend der
Bearbeitung von Ti aktiv waren, ist zu erwarten, dass der Zeitstempel einer Transak-
tion Tj , die durch eine Ru¨ckwa¨rtskante von Ti erreicht wird, ca. txs/2 Pla¨tze vor dem
(potentiellen) Zeitstempel von Ti liegt. Gema¨ß der Eigenschaft ”Z-passend“ gibt es also
im Schnitt l · (txs/2 − 1) ≈ pBackward · (txs/2 − 1) Transaktionen, die keine ”Vorwa¨rts-
kante“ (also eine Kante, die keine Ru¨ckwa¨rtskante ist) zu Ti besitzen du¨rfen. Ansonsten
wird eine der beiden Transaktionen (entweder Ti oder die betreffende konkurrierende
Transaktion) abgebrochen.
Der na¨chste Schritt befasst sich damit, die Wahrscheinlichkeit einer Vorwa¨rtskante
von einer festen Transaktion Tj nach Ti zu bestimmen. Dazu nimmt man an, dass es s
verschiedene Datenelemente gibt, bei denen Konflikte in Bezug auf die Zugriffsoperatio-
nen der Ressourcenverwalter entstehen ko¨nnen. s kann etwa die Anzahl der physischen
Seiten oder der Tabellenzeilen einer relationalen Datenbank repra¨sentieren.
Die genaue Bestimmung der Wahrscheinlichkeit einer Vorwa¨rtskante von Tj nach Ti
ist sehr aufwa¨ndig. Als stark vereinfachende Abscha¨tzung wird stattdessen die Wahr-
scheinlichkeit, dass Ti und Tj auf ein gemeinsames Datenelement bzw. ein Methodenresultat
zugreifen, eingesetzt. Die Abscha¨tzung ist angemessen, denn eine Vorwa¨rtskante impli-
ziert das letztere Ereignis.
Zuna¨chst zur Wahrscheinlichkeit, dass zwei Operationen auf das gleiche Datenele-
ment (bzw. Methodenresultat) zugreifen. Es ist sinnvoll dabei Cache-Treffer und Cache-
Fehlschla¨ge zu unterscheiden, da Cache-Treffer erwartungsgema¨ß viel ha¨ufiger auftre-
ten. Man erha¨lt ungefa¨hr die Gesamtwahrscheinlichkeit pDoubleAccess ≈ pHit(g)2/g+(1−
pHit(g))2/s.
Fu¨r die Operationen der ca. pBackward · (txs/2 − 1) Transaktion, die keine Vorwa¨rts-
kante zu Ti besitzen du¨rfen, kann man nun rw- (bzw. mw-), wr- und ww-Konflikte un-
terscheiden und erha¨lt insgesamt:
pFitTStampAbort ≈ (1− (1− pr · a · pDoubleAccess)pBackward·(txs/2−1)·(1−pr)·a)+
(1− (1− (1− pr) · a · pDoubleAccess)pBackward·(txs/2−1)·pr·a)+
(1− (1− (1− pr) · a · pDoubleAccess)pBackward·(txs/2−1)·(1−pr)·a).
Die zu erwartende La¨nge der Liste verifiedTxList fu¨r die speichereffiziente Im-
plementierung des passungsbasierten Zeitstempelprotokolls aus Abschnitt 7.3.3 liegt
u¨brigens in einem a¨hnlichen Bereich wie pBackward und ist daher sehr klein. Dies folgt
95
8 RESULTIERENDE PROTOKOLLEIGENSCHAFTEN









Abbildung 19: Beispielgraphen fu¨r die modellierten Abbruchwahrscheinlichkeiten in
Abha¨ngigkeit der Methoden-Cache-Gro¨ße g (pLockAbort(g) entspricht der durchgezoge-
nen Linie, pCurrTStampAbort(g) entspricht der lang gestrichelten Linie, pFitTStampAbort(g)
der kurz gestrichelten Linie)
aus den obigen U¨berlegungen, zur mittleren La¨nge l eines Ru¨ckwa¨rtspfades, denn die
La¨nge von verifiedTxList wird durch l dominiert. Da die Wahrscheinlichkeiten fu¨r
Ru¨ckwa¨rtspfade der La¨nge > 3 schnell abnehmen, ist auch die Varianz fu¨r die La¨nge
von verifiedTxList vernachla¨ssigbar.
Um ein Gefu¨hl fu¨r die Aussage der obigen Formeln zu erhalten, zeigt Abbildung 19
drei Funktionsgraphen zur Abbruchwahrscheinlichkeit einer Transaktion fu¨r reale Sy-
stemparameter. Die Parameter sind aus Leistungsexperimenten mit einem entsprechen-
den Methoden-Cache-Prototyp abgeleitet. Die Anzahl der mo¨glichen Lesemethodenre-
sultate wurde dabei so klein gehalten, dass diese vollsta¨ndig in den Methoden-Cache
passen. Man hat pHit(g) = 1, pr = 0, 5, a = 3, 5, tps ≈ 30/s und ta ≈ 0, 125s.
Abbildung 19 verdeutlicht die unterschiedliche Qualita¨t der Protokolle in Bezug auf
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