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palavras-chave 
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electrónica de varrimento, espectroscopia Raman, difração de raios-X, 
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resumo 
 
 
No presente trabalho realizámos um estudo para avaliar a influência da 
concentração de Mg nas propriedades óticas e estruturais de nanofios de 
GaAs crescidos em substratos de Si(111) por epitaxia de feixes moleculares 
assistida com partículas de Au. Nesse sentido, foram crescidas várias 
amostras com concentrações de Mg que variaram na gama 5⋅1013 - 1⋅1018 cm-3. 
A morfologia dos nanofios foi investigada por microscopia electrónica de 
varrimento tendo revelado nanofios auto-sustentados com algumas dezenas 
de microns de comprimento e sem nenhuma orientação particular. As medidas 
de Raman polarizada em nanofios individuais revelaram a presença do modo 
vibracional E2H, o qual está relacionado com a fase wurzite, e o modo TO, 
relacionado com a fase blenda de zinco. A presença de ambas as fases 
também foi observada em todas as amostras a partir dos difractogramas de 
raios-X. Para a fase wurzite, os parâmetros de rede a e c foram estimados, 
estando de acordo com os dados disponíveis na literatura. Nas medidas de 
fotoluminescência polarizada, foi encontrada uma forte dependência na 
luminescência de algumas transições radiativas cuja origem pode estar 
relacionada com a fase wurzite. A partir da dependência da fotoluminescência 
na temperatura foram identificados os canais de desexcitação não radiativa 
para várias transições radiativas próximas do hiato de energia. Observou-se 
ainda a influência da dopagem com Mg na energia de activação para um canal 
de desexcitação envolvendo um nível discreto para duas components próximas 
do hiato de energia. Os resultados obtidos nesta tese demonstram pela 
primeira vez a possibilidade de crescer nanofios de GaAs de grandes 
dimensões dopados com Mg e com regiões com a fase wurzite. 
 
iv
M.Sc. thesis presented to the University of Aveiro by B. P. Falcão November, 2011
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
keywords 
 
GaAs:Mg nanowires, zincblende and wurtzite phase, scanning electron 
microscopy, Raman spectroscopy, X-ray diffraction, photoluminescence 
abstract 
 
In the present work we carried out a study to evaluate the influence of the Mg 
concentration in the structural and optical properties of GaAs nanowires grown 
on Si(111) substrates by Au-assisted molecular beam epitaxy. Several samples 
were grown with Mg concentrations varying between 5⋅1013 – 1⋅1018 cm-3. The 
morphology of the nanowires was investigated through scanning electron 
microscopy having revealed free-standing nanowires grown without any 
particular orientation and with a few tens of microns in length. Polarized Raman 
experiments of individual nanowires showed the presence of the E2H phonon 
mode, which is related to the wurtzite phase, and the TO phonon mode which is 
related to the zincblende phase. The presence of both phases was also 
observed for all samples in the X-ray diffractograms. For the wurtzite phase, the 
lattice parameters a and c were estimated being in good agreement with the 
data available in the literature. It was found a strong polarization dependence 
on the photoluminescence for some of the radiative transitions whose origin 
could be related to the wurtzite phase. From the temperature dependence of 
the photoluminescence the non-radiative de-excitation channels were identified 
for the radiative transitions near the bandgap. Our results show that the Mg 
doping influence the activation energy for a de-excitation channel involving a 
discrete level identified for two components in the near bandgap region. The 
results achieved in this thesis show for the first time that long and wide GaAs 
nanowires doped with Mg with a wurtzite structure can be grown by MBE.  
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1 Introduction
Over the past decades, the world’s primary energy consumption has increased more than ten-fold and
recent energy forecasts predict considerable growth in demand of the coming decades due to increasing
economic growth rates especially in developing countries. [1, 2] As a consequence, the natural fossil fuel
sources are becoming increasingly less available and more expensive and thus, the need for alternative
renewable clean energy sources are inevitable and undoubtedly the answer to the upcoming times. [2, 3]
However, it remains to be seen whether the political and organizational challenges involved in recognizing
and addressing the need to change from the status quo can also be met on a reasonable timescale.
[4] We must think the odds are good. At his most primitive curiosity the man through the journey of
science has discovered, developed and implemented new natural energy sources from the hydroelectricity,
biomass, wind, geothermal and solar energy. Among these, the sunlight is the most abundant natural
energy resource and over the last decades great efforts have been undertaken to reduce cost and to
improve solar cells efficiencies. [5,6]
In the research for new innovative photovoltaics technologies the use of nanostructures or nanos-
tructured materials have become hot topics within science and engineering. Of particular interest is the
approach using the nanowires for applications in solar cells which brings some potential benefits over tra-
ditional wafer or thin film based devices related mainly to cost, stronger light absorption and new charge
separation mechanisms. [3, 5–10] A wide variety of materials has been successfully applied on the fabri-
cation of nanowire photovoltaics including namely silicon (Si), germanium (Ge), zinc oxide (ZnO), indium
phosphide (InP), gallium arsenide (GaAs), and many others semicondutor/polymer combinations. [7, 10].
Unlike Si and other group IV elements, the alloy composition and therefore the bandgap of GaAs and
related III-V materials may be tuned to better match the solar spectrum and thus offer the highest energy
conversion efficiency in photovoltaic devices. [9,10] Despite the considerable achievements being reported
everyday a lot of work has to be done yet.
Being an alternative to Si based microelectronics, GaAs is arguably one of the most intensively studied
semiconductor. [11, 12] Recent advances in fabrication technology made possible the growth of GaAs
nanowires on a variety of substrates. In particular, their growth on Si substrates has been demonstrated
by metal-organic chemical vapor deposition (MOCVD), metal-organic vapor phase epitaxy (MOVPE) and
by molecular beam epitaxy (MBE). [12–14] In these techniques, the particle assisted growth is the most
widely used method for the formation of nanowires. [15] The growth occurs via the vapor-liquid-solid (VLS)
mechanism where a liquid metal droplet, usually gold (Au), acts as a catalyst and leads to the formation
of nanowires. [12, 15] Once grown, GaAs nanowires, as well as many other phosphides and arsenides
nanowires, usually exhibit a large amount of stacking faults and nonvertical growth. [16–21] While under
bulk form, GaAs crystallize in the cubic sphalerite structure, also known as zincblende (ZB), a surprising
feature of nanowires is that they very often adopt the hexagonal wurtzite (WZ) structure. [19, 21–23] The
controlled growth of these two polytypes superstructures has attracted a lot of attention. In particular,
determining the differences in their electronic structure as well as the understanding of what stabilizes the
2 Chapter 1. Introduction
WZ and ZB phases, in which the perfect lattice match between the ZB and WZ forms would eliminate
stress and/or dangling bonds, are being the subject of intensive studies. [24,25]
Impurity doping in nanowires is an essential element for the realization of electronic and optoelectronic
devices and, for the case of GaAs, it has not been extensively investigated yet. [19, 26, 27] At present,
beryllium (Be) is the most commonly used p-type dopant in bulk GaAs due to its near-unity sticking co-
efficient and low vapor pressure at the usual growth temperatures of MBE. [28–31] However, due to the
high toxicity of Be, several attempts have been made to find a nontoxic alternative. [29–31] One candidate
is magnesium (Mg), which forms a shallow acceptor level in GaAs with an estimated ionization energy of
28 meV. [27] Because it requires a high beam flux to compensate for the low incorporation coefficient, Mg
has been precluded as a viable acceptor for GaAs. [28,30–32] Whereas several works report the Mg dop-
ing of GaAs bulk-like materials so far none have reported the doping of GaAs nanowires with this acceptor.
In that way, the aim of the present work was to contribute to the fulfill of that gap.
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2.1 Fundamental properties of bulk GaAs
2.1.1 The crystalline structure
Sintetized for the first time in the 1920s [33], gallium arsenide is a III-V group semiconductor compound
that in the bulk crystallizes in a face-centered cubic (FCC) lattice with two atoms of different chemical
nature forming a basis at (0,0,0) and a( 14 ,
1
4 ,
1
4 ), corresponding to the ZB structure (figure 2.1.a) . The
parameter a represents the lattice constant and, for pure and stoichiometric GaAs at room temperature,
it is 5.6535 Å. [34] This structure has equal numbers of Ga and As atoms each one linked by partially
covalent bonds to four atoms of the opposite kind arranged at the corners of a regular tetrahedron with a
bond angle   = 109.47 . [35] In the reciprocal space⇤ the zincblende structure is a body-centered cubic
(BCC) lattice whose first Brillouin zone is illustrated in figure 2.1.b. [37]
a) b)
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Figure 2.1: (a) The cubic unit cell for the gallium arsenide crystal structure and (b) the Wigner-Seitz primitive cell
of the reciprocal space (first Brillouin zone). The high symmetry points represented in the Wigner-Seitz cell are as
follows:  : (0,0,0), X: 2⇡a (1,0,0), L:
2⇡
a (1,1,1), K:
2⇡
a (
3
4 ,
3
4 , 0), W:
2⇡
a (1,
1
2 , 0). Images adapted from [38,39].
2.1.2 Electronic band structure
In atomic physics we know, by solving the Schrödinger equation, that electrons in a potential well
(e.g., in atoms) may only occupy some discrete energy levels. When atoms assemble to form solids, the
crystal periodic potential (“seen” by the electron) includes the interaction of the electron with all ions in the
solid as well as it interaction with other electrons. [40] These perturbations induce a split on each atomic
level. When the number of atoms become very large (about 1023) these levels are so extremely close to
each other that they coalesce and form an energy band. [39, 40] By investigating the occupancy and the
⇤defined as the set of all wave vectors K that yield plane waves with the periodicity of a given Bravais lattice. [36]
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energy gaps (regions of forbidden energy which cannot be occupied by electrons) between the valence
(VB) and conduction band (CB) bands (at 0K) two distinct situations appear. Firstly, the CB is only partly
filled with electrons and the material is classified as a metal. Secondly, the VB is completely filled and the
subsequent band (the CB) is empty and with a wide energy gap between the two - the material is called
insulator. Some substances fall in an intermediate position between metals and insulators. If the energy
gap between these two bands is only of a few eV or even less the substance is known as semiconductor.
The bands edges alignment is also of special interest as it plays an important role in understanding the
optical and transport properties. [39] In the reciprocal space, when the VB maximum coincides with the
minimum of the conduction band the semiconductor has a direct bandgap. For indirect bandgaps, the
bands extrema aren’t aligned at k = 0 and the electronic transitions are followed by the emission or
absorption of phonons. Thus, indirect semiconductors, such as Si and Ge, are usually less efficient for
optoelectronic devices due to a less probability of the radiative transition which is accompanied with the
energy dissipation through the vibrations in the lattice [39].
The diagram on figure 2.2 illustrates the band structure of GaAs along the high symmetry directions
of the reciprocal space. As can be seen, GaAs is a direct bandgap semiconductor with VB maximum and
a) b)
Figure 2.2: (a) Band structure and respective density of states of zincblende GaAs calculated from a nonlocal
empirical-pseudopotential method (EPM) approach and taking in consideration the spin-orbit interaction. Dashed
lines in the density of states diagram illustrate the experimental results of [41]. (b) Band structure near the center of
the Brillouin zone. Energy gaps are shown as appropriate for room temperature. Adapted from [35,42].
CB minimum occurring at the   point. Here, the  1 levels are associated to s-like (l = 0) wave functions
of an electron in the conduction band minimum which are transformed into two degenerates levels (s = 12 )
of symmetry  6. The upper levels  7 and  8 are associated to p-like wave functions and degenerate into
six levels. The VB is six-fold degenerated and is splited by the spin-orbit interaction into an upper four-fold
degenerated  8 level (heavy-hole and light-hole bands) and a lower two-fold degenerated  7 level. The
separation between  7 and  8 is the split-off energy  SO and is about 341meV for GaAs. [35] The top
three valence bands are p-like in character. The main properties of the conduction and valence band
extrema can be summarized as: [34,35]
i. The conduction band minimum at   has a cubic symmetry, it is practically isotropic and slightly
non-parabolic.
ii. The four conduction band minima at the L points and the three at theX points have axial symmetry.
iii. At X the conduction band may have a “camel’s back” structure, i.e., the minima might not occur at
X but away in the   direction of the BZ.
M.Sc. thesis presented to the University of Aveiro by B. P. Falcão November, 2011
2.1. Fundamental properties of bulk GaAs 5
iv. The two upper valence bands are degenerated (the heavy-hole and light-hole bands) at the center
of the BZ.
v. The split-off band has its maximum a few tens of eV below that of the upper valence band; it is
isotropic but not parabolic.
In contrast to others semiconductors, once the second conduction band in GaAs lies well above the first
one the electron transport in GaAs is well described with just a single conduction band. Even under
modest and high electric fields, electrons will populate the three valleys associated with small mass band
minimum† and experience a fairly high mobility, which give to GaAs its distinctive transport features for
device purposes. [35,43,44]
2.1.3 Temperature dependence of the bandgap
The fundamental energy gap in semiconductors is temperature-dependent due to the effect of the lat-
tice vibrations and the thermal expansion of the periodic potential. [36] Typical Eg(T ) dependence curves
exhibit a linear behaviour at high temperatures due to the electron-phonon interaction and an apparently
quadratic one at very low temperatures related to the thermal dilatation of the lattice. Traditionally, these
two features of Eg(T )-curves are discussed in terms of the empirical Varshni’s equation: [45]
Eg(T ) = Eg(0)  ↵T
2
T +  
, (2.1)
where ↵ represents the T ! 1 limit of  dEg(T )/dT and   is a temperature parameter which was
believed to be comparable to the Debye temperature ⇥D. [45–48] Another approach based on the Bose-
Einstein statistics, although still semi-empirical, had been proposed by Viña et al : [49,50]
Eg(T ) = EB   aB
"
1 +
2
exp(⇥/T )  1
#
, (2.2)
where EB and aB are constants [Eg(0) = EB   aB ] and ⇥ is an average phonon frequency for a given
T to which corresponds an effective energy ~!eff = kB⇥. Both formulae give a rough approximation of
the experimental data for temperatures higher than 100K but both fail for temperatures lower than 50K.
While Varshni’s equation leads to a pronounced overestimation (curvature), Vinã et al.’s function gives a
significant underestimation (constant value) on the measured data. In order to overcome these problems,
Passler come up with a more precise model, a fourth-parameter semi-empirical function, that fits over the
total temperature range: [46]
Eg(T ) = E0   ↵⇥
2
"
p
r
1 +
⇣2T
⇥
⌘p
  1
#
, (2.3)
where ↵ and ⇥ are parameters already specified and p is an empirical (fractional) exponent which de-
creases monotically with increasing phonon dispersion. The new model provides a good fitting for a
majority of semiconductors (see [51]) and allows estimations of the material-specific dispersion ratios for
most materials. [46,47,51,52] Furthermore, it is important to note that according to Passler, the Varshni’s
formula represents an ad-hoc model which, in contrast to the common belief, can not be brought into a
theoretically consistent connection with a basic equation due to the electron-phonon interaction mecha-
†here  6 is the lowest minima; for the points L and X the valleys lies only about 0.31eV and 0.5eV above the  6 minima,
respectively.
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nism. [46] In particular, there is also no theoretical reason to believe that   should be nearly equal to the
Debye temperature ⇥D of the material in question. [46]
2.1.4 Lattice vibrational band structure
Sometimes, electron-hole recombination process may occur with the assistance of one or more pho-
nons to assure the momentum conservation. This is particularly true in the indirect gap semiconductors
where the VB and CB extrema aren’t aligned at the center of the Brillouin zone. For direct semiconductors
this recombination may also involve the participation of phonons and in fact these replicas are frequently
found in photoluminescence spectra. As happens for electronic states, the dispersion curves for the lat-
tice vibrations define the allowed and forbidden states represented as a function of the phonon energy.
For the case of ZB GaAs, the inelastic scattering of neutron experiments in 1960s were very useful to
find its phonon frequency-momentum relationships for room temperature. [53] That data is reproduced in
figure 2.3.a) along the h100i, h110i and h111i high symmetry directions. The phonon density of states
is represented in figure 2.3.b). The phonon dispersion is composed of six branches divided into three
acoustic branches (lower energies) and three optical branches (upper energies). Accordingly to whether
their displacement is perpendicular or parallel to the direction of the wave vector q, they can be classified
as transverse or longitudinal, respectively. At the zone-centre, the optical phonon is split into a doubly de-
generate transverse optical (TO) mode and longitudinal optical (LO) mode for q 6= 0. [38] Table 2.1 lists the
phonon frequencies, energies and wavenumbers for four high symmetry locations as reported by Waugh
and Dolling. [53]
a)
b)
Figure 2.3: a) Dispersion curves for the zincblende GaAs acoustic and optical branch phonons. The solid and dashed
curves represent the attempts by Waugh and Dolling to fit their data with two modifications of a dipole approximation
model. b) Density of states of the lattice vibrational modes for zincblende GaAs for room temperature. [35,53]
2.2 From bulk GaAs to nanowires
From a geometrical point of view, free-standing nanowires are filamentary crystals as long as a few
tens of micrometers with diameters that can range from a few to several tens of nanometers. The resulting
large surface-to-volume ratios have a deep effect in the crystalline structure and can lead to the formation
of metastable structures. [11, 54, 55] This is particularly true for phosphides and arsenides nanowires
where the thermodynamics kinetics during the growth may favour their crystallization in the WZ phase. An
understanding of the physics behind these processes isn’t fully known yet, although there is a common
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Table 2.1: Zincblende GaAs phonon frequencies, energies and wavenumbers for some selected modes at high
symmetry locations. [35,53]
Reciprocal Phonon ⌫ h⌫ k
space direction mode (1012 Hz) (meV) (cm 1)
  (q = 000)
LO 8.55± 0.2 35.4± 0.8 285.2± 6.4
TO 8.02± 0.08 33.2± 0.3 267.5± 2.4
X (q = 100)
LO 7.56± 0.08 31.3± 0.3 252.2± 2.4
TO 7.22± 0.15 29.9± 0.6 240.9± 4.8
LA 6.80± 0.06 28.1± 0.25 226.4± 2.0
TA 2.36± 0.015 9.75± 0.06 78.5± 0.5
L (q = 12
1¯
2
1
2 )
TO 7.84± 0.12 32.4± 0.5 261.0± 4.0
LO 7.15± 0.07 29.6± 0.3 238.5± 2.4
TA 6.26± 0.10 25.9± 0.4 208.7± 3.2
LA 1.86± 0.02 7.70± 0.08 62.0± 0.6
K (q = 0 3¯4
4
4 )
TOk 7.90± 0.15 32.7± 0.6 263.4± 4.8
TO? 7.51± 0.12 31.1± 0.5 250.6± 4.0
LO 6.44± 0.12 26.6± 0.5 214.3± 4.0
LA 5.65± 0.12 23.4± 0.5 188.5± 4.0
TAk 3.48± 0.06 14.4± 0.25 116.0± 2.0
TA? 2.38± 0.04 9.58± 0.15 77.2± 1.2
belief that nanowires with small diameter tend to crystallize in the WZ form. [56,57] Theoretical calculations
have shown that while the bulk ZB structure is energetically more favourable than the WZ structure (by
nearly 20 meV per Ga-As pair), the late has larger cohesive energies. [11] Thus, when the surface-to-
volume ratios increases it is energetically favoured to form a wurtzite surface than a zincblende surface.
Indeed, numerical estimations for GaAs nanowires have predicted that the critical radius below which WZ
phase is expected to be more stable lay at 25 nm. [58] Moreover, J. Johansson et al. have shown that
not only the diameter but also the growth temperature has a strong influence in the formation of the WZ
phase. [55] On the other hand, there are some experimental evidence to the contrary that are not well
explained by these theories. One example is the nanoneedles of GaAs reported by Michael Moewe et al.
which have a single WZ phase and a base diameter of 300 nm. [59]
2.2.1 Wurtzite vs zincblende crystallography
ZB andWZ are closely related structures being both stacks along a given direction of identical diatomic
planes. Whereas the first is formed by two interpenetrating fcc bravais lattices the second is constructed
from two interpenetrating hexagonal-close-packed (hcp) lattices. Both are four-fold coordinated (each
atom has four nearest-neighbour bonds) and is only the third-nearest neighbour atom that distinguishes
the two forms. Thus, while ZB has a periodically repeated ABCABC. . . sequence, the WZ structure
consists of a periodic ABAB. . . stack along the [111] and [0001] directions, respectively (see figure 2.4).
The lattice constant in the ideal WZ crystal is aWZ = aZB/
p
2 and the perfect tetrahedrical coordination
can only exist if the ratio between the perpendicular axis c and a is of
p
8/3. [24, 60] For the majority
of binary semiconductors that crystallize in the WZ phase this c/a ratio is smaller than this number and
thus the nearest-neighbour bonding is slightly distorted from an ideal tetrahedron. For those that are only
metastable in the WZ structure the c/a ratio are slightly larger than
p
8/3. [24]
In GaAs nanowires the coexistence of the two phases is very common and it results from the disruption
of the ZB or WZ periodicity (that is, stacking faults). Because this polytypism difficult some basic studies,
as e.g. the determination of the electronic structures or delays device applications, the phase control has
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Figure 2.4: The zincblende (left) and wurtzite (right) crystal structures showing the stacking sequence ABCABC. . .
and ABAB. . . , respectively. Ga atoms are represented as dark and As atoms as open circles. The hexagonal setting
of the zincblende structure is only shown to facilitate the comparison. [24]
become one of the main challenges of III-V nanowire fabrication. [17,24] Some authors suggest that long
and defect-free WZ GaAs nanowires can be obtained at a lower growth rate of nanowires. [61]
2.2.2 The wurtzite GaAs bandgap
A theoretical understanding of the fundamental physical parameters in semiconductor nanostructures,
such as bandgap energy, exciton binding energy, carrier effective masses or phonon energies, is based
on the knowledge of the electronic and optical properties of bulk materials. Because the change in crystal
structure is always accompanied by changes in the electronic structure, little is known about the details
on the electronic band structure of WZ arsenides and phosphides since most do not naturally occur as
bulk crystals. Recently, photoluminescence investigations on the bandgap of WZ InP nanowires (which
is ⇠ 80 meV higher than the bandgap in the ZB phase) have shown consistency between experimental
values and theoretical expectations. [56, 60, 62–64] However, the band structure of WZ GaAs has proved
to be more controversial as a large variety of results are being reported in the last few years. The reason
for that is mainly related to the fact that there is always strain within the nanowires and to the inherent error
of the theoretical calculations.
To the best of our knowledge, luminescence of WZ GaAs (in nanowires) above the ZB bulk bandgap
was firstly reported by F. Martelli et al. with an emission at 1.522 eV. [18] More recently, T. Hoang et al.
reported a photoluminescence peak at 1.544 eV, 29 meV higher than the ZB GaAs free exciton energy,
and a wide emission in the range 1.53  1.54 eV probably related to radiative transitions involving defects
and impurities. [22] S.-G. Inn et al. also associated a near-band edge transition in WZ-rich undoped
GaAs nanowires about 30 meV higher than the equivalent in bulk GaAs. [19] These results are somehow
in agreement with ab initio calculations performed by Z. Zanolli et al. and M. Murayama et al. as they
attributed a higher bandgap for GaAs in the WZ phase. [25, 65] Meanwhile, several groups are reporting
photoluminescence results in nanowires compatible with a bandgap lower than the one for the ZB phase
that agree with the predicted theoretical calculations of A. De and C. Pryor. [59,60,66,67] One possibility
for the variety of results may be the fact that the optical and structural characterizations were not performed
on exactly the same nanowire. In this sense, M. Heiss et al. have done photoluminescence experiments on
nanowires with WZ phase (accordingly to the identification given by HRTEM) with results being consistent
with a bandgap of 1.5 eV. [67] Finally, it should be given some attention to the very recent theoretical
work of T. Cheiwchanchamnangij and W. Lambrecht where the conduction band minima is studied as a
function of uniaxial strain. [68] Accordingly to the authors, the previous controversial statements may be
explained by the change of the conduction band minima from  1C to  3C due to a compressive uniaxial
strain. If for a certain strain the  3C becomes the conduction band minima, a lowering in the bandgap
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occurs. Consequently, at low temperature, the luminescence from the  1C would be suppressed because
this higher level would not be populated. [68]
In conclusion, the experimental determination of the real bandgap in wurtzite GaAs is quite difficult
to achive through measurements in nanowires because these structures are always under bi-axial strain.
Additionally, the presence of defects and interfaces may also contribute to the strain within the nanowires.
Despite the lack of accordance in the direct bandgap value for WZ GaAs, calculations on the band
structure plot nearly the same results. In figure 2.5 we present ab initio calculations predicted by A. De
and C. Pryor. [60] The WZ GaAs band structure exhibit significant differences with respect to the ZB
phase. For instance, it has lower symmetry due to the hexagonal crystal and it shows roughly twice as
many bands for a particular energy range as a consequence of the zone folding induced by the doubling
of the unit cell along the [111] direction (equivalent to the c axis in the WZ structure). Another major
difference between the two electronic structures is the zone-folding along the   ! L direction and the
appearance of an additional conduction band. The uppermost valence bands are also quite different from
their ZB counterparts. Here, the crystal field splitting and the spin-orbit interaction lift the degeneracy of
the heavy and light hole states. [25,60]
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Figure 2.5: a) Wurtzite GaAs electronic band structure and respective density of states D(E) as calculated by A. De
and C. Pryor through empirical pseudopotentials methods considering the spin-orbit coupling. b) Scheme showing the
relations among the zone-center states in wurtzite phase and the corresponding L and   points in zincblende phase,
both with and without spin-orbit coupling. [60]
2.2.3 Raman scattering of GaAs nanowires
From a fundamental point of view, when lights travel through a continuous matter it is either transmitted
or absorbed and a small fraction is scattered from static inhomogeneities of the medium such as defects
or dynamic inhomogeneities such as fluctuations in the density of the medium, in the charge or in the spin
density. [38] The inelastic light scattering resulting from this interaction can provide information about the
crystal structure, phonon dispersion, electronic states, composition, strain and so on for a large variety of
materials. [61]
In the macroscopic theory of the inelastic light scattering by phonons, the polarization of the medium
in the presence of atomic vibrations, is given by
P (r, t,Q) = P0(r, t) + Pind(r, t,Q), (2.4)
where P0(r, t) is a polarization vibrating in phase with the incident radiation and Pind(r, t,Q), a polar-
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ization wave induced by a phonon in an infinite medium with electric susceptibility  , can be described
as:
Pind(r, t,Q) =
1
2
⇣ @ 
@Q
⌘
0
Q(q,!0)Fi(ki,!i)
⇥{cos[(ki + q) · r  (!i + !0)t] + cos[(ki   q) · r  (!i   !0)t]}. (2.5)
Q = Q(r, t) represents the atomic displacements associated with a phonon. Pind consists of a Stokes
shifted wave with wavevector kS = (ki   q) and frequency !S = (!i   !0) and an anti-Stokes shifted
wave with wavevector kAS = (ki + q) and frequency !AS = (!i + !0). Due to different populations of
the two energy levels at temperature T the probabilities of the Stokes and anti-Stokes mechanisms are
different. [38] The Raman tensor is defined by:
R =
⇣ @ 
@Q
⌘
0
Qˆ(!0) (2.6)
where Qˆ = Q/|Q| is a unit vector parallel to the phonon displacement. Being ei(es) the polarization
unitary vectors of the incident(scattered) light, the intensity of the scattered radiation IS is given by:
IS / |ei ·R · es|2. (2.7)
By measuring the incident and scattered light one can measure the symmetry of the Raman tensor and
thus determine both the frequency and symmetry of a zone-center phonon mode. It is worth to note that
the symmetry properties of the polarizability and the Raman tensor are the same. [38]
Before discuss the selection rules for the GaAs, which are dependent on the scattering geometry, it
is important to first introduce the Porto’s notation. [69] For a given Raman experiment, the orientation of
the crystal with reference to the polarization of the laser in both the excitation and analyzing directions is
represented as kˆi(eˆi, eˆs)kˆs. Here, kˆi and kˆs define the propagation directions of the incident and scattered
light while eˆi and eˆs represent the polarization direction of the incident and scattered light, respectively.
Traditionally, since GaAs is opaque to the usual visible laser light the experiments are performed
under the backscattering geometry in which kˆi and kˆs are antiparallel to each other. For bulk material,
the Raman tensors are typically expressed in terms of the base x0 = [100], y0 = [010] and z0 = [001].
[38, 54] Under this configuration the TO phonon is forbidden while the LO mode is allowed. However,
as a consequence of the particular crystal structure and morphology of the nanowires (usually they grow
along the [111]ZB/[0001]WZ direction), the standard base is not appropriate for the determination of the
selection rules so that the most logical set of axes become x = [01¯1], y = [211] and z = [1¯11], as
represented in figure 2.6. For the experimental geometry to be considered in section 4.1.2, the incident
Figure 2.6: Scheme of the crystallographic configurations used for measurements on GaAs nanowires. [61]
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and scattered light directions are along the x axis while the y and z are the in plane axes perpendicular
and parallel to the nanowires axis, respectively. In backscattering, the TO mode is allowed from (110) and
(111) surfaces while the LO mode is allowed from the (100) and (111) surfaces, respectively. Thus, for the
present geometry of the nanowire, only the TO mode is expected in the ZB phase. Under this configuration
the Raman tensor R
0
for the transversal modes can be defined as: [54,61]:
R
0
(y) =
266664
0 1p
3
  1p
6
1p
3
2
3   13p2
  1p
6
1
3
p
2
  23
377775 , R0(z) =
266664
0   1p
3
1p
6
  1p
3
2
3
1
3
p
2
1p
6
1
3
p
2
  23
377775 . (2.8)
After transformation of the Raman tensor into the basis and due to its application on equation 2.7 it is
predicted that for the experimental configurations x(z, z)x¯ and x(y, y)x¯, the transversal mode intensity
is near the maximum value, which is obtained for an angle of polarization in the incidence of  20 . For
the experimental configurations x(y, z)x¯ and x(z, y)x¯, the transversal mode intensity is not zero but very
small. [54]
In the case of the wurtzite phase, the crystallographic directions corresponding to the x, y and z
axes are, respectively, [112¯0], [11¯00] and [0001]. As the unit cell along [0001] doubles (from two to four
atoms) with respect to the zincblende one along [111] (see section 2.2.1), the phonon dispersion can be
approximated by folding the zincblende structure along this direction ( ! L) as shown in figure 2.7. [54]
In the wurtzite structure, which belongs to the C6v point group, the group theory predicts eight sets of
modes at the   point: 2A1 + 2B + 2E1 + 2E2. [23, 70] Among these, the A1 and B modes have atomic
displacements parallel to the c-axis while the Emodes have atomic displacements perpendicular to it. The
A1 and E1 modes are both Raman and infrared active. Due to the anisotropy of the force constants these
two polar modes of the wurtzite crystal may mix giving rise to two new modes E1(LO) andA1(TO). [23,54]
The two modes A1(LO) and E1(TO) are closely related with the zincblende phonons LO e TO whereas
the EH2 and EL2 are two wurtzite characteristic modes being both active only in Raman. [54] The B are
silent modes. These considerations are schematically represented in figure 2.7. The selection rules are
listed in table 2.2.
Figure 2.7: Comparison between the atomic arrangement in a) zincblende and b) wurtzite structures along the
nanowires growth axes. c) Schematic representation of the phonon dispersion in wurtzite GaAs and of the folding of
the zincblende branches as a consequence of the doubling of the unit cell along [111]. [54]
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Table 2.2: Selection rules for phonon modes in wurtzite GaAs accordingly to the group theory. [54]
Mode k (cm 1) Active Configuration
A1 (LO) 291 Raman, infrared z(y, y)z¯
A1 (TO) unknow Raman, infrared x(y, y)x¯, x(z, z)x¯
B1 234 Silent mode
EH2 259 Raman x(y, y)x¯, x(y, y)z¯, z(y, x)z¯, z(y, y)z¯
E1 (TO) 267 Raman, infrared x(z, y)x¯, x(y, z)y
E1 (LO) unknown Raman, infrared x(y, z)y
B1 206 Silent mode
EL2 59 Raman x(y, y)x¯, x(y, y)z¯, z(y, x)z¯, z(y, y)z¯
2.3 Radiative and non-radiative transitions in photoluminescence
Photoluminescence is a non-invasive technique for characterization of optical and vibrational proper-
ties of materials with a significant importance on the identification of defects and impurities in semiconduc-
tor materials. Usually, in such experiments, the e-h pairs are generated by absorption of monochromatic
electromagnetic radiation and then they diffuse and de-excite through radiative and non-radiative pro-
cesses, most of them involving defects. Particularly, the temperature dependence of the intensity of the
radiative transitions is of great interest to the knowledge of the electronic levels structure involved in the
de-excitation paths. Five different processes can be distinguished in photoluminescence: [34,71]
i. e-h excitation: under continuous photo-excitation a steady-state density of free electrons and holes
are generated in the conduction and valence bands, respectively. Usually, most electrons are excited
from the highly occupied heavy-hole valence band but transitions involving the split-off and the light-
hole valence bands can occur as well;
ii. e-h thermalization: photo-excited free charge carriers tend to relax to the band edges by loosing
their excess of kinetic energy in order to reach the thermal equilibrium with the lattice. During this
process occurs the emission of optical and acoustic phonons;
iii. e-h diffusion: in order to establish a uniform distribution the charge carriers tend to diffuse into the
sample;
iv. exciton formation and localization: the Coulomb interaction between electrons and holes can
lead to the formation of free-excitons. Subsequently, the presence of shallow and deep defects (we
will see this later) may capture these excitons.
v. e-h recombination: free or bound excitons as well as free or bound charge carriers (e.g., trapped
at defects centres) may recombine by a radiative or non-radiative mechanism (e.g., Auger effect,
cascade capture through excited states, multiphonon emission, etc) [72]. A detailed overview on
this subject is covered in the next section.
2.3.1 Interband and excitonic recombinations
Consider figure 2.8 where a schematic illustration of basic radiative mechanisms in photoluminescence
are shown. After photoexcitation, free electrons and holes can recombine radiatively via band-to-band
transitions (h⌫b b) when bound states (shallow impurities) are ionized (e.g., under strong excitation or at
high enough temperatures). [34]. These transitions can occur between the band edges at the zone center
(k = 0). [38] The lineshape and the strength of the emission band are dependent on the transition nature,
M.Sc. thesis presented to the University of Aveiro by B. P. Falcão November, 2011
2.3. Radiative and non-radiative transitions in photoluminescence 13
direct or indirect. [34] For the late, the recombination involves the participation of phonons in order to
conserve the momentum.
DAP
Figure 2.8: Energy-level scheme showing the mechanisms of a photo-excited direct p-type semiconductor. Incident
light h⌫exc excites an electron from the hh valence band to an excited state in the CB which then relax through the
emission of a cascade of phonons with energy ~!p. Several recombination processes including band-band (h⌫b b),
band-acceptor (e   A) and donor-acceptor (DAP ) transitions are shown. FX and A0   BX denotes the free and
bound exciton (to an acceptor A), respectively.
Free-to-bound transitions (i.e., band-to-acceptor, as illustrated in figure 2.8) can occur when a free
charge carrier (say an electron) recombine radiatively with a charge carrier (hole) trapped at an impurity
(acceptor like). The emitted photon energy Ee A will be given by the difference between the energy gap
Eg and the shallow acceptor binding energy EA. Thus, free-to-bound transitions are a simple way of
measuring impurities binding energies. Interestingly, if the acceptors concentration increase there will be
an overlap of the acceptor levels into an impurity broad band. [73] Consequently, an increase of the width
of the line is observed.
If, for instance, a semiconductor under equilibrium contains both donor and acceptors impurities some
of the electrons from the donors will be captured by the acceptors becoming both impurities ionized. After
photoexcitation, charge carriers can be trapped at the ionized donors (D+) and acceptors (A ) and as
result neutral donors (D0) and acceptors (A0) centres are produced. Due to the Coulomb interaction
between the ionized impurities, the photon energy resulting from the recombination of a donor-acceptor
pair (DAP) will be increased by an amount e2/4⇡"0"rR, thus:
EDAP = Eg(T )  EA   ED + e
2
4⇡"0"rR
, (2.9)
where ED is the donor binding energy, R is the distance between donor and acceptor and "r is the static
dielectric constant. Due to the discrete nature of R, which is determined by a statistical distribution of
donor-acceptor pairs, it is expected a structured emission band composed by sharp peaks converging
towards the photon energy ~! = Eg  EA  ED. [34,38] For a better understanding, excellent reviews of
the mechanisms behind DAP transitions can be found in [71,74].
Due to the Coulomb interaction free electrons and holes can interact to form an exciton. As a result of
the electrostatic interaction the exciton’s energy is slightly lower than the bandgap energy by an amount
Ebind (exciton binding energy):
EFX = Eg(T )  Ebind. (2.10)
A free exciton traveling through the crystal can be captured by donors and/or acceptors in their neu-
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tral or ionized state via a van der Waals interaction giving rise to the so-called bound exciton. [38] The
localization of the excitons can occur in other types of defects as well. As a consequence, the exciton
experiences a lowering in its energy:
EBX = Eg(T )  Ebind   Eloc, (2.11)
where Eloc is the localization energy of the exciton on the impurity. This energy can vary from a few meV
in shallow impurities to a few tens ofmeV in deep centres and has a linear dependence with the ionization
energy Eion accordingly to the Haynes empirical rule:
Eloc = a+ bEion, (2.12)
where a and b are constants. Depending on the impurity nature and electronic state, complex excitons
can be classified as:
D0X - exciton bound to a neutral donor. It consists of a donor ion, two electrons and a hole;
A0X - exciton bound to a neutral acceptor. It consists of an acceptor ion, an electron and two holes;
D+X - exciton bound to an ionized donor. It consists of a donor ion, an electron and a hole;
A+X - exciton bound to an ionized acceptor. It consists of an acceptor ion, an electron and a hole.
By increasing impurity concentration, exciton trapping will also increase. As a result, for moderate to heavy
doped semiconductors the recombination of bound excitons acquires importance with respect to the free
exciton. Thus, at low temperatures, the band-edge PL spectra will be dominated by transitions involving
these impurities, which can be used to get information regarding the donor and acceptor binding energies.
Furthermore, observation of the recombination from bound excited states (n > 1) is somehow rare as
the binding energy is small. With the raising of the temperature, the relative importance of the radiative
transitions involving free excitons will increase until a particular value of the temperature. Due to crystals
imperfections, strains and impurities, the sharp spectral shape of the exciton emission can experience a
peak broadening. [34]
2.3.2 Shallow levels and deep centres in GaAs
As stated previously in discussing impurity levels, two classes can be distinguished: the deep and
the shallow ones. Several approaches can be found to define them although none is completely general.
[34, 38, 72] A simple distinction can be explained as follows: if the impurity atom’s core resembles the
core of the host atom, the impurity tend to be shallow and for a bound charge carrier its ionization energy
is comparable to the lattice temperature ED,A . kBT . In the case of a deep centre, the impurity atom
induces a strongly localized potential and ED,A   kBT . Deep localized centres are commonly very
efficient recombination centers. In bulk GaAs, the PL spectrum at low temperature can be divided in three
regions: [34,72]
Eg < E . Eg - 0.025 eV : recombination of free excitons and excitons bound to defects, and the bound
electron-free hole transition;
Eg - 0.025 eV . E . Eg - 0.045 eV : recombination involving shallow donors and acceptors (free to bound
and donor-acceptor pair);
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E . Eg - 0.100 eV : recombination due to deep defects.
At low energies, the PL emission is due to recombination at deep centres such as point defects, extended
defects and closed-shell impurities. [34] In GaAs, the native point defects are vacancies in the sub-lattices
of Ga and As (VGa, VAs), Ga or As interstitials (IGa, IAs) and Ga or As antisites (AsGa, GaAs).
A compilation of the main photoluminescence lines due to excitons and shallow impurities is listed in
table 2.3. We should note that only impurities relevant to this work are presented. Table 2.4 lists main PL
lines due to deep centres.
Table 2.3: Summary of PL lines in ZB GaAs due to excitons and impurities at about 5K. [34]
Energy (eV) Assignment
1.5192 energy gap
1.5186 n = 3 state of the neutral donor
1.5181 n = 2 state of the free exciton
1.5175 n = 2 state of the neutral donor
1.5153 n = 1 state of the free exciton (X)
1.515 - 1.5145 excited states ofDX
1.5141 exciton bound to neutral donor (D0X)
1.5133 exciton bound to ionized donor (D+X) or neutral donor to valence band (D0h)
1.5128 - 1.5122 exciton bound to neutral acceptor (A0X)
1.511 - 1.50 sharp lines (d,X) due to excitons bound to neutral point defects
1.5108 two electron transition of a free exciton recombining in the vicinity of a neutral donor
1.5097 two electron transition of (D0X) with the donor left in the n = 2 state
1.4938 two-hole transition of an exciton bound to neutral C acceptor
1.4935 conduction band to neutral C acceptor
1.4922 two-hole transition of an exciton bound to neutral Mg acceptor
1.4911 conduction band to neutral Mg acceptor
1.489 neutral donor to neutral C acceptor
1.488 neutral donor to neutral Mg and Be acceptors
1.4871 two-hole transition of an exciton bound to neutral Si acceptor
1.485 conduction band to neutral Si acceptor
1.482 neutral donor to neutral Si acceptor
Table 2.4: Summary PL lines in ZB GaAs due to deep levels at 77K. [34,75]
Energy (eV) Assignment
1.467 VGa   IAs
1.443 Ga As
1.412 VAs   CAs
1.36 SiAs   VAs
1.36 AsGa   SiGa
1.35 VGa   SiAs
1.34 V 0Ga
1.33 - 1.30 V  Ga
1.32 Ga2 As
1.32 GaAs   donor
1.284 Ga As
1.22 VGa   SiGa
1.22 - 1.19 V 2 Ga
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2.3.3 Temperature dependence of the photoluminescence
After photoexcitation, a competition for the capture of excitons between radiative and non-radiative
centres occurs. When these defects are composed of shallow’s donor or acceptor impurities the exciton
localization energy is of a few meV. At low temperatures, excitons and charge carriers are captured
primarily by radiative centres, so that the likelihood of being caught by non-radiative centres is reduced. At
sufficiently high temperatures non-radiative de-excitation mechanisms are activated which contribute to the
diminishing of the probability of radiative recombination of free and bound excitons. Thus, the intensity of
luminescence decreases with increasing temperature. For some defects an initial increase in the intensity
of defects related luminescence happens with increasing temperature, followed by a gradual extinction.
Thus, the overall temperature dependence of the photoluminescence has two distinct regimes: [76]
T . 25 K: With the temperature increase in this range, excitons could be released from shallow impurities
leading to an increase of free excitons concentration. Consequently, the fraction of excitons captured
by other deepest centres increases, which translates into an increase of the recombination intensity
of such centres;
T & 25 K: With the rise in temperature, the relative importance of the non-radiative transitions increase
and thus the luminescence will decrease rapidly. This reduction is mainly due to two reasons:
i. There is a quasi-thermal equilibrium between excitons captured by the optical centre and free
excitons;
ii. The excitons are not captured by the centre because 1) they are thermally dissociated before
being trapped or 2) are captured by others non-luminescent centres.
These last assumptions are considered in figure 2.9 where energy-level schemes for particular defects
are illustrated. In this assumption, |0i and |1i represent, respectively, the fundamental and the first excited
states of this defect. The band denoted by FX is the one in which free excitons move freely. E0 and E1
represent the energy difference between the defect levels |0i and |1i and between the ground state |0i and
the excitonic band, respectively. In figure 2.9(a) it is also represented an energy level of a shallow defect
in which the exciton has a small binding energy Edef . In figure 2.9(b) the conduction band is considered in
spite of the excitonic band. In figure 2.9(c) a similar energy level diagram is depicted for an acceptor defect
considering the valence band. If the exciton doesn’t release from the defect as a whole but instead the
release of one electron or hole occurs the excitonic band is replaced by the conduction (CB) or valence
band (VB), respectively.
Ei
Ebx
| 0 >
| 1 >
Enr
FX
Ei
Ebx
| 0 >
| 1 >
Enr
CB
Non-radiative transfer
Edef
Ei
Ebx
| 0 >
| 1 >
EnrVB
Edef
(a) (b)
(c)
EV
EC
Non-radiative transfer
Non-radiative transfer
Edef
EFX
Figure 2.9: Energy-level schemes for charge carriers/excitons localized in particular defects: |0i and |1i express the
ground and the first excited state, respectively. (a) Thermal emission of a bound exciton; (b) thermal emission of the
particle with lower binding energy (electron); (c) thermal emission of the particle with lower binding energy (hole).
For the present model, the dependence of the photoluminescence intensity I on the temperature can
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be modeled by the equation: [76–78]
I(T ) = I0
8<:
"
1 +
X
i
ciexp
✓
  Ei
kBT
◆
+ cbxT
3/2exp
✓
  Ebx
kBT
◆#"
1 +
g
1 + cnrexp
 
  EnrkBT
 #9=;
 1
, (2.13)
where I0 is a parameter related to the PL intensity at 0 K, I(0) = I0/(1+g), and g accounts for the temper-
ature independence ratio between carrier trapping at radiative defects and at competing shallow traps. kB
is the Boltzmann constant and ci are ratios between the degeneracy factors of excited and ground states,
cbxT
3/2 accounts for the effective density of states of the band involved and cnr is a fitting parameter. The
terms within the first square brackets accounts for two different PL quenching type channels, the second
describes the promotion of the loose charge carrier to a series of discrete excited states, while the third
represents the promotion of the bound exciton to the excitonic band or of the looser bound charge carrier
to the respective band (conduction or valence). Ei refers to the difference in energy between the excited
state and the ground state of the center while the energy Ebx refers to the binding energy of the exciton
or the less bound particle of the exciton in the centre. The expression in the second square brackets
describes the thermal “frozen” excitations from traps shallower than Ebx.
2.4 X-ray diffraction
X-ray diffraction (XRD) is a very useful technique in the study of the composition and structural quality
of crystals. It relies on the observation of the scattered X-Ray intensity when a constructive interference
occurs between two beams “reflected” at adjacent planes. The phenomenon can be described by Bragg’s
law:
n  = 2dhklsin(✓) (2.14)
where n is an integer,   is the wavelength of the incident photon and ✓ is half of the diffraction angle
between the incident and scattered directions. The distance between two adjacent planes is given by the
interplanar spacing dhkl with the indices specifying the Miller indices (hkl) of the lattice planes. For a cubic
structure with lattice constant a, such as for bulk GaAs, the interplanar spacing is given by: [36]
1
d2hkl
=
h2 + k2 + l2
a2
, (2.15)
while for an hexagonal structure with parameters a and c, as for the wurtzite phase of GaAs, the interplanar
separation is given by: [79]
1
d2hkl
=
4
3
h2 + hk + k2
a2
+
l2
c2
. (2.16)
The calculation of the lattice parameters a and c of the hexagonal structure can be roughly estimated
based on the knowledge of the Miller indices for each reflection. In order to find such values, we start by
rearranging equations 2.14 and 2.16: [80]
sin2(✓) =
 2
4
"
4
3
✓
h2 + hk + k2
a2
◆
+
l2
c2
#
. (2.17)
For reflections of the type (hk0), when we substitute l = 0 on equation 2.17 we obtain:
a =
 p
3 sin(✓)
p
h2 + hk + k2. (2.18)
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Once the value of a is found we can calculate the lattice parameter c based on the others reflections by
rearranging equation 2.17 this time in order to c:
c =
ls
4 sin2(✓)
 2
  4
3
h2 + hk + k2
a2
. (2.19)
For the case where reflections of the type (hk0) are not observed, the lattice parameters a and c can be
obtained by solving a system (for equation 2.17) considering two different reflections (hkl).
2.5 Scanning electron microscopy
Scanning electron microscopy is an electron imaging technique that rasters the sample’s surface with a
high-energy finely focused electron beam to produce magnified images (up to x800.000) and provide in situ
chemical information from virtually any type of specimen. It had been widely used for in situ and dynamics
experiments because there is an ample room in the specimen chamber for heating, cooling, tensile or other
special devices. [81] A major feature in SEM is the three-dimensional appearance of images due to the
large depth of field as well as to the shadow relief effect of the secondary (SE) and backscattered electron
(BSE) contrast. [82] These are the two principal signals generated and used to form images that result from
differences in the surface topography. Although, other types of signals are produced from the interaction of
the electron beam with the sample, e.g., X-rays, Auger electrons and cathodoluminescence. [83] Sample’s
preparation in SEM experiments is an absolute prerequisite and an unavoidable step as they must be
resistant to the electron beam as well as electrically conductors. For instance, they can be presented in
a large nature of materials and physical properties: i) metals, alloys and metallic materials, ii) hard, dry,
inorganic materials, iii) hard or firm, dry natural organic materials, iv) synthetic organic polymer materials,
v) biological organisms and materials and vi) wet and liquid samples. [84]
A electron microscope, as the one illustrated in figure 3.1, has two major components: the electron
column where the electron beam is generated, focused and hits the sample and a control console where
the sample’s signal (electrons or photons) is converted into an electric signal and the formed image is dis-
played. Usually, the column’s base is attached to a vacuum pump system that produces a vacuum of about
Figure 2.10: Basic diagram of a SEM showing the two major parts: the electron column (left) and the electronics
console (right). [82]
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10 8 torr‡. As for the sample compartment, the vacuum is less stringent being in usually at pressures of
10 3 torr. The electron gun generates and accelerates electrons to an energy typically from 0.1  40 keV.
The most common are the tungsten hairpin working in the thermionic regime, however the spot size is too
large (> 2  3 nm) to produce a sharp image. In order to overcome this without decreasing the intensity
it is necessary to use a brighter source as, e.g., a field emission cathode or a Schottky emission gun, in
which the spot size is of only a few Å. Several lenses (electrostatic or electromagnetic) are used to demag-
nify and focus the electrons spot into the sample’s surface. A deflection system consisting of two pairs of
electromagnetic coils are placed after these lenses to sweep the beam across the sample (point-by-point).
Finally, various detectors can be used to collect those many types of signals generated. As previous
referred, secondary electrons emission (low energy) and backscattered electrons (high energy) are the
most common and both can be collected by a standard Everhart-Thornley detector. [82] X-ray analysis
are achievable through energy dispersive spectrometers (EDS) which are usually accopled to the SEM’s
equipment. They are of great interest as they give qualitative information on the elements-composition
within the sample.
‡nominal value for the Hitachi SU-70 model used for the measurements performed in the context of this thesis.
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3 Molecular beam epitaxy growth
One reason why semiconductors have become the choice material for the electronics and optoelec-
tronics industry is the existence of highly sophisticated growth techniques that allow the manufacture of
elaborate structures such as heterojunctions, quantum dots, quantum wells, superlattices and nanowires.
Even the simplest semiconductor device requires the deposition of a series of extremely pure crystal
films on top of finely polished substrates obtained through the bulk crystal growth techniques such as the
Czochralski method, the Bridgman method, the float-zone method or the Lely methods. [38,85] Among the
large variety of deposition techniques the epitaxial ones excel as they allow a more precise control, uni-
form thickness, excellent homogeneity, high purity, precise doping profiles, very sharp interface between
the substrate and epitaxial layers and low misfit dislocations in the interfaces. [39, 85] Expitaxy⇤ is the
process of growing a thin highly pure atomic layer (at a very slow rate as low as a monolayer per second)
on top of a monocrystalline substrate where its crystal structure is extended from the underlying substrate.
Several epitaxial techniques were developed in the past decades in order to progressively satisfy these re-
quirements, from liquid phase epitaxy (LPE) to vapor phase epitaxy (VPE), molecular beam epitaxy (MBE)
and metalorganic chemical vapor deposition (MOCVD). [86] In the following sections we will focus and
describe the application of MBE to the growth of the samples studied in this work.
3.1 Principles of the MBE growth
The MBE is an epitaxial growth process developed in the late 1960s intended to the growth of high
quality thin films of GaAs and AlxGa1 xAs for high performance and high frequency devices. [87–89] It
involves the generation of fluxes with the constituent elements and doping species (thermal molecular
beam) and their reaction at a crystalline surface (substrate) to form an ordered overlayer (epitaxy ). The
condition of a stringent ultra-high vacuum (10 8 torr) is required mainly so that the atomic layer is formed
free of non-intentional impurities as it assures that the mean free path of the evaporated particles is greater
than the geometric size of the camera. [90, 91] Thereby, the molecules (or atoms) form a well-collimated
beam that travels ballistically for meters without collision. A schematic diagram of a MBE growth system
is illustrated in figure 3.1. The double wall nitrogen cooled chamber is of a conventional stainless steel
construction with separate primary pumping stacks and isolated by gate valves. The selected substrate
is placed in the centre of the chamber on a proper holder. Usually, it is made of a refractory metal, e.g.,
Mo or Ta, and is equipped with a rotation system to avoid deviations in thickness uniformity, doping and
composition and a heater that produce an uniform temperature across the substrate in order to i) desorb
the surface oxide, which for GaAs occurs between 580 C and 600 C, and ii) to stimulate the migration of
the deposited specimens through the sample’s surface during the growth. [90] The ultra-high purity molec-
ular (or atomic) flux depends on the nature of the source materials. The usual technique for generating
⇤The “epitaxy” etymology derives from the combination of the greek words epi, meaning placed or resting on, and taxis, meaning
arrangement.
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Figure 3.1: A schematic diagram of the MBE growth system. [39]
the beams is thermally (by a Knudsen effusion cell or simply K-cells), although, alternative sources have
been employed for certain materials, viz., “cracker” or dissociation cells, gas sources, electrochemical
cells, and electron beam evaporators to say a few. [90,91] The K-cells are the critical component in MBE
systems and are the basis for nearly all matrix and/or dopant solid materials evaporated in an atomic flux
beam (e.g., Ga, Al, In, As, P, Sb, Si, Ge, Sn, Be). [91] Group V materials, such as As and P, are usually
evaporated in a more efficient way through a “cracker” or dissociation cell in the form of molecular beams
of tetrameric (As4) and diatomic (As2) molecules. [90] The growth control process is achieved through
mechanical shutters in each individual source, by choosing adequate effusion temperatures and by moni-
toring the layer formation by in situ techniques such as RHEED (reflection high energy electron diffraction)
and XPD (X-ray photoelectron diffraction).
3.2 Samples
The samples studied in the present work were grown on a MBE Riber 2300 R&D at the Universidade
Federal de Minas Gerais. The substrates chosen were of high quality p-type silicon with a (111)B surface
orientation. On top of these non-treated substrates, Au colloidal nanoparticles dispersed in water with an
average diameter of (5.0± 0.5) nm were deposited by means of drop-coating which created coated areas
with diameters of about 1  2 mm. The substrates rested for two hours at room temperature in order to
dry and then were placed in the MBE’s buffer chamber for degassing. This process took two hours with
the sample heated at 400 C. After degassing the substrates were transferred to the growth chamber and
the temperature raised to 625 C. Under a partial pressure of As4 of 3.4 · 10 5 torr, the growth starts by
simultaneously opening the Ga and Mg cells, at the conditions described in table 3.1.
Table 3.1: Growth parameters for all samples studied in this work. The estimated thickness for a layer of GaAs grown
outside the area with Au nanoparticles is expressed under the Height column.
Sample
Tsubs As4 TGa TMg Rate Time Height nhall
( C) (torr) ( C) ( C) (ML/s) (min) (µm) (cm 3)
BH1001 625 3.4⇥ 10 5 945 185 1 90 1.91 3 · 1014
BH1002 625 3.4⇥ 10 5 945 175 1 90 1.91 5 · 1013
BH1003 620 3.4⇥ 10 5 945 220 1 120 2.54 8 · 1016
BH1004 625 3.4⇥ 10 5 945 240 1 120 2.54 1 · 1018
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4.1 Structural characterization
4.1.1 Scanning electron microscopy
The study of the morphology of the nanowires was performed at the Universidade de Aveiro, on an
Ultra-high Resolution Analytical Scanning Electron Microscope HR-FESEM Hitachi SU-70 with a standing
Schottky emission electron gun (FESG) able to accelerate electrons up to 30 kV. It is equipped with
in-lens SE and BSE detectors for which a secondary electron image resolution of 1 nm at 15 kV and a
magnification range of x30 to x800.000 is available and a Bruker QUANTAX 400 EDS spectrometer for
elemental analysis.
The measurements performed for all samples have shown qualitatively equivalent results. In partic-
ular, it was not observed any dependence on the topography of the samples with the temperature of the
magnesium “cracker” cell. Despite of the time of growth was larger for samples BH1003 and BH1004
(120 min) when compared to the other two (90 min), we will only present results for the former ones.
The sample’s surface after the MBE growth is shown in figure 4.1 for some selected views. From figure
4.1(a) we see that the Au-colloidal nanoparticles deposited by the drop-coating technique has lead to the
formation of nanowires disposed inside of circular dots of 1  2 mm diameter. The nanowires density
is higher in the centre of each dot. The outermost area around some dots shows the result of a weak
accumulation of Au-colloidal nanoparticles which leaded to the formation of a low density distribution area
of nanowires. The cross-sectional views of these dots, as illustrated in figures 4.1(c) and 4.1(d), suggest
that the nanowires grow without any particular orientation. The same lack of orientation is observed in
small density areas (figure 4.1(b)). The image also shows the existence of several regions inside the
drops where it is observed clusters of nanowires. Possibly, this behaviour is due to variations of the Au
nanoparticles density inside the drops. The lack of orientation of nanowires grown on Si(111) substrates
was reported in the literature and was pointed to be related to the growth temperature conditions. [14,17,
92]
In figure 4.1(c) and (d) it is clearly observed a GaAs layer underneath the nanowires. In the absence
of the growth of the nanowires the thickness of this layer is higher. This variation of the thickness shows
that the growth of the nanowires is done partially at the expense of material in this layer.
Panels (a) to (c) of figure 4.2 show the plan view SEM images of a low density area of the surface of
the sample. As shown in the figures, the nanowires are up to ⇠ 50 µm long and exhibit a wide hexagonal
section base with diameter of a few hundreds nm. This nanowire present a very large length-to-width ratio
and also reveal a tapering effect that starts at the base and extends to the tip where they are significantly
narrower. The tapering is attributed to the limited adatom diffusion from the sidewalls and substrate surface
to the top as a consequence of the high growth temperature (625 C). [16, 93–95] The high length of the
nanowires is related to the growth time, being expected to increase linearly with it. [95] The dependence of
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(a) BH1004 (b) BH1003
(c) BH1003 (d) BH1003
Figure 4.1: Scanning electron microscopy images showing the nanowires grown by MBE on Si(111) substrate: (a),
(b) topographical view; (c), (d) cross-sectional views. The variation of the thickness of the GaAs layer underneath the
nanowires is observed at the edge of the nanowires area in (d).
the diameter on the growth rates also vary with the growth parameters. [95] In figure 4.2(b) the nanowire
region before the tip shows a distribution of circles around the nanowire growth axis. This suggest the
existence of what can be laminar twinnings in the ZB planes or some kind of polytypism between the ZB
and the WZ structures. [17,20,21,54,67] However, it is not possible to distinguish them without any further
studies (e.g., HR-TEM analysis). In this range, the estimated diameter is ⇠ 140 nm. While the critical radii
under which the formation of the wurtzite phase occurs is small (a few tens nm), several authors reported
the observation of this phase in nanowires slightly larger than ⇠ 100 nm. [19,21,54,58] To our knowledge,
the appearance of the wurtzite phase is not reported in the literature for nanowires with the diameters
observed in this work, only for nanoneedles with a diameter in the base of ⇠ 300 nm the WZ phase was
reported. [59]
The above results show that no influence of the Mg concentration was observed on the morpho-
logy of the nanowires. This is expected since the measured concentration of Mg atoms is in the range
5 · 1013   1 · 1018 cm 3, which is approximately less than 0.002% relatively to the atomic density of bulk
GaAs.
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(a) BH1004
(b) BH1003 (c) BH1004
Figure 4.2: SEM high magnification images of GaAs nanowires. (a) nanowire exhibit a tapered structure. (b) probably
laminar twinnings in the ZB planes or polytypism ZB/WZ near the tip. (c) structured base with width of a few hundreds
nm.
4.1.2 Raman spectroscopy
In order to investigate the crystalline phases present in the nanowires, Raman spectroscopy was
performed in several individual nanowires. The measurements were carried at the Universidade Federal de
Minas Gerais, at room temperature on a Dilor XY spectrometer in the triple monochromator backscattering
configuration with anOlympus BH-2 microscope equipped with a 100x magnifying lens. The excitation was
performed with the 647 nm line of a Coherent Innova 90C Ar-Kr laser. The laser spot size for the 100x
lens was ⇠ 1 µm and the laser power was kept below ⇠ 1 mW in order to avoid sample heating. For the
azimuthal dependence on the Raman scattering, the four geometry configurations were obtained through
the use of two halfwave plates positioned after the laser and/or before the spectrometer entrance slits. It
should be noted that the spectrometer detects only linearly polarized radiation. Due to the influence of
the temperature on the spectrometer, all Raman spectra presented were corrected so that the silicon TO
mode occurred at 520.0 cm 1. The notation used to denote the polarization configuration is referred in
section 2.2.3.
In order to conduct several analysis of individual nanowires they were transferred to the surface of a
clean Si substrate as illustrated in the optical microscopy image in figure 4.3. The measurements were
performed in more than one nanowire for each sample. Due to the similarity of results in all studied
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80x 20x
Figure 4.3: Optical microscopy image (20x) showing several nanowires transferred to a clean Si substrate. The inset
(80x) shows an individual wire and the locations where the laser spot was placed for the Raman measurements.
nanowires we opted to present the data for just one nanowire, which belongs to sample BH1002. The
selected wire is shown in the figure’s inset and the measurements were performed at the locations marked
as pos#1, pos#2 and pos#3. For such experiments, the wire, with an estimated length of 45 µm, was
placed horizontally under the microscope lens. All those small wires observed around the tip (near pos#1)
do not affect the measurements in the present study. The wire shows a progressive narrowing from pos#3
to pos#1, very similar to the tapered effect observed in section 4.1.1.
Figure 4.4 shows the polarization dependence on the Raman scattering for each position along the
nanowire. The positions of all observed peaks are shown in Table 4.1. Three peaks at ⇠ 256 cm 1,
⇠ 265 cm 1 and ⇠ 289 cm 1 have been related to different vibration modes in GaAs. [23,54] Additionally,
another peak was observed for all spectra at ⇠ 302 cm 1. This peak corresponds to the 2TA(X) phonon
mode that arises from the silicon substrate. [96] We observe that the relative intensity of this peak is
independent of the experimental configuration. Due to the fact that the origin of this peak is related to the
Si substrate, it is not relevant to the intended structural discussion of the nanowires. In this way, we will
not further discuss this phonon mode.
Figure 4.4: Raman spectra obtained at three different positions of a particular nanowire of sample BH1002. The
experimental configuration for each spectrum is shown.
M.Sc. thesis presented to the University of Aveiro by B. P. Falcão November, 2011
4.1. Structural characterization 27
Table 4.1: Peak positions of the phonon modes along the nanowire. All values are given in cm 1.
Position ID Configuration EH2 TO/E1(TO) LO/A1(LO)
pos#1
x(z, z)x¯ — 265.3 289.3
x(y, z)x¯ — 266.0 287.5
x(y, y)x¯ 256.1 265.5 —
x(z, y)x¯ — 265.3 288.3
pos#2
x(z, z)x¯ — 265.1 289.6
x(y, z)x¯ — 266.1 289.9
x(y, y)x¯ 256.0 264.8 —
x(z, y)x¯ — 265.4 288.7
pos#3
x(z, z)x¯ — 264.5 288.7
x(y, z)x¯ — 264.8 288.7
x(y, y)x¯ 254.9 264.1 —
x(z, y)x¯ — 264.5 288.3
As previously discussed, the growth of GaAs nanowires can occur with the ZB or WZ crystalline
phases. Considering the set of crystallographic axis that describe the geometry of the nanowires (see
figure 2.6), the selection rules predict only the TO phonon mode in the ZB phase whereas for the WZ phase
the EH2 and E1(TO) phonon modes are expected. According to the literature, the theoretical positions for
the ZB phase TO and LO modes are⇠ 269 cm 1 and⇠ 292 cm 1, respectively. [97] In the case of the WZ
phase, the theoretical positions are ⇠ 259 cm 1, ⇠ 267 cm 1 and ⇠ 291 cm 1 for the EH2 , E1(TO) and
A1(LO) phonon modes, respectively. [54] For the WZ phase another mode (EL2 ) is predicted at 59 cm 1,
which is out of the measurement range in this work, and two other phonon modes (E1(LO) and A1(TO))
could be observed but the positions are not well established. [23,54] For these two crystalline phases, the
above phonon modes are the ones optically active in Raman spectroscopy.
The experimental results show two peaks at⇠ 265 cm 1 and⇠ 289 cm 1 in almost all configurations.
The first of these two peaks could be related to the phonon mode TO in ZB phase as well as to the
phonon mode E1(TO) in the WZ phase, depending on the experimental configuration. Accordingly to the
selection rules, for the x(z, z)x¯ and x(y, y)x¯ configurations the E1(TO) mode is forbidden whereas the
TO is expected to be observed. From the experimental spectra for the x(z, z)x¯ it is observed an intense
peak at ⇠ 265 cm 1 which could be attributed to the TO in the ZB phase. On the other hand, for the
experimental configurations x(z, y)x¯ and x(y, z)x¯, we observe a reduction of the relative intensity of the
peak at ⇠ 265 cm 1. For these configurations, the E1(TO) mode is allowed and the relative intensity
expected for the TO mode is small. So, the observation of this peak for all spectra is compatible with the
above two phonon modes in both crystalline phases.
The peak at ⇠ 289 cm 1 could be related to the phonon mode LO of the ZB phase and to the A1(LO)
of the WZ phase. However, the observation of the later phonon mode in both crystalline phases is not pre-
dicted under the present experimental configurations. Actually, the observation of the peak at ⇠ 289 cm 1
may suggest a different geometrical orientation of the nanowire relatively to one expressed in figure 2.6.
We should note that the experimental energies for both phonon modes are slightly lower than the val-
ues in the literature. [54,97] This behaviour suggest the possible existence of strain. Due to the difficulty in
the attribution of these peaks to a given crystalline phase it is not possible to clearly state which crystalline
phase is strained.
The observation of the EH2 phonon mode is very important because it allows the identification of theWZ
phase in the nanowires. According to the selection rules, the appearance of this mode occurs only in the
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x(y, y)x¯ configuration. The observation of a peak at ⇠ 255  256 cm 1 under this particular configuration
is attributed to the phonon mode (EH2 ) and is a clear indication of the presence of the WZ phase in the
studied nanowires. As in the case of the two phonon modes at ⇠ 265 cm 1 and ⇠ 289 cm 1 also for the
EH2 phonon mode we observe a small shift to lower energy which is compatible to existence of strain in the
WZ phase.
4.1.3 X-ray diffraction
In this work, XRD studies were performed at the Universidade de Aveiro on a Philips X’Xpert MRD PW
3710 diffractometer using the Cu-K↵1 = 1.54060 Å line. Measurements were done at room temperature in
the ✓/2✓ configuration (Bragg-Brentano setup) and in the grazing incidence diffraction configuration (2✓)
in order to reduce the contribution of the substrate.
Preliminary experiments on nanowires grown on GaAs substrates have shown that the 2✓ configuration
is more suitable to study the layer at the surface of the samples as compared to the ✓/2✓ configuration. The
same result was observed for the growth of nanowires on Si substrates as shown in figure 4.5 for sample
BH1001. In this figure, we show a superposition of the diffractograms obtained in both configurations as
well as the one obtained for a reference Si(111) substrate. In addiction, we also show the theoretical
positions and relative intensities for reflections expected in the ZB and WZ GaAs phases. For the ✓/2✓
configuration it is observed peaks at 2✓ = 27, 45, 54, 66, 84, 90 . From the comparison of these peaks with
the predicted reflections for the ZB and WZ GaAs phases we relate the observed peaks to the ZB phase.
This configuration do not show the presence of the WZ phase. As shown by the SEM data, a GaAs layer
is observed underneath the nanowires. So, we consider that the ZB phase reflections observed in this
configuration are mainly due to the bulk like material in this layer.
Figure 4.5: X-ray diffraction patterns for sample BH1001 (✓/2✓ and 2✓ configurations) and Si(111) substrate (2✓
configurations). For clarity viewing it was added an offset on the 2✓ and on the Si(111) substrate diffractograms.
The diffractograms for the 2✓ configuration and for the Si substrate were shifted vertically in order to allow a better
comparison.The vertical bars represents the theoretical positions and relative intensities for reflections expected in the
ZB and WZ GaAs phases.
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On the other hand, for the 2✓ configuration, the above reflections were observed as well as news ones
at 2✓ = 26, 29, 38, 43, 49, 69, 73 . With the exception of the peaks at 2✓ = 43 and 73 , the new ones could
not be attributed to reflections in the ZB phase (see figure 4.5). However, the expected reflections of the
WZ phase should occur close to these experimental peaks. The observed shift between both increases
towards higher values of 2✓. This behavior suggest the interpretation of these additional peaks in the 2✓
configuration as reflections from lattice planes in a WZ phase under strain. Moreover, the comparison of
the relative intensities expected to the WZ phase are in good agreement with the observed ones, which
strengthens the assignment of these peaks to this phase. The peaks at 43 and 77  could be assigned to
the reflections {220} and {422} in the AuGa2, respectively. This phase could form during the growth at the
nanowire/Au-NP interface.
In table 4.2, we show the positions for all observed reflections and their assignment to the lattice
planes. This identification shows clearly the presence of the WZ phase in the nanowires additionally to
the ZB phase. A similar conclusion was already obtained from Raman spectroscopy. We must note that in
that technique we investigated individual nanowires whereas in XRD a large amounts of nanowires were
scrutinized. However, this fact do not hinder the conclusion about the presence of the WZ phase in the
nanowires.
Table 4.2: Experimental reflections related to the ZB and WZ phases observed in sample BH1001. The values from
the literature as well as the corresponding crystalline phases are presented. The reflection (220) for the AuGa2 phase
is also shown.
ZB GaAs
2✓exp 2✓theo (hkl)
27.5 27.32 (111)
45.5 45.36 (220)
54.0 53.77 (311)
66.3 66.10 (400)
73.1 72.92 (331)
84.0 83.81 (422)
90.3 90.22 (511)
WZ GaAs
2✓exp 2✓theo (hkl)
26.0 26.28 (100)
29.3 29.77 (101)
37.9 38.54 (102)
49.4 50.27 (103)
69.5 70.79 (203)
AuGa2
2✓exp 2✓theo (hkl)
42.5 42.36 (220)
The observation in the 2✓ configuration of reflections related to the ZB phase should be mainly related
to the nanowires because this experimental configuration is suitable for the investigation of the top layer
of the sample. However, a small contribution could come from the GaAs layer surrounding the nanowire’s
drops.
At this point, one may wonder if any peak could be related to the Si substrate. To verify this pos-
sibility, a diffractogram of a Si(111) substrate was measured in the same 2✓ configuration and peaks at
2✓ = 35, 45, 54, 61, 65, 77 and 84  were observed. The peaks at 2✓ = 54 and 84  shows a superposition
with the ones of the ZB phase but have a very low relative intensity. For the rest of the peaks, none occur
at the same positions observed for the ones related to the GaAs phases. In this way, the new peaks
observed in the 2✓ configuration, which were attributed to the WZ phase, can not be related to the silicon
substrate.
In figure 4.6 we present the 2✓ configuration diffractograms for the four samples studied in this work.
We observe that the peaks related the both GaAs crystalline phases in sample BH1001, as previously
discussed, are equally found for the other three samples. For samples BH1002 and BH1004 we observe
two additional peaks at 2✓ = 43.3 and 50.5 . In order to identify the crystalline phases responsible for
these reflections we have considered in the database search all the chemical elements that are expected
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Figure 4.6: X-ray diffraction patterns in the 2✓ configuration of the four samples. Peaks have been related to the WZ
or ZB phases of GaAs and to the AuGa2 phase. For clarity of viewing an offset was added to some diffractograms.
The vertical bars represent the theoretical positions and relative intensities for reflections expected in the ZB and WZ
GaAs phases.
to be present in the samples. However, no crystalline phase match the above peaks.
Based on the discussion carried in section 2.4, we performed calculations on the lattice constants a
and c (of the WZ phase) for the four samples. Additionally, we also estimated the ratio c/a. To obtain the
value of the parameter a for samples BH1001, BH1003 and BH1004 we based ourselves on the (100)
reflection. The values of c were obtained for reflections of the type (h0l). To find the peak position of
each reflection a gaussian curve was fitted. Due to difficulties in fitting the peak of the reflection (100) for
sample BH1002 it turned out to be impossible to apply the same method used for the others samples. In
this way, the lattice parameters a and c for this sample were obtained by solving a system of equations
2.17 for the reflections (101) and (102). The results are presented in table 4.3.
To the best of our knowledge, the lattice parameters a and c obtained from experimental data for the
unstrained wurtzite GaAs are not well established. These parameters were only estimated for nanonee-
dles with the WZ phase and for a powder in which this phase was induced through the application of
high hydrostatic pressure. [24, 59] Additionally, a few theoretical predictions are also available in the liter-
ature. [68, 98, 99] Considering the average values obtained for each sample in this work, we performed a
comparison of them with these available values as presented in table 4.4. Our estimations are consistent
with the experimental and calculated values. Due to the absence of the lattice parameters of the strain-free
WZ phase the lattice deformation in the plane and direction of growth can not be evaluated.
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Table 4.3: Estimated lattice parameter a, c and the ratio c/a obtained for the WZ reflections for samples BH1001,
BH1002, BH1003 and BH1004.
BH1001
(hkl) 2✓ ( ) a (Å) c (Å) c/a
(100) 25.96± 0.02 3.960± 0.003
(101) 29.345± 0.008 6.58± 0.03 1.662± 0.008
(102) 37.93± 0.01 6.559± 0.008 1.656± 0.002
(103) 49.40± 0.02 6.558± 0.006 1.656± 0.002
(203) 69.46± 0.01 6.60± 0.01 1.667± 0.003
Avr. 3.960± 0.003 6.57± 0.01 1.660± 0.004
BH1002
(hkl) 2✓ ( ) a (Å) c (Å) c/a (Å)
(101) 29.28± 0.01
3.973± 0.003 6.57± 0.03 1.654± 0.008
(102) 37.85± 0.01
BH1003
(hkl) 2✓ ( ) a (Å) c (Å) c/a
(100) 25.89± 0.01 3.971± 0.002
(101) 29.253± 0.006 6.61± 0.02 1.665± 0.005
(102) 37.824± 0.006 6.576± 0.005 1.656± 0.002
(103) 49.299± 0.005 6.569± 0.002 1.654± 0.001
(203) 69.34± 0.02 6.59± 0.01 1.660± 0.003
Avr. 3.971± 0.002 6.586± 0.009 1.659± 0.003
BH1004
(hkl) 2✓ ( ) a (Å) c (Å) c/a
(100) 25.81± 0.02 3.983± 0.003
(101) 29.226± 0.007 6.56± 0.02 1.647± 0.005
(102) 37.817± 0.009 6.561± 0.007 1.647± 0.002
(103) 49.310± 0.006 6.559± 0.003 1.647± 0.001
(203) 69.38± 0.02 6.55± 0.01 1.645± 0.003
Avr. 3.983± 0.003 6.56± 0.01 1.646± 0.003
Table 4.4: Average values of the structural parameters of the wurtzite GaAs for the samples BH1001, BH1002,
BH1003 and BH1004. The values from the literature were obtained experimentally, through local density approxima-
tion (LDA) and through generalized gradient approximation (GGA).
method a (Å) c (Å) c/a (Å)
BH1001 3.960± 0.003 6.57± 0.01 1.660± 0.004
BH1002 3.973± 0.003 6.57± 0.03 1.654± 0.008
BH1003 3.971± 0.002 6.586± 0.009 1.659± 0.003
BH1004 3.983± 0.003 6.56± 0.01 1.646± 0.003
Ref. [59] experimental 3.98±0.5% 6.52±0.5% 1.638
Ref. [24] experimental 3.989(1) 6.564(1) 1.6455(5)
Ref. [99] LDA 3.912 6.441 1.647
Ref. [98] GGA 3.986 6.581 1.651
Ref. [68]
LDA 3.955 1.650
GGA 4.050 1.649
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4.2 Optical characterization
Photoluminescence experiments were carried out at the Universidade Federal de Minas Gerais, on
a Jobin-Yvon T 64000 spectrometer equipped with an Olympus BX-41 microscope unit and a Horiba
Symphony liquid nitrogen cooled multi-channel CCD detector. The samples were placed in a Janis cold
finger cryostat mounted on a 3-axis motion controlled stage. The temperature was varied between 5
K and 300 K and the cooling induced by the transfer of liquid helium. The excitation was performed
with the 532 nm line of a Coherent Verdi V-6 Ti:Sapphire diode-pumped solid-state laser with a power of
⇠ 0.25 mW under the 100x objective lens.
4.2.1 Photoluminescence of individual nanowires
To introduce the main macro-photoluminescence results of a large set of nanowires, we will briefly
discuss at first the micro-photoluminescence obtained for a single nanowire. Among the several nanowires
studied in the context of this thesis, the nanowire presented here was chosen as the one that has an
emission with the largest number of components. As will be seen ahead, most of the components observed
in the emission of this nanowire can be identified in the emission observed from a large set of nanowires.
In this way, the luminescence of this nanowire allows the introduction of the main transitions which are
representative of the emission from a bunch of nanowires.
The photoluminescence spectrum at 11 K of a single nanowire of the sample BH1002 is shown in
figure 4.7. In order to identify the main radiative transitions the spectrum was fitted with gaussian compo-
nents. An additional gaussian curve was used to fit the baseline. In the low energy side (E < 1.45 eV) it
is observed a broad emission which is well reproduced by considering several components identified as
D1, D2,. . . , D10. In particular, for the components D1, D2 and D3, the presented spectrum do not show a
clear evidence for these three components. However, from other studied single nanowires the presence of
these components was clearly shown. In this way, the fit shown in figure 4.7 consider these components.
The higher energy side consists of three major asymmetric bands reproduced by three components with
peak energies of 1.463 eV (band C), 1.489 eV (band B) and 1.505 eV (band A). Finally, a band with a low
relative intensity and peak energy of 1.523 eV (band P) was considered in order to properly reproduce the
spectrum shape in that range of energies. The assignment of the components identified in the spectrum
is shown in table 4.5.
In general, and accordingly to table 2.4 in section 2.3.2, the bands “D” may be attributed to structural
defects in the GaAs lattice. One hypothesis for the emission band D1 with peak energy of 1.294 eV is the
double acceptor Ga antisite defectGa As (transition from a neutral to a negative charge state). [34,109] It is
a dominant defect in Ga-rich n- and p-type materials and, at 77 K, this emission line have been measured
at 1.284 eV [34] From the temperature dependence of the fundamental band gap (see equation 2.3) it is ex-
pected a redshift of ⇠ 7.3 meV between 77 K and 11 K which is a value close to the one that comes from
the difference between the experimental fit of D1 (11 K) and the reported energy of Ga As (77 K). Another
possible explanation for the band D1 may be related to the attribution of the band D2. In section 2.3.2, we
have pointed three defects with emission near 1.32 eV: i) the transition involving the double charged level
of the gallium antisite, Ga2 As , similar to that described above; ii) the transition involving the single charged
state of the Ga vacancy defect; iii) the transition involving the gallium antisite double acceptor-effective
mass donor pair complex, GaAs   donor. [34, 75] In the later case, Peter Yu et al. performed experi-
ments on the excitation intensity dependence of the PL emission, photoluminescence-infrared absorption
correlation measurements and temperature dependent photoluminescence, and attributed the band D2
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Figure 4.7: µ-PL spectrum at 11 K of a single nanowire from sample BH1002.
Table 4.5: Summary of the components considered in the fit of figure 4.7 for the µ-PL emission of the nanowire, and
their tentative assignment.
ID Energy (eV) Assignment Reference
P 1.523 — —
A 1.505 Excitons bound to neutral point defects or A0X [30,34,100–103]
B 1.489 Neutral donor to neutral Mg acceptor [27,31,34,102–104]
C 1.463 IAs   VGa (NP) [34,105–107]
D10 1.449 Complexes involving mainly antisites,
.
.
.
.
.
. arsenic interstitials and vacancies, [34,105–107]
D6 1.403 and involved phonon replicas
D5 1.385 — —
D4 1.359 AsGa   SiGa or SiAs   VAs [34]
D3 1.341 V0Ga [34]
D2 1.320 V0Ga orGa
2 
As orGaAs   donor [34,75,108]
D1 1.294 Ga As or 1LO(GaAs   donor) [34,75,108,109]
to the GaAs   donor transition and the band D1 to a replica involving the LO phonon (⇠ 33.8 meV at
11 K). [75,108] About the above possible attribution of the band D2 to the single charged state of the Ga
vacancy defect, we must mention that this defect is a dominant defect in As-rich n-type material which is
not the case in our samples. Nevertheless, such attribution may also explain the nature of the band D3
whose peak energy appear at 1.341 eV. [34]
The band D4 with (peak energy at 1.359 eV) could be related with the AsGa   SiGa or SiAs   VAs
complexes. [34] Both hypothesis require that the silicon donor fill the As or the Ga site within the lattice.
Unintentional diffusion of Si atoms from the Si substrate to the GaAs nanowires during the growth has
been observed by Soo-Ghang Ihn et al. [110] A similar interdiffusion has been already reported in the
case of InP nanowires grown on Ge substrates. [111] In the case of the band D5 we haven’t found any
correlation with a known centre. However, it is very likely that this emission is related to defects.
The photoluminescence emission related to the bands D6 (1.403 eV), D7 (1.412 eV), D8 (1.421 eV),
D9 (1.428 eV), D10 (1.449 eV) and C (1.463 eV) could be related to the nearest neighbour C3v-type ar-
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senic interstitial complexes: IAs VGa, IAs CAs and IAs AsGa. [34,105,106] In general, the formation
of As interstitials and related complexes, as well as As antisites and Ga vacancies, results from the accom-
modation of the excess As in the grown material due to the As-rich conditions under the MBE growth. [107]
Particularly, for the band C, there is a strong evidence that this transition is related to the no-phonon re-
combination of the nearest pair IAs   VGa. [34,105,106]
The band B with peak energy of 1.489 eV is believed to be related to the radiative recombination of
an electron in a neutral donor with a hole in the neutral Mg acceptor. [34] Due to the broad emission in
this energy range and to the relative uncertainty in the peak energy, is is possible that this component
receives a contribution from the recombination of a free electron in the conduction band with a hole in
the neutral Mg (1.4911 eV) and to a two-hole transition of a bound exciton to the neutral Mg acceptor site
(1.4922 eV). [27, 31, 34, 102–104] The band A with peak energy at 1.505 eV is attributed to the recom-
bination of excitons bound to neutral point defects. [34, 100, 101] Two specific emissions ([g] and [g-g])
below the well known emission from the exciton bound to neutral acceptor A0X (⇠ 1.513 eV) have been
observed being characteristic of acceptor impurities in GaAs. [30,102,103]
In respect to band P, we consider two different explanations for this component. In the first case, due to
the fact that this component appears above the ZB bandgap it is possible that it may be related to radiative
recombinations in the WZ phase of GaAs. However, further investigations should be carried out in order
to verify this possibility. In the second case, the presence of the band could be related to the fact that the
type of components considered in the fit aren’t the most appropriated which will cause a bad fit mainly
at the base of the component. During the fit procedure, a Voight curve, whose shape is based on a mix
of a gaussian and a lorentezian curves, was considered and indeed the use of the band P was avoided.
However, the fitting process was hindered due to the high number of parameters involved in the fitting and
the large number of components within each spectrum, as well as the huge number of spectra analyzed in
this work. The time consuming for the fitting process was extremely high which made it virtually impossible
for the study of the luminescence of the four samples.
4.2.1.1 Polarized photoluminescence
In figure 4.8(a) we present the contour plot of the polarization dependence of the incident light on
the photoluminescence of the same nanowire whose spectrum was analised in the previous section. At
0  the electric field of the incident light is parallel to the nanowire’s growth axis. The image shows a
strong polarization dependence on the photoluminescence. The emission near 1.41 eV exhibit a significant
decrease in the PL intensity for polarization angle in the range 100  120 . On the contrary, in this range it
is observed an increase in the PL intensity of the emission at ⇠ 1.5 eV. This experimental behaviour can
be observed from two pairs of spectra, shown in figure 4.8(b), for which the polarization angles changed
by 96 . With the change in the polarization of the electric field from parallel to perpendicular (to the
nanowires axis), it is observed a change in the relative intensity of the different radiative transitions in the
range 1.47  1.50 eV.
A measure of the polarization degree can be defined by P = (Ik   I?)/(Ik + I?) ⇥ 100 for which
the experimental values are shown in figure 4.8(c). When the polarization is changed from parallel to
perpendicular, the relative intensity of the peaks at ⇠ 1.45 eV and ⇠ 1.49 eV is increased by ⇠ 7 % and
⇠ 20 %, respectively, while the peak near 1.41 eV decreases by almost ⇠ 8 %. In this way, the biggest
change in the relative intensity occurs at ⇠ 1.49 eV, which can be related to the component B that was
identified in the fittings for the same nanowire in the previous section. Among the literature, no polarization
dependence for the ZB phase was found that could explain our results. However, for the WZ phase a few
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(a)
Figure 4.8: (a) Incident polarization dependence on the µ PL of a single nanowire from sample BH1002, at 11 K.
(b) Superposition of approximately perpendicular spectra: 0  with 96 , 24  with 120 . The incident light polarized
parallel to the nanowire’s growth direction happens for ✓ = 0 . (c) Polarization ratio of the µ PL spectrum for both
superpositions shown in (b).
reports show that possibility. [62,112] In this way, our results may indicate that the component B could be
originated in the WZ phase.
Previously, we considered the possibility that the origin of component P could be related to the WZ
phase. The present results do not show any dependence on the polarization of the emission at ⇠ 1.52 eV.
In this way, we do no obtain here any hint in this direction.
4.2.2 Macro-photoluminescence of nanowires
The macro-photoluminescence of the nanowires was performed on one spot of nanowires per sample
as we have (see figure 4.1(a)). In order to embrace the larger area possible the laser were focused through
the use of a 10x objective lens with a 0.25 numerical aperture (⇠ 3 µm spot size). For each sample, the
PL spectrum at 10K is presented in figure 4.9. The spectra were normalized to the maximum intensity
in order to simplify the view. All spectra show a broad emission with a low relative intensity for energies
lower than ⇠ 1.40 eV. For samples BH1001 and BH1003 it is observed an band at ⇠ 1.42 eV, very similar
to the one observed in the µ-PL of a single nanowire. The asymmetry of the ⇠ 1.42 eV component is
probably due to the superposition of several emission lines. A small shoulder in this energy range is
also observed in the PL spectrum of the sample BH1002. For sample BH1004, this peak is not clearly
observed probably because it is masked by the broad band at higher energies. In the high energy side
(1.45  1.55 eV), samples BH1002 and BH1004 exhibit a wide broad band with shoulders in both sides.
For samples BH1001 and BH1003 this band is thicker but still asymmetric. The similarities observed
between these samples allow us to distinguish two different emission shapes, one for samples BH1001
and BH1003 and another one for samples BH1002 and BH1004.
In the high energy range, the asymmetric nature of the bands suggest the existence of different com-
ponents related to different radiative transitions. Furthermore, the variation in the shape as well as in the
energy position of the maximum of intensity also suggest that the relative intensity of those transitions vary
from sample to sample. In order to investigate the nature of such transitions in the photoluminescence, we
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Figure 4.9: Superposition of the normalized PL spectra at 10K for samples BH1001, BH1002, BH1003 and BH1004.
have performed several fittings with gaussian curves in which several models were tested. It was found
that the number of components capable of describing correctly the shape of the spectra is near to the
number previously considered for the µ-PL of a single nanowire. Briefly, the procedure to find the best
model for each sample comprised the fit at low temperatures with the minimum of components followed
by the application of this model to higher temperatures. The proposed model for each sample consists in
the minimum number of components that describes the spectra for all temperatures. We must mention
that the needed number of components diminishes with the increase of the temperature. Sometimes, it
was necessary to start the fit at high temperatures and brought the model to lower temperatures. For each
sample, these fittings are illustrated in figure 4.10 for the temperature of measurement of 10 K. Due to
their relevance for the present work, only the four components Ci, Bi, Ai and Pi were analyzed (i denotes
the sample’s ID: BH100i).
By comparing figure 4.10 with figure 4.9, it becomes clear that the differences observed between
the four samples can be roughly explained by the change of the relative intensity of each component.
With regard to the emission related with the component C, at ⇠ 1.46 eV, it is found that the variation
in its relative intensity explains the shoulders that are more pronounced in samples BH1001, BH1002
e BH1004. Especially for sample BH1004, this component has a higher relative intensity whereas for
the sample BH1003, the component C is wider and exhibit a lower relative intensity. Apart from this
last sample, the emission associated with the component B (⇠ 1.49 eV) gives a major contribution to
the broad band observed in the energy range ⇠ 1.47  1.55 eV. For sample BH1003, the maximum of
intensity is due to the contribution of the component A. For samples BH1001 and BH1004 the emission
related to this component is less intense while for sample BH1003 the contribution is higher. Comparing
to the components A, B and C, the component P has globally a lower relative intensity in the emission
with relevance for samples BH1001, BH1003 and BH1004. The importance of this component is vital in
order to perform an adequate fit along the range of studied temperatures 10  280 K. Concerning the low
energy side, the number of components differ only slightly between samples. In general, a set of two to four
components were considered to fit the emission with low relative intensity for E < 1.40 eV. In the range
1.40  1.44 eV, the luminescence of the samples BH1001 and BH1003 were fitted with two components
whereas for samples BH1002 and BH1004 only one component was considered.
Despite the variation of the number of components between samples, the fittings allows us to describe
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BH1001 BH1002
BH1003 BH1004
Figure 4.10: PL spectra at 10K for samples BH1001, BH1002, BH1003 and BH1004. The fit were performed with
gaussian components as discussed in the text.
fairly well the radiative transitions observed for each sample. Indeed, there was no evidence or need to
consider other components. In order to understand the nature of the radiative mechanisms associated
withe these components, we investigated the temperature dependence on the photoluminescence.
4.2.2.1 Temperature dependence of the photoluminescence
In figure 4.11 we present the temperature dependence of the photoluminescence for the four samples
studied in this work. With regard to the emission related to the defects, in the low energy side, we verify
that, for all samples, with the temperature increase a rapid extinction of the luminescence occurs. In
particular for the band at ⇠ 1.42 eV observed in samples BH1001 and BH1003, the emission is almost
suppressed for temperatures above ⇠ 60 K. The emission of the main band, at higher energies, shows a
progressively extinction with increasing temperature as well as a clear shift of the maximum towards lower
energies. In order to investigate in detail the temperature dependence of the different components, we
have performed fittings of the spectra along the range of studied temperatures 10  280 K.
As we had previously stated, several models were considered in the fitting process, being the best
ones previously presented in figure 4.10).The achived models have shown consistency between samples
which allowed the comparison of the behaviour of the same radiative mechanisms as a function of the Mg
concentration.
In order to evaluate the temperature dependence of the different radiative mechanisms energies, we
carried out fittings of the peak position for each component using the Passler equation for the tempera-
ture dependence of the bandgap, equation 2.3. In spite of this, the dependence on temperature of the
peak position for each component was not regulated by the Passler’s equation during the fit process. The
results for the main components, C, B, A and P, are shown in figure 4.12. The dashed line within each
M.Sc. thesis presented to the University of Aveiro by B. P. Falcão November, 2011
38 Chapter 4. Experimental results
Figure 4.11: Temperature dependence of the PL for sample BH1001, BH1002, BH1003 and BH1004.
subfigure represents the temperature dependence of the bandgap for the ZB phase of GaAs, which is
shown for comparison. It is worth to note that the main conclusions regarding the energy of each compo-
nent extrapolated to 0 K, obtained from the fit with Passler’s equation, will be introduced at the end of this
section.
For all samples, the component P appears at higher energy than the bandgap of the ZB phase. In
addiction, with exception of sample BH1004, the fit of the experimental points related to this component
is not parallel to the temperature dependence of the GaAs bandgap, especially for higher temperatures
where the curvature is less pronounced. For sample BH1001, at low temperatures, a significant dispersion
Figure 4.12: Temperature dependence of the peak positions of the components Ci, Bi, Ai and Pi for the four
samples. i denotes the sample’s ID: BH100i. The fit for each component was based on Passler’s equation (eq. 2.3).
The dashed line within each subfigure represents the high precision experimental data of Grilli et al. for temperature
dependence bandgap of the ZB phase of GaAs. [113]
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in the energy position of this component is observed which is a consequence of the difficulties related to the
fit process. The energy of the peaks of components A, B and C follow a temperature dependence below
the one of the bandgap of the ZB phase. In particular, for samples BH1001 and BH1003, the component
A is very close to the bandgap of the ZB phase for all temperatures. In sample BH1002, a slight overlap
of the component A on the GaAs bandgap is observed for temperatures T > 200 K whereas for sample
BH1004, this component was only observed at low temperatures being totaly suppressed for T > 80 K.
As will be seen ahead, this behaviour is related to the excitonic nature of the radiative recombinations
associated with this component.
In figure 4.13 we present the Arrhenius representation for the temperature dependence of the photo-
luminescence intensity related to the components C, B and A. We have omitted the experimental points
of the component P due to the difficulties on its fits and to doubts associated with its real existence as
discussed previously. From the figure, it is observed that the relative importance of the radiative recom-
bination related to the three components vary between samples. For example, the component with the
higher relative intensity is A for sample BH1003 whereas for samples BH1001 and BH1002 is B. Obvi-
ously, this is in agreement with the fittings presented in figure 4.10. For sample BH1004, we observe that
at low temperatures component C has a higher relative intensity but, with the increase of the temperature,
its relative intensity becomes lower than the one of component B as a consequence of its extinction for
higher temperatures. In this sample, component C shows a high full width at half height which suggests a
possible relation of this component with defects. As was previously stated, the component A in this sample
has only been observed for temperatures lower then 80 K. As will be seen, the suppression of the lumi-
nescence could be related to the thermal ionization and consequently dissociation of excitons bounded to
neutral point defects. Finally, we point out that, for all samples, no increase of the relative intensity of each
component was observed with the raise of the temperature.
Figure 4.13: Arrhenius representation for the PL integrated intensity related with the components C, B and A of each
sample. The solid lines represent the fitting of equation 2.13.
In order to investigate the non-radiative channels participating in the thermal extinction of the com-
ponents C, B and A, the experimental points were modeled by equation 2.13. During the fitting process,
different de-excitation mechanisms were tested for the above three components, namely, only the partic-
ipation of one defect level, of two defect levels, of one band, and of one defect level and one band. The
evidence for the usage of a band comes from the high value of the parameter ci obtained when just defect
levels were considered. We must remember that this parameter represents the ratio between the degen-
eracy factors of the excited state and the ground state of the radiative defect. Thus, when this number is
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high, the second excited state corresponds to a band.
It was found that the best fit for component B for all samples involve two non-radiative mechanisms, one
involving a discrete level and the other a band, being both modeled by the activation energies Elevel and
Eband, respectively. The same model was found to describe the non-radiative mechanisms for component
C in samples BH1001, BH1003, BH1004, and for component A in sample BH1003. On the other hand,
the non-radiative mechanism for component C in sample BH1002 is just described by a discrete level.
For component A in samples BH1001, BH1002, BH1004, just evidence for the involvement of a band
was found. The obtained activation energies for these three components are summarized in table 4.6.
In addition, the values obtained for the energy of those components at 0 K, through the fit of Passler’s
equation, can also be found in this table.
Table 4.6: Activation energies for the non radiative channels involved in the thermal extinction of components C, B
and A for the four samples. The E0 values were obtained from the fit with Passler’s equation (see figure 4.12).
BH1002 BH1001 BH1003 BH1004
Tsubs ( C) 625 625 620 625
TMg ( C) 175 185 220 240
nhall (cm 3) 5 · 1013 3 · 1014 8 · 1016 1 · 1018
C
E0 (eV) 1.449± 0.002 1.466± 0.001 1.459± 0.001 1.467± 0.002
Elevel (meV) 23± 2 13± 2 11.4± 0.2 6.8± 0.4
Eband (meV) — 44± 9 49± 5 44± 2
B
E0 (eV) 1.480± 0.001 1.497± 0.001 1.496± 0.002 1.501± 0.001
Elevel (meV) 20± 1 9± 2 3.5± 0.1 2.6± 1.8
Eband (meV) 35± 13 24± 2 20.1± 0.4 25± 4
A
E0 (eV) 1.508± 0.001 1.513± 0.001 1.5108± 0.0004 1.5150± 0.0002
Elevel (meV) — — 2.6± 0.1 —
Eband (meV) 10± 2 6.8± 0.4 18.6± 0.4 4± 1
For the following discussion, let us first consider the case of the component A. The extrapolated
peak position at 0 K related to this component is the one that is most close to the ZB GaAs bandgap,
with values varying between 1.508  1.515 eV. Indeed, it was seen that the temperature dependence
of the peak position for this component, along the studied temperature range, is approximately parallel
to the ZB GaAs bandgap. For samples BH1001, BH1002 and BH1004, the spectroscopy separation
between the peak of this component and the bandgap is in good agreement with the extracted activation
energies. Due to these low values, the thermal quenching of the PL for this component should be seen
as the thermal excitation of charge carriers and/or excitons trapped in shallow defects to a band. In
fact, in the presence of activation energies so low and a de-excitation mechanism involving a band it is
difficult to observe de-excitation mechanisms involving discrete levels. In the particular case of sample
BH1004, the quenching of the PL occurs for 80 K and it is for this sample that the activation energy has
the lower value. By examination of table 2.3, we found several radiative transitions that are energetically
compatible with the emission related to the component A. This component may embrace contributions
of the recombination involving several centres (e.g., excited states of the DX, excitons bound to neutral
donors D0X or acceptors A0X) and include the recombination of the free-exciton (FX). Due to the
relatively large value of the FWHM of this component, when comparing to the ones expected for the free
and bound excitons, it is not possible to distinguish between the different transitions. In respect to this
component A in sample BH1003, we obtained an activation energy which is higher than the spectroscopic
position of the component, considering the ZB phase. This result is difficult to understand if we consider
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Figure 4.14: Activation energies as a function of the Mg concentration for the components C, B and A.
the origin of this component in the ZB phase. However, it could mean that the intensity of the component
in the fits described in figure 4.10 was overestimated. Actually, sample BH1003 is the one for which the
relative intensity of the component is higher.
For all samples, the thermal quenching of the PL related to the component B was fitted considering
two de-excitation mechanisms, one involving a discrete level and the other involving a band. The obtained
activation energies for the mechanism involving the band is close to the spectroscopic separation relatively
to the ZB GaAs bandgap. For the individual nanowire the corresponding component B appears close
to the value reported for the radiative recombination involving the Mg acceptor site. However, for the
macro-photoluminescence of the four samples, the E0 values obtained from the fit with Passler’s equation
shows a clear scatter. Additionally, from table 2.4, in the range ⇠ 1.48  1.50 eV, several radiative centres
can be observed in the ZB phase. Due to the the large FWHM of this component, it is not possible to
distinguish the emission related to individual centres. Finally, we must remember that in the polarization
of the PL for the single nanowire studied above, we saw a clear effect of the polarization on the observed
component B. At that time, a possible relation of this component with the WZ phase was pointed. From all
the experimental results found in the present work regarding this component, we can not clearly identify
the origin of this component.
In what concerns component C of samples BH1001, BH1003 and BH1004, the thermal quenching
of the PL was fitted considering two de-excitation mechanisms, one involving a discrete level and the
other involving a band. However, for the sample with the lowest Mg concentration (BH1002), just one
mechanism involving one discrete level was identified. We must also note that these activation energies
involving the band are close to the spectroscopic separation of this component relatively to the ZB GaAs
bandgap. Accordingly to the previous analysis of the µ PL of the single nanowire, we believe that the
nature of the radiative mechanism assigned to this component could be related to the IAs  VGa (NP).
In order to attempt to find some relation between the doping concentration of the Mg and the activation
energies obtained for these components, which may explain the nature of the radiative centres that are as-
sociated to them, we have plotted those results in figure 4.14. In the case of the de-excitation mechanism
involving the band, the obtained activation energies do not show a clear trend with the change of the Mg
concentration. However, for the de-excitation channel involving the discrete level the activation energies
decreases as the Mg concentration rises for components C and B. Additionally to the last observation, no
other influence of the Mg concentration was found for these optical properties.
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5 Conclusions and future work
In this thesis we carried out the structural and optical characterization of Mg-doped GaAs nanowires
grown on Si(111) substrates by Au-assisted molecular beam epitaxy. For that meaning, several samples
with varying Mg concentrations were studied through scanning electron microscopy, Raman spectroscopy,
X-ray diffraction and micro and macro photoluminescence.
From the morphology analysis it were observed free-standing nanowires grown without any preferable
orientation. The images obtained have also shown that the nanowires can reach several tens of microns
of length and a few hundreds nanometers in diameter. Raman scattering measurements on individual
nanowires revealed vibrations modes related to the zincblende and wurtzite phases. In particular, the
EH2 phonon is a clear evidence of the presence of the wurtzite phase along the whole studied nanowires.
We must mention that the observation of the wurtzite phase in nanowires of such long dimensions is not
common. The XRD results confirm the presence of both crystalline phases and suggest that the wurtzite
phase could be under strain. In addiction, the deduced lattice parameters for the wurtzite phase are
included in the available range among the reported experimental and theoretical values.
The optical properties of an individual and a bunch of nanowires were investigated through photolumi-
nescence. Several components were identified in range ⇠ 1.25  1.55 eV. Particularly in the high energy
side, the photoluminescence of all samples is dominated by an asymmetric band described by several
components. The radiative transitions were related to the recombination of excitons bound at different
type of defects as well as to the recombination involving free and bound charge carriers. From low tem-
perature photoluminescence of individual nanowires a strong polarization dependence was found around
1.49 eV whose origin could be related to the wurtzite phase. From the temperature dependence of the
photoluminescence the non-radiative de-excitation channels were identified for the radiative transitions
near the bandgap. The only influence found for the Mg doping was the diminishing of the activation energy
related to the de-excitation channel involving a discrete level for two components near the bandgap.
In order to complete this work, further studies through high resolution TEM analysis, Raman spec-
troscopy and µ PL in the same nanowire could contribute to investigate the wurtzite phase and the poly-
typism WZ/ZB. Additionally, XRD measurements can also confirm the possible strain in the wurtzite phase
and a more accurate estimation of the lattice parameters. Further studies should also be carried out in
order to better understand the influence of the Mg doping in the optical properties of the nanowires.
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