Many programmable matter systems have been proposed and realized recently, each often tailored toward a specific task or physical setting. In our work on self-organizing particle systems, we abstract away from specific settings and instead describe programmable matter as a collection of simple computational elements (to be referred to as particles) with limited computational power that each perform fully distributed, local, asynchronous algorithms to solve system-wide problems of movement, configuration, and coordination. In this paper, we focus on the compression problem, in which the particle system gathers as tightly together as possible, as in a sphere or its equivalent in the presence of some underlying geometry. More specifically, we seek fully distributed and asynchronous algorithms that lead the system to converge to a configuration with small perimeter, where we measure the perimeter of a configuration by the length of the walk along the configuration boundary. We present a Markov chain based algorithm that solves the compression problem under the geometric amoebot model, using the triangular lattice as the underlying graph, for particle systems that begin in a connected configuration with no holes. The Markov chain M takes as input a bias parameter λ, where λ > 1 corresponds to particles favoring inducing more lattice triangles within the particle system. We prove that during the execution of M, the particles stay connected and no holes form. We furthermore prove that M is a reversible and ergodic Markov chain, which leads to our main result: for all λ > 5, there is a constant α > 1 such that at stationarity the particles are α-compressed, meaning that the perimeter of the particle configuration is at most α times the minimum perimeter for those particles. We additionally show λ > 1 is not enough to guarantee compression: for all 0 < λ < √ 2, there is a constant α < 1 such that the perimeter is at least an α fraction of the maximum perimeter.
Introduction
Many programmable matter systems have recently been proposed and realized-modular and swarm robotics, synthetic biology, DNA tiling, and smart materials form an incomplete listand each is often tailored toward a specific task or physical setting. In our work on self-organizing particle systems, we abstract away from specific settings and instead describe programmable matter as a collection of simple computational elements (to be referred to as particles) with limited computational power that each perform fully distributed, local, asynchronous algorithms to solve system-wide problems of movement, configuration, and coordination. Here we discuss an algorithm for compression, in which the particle system gathers as tightly together as possible, as in a sphere or its equivalent in the presence of some underlying geometry. This phenomenon is often found in natural systems: fire ants form floating rafts by gathering in such a manner, and honey bees communicate foraging patterns within their hives. While each individual ant or bee cannot view the group as a whole when soliciting information, it can take cues from its immediate neighbors to achieve cooperation. It is with this motivation we present a distributed algorithm for compression in the amoebot model derived from a Markov chain process.
In the (geometric) amoebot model, more formally defined in Section 2.1, particles with limited computational power move among the nodes of the triangular lattice Γ (Figure 1(a) ) by traveling along the edges of Γ. The compression problem seeks to reorganize the configuration of a particle system (via movements of particles) such that the system converges to a configuration with small perimeter, where we measure the perimeter of a configuration by the length of the walk along the configuration boundary. We say a particle system is α-compressed, α > 1, if the perimeter of the particle configuration is at most α times the minimum perimeter for those particles.
Our results and techniques
We present a Markov chain algorithm M for particle compression under the geometric amoebot model, which leads to a fully distributed, local, asynchronous protocol each particle can run independently. Our algorithm takes as input a bias parameter λ, where λ > 1 corresponds to particles favoring inducing more lattice triangles within the particle system, and an initial configuration for the particles that is connected and has no holes.
The Markov chain is carefully designed so that during the execution of M, the particles stay connected and no holes form. Furthermore, we prove M is a reversible and ergodic Markov chain, meaning many of the standard tools of Markov chain analysis can be applied to M. While most of these proofs rely only on first principles, we emphasize they are far from trivial; the full details occupy over ten pages in Section 3.
In Section 4, we prove for all λ > 5 there is a constant α > 1 such that at stationarity with high probability the particles are α-compressed. Equivalently, for all α > 1, there is a sufficiently large λ > 5 such that the same holds; smaller α necessitates larger λ and vice versa. We additionally show λ > 1 is not enough to guarantee compression: for 0 < λ < √ 2, there is a constant α < 1 such that at stationarity with high probability the perimeter is at least an α fraction of the maximum perimeter.
The motivation underlying the design of this Markov chain comes from statistical physics, where ensembles of particles reminiscent of our amoebot model are used to study physical systems. Just like a spring relaxing, systems tend to favor configurations that minimize energy. The energy function on the space of configurations is determined by a Hamiltonian H(σ). We weigh a configuration σ by w(σ) = e −βH(σ) , where β = 1/T is inverse temperature. The likelihood of each configuration is given by the Gibbs (or Boltzmann) distribution, defined by π(σ) = w(σ)/Z, where Z = τ w(τ ) is the normalizing constant known as the partition function.
In our amoebot model, we assign each configuration σ a Hamiltonian H(σ) = −t(σ), where t(σ) is the number of triangles in σ with all three vertices occupied by particles. Setting λ = e β , we get w(σ) = λ t(σ) . As we raise λ (by increasing β and effectively lowering temperature), we start favoring configurations with a large number of fully occupied triangles and configurations become increasingly compressed. Favoring edges with both endpoints occupied is an alternative metric we could consider, but we prove in the case of connected configurations without holes this is equivalent to favoring occupied triangles. Similarly, disfavoring edges being on the perimeter of a particle configuration, i.e. disfavoring edges being adjacent to an unoccupied location, is also equivalent.
The key tool used to establish compression is a careful Peierls argument, used in statistical physics to study nonuniqueness of limiting Gibbs measures and the presence of phase transitions (see, e.g., [15, 16] ), and in computer science to establish slow mixing of Markov chains (see, e.g., [4, 20, 26, 24] ). Peierls arguments allow contours (such as the perimeter of a connected particle system) to be transformed, encoding the part of the original configuration that is lost and moving to a new configuration with much higher stationary probability. This allows us to reason about the relative likelihood of configurations with long or short perimeters. For standard Peierls arguments, configurations typically are not required to be connected and can have holes, so our approach is amenable to use for more general amoebot systems. Here, we focus on the simpler connected and hole-free model to show compression can be achieved, even in an asynchronous distributed system where particles have constant-size memory and use only local information.
Related Work
Problems akin to compression have been studied previously in a variety of contexts. When considering physical systems and models, one can differentiate between active and passive systems. Particles in passive systems have no explicit control over their movements, and in some cases do not have any computational power. A notable example of a passive system is DNA self-assembly via folding, which as described in [33] could be used to create a compressed configuration. In active systems, particles have control over their behavior and-depending on the model-can achieve some directed locomotion. Swarm robotics is one example; within a swarm each individual autonomous robot is able to gather information, communicate, and move within some limitations. The abilities of specific swarms vary, but notable examples such as the kilobots [28] or those described in [18] are able to achieve shape formation and collection after some pre-processing is performed to establish a kind of global orientation. The nubot model [34] addresses a framework for biomolecular-inspired models which-although allowing for some non-local movements-provides additional means of creating two dimensional shapes in polylogarithmic time. Similarly, pattern formation and creation of convex structures has been studied within the cellular automata domain (e.g. [7, 13] ), but differs from our model by assuming more powerful computational capabilities, such as knowledge of the size of the system or a global sense of orientation.
Nature offers a variety of examples in which gathering and cooperative behavior is apparent [19, 32] . For example, social insects often exhibit compression-like characteristics in their collective behavior; fire ants form floating rafts by interlocking into a mass that evenly distributes their weight over the surface tension of water [25] ; cockroach larvae perform self-organizing aggregation based on local propagation of pheromones and odors [22, 27] ; and honey bees choose hive locations based on a decentralized process of swarming and recruitment [5] . Individual units in these natural systems are able to achieve and utilize compressed formations for physical tasks that inspire this work, but in general have more powerful mechanisms and communication than those considered here.
The "rendezvous" (or "gathering") problem-first described in [29] -seeks to gather mobile agents together on some node of a graph, whose structure can be anonymous [2, 3, 6] or have some known topology such as a tree [1, 8] or ring [14, 23, 30] . Bampas et al. [2] consider the gathering of two mobile agents with a limited field of vision moving asynchronously in δ-dimensional Euclidean space, and propose an algorithm for their trajectories which guarantees their meeting within a set distance traveled. Fault tolerant versions of the problem have also been considered [6, 9, 14] . Chalopin et al. [6] discuss how the gathering problem can function in the presence of dangerous or faulty edges which destroy agents that move along them, while Dobrev et al. [14] study the situation of having a "black hole" node on a ring which destroys any agents that visit it. In comparison, our particles occupy physical space instead of gathering at a single node and are computationally simpler than the agents considered in the works above. Lastly, in [11] , we presented an algorithm for hexagon shape formation in the amoebot model, in which particles follow a snake-like pattern which sequentially place particles to create successive layers over an elected seed particle. Although a hexagon satisfies a compressed configuration as we define here, the Markov chain algorithm to be presented here takes a fully decentralized and local approach, which is naturally self-stabilizing, forgoing the need for a seed particle or for any underlying organization of the set of particles (the algorithm in [11] organizes the particles in a spanning forest, which is maintained throughout the execution of the algorithm).
Background and Model
We begin by describing the amoebot model for programmable matter. We then define some properties of particle systems and discuss what it means for a particle system to be compressed. We conclude with an overview of Markov chains, which form the basis for our compression algorithm to be presented in Section 3.
The Amoebot Model
In the general amoebot model, programmable matter consists of particles whose properties we now detail. An infinite, undirected graph G = (V, E) is used to represent the particle system, where V is the set of all possible positions a particle can occupy relative to its structure, and E is the set of all possible atomic transitions between positions in V [10, 12] . In this paper, we further assume the geometric variant of the amoebot model, which imposes an underlying geometric structure G = Γ, where Γ is the triangular lattice (also called the infinite regular triangular grid graph, and denoted by G eqt in earlier work). Figure 1 (a) depicts the planar embedding of Γ we will use.
Each particle occupies either a single node (i.e., it is contracted) or a pair of two adjacent nodes on the graph (i.e., it is expanded); Figure 1 (b) illustrates expanded and contracted particles on Γ. Each node can be occupied by at most one particle. Particles achieve movement via a series of expansions and contractions: a contracted particle may expand into an adjacent unoccupied node to become expanded, and completes its movement by contracting to once again occupy only one node.
Two particles occupying adjacent nodes are said to be connected by a bond (i.e., there is an edge connecting them), and we refer to them as neighbors. These particles are anonymous, but each has a collection of ports-one for each edge incident to the node(s) it occupies-which have unique labels and via which bonds are formed with their neighbors. We additionally assume particles have a common chirality: they share the same notion of a clockwise direction, which allows the particles to agree on a way to order their port labels, as illustrated in Figure 1 (c). The particles do not share any global orientation.
Every particle has a constant-size, shared, local memory which both it and its neighbors can read and write to for communication. As a result of the limitation on memory size, particles know neither the total size of the system nor an estimate of this number. We assume the standard asynchronous model from distributed computing, where progress is achieved through a series of particle activations in which a single particle is acting at a time.
Terminology for Particle Systems
First, we introduce notation and terminology that will be used throughout this paper. We call the collection of positions in Γ that are occupied by particles an arrangement; note two arrangements are the same even if particles occupy different positions within the arrangement. We can define an equivalence relation on arrangements, where σ ∼ τ if σ is a translation of τ . We define a configuration to be an equivalence class of arrangements. If σ is a rotation of τ , we still consider σ and τ to be distinct configurations. That is, for the purpose of monitoring the particle system we maintain a global orientation of the particles, even though each individual particle has no sense of global orientation.
We will use the convention where capital letters refer to particles and lower case letters refer to locations on the triangular lattice Γ, e.g., "particle P at location l." For a particle P (resp., location l), we use N (P ) (resp., N (l)) to denote the set of particles adjacent to P (resp., to l), where by adjacent we mean connected by a lattice edge. Similarly, for a particle P (resp., location l), we will use n(P ) (resp., n(l)) to denote the six locations in the neighborhood of P (resp., of l). For locations l and l , by n(l ∪ l ) we mean (n(l) ∪ n(l )) \ {l, l }; the same holds for N (l ∪ l ).
An edge of a configuration is an edge of the triangular lattice Γ with a particle present on both endpoints. The number of edges of a configuration σ is denoted by e(σ). A triangle of a configuration is a face of Γ with a particle present on each of its three vertices. The number of triangles of a configuration σ is denoted by t(σ). When we talk about a path P between two particles, we will always mean a path in Γ such that there is a particle present at every vertex of the path. When we talk about a cycle C, we mean a cycle in Γ such there is a particle at every vertex of the cycle and at least one location inside the cycle is not occupied by a particle. Two particles P and P are connected if there exists a path between them. A configuration is connected if all pairs of particles are connected. A hole in a configuration is a maximal finite component of adjacent locations that are unoccupied by particles. We will specifically consider connected configurations with no holes, and our algorithm, if starting at such a configuration, will maintain these properties.
Compression of Particle Systems
Our objective is to find a solution to the particle compression problem. There are many ways to formalize what it means for a particle system to be compressed. For example, one could try to minimize the diameter of the system, maximize the number of edges, or maximize the number of triangles. We choose to define compression in terms of minimizing the perimeter. We subsequently prove that for connected configurations with no holes, minimizing perimeter, maximizing the number of edges, and maximizing the number of triangles are all equivalent and are stronger than minimizing the diameter.
For a connected configuration σ of n particles with no holes, the perimeter of σ, denoted p(σ), is the length of the walk around the (single external) boundary of the particles. In an abuse of notation, we use the term perimeter to refer both to the length p(σ) of this walk and to the walk itself. We assume any walk W along the perimeter of a particle system is in the clockwise direction. When we have walk in the triangular lattice Γ for which there is some notion of direction, we say a location l is left of an edge e ∈ W if traversing e in the direction of W and then traveling to location l is a left hand turn forming an angle of 60 degrees. With this terminology, every edge traversed in a clockwise walk W along the perimeter of σ has an unoccupied location to its left. Specifically, for any consecutive particles A, B, and C in W, the additional locations in the clockwise span of n(B) from A to C are always unoccupied and there is at least one of them. Note an edge may appear twice in a perimeter walk W; in this case, its length is counted twice in p(σ). For a connected configuration of n particles without holes, the perimeter ranges from a maximum value of 2n − 2 when the particles are in their least compressed state (a tree with no induced triangles) to some minimum value p min (n) = Θ( √ n) when the particles are in their most compressed state (a hexagon or a hexagon with the outermost layer incomplete). We now prove this lower bound on p min (n). The bound we give is not tight, but will suffice for our proofs. Lemma 2.1. A connected particle configuration with n ≥ 2 particles and no holes has perimeter at least √ n.
Proof. We prove this by induction. A particle system with two particles necessarily has perimeter 2 ≥ √ 2, as claimed. Let σ be any particle configuration with n particles where n > 2, and suppose the lemma holds for all configurations with less than n particles.
First, suppose there is a particle Q in σ not incident on any triangles of σ. Note this implies that Q has one, two, or three neighbors, none of which are adjacent. If Q has one neighbor, removing Q from σ produces a configuration σ with n − 1 particles and, by induction, perimeter at least √ n − 1. As the perimeter of σ is precisely the perimeter of σ where additionally the single edge incident on Q is traversed once in each direction, σ has perimeter at least √ n − 1 + 2 > √ n, as claimed. If Q has two neighbors, removing Q from σ produces two connected particle configurations σ 1 and σ 2 , where σ 1 has n 1 particles, σ 2 has n 2 particles, and n 1 + n 2 = n − 1. It follows that as edges on the perimeter of σ adjacent to Q contribute an additional four units to the perimeter, the perimeter of σ is at least
Similarly, if Q has three neighbors its removal produces three particle configurations with n 1 , n 2 , and n 3 particles, respectively, and we conclude the perimeter of σ is at least √ n 1 + √ n 2 + √ n 3 + 6 > √ n, as claimed. Now, suppose every particle in σ is incident on some triangle of σ. This implies there are at least n/3 triangles in σ. As an equilateral triangle with side length 1 has area √ 3/4, the perimeter of σ encloses an area of at least A = n √ 3/12. By the isoperimetric inequality, the minimum perimeter way of enclosing this area, without regard to lattice constraints, is with a circle of radius
.
A circle with this radius has perimeter
As the perimeter of σ also encloses an area of at least √ 3n/4, this perimeter must also be of length at least √ n, as desired.
When n is clear from context we will omit it and just refer to p min and p max instead of p min (n) and p max (n). We now use the perimeter of a particle configuration to define what it means for a particle system to be compressed.
We prove in Section 4 that our algorithm, when executed for a sufficiently long time, achieves α-compression with high probability for any constant factor α > 1, provided n is sufficiently large. We note α-compression implies the diameter of the particle system is also Θ( √ n), so our definition of α-compression is stronger than defining compression in terms of diameter.
In order to minimize perimeter with simple local moves, we exploit the following relationship. Proof. We count particle-triangle incidences, of which there are 3t(σ). Counting another way, every particle has six incident triangles, except for those along the perimeter. Consider a (clockwise) traversal of the perimeter, starting at an arbitrary location. At each particle this perimeter traversal passes, the exterior angle is 120, 180, 240, 300, or 360 degrees. These correspond to the particle "missing" 2, 3, 4, 5, or 6 of its possible six incident triangles, or degree/60 missing incident triangles. If the traversal passes the same vertex multiple times, we count the appropriate exterior angle each time the vertex is visited. We now use the fact the the sum of the exterior angles in this traversal is 180 · p(σ) + 360, so the total number of missing triangles for the vertices on the perimeter is 3p(σ) + 6. Counting this way, the number of particle-triangle incidences is 6n − 3p(σ) − 6. This implies 3t(σ) = 6n − 3p(σ) − 6, implying the lemma.
There is also a relationship between edges and perimeter, and consequently edges and triangles of a configuration σ. Although this is not used by our algorithm, it is interesting to note defining compression using perimeter is also equivalent to defining compression using edges.
Lemma 2.4. For a connected particle configuration σ with no holes, e(σ) = 3n − p(σ) − 3.
Proof. The proof is nearly identical to that of Lemma 2.3, double counting edge-vertex incidences instead of triangle-vertex incidences. There are 2e(σ) edge-vertex incidences. Counting another way, all particles are incident on six edges, except for those along the perimeter. Traverse the perimeter clockwise, starting at an arbitrary location. At each particle this traversal passes, the exterior angle of the traversal is 120, 180, 240, 300, or 360 degrees. These correspond to the particle "missing" 1, 2, 3, 4 or 5 of its possible six incident edges, or (degree/60) − 1 missing incident edges. If the traversal passes the same vertex multiple times, we count the appropriate exterior angle each time the vertex is visited. We now use the fact the the sum of the exterior angles in this traversal is 180 · p(σ) + 360 degrees, so the total number of missing edges for the vertices on the perimeter is 3p(σ) + 6 − p(σ). Counting this way, the number of particle-triangle incidences is 6n − 2p(σ) − 6. This yields 2e(σ) = 6n − 2p(σ) − 6, implying the lemma.
Corollary 2.5. For a connected particle configuration σ with no holes, t(σ) = e(σ) − (n − 1).
Corollary 2.6. A connected configuration σ with no holes and minimum perimeter is also a configuration with the maximum number of edges and the maximum number of triangles.
Markov chains
Our algorithm will implement a Markov chain, i.e., a memoryless stochastic process defined on a finite set of configurations Ω. The transition matrix P on Ω × Ω → [0, 1] is defined so P (x, y) is the probability of moving from state x to state y in one step, for any pair x, y ∈ Ω. The t-step transition probability P t (x, y) is the probability of moving from x to y in exactly t steps.
A Markov chain is ergodic if it is irreducible, i.e., ∀x, y ∈ Ω, there is a t such that P t (x, y) > 0, and aperiodic, i.e., ∀x, y ∈ Ω, g.c.d.{t : P t (x, y) > 0} = 1. Any finite, ergodic Markov chain converges to a unique distribution π, i.e., for all x, y ∈ Ω, lim t→∞ P t (x, y) = π(y). To reason about this unique limiting probability distribution, known as the stationary distribution, we rely on the detailed balance condition in the following lemma (See, e.g., [17] ).
Lemma 2.7. Let M be an ergodic Markov chain on a finite state state space Ω with transition probabilities P (·, ·). If π : Ω → [0, 1] is any function satisfying the detailed balance condition:
and if it also satisfies x∈Ω π (x) = 1, then π is the unique stationary distribution of M .
A chain satisfying detailed balance for some π is called time-reversible.
When we have a desired stationary distribution π on Ω, the Metropolis-Hastings algorithm [21] explains how to define the transition probabilities. Starting at x, we pick a neighbor y in Ω uniformly with probability 1/2∆, where ∆ is the maximum number of neighbors of any configuration, and move to to y with probability min (1, π(y)/π(x)); with remaining probability we stay at x, and repeat. Using detailed balance, it is easy to verify if the state space is connected, then π must be the stationary distribution. While calculating π(x)/π(y) seems to require global knowledge, this ratio can often be calculated using only local information when many terms cancel out. In our case, the Metropolis probabilities are simply min(1, λ δ(x,y) ), where δ(x, y) is the local change in the number of triangles in the two configurations.
See [26, 31] for further details on Markov chains.
A Markov Chain for Particle Compression
Our objective is to demonstrate how stochastic algorithms can provably achieve compression, focusing on self-organizing particle systems on the triangle lattice. Our algorithm uses a Markov chain, which enables us to prove rigorous results about its behavior using tools from Markov chain analysis. Remarkably, our algorithm does not even require the particles to communicate any information to each other, even though the amoebot model allows for such exchanges; at any activation, a particle only needs to know which of its neighboring locations are occupied. Our algorithm carefully maintains several properties throughout its execution. First, the particles stay connected and no holes form, even while particles decide where to move based only on local information. Additionally, any moves made are reversible: if a particle moves to a new location, there is a nonzero probability that during the next step, it moves back to its previous location. Finally, the moves our Markov chain can make suffice to move between all possible configurations of particles. These conditions are essential so certain tools from Markov chain analysis can be applied.
In addition to the precise conditions needed to ensure connectivity and reversibility, our algorithm achieves compression by making particles more likely to move into a position where they form more triangles with their neighbors. Specifically, a bias parameter λ controls how strongly the particles favor being incident on triangles; λ > 1 corresponds to favoring triangles, while λ < 1 corresponds to disfavoring triangles. As Lemma 2.3 shows, locally favoring more triangles is equivalent to globally favoring a shorter perimeter; this is the relationship we exploit to obtain particle compression.
The Markov chain M for compression
We start by defining the properties which enable a particle to move from location l to location l . If l and l are neighboring locations on the triangle lattice, let S = N (l) ∩ N (l ) be the set of particles adjacent to both l and l (i.e., |S| = 0, 1, or 2). Definition 3.1. Locations l and l satisfy Property 1 if |S| = 1 or 2 and every particle in N (l ∪ l ) is connected to a particle in S by a path through N (l ∪ l ). These properties capture precisely the structure we require to maintain particle connectivity and prevent holes from forming. Additionally, both are symmetric for l and l , necessary for reversibility. However, they are not so restrictive as to limit the movement of particles and prevent compression from occurring, as evidenced by the fact that moves satisfying these properties suffice to transform any configuration into any other configuration.
We now present Markov chain M that takes as input a starting configuration σ 0 and a bias parameter λ > 1. Note that M directly leads to a fully distributed, local, asynchronous protocol the particles can run independently: each particle continuously runs steps 2 through 6 of the algorithm resolving any contentions (i.e., if any two particles try to expand into the same unoccupied location) arbitrarily.
Repeat:
1. Activate particle P , chosen uniformly at random from among all particles; let l be its location.
2. Particle P chooses neighboring location l uniformly at random from the six possible choices, and generates a random number q ∈ (0, 1).
3. If P has no neighbor in location l , it expands to simultaneously occupy l and l .
4. Let t be the number of triangles formed by P when it is in position l, and let t the number of triangles formed by P when its in position l .
5. If (1) location l does not have five neighboring particles, (2) locations l and l satisfy Property 1 or Property 2, and (3) q < λ t −t , then contract P to l .
6. Else, contract P back to l.
In Step 5, Condition 1 ensures no holes form, Condition 2 ensures the particles stay connected and M is reversible, and Condition 3 ensures the moves happen with probabilities such that M converges to the desired distribution. These claims are formalized in the next subsections.
Invariants under steps of the Markov chain M
We begin by showing that M maintains certain invariants. Specifically, we prove Conditions 1 and 2 in Step 5 of Markov chain M ensure the particles remain in a connected configuration with no holes, provided the particles begin in a connected configuration with no holes. Proof. Consider one iteration of M where a particle P moves from location l to location l . Let σ be the configuration of particles before this move, and σ the configuration after. We show if σ is connected, then so is σ . A move of particle P from location l to location l occurs only if l and l satisfy Property 1 or Property 2. First, suppose they satisfy Property 1. Let P 1 , P 2 = P be any two particles, and let Q be a path connecting them in σ. If P / ∈ Q, then P 1 and P 2 remain connected by Q in σ . If P ∈ Q, let N 1 and N 2 be the two particles on path Q before and after P , respectively. By Property 1, there exist paths in N (l ∪ l ) from N 1 to a particle S 1 ∈ S and from N 2 to a particle S 2 ∈ S, possibly with S 1 = S 2 . We can now give a (not necessarily simple) path from P 1 to P 2 in σ demonstrating they are connected: traverse Q from P 1 to N 1 ; travel from N 1 to S 1 ; if S 1 = S 2 , travel from S 1 to P at location l to S 2 ; travel from S 2 to N 2 ; and follow Q from N 2 to P 2 . Though this may not be a simple path, it is still a valid walk and can be shortened to form a simple path connecting P 1 and P 2 . As P is connected to S 1 ∈ S and we've already shown S 1 is connected to all other particles, we conclude P is connected to every other particle and thus σ is connected.
Next, assume l and l satisfy Property 2. Let P 1 , P 2 = P be any particles in σ; we show they are connected by a path not containing P . Path Q connecting P 1 and P 2 exists, and suppose it contains P (at location l in σ). Let N 1 and N 2 be the vertices on Q before and after P , respectively. Both N 1 and N 2 are neighbors of l, and by Property 2 all neighbors of l are connected by a path in N (l). Thus Q can be augmented by replacing P with a path from N 1 to N 2 in N (l). Though Q may no longer be a simple path, it is still a valid walk and can be shortened to form a simple path connecting P 1 and P 2 . Because P 1 and P 2 are connected by a path in σ not containing P , they are connected by this same path in σ . Additionally, because l has at least one neighboring particle by Property 2, P remains connected to all other particles in σ . This concludes the proof that σ is connected. Lemma 3.4. If the particles begin in a connected configuration with no holes, during the execution of Markov chain M they will never form a configuration with a hole.
Proof. Let σ be a particle configuration with particle P is at location l, and σ the same configuration with P at neighboring location l . We assume σ has no holes, and prove σ has no holes.
If a cycle is introduced in σ , then P must be on that cycle. Suppose this is not the case and σ has a cycle C not containing P . If we remove particle P from location l , C still exists. If we then replace particle P at location l, obtaining configuration σ, then C still exists unless it had enclosed exactly one unoccupied location, l. However, this cannot happen as σ has no particle at location l , which is one of the neighbors of l. As cycle C would also be present in configuration σ, a contradiction, we conclude any cycle in σ must contain P .
By the conditions in Step 5 of Markov chain M that must be met before a move occurs, particle P necessarily has fewer than five neighbors in σ and locations l and l satisfy Property 1 or Property 2. First, suppose l and l satisfy Property 2. While P might momentarily create a cycle when it expands to occupy both locations l and l , it will then contract to location l . Suppose P is part of some cycle C in σ . Before and after P on this cycle must be some neighbors N 1 and N 2 of P . By Property 2, N 1 and N 2 are connected by a path in N (l ), which doesn't contain P . Replacing path N 1 − P − N 2 in cycle C by this path in N (l ) yields a closed walk that can, if necessary, be shortened to form a cycle C in σ not containing P , a contradiction.
Suppose l and l satisfy Property 1 and location l has fewer than five neighbors in configuration σ. Suppose there exists a cycle C in σ , which by definition encircles at least one unoccupied location; we claim it in fact encircles some location l = l. Note l cannot be the only unoccupied location inside C: if location l is unoccupied inside C, then so is at least one of its neighbors l , because not all five of l's neighbors (other than l ) are occupied in σ. Let N 1 and N 2 be the two particles on cycle C before and after P . If there exists a path between N 1 and N 2 in N (l ), we are done by the argument in the previous paragraph, so we suppose this is not the case. It must be, without loss of generality, that |S| = 2 and there exist paths in N (l ∪ l ) from N 1 to S 1 ∈ S and from N 2 to S 2 ∈ S, with S 1 = S 2 . There then exists cycle C in σ, obtained from C by replacing path
This is a valid cycle in σ, as it still encircles unoccupied location l . It may not be simple but can be shortened to become so.
We have found a contradiction in all possible cases, so σ has no cycles.
Ergodicity of the Markov chain M
We next show the carefully-defined moves of M suffice to go from any particle configuration to any other particle configuration, necessary for showing M is ergodic and thus has a unique stationary distribution. The probability with which we move from one configuration to another other configuration in some number of steps is irrelevant; we simply show this probability is nonzero. We emphasize the details of this proof are far from trivial, and occupy the next ten pages. Figure 2 illustrates one difficulty. It depicts a particle configuration for which there exist no valid moves satisfying Property 1; the only valid moves satisfy Property 2. This implies if moves satisfying Property 2 are not included, the state space of M is not connected. Our approach relies critically on moves satisfying Property 2. We begin with a lemma illustrating how the precise definitions of Property 1 and Property 2 suffice to eliminate a certain local configuration of particles that will be problematic in future analysis. Figure 3 : Particle positions from the proof of Lemma 3.5. A black circle indicates a particle is present, and an unfilled dashed circle indicates a particle is not present.
Lemma 3.5. Let σ be a connected configuration with no holes. Let Q be a particle with exactly two neighbors whose angles to Q differ by 120 degrees. Let l be the unique unoccupied location adjacent to Q and its two neighbors. There exists a sequence of valid moves such that Q moves to location l or some other particle moves to location l. All moves consist of particles moving within the line a spanned by Q and l, and none of the moving particles are on the opposite side of Q from l.
Proof. We induct on the number of particles in line ξ on the opposite side of l from Q. If there are no such particles, particle Q moving from its current location l 0 to location l is a valid move satisfying Property 1. Any neighbors of locations l 0 ∪ l are either in the set S = N (l 0 ) ∩ N (l) or are adjacent to a particle in this set; see Figure 3 (a). Certainly no particles in line ξ on the opposite side of Q from l move, completing the base case of our induction. Now, suppose there are k ≥ 1 particles in line ξ on the opposite side of l from Q, and for all k < k the conclusions of the lemma hold. If Q moving to location l is valid, this move is made, and doing so satisfies the requirements of the theorem. We now suppose Q moving to location l is not a valid move. As particle Q does not have five neighbors, it must be neither Property 1 nor Property 2 is satisfied. We conclude the location in line ξ neighboring l opposite Q is occupied by some particle Q , and the two locations in n(l) ∩ n(Q ) are unoccupied; see Figure 3 (b).
First, we suppose N (Q ) is not connected; see Figure 3 (c). In this case, Q must have exactly two neighbors whose angles to Q differ by 120 degrees, and we let l be the unoccupied location between them, which is necessarily in line ξ. There are strictly fewer than k particles in line ξ on the opposite side of l from Q . By the induction hypothesis, we conclude either Q can move to location l or another particle can move to location l after a sequence of moves entirely contained in ξ and on the opposite side of l from Q . We suppose these moves occur, and note all are on the opposite side of l from Q. In the first case, moving Q to location l is now a valid move as Property 1 is satisfied. In the second case, N (Q ) is now connected, the next case we consider.
Suppose N (Q ), which is of size at least one and at most three, is connected; see Figure 3 (d). Note the current location of Q and location l satisfy Property 2, so particle Q can move to location l. As Q starts and ends in ξ on the same side of Q as l, the conditions in the theorem are satisfied.
Given a particle configuration σ with lowest leftmost particle S, we now present a way to find a sequence of moves transforming σ into a line of particles stretching down and left from S. We traverse the perimeter of σ, starting at S, finding particles which we can eliminate, or move to this line. Particle S does not move throughout the execution of this process. We begin with some crucial definitions and subsequently explore properties of the neighborhood of S, where our iterative process will begin. , where S is the lowest leftmost particle of σ. A black circle indicates a particle is present, and an unfilled dashed circle indicates a particle is not present.
Definition 3.6. An unoccupied location l in the triangle lattice is a gap of configuration σ if placing an additional particle P at l results in a hole in configuration σ ∪ P .
Definition 3.7. Let S be the lowest leftmost particle of σ. Its first neighbor T is the first particle encountered in a clockwise traversal of n(S) beginning at the location directly above S.
Specifically, S's first neighbor T is the particle directly above S, if such a particle is present; otherwise, T is the particle above and to the right of S, if such a particle is present; if not, there must be a particle below and to the right of S, and we call this particle T . Particle T will serve as the second vertex of our walk W around the perimeter of σ as we look for particles to eliminate; given S and T , W is unique. We now show there are no gaps adjacent to S on the left hand side of the line from S to T , which will be the base case of our iterative process.
Lemma 3.8. Let σ be a connected configuration with no holes and lowest leftmost particle S which has first neighbor T above and right of S. Let l be the location above S, and suppose l is a gap. There exists a sequence of particle moves yielding a configuration σ such that S and T remain in their original positions and l is not a gap.
Proof. Location l is only a gap if the location two units above S is occupied by some particle Q and the location above T is unoccupied; see Figure 4 (a). Particle Q has at most two neighbors, and those neighbors must be connected. Moving Q from its current location to location l is a valid move because it satisfies Property 2. There then exists two more valid moves for particle Q to configuration σ with Q below and to the left of S, where σ satisfies the requirements of the lemma.
Lemma 3.9. Let σ be a connected configuration with no holes and lowest leftmost particle S which has first neighbor T below and right of S. Let l 1 be the location above S, l 2 the location above T , and suppose l 1 or l 2 is a gap. There exists a sequence of moves to a configuration σ such that S and T remain in their original positions and neither l 1 nor l 2 is a gap.
Proof. Note as T is below and left of S, necessarily location l 1 and l 2 are unoccupied even if they are not gaps. There are three cases to consider, shown in Figure 4(b) , (c), and (d), respectively: (1) the location two units above S is occupied by a particle, (2) the location two units above S is unoccupied but the location two units above T is occupied, and (3) the locations two units above S and two units above T are unoccupied. Case 1: Suppose the location two units above S is occupied by some particle Q; see Figure 4 (b). Particle Q has at most three neighbors. If Q's neighbors are not connected, it must have exactly two neighbors whose angles to Q differ by exactly 120 degrees. By Lemma 3.5, there exists a move or sequence of moves that doesn't change the neighborhood of S and either moves particle Q to its unoccupied upper right neighbor or moves another particle to this location. In the first case, we have moved Q to a different location. If l 1 or l 2 is still a gap, we proceed to Case 2 or Case 3 below; otherwise, we are done. In the second case, Q's neighbors are now connected, the next situation we consider. If N (Q) is connected, Q moving from its current location to location l 1 is a valid move satisfying Property 2. There then exists two additional valid moves to configuration σ with Q below and left of S, where σ satisfies the requirements of the lemma.
Case 2: Suppose the location two units above S is unoccupied and the location two units above T is occupied by some particle Q ; see Figure 4 (c). As above, Q has at most three neighbors because neighboring locations l 1 , l 2 , and the location two units above S are unoccupied. Analogously to the process described in the previous paragraph, after some sequence of moves involving particles other than S and T , Q can either be moved up and right or to location l 1 and subsequently to the location below and left of S. If this location is already occupied by a particle Q, particle Q can instead be moved below and left of Q. After these moves, location l 1 cannot possibly be a gap. If l 2 is still a gap we proceed to Case 3, below; otherwise, the conditions of the lemma are satisfied.
Case 3: Suppose the locations two units above S and two units above T are unoccupied; see Figure 4 (d). In order for l 1 or l 2 to be a gap, the location two units above and right of S must be occupied by some particle Q , and the location below particle Q must be unoccupied. Again Q can have at most three neighbors, and the same argument applies: particle Q con move up and right, or it can move to location l 2 and subsequently around S and to the location below and left of S. If that location is already occupied, Q moves even farther below and left of S, joining the line of slope 1/ √ 3 stretching down and left from S. After these moves, neither l 1 nor l 2 is a gap and particles S and T remain in their original positions.
We now begin to define the process by which we walk around the perimeter of σ. Let S be the lowest leftmost particle of σ; particle S does not move throughout the execution of this process. To this end, we refer to it as the anchor of particle configuration σ and also as the anchor of all intermediate particle configurations reached until all particles form a line stretching down and left from S. That is, if we say 'configuration σ with anchor S,' we either mean σ is the configuration we have started with and S is its lowest leftmost particle, or σ is an intermediate configuration in our process where S was the lowest leftmost particle in the configuration we began the process with. We will maintain the invariant that the only particles below and left of S stretch down and left from S in a straight line.
A clockwise walk W around the perimeter of σ starting at S satisfies the property that for any particle C ('current') that is after particle P ('previous') and before particle N ('next') in W, there are no particles in the locations traversed in a clockwise span of n(C) from P to N . We will assume all walks start at S and have its first neighbor T as their second particle; given this, there is a unique way to walk along the perimeter of σ. By 'the particle P before S in the walk', we mean the location below and left of S, whether or not there is a particle there. If the walk ends at some particle U = S, by 'the particle N after U in the walk', we mean the next particle along the perimeter of σ. If the walk traverses the entire perimeter of σ and ends again at particle S, for this last occurrence of S in the walk, by 'the particle N after S in the walk', we mean the location below and left of S, whether or not there is a particle there. Our plan is to iteratively move all particles along the perimeter of σ to a location adjacent to particle S, and subsequently into a straight line stretching down and left from S. We say a particle P is eliminated once it has moved to join this straight line of particles stretching down and left from S. However, there may be obstacles to immediately eliminating a given particle P . We say a gap g is adjacent to a walk W if there exists consecutive particles P , C, and N in W such that g is in the clockwise traversal from P to N of n(C). Specifically, we consider a gap to be adjacent to a walk W if it is immediately left of an edge in W. Intuitively, this makes sense because it is possible to eliminate a particle P by moving it along the perimeter from its current position to S precisely when there are no gaps adjacent to, i.e. on the left side of, the perimeter of σ from S to P . We now formalize this. Lemma 3.10. Let σ be a connected configuration with no holes. Let V be any particle in σ with at most four neighbors that are connected. Let U be the farthest clockwise of V 's connected neighbors. Let l be the (necessarily unoccupied) location in n(V ) one unit clockwise from U , and suppose l is not a gap. Then particle V moving to location l is a valid move satisfying Property 1.
S=U
Proof. As we assume V has fewer than five neighbors, it only remains to show V 's location l and location l satisfy Property 1. First, we note S = N (l) ∩ N (l ) = {U }. Particle U is adjacent to both l and l , and as P 's neighbors are connected and number at most four, it is not possible for the other location l 1 in n(l) ∩ n(l ) to also be occupied.
Every particle in N (l) is connected to U by assumption. It only remains to show every particle in N (l ) \ V is connected to U by a path in this set. Suppose for the sake of contradiction this is not the case and there exists some particle F ∈ N (l ) \ V not connected to U by a path in this set; see Figure 5 (a) for an example. There must be some unoccupied location l 2 in the clockwise span of n(l ) from U to F . As σ is connected, there exists some path P connecting F to U . Placing an additional particle Q at location l then creates a cycle in σ, going from U to Q to F and then following P back to U . This cycle necessarily encircles either unoccupied location l 1 or unoccupied location l 2 . We conclude location l is a gap, a contradiction. Thus locations l and l satisfy Property 1, and subsequently particle P moving from location l to location l is valid as claimed.
Lemma 3.11. Let σ be a connected particle configuration with no holes and anchor S. Consider the clockwise walk W along the perimeter from S to some particle U , and suppose there aren't any gaps adjacent to W. Let V be the next particle after U on the perimeter of σ, and suppose V 's neighbors are connected and number at most four. Then there exists a valid sequence of moves for particle V that eliminates it, moving it below and left of S.
Proof. We use induction on the length of walk W. First, suppose |W| = 0, i.e. U = S, and there are no gaps adjacent to this length 0 walk in the clockwise span of n(S) from S's lower left neighbor to V ; see Figure 5 (b) for an example. As N (V ) is connected, by Lemma 3.10 particle V moving from its current location counterclockwise around S is a valid move. After this move, N (V ) remains connected, and in fact N (V ) = S so |N (V )| = 1 < 5. This can be repeated until V is above and left of S, at which point it has a sequence of valid moves that eliminates it; . Now, let U be at distance k > 0 from S, and suppose the statement holds for all walks of length less than k. Let l be the location in n(V ) clockwise from U . Because l is adjacent to U , it is not a gap; see Figure 5 (c). Because N (V ) is connected and of size at most four, by Lemma 3.10 particle V moving to location l is valid. If V at location l is still not adjacent to particle U before U in W, as is the case in Figure 5 (c), we repeat: necessarily, V at location l has exactly one neighbor, U , and as none of U 's neighbors are gaps we apply Lemma 3.10 until V is adjacent to U . At this point, the walk W from S along the perimeter of σ to particle U before V on the perimeter (possibly U = U ) is strictly shorter than W and still not adjacent to any gaps. Particle V must have at most four neighbors in its new location, otherwise that new location was a hole before V occupied it, impossible by Lemma 3.4. By the induction hypothesis, we conclude there exists a sequence of valid moves for V that eliminates it.
Ideally, there would be no gaps adjacent to the perimeter of σ; then, we could eliminate all particles. As gaps are problematic, our procedure will iteratively walk around the perimeter of σ, eliminating particles to remove gaps when it encounters them. In order to be able to remove gaps when we reach them, we also ensure W from S to our current location doesn't visit any particle more than once. If we ever reach a particle B already visited by walk W, we can eliminate any particle between the two occurrences of B on walkW, as we illustrate in the next lemma. Lemma 3.12. Let σ be a connected particle configuration with no holes and anchor S. Consider a walk W along the perimeter of σ, starting at S, that visit some particle B twice. Suppose there are no gaps adjacent to W, except possibly for gaps adjacent to the second occurrence of B on W. There exists a particle in W between the two occurrences of B that can be eliminated.
Proof. First, suppose there is no particle that appears in W two or more times between the two occurrences of B. Let F be any particle on W between the two occurrences of B with at most four neighbors; such a particle must exist as all particles in W have at most five neighbors, and it is not realizable for every particle on W between the two occurrences of B to have exactly five neighbors. Suppose F 's neighbors are not connected. There then must be unoccupied locations on both sides of walk W as it passes through F , which it does exactly once. However, this then implies the cycle formed by the particles of W from the first occurrence of B in W to the second occurrence of B in W encircles an unoccupied location, a contradiction as we assumed σ had no holes. We conclude F 's neighbors are connected. Because F 's neighbors number at most four and are connected, we apply Lemma 3.11 to eliminate F as claimed. Suppose there is a particle that appears two or more times on W between the two occurrences of B in W. By recursion, we can find some such particle B where no other particle appears twice between the two occurrences of B in W. We then repeat the above argument for B ; the particle between the first two occurrences of B that can be eliminated is also between the first two occurrences of B in W, satisfying the conclusion of the lemma.
We now prove an additional lemma about moving particles while not introducing gaps. This is similar to Lemma 3.5, but is even more careful to ensure no gaps are created along a stretch of the perimeter where they did not already exist. In particular, we focus on W, the shortest perimeter walk starting at S to which a gap is adjacent. The only gap(s) adjacent to W, i.e. to the left of W, are necessarily adjacent to its last particle. Lemma 3.13. Let σ be a connected configuration with no holes and anchor S. Let W be the shortest perimeter walk starting at S to which a gap is adjacent. Let Q be a particle with exactly two neighbors N 1 and N 2 both adjacent to some location l ∈ n(Q), where W ends on the same side of the line through N 1 and N 2 as Q (possibly Q ∈ W, possibly Q / ∈ W). There exists a sequence of valid moves for M that either moves Q to location l or moves some other particle to location l, such that in either case no additional gaps are created adjacent to W.
Proof. We assume without loss of generality Q's neighborhood consists of, consecutively in clockwise order, N 2 , l, N 1 , and three unoccupied locations. Let ζ be the line spanning N 1 and N 2 . We will induct on the number of particles on the opposite side of ζ from particle Q. First, suppose there are no particles on the opposite side of ζ from Q. Then particle Q moving to location l is a valid move, and no additional gaps can possibly be created adjacent to W.
We now suppose there are k particles on the opposite side of ζ from Q, and assume the conclusions of the lemma hold for all k < k. We split the analysis into two cases, depending on whether location l is a gap or not.
Case 1: Location l is a gap: In this case, we mimic the proof of Lemma 3.5, while being careful to ensure we do not introduce gaps along walk W. For reference, see Figure 3 from the proof of Lemma 3.5, where N 2 is above and N 1 is below and right of Q. As location l is a gap, the location on the opposite side of l from Q must be occupied by some particle Q , and the two locations in n(l) ∩ n(Q ) are unoccupied. The clockwise perimeter walk from N 2 to Q to N 1 , which has l on its left, cannot be in W as it is adjacent to the gap at location l. Similarly, the clockwise perimeter walk through Q with l to its left is not contained in W.
If N (Q ) is not connected, we apply the induction hypothesis. Q necessarily has two neighbors Q 1 and Q 2 both adjacent to a common location l . The line ζ spanning Q 1 and Q 2 is parallel to line ζ, so W ends on the same side of ζ as Q . There are strictly fewer than k particles on the opposite side of ζ from Q . We conclude by induction there exists a sequence of moves such that either Q moves to location l or another particle moves to location l . In both cases, no gaps are introduced adjacent to W. In the first case, l is no longer a gap and we proceed to Case 2, below. In the second case, N (Q ) has become connected, the situation we consider next. If N (Q ) is connected, Q moving to location l is a valid move satisfying Property 2. This move creates a new gap at the location Q used to occupy. However, this gap is only adjacent to and on the left of perimeter walks not previously in W. We conclude a particle has moved to location l without creating any additional gaps adjacent to W, as desired.
Case 2: Location l is not a gap: As location l is not a gap, particle Q moving to location l is a valid move that we assume occurs. If this move did not create an additional gap adjacent W we are done, so we suppose such a gap is created. See Figure 6(a) ; we label the three other neighbors of location l as l 1 , l 2 , and l 3 in counterclockwise order, where l 1 is adjacent to N 1 and l 3 is adjacent to N 2 . If Q created a gap adjacent to W when it moved to location l, this gap must be at l 1 , l 2 , or l 3 . A gap at one of these locations necessitates another particle on the other side of the gap from location l. There are five such potential locations: a, adjacent to l 1 ; b, adjacent to l 1 and l 2 ; c, adjacent to l 2 ; d, adjacent to l 2 and l 3 ; and e, adjacent to l 3 .
First, suppose a gap was created at location l 1 ; this means there must be a particle present at location a or b. But then because there was already a particle at location N 1 , l 1 must have already been a gap even before Q moved to location l. This contradicts the assumption that moving Q to l created an additional gap adjacent to W. We conclude Q moving to l does not create a gap at location l 1 , and by symmetry, does not create a gap at location l 3 . Thus, this move must have created a gap at location l 2 , where Q or the particle on the opposite side of this gap is in W. This implies location l 2 must be unoccupied. Furthermore, locations l 1 and l 3 must also be unoccupied. If l 1 is occupied by a particle P , any gap created at location l 2 by Q moving to l would necessarily already be a gap because of P . We conclude location l 1 , and by symmetry location l 3 , must be unoccupied.
Particle Q moving to l creates a gap at location l 2 ; this gap could have a particle B at location b, a particle C at location C, or a particle D at location d on its other side, cases we now consider.
Gap created between Q and B: Suppose a gap is created at location l 2 between Q and a particle B at location b, where W passes though Q or B with l 2 to its left (there may or may not be particles at locations c or d). Suppose location l 1 was a gap before particle Q moved to location l. Then W cannot pass through B or N 1 such that l 1 is on the left of W, as we assumed W is not adjacent to any gaps except for at its last particle, which is on the far side of ζ from B and N 1 . As W does not pass through N 1 such that l 1 is on the left of W, the only way for Q to be in W such that l 1 is on the left of the perimeter walk through Q would be if Q was the last particle in W. However, this would imply there was already a gap in the clockwise span from N 2 to N 1 of n(Q) before Q moved to location l, impossible as we assumed l was not a gap. We conclude W does not pass through Q or B such that l 1 is left of W, a contradiction. Thus, if a gap is created at location l 2 between Q and a particle B at location b, l 1 was not already a gap before particle Q moved to location l. In this case, the only way for l 2 to become a gap is depicted in Figure 6 (b): all particle in the clockwise span of n(l 1 ) from B to N 1 must be occupied. While moving particle Q to location l creates a gap at location l 2 , subsequently moving particle N 1 to location l 1 is a valid move eliminating this gap, so we make such a move and are done.
Gap created between Q and D: Next, suppose a gap is created at location l 2 between Q and a particle D at location d, where W passes though Q or D with l 2 to its left (there may or may not be particles at locations b or c). We note this is not quite symmetric to the case in the previous paragraph. Suppose location l 3 was a gap before particle Q moved to location l. Then W cannot pass through B or N 2 such that l 3 is on the left of W, as we assumed W is not adjacent to any gaps except for at its last particle, which is on the far side of ζ from B and N 2 . As W does not pass through N 2 such that l 3 is its left, and Q follows N 2 on any such perimeter walk, W does not pass through Q such that l 3 is on its left. We conclude W does not pass through Q or D such that l 3 is left of W, a contradiction. Thus, if a gap is created at location l 2 between Q and a particle D at location d, l 3 was not already a gap before particle Q moved to location l. In this case, the only way for l 3 to become a gap is depicted in Figure 6 (c): all particle in the counterclockwise span of n(l 3 ) from D to N 2 must be occupied. While moving particle Q to location l creates a gap at location l 2 , subsequently moving particle N 2 to location l 3 is a valid move eliminating this gap, so we make such a move and are done.
Gap created between Q and C: It remains to consider the case where a gap is created at location l 2 between Q and a particle C at location c, where W passes though Q or C with l 2 to its left. If there is a particle B at location b and this condition doesn't hold for B and Q, W passes through neither B nor Q with l 2 to its left. As C and B are adjacent, this necessarily implies W passes through neither C nor Q with l 2 to its left, a contradiction. Thus, we assume location b, and by symmetry location d, are unoccupied; see Figure 6 (d). If C's neighborhood is not connected, C has exactly two neighbors N 1 and N 2 , both incident to a common unoccupied location l ∈ n(C). The line through N 1 and N 2 is parallel to line ζ, and so W ends on the same side of this line as Q . There are strictly fewer than k particles on the opposite side of this line from Q . We conclude by induction there exists a sequence of moves such that either C moves to location l or another particle moves to location l . In both cases, no gaps are introduced adjacent to W. In the first case, l 2 is no longer a gap when particle Q occupies location l and we are done. In the second case, N (C) becomes connected, the case we now consider.
Suppose N (C), which is at most size 3, is connected. As moving particle Q to location l creates a gap at l 2 along W, walk W passes through C or Q such that location l 2 is to its left. First, if C is in W, because C's neighbors are connected and fewer than 5, by Lemma 3.11 C can be eliminated. If C is not in W, then Q must be. Particle C moving to position l 2 is a valid move, satisfying Property 2, and C can then be eliminated using Lemma 3.11 as C has exactly one neighbor, Q. After this, l 2 is not longer a gap as particle C has been eliminated. We conclude Q has moved to location l as part of a sequence of moves that does not introduce a gap adjacent to W. Lemma 3.14. Let σ be a connected configuration with no holes and anchor S such that at least one particle is above or right of S. Let W be the shortest perimeter walk starting at S to which a gap is adjacent. There exists a sequence of valid particle moves eliminating a particle or increasing the length of W.
Proof. First, suppose there are no gaps adjacent to the perimeter of σ. Perimeter walk W from its start at S until it returns to S the first time satisfies the hypotheses of Lemma 3.12. We conclude there exists a particle on W between the first two occurrences of S on W that can be eliminated. Otherwise, W as described in the statement of the lemma is well defined, and it has a gap adjacent to its last particle V and no gaps are adjacent to any other particles.
If |W| = 0, there is a gap adjacent to S in the clockwise span of n(S) from S's lower left neighboring location to its first neighbor T . By Lemmas 3.8 and 3.9, there exists a sequence of moves after which there are no gaps adjacent to S in these locations, so the length of W has increased to at least 1 and we are done. Now, suppose |W| ≥ 1 and its last particle V = S. Note the perimeter of σ does not make a left turn at V . If it did, V would have a single unoccupied neighbor in the clockwise span of n(V ) from the particle before V to the particle after V on the perimeter of σ, and this location would necessarily be the gap V is adjacent to. But then the particle before V on W is also adjacent to this gap, contradicting our definition of W as the minimum length perimeter walk to which a gap is adjacent. In particular, this implies |N (V )| < 5.
If N (V ) is connected, V satisfies the hypotheses of Lemma 3.11 and there exists a sequence of moves eliminating it. If a particle B appears on W more than once, by Lemma 3.12, there exists a particle of W somewhere between the first two occurrences of B that can be eliminated. We now suppose N (V ) is not connected, and note this implies 2 ≤ |N (V )| ≤ 3 because the perimeter of σ does not make a left turn at V . Furthermore, we assume particle V does not appear on walk W except a its last vertex. There are three remaining cases to consider. Case 1. Suppose |N (v)| = 2 and it is possible to add exactly one particle to some location l to make N (V ) connected. In this case we can't eliminate V immediately because doing so could disconnect σ, so we instead consider V moving to location l. We are in exactly the case of Lemma 3.13, as W ends at V , which is on the necessary side of the line spanning its two neighbors. We conclude there exists a sequence of moves that brings V to location l or brings some other particle to location l such that no gaps were introduced adjacent to W. In the first case, V ∈ W is no longer adjacent to a gap: the only possible gap left of W that V could be adjacent to is the location it previously occupied, which cannot be a gap. In this case W can be extended beyond V and its length increased, as claimed. In the second case, N (V ) has become connected, and by Lemma 3.11 particle V can be eliminated.
Case 2. Suppose |N (V )| = 3; we must be more careful in applying Lemma 3.13. At least two of V 's neighbors must be adjacent, and there is a unique location l where we can add a particle to make N (V ) connected. We label the neighbors of V adjacent to location l as N 1 and N 2 , where N 1 is clockwise from l and N 2 is counterclockwise from l. We label V 's third neighbor as N 3 , where N 3 is adjacent to N 1 or N 2 , but not adjacent to l.
First, we suppose V 's third neighbor N 3 is adjacent to N 1 ; see Figure 7 (a) for this configuration and a labeling of nearby locations, identical to that used in the Proof of Lemma 3.13. The proof of Lemma 3.13 almost applies; the only argument that fails due to the existence of particle N 3 is the last sentence of the analysis of the case titled Gap created between Q and B, with particle V now playing the role of particle Q. This claim considers what happens if location b is occupied by a particle B and location l 1 was not a gap before V moved to location l. The only way for l 2 to be a gap and l 1 to not be a gap is depicted in Figure 7 (b). Recall we eliminated the gap created at l 2 by subsequently moving particle N 1 to location l 1 ; however, this is no longer a valid move because of particle N 3 . We now argue this case cannot possibly occur. By assumption, the clockwise perimeter walk N 2 − V − N 1 is not in W because V appears at most once on this walk, as its last particle. This implies W does not pass through B such that l 2 is to its left. We conclude moving V to location l could not have created a gap between B and V adjacent to W.
A similar argument shows if N 3 is adjacent to N 2 , the identical problematic configuration where a gap is created between V and particle D at location d also could not occur. In this case we crucially use the fact that W ends at V such that l is on its right side, and in particular W does not end on the clockwise perimeter traversal from D to N 2 to V .
The only cases for which the proof of Lemma 3.13 does not provide a valid sequence of moves to accomplish the desired result do not occur. Thus the conclusions of Lemma 3.13 can be applied to V . There exists a sequence of valid particle moves such that V moves to location l or some other particle moves to location l, and after this sequence of moves there are no gaps additional gaps adjacent to W. In the first case, there is no longer a gap adjacent to walk W at particle V so |W| has increased; the only possibility for such a gap is the location V previously occupied, which cannot be a gap. In the second case, V now satisfies the hypotheses of Lemma 3.11 because N (V ) is connected, so V can be eliminated.
Case 3. Suppose V has exactly two neighbors, and they are on opposite sides of V . In this case, we have no hope of eliminating a gap from n(V ) by moving V , so we instead turn to the particle on the opposite side of the gap adjacent to V . Because V is adjacent to some gap g, and particle P before V on W is not adjacent to g or to any gap, the particles locally near V must look as in Figure 7 (c). We let Q be the particle on the opposite side of gap g from V . Because g is a gap and P is not adjacent to a gap, Q can have at most three neighbors. If N (Q) is not connected, Q satisfies the conditions of Lemma 3.14, and there exists a sequence of moves such that Q moves away from gap g or some other particle moves adjacent to Q. In either case, no gaps adjacent to W are introduced. In the first case, there is no longer a gap adjacent to V and W can be extended. In the second case, N (Q) has become connected. If N (Q) is connected, then Q moving from its current location to gap location g is a valid move, satisfying Property 2. Particle Q can then be eliminated by Lemma 3.11. Lemma 3.15. There exists a sequence of moves from any configuration σ to a straight line.
Proof. We apply Lemma 3.14 fewer than 2n 2 times to eliminate all particles: a particle must be eliminated at least once every 2n steps, as the length of W can increased at most p(σ) < 2n times in a row. After this, all particles have been eliminated and they form a line stretching down and left from S.
We present one more lemma before proving M is irreducible. The following lemma ensures if there exists a valid sequence of moves transforming σ into a line, then there exists a valid sequences of moves transforming the line back into σ. Recall P (σ, τ ) is the probability of moving from state σ to state τ in one step of M. Proof. Let σ and τ be two configurations of the particles such that P (σ, τ ) > 0. This corresponds to Markov chain M being able to transition from state σ to state τ in one iteration, meaning σ and τ differ by one particle P at location l in σ and at adjacent location l in τ .
Note in configuration τ , location l occupied by particle Q has at most four neighbors. This is because l ∈ n(l ) is unoccupied as particle Q is instead at location l . At least one other location in n(l ) must also be unoccupied, as otherwise l would have been a hole in configuration σ, impossible by Lemma 3.4. Because P (σ, τ ) > 0, Property 1 or Property 2 must hold for l and l . Both properties are symmetric with regard to the role played by l and l . If Markov chain M, in state τ , selects particle Q, and particle Q selects neighboring location l and a sufficiently small probability q, then because Conditions 1, 2, and 3 are necessarily satisfied, particle Q moves to location l. This proves P (τ, σ) > 0, implying Markov chain M is reversible. Proof. Let σ and τ be any two configurations of n particles. By Lemma 3.15, there exists a sequence of valid moves transforming σ into a line with slope 1/ √ 3. By Lemmas 3.15 and 3.16, there exists a sequence of valid moves transforming this line into τ . Proof. By Lemma 3.17, the state space is connected. Moreover, it is also aperiodic since each iteration of M has a self-loop probability of at least 1/6 because every particle has at least one already occupied neighboring location. Therefore the chain is ergodic.
The stationary distribution π of M
The Markov chain M is ergodic, so its stationary distribution is unique. We now give an expression for this stationary distribution, and prove it is correct using detailed balance.
Lemma 3.19. The stationary distribution π of M is given by
where Z = σ λ t(σ) is the normalizing constant.
Proof. We confirm that π is the stationary distribution with detailed balance. Let σ and τ be any particle configurations with σ = τ such that P (σ, τ ) is nonzero. By Lemma 3.16, we conclude P (τ, σ) > 0 as well. Suppose particle Q moves from location l in σ to neighboring location l in τ . Let t be the number of triangles on which Q is incident when it is in location l, and let t be the number of tilings on which Q is incident when it is in location l . This implies t(σ) − t(τ ) = t − t . Without loss of generality, let t < t. We see
· λ t −t and P (τ, σ) = 1 n · 1 6 · 1.
We now show σ and τ satisfy the detailed balance condition:
We conclude π is the stationary distribution of M.
While it is natural to assume maximizing the number of triangles in a particle configuration results in more compression, here we formalize this notion. We prove π can also be expressed in terms of the perimeter, which implies Markov chain M converges to a distribution determined by the perimeter of the configurations, a global characteristic, even though the probability to move any particle is determined only by local information.
Corollary 3.20. The stationary distribution π of M is also given by
where Z = σ λ −p(σ) is the normalizing constant.
Proof. We use Lemma 2.3 and Lemma 3.19:
. This is exactly the desired expression.
The stationary distribution of M can also be expressed in terms of edges.
Corollary 3.21. The stationary distribution π of M is also given by
where Z = σ λ e(σ) is the normalizing constant.
Proof. This follows from Lemma 2.4 and Corollary 3.20:
σ λ e(σ) .
Compression under Markov Chain M
If we run the Markov chain M long enough, it will converge to its stationary distribution π, where π is given in Corollary 3.20. To simplify notation, we define the weight of a configuration σ to be w(σ) = λ −p(σ) . For a set S ⊆ Ω, we define w(S) as the sum of the weights of all configurations in S. We now show that, provided λ and n are large enough, with high probability if M is at stationarity then the particles are in an α-compressed configuration. Constant α > 1 can be as close to 1 as desired, though smaller α requires larger γ. We begin with a crucial counting lemma. Proof. Consider any configuration σ. Consider a clockwise traversal of its perimeter, beginning at the lowest leftmost particle of σ. For every edge of this perimeter traversal, note the location left of the edge is unoccupied; otherwise, the edge would not be traversed in a clockwise perimeter walk. At each step of the perimeter traversal, the perimeter can continue straight, turn left by 60 degrees, turn right by 60 degrees, turn right by 120 degrees, or turn right by 180 degrees. The perimeter can never turn left by 120 or 180 degrees. Thus, at each step of the perimeter traversal, there are at most five possible locations for the next particle on the perimeter. We conclude that there are at most 5 k configurations of perimeter k, each specified by the directions of the turns on the walk traversing its perimeter.
We note this bound is not tight, and no effort has been made to optimize it. We expect it can be improved significantly. Improvements on the base of the exponent in this bound will lead directly to lower values of λ * in the result below. We now proceed to prove our main result.
Theorem 4.2. For any α > 1, there exists λ * = 5 α α−1 > 5, n * ≥ 0, and γ < 1 such that for all λ > λ * and n > n * , the probability that a random sample σ drawn according to the stationary distribution π of M is not α-compressed is exponentially small:
Proof. Let S α be the set of configurations of perimeter at least α · p min . Let σ min be a configuration of n particles achieving the minimum perimeter p min . We show
The first equality is the definition of π; the next inequality follows from the definitions of Z and w. We focus on the last inequality. By Lemma 4.1, there are at most 5 k configurations of perimeter k; the weight of any configuration of perimeter k is λ −p(σ) = λ −k . We use this to sum over the configurations in S α .
w(S α ) w(σ min ) ≤ Provided λ > λ * = 5 α α−1 , the constant −c 1 = 1 − (1 − 1/α) log 5 λ < 0, and we can again use the inequality k ≥ α · p min . We also note that by Lemma 2.1, p min > 2 √ n:
It follows that there exists γ < 1 and n * such that for all n ≥ n * , P (p(σ) ≥ α · p min ) = π(S α ) ≤ w(S α ) w(σ min ) ≤ 2n 5 −2αc 1 √ n < γ √ n .
We can also use the above theorem to state a compression result for the stationary distribution of Markov chain M for a given value of λ.
Corollary 4.3. For any λ > 5, there exists α = log 5 λ/(log 5 λ − 1), n * ≥ 0, and γ < 1 such that for all n > n * , a random sample σ drawn according to the stationary distribution π of M satisfies P (p(σ) ≥ α · p min ) < γ √ n .
Expansion with Markov chain M
We say a particle configuration is α-expanded for some α < 1 if its perimeter is at least a constant fraction α of the maximal perimeter p max = 2n − 2. Of note, α expansion implies a particle configuration has linear perimeter and thus cannot be β-compressed for any constant β. We show that, provided n is large enough, for all 0 < λ < √ 2 there is a constant α such that with high probability if M is at stationarity then the particles are α-expanded. This is notable because it implies λ > 1 is not sufficient to guarantee particle compression.
Theorem 4.4. For all 0 < α < 1, there exists λ * = λ * (α) < √ 2, n * ≥ 0, and γ < 1 such that for all λ < λ * and n > n * , the particles achieve α-expansion with high probability: for a configuration σ drawn at random according to stationary distribution π, P (p(σ) < α · p max ) ≤ γ Let S α be the set of configurations of perimeter at most α · p max . Let σ max be a configuration achieving the maximum perimeter p max = 2n − 2. We note the number of N of configurations achieving this maximum is bounded below by 2 n−1 = 2 pmax/2 ; this is the number of paths where every step is up or up-right, all of which have no triangles and thus maximal perimeter. We show
We focus on proving the last of the inequalities above. The number configurations of perimeter k is at most 5 k by Lemma 4.1; the weight of any configuration of perimeter k is λ −p(σ) = λ −k . Applying this, we see
Recalling that λ < √ 2 and k < α · p max , we see .
We let c 3 be such that −c 3 = 1 − log 5 λ + log 5 λ α − log 5 2 2α .
We are interested in the case −c 3 < 0, so we solve for λ and see that −c 3 < 0 precisely when λ < λ * , a condition we know to hold. We conclude there exists constant c 3 > 0 such that
We conclude there exists n * ≥ 0 and γ < 1 such that for all n ≥ n * ,
Corollary 4.5. For all λ < √ 2, there exists a constant α such that with high probability a sample drawn according to stationary distribution π of M is α-compressed.
Proof. This follows from the previous theorem; for λ < √ 2, there exists α such that λ < λ * (α).
While α-expansion as defined is arguably not the best measure of particle expansion, we have shown the particles don't exhibit compression behavior for all λ > 1, an interesting and unintuitive result. 
Experimental Results
In practice, Markov chain M yields good compression, even for values of λ for which our proofs do not apply. We simulated M for λ = 4 on 100 particles that began in a line; the configurations after 1, 2, 3, 4, and 5 million steps of M are shown in Figure 8 . We see that compression occurs after only a relatively small number of iterations. Even λ = 2, while still favoring particles forming triangles, does not appear to yield compression. See Figure 9 , where even after 20 million simulated steps of M, the particles have not compressed. We conjecture there is a phase transition in λ, that is, there is a critical value λ c such that for all λ < λ c the particles do not compress and for all λ > λ c the particles compress. Such phase transitions are conjectured to exist in similar statistical physics models. Our proofs indicate if λ c exists, it must be between √ 2 and 5; our simulations suggest it would actually lie between 2 and 4. 
