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Etat de l'art des stratégies multi-agents depatrouilleFabrie LauriRapport interne LORIA - INRIA Lorraine1 IntrodutionSelon le ditionnaire Petit Larousse, une patrouille est " une mission de ren-seignements, de surveillane ou de liaison onée à une formation militaire(aérienne, terrestre ou navale) ou poliière ; désigne également la formationelle-même ".Selon le ditionnaire Oxford, "patrolling is the at of walking or travellingaround an area, at regular interval, in order to protet or to supervise it.".Une patrouille onsiste don à visiter à intervalle régulier les lieux stratégiquesd'une région, dans le but :
• de olleter des renseignements ables, régulièrement mis à jour par lapatrouille,
• de la surveiller en vue de la défendre ontre une invasion ennemie,
• ou de faire transiter des informations entre plusieurs lieux d'une région.Patrouiller eaement dans un environnement, éventuellement dynamiqueet bruité, néessite que :
• le délai entre deux visites d'un même lieu soit minimal,
• dans le as d'une mission de surveillane, les membres d'une patrouilledoivent suivre de préférene des trajetoires non préditibles par desagents désirant s'inltrer dans la zone patrouillée.Les stratégies de patrouille s'adressent à tous les domaines dans lesquelsune surveillane ou un ontrle distribué est requis. En partiulier, ellespeuvent : 1
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• aider les administrateurs à surveiller un réseau ontre toute attaque,
• être utilisées par des moteurs de reherhe pour indexer les pages Webnouvellement réées ou elles réemment modiées,
• être employées par des personnages non joueurs (PNJ) dans des jeuxvidéos,
• permettre à un groupe de robots d'explorer puis de surveiller ontin-uellement leur environnement2 Etat de l'Art2.1 Cadre mathématiqueL'ensemble des travaux portant sur les stratégies de patrouille dans les sys-tèmes multi-agents [1, 2, 3, 4, 7, 8, 9℄ onsidèrent que l'environnement àpatrouiller est onnu, bidimensionnel et qu'il peut être réduit à un graphe
G(V,E). V = {v1, v2, · · · , vN} représente l'ensemble des N positions (x, y)à visiter dans l'environnement. E = {eij} est l'ensemble des K ars valués
eij reliant deux positions vi et vj, tels que eij = (vi, vj , cij), une valuation
cij représentant par exemple la distane entre les positions vi et vj .Supposons que l'on dispose de R agents pour patrouiller le graphe G. Leproblème de la patrouille peut être envisagé selon deux points de vue. Lepremier [1, 2, 3, 4, 7, 8, 9℄ onsidère que les agents sont répartis sur les n÷udsdu graphe et qu'ils doivent les parourir ontinuellement de telle sorte quele délai entre deux visites pour haun des n÷uds du graphe soit minimal.Le seond point de vue [11, 12℄ onsidère que les agents sont disposés sur lesars du graphe, le but étant alors de traverser les ars du graphe selon unefréquene quasi-uniforme.Plusieurs ritères peuvent être utilisés an d'évaluer la qualité d'unestratégie de patrouille. En onsidérant que les agents sont situés sur lesn÷uds, les ritères suivants devront être alulés au niveau d'un n÷ud ouau niveau du graphe :
• Critères relatifs à l'Idleness (oisiveté) : Instantaneous Node Idleness (INI) : nombre de pas de temps oùun n÷udest resté non visité Instantaneous Graph Idleness (IGI) : moyenne de l'InstantaneousIdleness de tous les n÷uds pour un instant donné2
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• Exploration Time (ET) : nombre de pas de temps néessaires auxagents pour visiter au moins une fois tous les n÷uds du grapheDans le as où l'on onsidère que les agents sont disposés sur les ars, lesritères suivants pourront alors être utilisés :
• Cover Time (CT) : nombre de pas de temps néessaires aux agentspour visiter au moins une fois tous les ars du graphe (orrespond àl'Exploration Time déni i-dessus mais à propos des ars)
• Blanket Time (BT) : instant où le ratio entre le nombre de visitesentre n'importe lesquels des ouples d'ars est inférieur ou égal à 2.BT appréie don le aratère d'uniformité fréquentielle de paroursdes ars.2.2 Travaux antérieursChevaleyre [3, 4℄ onsidère le problème de la patrouille omme un problèmed'optimisation ombinatoire et s'appuie don sur les onnaissanes théoriquesaumulées dans les domaines de la reherhe opérationnelle et de la théoriedes graphes. Il a donné les preuves mathématiques, d'une part, que le prob-lème de la patrouille ave un seul agent est équivalent à une ertaine variantedu problème du voyageur de ommere (graph-TSP), d'autre part, que eproblème pouvait alors être résolu ave un des algorithmes permettant dedéterminer une solution d'une instane du problème du voyageur de om-mere (Travelling Salesman Problem). Pour le problème multi-agent dela patrouille, Chevaleyre a réalisé une étude formelle sur plusieurs straté-gies possibles de patrouille. Il a entre autres montré qu'en utilisant une "stratégie à yle unique1 ", le ritère (WI ou AvgI) à minimiser est borné par3*opt+4*maxijij. Sur des graphes omportant d'importantes variations devaluations des ars, ette approhe peut don s'avérer moins intéressante. En1Une stratégie multi-agent est dite à yle unique si tous les agents parourent le mêmeyle dans le même sens et qu'à haque instant il n'y a pas deux agents qui soient sur lemême n÷ud. 3
Rapport Interne LORIA Avril 2005utilisant une " stratégie régionalisée2 ", le problème devient 15-approximable.Dans [8, 7℄, les auteurs ont étudié sept arhitetures possibles dotant ha-un des agents d'un groupe destiné à réaliser des tâhes de patrouille. Quatreparamètres entrant en jeu dans l'arhiteture d'un agent furent explorés : letype d'agent (réatif ou ognitif), le type de ommuniation (auune, parmarques, via un tableau noir ou par messages), la stratégie pour hoisir leprohain n÷ud à visiter et enn la stratégie de oordination (émergent ouentrale). A propos du hoix du prohain n÷ud, deux aspets furent pris enompte : le type du hamps de vision de l'agent (soit loal, 'est-à-dire quele prohain n÷ud est adjaent au n÷ud ourant ; soit global, 'est-à-dire quel'agent perçoit tout le graphe) et l'heuristique de déision : ave l'heuristiquebasée sur l'Idleness individuelle, l'agent ne onsidère que ses propres visitestandis qu'ave l'heuristique basée sur l'Idleness partagée, l'agent prend enompte le déplaement des autres agents. Six stratégies de hoix du prohainn÷ud ont ainsi été onsidérées : LR (loally random), LII (loally individualidleness), LSI (loally shared idleness), GR (globally random), GII (globallyindividual idleness) et GSI (globally shared idleness).Dans et artile, seul des graphes omportant des ars de longueur unitairefurent onsidérés. Par ailleurs, pour hoisir le prohain n÷ud à visiter, unagent ne prend en ompte que le nombre d'ars le séparant du prohainn÷ud envisagé. L'Idleness instantanée des n÷uds voisins n'est don pasutilisée dans la prise de déision d'un agent.Par rapport à [8, 7℄, les agents dans [1℄ sont pourvus d'une heuristiquequi leur permet de prendre en ompte la distane et l'Idleness du prohainn÷ud. L'heuristique permet ainsi d'éviter de séletionner omme prohainn÷ud un n÷ud qui a l'Idleness la plus grande et qui se situe à une distaneimportante du n÷ud où se situe atuellement un agent.Almeida et al. ont amélioré l'arhiteture des agents de [8, 7℄ en one-vant dans [2℄ des agents apables de ommuniquer à l'aide de messages et des'entendre mutuellement sur le hoix du prohain n÷ud à visiter. Ces agentspeuvent négoier, à l'aide d'un système d'enhères [5℄ qui permet de failiterl'entente mutuelle [6℄. A l'instant initial, haque agent reçoit aléatoirementles n÷uds qu'il doit visiter. Tout au long de la patrouille, haque agent tentealors de se onstituer un ensemble de n÷uds prohes les uns des autres, an2Une stratégie multi-agent régionalisée onsidère que le graphe est partitionné en ré-gions distintes et qu'un ou plusieurs agents parourent les n÷uds d'une partition donnée.4
Rapport Interne LORIA Avril 2005de minimiser le délai entre deux visites. Lorsqu'un agent reçoit un n÷udqu'il estime ne pas pouvoir visiter dans un temps raisonnable, il initie alorsune enhère : il devient demandeur. Les autres agents (alors potentiel of-freur) vérient dans leur ensemble de n÷uds s'il existe un n÷ud éloigné desautres qu'ils pourraient éventuellement éhanger ave elui qui est proposé.Si un tel n÷ud est trouvé, l'agent orrespondant fait alors une ore. Unefois toutes les ores déposées, le demandeur les onsulte, hoisit elle qui estla plus intéressante pour lui et onlut l'aaire ave l'oreur.Dans [9℄, Santana et al. ont développé des agents adaptatifs apablesd'apprendre à patrouiller dans un environnement à l'aide de tehniques is-sues du domaine de l'apprentissage par renforement (Reinforement Learn-ing ou RL). Pour ela, les auteurs ont transposé le problème de la patrouilledans le formalisme des Proessus Déisionnels de Markov (MDP). Un espaed'ations et un espae d'états furent dénis individuellement pour haqueagent et des modèles de réompense instantanée (modèle d'utilité selsh etmodèle d'utilité wonderful life) menant à des performanes satisfaisantesà long terme furent développés. L'algorithme Q-Learning [10℄ fut enn em-ployé pour réaliser l'apprentissage individuel de haque agent. Deux arhite-tures ont été onsidérées : l'arhiteture Blak-Box Learner Agent (BBLA)et l'arhiteture Gray-Box Learner Agent (GBLA). Les agents de la premièrearhiteture ne ommuniquent pas expliitement entre eux tandis que dans ladeuxième arhiteture, les agents peuvent ommuniquer leurs intentions ausujet de leurs futures ations. Pour es deux arhitetures, l'espae d'ationsdes agents est onstitué d'un nombre d'ations égal au degré du graphe. Pourl'arhiteture BBLA, l'espae d'états de haque agent est représenté par :1) le n÷ud où l'agent se situe,2) l'ar d'où l'agent vient,3) le n÷ud voisin qui possède l'Idleness la plus grande,4) le n÷ud voisin qui possède l'Idleness la plus petitePour l'arhiteture GBLA, l'espae d'états est onstitué en plus :5) des n÷uds voisins destinés à être visités par les autres agentsL'espae d'états ainsi déni répertorie environ 10000 et 200000 étatspossibles, respetivement pour l'arhiteture BBLA et pour l'arhiteture5
Rapport Interne LORIA Avril 2005GBLA.Wagner et al. [11, 12℄ utilisent des algorithmes inspirés du omportementdes fourmis lorsqu'elles explorent un environnement. Dans [12℄, les agentsparourent le graphe de sommet en sommet, en déposant et " reniant " desphéromones déposées sur les n÷uds. Chaque n÷ud u du graphe omporte leouple de valeurs (su, tu), où su indique le nombre de marques déposées (end'autres termes, le nombre de fois où e n÷ud a été visité) et tu est le tempsoù la plus réente marque a été déposée. Initialement, tous les n÷uds sontinitialisés ave le ouple (0,0). Supposons maintenant qu'un agent se trouvesur le sommet u à l'instant t. Pour déterminer vers quel sommet il doit sediriger, l'agent séletionne parmi tous les sommets voisins de u elui qui ale ouple de valeurs le plus petit. Notons v e sommet. Avant de se dirigervers v, l'agent met à jour s(u) = s(v)+1 et t(u) = t et t est inrémenté.Cette règle est répétée pour haque agent indéniment. Dans [11℄, les agentsparourent le graphe d'ar en ar en utilisant également des phéromones ande les guider dans le graphe.2.3 Résultats théoriques ou expérimentaux[2℄ présente une étude expérimentale de plusieurs stratégies de patrouille. Lesauteurs ont omparé sept des tehniques de patrouille les plus performantesqu'ils ont développé dans leurs équipes, à savoir :
• Consentious Reative (CR) et Cognitive Coordinated (CC) [8, 7℄,
• Heuristi Pathnder Cognitive Coordinated (HPCC) [1℄,
• la stratégie à yle unique (Single Cyle ou SC) [3, 4℄,
• Gray-Box Learner Agent (GBLA) ave le modèle d'utilité selsh [9℄,
• Heuristi Pathnder Two-shots Bidder (HPTB) et Heuristi PathnderMediated Trade Bidder (HPMB) [2℄.La omparaison de es stratégies a porté sur le ritère WI. Chaque teh-nique fût évaluée sur six artes (arte A et B utilisées dans [1, 2, 3, 4, 7, 8, 9℄,arte ave un itinéraire irulaire, arte ave un ouloir, arte ave des îles etarte représentant une grille de nuds), en utilisant 15000 pas de temps etune population de 5 ou de 15 agents. Chaque expériene (arte+arhiteture)fût entreprise 10 fois. Tous les agents furent plaés sur le même n÷ud à6
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haune des 10 expérienes.Les résultats montrent que SC obtient les meilleurs résultats (plus petitWI) pour toutes les artes, sauf pour la arte ave les îles et 15 agents. Al'autre extrême, e sont les tehniques CR et CC qui obtiennent les plus mau-vais résultats. Pour toutes les artes et pour 5 agents, HPCC et GBLA don-nent les deuxièmes meilleures performanes. Pour 15 agents et pour toutesles artes, HPCC, HPTB et GBLA fournissent des performanes équiva-lentes.Dans [11, 12℄, Wagner et al. montrent que VAW et EAW sont apables deouvrir un environnement en, au plus, n*d et p*n2/k étapes respetivement,n étant le nombre de sommets du graphe, d son diamètre3, p le degré dugraphe et k le nombre d'agents de patrouille.2.4 Limites des approhesSC est une stratégie de patrouille entralisé, prédénie et xe et en tant quetelle, elle sera suseptible de renontrer des problèmes lorsque l'environnementest dynamique, qu'il omporte plusieurs milliers de n÷uds (en raison de laomplexité de TSP) et lorsque la tâhe de patrouille devra prendre en omptedes régions ayant des priorités diérentes.HPCC est plus adaptive que SC, mais elle néessite un paramétrage pourhaque situation (topologie de la arte et nombre d'agents), an d'anerl'importane relative de la distane sur l'Idleness lors du hoix du prohainn÷ud. Comme SC, HPCC risque également de demander une harge proesseurimportante dans le as de graphes de grande taille en raison de la omplexitéde l'algorithme de pathnding.GBLA montre une très bonne apaité d'adaptation, même lorsque lapopulation s'aroît. Par ailleurs 'est la seule arhiteture qui utilise unique-ment des informations loales. Néanmoins, le temps néessaire à la phased'apprentissage des paramètres (de l'ordre d'une dizaine de millions d'itérations)peut la rendre prohibitive dans le as de graphes de grande taille.HPTB et HPMP ne fournissent pas d'aussi bonnes performanes que lestrois arhitetures préitées, mais elles ne sourent pas de leurs limitations.3Le diamètre d'un graphe G, noté diam(G), est la distane maximale renontrée dans
G entre deux ouples de sommets. 7
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hniques très éonomiques en terme de omplex-ité algorithmique et de plae mémoire. Ce sont des tehniques totalementdistribuées, dans le sens où le même omportement de patrouille est appliquéà haque agent. Par ailleurs, haque agent utilise uniquement des informa-tions loales et la ommuniation entre agents, stigmergique, est minimale.Referenes[1℄ A. Almeida. Patrulhamento Multi-Agente em Grafos om Pesos. InMS. Dissertation, Universidade Federal de Pernambuo, 2003.[2℄ A. Almeida, G. Ramalho, and al. Reent Advanes on Multi-AgentPatrolling. In 17th Brazilian Symposium on AI, 2004.[3℄ Y. Chevaleyre. The Patrolling Problem. In Internal Report of UniversityParis 9, 2003.[4℄ Y. Chevaleyre. Theoretial Analysis of the Multi-Agent Patrolling Prob-lem. In International Joint Conferene on Intelligent Agent Tehnology,2004.[5℄ P. Faratin, C. Sierra, and N.R. Jennings. Using Similarity Criteria toMake Issue Trade-Os in Automated Negoiations. In Artiial Intel-ligene Journal, volume 2, pages 205237, 2002.[6℄ P. Faratin, C. Sierra, and al. Negoiations Deisions Funtions for Au-tonomous Agents. In International Journal of Robotis and AutonomousSystems, volume 24, pages 159182, 1998.[7℄ A. Mahado, A. Almeida, and al. Multi-Agent Movement Coordina-tion in Patrolling. In Third International Conferene on Computer andGame, 2002.[8℄ A. Mahado, G. Ramalho, and al. Multi-Agent Patrolling : an Empir-ial Analysis of Alternatives Arhitetures. In Proeedings of the 3rdInternational Workshop on Multi-Agent Based Simulation, 2002.[9℄ H. Santana, G. Ramalho, and al. Multi-Agent Patrolling with Reinfore-ment Learning. In Proeedings of the 3rd International Joint Confer-ene on Autonomous Agents and Multi-Agent Systems, pages 11221129,2004. 8
Rapport Interne LORIA Avril 2005[10℄ R. Sutton and A. Barto. Reinforement Learning : An Introdution.Cambridge, MA, 1998.[11℄ I.A. Wagner and al. Eiently Searhing a Graph by a Smell-OrientedVertex Proess. In Amerian Assoiation for Artiial Intelligene,1997.[12℄ V. Yanowski, I.A. Wagner, and al. A Distributed Ant Algorithm forEiently Patrolling a Network. In Algorithmia, volume 37, pages165186, 2003.
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