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NONLINEAR STABILITY OF GARDNER BREATHERS
MIGUEL A. ALEJO
Abstract. We show that breather solutions of the Gardner equation, a natural generaliza-
tion of the KdV and mKdV equations, are H2(R) stable. Through a variational approach, we
characterize Gardner breathers as minimizers of a new Lyapunov functional and we study the
associated spectral problem, through (i) the analysis of the spectrum of explicit linear systems
(spectral stability), and (ii) controlling degenerated directions by using low regularity conserva-
tion laws.
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1. Introduction
1.1. Preliminaries. In this paper we consider the nonlinear stability of breathers of the Gardner
equation
wt + (wxx + 3µw
2 + w3)x = 0, µ ∈ R\{0}, w(t, x) ∈ R, (t, x) ∈ R2. (1.1)
Specifically, we present here a proof on the stability in H2(R) of Gardner breathers, showing that
this stability is independent of the value of the parameter µ, which controls the strength of the
quadratic nonlinear part or KdV term w2, in its existence interval for real Gardner breathers.
The Gardner equation (1.1) is a well-known completely integrable model [14, 1, 31], with in-
finitely many conservation laws and well-known (long-time) asymptotic behavior of its solutions
obtained with the help of the inverse scattering transform [18]. As a physical model, (1.1) de-
scribes large-amplitude internal solitary waves, showing a dynamics which can look rather different
from the KdV form. On the other hand, solutions of (1.1) are invariant under space and time
translations. Indeed, for any t0, x0 ∈ R, w(t− t0, x− x0) is also a solution. Note that (1.1) is not
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2 Stability of Gardner breathers
scaling invariant. Moreover, (1.1) is closely related to the modified Korteweg-de Vries (mKdV)
equation
ut + (uxx + u
3)x = 0, u(t, x) ∈ R, (t, x) ∈ R2, (1.2)
through the search of L∞-solutions. In fact, it is easy to see by substitution, that the following
holds:
Proposition 1.1. Let u be a solution of the mKdV equation (1.2) with a nonvanishing boundary
value or condition (NVBC) µ ∈ R\{0} at ±∞. Then w(t, x) := u(t, x+ 3µ2t)− µ is a solution of
the Gardner equation (1.1).
The key characteristic of the Gardner equation (1.1) is that it contains a nonlinear part com-
posed of a Korteweg-de Vries (KdV) quadratic term (w2)x and a positive modified KdV (mKdV)
cubic term (w3)x. The competition between this nonlinear part and the linear dispersive term
wxxx allows the existence of intricate soliton, multisolitons as well as exact real-valued breather
solutions (see (1.12)). A soliton is a localized, moving or stationary solution which maintains its
form for all time. Similarly, a multi-soliton is a (not necessarily) explicit solution describing the
interaction of several solitons [20].
In the case of the Gardner equation (1.1), the profile of the soliton solution is slightly cumber-
some, but it is still given explicitly by the formula
w(t, x) := Qc,µ(x− ct), Qc,µ(s) := c
µ+
√
µ2 +
c
2
cosh(
√
cs)
. (1.3)
By substituting (1.3) into (1.1), one has that Qc,µ > 0 satisfies the nonlinear elliptic equation
Q′′c,µ − cQc,µ + 3µQ2c,µ +Q3c,µ = 0, Qc,µ > 0, Qc,µ ∈ H1(R). (1.4)
This second order, elliptic equation is deeply related to the so-called variational structure of the
soliton solution. To be more precise, it is well-known that for the Gardner equation the standard
conservation laws at the H1-level are the mass
M [w](t) :=
1
2
∫
R
w2(t, x)dx =M [w](0), (1.5)
and energy
Eµ[w](t) :=
1
2
∫
R
w2x − µ
∫
R
w3 − 1
4
∫
R
w4 = Eµ[w](0), (1.6)
which is H1-subcritical. For the Gardner equation (1.1), the Cauchy problem is globally well-posed
at such a level of regularity or even better, see e.g. Alejo and Kenig-Ponce-Vega [4],[27]. Note
that these results are not trivial since (1.1) is not scaling invariant.
Moreover, for a mKdV solution u with NVBC µ we also have the natural conservation laws
Mnv[u](t) :=
1
2
∫
R
(u2 − µ2)dx =Mnv[u](0), (1.7)
and energy
E[u](t) :=
1
2
∫
R
u2x −
1
4
∫
R
(u4 − µ4) = E[u](0), (1.8)
which is H1-subcritical. Using these conserved quantities, the variational structure of any Gardner
soliton can be characterized as follows: there exists a suitable Lyapunov functional, invariant in
time and such that the soliton Qc,µ is a corresponding extremal point. Moreover, it is a global
minimizer under fixed mass. For the Gardner case, this functional is given by (see [9] for the
mKdV case)
H0[w](t) = Eµ[w](t) + cM [w](t), (1.9)
where c > 0 is the scaling of the solitary wave, and M [w], Eµ[w] are given in (1.5) and (1.6).
Indeed, it is easy to see that for any z(t) ∈ H1(R) small,
H0[Qc,µ + z](t) = H0[Qc,µ] +
∫
R
z(Q′′c,µ − cQc,µ + 3µQ2c,µ +Q3c,µ) +O(‖z(t)‖2H1). (1.10)
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The zero order term above is independent of time, while the first order term in z is zero from
(1.4), proving the critical character of Qc,µ.
1.2. Breathers and their stability. Besides these soliton solutions of the Gardner equation
(1.1), it is possible to find another big set of explicit and oscillatory solutions, known in the
physical and mathematical literature as the breather solution, and which is a periodic in time,
spatially localized real function. Although there is no universal definition for a breather, we will
adopt the following convention, that will match the Gardner, mKdV and also sine-Gordon cases
(see [7]).
Definition 1.2 (Aperiodic breather). We say that B = B(t, x) is a breather solution for a par-
ticular one-dimensional dispersive equation if there are T > 0 and L = L(T ) ∈ R such that, for
all t ∈ R and x ∈ R, one has
B(t+ T, x) = B(t, x− L), (1.11)
and moreover, the infimum among times T > 0 such that property (1.11) is satisfied for such a
time T is uniformly positive in space.
Remark 1.1. Observe that the last condition ensures that solitons (and multisolitons) are not
breathers, since e.g. Qc,µ(x − c(t + T )) = Qc,µ(x − L − ct) for L := cT but T can be any
real-valued time.1
For the Gardner equation (1.1), the breather solution can be obtained by using different meth-
ods (e.g. Inverse Scattering, Hirota method, etc), and its expression is characterized by the
introduction of the parameter µ which controls the quadratic nonlinearity in (1.1).
Definition 1.3 (Gardner breather). Let α, β, µ ∈ R\{0} such that ∆ = α2 + β2 − 2µ2 > 0, and
x1, x2 ∈ R. The real-valued breather solution of the Gardner equation (1.1) is given explicitly by
the formula
Bµ ≡ Bα,β,µ(t, x;x1, x2) := 2
√
2∂x
[
arctan
(Gα,β,µ(t, x)
Fα,β,µ(t, x)
)]
, (1.12)
with y1 and y2
y1 = x+ δt+ x1, y2 = x+ γt+ x2, δ := α
2 − 3β2, γ := 3α2 − β2, (1.13)
and
Gµ ≡ Gα,β,µ(t, x) := β
√
α2 + β2
α
√
∆
sin(αy1)−
√
2µβ[cosh(βy2) + sinh(βy2)]
∆
,
Fµ ≡ Fα,β,µ(t, x) := cosh(βy2)−
√
2µβ[α cos(αy1)− β sin(αy1)]
α
√
α2 + β2
√
∆
.
Remark 1.2. This is a four-parametric solution, with two scalings (α, β) and two shift translations
(x1, x2). Note that we impose α
2+β2−2µ2 > 0, since we deal with real-valued solutions. Therefore
µ ∈ (0, µmax), where
µmax :=
√
α2 + β2
2
. (1.14)
Moreover from (1.12) one has, for any k ∈ Z,
Bα,β,(−1)kµ(t, x;x1 +
kπ
α
, x2) = (−1)kBα,β,µ(t, x;x1, x2), (1.15)
which are also solutions of (1.1). This identity reveals the periodic character of the first translation
parameter x1, coupled this time to the parameter (−1)kµ, k ∈ Z.
1In the case of NLS equations and their solitons, Definition 1.2 include them because of the U(1) invariance.
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Remark 1.3. Note that we can take the limit when α → 0 in (1.12), obtaining the so call double
pole solution for the Gardner equation (1.1), which it is a natural generalization of the well-known
double pole solution of mKdV:
Definition 1.4. Let β, µ ∈ R\{0} such that ∆0 = β2 − 2µ2 > 0, and x1, x2 ∈ R. The real-valued
double pole solution of the Gardner equation (1.1) is given explicitly by the formula
Bβ,µ(t, x) := ∂xB˜ := 2
√
2∂x
[
arctan
(Gβ,µ(t, x)
Fβ,µ(t, x)
)]
, (1.16)
with
Gβ,µ(t, x) :=
β2y1√
∆0
−
√
2µβ[cosh(βy2) + sinh(βy2)]
∆0
,
Fβ,µ(t, x) := cosh(βy2)−
√
2µ[1− βy1]√
∆0
,
and where now y1 = x− 3β2t+ x1 and y2 = x− β2t+ x2.
Note that Gardner breather solutions (1.12) are periodic in time, but not in space. Additionally,
every Gardner breather satisfies Definition 1.2 with T = 2πα(γ−δ) > 0 and L = −γT . A simple but
very important remark is that δ 6= γ, for all values of α and β different from zero. This means that
the variables x+ δt and x+ γt are always independent, a property that characterizes breather
solutions, which is not satisfied by standard solitons. On the other hand, −γ will be for us the
velocity of the breather solution, since it corresponds to the velocity of the carried hump in the
breather profile. Note additionally that breathers have to be considered as bound states, since
they do not decouple into simple solitons as time evolves.
For the Gardner equation, the breather solution was discovered by [43, 2], using the IST. These
solutions have become a canonical example of complexity in nonlinear integrable systems [31, 1].
Moreover, it is interesting to point out that mKdV and Gardner breather solutions have also been
considered by Kenig, Ponce and Vega and Alejo respectively, in their proofs of the non-uniform
continuity of the mKdV and Gardner flows in the Sobolev spaces Hs, s < 14 [28, 3].
If one studies perturbations of solitons in (1.1), (1.2) and more general equations, the concepts
of orbital, and asymptotic stability emerge naturally. In particular, since energy and mass are
conserved quantities, it is natural to expect that solitons are stable in a suitable energy space.
Indeed, H1-stability of mKdV and more general solitons and multi-solitons has been considered
e.g. in Benjamin [9], Bona-Souganidis-Strauss [10], Weinstein [46], Maddocks-Sachs [33], Martel-
Merle-Tsai [34], Martel-Merle [35] and Mun˜oz [40]. L2-stability of KdV solitons has been proved by
Merle-Vega [39]. Moreover, asymptotic stability properties for gKdV equations have been studied
by Pego-Weinstein [42] and Martel-Merle [36, 37], among many other authors.
The underlying question is then the study of the corresponding stability of these breather
solutions. A first step in that direction was already done in [5] (see also [6, 7, 8]), where
the nonlinear stability of mKdV breathers was presented. Recent studies about the stability-
instability of these breather structures are [41] and [11]. Other references dealing with similar
problems on stability/instability of coherent structures are Kowalczyk-Martel-Mun˜oz [29] and [30],
Comech-Cuccagna-Pelinovsky [12], Cuccagna-Pelinovsky-Vougalter [13], Grillakis-Shatah-Strauss
[17], Howard-Zumbrum [19], Kapitula [22], [23], Kapitula-Kevrekidis-Sandstede [24], Kapitula-
Promislow [25], Kaup-Yang [26], Sandstede [44], Zumbrum [49], Yang [47] and [48].
1.3. Main Results. In this paper, we show a positive answer to the question of the stability of
Gardner breathers. In fact, our main result is stated in short as follows:
Theorem 1.5. Gardner breathers (1.12) are orbitally stable for H2-perturbations, whenever the
parameter µ ∈ (0, µmax), with µmax as in (1.14).
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A more precise version of this theorem is given in Theorem 6.1. We will see from the variational
characterization of Gardner breathers (see Sect.4) that the Sobolev space H2 will arise naturally,
since the Lyapunov functional that will have Gardner breathers as minimizers, will be defined in
that space.
For the proof of the previous theorem, we will follow some steps introduced in [5] for mKdV
breathers. This approach in the mKdV setting is far to be trivial when we deal with Gardner
breathers, since many of at hand proofs presented for mKdV breathers, are no longer practical
as a consequence of the complicated functional form of breather solutions like (1.12). Therefore,
we have to resort to the deep integrability structure of the (1.1) in order to perform these proofs,
by using adapted identities for the Gardner breather and new nonlinear identities (see Lemma
2.5). Moreover, we are able to compute explicitly the mass, the energy and the third conserved
quantity defined in H2 of any Gardner breather solution (1.12), showing explicitly the nonlinear
dependence on the parameter µ.
The main steps of the proof are the following. Firstly, we show that Gardner breathers (1.12)
satisfy a fourth-order, nonlinear ODE. More precisely, every Gardner breather verifies
Jµ[Bµ] := Bµ,4x − 2(β2 − α2)(Bµ,xx + µB2µ +B3µ) + (α2 + β2)2Bµ + 5BµB2µ,x + 5B2µBµ,xx
+
3
2
B5µ + 5µB
2
µ,x + 10µBµBµ,xx + 10µ
2B3µ +
15
2
µB4µ = 0. (1.17)
(cf. equation (3.9)). This result for Gardner breathers is, as far as we know, not present in the
literature, althought similar ones were obtained in [5, 7, 8] for the case of mKdV breathers in the
line and periodic case and also for sine-Gordon breathers respectively. The proof of this identity is
based on the close connection between Gardner and mKdV with NVBC equations (see Proposition
1.1). That is, we are going to prove that the above identity (1.17) for Gardner breathers is related
with an equivalent identity (3.4) for mKdV breathers with NVBC, that will be easier to be proved,
by using the explicit form of the breather with NVBC of mKdV, and several new identities related
to the structure of the breather.
It seems that this equation cannot be obtained from the original approach by Lax [32], since
the dynamics do not decouple in time. As far as we know, this is the first time that the previous
equation is proved for breathers of the Gardner (and also for mKdV with NVBC (1.2)) equation
(1.1).
As second step, we show the variational structure of Gardner breathers (1.12), with the intro-
duction of a new Lyapunov functional (see (4.6) for further details)
Hµ[w](t) := Fµ[w](t) + 2(β2 − α2)Eµ[w](t) + (α2 + β2)2M [w](t), (1.18)
well-defined in the H2-topology, and for which Gardner breathers are not only extremal points,
but also local minimizers, up to symmetries. This functional will control the perturbative terms
and the instability directions arising during of the dynamics, the latter as a consequence of the
symmetries satisfied by (1.1). We will study spectrally the linearized operator around Gardner
breather solutions and we will discover, as in the mKdV case, that it has only one negative
eigenvalue. We will prove that by using new identities which simplify the computation of the
Wronskian in the kernel elements of this operator (see Greenberg [16] for further details of the
theory dealing with fourth order eigenvalue problems). This strategy was used first by Weinstein
in [45].
1.4. Organization of this paper. In Sect.2 we study generalized Weinstein conditions and we
present some nonlinear identities and stability tests satisfied by Gardner breathers. In Sect.3
we prove that any Gardner and mKdV (with NVBC) breather solutions satisfy a fourth order
nonlinear ODE, which characterizes them. In Sect.4 we present a variational characterization of
the Gardner breather, by introducing a new Lyapunov functional which controls the dynamic of
small perturbations in the stability problem. In Sect.5 we focus on the spectral properties of a
6 Stability of Gardner breathers
linear self-adjoint operator related to the Gardner breather solution. Finally in Sect.6 we present
a detailed version of Theorem 1.5 and a sketch of its proof.
Acknowledgments. I would like to thank Claudio Mun˜oz and Jose´ M. Palacios for many
richful discussions and comments on a first version of this paper. I also would like to thank to
the Departamento de Ingenier´ıa Matema´tica (DIM) of U. Chile, where part of this work was
completed, for its kind hospitality and support. Finally I would also like to acknowledge insightful
comments made by the anonymous referee which improved an earlier version of this work.
2. Nonlinear identities and Weinstein conditions
The aim of this section is to get stability tests by computing generalized Weinstein conditions
for any Gardner breather Bµ (1.12). We begin with the simpler case of the Gardner soliton (1.3),
where the mass (1.5) and the energy (1.6) are given by the quantities2
M [Qc,µ] := 2
√
c− 2
√
2µ arctan
[ √c√
2µ
]
, (2.1)
and
Eµ[Qc,µ] := −2
3
c3/2 + 4µ2
√
c− 4
√
2µ3 arctan[
√
c√
2µ
], (2.2)
which reduce, when µ = 0, to the well known mass and energy of the mKdV soliton solution [5,
eqn. (2.1)]. From these expressions we see explicitly the coupling between the soliton scaling c
and the parameter µ in the computed mass and the energy. Note that the Weinstein condition
[46] is now, for c > 0, µ ∈ R\{0},
∂cM [Qc,µ] =
√
c
c+ 2µ2
> 0. (2.3)
This inequality guarantees the nonlinear stability of the Gardner soliton (1.3). Moreover note that
the same condition for the energy of the Gardner soliton ∂cEµ[Qc,µ] = − c3/2c+2µ2 does not vanish
either.
Now, we approach the case of Gardner breathers. Firstly we present the following identity for
solutions of the Gardner equation and which will be useful when computing the mass and energy
of the breather solution (see appendix A for a proof):
Lemma 2.1. Let w(t, x) :=
√
2i∂x log(
Fµ−iGµ
Fµ+iGµ
) be any Gardner solution of (1.1). Then3
w2 = 2
∂2
∂x2
log(G2µ + F
2
µ)− 2µw. (2.4)
This result allows us to compute explicitly the mass of any Gardner breather:
Lemma 2.2. Let Bµ = Bα,β,µ be any Gardner breather, for α, β, µ as in definition (1.12). Then,
the mass of Bµ is
M [Bµ] := 4β + 2
√
2µ arctan
[2√2µβ
∆
]
. (2.5)
Proof. It follows directly by using the above identity (2.4) and substitution in the definition (1.5).
In fact, we obtain:
M [Bµ] =
1
2
∫
R
B2µ = 4β + 2
√
2µ arctan
[2√2µβ
∆
]
.

2See [15, Eqn. 2.443-1-2-3] for further details in order to compute these integrals explicitly.
3Note here that Fµ, Gµ are not necessarily the same ones introduced in (1.12).
Miguel A. Alejo 7
Remark 2.1. Note that as we could expect, after the Gardner soliton case, the mass of any Gardner
breather depends on the scalings α, β, and the parameter µ. This dependence slightly differs from
the exclusive dependence of the mass of any mKdV breather on the second scaling parameter β.
From the involved integral in (2.5), we can define the partial mass of any Gardner breather as
follows:
Definition 2.3. Let Bµ = Bα,β,µ be any Gardner breather, for α, β, µ as in definition (1.12)
(such that ∆ = α2 + β2 − 2µ2 > 0). Then, we define the partial mass associated to any Gardner
breather as:
Mµ(t, x) ≡Mα,β,µ(t, x) := 1
2
∫ x
−∞
B2µ(t, s;x1, x2)ds
= 2β + ∂x log(G
2
µ + F
2
µ)(t, x)− 2
√
2µ arctan
(Gµ(t, x)
Fµ(t, x)
)
. (2.6)
A direct consequence of the above results are the following generalized Weinstein conditions:
Corollary 2.4. Let Bµ = Bα,β,µ be any Gardner breather of the form (1.12). Given t ∈ R fixed,
let
ΛαBµ := ∂αBµ, and ΛβBµ := ∂βBµ. (2.7)
Then ∀µ ∈ (0, µmax) both functions ΛαBµ and ΛβBµ are in the Schwartz class for the spatial
variable and they satisfy the identities
∂αM [Bµ] =
∫
R
BµΛαBµ = − 16µ
2βα
∆2 + 8µ2β2
< 0, (2.8)
and
∂βM [Bµ] =
∫
R
BµΛβBµ = 4
(∆2 + 2µ2∆+ 4µ2β2
∆2 + 8µ2β2
)
> 0, (2.9)
independently of time.
Proof. By simple inspection, one can see that, given t fixed, ΛαBµ and ΛβBµ are well-defined
Schwartz functions. The proof of (2.8) and (2.9) is consequence of (2.5). 
Consider now the two directions associated to spatial translations. Let Bα,β,µ as introduced in
(1.12). We define
B1(t;x1, x2) := ∂x1Bα,β,µ(t;x1, x2), and B2(t;x1, x2) := ∂x2Bα,β,µ(t;x1, x2). (2.10)
It is clear that, for all t ∈ R, and α, β, µ as in definition 1.3 and x1, x2 ∈ R, both B1 and B2 are
real-valued functions in the Schwartz class, exponentially decreasing in space. Moreover, it is not
difficult to see that they are linearly independent as functions of the x-variable, for all time t fixed.
Lemma 2.5. Let Bµ = Bα,β,µ be any Gardner breather of the form (1.12). Then we have
(1) Bµ = B˜µ,x, with B˜µ = B˜α,β,µ given by the smooth L
∞-function
B˜µ(t, x) := 2
√
2 arctan
(Gµ
Fµ
)
. (2.11)
(2) For any fixed t ∈ R, we have (B˜µ)t well-defined in the Schwartz class, satisfiying
Bµ,xx + B˜µ,t + 3µB
2
µ +B
3
µ = 0. (2.12)
(3) Let Mµ be defined by (2.3). Then
B2µ,x +
1
2
B4µ + 2µB
3
µ + 2BµB˜µ,t − 2(Mµ)t = 0. (2.13)
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(4) Finally, let B1 and B2 as in (2.10) and B˜i ≡ ∂xiB˜µ, B˜ij ≡ ∂xi∂xj B˜µ, i, j = 1, 2. Then∫ x
−∞
(B˜212 − B˜11B˜22) = −(µ+Bµ)B˜11 + ∂2x1∂x log
(
G2µ + F
2
µ
)
. (2.14)
Proof. The first item above is a direct consequence of the definition of Bµ = Bα,β,µ in (1.12). On
the other hand, (2.12) is a consequence of (2.11) and integration in space (from −∞ to x) of (1.1).
To obtain (2.13) we multiply (2.12) by Bµ,x and integrate in space. Finally to prove (2.14), since
we are working with smooth functions, one has Bµ = B˜1 + B˜2, and also
B1 = B˜11 + B˜12, and B2 = B˜12 + B˜22.
Now, since B˜212 = B
2
1 + B˜
2
11 − 2B1B˜11 and B˜22 = B2 −B1 + B˜11, we get
(B˜212 − B˜11B˜22) = B21 + B˜211 − 2B1B˜11 − B˜11(B2 −B1 + B˜11)
= B21 − B˜11(B1 +B2) = B21 − B˜11∂x(B˜1 + B˜2) = B21 − B˜11Bµ,x. (2.15)
Now integrating (2.15) in x, we obtain:
∫ x
−∞
(B˜212 − B˜11B˜22) =
∫ x
−∞
(B21 − B˜11Bµ,x) (2.16)
=
∫ x
−∞
B21 −
[
BµB˜11|x−∞ −
∫ x
−∞
BµB11
]
. (2.17)
Using that BµB11 = ∂
2
x1(
1
2B
2
µ)−B21 , the last integral above simplifies as follows:
∫ x
−∞
B21 −
[
BµB˜11|x−∞ −
∫ x
−∞
BµB11
]
(2.18)
=
∫ x
−∞
B21 −
[
BµB˜11|x−∞ −
∫ x
−∞
(∂2x1(
1
2
B2µ)−B21)
]
(2.19)
= −BµB˜11|x−∞ + ∂2x1
∫ x
−∞
1
2
B2µ = −BµB˜11 + ∂2x1Mµ[t, x]. (2.20)
Now, remembering (2.3), we get
∂2x1Mµ = ∂2x1∂x log
(
G2µ + F
2
µ
)
− µB˜11.
Finally, substituting this derivative in the last equation above, we obtain the desired simplifi-
cation. The proof is complete. 
Remark 2.2. The reader may compare (2.12)-(2.13) with the well known identities for the Gardner
soliton solution (1.3):
Q
′′
c,µ − cQc,µ + 3µQ2c,µ +Q3c,µ = 0, (Q
′
c,µ)
2 − cQ2c,µ + 2µQ3c,µ +
1
2
Q4c,µ = 0.
We compute now the energy (1.6) of any Gardner breather solution.
Lemma 2.6. Let Bµ = Bα,β,µ be any Gardner breather, for α, β, µ as in definition (1.12). Then
the energy of Bµ is
Eµ[Bµ] :=
4
3
βγ + 8βµ2 + 4
√
2µ3 arctan
[2√2µβ
∆
]
. (2.21)
Remark 2.3. Note that in the Gardner case, in comparisson with the mKdV case (µ = 0), the sign
of the energy is dictated by a nonlinear balance among the velocity γ and the µ terms.
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Proof. First of all, let us prove the following reduction
Eµ[Bµ](t) =
1
3
∫
R
(
(Mµ)t(t, x) − µB3µ(t, x)
)
dx. (2.22)
Indeed, we multiply (2.12) by Bµ and integrate in space: we get∫
R
B2µ,x =
∫
R
BµB˜µ,t + 3µ
∫
R
B3µ +
∫
R
B4µ.
On the other hand, integrating (2.13),∫
R
B2µ,x +
1
2
∫
R
B4µ + 2µ
∫
R
B3µ + 2
∫
R
BµB˜µ,t − 2
∫
R
(Mµ)t = 0.
From these two identities, we get∫
R
B4µ =
4
3
∫
R
(Mµ)t − 2
∫
R
BµB˜µ,t − 10
3
µ
∫
R
B3µ,
and therefore ∫
R
B2µ,x =
4
3
∫
R
(Mµ)t −
∫
R
BµB˜µ,t − µ
3
∫
R
B3µ.
Finally, substituting the last two identities into (1.6), we get (2.22), as desired.
Now we prove (2.21). From (2.3), we have that
Mµ(t, x) = 2β + ∂x log(G2 + F 2)− µB˜µ,
and hence,
(Mµ)t(t, x) = ∂x∂t log(G2 + F 2)− µB˜µ,t.
Now substituting in the energy (2.22), remembering the identity (2.12) and the explicit expression
for Mµ[Bµ] in (2.5), we get
Eµ[Bµ](t) =
1
3
∫
R
(
(Mµ)t(t, x)− µB3µ
)
dx =
1
3
∫
R
(
∂x∂t log(G
2
µ + F
2
µ )− µB˜µ,t − µB3µ
)
dx
=
1
3
∫
R
(
∂x∂t log(G
2
µ + F
2
µ) + µ[Bµ,xx + 3µB
2
µ +B
3
µ]− µB3µ
)
dx
=
1
3
∫
R
(
∂x∂t log(G
2
µ + F
2
µ) + µBµ,xx + 3µ
2B2µ
)
dx
=
(1
3
∂t log(G
2
µ + F
2
µ) +
µ
3
Bµ,x
)
|+∞−∞ + µ2
∫
R
B2µdx
=
(1
3
∂t log(G
2
µ + F
2
µ) +
µ
3
Bµ,x
)
|+∞−∞ + 2µ2M [Bµ]
=
(1
3
∂t log(G
2
µ + F
2
µ) +
µ
3
Bµ,x
)
|+∞−∞ + 2µ2(4β + 4
√
2µ arctan
[√2µβ
∆
]
)
=
4
3
βγ + 8βµ2 + 4
√
2µ3 arctan
[2√2µβ
∆
]
.

Corollary 2.7. Let Bµ = Bα,β,µ be any Gardner breather. Then
∂αEµ[Bµ] = 8αβ(1− 4µ
4
∆2 + 8µ2β2
), ∂βEµ[Bµ] = 4(α
2−β2)+8µ2
(∆2 + 2µ2∆+ 4µ2β2
∆2 + 8µ2β2
)
. (2.23)
Remark 2.4. Note that the condition α = β is equivalent to the identity
∂βEµ[Bµ] =
8µ2β4
β4 + µ4
,
which is always positive, on the contrary to the mKdV breather case (µ = 0). On the other hand
the similar identity (2.3) for the energy of Gardner solitons can not vanish for any µ.
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3. Elliptic equations for breathers
3.1. Nonlinear stationary equation for mKdV breathers with NVBC µ. The objective
of this section is to prove that any mKdV breather solution with NVBC µ satisfies a suitable
stationary, elliptic equation. Indeed, this elliptic equation will be a key step in the proof of an
equivalent stationary elliptic equation for any Gardner breather, which it is a direct consequence
of the close connection between mKdV and Gardner solutions, as showed in Proposition 1.1. First
and for the sake of completness, we present these kind of mKdV breathers with NVBC4:
Definition 3.1. Let α, β, µ ∈ R\{0} such that ∆ = α2 + β2 − 2µ2 > 0, and x1, x2 ∈ R. The
real-valued breather solution of the mKdV equation (1.2) with NVBC µ at ±∞ is given explicitly
by the formula
B ≡ Bnvα,β,µ(t, x;x1, x2) := µ+ 2
√
2∂x
[
arctan
( g(t, x)
f(t, x)
)]
, (3.1)
with
g(t, x) := Gµ(t, x− 3µ2t),
f(t, x) := Fµ(t, x− 3µ2t),
and Gµ, Fµ defined in (1.12).
Remark 3.1. Note that every mKdV breather B (with or without NVBC) satisfies Definition 1.2
with the same selection for L and T parameters that Gardner breathers Bµ (1.12).
Let B any mKdV breather with NVBC. When we compute its mass (1.7) (see appendix A for a
complementary proof of this identity), we obtain
Mnv[B] :=
1
2
∫
R
(B2 − µ2)dx = ∂x log(f2 + g2)|+∞−∞ = 4β. (3.2)
We can also define the partial mass associated to a mKdV breather with NVBC in the following
way
Mnv[B] := 1
2
∫ x
−∞
(B2 − µ2)dx = 2β + ∂x log(f2 + g2)(t, x). (3.3)
Note that the mass of any mKdV breather with NVBC (3.2) is indeed equal to the mass of the
well known mKdV breather solution (see [5]). Now, we show the following identities for mKdV
breathers with NVBC:
Lemma 3.2. Let B = Bnvα,β,µ be any mKdV breather with NVBC of the form (3.1). Then we have
(1) B = B˜x, with B˜ = B˜
nv
α,β,µ given by
B˜(t, x) := µx+ 2
√
2 arctan
( g
f
)
. (3.4)
(2) For any fixed t ∈ R, we have (B˜)t well-defined in the Schwartz class, satisfiying
Bxx + B˜t +B
3 − µ3 = 0. (3.5)
(3) Finally, let Mnv be defined by (3.3). Then
B2x +
1
2
B4 + 2BB˜t − 2(Mnv)t − 2µ3B + 3
2
µ4 = 0. (3.6)
Proof. The first item above is a direct consequence of the definition of B in (3.1). On the other
hand, (3.5) is a consequence of (3.4) and integration in space (from −∞ to x) of (3.1). Finally, to
obtain (3.6) we multiply (3.5) by Bx and integrate in space taking into account the NVBC µ at
±∞. 
4See [2] for further details.
Miguel A. Alejo 11
The next nontrivial identity for mKdV breathers with NVBC (3.1) will be useful in the proof
of the nonlinear stationary equation that they satisfy.
Lemma 3.3. Let B = Bnvα,β,µ be any mKdV breather with NVBC (3.1). Then, for all t ∈ R,
Bxt + 2(Mnv)tB =
(
2(β2 − α2) + 5µ2
)
B˜t +
(
α2 + β2)2 + 6µ2(β2 − α2 + 3
2
µ2)
)
(B − µ). (3.7)
Proof. See appendix B for a detailed proof of this nonlinear identity.

Proposition 3.4. Let B = Bnvα,β,µ be any mKdV breather with NVBC (3.1). Then, for any fixed
t ∈ R, B satisfies the nonlinear stationary equation
J [B] := B(4x) −
(
2(β2 − α2) + 5µ2
)
(Bxx +B
3) +
(
(α2 + β2)2 + 6µ2(β2 − α2 + 5
4
µ2)
)
B
+5BB2x + 5B
2Bxx +
3
2
B5 − 4(β2 − α2 + µ2)µ3 − (α2 + β2)2µ = 0. (3.8)
Proof. From (3.5) and (3.6), one has
J [B] = −(B˜t +B3 − µ3)xx + (2(β2 − α2) + 5µ2)(B˜t − µ3) + ((α2 + β2)2 + 6µ2(β2 − α2 + 5
4
))B
+ 5BB2x + 5B
2Bxx +
3
2
B5 − 4(β2 − α2 + µ2)− (α2 + β2)2µ
= −Btx −BB2x + 2B2Bxx + (2(β2 − α2) + 5µ2)(B˜t − µ3) + ((α2 + β2)2 + 6µ2(β2 − α2 +
5
4
))B
+
3
2
B5 − 4(β2 − α2 + µ2)− (α2 + β2)2µ
= −Btx +B
[1
2
B4 + 2BB˜t − 2(Mnv)t − 2µ3B + 3
2
µ4
]
− 2B2(B˜t +B3 − µ3) + 3
2
B5
− 4(β2 − α2 + µ2)− (α2 + β2)2µ
+ (2(β2 − α2) + 5µ2)(B˜t − µ3) + ((α2 + β2)2 + 6µ2(β2 − α2 + 5
4
))B
= −[Btx + 2(Mnv)tB] + [2(β2 − α2) + 5µ2]B˜t + [(α2 + β2)2 + 6µ2(β2 − α2 + 3
2
µ2)]B
− 6(β2 − α2 + 3/2µ2)µ3 − (α2 + β2)2µ
= −[Btx + 2(Mnv)tB] + [2(β2 − α2) + 5µ2]B˜t + [(α2 + β2)2 + 6µ2(β2 − α2 + 3
2
µ2)](B − µ) = 0.
In the last line we have used (3.7). 
3.2. Nonlinear stationary equation for Gardner breathers. Our aim in this section is to
prove that any Gardner breather solution Bµ satisfies a suitable stationary, elliptic equation, by
using the close relation with mKdV breathers with NVBC, as presented in Proposition (1.1).
Theorem 3.5. Let Bµ ≡ Bα,β,µ be any Gardner breather (1.12). Then, for any fixed t ∈ R, Bµ
satisfies the nonlinear stationary equation
Jµ[Bµ] := Bµ,4x − 2(β2 − α2)(Bµ,xx + 3µB2µ +B3µ) + (α2 + β2)2Bµ + 5BµB2µ,x + 5B2µBµ,xx
+
3
2
B5µ + 5B
2
µ,x + 10µBµBµ,xx + 10µ
2B3µ +
15
2
µB4µ = 0. (3.9)
Remark 3.2. This identity can be seen as the nonlinear stationary equation satisfied by any Gard-
ner breather profile (1.12), and therefore it is independent of time and translation parameters
x1, x2 ∈ R. One can compare with the Gardner soliton solution Qc,µ(x− ct− x0), which satisfies
the standard elliptic equation (1.4), obtained as the first variation of the H1 Weinstein functional
(1.9). Moreover note that (3.9) and (1.12) reduces to [5, eqn. (5.2)] and (1.2) (up to translations)
when µ = 0.
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Proof. From Proposition 1.1, we first rewrite our Gardner breather Bµ as Bµ = B−µ, where here
B is a mKdV breather solution with NVBC µ at ±∞ as we presented in (3.1). Hence, substituting
Bµ = B − µ in (3.9) we obtain:
Jµ[B − µ] (3.10)
= B4x − 2(β2 − α2)
(
Bxx + 3µ(B − µ)2 + (B − µ)3
)
+ (α2 + β2)2(B − µ) + 5(B − µ)B2x
+ 5(B − µ)2Bxx + 3
2
(B − µ)5 + 5µB2x + 10µ(B − µ)Bxx + 10µ2(B − µ)3 +
15
2
µ(B − µ)4
= B4x − 2(β2 − α2)(Bxx +B3) + (α2 + β2)2B + 5BB2x + 5B2Bxx +
3
2
B5 − 2(β2 − α2)µ
− 2(β2 − α2)(2µ3 − 3µ2B) + 5µ2Bxx − 15
2
µB4 + 15µ2B3 − 15µ3B2 + 15
2
µ4B − 3
2
µ5 − 10µ5
− 10µ2Bxx + 10µ2B3 − 30µ3B2 + 30µ4B + 15
2
µB4 − 30µ2B3 + 45µ3B2 − 30µ4B + 15
2
µ5
= B4x − 2(β2 − α2)(Bxx +B3) + (α2 + β2)2B + 5BB2x + 5B2Bxx +
3
2
B5 − 5µ2(Bxx +B3)
+ 6µ2(β2 − α2 + 5
4
µ2)B − 4µ5 − 4(β2 − α2)µ3 − (α2 + β2)2µ
= B(4x) −
(
2(β2 − α2) + 5µ2
)
(Bxx +B
3) +
(
(α2 + β2)2 + 6µ2(β2 − α2 + 5
4
µ2)
)
B
+ 5BB2x + 5B
2Bxx +
3
2
B5 − 4(β2 − α2 + µ2)µ3 − (α2 + β2)2µ = J [B] = 0,
where in the last line we have used (3.8). 
Although the shift parameters x1, x2 are chosen independents of time, a simple argument ensures
that the previous Theorem still holds under time dependent, translation parameters x1(t) and
x2(t).
Corollary 3.6. Let B0α,β,µ = B
0
α,β,µ(t, x; 0, 0) be any Gardner breather as in (1.12), and x1(t),
x2(t) ∈ R two continuous functions, defined for all t in a given interval. Consider the modified
breather
Bα,β,µ(t, x) := B
0
α,β,µ(t, x;x1(t), x2(t)), (cf. (1.12)).
Then Bα,β,µ satisfies (3.9), for all t in the considered interval.
Proof. A direct consequence of the invariance of the equation (3.9) under spatial translations. 
4. Variational characterization of Gardner breathers
In this section we introduce a new H2-Lyapunov functional for the Gardner equation (1.1).
Consider w0 ∈ H2(R) and let w = w(t) ∈ H2(R) be the associated local in time solution of the
Cauchy problem associated to (1.1), with initial condition w(0) = w0 (cf. [27]). We first define
the H2-functional
Fµ[w](t) :=
1
2
∫
R
w2xxdx− 5µ
∫
R
ww2xdx+
5
2
µ2
∫
R
w4dx− 5
2
∫
R
w2w2xdx+
3
2
µ
∫
R
w5 +
1
4
∫
R
w6dx.
(4.1)
Lemma 4.1. Let w be a local (in time) H2-solution of the the Gardner equation (1.1) with initial
data w0. Then the functional Fµ[w](t) (4.1) is a conserved quantity. Moreover, w is a global (in
time) H2-solution.
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The existence of this last conserved quantity is a deep consequence of the integrability property
for the Gardner equation. In particular, it is not present in a general, non-integrable gKdV
equation. The proof of Lemma 4.1 is an easy computation. Moreover, as we did for the mass and
the energy (1.5)-(1.6), we are also able to get an explicit formula of Fµ at the Gardner breather
Bµ, by using the following relations between breathers and solitons which are valid for the Gardner
(and mKdV) equation
M [Bµ] = 2Re
[
M [Qc,µ]|√c=β+iα
]
and Eµ[Bµ] = 2Re
[
Eµ[Qc,µ]|√c=β+iα
]
. (4.2)
Lemma 4.2. Let Bµ = Bα,β,µ be any Gardner breather, for α, β, µ as in definition (1.12). Then
we have that
Fµ[Bµ] :=
4
15
(
3β(β4− 10β2α2+5α4)− 10µ2β(β2− 3α2− 6µ2)
)
+8
√
2µ5 arctan
[2√2µβ
∆
]
. (4.3)
Proof. Firstly, integrating directly (4.1) we get an expression for Fµ at Qc,µ:
Fµ[Qc,µ] =
2
15
√
c
(
3c2 − 10µ2c+ 60µ4
)
− 8√2µ5 arctan(
√
c√
2µ
). (4.4)
Now, applying the same strategy used for relations (4.2), we get
Fµ[Bµ] = 2Re
[
Fµ[Qc,µ]|√c=β+iα
]
= (4.3). (4.5)

Using the functional Fµ[w] (4.1), we build a new H
2-Lyapunov functional specifically associated
to the breather solution. Let Bµ = Bα,β,µ be any Gardner breather, and t ∈ R, and M [w] and
Eµ[w] given in (1.5) and (1.6) respectively. We define
Hµ[w](t) := Fµ[w](t) + 2(β2 − α2)Eµ[w](t) + (α2 + β2)2M [w](t). (4.6)
Therefore, Hµ[w] is a real-valued conserved quantity, well-defined for H2-solutions of (1.1).
Note additionally that the functionals Hµ=0 and Hµ for the mKdV and Gardner equations are
surprisingly the same.
Lemma 4.3. Let Bµ = Bα,β,µ be any Gardner breather, for α, β, µ as in definition (1.12). Then
we have that
Hµ[Bµ] := h1 + h22
√
2µ arctan
[2√2µβ
∆
]
, (4.7)
h1 =
8β
15
(
4β4 + 20α2β2 + 5µ2(5β2 − 3α2 + 6µ2)
)
, h2 =
(
(α2 + β2)2 + 4µ2(β2 − α2 + µ2)
)
.(4.8)
Proof. Collecting the mass (2.5), the energy (2.21) and Fµ at Bµ (4.3), and substituting at (4.6),
we get (4.8). 
Moreover, one has the following
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Lemma 4.4. Gardner breathers Bµ (1.12) are critical points of the Lyapunov functional Hµ
(4.6). In fact, for any z ∈ H2(R) with sufficiently small H2-norm, and Bµ = Bα,β,µ any Gardner
breather solution, then, for all t ∈ R, one has
Hµ[Bµ + z]−Hµ[Bµ] = 1
2
Qµ[z] +Nµ[z], (4.9)
with Qµ being the quadratic form defined in (4.10), and Nµ[z] satisfying |Nµ[z]| ≤ K‖z‖3H2(R).
Proof. We compute:
Hµ[Bµ + z] = 1
2
∫
R
(Bµ + z)
2
xx −
5
2
∫
R
(Bµ + z)
2(Bµ + z)
2
x +
1
4
∫
R
(Bµ + z)
6
− 5µ
∫
R
(Bµ + z)(Bµ + z)
2
x +
3
2
µ
∫
R
(Bµ + z)
5 +
5
2
µ2
∫
R
(Bµ + z)
4 + (β2 − α2)
∫
R
(Bµ + z)
2
x
− 1
2
(β2 − α2)
∫
R
(Bµ + z)
4 − 2µ(β2 − α2)
∫
R
(Bµ + z)
3 +
1
2
(α2 + β2)2
∫
R
(Bµ + z)
2
=
1
2
∫
R
B2µ,xx −
5
2
∫
R
B2µB
2
µ,x +
1
4
∫
R
B6µ − 5µ
∫
R
BµB
2
µ,x +
3
2
µ
∫
R
B5µ +
5
2
µ2
∫
R
B4µ
+ (β2 − α2)
∫
R
B2µ,x −
1
2
(β2 − α2)
∫
R
B4µ − 2(β2 − α2)µ
∫
R
B3µ +
1
2
(α2 + β2)2
∫
R
B2µ
+
∫
R
[
Bµ,4x − 2(β2 − α2)(Bµ,xx + 3µB2µ +B3µ) + (α2 + β2)2Bµ + 5BµB2µ,x
+ 5B2µBµ,xx +
3
2
B5µ + 5B
2
µ,x + 10µBµBµ,xx + 10µ
2B3µ +
15
2
µB4µ
]
z
+
1
2
[ ∫
R
z2xx + 2(β
2 − α2)
∫
R
z2x + (α
2 + β2)2
∫
R
z2 − 5
∫
R
B2µz
2
x
− 10µ
∫
R
Bµz
2
x + 10
∫
R
BµBµ,xzxz +
∫
R
(5B2µ,x + 10BµBµ,xx +
15
2
B4µ
− 6(β2 − α2)B2µ)z2 + 3µ
∫
R
(10B3µ − 4(β2 − α2)Bµ +
10
3
Bµ,xx + 10µB
2
µ)z
2
]
− 5
2
∫
R
(z2z2x + 2Bµ,xz
2zx + 2Bµzz
2
x) +
∫
R
5B3µz
3 +
15
4
B2µz
4 +
3
2
∫
R
Bµz
5 +
1
4
∫
R
z6
− 5µ
∫
R
zz2x + 15µ
∫
R
B2µz
3 +
15
2
µ
∫
R
Bµz
4 +
3µ
2
∫
R
z5 + 10µ2
∫
R
Bµz
3
+
5
2
µ2
∫
R
z4 − 2(β2 − α2)
∫
R
Bµz
3 − 1
2
(β2 − α2)
∫
R
z4 − 2µ(β2 − α2)
∫
R
z3.
We finally obtain:
Hµ[Bµ + z] = Hµ[Bµ] +
∫
R
Jµ[Bµ]z(t) +
1
2
Qµ[z] +Nµ[z],
where the quadratic form Qµ, associated to the linearized operator Lµ (5.1), is defined in the
following way:
Qµ[z] :=
∫
R
zLµ[z] =
∫
R
z2xx + 2(β
2 − α2)
∫
R
z2x + (α
2 + β2)2
∫
R
z2 − 5
∫
R
B2µz
2
x − 10µ
∫
R
Bµz
2
x
+ 10
∫
R
BµBµ,xzxz +
∫
R
(5B2µ,x + 10BµBµ,xx +
15
2
B4µ − 6(β2 − α2)B2µ)z2
+ 10µ
∫
R
Bµ,xzxz + 3µ
∫
R
(10B3µ − 4(β2 − α2)Bµ +
10
3
Bµ,xx + 10µB
2
µ)z
2.
(4.10)
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Note that, from Theorem 3.5, one has Jµ[Bµ] ≡ 0. Finally, the term Nµ[z] is given by
Nµ[z] := − 5
2
∫
R
(z2z2x + 2Bµ,xz
2zx + 2Bµzz
2
x) +
∫
R
5B3µz
3 +
15
4
B2µz
4
+
3
2
∫
R
Bµz
5 +
1
4
∫
R
z6 − 5µ
∫
R
zz2x + 15µ
∫
R
B2µz
3 +
15
2
µ
∫
R
Bµz
4
+
3µ
2
∫
R
z5 + 10µ2
∫
R
Bµz
3 +
5
2
µ2
∫
R
z4 − 2(β2 − α2)
∫
R
Bµz
3
− 1
2
(β2 − α2)
∫
R
z4 − 2µ(β2 − α2)
∫
R
z3.
Therefore, from direct estimates one has Nµ[z] = O(‖z‖3H2(R)), as desired. 
5. Spectral properties around Gardner breathers
Let z ∈ H4(R), and Bµ be any Gardner breather, with shift parameters x1, x2. We define Lµ
as the linearized operator associated to Bµ, i.e. the bilinear operator obtained after a linearization
of the Lyapunov functional (4.6) at the Gardner breather Bµ, as follows:
Lµ[z] := z(4x) − 2(β2 − α2)zxx + (α2 + β2)2z
+ 5B2µzxx + 10BµBµ,xzx + (5B
2
µ,x + 10BµBµ,xx +
15
2
B4µ − 6(β2 − α2)B2µ)z
+ 10µBµzxx + 10µBµ,xzx + 3µ
[
10B3µ − 4(β2 − α2)Bµ +
10
3
Bµ,xx + 10µB
2
µ
]
z.
(5.1)
The following concept, associated to a bilinear operator like Qµ (4.10), is standard and it will
be useful for us.
Definition 5.1. Any nonzero z ∈ H2 is said to be a positive (null, negative) direction for Qµ if
we have Qµ[z] > 0 (= 0, < 0).
Essential for the proof of the main result of this work, Theorem 1.5, is the spectral study of
the associated linear operator Lµ appearing from Theorem 3.5 and particularly, equation (3.9).
Hence, in this section we describe the spectrum of this operator. More precisely, our main purpose
is to find a suitable coercivity property, independently of the nature of scaling parameters. The
main result of this section is contained in Proposition 5.11. Part of the analysis carried out in
this section has been previously introduced for solitons by Lax [32], Maddocks-Sachs [33] and
for mKdV breathers by Alejo-Mun˜oz [5], so we follow their arguments adapted to the Gardner
breather case, sketching several proofs.
Lemma 5.2. Lµ is a linear, unbounded operator in L2(R), with dense domain H4(R). Moreover,
Lµ is self-adjoint.
From standard spectral theory of unbounded operators with rapidly decaying coefficients, it is
enough to prove that L∗µ = Lµ in H4(R).
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Proof. Let z, w ∈ H4(R). Integrating by parts, one has∫
R
wLµ[z] =
∫
R
w
[
z(4x) − 2(β2 − α2)zxx + (α2 + β2)2z + 5B2µzxx + 10BµBµ,xzx
]
+
∫
R
[
5B2µ,x + 10BµBµ,xx +
15
2
B4µ − 6(β2 − α2)B2µ
]
zw
+
∫
R
[
10µBµzxx + 10µBµ,xzx + 3µ(10B
3
µ − 4(β2 − α2)Bµ +
10
3
Bµ,xx + 10µB
2
µ)z
]
w
=
∫
R
z
[
w(4x) − 2(β2 − α2)wxx + (α2 + β2)2w + 5B2µwxx + 10BµBµ,xwx
]
+
∫
R
z
[
5B2µ,xw + 10BµBµ,xxw +
15
2
B4µw − 6(β2 − α2)B2µw
]
+
∫
R
z
[
10µBµwxx + 10µBµ,xwx + 3µ(10B
3
µ − 4(β2 − α2)Bµ +
10
3
Bµ,xx + 10µB
2
µ)w
]
=
∫
R
zLµ[w].
Finally, it is clear that D(L∗µ) can be identified with D(Lµ) = H4(R). 
A consequence of the previous result is the fact that the spectrum of Lµ is real-valued. Fur-
thermore, the following Lemma describes the continuous spectrum of Lµ.
Lemma 5.3. Let α, β, µ as in definition (1.12). The operator Lµ is a compact perturbation of the
constant coefficients operator
L0[z] := z(4x) − 2(β2 − α2)zxx + (α2 + β2)2z.
In particular, the continuous spectrum of Lµ is the closed interval [(α2 + β2)2,+∞) in the case
β ≥ α, and [4α2β2,+∞) in the case β < α. No embedded eigenvalues are contained in this region.
The eigenvalue zero is isolated.
Proof. This result is a consequence of the Weyl Theorem on continuous spectrum. Let us note
that the nonexistence of embedded eigenvalues is consequence of the rapidly decreasing character
of the potentials involved in the definition of Lµ.
The isolatedness of the zero eigenvalue is a direct consequence of standard elliptic estimates for
the eigenvalue problem associated to Lµ, corresponding uniform convergence on compact subsets
of R, and the non degeneracy of the kernel associated to Lµ.

Now, remembering the definition (2.10) of the two directions associated to spatial translations
B1, B2, it is easy to see the following:
Lemma 5.4. For each t ∈ R, one has
kerLµ = span
{
B1(t;x1, x2), B2(t;x1, x2)
}
.
Proof. From Theorem 3.5, one has that ∂x1Jµ[Bµ] = ∂x2Jµ[Bµ] ≡ 0. Writing down these identities,
we obtain
Lµ[B1](t;x1, x2) = Lµ[B2](t;x1, x2) = 0, (5.2)
with Lµ the linearized operator defined in (5.1) and B1, B2 defined in (2.10). A direct analysis
involving ordinary differential equations shows that the null space of L0 is spawned by functions
of the type
e±βx cos(αx), e±βx sin(αx), α, β > 0,
(note that this set is linearly independent). Among these four functions, there are only two L2-
integrable ones in the semi-infinite line [0,+∞). Therefore, the null space of Lµ|H4(R) is spanned
by at most two L2-functions. Finally, comparing with (5.2), we have the desired conclusion. 
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We consider now the natural modes associated to the scaling parameters, which are the best
candidates to generate negative directions for the related quadratic form defined by Lµ. Recall the
definitions of ΛαBµ and ΛβBµ introduced in (2.7). For these two directions, one has the following
Lemma 5.5. Let Bµ = Bα,β,µ be any Gardner breather. Consider the scaling directions ΛαBµ
and ΛβBµ introduced in (2.7). Then, given α, β > 0 and ∀µ ∈ (0, µmax), we have∫
R
ΛαBµ Lµ[ΛαBµ] = 32α2β
[
1 +
2µ2∆
∆2 + 8µ2β2
]
> 0, (5.3)
and∫
R
ΛβBµ Lµ[ΛβBµ] = −16β
[
(α2 − β2) + (α2 + β2 + 2µ2)
(∆2 + 2µ2∆+ 4µ2β2
∆2 + 8µ2β2
)]
< 0. (5.4)
Proof. From (3.9), we get after derivation with respect to α and β,
Lµ[ΛαBµ] = −4α[Bµ,xx +B3µ + 3µB2µ + (α2 + β2)Bµ],
Lµ[ΛβBµ] = 4β[Bµ,xx +B3µ + 3µB2µ − (α2 + β2)Bµ].
We deal with the first identity (5.3). Note that from (2.8), (1.6) and (2.23),∫
R
ΛαBµ Lµ[ΛαBµ] = −4α
∫
R
[Bµ,xx +B
3
µ + 3µB
2
µ + (α
2 + β2)Bµ]ΛαBµ
= 4α∂αEµ[Bµ]− 4α(α2 + β2)∂αM [Bµ]
= 4α · 8αβ(1 − 4µ
4
∆2 + 8µ2β2
)− 4α(α2 + β2)(− 16µ
2βα
∆2 + 8µ2β2
)
= 32α2β
[
1− 4µ
4
∆2 + 8µ2β2
+
2µ2(α2 + β2)
∆2 + 8µ2β2
]
= (5.3).
Following a similar analysis, we have∫
R
ΛβBµ Lµ[ΛβBµ] = 4β
∫
R
[Bµ,xx +B
3
µ + 3µB
2
µ + (α
2 + β2)Bµ]ΛβBµ
= −4β∂βEµ[Bµ]− 4β(α2 + β2)∂βM [Bµ]
= −4β[4(α2 − β2) + 8µ2(1 + 2µ
2(∆− 2β2)
∆2 + 8µ2β2
)]− 4β(α2 + β2)4(1 + 2µ
2(∆− 2β2)
∆2 + 8µ2β2
)
= −4β[4(α2 − β2) + 4(α
2 + β2 + 2µ2)(∆2 + 2µ2∆+ 4µ2β2)
∆2 + 8µ2β2
)] = (5.4).

A direct consequence of the previous identities and Corollary 2.4, is the following:
Corollary 5.6. With the notation of Lemma 5.5 let
B0,µ :=
αΛβBµ + βΛαBµ
8αβ(α2 + β2)
. (5.5)
Then B0,µ is Schwartz, satisfies Lµ[B0,µ] = −Bµ and ∀µ ∈ (0, µmax)∫
R
B0,µBµ =
1
2β(α2 + β2)
(∆2 + 2µ2∆
∆2 + 8µ2β2
)
> 0. (5.6)
Moreover,
1
2
∫
R
B0,µLµ[B0,µ] < 0. (5.7)
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Remark 5.1. In other words, from Definition 5.1, we can see B0,µ as a negative direction of Qµ
∀µ ∈ (0, µmax). Besides that, B0,µ is not orthogonal to the breather itself. Note additionally that
constants involved in (5.6) are independent of time.
Proof. Using (5.5), we are lead to understanding the sign of the function∫
R
B0,µBµ =
1
8αβ(α2 + β2)
∫
R
(αΛβBµ + βΛαBµ)Bµ
=
1
8αβ(α2 + β2)
(α∂βM [Bµ] + β∂αM [Bµ])
=
1
8αβ(α2 + β2)
(
4α[1 +
2µ2(∆− 2β2)
∆2 + 8µ2β2
]− 16µ
2αβ2
∆2 + 8µ2β2
)
= (5.6),
(5.8)
where ∂βM [Bµ] was computed in (2.9).

Now, in order to prove that Lµ possesses, for all time, only one negative eigenvalue, we follow
the Greenberg and Maddocks-Sachs strategy [16, 33], applied this time to the linear, oscillatory
operator Lµ. More specifically, we will use the following
Lemma 5.7 (Uniqueness criterium, see also [16, 33]). Let B = Bµ be any Gardner breather, and
B1, B2 the corresponding kernel of the operator Lµ. Then Lµ has∑
x∈R
dimkerW [B1, B2](t;x)
negative eigenvalues, counting multiplicity. Here, W is the Wronskian matrix of the functions B1
and B2,
W [B1, B2](t;x) :=
[
B1 B2
(B1)x (B2)x
]
(t, x). (5.9)
Proof. This result is essentially contained in [16, Theorem 2.2], where the finite interval case was
considered. As shown in several articles (see e.g. [33, 21]), the extension to the real line is direct
and does not require additional efforts. We skip the details. 
In what follows, we compute the Wronskian (5.9). The surprising fact is the following greatly
simplified new expression for the determinant of (5.9) and which generalizes the Wronskian for
the mKdV’s breather case (µ = 0) (see [5, Lemma 4.7]):
Lemma 5.8. Let Bµ = Bα,β,µ be any Gardner breather, B1, B2 the corresponding kernel elements
defined in (2.10) and Dµ = F
2
µ +G
2
µ. Then
detW [B1, B2](t;x) :=
4β3(α2 + β2)2((α2 + β2)2 − 4µ2(α2 − µ2))
∆3D2µ[
sinh(2βy2) +
4β2µ2 cosh(2βy2)
(α2 + β2)2 − 4µ2(α2 − µ2) −
β∆((α2 + β2)2 − 2µ2(α2 − β2)) sin(2αy1)
α(α2 + β2)((α2 + β2)2 − 4µ2(α2 − µ2))
+
4β2µ2∆cos(2αy1)
(α2 + β2)((α2 + β2)2 − 4µ2(α2 − µ2))
]
.
(5.10)
Proof. We start with a very useful simplification. We claim that
detW [B1, B2](x) = −2(α2 + β2)
[
− (µ+Bµ)B˜11 + ∂2x1∂x log
(
G2µ + F
2
µ
)]
, (5.11)
with B˜µ = B˜µ(t, x;x1, x2) defined in (2.11), and B˜j , B˜ij , i, j = 1, 2, as in (2.14). In order to
prove the above simplification, we start from (2.12), and taking derivative with respect to x1 and
x2, we get
(B1)xx + (B˜1)t + 3B
2
µB1 + 6µBµB1 = 0, (B2)xx + (B˜2)t + 3B
2
µB2 + 6µBµB2 = 0. (5.12)
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Multiplying the first equation above by B2 and the second by −B1, and adding both equations,
we obtain
(B1)xxB2 − (B2)xxB1 + (B˜1)tB2 − (B˜2)tB1 = 0,
that is,
((B1)xB2 − (B2)xB1)x = (B˜2)tB1 − (B˜1)tB2. (5.13)
On the other hand, since we are working with smooth functions, one has Bµ = B˜1 + B˜2,
B1 = B˜11 + B˜12, B2 = B˜12 + B˜22,
and
(B˜1)t = δB˜11 + γB˜12, (B˜2)t = δB˜12 + γB˜22.
Substituting into (5.13), we get
((B1)xB2 − (B2)xB1)x = (δ − γ)(B˜212 − B˜11B˜22).
Now, integrating in x and using the nonlinear identity (2.14) we get
detW [B1, B2](x) = −2(α2 + β2)
[
− (µ+Bµ)B˜11 + ∂2x1∂x log
(
G2µ + F
2
µ
)]
.
Finally to prove (5.10), we write explicitly the two terms involved at the r.h.s. of equation
above. We will follow notation of Appendix B, but this time changing ∂t by ∂x1 , and therefore
defining G := Gµ, G1 := Gx, G2 := Gx1 , G3 := Gxx1 , G4 := Gx1x1 , G5 := Gxx1x1 and
F := Fµ, F1 := Fx, F2 := Fx1 , F3 := Fxx1 , F4 := Fx1x1 , F5 := Fxx1x1 . Hence we get,
−(µ+Bµ) = −µDµ − 2
√
2(−F1G+ FG1)
Dµ
,
B˜11 =
2
√
2
D2µ
[−G2(F4G− 2F2G2)− F 2(F4G+ 2F2G2) + F 3G4 + FG(2F 22 − 2G22 +GG4)],
and finally
− (µ+Bµ)B˜11 = −2
√
2
M1
D3µ
, (5.14)
with
M1 :=
[
µDµ − 2
√
2(−F1G+ FG1)
][
−G2(F4G− 2F2G2)− F 2(F4G+ 2F2G2)
+ F 3G4 + FG(2F
2
2 − 2G22 +GG4)
]
.
(5.15)
Similarly, for the second term in (5.11) at the r.h.s. we have
∂2x1∂x log
(
G2µ + F
2
µ
)
=
M2
D3µ
, (5.16)
with
M2 :=16(FF1 +GG1)(FF2 +GG2)
2 − 4Dµ(FF1 +GG1)(F 22 + FF4 +G22 +GG4)
− 8D2µ(FF2 +GG2)(F1F2 + FF3 +G1G2 +GG3)
+ 2D2µ(2F2F3 + F1F4 + FF5 + 2G2G3 +G1G4 +GG5).
(5.17)
Therefore putting together (5.14) and (5.16), we get
− (µ+Bµ)B˜11 + ∂2x1∂x log
(
G2µ + F
2
µ
)
=
−2√2M1 +M2
D3µ
. (5.18)
Indeed, it is possible to see that the above numerator reduces to
− 2
√
2M1 +M2 = 2DµM3, (5.19)
where M3 is given by
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M3 :=
F 2[−2F2F3 − F1F4 + 2G2G3 − 3G1G4 +GG5 +
√
2µGF4 + 2
√
2µF2G2] + F
3(F5 −
√
2µG4)
+ F [F5G
2 + 2F4GG1 − 4F3GG2 + 4F2G1G2 − 4F2GG3 −
√
2µ(2F 22G− 2GG22 +G2G4)
+ 2F1(F
2
2 −G22 +GG4)] +G[−3F1F4G− 2F 22G1 + 2G1G22 − 2GG2G3 −GG1G4 +G2G5
+
√
2µF4G
2 + 2F2(F3G+ 2F1G2 −
√
2µGG2)].
(5.20)
We verify, using the symbolic software Mathematica, that after substituting F ′s and G′s terms
explicitly in M3 and lengthy rearrangements, (5.20) simplifies as follows:
2M3 =
−2β3(α2 + β2)((α2 + β2)2 − 4µ2(α2 − µ2))
∆3µ[
sinh(2βy2) +
4β2µ2 cosh(2βy2)
(α2 + β2)2 − 4µ2(α2 − µ2) −
β∆µ((α
2 + β2)2 − 2µ2(α2 − β2)) sin(2αy1)
α(α2 + β2)((α2 + β2)2 − 4µ2(α2 − µ2))
+
4β2µ2∆µ cos(2αy1)
(α2 + β2)((α2 + β2)2 − 4µ2(α2 − µ2))
]
.
(5.21)
Finally we get
−(µ+Bµ)B˜11 + ∂2x1∂x log
(
G2µ + F
2
µ
)
=
−2√2M1 +M2
D3µ
=
2DµM3
D3µ
=
(5.10)
−2(α2 + β2) . (5.22)

Proposition 5.9. The operator Lµ defined in (5.1) and for every µ ∈ (0, µmax) has a unique
negative eigenvalue −λ20 < 0, of multiplicity one, and λ0 = λ0(α, β, µ, x1, x2, t).
Proof. We compute the determinant (5.9) required by Lemma 5.7. From Lemma 5.8, after a
standard translation argument, we will denote y˜2 = y2 + (δ − γ)t + x˜2, and we just need to
consider the behavior of the function
fµ(y2) = ft,α,β,µ,x˜2(y2) := sinh(2βy2) +
4β2µ2 cosh(2βy2)
(α2 + β2)2 − 4µ2(α2 − µ2)
− β∆((α
2 + β2)2 − 2µ2(α2 − β2)) sin(2αy˜2)
α(α2 + β2)((α2 + β2)2 − 4µ2(α2 − µ2)) +
4β2µ2∆cos(2αy˜2)
(α2 + β2)((α2 + β2)2 − 4µ2(α2 − µ2)) .
(5.23)
for x˜2 := x1 − x2 ∈ R, and δ − γ = −2(α2 + β2).
A simple argument shows that for y2 ∈ R such that
| sinh(2βy2)| > β∆((α
2 + β2)2 − 2µ2(α2 − β2))
α(α2 + β2)((α2 + β2)2 − 4µ2(α2 − µ2)) +
4β2µ2∆
(α2 + β2)((α2 + β2)2 − 4µ2(α2 − µ2)) ,
fµ has no root. Moreover, there exists R0 = R0(α, β, µ) > 0 such that, for all y2 > R0 one has
fµ(y2) > 0 and for all y2 < −R0, fµ(y2) < 0. Therefore, since fµ is continuous, there is a root
y0 = y0(t, α, β, µ, x˜2) ∈ [−R0, R0] for fµ. Additionally, we have that
f
′
µ(y2) = 2β[cosh(2βy2) +
4β2µ2 sinh(2βy2)
(α2 + β2)2 − 4µ2(α2 − µ2)
− ∆((α
2 + β2)2 − 2µ2(α2 − β2)) cos(2αy˜2)
(α2 + β2)((α2 + β2)2 − 4µ2(α2 − µ2)) −
4βαµ2∆sin(2αy˜2)
(α2 + β2)((α2 + β2)2 − 4µ2(α2 − µ2)) ],
hence, two cases have to be considered. We remember here that µ ∈ (0, µmax). In the first case,
when µ→ 0+ ≡ ǫ, we have that f ′µ(y2) ≈ cosh(2βy2)− cos(2α(y2 − 2(α2 + β2)t+ x˜2)) +O(ǫ) > 0
if y2 6= 0. On the other side, when µ2 → µ2−max ≡ µ2max − ǫ2 , with ǫ≪ 1, we have that
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f
′
µ(y2) = 2β[cosh(2βy2) + sinh(2βy2)−
ǫ2 sinh(2βy2)
2β2(α2 + β2 − ǫ) + ǫ2
− ǫ(2β
4 − ǫβ2 + α2(2β2 + ǫ)) cos(2αy˜2)
(α2 + β2)(2α2β2 + 2β4 − 2ǫβ2 + ǫ2) −
2αβǫ(α2 + β2 − ǫ) sin(2αy˜2)
(α2 + β2)(2α2β2 + 2β4 − 2ǫβ2 + ǫ2) ] > 0,
by simple inspection. Therefore, if y0 6= 0 then it is unique and then∑
x∈R
dim kerW [B1, B2](t;x) = dim kerW [B1, B2](t; y0 − γt− x2) = 1,
since B1 or (B1)x are not zero at that time. Indeed, it is enough to show that W [B1, B2](t, x) is
not identically zero, then dimkerW [B1, B2] < 2. In order to prove this fact, note that from (5.12)
B1 solves, for t, x1, x2 ∈ R fixed, a second order linear ODE with source term −(B˜µ)t. Therefore,
by standard well-posedness results, both B1 and (B1)x cannot be identically zero at the same
point.

We consider now some standard remarks. We can reduce the spectral problem to another inde-
pendent of time. Indeed, from (1.15) and after translation and redefinition of the shift parameters
x1 and x2 we can assume that
Bµ = Bα,β,µ(0, x;x1, 0), x1 ∈ [0, 2π
α
].
In what follows we assume that Bµ is given by the previous formula.
Remark 5.2. Let z ∈ H2(R), and Bµ = Bα,β,µ be any Gardner breather. Now remembering the
quadratic form (4.10) associated to Lµ, Qµ[z] =
∫
R
zLµ[z] and from Lemma 5.4, it is easy to see
that Qµ[B1] = Qµ[B2] = 0. Moreover, inequality (5.3) means that ΛαBµ is a positive direction
for Qµ when µ ∈ (0, µmax). Additionally, from (4.10) Qµ is bounded below, namely
Qµ[z] ≥ −cα,β,µ‖z‖2H2(R),
Let B−1 ∈ S\{0} be an eigenfunction associated to the unique negative eigenvalue of the
operator Lµ, as stated in Proposition 5.9. We assume that B−1 has unit L2-norm, so B−1 is now
unique. In particular, one has Lµ[B−1] = −λ20B−1. It is clear from Proposition 5.9 and Lemma
5.4 that the following result holds.
Lemma 5.10. There exists a continuous function ν0 = ν0(α, β, µ), well-defined and positive for
all α, β > 0, with µ ∈ (0, µmax), and such that, for all z0 ∈ H2(R) satisfying∫
R
z0B−1 =
∫
R
z0B1 =
∫
R
z0B2 = 0, (5.24)
then
Qµ[z0] ≥ ν0‖z0‖2H2(R). (5.25)
Proof. The existence of a positive constant ν0 = ν0(α, β, µ, x1) such that (5.25) is satisfied is now
clear from Remark 5.2 and the three orthogonality conditions. Moreover, thanks to the periodic
character of the variable x1, and the nondegeneracy of the kernel, we obtain a uniform, positive
bound independent of x1, x2 and t, still denoted ν0. The proof is complete. 
Since B−1 is difficult to work with, we look for an easier version of the previous result. We can
easily prove, as in [5, Proposition (4.11)], that the eigenfunction B−1 associated to the negative
eigenvalue of Lµ can be replaced by the breather itself, which has better behavior in terms of error
controlling, unlike the first eigenfunction. This simple fact allows us to prove the nonlinear stability
result as in the standard approach, without using scaling modulations. Recall that using the first
eigenfunction as orthogonality condition does not guarantee a suitable control on the scaling
modulation parameter, because the control given by this direction might be not good enough to
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close the stability estimates. However, the breather can be used as an alternative direction, and all
these previous arguments remain valid, exactly as in [5], provided the Weinstein’s sign condition∫
R
B0,µBµ > 0
(
or equivalently
∫
R
B0,µLµ[B0,µ] < 0
)
, (5.26)
do hold. Note that this precisely is what happens in (5.7) when µ ∈ (0, µmax).
Proposition 5.11. Let Bµ = Bα,β,µ be any Gardner breather, and B1, B2 the corresponding kernel
of the associated operator Lµ. Let α, β > 0 and µ ∈ (0, µmax).There exists σ0 > 0, depending on
α, β, µ only, such that, for any z ∈ H2(R) satisfying∫
R
B1z =
∫
R
B2z = 0, (5.27)
one has
Qµ[z] ≥ σ0‖z‖2H2(R) −
1
σ0
( ∫
R
zBµ
)2
. (5.28)
Proof. We follow a similar strategy as stated in [5], and we include here for the sake of complete-
ness. Indeed, it is enough to prove that, under hypothesis µ ∈ (0, µmax), the conditions (5.27) and
the additional orthogonality condition
∫
R
zBµ = 0, one has
Qµ[z] ≥ σ0‖z‖2H2(R).
In what follows we prove that we can replace B−1 by the breather Bµ in Lemma 5.10 and the result
essentially does not change. Indeed, note that from (5.5), the function B0,µ satisfies Lµ[B0,µ] =
−Bµ, and from (5.6) and hypothesis µ ∈ (0, µmax),∫
R
B0,µBµ = −
∫
R
B0,µLµ[B0,µ] = −Qµ[B0,µ] > 0. (5.29)
The next step is to decompose z and B0,µ in span(B−1, B1, B2) and the corresponding orthogonal
subspace. Using the same notation that in [5, Prop 4.13], one has
z = z˜ +mB−1, B0,µ = b0 + nB−1 + p1B1 + p2B2, m, n, p1, p2 ∈ R,
where ∫
R
z˜B−1 =
∫
R
z˜B1 =
∫
R
z˜B2 =
∫
R
b0B−1 =
∫
R
b0B1 =
∫
R
b0B2 = 0.
Note in addition that ∫
R
B−1B1 =
∫
R
B−1B2 = 0.
From here and the previous identities we have
Qµ[z] =
∫
R
(Lµ[z˜]−mλ20B−1)(z˜ +mB−1) = Qµ[z˜]−m2λ20. (5.30)
Now, since Lµ[B0,µ] = −Bµ, one has
0 =
∫
R
zBµ = −
∫
R
zLµ[B0,µ] =
∫
R
Lµ[z˜ +mB−1]B0,µ
=
∫
R
(Lµ[z˜]−mλ20B−1)(b0 + nB−1 + p1B1 + p2B2) =
∫
R
Lµ[z˜]b0 −mnλ20. (5.31)
On the other hand, from Corollary 5.6,∫
R
B0,µBµ = −
∫
R
B0,µLµ[B0,µ] = −
∫
R
(b0 + nB−1)(Lµ[b0]−nλ20B−1) = −Qµ[b0] + n2λ20. (5.32)
Substituting (5.31) and (5.32) into (5.30), we get
Qµ[z] = Qµ[z˜]−
(∫
R
Lµ[z˜]b0
)2
∫
R
B0,µBµ +Qµ[b0]
. (5.33)
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Note that from (5.29) and (5.25) both quantities in the denominator are positive. Additionally,
note that if z˜ = λb0, with λ 6= 0, then(∫
R
Lµ[z˜]b0
)2
= Qµ[z˜]Qµ[b0].
In particular, if z˜ = λb0, (∫
R
Lµ[z˜]b0
)2
∫
R
B0,µBµ +Qµ[b0]
≤ aQµ[z˜], 0 < a < 1. (5.34)
In the general case, we get the same conclusion as before. Namely, choosing
z = z˜ +mB−1 + q1B1 + q2B2, m, q1, q2 ∈ R,
and using the orthogonal decomposition induced by the scalar product (Lµ·, ·)L2 on span(B−1, B1, B2),
we get
Qµ[z] =
∫
R
zLµ[z] =
∫
R
(z˜ +mB−1 + q1B1 + q2B2)(Lµ[z˜]−mλ20B−1)
= Qµ[z˜]−m2λ20,
and following the same steps as above, we conclude. Therefore, we have proved (5.34) for all
possible z˜. Finally, substituting into (5.33) and (5.30), Qµ[z] ≥ (1 − a)Qµ[z˜] ≥ 0, and Qµ[z˜] ≥
m2λ20. We have, for some C > 0,
Qµ[z] ≥ (1− a)Qµ[z˜] ≥ 1
2
(1− a)Qµ[z˜] + (1− a)m2λ20
≥ 1
C
(2‖z˜‖2H2(R) + 2m2‖B−1‖2H2(R)) ≥
1
C
‖z‖2H2(R).

6. Proof of the Main Theorem
In this section we prove a detailed version of Theorem 1.5.
Theorem 6.1 (H2-stability of Gardner breathers). Let α, β ∈ R\{0} and µ ∈ (0, µmax).There
exist positive parameters η0, A0, depending on α, β and µ, such that the following holds. Consider
w0 ∈ H2(R), and assume that there exists η ∈ (0, η0) such that
‖w0 −Bµ(t = 0; 0, 0)‖H2(R) ≤ η. (6.1)
Then there exist x1(t), x2(t) ∈ R such that the solution w(t) of the Cauchy problem for the Gardner
equation (1.1), with initial data w0, satisfies
sup
t∈R
∥∥w(t) −Bµ(t;x1(t), x2(t))∥∥H2(R) ≤ A0η, (6.2)
with
sup
t∈R
|x′1(t)|+ |x′2(t)| ≤ KA0η, (6.3)
for a constant K > 0.
Remark 6.1. The initial condition (6.1) can be replaced by any initial breather profile of the
form Bˆµ := Bα,β,µ(t0;x
0
1, x
0
2), with t0, x
0
1, x
0
2 ∈ R, thanks to the invariance of the equation under
translations in time and space. In addition, a similar result is available for the negative breather
−Bα,β,−|µ| which is also a solution of (1.1).
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Proof of Theorem 6.1. The proof of this result is completely similar to the proof of theH2−stability
of mKdV breathers [5, Theorem (6.1)], after following the same steps, and once we guarantee co-
ercivity of the bilinear, form Qµ (see Proposition 5.11 and Lemma 5.10), and the nonvanishing of
the denominator
∫
R
B0,µBµ+Qµ[b0] appearing in (5.33). For the sake of completeness, we include
here a sketch with some steps.
1. From the continuity of the Gardner flow for H2(R) data, there exists a time T0 > 0 and
continuous parameters x1(t), x2(t) ∈ R, defined for all t ∈ [0, T0], and such that the solution w(t)
of the Cauchy problem for the Gardner equation (1.2), with initial data w0, satisfies
sup
t∈[0,T0]
∥∥w(t) −Bµ(t;x1(t), x2(t))∥∥H2(R) ≤ 2η. (6.4)
The idea is to prove that T0 = +∞. In order to do this, let K∗ > 2 be a constant, to be fixed
later. Let us suppose, by contradiction, that the maximal time of stability T ∗, namely
T ∗ := sup
{
T > 0
∣∣ for all t ∈ [0, T ], there exist x˜1(t), x˜2(t) ∈ R such that
sup
t∈[0,T ]
∥∥w(t)−Bµ(t; x˜1(t), x˜2(t))∥∥H2(R) ≤ K∗η
}
, (6.5)
is finite. It is clear from (6.4) that T ∗ is a well-defined quantity. Our idea is to find a suitable
contradiction to the assumption T ∗ < +∞.
2. After that, we apply a well known theory of modulation for the solution w(t).
Lemma 6.2 (Modulation). There exists η0 > 0 such that, for all η ∈ (0, η0), the following holds.
There exist C1 functions x1(t), x2(t) ∈ R, defined for all t ∈ [0, T ∗], and such that
z(t) := w(t) −Bµ(t), Bµ(t, x) := Bα,β,µ(t, x;x1(t), x2(t)) (6.6)
satisfies, for t ∈ [0, T ∗],∫
R
B1(t;x1(t), x2(t))z(t) =
∫
R
B2(t;x1(t), x2(t))z(t) = 0. (6.7)
Moreover, one has
‖z(t)‖H2(R) + |x′1(t)|+ |x′2(t)| ≤ KK∗η, ‖z(0)‖H2(R) ≤ Kη, (6.8)
for some constant K > 0, independent of K∗.
The proof of this Lemma is a classical application of the Implicit Function Theorem to the
function
Jj(w(t), x1, x2) :=
∫
R
(w(t, x) −Bµ(t, x;x1, x2))Bj(t, x;x1, x2)dx, j = 1, 2.
3. Now, we apply Lemma 4.4 to the function w(t). Since z(t) defined by (6.6) is small, we get
from (4.9) and Corollary 3.6:
Hµ[w](t) = Hµ[Bµ](t) + 1
2
Qµ[z](t) +Nµ[z](t). (6.9)
Note that |Nµ[z](t)| ≤ K‖z(t)‖3H1(R). On the other hand, by the translation invariance in space,
Hµ[Bµ](t) = Hµ[Bµ](0) = constant.
Indeed, from (1.12), and for t0(t) =
x1(t)−x2(t)
2(α2+β2) , x0(t) =
δx2(t)−γx1(t)
2(α2+β2) , we have
Bµ(t, x;x1(t), x2(t)) = Bµ(t− t0(t), x− x0(t)).
Since Hµ involves integration in space of polynomial functions on Bµ, Bµ,x and Bµ,xx, we have
Hµ[Bµ(t, ·;x1(t), x2(t))] = Hµ[Bµ(t− t0(t), · − x0(t); 0, 0)] = Hµ[Bµ(t− t0(t), ·; 0, 0)].
Finally, Hµ[Bµ(t− t0(t), ·; 0, 0)] = Hµ[Bµ(·, ·; 0, 0)](t− t0(t)). Taking time derivative,
∂tHµ[Bµ(t, ·;x1(t), x2(t))] = H′µ[Bµ(·, ·; 0, 0)](t− t0(t)) × (1− t′0(t)) ≡ 0,
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hence Hµ[Bµ] is constant in time. Now we compare (6.9) at times t = 0 and t ≤ T ∗. From Lemma
4.1 and (4.4) we have
Qµ[z](t) ≤ Qµ[z](0) +K‖z(t)‖3H2(R) +K‖z(0)‖3H2(R) ≤ K‖z(0)‖2H2(R) +K‖z(t)‖3H2(R).
Additionally, from (5.27)-(5.28) applied this time to the time-dependent function z(t), which
satisfies (6.7), we get
‖z(t)‖2H2(R) ≤ K‖z(0)‖2H2(R) +K‖z(t)‖3H2(R) +K
∣∣∣∣
∫
R
Bµ(t)z(t)
∣∣∣∣
2
≤ Kη2 +K(K∗)3η3 +K
∣∣∣∣
∫
R
Bµ(t)z(t)
∣∣∣∣
2
. (6.10)
4. Conclusion of the proof. Using the conservation of mass (1.5), we have, after expanding
w = Bµ + z, ∣∣∣∣
∫
R
Bµ(t)z(t)
∣∣∣∣ ≤ K
∣∣∣∣
∫
R
Bµ(0)z(0)
∣∣∣∣+K‖z(0)‖2H2(R) +K‖z(t)‖2H2(R)
≤ K(η + (K∗)2η2), for each t ∈ [0, T ∗].
Substituting this last identity into (6.10), we get
‖z(t)‖2H2(R) ≤ Kη2(1 + (K∗)2η3) ≤
1
2
(K∗)2η2,
by taking K∗ large enough. This last fact contradicts the definition of T ∗ and therefore the
stability property (6.2) holds true. Finally, (6.3) is a consequence of (6.8).

Appendix A. Proof of Lemma 2.1.
From the Gardner equation (1.1), we select an ansatz for w as
w(t, x) := φx, φ(t, x) :=
√
2i log(
G(t, x)
F(t, x)
), where F := Fµ + iGµ, G = Fµ − iGµ = F∗.
First note that here Fµ and Gµ are not necessarily the same functions introduced in (1.12) but
generic ones for this ansatz. Then, substituting the above expression in (1.1), and using Hirota’s
bilinear operators, we arrive to the following conditions on G and F:
Dt(GF) +D
3
x(GF) = 0,
D2x(GF)− i
√
2µDx(GF) = 0. (A.1)
Then, dividing byGF the second equation in (A.1), and taking into account the following identity5:
D2x(GF)
GF
= ∂2x log(GF) + (∂x log(
G
F
))2,
we obtain:
D2x(GF)
GF
− i√2µDx(GF)
GF
= ∂2x log(GF) + (∂x log(
G
F
))2 − i
√
2µ∂x log(
G
F
)
= ∂2x log(GF) + (
w
i
√
2
)2 − µw = 0.
Hence,
w2 = 2
∂2
∂x2
log(G · F)− 2µw,
5See [38, p.152] for further reading.
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and the proof is complete. Indeed, with the same steps, it can be proved a similar result for the
mKdV equation with NVBC. In fact, we arrive to the following relations for any solution of the
mKdV with NVBC µ:
Dt(GF) +D
3
x(GF) + 3µ
2Dx(GF) = 0,
D2x(GF)− i
√
2µDx(GF) = 0. (A.2)
And, with the same steps than in the Gardner case, we obtain that any mKdV solution u with
NVBC µ satisfies:
u2 = µ2 + 2
∂2
∂x2
log(G ·F).
Appendix B. Proof of Lemma 3.3.
Firstly and for the sake of simplicity, we will use the following notation:
A1 := (2(β
2 − α2) + 5µ2), A2 := ((α2 + β2)2 + 6µ2(β2 − α2 + 3
2
µ2)),
∆ = α2 + β2 − 2µ2, ez = cosh(z) + sinh(z),
D := f2 + g2, where f, g and derivatives are given by:
(B.1)
g =
β
√
α2 + β2
α
√
∆
sin(αy1)−
√
2βµeβy2
∆
, (B.2)
g1 := gx =
β
√
α2 + β2√
∆
cos(αy1)−
√
2β2µeβy2
∆
, (B.3)
g2 := gt =
βδ
√
α2 + β2√
∆
cos(αy1)−
√
2β2γµeβy2
∆
, (B.4)
g3 := gxt = −αβδ
√
α2 + β2√
∆
sin(αy1)−
√
2β3γµeβy2
∆
, (B.5)
g4 := gxx = −αβ
√
α2 + β2√
∆
sin(αy1)−
√
2β3µeβy2
∆
, (B.6)
g5 := gxxt = −α
2βδ
√
α2 + β2√
∆
cos(αy1)−
√
2β4γµeβy2
∆
, (B.7)
f = cosh(βy2)−
√
2βµ
α
√
∆
cos(αy1 + arctan(β/α)), (B.8)
f1 := fx = β sinh(βy2) +
√
2βµ√
∆
sin(αy1 + arctan(β/α)), (B.9)
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f2 := ft = βγ sinh(βy2) +
√
2βδµ√
∆
sin(αy1 + arctan(β/α)), (B.10)
f3 := fxt = β
2γ cosh(βy2) +
√
2αβδµ√
∆
cos(αy1 + arctan(β/α)), (B.11)
f4 := fxx = β
2 cosh(βy2) +
√
2αβµ√
∆
cos(αy1 + arctan(β/α)), (B.12)
f5 := fxxt = β
3γ sinh(βy2)−
√
2α2βδµ√
∆
sin(αy1 + arctan(β/α)). (B.13)
From the explicit expression of the mKdV breather with NVBC (3.1) but now written in terms
of the above derivatives (B.2)-(B.13), we obtain that:
B = µ+ 2
√
2
fg1 − f1g
D
and B˜t = 2
√
2
fg2 − f2g
D
. (B.14)
Moreover, from (3.2), we also have an equivalent expression for the quantity (Mα,β)t
(Mα,β)t = − 4
D2
(gg1 + ff1)(gg2 + ff2) +
2
D
(
gg3 + g1g2 + ff3 + f1f2
)
, (B.15)
and therefore from (B.14) and (B.15),
2(Mα,β)tB = N2
f2D3
, (B.16)
where
N2 := −f2
(
16
√
2(g1f − gf1)(ff1 + gg1)(ff2 + gg2)
− 8√2D(g1f − gf1)(gg3 + g1g2 + ff3 + f1f2)
+ 8µD(f1f + gg1)(ff2 + gg2)− 4D2µ(gg3 + g1g2 + ff3 + f1f2)
)
. (B.17)
Now, we compute Bxt. First we get
Bx = − 4
√
2
fD2
(
(gfg1 − g2f1)(fg1 − gf1)
)
+
2
√
2
fD
(
f2g4 − 2g1ff1 + 2gf21 − gff4
)
, (B.18)
and then
Bxt = 4
√
2
N1
f2D3
, (B.19)
where
N1 :=
(
4g2(g1f − gf1)2(g2f − gf2)
−Dg(g1f − gf1)(g3f2 − g2ff1 − g1ff2 + 2gf1f2 − gff3)
−D(g1f − gf1)(g1g2f2 + gg3f2 − 2gg2ff1 − 2gg1ff2 + 3g2f1f2 − g2ff3)
−Dg(g2f − gf2)(g4f2 − 2g1ff1 + 2gf21 − gff4)
+D2
(1
2
(g5f
3 − g4f2f2 − g2f2f4 − gf2f5 − 2g3f2f1)
+ g2ff
2
1 + 2g1ff1f2 − 3gf21f2 − g1f2f3 + 2gff1f3 + gff2f4
))
. (B.20)
Now, we verify by using the symbolic software Mathematica that, after expanding f ′s and g′s
terms (B.2)-(B.13) and lengthy rearrangements, the sum N1 +N2 simplifies as follows:
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N1 +N2 = f
2D2 · A12
√
2(g2f − gf2) + f2D2 · A22
√
2(g1f − gf1). (B.21)
(B.22)
Finally, remembering (B.14), we have that:
Bxt + 2(Mα,β)tB = N1 +N2
f2D3
=
f2D2 · A12
√
2(g2f − gf2)
f2D3
+
f2D2 · A22
√
2(g1f − gf1)
f2D3
= A12
√
2
(g2f − gf2)
D
+A22
√
2
(g1f − gf1)
D
= A1B˜t +A2(B − µ). (B.23)
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