 Abstract-We propose two sparsity-aware normalized subband adaptive filter (NSAF) algorithms by using the gradient descent method to minimize a combination of the original NSAF cost function and the l1-norm penalty function on the filter coefficients.
Introduction
Adaptive filtering is a branch of modern signal processing that has a variety of practical applications such as system identification, channel equalization, and acoustic/network echo cancellation [1] - [3] . The normalized least mean square (NLMS) is one of the most attractive algorithms, since it is robust to the input signal power and is very simple. Nonetheless, the problem of this algorithm is slow convergence when the input signal is highly correlated. To overcome this problem, various subband adaptive filters (SAFs) have been proposed in [4] - [6] . In SAFs, the input signal is divided into almost mutually exclusive multiple subband signals through the analysis filter, and then the decimated subband input signals (which are close to white signals) are used to update the adaptive filter coefficients, thus improving the convergence rate. It is worth noting that the multiband structure of SAF provides better performance in comparison with the conventional subband structure, since the former eliminates the aliasing and band edge effects [5] , [6] . On the basis of this multiband structure, Lee and Gan presented the normalized SAF (NSAF) algorithm, which updates a fullband adaptive filter by using the decimated subband signals normalized by their respective subband input power [6] . In addition __________________________________________________ 2 to its faster convergence rate for correlated input signals, the NSAF algorithm has comparable computational load to the NLMS algorithm especially for long filters. Hence, one of the interesting applications for the NSAF algorithm is acoustic echo cancelation.
Following this algorithm, a large number of variants to further improve the performance of NSAF have been reported in the literature [7] - [10] . For example, to simultaneously achieve fast convergence rate and small final estimation error, several variable step size techniques have been developed from different optimization criteria [7] , [8] .
In many practical scenarios, parameters of interest to be estimated are sparse, e.g., the echo paths [11] and digital TV transmission channels [12] . A property of sparse systems is that most of its entries have very small or zero magnitude. For such systems, traditional algorithms (e.g., the NLMS and the NSAF) suffer from slow convergence, since they do not take advantage of the sparsity of systems. To deal with this issue, one of the popular algorithms is the proportionate family, whose core idea is to assign an independent step size for each filter coefficient, which is proportional to the magnitude of that coefficient [3] , [13] - [15] , e.g., the proportionate NASF algorithm [15] . Alternatively, motivated by the compressive sensing framework [16] , sparsity-aware algorithms has been proposed in [17] - [27] . To exploit the sparsity of the underlying system, sparsity-aware algorithms are obtained by adding a penalty function based on the lp-norm of the filter coefficients to the objective function deriving the original algorithms, where 0 p  , 1, or 01 p  . This approach was firstly applied to the standard LMS, and examples of resulting algorithms are the zero-attraction LMS (ZA-LMS) based on the l1-norm [17] , the reweighted ZA-LMS (RZA-LMS) [17] , and the l0-LMS [18] , [19] , which exhibit better performance than the LMS algorithm for sparse systems. So far, the above sparsity-aware approaches have also been extended to other types of adaptive algorithms, e.g., the affine projection [20] , [21] and distributed LMS [24] algorithms.
Likewise, to improve the performance of NSAF algorithm in sparse cases, Choi developed its sparsity-aware versions, i.e., the l1-norm based NSAF (l1-NSAF) and reweighted l1-NSAF (l1-RNSAF) algorithms [23] . These two algorithms outperform the NSAF algorithm in terms of convergence rate and steady-state error when the system to be identified is sparse.
It is well-known that performance analysis of adaptive algorithms is always a research topic with many previously reported works in the literature, due to providing theoretical basis for designing adaptive filters [28] - [33] . The stochastic behavior of the NSAF algorithm was widely studied including the transient and steady -state performance [34] - [36] . To the best of our knowledge, however, there is no available performance analysis on the sparsity-aware NSAF algorithms. Therefore, the contributions of this paper are as follows:
1) For the l1-NSAF and l1-RNSAF algorithms, their low computational complexity versions are designed by directly relaxing the sparsity term in the update formulas, respectively, with almost similar convergence performance.
2) We analyze the asymptotic behavior of the proposed algorithms in the mean-square-deviation (MSD) sense, by using the vectorization argument presented in [1] that does not restrict the distribution of input signal. Similar analysis approaches have been 3 used for the sparsity-aware LMS algorithms [29] , [31] , thus we refer to it for accomplishing the analyses of the proposed algorithms.
Moreover, the MSD behaviors of the existing l1-NSAF and l1-RNSAF algorithms are also available based on the proposed analysis framework.
3) To further improve the performance of the proposed algorithms, an adaptive strategy for selecting the intensity parameter controlling the effect of the sparsity term is also proposed based on the MSD minimization.
Throughout the paper, some notations are adopted: () The remainder of this paper is organized as follows. In the next section, we briefly review the original sparsity-aware NSAF algorithms, and then propose their low complexity forms. In Section 3, the performance of the sparsity-aware NSAF algorithms described in the previous section is analyzed. Section 4 presents an adaptive intensity parameter strategy. In Section 5, simulations are performed to verify our works. Finally, conclusions are presented in Section 6.
Sparsity-aware NSAF algorithms
The desired signal () dn follows the model Applying the Lagrange multipliers method and a known approximation ( ) ( ) 0,
in the NSAF-type [6] , the weight vector is updated as:
where  is the step-size, and
  denotes the shrinkage magnitude.
Remark 1:
In comparison with the NSAF algorithm, the sparsity-aware NSAF algorithms add the last term in (5), referred to as a zero-attractor (ZA), whose role is to pull small weight coefficients to zeros, thus improving the convergence rate of those coefficients. As shown in (7), the l1-norm based ZA only considers the sign of the weight coefficients so that it shrinks uniformly all the coefficients to zeros without distinguishing zero and non-zero coefficients, thus it is not reasonable for large coefficients.
However, the log-penalty function based ZA, i.e., (8) , and l0-norm based ZA can attract each small weight coefficient with an individual intensity being inversely proportional to its own magnitude, thus the resulting algorithms are superior to the l1-norm based algorithm for sparse systems. Intuitively, although the l0-norm can better characterize the sparsity of the underlying system than the log-penalty function, the l0-norm is an NP-hard problem since it accounts for the number of nonzero coefficients. Thus, in practice, some continuous functions are considered to approximate the l0-norm [21] . Roughly speaking, this log-penalty function is also a simple approximation of the l0-norm [25] , [37] . Without loss of generality, we can also incorporate the approximation function of the l0-norm into the update (5) and/or the below update (9) to improve the NSAF' performance, but it is not the main purpose of this paper, since such an extension is straightforward only by substituting   f  . In addition, the performance of the l0-norm based algorithms could also be analyzed along the analysis procedures described in Section 3, and the difference is how to deal with the moments involving the function
 
f  in the analysis, which is left in our future work.
Proposed algorithms
As stated in Remark 1, the ZA term in (5) is to make use of the sparsity of the underlying system to obtain an improvement in performance. However, any (m, j)-th entry of the matrix   

, whose magnitude is less than and equal to NM so that it is much less than 1 6 especially for a long SAF [36] , [38] . Furthermore, at each subband, the decimated subband input () i u kN is close to the white signal for large N [32] . It follows that, in contrast with
is simplified as:
As a result, by combining (9) with (7) and (8), respectively, the proposed algorithms are developed, and correspondingly named as the quasi l1-NSAF (l1-qNSAF) and quasi l1-RNSAF (l1-qRNSAF) algorithms. Table 1 provides the computational complexity of the algorithms for each fullband input sample, where the comparison operation is counted as the addition operation. Compared with the original l1-NSAF and l1-RNSAF algorithms, (9) based the proposed l1-qNSAF and l1-qRNSAF algorithms save the computational amount, respectively, without loss of performance as shown in Section 5.1. This amount stems from the calculation of     
Remark 2:
It is worth noting that the update (9) can be also derived by minimizing the cost function () Jk that is a combination of the NSAF's cost function [39] and the penalty function   () Fk w , formulated as:
where
denotes the weighting factor at the i-th subband. Then, applying the instantaneous gradient descent method, we can arrive at the update (9), given by:
Remark 3: From another viewpoint, the ZA term in (5) is projected onto the subspace that is orthogonal to the space spanned by
by pre-multiplying a MM  matrix which has a rank of   MN  . Similar to [21] , hence, such a projection manipulation restricts the influence of
, losing N degrees of freedom, to guarantee the constraint equations (4) at each update when the step size equals 1. Since the proposed update (9) does not impose the constraints (4), it can be considered as a simple-relaxation implementation of (5) with being a more flexible update process.
Remark 4:
According to (5) and (9), a unified update formula that describes the l1-NSAF, l1-RNSAF, l1-qNSAF, and l1-qRNSAF algorithms can be expressed as:
where () k
for these algorithms are given in Table 2 , and 2
   is referred to as the intensity parameter here. for four sparsity-aware algorithms.
Performance analyses of sparsity-aware algorithms
In this section, we will show how to carry out the performance analyses of the above-mentioned sparsity-aware NSAF algorithms in a unified way. For the analysis to be tractable, we rely on the following assumptions which are widely used in the performance analyses of SAF algorithms.
Assumption 1:
The measurement noise () n  is a white process with zero-mean and variance 2   .
Assumption 2:
The filter banks for partitioning the input signal () un and the desired signal () dn are assumed to be identical and paraunitary [32] - [36] . This assumption is to avoid the computation of the filter banks in the performance analyses. Thus, we can obtain the relation for subband index 0,1,..., (12) is rewritten as
Substituting (2) and (13) into (14), we obtain
Using the assumption 3 and taking the expectation of (15), we find the mean evolution formulation of ()
is given in Table 3 .
Multiplying (15) by its transpose, we obtain: T kk Ρ (19) 9
Introducing the definition of the covariance matrix of the weight error vector：
, and taking the expectation of both sides of (19) under assumptions 2 and 3, we can arrive at
and
Exploiting the assumption that different subband noises are mutually independent, i.e., 
In order to further simplify (20), we will use the vectorization operation and the property of the Kronecker product [40] . So, the notation vec( )  means that a MM  matrix is converted to an 2 
where  denotes the Kronecker product. Based on the relation (25), we are able to reformulate the terms I-IV in (20) , as shown in Appendix A. Then, applying (A1)-(A4), (20) can be expressed in a vector form:
where 1 F is an
and 2 F , 3 F , and 4 F are given in Table 3 . 
The MSD at iteration k is defined as:
As a consequence, the transient MSD behavior of the sparsity-aware NSAF algorithms can be described by (28) with the recursions (18) and (26) . However, it still requires the computation of the moments (18) and (26) in advance. To accomplish this goal, we employ again two assumptions. 
This assumption has been used in the literature [19] , [29] , [30] , and will be verified in Appendix B. According to this assumption, the distribution of the m-th weight coefficient is expressed
Assumption 5:
When mj  , we can use the approximations
. This is a separable assumption, which has been reported in [29] , [30] , [31] .
. In this case, using the assumption 5, () k Η and () k Θ can be rewritten in component form as:
where , () mj  denotes the (m, j)-th entry of a matrix.
Using the assumption 4, we can take the expectations in (29) and (30) 1 :
where the function erf( )  is defined as [30] : 
. Likewise, using the assumption 4, () k Η and () k Θ can be calculated respectively as
Considering that the value of  is small, the expectations in (37) and (38) can be approximated as:
At this point, we have completed the transient analysis.
Stable convergence conditions
Based on the definitions in (7) and (8), one can find that   () fk w has bounded entries [19] , [24] . In particular, we have
for the definition (7), and
for the definition (8) . Also, the value of  is usually small, as can be seen in the simulation section. Hence, to ensure the mean stability of the sparsity-aware NSAF algorithms, the maximum eigenvalue of the matrix
18) must be less than 1, which leads to
Since the matrices () k Η and () k Θ are also bounded (see [19] , [24] for details) , we can use theorem 2 in [28] to obtain the mean square convergence condition of the sparsity-aware NSAF algorithms from (26) . Specifically, the matrix 1 F given by (27) 
13 where
Obviously, the stable convergence conditions of the sparsity-aware NSAF algorithms, i.e., (42) and (43) , are the same as that of the NSAF algorithm presented in [33] .
Steady-state behavior
In the steady-state, i.e., k , from (18) we obtain:
Thus, the mean weight vector   () Ek w for the sparsity-aware NSAF algorithms converges to
According to the definition of () k Φ , at the steady-state stage of the algorithms, we have ( 1) ( ) kk  Φ Φ , k . Therefore, the steady-state solution ()  Φ of (26) 
The relation (49) 
where from (46), , () mm  Φ can be expressed as: 
Using Price's theorem [31] , we get
Let Q denote the number of the non-zero components in the sparse vector o w , i.e., the cardinality of NZ. Obviously, the smaller the value of Q is, the sparser the vector o w is. In the steady-state, it can be assumed that the variances of the weight error 
Combining (50), (60) and (61), we formulate the steady-state MSD of the sparsity-aware NSAF algorithms as:
4. Adaptation of the intensity parameter
As stated in Section 3.3, the intensity parameter  must be chosen in the interval (0, )   so that the sparsity-aware NSAF algorithms outperform the NSAF algorithm. Importantly, there is an optimal value opt  in this interval. However, choosing opt  is very difficult as it is relative to the unknown vector. To address similar  problem in the fullband sparsity-aware algorithms, several adaptive techniques have been presented, e.g., [41] - [44] . However, as far as we know, it has not been studied in the subband algorithms. So, we propose to replace  with the adaptation () k  . Taking the squared l2-norm of both sides of (15) Setting the derivative of (63) with respect to () k  to zero, we obtain:
Recalling the assumption 6, we are able to relax (64) as 
Simulation results
Extensive simulations are presented under the fact that the adaptive filter has the same length as the unknown vector. The colored input () un is either generated by filtering a white Gaussian signal through a first-order autoregressive system with a pole at 0.9 [23] , [36] or a true speech signal. The white Gaussian noise () n  is added to the desired signal, to give a certain signal-to-noise rate (SNR) defined as
The cosine modulated filter bank is used and the number of subbands is 4 N  or 8 [2] . The expectations concerning the input in evaluating the theoretical results are calculated by ensemble averaging. The quantity,   10 10 log MSD( ) k , in (dB), is used to plot 18 these results. All simulated results are the average of 200 independent runs, except for the speech input.
Comparison of quasi algorithms
In this subsection, we examine the performance of the proposed algorithms by considering two different sparse scenarios. Example 2: The vector o w is an acoustic echo channel from Fig. 8(a) in [3] , with 512 M  taps, also shown in Fig. 2 . The channel estimation is crucial for echo cancellation applications. RZA-NLMS algorithms were presented in [41] , which are fullband counterparts of the l1-qNSAF and l1-qRNSAF algorithms, respectively. The parameters of these algorithms are chosen based on the principle of the same convergence rate or steady-state MSD, given in Table 4 . As one can see, compared to the NSAF algorithm, these sparsity-aware NSAF algorithms exhibit better performance in the steady-state MSD, since they exploit the sparsity information of the underlying system in the adaptation update.
Under the same parameter values, the proposed l1-qNSAF and l1-qRNSAF algorithms have almost the same performance as the l1-NSAF and l1-RNSAF algorithms, respectively. This means that the simplification of (5) and replacement with the expression in (9) is effective in practice. In addition, compared with the fullband ZA-NLMS and RZA-NLMS algorithms, respectively, the proposed l1-qNSAF and l1-qRNSAF algorithms improve the convergence rate, due to the inherent decorrelating property of subband algorithms for correlated input signals. Therefore, considering the limitations of pages, we do not show the results for the existing l1-NSAF and l1-RNSAF algorithms in the following simulations. 
Verification of analyses
Here, we evaluate the effectiveness of the theoretical analyses for the l1-qNSAF and l1-qRNSAF algorithms. The unknown vector is given in Example 1. The parameter  in the l1-qNSAF algorithm is set to 0.05, unless otherwise specified.
1) Transient results: the theoretical values for the l1-qNSAF and l1-qRNSAF algorithms are based on the formulas (18), (26) and (28). In other words, there is a particular  region, which makes the proposed algorithms outperform the NSAF algorithm in the steady-state performance. Note that, this phenomenon is common for the sparsity-aware algorithms. Figs. 6 and 7 depict the MSD performance curves of the proposed algorithms using different step sizes ( = 0.1 and 0.5) for the cases of SNR=30 dB and SNR=20 dB, respectively. As one can see, the theoretical results are very close to the simulated results.
Moreover, both the proposed algorithms have also a tradeoff problem between fast convergence rate and low steady-state MSD, which is controlled by the fixed step size. Fig. 9 shows the steady-state results of the proposed algorithms with respect to Q and  . As can been seen, the proposed algorithms will be superior to the NSAF algorithm in the steady-state MSD only when b locates in a particular region, which verifies the result (49). Also, as Q increases, this superiority region narrows. Fig. 10 plots the 23 steady-state MSDs of the proposed algorithms as a function of the step size. The step size  varies from 0.01 to 1.0. We set Without loss of generality, the theory results in Section 3 are also effective for the l1-NSAF and l1-RNSAF algorithms. 
Adaptation intensity algorithms
In this subsection, we evaluate the proposed l1-qNSAF and l1-qRNSAF algorithms with adaptation of () k  according to (68) and (69), called respectively here the A-l1-qNSAF and A-l1-qRNSAF algorithms, for estimating acoustic echo channel given in Fig. 2 .
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To compare the tracking capability, an abrupt change of echo channel occurs at the middle of input samples, by shifting the impulse response to the right by 12 taps [7] , [45] . The same step size for all the algorithms is 0.5   . Fig. 11 illustrates the effect of min  on the performance of the A-l1-qNSAF and A-l1-qRNSAF algorithms. One can find that min  influences the performance of the algorithms, but its sensitivity is weaker than the effect of  on the performance of the l1-qNSAF and l1-qRNSAF algorithms. This is due to the fact that even in a simple case of min 0   , the A-l1-qNSAF and A-l1-qRNSAF algorithms are superior to the NSAF algorithm for sparse system identification. In Fig. 12 , we compare the performance of the A-l1-qNSAF and A-l1-qRNSAF algorithms with that of the l1-qNSAF and l1-qRNSAF algorithms. Here, we set Fk w than () F w so that the ideal adaptation intensity scheme yields larger () k  values than the approach (69), also shown in Fig. 13. Fig. 13 depicts the evolution of () k  for the A-l1-qNSAF and A-l1-qRNSAF algorithms in Fig.   12 . Moreover, in Fig. 13 , the curves of () k  (A-l1-qNSAF and A-l1-qRNSAF) have many burrs, because ŵ in (68) is replaced periodically with () k w for every MN   iterations, i.e., (69).
In addition, using a true speech signal as the input, Fig. 14 also illustrates the effectiveness of the proposed adaptation intensity scheme for the sparsity-aware NSAF algorithms. In this example, we add a regularization constant 0.1 in the denominator of the update (9) to avoid the division by zero, and other parameters' setting is the same as Fig. 12 . We remark that other related approaches such as those in [46] , [47] , [48] , [49] and [50] could be also further investigated. [ SNR 30 dB = ].
Conclusions
This paper has developed the l1-qNSAF and l1-qRNSAF algorithms for sparse system identification by using the gradient descent method or relaxing the projection operation of   () fk w in (5). The proposed algorithms reduce the computational cost of the l1-NSAF and l1-RNSAF algorithms presented in [23] , respectively, while retaining the same convergence performance. We present a detailed performance analysis for these four sparsity-aware NSAF algorithms. Due to the use of the vectorization argument and 
