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Abstract. In this paper, we aim to introduce some geometric properties of analytic
functions by utilizing the concept of fractional entropy in a complex domain. We
extend the fractional entropy, type Tsallis entropy in the complex z-plane, by using
some analytic functions. Established by this diffusion, we state specific new classes of
analytic functions (type Schwarz function). Other geometric properties are validated in
the sequel. Our development is completed by the Euler form Lemma and Jack Lemma.
Keywords: Fractional calculus; fractional entropy; analytic function; subordination
and superordination
1. Introduction
The theory of operators’ apprehensions with the impress of different classes of
functions on function spaces, which are given by differential operators and integral
operators. The operators may be neglected hypothetically by their categories, such
as closed, compact or bounded operators. These information modeled two kinds of
operators: linear operators and nonlinear operators. The data itself respite on the
topological or geometrical properties of the spaces of functions.
A assembly of exciting physical activities methods to entropic procedures that are
accompanying corporate than the ordinary entropy. In 1988, Tsallis offered an
original kind of fractional entropy. The Tsallis Entropy has been active close to
the Principle of maximum entropy to develop the Tsallis distribution. This entropy
has been affianced in many areas such as thermodynamics, statistical mechanics,
chaos and information theory. For continuous probability distributions, the entropy
is determined by the formal:
Tβ [υ] =
1
β − 1
(
1−
∫
(υ(x))β dx
)
, ν 6= 1,
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or in the functional form
Tβ [υ](x) =
1
β − 1
(
1−
∫ x
0
(υ(u))β du
)
,
where υ(x) is a probability density function.
Here, we generalize this definition into the unit disk U := {z : |z| < 1} by using
the analytic function η(z), z ∈ U (type Schwarz function |υ(z)| < |z|,) where it is
normalized by υ(0) = 0, υ′(0) = 1. The class of all normalized functions is denoted
by Aυ . For integrals of the second type defined by (see [1]-[2]):
Jβ [υ](z) =
∫ z
0
(υ′(t))βdt β 6= 1, z ∈ U
we impose the complex Tsallis entropy by
Tβ [υ](z) =
1− Jβ [υ](z)
β − 1
, β 6= 1, z ∈ U.
The objective of this paper, is to combine with the differential entropy, because
this situation allows us to realize several geometric properties and information con-
cerning the classes of analytic functions. Acceptance facts about the properties
of a function from properties of its derivatives permits a large measure in vari-
ous subjects of mathematical analysis. There are two measures of these concerns
characterizations and bound to the function.
The function υ has enough information in each geometric classes; such as the star-
likeness
Re(zυ′(z)/υ(z)) > 0
and convexity
Re(1 + zυ′′(z)/υ′(z)) > 0,
and bounded turning (B),Re
(
f ′(z)
)
> 0, if the complex entropy satisfies
Re
(
Tβ [υ](z)
)
> 0,
which is equivalent to
Re
(
1− Jβ [υ](z)
)
> 0, β > 1,
where
p(z) := 1− Jβ [υ](z), z ∈ U.
The set of information for each geometric class can be realized by the conclusion
Iβυ =
{
υ ∈ Aυ : 0 < Re
(
Tβ [υ](z)
)
<
β
β − 1
, z ∈ U, β 6= 1
}
.
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Also, we define a new operator Q : A → A as follows:
Qβ[υ](z) :=
(β − 1)
A2
Tβ [υ](z)
= [1−
Jβ [υ](z)
z
]/A2, β 6= 1, A2 6= 0,
= z + ν2z
2 + ... ,
(1.1)
where A2 is the generalized coefficient of a2 of the function
υ(z) = z +
∞∑
n=2
anz
n.
We call Qβ [υ](z) is the entropy operator generated by he integral operator Jβ [υ](z).
We study the geometric properties of this operator in the open unit disk.
Our procedure is founded by the Euler type Lemma as well as Jack Lemma corre-
spondingly (see [4]; P39)
Lemma 1.1. If p ∈ H [a, n] (the set of analytic functions), then
Re
(
p(z) + zp′(z) + z2p′′(z)
)
> 0 =⇒ Re
(
p(z)
)
> 0.
Lemma 1.2. [3] Let φ(z) be analytic in U with φ(0) = 0. Then if |φ(z)| approaches
its maximization when |z| = r at a point z0 ∈ U, then z0φ
′(z0) = κφ(z0), where
κ ≥ 1 is a real number.
Furthermore, we requisite the subordination impression in the consequence, which
is demarcated as follows: Let ω(z) and w(z) be two analytic functions in U. Then
ω(z) is said to be subordinate to w(z) if there exists an analytic function ψ(z) in U
achieving ψ(0) = 0, |ψ(z)| < 1(z ∈ U) and ω(z) = w(ψ(z)). This subordination is
noted by
ω(z) ≺ w(z), z ∈ U.
2. The main outcomes
Our aim is to achieve the property of the set Iβυ .
Theorem 2.1. Let υ ∈ Aυ, β ≥ 2, and 3 < σ < 5. If η satisfies
(2.1) 0 < Re
(zυ′′(z)
υ′(z)
+
2( zυ′(z)
υ(z)
)
)
<
5− σ
2
, Re(z) 6= 0,
then υ ∈ Iβυ . Moreover, υ is starlike in the open unit disk.
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Proof. First, we show that Re
(
Tβ [υ](z)
)
< ββ−1 . Define a function ψ as follows:
ψ(z) = Tβ [υ](z)−
1
β − 1
, β 6= 1
such that
ψ′(z) =
(
Tβ [υ](z)
)
′
,
satisfying the equality
zυ′(z)
υ(z)
=
σ(1− ψ(z))
σ − ψ(z)
, ψ(z) 6= σ.
Since υ is analytic in the open disk U then ψ is analytic. In addition, ψ(0) = 0, we
need only to show that |ψ(z)| < 1. A computation leads to
Re
(zυ′′(z)
υ′(z)
+
2
z
υ(z)
υ′(z)
)
=Re
(σ(1−ψ(z))
σ − ψ(z)
−
zψ′(z)
1−ψ(z)
+
zψ′(z)
σ−ψ(z)
+
σ(1+ψ(z))−2ψ(z)
σ(1 − ψ(z))
)
= Re
(σ(1 − [Tβ [υ](z)− 1β−1 ])
σ − [Tβ [υ](z)−
1
β−1 ]
−
z
(
Tβ [υ](z)
)
′
1− [Tβ [υ](z)−
1
β−1 ]
+
z
(
Tβ [υ](z)
)
′
σ − [Tβ [υ](z)−
1
β−1 ]
+
σ(1 + Tβ [υ](z)−
1
β−1)− 2[Tβ[υ](z)−
1
β−1 ]
σ(1 − [Tβ [υ](z)−
1
β−1 ])
)
<
5− σ
2
.
By employing Lemma 1.2, we conclude that there exists a complex number z0 ∈ U
such that ψ(z0) = e
iθ and z0ψ
′(z0) = κψ(z0) = κe
iθ, κ ≥ 1. Therefore, we obtain
Re
(z0υ′′(z0)
υ′(z0)
+
2
z0
υ(z0)
υ′(z0)
)
= Re
(σ(1 − [Tβ [υ](z0)− 1β−1 ])
σ − [Tβ [υ](z0)−
1
β−1 ]
−
z0
(
Tβ [υ](z0)
)
′
1− [Tβ [υ](z0)−
1
β−1 ]
+
z0
(
Tβ [υ](z0)
)
′
σ − [Tβ [υ](z0)−
1
β−1 ]
+
σ(1 + Tβ [υ](z0)−
1
β−1 )− 2[Tβ [υ](z0)−
1
β−1 ]
σ(1− [Tβ [υ](z0)−
1
β−1 ])
)
=
σ(1− eiθ)
σ − eiθ
−
κeiθ
1− eiθ
+
κeiθ
σ − eiθ
+
σ(1 + eiθ)− 2eiθ
σ(1 − eiθ)
=
σ(1− eiθ)
σ − eiθ
−
σκeiθ
σ(1− eiθ)
+
κeiθ
σ − eiθ
+
σ(1 + eiθ)− 2eiθ
σ(1 − eiθ)
=
σ + (κ− σ)eiθ
σ − eiθ
+
σ(1 + eiθ − κeiθ)− 2eiθ
σ(1− eiθ)
.
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Since
Re(
1
σ(1 − eiθ)
) =
1
2σ
, Re(
1
σ − eiθ
) =
1
2σ
+
σ2 − 1
2σ(1 + σ2 − 2σ cos(θ))
then, we obtain
Re
(z0υ′′(z0)
υ′(z0)
+
2
z0
υ(z0)
υ′(z0)
)
=
1 + σ
2
+
σ − 1
σ
+
(σ2 − 1)(2− σ + κ)
2(1 + σ2 − 2σ cos θ)
.
For σ ∈ (3, 5) and κ = 1, we have
Re
(z0υ′′(z0)
υ′(z0)
+
2
z0
υ(z0)
υ′(z0)
)
≥
1 + σ
2
+
σ − 1
σ
+
(σ + 1)(3− σ)
2(σ − 1)
≥
1 + σ
2
+
1− σ
2
+
3− σ
2
=
5− σ
2
,
which contradicts the assumption of the theorem. Therefore, |ψ(z)| < 1, conse-
quently Re
(
Tβ [υ](z)
)
< ββ−1 . Clearly, we have
ψ(z) =
σ( zυ
′(z)
υ(z) − 1)
zυ′(z)
υ(z) − σ
, z ∈ U
=
σ(1 − zυ
′(z)
υ(z) )
σ − zυ
′(z)
υ(z)
.
Hence, we have
zυ′(z)
υ(z)
≺
σ(1 − z)
σ − z
This implies that υ is starlike in U. Now, we proceed to show that Re
(
Tβ [υ](z)
)
>0.
Since υ is starlike, then we introduce a function p(z) such that
p(z) =
υ(z)
z
⇒ zp′(z) + p(z) = υ′(z).
Thus, we obtain
Re
(
zυ′′(z) + 2
υ(z)
z
− υ′(z)
)
= Re
(
p(z) + zp′(z) + z2p′′(z)
)
.
But
Re
(
zυ′′(z) + 2
υ(z)
z
− υ′(z)
)
> 0⇔ Re
(zυ′′(z)
υ′(z)
+
2( zυ′(z)
υ(z)
)) > 0.
By applying Lemma 1.1, we attain Re(p(z))>0 and this leads to Re
(
Tβ [υ](z)
)
>0.
This completes the proof.
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A direct application of Theorem 2.1, we have the following result:
Corollary 2.1. Let the hypotheses of Theorem 2.1 hold. Then
∫ z
0
υ(t)
t dt is convex
in the open unit disk.
Theorem 2.2. Consider the entropy operator (1). If for 1 < β < 2, such that
Re{
zQβ[υ]
′′(z)
Qβ [υ]′(z)
} >
β
2
,
then Qβ[υ](z) ∈ B.
Proof. Define a function ψ(z), z ∈ U as follows:
Qβ[υ]
′(z) = (1− ψ(z))β , z ∈ U,
where, ψ(z) is analytic with ψ(0) = 0. We need only to show that |ψ(z)| < 1. From
the definition of ψ, we have
zQβ[υ]
′′(z)
Qβ[υ]′(z)
= β
−zψ′(z)
1− β(z)
.
Hence, we obtain
Re{
zQβ[υ]
′′(z)
Qβ[υ]′(z)
} = βRe{
−zψ′(z)
1− ψ(z)
}
>
β
2
, β ∈ (1, 2).
In view of Lemma 1.2, there exists a complex number z0 ∈ U such that ψ(z0) = e
iθ
and
z0ψ
′(z0) = κψ(z0) = κe
iθ, κ ≥ 1.
Therefore, we attain
Re{
zQβ[υ]
′′(z0)
Qβ [υ]′(z0)
} = βRe{
−κψ(z0)
1− ψ(z0)
}
= βRe{
−κeiθ
1− eiθ
}
≤
β
2
, κ = 1,
which contradicts the assumption of the theorem. Hence, there is no z0 ∈ U with
|ψ(z0)| = 1, which yields that |ψ(z)| < 1. Moreover, we have
Qβ[υ]
′(z) ≺ (1− z)β,
which means that Re[Qβ[υ]
′(z)] > 0, equivalently, Qβ [υ]
′(z) ∈ B. This completes
the proof.
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Theorem 2.3. Consider the entropy operator (1.1). If for 0 ≤ β < 1, such that
Re{
zQβ[υ]
′′(z)
Qβ [υ]′(z)
} > β,
then Qβ[υ](z) ∈ S
∗.
Proof. Define a function ϑ(z), z ∈ U as follows:
zQβ[υ]
′(z)
Qβ[υ](z)
=
(1 + ϑ(z)
1− ϑ(z)
)β
, z ∈ U,
where, ϑ(z) is analytic with ϑ(0) = 0. We need only to show that |ϑ(z)| < 1. From
the definition of ϑ, we have
1 +
zQβ[υ]
′′(z)
Qβ [υ]′(z)
=
(1 + ϑ(z)
1− ϑ(z)
)β
+ 2β[
zϑ′(z)
1− ϑ2(z)
].
Hence, we obtain
1 + Re{
zQβ[υ]
′′(z)
Qβ [υ]′(z)
} = Re
{(1 + ϑ(z)
1− ϑ(z)
)β
+ 2β[
zϑ′(z)
1− ϑ2(z)
]
}
> β, β ∈ [0, 1).
In view of Lemma 1.2, there exists a complex number z0 ∈ U such that ϑ(z0) =
eiθ and
z0ϑ
′(z0) = κϑ(z0) = κe
iθ, κ ≥ 1.
Therefore, we arrive at
1 + Re{
zQβ[υ]]
′′(z0)
Qβ [υ]′(z0)
} = 2βRe{
z0ϑ
′(z0)
1− ϑ2(z0)
}+Re{
(1 + ϑ(z0)
1− ϑ(z0)
)β
}
= 2βRe{
κϑ(z0)
1− ϑ2(z0)
}+Re{
(1 + ϑ(z0)
1− ϑ(z0)
)β
}
= 2βRe{
κeiθ
1− e2iθ
}+Re{
(1 + eiθ
1− eiθ
)β
}
≤ β + 1, κ = 1.
This implies that
Re{
zQβ[υ]
′′(z0)
Qβ [υ]′(z0)
} ≤ β,
which contradicts the assumption of the theorem. Hence, there is no z0 ∈ U with
|ϑ(z0)| = 1, which yields that |ϑ(z)| < 1. Moreover, we have
zQβ[υ]
′(z)
Qβ [υ](z)
≺
(1 + z
1− z
)β
,
which means that Qβ[υ](z)] ∈ S
∗.
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Theorem 2.4. Consider the entropy operator (1.1). If for 1 < β < 2, such that
Re{
zQβ[υ]
′(z)
Qβ [υ](z)
} >
2− β
2
,
then
Qβ[υ](z)
z
≺ (1 + z)1/β.
Proof. Define a function w(z), z ∈ U as follows:
zQβ[υ]
′(z)
Qβ[υ](z)
} = (1 + w(z))1/β , z ∈ U,
where, w(z) is analytic with w(0) = 0. We need only to show that |w(z)| < 1. From
the definition of w, we have
zQβ[υ]
′(z)
Qβ[υ](z)
= 1− β
zw′(z)
1 + w(z)
.
Hence, we obtain
Re
{zQβ[υ]′(z)
Qβ[υ](z)
}
= Re
{
1− β
zw′(z)
1 + w(z)
}
>
2− β
2
, β ∈ (1, 2).
In view of Lemma (1.2), there exists a complex number z0 ∈ U such that w(z0) = e
iθ
and
z0w
′(z0) = κw(z0) = κe
iθ, κ ≥ 1.
Therefore, we arrive at
Re
{z0Qβ [υ]′(z0)
Qβ[υ](z)
}
= Re
{
1− β
zw′(z0)
1 + w(z0)
}
= Re
{
1− β
κw(z0)
1 + w(z0)
}
= 1− βRe
{ κeiθ
1 + eiθ
}
=
2− β
2
,
and this is a contradiction with the assumption of the theorem. Hence, there is no
z0 ∈ U with |w(z0)| = 1, which yields that |w(z)| < 1. This completes the proof.
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3. Applications
We illustrate some applications of functions in the set Iβυ by using Theorem 2.1.
Example 3.1. Consider the function
υ(z) =
( 2
7− σ
)
(1− z)−
5−σ
2
−1
−
( 2
7− σ
)
, z ∈ U.
Obviously, υ(0) = 0 and υ′(0) = 1, where
υ
′(z) = (1− z)−
5−σ
2
−2
, z ∈ U.
The utility of the fact
z →
− 1⇒
( z
1− z
)
⇒ (−
1
2
),
yields
Re
(
zυ′′(z)
υ′(z)
+
2(
zυ′(z)
υ(z)
)
)
= −(
5− σ
2
− 2)Re
( z
1− z
)
+
2
( 7−σ
2
) Re
(
z
1−z
)
−
2
7−σ
, z ∈ U
<
5− σ
4
− 1 +
2
7− σ
, z →
− 1
<
(7− σ)(7− σ)− 4(7− σ) + 2(7− σ)
4(7− σ)
=
5− σ
4
<
5− σ
2
, σ ∈ (3, 5).
Thus, in view of Theorem 2.1, υ ∈ Iβυ and it is starlike in the open unit disk.
Example 3.2. Consider the function
υ(z) =
( 2
5− σ
)
(1− z)−
3−σ
2
−1
−
( 2
5− σ
)
, z ∈ U.
Obviously, η(0) = 0 and η′(0) = 1, where
υ
′(z) = (1− z)−
3−σ
2
−2
, z ∈ U.
Now, we attain
Re
(
zυ′′(z)
υ′(z)
+
2(
zυ′(z)
υ(z)
)
)
= −(
3− σ
2
− 2)Re
( z
1− z
)
+
2
( 5−σ
2
)Re
(
z
1−z
)
−
2
5−σ
, z ∈ U
=
3− σ
4
− 1−
8
5− σ
, z →
− 1
<
(3− σ)(5− σ)− 4(5− σ) + 2(5− σ)
4(5− σ)
<
(5− σ)(5− σ)− 4(5− σ) + 4(5− σ)
4(5− σ)
=
5− σ
4
<
5− σ
2
, σ ∈ (3, 5).
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Thus, in view of Theorem 2.1, υ ∈ Iβυ and it is starlike in the open unit disk.
4. Conclusion
It is well known that the Tsallis entropy of order β > 0 is concave and for β < 0
is convex (see [6]). Here, we provided the complex entropy, that can satisfy the
convexity and concavity for positive order (Theorem 2.1 and Theorem 2.3). An
extended definition of Tsallis entropy in a complex domain is imposed based on the
set of analytic functions. This definition is leaded to define a new class of analytic
function, may call the class of geometric information of analytic functions. We
introduced a sufficient condition, (1.1) of the existing. Moreover, under the same
condition, the function was starlike (Theorem 2.1) and the integral of the first order
was convex (Corollary 2.1). Some applications are shown the type of the normalized
functions.
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