Introduction

Problem statement and main results
In this paper, by max algebra we mean the set of nonnegative numbers R + equipped with usual multiplication a ⊗ b := a · b and idempotent addition a ⊕ b := max(a, b). Algebraically, R + equipped with these operations forms a semifield. The operations of max algebra are then extended to matrices and vectors in the usual way, giving rise to an analogue of nonnegative linear algebra.
Max-algebraic one-sided systems A ⊗ x = b and max-algebraic eigenproblem A ⊗ x = λx are two fundamental problems of max algebra whose solution goes back to the works of Cuninghame-Green [9, 11] , Vorobyev [21] and Zimmermann [22] and these two topics are thoroughlly discussed in any textbook of the max-plus (tropical) linear algebra [2, 3, 13] . Our intention is to consider the situation when the right-hand side of A ⊗ x = b is an eigenvector, and also when the solution has to lie in some interval of R n + . By an interval of R n + we mean a subset of R n + of the form X = × n i=1 X i , where each X i is an arbitrary interval belonging to R + , with its upper end possibly equal to +∞ (and lower end possibly equal to 0). In particular, R n + is an interval of itself. For each i we denote x i := inf X i and x i = sup X i . Then we also have x := (x i ) n i=1 = inf X and x := (x i ) n i=1 = sup X. The notion of X-simple image eigencone, which we introduce next, is related to the concept of simple image set [4] . By definition, simple image set of A is the set of vectors b such that the system A ⊗ x = b has a unique solution. If the only solution of the system A ⊗ x = b is x = b, then b is called a simple image eigenvector.
A matrix A is said to have X-simple image eigencone associated with a (fixed) eigenvalue λ, if any eigenvector x associated with the eigenvalue λ and belonging to the interval X is the unique solution in X for the system A⊗y = λx. The characterization of a matrix with X-simple image eigencone is described as the main result of the paper in Section 4.
Let us now give more details on the organization of the paper and on the results obtained there. Section 2 is devoted to basic notions of max algebra and its connections to the theory of digraphs and max-algebraic (tropical) convexity. In particular, we revisit here the spectral theory, focusing on the eigencone associated with an arbitrary eigenvalue, the generating matrix and the critical graph. Some aspects of the diagonal similarity scaling are also briefly discussed. Section 3 starts by discussing the problem of covering the node set of a digraph by ingoing edges. We proceed with the theory of one-sided systems A ⊗ x = b where we describe the solution set to such systems and start analysing the case when b is an eigenvector of A. The main result of that section is Theorem 3.10, which characterizes matrices that have at least one simple image eigenvector corresponding to an eigenvalue λ.
In the beginning of Section 4 we first discuss the relation between Xsimple image eigencone and X-weak robustness of a matrix. We then develop an interval version of theory of one-sided systems A ⊗ x = b, i.e., when x has to belong to an interval X. The second part of the section contains the main results of the paper: Theorem 4. 16 and Theorem 4.17. More precisely, Theorem 4.16 characterizes when A has X-simple image eigencone in general, and Theorem 4.17 focuses on the case when X is of a certain special type.
In the end of the paper we formulate some conclusions and discuss some directions for further research.
Motivations
In the literature, max algebra often appears as max-plus semiring developed over the set R ∪ {−∞} equipped with operations a ⊗ b := a + b and a ⊕ b := max(a, b). However, this semiring is isomorphic to the semiring defined above, via a logarithmic transform. Max-plus algebra plays the crucial role in the study of discrete-event dynamic systems connected with the optimization problems such as scheduling or project management in which the objective function depends on the operations maximum and plus. The main principle of discrete-event dynamic systems consisting of n entities (machines [9, 11] , processors [7] , computers, etc.) is that the entities work interactively, i.e., a given entity must wait before proceeding to its next event until certain others have completed their current events. Cuninghame-Green [9] and Butkovič [3] discussed a hypothetical industrial discrete-event dynamic system and a multiprocessor interactive system, respectively, which can be described by the interferences using recurrence relations x i (r + 1) = max(x 1 (r) + a 1i , x 2 (r) + a 2i , . . . , x n (r) + a ni ), i ∈ {1, 2, . . . , n}. The formula expresses the fact that entity i must wait with its r + 1st cycle until entities j = 1, . . . , n have finished their rth cycle. The symbol x i (r) denotes the starting time of the rth cycle of entity i, and a ij is the corresponding activity duration at which entity e j prepares the outputs (products, components, data, atc.) for entity e i . The steady states of such systems correspond to eigenvectors of max-plus matrices, therefore the investigation of properties of eigenvectors is important for the above mentioned applications.
In max-plus algebra the matrices for which the steady states of the systems are reached with any nontrivial starting vector are called robust. Such matrices have been studied in [3] , [19] . The matrices for which the steady states of the systems are reached only if a nontrivial starting vector is an eigenvector of the matrix are called weakly robust. Efficient characterizations of such matrices are described in [6] .
In practice, the values of starting vector are not exact numbers and usually they are rather contained in some intervals. Considering matrices and vectors with interval entries is therefore of practical importance.
See [12, 14, 15, 16, 18] for some of the recent developments. In particular, the weak robustness of an interval matrix is studied in [17] .
The aim of this paper is to characterize the weak X-robustness, i.e., the weak robustness of matrices with initial times confined in an interval vector X, using X-simplicity of image eigencone.
Preliminaries
Matrices and graphs
Many problems of max algebra can be described and resolved in terms of digraphs (i.e., directed graphs). Let us give some of the relevant definitions here.
Definition 2.1 (Associated digraphs). The weighted digraph associated with
. . , n} and the edge set E such that (i, j) ∈ E (edge from i to j) if and only if a ij > 0. The number a ij is called the weight of (i, j).
Definition 2.2 (Paths).
A path in the digraph G(A) = (N, E) is a sequence of nodes p = (i 1 , . . . , i k+1 ) such that (i j , i j+1 ) ∈ E for j = 1, . . . , k. A path p is closed if i 1 = i k+1 , elementary if all nodes are distinct, and a cycle if it is closed and elementary. The number k is the length of the path p and is denoted by l(p). If we define the formal series A + = ∞ k=1 A ⊗k then the i, jth entry of A + (possibly diverging to +∞) equals to the greatest weight among all paths connecting i to j. Such weight is guaranteed to be finite if the weight of any cycle in G(A) does not exceed 1.
Definition 2.4 (Irreducibility). A matrix
is strongly connected, and reducible otherwise. 
Geometry
Max algebra also gives rise to the max-algebraic (tropical) analogue of convexity.
Definition 2.6 (Max cone). A subset
The name "max cone" was suggested in [6] . In the literature this object also appears as tropical cone or max-plus linear space. A ·j x j :
where A ·j , for j = 1, . . . , n denotes the j-th column of A. The set of all positive vectors in span ⊕ (A) will be denoted by span + ⊕ (A).
It is easily shown that span ⊕ (A) is a max cone. Furthermore, span ⊕ (A) is always closed in the Euclidean topology [6] .
Consider now the following operator. 
In the case W = span ⊕ (A) we will write P A instead of P span ⊕ (A) , for brevity. P W is a nonlinear projector on the max cone W. It is homogeneous (P W (λx) = λP W x) and isotone (x ≤ y ⇒ P W x ≤ P W y.) These operators are crucial for tropical convexity: see, e.g., [8] .
Eigenvalues and eigenvectors
Definition 2.9 (Eigencone). The set
where A ∈ R n×n + and λ ≥ 0, is called the (max-algebraic) eigencone of A associated with λ. The nonzero vectors of V (A, λ) are (max-algebraic) eigenvectors of A associated with λ. The set of all positive vectors in V (A, λ) will be denoted by V + (A, λ).
Note that V (A, λ) consists of the eigenvectors associated with λ and vector 0. Obviously, V (A, λ) is a max cone.
Definition 2.10 (Maximum cycle geometric mean). Let
λ(A) is the greatest max-algebraic eigenvalue of A, for any A ∈ R n×n + . If A is irreducible then λ(A) is the only max-algebraic eigenvalue of A(e.g. [3] , Theorem 4.4.8).
Reducible A ∈ R n×n + may have up to n max-algebraic eigenvalues, in general. We next give some elements of the spectral theory of reducible matrices. Although that theory is usually developed in terms of the Frobenius normal form and spectral classes [3] following a similar development of the spectral theory of nonnegative matrices, we choose not to do so, since in this paper we only need 1) the relation between the critical graph and the saturation graph, 2) the generating matrix of V (A, λ).
Denote by Λ(A) the set of (max-algebraic) eigenvalues of A. General λ ∈ Λ(A) can be characterized as maximum cycle geometric mean of a certain subgraph of G(A).
The proof of the following statement is standard, but we give it for the reader's convenience.
Proof: Take any cycle (i 1 , . . . , i k ) with all indices belonging to supp(x). Multiplying the inequalities a i l i l+1 x i l+1 ≤ λx i l for l = 1, . . . , k − 1 and a i k i 1 x i 1 ≤ λx i k , and cancelling all the coordinates of x we obtain that the cycle mean of (i 1 , . . . , i k ) does not exceed λ.
Now, start with any j 0 ∈ supp(x) and find j 1 such that a j 0 j 1 x j 1 = λx j 0 . We again have j 1 ∈ supp(x). Proceeding this way we obtain a cycle (j t , . . . j t+l ) (for some t and l) with the cycle mean equal to λ.
Let us also recall a useful link between the support of an eigenvector of A and the zero-nonzero pattern of A.
Let A ∈ R n×n + and J, L ⊆ N . A J,L denotes the submatrix of A with row index set J and column index set L. 
Proposition 2.13 (e.g. [3], p.96 ). Let
A ∈ R n×n + , x ∈ V (A, λ) and N := supp(x). Then A N \N ,N = 0.E Sat = {(i, j) : a ij x j = λx i = 0}.(5)
Proposition 2.16 ([2], Theorems 3.96 and 3.98).
For any x ∈ V (A, λ),
associated with λ and the set of nodes N λ associated with λ:
Each G c (A, x, λ) consists of several strongly connected components isolated from each other.
In the following proposition let us collect some facts about the relation between G c (A, x, λ) and G c (A, λ).
Proof: We only prove (ii) and (iii) since (i) follows from any of them.
consist of the nodes and edges of the cycles on supp(x) that have the cycle geometric mean λ,
is defined as a subgraph consisting of all nodes and edges of some critical cycles, it consists of several isolated strongly connected components, and each of these components is a subgraph of a component of G c (A, λ) . It remains to prove that none of these subgraphs is proper. By the contrary, suppose that one of these components is a proper sub-
should contain a node in supp(x) and a node not in supp(x), otherwise it coincides with the component of G c (A, xλ). However, this contradicts with Proposition 2.13. Hence the claim.
We further define a generating matrix of V (A, λ). For that, first define the matrix A λ with the columns
Here N λ is as in (6) . A + λ is finite, since the weight of any cycle in A λ does not exceed 1. 
Invertible matrices and diagonal similarity scaling
The class of invertible matrices in max algebra is quite thin. In fact it coincides with that in nonnegative algebra, consisting of all products of positive diagonal and permutation matrices. The positive diagonal matrices will be especially interesting to us since they give rise to a particularly useful visualization scaling, also known as a Fiedler-Pták scaling. For a positive vector x ∈ R n + , denote by diag(x) matrix X ∈ R n×n + whose ith diagonal entry is x i and all off-diagonal entries are 0.
Proposition 2.21 ([20], Theorem 3.7). Let
(ii) There exists a positive x satisfying A ⊗ x ≤ x such thatã ij ≤ 1, and a ij = 1 if and only if (i, j) ∈ E c (A, 1) (strict visualization scaling).
Definition 2.22 (Visualization). A matrix
We will also use the following observation about the diagonal similarity scaling, where by Sis V (A, λ) we denote the set of vectors in V (A, λ) that belong to the simple image set of A.
Proof: The facts described in part (i) are well-known. Parts (ii) and (iii) follow from the observation that
for all y, b ∈ R n×n + . Let us recall some properties of A + λ and G A,λ when A is visualized. By E we denote a matrix of the same dimensions as A whose every element is 1. (iii) There exists s such that α rs < 1 for all r = s.
Proof: Parts (i) and (ii) follow from [20] Proposition 4.1, part 2. For part (iii), note that if it does not hold, then there exist indices i 1 , . . . , i l belonging to K such that α i 1 i 2 = 1, . . . , α i l i 1 = 1. This implies existence of a cycle in G c (A, λ) going through different strongly connected components, contradicting the fact that they are isolated.
One-sided systems and simple image eigenvectors
Solving max-algebraic one-sided systems
In this section we shall suppose that A ∈ R m×n + is a given matrix and recall the crucial results concerning a system of linear equations A ⊗ x = b. Our notation is similar to that introduced in [3] , [22] . However, unlike for example in [3] , Section 3.1, we do not assume that b has full support (i.e., is positive), or even that every row and column of A contains a nonzero element. Denote
For any j ∈ N denote
assuming that 0 · (+∞) = (+∞) · 0 = 0, M = {1, . . . , m} and
Vector
can have a +∞ component in general, but only in the case when the corresponding column is zero: A ·j = 0.
The following lemma is crucial for the theory of A ⊗ x = b.
We now give a description of the solution set of A ⊗ x = b in terms of minimal coverings. 
where
Proof:
Proof: We can assume without loss of generality that N is a minimal subset such that ∪ j∈N M j (A, b) = supp(b). The claim then follows from (14) and (13) . 
Digraph coverings and systems with eigenvector on the right-hand side
Let G = (N, E) be a strongly connected digraph. Define Proof: Observe first that if G is a cycle then there are no nodes with such property.
To prove the converse, observe that if G is not a cycle, then it contains two intersecting cycles, and one of the nodes in the intersection will have at least two ingoing edges.
Take a node with at least two incoming edges, and number this node as 1. Put N 0 = ∅ and N 1 := {1}. For each l ≥ 1 let
Observe that since j∈N l−1 M j (G) ⊆ N l , we can replace (16) with
Hence for each l ≥ 1 we have
Since G is finite, there is t > 1 that satisfies N t+1 = N t and N t−1 = N t . Observe that N t = N , for if N t is a proper subset of N , then this contradicts the assumption that G is strongly connected.
Consider the case when |N t \N t−1 | > 1. Observe that a covering of N can be built by taking all nodes in N t−1 and a node in N t \N t−1 that has an ingoing edge from 1, or just the nodes in N t−1 if one of the nodes of N t−1 has an ingoing edge from 1. Therefore in both of these cases there exists
Consider the remaining case when |N t \N t−1 | = 1 and when the node forming N t \N t−1 is the only node that has an ingoing edge from 1. Since
Since N s \N s−1 does not contain a node to which 1 is connected with an edge, for some node i ∈ N s \N s−1 we have
Combining this with (18) for all other l = s we obtain that
This completes the proof. (A, x, λ) is not a union of disjoint cycles.
We now briefly examine the link to one-sided systems with eigenvector on the right-hand side. , λ) , and let j ∈ N be such that there exists l with (l, j) ∈ Sat(A, x, λ). Then 
This concludes the proof.
Simple image eigenvectors
Denote by A (i) the matrix which remains after the ith column of A is removed. 
Proof: By Proposition 2.20 we can assume without loss of generality that λ = 1. "Only if": Let us first argue that (i) and (ii) are necessary. Let x be a simple image vector in V (A, λ), and take N = supp(x). Condition (i) is immediate, and for (ii) we observe that that γ * i (A, x) > 0 for some i / ∈ N would imply that x is not the only solution of the system A ⊗ y = x, since γ * (A, x) = x.
As condition (ii) depends only on the support of x and on the zero-nonzero pattern of A, it also holds for arbitrary x ∈ V (A, 1) with supp(x) = N . That condition also implies
Moreover, we can further consider the system A N N ⊗ y N = x N with x N ∈ V (A N N ), since we have the following correspondence:
In that correspondence, x and y arise from x N and y N by setting x N \N = y N \N = 0, and x N and y N are formed as the usual subvectors of x and y with indices in N . The first part of that correspondence follows from Proposition 2.13, and the second part follows from (20) . Therefore, to show that (iii) and (iv) hold we can further assume that x is positive, that is, N = N .
Assume for the contrary that (iii) does not hold. If N c (A, 1) = N , consider the indices in N \N c (A, 1). Every node with index in N \N c (A, 1) has an outgoing edge in Sat (A, x, 1) . It cannot be that all of these edges also end in N \N c (A, 1) , because then there would be critical cycles and hence critical components in N \N c (A, 1) , a contradiction. Therefore there exists
M j (Sat(A, x, 1) ).
For any i / ∈ N c (A, 1) there exists j such that i ∈ M j (Sat(A, x, 1) , and therefore (Sat(A, x, 1) ).
Thus adding indices to the left hand side of (22) one by one, we obtain that there exists k / ∈ N c (A, 1) such that N = ∪ j =k M j (Sat(A, x, 1) ), i.e., N = ∪ j =k M j (A, x) , a contradiction. Now assume that (iii) holds but (iv) does not hold, i.e., one of the components of G c (A) is not a cycle. In this case by Corollary 3.7 there exists i such that ∪ j =i M j (G c (A, x, 1)) = N . However, as G c (A, x, 1) ⊆ Sat(A, x, 1) by Proposition 2.16, we also have M j (G c (A, x, 1) ) ⊆ M j (A, x) for all j ∈ N , implying ∪ j =i M j (A, x) = N , a contradiction.
"If": Let us now prove that (i)-(iv) are sufficient. Due to bijection (21) we can assume that N = N . Then, by the main result of [20] , there exists a diagonal matrix X such thatÃ := X −1 AX is strictly visualised, that isã ij ≤ 1, with the equalityã ij = 1 if and only if (i, j) is a critical edge, that is, if and only if (i, j) belongs to one of the disjoint critical cycles. Let u be the vector whose every component is 1. For this vector we obtain Sat(Ã, u, 1) = G c (Ã, u, 1) = G c (Ã, 1) and hence M j (Ã, u) = M j (G c (Ã, 1) ) for all j ∈ N . Since G c (A) consists of disjoint cycles only, by Corollary 3.7 we have ∪ j =i M j (G c (Ã, 1)) = N for any i ∈ N , and since M j (Ã, u) = M j (G c (Ã, 1) ) for all j ∈ N we obtain that u is a simple image eigenvector ofÃ. By Lemma 2.23, Xu is a simple image eigenvector of A. Remark 3.11. Condition (i) of Theorem 3.10 can be expressed in terms of the Frobenius normal form of A, see for instance [10] Ch. IV Theorem 2.2.4. Condition (ii) of Theorem 3.10 is equivalent to the following:
The next result is mostly needed for Theorem 4.17, but it is also of independent interest. We formulate it for positive vectors only, for the sake of simplicity. 
. , j k } be the index set of the columns of
Proof: Assume λ = 1.
For any x ∈ V (A, 1) we have x ∈ span ⊕ (A) and x ∈ span ⊕ (G A,1 ) , and if x is positive then we also have coverings ∪ i∈N M i (A, x) = N and ∪ r∈K M r (G A,1 , x) = N . The claim of the theorem, reducing to ∃i : x ∈ span ⊕ (A (i) ) ⇔ ∃s : x ∈ span ⊕ (G (G A,1 , x) . Let X = diag(x) and consider the matrixÃ := X −1 AX. Matrix GÃ ,1 then generates the cone V (Ã, 1) which is the same as {y : Xy ∈ V (A, 1)}, by Lemma 2.23 part (ii). Proposition 3.8 part (ii) implies that M i (A, x) = M i (Sat(A, x, 1) for all i, since all nodes are critical and G c (A, 1) ⊆ Sat(A, x, 1).
By Proposition 2.21Ã =: (ã ij ) n i,j=1 has the propertyã ij ≤ 1 with the equality if and only if (i, j) ∈ Sat(A, x) , that is, if and only if i ∈ M j (A, x) . InÃ + , all columns with indices belonging to the same component of G c (Ã) are equal to each other (Proposition 2.24).
Denote the entries of G A,1 and GÃ ,1 by g is andg is respectively. Assume (a). It means that there exists i ∈ N s c for some s ∈ K such that for each i ∈ M i (A, x) = M i (Sat(A, x) ) there is an index l(i ) with l(i ) ∈ N s c with s = s, such that i ∈ M l(i ) (A, x) = M l(i ) (Sat(A, x) ). In terms of matrix A it means that
We will show that for s ∈ K as above and for every e ∈ N such that g es = 1 we can find s withg es = 1. Firstly ifg es = 1 thenã + ejs = 1 and a + ei = 1 since i and j s are in the same cycle of G c (A). This implies that for some i there is a path P of weight 1 connecting e to i , and edge (i , i) of weight 1, in digraph G(Ã). By (25) there exists index l(i ) such thatã i l(i ) = 1 with l(i ) ∈ N s c and s = s. Concatenating P with edge (i , l(i )) we obtain a path of weight 1 such thatã + el(i ) = 1 and henceg es = 1 with s = s. Assume (b). By Proposition 2.24 part (i) we haveg es = 1 for any s ∈ K and e ∈ N s c , and statement (b) implies that there also exist e and r ∈ K such thatg er = 1 and e ∈ N s c with s = r. Moreover, by Proposition 2.24 part (ii) we can also assume thatg is < 1 for all i / ∈ N s c . Asg er = 1 for all e ∈ N s c , we haveã + ej = 1 for all e ∈ N s c and j ∈ N r c . This implies that there exist i 1 ∈ N s c , i ∈ N s c such thatã i 1 i = 1, where s = s . But as i 1 ∈ N s c , there also exists i 2 ∈ N s c such thatã i 1 i 2 = 1. Asg es < 1 for all e / ∈ N s c , we haveã + ei 2 < 1 implying also thatã ei 2 < 1 for all e / ∈ N s c . Since each component of G c (A, 1) is a cycle, we conclude that M i 2 (Sat(A, x)) = {i 1 }, and it is covered by M i (Sat(A, x) ), implying (a).
Interval problems
Weak X-robustness and X-simple image eigencone
In this section we consider an interval extension of weak robustness and its connection to X-simplicity, the main notion studied in this paper.
Definition 4.1 (Weak X-robustness). Let
If X = R n , then the notion of weak robustness can be described in terms of simple image eigenvectors. The proof is omitted. 
Definition 4.3 (Invariance). Let
Proof: (i) Suppose that A is weakly (X, λ)-robust and x ∈ V (A, λ) ∩ X. If the system A⊗y = λx has a solution y = x in X, then y is not an eigenvector but belongs to attr(A, λ) ∩ X, which contradicts the weak X-robustness.
(ii) Assume that A has X-simple image eigencone and x is an arbitrary element of attr(A, λ)∩X. As X is invariant under A, we have that A ⊗k ⊗x ∈ X for all k. Moreover from the definition of X-simple image eigencone we
Thus the X-simplicity is a necessary condition for weak X-robustness. It is also sufficient if X is invariant under A.
Observe that A is order-preserving (x ≤ y ⇒ A ⊗ x ≤ A ⊗ y), which is due to the following arithmetic properties:
Since A is order-preserving the invariance of X under A admits the following simple characterization:
X-simple image of a matrix
Let us first introduce the following bits of notation: c(x) = {i ∈ N :
"Only if": Suppose that there is a unique solution belonging to X. By (31) if X i does not reduce to one point, then S(A, b) also contains more than one vector. Thus,
If we assume that (29) does not hold for some i with γ * i (A, b) ∈ X i then j =i M j (A, b) = supp b and (31) implies that the solution is non-unique since the interval X i ∩ {α : α ≤ γ * i (A, b)} contains more than one point. "If": Assume that (29) holds and, by contradiction, that there is more than one solution to A ⊗ x = b belonging to X.
Since the solution is non-unique, it follows that there exists a proper subset N of N such that ∪ j∈N M j (A, b) = supp(b). Assume that N is a minimal such subset, with respect to inclusion.
We
, and x i = min(x i , γ * i (A, b) ) for all i ∈ N \N . This condition implies that there exists only one N -solution to A ⊗ x = b belonging to X, and it has coordinates
As this solution is the same for any minimal subset N , system A ⊗ x = b has a unique solution, contradicting the non-uniqueness of it. 
If N c = N then this condition can be replaced with the following one:
Proof: As x ∈ V (A) ∩ X, system A ⊗ y = x has a solution in X, which is y = x. So we can apply Theorem 4.10 yielding (32) for the uniqueness of this solution. Further if all nodes are critical, then γ * i (A, x) = x i for all x, so (32) gets replaced with (33).
Characterizing matrices with X-simple image eigencone
We begin with the following definition and key lemma of geometric kind. 
If X ∩ span ⊕ (A) = ∅, take y ∈ X ∩ span ⊕ (A) = ∅. Vector z = y ⊕ P A x belongs to span ⊕ (A) and satisfies y ≤ z ≤ x. It follows then that z ∈ X. However, P A x ≤ z ≤ x while P A x is the greatest vector of span ⊕ (A) bounded from above by x. This implies that z = P A x and P A x ∈ X. Definition 4.14. For any l, i ∈ N , let
and let x l = (x l i ) i∈N . Definition 4.15. For any l ∈ N , let
Observe that if X is x-closed then X l A is x l -closed (if it is nonempty) for every l. Also note that a ll < λ is a necessary condition for X l A,λ to be non-empty. 
(ii) If X is x-closed then (36) is equivalent to
Proof: Assume without loss of generality that λ = 1. (i): Let x ∈ V (A, 1) ∩ X. In general, x ≤ γ * (A, x) . More precisely, for γ * i (A, x) we may have γ * i (A, x) = x i (for all i ∈ N c (A, 1) and some other nodes), or γ * i (A, x) > x i (for at least one node in N \N c (A, 1) if N = N c (A, 1)).
"Only if": Let us show that the conditions (36) are necessary. For this assume by contradiction that one of these conditions is violated but A has X-simple image eigencone.
(a) If the first condition does not hold then take x ∈ X (i ∩ V (A, 1) ∩ span ⊕ (A (i) ). Then x satisfies x i > x i and also ∪ j =i M j (A, x ) = supp(x ), hence x is not an X-simple image eigenvector by Corollary 4.11: either i ∈ o(x) and ∪ j =i M j (A, x ) = supp(x ), or i ∈ c(x), ∪ j =i M j (A, x ) = supp(x ) and x i < min(γ * i (A, x ), x i ). (b) If the second condition does not hold then take x ∈ V (A, 1) ∩ X l A for some l ∈ c(x)\N c (A, 1) such that x l < x l . We have x l = x l , x l < x l and γ * l (A, x ) > x l (equivalent with the condition x j > a jl x l ∀j from (35)). The inequality γ * l (A, x ) > x l implies that ∪ j =l M j (A, x) = supp(x ), and we also have x l < min(γ * l (A, x ), x l ) and l ∈ c(x). By Corollary 4.11, this shows that x is not an X-simple image eigenvector. "If": By contradiction, suppose that the conditions hold but A does not have simple image eigencone. Let x be an X-simple image eigenvector. Then either x i > x i and ∪ j =i M j (A, x) = supp(x) for some i, which implies x ∈ X (i ∩ V (A) ∩ span ⊕ (A (i) ), or x l = x l , ∪ j =l M j (A, x) = supp(x) and x l < min(γ * l (A, x), x l ) for some l ∈ c(x). In this case necessarily x l < x l and x l < γ * l (A, x) , which is only possible for l ∈ N \N c . This shows the sufficiency of (36). (ii) By Lemma 4.13, W i ∩ X (i = ∅ if and only if P W i x ∈ X (i , and V (A, 1) ∩ X l A = ∅ if and only if P V (A,1) x l ∈ X l A . In general, the basis of span ⊕ (A (i) ) ∩ V (A, λ) can be computed algorithmically, using the method of Butkovič, Hegedus [5] or the more recent and efficient methods of Allamigeon et al. [1] Let us now examine the case when X is x-open. (iv): By applying Lemma 4.13 to (39), we obtain that (39) is equivalent to P G A (s) ,1 x / ∈ X ∀s = 1, . . . , k,
and that is the same as (40).
