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Ein Schritt in Richtung De-Professionalisierung?  
Plädoyer für eine intensive Diskussion über  
algorithmische Systeme in der professionellen Praxis
Zusammenfassung
Algorithmische Systeme der Entscheidungsfindung stellen zunehmend eine wich-
tige Technologie im täglichen Leben dar und finden sich in immer mehr gesell-
schaftlichen Anwendungskontexten. Zugleich lösen diese Systeme im Speziellen 
sowie Informations- und Kommunikationstechnologie im Allgemeinen ein Un-
behagen im professionellen Handlungskontext aus: Sie stehen in Verdacht, zur 
De-Professionalisierung sozialarbeiterischen Handelns beizutragen. Der Rückbe-
zug auf Abbotts (1988) Professionstheorie kann hier nicht nur helfen, den po-
tenziellen Einsatzort algorithmischer Systeme präziser zu bestimmen, sondern 
auch, sich der zukünftigen Herausforderungen frühzeitig bewusst zu werden. 
Dabei wird deutlich, dass es zukünftig nicht nur darauf ankommt, auf ein solides 
Fachwissen über statistische Verfahren zurückgreifen zu können. Zudem kann es 
entscheidend sein zu hinterfragen, in welcher Weise (bestimmte) ethische Werte 
innerhalb der Sozialen Arbeit zu interpretieren sind.
1 Einleitung
In immer mehr Gesellschaftsbereichen kommt es zum Einsatz algorithmischer 
Systeme und künstlicher Intelligenz (KI). Deren Anwendungen finden sich nicht 
nur im privatwirtschaftlichen Sektor (bspw. zur Beurteilung der Kreditwürdigkeit, 
vgl. OpenSCHUFA 2019; Spielkamp 2019), sondern werden zunehmend auch 
im staatlichen (bspw. predictive policing, vgl. Greilich 2019, Knobloch 2018, 
Tayebi & Glässer 2016) und wohlfahrtsstaatlichen Kontext (bspw. bei der Verwal-
tung von Arbeit und Arbeitslosigkeit, vgl. Allhutter u.a. 2020; Fanta 2018; Holl 
u.a. 2018) eingesetzt. Auch in Bereichen, die im Tätigkeitsfeld der Sozialen Arbeit 
liegen, kommt es zunehmend zum Einsatz algorithmischer Systeme, beispiels-
weise im Bereich des Quartiersmanagements von Erstaufnahmeeinrichtungen 
und Notunterkünften für geflüchtete Menschen (vgl. Baeck 2017) oder – schaut 
man ins Ausland – bei der Beurteilung von Kindeswohlgefährdung (vgl. Fitch 
2006; Foster & Stiffman 2009; Gillingham & Humphreys 2010; Gillingham 
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2019; Johnson & Wagner 2003; Liedgren u.a. 2016; Schrödter u.a. 2018). Ins-
besondere in die Einbindung von Big Data Analytics werden hierbei große Hoff-
nungen gesetzt, denn diese sollen neue Einblicke in die Planung, Bereitstellung 
und Ausrichtung sozialer Dienste ermöglichen (vgl. Gillingham & Graham 2016; 
Schneider & Seelmeyer 2019). Zugleich stehen eben jene Systeme auch in her-
ber Kritik: Zahlreiche Bedenken gelten der fehlenden Transparenz von Entschei-
dungskriterien algorithmischer Systeme (vgl. Coeckelbergh 2019; Dosilovic u.a. 
2018; Gillingham 2016; Wachter u.a. 2017). Zudem wurde in einer Reihe von 
Studien nachgewiesen, dass Big-Data-Anwendungen alles andere als frei von Vor-
urteilen sind (vgl. Datta u.a. 2015; Knobloch 2018; Zweig u.a. 2018). Kommt es 
bei der Entwicklung gesellschaftlich relevanter algorithmischer Systeme zu einer 
Über- oder Unterrepräsentation bestimmter (Personen-)Gruppen, können sich 
soziale und gesellschaftliche Ungleichheiten verschärfen (vgl. Kolleck & Orwat 
2020; Machkovech 2015); darüber hinaus kann statistische Ungleichheit durch 
unzureichend geprüfte Generalisierungen strukturell begünstigt und somit zu 
statistischer Diskriminierung werden (vgl. Antidiskriminierungsstelle des Bundes 
2019; Gillingham & Graham 2016; Orwat 2020; Schrödter u.a. 2018). Entspre-
chend voraussetzungsreich ist die Entwicklung eben jener Systeme (vgl. Zweig 
u.a. 2018); an ihr entzünden sich viele ethische, rechtliche und gesellschaftliche 
Fragen (vgl. Ananny 2016; Barocas & Boyd 2017; Meredith & Arnott 2003).
Trotz dieser intensiven Diskussion um die Entwicklung algorithmischer Syste-
me sowie um ihre potenziellen gesellschaftlichen Auswirkungen gibt es kaum 
Ergebnisse, wie Menschen mit solchen algorithmischen Systemen interagieren 
(vgl. Kolleck & Orwat 2020, 8). Insofern mag es naheliegend sein, dass es in der 
Diskussion über algorithmische Systeme der Entscheidungsfindung (engl. algo-
rithmic decision making, ADM) zu einer Gleichsetzung mit automatisierten Sys-
temen algorithmischer Entscheidungsfindung (engl. automated decision-making, 
AuDM) kommt. Ziemlich präsent wird dies beispielsweise im sogenannten Atlas 
der Automatisierung (vgl. Chiusi u.a. 2020) forciert, der durch die Bertelsmann 
Stiftung und AlgorithmWatch herausgegeben wird. Gleichzeitig verhindert eine 
solche Gleichsetzung jedoch eine dezidierte Diskussion über algorithmische Sys-
teme der Entscheidungsunterstützung (engl. decision support system, DSS). Sol-
che algorithmischen Systeme sind nicht nur wesentlich häufiger anzutreffen (auch 
mit Blick auf die in der Diskussion angeführten Beispiele, vgl. Chiusi u.a. 2020; 
Kolleck & Orwat 2020; Martini u.a. 2020; Matzat u.a. 2019; Orwat 2020; Spiel-
kamp 2019), sondern erinnern auch durch die Explikation der Unterstützung 
daran, dass es die mit den Systemen interagierenden Personen sind, die darüber 
entscheiden, ob und inwiefern die Ergebnisse algorithmischer Systeme in kon-
krete Entscheidungen überführt werden (dürfen) (ein einschränkender Versuch 
hierzu u.a. Art. 22 DSGVO).
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Im vorliegenden Beitrag soll eine solche Einhegung algorithmischer Systeme der 
Entscheidungsunterstützung in die professionelle Praxis diskutiert werden1. Hier-
zu wird zunächst das Argument der Steuerung durch Technik skizziert (Kapitel 2) 
und anschließend die Professionstheorie von Abbott (1988) vorgestellt (Kapitel 
3). Mit ihrer Hilfe wird deutlich, dass algorithmische Systeme zwar in die profes-
sionelle Praxis eingreifen und diese wesentlich ändern können, dies jedoch nicht 
zwangsläufig zu einer De-Professionalisierung führen muss (Kapitel 4). Vielmehr 
kann die Rückbindung an diese Professionstheorie helfen, um sich der zukünf-
tigen Herausforderungen im Umgang mit algorithmischen Systemen frühzeitig 
bewusst zu werden.
2 Up to now: Technologies of care und Steuerungselement
Schaut man auf den akademischen Diskurs zu algorithmischen Systemen in der 
Sozialen Arbeit im Speziellen – oder erweitert den Blick auf Digitalisierung im 
Sozial- und Gesundheitssektor – so fällt auf, dass mit dem Technikeinsatz häufig 
ein unbestimmtes, kaum weiter definiertes Unbehagen einhergeht. Dieses bezieht 
sich meist weniger auf konkrete Anwendungen und Technologien (obgleich neu-
erdings die eingangs genannten Anwendungen der Big Data Analytics beliebte 
Adressaten darstellen [vgl. Boyd 2015; Gillingham & Graham 2016]), sondern 
auf die Informations- und Kommunikationstechnologie (IuK-Technologie) als 
Steuerungsinstrument per se. Hierbei ist die Kritik an der zunehmenden Technisie-
rung professionellen Handelns keine Diskussion neueren Datums, sondern kann 
auf eine längere Geschichte zurückblicken2: Bereits Mitte der 1980er Jahre, als der 
Einsatz EDV-basierter Systeme zunehmend zum Arbeitskontext professioneller 
Arbeit gehörte, wird auch die Gefährlichkeit der Computertechnik thematisiert 
(vgl. Bolay & Kuhn 1993, 13ff.). Die Andersartigkeit der IT-gestützten Logik, die 
sich so gar nicht mit der kreativen, assoziativen und dialektischen Denkweise des 
Menschen vereinbaren lässt (vgl. Bolay & Kuhn 1993, 13ff.; Wiener 1984), ist ein 
Narrativ, das sich bis heute – wenn auch mitunter in abgeschwächter Form – in 
hiesigen Argumentationen wiederfinden lässt.
Neuen Zunder erhielt die Debatte u.a. durch Stephen Webb (2003) und seine 
Idee der technologies of care, mit der er die regulierende Macht von IuK-Techno-
1 Einige Kerngedanken hierzu wurden bereits an anderer Stelle entwickelt (vgl. Schneider u.a. 2021/
im Erscheinen), werden im Folgenden jedoch noch einmal ausführlicher thematisiert und erweitert.
2 Die Frage, ob Computer „komplexe geistige und soziale Prozesse bearbeiten können und sollen“ 
wurde vor allem in den 1970er Jahren diskutiert (Kuhlmann 1985, 95); zugleich reichen die An-
fänge der akademischen Diskussion und Auseinandersetzung mit Computern in noch weitere Ver-
gangenheit zurück (vgl. Weber 2018a).
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logien anprangert. Hierin greift er die bereits vorhandene (und immer wieder 
thematisierte) Bürokratie- und Ökonomiekritik auf (vgl. Merchel & Tenhaken 
2015; Polutta 2015; Webb 2001; Weber 2018b; Will-Zocholl & Hardering 
2020), indem er den gouvermentalitätstheoretischen Rahmen von technologies of 
care betont (vgl. Webb 2003). Unter dem Deckmantel der Fürsorge gelte: „Tech-
nologies […] sow the seeds of judgement and invite normalizing prescriptions 
about what is acceptable and unacceptable in diagnosing health“ (Webb 2003, 
225). Unterstützt werde dieser Gedanken der Steuerung durch die Dominanz der 
technischen Rationalität, welche sich u.a. in Form von „evidence-based practice, 
risk assessment and management, knowledge management, case management, 
decision regulation, performance frameworks and the hardening of protocols for 
standardized practice“ ausdrücke (Webb 2003, 226).
Gleichzeitig sei eine solche Steuerung jedoch nicht möglich, denn „the individual 
[person, DS] and social work does not behave in a rational way“ (Webb 2003, 
228); eine Kritik, die bereits durch Luhmann und Schorr (1982) mit der The-
se des Technologiedefizits des Sozialen unterstützt wurde (und weiterhin wird). 
Die mit IuK-Technologien einhergehende zweckrationale, effizienzorientierte 
Perspektive der Standardisierung widerspreche damit dem „hermeneutischen 
Fallverstehen und [der] stellvertretenden Falldeutung, insbesondere aber de[m] 
vorläufige[n], tastende[n], revidierende[n] Charakter pädagogischer Zielbearbei-
tung“ (Polutta 2015, 59; vgl. Gillingham & Humphreys 2010; Ley & Seelmeyer 
2014; Merchel & Tenhaken 2015). Denn eine wirkungsorientierte Steuerung sei 
auf empirische Nachweise, d.h. Datensätze, und deren Vergleichbarkeit angewie-
sen (vgl. Polutta 2015; Will-Zocholl & Hardering 2020); eine Voraussetzung, 
die so in der reflexiven, hermeneutischen Praxis Sozialer Arbeit nicht vorgesehen 
ist, jedoch zunehmend durch den Einsatz IT-basierter Systeme unterstützt werde 
(vgl. Will-Zocholl & Hardering 2020). Standardisierungen stehen damit neben 
evidenzbasierten Klassifikationssystemen stets im Verdacht, „sich […] negativ auf 
die Profession aus[zu]wirken“ (Bastian & Schrödter 2015, 192).
Das Argument des Nicht-Rationalen wird in aktuelleren Beiträgen auch mit dem 
Diskurs zur Prospect Theory bzw. der Diskussion ums langsame und schnelle 
Denken3 (vgl. Gigerenzer 2007; Kahneman & Tversky 1979) verbunden, um 
die Andersartigkeit sozialarbeiterischen Handelns zu unterstreichen (vgl. Bastian 
2019; Moch 2015). Mitunter wird dabei sehr wohlwollend darüber hinweggese-
hen, dass die mit Heuristiken verbundenen schnellen Entscheidungen (vgl. Freres 
u.a. 2019; Moch 2015) vor allem tief verankerte, kaum benennbare vorläufige 
Urteile darstellen (vgl. Bastian 2014; Schrödter u.a. 2018; Sunstein u.a. 2007). 
3 Das sind zwei kognitive Systeme des Menschen, wobei das schnelle System (unter Rückgriff auf 
Heuristiken) zur Bewältigung von Alltagssituationen, das langsame hingegen zur Lösung komplexer 
Probleme genutzt wird.
126 | Diana Schneider
doi.org/10.35468/5909-09
Stattdessen – und das mag in dieser Argumentation am meisten verwundern – 
wird dieses Verfahren der Urteilsbildung, welches in der technischen Anwendung 
äußerst skeptisch diskutiert wird (Stichwort: algorithm bias), im Kontext sozi-
alarbeiterischen Handelns wohlwollend akzeptiert4. Mehr noch: Obwohl weder 
Nudges (vgl. Sunstein u.a. 2007; Thaler & Sunstein 2009) noch predictive ana-
lytics (vgl. Rennstich 2019; Sarbin 1944) für die Vorhersage menschlichen Verhal-
tens ein Konstrukt rational agierender Akteure bedürfen, hält sich die Annahme, 
dies sei notwendig, äußerst hartnäckig, wenn beispielsweise das Für und Wider 
statistischer Verfahren diskutiert wird. Tatsächlich jedoch entpuppt sich die ver-
meintliche Dichotomie zwischen technischer Rationalität und Vorhersagbarkeit 
auf der einen Seite und menschlicher Kreativität und Nicht-Vorhersagbarkeit 
auf der anderen Seite als Trugschluss. Umso mehr lohnt sich daher ein Blick in 
die Logik professioneller Praxis, um die Auswirkungen algorithmischer und/oder 
IT-basierter Systeme besser einordnen und bewerten zu können.
3 Abbotts Theorie der professionellen Logik
Wenn algorithmische Systeme im Rahmen professionellen Handelns eingesetzt 
werden (sollen), so wird in der Regel ein Setting als gegeben angenommen, in 
welchem sich die Nutzenden des Systems (z.B. die Fachkräfte) in direkter Inter-
aktion mit dem technischen System befinden. Ein solches Setting ist vorausset-
zungsreich, denn damit werden andere Formate der Entscheidungsfindung – auch 
solche, die einen hohen Stellenwert innerhalb der professionellen Sozialen Arbeit 
innehaben, beispielsweise die kollegiale Fallberatung – per definitionem (zeitweise) 
ausgeschlossen oder wenigstens erschwert5. Lässt man sich auf dieses Setting je-
doch ein (bspw. im Rahmen der Einzelfallhilfe), so kann professionelles Handeln 
als Entscheidungsprozess unter multifaktoriellen Bedingungen analysiert werden 
(vgl. Vogd 2004), in dessen Rahmen die professionelle Urteilsbildung sowohl 
durch innere als auch äußere Bedingungen beeinflusst wird (vgl. Bastian 2019; 
Vogd u.a. 2018). Wie ein solches Handeln beschrieben werden kann, darin be-
steht eine Kernherausforderung professionssoziologischer Theorieansätze, denn 
„[g]erade die Nicht-Standardisierbarkeit [solcher professionellen Entscheidungs-
prozesse, DS] gilt als genuiner Kern, aber auch als das große Problem der/des 
Professionellen per se“ (Bastian 2014, 157).
4 Das erscheint deswegen kritisch, weil auf diese Weise Stereotypisierungen, Vor- und Fehlurteile 
begünstigt werden, wenn der Input in das schnelle System (hier: Daten bzw. Erfahrungen) entspre-
chend vorbelastet ist.
5 Denkbar wäre beispielsweise, dass andere Formate der professionellen Entscheidungsfindung vor- 
oder nachgelagert zur Interaktion mit einem technischen System stattfinden.
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In aktuelleren Beiträgen der Sozialen Arbeit wird sich gelegentlich (wieder) auf die 
Professionstheorie von Andrew Abbott (1988) bezogen (vgl. Ackermann 2020; 
Bastian 2014); der Rekurs wird auch hier getätigt, da im Rahmen seines syn-
thetischen Konzepts der Professionalisierung eine Systematik des professionellen 
Handelns skizziert wird, in welchem die sozialen und kulturellen Ansprüche einer 
Profession als wichtiger erachtet werden als die tatsächlichen Tätigkeiten im Beruf 
(vgl. Abbott 1988, 17). Ein solcher Ansatz erscheint insbesondere deswegen sinn-
voll, da methodische Herangehensweisen und Konzepte einer Profession in der 
Regel zwar einem stetigen Wandel unterliegen, deswegen jedoch nicht zwangsläu-
fig die Profession an sich infrage gestellt wird. Zugleich – und das macht Abbotts 
Konzept für die weitere Analyse interessant – fokussiert er in seiner Theorie die 
kulturellen Aspekte der Professionsausübung, die sich insbesondere in ihrer jewei-
ligen Zuständigkeit niederschlagen (vgl. Abbott 1988, 20, 40). Hierbei geht er 
von einer essentiellen Logik professioneller Praxis aus, welche aus Diagnose („to 
classify a problem“), Inferenz („to reason about it“) und Behandlung6 („to take 
action on it“) bestehe (Abbott 1988, 40).
Diagnose und Behandlung stellen vermittelnde Tätigkeiten dar, in deren Rah-
men professionsrelevante Informationen als Fallinformationen in das professio-
nelle Wissenssystem eingebracht bzw. in Form von Handlungsanleitungen aus 
Selbigem herausgezogen werden (vgl. Abbott 1988, 40, 46). Die Einschränkung 
hinsichtlich der professionsrelevanten Informationen ist an dieser Stelle elemen-
tar, denn nicht jede Information über ein Individuum ist für das professionsspe-
zifische Problem notwendig. Stattdessen werden nur diejenigen Informationen 
herangezogen, mit deren Hilfe ein Bild über das Individuum zusammengestellt 
werden könne (vgl. Abbott 1988, 41, 46). Hierbei habe jede Profession eigene 
Regeln, die definieren, welche Arten von Hinweisen (engl. evidence) hierbei re-
levant, gültig und zulässig seien, sowie Bestimmungen über den zulässigen Grad 
ihrer Mehrdeutigkeit (vgl. Abbott 1988, 41). Werden auf dieser Fallebene Be-
handlungen präferiert, so müssen diese unter Hinzunahme professionsfremder, 
d.h. individuumsspezifischer Informationen wieder an das jeweilige Individuum 
angepasst werden, um die Wirksamkeit einer Behandlung zu beeinflussen (vgl. 
Abbott 1988, 46). Diese vermittelnde Tätigkeit ist jedoch nur ein Aspekt inner-
halb von Diagnose und Behandlung, denn in beiden finden sich zudem probabi-
listische Klassifikationssysteme (vgl. Abbott 1988, 42). Diese stellen hinreichend 
komplexe, auf Veränderung reagierende Systematiken dar7, welche beileibe auch 
6 Die Begriffe Diagnose und Behandlung werden an dieser Stelle von Abbott (1988) übernommen; 
Bastian (2014) spricht anstelle von Behandlung lieber von Intervention, Ackermann (2020) hinge-
gen von Maßnahme.
7 Die Komplexität und Wandelbarkeit der Klassifikationssysteme lässt sich beispielsweise an der In-
ternational Statistical Classification of Diseases and Related Health Problems (ICD) nachvollziehen 
(vgl. Abbott 1988, 43). So wurden im Laufe der Zeit nicht nur bestimmte Diagnosen aus der Klassi-
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Leerstellen beinhalten können (vgl. Abbott 1988, 42). Hierbei übernehmen beide 
Klassifikationssysteme unterschiedliche Aufgaben innerhalb der professionellen 
Logik: So funktioniert die Diagnoseklassifikation wie ein Wörterbuch der beruf-
lich legitimen Probleme und fußt auf dem abstrakten Fundament des professio-
nellen Wissens (vgl. Abbott 1988, 41f.); die Behandlungsklassifikation hingegen 
bündelt ähnliche Behandlungsmethoden (vgl. Abbott 1988, 45). Zugleich werde 
Erstere durch Letztere insofern eingeschränkt, da mittels der Behandlungsklassifi-
kation implizit auch Probleme klassifiziert werden – getreu dem Motto: Ähnliche 
Behandlungen hätten auch ähnliche Probleme zur Ursache (vgl. Abbott 1988, 
42). So besteht innerhalb jeder Profession das Ziel, beide Klassifikationssysteme 
miteinander in Einklang zu bringen (vgl. Abbott 1988, 45); ein Bestreben, das 
sich u.a. in routinierten Prozessen niederschlägt. Diesen routinierten Prozessen 
steht die Profession jedoch ambivalent gegenüber, denn „[o]n the one hand, iden-
tifying the two would clarify and simplify professional work, at the same time 
making it more comprehensible to outsiders“ (Abbott 1988, 45).
Obgleich Diagnose und Behandlung unabdingbar in die Logik professionellen 
Handelns gehören, so stellen sie jedoch kein Kernelement professionellen Han-
delns dar. Dieser Platz gebührt allein der Inferenz; sie ist „a purely professional act“ 
(Abbott 1988, 40) und dasjenige Element innerhalb professioneller Logik, das 
wiederum zwischen Diagnose und Behandlung vermittelt (vgl. Abbott 1988, 49). 
Kann von einer bestimmten Diagnose nicht auf eine konkrete Behandlung ge-
schlossen werden, so bedarf es des professionellen Wissens, um diese Verbindung 
zu erarbeiten. Je nach Profession und Problem kann sich hierbei entweder über 
verschiedene Ausschlussverfahren (Exklusion) oder Hypothesen (Konstruktion) 
angenähert werden (vgl. Abbott 1988, 49). Diese beiden Verfahren des logischen 
Schließens (zugespitzt: trial-and-error bzw. knowledge-learning-by-doing) finden 
sich in den meisten Professionen nicht nur gleichberechtigt nebeneinander, son-
dern kommen häufig auch gemeinsam zum Einsatz (vgl. Abbott 1988, 50). Trotz 
der besonderen Stellung und Notwendigkeit von Inferenz warnt Abbott jedoch:
But just as professions doing mostly routine work risk jurisdiction incursions, so also 
do professions that refer nearly all their cases to formal inference. For one thing, the 
claim that all problems are non-routine does not persuade external critics. For anoth-
er, the profession cannot reinforce its legitimacy by showing how, in simple cases, the 
professional knowledge system leads ineluctably from diagnosis to treatment. (Abbott 
1988, 51)
fikation gestrichen (bspw. Homosexualität im Jahr 1991, vgl. Voss 2005), sondern die Klassifikation 
zudem kontinuierlich um neue Diagnosen und Kodes erweitert (bspw. im Falle von SARS-CoV-2/
COVID-19 durch mehrere, z.T. recht kurzfristige Aktualisierungen, vgl. https://www.dimdi.de/
dynamic/de/klassifikationen/icd/icd-10-gm/).
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Insofern besteht die Herausforderung jeder Profession darin, „ein ausgewogenes 
Verhältnis zwischen routinierten Verbindungen von Diagnose und Behandlung 
sowie der Notwendigkeit professionellen Wissens vorzuweisen“ (Schneider u.a. 
2021/im Erscheinen). Eine Herausforderung, die losgelöst von jeglichem Tech-
nikeinsatz im professionellen Handeln angegangen werden muss.
4 Diskussion
Kommt es nun innerhalb der professionellen Urteilsbildung Sozialer Arbeit zum 
Technikeinsatz, so ist es hilfreich, sich die Orte dieses Technikeinsatzes unter 
Rückbezug auf Abbotts Theorie zu vergegenwärtigen. Denn obgleich in hiesigen 
Debatten schnell von einer Negierung hermeneutischer, reflexiver Ansätze auf-
grund der Anwendung instrumenteller Vernunft geschlossen wird (vgl. Webb 
2001; Webb 2003), so verweist Bastian (2014) zurecht darauf, dass gerade die 
in der Sozialen Arbeit eingesetzten algorithmischen Systeme im Bereich der Di-
agnostik angesiedelt sind, d.h. in dem Bereich professioneller Logik, in welchem 
professionsrelevante Informationen zunächst zusammengetragen und mit Blick 
auf das professionsinterne Klassifikationssystem zu einem Fall diagnostiziert wer-
den (siehe Abb.1.)8. Der oben genannte Verweis auf die Unvereinbarkeit IT-ba-
sierter Logik und menschlicher Kreativität ist demnach irreführend – so wichtig 
und notwendig die damit verbundene Kritik an den vornehmlich administrativ 
ausgerichteten IT-basierten Systemen und deren oftmals geringer Bezug zur pro-
fessionsspezifischen Arbeit auch ist (vgl. Gillingham & Humphreys 2010; Ley & 
Seelmeyer 2014; Merchel & Tenhaken 2015). Denn der Bereich der Inferenz, also 
der Bereich professioneller Logik, der beim Einsatz von Diagnoseinstrumenten 
bedroht werden soll, wird durch diese gar nicht infrage gestellt (vgl. Bastian 2014; 
Bastian & Schrödter 2014)9.
8 Auch ein Blick in den medizinischen Diskurs zu algorithmischen Systemen offenbart, dass diese 
vornehmlich entweder in der Diagnostik oder Behandlung diskutiert bzw. erprobt werden (vgl. 
Krittanawong u.a. 2017; Schneider u.a. 2021/im Erscheinen; Schneider & Weiller 2018) – und 
damit an jenen Punkten innerhalb des Systems professioneller Logik, in welchem entweder Infor-
mationen in das bzw. aus dem professionelle(n) Wissenssystem getragen werden.
9 Diese Einschätzung gilt freilich nur, wenn die hermeneutischen, reflexiven Ansätze professionellen 
Handelns nicht nur in der Diagnostik, sondern auch im Rahmen der Inferenz angewendet werden; 
eine Annahme, die in diesem Beitrag implizit gemacht wird.
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Abb. 1: Logik des professionellen Handelns nach Abbott unter Einbindung IT-basierter Systeme 
(eigene Darstellung)
Was jedoch zunehmend in Erklärungsnot geraten kann (und vermutlich wird), ist 
ein striktes Festhalten an klinischen Methoden in der Diagnostik, d.h. denjenigen 
Verfahren, die auf interpretativen, diskursiven Methoden beruhen (vgl. Bastian 
2014; Bastian & Schrödter 2014; Schrödter u.a. 2018). Denn trotz des Nach-
weises, dass statistische Urteile „treffsicherer […] [sind] als Prognosen, die von 
Fachkräften ohne die Unterstützung von Computern generiert werden“ (Schröd-
ter u.a. 2018, 2), werden diese im akademischen Diskurs mit Verweis auf ihren 
probabilistischen Charakter (vgl. Gillingham 2019) und/oder ihrer mangelnden 
Anwendbarkeit auf der individuellen Fallebene (vgl. Gillingham & Graham 2016; 
Schrödter u.a. 2018) weiterhin eher skeptisch betrachtet oder gar als Zeichen ei-
ner De-Professionalisierung abgelehnt (vgl. Die Kinderschutz-Zentren 2011; 
Schrödter u.a. 2018). Beides mag jedoch nicht wirklich überzeugen, denn auch 
im Rahmen klinischer Methoden sind nur probabilistische Aussagen möglich (vgl. 
Bastian 2014; Schneider u.a. 2021/im Erscheinen; Schrödter u.a. 2018). Das liegt 
nicht nur daran, dass sich komplexe Prozesse und (zukünftige) Entwicklungen 
„einer deterministischen Beschreibung entziehen und deshalb als probabilistisch 
angesehen werden“ (Weiß 2013, 94; vgl. Schneider u.a. 2021/im Erscheinen), 
sondern auch daran, dass Einschätzungen – selbst, wenn sie noch so sehr auf den 
Einzelfall bezogen scheinen – nur sinnvoll in Relation zu Vergleichsgruppen zu 
treffen und damit mehr oder weniger vage, implizite Wahrscheinlichkeitsaussagen 
sind (vgl. Bastian 2014; Schrödter u.a. 2018).
Und so ist auch die harsche Kritik an Klassifizierung, die nicht nur über statis-
tische Erhebungsbögen, sondern mancherorts vor allem durch die Einführung 
IT-gestützter Systeme (sichtbaren) Einzug10 in die Praxis erhält, vor diesem Hin-
10 Bastian (2014, 152) schreibt, dass die Fachkräfte in seiner Studie „fast in allen Fällen für ihre 
Urteilsbildung auf einen zentralen Bestand von 12 Beobachtungskategorien zurückgriffen, ohne 
dass diese in einem expliziten Diagnosebogen vorgegeben waren“. Zu vermuten ist daher, dass die 
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tergrund nur schwer nachvollziehbar: Denn die scheinbare Dichotomie zwischen 
Klassifikation und Rekonstruktion entspricht vielmehr „einem Kontinuum zwi-
schen zwei Polen“ (Bastian & Schrödter 2014, 278), in welchem Rekonstruktion 
und Subsumtion einander ergänzen (vgl. Abbott 1988; Ackermann 2020; Bastian 
2014). Basierend auf vortheoretischem Wissen, sei die Klassifizierung „als eine 
Typenbildung zweiter Ordnung“ zu verstehen, um neue Situationen durch ihre 
Einordnung in einen Sinnzusammenhang zu bewältigen (Bastian & Schrödter 
2015, 200). „Das heißt, Menschen typisieren und klassifizieren in ihrer natür-
lichen, alltäglichen Weltanschauung“ (Bastian & Schrödter 2015, 200). In diesem 
Sinne ist durch Standardisierung – im Sinne des Standard-Setzens – nicht per se 
mit einer De-Professionalisierung, sondern eher mit einem „Zugewinn an Hand-
lungssicherheit“ (Polutta 2015, 69) und der „Fokussierung des professionellen 
Ermessensspielraums“ (Bastian & Schrödter 2015, 193) zu rechnen. Denn Fach-
kräfte nutzen dergleichen Klassifikationssysteme (auch) als Reflexionstool, indem 
sie mit dem Instrument bzw. dessen Kriterien/Items ins Zwiegespräch gehen 
(vgl. Ackermann 2020; Bastian 2014; Monnickendam u.a. 2005; Schneider & 
Seelmeyer 2019; Shiller & Strydom 2018).
Dass in den meisten Fällen allein aufgrund einer Diagnose nicht zugleich auf 
eine konkrete Behandlung geschlossen werden kann, wurde bereits im vorherigen 
Kapitel thematisiert (vgl. Bastian 2014; Schrödter u.a. 2018); ein Umstand, der 
beispielsweise den Einsatz automatisierter Systeme der Entscheidungsfindung in 
der Sozialen Arbeit zum gegenwärtigen Zeitpunkt wenig plausibel erscheinen 
lässt. Dies sei nur dann möglich, wenn Diagnose- und Behandlungsklassifikation 
isomorph zueinander sind (vgl. Abbott 1988, 45). Nichtsdestotrotz warnt Abbott 
(1988, 51) davor, dass Professionen im interprofessionellen Wettstreit um Zustän-
digkeiten anfälliger würden, wenn ihnen eine routinemäßige Verbindung zwischen 
Diagnose und Behandlung vollständig fehlt und sie ausschließlich auf Inferenz 
angewiesen sind. Diese Warnung sollte in der disziplinären Auseinandersetzung 
mit algorithmischen Systemen dringend berücksichtigt werden, da leistungsstär-
kere Systeme zukünftig in der Lage sein könnten, bisher als implizit angesehenes 
Wissen durch intensive Analysen zu externalisieren, „bspw. indem interne Klas-
sifikationslisten der Fachkräfte oder funktionierende Heuristiken im professio-
nellen Entscheidungsprozess sichtbar gemacht werden“ (Schneider u.a. 2021/im 
Erscheinen). Hierfür bedarf es im Einzelfall noch nicht einmal eines technischen 
vorgebrachte Kritik an der durch standardisierte Erfassungsbögen und IT-Systeme eingebrachte 
Klassifikation (auch) daher rührt, dass dort Items abgefragt werden, die nicht zwingend mit den 
Beurteilungskriterien klinischer Methoden übereinstimmen (vgl. Schrödter u.a. 2018) bzw., dass 
selbige durch die IT-gestützten Systeme nicht in gewohnter Weise bearbeitet werden können, 
sodass folglich vielfältige Methoden erprobt werden, wie diese vorgegebenen Kriterien entweder 
transformiert oder gar vollständig umgangen werden können (vgl. Ackermann 2020; Büchner 
2020; Huuskonen & Vakkari 2013; Schneider 2021/im Erscheinen).
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Systems, wie die ethnografische Studie von Freres u.a. (2019) verdeutlicht, in wel-
cher eine Heuristik der Gefährdungseinschätzung im Kinderschutz nachgewiesen 
wurde. Denkt man diese Ergebnisse weiter, so ist nicht ausgeschlossen, dass solche 
Systeme in der Sozialen Arbeit zukünftig nicht nur – analog der Anwendungen 
in der Medizin – zum Aufzeigen diagnostisch relevanter Bereiche (vgl. Dilsizian 
& Siegel 2014) angewendet, sondern auch für Interventionsentscheidungen he-
rangezogen werden könnten (vgl. Cariceo u.a. 2018). Um deren Ergebnisse dann 
jedoch beurteilen zu können, „bedarf es […] weniger Intuition als vielmehr fach-
licher Fähigkeit und solider Statistikkenntnisse“ (Weiß 2013, 263); Notwendig-
keiten, die man bisher innerhalb der professionellen Ausbildung höchstens spora-
disch antrifft und die daher aktiv eingefordert werden (vgl. Rennstich 2019). So 
wird zwar auf die Notwendigkeit einer kritischen Beurteilung der Validität (d.h. 
Sensitivität und Spezifität) computergestützter Verfahren verwiesen, doch reicht 
diese Kritik nur selten über die damit verbundene intuitive und eher vorsorgliche 
Ablehnung solcher Systeme hinaus11. Irritierend ist in diesem Zusammenhang 
zudem die damit gelegentlich einhergehende implizite Annahme, klinische Ver-
fahren seien vor dieser Herausforderung in irgendeiner Weise gefeit.
Schlussendlich reaktiviert der Diskurs über algorithmische Systeme auch die Aus-
einandersetzung um zutiefst eigene Werte innerhalb sozialarbeiterischen Han-
delns, beispielsweise hinsichtlich der Personenzentrierung. Hiermit ist nicht nur 
das psychologische Konzept empathischer Gesprächsführung im Sinne Rogers’ 
(1993 [1980]) gemeint, sondern auch das konkrete Handeln, beispielsweise die 
Fokussierung der Fachkräfte auf die individuelle Bedarfserhebung leistungsbe-
rechtigter Personen. Aufgrund der vergleichsweise hohen Treffsicherheit statis-
tischer Diagnosen im Vergleich zu klinischen Verfahren drängt sich die Frage auf, 
ob Personenzentrierung eher in einem deontologischen (d.h. der Prozess steht 
im Mittelpunkt, unabhängig vom konkreten Ergebnis) oder teleologischen Sinn 
(d.h. das Ergebnis zählt, unabhängig davon, wie man auf dieses gekommen ist) zu 
interpretieren ist – obgleich in einer idealen Welt diese beiden Perspektiven sicher 
zusammenfallen würden. Der hier nur angedeutete Diskurs ruft mit Sicherheit 
eine mehr oder weniger große Anzahl verschiedenster Kritikerinnen und Kritiker 
11 Ein Blick in den medizinischen Diskurs verdeutlicht, dass dort zwar intensiv über die Gütekriteri-
en diagnostischer Tests diskutiert wird, es jedoch trotzdem zu gravierenden Mängeln im Statistik-
Verständnis beim medizinisch-ärztlichen Personal kommen kann (vgl. Gaissmaier & Gigerenzer 
2013). Eine weitere Herausforderung in der Nutzung algorithmischer Systeme stellen zudem „er-
ror of omission“ und „error of commission“ (vgl. Carter u.a. 2020; Geis u.a. 2019; Neri u.a. 2020) 
dar, wenn beispielsweise medizinisch-ärztliches Personal fehlerhafte KI-Systeme nicht identifizie-
ren kann bzw. deren Ergebnisse trotz besseren Wissens übernimmt. Solche Aspekte werden zwar 
eher bei einer routinierten Anwendung algorithmischer Systeme diskutiert, erscheinen jedoch 
umso herausfordernder, wenn nicht auf ein solides Wissen um die Möglichkeiten und Grenzen 
statistischer Verfahren zurückgegriffen werden kann.
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auf den Plan, weil er der Diskussion um evidenzbasierte Praxis in der Sozialen 
Arbeit den Weg bereitet. Zugleich kann diese Frage auch vergleichsweise nüchtern 
diskutiert werden, da es sicher nie eine präökonomische Ära gab, in welcher so-
zialarbeiterisches Handeln jenseits ökonomischer Rahmenbedingungen möglich 
gewesen wäre. Aufgrund stets vorhandener Ressourcenknappheit (bspw. durch 
die begrenzte Anzahl der Mitarbeitenden für eine durchaus wachsende Anzahl 
leistungsberechtigter Personen sowie begrenzte finanzielle, mentale und zeitliche 
Kapazitäten) besteht daher die Notwendigkeit, mit den vorhandenen Ressour-
cen haushalten zu müssen – ein Umstand, der durch neuere politische und/oder 
bürokratische und/oder technische Entscheidungen erleichtert oder erschwert 
werden kann, jedoch keineswegs auflösbar ist.
5 Fazit
Obgleich sich der Beitrag an mancher Stelle wie ein Plädoyer für den unbedingten 
Einsatz statistischer Verfahren lesen mag, so soll er vielmehr als eine Einladung 
verstanden werden, das grundlegende Unbehagen und die Skepsis gegenüber 
IuK-Technologien in der Sozialen Arbeit kritisch zu hinterfragen und sich in-
tensiv mit den Möglichkeiten und Grenzen algorithmischer (und statistischer) 
Verfahren im professionellen Handlungskontext auseinanderzusetzen. Für eine 
solche Auseinandersetzung müssen jedoch erst vorhandene Vorurteile ausgeräumt 
werden, die eine unüberwindbare Dichotomie zwischen IuK-Technologien und 
Mensch behaupten und zwingende De-Professionalisierung beim Einsatz der-
selben prognostizieren. Erst dann, so scheint es, ist der Weg geebnet, um eine 
mögliche Implementierung algorithmischer Systeme jenseits von Utopie und 
Dystopie zu konzeptualisieren. Dass hierbei auch auf verwandte Diskurse (bspw. 
aus der Medizin) zurückgegriffen werden könnte, um ggf. Best-Practice-Ansät-
ze interprofessionell nutzbar zu machen, scheint unter Rückbezug auf Abbotts 
Logik professionellen Handelns zumindest nicht kategorisch ausgeschlossen (vgl. 
Schneider u.a. 2021/im Erscheinen).
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