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Identities
Let q, m, n, k be integers with q 3 and k 1, deﬁne the exponential sum
S(m,n,k;q) =
q∑′
a=1
e
(
ma + nak
q
)
,
where e(x) = e2π ix, ∑′a denotes the summation over all a such that (a,q) = 1. In this
paper, we shall study the fourth power mean
q∑′
n=1
∣∣S(m,n,k;q)∣∣4,
and give some identities on the mean value of classical Kloosterman sums and hyper-
Kloosterman sums.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let q, b, c, k be integers with q 3 and k 1, deﬁne the exponential sum
Sk(q,b, c) =
q∑
a=1
e
(
ba + cak
q
)
,
where e(x) = e2π ix . For q = pα , H. Davenport and H. Heilbronn [5] proved that
Sk(q,b, c) k qθ (b,q), for p  c,
where θ = 23 if k = 2, and θ = 34 if k 3. L.K. Hua [8] showed that θ = 12 for all k 2. Later J.H. Loxton and R.A. Smith [10]
proved that∣∣Sk(q,b, c)∣∣ q 12 dk−1(q)(,q) 12 ,
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integers, and  is the discriminant of the derivative of the polynomial bx + cxk . After an improvement by J.H. Loxton and
R.C. Vaughan [11], R. Dabrowski and B. Fisher [4] established better bounds for exponential sums of this kind.
Moreover, in [16] and [17] Y. Ye proved some new bounds for Sk(q,b, c), and established certain identities between the
above exponential sums and hyper-Kloosterman sums.
For arbitrary integers m and n, the classical Kloosterman sum K (m,n;q) is deﬁned by
K (m,n;q) =
q∑′
a=1
e
(
ma + na
q
)
,
where aa ≡ 1 (mod q), and ∑′ denotes the summation over all a such that (a,q) = 1. Maybe the most famous property of
K (m,n;q) is the estimate (see [7] and [3]):∣∣K (m,n;q)∣∣ d(q)q 12 (m,n,q) 12 ,
where d(q) is the divisor function, (m,n,q) denotes the greatest common divisor of m, n and q.
For q = p a prime, H.D. Kloosterman [9] studied the fourth power mean of K (m,1; p), and proved the identity
p−1∑
m=1
∣∣K (m,1; p)∣∣4 = 2p3 − 3p2 − 3p − 1. (1.1)
H. Salié [14] and H. Davenport (independently) obtained the estimate
p−1∑
m=1
∣∣K (m,1; p)∣∣6  p4.
Let q 3 be an odd number. For (n,q) = 1, W. Zhang [18] showed the identity
q∑
m=1
∣∣K (m,n;q)∣∣4 = 3ω(q)q2φ(q)∏
p‖q
(
2
3
− 1
3p
− 4
3p(p − 1)
)
, (1.2)
where φ(q) is the Euler function, ω(q) is the number of all different prime divisors of q, and
∏
p‖q denotes the product
over all prime divisors p of q with p | q and p2  q.
In [13], L.J. Mordell introduced the hyper-Kloosterman sums as follows:
K (q,m + 1, z) =
q∑′
a1=1
· · ·
q∑′
am=1
e
(
a1 + · · · + am + za1 · · ·am
q
)
,
which is the high-dimensional generalization of Kloosterman sums. Some applications of hyper-Kloosterman sums were
found in the estimation of Fourier coeﬃcients of Maass forms [2] and the work on Selberg’s eigenvalue conjecture [12].
Moreover, there exists interesting connection between hyper-Kloosterman sums and the Heilbronn sums (see reference [15]).
Meanwhile, on the upper bound of hyper-Kloosterman sums, P. Deligne [6] proved that
K (p,m + 1, z) (m + 1)p m2 .
Deﬁne an exponential sum by
I(q,m, z) =
q∑′
a=1
e
(
ma + zam
q
)
.
Let q = pα , α  2, m 1 with (p,m) = 1. For any integer z with p  z, Y. Ye [17] established the identities
K (q,m + 1, z) =
⎧⎨
⎩ q
m−1
2 I(q,m, z), if 2 | α;
q
m−1
2 m−1p ( 2
m−1zm−1m
p )I(q,m, z), if 2  α,
(1.3)
when p > 2, and
K (q,m + 1, z) = qm−12
(
2
m
)α
I(q,m, z)
when p = 2, where ( n ) is the Legendre–Jacobi symbol, p = 1 if p ≡ 1 (mod 4), and p = i if p ≡ 3 (mod 4).m
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S(m,n,k;q) =
q∑′
a=1
e
(
ma + nak
q
)
.
In this paper we shall study the fourth power mean of S(m,n,k;q), and give some interesting results on the mean value of
classical Kloosterman sums and hyper-Kloosterman sums. Now we list the main results.
Theorem 1.1. Let p > 2 be a prime, α and m0 be integers with α  2 and (m0k, p) = 1. Then we have
pα∑′
n=1
∣∣S(m0,n,k; pα)∣∣4 =
⎧⎪⎨
⎪⎩
φ(p4α)(1− 3p + 3p2 ) + pα−1φ2(pα), if k = 1;
φ(p3α), if k = 2;
3φ(p3α), if k > 0 and k ≡ −1 (mod φ(pα)).
Theorem 1.2. Let p > 2 be a prime, m0 be an integer with (m0, p) = 1. Then
p−1∑
n=1
∣∣S(m0,n,k; p)∣∣4 =
⎧⎪⎨
⎪⎩
(p − 1)4 + p − 2, if k = 1;
p3 − p2 − 7p − 1− (−1) p−12 · 2p, if k = 2;
2p3 − 3p2 − 3p − 1, if k > 0 and k ≡ −1 (mod (p − 1)).
By Theorems 1.1, 1.2 and properties of S(m,n,k;q), we have the following:
Theorem 1.3. Let q 3 be an odd number, m be an integer with (mk,q) = 1. Then we have
q∑′
n=1
∣∣S(m,n,k;q)∣∣4 =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
q3φ(q)
∏
pα‖q
α2
[1− 3p + 3p2 + p−1pα+2 ]
∏
p‖q[(1− 1p )3 + p−2p3(p−1) ], if k = 1;
q2φ(q)
∏
p‖q[ p
3−p2−7p−1−(−1) p−12 ·2p
p2(p−1) ], if k = 2;
3ω(q)q2φ(q)
∏
p‖q[ 2p
3−3p2−3p−1
3p2(p−1) ], if k > 0 and k ≡ −1 (mod φ(q)),
where
∏
pα‖q denotes the product over all prime divisors p of q with pα | q and pα+1  q.
Taking k ≡ −1 (mod φ(q)) in Theorem 1.3, we easily get the following:
Corollary 1.1. Let q 3 be an odd number, m be an integer with (m,q) = 1. Then we have
q∑′
n=1
∣∣K (n,m;q)∣∣4 = 3ω(q)q2φ(q)∏
p‖q
[
2p3 − 3p2 − 3p − 1
3p2(p − 1)
]
.
Corollary 1.2. Let q 3 be an odd number, m be an integer with (m,q) = 1 and m ≡ 1 (mod φ(q)). Then
q∑′
z=1
∣∣I(q,m, z)∣∣4 = 3ω(q)q2φ(q)∏
p‖q
[
2p3 − 3p2 − 3p − 1
3p2(p − 1)
]
.
Moreover, taking q = p and m = 1 in Corollary 1.1, we immediately get (1.1). On the other hand, from (1.3) and Corol-
lary 1.2 we can get the fourth power mean for hyper-Kloosterman sums.
Theorem 1.4. Let q  3 be an odd square-full number (p | q if and only if p2 | q), m be an integer with (m,q) = 1 and m ≡ 1
(mod φ(q)). Then
q∑′
z=1
∣∣K (q,m + 1, z)∣∣4 = 3ω(q)q2mφ(q).
The outline of the paper is as follows. In Section 2, we prove Theorem 1.1. Section 3 is devoted to Theorems 1.2 and 1.3.
Finally, we give proofs for Corollaries 1.1, 1.2 and Theorem 1.4 in Section 4.
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First we prove the following lemmas.
Lemma 2.1. Let q, k be positive integers, m0 be an integer with (m0,q) = 1. Then
q∑′
n=1
∣∣S(m0,n,k;q)∣∣4 = 1
φ(q)
q∑′
m=1
q∑′
n=1
∣∣S(m,n,k;q)∣∣4.
Proof. From the properties of reduced residue systems we have
φ(q)
q∑′
n=1
∣∣S(m0,n,k;q)∣∣4 = φ(q)
q∑′
n=1
∣∣∣∣∣
q∑′
a=1
e
(
m0a + nak
q
)∣∣∣∣∣
4
=
q∑′
m=1
q∑′
n=1
∣∣∣∣∣
q∑′
a=1
e
(
m0a + nak
q
)∣∣∣∣∣
4
=
q∑′
m=1
q∑′
n=1
∣∣∣∣∣
q∑′
a=1
e
(
m0a + nmkak
q
)∣∣∣∣∣
4
=
q∑′
m=1
q∑′
n=1
∣∣∣∣∣
q∑′
a=1
e
(
m0ma + nak
q
)∣∣∣∣∣
4
=
q∑′
m=1
q∑′
n=1
∣∣∣∣∣
q∑′
a=1
e
(
ma + nak
q
)∣∣∣∣∣
4
=
q∑′
m=1
q∑′
n=1
∣∣S(m,n,k;q)∣∣4. 
Remarks. By using Lemma 2.1, the summation
q∑′
n=1
∣∣S(m0,n,k;q)∣∣4
reduces to
1
φ(q)
q∑′
m=1
q∑′
n=1
∣∣S(m,n,k;q)∣∣4,
which is easier to compute.
Lemma 2.2. Let p be a prime and α  2 be an integer. Then for any positive integer k, we have
pα∑′
m=1
pα∑′
n=1
∣∣S(m,n,k; pα)∣∣4 = φ4(pα)+ 2φ2(pα)Ψ1(k, pα)+ φ(pα)Ψ2(k, pα),
where
Ψ1
(
k, pα
) := α−1∑
β=0
pα−β∑′
u=1
(upβ+1,p)=1
Cpα
(
pβ
)
Cpα
((
upβ + 1)k − 1),
Ψ2
(
k, pα
) := α−1∑
β=0
α−1∑
γ=0
pα−β∑′
u=1
(upβ+1,p)=1
pα−γ∑′
v=1
(vpγ +1,p)=1
pα∑′
b=1
Cpα
(
bpβ − pγ )
× Cpα
(
bkuk
((
upβ + 1)k − 1)− vk((vpγ + 1)k − 1)),
uu ≡ 1 (mod pα−β), vv ≡ 1 (mod pα−γ ), and Cq(n) =∑′qa=1 e( an ) is the Ramanujan’s sum.q
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∣∣S(m,n,k; pα)∣∣2 = p
α∑′
a=1
pα∑′
b=1
e
(
m(a − b) + n(ak − bk)
pα
)
=
pα∑′
a=1
pα∑′
b=1
e
(
mb(a − 1) + nbk(ak − 1)
pα
)
= φ(pα)+ p
α∑′
a=2
pα∑′
b=1
e
(
mb(a − 1) + nbk(ak − 1)
pα
)
= φ(pα)+ α−1∑
β=0
pα∑′
a=2
(a−1,pα)=pβ
pα∑′
b=1
e
(
mb(a − 1) + nbk(ak − 1)
pα
)
= φ(pα)+ α−1∑
β=0
pα−β∑′
u=1
(upβ+1,p)=1
pα∑′
b=1
e
(
mbupβ + nbk((upβ + 1)k − 1)
pα
)
= φ(pα)+ α−1∑
β=0
pα−β∑′
u=1
(upβ+1,p)=1
pα∑′
b=1
e
(
mbpβ + nbkuk((upβ + 1)k − 1)
pα
)
.
Then we have
pα∑′
m=1
pα∑′
n=1
∣∣S(m,n,k; pα)∣∣4 = φ4(pα)+ 2φ(pα)α−1∑
β=0
pα−β∑′
u=1
(upβ+1,p)=1
pα∑′
b=1
pα∑′
m=1
e
(
mbpβ
pα
) pα∑′
n=1
e
(
nbkuk((upβ + 1)k − 1)
pα
)
+
α−1∑
β=0
α−1∑
γ=0
pα−β∑′
u=1
(upβ+1,p)=1
pα−γ∑′
v=1
(vpγ +1,p)=1
pα∑′
b=1
pα∑′
d=1
pα∑′
m=1
e
(
m(bpβ − dpγ )
pα
)
×
pα∑′
n=1
e
(
n(bkuk((upβ + 1)k − 1) − dkvk((vpγ + 1)k − 1))
pα
)
= φ4(pα)+ 2φ(pα)α−1∑
β=0
pα−β∑′
u=1
(upβ+1,p)=1
pα∑′
b=1
pα∑′
m=1
e
(
mpβ
pα
) pα∑′
n=1
e
(
n((upβ + 1)k − 1)
pα
)
+
α−1∑
β=0
α−1∑
γ=0
pα−β∑′
u=1
(upβ+1,p)=1
pα−γ∑′
v=1
(vpγ +1,p)=1
pα∑′
b=1
pα∑′
d=1
pα∑′
m=1
e
(
md(bpβ − pγ )
pα
)
×
pα∑′
n=1
e
(
ndk(bkuk((upβ + 1)k − 1) − vk((vpγ + 1)k − 1))
pα
)
= φ4(pα)+ 2φ2(pα)α−1∑
β=0
pα−β∑′
u=1
(upβ+1,p)=1
Cpα
(
pβ
)
Cpα
((
upβ + 1)k − 1)
+ φ(pα)α−1∑
β=0
α−1∑
γ=0
pα−β∑′
u=1
(upβ+1,p)=1
pα−γ∑′
v=1
(vpγ +1,p)=1
pα∑′
b=1
Cpα
(
bpβ − pγ )
× Cpα
(
bkuk
((
upβ + 1)k − 1)− vk((vpγ + 1)k − 1))
= φ4(pα)+ 2φ2(pα)Ψ1(k, pα)+ φ(pα)Ψ2(k, pα). 
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and 2.2 we have
pα∑′
n=1
∣∣S(m0,n,k; pα)∣∣4 = 1
φ(pα)
pα∑′
m=1
pα∑′
n=1
∣∣S(m,n,k; pα)∣∣4 = φ3(pα)+ 2φ(pα)Ψ1(k, pα)+ Ψ2(k, pα). (2.1)
Then we shall compute Ψ1(k, pα) and Ψ2(k, pα).
Lemma 2.3. Let p be a prime, k and α be positive integers with α  2 and (k, p) = 1. Then we have
Ψ1
(
k, pα
)= φ(p2α−1).
Proof. From Theorem 8.6 of [1] we have Cq(n) =∑d|(q,n) dμ( qd ), where μ(n) is the Möbius function. Then for any integer n,
Cpα (n) =
∑
d|(pα,n)
dμ
(
pα
d
)
=
⎧⎪⎨
⎪⎩
pα − pα−1, if pα | n;
−pα−1, if pα−1 | n and pα  n;
0, if pα−1  n.
(2.2)
Therefore
Ψ1
(
k, pα
)= α−1∑
β=0
pα−β∑′
u=1
(upβ+1,p)=1
Cpα
(
pβ
)
Cpα
((
upβ + 1)k − 1)= −pα−1 p−1∑
u=1
Cpα
((
upα−1 + 1)k − 1).
Since (upα−1 + 1)k − 1 =∑kj=1 (kj)u j p(α−1) j , we have pα | p(α−1) j for j  2 and α  2. This gives
((
upα−1 + 1)k − 1, pα)= pα−1.
Therefore
Ψ1
(
k, pα
)= p2α−2 p−1∑
u=1
= p2α−2(p − 1) = φ(p2α−1). 
The computation of Ψ1(k, pα) is easy. However, Ψ2(k, pα) is much harder to calculate. We need the following Lem-
mas 2.4–2.8.
Lemma 2.4. Let p > 2 be a prime, α and β be positive integers. Then we have
pα−β∑′
u=1
pα−β∑′
v=1
pα |(u−v)(pβuv+u+v)
1 = 2φ(pα−β), for α  β + 1; (2.3)
pα∑′
u=1
(u+1,p)=1
pα∑′
v=1
(v+1,p)=1
pα |(u−v)(uv+u+v)
1 = 2
⌊
α − 1
2
⌋
φ
(
pα
)+ p2α−2−2 α−12  + 2pα−1(p − 3), (2.4)
where x denotes the greatest integer not more than x.
Proof. Since p > 2, then (u − v, pβuv + u + v, p) = 1. Therefore
pα−β∑′
u=1
pα−β∑′
v=1
pα |(u−v)(pβuv+u+v)
1 =
pα−β∑′
u=1
pα−β∑′
v=1
pα |u−v
1+
pα−β∑′
u=1
pα−β∑′
v=1
pα |pβuv+u+v
1 = 2
pα−β∑′
u=1
1 = 2φ(pα−β).
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p∑′
u=1
(u+1,p)=1
p∑′
v=1
(v+1,p)=1
p|(u−v)(uv+u+v)
1 =
p−2∑
u=1
p−2∑
v=1
p|(u−v)(uv+u+v)
1 =
p−1∑
u=2
p−1∑
v=2
p|(u−v)(uv−1)
1
=
p−1∑
u=2
p−1∑
v=2
p|u−v
1+
p−1∑
u=2
p−1∑
v=2
p|uv−1
1−
p−1∑
u=2
p−1∑
v=2
p|u−v
p|uv−1
1 = 2(p − 2) − 1 = 1+ 2(p − 3).
Now we suppose that α  2. It is clear that
pα∑′
u=1
(u+1,p)=1
pα∑′
v=1
(v+1,p)=1
pα |(u−v)(uv+u+v)
1 =
pα∑′
u=1
(u−1,p)=1
pα∑′
v=1
(v−1,p)=1
pα |(u−v)(uv−1)
1.
Let u = lp + r, v =mp + s, where 0 l,m pα−1 − 1, 1 r, s p − 1. Then we have
pα∑′
u=1
(u−1,p)=1
pα∑′
v=1
(v−1,p)=1
pα |(u−v)(uv−1)
1 =
pα−1−1∑
l=0
pα−1−1∑
m=0
p−1∑
r=2
p−1∑
s=2
pα |[p(l−m)+r−s][(lp+r)(mp+s)−1]
1
=
pα−1−1∑
l=0
pα−1−1∑
m=0
p−1∑
r=2
pα−1|(l−m)(lmp2+rmp+rlp+r2−1)
1+
pα−1−1∑
l=0
pα−1−1∑
m=0
p−1∑
r=2
p−1∑
s=2
pα |(lmp2+rmp+slp+rs−1)
r =s
1
=
pα−1−1∑
l=0
pα−1−1∑
m=0
pα−1|(l−m)[((l+1)p−1)((m+1)p−1)−1]
1+ 2pα−1(p − 3)
=
pα−1∑
l=1
pα−1∑
m=1
pα−1|(l−m)[(lp−1)(mp−1)−1]
1+ 2pα−1(p − 3) =
pα−1∑
l=1
pα−1∑
m=1
pα−2|(l−m)(lmp−l−m)
1+ 2pα−1(p − 3).
Noting that if (lm, p) = 1, then (l −m, plm − l −m, p) = 1. If (lm, p) = p and p | (l −m)(plm − l −m), then p | l and p | m.
Therefore
pα−1∑
l=1
pα−1∑
m=1
pα−2|(l−m)(lmp−l−m)
1 = 2φ(pα)+ p
α−2∑
l=1
pα−2∑
m=1
pα−4|(l−m)(lmp2−l−m)
1 = · · · = 2
⌊
α − 1
2
⌋
φ
(
pα
)+ p2α−2−2 α−12 .
Then we have
pα∑′
u=1
(u+1,p)=1
pα∑′
v=1
(v+1,p)=1
pα |(u−v)(uv+u+v)
1 = 2
⌊
α − 1
2
⌋
φ
(
pα
)+ p2α−2−2 α−12  + 2pα−1(p − 3). 
Lemma 2.5. Let p > 2 be a prime, k and α be positive integers with α  2. Deﬁne
Ω1
(
k, pα
) := α−1∑
β=0
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα∑′
b=1
pα−β |b−1
α k k β k k β k
1.p |b u ((up +1) −1)−v ((vp +1) −1)
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Ω1
(
k, pα
)=
⎧⎪⎨
⎪⎩
φ2(pα) − φ(p2α−1) − φ(pα) + p2α−2, if k = 1;
αφ(pα) − pα−1, if k = 2;
2αφ(pα) + 2α−12 φ(pα) + p2α−2−2
α−1
2  − 4pα−1, if k ≡ −1 (mod φ(pα)).
Proof. Since pα−β | b − 1, we have pα−β | bk − 1. Therefore pα | (bk − 1)((upβ + 1)k − 1). This gives
Ω1
(
k, pα
)= α−1∑
β=0
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα∑′
b=1
pα−β |b−1
pα |bkuk((upβ+1)k−1)−vk((vpβ+1)k−1)
1 =
α−1∑
β=0
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα∑′
b=1
pα−β |b−1
pα |uk((upβ+1)k−1)−vk((vpβ+1)k−1)
1
=
α−1∑
β=0
pβ
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα |uk((upβ+1)k−1)−vk((vpβ+1)k−1)
1. (2.5)
Taking k = 1 in (2.5), we have
Ω1
(
1, pα
)= α−1∑
β=0
pβ
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα |uupβ−vvpβ
1 =
α−1∑
β=0
pβ
( pα−β∑′
u=1
(upβ+1,p)=1
1
)2
=
α−1∑
β=1
pβ
( pα−β∑′
u=1
1
)2
+
( pα∑′
u=1
(u+1,p)=1
1
)2
=
α−1∑
β=1
pβφ2
(
pα−β
)+ (p − 2)2p2α−2
= φ2(pα)− φ(p2α−1)− φ(pα)+ p2α−2.
Taking k = 2 in (2.5), we have
Ω1
(
2, pα
)= α−1∑
β=0
pβ
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα |2pβ (u−v)
1 =
α−1∑
β=0
pβ
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα−β |u−v
1
=
α−1∑
β=0
pβ
pα−β∑′
u=1
(upβ+1,p)=1
1 =
α−1∑
β=1
pβ
pα−β∑′
u=1
1+
pα∑′
u=1
(u+1,p)=1
1
=
α−1∑
β=1
pβφ
(
pα−β
)+ (p − 2)pα−1 = αφ(pα)− pα−1.
Taking k ≡ −1 (mod φ(pα)) in (2.5), we have
Ω1
(
k, pα
)= α−1∑
β=0
pβ
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα |u(upβ+1−1)−v(vpβ+1−1)
1 =
α−1∑
β=0
pβ
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα−β |(u−v)(pβuv+u+v)
1
=
α−1∑
β=1
pβ
pα−β∑′
u=1
pα−β∑′
v=1
pα−β |(u−v)(pβuv+u+v)
1+
pα∑′
u=1
(u+1,p)=1
pα∑′
v=1
(v+1,p)=1
α
1.p |(u−v)(uv+u+v)
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Ω1
(
k, pα
)= 2α−1∑
β=1
pβφ
(
pα−β
)+ 2⌊α − 1
2
⌋
φ
(
pα
)+ p2α−2−2 α−12  + 2pα−1(p − 3)
= 2αφ(pα)+ 2⌊α − 1
2
⌋
φ
(
pα
)+ p2α−2−2 α−12  − 4pα−1. 
Lemma 2.6. Let p > 2 be a prime, k and α be positive integers with α  2. Deﬁne
Ω2
(
k, pα
) := α−1∑
β=0
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα∑′
b=1
pα−β |b−1
pα−1|bkuk((upβ+1)k−1)−vk((vpβ+1)k−1)
1.
Then we have
Ω2
(
k, pα
)=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
φ2(pα) − φ(p2α−1) − φ(pα) + p2α−2, if k = 1;
(α − 1)φ(pα+1) − pα + pα−1(p − 1)2, if k = 2;
2(α − 1)φ(pα+1) + 2α−22 φ(pα+1)
+ p2α−2−2 α−22  − 4pα + pα−1(p − 1)2, if k ≡ −1 (mod φ(pα)).
Proof. Since pα−β | b − 1, we have pα−β | bk − 1. Therefore pα | (bk − 1)((upβ + 1)k − 1). This gives
Ω2
(
k, pα
)= α−1∑
β=0
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα∑′
b=1
pα−β |b−1
pα−1|bkuk((upβ+1)k−1)−vk((vpβ+1)k−1)
1 =
α−1∑
β=0
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα∑′
b=1
pα−β |b−1
pα−1|uk((upβ+1)k−1)−vk((vpβ+1)k−1)
1
=
α−1∑
β=0
pβ
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα−1|uk((upβ+1)k−1)−vk((vpβ+1)k−1)
1. (2.6)
Taking k = 1 in (2.6), we have
Ω2
(
1, pα
)= α−1∑
β=0
pβ
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα−1|uupβ−vvpβ
1 =
α−1∑
β=0
pβ
( pα−β∑′
u=1
(upβ+1,p)=1
1
)2
=
α−1∑
β=1
pβ
( pα−β∑′
u=1
1
)2
+
( pα∑′
u=1
(u+1,p)=1
1
)2
=
α−1∑
β=1
pβφ2
(
pα−β
)+ (p − 2)2p2α−2
= φ2(pα)− φ(p2α−1)− φ(pα)+ p2α−2.
Taking k = 2 in (2.6), we have
Ω2
(
2, pα
)= α−1∑
β=0
pβ
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα−1|2pβ (u−v)
1 =
α−1∑
β=0
pβ
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα−β−1|u−v
1
=
α−2∑
β=1
pβ
pα−β∑′
u=1
pα−β∑′
v=1
pα−β−1|u−v
1+
pα∑′
u=1
(u+1,p)=1
pα∑′
v=1
(v+1,p)=1
α−1
1+ pα−1
p−1∑
u=1
p−1∑
v=1
1p |u−v
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α−2∑
β=1
pβ+2
pα−β−1∑′
u=1
pα−β−1∑′
v=1
pα−β−1|u−v
1+ p2
pα−1∑′
u=1
(u+1,p)=1
pα−1∑′
v=1
(v+1,p)=1
pα−1|u−v
1+ pα−1(p − 1)2
=
α−2∑
β=1
pβ+2φ
(
pα−β−1
)+ (p − 2)pα + pα−1(p − 1)2
= (α − 1)φ(pα+1)− pα + pα−1(p − 1)2.
Taking k ≡ −1 (mod φ(pα)) in (2.6), we have
Ω2
(
k, pα
)= α−1∑
β=0
pβ
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα−1|u(upβ+1−1)−v(vpβ+1−1)
1 =
α−1∑
β=0
pβ
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα−β−1|(u−v)(pβuv+u+v)
1
=
α−2∑
β=1
pβ
pα−β∑′
u=1
pα−β∑′
v=1
pα−β−1|(u−v)(pβuv+u+v)
1+
pα∑′
u=1
(u+1,p)=1
pα∑′
v=1
(v+1,p)=1
pα−1|(u−v)(uv+u+v)
1+ pα−1
p−1∑
u=1
p−1∑
v=1
1
=
α−2∑
β=1
pβ+2
pα−β−1∑′
u=1
pα−β−1∑′
v=1
pα−β−1|(u−v)(pβuv+u+v)
1+ p2
pα−1∑′
u=1
(u+1,p)=1
pα−1∑′
v=1
(v+1,p)=1
pα−1|(u−v)(uv+u+v)
1+ pα−1(p − 1)2.
Then from Lemma 2.4 we immediately get
Ω2
(
k, pα
)= 2α−2∑
β=1
pβ+2φ
(
pα−β−1
)+ p2(2⌊α − 2
2
⌋
φ
(
pα−1
)+ p2α−2−2−2 α−22  + 2pα−2(p − 3))
+ pα−1(p − 1)2
= 2(α − 1)φ(pα+1)+ 2⌊α − 2
2
⌋
φ
(
pα+1
)+ p2α−2−2 α−22  − 4pα + pα−1(p − 1)2. 
Lemma 2.7. Let p > 2 be a prime, k and α be positive integers with α  2. Deﬁne
Ω3
(
k, pα
) := α−1∑
β=0
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα∑′
b=1
pα−β−1|b−1
pα |bkuk((upβ+1)k−1)−vk((vpβ+1)k−1)
1.
Then we have
Ω3
(
k, pα
)=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
φ2(pα) − φ(p2α−1) − φ(pα) + p2α−2, if k = 1;
αφ(pα+1) − pα(2− 1p ), if k = 2;
2α−22 φ(pα+1) + p2α−2−2
α−2
2  + 2(α − 1)φ(pα+1)
− 4pα + pα−1(p − 1)2, if k ≡ −1 (mod φ(pα)).
Proof. Taking k = 1, we have
Ω3
(
1, pα
)= α−1∑
β=0
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα∑′
b=1
pα−β−1|b−1
α β β
1 =
α−1∑
β=0
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα∑′
b=1
pα−β−1|b−1
α−β
1p |buup −vvp p |b−1
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α−1∑
β=0
pβ
( pα−β∑′
u=1
(upβ+1,p)=1
1
)2
=
α−1∑
β=1
pβ
( pα−β∑′
u=1
1
)2
+
( pα∑′
u=1
(u+1,p)=1
1
)2
=
α−1∑
β=1
pβφ2
(
pα−β
)+ (p − 2)2p2α−2 = φ2(pα)− φ(p2α−1)− φ(pα)+ p2α−2.
Taking k = 2, we have
Ω3
(
2, pα
)= α−1∑
β=0
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα∑′
b=1
pα−β−1|b−1
pα−β |(b2−1)pβ+2b2u−2v
1.
Since pα−β−1 | b − 1, we have pα−β | (b2 − 1)pβ for β  1. Therefore
Ω3
(
2, pα
)= α−1∑
β=1
pα−β∑′
u=1
pα−β∑′
v=1
pα∑′
b=1
pα−β−1|b−1
pα−β |b2u−v
1+
pα∑′
u=1
(u+1,p)=1
pα∑′
v=1
(v+1,p)=1
pα∑′
b=1
pα−1|b−1
pα |(b2−1)+2b2u−2v
1
=
α−1∑
β=1
pα−β∑′
u=1
pα∑′
b=1
pα−β−1|b−1
1+
pα∑′
u=1
(u+1,p)=1
pα∑′
v=1
(v+1,p)=1
p−1∑
l=0
pα |l2p2α−2+2lpα−1+2(l2p2α−2+2lpα−1+1)u−2v
1
=
α−2∑
β=1
pβ+1
pα−β∑′
u=1
1+ φ(pα) p−1∑
u=1
1+
pα∑′
u=1
(u+1,p)=1
pα∑′
v=1
(v+1,p)=1
p−1∑
l=0
pα |lpα−1(1+2u)+u−v
1
= (α − 2)φ(pα+1)+ φ(pα)(p − 1) + p
α∑′
u=1
(u+1,p)=1
pα∑′
v=1
(v+1,p)=1
pα |u−v
1+
pα∑′
u=1
(u+1,p)=1
pα∑′
v=1
(v+1,p)=1
p−1∑
l=1
pα |lpα−1(1+2u)+u−v
1
= (α − 1)φ(pα+1)− pα−1 + p
α∑′
u=1
(u+1,p)=1
pα∑′
v=1
(v+1,p)=1
p−1∑
l=1
pα |lpα−1(1+2u)+u−v
1.
If p  1+ 2u, then pα | lpα−1(1+ 2u) + u − v only if pα−1 ‖ u − v . Therefore
pα∑′
u=1
(u+1,p)=1
pα∑′
v=1
(v+1,p)=1
p−1∑
l=1
pα |lpα−1(1+2u)+u−v
1 =
pα∑′
u=1
(u+1,p)=1
p1+2u
pα∑′
v=1
(v+1,p)=1
pα−1‖u−v
p−1∑
l=1
p|l(1+2u)+ u−v
pα−1
1+ (p − 1)
pα∑′
u=1
(u+1,p)=1
p|1+2u
pα∑′
v=1
(v+1,p)=1
pα |u−v
1
=
pα∑′
u=1
(u+1,p)=1
p1+2u
pα∑′
v=1
(v+1,p)=1
α−1
1+ (p − 1)
pα∑′
u=1
(u+1,p)=1
p|1+2u
1p ‖u−v
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pα∑′
u=1
(u+1,p)=1
p1+2u
pα∑′
v=1
(v+1,p)=1
pα−1|u1−v
1−
pα∑′
u=1
(u+1,p)=1
p1+2u
pα∑′
v=1
(v+1,p)=1
pα |u−v
1+ (p − 1)
pα∑′
u=1
(u+1,p)=1
p|1+2u
1
= pα(p − 3) − pα−1(p − 3) + (p − 1)pα−1
= (p − 3)φ(pα)+ (p − 1)pα−1.
Then we have
Ω3
(
2, pα
)= αφ(pα+1)− pα(2− 1
p
)
.
Taking k ≡ −1 (mod φ(pα)), we have
Ω3
(
k, pα
) = α−1∑
β=0
pβ
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα∑′
b=1
pα−β−1|b−1
pα |bu(upβ+1−1)−v(vpβ+1−1)
1 =
α−1∑
β=0
pβ
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα∑′
b=1
pα−β−1|b−1
pα−β |bv2(upβ+1)−u2(vpβ+1)
1
=
pα∑′
u=1
(u+1,p)=1
pα∑′
v=1
(v+1,p)=1
pα∑′
b=1
pα−1|b−1
pα |bv2(u+1)−u2(v+1)
1+
α−2∑
β=1
pα−β∑′
u=1
pα−β∑′
v=1
pα∑′
b=1
pα−β−1|b−1
pα−β |bv2(upβ+1)−u2(vpβ+1)
1+
p−1∑
u=1
p−1∑
v=1
pα∑′
b=1
p|bv2(upα−1+1)−u2(vpα−1+1)
1
=
pα∑′
u=1
(u+1,p)=1
pα∑′
v=1
(v+1,p)=1
p−1∑
l=0
pα |lv2(u+1)pα−11+v2(u+1)−u2(v+1)
1+
α−2∑
β=1
pα−β∑′
u=1
pα−β∑′
v=1
pβ+1−1∑
l=0
pα−β |lv2pα−β−1+v2upβ+v2−u2vpβ−u2
1
+ pα−1
p−1∑
u=1
p−1∑
v=1
p−1∑
b=1
p|bv2(upα−1+1)−u2(vpα−1+1)
1
:= Γ1 + Γ2 + Γ3. (2.7)
It is clear that
Γ3 = pα−1
p−1∑
u=1
p−1∑
v=1
p−1∑
b=1
bv2(upα−1+1)≡u2(vpα−1+1) (mod p)
1 = pα−1
p−1∑
u=1
p−1∑
v=1
1 = pα−1(p − 1)2. (2.8)
For Γ1, we get
Γ1 =
pα∑′
u=1
(u+1,p)=1
pα∑′
v=1
(v+1,p)=1
pα |(v−u)(uv+u+v)
1+
pα∑′
u=1
(u+1,p)=1
pα∑′
v=1
(v+1,p)=1
p−1∑
l=1
pα |lv2(u+1)pα−1+v2(u+1)−u2(v+1)
1.
Since p  lv2(u + 1), then pα | lv2(u + 1)pα−1 + v2(u + 1) − u2(v + 1) only if pα−1 ‖ v2(u + 1) − u2(v + 1). Therefore
pα∑′
u=1
(u+1,p)=1
pα∑′
v=1
(v+1,p)=1
p−1∑
l=1
pα |lv2(u+1)pα−1+v2(u+1)−u2(v+1)
1 =
pα∑′
u=1
(u+1,p)=1
pα∑′
v=1
(v+1,p)=1
p−1∑
l=1
pα−1‖v2(u+1)−u2(v+1)
pα |lv2(u+1)pα−1+v2(u+1)−u2(v+1)
1 =
pα∑′
u=1
(u+1,p)=1
pα∑′
v=1
(v+1,p)=1
p−1∑
l=1
pα−1‖v2(u+1)−u2(v+1)
lv2(u+1)≡ u2(v+1)−v2(u+1)α−1 (mod p)
1p
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pα∑′
u=1
(u+1,p)=1
pα∑′
v=1
(v+1,p)=1
pα−1‖v2(u+1)−u2(v+1)
1 =
pα∑′
u=1
(u+1,p)=1
pα∑′
v=1
(v+1,p)=1
pα−1‖(v−u)(uv+u+v)
1
=
pα∑′
u=1
(u+1,p)=1
pα∑′
v=1
(v+1,p)=1
pα−1|(v−u)(uv+u+v)
1−
pα∑′
u=1
(u+1,p)=1
pα∑′
v=1
(v+1,p)=1
pα |(v−u)(uv+u+v)
1.
Then from Lemma 2.4 we have
Γ1 =
pα∑′
u=1
(u+1,p)=1
pα∑′
v=1
(v+1,p)=1
pα−1|(v−u)(uv+u+v)
1 = p2
pα−1∑′
u=1
(u+1,p)=1
pα−1∑′
v=1
(v+1,p)=1
pα−1|(v−u)(uv+u+v)
1 = 2
⌊
α − 2
2
⌋
φ
(
pα+1
)+ p2α−2−2 α−22  + 2pα(p − 3). (2.9)
Now we consider Γ2. It is not hand to show that
Γ2 =
α−2∑
β=1
pα−β∑′
u=1
pα−β∑′
v=1
pβ+1−1∑
l=0
p|l
pα−β |v2upβ+v2−u2vpβ−u2
1+
α−2∑
β=1
pα−β∑′
u=1
pα−β∑′
v=1
pβ+1−1∑
l=0
pl
pα−β |lv2pα−β−1+v2upβ+v2−u2vpβ−u2
1
=
α−2∑
β=1
pβ
pα−β∑′
u=1
pα−β∑′
v=1
pα−β |(v−u)(uvpβ+u+v)
1+
α−2∑
β=1
pβ
pα−β∑′
u=1
pα−β∑′
v=1
p−1∑
l=1
pα−β |lv2pα−β−1+v2upβ+v2−u2vpβ−u2
1.
Since p  lv2, then pα−β | lv2pα−β−1 + v2upβ + v2 − u2vpβ − u2 only if pα−β−1 ‖ v2upβ + v2 − u2vpβ − u2. Therefore
pα−β∑′
u=1
pα−β∑′
v=1
p−1∑
l=1
pα−β |lv2pα−β−1+v2upβ+v2−u2vpβ−u2
1 =
pα−β∑′
u=1
pα−β∑′
v=1
pα−β−1‖v2upβ+v2−u2vpβ−u2
p−1∑
l=1
lv2≡ u2vpβ+u2−v2upβ−v2
pα−β−1 (mod p)
1
=
pα−β∑′
u=1
pα−β∑′
v=1
pα−β−1‖v2upβ+v2−u2vpβ−u2
1 =
pα−β∑′
u=1
pα−β∑′
v=1
pα−β−1‖(v−u)(uvpβ+u+v)
1
=
pα−β∑′
u=1
pα−β∑′
v=1
pα−β−1|(v−u)(uvpβ+u+v)
1−
pα−β∑′
u=1
pα−β∑′
v=1
pα−β |(v−u)(uvpβ+u+v)
1.
Then by Lemma 2.4 we have
Γ2 =
α−2∑
β=1
pβ
pα−β∑′
u=1
pα−β∑′
v=1
pα−β−1|(v−u)(uvpβ+u+v)
1 =
α−2∑
β=1
pβ+2
pα−β−1∑′
u=1
pα−β−1∑′
v=1
pα−β−1|(v−u)(uvpβ+u+v)
1 = 2(α − 2)φ(pα+1). (2.10)
Now combining (2.7)–(2.10) we immediately get
Ω3
(
k, pα
)= 2⌊α − 2
2
⌋
φ
(
pα+1
)+ p2α−2−2 α−22  + 2(α − 1)φ(pα+1)− 4pα + pα−1(p − 1)2. 
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Ω4
(
k, pα
) := α−1∑
β=0
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα∑′
b=1
pα−β−1|b−1
pα−1|bkuk((upβ+1)k−1)−vk((vpβ+1)k−1)
1.
Then we have
Ω4
(
k, pα
)=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
p2α−1(p − 2)2 + φ(p2α) − φ(pα+2) + φ(pα)(p − 1)2, if k = 1;
(α − 1)φ(pα+2) − pα+1 + φ(pα)(p − 1)2, if k = 2;
2α−22 φ(pα+2) + p2α−1−2
α−2
2  + 2(α − 1)φ(pα+2)
− 4pα+1 + φ(pα)(p − 1)2, if k ≡ −1 (mod φ(pα)).
Proof. Since pα−β−1 | b − 1, we have pα−β−1 | bk − 1. Therefore pα−1 | (bk − 1)((upβ + 1)k − 1). This gives
Ω4
(
k, pα
)= α−1∑
β=0
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα∑′
b=1
pα−β−1|b−1
pα−1|bkuk((upβ+1)k−1)−vk((vpβ+1)k−1)
1 =
α−1∑
β=0
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα∑′
b=1
pα−β−1|b−1
pα−1|uk((upβ+1)k−1)−vk((vpβ+1)k−1)
1. (2.11)
Taking k = 1 in (2.11), we have
Ω4
(
1, pα
)= α−1∑
β=0
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα∑′
b=1
pα−β−1|b−1
pα−1|uupβ−vvpβ
1 =
α−1∑
β=0
pα∑′
b=1
pα−β−1|b−1
( pα−β∑′
u=1
(upβ+1,p)=1
1
)2
= p
( pα∑′
u=1
(u+1,p)=1
1
)2
+
α−2∑
β=1
pβ+1
( pα−β∑′
u=1
1
)2
+ φ(pα)
( p−1∑
u=1
1
)2
= p2α−1(p − 2)2 +
α−2∑
β=1
pβ+1φ2
(
pα−β
)+ φ(pα)(p − 1)2
= p2α−1(p − 2)2 + φ(p2α)− φ(pα+2)+ φ(pα)(p − 1)2.
Taking k = 2 in (2.11), we have
Ω4
(
2, pα
)= α−1∑
β=0
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα∑′
b=1
pα−β−1|b−1
pα−1|2pβ (u−v)
1 =
α−1∑
β=0
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα∑′
b=1
pα−β−1|b−1
pα−β−1|u−v
1
=
α−2∑
β=0
pβ+1
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα−β−1|u−v
1+ φ(pα) p−1∑
u=1
p−1∑
v=1
1
=
α−2∑
β=0
pβ+3
pα−β−1∑′
u=1
(upβ+1,p)=1
pα−β−1∑′
v=1
(vpβ+1,p)=1
pα−β−1|u−v
1+ φ(pα)(p − 1)2 = α−2∑
β=0
pβ+3
pα−β−1∑′
u=1
(upβ+1,p)=1
1+ φ(pα)(p − 1)2
=
α−2∑
β=1
pβ+3
pα−β−1∑′
u=1
1+ p3
pα−1∑′
u=1
1+ φ(pα)(p − 1)2 = (α − 1)φ(pα+2)− pα+1 + φ(pα)(p − 1)2.
(u+1,p)=1
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Ω4
(
k, pα
)= α−1∑
β=0
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα∑′
b=1
pα−β−1|b−1
pα−1|u(upβ+1−1)−v(vpβ+1−1)
1 =
α−1∑
β=0
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα∑′
b=1
pα−β−1|b−1
pα−β−1|(u−v)(pβuv+u+v)
1
= p
pα∑′
u=1
(u+1,p)=1
pα∑′
v=1
(v+1,p)=1
pα−1|(u−v)(uv+u+v)
1+ φ(pα) p−1∑
u=1
p−1∑
v=1
1+
α−2∑
β=1
pβ+1
pα−β∑′
u=1
pα−β∑′
v=1
pα−β−1|(u−v)(pβuv+u+v)
1
= p3
pα−1∑′
u=1
(u+1,p)=1
pα−1∑′
v=1
(v+1,p)=1
pα−1|(u−v)(uv+u+v)
1+ φ(pα)(p − 1)2 + α−2∑
β=1
pβ+3
pα−β−1∑′
u=1
pα−β−1∑′
v=1
pα−β−1|(u−v)(pβuv+u+v)
1.
Then from Lemma 2.4 we immediately get
Ω4
(
k, pα
)= p3(2⌊α − 2
2
⌋
φ
(
pα−1
)+ p2α−2−2−2 α−22  + 2pα−2(p − 3))
+ φ(pα)(p − 1)2 + 2α−2∑
β=1
pβ+3φ
(
pα−β−1
)
= 2
⌊
α − 2
2
⌋
φ
(
pα+2
)+ p2α−1−2 α−22  + 2(α − 1)φ(pα+2)− 4pα+1 + φ(pα)(p − 1)2. 
Now we can get the following identities for Ψ2(k, pα).
Lemma 2.9. Let p > 2 be a prime, k and α be positive integers with α  2. Then we have
Ψ2
(
k, pα
)=
⎧⎪⎪⎨
⎪⎪⎩
φ(p4α)(1− 3p + 3p2 ) − pαφ2(pα), if k = 1;
φ(p3α−2), if k = 2;
φ(p3α)(2+ 1
p2
), if k ≡ −1 (mod φ(pα)).
Proof. By (2.2) we get
Ψ2
(
k, pα
)= α−1∑
β=0
α−1∑
γ=0
pα−β∑′
u=1
(upβ+1,p)=1
pα−γ∑′
v=1
(vpγ +1,p)=1
pα∑′
b=1
Cpα
(
bpβ − pγ )
× Cpα
(
bkuk
((
upβ + 1)k − 1)− vk((vpγ + 1)k − 1))
= p2α
α−1∑
β=0
α−1∑
γ=0
pα−β∑′
u=1
(upβ+1,p)=1
pα−γ∑′
v=1
(vpγ +1,p)=1
pα∑′
b=1
pα |bpβ−pγ
pα |bkuk((upβ+1)k−1)−vk((vpγ +1)k−1)
1− p2α−1
α−1∑
β=0
α−1∑
γ=0
pα−β∑′
u=1
(upβ+1,p)=1
pα−γ∑′
v=1
(vpγ +1,p)=1
pα∑′
b=1
pα |bpβ−pγ
pα−1|bkuk((upβ+1)k−1)−vk((vpγ +1)k−1)
1
− p2α−1
α−1∑
β=0
α−1∑
γ=0
pα−β∑′
u=1
(upβ+1,p)=1
pα−γ∑′
v=1
(vpγ +1,p)=1
pα∑′
b=1
pα−1|bpβ−pγ
pα |bkuk((upβ+1)k−1)−vk((vpγ +1)k−1)
1+ p2α−2
α−1∑
β=0
α−1∑
γ=0
pα−β∑′
u=1
(upβ+1,p)=1
pα−γ∑′
v=1
(vpγ +1,p)=1
pα∑′
b=1
pα−1|bpβ−pγ
pα−1|bkuk((upβ+1)k−1)−vk((vpγ +1)k−1)
1.
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pα−β−1 | b − 1. Therefore
Ψ2
(
k, pα
) = p2α α−1∑
β=0
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα∑′
b=1
pα−β |b−1
pα |bkuk((upβ+1)k−1)−vk((vpβ+1)k−1)
1− p2α−1
α−1∑
β=0
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα∑′
b=1
pα−β |b−1
pα−1|bkuk((upβ+1)k−1)−vk((vpβ+1)k−1)
1
− p2α−1
α−1∑
β=0
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα∑′
b=1
pα−β−1|b−1
pα |bkuk((upβ+1)k−1)−vk((vpβ+1)k−1)
1+ p2α−2
α−1∑
β=0
pα−β∑′
u=1
(upβ+1,p)=1
pα−β∑′
v=1
(vpβ+1,p)=1
pα∑′
b=1
pα−β−1|b−1
pα−1|bkuk((upβ+1)k−1)−vk((vpβ+1)k−1)
1
:= p2αΩ1
(
k, pα
)− p2α−1Ω2(k, pα)− p2α−1Ω3(k, pα)+ p2α−2Ω4(k, pα).
Then from Lemmas 2.5–2.8 we easily get
Ψ2
(
k, pα
)=
⎧⎪⎪⎨
⎪⎪⎩
φ(p4α)(1− 3p + 3p2 ) − pαφ2(pα), if k = 1;
φ(p3α−2), if k = 2;
φ(p3α)(2+ 1
p2
), if k ≡ −1 (mod φ(pα)).

Now we return to the proof of Theorem 1.1. From (2.1), Lemmas 2.3 and 2.9 we have
pα∑′
n=1
∣∣S(m0,n,k; pα)∣∣4 = φ3(pα)+ 2φ(pα)φ(p2α−1)+ Ψ2(k, pα)
=
⎧⎪⎨
⎪⎩
φ(p4α)(1− 3p + 3p2 ) + pα−1φ2(pα), if k = 1;
φ(p3α), if k = 2;
3φ(p3α), if k > 0 and k ≡ −1 (mod φ(pα)).
This proves Theorem 1.1.
3. Proofs of Theorems 1.2 and 1.3
First we prove Theorem 1.2. It is easy to show that
p−1∑
n=1
∣∣S(m0,n,1; p)∣∣4 = p−1∑
n=1
∣∣∣∣∣
p−1∑
a=1
e
(
m0a + na
p
)∣∣∣∣∣
4
= (p − 1)4 +
p−1∑
n=1
pm0+n
= (p − 1)4 + p − 2.
By Lemma 2.1 we have
p−1∑
n=1
∣∣S(m0,n,2; p)∣∣4 = 1
p − 1
p−1∑
m=1
p−1∑
n=1
∣∣S(m,n,2; p)∣∣4
= 1
p − 1
p∑
m=1
p−1∑
n=1
∣∣S(m,n,2; p)∣∣4 − 1
p − 1
p−1∑
n=1
∣∣S(p,n,2; p)∣∣4. (3.1)
Let χ2 be the Legendre’s symbol modulo p, we get
S(p,n,2; p) =
p−1∑
a=1
e
(
na2
p
)
=
p−1∑
a=1
(
1+ χ2(a)
)
e
(
na
p
)
= −1+ χ2(n)τ (χ2),
where τ (χ2) =∑p−1a=1 χ2(a)e( ap ) is the Gauss sum. Therefore
p−1∑
n=1
∣∣S(p,n,2; p)∣∣4 = p−1∑
n=1
∣∣−1+ χ2(n)τ (χ2)∣∣4
= (p2 + 4p + 1)(p − 1) + (−1) p−12 · 2p(p − 1). (3.2)
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∣∣S(m,n,2; p)∣∣2 = p−1∑
a=1
p−1∑
b=1
e
(
m(a − b) + n(a2 − b2)
p
)
=
p−1∑
a=1
p−1∑
b=1
e
(
mb(a − 1) + nb2(a2 − 1)
p
)
= (p − 1) +
p−1∑
a=2
p−1∑
b=1
e
(
mb(a − 1) + nb2(a2 − 1)
p
)
= (p − 1) +
p−1∑
a=2
p−1∑
b=1
e
(
mb + nb2(1+ 2a − 1)
p
)
= (p − 1) +
p−2∑
a=1
p−1∑
b=1
e
(
mb + nb2(1+ 2a)
p
)
= (p − 1) +
p−2∑
a=1
p−1∑
b=1
e
(
mb + nb2(1+ 2a)
p
)
= (p − 1) −
p−1∑
b=1
e
(
mb − nb2
p
)
−
p−1∑
b=1
e
(
mb + nb2
p
)
+
p∑
a=1
p−1∑
b=1
e
(
mb + nb2(1+ 2a)
p
)
= (p − 1) −
p−1∑
b=1
e
(
mb − nb2
p
)
−
p−1∑
b=1
e
(
mb + nb2
p
)
.
Therefore
p∑
m=1
p−1∑
n=1
∣∣S(m,n,2; p)∣∣4 = p(p − 1)3 + p−1∑
b=1
p−1∑
d=1
p∑
m=1
p−1∑
n=1
e
(
m(b + d) − n(b2 + d2)
p
)
+
p−1∑
b=1
p−1∑
d=1
p∑
m=1
p−1∑
n=1
e
(
m(b + d) + n(b2 + d2)
p
)
− 2(p − 1)
p−1∑
b=1
p∑
m=1
p−1∑
n=1
e
(
mb − nb2
p
)
− 2(p − 1)
p−1∑
b=1
p∑
m=1
p−1∑
n=1
e
(
mb + nb2
p
)
+ 2
p−1∑
b=1
p−1∑
d=1
p∑
m=1
p−1∑
n=1
e
(
m(b + d) − n(b2 − d2)
p
)
= p(p − 1)3 + 2p
p−1∑
b=1
p−1∑
n=1
e
(
2nb2
p
)
+ 2p
p−1∑
b=1
p−1∑
n=1
e
(
n(b2 − b2)
p
)
= p(p − 1)3 − 2p(p − 1) + 2p(p − 1)2 = p(p − 1)3 + 2p(p − 1)(p − 2). (3.3)
Then from (3.1)–(3.3) we have
p−1∑
n=1
∣∣S(m0,n,2; p)∣∣4 = p3 − p2 − 7p − 1− (−1) p−12 · 2p.
On the other hand, by (1.1) or (1.2) we know that
p∑
m=1
∣∣∣∣∣
p−1∑
a=1
e
(
ma + na
p
)∣∣∣∣∣
4
= 2p3 − 3p2 − 3p.
That is to say,
p∑
n=1
∣∣∣∣∣
p−1∑
a=1
e
(
m0a + na
p
)∣∣∣∣∣
4
= 2p3 − 3p2 − 3p.
Then for k > 0 and k ≡ −1 (mod (p − 1)), we have
p−1∑
n=1
∣∣S(m0,n,k; p)∣∣4 = p−1∑
n=1
∣∣∣∣∣
p−1∑
a=1
e
(
m0a + na
p
)∣∣∣∣∣
4
=
p∑
n=1
∣∣∣∣∣
p−1∑
a=1
e
(
m0a + na
p
)∣∣∣∣∣
4
− 1 = 2p3 − 3p2 − 3p − 1.
This proves Theorem 1.2.
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have
S(m,n,k;q1q2) =
q1q2∑′
a=1
e
(
ma + nak
q1q2
)
=
q1∑′
b=1
q2∑′
c=1
e
(
m(bq2 + cq1) + n(bq2 + cq1)k
q1q2
)
=
q1∑′
b=1
q2∑′
c=1
e
(
m(bq2 + cq1) + n((bq2)k + (cq1)k)
q1q2
)
= S(m,nqk−12 ,k;q1)S(m,nqk−11 ,k;q2).
Now let q =∏ri=1 pαii , n =∑ri=1 ni qpαii . It is clear that if ni (i = 1,2, . . . , r) runs through a reduced residue system mod-
ulo pαii , then n runs through a reduced residue system modulo q. So from Theorems 1.1 and 1.2 we have
q∑′
n=1
∣∣S(m,n,k;q)∣∣4 = r∏
i=1
[ pαii∑′
ni=1
∣∣∣∣S
(
m,ni
(
q
pαii
)k
,k; pαii
)∣∣∣∣
4
]
=
r∏
i=1
[ pαii∑′
ni=1
∣∣S(m,ni,k; pαii )∣∣4
]
=
r∏
i=1
αi2
[ pαii∑′
ni=1
∣∣S(m,ni,k; pαii )∣∣4
]
r∏
i=1
αi=1
[ pαii∑′
ni=1
∣∣S(m,ni,k; pαii )∣∣4
]
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∏
pα‖q
α2
[
φ
(
p4α
)(
1− 3
p
+ 3
p2
)
+ pα−1φ2(pα)]∏
p‖q
[
(p − 1)4 + p − 2], if k = 1;
∏
pα‖q
α2
φ
(
p3α
)∏
p‖q
[
p3 − p2 − 7p − 1− (−1) p−12 · 2p], if k = 2;
∏
pα‖q
α2
[
3φ
(
p3α
)]∏
p‖q
[
2p3 − 3p2 − 3p − 1], if k > 0 and k ≡ −1 (mod φ(q))
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
q3φ(q)
∏
pα‖q
α2
[
1− 3
p
+ 3
p2
+ p − 1
pα+2
]∏
p‖q
[(
1− 1
p
)3
+ p − 2
p3(p − 1)
]
, if k = 1;
q2φ(q)
∏
p‖q
[
p3 − p2 − 7p − 1− (−1) p−12 · 2p
p2(p − 1)
]
, if k = 2;
3ω(q)q2φ(q)
∏
p‖q
[
2p3 − 3p2 − 3p − 1
3p2(p − 1)
]
, if k > 0 and k ≡ −1 (mod φ(q)).
This completes the proof of Theorem 1.3.
4. Proofs of Corollaries 1.1, 1.2 and Theorem 1.4
For k > 0 and k ≡ −1 (mod φ(q)), we have
S(m,n,k;q) =
q∑′
a=1
e
(
ma + na
q
)
=
q∑′
a=1
e
(
na +ma
q
)
= K (n,m;q).
On the other hand, for m ≡ 1 (mod φ(q)), we get
I(q,m, z) =
q∑′
a=1
e
(
ma + za
q
)
=
q∑′
a=1
e
(
za +ma
q
)
= K (z,m;q).
Then from Theorem 1.3 we easily get Corollaries 1.1 and 1.2.
Now we prove Theorem 1.4. First we suppose that q1, q2, z are positive integers with (z,q1q2) = (q1,q2) = 1. Then
(qm1 ,q
m
2 ) = 1. There exist integers z1, z2 with z1qm2 ≡ z mod qm1 and z2qm1 ≡ z mod qm2 . Therefore qm1 | z1qm2 + z2qm1 − z and
qm | z1qm + z2qm − z. That is, z ≡ z1qm + z2qm (mod q1q2).2 2 1 2 1
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K (q1q2,m + 1, z) =
q1q2∑′
a1=1
· · ·
q1q2∑′
am=1
e
(
a1 + · · · + am + za1 · · ·am
q1q2
)
=
q1∑′
b1=1
q2∑′
c1=1
· · ·
q1∑′
bm=1
q2∑′
cm=1
× e
(
(b1q2 + c1q1) + · · · + (bmq2 + cmq1) + (z1qm2 + z2qm1 )b1q2 + c1q1 · · ·bmq2 + cmq1
q1q2
)
=
q1∑′
b1=1
· · ·
q1∑′
bm=1
e
(
b1 + · · · + bm + z1q2b1 · · ·bm
q1
) q2∑′
c1=1
· · ·
q2∑′
cm=1
e
(
c1 + · · · + cm + z1q1c1 · · · cm
q2
)
= K (q1,m + 1, z1q2)K (q2,m + 1, z2q1).
Now let q =∏ri=1 pαii , z =∑ri=1 zi qpαii . Since q is square-full, we have αi  2 (i = 1,2, . . . , r). Then from (1.3) and Corol-
lary 1.2 we have
q∑′
z=1
∣∣K (q,m + 1, z)∣∣4 = r∏
i=1
[ pαii∑′
zi=1
∣∣K (pαii ,m + 1, zi)∣∣4
]
=
r∏
i=1
(
pαii
)2(m−1)[ pαii∑′
zi=1
∣∣I(pαii ,m, zi)∣∣4
]
= q2(m−1)
r∏
i=1
[ pαii∑′
zi=1
∣∣I(pαii ,m, zi)∣∣4
]
= q2(m−1)
∏
p|q
[
3ω(p
α)p2αφ
(
pα
)]= 3ω(q)q2mφ(q).
This completes the proof of Theorem 1.4.
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