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Abstract—Previous work showed that polar codes can be
decoded using off-the-shelf LDPC decoders by imposing special
constraints on the LDPC code structure, which, however, resulted
in some performance degradation. In this paper we show that this
loss can be mitigated; in particular, we demonstrate how the gap
between LDPC-style decoding and Arıkan’s Belief Propagation
(BP) decoding of polar codes can be closed by taking into account
the underlying graph structure of the LDPC decoder while jointly
designing the polar code and the parity-check matrix of the
corresponding LDPC-like code. The resulting polar codes under
conventional LDPC-style decoding are shown to have similar
error-rate performance when compared to some well-known and
standardized LDPC codes. Moreover, we obtain performance
gains in the high SNR region.
I. INTRODUCTION
Polar codes, proposed in [1], are known to be the first
class of error-correcting codes that is theoretically proven to
be asymptotically capacity-achieving under successive cancel-
lation (SC) decoding. In the ongoing 5th generation mobile
communication (5G) standardization process, the 3rd genera-
tion partnership project (3GPP) group has decided to deploy
polar codes for the uplink and downlink control channel of
the enhanced Mobile Broadband (eMBB) service [2], while
discussion about deploying polar codes for massive machine-
type communications (mMTC) and ultra-reliable low-latency
communications (URLLC) is still ongoing. Therefore, devel-
oping practical decoders that satisfy the requirements defined
by 5G new radio (5G-NR) has been progressively very intense,
active and demanding. One of the issues targeted by 5G-NR
is that it should have latency of less than 1 ms compared to
10 ms of 4G systems [3]. This latency reduction is required
to enable the newly targeted applications of 5G systems such
as augmented reality and 3D video rendering.
The fact that the SC decoder of polar codes suffers from a
weak error-rate performance for finite-length codes has urged
the development of further decoders. In [4], the SC decoder
was extended to a successive cancellation list (SCL) decoder
by applying the list decoding scheme on the plain SC decoder
leading to an improved error-rate performance, close to the
maximum likelihood (ML) bound for sufficiently large list
sizes, on the cost of increased complexity. It was observed that
in order not to miss the correct codeword in the list, a high-
rate cyclic redundancy check (CRC) could be concatenated
with the polar code and used while decoding, or just at the
very end, as a path tag (i.e., distributed or non-distributed
This work has been supported by DFG, Germany, under grant BR 3205/5-1.
CRC, respectively), explaining the name CRC-aided succes-
sive cancellation list (CA-SCL). This concatenation leads to
significant performance gains over state-of-the-art low-density
parity-check (LDPC) and turbo codes. The concatenation of
a polar code with a high-rate parity-check code was likewise
introduced in [5] and [6] and shown to be of similar error-
rate performance as of the CRC-aided polar codes, with more
simplicity and flexibility. The resultant codes enjoy better
weight spectrum properties [7] which is regarded as one reason
for the improved performance. The performance of polar codes
(i.e., both plain and CRC-aided) were further pushed forward
by tailoring the designed polar code to both specifics of the
code and decoder [8] at the cost of reduced code flexibility and
increased code design complexity (i.e., offline complexity).
A major drawback of SC-based decoders is the high de-
coding latency and, thus, their low throughput due to the
sequential decoding manner. To combat that, various SC-based
decoding schemes were proposed, e.g., [9] and [10], mostly
based on identifying specific node patterns and efficiently
utilizing them to speed up the decoding process. Besides, for
an SCL decoder, there is an increased implementation com-
plexity (e.g., hardware complexity, memory requirements, etc.)
proportional to the list size deployed. For that, more simplified
variations were introduced, e.g., [7] and [11], limiting the
increase in complexity, with only minimal performance loss
in some cases. Furthermore, these classes of decoders do not
provide soft-in/soft-out information processing which limits
their usage in iterative detection and decoding schemes.
Usually a standard does not define a certain decoding
technique and, thus, improved decoding algorithms (in terms
of performance, complexity or throughput) may result in a
competitive advantage. There exists another family of polar
decoders, namely iterative decoders, which do not have the
aforementioned problems. This class of decoders could be
potentially suitable for high data rate applications (i.e., in
particular from an implementation point of view). The first
iterative decoder proposed was the belief propagation (BP)
decoder [12] which was conducted on the factor graph that
corresponds to the polarization matrix of the code. However,
this decoder has an error-rate performance which is inferior
to that of the CA-SCL decoder. One further step was made in
[13], where a belief propagation list (BPL) decoder was intro-
duced, with an improved error-rate performance compared to
any other known-thus-far iterative decoder, however, while still
being inferior to CA-SCL in terms of error-rate performance;
this can be attributed to the CRC incompatibility and the non-
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Fig. 1: Different BP decoder factor graph representations for a P(8,4)-code
with information set A= {4,6,7,8}.
optimal code design in the case of the BPL decoder.
In this work, we use the Genetic Algorithm (GenAlg) to
find (design) better polar codes (i.e., information/frozen sets)
tailored to LDPC-style BP decoding. Also, we investigate the
effect of changing the information/frozen set on the graphical
representation of the underlying polar code which is used to
run the BP algorithm.
II. POLAR CODES INTERPRETED AS LDPC CODES
Polar codes can be interpreted as LDPC codes with an
underlying sparse Tanner graph [14]. This is illustrated in
Fig. 1, Arıkan’s original factor graph on the left and its
corresponding bipartite factor graph, i.e., Hsparse, on the right.
With some basic pruning techniques, the size of the bipartite
graph can be significantly reduced and made practical to
use. This means that any polar code (e.g., the polar code
considered in the 5G standard) can be surprisingly decoded
using conventional, off-the-shelf LDPC decoders, e.g., based
on the sum-product algorithm (SPA), given that we impose
some constraints on the underlying LDPC code structure.
On the one hand, this has the great advantage of re-using
the existing hardware implementations of LDPC decoders,
in addition to making use of the available systematic LDPC
analysis and design tools; and enjoying all complexity, mem-
ory requirements and latency being significantly reduced. On
the other hand, this way of interpreting/decoding the polar
code has the drawback of degraded error-rate performance
when compared to the conventional BP decoder [14, Fig. 1].
The decoding complexity of the LDPC-style decoder was
significantly improved in [15] by means of deep learning with
further enhanced throughput.
In this work, we show that one reason of the performance
degradation when compared to the conventional BP decoder
is attributed to the fact that the design of both – polar code
and its corresponding LDPC parity-check matrix – do not take
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Fig. 2: Dense vs. sparse/pruned Tanner graphs for a P(8,4)-code with
information set A= {4,6,7,8}.
into consideration the new decoding schedule (e.g., iterative
manner, graph structure, scheduling, maximum number of
iterations Nit,max etc.). In addition to that, in this paper, we
optimize the pruned parity-check matrix of the corresponding
LDPC code to outperform the conventional BP decoder of
polar codes over a wide signal-to-noise-ratio (SNR) range and
approach the performance of the SCL decoder at higher SNR
range. We compare the newly obtained codes to the original
ones to provide some reasoning why the designed codes are
better. We discuss this in terms of the weight spectrum of the
newly obtained codes in addition to the girth profile and the
degree distribution of the underlying parity-check matrices,
which are also shown to benefit from a reduced size and,
thus, reduced complexity. Finally, the special types of “hidden”
nodes introduced in [14] are interpreted as punctured variable
nodes and put into context within the design process.
Given the polarization matrix GN of a polar code recursively
constructed based on theG2 polarizing kernel, the parity-check
matrix denoted as Hdense is formed from the columns of GN
with indices in A¯, where A¯ is the set of frozen indices, as
proven in [16, Lemma 1]. Note that, the corresponding factor
graph of Hdense is not sparse and, thus, it is not possible to
apply the traditional decoding algorithms (e.g., SPA decoding)
on the naive Hdense, see Fig. 2a.
As depicted in [14, Fig. 4a], the log2(N)+1 sets of variable
nodes (VNs) and log2(N) sets of check nodes (CNs) in
Arıkan’s BP factor graph can be re-grouped into a bipartite
graph consisting of only two sets: VNs V and CNs C [16].
Assuming the schedule is now the same as the conventional
flooding BP of LDPC codes, the graph resembles an LDPC
code with some special constraint. In [14], it was given
the name “LDPC-like” to address the fact that the channel
information bits of this LDPC code are only at the last
N VNs. Applying some basic pruning, the graph can be
significantly reduced with an approximate reduction factor of
80%. However, the final compact factor graph still contains
a non-negligible portion of such nodes, called “hidden VNs”,
corresponding to the black VNs in Fig. 2b. In this work, these
nodes are interpreted as punctured parity VNs of the LDPC
code. Thus, taking into consideration the connections of these
punctured nodes to the rest of the graph while designing the
code has an impact on the performance of the whole code as
shown later. For more details on the pruning of the originally
large bipartite graph, we refer the interested reader to [14,
Sec. III] and the detailed source code provided online [17].
III. CODE CONSTRUCTION MISMATCH PARADIGM
Polar code construction is the process of choosing the best k
synthesized bit-channels out of the N synthesized bit-channels.
The best k synthesized bit-channels are included in the infor-
mation set A and are used for data transmission. Most of the
state-of-the-art polar code construction algorithms are tailored
to the hard-output SC decoder. For the case of an additive
white Gaussian noise (AWGN) channel, they are based either
on bounds (e.g., the Bhattacharyya parameter [1], density
evolution [18]), approximations (e.g., Gaussian approximation
(GA) [19]), or heuristics (e.g., polarization weight (PW) [20]
and β -expansion [21]). It is worth-mentioning that an efficient
density evolution-based implementation was proposed in [22].
There also exist several Monte-Carlo-based designs for spe-
cific decoding schemes. Additionally, various schemes focus
on improving the finite-length performance of polar codes
either by interpolating them using other codes (e.g., Reed–
Muller (RM)-codes), to enjoy good finite-performance pro-
vided by these codes [23], [24] or via concatenation schemes
with other codes, e.g., [25]–[27].
Furthermore, both iterative-specific parameters of the family
of iterative decoders (e.g., scheduling, stopping sets, cycles,
girths, etc.) and the list decoding fashion of SCL decoder
variants are not usually considered in the polar code construc-
tion phase [28]. Therefore, this leaves the door wide open for
optimizing the information set A and tailoring it to the decoder,
thus, utilizing the decoder at the most efficient manner. This
remark is even more significant in the finite-length regime
where polar codes suffer from a degraded performance due to
semi-polarized bit channels.
In [8], a new code construction framework for polar codes
was presented where the Genetic Algorithm (GenAlg) was
applied to the code construction optimization problem on a
specific error-rate simulation environment, i.e., taking into
consideration the actual decoder and channel. This decoder-
in-the-loop design was shown to yield significant gains in
terms of error-rate performance, where SCL performance was
enhanced to achieve that of the CA-SCL even without using
a CRC code, as shown in [8, Fig. 6].
Inspired by that, the GenAlg is applied to tailor the LDPC-
like code, derived from the polar code, to the LDPC-style
decoder and take into account its special constraints (i.e., the
big set of punctured variable nodes). Due to limited space, we
refer the interested reader to [8] and the pseudo-algorithms
therein for specific details about the GenAlg framework.
IV. RESULTS AND DISCUSSION
In this section, numerical results are presented in terms of
both BER and BLER, as cost functions, to demonstrate the
flexibility of our proposed algorithm. The optimized codes are
compared at different lengths with standardized codes of the
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same corresponding block length and code rate. All considered
polar and LDPC codes are simulated over the binary-input
AWGN channel. In the following, by 5G polar codes we mean
the bit-reliability order of the nested polar code with maximum
code length Nmax = 1024, specified by the 3GPP group in [29].
A. Codeword length N = 128
We design a P(128,64) polar code and its corresponding
pruned sparse Hpruned under LDPC-like decoding. All refer-
ence LDPC codes from [30] are designed through a girth
optimization technique based on the PEG algorithm [31]: the
standardized LDPC code by the Consultative Committee for
Space Data Systems (CCSDS) for satellite telecommand links,
an accumulate-repeat-3-accumulate (AR3A) LDPC code and
an accumulate-repeat-jagged-accumulate (ARJA) LDPC code.
A further reference code is the 5G polar code without the
CRC-aid. As depicted in Fig. 3, the BLER performance of
the BLER-optimized polar code under LDPC(-like) decoding
achieves the performance of the 5G polar code under Arıkan’s
conventional BP decoder, with a performance gain of 0.25
dB at BLER of 10−2 compared to the originally proposed
code in [14]. It outperforms the 5G polar code under Arıkan’s
conventional BP decoder in the higher SNR range.
Besides, it outperforms the LDPC codes presented in Fig. 3.
It is, however, important to keep in mind that these codes
have special constraints on their structure for implementation
reasons (i.e., encoding complexity issues), yet, the message
here is to show that the newly proposed codes are of compa-
rable performance which brings them to attention for further
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improvements. Note that, the proposed code is encoded via
a low-complexity polar encoder, despite being decoded by a
conventional LDPC decoder.
Tab. I depicts a comparison between the minimum distance
of both codes. It turns out that the optimized code has the
same minimum distance as the initial 5G code, however, at a
significantly reduced number of minimum-weight codewords
Admin . This was computed using the algorithm proposed in [7]
with a list size of up to L = 5 ·105.
One more comparison providing insights on why the ob-
tained code performs better is the girth of the optimized H-
matrix. Both H-matrices of the initial 5G and the optimized
code are of minimum girth-6. However, the optimized code has
a reduced number of 1825 cycles of girth-6, when compared to
the original H-matrix corresponding to the 5G polar code of
2234 girth-6 cycles. Furthermore, the optimized Hopt-matrix
has a reduced size of 365×493 compared to an original size
of Hpruned,5G of 503×633. Therefore, the number of punctured
variable nodes has been minimized.
Tab. I: The number of minimum-weight codewords of a P(128,64)-code
Construction dmin A8
5G [29] 8 304
Optimized @ 3dB 8 170
B. Codeword length N = 256
We design a P(256,128) polar code and its corresponding
pruned sparse Hpruned under LDPC-like decoding with both
BLER and BER as cost functions. The newly obtained codes
are compared to the 5G polar code without the CRC-aid [29]
under BP, LDPC-like and plain SCL decoding. As depicted
in Fig. 4, both BER and BLER performance of the optimized
codes under LDPC(-like) decoding achieve the performance of
the 5G polar code under Arıkan’s conventional BP decoder,
with a performance gain of around 0.2 dB and 0.1 dB at
BLER of 10−2 and BER of 10−3, respectively, compared to
the originally proposed code in [14]. They even outperform
the 5G polar code under both Arıkan’s conventional BP and
plain SCL decoders towards a higher SNR range.
Tab. II depicts a comparison between the minimum distance
of both codes (initial and BLER-optimized). It turns out that
the BLER-optimized code has the same minimum distance as
the initial 5G polar code, with significantly reduced number
of minimum-weight codewords. These numbers were obtained
using the algorithm in [7] with a list size up to L = 2.5 ·105.
Tab. II: The number of minimum-weight codewords of a P(256,128)-code
Construction dmin A8
5G [29] 8 96
Optimized @ 3dB 8 68
C. Codeword length N = 512
A P(512,256) polar code along with its corresponding
sparse Hpruned are designed under LDPC-like decoding with
BER as the cost function. The newly obtained code is com-
pared to the 5G polar code without the CRC-aid [29], under
BP, LDPC-like and plain SCL decoding. As depicted in Fig.
5a, BER performance of the optimized code under LDPC(-
like) decoding achieve the performance of the 5G polar code
under Arıkan’s conventional BP decoder, with a performance
gain of around 0.4 dB at BER of 10−3, compared to the
originally proposed code in [14]. It even outperforms the 5G
polar code under Arıkan’s conventional BP decoder, while
approaching it under plain SCL in the high SNR range.
For this scenario, two optimization processes were con-
ducted, at design SNRs 2.5 dB and 3 dB, resulting in code
1 and code 2, respectively. Depending on the desired SNR
region (or error-rate level), one of them may be more suited to
be applied. Furthermore, the convergence behavior (or epochs)
of both processes is depicted in Fig. 5b and 5c, respectively.
It is worth-mentioning that the CRC-aided 5G polar codes
under SCL decoding are of better error-rate performance than
the state-of-the-art BP-based polar decoders. One reason is the
CRC incompatibility in the iterative decoding environment.
V. CONCLUSION
An enhanced polar code design tailored to off-the-shelf
LDPC decoders is presented. We attempt to design a suitable
parity-check matrix such that polar codes could be decoded
using an equivalent LDPC-like code. Thus, our proposed codes
can be efficiently encoded with a low complexity polar encoder
and can be decoded with a low complexity conventional
(flooding schedule-based) BP LDPC decoder, also providing
soft-outputs. Extensions to other LDPC decoders (e.g., min-
sum approximation-based or quantized LDPC decoders) are
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Fig. 5: Optimized P(512,256)-codes over the AWGN channel at SNRdes =
2dB and 2.5dB under LDPC(-like) decoding and no CRC is used.
straightforward. Using our proposed design method, error-rate
performance gains were achieved compared to the 5G polar
codes under iterative decoding. We further showed that the
gains can be attributed to the reduction in the number of
minimum-weight codewords and other enhancements such as
girth profile of the respective decoding graph and the reduced
number of punctured variable nodes in it.
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