We present a solution for IP-centric communication at the optical layer through a combination of a hardware platform and algorithmic implementation. The presented approach, termed light-trails, is shown to yield a reconfigurable networking platform in which optical connections of arbitrary duration can be established and torn down flexibly in negligible time, accommodating the dynamic traffic requirements of the IP world. The hardware platform and protocol are evaluated with tractable mathematical models validated through detailed simulation.
Introduction
The exponential growth in data traffic has brought about the need for IP-based solutions for providing universal low-cost, effective communication. IP communication techniques have resulted in a paradigm shift in the way broadband and wide-area networks behave, leading to a concentrated effort in providing IP transport and making dynamic switching and real-time provisioning possible in all types of network [1] [2] [3] [4] . Combined with WDM, an IP-based approach for broadband communication allows users to exploit the huge bandwidth offered by optical fiber-the key communication medium for backbone and regional networks-while providing the flexibility and granularity needed to yield a cost-effective optical networking architecture. The search for such solutions, i.e., for transporting IP over optical fiber, has resulted in a very large number of proposals over the years as summarized in Refs. [5] [6] [7] [8] , but more work is needed to find a solution that jointly addresses the optimization of networks for performance, price, and protocol (3P solution). One solution that attempts to do this is given by the light-trails approach [9, 10] . A light-trail is a generalization of a lightpath [5] , in that a potential optical path is opened between any two nodes, such that multiple nodes along this path have access to the data in the path. Unlike lightpath communication, a light-trail allows any two nodes to communicate within a light-trail without the need for switching, allowing ultrafast communication and flexibility combined with multicasting. In this way the light-trails solution brings to the fore an architecture and a protocol that allows IP-centric communication. By being able to provide for dynamic reconfiguration of resources in an optical network, it avails users of the granularity of a subwavelength in the time domain, thereby creating a sub-lambda-capable architecture, essentially by time-differentiated intrawavelength multiplexing. In addition, light-trails' optical multicasting meets one of the key requirement for high-bandwidth killer applications such as video broadcasting and video on demand.
In this paper we consider the light-trail solution WDM rings, an important subset of topologies because of the massive deployment of ring networks worldwide. A general mesh deployment is treated in Ref. [10, 11] .
Architecture and Hardware
To demonstrate the light-trails concept, we consider a 2-unidirectional fiber ring of N nodes. A light-trail of t nodes is a sequence of nodes utilizing a wavelength λ i . In a light-trail (N 1 , . . . , N t ) we call the first node, N 1 , the convener node and the last node, N t , the end node; the direction of communication is in the ascending order of nodal subscripts, i.e., from N i to N i+k . In this way a light-trail can be viewed as an optical bus between the convener and end nodes, with the characteristic that intermediate nodes can also access this bus, in contrast to a conventional lightpath or burst level path. Shown in Fig. 1 is a proposed node configuration for realizing light-trails. Shown here for a single fiber is a full demultiplex section that demultiplexes a composite WDM signal and feeds individual channels to a local access section. The local access section for each wavelength (channel) (Fig. 2) consists of two passive couplers separated by an optical shutter. The first coupler is called the drop coupler (DC, for dropping the signal), and the second coupler is called the add coupler (AC, for adding a local signal). The optical shutter is a contemporarily fast ON-OFF optical switch typically but not necessarily using Mach-Zehnder interferometer technology on lithium niobate substrates [12] . A light-trail is set up between two nodes by means of configuring the optical shutters on the desired wavelength at the convener and end nodes (in the OFF position) as well as by configuring the optical shutters (in the ON default position) at each of the intermediate nodes.
It is important to observe that in this configuration, once a light-trail of t nodes is set up, a connection between any source-destination pair within the light-trail can be established without requiring ON-OFF switching. The connection can be set up for a long duration (a lightpath) or very short duration (an optical burst). In other words, within each lighttrail, lightpath or burst provisioning can occur without the need for fast ON-OFF switches. Specifically, if the optical shutter separating the two couplers is ON, then the system exhibits a drop and continue functionality. On the other hand, if the optical shutter is OFF, then wavelength reuse is obtained by virtue of spatial diversity (created by the OFF switch between add and drop couplers). The same structure therefore supports optical multicasting, too. Last, based on this realization, the light-trail network elements can be built virtually from available on-the-shelf technology.
The proposed configuration of the node shown in Fig. 3 supports a bidirectional lighttrail-based ring, shown in Fig. 4 .
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Light-Trails Protocol
To establish light-trails and to provide optical connections within each light-trail, we define the following protocol. For obtaining the signaling required for setting up light-trails and for optical connections management within light-trails, we assume that there exists an out-ofband communication channel called the optical-service-supervisory channel (OSC), which is dropped and processed at each node. The OSC carries information about all the lighttrails in the network and is responsible for provisioning connections within light-trails by providing a method for signaling. OSC is out of band and is separated in the frequency domain from the data wavelengths and hence is a self-sustained independent channel.
In light-trail communication, control packets are sent over the OSC ahead of the data by use of an offset that is a function of the sum of propagation delay from the ingress to the egress node and the control packet processing time at each node.
Five types of control packet are defined. Setup packets (SPs): SPs are control packets used to set up light-trails. They contain the ingress and egress node information as well as the wavelength on which the lighttrail is to be established and the direction of setup (clockwise or otherwise). Setup packets are deciphered at each intermediate node en route to the destination, hence adding and intimating each intermediate node to the light-trail.
Communication control packets (CCPs): CCPs are used to set up connections within a light-trail. CCPs carry information about the ingress and egress nodes, the light-trail number (a unique number that identifies the light-trail based on convener node, end node, and wavelength used) as well as the duration for which the connection is requested.
Dimensioning packets (DPs): DPs are used by the convener node to dimension lighttrails, i.e., allowing new nodes to become members or eliminating nodes that are no longer active participants in the light-trail.
Global broadcast packets (GBPs): At regular intervals, on the OSC each light-trail sends GBPs throughout the network, informing all the nodes (and hence element management systems, EMSs) of the existence of the light-trails themselves and of member nodes. This avails each node of the information about existing light-trails, so a connection can be set up for data transmission within an existing light-trail, if one is available, instead of setting up a new one, thus minimizing switching and reducing setup time by orders of magnitude.
ACK packets: Acknowledgment (ACK) packets are used when a light-trail is set up. These are sent by the end node and acknowledged by intermediate nodes to the convener node, indicating the acceptance of the request to set up a light-trail.
Light-trail database: The network management system (NMS) for light-trails contains the necessary information regarding the current light-trails in the network. This database is updated by GBPs, and the database is assumed to be available to each node either locally or through a request scheme.
Local communication database:
There is a single, time-sensitive pointer at each node, indicating whether the light-trail is occupied at that point through the node's local multiplex section (indicates whether data are flowing through the trail).
3.A. Setting Up Light-Trails
For creating a light-trail between nodes N 1 to N t , node N 1 selects an available wavelength λ t , based on the light-trails database information. Node N 1 sends a control packet (SP) through the OSC requesting opening of this optical path to N t through the intermediate nodes N 2 , N 3 
3.B. Communication within Light-Trails: Setting Up Optical Connections
If node N j wishes to send data to downstream node N k (both being in the same light-trail), it proceeds as follows: To avoid conflict in use of the same light-trail by an upstream node within the same trail, the initiating node N j determines the availability of the light-trail by examining the local communication database to discover the occupancy of the lighttrail at its own port (multiplex section). If no upstream node is using this light-trail for communication, then N j can initiate communication to node N k by sending a control packet (a CCP) to be followed by the data after an offset interval. Nodes N j+1 , . . . , N k−1 , . . . , N t now become aware of this communication. Note that after sending a connection set up control packet (a CCP), node N j is guaranteed successful connection to a downstream node or multiple destination nodes (as in the case of multicasting), because all destination nodes can detect the data as part of the optical power is split through the multiplex section of each node locally.
If a connection in a light-trail is in progress, and an node upstream (with regard to the ingress node of the connection) wants to start another connection, then the previous connection (started by a downstream node) has to be cancelled to allow for the new connection initiated by the upstream node. Such connection overlapping is inherent to light-trails operation, and several solutions are possible for dealing with it. Node N j , which is upstream of node N q , can access the optical path, even when N q is transmitting information. If such does happen, then N j requests the opening of an optical connection in the light-trail. Node N q , upon recognizing the possibility of conflict, inhibits its data and allows the data from node N j to pass through. In this event the downstream node (N q ) either may send its data after the upstream node (N j ) has finished its data transmission or may send the data on another lighttrail. However, for delay-sensitive applications, it may not always be possible to inhibit the local transmission. In that case the downstream node (N q ) may switch its optical shutter (for that light-trail) into the OFF position and collect the data from the upstream node (N j ) (through its drop coupler). It may then either buffer these data or send them on another light-trail, usually involving optical-electrical-optical (O-E-O) conversion from the initial light-trail to the new light-trail. In this process of retransmission (either over time or over different light-trails) the incumbent node does not restrain its data flow into the light-trail.
3.C. Dimensioning Light-Trails: Expanding and Contracting
As is seen above, light-trails can potentially support dynamic optical communication, such as bursty IP-centric traffic, as they do not require the resetting of optical switches along the light-trail for connections within the trail. If, however, a connection cannot use an existing light-trail, a new trail needs to be established, a procedure that involves reconfiguration of optical switches and therefore takes considerable time relative to the processing and setting up of a connection. For efficient light-trail communication, it is therefore important to dynamically optimize the light-trail set within the network to maximize the probability that a data transmission request will occur between a source and destination pair that share a light-trail. Seemingly it is desirable, from this point of view, to have the longest light-trail possible. However, since only one connection can be active per trail at a time, light-trails that are too long would lead to underutilization of wavelengths. By contrast, if light-trails are too short, optical communication deteriorates to that of a standard switching-based optical architecture. Therefore light-trails require dimensioning (expanding or contracting of trails) to optimize performance in terms of utilization, setup times, etc. The most efficient way of managing the light-trail length is naturally a self-regulating procedure in which a light-trail is extended or shortened so that it covers all active connections (bursts) that use the trail at any given time. Specifically, the leftmost active node in the trail defines the convener node of the trail, while the rightmost node of the existing connection defines the trail's end node. Since connections (bursts) come and go dynamically, to obtain this type of light-trail management it is necessary to have a distributed mechanism to move the trail's end nodes dynamically. Such a procedure can be realized through the following mechanism.
A node N a upstream of node N 1 , and not part of a trail, LT 1 = {N 1 , N 2 , . . . , N t }, may request communication to a node in LT 1 . The convener node, by virtue of its dominant status, may allow N a to join the trail. If it does so, it shifts the convener status to node N a and the new trail LT NEW = {N a , N a+1 , . . . , N 1 , . . . , N t } is formed, and this information is broadcast through the network by a GBP. The act of expanding a light-trail is similar to setting up a light-trail, although we use dimensioning packets (DPs) as control mechanisms for this purpose.
Similarly, if the end node, through the local communication database, learns that it is no longer the recipient of information, it may use a DP sent to the convener requesting to be relieved (or that the group be relieved) from the light-trail. In that case the first node from the end node in the reverse direction that is still an active member of the light-trail now becomes the end-node of the light-trail by configuring its shutter accordingly.
Using this mechanism, light-trails thus can expand and contract over time, depending on the demands of traffic, allowing burst communication within optical connections (without switching) to occur, intuitively, for most of the traffic most of the time. On reconfiguration of a light-trail (expansion or contraction), the new light-trail information is broadcast throughout the entire network to facilitate nodes learning about preset optical paths.
Optical Characteristics of Light-Trails
The drop-and-continue functionality at each intermediate node in a light-trail allows the signal to be dropped to any desired node in the downstream, hence avoiding the need for high-speed optical switch reconfiguration, but it also involves splitting the signal into a suitable ratio at each node, thereby degrading system performance as compared with the optical budget achieved through a conventional WDM add-drop device as shown in Ref. [13] . For evaluating the feasibility of the drop-and-continue architecture for different networks, local, regional, and wide area, its optical properties thus need to be appraised, in terms of the depletion in the power budget and OSNR (optical signal-to-noise ratio) in the optical characteristics of the light-trail network. It is therefore necessary to verify that, despite this apparent cost in terms of optical budget, the budget remains within the conformity requirements for metropolitan and wide-area networks.
Power Budget: Especially over a wide-area network, high-speed signals need enough power (with and without amplification) to sustain a suitable bit error rate (BER). Hence we calculate the end-to-end power budget for an N-node light-trail. Assume that the power input (through a transponder) into a light-trail having nodes that possess the architecture shown in Fig. 1 is P in dB. Further, let L i km be the length of the ith span of fiber between the neighbor nodes of the ith span and let α be the attenuation constant for the fiber type used. Also let D dB be the pass-through loss across a multiplexer and be the same for a demultiplexer. Finally, let S be the pass-through loss through the optical shutter and let each coupler, assuming equal splitting ratios, have a 3-dB loss; then the power P o dB at the receiver transponder at the destination node for an N-node connection across a light-trail is
For instance, for typical values in metro environments the per-span power loss for P in = 5 dB, L = 20 km, D = 6 dB, S = 1 dB, and N = 6-giving P o without amplification as −17 dB. This means that for these environments, using light-trail architecture, we need a system with optical amplifiers. In this case the optical characteristic for validation of lighttrails now shifts from power budget to OSNR budget (considering noise related to amplified spontaneous emission). For simplicity, if we assume that we have amplifiers with sufficient gain (e.g., > 17 dB as in the numerical example above) and we also assume spans to be of the same length and hence same loss as before, the OSNR for an optical signal with input power P in , amplifier noise figure NF, number of spans N, and the loss per span Γ is given as
For an input power of 5 dB, span loss of 4 dB, and NF of 4 dB for 6 spans, the OSNR at the last node in the light-trail is 29 dB. Note here that we are assuming standard photodetector values for the operating frequency band of a PIN-type photodetector (0.1 GHz). If we assume an avalanche photodetector (APD) or we use a Raman amplifier, we can get a much better OSNR. However, an OSNR of 29 dB is also excellent for 10 Gbit/s communication, and therefore we will have much more relaxed budgets. Hence light-trails can cater to optical metro networks and multiple line speeds.
Timing Consideration for Light-Trails and Light-Trail Connections
The ability of a single light-trail of n nodes to support up to (n2) chronological connections within the light-trail allows light-trails to vary much more slowly than the variation of the traffic demands between source destination pairs. The speed with which such trails and connections can be established is thus central to the light-trail system.
5.A. Time Calculation in Setting up Light-Trails
If t p is the propagation delay between two adjacent nodes, t pr is the processing delay at any node for a control packet, and t s is the time required for configuring an optical ON-OFF switch into the OFF position, then the time required for setting up an h-hop light-trail is
Explanation: Fig. 5 illustrates the sequence of setting up light-trails. Assume node N 1 wants to set up a light-trail through nodes N 2 , N 3 , and N 4 to node N 5 . Node N 1 sends a control packet at time t 1 to node N 2 , which processes the packet and sends it to node N 3 and so on. Upon receiving the control packet at time t 8 , node N 5 begins to configure the optical shutter (ON-OFF switch) in the OFF position at time t 9 . In parallel, an acknowledgment packet is sent back to the initiating source node via the desired route, informing the nodes of the acknowledgment marking the setting up of a light-trail. Once the acknowledgment packet reaches the source node N 1 , it begins configuring its optical shutter in the OFF position, culminating the process of setting up light-trails. The time required to set up a connection in a light-trail is given by
Note here that h t p + t pr t s t sw , where t sw is the configuration time of an optical cross-connect switch as used in classical optical burst switching (OBS) solutions [14] . With the current maturity of optical technology, t s will be in microseconds while t sw can be in milliseconds. Further, to provide dynamic guarantees, t sw can be as high as a few seconds as a result of management and other issues. This means that there is a major benefit obtained with respect to dynamic provisioning in light-trails as compared with other architectures. For optical cross connects the technology available today is either mechanical, bubble based, or a series of Mach-Zehnder interferometers (MZIs) leading to millisecond or longer configuration times. For a more detailed note on practical switches including the limitations of semiconductor optical amplifiers (SOAs) and related implementations, the reader is referred to Ref. [12] .
Last, Fig. 6 shows the setting up of a connection within a light-trail. Assume that a lighttrail exists from node N 1 to node N 5 as shown in the figure. To set up a connection between N 1 and, say, N 5 , a connection setup control packet SP is sent from node N 1 . As the control packet reaches each node it, informs that node of the subsequent transmission. After all the nodes gain knowledge about the transmission from N 1 , node N 1 actually begins sending the data. In the case when another node, say N i (i = 1), has a connection setup in progress, and in the course of this connection if a node N k (k < i) wants to send its data, node N k sends its SP and informs the downstream nodes of its desire to begin transmission; then the transmission from node N i needs to be truncated. Node N i , upon its receiving the SP control packet from N k , truncates its transmission; to do so it has time t c = (N − i) t p + t pr .
Analysis of Light-Trails
In this section we consider the performance of light-trails as supporting optical burst transport, which can be considered to be a special case of very fast lightpath switching and a prelude to IP-centric communication over the optical layer.
6.A. Burst Blocking Probability
Consider an N-node light-trail LT 1 = {N 1 , N 2 , . . . , N N }. We wish to evaluate the blocking probability of a node N i within the light-trail LT 1 . Let λ 1 , λ 2 , . . . , λ N be the arrival rate of connections at each of the N nodes. Let S 1 , S 2 , . . . , S N be the average sizes of the bursts that arrive at nodes N 1 , N 2 , . . . , N N . For simplicity assume that S 1 = S 2 = . . . S N = S. Consider the diagram as shown in Fig. 7 .
To calculate the blocking probability for node N i when trying to transmit a burst into the light-trail of size S, we have to first find the probability of success for node N i to transmit the same burst at any time. Two factors determine the success of transmission for node N i : first, its position in the light-trail; second, depending on its position, whether any upstream node transmits during the interval 
In this discussion we neglect control packet processing delay, as it is assumed to be negligible compared with the burst transmission time S/C.
Assuming Poisson distribution with λ as the arrival process, S j the number of bits queued up at the jth node, and C the line speed (in bits/second). The first term on the right-hand side of Eq. (5) is
when the burst should arrive for transmission at any of nodes N 1 , . . . ,
The second term on the right-hand side of Eq. (5) is the same as Eq. (6):
This means that Eq. (7) gives the probability that nodes Therefore we obtain the blocking probability
6.B. Utilization in a Light-Trail System
The light-trail system can be considered as a best-effort system in which upstream nodes that have a higher probability of success than downstream nodes need to compete for a successful connection. To evaluate the average utilization of a light-trail in this system, let λ i j denote the arrival rate at node i, destined for node j. Let S i j denote the size of the connection (in bits) at node i, destined for node j. Let h i j denote the number of hops (links) from node i to node j. Then the total occupied capacity of the light-trail is
simplifying to
6.C. Burst Queuing Delays
If a node N i generates a burst of size S at time t o and it cannot transmit it into the light-trail because of ongoing connections in the light-trail, the burst needs to be queued. To evaluate the maximum burst queuing delay until a successful transmission, we designate λ to be the arrival rate of bursts at any node in the network and S to be the size of the bursts (and thus the transmission time, t = S/C, where C is the line rate). The probability that node N i cannot send its burst in the light-trail because the trail is occupied can be obtained from the consideration that follows. Considering the distributed nature and upstream priority accorded in light-trails, the burst from N i has to wait till the time it receives a cumulative empty time period t s for transmission. Note that the transmission for N i need not necessarily be in one continuous period of t s but can be in several disjoint time interludes, summing to t s. Note that here we neglect the connection setup time, which is negligible compared with the connection and burst duration time. Consider that node N a , upstream of node N i , had asked to begin transmission at the same time t 0 that node N i asked to begin transmission. The next expected burst from node N a would be after 1/λ s. In other words, the next burst at node N a is expected at time t 0 + 1/λ. Generalizing, this means that node N a can be expected not to disrupt transmission from node N i for the next 1/λ seconds. In the worst-case situation we assume that node N i is the penultimate node in the light-trail and hence has the worst blocking probability (hence the highest delay). That means node N i can transmit its burst only when none of the (i − 1) nodes are transmitting. Hence in a fully loaded system (one where each node in the trail has a burst to send at time t 0 ) the penultimate node N i would have to wait till all the nodes complete transmission. This leads us to the following inequality condition that relates the arrival rate, number of nodes (i) in the light-trail, and burst size as
related to the maximum queuing delay by node i as
Note that Eq. (15) is valid only if Eq. (14) is valid. Fig. 7 . Conceptualization for evaluating blocking probability.
In Fig. 7 we assume an eight-node light-trail, such that node N 1 is the convener node and node N 8 the end node. Note that node N 7 is the penultimate node whose performance is the most critical in our light-trail system. Assume that bursts of size S bits arrive at each node. If at instant t 1 a burst is aggregated at node N 3 for transmission and another burst is aggregated at N 2 upstream of N 3 , then the burst from N 2 would be transmitted and that from N 3 would have to be queued. Subsequently, the burst at node N 3 could be sent through if none of the upstream nodes were transmitting bursts. In the worst case, assume that when some node upstream of N 3 finishes transmission of a burst, another node, also upstream of N 3 , has a burst to send. Now, assuming the burst arrival process is governed by λ, we note that the node that first blocked transmission of N 3 (in this case N 2 ) is expected to have another burst only after 1/λ s from the initial reference point t 1 . Further assuming that the burst at N 7 , our penultimate node, would have to wait for the maximum time, equal to the cumulative transmissions of bursts from all the upstream nodes, the maximum delay is given by (n − 1) S/C, where n is the number of nodes in the light-trail.
Bound on Maximum Delay is Tight: The worst-case situation is shown in the Fig. 7 , where the penultimate node has to wait till all upstream nodes finish transmission. However, there may be cases in which one upstream node finishes transmission and there is no burst at any other upstream node for some time < S/C (a fraction of the burst transmission time), following which a burst at an upstream node arrives. This type of variable arrival pattern does not invalidate the bound. The efficient utilization property of light-trails by itself preserves the bound: When there is a void in transmission from the upstream nodes, immediately the downstream node (N 7 in this case) begins transmission of its burst. Subsequently, when a burst arrives at any of the upstream nodes, N 7 curtails its transmission and allows the upstream node transmission and allocation of the light-trail bandwidth; N 7 resumes transmission upon completion of the burst from the upstream node. This means that the bound is tight, and as long as (n − 1) S/C < 1/λ the light-trail system performance is documented in inequality (11) and is valid. If inequality (11) is not valid, then the queuing delay is infinite and is explained below; also, the invalidity of inequality (11) would signify the failure of effective low-delay-based transmission for downstream nodes, and in general the invalidation of inequality (11) would mean that more light-trails need to be created (taking into consideration the downstream nodes) for optimum performance in terms of achieving a permissible delay for transmission.
The criteria under which the equation for maximum queuing is valid is
where t is the transmission time for any of the bursts from N nodes. If the burst sizes are not same, then the relationship is as follows:
Hence for a tractable bound on the maximum delay in an N-node light-trail, we have to satisfy the inequality 1 λ
6.D. Average Queuing Delay in Light-Trails
In the previous subsection we calculated the worst-case bound for queuing delay for the worst affected node-the penultimate node in a light-trail. We now calculate the performance of a light-trail system in terms of the average delay for uniformly distributed traffic (when the probability of a request for a connection between any source destination pair has equal probability). In a light-trail (in rings) of n nodes with convener i, the possible connections in the light-trail are
hence the number of connections (maximum) that can be set up by using a node are
This means that the maximum number of distinct (source-destination) connections that can possibly be set up in a light-trail are (n2).
For successful transmission of a burst of time duration t, the success probability matrix in a light-trail (each row corresponding to a node in descending order from the convener to the penultimate node) is given by 18) where r → row denotes the number of the node (signifying the previous neighbor of the current node) and all arrival rates are assumed to be Poissonian and identical.
We then have the following delay matrix for the maximum delay that a node incurs when trying to transmit a burst of duration t 0 given that the inequality in Eq. (11) holds true:
Given the upper bound on the transmission delay experienced by a node in Eq. (19), and also given the maximum number of distinct connections a node can successfully create, we can then postulate for that the average transmission delay in a light-trail is
where t is the time for transmission of a single burst and inequality (11) is valid (necessary condition).
Network Performance
In the previous sections we studied internal light-trail behavior. We now turn to examine the effect of light-trail communication in the entire ring network. We assume that the traffic demands are bursty in nature and can be aggregated to form a burst. Let C denote the line speed or line rate in bits per second. Now assume that at an arbitrary node we aggregate a burst of S bits in ∆ s, where ∆ represents the maximum permissible delay that the first packet to arrive can wait while the burst is being aggregated. Assume that the flow of bursts is uniform; then we can say that the normalized flow from the node into the light-trail f = S/C. Here f indicates the flow from the node or hypothetically indicates the fraction of bandwidth that this node will need (on average) to fulfill its demand.
We can now build a traffic flow matrix called TF with dimensions of N × N for an Nnode ring. TF i j denotes the average flow from node i to node j, and 0 ≤ TF i j ≤ 1. Our objective is to find the minimum number of light-trails that can map all the demands denoted within matrix TF. Minimizing the number of wavelengths becomes a subproblem of the main problem of minimizing the number of light-trails. Before we formulate the optimization constraints, we define one more characteristic of nodes in a light-trail-active and passive nodes. From the protocol section and the analysis of intra-light-trail communication, it was shown that a node downstream has a smaller chance of successful transmission than a node upstream. If viewed from our normalized traffic flow model, we see that for an N-node light-trail, if the sum of flows of the first (from convener side) K nodes into the light-trail is 1, then the remaining N − K nodes can, in principle, never succeed in sending in any data into the light-trail. That is, these nodes are pure destinations for this light-trail, and hence we term these nodes as passive nodes, as they can either be used for pass-through purposes or as destinations but cannot be used as traffic initiators (adders) as far as this light-trail is concerned. The other set of K nodes, which can act as sources as well as destinations (except the convener which is always a source node) are termed active nodes. These can send data into the light-trail, as well as serve as pass throughs or destination nodes, depending on the requirement.
7.A. Minimizing the Number of Light-Trails for a Ring Network
Our approach is to formulate a simple linear program whose solution gives the optimal number of light-trails required for mapping the set of demands. We start by defining a matrix P such that P has the dimensions of N × 2 (N − 1) and denotes the node-path matrix. That is, P i j denotes the path j that is initiated from node i. The number of distinct paths possible from a node is 2 (N − 1) for a ring network of N nodes.
For a path p i (note that there are 2N (N − 1) paths in the ring), let |p i | = σ i denote the number of nodes in path p i . The number of possible combinations of active nodes in path p i is given by
We create a matrix d, such that d i j denotes the jth combination of active nodes for the ith path. The size of d is σ max × ψ max .
Let us create a flow matrix F such that F i j is the flow from node i to nodes within path j. The size of matrix F is N × [2N (N − 1) ].
From F and d, we form matrix X by inspection, such that X i j represents the flow in path i with the jth combination of active nodes. Now we can formulate our minimization function as
where y i j = 1 if a light-trail is assigned for theX i j path and active node combination, and y i j = 0 otherwise, subject to the constraint
Note:
• X i j = 0 if no path or no combination exists.
• X i j > 1 signifies that more than one light-trail will be needed to satisfy F i j .
• X i j < 1 signifies that the cumulative flow of nodes in path i with jcombination of active nodes is < 1 and hence a light-trail can exist.
By not keeping a bound on y i j for all j, we keep all multiple light-trails on the same path and active node combination. This allows cases such as F i j = 1, creation of a lightpath, or 2 > X i j > 1 creation of two similar light-trails.
Quantiative Evaluation
This section deals with the numerical evaluation of a light-trail network.
Simulation Model: For validating the analytical behavior and deriving quantitative results regarding the performance of a light-trail-based network we built a simulation model for optical burst switching. In the model we assume 12 nodes forming a metropolitan ring with 20 km of single-mode fiber (SMF) with 0.2 db/km of loss specification between two adjacent nodes. The channel rate is assumed to be 1 Gbit/s, and at each node we assume a 1-GHz 16-bit processor that processes control packet information. The network is laid on a 2-fiber ring with 40 data wavelengths and 1 control wavelength in each fiber, and each fiber is unidirectional in communication. Each fiber also has one channel (the forty-first channel) dedicated for control purposes. Optical bursts are assembled through an aggregation process described in Ref. [15] . In the process of assembling a burst, packets are collected from multiple service disciplines (voice, data, video, etc.). The burst size directly depends on the maximum allowable holding time of the initial set of packets that start forming the burst. 
8.A. Maximum Queuing Delay and Burst Size
Inequality (11) governs the three parameters affecting light-trail communication-namely, burst size, burst arrival rate, and number of nodes in the light-trail. These parameters in effect give rise to an interesting factor-the maximum waiting time a burst has to undergo at a node before being successfully transmitted. To evaluate the potential of light-trails for serving as a platform for packetlike (burstlike) dynamic communication, we conducted a simulation and compared the results with those achieved through the use of the analytical model of Section 5. Table 1 shows the analytical and simulated values of maximum delay at the penultimate node seen in a light-trail set up as a function of burst sizes for the same arrival rate λ. We consider the case of light-trails for different numbers of nodes and different burst sizes. Note that we take into account the fact that if maximum delay does not satisfy Eqs. (13), (14) then the system fails. We see that analytical and simulation results match with an error below 5%. Shown in Table 2 is the variation of queuing delay with respect to burst size. We see that as burst size increases the delay increases accordingly. In fact the increase of delay in this section of the graph is almost linear, while for very small bursts (submillisecond duration) the delay seen was also exponentially decreasing. 
8.B. Provisioning Time in Light-Trails for Optical (Burst) Connections
For efficient burst-type communication the ratio of burst setup time to duration is a key parameter for effective burst switching. Burst transport algorithms, because of the constraints on switching speed and the uncertainty of resource availability that is due to the distributed nature of a network, have relied on preallocation of resources to create an end-to-end optical path. JET [14] is a leading burst transport algorithm based on preallocation of resources in time, using an out-of-band signaling approach. In light-trails, because the optical connection does not need to reset switches, one can expect an advantage in provisioning time. Shown in Fig. 9 is the provisioning time for light-trails, including connections established within a light-trail and those that require establishing a new trail. For both light-trail and JET burst switching we consider the provisioning time to be a function of the hop length, switch configuration time, and control packet processing time. Optical bursts are generated by multiplexing different classes of traffic (namely, voice and data). In the simulation study we assume Poisson and Pareto distributions for burst aggregation. The scheduling policy for bursts that are delay sensitive is shown in Ref. [15] . In the simulation we use a line rate of 1 Gbit/s and bursts of 22 ms in length (worst case). In the simulation propagation delays are taken to be for 20-km links between consecutive nodes to emulate a typical metro area. Control packets are 20 kb in length, and we assume a 1-GHz. processor at each node to process the dropped control packets. For a collection of simulated rings of sizes varying from 10 to 16 nodes and 40 wavelengths, we have the speed of control channel to be 51 Mbit/s to avoid collision and to guarantee control packets to nodes as desired with a probability of 0.999. Figure 8 shows a significant benefit in the provisioning times for light-trail communication. Quantitatively we see that even if a contemporary fast switch [16] having configuration time of 0. 1 ms is assumed for JET we still see an approximate 3-order-of-magnitude decrease in provisioning time for single connection with light-trails. If we further assume that the light-trail is already set up and that burst transport only involves creating connections within a light-trail, we observe results such that there is on average an order of two advantage in provisioning as compared with provisioning by using JET, showing the importance of optimized light-trail length. This validates the light-trail architecture as a method for providing high bandwidth on demand to end users on a real-time basis. 
8.C. Network Utilization Benefits of Light-Trails
A major advantage of using light-trails for burst transport as compared with classic optical burst switching is the benefit observed in network utilization. In classic optical burst switching the data burst is sent upon the successful reservation of bandwidth in the path. That is, for every burst to be broadcast, a control packet has to be sent, and switches have to be configured. This procedure can be time consuming. By requiring an exclusive wavelength path to be set up for each burst, long voids are created within the channel, since there is no utilization of the channel while the control packet is in transit or while switches are being configured. In contrast, in light-trails we do not have to configure switches. This leads to excellent provisioning times as seen in the previous subsection. Moreover, this also leads to better utilization of the system. Shown in Fig. 9 is a comparison of utilization of a single wavelength for different loads for both light-trails as well as classical burst switching. We assume a 1-Gbit/s channel in both cases. Bursts are aggregated according to algorithm in Ref. [15] . The average length of the path (for both light-trails and OBS) is 5 hops. Propagation delays are assumed to be for 20 km per hop, and processing at each node done by a 1-GHz processor (processing for control packet is 1.25 µm). Control packets were 20 kbit in maximum length. Load is computed stochastically in Erlangs. Utilization is defined as the ratio of capacity used over time for actual data transmission to the total capacity. Switching time for classical OBS switches when practical mechanical optical switches are used is 0.1 ms [16] . Faster implementations of optical cross connects are not feasible primarily because optical technology for fast switches (SOA or MZI) is not mature enough [12] . Owing to this long switching time requirement, OBS solutions result in poor networkwide utilization. On average, as seen in the simulation, the utilization of light-trails is an order of magnitude better than that seen in OBS under similar conditions. 
8.D. Bound to the Number of Light-Trails in a Ring Network
From the optimization algorithm shown in Section 7, we simulate a ring network with various flows. These flows are between source destination pairs and can occupy fractional or whole wavelength granularity. Further, these flows are arbitrary in nature, with any sourcedestination pair being equally likely to result in a particular flow. These flows are normalized so that for every source-destination pair we get a number between 0 and 1, which denotes the net flow from the source to the destination normalized over the maximum delay requirement as well as the line rate. In Fig. 10 we show the number of light-trails required for creating a preset logical topology. This logical topology indicates the number of lighttrails needed to facilitate the given cumulative flow (sum of TF) in the network in a way that the logical light-trails topology does not have to change, i.e., that the optimized logical topology can support all the flows in the traffic flow matrix TF without the need for further reconfiguration of the network. In Fig. 10 we show two cases, for 10 and 12 nodes, illustrating the behavior of the light-trail network. We see that the optimization algorithm binds the number of flows to the number of light-trails required, and toward the higher side of the graph (more flows) we note that the utilization of light-trails (number of lighttrails/cumulative flow) is very good, of the order of 90% or greater. This also validates the lower bound given above. 
Conclusions
We introduced and evaluated the light-trail architecture. Light-trails were demonstrated as a potential solution for services requiring very fast provisioning. In addition, light-trails were shown to be capable of time differentiated sub-lambda provisioning-the key to future IP-centric optical networks for applications such as bandwidth on demand. The architectural benefits of light-trails include its characteristic drop-and-continue functionality, creating optical multicasting, the fundamental requirement for many of the so-called highbandwidth killer applications driving the introduction of optical networks, such as video on demand. The proposed solution has the added advantage of being in principle realizable with off-the-shelf components.
