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The problem of determining the dimension and character of the irreduelbte representations of 
the special linear group ofinvertible n x n matrices of determinant i, with coefficients in a field 
K, is completely solved in characteristic zero, as in this case there is an explicit formula due 
to Weyl (1946). In characteristic p instead, the problem is almost completely open. In this 
paper we present an algorithm that allows the computation of the character and the dimension 
of the irreducible representations of SL(n, K), K being an infinite field. 
The algorithm has been implemented on a computer system, using language p-simp, and has 
as a starting point a classical result of representation theory, which says that each irreducible 
representation f SL(n, K) has a unique (up to scalars) highest weight vector, and non-isomor- 
phic representations have different highest weight. 
Therefore, the problem of computing character and dimension of all irreducible representa- 
tion of SL(n, K) reduces to the problem of determining character and dimension of an 
irreducible representation with given highest weight. 
Moreover, the so-called "straightening formula" enables an explicit basis to be written for 
the Schur modules and once this has been achieved one can easily write down the matrix of 
an integral linear map whose rank equals the dimension of the irreducible module associated 
to the given Schur module. 
1. Introduction 
In this paper we explain an algorithm which produces the dimensions of modular  rat ional  
irreducible representations of  the special l inear group SL(n, K) of invertible n x n 
matrices of determinant 1, with coefficients in K; K being an infinite field o f  arb i t rary  
characteristic. 
To describe the algor ithm, we need to recall some basic facts from representat ion 
theory. It is known that, over an infinite field K, the irreducible representat ions of  
SL(n, K) are characterized by their highest weights. I f  D(n, K) is the maximal torus of  
diagonal matrices of  determinant  1, a weight vector v of a representation V o f  SL(n, K) 
is a simultaneous eigenvector for all elements of  D(n, K). By considering the eigenvalues, 
we obtain a rational group homomorphism Z: D(n, K )~K* ,  called the weight of  the 
vector v. It is well known that the group of rational homomorphisms D(n, K) ~ K* is 
isomorphic to Z" -1 ,  so we can order the weights lexicographically. Therefore, to each 
representation of SL(n, K) we can associate its highest weight. Moreover,  it is well  known 
that each irreducible representation of  SL(n, K) has a unique (up to scalars) highest 
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weight vector, and that non-isomorphic rreducible representations have different highest 
weights. 
For any highest weight 4, there is an explicit representation V~. of SL(n, K) (called the 
Schur module associated to 4) with a unique highest weight vector v~, of weight 2. By 
taking the submodule Lz generated by vz, one obtains an irreducible representation of
SL(n, K) (actually defined over Z) of highest weight 2. Therefore, the problem is simply 
to determine the dimension and character of L~. In characteristic zero L~ = V;. and there 
are explicit formulas for this (Weyl character and dimension formulas), while in positive 
characteristic the problem is almost completely open. A different algorithm which 
computes the matrices of the modular representations of S,, and GL(n, K) can be found 
in section 9 of Clausen (1980). 
In our case, we consider another classical explicit representation W~ of SL(n, K) (called 
the Weyl module associated to 2). It is known that there is a unique (up to scalars) 
non-zero SL(n, K)-equivariant map W;. ~ V~., and the image of this map turns out to be 
exactly Lz. Our algorithm provides an explicit description of the above map, which allows 
one to write down its matrix (in given bases). The matrix has integer coefficients, thus by 
computing its rank in characteristic p we obtain the dimension of Lz in characteristic p. 
The algorithm its based on the so-called "straightening formula" (De Concini et al., 
1980), which permits one to express any element of V~ in terms of a standard basis. 
2. Sehur  Modu les  
In this section we shall recall, for any fixed n and for any partition 2= 
(2j ~> 22 f> ' ' '/> 2~), 21 <~ n - l, the construction of the Schur module Vx and give an 
explicit basis for Va, as well as an algorithmic procedure to write any element of V~ as a 
linear combination of the elements of this basis. 
In order to do this, let us fix an infinite field K and let us consider the ring 
R = K[X'U] 1, ,17 - 1 ' 
and the matrix X = (X~/). 
Given any sequence 1~ i~ ~< 9 9 9 ~< i. ~< n and r ~< n - 1, denote by 
[i, . . .  it] 
the polynomial which expresses the determinant of the matrix whose rows are the rows 
of X of indices i~ . . . . .  ~. and whose columns are the columns of X" of indices 1 , . . . ,  r. 
Now fix 2 = (2~ ~> 9 9 9 t> 4.3). We define a Young tableau of shape 2: 
ill /121 
as the polynomial in R which expresses the product I-~ . . . .  , [ij, i j j .  
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The span of all Young tableaux of shape 2 is by definition the Schur module Va. Since 
R is the coordinate ring of the affine space R of n x n - I matrices, the natural action of 
a = SL(n, K) 
on A given by left multiplication i duces an action of G on R. Since Vz is clearly stable 
under this action, it has a structure of G-module. We shall now give an explicit basis for 
Vz. From the general theory of Young tableaux (De Concini et al., 1980), we recall that 
a Young tableau 
al l I aim i 
I 
a21 aem2 
asl asms 
(with ml >t"'" ~> m., and au~{1, 2. . . .  }) is called "standard" ifi 
(i) a u < a~k whenever k >j,  
(ii) at/<~ a~j whenever k >/i. 
In (De Concini et al., 1980) it is shown that the following holds. 
THEOREM (1.1) (Hodge, 1943). The set of standard tableaux of shape 2 forms a basis for 
v;. 
The proof of this theorem, and an explicit algorithm to write any tableau as a linear 
combination of standard tableaux, has been obtained by various authors (Doubilet et al., 
1974; Weyl, 1946). A clear exposition of the algorithm, also in the more general case of 
double tableaux, is given in De Concini et al. (1980). 
3. Irreducible Modules in Arbitrary Characteristic 
We start by mentioning a proposition which has been noticed in Clausen (1979) and 
De Concini & Procesi (1976). Let us set: 
1 2 
1 2 
/)2 
1 2 
22 
21 
and call v2 the canonical vector of Va. (Notice that it is a highest weight vector with 
respect o the standard maximal torus of diagonal matrices.) 
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PROPOSITION (2.1). Let V~ be a Schur module and vz its canonical vector. Then va belongs 
to all non-zero SL(n, K)-submodules of Va. 
PROOF. This is easily deduced, for example, from Clausen (1979, theorem 6.7), where a 
GL(n, K)-version is proved. 
By applying the permutation that reverses the order of [ 1 . . . . .  n], we get that the same 
property holds for the so-called "anticanonical" vector of Vx, defined as the tableau: 
n -21+l  In 
= 
n-2 ,+ l  n 
We point out the two following consequences of Proposition (2.1) (for the first we need 
the linear reductivity of SL(n, K) in characteristic zero). 
COROLLARY (2.2). I f  K has characteristic O, then V~ & irreducible. 
COROLLARY (2.3). Let L~ c V~ be the cyclic G.module generated by vx. Then L~ is the 
irreducible module associated to V~. 
Given 2, we introduce a new partition 
z=(L  
defined by ~', = n -  2., . . . . .  ,~,. = n -  2~, and call it the partition adjoint to 2. We now 
define the Weyl module Wa as the dual module of Vz. 
It is clear that the basis of standard tableaux for Vz gives a dual basis for Wa. 
Furthermore, if we denote by wa the basis element of Wz dual to the anticanonical vector 
of V r, by dualizing the observation following Proposition (2.1), we easily get that Wa is 
a cyclic G-module generated by wa and that wa is a highest weight vector of Wa with 
weight equal to that of va. In particular, this implies that Va - Wa in characteristic zero. 
Consider now a non-zero G-equivariant map qJ: Wx --+ V~ (we will give later an explicit 
one). Let T be the standard torus of diagonal matrices, then qJ is also T-equivariant, 
hence for any character Z of T, denoting by Wa(Z) (respectively by La(z)) the subspace of 
W~ (resp. of L;.) of vectors of weight X, we have W(W~(z)) = La(x). 
Now, if X is the weight of va (hence also that of w~), we have Wa(Z) = Kw~ and 
L~(Z) = Kva; so W maps w~ to a non-zero scalar multiple of va. Since Wx (resp. La) is the 
cyclic G-module generated by w~ (respectively by vz), it follows that: 
v(w ) = 
Thus to know the character and dimension of Lz it will suffice to write down explicitly 
the matrix representing a non-zero G-equivariant map ~: Wz ~ V~ in the given bases. 
Now observe that the bases we chose for W:. and V~ consist of weight vectors, therefore 
the matrix representing q~ will be in block diagonal form, one for each weight. Moreover, 
the symmetric group S, acts on the weights, so it permutes the sets W~(X) (respectively 
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Lz(X)), and this permutation can be seen, up to sign, as a translation by some element of 
G. Therefore, if )fi, Z2 are two characters which lie in the same S,-orbit, we have a 
commutative diagram: 
w~.(zO -~ , w~.(z2) 
L~(Xt) - ~L~.(Z2) 
in particular, two blocks relative to two weights belonging to the same S,-orbit will be 
equal. Therefore, in order to write down the matrix of W, we only need to compute the 
blocks relative to a chosen representative of each Sn-orbit of weights of Wa. As it is clear, 
this in practice greatly simplifies machine computations in our problem. 
We will now define a non-zero G-equivariant morphism ~a: Wa ~ V~ in such a way 
that the matrix representing W in the given bases will be integral, thus the same definition 
will work over any field. 
To define q~). it suffices to give a non-zero invariant vector Dx ~ V~ | Vz ~- Horn(Wa, V~). 
To do this, we first embed this tensor product in a polynomial ring. Let 
S = K[Xu], i=  1 . . . . .  n , j  = I . . . . .  2n -2 ;  clearly G acts on S by the usual action 
induced by left multiplication and moreover S = R | where 
= k[Xu], i = 1 . . . . .  n, j = n . . . . .  2n - 2. By translating column indices by n - 1 we get 
a G-equivariant embedding of Vz into /~, so we obtain a G-equivariant embedding of 
II;, | Vr. into S. 
We can now define D;. Consider a rectangle A of base n and leg s: 
J A: s 2 
I ..... 
in which 2 and 37 are cut out as above; then fill 2 canonically from 1 to n -  1 and 37 
canonically from n to 2n - 2. Call A r the rectangle obtained by filling A in such a way. 
Consider then the following matrix: 
(~=l  . . . . .  n ) 
r" = (xo. )  1, ,2 , ,  - 2 ' 
and define dp as the determinant of the maximal order minor of Y formed by all rows and 
by those columns whose indices appear in the pth row of A r. Set 
D~ = I~I de, 
p=l  
then D~. is obviously G-invariant and non-zero. 
PROPOSITION (2.4). D;. ~ V)|  Vz, hence defines the desired invariant. 
PROOF. The proof we shall give supplies an easy way to write D a as a linear combination 
of tensor products of a tableau of shape 2 with one of shape 37. This, together with the 
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algorithm to straighten tableaux, will allow us to write explicitly the matrix of the linear 
map W). associated to D~. in terms of our bases. Furthermore, since both the expressions 
for D). that we shall give below and the straightening algorithm involve only integral 
coefficients, our matrix will have integral coefficients as stated above. 
To express D~. as an element of V~| V,:, we remark that the determinant dp involves 
exactly 2e columns among the first n - 1 columns of  Y. Using Laplace expansion formula 
for the determinant, we can expand de with respect o the first 2p columns, thus obtaining 
an expression of the form 
dp = Ef,'g,, 
where feR  is the determinant of a 2e x 2e minor of Y whose columns are the first 2p 
columns of IT, and gfsJ~ is the determinant of an n - 2 e x n - 2 e minor of the matrix 
n, ,2n -2  ' 
whose columns are the first n - 2p columns of -,V. Since Da is the product of the alp's, 
expanding each dp as above and rearranging terms, we clearly get an expression of Da as 
a linear combination of tensors in Vx@ Vz as desired. 
Finally we summarize the algorithm. First of all we write the Laplace expansion of 
each row of the invariant D;. We observe that, by multiplying out these expansions, one 
would obtain an expression of the form ~ Vh| where v/,~ Va and gh is the tableau of 
shape 2"whose ith row consists of the complement in {1 . . . . .  n} of the (n - i)th row of 
vh. By grouping together those vh's with the same weight, we have D;. = Y' D z, where the 
matrix relative to D z will be the block relative to the weight ;~. 
Thus, having written the Laplace expansions of the rows of Da, we proceed to generate 
a set of representatives of the S,,-orbits of the weights appearing in V~. For each element 
Z of this set of representatives, we first compute the cardinality m z of the S,,-orbit of )~ 
(this will be the multiplicity with which the block relative to X appears in the matrix), then 
form the product #1 9 9 - #,,. of the Laplace expansions #,. we pick out those elements v|  
where v has weight Z, and add them up. We will have therefore obtained the expansion 
Dx = Y', vh | with v h E V~. of  weight Z. 
Now, using the straightening algorithm, we express each vh as a linear combination of 
standard tableaux vz, = ~_.e ;~0~ej, where el will have necessarily weight X. Now observe that 
the transformation v---, f is linear and maps standard tableaux to standard tableaux, 
therefore 
Then the matrix B z = (/3jk), where/3ik = ~h ?~,k?hj, is the block of q~ relative to ;~. 
Finally, we compute the invariant factors of B z and let Sz(p) be the number of those 
which are not divisible by p (p being a prime). Then, the dimension of Lx over an infinite 
field of  characteristic p is simply equal to ~ mxsz(p), the sum ranging over the set of 
representatives of the weights chosen above. 
REMARK. Since a standard basis exists for Schur modules of classical groups (see, 
Lakshmibai et al., 1979) and at least in the case of the symplectic group even a 
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straghtening algorithm (see De Concini, 1979), it should be possible to develop an 
analogous algorithm for computing the dimensions of the irreducible modular  representa-  
tions of the symplectic and orthogonal  groups. 
Finally, we wish to point out that we have implemented the algor ithm described in this 
paper on a computer system support ing language MUSIMP-83 as a basis. 
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