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Abstract
Verification, validation and uncertainty quantification (VVUQ) have become a common practice in thermal-hydraulics
analysis. An important step in the uncertainty analysis is the sensitivity analysis of various uncertainty input parame-
ters. The efficient method for computing the sensitivities is the adjoint method. The cost of solving an adjoint equation
is comparable to the cost of solving the governing equation. Once the adjoint solution is obtained, the sensitivities to
any number of parameters can be obtained with little effort. There are two methods to develop the adjoint equations:
continuous method and discrete method. In the continuous method, the control theory is applied to the forward gov-
erning equation and produces an analytical partial differential equation for solving the adjoint variable; in the discrete
method, the control theory is applied to the discrete form of the forward governing equation and produces a linear
system of equations for solving the adjoint variable. In this article, an adjoint sensitivity analysis framework is devel-
oped using both the continuous and discrete methods. These two methods are assessed with the one transient test case
based on the BFBT benchmark. Adjoint sensitivities from both methods are verified by sensitivities given by the per-
turbation method. Adjoint sensitivities from both methods are physically reasonable and match each. The sensitivities
obtained with discrete method is found to be more accurate than the sensitivities from the continuous method. The
continuous method is computationally more efficient than the discrete method because of the analytical coefficient
matrices and vectors. However, difficulties are observed in solving the continuous adjoint equation for cases where
the adjoint equation contains sharp discontinuities in the source terms; in such cases, the continuous method is not as
robust as the discrete adjoint method.
Keywords: sensitivity analysis, discrete adjoint method, continuous adjoint method, transient two-phase flow
1. Introduction
In recent years, verification, validation and uncertainty quantification (VVUQ) have become a common practice
in thermal-hydraulics analysis. In general, these activities deal with propagation of uncertainties in computer code
simulations, e.g., through system analysis codes. An important step in uncertainty analysis is the sensitivity analysis
of various uncertain input parameters. The common method to calculate sensitivity includes variance-based and
regression-based methods. However, these methods require solving the system of interest multiple times, sometimes
100s of times, which is computationally expensive. An alternative method for calculating sensitivities is the adjoint
method. The cost of solving an adjoint equation is comparable to the cost of solving the governing equation (forward
equation, e.g. the two-phase two-fluid model). However, once the adjoint solution is obtained, the sensitivity to an
arbitrary number of parameters can be calculated at the same time.
Adjoint equations are not rare throughout mathematics and its applications. There is a long history of using the
adjoint method in optimal control theory. The use of adjoint method for computing sensitivities came up in the nuclear
industry in the 1940s for the estimation of first eigenvalues of the transport equation. Later, the adjoint method became
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popular in computational fluid dynamics field [1, 2]. Within the field of aeronautical computational fluid dynamics,
the use of adjoint method has been seen in [3, 4, 5, 6]. Adjoint problems arise naturally in the formulation of methods
for optimal aerodynamic design and optimal error control [7, 2, 8, 9]. Adjoint solution provides the linear sensitivities
of an objective function (e.g. lift force and drag force) to a number of design variables. These sensitivities can
then be used to drive an optimization procedure. In a sequence of papers, Jameson developed the adjoint method
for the potential flow, the Euler equation, and the Navier-Stokes equation [3, 4, 5, 6]. The application of the adjoint
method to optimal aerodynamic design is very successful. However, to the author’s best knowledge, successful adjoint
sensitivity analysis to two-phase flow problems is rare. Cacuci performed an adjoint sensitivity analysis to two-phase
flow problems using the RELAP5/MOD3.2 numerical discretization [10, 11, 12]. An application of Cacuci’s method
was illustrated by [13], where the method was applied to the blow-down of a gas from a pressurized vessel.
There are two methods to develop the adjoint equations: continuous and discrete [14]. In the continuous method,
the control theory is applied to the governing equation through a variation analysis. The variation of the governing
equation and the response function with respect to the primitive variables (e.g. pressure and velocity) and input
parameters (e.g. boundary conditions) are combined through the use of Lagrange multipliers (adjoint variables).
The continuous adjoint equation and its boundary conditions are specified by collecting the terms associated with
the variation of the primitive variables; while the sensitivity is specified by the terms associated with the variation
of the input parameters. The continuous adjoint equation is then discretized to obtain numerical solutions. In the
discrete method, the control theory is applied directly to the discrete form of the governing equation (e.g. the residual
vector given by the discretization). The discrete adjoint equation is specified by collecting terms associated with the
variation of the primitive variables; while the sensitivity is specified by collecting terms associated with the variation
of the input parameters. The discrete adjoint equation is usually given in the form of a system of linear equations.
The main advantage of the continuous adjoint method is that it provides a continuous adjoint equation in an
analytical form, which does not depend on the solver for the forward equation and can be solved separately. This
analytical form helps researchers study and understand the nature of the equation. The main disadvantage of the
continuous method is that it requires one to develop an appropriate algorithm to discretize the adjoint equation and its
boundary conditions. The development, verification, and validation of the adjoint code is complicated due to the lack
of suitable benchmark test cases. The main advantage of the discrete adjoint method is that the code development is a
straightforward process because it is closely related the forward solver. The variation of the discrete forward equations
produces the coefficient matrices and vectors for the discrete adjoint equation. These coefficient matrices and vectors
can be obtained either manually or by automatic differentiation. The robustness and accuracy of the adjoint code is
the same as that of the forward code because the eigenvalues of the two systems are the same. The main disadvantage
of the discrete method is the extra complexity in obtaining coefficient matrices/vectors manually or the extra cost in
obtaining coefficient matrices/vectors with automatic differentiation.
In previous work [15, 16, 17], the author applied separately the continuous and adjoint methods to sensitivity
analysis in steady-state two-phase flow simulations. Both methods were found to work well. However, these two
methods were based on different forward solver and were assessed with different test problems. This article will
assess both methods within the same framework for a consistent comparison. In additions, the previous studies were
limited to steady-state problems. Since the transient behavior of the two-phase system is important in reactor safety
analysis, this article will assess the application of both continuous and adjoint methods to sensitivity analysis in
transient two-phase flow simulations.
This article is organized in the following way. Section 2 presents briefly the forward numerical scheme for solv-
ing the two-phase two-fluid model equation. Section 3 presents the adjoint sensitivity analysis framework for both
continuous and discrete adjoint method for transient two-phase flow simulations. Section 4 presents the numerical
tests for verification and assessment of both continuous and discrete adjoint methods. The faucet flow will be used
to assess the application of both methods to steady-state problems. One transient test in BFBT benchmark will be
used to assess the application of both methods to realistic transient two-phase flow problems. Section 5 presents the
conclusion and the future work of the current adjoint sensitivity analysis framework.
2
2. Forward solver
2.1. Two-phase two-fluid model
For 1D problems, the basic two-phase two-fluid six-equation model without any differential closure correlations
[18] can be written in a vector form as
∂U
∂t
+
∂F
∂x
+ Pix
∂αg
∂x
+ Pit
∂αg
∂t
= S (1)
where U is the vector of conservative variables, F is the vector of flux variables, Pix and Pit are the vectors related to
the partial derivatives of the void fraction, and S is the vector of source terms. They are defined as
U ≡

αlρl
αlρlul
αlρlEl
αgρg
αgρgug
αgρgEg

,F ≡

αlρlul
αlρlu2l + αl p
αlρlHlul
αgρgug
αgρgu2g + αg p
αgρgHgug

,W ≡

αg
p
Tl
Tg
ul
ug

,Pix ≡

0
p
0
0
−p
0

,Pit ≡

0
0
−p
0
0
p

(2)
Let the subscript k = l, g denote the liquid phase and gas phase, respectively. The variables (αk, ρk, uk, ek) denote the
volume fraction, the density, the velocity, and the specific internal energy of k-phase. The summation of phasic volume
fraction should be one, i.e. αl + αg = 1. p is the pressure of two phases. Ek = ek + u2k/2 and Hk = ek + p/ρk + u
2
k/2
are the phasic specific total energy and specific total enthalpy.
An appropriate Equation of State (EOS) is required to close the system. For many practical problems in the nuclear
thermal-hydraulics analysis, the temperature of two phases are required to model the source terms. In such a case, a
useful EOS is given by specifying the Gibbs free energy as a function of pressure and temperature Tk, i.e.
gk = gk(Tk, p), for k = l, g (3)
After specifying the specific Gibbs free energy, the phasic density and specific internal energy are obtained from the
partial derivatives of the specific Gibbs free energy. The details about specifying the EOS through the specific Gibbs
free energy are referred to [19, 15].
2.2. Numerical scheme
For 1D problems, the spatial discretization is shown schematically in Figure 1. The physical domain is divided into
N cells. The cell center is denoted with an index i and the cell boundaries are denoted with i ± 1/2, for i = 1, · · · ,N.
All unknown variables are solved in the cell center (co-located mesh). On each side of the physical domain, ghosts
cells are used to deal with boundary conditions.
Figure 1: Schematic of the 1D spatial discretization
The two-phase two-fluid model is solved with the backward Euler method, which gives a fully implicit scheme
Un+1i − Uni + Pn+1it,i
(
αn+1g,i − αng,i
)
= ∆tL†
(
Un+1i
)
(4)
whereL† is an operator representing the spatial differential operators and the source terms,
L† (Ui) = − Fˆi+1/2 − Fˆi−1/2
∆x
− Pix,iαg,i+1 − αg,i−12∆x + Si (5)
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where Fˆi+1/2 and Fˆi−1/2 are low-order numerical fluxes at cell boundaries. More details of the numerical scheme can
be seen in [20].
A first-order Roe-type numerical flux is constructed following the Roe-Pike [21, 22] method. Let Ac be the Jaco-
bian matrix defined as Ac ≡ ∂F/∂U. The subscript c denotes that the Jacobian matrix and eigenvalues/eigenvectors
are obtained with the conservative part of the equation [23, 15]. Let λm and Km, for m = 1, · · · , 6 be the eigenvalues
and right eigenvectors of the matrix Ac. Let Q(z) be a scalar function defined as
Q(z) =
{ 1
2
(
z2
δ
+ δ
)
, |z| < δ
|z|, |z| ≥ δ (6)
where δ is the coefficient for the addition of numerical viscosity term, which is set at 0.125 as was used by Yee [24].
The Roe-type numerical flux is constructed by
Fˆi+1/2 =
1
2
(Fi + Fi+1) − 12
6∑
m=1
ω˜m,i+1/2Q
(
λ˜m,i+1/2
)
K˜m,i+1/2 (7)
where ωm,i+1/2 is the wave strength when projecting the conservative vectors to the characteristic space. The Jacobian
matrix, approximate eigenvalues, and eigenvectors are given in the Appendix A for reference. Complete details about
the approximate eigenvalues/eigenvectors and the average state are referred to [23, 15].
Eq. (4) forms a set of algebraic nonlinear equations, which are solved with the JFNK method. Eq. (4) can be
generalized as
G(W) = 0 (8)
where G denotes the global residual function of Eq. (4) and W is the vector of unknown primitive variables. The
JFNK method is based on the Newton’s method, which solves the nonlinear algebraic equations iteratively
JmδWm = −G(Wm) (9)
Wm+1 = Wm + δWm (10)
where m denotes the m-th step of the iteration. The iteration starts with an initial guess of W which is usually taken
from the old time step. Jm is the Jacobian matrix define as
Jm ≡
(
∂G
∂W
)m
(11)
In the JFNK scheme, the linear equation Eq. (9) is solved with the Krylov subspace method. The essential idea of the
JFNK method is that the Krylov method requires only the matrix-vector product and the explicit form of the Jacobian
matrix could be avoided. The matrix-vector project is approximated with
Jmv ≈ G(W
m + v) −G(Wm)

(12)
where v is the Krylov vector and  is a small parameter. In this article, the JFNK method is implemented with the
scientific computational toolkit PETSc [25].
3. Adjoint sensitivity analysis
3.1. General framework
LetG† be the operator that represents the governing equation of the forward problem, e.g. the two-phase two-fluid
equation. Let W be the vector of physical variables. For the forward problem, there are usually a few parameters (ω)
that affect the solution, e.g. the physical model parameters and boundary conditions. Suppose the governing equation
is written as
G† (W,ω) = 0 (13)
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Let R† be the operator that measures the quantity of interest (response function), e.g. void fraction. The response
could be expressed as
R = R† (W,ω) (14)
In the following discussion, vectors and matrices are defined in a way such that the multiplications shown in the
following equations are the inner product.
Let δ be the variation operator. A perturbation in the parameter of interest, δω, will cause(
∂G†
∂W
)
ω
δW +
(
∂G†
∂ω
)
W
δω = 0 (15)
δR =
(
∂R†
∂W
)
ω
δW +
(
∂R†
∂ω
)
W
δω (16)
Note that δR/δω is the sensitivity we would like to quantify. Solving for δW with Eq. (15) is usually expensive
because it requires solving the forward problems. The idea of the adjoint method is to remove the dependency of δR
on δW by combining Eq. (15) and Eq. (16) using Lagrange multipliers.
For brevity, the subscriptsω and W in the partial derivatives are dropped. Let φ be a vector of free variables which
represents the vector of Lagrange multipliers. Multiplying the transpose of the Lagrange multiplier to Eq. (15) gives
φT
[
∂G†
∂W
δW +
∂G†
∂ω
δω
]
= 0 (17)
where the superscript T denotes the transpose operator. Since the right-hand side of Eq. (17) is zero, Eq. (17) can be
subtracted from Eq. (16) without changing the value of δR, i.e.
δR =
∂R†
∂W
δW +
∂R†
∂ω
δω − φT
[
∂G†
∂W
δW +
∂G†
∂ω
δω
]
(18)
Eq. (18) is rewritten as
δR =
(
∂R†
∂W
− φT ∂G
†
∂W
)
δW +
(
∂R†
∂ω
− φT ∂G
†
∂ω
)
δω (19)
Because the Lagrange multiplier φ is a vector of free variables, it can be chosen in a way such that
∂R†
∂W
− φT ∂G
†
∂W
= 0 (20)
The so-called adjoint equation is obtained by taking the transpose of Eq. (20), i.e.(
∂G†
∂W
)T
φ −
(
∂R†
∂W
)T
= 0 (21)
The Lagrange multiplier φ given by Eq. (21) is the so-called adjoint variable. With Eq. (21), the sensitivity is obtained
with
dR
dω
=
(
∂R†
∂ω
− φT ∂G
†
∂ω
)
(22)
Note that if the response function does not depend explicitly on ω, then ∂R†/∂ω can be removed from Eq. (22). The
advantage of Eq. (22) is that it is independent of δW, which means that the sensitivity of the response to an arbitrary
number of parameters can be determined without the need for additional forward calculations.
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3.2. Application of continuous adjoint method to two-fluid model
3.2.1. Continuous adjoint equation
The adjoint equation Eq. (21) and the response equation Eq. (22) are problem dependent. The continuous adjoint
method works with the PDE of the forward problem, i.e. Eq. (1). Note that the Pit∂αg/∂t term term can be handled
by the matrix Ait = Pit∂αg/∂U, i.e.
(I + Ait)
∂U
∂t
+
∂F
∂x
+ Pix
∂αg
∂x
− S = 0 (23)
Because (I + Ait) and its inverse can be obtained analytically, its effect can be considered later if interested. The
derivation is started with
∂U
∂t
+
∂F
∂x
+ Pix
∂αg
∂x
− S = 0 (24)
Let 〈∗〉x denote the integration in space, 〈∗〉t denote the integration in time, and 〈∗〉xt denote the double integration
in space and time. The integration in time is from t0 to time t1 and the integration in space is from x0 to x1. In this
article, the response function is generalized as
R = 〈q (x, t)〉xt (25)
where q is the quantity of interest which is a function of the primitive variables (W). Applying the variation operator
to the response function gives,
δR =
〈
∂q
∂W
δW
〉
xt
= 〈−QδW〉xt , with Q ≡ − ∂q∂W (26)
Let φ be the Lagrange multiplier (the adjoint variable). Multiplying φT to the variation of Eq. (24) and integrating
the product over space and time gives
−
〈(
∂φT
∂t
A0 +
∂φT
∂x
A1 + φTA2
)
δW
〉
xt
−
〈
φT
∂S
∂ω
δω
〉
xt〈
φTA0δW|t1 − φTA0δW|t0
〉
x
+
〈
φTA1δW|x1 − φTA1δW|x0
〉
t
= 0
(27)
where the following matrices are defined
A0 =
∂U
∂W
,A1 =
∂F
∂W
+ Pix
∂αg
∂W
A2 =
∂Pix
∂x
∂αg
∂W
− ∂Pix
∂W
∂αg
∂x
+
∂S
∂W
(28)
Note that the effect of Pit∂αg/∂t term can be added to A0. Subtracting Eq. (27) from Eq. (26) gives
δR =
〈(
∂φT
∂t
A0 +
∂φT
∂x
A1 + φTA2 −QT
)
δW
〉
xt︸                                                 ︷︷                                                 ︸
P1
+
〈
φT
∂S
∂ω
δω
〉
xt︸          ︷︷          ︸
P2
+
〈
φTA0δW|t0 − φTA0δW|t1
〉
x︸                              ︷︷                              ︸
P3
+
〈
φTA1δW|x0 − φTA1δW|x1
〉
t︸                               ︷︷                               ︸
P4
(29)
The continuous adjoint equation is obtained with Eq. (29) by removing the dependency of P1 part on unknown
δW, i.e.
AT0
∂φ
∂t
+ AT1
∂φ
∂x
+ AT2φ = Q (30)
The ICs for Eq. (30) is obtained by by removing the dependency of P3 part on unknown δW, i.e.
φ(x, t1) = 0 (31)
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The BCs for Eq. (30) are obtained by removing the dependency of P4 part on unknown δW, i.e.
B2 (φ) = 0, for x = x0 (32a)
B1 (φ) , B3 (φ) , B4 (φ) , B5 (φ) , B6 (φ) = 0, for x = x1 (32b)
where B1 to B6 are functions of φ that results from φTA1. Details of B1 to B6 are given in the Appendix B. Complete
details for obtaining Eq. (30), Eq. (31), and Eq. (32) are referred to [15].
Substituting Eq. (30), Eq. (31), and Eq. (32) into Eq. (29), the variation in the response function is reduced to
δR =
〈
φT
∂S
∂ω
δω
〉
xt
+
〈(
B1δαg + B3δTl + B4δTg + B5δul + B6δug
)
|x0 − (B2δp) |x1
〉
t
+
〈
φTA0δW|t0
〉
x
(33)
Sensitivities of the response function to source parameters, boundary conditions, and initial conditions can be obtained
with the first, second, and third part of the right hand side of Eq. (33), respectively. In the following analysis, the
sensitivity obtained with the continuous adjoint method is denoted as ‘CAS’.
The same mesh, Figure 1, will be used to solve the adjoint equation. A central finite difference discretization will
be used, which works well for problems where the forward solution is smooth, see [16]. Eq. (30) is discretized as
AT,n0,i
φn+1i − φni
∆t
+ AT,n1,i
φni+1 − φni−1
2∆x
+ AT,n2,i φ
n
i = Q
m
i (34)
where the superscript n denotes the nth time step. Note that Eq. (31) shows that the adjoint equation has to start from
the end time (t1) and integrate back to the start time t0, thus Eq. (34) will be assembled to a global linear equation for
solving φ at step n.
3.3. Application of discrete adjoint method to two-fluid model
The derivation of discrete adjoint equation starts with the discrete form of the forward problem, i.e. Eq. (4). For
the nth time step, The discrete form of Eq. (1) can be summarized as
Gni = U
n
i − Un−1i + Pnit,i
(
αng,i − αn−1g,i
)
− ∆tL† (Uni ) = 0, n = 1, 2, · · · ,M (35)
where M is the total number of time steps. Considering Eq. (35) in all cells and the input parameters (ω), the
discretized forward equation at nth time step can be generalized as
Gn(Wn,Wn−1,ω) = 0, for n = 1, 2, · · · ,M (36)
where Gn and Wn is the global residual and solution vector at nth step, respectively. There are in total M steps. Let G
be the global residual vector assembled with Gn for all M steps, i.e.
G =
(
G1,G2, · · · ,GM
)
(37)
This way, the discrete form of the forward problem is specified by
G (W,ω) = 0 (38)
where W represents the vector of forward solution at all time steps and all cells.
The response function for the discrete adjoint problem can be generalized as
R = R (W) (39)
where R(W) is a scalar function of the solution vector W.
Let φn be the adjoint solution at the nth step and φ be the global adjoint solution assembled from all time step, i.e.
φ =
(
φ1, φ2, · · · , φM
)
(40)
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The discrete adjoint equation is obtained by assigning G to the operator G† and R (W) to the operator R† in Eq.
(21), i.e. (
∂G
∂W
)T
φ −
(
∂R
∂W
)T
= 0 (41)
and the sensitivity is given as
dR
dω
= −φT ∂G
∂ω
(42)
Because the effect of ICs and BCs has already been included in the residual vector G, Eq. (41) and Eq. (42) haven
o explicit dependency on ICs and BCs. In the following analysis, the sensitivity obtained with the discrete adjoint
method is denoted as ‘DAS’.
The number of time steps for a transient problem may be very large, the dimension of Eq. (41) is too large to solve
efficiently . Fortunately, because the temporal discretization of the forward problem involves only forward solution
at two steps, Eq. (41) can be split into a series of linear equations with a smaller dimension. It is found that the
coefficient matrix/vector in Eq. (41) has the following form
(
∂G
∂W
)T
=

(
∂G1
∂W1
)T ( ∂G2
∂W1
)T
0 0 · · · 0
0
(
∂G2
∂W2
)T ( ∂G3
∂W2
)T
0 · · · 0
...
...
...
...
...
...
0 · · · 0 0
(
∂GM−1
∂WM−1
)T ( ∂GM
∂WM−1
)T
0 · · · 0 0 0
(
∂GM
∂WM
)T

,
(
∂R
∂W
)T
=

(
∂R
∂W1
)T(
∂R
∂W2
)T
...(
∂R
∂WM−1
)T(
∂R
∂WM
)T

(43)
Thus, the adjoint variable can be solved with(
∂GM
∂WM
)T
φM =
(
∂R
∂WM
)T
(
∂Gn
∂Wn
)T
φn =
(
∂R
∂Wn
)T
−
(
∂Gn+1
∂Wn
)T
φn+1, for n = M − 1, · · · , 1
(44)
In practice, the coefficient matrices and vectors in Eq. (44) are obtained with a numerical differentiation scheme. After
obtaining the adjoint variable, the sensitivity can be obtained with
dR
dω
= −
M∑
n=1
(φn)T
∂Gn
∂ω
(45)
Because the forward discretization is upwind and the coefficient matrices for the DAS is the transpose of the
forward Jacobian matrices, the solver for solving the discrete adjoint equation behaves like the forward solver. In
other words, if the forward solver is stable and robust, the discrete adjoint solver is also stable and robust. This is a
critical feature of the discrete adjoint method.
3.4. Steady-state problems
The adjoint equations for steady-state problems can be generalized from Eq. (30) and Eq. (41) by removing the
dependency on time.
3.5. Response function
The form of the response function does not affect the application of the adjoint method and should depend on
different problems. This article considers a group of response function that can be written as
R(xd, td) =
{ 〈ξ(x; xd, td)q(x)〉xt, continuous form∑N
i=1
∑M
n=1 ξ(xi; xd, td)qi∆x∆t, dicrete form
(46)
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where N is the total number of cells, M is the total number of time steps, xi is the location of the ith cell, and q denotes
a function of the primitive variable, e.g. q = αg. The other variable, ξ(x), is a weight function which is used to study
the behavior of the response function at different location xd and time td. The dependency of the response function on
xd and td is designed for verification purposes. In this study, ξ(x) is non-zero only in the neighboring cells of xd and
at time step td, which simulates a point-wise response function. The adjoint sensitivity analysis is in general efficient
for problems with few response functions.
The sensitivity coefficient is used for comparison. The sensitivity coefficient is defined as
SC =
dR
dω
ω0
R0
(47)
where ω0 and R0 are the nominal values of the input parameter and response, respectively.
3.6. Perturbation sensitivity analysis
It is in general impractical to get exact sensitivities to verify the sensitivities obtained with the adjoint method.
A perturbation analysis is used to provide the reference value of the sensitivities. The procedure for the perturbation
sensitivity analysis is straightforward,
PS ≈ Rε − R0
ε
(48)
where PS denotes the sensitivity from perturbation sensitivity analysis, Rε and R0 are the response functions calculated
by performing the forward simulation with and without the perturbation to the input parameter of interest, respectively.
In practice, ε = 10−6 is used.
4. Numerical tests
4.1. Steady-state test with faucet flow
This test is the Ransom’s faucet flow problem [26, 27, 28, 29], which has an analytical solution. This test problem
consists of a liquid stream entering a vertical tube at the top and falling under gravity to form a liquid stream of
decreasing cross-section. The length of the vertical tube is L = 12 m. The boundary conditions are: αg,inlet = 0.2,
Tl,inlet = 300 K, Tg,inlet = 500 K, ul,inlet = 10 m/s, ug,inlet = 0 m/s, and poutlet = 0.1 MPa. Properties of liquid and gas
are obtained from the IAPWS-IF97 formulation [19]. Since there is no mass and heat transfer between the liquid and
gas phases, the superheated steam is used to simulate the gas phase. The source vector of this problem is
S =
(
0 αlρlg 0 0 αgρgg 0
)T
(49)
where g is the gravitational acceleration constant and the superscript T is the transpose operator.
The void fraction, liquid velocity, and pressure are of particular interest to this test. The steady-state solution
[27, 30] of this problem is
ul(x) =
√
u2l,inlet + 2gex (50)
αg(x) = 1.0 −
(
1 − αg,inlet
)
ul,inlet
ul,ss(x)
(51)
p(x) = poutlet − ρgg(L − x) (52)
where g is the gravitational acceleration constant and ge is
ge = g
(
1 − ρg/ρl
)
(53)
where ρg = 0.435 kg/m3 and ρl = 996.56 kg/m3.
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4.1.1. Input parameters
For this test, 3 input parameters are considered: inlet void fraction, inlet liquid velocity, and gravitational constant,
i.e.
ω =
(
αg,inlet ul,inlet g
)
(54)
The inlet void fraction and inlet liquid velocity represent typical input parameters related to boundary conditions;
while the gravitational constant represent typical input parameters in the source terms. Several sensitivities can be
obtained analytically, i.e.
dαg(x)
dαg,inlet
=
ul,inlet
ul(x)
,
dαg(x)
dul,inlet
= −
2
(
1 − αg,inlet
)
gex
u3l (x)
,
dαg(x)
dg
=
(
1 − αg,inlet
)
ul,inlet x
u3l (x)
dul(x)
dul,inlet
=
ul,inlet
ul(x)
,
dul(x)
dg
=
(
1 − ρg/ρl
)
x
ul(x)
,
dp(x)
dg
= −ρg (L − x)
(55)
These analytical sensitivities are used to verify the adjoint sensitivity analysis framework by studying the estimation
error in the continuous and discrete adjoint sensitivity analysis.
4.1.2. Results
The forward solver is at first run to reach steady-state for preparing the coefficient matrices/vectors. Numerical
solutions match the analytical solution well. Assessment of the forward solver is omitted in this article and is referred
to [20]. For this test, σd = 0.25 and 11 points (xd) are used. At first, a mesh convergence study is done to select
an appropriate mesh size, shown in Figure 2. It is seen that N = 192 is fine enough for the sensitivity analysis,
which is used in the following analysis. Then both continuous and discrete adjoint method are applied to calculate the
sensitivities given in Eq. (55). The estimation error for the sensitivities from both methods is listed in Table 1. It is
seen that both continuous and discrete adjoint methods calculate the sensitivities very well. From the comparison, it
is seen that the continuous adjoint method tends to give more accurate sensitivities than the discrete adjoint method.
The explanation is that the coefficient matrix is approximated with a finite difference method in the discrete adjoint
method; while the coefficient matrix is given analytically in the continuous adjoint method. Because of the extra effort
to compute the coefficient matrix with a finite difference method, the discrete adjoint method takes more computational
time than the continuous adjoint method.
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Figure 2: Mesh convergence of continuous and discrete adjoint method for faucet flow at steady-state
Figure 3 shows the adjoint variable components obtained from both continuous and discrete adjoint method. The
adjoint variable component represents the effect (or value) of the respective forward governing equation to the response
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Table 1: Error analysis of the sensitivity coefficient from continuous and discrete adjoint method for faucet flow at steady-state. EDAS and ECAS
represent the relative error in the sensitivities from DAS and CAS. The analytical sensitivities are used as the reference values.
REF EDAS: % ECAS: % REF EDAS: % ECAS: % REF EDAS ECAS: %
xd:(m) q = αg, ω = αg,inlet q = αg, ω = ul,inlet q = αg, ω = g
0.96 9.17E-01 0.94 -0.03 -1.16E-01 -5.47 -10.48 5.82E-02 -4.60 -0.40
1.92 8.52E-01 0.89 -0.24 -1.87E-01 -1.99 -4.05 9.33E-02 -1.25 1.55
2.88 7.99E-01 1.12 0.68 -2.31E-01 -1.92 -0.97 1.15E-01 -1.28 0.05
3.84 7.55E-01 1.25 0.17 -2.60E-01 -1.66 -2.62 1.30E-01 -1.09 0.55
4.80 7.18E-01 1.02 -0.01 -2.78E-01 -1.02 -1.80 1.39E-01 -0.50 0.82
5.76 6.85E-01 1.10 0.56 -2.91E-01 -0.91 -0.64 1.45E-01 -0.43 0.28
6.72 6.57E-01 1.02 0.36 -2.99E-01 -0.69 -0.48 1.49E-01 0.20 0.37
7.68 6.32E-01 1.04 0.11 -3.04E-01 -0.61 -1.14 1.52E-01 0.19 0.59
8.64 6.09E-01 1.06 0.50 -3.06E-01 -0.52 -0.48 1.53E-01 0.20 0.26
9.60 5.89E-01 0.86 0.34 -3.08E-01 -0.42 -0.44 1.54E-01 0.23 0.26
10.56 5.71E-01 0.89 0.18 -3.08E-01 -0.37 -0.84 1.54E-01 0.23 0.45
11.52 5.54E-01 0.92 0.46 -3.07E-01 -0.31 -0.41 1.54E-01 0.25 0.23
xd:(m) q = ul, ω = ul,inlet q = ul, ω = g q = p, ω = g
0.96 9.17E-01 0.73 0.82 8.64E-02 -5.04 -3.30 -4.71E-04 1.96 -0.89
1.92 8.52E-01 0.68 0.63 1.61E-01 -1.29 0.26 -4.30E-04 1.67 -0.83
2.88 7.99E-01 0.96 0.30 2.26E-01 -1.71 0.31 -3.89E-04 1.97 0.13
3.84 7.55E-01 1.14 1.05 2.85E-01 -1.80 -0.78 -3.48E-04 2.32 -0.11
4.80 7.18E-01 0.96 0.88 3.38E-01 -0.81 0.04 -3.07E-04 1.88 -0.60
5.76 6.85E-01 1.09 0.27 3.87E-01 -0.97 0.14 -2.66E-04 2.21 -0.01
6.72 6.57E-01 0.95 0.06 4.33E-01 -0.19 0.56 -2.25E-04 1.49 -0.80
7.68 6.32E-01 1.03 1.00 4.76E-01 -0.38 0.01 -1.84E-04 1.89 -0.71
8.64 6.09E-01 1.10 0.19 5.16E-01 -0.51 0.09 -1.43E-04 9.67 0.07
9.60 5.89E-01 0.95 0.03 5.55E-01 -0.18 0.37 -1.02E-04 0.96 -1.49
10.56 5.71E-01 1.02 1.07 5.91E-01 -0.30 -0.01 -6.14E-05 1.84 -1.05
11.52 5.54E-01 1.08 0.13 6.26E-01 -0.41 0.06 -2.05E-05 6.25 3.86
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Figure 3: Adjoint variable from continuous and discrete adjoint method for faucet flow at steady-state
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of interest, e.g. φ1 and φ2 represents the effect of the liquid mass and momentum equation, respectively. For this faucet
flow problem, it is the liquid mass and momentum equation that affect the forward solution (and the response). The
effect of the other 4 equations is negligible. The profile of the adjoint component is reasonable. For a response at
a certain location (xd), we expect that the response is mainly affected by its upstream but not its downstream. The
nonzero and zero magnitude of the adjoint component at the upstream and downstream, respectively, is consistent with
this expectation. It is seen that the adjoint variable obtained from continuous and discrete adjoint method matches well
except near the boundaries. This is reasonable. For the continuous adjoint method, the effect of boundary conditions is
calculated by Eq. (33) (i.e. the B (φ) variable), which depends only on the adjoint variable at the boundary. However,
for the discrete adjoint method, the effect of boundary conditions is calculated by Eq. (42), which actually depends on
both the boundary point and its neighbors because of the three-point stencil used in the forward numerical scheme.
4.2. Transient test with BFBT benchmark
One of the most valuable and publicly available databases for thermal-hydraulic modeling of Boiling Water Reac-
tor (BWR) channels is the OECD/NEA BWR Full-size Fine-mesh Bundle Test (BFBT) benchmark, which includes
sub-channel void fraction measurements in a full-scale BWR fuel assembly [31]. There are two types of void distribu-
tion measurement systems: an X-ray CT scanner and an X-ray densitometer [31]. There are 4 measurement locations,
which are denoted by DEN #3 (0.682 m), DEN #2 (1.706 m), DEN #1 (2.730 m), and CT (3.708 m) starting from the
bottom. The geometry and system configurations of the channel are shown in Table 2.
Table 2: Experiment conditions for BFBT benchmark
Geometry parameters System/experiment parameters
Heated length (m) 3.708 Pressure (MPa) 3.9 - 8.7
Width of channel box (m) 0.1325 Inlet temperature (◦C) 238. - 292.
Hydraulic diameter (m) 0.01284 Inlet subcooling (kJ/kg) 50. - 56.
Volumetric wall surface area (m−1) 311.5 Flow rate (t/h) 10. - 70.
Flow area (m2) 9.463E-03 Power (MW) 0.62 - 7.3
Wetted perimeter (m) 3.003 Exit quality (%) 8. - 25.
Closure correlations are required to simulate the behavior of a boiling system. For this type of problems, the
source vector S is modeled as
S =

−Γg
−αlρlg − fwl + fi − Γgui
Qwl + Qil − Γwh′l − Γigh∗l +
(
fi − fwl − αlρlg − Γgui
)
ul + Γg
u2l
2
Γg
−αgρgg − fwg − fi + Γgui
Qwg + Qig + Γwh
′
g + Γigh
∗
g +
(
− fi − fwg − αgρgg + Γgui
)
ug − Γg u
2
g
2

(56)
where Γg is the net vapor generation rate due to near wall vapor generation (Γw) and bulk vapor generation (Γig), ui is
the interface velocity, fi is the interfacial friction, fwk is the phasic wall friction, Qik is the phasic interfacial heat flux,
Qwk is the phasic wall heat flux, h
′
k is the phasic enthalpy carried by the wall vapor generation term (Γw), and h
∗
k is
the phasic enthalpy carried by the bulk vapor generation term (Γig). Correlations based on RELAP5-3D code manual
[32, 33] are used to model these variables. Details of all physical models are provided in [23, 15].
The void fraction is the main response of interest in this test. The main physical model that affects the void fraction
is the near wall vapor generation rate (Γw), which is determined by the Lahey ([34]) model, i.e.
Γw =

0; hl < hcr
qwaw(hl−hcr)
(hl,sat−hcr)(1+εp)hlg ; hcr ≤ hl ≤ hl,sat
qwaw
hlg
; hl > hcr
(57)
εp =
ρl
[
hl,sat −min (hl, hl,sat)]
ρghlg
(58)
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where qw is the volumetric wall heat flux, aw is the volumetric wall surface area, hl,sat is the specific saturation enthalpy
of liquid phase, and hlg is the difference between the liquid and gas phase specific saturation enthalpy. In case of the
the subcooled boiling, the bulk liquid can be subcooled while liquid in the boundary layer is saturated and is flashing
to vapor. Depending on the inlet subcooling level, the system may start from a liquid phase (αg = 0) and transits to
two phases (αg , 0). The condition for this transition is that the specific enthalpy of the liquid phase (hl) is greater
than a critical enthalpy hcr. Passing this transition point, the void fraction begins to increase. Currently, the critical
enthalpy (hcr) is modeled with the Saha-Zuber [33] correlation, i.e.
hcr =
 hl,sat − Cp,l·StStcr ; Pe < 70, 000hl,sat − Cp,l·NuNucr ; Pe ≥ 70, 000 (59)
where Pe is the Peclet number, St is the Stanton number, and Nu is the Nusselt number. More details are referred to
[33].
4.3. Transient test problem
One transient test is designed for verification purposes. The test contains 4 transient period: outlet pressure (poutlet)
decrease transient (T1), inlet liquid temperature (Tl,inlet) increase transient (T2), inlet liquid velocity (ul,inlet) decrease
transient (T3), and assembly power (Q) increase transient (T4). These 4 periods simulate the typical boundary con-
ditions change in the boiling channel that cause a increase in the void fraction. For simplicity reasons, the boundary
conditions are changed through
f (t) = f0 + ft · sin
(
pi
t − t0
t1 − t0
)
, t0 ≤ t ≤ t1 (60)
where t0 denotes the start of the transient period, t1 denotes the end of the transient period, f denotes the boundary
condition (e.g. poutlet), f0 denotes the value of f at time t0, and ft is the change rate of f . These values are listed in
Table 3. The transient void fraction at 3 locations is shown in Figure 4. Both the forward and adjoint simulations will
be performed with ∆t = 0.05 s and N = 48.
Table 3: Parameters for the transient test cases
Test period t0 t1 f f0 ft
T1 2.5 s 5.0 s poutlet 7.12 MPa -0.2 MPa
T2 5.0 s 7.5 s Tl,inlet 554.2 K 1.0 K
T3 7.5 s 10.0 s ul,inlet 2.069 m/s -0.25 m/s
T4 10.5 s 12.5 s Q 4.53 MW 0.25 MW
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Figure 4: Transient void fraction at 3 locations.
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4.4. Input parameters
The input parameters should be chosen according to the specific purposes. For typical boiling problems, boundary
conditions are usually specified by inlet liquid temperature, inlet liquid velocity, and outlet pressure; physical models
are specified by net vapor generation rate (Γig,Γw), interfacial friction ( fi), wall friction ( fwl, fwg), interfacial heat flux
(Qil,Qig), and wall heat flux (Qwl,Qwg). Many of these physical models are correlated, e.g. Γig, Qil, and Qig are
correlated through the interfacial heat transfer coefficients (Hil,Hig). Excluding the wall heat flux, which is mainly
affected by the assembly power, there are 5 independent physical models that worth studying in details, including fi,
fwl, fwg, Hil, and Hig. In case of the subcooled boiling, the physical model for predicting the critical enthalpy (hcr) is
worth studying, as it specifies the transition from single-phase to two-phase flow.
Sensitivity of the void fraction (αg) to 11 parameters will be studied. These 11 parameters are
ω =
(
poutlet,Tl,inlet, ul,inlet,Q,Dh, hcr, fi, fwl, fwg,Hil,Hig
)
(61)
where Dh is the hydraulic diameter, which represents the typical geometry parameter. A perturbation is required to
calculate the coefficient matrices and vectors. The 4 boundary conditions are perturbed by the change rate, i.e.
ft = ft + ε (62)
where ε denotes the perturbation. The hydraulic diameter is perturbed by
Dh = Dh + ε (63)
The critical enthalpy is perturbed by
Stcr = (1 + ε) · Stcr,0,Nucr = (1 + ε) · Nucr,0 (64)
where Stcr,0 and Nucr,0 are the nominal values used by Eq. (59). The remaining 5 physical model parameters are
perturbed by,
ω = (1 + ε)ω0 (65)
Perturbation in this form is mainly a numerical compromise to avoid messing with the existing closure correlations;
however, it does not affect the application of the adjoint method to calculate the sensitivity. Note that ω0 is obtained
directly from the existing closure correlations and remains unchanged.
4.5. Results
The response of interest is the void fraction at 3 locations (DEN 3, DEN 2, and DEN 1) and 50 time steps starting
from 2.5 to 15.0 s. Sensitivities to all input parameters are calculated with perturbation sensitivity analysis (PS),
continuous adjoint sensitivity analysis (CAS), and discrete adjoint sensitivity analysis (DAS). A large volume of the
sensitivity result is generated. For brevity reasons, only a few series of the result will be shown quantitatively. The
sensitive input parameters are the change rate of 4 boundary conditions.
Figure 5, Figure 6, and Figure 7 show examples of the time and space dependent adjoint variables given by both
CAS and DAS schemes. The void fraction at 3 locations and at td = 8.75 s is the response of interest. The profile
of the adjoint variables from CAS and DAS schemes are similar, which means that the CAS and DAS are consistent
with each other. Vertically, it is seen that the adjoint variable is non-zero for x > xd but negligible for x > xd, which
reflects that the response is mainly affected by forward solution in its upwind side. Horizontally, it is seen that when
the time t decreases, the adjoint variable decreases rapidly to 0, which reflects that the response is mainly affected by
its prior but close state.
For clarity reasons, let’s denote adjoint variable with
φ = φ [(x, t)→ (xd, td)] (66)
In each time step, there are 6 components in the adjoint vector in each location. The component of the adjoint vector
represents the effect of the corresponding governing equation, e.g. φ1 for the liquid mass equation, to the response.
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(a) φ1 - Liquid mass equation
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(b) φ4 - Gas mass equation
Figure 5: Adjoint solution given by DAS (upper row) and CAS (lower row) for void fraction at DEN 3 (left column), DEN 2 (middle column), and
DEN 1 (right column). The time of interest is td = 8.75 s.
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(a) φ2 - Liquid momentum equation
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(b) φ5 - Gas momentum equation
Figure 6: Continued: adjoint solution given by DAS (upper row) and CAS (lower row) for void fraction at DEN 3 (left column), DEN 2 (middle
column), and DEN 1 (right column). The time of interest is td = 8.75 s.
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(a) φ3 - Liquid energy equation
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(b) φ6 - Gas energy equation
Figure 7: Continued: adjoint solution given by DAS (upper row) and CAS (lower row) for void fraction at DEN 3 (left column), DEN 2 (middle
column), and DEN 1 (right column). The time of interest is td = 8.75 s.
The notation (x, t) → (xd, td) in Eq. (66) represents the effect of the system at (x, t) to the response of interest at
(xd, td).
Let teff [(x, t)→ (xd, td)] be the time period when φ [(x, t)→ (xd, td)] is the biggest. There are 6 characteristic
waves in the two-phase system, including both acoustic waves and the convection waves. Because the time step is too
large to capture the the acoustic waves, the remaining important wave is the convection of liquid enthalpy, which has
a wave speed of the liquid velocity. Thus, teff can be approximately by
teff [(x, t)→ (xd, td)] ≈ 2 (xd − x)ul(x, t) + ul(xd, td) (67)
Eq. (67) gives a curve in x − t space that represents the location of the maximum adjoint solution, see Figure 8. The
good agreement of this curve verifies the current adjoint sensitivity analysis framework.
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Figure 8: Adjoint solution (φ1) given by DAS for void fraction at DEN 3 (xd = 2.730 m) and td = 8.75 s.
Figure 9 shows the comparison of sensitivities from different methods. The input parameters are the change rate
of 4 boundary conditions. Table 4, Table 5, and Table 6 show quantitatively the comparison of sensitivities at selected
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Figure 9: Sensitivity coefficients of void fraction at 3 locations to the change rate of 4 boundary conditions.
Table 4: Comparison of sensitivities from CAS and DAS with sensitivities from PS
DEN 3 DEN 2 DEN 1
td:(s) PS CAS DAS PS CAS DAS PS CAS DAS
ω = poutlet
3.00 1.13E-01 9.60E-02 1.24E-01 6.10E-02 8.05E-02 7.02E-02 2.54E-02 3.47E-02 2.95E-02
3.50 2.20E-01 2.07E-01 2.26E-01 1.23E-01 1.50E-01 1.28E-01 6.35E-02 7.08E-02 6.58E-02
4.00 2.45E-01 2.05E-01 2.42E-01 1.36E-01 1.51E-01 1.38E-01 7.87E-02 7.95E-02 7.90E-02
4.50 1.72E-01 1.25E-01 1.64E-01 1.07E-01 9.75E-02 1.04E-01 6.85E-02 6.00E-02 6.78E-02
ω = Tl,inlet
5.50 5.90E-03 6.22E-03 7.02E-03 -9.76E-04 -5.86E-04 -6.88E-04 -1.16E-03 -1.07E-03 -1.38E-03
6.00 1.89E-02 1.68E-02 1.95E-02 5.32E-03 5.88E-03 6.45E-03 1.92E-04 9.78E-04 7.65E-04
6.50 2.39E-02 2.09E-02 2.38E-02 1.14E-02 1.11E-02 1.23E-02 4.90E-03 5.06E-03 5.47E-03
7.00 2.08E-02 1.73E-02 2.01E-02 1.29E-02 1.24E-02 1.32E-02 7.33E-03 7.33E-03 7.64E-03
ω = ul,inlet
8.00 5.75E-02 5.52E-02 6.65E-02 3.20E-02 3.89E-02 4.04E-02 1.59E-02 2.04E-02 2.07E-02
8.50 1.33E-01 1.22E-01 1.41E-01 1.08E-01 1.13E-01 1.16E-01 7.08E-02 7.41E-02 7.74E-02
9.00 1.61E-01 1.45E-01 1.64E-01 1.52E-01 1.54E-01 1.55E-01 1.14E-01 1.15E-01 1.17E-01
9.50 1.19E-01 1.07E-01 1.16E-01 1.37E-01 1.33E-01 1.33E-01 1.16E-01 1.14E-01 1.14E-01
ω = Q
10.50 2.30E-02 2.67E-02 2.70E-02 1.48E-02 1.78E-02 1.87E-02 7.88E-03 1.12E-02 1.01E-02
11.00 5.06E-02 5.21E-02 5.42E-02 4.80E-02 4.78E-02 5.15E-02 3.40E-02 3.82E-02 3.69E-02
11.50 5.89E-02 5.94E-02 6.09E-02 6.37E-02 5.96E-02 6.47E-02 5.02E-02 5.23E-02 5.14E-02
12.00 4.53E-02 4.48E-02 4.48E-02 5.63E-02 5.04E-02 5.45E-02 4.81E-02 4.80E-02 4.71E-02
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Table 5: Comparison of sensitivities from CAS and DAS with sensitivities from PS: continued
DEN 3 DEN 2 DEN 1
td:(s) PS CAS DAS PS CAS DAS PS CAS DAS
ω = Dh
3.75 -1.96E-01 -2.50E-01 -2.06E-01 -2.57E-01 -2.43E-01 -2.58E-01 -2.19E-01 -2.26E-01 -2.20E-01
6.25 -1.93E-01 -2.59E-01 -2.05E-01 -2.80E-01 -2.54E-01 -2.82E-01 -2.36E-01 -2.44E-01 -2.38E-01
8.75 -2.08E-01 -2.75E-01 -2.23E-01 -2.78E-01 -2.64E-01 -2.81E-01 -2.31E-01 -2.46E-01 -2.33E-01
11.25 -1.97E-01 -2.38E-01 -2.13E-01 -2.83E-01 -2.69E-01 -2.86E-01 -2.35E-01 -2.48E-01 -2.37E-01
13.75 -1.88E-01 -2.16E-01 -2.05E-01 -2.88E-01 -2.72E-01 -2.89E-01 -2.38E-01 -2.52E-01 -2.40E-01
ω = hcr
3.75 9.23E-03 8.96E-03 9.60E-03 1.16E-02 1.20E-02 1.16E-02 1.01E-02 1.04E-02 1.01E-02
6.25 8.73E-03 8.60E-03 9.12E-03 1.15E-02 1.18E-02 1.16E-02 1.02E-02 1.05E-02 1.03E-02
8.75 1.01E-02 9.96E-03 1.06E-02 1.28E-02 1.30E-02 1.29E-02 1.08E-02 1.10E-02 1.09E-02
11.25 8.34E-03 8.26E-03 8.71E-03 1.18E-02 1.20E-02 1.19E-02 1.03E-02 1.05E-02 1.04E-02
13.75 7.91E-03 7.82E-03 8.36E-03 1.20E-02 1.22E-02 1.20E-02 1.06E-02 1.08E-02 1.07E-02
ω = fi
3.75 -1.08E-02 -8.37E-03 -1.09E-02 -8.53E-03 -8.44E-03 -8.54E-03 -6.81E-03 -6.29E-03 -6.77E-03
6.25 -9.66E-03 -8.96E-03 -9.98E-03 -8.49E-03 -7.41E-03 -8.55E-03 -6.85E-03 -5.64E-03 -6.83E-03
8.75 -9.17E-03 -7.18E-03 -9.13E-03 -8.08E-03 -8.22E-03 -8.11E-03 -6.88E-03 -6.33E-03 -6.88E-03
11.25 -1.01E-02 -7.25E-03 -1.00E-02 -8.39E-03 -8.28E-03 -8.48E-03 -6.73E-03 -6.05E-03 -6.76E-03
13.75 -9.74E-03 -7.19E-03 -9.68E-03 -8.36E-03 -8.28E-03 -8.46E-03 -6.75E-03 -6.05E-03 -6.79E-03
Table 6: Comparison of sensitivities from CAS and DAS with sensitivities from PS: continued
DEN 3 DEN 2 DEN 1
td:(s) PS CAS DAS PS CAS DAS PS CAS DAS
ω = fwl
3.75 -1.46E-03 -1.10E-03 -1.43E-03 -4.55E-04 -4.89E-04 -4.73E-04 1.20E-04 2.47E-04 1.16E-04
6.25 -1.18E-03 -1.16E-03 -1.24E-03 -4.49E-04 -3.08E-04 -4.60E-04 1.05E-04 3.56E-04 1.18E-04
8.75 -1.28E-03 -9.67E-04 -1.23E-03 -2.99E-04 -3.96E-04 -3.21E-04 2.38E-04 3.66E-04 2.30E-04
11.25 -1.38E-03 -9.42E-04 -1.36E-03 -4.31E-04 -4.90E-04 -4.72E-04 1.60E-04 2.94E-04 1.35E-04
13.75 -1.27E-03 -8.90E-04 -1.24E-03 -4.04E-04 -4.56E-04 -4.37E-04 1.61E-04 3.08E-04 1.50E-04
ω = fwg
3.75 1.74E-03 7.63E-04 1.86E-03 6.60E-04 1.30E-03 8.69E-04 -2.41E-03 -2.29E-03 -2.34E-03
6.25 1.77E-03 1.65E-03 1.89E-03 2.49E-03 3.09E-03 2.67E-03 -2.66E-04 -8.59E-05 -1.70E-04
8.75 2.07E-03 2.08E-03 2.38E-03 2.83E-03 3.16E-03 3.00E-03 1.26E-04 1.54E-04 1.96E-04
11.25 1.81E-03 1.93E-03 2.10E-03 2.77E-03 3.18E-03 2.89E-03 -1.10E-04 -7.91E-05 -6.44E-05
13.75 1.64E-03 1.82E-03 1.96E-03 2.85E-03 3.29E-03 2.97E-03 -1.28E-04 -8.33E-05 -5.86E-05
ω = Hil
3.75 3.45E-05 1.37E-04 4.16E-05 1.73E-04 1.31E-04 1.71E-04 2.80E-04 2.77E-04 2.76E-04
6.25 1.09E-04 5.99E-05 1.47E-05 1.16E-04 4.57E-05 9.39E-05 1.58E-04 1.64E-04 1.71E-04
8.75 1.27E-05 7.00E-05 1.58E-05 8.92E-05 6.56E-05 8.66E-05 1.56E-04 1.64E-04 1.54E-04
11.25 1.27E-04 3.62E-05 1.18E-05 9.15E-05 6.57E-05 9.15E-05 1.71E-04 1.75E-04 1.68E-04
13.75 7.37E-06 2.13E-05 1.03E-05 8.72E-05 6.31E-05 8.82E-05 1.61E-04 1.73E-04 1.65E-04
ω = Hig
3.75 -3.84E-02 -2.40E-02 -3.58E-02 -2.87E-03 -8.73E-04 -2.67E-03 -1.72E-03 -8.46E-04 -1.48E-03
6.25 -4.70E-02 -3.10E-02 -4.45E-02 -4.09E-03 -1.43E-03 -4.32E-03 -2.33E-03 -1.19E-03 -2.32E-03
8.75 -5.18E-02 -3.14E-02 -4.71E-02 -3.25E-03 -8.57E-04 -3.27E-03 -1.79E-03 -8.31E-04 -1.65E-03
11.25 -5.86E-02 -3.71E-02 -5.34E-02 -3.02E-03 -5.66E-04 -3.41E-03 -1.00E-03 -4.04E-04 -9.71E-04
13.75 -6.07E-02 -3.90E-02 -5.55E-02 -2.55E-03 -3.11E-04 -3.04E-03 -3.69E-04 -1.17E-04 -3.99E-04
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time steps from CAS and DAS to sensitivities from PS. Overall, it is found that the sensitivities from DAS and CAS
match that of PS well, which verify the adjoint sensitivity analysis framework. However, it is seen that the sensitivities
from CAS are not as accurate as sensitivities from DAS. This is because of two reasons. The first reason is in the
solution scheme for solving the continuous adjoint equation, the central finite difference scheme. For the response
function considered in this test, the source vector Q in the continuous adjoint equation behaves like a Dirac delta
function, this causes a difficulty in solving the adjoint variable. The second reason in in the difficulty in obtaining
correct derivatives required by the coefficient matrices/vectors. Though the DAS is computationally more expensive
due to the effort for evaluating the coefficient matrices/vectors than the CAS, the DAS is numerically more robust than
the CAS.
5. Conclusion
In this article, an adjoint sensitivity analysis framework using the continuous and discrete adjoint method is de-
veloped and verified for transient two-phase flow simulations. Both methods are applied to one transient test case in
a rod bundle. It is found that both methods give physically reasonable sensitivities to different input parameter. The
discrete method is closely related to and consistent with the forward (upwind) discretization scheme and is found to be
more robust than the continuous method. However it is found that the continuous method has difficulties in handling
problems where there are discontinuities in the source terms. This is because of the central method in discretizing the
continuous adjoint equation. Compared with the continuous method, the discrete method takes more computational
time because it needs to evaluate the coefficient matrices with a numerical differentiation scheme.
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Appendix A. Approximate eigenvalues/eigenvectors
The Jacobian matrix Ac is
Ac =

0 1 0 0 0 0
−u2l + βlchl 2ul − βlcul βlc1l σlchg −σlcug σlc1g−ulHl + ulβlchl Hl − ulβlcul ul + ulβlc1l σlulchg −σlulcug σlulc1g
0 0 0 0 1 0
σgchl −σgcul σgc1l −u2g + βgchg 2ug − βgcug βgc1g
σgugchl −σgugcul σgugc1l −ugHg + ugβgchg Hg − ugβgcug ug + ugβgc1g

(A.1)
where
chl ≡ a2l + (γl − 1)
(
u2l − Hl
)
; chg ≡ a2g +
(
γg − 1
) (
u2g − Hg
)
(A.2a)
cul ≡ (γl − 1) ul; cug ≡
(
γg − 1
)
ug (A.2b)
c1l ≡ γl − 1; c1g ≡ γg − 1 (A.2c)
βl ≡ 1 + αlεg1 + αgεl + αlεg ; βg ≡
1 + αgεl
1 + αgεl + αlεg
(A.2d)
σl ≡ αlεl1 + αgεl + αlεg ; σg ≡
αgεg
1 + αgεl + αlεg
(A.2e)
a2k ≡
1(
∂ρk
∂p
)
hk
+ 1
ρk
(
∂ρk
∂hk
)
p
, γk ≡
(
∂ρk
∂p
)
hk(
∂ρk
∂p
)
hk
+ 1
ρk
(
∂ρk
∂hk
)
p
, εk =
ρka2k − γk p
p
(A.3)
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The approximate eigenvalues and right eigenvectors are
λ1 ≈ ul −
√
βlal; λ2 = ul; λ3 ≈ ul +
√
βlal (A.4a)
λ4 ≈ ug −
√
βgag; λ5 = ug; λ6 ≈ ug +
√
βgag (A.4b)
K1 ≈

1
ul − √βlal
Hl − √βlalul
0
0
0

,K2 ≈

1
ul
Hl − γ∗l a2l
0
0
0

,K3 ≈

1
ul +
√
βlal
Hl +
√
βlalul
0
0
0

K4 ≈

q4
q4λ4
q4
[
Hl − u2l + ulλ4
]
1
ug −
√
βgag
Hg −
√
βgagug

,K5 ≈

0
0
0
1
ug
Hg − γ∗ga2g

,K6 ≈

q6
q6λ6
q6
[
Hl − u2l + ulλ6
]
1
ug +
√
βgag
Hg +
√
βgagug

(A.5)
where γ∗l = 1/ (γl − 1) and γ∗g = 1/
(
γg − 1
)
. q4 and q6 are two auxiliary variables defined as
q4 ≡
σla2g
(λ4 − λ1) (λ4 − λ3) ; q6 ≡
σla2g
(λ6 − λ1) (λ6 − λ3) (A.6)
Appendix B. Coefficient matrices/vectors
The coefficient matrices, A0, A1, and A2 in the adjoint equation are
A0 =

−ρl αlx11 αlx12 0 0 0
−ρlul αlulx11 αlulx12 0 αlρl 0
−ρlEl − p αl(Elx11 + ρly11) αl(Elx12 + ρly12) 0 αlρlul 0
ρg αgx21 0 αgx22 0 0
ρgug αgugx21 0 αgugx22 0 αgρg
ρgEg + p αg(Egx21 + ρgy21) 0 αg(Egx22 + ρgy22) 0 αgρgug

(B.1)
A1 =

−ρlul αlulx11 αlulx12 0 αlρl 0
−ρlu2l αl
(
1 + u2l x11
)
αlu2l x22 0 2αlρlul 0
−ρlulHl αlul (Elx11 + ρly11 + 1) αlul (Elx12 + ρly12) 0 αlρl
(
Hl + u2l
)
0
ρgug αgugx21 0 αgugx22 0 αgρg
ρgu2g αg
(
1 + u2gx21
)
0 αgu2gx22 0 2αgρgug
ρgugHg αgug
(
Egx21 + ρgy21 + 1
)
0 αgug
(
Egx22 + ρgy22
)
0 αgρg
(
Hg + u2g
)

(B.2)
A2 =

0 0 0 0 0 0
∂p
∂x − ∂αg∂x 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
− ∂p
∂x
∂αg
∂x 0 0 0 0
0 0 0 0 0 0

+

∂S cl
∂αg
∂S cl
∂p
∂S cl
∂Tl
∂S cl
∂Tg
∂S cl
∂ul
∂S cl
∂ug
∂S ml
∂αg
∂S ml
∂p
∂S ml
∂Tl
∂S ml
∂Tg
∂S ml
∂ul
∂S ml
∂ug
∂S el
∂αg
∂S el
∂p
∂S el
∂Tl
∂S el
∂Tg
∂S el
∂ul
∂S el
∂ug
∂S cg
∂αg
∂S cg
∂p
∂S cg
∂Tl
∂S cg
∂Tg
∂S cg
∂ul
∂S cg
∂ug
∂S mg
∂αg
∂S mg
∂p
∂S mg
∂Tl
∂S mg
∂Tg
∂S mg
∂ul
∂S mg
∂ug
∂S eg
∂αg
∂S eg
∂p
∂S eg
∂Tl
∂S eg
∂Tg
∂S eg
∂ul
∂S eg
∂ug

(B.3)
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where S cl , S
m
l , S
e
l , S
c
g, S
m
g , and S
e
g are the source term in the liquid mass, liquid momentum, liquid energy, gas mass,
gas momentum, and gas energy, respectively. And
x11 =
(
∂ρl
∂p
)
Tl
, x12 =
(
∂ρl
∂Tl
)
p
(B.4a)
x21 =
(
∂ρg
∂p
)
Tg
, x22 =
(
∂ρg
∂Tg
)
p
(B.4b)
y11 =
(
∂el
∂p
)
Tl
, y12 =
(
∂el
∂Tl
)
p
(B.4c)
y21 =
(
∂eg
∂p
)
Tg
, y22 =
(
∂eg
∂Tg
)
p
(B.4d)
In practice, the partial derivatives related to the source terms are computed numerically using a finite difference ap-
proximation.
The functions B1 (φ) to B6 (φ) are
B1 (φ) = −ρlulφ1 −
(
ρlu2l
)
φ2 − ρlulHlφ3 + ρgugφ4 +
(
ρgu2g
)
φ5 + ρgugHgφ6
B2 (φ) = αlulx11φ1 + αl
(
1 + u2l x11
)
φ2 + αlul (Elx11 + ρly11 + 1) φ3
+ αgugx21φ4 + αg
(
1 + u2gx21
)
φ5 + αgug
(
Egx21 + ρgy21 + 1
)
φ6
B3 (φ) = αlulx12φ1 + αlu2l x12φ2 + αlul (Elx12 + ρly12) φ3
B4 (φ) = αgugx22φ4 + αgu2gx22φ5 + αgug
(
Egx22 + ρgy22
)
φ6
B5 (φ) = αlρlφ1 + 2αlρlulφ2 + αlρl
(
Hl + u2l
)
φ3
B6 (φ) = αgρgφ4 + 2αgρgugφ5 + αgρg
(
Hg + u2g
)
φ3
(B.5)
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