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Abstract
It is well-known that loss of the structural stability due to propagation of the dominant
crack is one of the main sources of fatigue failures. Therefore, computationally feasible
fatigue crack growth model is essential for advanced fatigue life analysis. Appropriate
model should be able to calculate the time required for crack to grow: from the initial crack
of any size to the final critical length; in any structure; under applied variable loading.
The UniGrow two-parameter total driving force was proposed ten years ago. Since then,
the fatigue crack growth model based on it, was enhanced with a set of memory rules and
resulted in a sophisticated fatigue crack growth software package which was extensively
validated on the basis of available experimental data. Nevertheless, in its previous form
the UniGrow model had several serious limitations: it was not able to model the fatigue
crack growth under plane-strain conditions; the Neuber rule was the only method used
for elastic-plastic stress-strain analysis; the fatigue crack growth prediction was limited
to macro-cracks and the variability of the material response to cyclic loading has not
been considered. In addition to these shortcomings, there were no preferred method for
estimation of the material block size ρ∗, which is one of the main parameters required for
the analysis. Therefore, further modeling and validation of the UniGrow concept were
required before it could be coupled with the “Monte-Carlo” simulation method.
The main research goal pursued in this work was to improve and remove limitations of
the existing fatigue crack growth model and to combine this model with “Monte-Carlo” sim-
ulations. Such combination enables the assessment of the reliability of predicted fatigue
lives. Thus, the result of this work is an extensive probabilistic fatigue crack growth model
which is able to perform the analysis of structures in the plane-strain or plane-stress con-
dition. Comprehensive set of the fatigue crack growth data for aluminum and steel alloys
generated under the constant and variable amplitude loading was used for the validation.
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Chapter 1
Introduction
The phenomenon of the fatigue failure of engineering structures has been recognized for
more than a century. The first designs against fatigue were done on the basis of empirical
relationships between the applied nominal stress, Sappl and corresponding number of cycles,
N the structure can withstand. Nowadays, it is eminent that fatigue failures are due to
cracks which initiate and propagate in the structure until the final failure. Therefore a lot
of efforts in recent years have been devoted to fatigue crack growth modeling. As a result,
a variety of fatigue crack growth models and software packages are available nowadays to
engineers.
The finite element analysis method is a widely used tool for the structural analysis,
and at first it seems also to be a promising technique for modeling of the fatigue crack
growth. By using the finite element method, the stress analysis of complex bodies can
be carried out with a high degree of precision but this advantage comes at a cost of
enormous computational time in the case of cyclic loading histories. Also, since the crack
propagates through the analyzed medium, continuous “remeshing” of the 3D model is
1
required and this is not a trivial feature to implement. A typical fatigue crack growth model
in turn employs available stress intensity factor solutions for stress analysis of the cracked
bodies and therefore provides satisfactory accuracy in exchange for reasonable amount
computational costs.
The UniGrow two-parameter total driving force concept [1] was derived more than
ten years ago. Since then, the UniGrow fatigue crack growth model has been enhanced
with set of memory rules to account for load-interaction effects, which has resulted in an
extensive fatigue crack growth software package. A comprehensive set of available fatigue
crack growth data [2, 3, 4, 5, 6] obtained under constant and variable loading conditions
was used for the validation of the model. The materials tested include different aluminum
and steel alloys (such as Al 7075-T6 and Al 2024-T3, St 4130 and A36).
Despite the fact that the UniGrow model is capable of predicting numerous fatigue
crack growth scenarios, its performance was unstatisfactory in several instances and thus
further development and expansion of the model was required. First, the UniGrow model
in its current form can be applied only to structures under the plane-stress condition.
Second, the UniGrow model uses Neuber rule for the elastic-plastic stress-strain analysis
of a cracked body. The ESED method is an alternative for the Neuber rule and it is based
on the equivalence of the strain-energy density. Therefore, implementation of the ESED
method for the elastic-plastic stress analysis and comparison of obtained results using
both methods was required. Third, short cracks pose a well-known problem which wasn’t
previously accounted for in the UniGrow fatigue crack growth model. Finally, numerous
different methods were proposed to estimate the microstructural material parameter, ρ∗.
It was found that the effect of the ρ∗ value on the fatigue crack growth analysis needed
additional studies as well.
Another shortcoming of deterministic fatigue crack growth models is that they do not
2
account for the varying material fatigue crack growth resistance inherent to the real-world
structures. To counter that, the “Monte-Carlo” method had to be combined with the
improved UniGrow fatigue crack growth model. One of two alternative approaches can be
used to account for the material properties variability and the scatter of the initial flaw
size. They are so-called random variables and random process methods. The first method
asserts that every produced part is made of a material with a deterministic resistance to
the cyclic load but that resistance is changing from part to part. The second focuses on the
erratic fatigue crack growth behavior and respectively advocates the use of Markov Chains
for the analysis [7]. Following the analysis of both methods, the choice of the random
variables approach has been justified and combination of the deterministic fatigue crack
growth UniGrow model with the “Monte-Carlo” simulation method has been undertaken.
The goal of this research is to analyze common engineering problems with the fatigue
crack growth modeling, improve the deterministic UniGrow fatigue crack growth model,
and propose the method to account for the scatter of the material resistance and of the
initial flaw size. In more details, the objectives of this research are as follows:
• To assess limitations of the UniGrow fatigue crack growth model proposed and de-
veloped by Noroozi [1] and Mikheevskiy [8].
• To modify the UniGrow fatigue crack growth model, such that it can be applied to
structures in plane-strain condition
• To extend it to be capable of analyzing fatigue growth of short cracks.
• To implement the capability of the elastic-plastic stress-strain analysis based on the
ESED rule.
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• To review methods for evaluation of the ρ∗ parameter, develop a unified approach
for its estimation, and study its impact on the fatigue crack growth analysis.
• To analyze random variables and random process approaches for probabilistic fa-
tigue crack growth modeling, to study the UniGrow model bias and combine the
UniGrow model with the “Monte-Carlo” simulation method.
• To validate proposed modifications to the UniGrow model, and apply the probabilis-
tic analysis to fatigue life evaluation.
Tasks carried out to accomplish the objectives listed above: Alternative methods to
perform stress-strain analysis ahead of a crack tip under plane-strain conditions in a com-
bination with the ESED and Neuber rule were proposed and incorporated into the extended
and improved UniGrow model. The short-crack correction factor for Creager-Paris solution
was introduced and validated. A special algorithm to search for the ρ∗ parameter has been
established and the sensitivity of the UniGrow model to the variability of this parameter
was studied. In order to account for the material variability in the fatigue crack growth,
random process and random variables approaches were studied. Ability to input the ini-
tial crack length which follows the prescribed probability distribution was incorporated.
Potential applications of the developed model were presented.
The structure of this dissertation is as follows. Available fatigue crack growth models
are presented and analyzed in the literature review, then the UniGrow model in its current
form is thoroughly reviewed, and finally available methods to account for the inherent
randomness of the fatigue crack growth are described. Modifications and adjustments of
the UniGrow model are presented in chapter 3. Analysis and new method for evaluation
of the material parameter, ρ∗ are described in the Chapter 4. The probabilistic analysis
based on the combination of the improved UniGrow model with the “Monte-Carlo” method
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is reviewed in the Chapter 5. Afterward, several potential applications of the developed
model are presented. The thesis is concluded with a brief summary, conclusions and
recommendations for future research.
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Chapter 2
Literature Review
Paul Paris, in 1963, performed critical analysis of available crack propagating laws [9] and
his conclusion was that the fatigue crack growth rate, da/dN can be described as a function
of the stress intensity factor range, ∆K :
da
dN
= C (∆K)m (2.1)
It is widely accepted since then that fatigue crack propagation rate is related to the
range of the applied stress intensity factor, given that the plastic zone in the vicinity of
the crack tip is small in comparison with the crack length and cross-section dimensions.
2.1 The stress intensity factor
The stress intensity factor, K is a scalar value which was derived by Irwin [10] during
studies on stress and displacement fields in a cracked linear elastic body. Irwin has pre-
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sented the stress distribution ahead of an infinitely sharp crack (see Figure 2.1a) subjected
to an arbitrary external load in a form:
σx =
K√
2pir
cos
φ
2
[
1− sin φ
2
sin
3φ
2
]
+ . . .
σy =
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2pir
cos
φ
2
[
1 + sin
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2
sin
3φ
2
]
+ . . .
τxy =
K√
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cos
φ
2
sin
φ
2
cos
3φ
2
+ . . .
(2.2)
where (r, φ) are polar coordinates with r=0 at the crack tip.
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(a) Sharp crack
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r
(c) Blunt crack
Figure 2.1: Ideally sharp and blunt cracks in a linear elastic domain.
The solution of equation (2.2) returns infinite stress at the crack tip, that is physically
impossible. Therefore, it seems reasonable to model the crack tip as a notch with a small
but finite radius ρ∗ , as shown in Figure 2.1c. For this case, the stress distribution in a
similar to (2.2) form was obtained by Creager and Paris [11]:
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One can notice that the stress at the blunt crack tip (see Figure 2.1c,r = ρ∗/2) is finite
2.1.1 Ready-made solutions
Since the stress intensity factor is a key parameter to estimate stress and displacement fields
ahead of a crack tip, there has to be a robust way to calculate it for any given “geometry-
load” combination. The stress intensity factor as commonly defined by equation (2.4),
contains the geometry correction factor Y .
K = S
√
pia · Y (2.4)
It is possible to estimate the Y factor through extensive stress analysis using finite
element methods or by the application of available ready-made solutions. The most com-
prehensive collection of ready-made Y factor solutions is contained in the handbooks com-
piled by Murakami [12], Tada [13] and Sih [14]. Unfortunately, solutions presented in those
handbooks are limited to specific loading conditions and have limited geometrical range of
applicability. The most well-known and used Y factor solutions for compact tension (CT,
Figure 2.2a) and middle-tension (MT, Figure 2.2b) specimens under tension loading are
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presented in equations (2.5) and (2.6) accordingly.
Y = 16.7
( a
W
)0.5
− 104.7
( a
W
)1.5
+ 369.9
( a
W
)2.5
− 573.8
( a
W
)3.5
+ 360.5
( a
W
)4.5
(2.5)
Y =
1√
1.0− ( a
W
) [1.0− 0.5( aW )+ 0.37( aW )2 − 0.044( aW )3
]
(2.6)
W ± 0.005W
a
B
(a)
2W
2a
B
(b)
Figure 2.2: (a) Compact-tension and (b) middle-tension specimens [15]
2.1.2 The weight function method
In order to overcome limitations of the ready-made stress intensity factor solutions ap-
proach, Moftakhar and Glinka [16] have developed a methodology for efficient calculation
of stress intensity factors for cracks in complex stress fields by using the weight function
method. Originally proposed by Bueckner [17] and Rice [18], the weight function method
is based on the principle of superposition. The stress intensity factor for a crack body
9
subjected to external loading, S, (Figure 2.3a) can be obtained by determining the stress
intensity factor in a geometrically identical body with the local stress field σ (x) applied to
the crack faces (Figure 2.3c). The local stress field σ (x) induced by the external load S in
the prospective crack plane should be determined by neglecting the presence of the crack
(Figure 2.3b).
S
S
a
t
x
y
(a) Cracked body with exter-
nally applied stress
S
S
a
t
x
y
σ(x)
(b) Geometrically identical body
without crack
a
t
x
y
σ(x)
(c) Geometrically identical body
with local stress applied to the
crack faces
Figure 2.3: Weight function method
Therefore, the stress intensity factor takes a form of the following definite integral (2.7):
K =
∫ a
0
σ (x)m (x, a) dx (2.7)
where m (x, a) is the weight function and σ (x) is the stress distribution, induced by the
loads in the uncracked body
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The most significant advantage of the weight function method is its universality. It is
sufficient to derive the weight function for a given cracked body and it can later be used
to estimate the stress intensity factor induced by any externally applied load. A variety
of cracked bodies were studied in recent years by Glinka et. al [19]. Weight functions
obtained from theses studies can be used to estimate the stress intensity factors for cracks
in plates, disks or cylinders [20, 21]. In addition to the available collection of weight
functions, an efficient integration procedure was implemented in the UniGrow software
package. Therefore, an immense number of fatigue crack growth cases can be studied with
the deterministic UniGrow fatigue crack growth model.
2.2 Correlation between fatigue crack growth rate and
the stress intensity factor
Every available fatigue crack growth model requires a significant amount of basic exper-
imental material data. Raw fatigue crack growth data sets come in the form of the “a
versus N ” relationship (see Figure 2.4a). The CT or MT specimens tested under constant
amplitude loading are the most often used configurations to map the relationship between
the crack length and the number of loading cycles. In order to use such data for future
fatigue life esimations, the set of [Ni, ai] points from the fatigue crack growth experiment
has to be transformed into the set of [∆Ki, (da/dN)i] pairs. Examples of the original and
transformed fatigue crack growth data sets are presented in Figures 2.4a and 2.4b. It is
obvious that the conversion technique plays an important role for further fatigue crack
growth analysis, and therefore it had to be standardized.
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Figure 2.4: Typical experimental fatigue crack growth data in (a) avs.N and (b)
da/dN vs. ∆ K [3]
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The ASTM E647 [15] is the standard which currently governs the fatigue crack growth test
procedure and transformation methods. The development of the current standard has been
preceded by two comprehensive inter-laboratory round-robin studies [2, 5]. The first round-
robin program was organized by a special task group E24.04.01 of the ASTM around forty
five years ago. Fifteen laboratories from the United States and United Kingdom performed
fatigue crack growth experiments on specimens made of the 10Ni-8Co-1Mo high strength
steel and 2219-T851 aluminum alloys. The objectives of this study were: to measure vari-
ability in the fatigue crack growth experiments within each and between all participating
laboratories; to study the specimen geometry effect on the fatigue crack growth rate, and
to test which of the selected five data processing techniques used would provide the best
outcome. As a result, two out of five data processing techniques (incremental polynomial
and secant) were recommended for the use. Test specimen bias was concluded not to
pose any practical problem for fatigue crack growth rate testing. Typical variability factor
within a single laboratory was about 2 to 1 and the scatter of fatigue crack growth data
between laboratories was about 3 to 1 for da/dN given the ∆K level.
The second round-robin program started in early 2000’s and was focused on the im-
provement of the existing standard. New techniques to measure the crack length, different
materials and geometries as well as a variety of loading R ratio were tested in eighteen
laboratories across the world. Needless to say that the new crack measurement tech-
niques developed in recent years provided more reliable data in comparison with the first
round-robin program. But the important result was that the fatigue crack growth rate of
specimens made of steel (St 4140 in particular) exhibited significantly less variability than
similar specimens made of aluminum alloys (Al 7075-T6 and Al 2024-T3). The general
conclusion from both round-robin programs was that it is possible to obtain reproducible
data from fatigue crack growth experiments.
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2.2.1 Material models and the stress ratio,R effect
Once the computational procedure to estimate the stress intensity factor for a given
“geometry-load” configuration is in place, it is important to decide which material fatigue
crack growth model to use for the fatigue crack growth analysis. The “Paris Law” is the
simplest fatigue crack growth material model but it has several limitations. First, equation
(2.1) fails to imitate sigmoidal shape of a typical experimental fatigue crack growth data
set (as seen in Figure 2.5a) unless a set of [Ci,mi] parameters is used. Second, the “Paris
Law” fails to predict the spread of (∆K, da/dN) curves obtained at different R ratios (see
Figure 2.5b).
A variety of fatigue crack growth laws have been proposed in recent years and interested
readers can be referred to the review made by Miller [22]. Two material models proposed
at the end of 60’s - the Forman [23] and the Walker law [24] are worth mentioning due
to their wide acceptance. Interestingly, most of the later descriptions of fatigue crack
growth models are formally similar or they are derivatives of those two models.
The empirical fatigue crack growth relationship proposed by Forman in 1967 corre-
lates (2.8) the fatigue crack growth rate to the combination of the stress intensity fac-
tor range ∆K, the fracture toughness KIC and the load ratio, R :
da
dN
=
C (∆Kappl)
m
(1−R)Kc −∆Kappl (2.8)
Forman’s law describes a wide range of da/dN data given by correctly chosen [C,m] values
and also is able to account for the R ratio effect.
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Figure 2.5: Fatigue crack growth data for Al 2024-T3 aluminum alloy obtained at (a)
R = 0.1 and (b) various R ratios [25]
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The Walker model [24] constitutes that the R ratio effect has to be accounted for
via the effective stress σ¯ = σ
(1−n)
max ∆σn parameter. One can derive from this assumption
the effective stress intensity factor, K¯ = K
(1−n)
max ∆Kn and relate it to the fatigue crack
growth rate da/dN :
da
dN
= C
(
K¯
)m
(2.9)
Similar to the “Paris law”, the Walker model fails to account for the sigmoidal shape of
the experimental fatigue crack growth data. Thus, a set of [Ci,mi] constants has to be
used for the description of the complete fatigue crack growth curve.
Application of the Paris (2.1), Forman (2.8) or Walker (2.9) material model for fatigue
life analysis under constant amplitude loading is straightforward. After the initial crack
size, a0, is set, the cycle-by-cycle crack growth analysis can be initiated and carried out
till the crack reaches its final size aN . Diagram 2.6 shows the series of steps required to
estimate the current crack growth increment ∆ai induced by a given loading cycle. The
first step (#1 from Figure 2.6) requires estimation of the stress intensity factor range
using the ready-made solution approach (2.4) or the weight-function method (2.7) for
the current crack length ai and the applied loading cycle. In the second step (#2 from
Figure 2.6) selected material fatigue crack growth model combined with appropriate [Ci,mi]
parameters is used to estimate the crack growth increment ∆ai. Finally, in the last step (#3
from Figure 2.6) of the fatigue crack growth analysis, the new crack length ai = ai +∆ai
is checked against the final crack length af and corresponding cycle count is updated
N = N + 1.
The described above cycle-by-cycle algorithm relies on the experimental fatigue crack
growth data. Such data in turn can obtained at different stress ratios, R. The “Paris law”
doesn’t have means to account for the spread of fatigue crack growth data. Therefore, in
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Figure 2.6: Cycle-by-cycle analysis of the fatigue crack growth
order to predict the fatigue life of component subjected to the cyclic constant amplitude
load of stress ratio, R = 0.2, the experimental fatigue crack growth data obtained at the
same R is required. The Forman and Walker laws, in turn are only partially able to collapse
fatigue crack growth data obtained at different R ratios and the quality of the “collapse”
changes with the da/dN level. Therefore, another approach for explanation of the R ratio
effect was needed.
It is widely accepted at present that the plastically deformed material left in the wake of
a propagating crack distorts the fatigue crack growth rate but Elber was the first to point it
out. In the paper on “The Significance of Fatigue Crack Closure” [26] Elber has presented
the measurements of the strain displacements in the wake of a crack tip in the compact
tension specimen under cyclic loading (see Figure 2.7a) and argued that the non-linearity
of the stress-displacement path from points B to C (see Figure 2.7b) “can be explained
by crack closure only”. Assuming that the crack tip partially remains closed even under
the fully tensile applied loading cycle, Elber proposed to use the effective stress intensity
factor range, ∆Keff , based on the range between maximum applied, Smax and opening
stress , Sop (2.10).
∆Keff = (Smax − So)
√
piaF (2.10)
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Figure 2.7: The crack tip closure concept according to Elber [26].
Therefore, the fatigue crack growth law, proposed by Elber has the form:
da
dN
= C (∆Keff )
m (2.11)
Unfortunately it is impossible to estimate the opening stress, Sop, for the large vari-
ety of loading and geometry configurations encountered in practice. That is why, Elber
has proposed [26] an empirical relationship for determining the effective stress intensity
factor range, ∆Keff :
∆Keff = U ·∆K (2.12)
18
For the Al 2024-T3 aluminum alloy, the crack tip closure parameter U was empirically
correlated to the stress ratio R as:
∆Keff = (0.5 + 0.4R) ·∆K (2.13)
It was argued later that the crack closure has three distinct regions in the da/dN range [27].
This led to the conclusion that equation (2.13) was inadequate and parameter U could not
be formulated in terms of only the R ratio parameter. For this reason Newman have
proposed [28] to modify the Forman law (2.8) by taking into account the effective stress in
a different way:
da
dN
= C1 (∆Keff )
C2
1−
(
∆Ko
∆Keff
)2
1−
(
Kmax
C5
)2
 (2.14)
where
∆Ko = C2
(
1 + C4
So
Smax
)
(2.15)
Equation (2.15) has gone in time through a series of modification and now it is referred to
as NASGRO equation [29] given in the form of:
da
dN
= C
(
1− So/Smax
1−R ∆K
)n (1− ∆Kth
∆K
)p(
1− Kmax
Kc
)q (2.16)
While Newman has used the Forman law (2.8) as a basis for further modifications and
fatigue crack growth analysis, many other researchers decided to use the original Walker
approach [24]. Donald and Paris [30] were the first to combine the two-parameter fatigue
crack growth material model obtained by Walker with the crack closure concept. The out-
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come of their proposal was the normalized stress intensity factor (2.17) which theoretically
was also supposed to account for the R ratio effect (2.18).
∆Knorm = ∆K
(1−n)
eff K
n
max (2.17)
da
dN
= C (∆Knorm)
m (2.18)
Another modification to the Walker law was suggested by Kujawski [31]. Instead of using
the crack closure concept, Kujawski has proposed to use the total driving force in a form
of the geometric mean of the positive stress intensity factor range and the maximum stress
intensity factor (∆K+Kmax)
0.5
. This model was later generalized to the form (2.19):
K∗ = Kαmax
(
∆K+
)1−α
(2.19)
By using only the positive part of the stress intensity factor range ∆K+ Kujawski managed
to show a reasonable correlation of the load ratio effect on fatigue crack growth in a variety
of aluminum alloys [32]
The UniGrow total driving force
The two parameter total driving force, ∆κ, used in the UniGrow model is also similar to
Walker’s parameter. Glinka and Noroozi have argued [1] that since the strain-life method
and fatigue crack growth analysis describe the same phenomenon, then it should be possible
to derive the fatigue crack growth law based on the strain-life relationship (2.20) proposed
by Manson and Coffin [33]. Glinka and Noroozi have postulated that the crack tip geometry
can be approximated by the finite radius ρ∗ and that the material surrounding it can be
modeled as a set of material blocks of the same size (see Figure 2.8).
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Figure 2.8: The crack model according to the UniGrow model
Fatigue crack growth rate da/dN was first related to the average number of cycles
required to “destroy” such a block, ρ∗/N . Then, using the Smith-Watson-Topper damage
parameter [34], the fatigue crack growth relationship in the form (2.21) was obtained:
∆ε
2
=
σ
′
f
E
(2N)b + ε
′
f (2N)
c (2.20)
da
dN
=
ρ∗
N
= C (∆κ)γ (2.21)
Where ∆κ is the total driving force (2.22) and [C, γ] are fatigue crack growth coefficients
which should be obtained from available fatigue crack growth data.
∆κ = (∆K +Kr)
1−p (Kmax +Kr)
p (2.22)
The Kr from equation (2.22) is the residual stress intensity factor. This parameter enables
to account for the generated plastic deformation in the vicinity of the crack tip. The Kr
can be evaluated by using the weight function method:
Kr =
∫ a
0
σr (x)m (x, a) dx (2.23)
21
Where σr (x) is the residual stress distribution. The exponent p in relationship (2.22) is
related to the cyclic strain hardening exponent n
′
:
p =
n
′
n′ + 1
(2.24)
In summary, the fatigue crack growth material model chosen for the analysis will have a
profound effect on the prediction of the number of cycles required for the crack to grow from
the initial size a0 to the specified final crack length af . The most advanced material models
available today are the NASGRO (2.16), the Donald law (2.18), the relationship proposed
by Kujawski (2.19) and the UniGrow total driving force ∆κ (2.21). What all these model
have in common is that they impose some sort of plasticity corrections to the combination of
the appliedKmax and ∆K. Adjusted cycle-by-cycle fatigue crack growth analysis procedure
is presented in Figure 2.9. Two differences between diagrams 2.6 and 2.9 should be noted.
The first distinction is the presence of plasticity corrections. Second distinction is that
the notation of the fatigue crack growth constants was changed from [C,m] to [C, γ], since
the experimental fatigue crack growth data required for the analysis has to be adjusted
accordingly.
2.3 State-of-the-art fatigue crack growth modeling
Application of the fatigue crack growth material model for constant amplitude loading
scenarios is pretty straight-forward. Unfortunately, real stress histories often deviate from
the constant amplitude loading and fatigue lives are known to be dependent on the applied
loading history. The very first fatigue crack growth studies of the effect of the variable
amplitude loading on the fatigue life took place in early 50’s of the last century [35] and
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Figure 2.9: Adjusted cycle-by-cycle analysis of the fatigue crack growth
lots of experimental fatigue crack growth data has been accumulated since then. The very
first tests were done to study the effect of a single overload ( 2.10a), underload ( 2.10b) or
their combination ( 2.10c) under predominantly constant amplitude loading history.
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Figure 2.10: (a) Single overload, (b) single underload and (c) their combination.
The following trends were observed while studying the effects of single overloads and
underloads on a predominantly constant loading history:
• Application of a single or repeated positive overloads led to increase in fatigue life
when compared to the life of only constant amplitude loading. [35].
• Single or repeated underloads applied to the predominantly constant amplitude load-
ing history had no significant effect on the final fatigue life of a structure [3]
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• Underload applied immediately after the overload diminishes the beneficial effect of
a single overload [36]
Expected loading histories in real machines are supposedly random and thus has to be
approximated in advance. For aerospace applications a variety of flight-simulation spectra
are known (such as FALSTAFF, TWIST, TURBISTAN, P3, etc. [37]). In case of ground
vehicles, expected terrain profiles are usually transformed into loading sequences. As an
example, part of aircraft flight spectrum loading is shown in Figure 2.11.
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Figure 2.11: Excerpt from the P3 loading spectra.
No matter how complicated the loading sequence is, the fatigue life can be approxi-
mately predicted by a computational model capable of accounting for the effect of single
overloads and underloads. To verify that hypothesis, a variety of loading sequences have
been tested in previous years and experimental data obtained by McMillan and Pelloux
for Al 2024-T3 [38] might be of particular interest.
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2.3.1 The Willenborg and Wheeler model
The main concepts used to explain the retardation and acceleration effects imposed by
loading spectra on the fatigue crack growth are: the crack tip plasticity, the plasticity
induced crack closure and residual stresses. Crack tip plasticity models were introduced
at the beginning of the 1970s by Wheeler [39] and Willenborg [40] and they are still used
today in software packages like AFGROW [41]. The explanation of the retardation effect
according to those models is as follows. A single overload in a predominantly constant
amplitude loading sequence produces larger plasticity zone ahead of the crack tip, than
basic constant amplitude fluctuations. This phenomenon causes the growth rate of the
crack to decrease (see Figure 2.12) after application of the overload.
In order to account for the temporary increase of the plastic zone ahead of a crack
tip, Wheeler has proposed to use the Cp correction factor (2.25) in the cycle-by-cycle
analysis (2.26) of the crack growth.
Cp =
(
Ry
ap − a
)m
(2.25)
ar = a0 +
r∑
i=1
Cpif (∆Ki) (2.26)
Parameter m in equation (2.25) is the shaping exponent which has to be found from the
experimental constant amplitude loading fatigue crack growth data with single overloads.
This poses an obvious challenge: the amount of required experimental data necessary for
further fatigue crack growth analysis becomes very extensive, i.e. impractical in reality to
obtain.
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Willenborg argued [40] that the effective stress range influencing fatigue crack growth is
reduced due to a larger plasticity zone generated by the overload. Therefore, it can be
used to model the retardation phenomenon. The retardation factor, analogous to Cp, is
determined from the difference between the position of the plastic zone boundary coming
from the currently generated overload and the previous cycle. After the calculated effective
stress is found, it can be used in conjunction with the Forman law (2.8) or other material
fatigue crack growth model. The main disadvantage of all models based on the crack
tip plasticity effect is that they are not capable of explaining the underload effect, thus
they have a very limited application range and might give non-conservative predictions for
loading histories with multiple underloads.
2.3.2 The crack tip closure based fatigue crack growth model
Even though the crack closure concept was questioned by many researchers [42, 43], it is still
being widely used to explain variable amplitude loading effects. The most advanced model
based on the crack closure considerations is FASTRAN [44] and it has been developed by
Newman while working at NASA/Langley research center [45]. The FASTRAN model is
schematically illustrated in Figure 2.13. Three zones can be distinguished in the crack tip
neighborhood:
• The wake of the crack without stresses (Zone 1)
• The plastically yielded region of the crack tip of size ρ (Zone 2)
• The elastic continuum with a present crack of size a+ ρ (Zone 3)
The first and second zones consists of perfectly rigid plastic bar elements and the third
zone is regarded as linear elastic region. It is important to note that under any applied
stress, the bar elements can be in one of the two states: broken or intact.
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Figure 2.12: Crack tip yield zones due to overload.
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Figure 2.13: The Newman crack tip closure module based on a Dugdale yield-strip con-
cept [28].
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The main goal of the crack closure model is to determine the opening stresses level
resulting from the applied load. The estimation of the opening stress level is based on
the modified Dugdale strip-yield model [46]. The essence of the adjustment proposed by
Newman [28] is as follows: the plastically deformed material is left in the wake of the
propagating crack, which leads to impediment of the growth of the crack. The set of
equations required to calculate the opening stress level, Sop, for the positive (2.27) and
negative (2.28) R ratios are presented in (2.27) and (2.28).
For R ≥ 0
So
Smax
= A0 + A1R + A2R
2 + A3R
3 (2.27)
For −1 ≤ R < 0
So
Smax
= A0 + A1R (2.28)
where the coefficients are:
A0 =
(
0.825− 0.34α0.05 + α2) [cos piSmax
2σo
]1/α
A1 = (0.415− 0.071α)Smax/σo
A2 = 1− A0 − A1 − A3
A3 = 2A0 + A1 − 1
(2.29)
The solution of equations (2.27) and (2.28) requires introduction of the accommodating
“constraint parameter, α”. This parameter [28] is supposed to simulate plane-stress or
plane-strain conditions and it ranges from 1 to 3. It is also worth mentioning that expres-
sion (2.27) is empirical and it applies mostly to aluminum alloys.
When the procedure to estimate the opening stress level is established, it is important
to setup the cycle-by-cycle analysis procedure. The FASTRAN model approximates the
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extension of the crack by an incremental value calculated at the highest applied stress level
from a block of 300 cycles, which is an empirically chosen number. The crack increment is
then arbitrarily set to be equal to:
∆a∗ = 0.05ρmax (2.30)
where the ρmax is the plastic zone size caused by the maximum applied stress. The es-
timated opening stress level is held constant while the crack is growing under the cyclic
loading over the length ∆a∗. The number of cycles to generate the crack increment ∆a is
calculated then with the NASGRO equation (2.16). When the sum of those crack growth
increments reaches ∆a∗, the analytical crack closure model is executed. If the increment
of the number of loading cycles reaches ∆N = 300, the crack closure model is invoked
regardless whether or not the total crack increment ∆a∗ was reached. Main steps of this
analysis can be summarized as follows:
1. Apply the minimum and maximum stress, (Smin and Smax) at crack length of “a”
2. Extend the crack length by the increment, ∆a∗ (2.30) and calculate the corresponding
number of cycles ∆N (2.16)
3. Apply the current minimum stress Smin at a+∆a
∗ and calculate the opening stress
level, So
4. Re-calculate the crack growth increment ∆a∗
5. Repeat steps 1-5 while the crack size is less than a+∆a∗ or the number of cycles of
applied load ∆N is less than 300 cycles
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These steps are repeated till the crack reaches the prescribed final crack length. The
drawback of the FASTRAN model is that obtained results will depend on the arbitrary
assumed 300 cycles interval.
load: [∆S, Smax]
geometry: [B, H]
crack length: [ai]
[α]
#1
∆K NASGRO
(2.16)
#2 #3
[Ci, γi]
ai+1 = ai +∆ai
N = N + 1
FASTRAN
Opening stress, Sop
#4
Figure 2.14: Advanced crack tip closure-based cycle-by-cycle analysis of fatigue crack
growth.
In addition to the above mentioned AFGROW and FASTRAN software packages, the
NASGRO software package [29] is also currently available as a standalone program for fa-
tigue crack growth analyses. While there are minor technical differences in implementation,
conceptually none of those software packages are significantly different. The most advanced
closure based setup for the cycle-by-cycle fatigue crack growth analysis is presented in Fig-
ure 2.14. This diagram features the FASTRAN [44] model for plasticity corrections and
NASGRO (2.16) material model.
2.3.3 The UniGrow fatigue crack growth model
The UniGrow fatigue crack growth model developed partially earlier is an advanced soft-
ware package which uses the total driving force ∆κ and a set of memory rules accounting
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for the loading sequence effects. A schematic illustration of how the crack growth increment
∆ai is being calculated by the UniGrow model is shown in the Figure 2.15.
load: [∆S, Smax]
geometry: [B, H]
crack length: [ai]
[ρ∗]
#1
∆K,Kmax
Total driving
force, ∆κ
#2 #3
[Ci, γi]
ai+1 = ai +∆ai
N = N + 1
“Memory rules”
Residual stress intensity factor, Kr
#4
[
E, ν, σys, K
′
, n
′]
Figure 2.15: Cycle-by-cycle analysis of fatigue crack growth based on the UniGrow model.
Contrary to the crack tip closure-based fatigue crack growth models, the UniGrow model
uses the residual stress distribution created around the crack tip (#4 from 2.15). The plas-
tically deformed region left in the crack tip zone according to the UniGrow model needs
to be transformed into the residual stress intensity factor Kr. This parameter is then used
to calculate the total driving force, ∆κ (2.22) which subsequently is related to the fatigue
crack growth rate da/dN as per (2.21).
The detailed description of memory rules was given by Mikheevskiy in reference [47].
Therefore, only a short descriptive example is presented here. Let’s consider a model of
a “virgin” crack in a complex body (see Figure 2.16a) subjected to a variable amplitude
loading (as shown in Figure 2.16b). Suppose that the applied loading sequence is given
in the form of the stress intensity factor, Ki, so the step #1 from diagram 2.15 can be
omitted. Let’s put an axis defined as x with a starting point at the origin of the crack
31
(if the crack is symmetrical it is then at the center). Changes in the stress profile in the
vicinity of the crack tip invoked by the cyclic loading are of special interest and the stress
distribution along the x axis in particular.
The very first step is to increase the applied load from 0 to K2 (see Figure 2.17b). This
applied tensile load reversal produces the crack increment ∆a0 and generates the stress
distribution shown in Figure 2.17a. Since it was assumed that the crack was “virgin”,
residual stresses ahead of the crack tip are absent, thus Kr = 0 during the load reversal
from 0 to K2. The applied stress intensity factor range is evaluated as ∆K = K2− 0 = K2
and maximum applied stress intensity factor, Kmax is obviously equal to K2. Therefore,
the crack growth increment can be estimated as ∆a0 = C
[
(K2)
p (K2)
1−p]γ where C and γ
are fatigue crack growth material parameters.
The UniGrow model assumes that crack propagates during the increasing load reversal
and creates a residual stress zone after unloading. Therefore, once the crack has propagated
from a0 to a1 = a0 +∆a0, the drop in the applied load from K2 to K1 (see 2.18b) results
in the residual stress profile, as presented in Figure 2.18a.
The first memory rule states that integration region for calculation of the residual stress
intensity factorKr is bounded by the distance Xf . The Xf was defined by Mikheevskiy [47]
as an interval from the crack tip to the point where the residual stress σr from given cycle
becomes equal to 0. Respectively, the residual stress profile (see Figure 2.18a) has to be
remembered until the crack reaches the length a = a0 + ∆a0 + Xf,1 and coordinates of
point A are to be stored in the memory.
The next step is the application of the second loading cycle (K1−K3−K1 as depicted
in Figure 2.19b). The ascending reversal of the loading cycle (K1 to K3) leads to increase of
the crack length by the increment ∆a1. Since the residual stress distribution in the vicinity
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of the crack tip (i.e. from 0 to a1 is still absent, the residual stress intensity factor Kr is
equal to zero and ∆a1 = C
[
(K3 −K1)p (K3)1−p
]γ
.
The unloading portion of the cycle (from K3 to K1) produces the residual stress distri-
bution presented in Figure 2.19a. The second memory rule states that if the next loading
cycle produces residual stress distribution partially or completely outside of the previous
one, then the residual stress distributions should be combined. Therefore, coordinates of
the intersection point B and coordinates of point C, where the maximum residual stress
occurs (Figure 2.19a) should be stored in the memory for further analysis.
The third applied cycle (K1 → K2 → K1, Figure 2.20b) is the last one to be considered
in this example. At first, the fatigue crack growth increment ∆a2 generated by current
reversal needs to be estimated. This time, in order to calculate the current crack growth
increment, the residual stress distribution left in the wake of the crack tip has to be
translated into the residual stress intensity factor, Kr (2.23). The residual stress profile
from 0 to a2 can be represented by two parts. The first part, where the residual stress
σr = 0 goes from 0 to A
∗ (Figure 2.20a). The second part is where the residual stress σr
follows the path A − B. The total area for integration is shown as filled in Figure 2.20a
for clarity. The integration procedure [16] is used to estimate the residual stress intensity
factor Kr,A−B. As a result, ∆a2 = C
[
(K2 −K1 +Kr,A−B)p (K3 +Kr,A−B)1−p
]γ
.
The residual stress profile estimated for the unloading portion of the third cycle happens
to be fully inside of previous residual stress profiles which leads to the use of the third
memory rule which states that such distributions are supposed to be forgotten. Therefore,
only coordinates of point D (Figure 2.20a) should be stored in the memory. This concludes
a brief summary of how the memory rules proposed by Mikheevskiy [47] are used to impose
plasticity corrections on fatigue crack growth in the UniGrow model.
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Figure 2.16: Model of the “virgin” crack in a complex body.
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Figure 2.17: Crack progression according to the UniGrow model: the first step.
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Figure 2.18: Crack progression according to the UniGrow model: the second step.
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Figure 2.19: Crack progression according to the UniGrow model: the third step.
x
σa
A∗
∆a2
0
a2
A
B
C
D
(a)
time
K1
K2
K3
(b)
Figure 2.20: Crack progression according to the UniGrow model: the fourth step.
It should be noted that such implementation of the model is impossible without suffi-
ciently accurate estimation of residual stresses. The solution to this problem can be split
into two steps. In the first step, the distribution of the elastic stress components ahead
of the crack tip σelx (x), σ
el
y (x) and τ
el
xy (x) need to be obtained from the Creager-Paris
solution [11] for given stress intensity factor and the crack tip radius, ρ∗. The second step
is the estimation of actual elastic-plastic strains and stresses σax (x), σ
a
y (x) and τ
a
xy (x).
Mikheevskiy has stated [47] that this can be done by using the multiaxial Neuber [48]
or ESED [49] method assuming a plane-stress or plane-strain state around the crack tip.
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Accordingly, four methods to obtain the actual stress distribution ahead of a crack tip are
possible, but only the Neuber rule for cracked bodies under plane-stress has been used so
far. Therefore, a more generalized solution involving the four methods and their effect on
the predicted fatigue crack growth is of great interest.
Finally, it has to be remembered that a set of fatigue crack growth parameters [Ci, γi] for
the UniGrow model reflects the correlation between the fatigue crack growth rate, da/dN
and the total driving force, ∆κ, rather than the stress intensity factor range,∆K. There-
fore, before any fatigue crack growth analysis based on the UniGrow model can be un-
dertaken, a set of standard experimental fatigue crack growth data, [∆Ki, (da/dN)i] has
to be transformed into the [∆κi, (da/dN)i] format. The purpose of the transformation is
the derivation of the master da/dN −∆κ material curve valid for all possible stress ratios
R. Examples of such transformation for Al 2024-T3 aluminum alloy is presented in Fig-
ure 2.21. More details on how to perform the transformation will be discussed in following
chapters.
2.4 Random nature of the fatigue crack growth
The scatter of the material fatigue resistance to cyclically applied loads is often the rea-
son for differences between deterministically predicted fatigue lives and those observed in
service [50]. Those differences can be sometimes very large regardless of the fatigue life
prediction method and are often attributed without justification to imperfections of fatigue
crack growth models. While none of the models described above are able to account for
the discrepancies caused by the random nature of fatigue crack growth, several approaches
aimed at the quantification of this phenomenon exist [51].
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Figure 2.21: Example of fatigue crack growth data transformed from [∆K, da/dN ] to
[∆κ, da/dN ] form for the Al 2024-T3 aluminum alloy [25].
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2.4.1 Uncertainty of material properties
Randomness inherent to the fatigue crack growth process can be classified into the scatter
“within the specimen” and the “specimen to specimen” scatter. For brevity they will
be referred to as intraspecimen and interspecimen variability. The former comes from
non-homogeneity of the material within a single machine component or specimen and
can be quantified as the measure of the spread around the smooth, i.e. “ideal”, (Ni, ai)
curve. Intraspecimen variability is a measure of randomness of a single fatigue crack
growth experiment.
Interspecimen variability on the other hand is the reason why two identical fatigue crack
growth experiments performed on specimens made of the same material might result in
significantly different fatigue lives. This scatter comes from the inherent variability of the
manufacturing process. In order to quantify this scatter, significant amount of fatigue crack
growth experiments in the controlled environment were needed. Virkler [4] in 1978 took 68
identical specimen made of Al 2024-T3 aluminum alloy and carried out a series of fatigue
crack growth experiments. While on average it took 270 × 103 cycles to propagate the
crack from 9 to 49.8 mm in the middle-tension specimen (Figure 2.22a), the experimental
span of obtained fatigue lives was 224 × 103 ÷ 323 × 103 cycles (Figure 2.22b) obtained
under the same cyclic loading history.
Let’s denote a number of cycles required to propagate a crack from the initial a0 to the
final af crack size as Nf . It is of interest to construct all the Nf values from statistical
experiment, into the corresponding probability distribution. It is also of interest to test
whether distribution type of the number of cycles Ni is going to change depending on
the corresponding crack size, ai. It was hypothesized and confirmed by Virkler [4] and
others [6] that the collection of Nf associated with given crack size ai is best described
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Figure 2.22: (a) Geometry and (b) result of the fatigue crack growth experiments performed
by Virkler [4]
by the log-normal distribution. Thus, the histogram of ln (Nf ) is supposed to follow a
bell-shaped curve. In order to demonstrate it, experimental fatigue crack growth results
of form (Ni, ai) from the Virkler experiment [4] were “cut” as shown in the Figure 2.23
at af = 0.0498m. Resultant histogram obtained from this “cut” together with fitted
lognormal probability density function (λ = 12.45, ζ = 0.066) are shown in Figure 2.24.
2.4.2 The stochastic modeling of fatigue crack growth
Any field of science relies on the reproducibility of results. When statistically significant
results can’t be obtained from laboratory tests, then solely a probabilistic model might be
an option. This is not the case for fatigue crack growth analysis, since intra-laboratory
studies performed by ASTM committees have shown that fatigue crack growth data can
be successfully reproduced by variety of laboratories.
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Figure 2.23: Evaluation of the Virkler experimental data [4]
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Figure 2.24: Probability density histograms obtained from the Virkler data [4].
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In order to get reliability estimations, one can run a significant number of laboratory
fatigue tests but such an approach is costly and time consuming. Therefore, it is common
to perform a vast number of numerical fatigue crack growth experiments via computer
modeling by using the “Monte-Carlo” method. Two philosophically different approaches
exist. The first approach is focused on modeling the intraspecimen variability. For this
purpose, propagation of the crack is treated as a single realization of a stochastic process.
The second approach assumes that intraspecimen variability is negligible but every speci-
men has its own mean fatigue crack growth resistance. The former is labeled as a random
process approach, while latter is characterized as random variable modeling.
A general random process based model, uses a deterministic fatigue crack growth rate
multiplied by a chosen stochastic process and indexed by the number of loading cycles.
The resulting equation in this case can be written as:
da
dN
= X (N)× f (∆K) (2.31)
where X (N) represents the stochastic process indexed by the number of cycles and f (∆K)
is the material model as outlined in previous section (see #2 from 2.9). Equation (2.31)
is a differential one and its solution can be found from the integration of the stochastic
process over the desired time interval. For that purpose, the distribution of the integral of
the appropriate stochastic process has to be known or determined. Only a few closed form
expressions, describing distributions of stochastic integrals exist. The Gaussian random
process is one of the exceptions and that is why it is used in the model proposed by
Yang [52]. Other models worth mentioning were proposed by Bogdanoff and Kozin [7],
Ortiz [53] and Ghonem [6]. Unfortunately, the random process modeling approach is not
always feasible due to complications with calculations of the crack size and distribution of
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the number of cycles. Also, inference of the parameters from an existing limited statistical
fatigue crack growth data is very complicated.
Random variable modeling is based on the introduction of uncertainty into the deter-
ministic fatigue crack growth model by imposing the probability distribution to one or
more of its dependent parameters. Those distributions have to be obtained in advance,
while propagation of the crack in the medium is then considered deterministic. If intraspec-
imen fatigue crack growth variability can be treated as negligible, then this approach is
of great value even though it may fail to capture irregularity of a single realization of the
fatigue crack growth experiment. One of the advantages of the random variables approach
is that it is able to account simultaneously for variability in many parameters, such as:
material properties, the initial flaw size, etc. Once the probability distribution of essential
input parameters are known, they have to be combined with the “Monte-Carlo” simulation
method.
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Chapter 3
Improvement of the UniGrow fatigue
crack growth model
The state-of-the-art fatigue crack growth model is essential for reliability fatigue life analy-
sis. While there are several models (UniGrow, FASTRAN, AFGROW, NASGRO) available
to carry out the fatigue crack growth analysis, the UniGrow model is the only model which
doesn’t depend on a vaguely defined opening stress level. The UniGrow model has been
also extensively validated on the basis of available experimental fatigue crack growth data.
Therefore, it was chosen as a basis for further analysis and necessary improvements.
The UniGrow model carries cycle-by-cycle fatigue crack growth analysis as it was de-
scribed in the literature review. First, the applied stress intensity factor range, ∆K has to
be calculated. Since the stress intensity factor for cracks of small size can be largely under-
estimated, it was concluded that the UniGrow model was not able to predict behavior of
short cracks. This was considered as the first item for possible improvements. The stress
intensity factor range, ∆K in combination with the material block size ρ∗ and the material
cyclic stress-strain curve are used in the next step to calculate the actual stress distribution
ahead of the crack tip and to subsequently calculate the residual stress intensity factor,
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Kr. Solution to this problem can be carried out with either the Neuber or ESED method
imposing the plane-strain or plane-stress condition at the crack tip. Since only the Neuber
rule in combination with the plane-stress assumption has been implemented earlier, it was
of great importance to derive a general solution, i.e. implement and study the effect of
all possible approaches concerning the elastic-plastic stress-strain analysis near the crack
tip. Successful implementation of these tasks was a prerequisite for further probabilistic
fatigue crack growth analysis.
3.1 The short crack correction factor
The prediction of fatigue lives based on the fatigue crack growth analysis starts from the
assumption of an initial crack-like defect. Two things should be considered here. First,
initial defects which lead to the final failure are in the scale of micrometers [54]. Second,
final fatigue life is highly dependent on the value of approximated initial crack size [55].
Therefore, it is of importance to define what can be considered as the smallest crack in a
material. Bao-Tong for example has stated [56] that “cracks are considered to be cracks
only if they are deeper than 3µm” but in the guidelines of the United States Air Forces, the
initial crack size is assumed to be equal to 0.25 mm [57]. While there is no standardized
definition of what is meant by a crack, the categorization by length proposed by Miller [58]
seems to be the most appropriate one:
• microstructurally short crack, a ≈ grain size
• physically short cracks, a ∈ 50− 500, µm
• long cracks, a ≥ 0.5 mm
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Figure 3.1: The fatigue crack growth data of short and long cracks (Al 2024-T3 aluminum
alloy) [25]
The UniGrow fatigue crack growth model is theoretically limited to the crack size
greater than the ρ∗ parameter. However, it couldn’t predict well the fatigue crack growth of
cracks comparable in size with the ρ∗ parameter, called as short cracks. This was due to
fact that fatigue crack growth rates of small cracks are higher than those of a long crack
(see Figure 3.1) even when subjected to the same applied stress intensity factor range, ∆K.
The short crack problem can be further broken down into two issues. First, the linear
elastic fracture mechanics isn’t able to quantify the behavior of small cracks. Second, small
cracks are of a three dimensional nature, thus considerations concerning the stress state
are very important.
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In order to predict the fatigue crack growth of short cracks, models based on the
crack closure concept use the data obtained from testing the fatigue crack growth of short
cracks [59]. In this case, during the fatigue crack growth analysis, when a crack reaches
sufficiently large size, the program used for calculations has to switch to the fatigue crack
growth data obtained for long cracks data. This way, for example, the short crack phe-
nomenon is tackled in the FASTRAN [44] software. Such an approach is complicated since
it requires significant amount of extra experimental data and it depends on the accepted
definition of the short crack.
The essential property of the stress intensity factor, is that it accounts simultaneously
for the load and geometry effects. Thus, small cracks in combination with a high load
theoretically should result in the same stress intensity factor value as long cracks with a
respectively low load. Unfortunately, the stress intensity factor for cracks of a smaller size
is being underestimated. That is why, applicability of the linear elastic fracture mechan-
ics to short cracks was questioned by several researchers [25, 60]. In order to overcome
this limitation, it is possible to use the different approach such as elastic-plastic fracture
mechanics or to appropriately correct the stress intensity factor obtained from the linear
elastic fracture mechanics solution.
It is also known, that stresses at the crack tip obtained from the Creager-Paris (2.3)
solution are underestimated for small cracks and in reality stresses at the crack tip of a
short crack are higher (see Figure 3.2) than in the case of long crack even if the same
stress intensity factor range, ∆K is applied in both cases. This is one of several potential
explanations why the crack propagation rates of short cracks are higher than those of long
cracks.
In order to determine appropriate crack tip stresses, it was proposed to adjust the
classical stress intensity factor for the length of the crack a relative to the crack tip radius
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ρ∗. The maximum stress ahead of the crack tip (equation (2.3) for φ = 0, r = ρ∗/2) can be
determined from the Creager-Paris solution [11] as:
σCG =
2K√
piρ∗
=
2S
√
pia√
piρ∗
(3.1)
The actual stress obtained by solving the classical linear elastic boundary problem of
an elliptical notch (φ = 0, r = ρ∗/2) is presented by equation (3.2).
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Figure 3.2: The LEFM and the actual crack tip stress
σactual = S
(
1 + 2
√
a
ρ∗
)
(3.2)
Thus, the ratio of the maximum stresses obtained from the fracture mechanics and
Creager-Paris solution [11] and the classical elliptical notch solution is:
σactual
σCG
=
S
(
1 + 2
√
a
ρ∗
)
2S
√
pia√
piρ∗
= 1 +
1
2
√
ρ∗
a
(3.3)
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Therefore, the classical fracture mechanics solution (and the stress intensity factor, K)
needs to be corrected in order to obtain the correct stress level at the crack tip.
σactual = σCG
(
1 +
1
2
√
ρ∗
a
)
=
2K√
piρ∗
(
1 +
1
2
√
ρ∗
a
)
=
2K∗√
piρ∗
(3.4)
The corrected stress intensity factor, K∗ , can be subsequently used to predict the
behavior of short cracks:
K∗ = K
(
1 +
1
2
√
ρ∗
a
)
= K · CS (3.5)
where CS =
(
1 + 1
2
√
ρ∗
a
)
is the short crack correction factor. The correction factor CS is
presented in Figure 3.3 as a function of the a/ρ∗ parameter
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Figure 3.3: The short crack correction factor
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3.2 The stress analysis of a cracked body
The knowledge of the actual stress field in a cracked body is required for the estimation of
the effect of the plastically deformed material in the vicinity of the crack tip. This effect is
quantified in the UniGrow fatigue crack growth model with the help of the residual stress
intensity factor, Kr, resulting from the residual stress created around the crack tip (2.23).
The stress data necessary for fatigue crack growth analysis can be obtained for either
the plane-stress or plane-strain state condition, by using the Neuber [48] or the ESED [49]
rule. The importance of the implementation of the stress analysis under the plane-strain
conditions comes from following observation: if the UniGrow model is to be used to predict
the fatigue crack growth in a machine or structural components having different thicknesses
then it is going to yield the same results, regardless of the thickness and contrary to the
experimental observations [61].
The need to implement the ESED rule comes from the following observation. It is
known that when the Neuber rule is used actual stresses are being overestimated and when
the ESED rule is used actual stresses are underestimated [62]. While overestimation of the
actual stresses leads to conservative design when static theories of failure are involved (such
as Tresca or Von-Mises [55]) it is opposite for the fatigue crack growth analysis based on
the UniGrow model. The logic is as follows. Use of the ESED rule leads to underestimated
actual stresses in the vicinity of the crack tip. Since the actual stresses estimated using the
ESED rule are lower then the ones estimated with the Neuber rule, than the residual stress
intensity factor, Kr is consequently lower. While the applied stress intensity factor range
∆K and the applied maximum stress intensity factor Kmax are going to be the same using
either of methods (Neuber or ESED), the lower Kr value as per (2.22) will result in a
higher total driving force ∆κ. Accordingly, the fatigue crack growth rate da/dN is going
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to be higher when the ESED rule is used. Finally, the total number of cycles to failure
will be less when ESED rule will be employed. This will result in the conservative and safe
design.
3.2.1 Elastic crack tip stresses and the plastic zone correction
factor, Cp
The solution to the elastic-plastic crack problem starts first from the well-known [11] linear
elastic stress problem. Let’s assume an arbitrary cracked body loaded with known stress
intensity factor, K as shown in Figure 3.4a. If the crack is approximated by an elliptical
notch, then the elastic stress distribution can be written down as a function of coordinates
(r, φ) with the origin at the focal point. It is obvious that the highest stress occurs at
φ = 0 and r = ρ∗/2. Thus in the Cartesian system of coordinates the equation set (2.3)
transforms into (3.6). An example of the distribution of the stress component σe22 along
the x axis is schematically shown in Figure 3.4b.
σe33 = −
K√
2pir
ρ∗
2r
cos
3φ
2
+
K√
2pir
cos
φ
2
[
1− sin φ
2
sin
3φ
2
]
+ . . .
σ22 =
K√
2pir
ρ∗
2r
cos
3φ
2
+
K√
2pir
cos
φ
2
[
1 + sin
φ
2
sin
3φ
2
]
+ . . .
(3.6)
Elastic stresses at the crack (3.6) are finite but they significantly exceed the material
yield limit, σys . Therefore, the material will deform plastically in the crack tip neighbor-
hood. The region in which the plastic deformation take place will be referred to as the
crack tip plastic zone. For the linear elastic fracture mechanics to be applicable this region
have to be small in comparison with other dimensions of the cracked body. Several meth-
ods were proposed to account for the effect of the plastic zone. Two most known methods
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Figure 3.4: Elastic stress distribution in a cracked body.
used for the crack analysis were obtained by Irwin [10] and Dugdale-Barenblatt [46]. Main
steps in those models are - first estimate the size of plastic zone based on the linear elastic
stress field and the yield limit σys and then find how much more the zone will extend due
to the redistribution of the linear elastic stress field (see Figure 3.5).
The plasticity zone correction factor Cp for a notched body was proposed by Glinka [63]
and used later by Noroozi for derivation of the total driving force, ∆κ [64].
Cp =
σcorrected
σelastic
(3.7)
Where σcorrected is an elastic stress increased due to the presence of the plastic zone.
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Figure 3.5: Plastic yielding and the elastic stress redistribution ahead of a crack tip [63]
Cp =
√
1 +
∆rp
rp
×
√√√√√√√√
1 + 3
4
[
ρ∗
x+ ρ
∗
2
×
(
1 + ∆rp
rp
)]2
1 + 3
4
×
[
ρ∗
x+ ρ
∗
2
]2 (3.8)
where rp is the initial plastic zone size which shall be found from the linear-elastic stress
field and Von-Mises criterion, σeq :
σys (rp) = σeq (3.9)
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By substituting the Creager-Paris solution (3.6) into of the left side of equality (3.9), the
following general cubic equation can be obtained:
(
1
rp
)3
+ A×
(
1
rp
)
+B = 0 (3.10)
Coefficients A and B of equation (3.10) depend on whether the plane-stress (3.11) or the
plane-strain (3.12) condition is used in the analysis.
plane− stress :

A =
4
3
×
(
1
ρ∗
)2
B = −4
3
×
(
1
ρ∗
)2
×
(
σys
√
2pi
KI
)2 (3.11)
plane− strain :

A =
4
3
×
(
1
ρ∗
)2
× [4ν2 − 4ν + 1]
B = −4
3
×
(
1
ρ∗
)2
×
(
σys
√
2pi
KI
)2 (3.12)
Finally, the extension of the plastic zone size ∆rp can be found from equation (3.13)
∆rp = 2rp
(
1− ρ∗
2rp
)
(
1 + ρ
∗
2rp
) − ρ∗(rp
ρ∗
− 1
2
)
(3.13)
The plastic zone correction factor Cp (3.8) has to be determined before the ESED or Neuber
method can be applied for determination of the elastic-plastic stress field.
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3.2.2 Estimation of actual stresses ahead of the crack tip
Two methods are known to provide a reasonable transformation from the linear elastic
stress state σeij to the actual elastic-plastic stress state σ
a
ij at the crack tip providing that the
material stress-strain relationship εpaeq = f
(
σaeq
)
is known. These methods are the Neuber
rule [48] and the ESED approach [49]. Since the crack tip in the UniGrow fatigue crack
growth model is defined by the finite radius ρ∗, the modified multiaxial notch stress-strain
analysis [65] has to be applied.
The stress state around the crack tip
Let’s consider the stress-state near the crack tip under both plane-stress and plane-strain
conditions. These stress-states can be described by tensors (3.14) and (3.15) respectively.
plane− stress : σi,j =

0 0 0
0 σa22 σ
a
23
0 σa32 σ
a
33
 εi,j =

εa11 0 0
0 εa22 ε
a
23
0 εa32 ε
a
33
 (3.14)
plane− strain : σi,j =

σa11 0 0
0 σa22 σ
a
23
0 σa32 σ
a
33
 εi,j =

0 0 0
0 εa22 ε
a
23
0 εa32 ε
a
33
 (3.15)
Due to the equilibrium condition, the shear stress components are σa23 = σ
a
32 and ε
a
23 = ε
a
32
. Also the shear stress σel23 = 0 at φ = 0 according to the equation (2.3). Thus, only
five unknowns have to be determined for the plane-strain [σa11, σ
a
22, σ
a
33, ε
a
22, ε
a
33] and the
plane-stress cases [σa22, σ
a
33, ε
a
11, ε
a
22, ε
a
33]. Three out of five required independent equations
can be derived from the constitutive material model. Additional equations come from the
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generalized Neuber or the ESED rule.
Hencky’s total deformation equations of plasticity (3.16) in combination with Prandtl-
Reuss flow rule constitute the material model.
εaij =
1 + ν
E
σaij −
ν
E
σakkδij +
3
2
εpaeq
σaeq
Saij (3.16)
where Saij is a deviatoric stress component and δij is a Kronecker delta.
Saij = σ
a
ij −
1
3
σakkδij (3.17)
and σaeq is an equivalent or Von-Mises stress
σaeq =
√
3
2
σaijσ
a
ij −
1
2
(σakk)
2 (3.18)
The plastic term of the stress-strain curve εpaeq = f
(
σaeq
)
and the multiaxial stress-strain
relationships are to be obtained from the uniaxial material stress-strain experimental curve
εpaeq =
df
(
σaeq
)
dσaeq
σaeq (3.19)
Due to the fact that σel23 = 0 at φ = 0 (see equation (2.3)) the number of unknowns and the
number of equations can be decreased by one. Final equations obtained from the material
constitutive model for the plane-stress state:
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εa11 =
1
E
[−ν (σa22 + σa33)] +
1
Ep
[
−1
2
(σa22 + σ
a
33)
]
εa22 =
1
E
[σa22 − ν (+σa33)] +
1
Ep
[
σa22 −
1
2
(+σa33)
]
εa33 =
1
E
[σa33 − ν (σa22)] +
1
Ep
[
σa33 −
1
2
(σa22)
] (3.20)
Final equations obtained from the material constitutive model for the plane-strain state:
εa11 =
1
E
[σa11 − ν (σa22 + σa33)] +
1
Ep
[
σ1 − 1
2
(σa22 + σ
a
33)
]
εa22 =
1
E
[σ2 − ν (σa11 + σa33)] +
1
Ep
[
σa22 −
1
2
(σa11 + σ
a
33)
]
0 =
1
E
[σa33 − ν (σa22 + σa11)] +
1
Ep
[
σa33 −
1
2
(σa22 + σ
a
11)
] (3.21)
The Neuber rule and the ESED method
Graphical representation of the Neuber rule and the ESED method are schematically shown
in Figure 3.6. Those rules are used to estimate the actual stress-strain state ahead of the
crack tip based on their relationship with the fictitious linear elastic stresses induced by
the applied stress intensity factor.
The general form of the Neuber and the ESED rule for a multiaxial stress state is given
in the form of equation (3.22).
σeijε
e
ij =
[
2 (1 + ν)
3E
+
1− 2ν
3E
(
σakk
σaeq
)2]
· (σaeq)2 +Wp (3.22)
where Wp is the strain energy density contribution, which depends on whether the Neu-
ber (3.23) or the ESED (3.24) rule is to be used.
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Figure 3.6: Graphical representation of the Neuber (a) and the ESED rule (b).
The Neuber rule : Wp = σ
a
eqε
pa
eq (3.23)
The ESED rule : Wp = 2
∫ εpaeq
0
σaeqdε
pa
eq (3.24)
The equivalent plastic strain εpaeq as it was stated earlier is obtained from the uniax-
ial material stress-strain curve, described by the Ramberg-Osgood stress-strain relation-
ship (3.25). It should be noted that due to the Bauschinger effect the uniaxial stress-strain
relationship follows so-called “doubled” ε − σ curve when the second and further loading
reversals are applied.
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ascending first reversal : εa2 =
σa2
E
+
(
σa2
K ′
) 1
n
′
(3.25)
descending reversal :
∆εa2
2
=
∆σa2
2E
+
(
∆σa2
2K ′
) 1
n
′
(3.26)
When the stress-strain relationship is approximated by the Ramberg-Osgood equation, the
plastic energy density in the case of the Neuber rule takes the form of the expression (3.27).
Wp =
(
1
K ′
) 1
n
′ (
σaeq
) n′
n
′
+1 (3.27)
Equation (3.28) represents the strain energy density, Wp derived for the ESED rule.
Wp =
2
n′ + 1
(
1
K ′
) 1
n
′ (
σaeq
) n′
n
′
+1 (3.28)
For the descending reversal (doubled stress-strain curve), the strain energy density Wp
under the plane-strain and plane-stress condition takes the form of expression (3.29).
Wp,double =
(
1
2
)1/n′−1
·Wp (3.29)
As a result, the fourth equation for calculating the actual strains and stresses generated
by the ascending load reversal takes the form of equation presented below:
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• The Neuber rule and the plane-stress state:
σe22ε
e
22 + σ
e
33ε
e
33 =
[
2 (1 + ν)
3E
+
1− 2ν
3E
(
σa22 + σ
a
33
σaeq
)2]
· (σaeq)2+
+
(
1
K ′
) 1
n
′ (
σaeq
) n′
n
′
+1
(3.30)
• The Neuber rule and the plane-strain state:
σe22ε
e
22 + σ
e
33ε
e
33 =
[
2 (1 + ν)
3E
+
1− 2ν
3E
(
σa11 + σ
a
22 + σ
a
33
σaeq
)2]
· (σaeq)2+
+
(
1
K ′
) 1
n
′ (
σaeq
) n′
n
′
+1
(3.31)
• The ESED rule and the plane-stress state:
σe22ε
e
22 + σ
e
33ε
e
33 =
[
2 (1 + ν)
3E
+
1− 2ν
3E
(
σa22 + σ
a
33
σaeq
)2]
· (σaeq)2+
+
2
n′ + 1
(
1
K ′
) 1
n
′ (
σaeq
) n′
n
′
+1
(3.32)
• The ESED rule and the plane-strain state:
σe22ε
e
22 + σ
e
33ε
e
33 =
[
2 (1 + ν)
3E
+
1− 2ν
3E
(
σa11 + σ
a
22 + σ
a
33
σaeq
)2]
· (σaeq)2+
+
2
n′ + 1
(
1
K ′
) 1
n
′ (
σaeq
) n′
n
′
+1
(3.33)
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The fourth equation for calculation of actual stresses during the descending loading
takes the following forms:
• The Neuber rule and the plane-stress state:
σe22ε
e
22 + σ
e
33ε
e
33 =
[
2 (1 + ν)
3E
+
1− 2ν
3E
(
σa22 + σ
a
33
σaeq
)2]
· (σaeq)2+
+
(
1
2
)1/n′−1
·
(
1
K ′
) 1
n
′ (
σaeq
) n′
n′+1
(3.34)
• The Neuber rule and the plane-strain state:
σe22ε
e
22 + σ
e
33ε
e
33 =
[
2 (1 + ν)
3E
+
1− 2ν
3E
(
σa11 + σ
a
22 + σ
a
33
σaeq
)2]
· (σaeq)2+
+
(
1
2
)1/n′−1
·
(
1
K ′
) 1
n
′ (
σaeq
) n′
n
′
+1
(3.35)
• The ESED rule and the plane-stress state:
σe22ε
e
22 + σ
e
33ε
e
33 =
[
2 (1 + ν)
3E
+
1− 2ν
3E
(
σa22 + σ
a
33
σaeq
)2]
· (σaeq)2+
+
(
1
2
)1/n′−1
· 2
n′ + 1
(
1
K ′
) 1
n
′ (
σaeq
) n′
n
′
+1
(3.36)
• The ESED rule and the plane-strain state:
σe22ε
e
22 + σ
e
33ε
e
33 =
[
2 (1 + ν)
3E
+
1− 2ν
3E
(
σa11 + σ
a
22 + σ
a
33
σaeq
)2]
· (σaeq)2+
+
(
1
2
)1/n′−1
· 2
n′ + 1
(
1
K ′
) 1
n
′ (
σaeq
) n′
n
′
+1
(3.37)
60
The final equation required for the complete formulation of the crack tip problem comes
from the proportionality assumption:
σaii
σaeq
=
σekk
σeeq
(3.38)
Unfortunately, the resulting system of five independent equations with five unknowns,
corresponding to the desired combination: plane-stress - plane-strain; Neuber - ESED
during the ascending or descending load reversals does not have a closed form analytical
solution and therefore it has to be solved numerically. As an example, total set of 5
equations for the ESED rule and the plane-strain state is presented in equation (3.39). It
should be also noted that this is set for the ascending reversal.

1. εa11 =
1
E
[σa11 − ν (σa22 + σa33)] +
1
Ep
[
σ1 − 1
2
(σa22 + σ
a
33)
]
2. εa22 =
1
E
[σ2 − ν (σa11 + σa33)] +
1
Ep
[
σa22 −
1
2
(σa11 + σ
a
33)
]
3. 0 =
1
E
[σa33 − ν (σa22 + σa11)] +
1
Ep
[
σa33 −
1
2
(σa22 + σ
a
11)
]
4. σe22ε
e
22 + σ
e
33ε
e
33 =
[
2 (1 + ν)
3E
+
1− 2ν
3E
(
σa11 + σ
a
22 + σ
a
33
σaeq
)2]
· (σaeq)2+
+
2
n′ + 1
(
1
K ′
) 1
n
′ (
σaeq
) n′
n
′
+1
5.
σaii
σaeq
=
σekk
σeeq
(3.39)
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3.2.3 Analysis of the residual stress distribution profiles obtained
from various formulations of the elastic-plastic stress-strain
crack tip problem
Before implementation of the stress calculation procedure into the fatigue crack growth anal-
ysis, the special computer program was developed with the purpose to study residual stress
profiles induced by the cyclic loading (see Figure 3.7). This program takes as an input all
required material properties (cyclic stress-strain curve and the ρ∗ parameter) and based
on the applied loading cycle defined by the stress intensity factor range ∆K and the maxi-
mum stress intensity factorKmax (see Figure 3.8a) calculates the residual stress distribution
(as shown in Figure 3.8b). Results of the residual stress analysis obtained for aluminum
and steel alloys (Al 2024-T3 and A36) are presented below. Material properties for both
materials used in the program are summarized in Table 3.1.
Table 3.1: Material properties used for the elastic-plastic stress strain analysis
ρ∗, m E, MPa ν σys, MPa K
′
, MPa n
′
Al 2024-T3 1.36E − 05 73100 0.33 428 662 0.07
A36 4E − 05 190786 0.3 324 991 0.18
Since the length of the crack is already accounted for through the applied stress intensity
factor, the origin of the x axis for the program has been set at the crack tip. Numerical
solution of the total set of equation similar to the one presented in equation (3.39) coded
into the program can be carried for any combination of the ESED - Neuber and Plane-Strain
- Plane-Stress options.
62
Figure 3.7: The Graphic User Interface of the residual stress distribution σr (x) computer
program
∆K
time
Kmax
(a)
x
Sa
0
a, crack length Xf
(b)
Figure 3.8: Residual stress distribution based on the applied loading cycle
63
The goal of the first step in the entire project was to study the effect of the applied
stress ratio R on the residual stress profile resulting from the application of the plane-
stress/plane-strain - ESED method and the plane-stress/plane-strain - Neuber rule. The
maximum stress intensity factor, Kmax was set to 15,MPa
√
m and the applied stress in-
tensity factor range, ∆K was varied from 15,MPa
√
m to 3,MPa
√
m. Aluminum alloys
appeared to have a non-zero (visible) residual stress profiles even at relatively high R ratios,
such as R = 0.8. In the case of the A36 steel alloy, residual stress distribution disappeared
at the stress ratio R ≥ 0.5. This correlates well with experimental observations of available
fatigue crack growth data for steel and aluminum alloys. Loading conditions for which,
the residual stress profiles were calculated and plotted for the aluminum Al 2024-T3 and
A36 steel alloys are summarized in Table 3.2.
Table 3.2: Loading conditions used for the elastic-plastic stress strain analysis
Al 2024-T3 A36
∆K = 15, Kmax = 15,MPa
√
m (R=0) ∆K = 15, Kmax = 15,MPa
√
m (R=0)
∆K = 7.5, Kmax = 15,MPa
√
m (R=0.5) ∆K = 12, Kmax = 15,MPa
√
m (R=0.2)
∆K = 3, Kmax = 15,MPa
√
m (R=0.8) ∆K = 9, Kmax = 15,MPa
√
m (R=0.4)
The residual stress profiles of cracked bodies under the plane-strain or plane-stress
conditions vary significantly. On contrary, similar profiles obtained using the ESED method
and the Neuber rule are fairly close to each other. As it appeared from the studies, the
residual stress profile obtained from the ESED method resulted in a larger Xf zone but
the lowest point of the distribution was always higher than the one obtained from the
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Neuber rule. For demonstration purposes, residual stress profiles which are supposed to
appear in the vicinity of the crack tip after application of the stress intensity factor range
∆K = 15,MPa
√
m and maximum stress intensity factor, Kmax = 15,MPa
√
m to the
cracked body made of Al 2024-T3 calculated using the Neuber and ESED methods are
presented in Figures 3.17 and 3.18. Nevertheless, analysis of the residual stress intensity
factor, Kr obtained from the studies of these residual stress distributions has revealed the
following. In general, values of Kr corresponding to the ESED method are slightly lower
than Kr values obtained under the same conditions but using the Neuber rule. It means
that total driving force, ∆κ values obtained from equation (2.22) will be in general larger
for the ESED method. This leads to the higher crack growth rates ∆ai and consequently
to lower number of cycles to failure, Nf . Therefore, the ESED method can be regarded as
conservative in comparison with the Neuber rule.
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Figure 3.9: Residual crack tip stress distributions induced by the cycle loading of Kmax =
15 MPa
√
m and various stress ratios R. Aluminum alloy Al 2024-T3. The Neuber rule
and the plane-stress state.
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Figure 3.10: Residual crack tip stress distributions induced by the cycle loading of Kmax =
15MPa
√
m and various stress ratios R. Aluminum alloy Al 2024-T3. The ESED rule and
the plane-stress state.
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Figure 3.11: Residual crack tip stress distributions induced by the cycle loading of Kmax =
15 MPa
√
m and various stress ratios R. Aluminum alloy Al 2024-T3. The Neuber rule
and the plane-strain state.
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Figure 3.12: Residual crack tip stress distributions induced by the cycle loading of Kmax =
15MPa
√
m and various stress ratios R. Aluminum alloy Al 2024-T3. The ESED rule and
the plane-strain state.
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Figure 3.13: Residual crack tip stress distributions induced by the cycle loading of
Kmax MPa
√
m and various stress ratios R. Steel alloy A36. The Neuber rule and the
plane-stress state.
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Figure 3.14: Residual crack tip stress distributions induced by the cycle loading of
Kmax = 15 MPa
√
m and various stress ratios R. Steel alloy A36. The ESED rule and the
plane-stress state.
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Figure 3.15: Residual crack tip stress distributions induced by the cycle loading of Kmax =
15 MPa
√
m and various stress ratios R. Steel alloy A36. The Neuber rule and the
plane-strain state.
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Figure 3.16: Residual crack tip stress distributions induced by the cycle loading of
Kmax = 15 MPa
√
m and various stress ratios R. Steel alloy A36. The ESED rule and the
plane-strain state.
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Figure 3.17: Comparison of residual stress profiles calculated using the Neuber rule and the
ESED method in plane-strain condition (Al 2024-T3 aluminum alloy, ∆K = 15 MPa
√
m,
Kmax = 15 MPa
√
m).
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Figure 3.18: Comparison of residual stress profiles calculated using the Neuber rule and the
ESED method in plane-stress condition (Al 2024-T3 aluminum alloy, ∆K = 15 MPa
√
m,
Kmax = 15 MPa
√
m).
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Chapter 4
Analysis and estimation of the ρ∗
parameter
The very important and initially unknown parameter ρ∗ of the UniGrow fatigue crack
growth model was originally viewed as an effective crack tip radius and as an “average
dimension of inhomogeneous material blocks” [1]. These definitions constitute the dual
nature of the ρ∗ parameter and for evaluation purposes should be regarded as equally
important. The value of the ρ∗ parameter is directly used in the UniGrow computational
algorithm since it approximates the effective crack tip radius and consequently enables
the estimation of stresses and strains at the crack tip. From the other side, assumption
of the ρ∗ parameter as a material block size sets some constraints on evaluation of the
ρ∗ parameter. For example, the magnitude of the ρ∗ parameter has to be greater than
an average grain size of the material used in the analysis. This is due to the fact that
bulk material properties such as Young’s modulus, E, Poisson’s ratio, ν and etc. were
used in derivation of the total driving force, ∆κ in its current form (2.22). Therefore, it
can be concluded that estimation of the ρ∗ parameter is a complex process which requires
thorough studies.
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Several methods to estimate the ρ∗ parameter were proposed by Noroozi and Mikheevskiy [64,
47]. Unfortunately, comprehensive analysis of these methods has revealed that none of the
proposed ways to evaluate the ρ∗ parameter can be used without significant changes. Thus,
it was required to develop the new two-step method for the evaluation of the ρ∗ parameter.
The development of the new method was supported by the extensive investigation of the
effect of the chosen value of the ρ∗ parameter on the fatigue crack growth analysis.
4.1 Critical analysis of currently available methods
for the evaluation of the ρ∗ parameter
The first method to estimate the ρ∗ parameter was formulated by Noroozi [64] in terms of
requirements for the fatigue crack arrest. It was argued that, the stress experienced by the
first material block ahead of the crack tip (see Figure 4.1) when threshold conditions are
imposed on the cracked body can be found from the equation (4.1).
ρ∗
ρ∗
Figure 4.1: Depiction of the first material block ahead of the crack tip
∆σ˜th =
∆Kth × 1.633√
2piρ∗
(4.1)
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Respectively, if parameters ∆Kth and ∆σ
a
th are known, then equation (4.1) shall be rear-
ranged, so the ρ∗ parameter can be found as:
ρ∗ =
1.6332
2pi
(
∆Kth
∆σath
)2
(4.2)
The main disadvantage of this method is that it requires precisely measured threshold stress
intensity factor range ∆Kth and the fatigue limit ∆σ
a
th. These two material parameters
have to be obtained under the same R ratio and aren’t always available in practice. Also,
no studies have been carried out on whether the ρ∗ value obtained from ∆Kth and ∆σath
measured at different R ratios will produce the same result.
Another method to estimate the ρ∗ parameter was formulated by Mikheevskiy in
2009 [47]. The proposed procedure had a direct impact on the fatigue crack growth analysis
and came as a result of two observations. The first observation was that the total driving
force, ∆κ can be formulated as a function of the parameter ρ∗as depicted below:
∆κ (ρ∗) = Kpmax,tot∆K
1−p
tot =
= (Kmax,appl +Kr)
p · (∆Kappl +Kr)1−p =
=
(
Kmax,appl +
∫ a
0
σr (x|ρ∗)m (x, a) dx
)p
·(
∆Kappl +
∫ a
0
σr (x|ρ∗)m (x, a) dx
)1−p
(4.3)
Such formulation means that transformation of the original experimental fatigue crack
growth data of the [∆K, (da/dN)] form into the collapsed data of the [∆κ, (da/dN)] form
depends on the chosen value of parameter ρ∗. The second observation was that trans-
formed experimental fatigue crack growth data [∆κ, da/dN ] obtained at various stress R
ratios were always collapsed into a single curve (as shown in Figure 4.2b) when the correctly
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chosen ρ∗ parameter was used. Unfortunately, equation (4.3) doesn’t have an analytical so-
lution because the residual stress distribution σr (x|ρ∗) can only be obtained in a numerical
form. Therefore, special procedure for finding the ρ∗ parameter had to be developed.
In order to develop the procedure for evaluation of the ρ∗ parameter it was important
to analyze why the scatter of the transformed fatigue crack growth data was significantly
reduced. The following explanation was proposed by Mikheevskiy [8]. First it was argued,
that the total driving force, ∆κ was derived using the Smith-Watson-Topper mean stress
correction model [34]. Therefore it was assumed that ∆κ indirectly accounts for the mean
stress effect. Then it was noted, that the scatter of the original experimental fatigue crack
growth data of form [∆K, (da/dN)] obtained at various stress R ratios (see Figure 4.2a)
is often attributed to the mean stress effect. Therefore, transformation of the ∆K values
obtained at the same da/dN level theoretically should yield the same ∆κ value when the
actual value of the ρ∗ parameter is used. Finally, the proposed “transformation method”
was summarized in following three steps:
1. Select the list of potential values of the ρ∗ parameter
2. For each value of the ρ∗ parameter transform the available fatigue crack growth data
from the [∆K, (da/dN)] form into the [∆κ, (da/dN)] form
3. Identify “the best collapse of fatigue crack growth data” [47] and choose the corre-
sponding value of the ρ∗ parameter
The main advantage of this method is that it is not only enables evaluation of the ρ∗ param-
eter but also results in the experimental data of [∆κ, (da/dN)] form. The latter is then has
to be split into linear segments and used in the UniGrow fatigue crack growth prediction
in form of the [Ci, γi] coefficients.
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(a) Original fatigue crack growth data
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(b) Collapsed fatigue crack growth data
Figure 4.2: Collapse of the fatigue crack growth data obtained at different R ratios for the
Al 7075-T6 aluminum alloy [66]
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Despite the fact that this method was very important for further fatigue crack growth anal-
ysis it also had several drawbacks. The first deficiency of the “transformation method”
was that list of potential values of the ρ∗ parameter hasn’t been constrained and was very
subjective. This led to the results when equally good collapses could be identified for
completely distinct ρ∗ values. The second deficiency of the “transformation method” was
that no explicit definition on what should be considered as “the best collapse” was given by
Mikheevskiy. It means that two distinct values of the ρ∗ parameter could produce collapses
which would be visually indistinguishable.
Let’s consider two distinct values of the ρ∗ parameter: 3.9E−07 [m] and 3.9E−05 [m].
These values are in an order magnitude from the actual value of the ρ∗ parameter for
the Al 7075-T6 aluminum alloy, which is 3.9E − 06 [m]. At first, by using the two men-
tioned above ρ∗ values, raw experimental fatigue crack growth data [∆K, (da/dN)] obtained
for Al 7075-T6 aluminum alloy was transformed into the required for the fatigue crack
growth analysis form of [∆κ, (da/dN)]. Then, transformed fatigue crack growth data sets
were linearized by using the regression analysis. As a result, two sets of [Ci, γi] coefficients
were obtained. The result presented in Figure 4.3 shows that values of the those coef-
ficients fitted to both sets of transformed data are significantly different. Consequently,
results of fatigue live analysis with used values of the ρ∗ parameter: 3.9e − 07 [m] and
ρ∗ = 3.9e− 05 [m] will vary. Therefore, one has to be especially careful while performing
the fatigue crack growth analysis with the UniGrow model since [Ci, γi] coefficients shall
always correspond to the value of the chosen ρ∗ parameter. The aims of this exercise were
to demonstrate the discussed above dependence of the [Ci, γi] coefficients on the ρ
∗ param-
eter, but more importantly to show that quality of collapses obtained for the significantly
ranging ρ∗ values can’t be distinguished without proper statistical analysis.
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Figure 4.3: Collapsed fatigue crack growth data for Al 7075-T6 obtained at different R
ratios [66]
To summarize, the analysis of the ρ∗ parameter has revealed that in order to be consis-
tent with the UniGrow model formulation, the procedure for the ρ∗ parameter evaluation
has to reflect its dual nature. Therefore, it was proposed to evaluate the ρ∗ parameter by
using a specifically designed two-step procedure. The first step of the developed procedure
is used to approximate the value of the ρ∗ parameter and to define the range of its poten-
tial values. During the second step, modified “transformation method” is used to find the
actual value of the ρ∗ parameter.
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4.2 Proposed two-step method for estimation of the
ρ∗ parameter
The new method to evaluate the ρ∗ parameter was proposed. This method consists of two
steps. At the first step value of the ρ∗ parameter shall be approximated as the value that
represents the average material block size, ρ∗ini. The second step is then used to find the
true value of the ρ∗ parameter within an order of magnitude around ρ∗ini. The method’s
algorithm is presented in Figure 4.4
Step 1: Approximate ρ∗ini
and define the range of ρ∗
values by ρ∗min and ρ
∗
max
Step 2.
Set ρ∗j = ρ
∗
min
Using ρ∗j transform
set of [∆Ki, (da/dN)i]
to [∆κi, (da/dN)i]
if ρ∗j > ρ
∗
max
estimate σej for trans-
formed set [∆κi, (da/dN)i],
update index j+=1
choose ρ∗fin corre-
sponding to lowest σej
continue
stop
Figure 4.4: The iteration algorithm for determination of the ρ∗ parameter.
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As it can be seen from the algorithm depiction (Figure 4.4), the new two-step method
covers the main deficiencies of the “transformation method”. First, it narrows the range
of potential values of the ρ∗ parameter in a way that there is no contradiction with dual
nature of this parameter. Second, it uses the statistical approach to evaluate the best
collapse of the experimental fatigue crack growth data.
Let’s consider now a set of [∆Ki, da/dNi] data points with stress intensity factor range
values ∆Ki obtained at variousR ratios but with da/dNi being the same for each subset. As
per “transformation method”, ∆Ki values from the considered set of data theoretically are
supposed to transform into the exactly same total driving force ∆κi if the ρ
∗ parameter was
correctly identified. However, several practical considerations shall be taken into account:
• measurement precision during the fatigue crack growth experiment
• methods used for transformation from the measured a vs. N values to the fatigue
crack growth data of form [∆K, (da/dN)]
• difference in orientation of the grains during the crack propagation
Therefore, it can be concluded that the resultant scatter of the transformed [∆κi, (da/dN)i]
data points is unavoidable. Nevertheless, it is reasonable to assume that ρ∗ value at which,
the variance in ∆κi is minimized correspond to the actual ρ
∗ value. This assumption
yields a criterion for evaluation of the true value of the ρ∗ parameter and it is schemati-
cally shown in Figure 4.5. The goodness of collapse, proposed as a criterion for choosing
the ρ∗ value, has to be estimated by using the linear regression analysis in log-log scale of
the transformed data set.
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C =
∑
(∆κi)
2
∑
( da
dN i
)−∑ (∆κi)∑ (∆κi · dadN i)
n ·∑ (∆κi)2 − [∑ (∆κi)]2 = µC (4.4)
γ =
n ·∑ (∆κi · dadN i)−∑ (∆κi)∑ ( dadN i)
n ·∑ (∆κi)2 − [∑ (∆κi)]2 = γC (4.5)
σε =
√∑
( da
dN i
)2 − µC ·
∑
( da
dN i
)− γC
∑
(∆κi · dadN i)
n− 2 (4.6)
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Figure 4.5: Criterion for choosing the ρ∗ parameter as shown on the collapsed fatigue crack
growth data for the Al 2024-T3 aluminum alloy [25].
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4.2.1 Evaluation of the initial value of ρ∗ parameter
The method proposed by Noroozi (4.2) was used for finding the initial value of the ρ∗ pa-
rameter at the beginning of this study. Unfortunately, the lack of required experimental
data for the vast amount of materials of interest (such as steel and aluminum alloys) has
become a major roadblock for further investigation. Therefore, it was proposed to impose
the fracture condition on the first material block ahead of the crack tip (see Figure 4.1)
instead of used earlier fatigue crack arrest implication. To start with, theoretical strength
of a first material block analogously to equation (4.1) was formulated as a function of the
fracture toughness criterion, KIC :
σ˜theor =
KIC × 1.633√
2piρ∗
(4.7)
Consequently, the initial value of the ρ∗ parameter can be expressed as:
ρ∗ini =
1.6332
2pi
(
KIC
σ˜theor
)2
(4.8)
Due to the impurity of alloys used in the engineering practice, the value of the the theo-
retical strength of the material σ˜theor can only be approximated with a certain degree of
precision. For example, for steel alloys σ˜theor is known to be about 0.1 · E [67]. There-
fore, this method alone can’t be used to evaluate the ρ∗ parameter for the fatigue crack
growth analysis. Nevertheless, equation (4.8) has been proved very useful [68] for finding
the approximate value of the material block size ρ∗ since values of the fracture toughness,
KIC are known for variety variety of aluminum and steel alloys. Finally, it has been found
that the value of the ρ∗ini parameter is very close to the microstructural parameter derived
by Kitagawa [69].
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4.2.2 The algorithm for the search of the optimum value of the
ρ∗ parameter
After the value of the ρ∗ parameter was approximated by equation (4.8), the optimum
value of the parameter ρ∗ has yet to be found. It was hypothesized that the true value
of the ρ∗ parameter can be found within a range spanning over an order of magnitude
around ρ∗ini. Therefore, the search range should be bounded by following values: ρ
∗
min =
0.1 · ρ∗ini and ρ∗max = 10 · ρ∗ini. In order to find the actual value of the ρ∗ parameter
within the search range, it was proposed to use the modified “transformation method”.
As it was already discussed, equation (4.3) doesn’t have an analytical solution. Therefore,
description of how to transform original fatigue crack growth data [∆K, (da/dN)] to the
required for the fatigue crack growth analysis [∆κ, (da/dN)] is of great importance. As
per expression (2.22), the total driving force ∆κ can be calculated if the applied stress
intensity factor range ∆K, the applied maximum stress intensity factor Kmax and the
residual stress intensity factor Kr are known. While evaluation of the ∆K and Kmax is
a straightforward process, the extrapolation of the residual stress intensity factor Kr is
relatively complicated. This is due to difficulties with assessment of the residual stress
field generated by the preceded cyclic loading for every given experimental point from the
fatigue crack growth data. In general the residual stress intensity factor,Kr can be found
by using the weight function method (2.23). While the universal one dimensional weight
function m (x, a) has a general form given by equation (4.9), it was shown recently [47]
that geometry factors M1, M2 and M3 can be omitted while calculating the residual stress
intensity factor, Kr.
m (x, a) =
2P√
2pi (a− x)
[
1 +M1
(
1− x
a
)1/2
+M2
(
1− x
a
)1
+M3
(
1− x
a
)3/2]
(4.9)
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Therefore, equation (2.23) yields to:
Kr =
∫ a
0
2P√
2pi (a− x)σrdx (4.10)
The integral (4.10) is then can be evaluated by using the special procedure described in ref-
erence [16]. The resultant residual stress distribution during the fatigue crack growth anal-
ysis is estimated on a cycle-by-cycle basis by using the memory rules described in the
literature review. On contrary for the evaluation of the ρ∗ parameter, information about
the effective residual stress profile has to be recovered from the already available exper-
imental data. Thus, it is logical to assume that since distribution of the actual residual
stress profiles under the plane-stress and plane-strain conditions are significantly differ-
ent (as schematically illustrated in Figures 4.6a and 4.6a), then residual stress profiles
obtained from thick and thin specimens will also be different.
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Figure 4.6: Residual stress distribution under (a) plane-stress or (b) plane-strain condition.
The total residual stress profile as a combination of the single curves can be re-created
(see Figure 4.7) if the fatigue crack growth rate ∆a/∆N is known from experimental data.
The integration region over which the fatigue crack growth analysis is performed by using
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the UniGrow model is defined by the distance Xf . Therefore, integral from equation (4.10)
has to be determined over the region of (a−Xf ) ≤ x ≤ a.
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∆a
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(a) Plane-stress
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x
Xf
∆a
σr
(b) Plane-strain
Figure 4.7: Superposition of residual stress distributions created at the crack tip by sub-
sequent loading cycles (Kmax = const, ∆K = const)
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Figure 4.8: The residual stress profile used for calculating the residual stress intensity
factor Kr under (a) the plane-stress and (b) the plane-strain condition.
Studies of available fatigue crack growth data have shown that ratio of ∆a/Xf can
be regarded as infinitesimal. Therefore, integration paths for the specimens under the
plane-strain and plane-stress condition can be approximated as shown in Figures 4.8a
and 4.8b accordingly.
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For the plane-stress condition, residual stress distribution shall be represented by a
single red line with the zero slope and intercept being equal to σmin (see Figure 4.8a).
Therefore, equation (4.10) can be simplified as:
Kr =
∫ a
a−Xf
σmin
2√
2pi (a− x)dx (4.11)
After integration, the residual stress intensity factor, Kr yields the following form:
Kr = 2
√
2Xf
pi
σmin (4.12)
If the basic fatigue crack growth data was obtained from thick specimens with prevailing
plane-strain condition near the crack tip, then equation (4.12) won’t be exactly applicable
for the estimation of the residual stress intensity factor, Kr. Since the ratio of ∆a/Xf can
still be regarded as infinitesimal, the integration path shall be represented by two linear
regions (as shown in the Figure 4.8b). The first region is defined by the line with a slope
zero and intercept at σmin over the distance from (a −Xf + ∆xmin) till a. The ∆xmin is
the distance from the crack tip to the point in the crack body where residual stress reaches
the lowest value σmin. The second line have a slope different from zero and can be defined
by points [a−Xf , σ0] and [a−Xf +∆xmin, σmin]:
y =
σ0 − σmin
∆xmin
× x+
[
σ0 − σ0 − σmin
∆xmin
× (a−Xf )
]
(4.13)
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Therefore, the integral for the residual stress intensity factor, Kr in the case of thick
specimens with prevailing plane-strain condition near the crack tip was split into two
parts:
Kr = Kr,1 +Kr,2 (4.14)
where
Kr,1 =
∫ a
a−Xf+∆xmin
[
σmin
2√
2pi (a− x)
σ0 − σmin
∆xmin
× x
]
dx+
+
∫ a
a−Xf+∆xmin
[
σ0 − σ0 − σmin
∆xmin
× (a−Xf )
]
dx
(4.15)
and
Kr,2 =
∫ a−Xf+∆xmin
a−Xf
2
√
2Xf
pi
dx (4.16)
After solving integrals (4.15) and (4.16) and combining them as stated in equation (4.14),
the residual stress intensity factor Kr can be represented as:
Kr = 2
√
2(Xf −∆xmin)
pi
σmin+
+
√
2
pi
(
Xf (A+ 2σ0)−
√
3×
(
A+
4
3
σ0 +
1
3
σmin
)) (4.17)
where
A =
4Xf (σmin − σ0)
3∆xmin
(4.18)
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The available from literature da/dN vs. ∆K data can be at this point transformed
to the desired da/dN vs. ∆κ form given the ρ∗ value. While difference between residual
stress profiles obtained under plane-strain and plane-stress conditions is visually clear, the
distinction between corresponding residual stress intensity factors, Kr had to be evaluated.
Typical residual stress profile obtained in plane-strain condition has the absolute minimum
stress approximately two times greater than the one in plane-stress: |σmin,p−σ| |σmin,p−ε|.
However, the Xf intercept in plane-stress is much larger than the Xf intercept in the
plane-strain condition. Therefore, the relationship between the applied loading given by the
stress intensity factor range ∆K and the corresponding residual stress intensity factor, Kr
is of great interest. The difficulty with such an analysis is that the solution for the residual
stress profile and consequently for the residual stress intensity factor Kr value depends on
the assumed radius of the crack tip, ρ∗. For this reason, a large number of plots, such as the
one presented in Figure 4.9 for the aluminum alloy Al 2024-T3 and ρ∗ = 1.2e−05 [m], were
constructed. The data revealed, that the difference between the residual stress intensity
factor Kr obtained under the plane-stress and plane-strain conditions didn’t exceed 15%.
That proves that the concept of the ρ∗ as a material parameter holds relatively well, since
the value of this parameter does not depend on the loading conditions nor the thickness of
the specimen.
4.3 The effect of the chosen value of the ρ∗ parameter
on the fatigue crack growth analysis
The two-step procedure for the evaluation of the ρ∗ parameter described above is compu-
tationally tedious and time consuming. That is why, it was implemented into the special
software package called “The ρ∗ program” (see Figure 4.10).
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Figure 4.9: The ∆K −Kr relationship for plane-strain and plane-stress formulations ob-
tained for Al 2024-T3 aluminum alloy (R = 0).
Figure 4.10: Graphic User Interface of “The ρ∗ program”
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The ρ∗ computer program takes as a first input data set, the required material data
such as Young’s modulus, E, Poisson’s ratio, ν, the yield stress, σys and Ramberg-Osgood
coefficients K
′
and n
′
. With the second input data set, the program requires upload of the
set of experimental fatigue crack growth data of [∆K, (da/dN)] form obtained at various
stress ratios R. Once the data is supplied, the program is able to perform the two-step
procedure described earlier and to determine the value of the ρ∗ parameter.
A number of values of the ρ∗ parameter obtained for variety of materials is given in
Table 4.1. These ρ∗ values were successfully used for the fatigue crack growth analysis and
for the model validation purposes.
Table 4.1: Values of the ρ∗ parameter for a variety of materials
Material ρ∗, m E, MPa ν σys, MPa K
′
, MPa n
′
Al 2024 1.26E − 05 73100 0.33 428 662 0.070
Al 2219 9.00E − 05 71000 0.33 350 709 0.121
Al 2324 2.02E − 06 74400 0.33 425 745 0.090
Al 7050 1.23E − 05 71000 0.33 329 510 0.071
Al 7075 9.70E − 06 71000 0.33 504 899 0.093
Al 7475 3.20E − 05 71000 0.33 460 675 0.059
Hy Tuf Steel 1.36E − 05 202600 0.3 1270 2850 0.13
A36 steel 4.00E − 05 190786 0.3 324 991 0.18
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4.3.1 Evaluation of [Ci, γi] parameters
After the ρ∗ program completes the iterative process, in addition to the found ρ∗fin value,
the corresponding set of [∆κ, (da/dN)] appears in the program interface. The purpose of
it is two-fold: first, it is done, so the user could confirm that there are no discrepancies
and second, more importantly, so the [Ci, γi] parameters can be estimated from the col-
lapsed data. The fatigue crack growth coefficients [Ci, γi] are nothing but piecewise linear
approximation of the da
dN
−∆κ relationship in the log-log scale and they are essential for
any further fatigue crack growth analysis. With the next step, the program authorizes user
to define for how many linear pieces the data set have to be “cut” (see Figure 4.11). Then,
by using the linear regression method (4.4), (4.5), set of the [Ci, γi] parameters are being
evaluated. As an example, the result of transformed fatigue crack growth data obtained
from Al 2024-T3 aluminum alloy is presented in Figure 4.12.
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Figure 4.11: Segmentation of the collapsed fatigue crack growth data set obtained for the
Al 2024-T3 aluminum alloy [25].
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Figure 4.12: Segmentation of the collapsed fatigue crack growth data set obtained for the
Al 2024-T3 aluminum alloy [25] and fitted da/dN −∆κ curves.
4.3.2 The significance of the ρ∗ parameter
Once the procedure for evaluation of the ρ∗ parameter was established, it was of interest
to analyze the effect of the chosen ρ∗ value on the fatigue crack growth simulations. Since
relationship between value of the ρ∗ parameter and results of fatigue crack growth pre-
dictions is quite complex, following considerations have preceded numerical studies. From
one side, it was obvious that the profile of residual stress distribution will depend on the
chosen value of the crack tip or the ρ∗ value. From other side, fatigue crack growth coeffi-
cients [Ci, γi], are also dependent on the chosen value of the ρ
∗ parameter. The test of how
sensitive fatigue crack growth analysis on the value of the ρ∗ parameter was performed on
variety of materials such as Al 2024-T3 and Al 7075-T6 aluminum alloys, St4130 and A36
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steel alloys and etc. For demonstration purposes experimental fatigue crack growth data
obtained from Al 2024-T3 aluminum alloy [5] (see Figure 4.15a) will be used. The value of
the ρ∗ parameter for Al 2024-T3 was found from “The ρ∗ program”: ρ∗fin = 1.26e− 05. To
test how sensitive the fatigue crack growth predictions will be it was proposed to use 200
evenly spaced values of the ρ∗ parameter within the ±50% range around ρ∗fin = 1.26e−05.
To start with, the dependance of the residual stress distribution profile on chosen values
of the ρ∗ parameter is demonstrated in Figure 4.13. In this figure residual stress distribu-
tions ahead of the crack tip were obtained for Al 2024-T3 aluminum alloy under imposed
plane-stress condition by using the ESED method. It should be noted that the data plotted
in Figure 4.13 was obtained from the stress analysis program (see Figure 3.7).
In order to demonstrate the dependency of Ci value on the value of the ρ
∗ parameter,
the same range of the ρ∗ values was considered. For 200 evenly spaced values of the
ρ∗ parameter within this range, the transformation procedure described above was applied
for the fatigue crack growth data obtained at various R ratio from Al 2024-T3 aluminum
alloy specimens. Thereafter, 200 sets of [Ci, γi] parameters were evaluated. Finally, the
dependency of Ci value on the value of the ρ
∗ parameter in form of a histogram of C3
values is presented in Figure 4.14.
When 200 sets of [Ci, γi] parameters corresponding to the 200 values of the ρ
∗ parameter
were available, it became possible to perform numerical studies, i.e. to run 200 fatigue crack
growth simulations using the UniGrow model. The results then were stored and subjected
to the graphical analysis. Figure 4.15 represents a typical outcome of such analysis. Such
studies were done for variety of the aluminum and steel alloys and the general conclusion
is that ρ∗ value has no or very little impact on fatigue crack growth predictions. It can
be also concluded that proposed two-step procedure for estimation of the ρ∗ parameter is
very effective.
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Figure 4.13: Residual stress distribution obtained for various ρ∗ values
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Figure 4.14: Spread of C3 values obtained for the analyzed range of ρ
∗ values
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Figure 4.15: Fatigue lives (b) as a function of the effective crack tip radius, ρ∗obtained for
experimental fatigue crack growth data of Al 2024-T3 aluminum alloy (a) [5]
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Chapter 5
Probabilistic analysis of the fatigue
crack growth
A lot of efforts have been put into improvement of the UniGrow fatigue crack growth model.
Nevertheless, in spite of all the changes and modifications, the UniGrow as well as any other
deterministic fatigue crack growth model will still fail to make a “ideal” prediction of the
fatigue live without some degree of luck. The reason for that is as follows. Every available
fatigue crack growth model relies on experimental data of the da/dN = f(∆K,Kmax)
form. Such data, in turn, is known [5] to contain a significant amount of scatter (see for
example Figure 4.2b). Therefore, the fatigue life forecast accuracy depends not only on
how good the fatigue crack growth model is, but also on the model ability to account for
the scatter of experimental data. The scatter inherent to the crack propagation can be
further categorized into the scatter resultant from a single experiment and scatter from a
series of identical tests. The former can be defined as deviation of the crack path from a
smooth line during the fatigue crack growth experiment and the latter is represented by
completely different fatigue lives of two or many identical specimens (see examples of both
in Figure 5.1).
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Figure 5.1: Examples of the intraspecimen and interspecimen variability of fatigue crack
growth data obtained for Al 2024-T3 aluminum alloy [4]
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5.1 Impracticality of the Random Process approach
to fatigue crack growth modeling
Two methodologies are known for predicting of the random nature of the fatigue crack
growth. The first one is called the random process method and the second one is called the
random variables method. These methodologies are conceptually different, and therefore
the choice of one over another has to be justified. The main advantage of the random
process approach is that it is able to account for interspecimen variability by reproducing
the erratic behavior of propagating cracks. Superiority of the random variables method is
due to fact that models based on this approach:
• are able to account for variability of all input parameters (material, geometry, etc.);
• depend on the input distributions which are relatively easy to obtain;
• have a reduced complexity.
In spite of the apparent advantage of random variables approach, variety of stochastic
fatigue crack growth models based on random process formulations have been proposed in
recent years. Such random process models [70, 71, 72, 73] are usually based on complicated
statistical formulations in combination with the “Paris law” (2.1). Unfortunately, the
material fatigue crack growth model proposed by Paris [74] is known to be a simplification
and consequently it is insufficient for some engineering applications. Therefore it is not
obvious why to use complicated statistical formulations in combination with a “weak”
material model, which is not able to provide adequate results.
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Choice of the random process approach over the random variables one can only be
justified for cases when it is important to account for the scatter within a single specimen.
Therefore, assessment of the intraspecimen variability for the representative set of fatigue
crack growth experimental data had to be done. To start with, let us define the intraspec-
imen variability. The intraspecimen variability is an average deviation of experimental
fatigue crack growth data points around the smooth curve. This smooth curve represents
the crack propagation in homogeneous media and can be obtained through fatigue crack
growth modeling or from fit of experimental data to equation (5.1):
y = A+
B
x
+ C · ln (x) (5.1)
where y = (Ni−N1)/1000, x = ai/a1 and A, B and C are fit coefficients. The formulation
above was derived by McCartney et al. [75] in 1971 as an equation for the crack propaga-
tion in a homogeneous media. In order to demonstrate, how equation (5.1) can be used,
let’s consider fatigue crack growth data set, [Ni, ai] obtained from a constant amplitude
fatigue crack growth experiment [3] and presented in Figure 5.2. The material tested was
the Al 7075-T6 aluminum alloy. A fit of experimental [Ni, ai] data was obtained by using
the multiple regression analysis and it is also presented in Figure 5.2. Coefficients of equa-
tion (5.1) according to this fit were A = 69.03, B = −67.91 and C = −2.50. It is important
to note that the fitted curve in this analysis can be viewed as representation of the perfect
prediction of the fatigue crack growth experiment. From the visual analysis of the data
(Figure 5.2) it can be concluded that distinction between fitted curve and experimental
points is imperceptible. Nevertheless, there are no prove yet that interspecimen variability
doesn’t need to be accounted for.
98
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
·105
0
2 · 10−2
4 · 10−2
6 · 10−2
8 · 10−2
0.1
N
a
,m
Experimental [Ni, ai] curve
Fit of [Ni, ai] curve
Figure 5.2: Experimental fatigue crack growth data [3] for Al 7075-T6 aluminum alloy and
the corresponding curve fit (5.1).
The next step was to test the significance of the interspecimen variability on the basis of
representative fatigue crack growth data set. The chosen set consisted of a large amount of
experimental fatigue crack growth data obtained for aluminum [4, 3, 6] and steel [5] alloys.
The analysis has started from fitting of the equation (5.1) into every experimental fatigue
crack growth curve of [Ni, ai] form. Then, collection of residuals (difference between the
number of elapsed cycles Ni coming from the experiment and fitted curve):
Ni,res = |Ni,exp −Ni,fit| (5.2)
was aggregated for every given fatigue crack growth curve. After that, average value
of residuals for every single fatigue crack growth experiment, µNi,res was calculated and
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stored. The resultant collection of µNi,res values was used for assessment of the intraspeci-
men variability importance. As an example, result of analysis for the Al 2024-T3 aluminum
alloy [4] is presented in Figure 5.3. The histogram shown in this Figure represents the typ-
ical distribution of µNi,res values.
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Figure 5.3: Histogram of the µNi,res values for Virkler data [4]
Mean values of distributions similar to the one shown in Figure 5.3 were used to assess
whether it is important or not to account for the “within the specimen” variability in fatigue
crack growth modeling. These mean values obtained for aluminum alloys were estimated
to be less than 1000 cycles for and less than 650 cycles for steel alloys. Since typical span
of fatigue crack growth results for the mean life of 250 × 103 cycles can reach 100 × 103
cycles, the intraspecimen variability can be regarded as negligible. It can be concluded
that the intraspecimen variability has little influence on the goodness of the fatigue crack
growth predictions and can be neglected in the statistical modeling of the fatigue crack
growth. Therefore, it was concluded that random variables modeling is preferable for the
probabilistic fatigue life analysis.
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5.2 Studies of the UniGrow model bias
The use of random variables approach has been justified at this point of studies. Never-
theless, before the UniGrow fatigue crack growth model could be turned into the random
variables model, it had to be tested for the bias. To begin with, it is important to define
what constitutes the bias for an arbitrarily chosen deterministic fatigue crack growth model.
In general, the bias is defined as an inclination or prejudice for or against one thing or per-
son. In the context of fatigue life analysis the presence of bias implies that predictions of
the number of cycles to failure, Nf are predominantly over or under predicted. The first
parameter proposed for the assessment of chosen fatigue crack growth model bias was the
difference between experimental and predicted values of number of cycles to failure, ∆Nf .
The downside of this descriptor is that it uses absolute values. This means that ∆Nf ≈ 103
cycles might be considered as the large difference in case of relatively short total fatigue life
of let’s say Nf = 10
4. In the same time ∆Nf ≈ 103 for the fatigue life of Nf = 106 cycles
can be regarded as infinitesimal. Therefore, it was proposed to use the ratio of ∆Nf/Nf,exf
for the bias assessment, where the value of Nf,exp in a modified descriptor is a number of
cycles to failure obtained from the fatigue crack growth experiment.
There are many factors which might impact the fatigue crack growth analysis and
consequently interfere with evaluation of the UniGrow model bias. The highest impact
is known to come from the variability of material resistance to fatigue crack growth from
specimen to specimen [4]. In order to minimize such interference, it was proposed to use
the “closed” cycle for assessment of the bias. The closed cycle analysis consists of following
four steps:
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1. Transform available fatigue crack growth data from [Ni, ai] to [∆κi, (da/dN)i] form
2. Use the [∆κi, (da/dN)i] data to estimate the specimen-specific [Ci, γi] parameters
3. Perform fatigue life analysis using the evaluated [Ci, γi] parameters
4. Compare the result against original [Ni, ai] data set
Such analysis is obviously not practical for design purposes but it is sufficient for de-
termination of whether the UniGrow model is biased. Since aluminum and steel alloys are
known to exhibit slightly different fatigue crack growth behavior, it was decided to use
both types of material for validation purposes. Sets of experimental fatigue data obtained
from round-robin studies [5] for the St 4130 steel and 2024-T3 aluminum alloys were chosen
for the analysis of UniGrow bias. As a result, the ratio ∆Nf/Nf,exp was assembled into
the histogram shown in Figure 5.4. The difference between experimental and predicted
values of number of cycles to failure, ∆Nf is negative for cases when UniGrow model
under-predicted the results of experiments and positive otherwise.
It can be concluded from the performed analysis that by using the closed cycle Uni-
Grow model is able to reproduce the fatigue crack growth experiment with an average of
∆Nf/Nf,exp ≈ −2%. It means that fatigue crack growth experiments are on average slightly
under-predicted but descriptor values aren’t significant to consider the UniGrow model as
biased. Therefore, there is no need to implement a bias correction for the combination
of deterministic fatigue crack growth model UniGrow with the “Monte-Carlo” simulation
method.
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Figure 5.4: Histograms of the ∆Nf/Nf,exp values for the St 4130 steel and Al 2024-T3
aluminum alloys.
5.3 Combination of the “Monte-Carlo” method with
the UniGrow fatigue crack growth model
After the UniGrow model was shown to be unbiased, it became ready for turning itself
into the random variables model through combination with the “Monte-Carlo” simulation
method. The “Monte-Carlo” simulation method is a multipurpose statistical tool which can
be used to solve different problems. In the case of statistical fatigue crack growth modeling
it can be used to perform multiple numerical experiments and obtain required informa-
tion for subsequent reliability analysis. The desired information is usually gathered by
continuous repetition of following steps:
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1. Sample the input parameter value from its probability distribution
2. Pass the sampled number to the deterministic model
3. Apply the deterministic model and generate the target answer
4. Save the result and repeat the procedure
The “Monte-Carlo” simulation method essentially enables the replacement of the de-
terministic value of the input parameter by its probability distribution. Therefore, it can
be concluded that success in implementation of the “Monte-Carlo” simulation method de-
pends on: input parameters chosen for sampling and established sampling procedure. Let’s
start from review of the input required for the fatigue crack growth analysis based on the
deterministic UniGrow model. The necessary input can be broken down to three categories
schematically shown in Figure 5.5: material properties, loading history and geometry.
da
dN
∆κ
Material properties
ρ∗
σ
ε time
Loading history
B
H
a0, initial crack size
Geometry
Figure 5.5: Summary of the input data needed for the fatigue crack growth analysis
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The first category can be subsequently split into a set of fatigue crack growth coeffi-
cients: [Ci, γi], the material block size, ρ
∗ and parameters of the Ramberg-Osgood cyclic
stress-strain curve: E, ν, σys, K
′
, n
′
. The second category is represented by a continuous set
of loading pairs {∆Si, Smax,i}. The third category, consists of initial crack size a0 and set of
the global geometry parameters, such as thickness and width. Using the random variables
approach it is possible to change every parameter with its probability distribution. Nev-
ertheless, implementation of every single input variable as a probability distribution can
result in unnecessary complicated model which will be impossible to validate. Therefore,
only two types of parameters were considered for randomization. The first one is the set of
the Ci values from [Ci, γi] fatigue crack growth coefficients. The second is the initial crack
size a0. All other necessary for fatigue crack growth modeling input parameters were kept
deterministic.
Implementation of the loading history in form of the random process won’t be con-
sidered because it doesn’t impact the essence of the UniGrow fatigue crack growth model
formulation. It can be added later, if needed, on top of the existing combination of the
UniGrow model with the “Monte-Carlo” simulation method. Scatter of Ramberg-Osgood
parameters is insignificant and therefore can be disregarded. The only parameter left for
discussion is the material block size, ρ∗. It was shown in previous chapter that set of
[Ci, γi] coefficients depends on the value of the ρ
∗ parameter. Therefore, assumption of the
ρ∗ parameter as a random variable will make a modeling unnecessary complex. It was also
shown (see Figure 4.15b) that dependence of the fatigue crack growth prediction on the
value of ρ∗ parameter is insignificant. Therefore, it was decided to keep the value of the
ρ∗ parameter deterministic.
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5.3.1 Uncertainty of the material data
Series of statistical fatigue crack growth experiments performed by Virkler and Ghonem [4,
6] have revealed that no matter how precise the experimental measurements are, the num-
ber of cycles, Nf required for crack to propagate from the precisely determined initial
length, a0 to the final crack size, af will vary significantly. The desired outcome of random
variables modeling for case when the initial crack size is precisely determined should look
as shown in Figure 5.6.
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Figure 5.6: Simulation results based on the combination of the UniGrow model with the
“Monte-Carlo” simulation method of Virkler experimental data [4].
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The UniGrow deterministic procedure for predicting fatigue crack growth lives is based
on the fatigue crack growth expression given in the form:
da
dN
=Ci (∆κ)
γi = Ci
[
Kpmax,tot ×∆K1−ptot
]γi
=
=Ci
[
(Kapp,tot +Kr)
p × (∆Kapp +Kr)1−p
]γi (5.3)
The set of [Ci, γi] coefficients in the UniGrow model represents the scattered fatigue
crack growth data in the form [∆κ, (da/dN)]. It was hypothesized that the intraspecimen
variability can be described by the probability distributions of [Ci, γi] parameters. In the
previous chapter it was shown how to obtain set of these coefficients given the collapsed
experimental fatigue crack growth data of [∆κ, (da/dN)] form. Statistical analysis of
various sets of constant amplitude fatigue crack growth data also indicated that the scatter
of the γi exponent was small in comparison with the scatter of the Ci parameter. Therefore,
it was concluded that since γi parameter does not vary, scatter of predicted fatigue crack
growth propagation lives depends predominantly on the scatter of the Ci parameters. This
assumption was validated based on the available experimental statistical fatigue crack
growth data [4, 6].
It is well-known that the amount of crack extension per number of applied stress cy-
cles, da/dN , fluctuates around the least-squares regression line. However, in most cases
three or four pairs of [Ci, γi] coefficients are needed to fit the experimental data accurately
(see Figure 5.7). In order to obtain the desired probability distributions of Ci parameters
two types of data can be used. The first type is the statistical fatigue crack growth data
such as was obtained by Virkler [4] and Ghonem [6]. The second type is fatigue crack
growth data obtained under different stress R ratios from various laboratories. Let’s re-
view the difference between two. To start with, availability of the experimental data in
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Figure 5.7: Schematic representation of the material scatter on the basis of available fatigue
crack growth data obtained from Al 7075-T6 aluminum alloy
open sources of information is significantly different. The data of second type is widely
available. Statistical fatigue crack growth data, in turn, is rare and thus has to be obtained
from the new tests, which are costly and time consuming. Another limitation of available
statistical fatigue crack growth data [4, 6] is the fact that material tested comes from a
single production batch of analyzed material. In practice, material used by manufacturers
comes continuously from different working shifts and suppliers. Therefore, the resistance of
material to fatigue crack propagation will vary from batch to batch. On contrary, the same
by nomenclature material tested in different laboratories by using a standard experimental
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setup comes from variety of suppliers and therefore, it is more representative in terms of
batch to batch variability.
1 10 100
10−10
10−9
10−8
10−7
10−6
10−5
10−4
∆κ,MPa
√
m
d
a
d
N
,m
/c
y
cl
e
V irkler Data
COVC = 0.067
Figure 5.8: Transformed fatigue crack growth data from Virkler studies [4]
Comparison of fatigue crack growth constants obtained from the Ghonem and Virkler
data alone with the fatigue crack growth constants obtained from the variety of laboratories
has revealed that there is no significant difference. The coefficient of variation of the fatigue
crack growth constant, σCi/µCi , for the Virkler data, Al 2024-T3, (see Figure 5.8) was 0.067
while the data obtained from the different fatigue crack growth studies (see Figure 5.9)
was about 0.09. Since mean values of Ci parameter are approximately of the same value
for both cases, this increase in the spread could be characterized as data being slightly
more dispersed. It is impossible to compare coefficients of variation in other regions of the
fatigue crack growth curve, therefore even if the above assumption holds, the results of the
crack growth simulations in the threshold region should be treated with care. Since there
is no significant difference between the scatter of fatigue crack growth parameters obtained
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Figure 5.9: Collapsed fatigue crack growth data from different laboratories [25]
from statistical studies [4, 6] and the ones obtained from different laboratories [5, 66, 25],
it is of interest then to use the latter for predictions. The fatigue crack growth parameters
[Ci, γi] being used in the studies are summarized in the Table 5.1.
5.3.2 Scatter of the initial crack size a0
Measurement of the initial crack size a0 is essential for the standard fatigue crack growth ex-
periment [15]. In reality evaluation of flaws in structures is complicated and has a lot of
limitations. The crack in the structure can be detected by using one of available non-
destructive evaluation methods: ultra-sonic, magnetic-particle, radiographic, eddy current
or with the use of liquid penetrant [76]. Each non-destructive evaluation method has a
lower limit of size of crack which can be detected (see Table 6.1). Therefore, reliability
of these methods should also be considered. Some information about the probability of
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Table 5.1: Fatigue crack growth coefficients for various materials
Materials Al 2024 Al 2219 Al 2324 Al 7050
S
e
c
to
r
1 C1 4.18e-15 4.28e-16 1.34e-16 1.87e-11
γ1 17.81 13.07 19.06 9.37
COV1 0.397 0.284 0.47 0.55
S
e
c
to
r
2 C2 3.57e-10 7.06e-13 5.91e-11 2.02e-10
γ2 2.38 6.55 3.81 3.86
COV2 0.07 0.11 0.19 0.04
S
e
c
to
r
3 C3 5.65e-13 6.65e-11 3.61e-12 3.62e-11
γ3 7.55 3.77 5.86 5.71
COV3 0.05 0.07 0.23 0.08
S
e
c
to
r
4 C4 2.58e-10 × × 1.93e-09
γ4 3.61 × × 2.88
COV4 0.09 × × 0.04
Materials Al 7075 Al 7475 Hy Tuf Steel A36 Steel
S
e
c
to
r
1 C1 2.39e-15 2.33e-11 4.22e-15 1.39e-18
γ1 21.4 5.42 10.23 8.73
COV1 0.31 0.09 0.1 0.06
S
e
c
to
r
2 C2 2.66e-10 5.5e-10 7.36e-12 3.38e-13
γ2 3.04 3.19 3.25 3.97
COV2 0.04 0.04 0.16 0.05
S
e
c
to
r
3 C3 7.58e-12 7.49e-11 3.27e-26 ×
γ3 6.09 4.05 10.53 ×
COV3 0.06 0.06 0.37 ×
S
e
c
to
r
4 C4 2.12e-10 × × ×
γ4 3.67 × × ×
COV4 0.05 × × ×
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detection can be found in reference [77].
Initial crack-like defects in general can be classified into the inherent material defects,
such as inclusions and porosity and flaws resulting from the drilling, corrosion, etc. Former
are known to be in the range of 1 − 50µm [78] and latter vary around 50 − 200µm [79].
Unfortunately, these dimensions are approximately 1000 times less than those which can be
reliably detected. It is also known and it was experimentally confirmed [80] that from the
variety of initial voids and inclusions only a few will develop into the long cracks leading to
the final failure. Therefore, only analysis of the microstructure is not sufficient for fatigue
live assessment.
It is also known, that the total fatigue live of a given structure is strongly dependent
on the size of initial crack [55]. Therefore, implementation of the initial crack size a0 in
form of its probability distribution is of great importance. When implemented into the
“Monte-Carlo” UniGrow analysis, the typical result of simulation will look like the one
shown in Figure 5.10.
Table 5.2: Minimum detectable crack sizes [81]
Detection method Semi-elliptical crack dimensions, a / c [m]
Ultrasonic ≈ 0.43× 10−3/2.21× 10−3
Magnetic Particle ≈ 0.97× 10−3/4.78× 10−3
Radiographic ≈ 1.91× 10−3/1.91× 10−3
Eddy current ≈ 0.51× 10−3/2.54× 10−3
Liquid penetrant ≈ 0.64× 10−3/3.18× 10−3
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Figure 5.10: Fatigue life analysis of experimental fatigue crack growth data from refer-
ence [82] with randomly sampled initial crack length a0
The question of how to estimate the probability distribution of the initial crack size in
order to apply the fatigue crack growth modeling for estimation of the total life of the struc-
ture is of great importance. In order to avoid rigorous and expensive fractographic testing,
Rudd and Gray have introduced the concept of equivalent initial flaw size [83]. The crack
size represented by this concept is a projection of similar crack “backward-extrapolated”
from the available fatigue crack growth data. The correlation between the equivalent ini-
tial flaw size and real crack length is known to be loose and dependent on the stress-level
at which the former was obtained. Therefore, one has to be careful with transferring the
crack size distributions obtained using the equivalent initial flaw size approach to different
structural configurations and loading spectra. Significant amount of equivalent initial flaw
size data was obtained and presented in a report “Fastener Hole Quality” by Norohna
et.al [79]. Data from this report can be used for variety of applications. The method of
how to determine distributions of initial flaw size can be found in the work by Manning [84].
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Let’s review how the equivalent initial flaw size was originally obtained. First, available
fatigue crack growth data of the (Ni, ai) form has to be obtained by applying the load to
the smooth specimen. Obviously information about crack size can be only recorded from
the time when the crack can be detected. Then, (Ni, ai) data is fitted by a polynomial.
Finally the crack size at N = 0 is denoted as an equivalent initial flaw size. The process is
schematically illustrated in Figure 5.11.
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Figure 5.11: Estimation of the equivalent initial flaw size from available fatigue crack
growth data
Another method to evaluate the equivalent initial flaw size was proposed by Fawaz [85].
Instead of fitting of a polynomial into the available a vs. N data, the “hit or miss” method
is employed. In Figure 5.12 it is schematically shown how AFGROW and FASTRAN
deterministic fatigue crack growth models are used to obtain the equivalent initial flaw size.
The principle is based on the trial and error concept. Given the detected crack size and
elapsed number of cycles it is possible to vary the initial crack size a0 and run FASTRAN or
AFGROW several times until the desired final crack length is reached at the desired number
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of cycles, Nf with a certain degree of accuracy. In the proposed method, the evaluated
equivalent initial flaw size depends on the chosen fatigue crack growth model. Therefore,
in order to evaluate the equivalent initial flaw size in our case, the UniGrow fatigue crack
growth model has to be utilized. The main deficiency of the “hit or miss” method proposed
by Fawaz [85] is that it doesn’t consider the random nature of material properties. In
order to overcome that limitation it was proposed to use the “backward” fatigue crack
growth analysis. The UniGrow fatigue crack growth model was modified in a such a way
that it was able to perform the analysis in the reversed direction (from final crack size
to the initial one). Using the scatter of the material properties in the form of Ci fatigue
crack growth coefficients described above and the “Monte-Carlo” simulation method it
was possible to assess the equivalent initial flaw size. Consequently, the proposed method
enables assessment of the the equivalent initial flaw size probability distribution (as shown
in Figure 5.13) from available stress-life data.
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Figure 5.12: The FASTRAN [44] and AFGROW [41] methods for estimation of the equiv-
alent initial flaw size from available fatigue crack growth data [85]
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Figure 5.13: Estimation of the equivalent initial flaw size from available fatigue crack
growth data
5.3.3 The “Monte-Carlo” simulation method
Random variables modeling, as it was stated earlier, requires the replacement of determin-
istic single value parameters with their probabilistic distributions. Respectively, the choice
of a statistical distribution type has a strong influence on results of “Monte-Carlo” simula-
tions. The most popular distributions used in the fatigue life analysis are the Weibull and
the Log-Normal distributions. The primary advantage of the former is the ability to provide
reasonably good failure forecast based on the small amount of data. The Log-Normal dis-
tribution in turn was shown to be the most suited for fatigue crack growth analysis [50, 4].
Probability density functions of random variable X (where X represents the fatigue
crack growth coefficient Ci or the initial crack size a0) based on the Weibull and Log-Normal
distributions are given by equations (5.4) and (5.5) accordingly:
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f (X) =
k
λ
(x
λ
)k−1
e−(x/λ)
k
(5.4)
f (X) =
1
Xζx
√
2pi
e
− 1
2
(
ln(X)−λx
ζx
)2
(5.5)
Cumulative distribution functions of random variable X based on the Weibull and Log-
Normal distributions are given by equations (5.6) and (5.7) accordingly:
F (X) = 1− e−
(
x
λ
)k
(5.6)
F (X) =
∫ x
0
1
Xζx
√
2pi
e
− 1
2
(
ln(X)−λx
ζx
)2
dX (5.7)
Both, Weibull and Log-Normal distributions are able to approximate well the distributions
of the Ci and a0 parameters. Since there is no preferable distribution, both options were
chosen to be implemented for further analysis.
The next part of the studies was focused on implementation of sampling technique into
the UniGrow fatigue crack growth model. Sampling method consists in general from two
steps
1. Sample random number U ∈ (0 . . . 1) which follows the uniform distribution
2. Transform sampled number U into corresponding value X from the distribution of
interest
Since quality of the prediction based on the “Monte-Carlo” method depends on the number
of how many times simulation has been carried out, methods to obtain large sequence of U
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values are very important. While it is possible to get the “real” random numbers U from
thermal noise, nuclear decay or other sources of randomness, in most of the cases such ap-
proach is far from being practical. Therefore, pseudo-random number generators are being
used in many stochastic computational algorithms. The linear congruential generator as
the oldest and still the most popular mechanism for production of pseudo-random numbers
was considered first. In order to get pseudo-random numbers, recursive relation presented
by equation (5.8) has to be used.
Ui+1 = (aUi + c) (mod m) (5.8)
The main disadvantage of this method is that the sequence length is dependent on the
seed (U0 value) and in most cases it is not long enough for fatigue crack growth “Monte-
Carlo” simulations. Another algorithm for generating pseudo random numbers is based
on the Mersenne prime. Accordingly, this method to obtain a pseudo-random number is
called Mersenne Twister generator and it was proposed in 1998 by M. Matsumoto and T.
Nishimura [86]. This algorithm has passed various statistical tests, its speed is compatible
with other generators and it is able to produce unique sequences of (219937-1) length.
Therefore, the Mersenne Twister algorithm (MT-19937) in the form of a C++ library
from [87] was used.
With the second step, the “Monte-Carlo” method implementation requires uniformly
distributed values U to be transformed into the values X corresponding to distribution of
interest (Log-Normal, Weibull, etc.). For this purpose, variety of methods were proposed in
the past [88]. These methods can be classified into general ones, such as inverse transform,
rejection, etc. and specific, such as the Box-Mueller approach or Von-Neuman algorithm.
While latter category is easier to implement, the former is of interest due to its universality.
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The inverse transform method is based on the following proposition. Let U ∈ (0 . . . 1)
be a random variable obtained from pseudo-random number generator and X be a random
variable following the desired continuous distribution function F and defined as:
X = F−1 (U) (5.9)
Then inverse function F−1(U) is equal to the value of x for which F (x) = U . In order to use
this method an analytical solution for the inverse function should be known. The quantile
cumulative distribution functions of interest (Weibull, Log-Normal) are well-known and
thus, this method is often used in stochastic fatigue crack growth modeling.
Fx(X)Fu(U)
U X
Fx(X)Fu(U)
U
′
X
′01
1
CDF of the uniform distribution CDF of the random variable X
Figure 5.14: Inverse tranform sampling method
Another method to obtain random numbers from the desired probability distribution
is called the rejection method. If simulation of a random variable following density func-
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tion g(x) is possible, then it can be used as the basis for simulating from the continuous
distribution having density f(x). The random variable from g(x) has to be simulated and
then accepted with a probability proportional to f(Y )/g(Y ). Let d be a constant such that
f(Y )/g(Y ) ≤ d for all Y . To simulate random variable having probability density f(x),
following steps have to be taken:
1. Simulate Y having a density g(Y ) and simulate a random number U
2. If U ≤ f(Y )/d · g(Y ) set X = Y. Otherwise return to Step 1.
The main disadvantage of the rejection method is that it is more computationally
intense and relies heavily on the chosen initial probability density g(x). Therefore, inverse
transform method was chosen for the constructed random variables model.
5.4 The resultant fatigue life assessment methodology
The chapter shall be concluded with general depiction of the proposed fatigue life model.
The proposed methodology can be split into four steps:
1. Collection of the “raw” data required for analysis
2. Preparation of the input data for fatigue life analysis
3. Execution of the “Monte-Carlo” UniGrow model
4. Assessment of obtained results
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The first step of fatigue life analysis is aggregation of required data. The object of
studies (component of structure or mechanism) has to be thoroughly pre-analyzed and
information about stress-concentrators (geometry), material used and predicted service
loading should be gathered. Then, following information has to be obtained either through
additional testing or from open sources of information: first, the fatigue life tests of smooth
specimens; second, fatigue crack growth data of the [∆K, (da/dN)] form obtained at various
stress ratios R for the material of interest; third, stress-strain material cyclic properties
E, ν, σys, K
′
, n
′
. The first step shall be concluded with assumption of the loading
sequence and component dimensions.
The second step of fatigue life analysis is preparation of the input data required to
perform the probabilistic fatigue crack growth analysis. The effective crack tip radius
ρ∗ has to be assessed by using the described above ρ∗ program. Another outcome of the
ρ∗ program required for further fatigue crack growth analysis is the data of [∆κ, (da/dN)]
form. This data has to be used to obtain set of corresponding [Ci, γi] parameters and to
evaluate probability distribution of the Ci values. The next step in preparation of the
input data is assessment of equivalent initial flaw size distribution by using the developed
“backward” fatigue crack growth routine in combination with fatigue life data from smooth
notched specimens.
The third step of fatigue life analysis is execution of the “Monte-Carlo” UniGrow model.
Preparation of special files required for the “Monte-Carlo” UniGrow program and assump-
tion of the plane-strain or plane-stress and Neuber or ESED method for stress-strain anal-
ysis has to be done before the simulations will start. While no other actions are required,
it should be noted that “Monte-Carlo” simulation process is very time consuming.
The final step is concerned with analysis of the simulated data. The proposed methodol-
ogy in form of the combined “Monte-Carlo” method with the deterministic UniGrow model
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enables estimation of two types of probability distributions. The first distribution repre-
sents the number of cycles or time required for a crack to reach a certain size, P (N). The
second distribution represents the spread of a crack sizes after certain number of cycles,
P (a). The first type can be used for the design purposes in order to model the structure
in a way it will sustain a specific number of cycles, Nf with a certain degree of probability.
Information of the second type should be used to assist with non-destructive evaluation.
Illustration of how these distributions are obtained from the developed UniGrow software
is schematically shown in Figure 5.15. Superiority of the “Monte-Carlo” method comes
from the fact that probability distributions obtained by using this method do not need to
be fitted into the well-known classical probability distributions, such as Log-Normal and
Weibull. The probability distributions of interest, P (N) and P (a) in the end of simula-
tions in the “Monte-Carlo” UniGrow program are constructed into the histogram-like plots
based on the simulation data. The example of such outcome is presented in Figure 5.16.
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Figure 5.15: Evaluation of probability density functions P(N) and P(a) from the “Monte-
Carlo” UniGrow simulation.
Figure 5.16: Example of the P(N) function obtained from the “Monte-Carlo” UniGrow sim-
ulation.
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Chapter 6
Application of the proposed fatigue
life analysis method
The typical design life cycle consists of the development, manufacturing and service life
stages. In each of those stages, fatigue life assessment methodology can be used. The
proposed fatigue life analysis can be used at the design stage in order to ensure that
product will reach the end of its life-cycle with a certain degree of safety or probability
of failure. Fatigue life analysis in combination with non destructive evaluation methods
can be used during the production stage for quality control purposes and risk analysis.
Methods to estimate the crack propagation are extensively used throughout the service life
for establishing the periodicity of maintenance and inspection intervals. Finally, fatigue
crack growth analysis in combination with “Monte-Carlo” simulation method can be used
at the end of the designed life-cycle to justify the service life extension for the machine or
mechanism. Despite the fact that there are many ways to apply the proposed method of
fatigue life analysis, it is rather impossible to find a reliable data sets from development and
manufacturing stages in order to run any validation tests. Therefore, in order to validate the
proposed random variables model, four sets of available statistical fatigue crack growth data
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generated by Virkler [4] and Ghonem [6] were used. While these data sets are sufficient to
validate the “Monte-Carlo”-UniGrow model ability to account for the variability in material
properties, the scatter of the initial crack size a0 was out of scope in these experiments.
Therefore, additional fatigue crack growth data set generated by the Northroop Grumman
corporation [59] was used for the verification of the proposed random variables model. It
is important to note that only aluminum alloys were used in these validation studies and
no similar data was found for steel alloys. However, several investigations [5, 50] indicate
that steels exhibit less variability in the fatigue crack growth process and therefore use of
aluminum alloys for validation shall be satisfactory.
6.1 Validation of the proposed model against avail-
able statistical fatigue crack growth data
Two major statistical fatigue crack growth studies are known and widely used for valida-
tion of various probabilistic fatigue life models such as those developed by Yang [52],
Patankar [89] and others [51, 53]. Those studies were performed by Virkler [4] and
Ghonem [6] on middle-tension specimens (such as shown in Figure ) made of Al 2024-T3
and Al 7075-T6 aluminum alloys. The study performed by Virkler is represented by a single
statistical set which consists of 68 identical fatigue crack growth experiment. The studies
done by Ghonem are represented by three statistical sets, each made of 60 identical fatigue
crack growth experiments. Therefore, in total, four comprehensive statistical fatigue crack
growth data sets (see Figure 6.2) was used for validation of the random variables model
based on the UniGrow fatigue crack growth concept. The scatter in fatigue lives measured
as the ratio of the Nf,max to Nf,min is summarized in Table 6.1.
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2W = 0.1016m
2a0 = 0.018m
B = 0.03175m
Figure 6.1: Middle-tension specimen used in the statistical studies done by Ghonem [6]
Table 6.1: Scatter of the experimental fatigue crack growth data
material R ∆N, cycles Nf,max/Nf,min
Al 2024-T3 0.2 ≈100 · 103 ≈1.5
Al 7075-T6 0.4 ≈200 · 103 ≈4
Al 7075-T6 0.5 ≈50 · 103 ≈2
Al 7075-T6 0.6 ≈60 · 103 ≈2
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(a) Virkler (b) Ghonem, R = 0.4 [6]
(c) Ghonem, R = 0.5 [6] (d) Ghonem, R = 0.6 [6]
Figure 6.2: Four sets of statistical fatigue crack growth data [4, 6]
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6.1.1 Preparation of the data required for fatigue crack growth anal-
ysis (geometry, loading and material)
In order to run numerical simulations based on the proposed model information about ma-
terial, geometry and loading conditions used during the experimental studies have to be col-
lected and analyzed. Let’s review the material data first. Tested alloys were aluminum Al
2024-T3 [4] and Al 7075-T6 [6]. The UniGrow fatigue crack growth model requires specif-
ically material properties such as Young’s modulus, Poisson ratio and Ramberg-Osgood
stress-strain relationship coefficients to perform analysis. All required cyclic stress-strain
material data was obtained from reference [90] and they are given in Table 6.2.
Table 6.2: Material properties of Al 2024-T3 and Al 7075-T6 aluminum alloys [90]
Al 2024-T3 Al 7076-T6
Young’s modulus E,[MPa] 73100 71000
Poisson’s ratio ν 0.33 0.33
Yield stress σys, [MPa] 428 504.4
Ramberg-Osgood coefficient K
′
, [MPa] 662 899
Ramberg-Osgood exponent n
′
0.07 0.093
Each statistical set was obtained under the constant amplitude loading condition im-
posed on the middle-tension specimen. While there are four sets of statistical fatigue crack
growth data only two different specimen types were used. One for Al 2024-T3 aluminum
alloy and another for Al 7075-T6. The specimen dimensions are summarized in Table 6.4.
Loading parameters used during the experiments are summarized in Table 6.3.
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Table 6.3: Test loading conditions [4, 6]
material # of experiments Pmax, kN Pmin, kN R
Al 2024-T3 68 23.35 4.67 0.2
Al 7075-T6 60 15.19 6.08 0.4
Al 7075-T6 60 22.25 11.13 0.5
Al 7075-T6 60 22.79 13.68 0.6
Table 6.4: Specimen dimensions [4, 6]
Al 2024-T3 Al 7076-T6
initial crack size, a0 9 mm 9 mm
final crack size, af 49.8 mm 23 mm
total width, 2W 152.4 mm 101.6 mm
thickness, B 2.54 mm 3.175 mm
In order to perform the fatigue crack growth analysis by using the UniGrow model, value
of the material parameter ρ∗ has to be known. The new ρ∗ evaluation method presented in
the chapter 4 was used to find values of the ρ∗ parameter for Al 2024-T3 and Al 7075-T6
aluminum alloys. These values are ρ∗al2024 = 1.26e− 05 and ρ∗al7075 = 9.7e− 06 accordingly.
Using these values of the ρ∗ parameter, original experimental fatigue crack growth data
obtained for Al 2024-T3 and Al 7075-T6 aluminum alloys (see Figure 2.5 and 4.2) was
transformed into required for analysis form of [∆κ, (da/dN)]. With the next step trans-
formed data was linearized into four segments and mean values of [Ci, γi] coefficients were
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estimated (see Figure 6.3). Proposed random variables model requires assessment of Ci
parameters scatter. Statistical distributions of Ci parameters were approximated by the
log-normal distribution and they were found by using the maximum likelihood estimation
method [91]. Probability density functions of C1, C2, C3 and C4 parameters are shown in
Figure 6.4. Corresponding cumulative distribution functions are presented in Figure 6.5.
Important feature of described statistical fatigue crack growth experimental investiga-
tions is that in every one of them, initial flaw size a0 was precisely measured. Therefore,
only distribution of the number of cycles required for crack to reach a specified length is
out of particular interest. Using the experimental data, number of cycles or time required
to propagate the crack from the initial a0 to the final af crack size, Nf can be aggregated
into the specific histogram (such as shown in Figure 2.24). It is of great interest to compare
such histogram with the probability distribution of Nf values obtained from the “Monte-
Carlo” simulations. It is also of particular interest to compare the distributions of number
of cycles required to propagate crack from a0 to some intermediate value of ai (Nai).
6.1.2 Validation results
Based on the performed preliminary data analysis, four projects were prepared for further
“Monte-Carlo” simulations. Multiple runs with various numbers of iterations (from 1000 to
10000) were carried out and extensive data for post-simulation analysis has been generated.
The main task was to compare the scatter of number of cycles required to propagate crack
from certain initial size a0 to the given crack size ai. For this comparison experimental
fatigue crack growth data obtained by Virkler [4] was “cut” as shown in Figure 6.6 at
ai = 0.017 m, ai = 0.035 m and af = 0.0498 m.
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Figure 6.3: Transformed fatigue crack growth data for the Al 2024-T3 (a) and Al 7075-T6
(b) aluminum alloys used for the estimation of Ci distributions
131
−60 −40 −20 00
1
2
3
4
·10−2
lg(C1)
p
ro
b
ab
il
it
y
d
en
si
ty
Al 7075-T6
Al 2024-T3
(a)
−12 −10 −8 −60
0.2
0.4
0.6
lg(C2)
p
ro
b
ab
il
it
y
d
en
si
ty
Al 7075-T6
Al 2024-T3
(b)
−16 −14 −12 −10 −80
0.1
0.2
0.3
0.4
lg(C3)
p
ro
b
ab
il
it
y
d
en
si
ty
Al 7075-T6
Al 2024-T3
(c)
−15 −10 −50
0.1
0.2
0.3
0.4
lg(C4)
p
ro
b
ab
il
it
y
d
en
si
ty
Al 7075-T6
Al 2024-T3
(d)
Figure 6.4: Probability density functions of C1 (a), C2 (b), C3 (c) and C4 (d) parameters
of Al 2024-T3 and Al 7075-T3 aluminum alloys
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Figure 6.5: Cumulative distribution functions of C1 (a), C2 (b), C3 (c) and C4 (d) param-
eters of Al 2024-T3 and Al 7075-T6 aluminum alloys
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Histograms showing the experimental and simulated data distributions of fatigue lives
corresponding to various crack sizes ln(N0.017m), ln(N0.035m) and ln(Nf ) are presented in
Figures 6.7 6.8 and 6.9. It can be seen from the graphs that, the shape of the distribution
does not change for P(N) obtained at different crack sises, Nai and it follows the bell-shaped
curve.
Another important observation was that the simulation outcome from combination of
the “Monte-Carlo” with the UniGrow fatigue crack growth model closely resemble the
distribution of the chosen variability measure based on the experimental results. Experi-
mental and simulation set of values of the number of cycles Nf required to propagate crack
from a0 to af for every set of statistical fatigue crack growth data were used to fit the
lognormal probability distribution function. As a result shape and scale parameters (λ, ζ)
were obtained and summarized in Table 6.5. The scatter of “Monte-Carlo” simulation
results is schematically shown on “top” of the experimental fatigue crack growth data in
Figures 6.10, 6.11, 6.12 and 6.13.
Table 6.5: Log-normal parameters. Experiment and simulation data.
material R ratio Experiment Simulations
λ ζ λ ζ
Al 2024-T3 0.2 12.45 0.067 12.4 0.072
Al 7075-T6 0.4 11.73 0.065 11.61 0.068
Al 7075-T6 0.5 11.01 0.062 10.96 0.066
Al 7075-T6 0.6 11.23 0.063 11.18 0.065
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Figure 6.6: Fatigue crack growth results from Virkler experiment [4] with cuts made at
several crack lengths
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Figure 6.7: Histogram of ln(N0.017m) for Al 2024-T3 aluminum alloy experimental [4] and
simulated data
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Figure 6.8: Histogram of ln(N0.035m) for Al 2024-T3 aluminum alloy experimental [4] and
simulated data
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Figure 6.9: Histogram of ln(N0.0498m) for Al 2024-T3 aluminum alloy experimental [4] and
simulated data
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Figure 6.10: Scatter of the “Monte-Carlo” simulation results compared with the experi-
mental data (Al 7075-T6 aluminum alloy, R = 0.4)
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Figure 6.11: Scatter of the “Monte-Carlo” simulation results compared with the experi-
mental data (Al 7075-T6 aluminum alloy, R = 0.5)
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Figure 6.12: Scatter of the “Monte-Carlo” simulation results compared with the experi-
mental data (Al 7075-T6 aluminum alloy, R = 0.4)
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Figure 6.13: Scatter of the “Monte-Carlo” simulations results compared with the experi-
mental data (Al 2024-T3 aluminum alloy, R = 0.2)
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6.2 Validation of the proposed methodology based on
the fatigue crack growth data of semi-elliptical
cracks in notches
The concept of how long the aircraft is supposed to be in the service before it should be
retired has evolved over years. The designed life of a civil aircraft, for example, was set
to approximately 10 years of service in 1950’s. These estimations later were proved to be
highly conservative and the new design target was set to 20 years period. Still, in the late
1980’s airplanes older than 20 years could still be flown based on continuous maintenance
and comprehensive inspections. That is why premature retirement is deemed as an unnec-
essary waste of the valuable assets. For these reasons, variety of life-extension programs
are currently ran by US Navy. One of those program has the goal to extend the life of the
EA-68 and P-3 planes. In particular, one of the tasks was to perform structural fatigue life
analysis of wings, which are partially made of Al 7075-T6 aluminum alloy. Since safety in
aviation is the highest priority, any computational analysis had to be backed-up by series
of fatigue crack growth experiments. For this reason, Northrop Grumman Corporation
has taken 50-mm thick plate (outer wing material), machined it to the thickness of 5.7
mm and performed a series of fatigue life tests [59]. Distinctive feature of those tests is
that crack size ai wasn’t measured until it became visible. Therefore, evaluation of the
equivalent initial flaw size distribution was required for validation purposes. As the re-
sult performed simulations on the basis of the UniGrow fatigue crack growth model and
“Monte-Carlo” simulation method were carried out with probabilistic input (initial crack
size and material).
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6.2.1 Preparation of the data required for fatigue crack growth anal-
ysis (geometry, loading and material)
Four types of notched geometries have been tested during the reviewed laboratory investi-
gations: one, two and three-holes specimens as well as the double-sided notch type. While
the double-sided notch specimens were tested under the constant amplitude loading spec-
trum, other three types of specimen were subjected to a variable amplitude loading history.
Dimensions of tested specimens are schematically shown in Figures 6.14 and 6.15.
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Figure 6.14: The one-hole and double-sided notched specimens made of Al 7075-T6 alu-
minum alloy
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Figure 6.15: Two- and three-hole specimens made of Al 7075-T6 aluminum alloy
The major difference between performed experiments and standard fatigue crack growth test
has to be noted now. As per ASTM E647 [15], the specimen used in fatigue crack growth ex-
periment is supposed to have a precrack so the initial crack length a0 is known. Contrary
to this requirement, experimental investigations performed by Northrop Grumman Corpo-
ration didn’t have any precracking on specimens done. Therefore, the initial crack length
a0 was not measured directly.
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Recurring wing spectrum made of 2519 cycles, two hundreds of which are shown in the
Figure 6.16 was applied for the one- two- and three-hole specimens. This spectrum is a
predominantly tensile, though some compressive stresses were present. The constant ampli-
tude loading history used for double-sided notched specimens have been applied at stress-
ratio, R = 0 and with three different amplitudes: ∆S1 = 25 MPa,∆S2 = 30 MPa,∆S3 =
40 MPa.
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Figure 6.16: Excerpt from the wing loading spectra [37]
Proper evaluation of the equivalent initial flaw size is of great importance for prediction
of the fatigue life. Since double-notched specimens were tested under the applied constant
amplitude loading history, the data in form of final crack size af vs. the number of applied
loading cycles Nf can be used to assess the equivalent initial flaw size distribution. This
data together with schematic illustration of the procedure for evaluation of the equivalent
initial flaw size distribution is schematically shown in Figure 6.17. It is important to note
that for the two-hole and three-hole specimen types (see Figure 6.15) post-test quantitative
fractography was used by Northroop Grumman [59] in order to to evaluate the [Ni, ai]
fatigue crack growth curve and extrapolate the approximate initial crack size a0. The
resultant initial crack was determined to have a semi-elliptical shape (see Figure 6.19).
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Figure 6.17: Estimation of the equivalent initial flaw size distribution.
Review of available fractography images of crack nucleation sites in the Al 7075-T6 alu-
minum alloy from reference [54] together with the analysis of equivalent initial flaw size dis-
tribution has led to the approximation of a0 with a two-parameter Weibull distribution:
F (a0) = 1− e
−(a0
λ
)k
λ = 0.000019102, k = 0.374
(6.1)
The mean value and standard deviation of the initial crack size are equal to:

µa0 = λΓ
(
1
k
+ 1
)
≈ 77µm
σa0 = λ
2
[
Γ
(
2
k
+ 1
)
− Γ2
(
1
k
+ 1
)]
≈ 0.07µm
(6.2)
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The UniGrow fatigue crack growth model requires the knowledge of the da/dN vs
∆κ relationship in form of [Ci, γi] coefficients to perform fatigue life analysis. Since Al
7075-T6 aluminum alloy is a widespread material, [∆κ, (da/dN)] plot for this alloy was
already available [66] and used for the fatigue crack growth predictions. Nevertheless,
during the life-extension program, Northrop Grumman Corporation [59] had performed
series of fatigue crack growth tests using the standard compact tension specimens (thick-
ness, B = 0.225 in; width, W = 3 in). Collapsed fatigue crack growth data in form of
[∆κ, (da/dN)] obtained from both sources for comparison purposes is presented in Fig-
ure 6.18. As it can be seen from this figure, fatigue crack growth data obtained solely by
Northrop Grumman Corporation is less scattered. Which is obvious since the data from
different laboratories is supposed to have more variability. Therefore, it was decided to
use the same [Ci, γi] coefficients and distributions of Ci parameters as the ones used for
validation of Ghonem [6] statistical fatigue crack growth experiments.
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Figure 6.18: Combination of ∆κ plots
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6.2.2 Validation results
The fatigue crack growth analysis starts from evaluation of the stress intensity factor ap-
plied to the given structure or specimen. Initial crack was assumed to have a semi-elliptical
shape (see Figure 6.19). Therefore, fatigue crack growth analysis was performed using the
appropriate two-dimensional weight function [21] necessary for calculating the stress inten-
sity factor, K.
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Figure 6.19: The model of a semi-elliptical crack in a finite thickness plate
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The stress intensity factor of the point A of semi-elliptical crack (Figure 6.19) can be
determined as:
KA =
∫ a
0
σ (x)
2√
2pi (a− x) [1 +M1,A
(
1− x
a
)1/2
+
+M2,A
(
1− x
a
)
+M3,A
(
1− x
a
)3/2
]dx
(6.3)
where the geometry factors M1,A,M2,A and M3,A are:

M1,A =
pi√
2Q
(4Y0 − 6Y1)− 24
5
M2,A = 3
M3,A = 2
(
pi√
2Q
Y0 −M1,A − 4
) (6.4)
The stress intensity factor of the point B of semi-elliptical crack can be found from equa-
tion (6.5):
KB =
∫ a
0
σ (x)
2√
pix
[
1 +M1,B
(x
a
)1/2
+M2,B
(x
a
)
+M3,B
(x
a
)3/2]
dx (6.5)
where weight function geometry factors M1,B,M2,B and M3,B are equal to:

M1,B =
pi√
4Q
(30F1 − 18F0)− 8
M2,B =
pi√
4Q
(60F0 − 90F1) + 15
M3,B = 2 (1 +M1,B +M2,B)
(6.6)
Coefficients Y0, Y1, F0 and F1 needed for stress intensity factor calculations can be found
in reference [21].
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Fatigue live data obtained from the double-notched specimens were used for evaluation
of the equivalent initial flaw size distribution using the method described in the previous
chapter. Therefore, running of the “Monte-Carlo” simulations for this type of specimen
had no practical value. The next specimen in consideration was the plate with a single
hole (see Figure 6.14). Since no post-fractography analysis was performed after this test
completion, available data was presented in form of the stress-life diagram. In order to
simulate those tests using the numerical simulation method, statistical distribution of initial
crack sizes (6.1) together with statistical distribution of fatigue crack growth parameters Ci
for Al 7075-T6 aluminum alloy (see Figure 6.4) were used. The predicted results (shown
in Figure 6.20) are very close to the measured data and can be considered as slightly
conservative. Nevertheless, it is important to note that they fall well within the scattered
data of predicted values of numbers of cycles to failure, Nf .
The next experiment in consideration was performed using the two-holes specimen.
For this type of specimen post-fractography analysis was used to backward extrapolate the
crack size. The lowest crack size detected using theses method was about 0.1mm and was
estimated to appear around 40000 cycles. Collection of experimental points obtained using
the post-fractography analysis together with results of simulation are shown in Figure 6.21.
It should be noted that since number of simulation runs is very high ( 1000), resultant
fatigue crack growth curves are visually indistinguishable. Therefore, it was decided to
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show the spread of results. Two horizontal “cuts” were made for simulation data. As
the result, Log-Normal distributions were fitted and plotted in Figure 6.21b. This data
can be used to estimate the number of applied loading cycles required to reach crack
of specified size with certain degree of probability. Also two vertical “cut” was made at
N = 31000 for the same simulation data. Results of simulation from the UniGrow program
for this “cut” are shown in Figure 6.22b. This type of data should be useful for the
non-destructive evaluation purposes. This is due it shows spread of potential values of the
crack size ai within the given structure. Obtained “Monte-Carlo” simulation results show
good correlation with the experimental data.
Final experiment in review was done using the three-holes specimen type. Post-
fractography analysis was also used for this part of investigation. As in previous cases,
evaluated equivalent initial flaw size distribution together with spread of the fatigue crack
growth coefficients for Al 7075-T6 aluminum alloy were used for “Monte-Carlo” simula-
tions. Experimental results together with results of simulation are presented in Figure 6.23.
Distribution evaluated from the horizontal (probability density function) “cut” is pre-
sented in Figure 6.23b. For vertically assembled data, results from the “Monte-Carlo” Un-
iGrow program are shown in Figure 6.24b. Results from performed “Monte-Carlo” simu-
lations for three-hole specimen also show good correlation with the experimental data.
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Figure 6.20: (a) Experimental results [59] and (b) “Monte-Carlo” simulation results for
one-hole specimens in form of P(N) probability density function.
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Figure 6.21: (a) Experimental results [59] and (b) “Monte-Carlo” simulation results for
one-hole specimens in form of P(N) probability density function.
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Figure 6.22: (a) Experimental results [59] and (b) “Monte-Carlo” simulation results for
two-hole specimens in form of P(a) cumulative distribution function.
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Figure 6.23: (a) Experimental results [59] and (b) “Monte-Carlo” simulation results for
three-hole specimens in form of P(N) probability density function.
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Figure 6.24: (a) Experimental results [59] and (b) “Monte-Carlo” simulation results for
three-hole specimens in form of P(a) cumulative distribution function.
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Chapter 7
Conclusions and Future
Recommendations
The new fatigue life estimation method based the advanced deterministic fatigue crack
growth model UniGrow and the “Monte-Carlo” simulation method has been proposed.
This method enables to account for variable nature of the material response to the applied
cyclic load and implies the spread of potential initial flaw sizes in the given for analysis
structure. The proposed random variables model was validated on the basis of available
statistical fatigue crack growth data [4, 6] and by using the data from P3 aircraft life-
extension program [59]. Results of fatigue crack growth “Monte-Carlo” simulations are in
agreement with experimental data.
Analysis of the UniGrow fatigue crack growth model in its previous form was the start-
ing point of undertaken research. Several deficiencies of the model has been pointed out.
Short crack problem and stress analysis of the medium in vicinity of the crack tip were
defined as the most critical areas for improvement. As a result of the performed work,
short crack correction factor was implemented into fatigue crack growth calculations. The
ESED method [65] was implemented for estimation of the residual stress distribution. The
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results of comparison with Neuber [48] rule has revealed the following: resultant residual
stress profiles obtained using different methods have no significant difference. From other
side, imposed plane-strain condition significantly change the residual stress distribution
profile. Consequently this impacts the prediction of the fatigue crack growth. There-
fore, stress-strain condition at the crack tip has to be carefully analyzed beforehand. As
the result, four types of stress analysis were implemented for the UniGrow fatigue crack
growth model. They are based on combinations of Neuber or ESED methods with imposed
Plane-Stress or Plane-Strain conditions.
Analysis of available methods to estimate value of the ρ∗ parameter has been performed.
Reviewed methods were shown to have their own drawback and to be conceptually different
with one another. Therefore, the new way to evaluate the ρ∗ parameter was formulated
and coded into a dedicated software package. Proposed method takes into account the
dual nature of the ρ∗ parameter. The advantage of this method is that it enables further
evaluation of the probability distribution of the fatigue crack growth coefficients, Ci. Study
of the sensitivity of fatigue crack growth analysis to the chosen value of the ρ∗ parameter
has been accomplished. It was shown that the ρ∗ value chosen from the defined range
has no or very little impact on fatigue crack growth predictions given that fatigue crack
growth coefficients are corresponding to the chosen value of the ρ∗ parameter.
Two methods to combine any deterministic fatigue crack growth model with the “Monte-
Carlo” simulation method are known. They are random variables and random process ap-
proaches. The choice of the random variables method over the random process one has been
justified during the course of the studies. Then, deterministic fatigue crack growth Uni-
Grow model was tested for bias. The performed analysis has shown that the UniGrow fa-
tigue crack growth model can be deemed as unbiased. Combination of the UniGrow fatigue
crack growth concept with the “Monte-Carlo” simulation method into the random vari-
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ables model was presented. Methods to evaluate probability distributions of fatigue crack
growth coefficients, Ci and equivalent initial flaw size a0 were introduced. Finally, the
proposed methodology was programmed into the UniGrow fatigue crack growth software
package so the developed model can be used by third-party.
Several recommendations for the future research can be made. To start with, experi-
mental statistical fatigue crack growth investigation similar to the ones by Vikler [4] and
Ghonem [6] for the steel and titanium alloys might prove as very useful for the following
model validation. Further investigation of the proposed method to evaluate the equivalent
initial flaw size distribution are also of interest. Another missing piece for the model in
current form is application of the random loading. As of now it can be artificially incorpo-
rated into the analysis through some external sampling of the long history and supplying
it to the UniGrow fatigue crack growth software. Study of the impact of the randomness
in loading sequence on fatigue life modeling is essential next step of future research based
on the proposed model. Finally, test of the UniGrow fatigue crack growth model against
the almost identical model which will perform the stress analysis using the finite element
method is of great interest. The idea of using finite element method was initially abandoned
due to high demand concerning the computational time needed for the analysis. However
new computers may make such a task feasible and therefore cost analysis of computational
time versus prediction accuracy should be done.
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