This paper discusses some quality issues that face the next generation of the network-based scientific problem-solving environments. The advent of high-performance computing engines and networks is opening a fantastic opportunity for bringing serious numerical and problem-solving applications closer to a broad base of potential users with widely differing needs. From the perspective of these users, a key issue will be the quality of service (QoS) in the broader sense, i.e., not just parameters such as network delays and throughput, but also end-user quality factors such as system availability, system functionality and content quality, and so on. In order to facilitate integration of the QoS and PSE concepts we view PSEs through the prism of scientific workflows, i.e., a series of structured activities and computations that arise in scientific problemsolving. Scientific workflows are expected to coexist and cooperate with other user workflows (e.g., business workflows, educational workflows, legislative workflows). As such they must support compatible QoS. We are using data from existing network-based systems and workflows to quantitatively bound some of the PSE QoS parameters. For example, system availability must be 0.95 or better, while adequate synchronous user-machine interactions require user-level end-to-end (round-trip) delay times that are consistently less than about 250 msec, and network-level roundtrip delays that do not exceed 100 to 150 msec. Use of multimedia imposes additional restrictions, while end-user risks impose bounds on the security and reliability of numerical computations and algorithms. It is our belief that the next generation of PSEs must have QoS parameters designed into the system, or these PSEs will fail to live up to user needs and expectations. 
From the perspective of a PSE user, one of the key issues will be the quality of service (QoS) . In this context we broaden the classical definition of QoS to include not only network-based parameters (such as response delay and throughput), but also measurable end-user quality characteristics such as system availability, performance, algorithmic scalability, effectiveness, quality of system content, quality of user-system interactions, and so on. Furthermore, in order to facilitate integration of the QoS and PSE concepts, and naturally introduce already existing formal specification and quality analysis approaches, we view PSEs as computer and network-based systems that support scientific workflows, i.e., a series of structured activities and computations that arise in scientific problem-solving. Scientific workflows are expected to coexist, cooperate and even meld with other user workflows (e.g., business workflows, educational workflows, legislative workflows). As such they must support compatible QoS. We can use data from existing network-based systems and workflows to quantitatively bound some of the PSE QoS parameters.
Section 2 defines the workflow view of problem solving. Section 3 discusses the quality of services issues and provides quantitative bounds for some more prominent QoS parameters. Conclusions and summary are given in Section 4.
Problem Solving and Scientific Workflows
Much progress has recently made in high-performance problem-solving environments [e.g., Gal94] . Such environments often involve complex, structured, heterogeneous, long-lived computations.
For example [Coa96] , during modeling to support the North Carolina 1 CAAA State Implementation Plan (SIP), over 50 control strategies were studied in an attempt to remediate North Carolina's air problems. The UAMGUIDES 2 system was used to provide semi-automated program, data, and visualization management for this study. Under UAMGUIDES, visualization and modeling programs interact with files on the basis of file type, to help prevent errors. The SIP studies included four ozone episodes, each 3 days long with each "model run" requiring the execution of 3 one-day Urban Airshed Model (UAM) computations. One such computation includes meteorology and emissions (EPS) preprocessing as well as data postprocessing and analysis. Because of restrictions in EPS, each day's emissions simulation requires the splitting of the emissions inventory into a number of pieces (each of which it treated somewhat differently), running the programs in EPS on each piece, and then finally merging all the pieces together, for a total of more than 40 program executions per day simulated. This workflow can be described using a directed graph, or a similar device. Figure 1 is a simplified illustration of a data-flow graph for just one 3-day episode for one control strategy. Each bubble represents a subgraph of processes 3 , each of which needs to be assigned to a specific computer, and each of which needs a set of files and control parameters when it executes. In all, the study resulted in about 20,000 program runs that generate over 20,000 files that needed to be moved among the computing hosts, analyzed, indexed, managed, and archived. Each day of each simulated control strategy generates about 3 gigabytes of data, for a total data volume that exceeds 1.5 terabytes. If written down as text, the complete processing specification would probably take at least 100,000 lines-over 1500 pages-too long and too detailed for effective human inspection.
It is obvious that this type of scientific problem solving may require many different computing and networking services, and although significant advances have been made, major bottlenecks still remain in specifying and managing these computations, and in enforcing of intricate dependencies among their components [e.g., Amb95, Den96] . Appropriate abstractions can remove these bottlenecks, enable significant productivity gains and help integrate the scientific computing into general problem solving and decision-support framework.
Workflows
Interestingly, related abstractions have been intensively studied under the rubric of workflows. Workflows, especially those with transactional components, have drawn an enormous amount of attention in the databases and information systems research and development communities [Elm92] , [Geo95] , [Hsu93] . Considerable progress has been made both in workflow specification and scheduling systems based on agents, temporal logic, and process algebra. Over 100 (and according to some, 250 [Wai96] ) workflow products of various shapes and sizes now exist. Much of the recent research interest in workflows has been focused on workflows as they arise in business environments, e.g., [Ell79] . The products too are geared to enterprise computing, e.g., [Ley93] , enabling, for example, for various routine office activities to be captured and automated over functionality such as email. Realizing that office-work workflows are inherently limited, there has also been considerable effort in the area of workflows involving transactions and tasks that execute in heterogeneous information systems, typically those consisting of mainframe computers with arcane interfaces [Sin94] . Whereas most products have a simplistic and centralized execution engine, the legacy workflows are more heavy-duty. For example, there has been some work on making the workflow engines fault-tolerant.
Viewed in a broader sense, workflows are the natural outcome of the limitations of the traditional transactional model in capturing the semantics of activities in open, heterogeneous settings. By definition, traditional transactions are ACID [Gra93] , which means they have the following properties: 1.
Atomicity: all or none of a transaction happens 2.
Consistency: a transaction takes a database from one consistent state to another 3.
Isolation: the intermediate results of transactions are never visible 4.
Durability: the effects of a successful transaction are permanent, These are useful properties and responsible for the success of the traditional transactional approach. But they have some inherent limitations. In a distributed, heterogeneous environment, to guarantee atomicity requires some kind of a mutual commit protocol, which can be expensive (and sometimes impossible) to execute. Isolation requires long-lived locks on shared resources and by definition precludes cooperation. This has led to much work on the so-called extended or relaxed transaction models, which relax the ACID properties in different ways [Elm92] . The workflow paradigm has grown out of this literature (accommodating general tasks, not just transactions), to find use in many areas. Two examples are the office-work community (enabling human collaboration), and the general process modeling community (enabling the capture of application-specific semantics of the activities of interest).
Interestingly, scientific problem-solving environments share many of the characteristics of applications in which workflows exist. This motivates us to look closer to see what synergies might be exploited in describing and managing scientific computations and the quality of service they require.
Scientific Workflows
Although business workflows deserve the attention they are receiving, another class of workflows emerges naturally in sophisticated scientific problem-solving environments. We believe this class of workflows, which we dub scientific workflows, will become ever more important as computing expands into the routine activities of scientists [Sin96a, Sin96b, Wai96] .
We define scientific workflows as a blanket concept to describe series of structured activities and computations that arise in scientific problem-solving. These structured activities are often termed studies or experiments, and different graph-based notations, e.g., generalized activity networks (GAN) and Petri-nets, are frequently a natural way of representing the flow of numerical and human processing that takes place [Den96, Amb95, EBV95, Elm66] . These flows bear the following similarities to workflows:
1. Scientific problem-solving usually involves the invocation of a number and variety of analysis tools. However, these are typically invoked in a routine manner. For example, the computations involve much detail (e.g., sequences of format translations that ensure that the tools can process each other's outputs), and often routine verification and validation of the data and the outputs. As scientific data sets are consumed and generated by the pre-and post-processors and simulation programs, the intermediate results are checked for consistency and validated to ensure that the computation as a whole remains on track. Control and data flows cannot always be hardwired.
2.
Semantic mismatches among the databases and the analysis tools must be handled, and their performance characteristics matched. Some of the tools are designed for performing simulations under different circumstances or assumptions, which must be accommodated to prevent spurious results. Heterogeneous databases are extensively accessed; they also provide repositories for intermediate results.
3.
When the computation runs into trouble, error recovery is through semantic rollforward; just as for business workflows, rollback is often not an option. Rollback (or backward recovery) is the traditional paradigm for recovery in ACID transactions, and it is a very common software fault-tolerance mechanism [Lyu95, Lyu96, McA96] . What rollback means is that when an ongoing transaction fails, its effects are obliterated from the system. Rollback simplifies the processing and data structures required for recovery, but it is often quite inconvenient. This is because an ongoing transaction (that may have to rollback) cannot have any permanent effects, such as printing out a result. Rollback also entails that the partial results of the rolled back transaction are lost. For long-lived, complex activities, that must often interact with users, rollback is not an option. By contrast, rollforward (or forward recovery) means that when the given activity fails, the system picks up the pieces and automatically restarts the activity [Lyu95, Lyu96, McA96] . This entails that the system maintain considerably complex data structures. Whereas rollback can be syntactic, i.e., independent of application semantics if the transactions are perfectly isolated, rollforward typically requires knowledge of application semantics. Thus it is more complex and requires increased input from the programmer. An interesting proposal in this regard is the Contracts Model, which takes on several operating system responsibilities in order to ensure rollforward [Wac92] . We view rollforward as an instance of software fault-tolerance. This is because rollforward is a means of ensuring that a given activity completes successfully despite failures of various kinds. In this sense, it is a means to achieving a qualitatively higher service for the user. Considerable attention has been paid in the extended transaction models and workflows communities to the semantics of activities and how different sub activities may interact. These can be leveraged for scientific computing through the adoption of the scientific workflows paradigm. 4.
Many large-scale scientific computations of interest are long-term, easily lasting weeks if not months [Amb95, Den96] . They can also involve much human intervention. This is especially frequent during the early stages of process (workflow) design. However, as they are debugged, the exceptions that arise are handled automatically. Thus, in the end, the production runs frequently require no more than semiskilled human support. The roles of the participating humans involved must be explicitly represented to enable effective intervention by the right person. 5.
The computing environments are heterogeneous. They include supercomputers as well as networks of workstations and supercomputers. This puts additional stress on the run-time support and management, especially in the area of load balancing and the quality of service offered by the diverse hosts and interconnecting networks. Also, users typically want some kind of a predictability of the time it would take for a given computation to complete. Making estimates of this kind is extremely complex and requires performance modeling of both computational units and interconnecting networks.
Many trends observed nowadays in the scientific problem solving arena suggest that the quality of scientific problem solving that end-users expect requires not only provision of high quality numerical computing algorithms and software, but also integration of these solutions with advanced computational and networking frameworks, and with day-to-day operational environments and workflows within which the users exist (e.g., industrial, government or academic settings). The workflow paradigm enables appropriate description and analysis of coexistence and melding of scientific workflows with other workflows into which they have to fit, and of certain quality constraints dictated by these larger workflows. By describing problem solving as workflows, we hope to bring to bear on them the advanced techniques being developed in workflows research, as well as performance and QoS work deriving from the high-performance networking and communications arena. These include sophisticated notions of workflow specification and of toolkits and environments for describing and managing workflows, and recognition of performance issues that have previously been reserved for analysis of networks (e.g., that end-to-end throughput observed by a user at the application level will typically be that of the device or process with the lowest throughput capacity in the path). In this way, scientific workflows are to problem-solving environments what business workflows are to enterprise integration.
However, while considerable progress has been made both in i) the implementation of complex systems of scientific computations, and ii) workflow specification and scheduling, there is currently no unified theory or system that formalizes scientific workflows as defined above.
Some Quality (of Service) Issues
From a networking perspective the QoS is defined by measures such as response delays, probability of loss of data, jitter, and throughput. Since advanced network-based scientific computing and problem solving is highly dependent upon the successful performance of QoSsensitive multimedia applications, an issue is how to guarantee QoS requirements imposed by varying mixes of transmitted voice, video, image and data that support the application. For instance, PSEs must deal with interoperability problems that arise between the various local-area and wide-area network guarantee mechanisms, and with the interoperability among its distributed components. In fact, in order to achieve end-user QoS guarantees, it is necessary that all interacting end-to-end entities have agreement upon the interfaces for QoS specification, for exchange of information regarding QoS requests and provisions, and for evaluation of QoS performance.
In the context of a modern network-based PSEs we broaden the classical definition of QoS to include system reliability and availability, the adequacy and scalability of the functionalities offered by the system, the quality of the information and content (e.g., models, data, educational material) that the system delivers, system efficiency and effectiveness, system security, and the quality of user-system interactions.
Furthermore, a good quality scientific workflow support system should have resource adaptation capabilities (as well as other forms of flexibility) that minimize the impact of resource limitations on the user. For example, the system would recognize limitations of a user terminal, such as lack of audio capabilities, and would automatically downgrade the information transfer mode to display the textual transcript of the audio record. Similarly the system might recognize user knowledge or experience profile and adapt its interfaces, and/or the amount and level of interaction(advice) and material it offers to the user, to suit. The necessity of serving many users, with very different desktop facilities, over highly heterogeneous networks raises a number of research and engineering problems. The issues include: 1) definition of required end-user quality of service (QoS) that such applications need to furnish; 2) development of robust QoS-sensitive interfaces, algorithms and data formats that are needed for adequate desktop delivery of functions such as animation, visualization or userto-user collaboration; 3) development of truly distributed and responsive system elements that provide wide-area agent facilitated data queries, access to very large distributed archives, and easy use of complex numerical, statistical and visualization techniques from a desktop virtual environment; and 4) development of a network-based framework for appropriate and timely user assistance (online help), education and training in the area of the PSE specialty.
In the rest of this section we addresses some characteristics of network-based PSEs that we believe play a prominent role in the defining (both qualitatively and quantitatively) the "quality" of services a next-generation environment for support of scientific workflows should provide. We use our experiences with modern educational and scientific systems and workflows to provide some quantitative bounds on the QoS parameters that PSEs will need to meet.
User Diversity and System Functionality
In a PSE, the most important system entity, and the principal quality driver and constraining influence is, of course, the user. PSE users can be classified into a number of categories, of which the three most important (non-exclusive) are system developers, authors, and research & production (R&P) users. Many system requirements derive directly from the principal user profiles.
Users
System developers are responsible for the development and maintenance of the system framework. They develop and integrate system interfaces, administration and management software, communications and scheduling algorithms, (authoring) tools of different kinds, content access algorithms and software, and so on. They must be experts in specialized areas such as AI, databases, multimedia, software and computer engineering, and communications. They require specialized tools for system framework development, maintenance, testing and performance evaluation.
Authors are developers of the PSE-specific content. They are responsible for the development of individual algorithms, lessons, applications and solutions that are integrated into scientific problem-solving workflows by R&P users. It is essential that authors be content experts, but they should not have to be system experts. Therefore, it is important that the system authoring tools and interfaces are easy-to-learn and easy-to-use, and that they allow the authors to concentrate on the content development rather than struggle with the system intricacies. Some of the functionalities that a PSE framework must provide are various editors, compilers, interpreters, authoring languages, tools, the capability to gather information about the use of their solutions and about any problems encountered, and material security and recovery (including protection of copyrights, protection from system crashes and losses, etc.).
Research & production users are, of course, the most important users of the system. This category covers a broad spectrum. In the future, PSE users are likely to range from very sophisticated to very naive, from academic educators to high-school children, from individual researchers to technicians running routine analyses [e.g., Amb95, Den96]. However, they will all require appropriately reliable and timely delivery of the interaction results, easy-to-use interfaces, collaborative support for local and remote joint projects, help, and so on. Users may decide to use "canned" solutions, they may sample and combine existing and customize them, they may update existing studies or they may develop new studies. However, one thing is certain: the users will NOT use a PSE in isolation. They are likely to import and export data and results to and from other workflows, and they will expect a PSE to cooperate and coexist with other computer-based support systems. They may also teach and tutor using PSE facilities. R&P users have to be knowledgeable in the PSE application area, but their level of expertise may vary. The problemsolving system needs to adapt to their expertise level, provide advice and help, and possibly tutor them in areas where they lack knowledge. Users' work must be secure and protected from data losses and unauthorized access. The system must handle user-related information with special care. On the one hand, it must preserve the user's right to privacy, but on the other hand, it must provide the system developers and authors with enough feedback to allow them to proactively improve the system and thus better serve the users.
It is obvious that different user categories have different, and sometimes contradictory needs, and a "good quality" PSE must adequately support different user modes. Furthermore, it is very likely that the same persons may use a PSE in different roles, so the system must be capable of distinguishing and separating these different user "personalities".
For example, scientific workflows often begin as research workflows and end up as production workflows. A PSE should support and enable this transition. Early in the workflow lifecycle, there may be a need for considerable human intervention and collaboration; later workflows begin to be executed increasingly automatically. Thus in the production mode, there is typically less room for collaboration at the scientific level and the computations are more longlived. This happens partly because of limitations of the available technology. We speculate that if true workflow technology were available to manage scientific computations, there would be a reduced push to automate everything and the quality of the solutions obtained could be improved by involving the right humans at the appropriate places. Be that as it may, during the research phase, scientific workflows need to be enacted and animated far more intensively than business workflows. In this phase, which is more extensive than the corresponding phase for business workflows, the emphasis is on execution with a view to design, and thus naturally includes iterative execution. The corresponding activity can be viewed as a correlate of business process engineering. For this reason, the approaches for constructing, managing, and coordinating process models will find useful application in scientific settings, if only the main problems are cast appropriately.
Functionalities
We identify two classes of user-oriented functionalities and issues that a "good quality" scientific workflow support system must be able to handle, in addition to the application-area specific knowledge, algorithms and solutions.
The first category applies to workflows in general and it includes: i) handling exceptions and providing fault-tolerance, ii) handling a range of user capabilities, the roles of different participants, and allowing the role bindings to change, iii) declaratively specifying control and data flows, iv) automatically executing and monitoring of workflows to meet stated specifications. v) incorporating human decisions into the process, and vi) coordinating and synchronizing with other scientific and business workflows.
The second category is specific to scientific workflows and includes the features required for scientific computations, but which may not be adequately addressed in traditional workflows. This category includes issues such as i) relative uniqueness of each workflow, particularly during the research phase when there is less opportunity to use canned or "normal" solutions, ii) the ability to handle a vast number and variety of analysis tools, and interfacing to a diverse array of computational environments (including clusters of networked workstations and supercomputers), and iii) auditability of the computations when their results are used to make decisions that carry regulatory or legislative implications.
The presence (or lack) of most of these functionalities is quantifiable through system parameters such as reliability, availability, efficiency, effectiveness, productivity, cost of maintenance, etc. For example, exception handling and fault-tolerance reflect in system reliability and availability. A good workflow support environment provides for quantitative evaluation of its quality traits through capture of appropriate metrics and through utility tools that allow analysis and evaluation of the system quality parameters. A excellent example of such a built-in facility is the system reliability interface provided by an established computer-based education system called NovaNET 4 .
Although interest in the quality of numerical software has been around for a long time [e.g., How80], and many very reliable numerical software libraries [e.g., NAG, IMSL] and PSEs [e.g., MATHLAB, SAS] are available, there are indications that, in general, there is considerable variance in the quality of numerical software. In fact, bounds on acceptable QoS parameters for PSEs are either non-existent, or are still more qualitative than quantitative. Since in the future scientific workflows, and by implication workflows that involve numerical computations, will need to at least match that of other workflows with which they are expected to interact and fuse, we can use existing information about some of these other workflows to estimate user-acceptable bounds for PSEs. In the following subsections we illustrate this using the data from NovaNET, and from EDSS 5 [Amb95] to address three very prominent QoS needs: system availability, system throughput, and end-to-end delays.
4 NovaNET is a successful low-overhead high-yield multimedia educational system that originates from the University of Illinois at Urbana-Champaign (UIUC) and serves thousands of users on a daily basis. The NovaNET system reliability and recovery measurements are collected, processed and reported automatically and continuously, and system outages (or failures) include everything, from application software, through system hardware, software and network problems, to problems caused by operator errors. 5 The Environmental Decision Support System (EDSS) is an experimental system being constructed by MCNC North Carolina Supercomputing Center (NCSC) in collaboration with NC State. The system provides access to
Reliability and Availability
In addition to adequate system functionality and usability, a successful scientific workflow support system must have an adequate availability, or a broad base of users will simply not use it. Availability is defined as the probability that a system will be available at any random time, t, during it's operational life [Cra92, Jon96, Dik96] . This implies appropriate system reliability and recovery rates [Jon96] . What are they? If we assume that a PSE user will be at least as discriminating and demanding as university students and educators, we can use the NovaNET data to set a lower bound on the minimally acceptable overall system availability. If we assume that a network-based system will be limited by the reliability of its network links, we can use the information on the quality of Internet switching elements [e.g., Jon96] to establish another type of bound. Of course, this assumes that numerical components of the system, individually and in combination, have sufficiently high reliability that they are not the limiting factor. In the cases where a PSE is used to make critical or high-risk decisions, the reliability of the numerical elements used in the computations that lead to the critical decisions may the governing influence since their reliability should at least match the decision risk levels [Boe89] . However, in general, networks and user interfaces may play an equally important role. For example, based on our experiences and measurements with other systems in the area of network-based multimedia, we estimate that (before error correction) acceptable network-level packet loss rate is in the range 0.02 to 0.1 for voice and audio interactions, 10 -9 to 10 -5 for images, zero to 10 -5 for data, and 10 -10 to 10 -8 for full-motion MPEG video. Although an EDSS prototype is in alpha-testing phase, full system will require integration of scientific and appropriate economic and business models and workflows so that regulatory decisions can be fully qualified.
Part of a recent NovaNET availability study [Dik96] is shown in Figure 2 . The graph depicts the average unavailability of the NovaNET from 1988 to 1995 inclusive (unavailability is 1 minus availability). The data include all events during which the system was either completely or partially unavailable 6 . While most conventional availability analyses partition the observed system space into operational (UP) and in-repair (DOWN) states, the classification into many down-states is an alternative (e.g., levels of degraded performance) [Cra92] . We see that unavailability decays (availability grows) as the system matures. NovaNET system measurements indicate that, once a user starts one hour of work (e.g., a lesson), to maintain reasonable user satisfaction, the probability of getting through that hour without any problems should be above 0.95, while probabilities below 0.86 are totally unacceptable. For instance, in the April 1996 the probability of a NovaNET clock hour having no problems at all was 0.993, and the scheduled user time was error-free 99.91% of the time [Nov96] . We expect that a good PSE would not have reliability and availability characteristics that at least match above figures.
On the other hand, according to Bellcore [Bel89, Bel90a, Bel90b] , public network switching elements are expected to assure unavailability that does not exceed about 10 -5 (about 3 min. of downtime per year). Therefore, it would not be unreasonable to require that individual PSE elements provide reliability and error control (including exception handling, fault-tolerance, and graceful error trapping) at least at that level, and that the overall PSE availability during its posted user access hours be at least 0.95 (this includes everything: network outages, violation of end-toend response times, PSE system and content software failures due to algorithmic or other problems, and so on).
Bandwidth and Delays
One the most important PSE QoS drivers is the quality of its computer-human interface (CHI). A user response to a PSE, and user's capability to start and understand the interactions, and absorb results, is a very strong function of its CHI. To achieve effective information transfer rates 7 , we may need to use different sets of "symbols" and presentation rates -from simple characters (at several thousand bits per second), to sophisticated high-definition animations and full-motion movies (at many megabits per second).
Throughput
PSE bandwidth requirements may vary widely. From few kilobits per second to hundreds of megabits per second. Each mode of operation of a network-based PSE has certain throughput requirements. In some cases the bandwidth needs to be provided synchronously (user waits for output), and in some cases asynchronously (batch mode), both with varying delay requirements. The principal driver in deciding what is appropriate is the problem solving workflow. In a computer-based PSE it usually takes one of the two forms:
(1) "TV-model" format; This is a high average bandwidth synchronous (real-time) full-motion audio/video interaction that can be found in video-conferencing and video-based collaborative work, or a large-scale real-time data acquisition effort; These exchanges can be very "bandwidth-hungry" requiring between 6 and 45 megabits per second (Mbps) per session, depending on the compression mode used and the desired quality of service. Large-scale realtime data collection, such as that occurring in some medical PSEs, can be even more demanding (throughput requirements can be as high as 400 Mbps).
(2) "Data-model" format, i.e., low to medium average bandwidth synchronous (real-time) interactions with asynchronous data transfers. In this format one attempts to judicious use of hypertext, animation, graphics, voice and text to adaptively deliver the material. Hence, synchronous interactions in this format may be very bursty. The average required throughput may be quite low, in the range 1000 to 20,000 bits per second, but because the throughput needs can vary widely, peaks can be as high as 100 Kbits/s to 2 Mbits/s. Thus, real-time bandwidth-on-demand is a network feature that can greatly enhance this mode of interaction [Rin95] . Asynchronous transfers may require an even larger bandwidth range, from as low as few thousand bits per second to as high as several hundred megabits per second. Although in this mode the user will not wait for the response by sitting at a terminal (e.g., batch job submissions to supercomputers, transfers of non-real-time visualization data), bandwidth requirements will still be lower-bounded by the overall scheduling requirements of the study being completed using the PSE [Den96] .
In general, in a good large-scale PSE system framework "bandwidth-greedy" material is distributed in a way that conserves bandwidth and allows support of a large number of simultaneous users. The distribution of tasks, across the network and across resources, will depend on the task complexity, desired schedules and resource constraints. The solutions should not rule out use of any network type (wire, optical, wireless) or access mode (high-speed and lowspeed). For example, a possible distribution mix for a problem that requires use of parallel computing may include a user interface task on a portable computer in the field or classroom (perhaps using wireless to the closest high-speed network drop), a visualization, a computational model running on a remote personal workstation with data on a file server, and a communicating, larger, model running on remote supercomputer(s). To combat entropy, a distributed PSE will invariably have to centralize some of its functionalities, such as material updating, master backups and system evaluation. The exact mix and density of the "symbols," functions, and the content delivery modes that is most efficient remains a research issue. However, it is clear that a "quality" PSE needs to dynamically customize its CHI, and its presentation and communication modes, to match user expertise, user knowledge absorption rate, and the available computing and networking resources.
Delay and Jitter
End-to-end response delay can be a big problem in any PSE. EDSS and NovaNET related studies show that synchronous end-to-end interaction (round-trip) delays that consistently exceed about 250 ms are often unacceptable from the user point of view when the interaction is conducted in the key-stroke-by-keystroke mode [Bitz73, Kau95] . Furthermore, the video, voice and animation jitter should be less than about 10 ms in general, and for some specific coding approaches such as MPEG, less than 1 ms. Our measurements indicate that, except over limited areas, current incarnation of the Internet is probably not an adequate medium for key-by-key interactions. An alternative to real-time interaction on the key-by-key basis is for PSE to operate in semi-batch mode where the user interface and interactions are designed in such as way that a user expects some delays (not exceeding few tens of seconds), and does not consider long responses as system failures For example, we have measured network delays on the North Carolina State University (NCSU) campus intranet, in the NC Research Triangle (about 40 miles per side) wide-area net, and over the Internet stretch between NCSU and University of Illinois at Urbana-Champagne (UIUC) [Kau95] . Table 1 illustrates the results. It shows the probability of response time for on-campus network and Internet under different loads. Assuming that a PSE application has response time of about 100 msec or better [Bal96] , the network response times under 100 msec are considered good, response times between 100 and 150 milliseconds are considered acceptable, and response times over 150 msec are considered poor. The results show that a well designed campus network (or intranet) can adequately support modern PSEs, but problems grow rapidly beyond campus bounds. For instance, the NCSU-UIUC Internet link 8 was totally inadequate 9 for interactive PSE work during high traffic time slots (e.g., midday), and was at best marginal in medium to low traffic conditions [Kau95] . Adequate long-distance throughput over Internet is another problem. Obviously, networks that provide delay, jitter and throughput guarantees, can make a big difference.
Summary and Conclusions
Traditionally QoS is associated with the performance of networks and network-based systems. However, the concept of meta-(super)computing [e.g., Bak96], in conjunction with the proliferation of a wide-variety of high-performance computing engines and networking technology, new network-based computing tools (e.g., PVM, MPI), and new standards (e.g., CORBA, TINA-C) acts a strong mixing factor between traditional quality characteristics of a PSE (e.g., correctness, reliability, ease of use) and its network component. While traditional PSE architectures tend to be centered around a single system, and possibly a single database on top of which a single workflow engine provides services to several clients, PSEs of the future will be much more distributed and diverse [e.g., Gal94] , and issues such as interoperability, concurrency, fault-tolerance, scalability, availability, interoperability, and general performance become very important [Alo96] .
This led us to broaden the classical definition of QoS to include not only network-based parameters (such as response delay and throughput), but also measurable end-user quality characteristics such as system availability, timing performance, algorithmic scalability, effectiveness, quality of system content, quality of user-system interactions, and so on. In order to facilitate integration of the QoS and PSE concepts, we view PSEs as computer and network-based systems that support scientific workflows, i.e., a series of structured activities and computations that arise in scientific problem-solving. This provides us with a natural mechanisms for formal specification and quality analysis of PSEs by using already existing techniques and approaches, such as queuing networks, Petri-nets, software reliability models, and so on.
Scientific workflows are expected to coexist, cooperate and meld with other user workflows (e.g., business workflows, educational workflows, legislative workflows) so the quality of these scientific workflows will have to be compatible. We have used information from existing systems and workflows to define some quantitative bounds on the quality of services that cooperating PSEs will have to meet . For example, we find that, from a usability perspective, the lower bound on guaranteed system availability should be 0.95 or better, while acceptable synchronous usermachine interactions require user-level round-trip response times that are consistently less than about 250 msec, and network-level round-trip delay times less than about 150 msec. Use of multimedia imposes additional restrictions on parameters such as jitter and data loss probability, while end-user risks impose bounds on the accuracy and reliability of numerical computations and algorithms.
It is our belief that the next generation of PSEs must have QoS parameters designed into the system, rather than coerced into the system through operational feedback, as is the case with many existing PSEs, or these new PSEs will fail to live up to both user needs and user expectations.
