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TYPE III VON NEUMANN ALGEBRAS
ASSOCIATED WITH Oθ
DILIAN YANG
Abstract. Let F+
θ
be a 2 graph generated by m blue edges and
n red edges, and ω be the distinguished faithful state associated
with its graph C*-algebra Oθ.
In this paper, we characterize the factorness of the von Neumann
algebra piω(Oθ)
′′ induced from the GNS representation of ω under
a certain condition. Moreover, when piω(Oθ)
′′ is a factor, then it
is of type III
m
−
1
b
(or III
n
−
1
a
) if lnm
lnn
∈ Q, where a, b ∈ N with
gcd(a, b) = 1 satisfy ma = nb, and of type III1 if
lnm
lnn
6∈ Q. In the
case of θ being the identity permutation, our condition turns out
to be redundant.
On the way to our main results, we also obtain the structure of
the fixed point algebra Oσ
θ
of the modular action σ from ω. This
could be useful in proving the redundancy of our extra condition.
1. Introduction
In this paper, continuing [6, 7, 8, 24], we study rank 2 graph al-
gebras with a single vertex. Roughly speaking, a rank 2 graph with a
single vertex F+θ is a 2-dimensional directed graph generated by blue
and red edges satisfying some commutation relations. More precisely,
consider two types of letters e1, . . . , em and f1, . . . , fn, which can be
regarded as the m blue and n red edges, respectively. Let θ be a given
permutation ofm×n. Construct a unital semigroup F+θ with generators
ei’s and fj ’s, such that it is free in ei’s and free in fj ’s, and has the com-
mutation relations eifj = fj′ei′ where θ(i, j) = (i
′, j′) for all 1 ≤ i ≤ m,
1 ≤ j ≤ n. Those graphs are a special and important class of rank
k graphs (also called higher rank graphs), which have been recently
attracting a great deal of attention. See, e.g., [14, 16, 18, 19, 20] and
the references therein.
Rank 2 graphs were first investigated by Power in [17], where the
associated non-commutative Toeplitz algebras were studied in detail.
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Then with Davidson and Power, we systematically studied the repre-
sentation theory and dilation theory of rank 2 graph algebras in [6, 7].
We gave a general group construction for their atomic representations
and completely classified them in [6]. In order to study representations,
it is often useful to consider dilation theory. In [7], it was shown that
every defect free row contractive representation has a unique minimal
*-dilation. Those two papers are basically concerned with the non-
selfadjoint operator algebras associated with F+θ . In [8], Davidson and
I gave some characterizations of the aperiodicity of F+θ , and described
the structure of its graph C*-algebra Oθ.
Since rank 2 graph C*-algebras Oθ are a generalization of Cuntz
algebras, motivated by the work [5], we considered the (unital) endo-
morphisms and modular theory of Oθ in [24]. It turns out that many
results in Cuntz algebras are naturally generalized to Oθ. We proved
that there is a bijection between endomorphisms of Oθ and its uni-
tary pairs with a twisted property. The twisted property comes up
naturally as it decodes the commutation relations of F+θ . As in Cuntz
algebras, the bijection plays a vital role in the analysis of properties of
endomorphisms.
Among endomorphisms of Oθ, gauge automorphisms play a special
role. The integration of gauge automorphisms over the 2-torus T2 gives
a faithful expectation Φ of Oθ onto the fixed point algebra F of the
gauge action γ. It is known that F is of (mn)∞ type UHF algebra.
Particularly, F has a unique tracial state, denoted by τ . Then τ and
Φ induce the distinguished faithful state ω of Oθ, namely, ω := τ ◦
Φ. Let πω(Oθ)
′′ denote the von Neumann algebra induced from the
GNS representation of ω. In [24], we obtained an explicit formula
for the modular automorphisms {σt : t ∈ R} of πω(Oθ)
′′ associated
with ω. Identifying Oθ with πω(Oθ), we obtain a C*-dynamical system
(Oθ,R, σ). It was proved there that if
lnm
lnn
6∈ Q, then ω is the unique
σ-KMS state over Oθ, and πω(Oθ)
′′ is an AFD factor of type III1.
As remarked in [24], lnm
lnn
6∈ Q implies that F+θ is aperiodic; however,
the converse is not true (cf. [8]). Also, it was shown in [8] that F+θ
is aperiodic iff Oθ is simple. So one naturally wonders if the following
holds true: πω(Oθ)
′′ is a factor iff F+θ is aperiodic. From the above,
it suffices to see if the aperiodicity of F+θ with
lnm
lnn
∈ Q implies the
factorness of πω(Oθ)
′′. If this is the case, one could also further ask its
type.
In this paper, we partially answer the above questions. We show
that, under the assumption that the fixed point algebra Oσθ of the
modular automorphism action σ has a unique tracial state, πω(Oθ)
′′
3is a factor ⇐⇒ F+θ is aperiodic ⇐⇒ ω is the unique σ-KMS state
over Oθ (Theorem 4.7). Moreover, there is a dichotomy for the type of
πω(Oθ)
′′: if lnm
lnn
∈ Q, it is of type III
m
−
1
b
(or III
n−
1
a
), where a, b ∈ N with
gcd(a, b) = 1 satisfy ma = nb; and it is of type III1 if
lnm
lnn
6∈ Q (Theorem
5.2). Of course, if lnm
lnn
6∈ Q, then our assumption is redundant as
Oσθ = F. For the case where
lnm
lnn
∈ Q, the structure theorem of Oσθ
(Theorem 3.1), which says that Oσθ is a crossed product of F by Z,
might be useful in proving that our assumption could be redundant
(cf., e.g., [1, 2, 23], and also refer to Remark 4.6).
The rest of this paper is organized as follows. In Section 2, we will
give some preliminaries about rank 2 graph algebras, which will be
used later. The fixed point algebra Oσθ will be studied in Section 3.
It is shown that if F+θ is aperiodic, then O
σ
θ is either F, or a crossed
product of F by Z, and so particularly it is simple. In Section 4, we
analyze the KMS-states of the C*-dynamical system (Oθ,R, σ), and
prove that ω is the unique σ-KMS state of Oσθ if O
σ
θ has a unique
tracial state. However, if θ is the identity permutation (i.e., θ = id),
then our assumption is redundant. Making use of the results in Section
4, we are able to determine the type of πω(Oθ)
′′ in Section 5. It is of
either type IIIλ (0 < λ < 1) or type III1, which is dependent of whether
lnm
lnn
∈ Q or not. The type of πω(Oid)
′′ is obtained without any further
assumptions. But the proof needs a different approach.
2. Preliminaries
A rank 2 graph on a single vertex is a unital semigroup F+θ , which
is generated by e1, . . . , em and f1, . . . , fn. The identity is denoted as
∅. There are no relations among the ei’s, so they generate a copy of
the free semigroup F+m on m letters; and there are no relations on the
fj’s, so they generate a copy of F
+
n . There are commutation relations
between the ei’s and fj ’s given by a permutation θ in Sm×n of m× n:
eifj = fj′ei′ where θ(i, j) = (i
′, j′).
It is known that any word w ∈ F+θ has fixed numbers of e’s and f ’s
regardless of the factorization. So one can define the degree of w as
d(w) = (k, l) if there are k e’s and l f ’s, and the length of w as |w| =
k+ l. Moreover, because of the commutation relations, one can write w
according to any prescribed pattern of e’s and f ’s as long as the degree
is (k, l).
Let us recall from [14] that the graph C*-algebra Oθ of F
+
θ is the
universal C∗-algebra generated by a family of isometries {su : u ∈ F
+
θ }
satisfying s∅ = I, suv = susv for all u, v ∈ F
+
θ , and the defect free
4 D. YANG
property:
m∑
i=1
seis
∗
ei
= I =
n∑
j=1
sfjs
∗
fj
.
It is well-known that sus
∗
v (u, v ∈ F
+
θ ) are the standard generators of
Oθ, and that
Oθ = span{sus
∗
v : u, v ∈ F
+
θ }
([14, Lemma 3.1]). For convenience, as in [24], we extend the degree
map d of F+θ to the standard generators of Oθ by
d(sus
∗
v) = d(u)− d(v) for all u, v ∈ F
+
θ .
The universal property of Oθ yields a family of gauge automorphisms
γt for t = (t1, t2) ∈ T
2 given by
γt(sw) = t
d(w)sw for all w ∈ F
+
θ ,
where td(w) = tn11 t
n2
2 if d(w) = (n1, n2). Integrating around T
2 yields a
faithful expectation
Φ(X) =
∫
T2
γt(X) dt
onto the fixed point algebra Oγθ of γ.
It turns out that
F := Oγθ =
⋃
k≥1
Fk
is an (mn)∞-UHF algebra, where
Fk = span{sus
∗
v : d(u) = d(v) = (k, k), k ∈ N}
is the full matrix algebra M(mn)k . Hence there is a unique faithful
tracial state, say τ , on F. With Φ, τ induces a distinguished faithful
state ω on Oθ via
ω(X) = τ(Φ(X)) for all X ∈ Oθ.
Let πω(Oθ)
′′ be the von Neumann algebra generated by the (faithful)
GNS representation of ω. When no confusion is caused, we shall omit
the index ω and write π(Oθ)
′′, instead of πω(Oθ)
′′, for short. Then ω
can be (uniquely) extended to a normal faithful state on π(Oθ)
′′. The
extension will be still denoted by ω.
If F+θ is periodic, then it is well-studied in [8]. So, throughout the
remainder of this paper, we assume that F+θ is aperiodic, unless oth-
erwise specified. Equivalently, its graph C*-algebra Oθ is simple. In
particular, this implies that m > and n > 1.
53. The structure of the fixed point algebra Oσθ
From [24], the parameter group of modular automorphisms of ω on
π(Oθ)
′′ was given explicitly by the following:
σt(πω(sus
∗
v)) = n
it(d(v)−d(u))πω(sus
∗
v) (t ∈ R). (1)
Here the multi-index notation is used: for (x, y) ∈ C2, n(x,y) = mxny.
Also, recall that mx = exp(x lnm) and similarly for ny.
In particular, we have
σt(πω(sei)) = m
−itπω(sei), σt(πω(sfj)) = n
−itπω(sfj)
for all i = 1, ..., m, j = 1, ..., n. Since ω is faithful, we can identify
Oθ with πω(Oθ). Then {σt : t ∈ R} yields a parameter group of
automorphisms of Oθ. So we have a C*-dynamical system (Oθ,R, σ),
which is simply denoted by (Oθ, σ).
In [24], we see that the fixed point algebra Oσθ of σ is nothing but F
if lnm
lnn
6∈ Q. In order to study Oσθ in general, we only need to consider
the case of lnm
lnn
∈ Q. That is,
there are a, b ∈ N with gcd(a, b) = 1 such that ma = nb. (∗)
So in the remainder of this section, we assume that (∗) holds true. By
ma (resp. nb), we mean the set of all words in ei’s (resp. fj’s) of length
a (resp. b). Let  : ma → nb be a fixed bijection (such a bijection exists
because of (∗) ). Define
U =
∑
u∈ma
seus
∗
f(u)
.
Then it is easy to see that U is a unitary operator. In fact, due to the
defect free property, one has
UU∗ =
∑
u∈ma
seus
∗
f(u)
∑
v∈ma
sf(v)s
∗
ev
=
∑
u∈ma
seus
∗
eu
= I,
and similarly U∗U = I. Define an automorphism ρ of F by ρ = Ad(U):
ρ(X) = UXU∗ for all X ∈ F.
We are in a position to prove the main theorem of this section, which
gives the structure of the fixed point algebra Oσθ of σ.
Theorem 3.1. Let ρ, a, b be the same as above. Then Oσθ
∼= F ×ρ Z.
Moreover, Oσθ is simple.
Proof. We first claim that
Oσθ = C
∗{X ∈ Oθ : d(X) ∈ Z(a,−b)}. (2)
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By the definition of σ, it is easy to check that, the right hand side of (2)
is included in its left hand side. In order to show the reverse inclusion,
after a moment’s thought, it suffices to verify that the generators of
Oσθ are contained in the right hand side of (2). To this end, let X =
sus
∗
v ∈ O
σ
θ . Since σt(X) = X for all t ∈ R, we have n
it(d(v)−d(u)) = 1
for all t ∈ R. Assume that d(v) − d(u) = (x, y) ∈ Z2. Then a simple
calculation shows that bx + ay = 0. Since gcd(a, b) = 1, we have
(x, y) ∈ Z(a,−b). This proves our claim.
In what follows, we show that Oσθ is the C*-algebra generate by F
and U :
Oσθ = C
∗(F, U). (3)
From (2), evidently, C∗(F, U) ⊆ Oσθ . In order to show O
σ
θ ⊆ C
∗(F, U),
thanks to (2), we only need to prove that all elements X ∈ Oθ with
d(X) ∈ Z(a,−b) belong to C∗(F, U). For this, we first assume X =
seus
∗
fv
with (|u|, |v|) = k(a, b) for some k ∈ N. Then we prove X ∈ FUk
by induction. Indeed, if k = 1, then one has
X = seus
∗
fv
= seus
∗
e
−1(v)
se
−1(v)
s∗fv = seus
∗
e
−1(v)
U ∈ FU,
where the last equality used the identity s∗e
−1(v)
seu = δu,−1(v). Here
δ, as usual, is the Dirac delta function. Now assume that seus
∗
fv
with (|u|, |v|) = k(a, b) belongs to FUk. Consider X = seαs
∗
fβ
with
(|α|, |β|) = (k + 1)(a, b). Then X = seu0seus
∗
fv
s∗fv0 with (|u|, |v|) =
k(a, b) and (|u0|, |v0|) = (a, b), where α = u0u and β = v0v. By the
inductive assumption, one has
X = seαs
∗
fβ
∈ seu0FU
ks∗fv0
= seu0FU
ks∗e
−1(v0)
se
−1(v0)
s∗fv0
= seu0FU
ks∗e
−1(v0)
U (using s∗e
−1(v)
seu = δu,−1(v))
= seu0FU
ks∗e
−1(v0)
U∗k · Uk+1
⊆ FUk+1.
Therefore we obtain that, for all n ∈ N, seus
∗
fv
with (|u|, |v|) = n(a, b)
belong to FUn.
From (2), one can assume that the most general form of the standard
generator X of Oσθ is given by X = sw1seus
∗
fv
s∗w2 where w1, w2 ∈ F
+
θ
with d(w1) = d(w2) and (|u|, |v|) = k(a, b). From the above analysis,
seus
∗
fv
∈ FUk. Then
X ∈ sw1FU
ks∗w2 = sw1FU
ks∗w2U
∗k · Uk ⊆ FUk.
7Therefore Oσθ ⊆ C
∗(F, U), implying Oσθ = C
∗(F, U).
Finally we prove
C∗(F, U) ∼= F×ρ Z. (4)
Once this is done, it immediately follows from (3) and (4) that F×ρZ ∼=
Oθ, and particularly that O
σ
θ is simple.
In order to prove (4), notice that ρ is an outer automorphism of F.
Indeed, if ρ were inner, then there would be a unitary operator V ∈ F
such that ρ(X) = V XV ∗. Thus UXU∗ = V XV ∗ for all X ∈ F. So
V ∗UX = XV ∗U . That is, V ∗U is in the relative commutant, F′ ∩ Oθ,
of F. But since F+θ is aperiodic (from our long standing assumption),
V ∗U is a scalar by [24]. This implies U ∈ F, a contradiction. The
completely same reasoning gives that every ρn (n ∈ Z, n 6= 0) is outer.
Equivalently, ρ is an aperiodic automorphism of F.
Since F is simple and ρ is aperiodic, it is well-known that F×ρ Z is
also simple (cf., e.g., [1, 12]). From the universal property of crossed
product F×ρZ, there is a *-homomorphism from F×ρZ onto C
∗(F, U).
The simplicity of F ×ρ Z implies that the *-homomorphism is also
injective. This concludes that F ×ρ Z and C
∗(F, U) are *-isomorphic.
We are done.
Remark 3.2. From the definition of the above unitary operator U , it
depends on the bijection  we have chosen. However, if U˜ is another
unitary operator given by another bijection ˜, then we still have Oσθ =
C∗(F, U˜) ∼= F×ρ˜ Z, where ρ˜ = Ad U˜ . This is because
U˜ =
∑
u∈ma
seus
∗
f˜(u)
=
∑
u∈ma
seus
∗
f(u)
sf(u)s
∗
f˜(u)
= Usf(u)s
∗
f˜(u)
∈ UF.
Thus the choice of U (i.e., ) in Theorem 3.1 is not essential.
It follows from Theorem 3.1 that
Corollary 3.3. Oσθ is independent of θ. More precisely, for two per-
mutations θ1 and θ2 of m×n, we have O
σ1
θ1
∼= Oσ
2
θ2
, where σ1 and σ2 are
induced from the modular actions on π(Oθ1)
′′ and π(Oθ2)
′′, respectively.
4. KMS-States of Oθ
In this section, we shall analyze the σ-KMS states for the C*-dynamical
system (Oθ, σ). Using the properties of the identity permutation (i.e.,
θ = id), we first show that ω is the unique σ-KMS state ofOθ. However,
in the general case, we have to further assume that Oσθ has a unique
tracial state in order to conclude the uniqueness of σ-KMS states. But
from the structure of Oσθ obtained in Section 3, it would be possible
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to prove that our assumption would be redundant (cf. [1, 2, 23]).
Unfortunately, I am not able to prove this so far.
We first recall the definition of KMS-states for C*-dynamical systems
from [3, Chapter 5]. Let (A, ̺) be a C*-dynamical system. The state
ϕ over A is said to be a ̺-KMS state at value β ∈ R, or a (̺, β)-KMS
state, if
ϕ(AB) = ϕ(B̺iβ(A)) (5)
for all A,B entire for ρ. A ̺-KMS state at value β = −1 is simply
called a ̺-KMS state.
For the C*-dynamical system (Oθ, σ), the following lemma says that
(Oθ, σ) has only σ-KMS states.
Lemma 4.1. If ϕ is a (σ, β)-KMS state over Oθ, then β = −1. So
every KMS-state over Oθ for σ is a σ-KMS state.
Proof. Notice that the restriction of σ to the Cuntz algebra Om =
C∗(se1 , ..., sem), say γ˜, is nothing but a rescaling of the usual gauge
action of Om. Since ϕ is a σ-KMS state over Oθ at value β, its restric-
tion to the Cuntz algebra Om is a (γ˜, β)-KMS state over Om. From
the well-known uniqueness of KMS states of Cuntz algebras of gauge
actions, we have β = −1 (cf. [15]).
In [24], it is shown that ω is the unique σ-KMS state over Oθ when
lnm
lnn
/∈ Q. The following result says this is also the case even if lnm
lnn
∈ Q
when θ = id.
Proposition 4.2. ω is the unique σ-KMS state over Oid.
Proof. Suppose that ϕ is another σ-KMS state on Oid. From the KMS
condition (5), we have ϕ|F = ω|F = τ , the unique tracial state on F.
To show ϕ = ω, it suffices to verify that ϕ vanishes on all standard
generators of Oθ, which are not in F.
Since θ = id, sei’s and s
∗
ei
’s commute with sfj ’s and s
∗
fj
’s ([8]). This
simple observation will be used frequently in the sequel without any
further mention. Now let X := seu1fv1s
∗
eu2fv2
6∈ F. From the KMS
condition (5), we obtain
ϕ(X) = ϕ(s∗eu2fv2σ−i(seu1fv1 ))
= m−|u1|n−|v1|ϕ(s∗fv2s
∗
eu2
seu1sfv1 )
=


m−|u1|n−|v1|ϕ(s∗eu′s
∗
fv2
sfv1 ), if u2 = u1u
′,
m−|u1|n−|v1|ϕ(s∗fv2sfv1seu′′ ), if u1 = u2u
′′,
0, otherwise.
(6)
9From (6), in order to show ϕ(X) = 0, it is sufficient to prove that
ϕ(s∗fvseu) = 0, ϕ(sfvseu) = 0, ϕ(sfvs
∗
eu
) = 0, and ϕ(s∗fvs
∗
eu
) = 0 for
all u, v ∈ F+θ , where at least one of u, v with length nonzero. For
convenience, set s1eu := seu , s
1
fv
:= sfv , s
−1
eu
:= s∗eu , and s
−1
fv
:= s∗fv .
(i) Neither of |u|, |v| is 0. Then it follows from the KMS-condition
that
ϕ(s∓1fv s
±1
eu
) = ϕ(s±1eu σ−i(s
∓1
fv
)) (by (5))
= n±|v|ϕ(s±1eu s
∓1
fv
) (by (1))
= n±|v|ϕ(s∓1fv s
±1
eu
) (as θ = id).
This forces ϕ(s∓1fv s
±1
eu
) = 0, as |v| 6= 0.
(ii) One of |u|, |v| is 0. Without loss of generality, we assume that
|v| = 0. Since |u| 6= 0 from our assumption, the following calculations
give ϕ(s±1eu ) = 0:
ϕ(s±1eu ) =
n∑
j=1
ϕ(s±1eu sfjs
∗
fj
) (by the defect free property)
=
n∑
j=1
ϕ(s∗fjσ−i(s
±1
eu
sfj)) (by (5))
=
n∑
j=1
m∓|u|n−1ϕ(s∗fjs
±1
eu
sfj ) (by (1))
=
n∑
j=1
m∓|u|n−1ϕ(s∗fjsfjs
±1
eu
) (as θ = id)
= m∓|u|ϕ(s±1eu ).
Therefore, ϕ(X) = 0 for any generator X /∈ F, and so ϕ = ω.
It immediately follows from [3, Theorem 5.3.30] that
Corollary 4.3. π(Oid)
′′ is a factor.
As we have observed, the propety θ = id plays an important role
in the the proof of Proposition 4.2. So the approach there can not be
applied to the general case. It is worth noticing that Corollary 4.3 can
also follow from Proposition 5.4 below, which actually gives more.
Now returning to the general case, we have to assume that Oσθ has a
unique tracial state. Then this unique tracial sate is nothing but τ ◦Ψ,
where Ψ is the canonical faithful expectation from Oσθ onto F, and τ is
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the (unique) tracial state on F. Furthermore, simple calculations (on
generators) show that τ ◦Ψ = ω|Oσ
θ
.
Proposition 4.4. Suppose that Oσθ has a unique tracial state. Then ω
is the unique σ-KMS state over Oθ.
Proof. From [24], it suffices to show that ω is the unique σ-KMS state
over Oθ when
lnm
lnn
∈ Q.
We now assume lnm
lnn
∈ Q. As before, let a, b ∈ N with gcd(a, b) = 1
satisfy ma = nb. Suppose that ϕ is also a σ-KMS state over Oθ. Notice
that there is an obvious relation between σ and the gauge action γ:
for all t ∈ R, σt = γ(m−it,n−it) = γ(zb,za), where z = exp(−i
t
b
). Thus σ
gives an action of the torus T on Oθ. As in or [4, Section 4.5] or [8],
one can show that there is a faithful conditional expectation E from
Oθ onto O
σ
θ : E(X) =
∫
T
γ(zb,za)(X) dz for all X ∈ Oθ. On one hand,
from our hypothesis, it follows that ϕ ◦ E = τ ◦ Ψ ◦ E = ω ◦ E, where
τ ◦ Ψ is the unique tracial state of Oσθ (see the remark preceding the
statement of this theorem). On the other hand, since both ϕ and ω are
σ-KMS states, they both are invariant with respect to σ. So from the
relation between σ and γ indicated as above, we infer that ϕ = ϕ ◦ E
and ω ◦ E = ω. Therefore, σ = ω, proving the uniqueness of ω.
Some remarks are in order.
Remark 4.5. By Corollary 3.3, our assumption is equivalent to re-
quiring that Oσid has a unique tracial state, namely, τ has a unique
extension from F to Oσθ .
Remark 4.6. Our assumption seems to be quite reasonable although
it looks strong.
• First of all, if lnm
lnn
/∈ Q, the above assumption holds true
automatically since Oσθ = F in this case.
• Secondly, since Oσθ
∼= F ×ρ Z (cf. Theorem 3.1), there are
several known characterizations of Oσθ having a unique tracial
state.
Oσθ has a unique tracial state⇐⇒ ρ is uniformly outer ⇐⇒
ρ is τ -properly outer⇐⇒ ω|Oσ
θ
is a factor state⇐⇒ ρ has the
Rohlin property ⇐⇒ Oσθ is of real rank zero ⇐⇒ the Connes
spectrum Γ(ρ˜) of ρ˜ is equal to T, where ρ˜ is the automorphism
of πω(F) extended from ρ. (Notice that Γ(ρ) = T.) For more
details about those equivalences, refer to, e.g., [2, 13, 23].
• Thirdly, if πω(F)
′∩πω(O
σ
θ )
′′ = C1, then πω(O
σ
θ )
′′ ∼= πω(F)
′′×ρ˜Z
is a factor, and so Oσθ has a unique tracial state from above
(cf. [22, Chapter XI]).
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We are now able to obtain the following promised characterizations.
Theorem 4.7. Suppose that Oσθ has a unique tracial state. Then the
following statements are equivalent:
(i) F+θ is aperiodic;
(ii) π(Oθ)
′′ is a factor;
(iii) ω is the unique σ-KMS state over Oθ.
Proof. (i) ⇒ (iii) is from Proposition 4.4; (iii) ⇒ (ii) is from [3, The-
orem 5.3.30]; and (ii) ⇒ (i) is from [8].
5. Types of π(Oθ)
′′
In this section, using the results in Section 4, we will prove that,
under the assumption that Oσθ has a unique tracial state, there is a
dichotomy for the type of the factor π(Oθ)
′′: it is of either type III1,
or type IIIλ (0 < λ < 1). This is dependent of whether the ratio
lnm
lnn
being rational or not, where m (resp. n) is the number of e’s (resp. f ’s)
in the two types of generators of the rank 2 graph F+θ . When θ = id, it
turns out that our assumption is redundant. In order to achieve this,
we need to use a different approach, which takes advantage of some
known properties of Cuntz algebras.
Before giving our main results in this section, we need to introduce
more notation. Let M be a von Neumann algebra and ϕ a normal state
of M. By {σϕt : t ∈ R}, we denote the modular automorphism group
of ϕ. Then the Connes invariant T (M) is defined as
T (M) := {t ∈ R : σϕt is inner},
and its orthogonal complement Γ(M) is given by
Γ(M) = {λ ∈ R : σϕt is inner⇒ e
iλt = 1}.
IfM is σ-finite, then the Connes spectrum S(M) is the intersection over
all faithful normal states of the spectra of their corresponding modular
operators [3]. Then one has the following relation:
Γ(M) = ln(S(M) \ {0}).
Connes classified type III factors as follows. A type III factor M is said
to be of
type III0 if S(M) = {0, 1};
type IIIλ if S(M) = {0, λ
n : n ∈ Z} (0 < λ < 1);
type III1 if S(M) = {0} ∪ R
+.
See, e.g., [3, 11, 22] for more information.
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5.1. The general case. We are now able to determine the types of
π(Oθ)
′′.
Theorem 5.2. Let F+θ be an aperiodic 2-graph.
(i) If lnm
lnn
6∈ Q, then π(Oθ)
′′ is an AFD factor of type III1.
(ii) If lnm
lnn
∈ Q and Oσθ has a unique tracial state, then π(Oθ)
′′
is an AFD factor of type III
m
−
1
b
(or III
n−
1
a
), where a, b ∈ N
satisfy ma = nb and gcd(a, b) = 1.
Proof. (i): It is proved in [24]. (It is listed here just for completeness.)
(ii): By Theorem 4.7, π(Oθ)
′′ is a factor. It is AFD since Oθ is
amenable ([14]).
Since Oσθ has a unique tracial state, πω(O
σ
θ )
′′ is a factor. It follows
from [21, Section 28.3] that the Connes spectrum coincides with the
spectrum of the modular operator of ω. That is, S(O′′θ ) = Sp(∆ω).
Recall that from [24] the modular operator ∆ω associated with ω is
given by
∆ω(sus
∗
v) = n
d(v)−d(u)sus
∗
v.
Let (a, b) ∈ N2 be such that ma = nb and gcd(a, b) = 1. Then it is now
easy to see that
Sp(∆ω) = {mknℓ : k, ℓ ∈ Z}
= {mk(m
a
b )ℓ : k, ℓ ∈ Z}
= {(m
1
b )aℓ+bk : k, ℓ ∈ Z}
= {0, (m−
1
b )N : N ∈ Z}.
So π(Oθ)
′′ is of type III
m
−
1
b
.
5.3. A Special Case: θ = id. We shall see that, in this case, the as-
sumption – Oσθ has a unique tracial state – is redundant. The approach
here is different from the one used in Subsection 5.1. It makes use of
some known properties of Cuntz algebras, and may be of independent
interest.
Proposition 5.4. π(Oid)
′′ is an AFD factor. It is of type III1 if
lnm
lnn
6∈ Q; otherwise, it is of type III
m
−
1
b
, where b is the same as that in
Theorem 5.2.
Proof. We first notice that Oid ∼= Om⊗On, where the *-isomorphism
maps seu1fv1s
∗
eu2fv2
to seu1s
∗
eu2
⊗ sfv1s
∗
fv2
. See, e.g., [8, 9]. (One should
notice that there is no confusion for the tensor product used here since
Cuntz algebras are amenable.) Let ωm := ω|Om and ωn := ω|On. Then
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it is not hard to see that ωm and ωn are the distinguished states of Om
and On, respectively.
In the sequel, we first claim that ω = ωm ⊗ ωn. Recall that sei’s
and s∗ei ’s commute with fj’s and f
∗
j ’s in this case as θ = id. Now
let X := seu1fv1s
∗
eu2fv2
= seu1s
∗
eu2
sfv1s
∗
fv2
be an arbitrarily standard
generator of Oid. It follows from [24, Lemmar 5.1] that
ω(X) = ω(seu1fv1s
∗
eu2fv2
)
= ω(seu1sfv1s
∗
fv2
s∗eu2 )
= δ|u1|,|u2| δ|v1|,|v2|τ(seu1sfv1s
∗
fv2
s∗eu2 )
= δu1,u2 δv1,v2 m
−|u1| n−|v1|
= ω(seu1s
∗
eu2
)ω(sfv1s
∗
fv2
)
= ωm(seu1s
∗
eu2
)ωn(sfv1s
∗
fv2
)
= ωm ⊗ ωn(X)
Thus we conclude that ω = ωm ⊗ ωn.
Now, by virtue of [22, Theorem 4.9], the GNS representations in-
duced by ω, ωm, ωn have the following relation:
πω = πωm ⊗ πωn .
Since Cuntz algebras are amenable, it follows from [22, Proposition
4.13] that
π(Oid)
′′ = πωm(Om)
′′ ⊗ πωn(On)
′′ =: π(Om)
′′ ⊗ π(On)
′′. (7)
It is well-known that π(Om)
′′ and π(On)
′′ both are type III factors. So
is π(Oid)
′′ by [11, Corollary 11.2.17, Proposition 11.2.26 ]. Therefore
π(Oid)
′′ is an AFD type III factor.
From (7) and [11, Corollary 13.1.17 ], it yields
T (π(Oid)
′′) = T (π(Om)
′′) ∩ T (π(On)
′′).
But it is well-known that T (π(On)
′′) = 2π
lnn
Z (n ≥ 2) (cf., e.g., [15]).
This gives rise to
T (π(Oid)
′′) =
2π
lnm
Z
⋂ 2π
lnn
Z.
As π(Oid)
′′ is of type III, we have 0 ∈ S(π(Oid)
′′). Therefore,
(i) if lnm
lnn
6∈ Q, then Γ(π(Oid)
′′) = R, and so S(π(Oid)
′′) =
[0,+∞);
(ii) if ma = nb with gcd(a, b) = 1, then Γ(π(Oid)
′′) = (1
b
lnm)Z,
and so S(π(Oid)
′′) = {0, (m−
1
b )k : k ∈ Z}.
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Of course, in Case (i), π(Oid)
′′ is of type III1, while in Case (ii),
π(Oid)
′′ is of type III
m
−
1
b
.
It is worthwhile to point out that, for any aperiodic 2-graph F+θ , one
actually always has a *-isomorphism, say ψ, between Oθ and Om⊗On
by the Kirchberg-Phillips classification theorem ([9, Corollary 5.3]).
However, unlike the *-isomorphism between Oid and Om⊗On, in gen-
eral we do not have an explicit formula for ψ. In particular, we can
not conclude ω = ωm ⊗ ωn as in the proof of Proposition 5.4. This is
why the approach used there can not be applied to the general case in
Subsection 5.1.
Remark 5.5. If the assumption that Oσθ has a unique tracial state
were redundant, then one could obtain the following nice results (cf.
Theorem 4.7, Theorem 5.2, and [8]):
F+θ is aperiodic⇐⇒ Oθ is simple
⇐⇒ π(Oθ)
′′ is a factor
⇐⇒ ω is the unique σ-KMS state over Oθ.
Moreover, there is a dichotomy for the type of π(Oθ)
′′: it is of type
III
m
−
1
b
(or III
n−
1
a
) if lnm
lnn
∈ Q, where a, b ∈ N satisfy ma = nb and
gcd(a, b) = 1; it is of type III1 otherwise.
So it would be interesting and nice to know if our assumption is
redundant in general.
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