Abstract--Some results based on the Korkine's identity and integral inequalities of HSlder and Griiss are obtained for the moments of a continuous random variable whose probability distribution is a convex function on the interval of real numbers. Applications of these results are considered in deriving the inequalities involving higher moments and special means and also in evaluating moments of a beta random variable.
INTRODUCTION
Distribution functions and density functions provide complete descriptions of the distribution of probability for a given random variable. However, they do not allow us to easily make comparisons between two different distributions. The set of moments that uniquely characterizes the distribution under reasonable conditions is useful in making comparisons. Knowing the probability function~ we can determine the moments. There are, however, applications wherein the exact forms of probability distributions are not known or are mathematically intractable so that the moments cannot be calculated--as an example, an application in insurance in connection with the insurer's payout on a given contract or group of contracts that follows a mixture or compound probability distribution. It is this problem that motivates researchers to obtain alternative estimations for the moments of a probability distribution. Applying the mathematical inequalities, some estimations for the moments of random variables were recently studied [1] [2] [3] [4] [5] [6] . In this paper, we further develop some estimations for the moments of a continuous random variable taking its values on a finite interval.
Set X to denote a continuous random variable (referred to as random variable in what follows now) whose probability density function f : I C__ R --+ R+ is a convex function on the interval of real numbers I and a, b E I (a < b).
The author thanks the referee for valuable comments and suggestions which led to the final version. Denote by Mr the r t h moment of X, r > 0, defined as
Mr = t~f(t) dt.
The mean and variance of X are 
if2
In what follows now, when reference is made to the r th moment of a particular distribution, we assume that the appropriate integral converges for that distribution.
P R E L I M I N A R I E S
For the integrable mappings m, g, h : [a, b] ~ R, the following identity, inequalities, and results hold and are presented for ready reference.
The Korkine's identity [7] (2.1)
= ~ m(t)m(s)[g(t) -g(s)] [h(t) -h(s)] dt ds
holds provided all integrals involved in (2.1) exist and are finite. The Hblder's integral inequality for double integrals [7] where p > 1 and l i p + 1/q = 1. The Griiss integral inequality [8] ]
where
4) T(g,h) = b a
¢, ~, 7, and F axe real numbers such that ¢ < g(t) < • and 7 < h(t) < F a.e. on [a, b] .
A premature Griiss inequality that provides a sharper bound than the above Griiss inequality [8] 
I N E Q U A L I T I E S I N V O L V I N G M O M E N T S
The following results for the moments of the random variable X hold. provided f E Loo [a, b] .
PROOF. We choose the mappings m(t) = f(t), g(t) = (t -#)
, and h(t) = t ~-i in Korkine's identity (2.1). The left-hand side of (2.1) provides 2) and the right-hand side of (2.1)
Lbf(t)dt f btr-l(t--#)f(t)dt-~ab(t--p)f(t)dt ~abtr-lf(t) dt
hence, the first part of the moment inequality (3.1). The second part of (3.1) follows as
-¥i 4
Using the Griiss type inequality (2.6), we prove the following theorem. 
PROOF. Applying the binomial expansion i=0 we have
provided f E L~ [a, b] , and thus, the first inequality in (3.5).
For proving the second inequality in (3.5), we have from the HSlder's integral inequality (2.2), 
we prove the third inequality in (3.5). REMARK 3.4. Choosing r = 2 in (3.5) results in the inequality established in Theorem 2.4 by Barnett et al. [2] . 
An interesting ease follows from (3.5) when p = q = 2.
provided f e L~ [a, b], 
PERTURBED RESULTS FOR MOMENTS
We apply the Griiss type inequalities (2.3) to (2.5) to prove results involving the moments. 
PROOF. Let g(t) = f(t) and h(t) = t r in the Griiss integral inequality (2.4). Then,
which is the left-hand side of (4.1), and
Applying inequality (2.5), we prove the theorem. 
] c R --* R +, x E [a, b], m < f < M, and
In what follows now, we have a theorem that provides an inequality involving the r th moment (r > 0) of X about any arbitrary constant c E [a, b], defined as 
The proof is similar to that of Theorem 4.1 by letting g(t) = f(t) and h(t) = (t -c) r.
COROLLARY 4.4. A reverse inequa//ty from (4.4) provides the estimation for Mr(c) of a random variable X with probability density function f : [a, b] C R --~ R +, x, c E [a, b], m <_ f <_ M, and r>_O,
where T(h,h) is given by (4.5) . 
Below we obtain some results for the probability density functions f(x) that are ditterentiable, i.e., for absolutely continuous probability functions fix). 
PROOF. Let g, h : [a, b] ~ ~ be absolutely continuous and h I, g' be bounded. Then, from Chebyshev's inequality [10] ,
Matic, Pe~aric and Ujevic [8] have shown that 
IT(g, h)t <_ v~ ,~I~,bI
We apply the results from Lupas [11] and Matic, Pe~aric and Ujevic [8] to prove the following theorem. where
Further, Matic, PeSaric and Ujevic [8] have shown that
ilg 112 ~.
7r
Letting g(t) = f(t) and h(t) = t r in (4.13), we prove the theorem. In what follows now, we apply the results from the Griiss type inequalities to develop estimations for the central moments of X. Let
Dragomir and McAndrew [9] established the identity
T(g, h) = T(8(g), 8(h)). (4.17)
We now apply (4.15) through (4.17) to obtain the following results.
THEOREM 4.10. Let a random variabIe X have probability density function f : [a, b] C R ~ R +, x E [a, b]. Then, for r >__ O,

Mr (bbr+l-ar+l-a)(r+l) = ]~b s ( t r ) ( f ( t ) b=l )
. 
PROOF. Let g(t) = f(t) and h(t) = tL Using identity (4.15), we have b t~f(t) d t -Ad(t r) = [tr -~4 (t~)] f(t) -~-a dr,
8(t r) = t ~ --M (t~). (4.21)
From (1.1) and (4.19)-(4.21),
Mr ( b -a ) ( r + l ) = S(t r) f ( t ) -~_ a dr,
and taking the modulus, we prove the theorem. 
E S T I M A T I O N S W H E N P R O B A B I L I T Y D E N S I T Y F U N C T I O N I S A B S O L U T E L Y C O N T I N U O U S
We start with the following lemma. 
PROOF. From (3.6), we have the identity i f a < s < t <b, ira <_ t < s <_ b, Lb(x --t)~f(t) dt = fi
,:o b )
Further, integrating by parts,
1L~ 1Lb f(t) = b -a f(s) ds + ~-a p(t, s)f'(s) ds, (5.3) for all t e [a, b].
On substituting (5.3) in (5.2), we prove the lemma.
The following theorem holds for the probability density functions which are absolutely continuous and have essentially bounded derivatives. 
for an z e [a, b].
PROOF. Applying identity (5.1) from the lemma, we have
,LbL b -(x -t)~p(t, s)f'(s) ds b -a <-b -a [(x-t)rp(t,s)llf'(s)l dsdt
'lf"l~ Lb Lb We evaluate the integrals zl :=
(t -~)~(t -a)2 et rCb-a)lCx-,)
--a by changing variable to t = (I -u)a + ux, and -a)r+3B(~_x,rq-l,3 ) , 
= B(r + l,3) + q(r + l,3). [a,b] and f' e Lp[a,b], i.e., I]fqlv := (fblf'(t)l" dt) lip
Then, for r > O, 
(5.10)
The right side of (5.9) becomes r+l )
and hence, the corollary.
We now obtain results where f~ is a Lebesgue p-integrable mapping, p e (1, c~). 
b-a I(x-t)rp(t,s)l If'(s)l dsdt
Thus, (5.11) and (5.12) prove the theorem. 
~-~(i)( ) M,_ (x-a)r+l-(x-b)~+l
PROOF. From (5.10) and for even integers r > 2,
We evaluate the integrals 
APPLICATIONS TO SPECIAL MEANS
We consider the following convex mappings that result in the special means. 
APPLICATIONS TO BETA DISTRIBUTIONS
A random variable X with parameters a and/3 have beta probability density function
where B(., .) denotes the beta function that is defined by B(c~,/3) = f01 z"-l(1 -z) fi-1 dz.
Denoting by M the value of X for which f(x) is maximum, we have For the beta random variables with ~ = ;3, we have from (7.7),
~< ~ 1+ , (7.9) 1 ( 2 -~) or2 +#2 _< ~ 1 + The e x a c t values of # a n d a 2 a n d t h e i r u p p e r b o u n d s f r o m (7.7) a n d (7.8) for some choices of a a n d t3 are e v a l u a t e d in T a b l e 1.
