Abstract-In this paper we address the problem of finitehorizon model reduction for a class of neutrally stable discrete-time systems. The main result of the paper shows that this problem can be solved by considering suitable defined Hankel operators and Grammians, leading to an algorithm similar to the well known balanced truncation. However, in this case the structure of the problem can be exploited to obtain tighter truncation error bounds. These results are illustrated with a non-trivial practical example arising in the context of image processing: texture synthesis and recognition.
I. INTRODUCTION
This paper addresses the problem of finite-horizon model reduction of discrete linear time invariant systems that have a periodic impulse response. This situation arises in the context of many practical problems from widely dissimilar areas, where the use of control-theoretic tools can result in a substantial simplification. For instance, as we will show in the sequel, solving this problem allows for developing efficient algorithms for image restoration and texture recognition. A second interesting application is obtaining low-order approximations, over a finite time horizon, of an input-output system with high-dimensional, linear Hamiltonian dynamics. This problem is at the core of explaining the apparent paradox entailed in the transition from microscopically conservative dynamics to seemingly dissipative macroscopic behavior [15] , [4] .
Model reduction of stable LTI systems is by now a well understood problem and a number of efficient algorithms are available (see for instance [11] , [2] , [7] and the textbooks [13] , [20] ). In comparison, relatively few results are available for the case of interest here, where the system has all its poles on the unit circle and it is only desired to find approximations over a finite time interval. Model reduction of unstable systems in the L ∞ sense has been addressed in [21] . However, contrary to the stable case, L ∞ approximation error bounds do not lead to bounds in the L 2 [0, T ] sense when G is non Schur. Finite horizon L 2 model reduction of unstable systems was addressed in [15] , by recasting the problem into the reduction of an equivalent stable system obtained through jω-axis shifting This work was supported in part by NSF, under grants IIS-0117387, ECS-0221562 and ITR-0312558.
techniques. While computationally attractive, this approach cannot guarantee that certain structural properties, such as periodicity of the impulse response, are preserved, a key requirement in the applications of interest here.
The present paper pursues a different approach to model reduction. Motivated by some well known results on realization theory [17] , [19] , [9] , we work directly with the Hankel matrix of the system under consideration. Since the impulse response is periodic, this matrix is circulant and structural properties can then be exploited to obtain balanced (in a sense that we formalize in the paper) realizations in an efficient way. Moreover, directly truncating these balanced realizations provides an optimal (finite horizon) Hankel norm approximation to the original operator.
In the second portion of the paper we apply these tools to the non-trivial problems of texture synthesis and recognition. The main idea is to model images as the (periodic) impulse response of a non-necessarily causal LTI system and use the proposed method to identify the corresponding model. Partial images can be expanded and additional realizations of the same texture can be obtained by simply driving the corresponding model with a suitable input. Texture recognition can be accomplished by recasting the problem into a model (in)validation form.
II. NOTATION
Below we summarize the notation used in this paper: x real-valued column vector. x p p-norm of a vector:
closed γ-ball in a normed space X :
Banach space of vector sequences equipped with the norm: . In addition, we will require that A n r = I, that is, the approximation preserves the periodicity properties of the impulse response.
Next we present an algorithm to solve this problem based on the singular value decomposition of the (finite horizon) Hankel operator of G.
Algorithm 1:
denote its k th Markov parameter and form the np × nm block matrix:
-Perform a singular value decomposition:
3.-Assume that σ r > σ r+1 and form the reduced order model:
where 
where H n and H red r denote the n th order Hankel matrices corresponding to the full and reduced realizations, respectively, . * denotes any unitarily invariant norm, and
Proof: Given in the Appendix Remark 1: From this Lemma it follows that, for the case under consideration here, the optimal rank-r approximation to H obtained directly from its SVD also has a Hankel operator structure. This is in contrast to the case of general systems, where enforcing this constraint requires performing a more computationally demanding Hankel norm approximation [1] , [7] .
Next we show that the procedure above is equivalent to performing balanced truncations using the finite-time Grammians 1 .
where K c and K o denote Kalman's controllability and observability matrices, respectively. Due to its block-circulant structure, the Hankel matrix H n and (W c W o ) 1 2 have the same singular values, as when using the usual (infinitetime) definitions. The analogy is further carried by the following result:
Theorem 1: Algorithm 1 is equivalent to performing balanced truncations using the Grammian definitions (6) .
Proof: Without loss of generality, consider the state space realization of the original system (1) obtained from (3) by taking r = n. Direct computations show that
A similar reasoning shows that W c = S. Thus, this realization is balanced. Eliminating the states corresponding to the smallest n − r singular values leads precisely to the realization (3).
Remark 2: Equation (5) for computing the approximation error is reminiscent of the well known bounds on the Hankel norm of the residual error operator obtained for balanced truncation. Note however that it is exact, 1 Alternatively, these matrices can be interpreted as "average" Grammians by taking the average value lim N →∞
due to the specific structure of H n , rather than an upper bound. For instance, for the case of the 2 induced norm, it yields H n − H red n 2 = σ r+1 , rather than the looser upper bound 2 * n r+1 σ i provided by standard balancedtruncation theory.
IV. APPLICATION: TEXTURE MODELLING AND RECOGNITION
Texture modelling has been a long standing problem in computer vision. Statistical approaches proceed by modelling texture as a stochastic process and attempting to capture the relevant properties [5] , [6] . The approach that we pursue in this paper is related to these in the sense that we will also model images exhibiting a given texture as realizations of a second order stationary stochastic process. Our starting point is to consider the intensity values I(k, :) of the k th row of the image as the output, at step k, of a discrete linear shift-invariant, not necessarily causal, system driven by white noise. In this context, texture modelling can be recast into the problem of identifying the relevant system model from the given images. Once these models are obtained, synthesis follows in a straightforward fashion, by simple driving the model with a suitable input. Similarly, texture recognition can be accomplished by interrogating a collection of models to determine which one is the closest to the given sample.
A. Extracting models from images.
The problem of identifying a causal, FDLSI system from samples of its output has been extensively studied in identification and several approaches, roughly divided into subspace identification [18] and operator-theoretic methods [3] are available. However, in the problem under consideration here, the unknown system is not necessarily causal: the intensity value at a pixel is likely to depend on the values of all pixels in its neighborhood, not just on those preceding it in some ordering of the image pixels.
We propose to circumvent this difficulty by considering a given n × m image as one period of an infinite 2D signal with period (n, m). Thus, at any given location (i, j) in the image, the intensity values I(r, s) at other pixels are available also at position (r − qn, s − qm), and the integer q can always be chosen so that r − qn < i, s − qm < j. From this observation, it follows that the unknown operator S admits a state space representation of form (1), with the additional constraint that A n = I. Finally, rather than considering a stochastic model, we will consider a deterministic equivalent:
where for each k, the output vector y k ∈ R m contains all the intensity values I(k, l), 1 ≤ l ≤ m of the pixels in the k th row of the image, and where the (deterministic) input u k ∈ BS captures the properties of the stochastic input process using deterministic set membership constraints [12] .
Further, without loss of generality, we can assume that the specific image being considered corresponds to the case u k = δ(0), by absorbing the dynamics of the input into the model, if necessary. With these assumptions, the problem becomes one of identifying a state-space realization from its impulse response data, with the additional constraint A n = I, that is the dynamics are neutrally stable. Note that this additional constraint prevents the use of currently available identification methods dealing with nonSchur plants, since most of these proceed by pre-stabilizing the unknown plant (see for instance the survey [10] ), clearly not an option here. Direct identification of non-Schur dynamics was also addressed in [16] , but this technique does not necessarily preserve the periodicity properties of the impulse response. On the other hand, in the specific case under consideration here, incompleteness of the information is not an issue. For texture modelling it is reasonable to assume that one has available at least one complete period of the impulse response and that these samples are noise free. Thus, a state space realization of the unknown operator can be obtained as follows:
Algorithm 2:
1.-Given an n × m image, let R T i denote its i th row, and form the block matrix: The procedure above is similar in spirit to a subspace identification method. The main difference is that here the special structure of the problem is exploited to explicitly obtain an exact realization (which can then be further model reduced with tight error bounds), that automatically has the required properties. In contrast, generic subspace identification methods require solving an over-determined equations system, for instance through least squares, to obtain the matrix A [18] . This (approximate) solution will not satisfy, in general, the additional constraint A n = I.
B. Texture Synthesis and Image Restoration
A partial image corresponding to one of the models above can be extended by driving its associated state space representation with a suitable input. In principle, finding this input entails searching over all candidates in BS, since the partial image does not necessarily correspond to the impulse response of the model. However, this (infinite dimensional) search can be avoided by noting that, due to the periodicity of the image, the effect at pixel k of a (finite length) signal applied at pixel k − s is the same as the effect of this signal applied at k − s − (m * N ), for any integer m, that is:
where we have definedû l = u l−m * N . As we show next, this observation allows for recasting the problem into a search for a suitable initial condition, which can be explicitly solved. Specifically, assuming that there is no input for k ≥ 0, equation (7) reduces to
Since for each k, y k corresponds to the k th row of the image we have that I = K o x o , where
Since the model is observable by construction, K o has full column rank and the least squares solution to the equation above is given by
where Y contains the image stacked row-wise.
The effectiveness of the proposed approach is illustrated in Table 1 showing the results of several experiments where it was used to complete the partial images shown in the first column. In all cases the model was obtained using a different portion of the image that does not overlap the swatch that was expanded. Fig. 2 . The Texture Recognition Set-up
C. Texture Recognition as a Model (In)Validation Problem
Most texture recognition schemes rely on representations in terms of statistics of the responses to a collection of filters [6] , [14] . In this paper we propose a different approach, based upon recasting the problem into a robust model (in)validation form. To this effect, we will postulate that all images corresponding to realizations of a given texture T can be obtained as the output of a LSI operator S to an unknown input signal e ∈ BS applied in (−∞, 0], or, equivalently, as discussed in section IV-B, to an unknown initial condition x o . This leads to the set-up shown in Figure  2 , where S represents a nominal model of a particular texture, z k and R k denote the rows of the ideal and actual images, respectively, and where the (unknown) operator ∆ ∈ ∆ ∆ ∆ describes the mismatch between these two images, i.e.:
In this framework, the texture recognition problem can be solved as follows. Given an unknown image R with N < n rows R i and a set of nominal models {S }:
• Find for each S an initial condition x 0 and an admissible uncertainty operator ∆ of minimum size γ opt :
(10) where . * denotes some norm of interest.
• Let j . = arg min γ opt . Assign the image R to the texture represented by model S j .
Depending on the choice of the admissible uncertainty set ∆ ∆ ∆, one gets different conditions that solve (10) . In the case of texture recognition, it can be argued from physical considerations that the operator ∆ should be neither causal (to account for interactions amongst all pixels of the image), nor shift invariant, to allows for non-homogeneous distortions. On the other hand, linearity should be retained, to preserve invariance with respect to input scaling. Finally, we are interested in quantifying the difference between images in terms of the (relative) sum of the squared pixel errors, i.e.
Thus, ∆ should be characterized in terms of its 2 -induced norm. Based on these considerations, in the sequel we will assume that ∆ ∈ BL( 2 )(γ), and search for the smallest value of γ so that the interconnection (S, ∆) can reproduce the given image. =⇒ min γ subject to :
where R contains the texture to be recognized, and Ko
The above approach was tested on slices taken from the seven textures shown in Figure 3 . To avoid biasing the models, in all cases the identification was performed using a region of the image that did not overlap the subimage to be recognized. A representative result is shown in Table  I containing the minimum value of γ obtained comparing 42 slices generated from texture S 10 against 5 candidate models. Table II shows the results of a similar experiment, where the goal is to distinguish the brick-like texture D94 from the similar looking textures D1 and D95. In order to reduce the computational complexity of the problem -given mainly by the size of the initial condition x 0 -we solved (11) by estimating the initial condition x 0 as:
where Ko ns−1 is the observability matrix of the nominal model under consideration and Y contains the given image, stacked by rows. We then computed the minimum value of γ so that (11) was satisfied for this value of x 0 . As shown in both tables, in all cases this minimum indeed corresponds to the correct texture. Similar results, omitted for space reasons, were obtained with all textures. Overall, in more than 400 experiments we achieved a recognition rate of over 98%. V. CONCLUSIONS Many problems of practical interest require addressing the issues of identification and model reduction of systems having a periodic impulse response. Currently available techniques are not well suited for solving these problems, since they cannot guarantee that key structural properties, such as periodicity of the impulse response, will be preserved.
Motivated by existing subspace identification methods and their relationship with well known results in realization theory, in this paper we address these problems by working directly with the Hankel matrix of the system under consideration. The main result of the paper shows that, due to the block circulant structure, a direct SVD-based approximation of this matrix also has a Hankel structure, and that this procedure is equivalent to performing balanced truncations based on the finite-time grammians. These results are illustrated with a non-trivial practical example arising in the context of image processing: texture synthesis and recognition. Here the proposed method leads to low order, parsimonious models capable of generating images with the desired texture when excited with appropriate initial conditions (or equivalently, with signals with unit spectral density). Moreover, these models can be successfully used to both restore partial images and to classify an unknown sample. A potential drawback of the proposed technique is that at this stage it requires ordering the pixels of the image either row or column-wise, leading to potentially different models if the image exhibits substantially different behavior in these two directions. Efforts are currently under way to remove this limitation by extending the proposed approach to 2-D systems.
