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Abstract
Cation diffusion controls mass transport and microstructural evolution in zirconia above 1200 oC. In past
research, its experimentally measured activation energy of 5 eV cannot be reproduced by computer
simulation, which gives >10 eV and a cation vacancy mechanism implicating enhanced diffusion in oxidizing
atmosphere, contradicting experimental evidence. This thesis was undertaken to answer these questions and
to explore new ground in cation kinetics.
To help search for low-energy configurations in zirconia alloys, we employed crystal chemistry to boost
sampling efficiency, by >1,000 times, and obtained plausible “ground states” to launch ab-initio calculations
for cation defects and migration. The combined formation and migration energy, about 5 eV, is in agreement
with experimental observations. Our calculations further found an extra electron can facilitate migration of a
reduced cation, because electron localization at the saddle point can significantly lower the energy.
Confirming recent reports, we found graded grain size under large electrical loading, implicating a 104�
enhancement in cation kinetics in favor of the cathode side; similarly enhanced kinetics was observed under
reducing conditions. This connection allowed us to map local oxygen potential using grain growth kinetics,
thus obtaining a direct measure of electrode polarization in zirconia for the first time. In addition to the well-
known effects of electrode kinetics, a new effect caused by the association of electrons/holes and lattice
oxygens/defects was revealed by cavitation due to vacancy condensation. Such association led to predictions
on oxygen potential distributions that agree with experimentally observed grain size distributions.
Lastly, we discovered a sharp mobility transition in zirconia grain growth at around 1200 oC, caused by
crossover from boundary-mobility control to junction-mobility control. A theory was formulated to predict
new growth exponents and grain size variations. When mobility inhomogeneity was further considered, we
obtained predictions in agreement with the measured statistics and kinetics at low temperatures.
By placing several fundamental aspects of cation diffusion in zirconia on a firmer footing, this thesis will help
understanding and design of zirconia ceramics. Such understanding may be used to improve zirconia
fabrication and applications at high temperatures, especially under a large electrical or chemical driving force.
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ABSTRACT 
CATION KINETICS AND ELECTRIC FIELD EFFECT IN ZIRCONIA 
Yanhao Dong 
Dr. I-Wei Chen 
Cation diffusion controls mass transport and microstructural evolution in zirconia above 1200 oC. In 
past research, its experimentally measured activation energy of 5 eV cannot be reproduced by computer 
simulation, which gives >10 eV and a cation vacancy mechanism implicating enhanced diffusion in 
oxidizing atmosphere, contradicting experimental evidence. This thesis was undertaken to answer these 
questions and to explore new ground in cation kinetics.  
To help search for low-energy configurations in zirconia alloys, we employed crystal chemistry to 
boost sampling efficiency, by >1,000 times, and obtained plausible “ground states” to launch ab-initio 
calculations for cation defects and migration. The combined formation and migration energy, about 5 eV, is 
in agreement with experimental observations. Our calculations further found an extra electron can facilitate 
migration of a reduced cation, because electron localization at the saddle point can significantly lower the 
energy. 
Confirming recent reports, we found graded grain size under large electrical loading, implicating a 
104× enhancement in cation kinetics in favor of the cathode side; similarly enhanced kinetics was observed 
under reducing conditions. This connection allowed us to map local oxygen potential using grain growth 
kinetics, thus obtaining a direct measure of electrode polarization in zirconia for the first time. In addition 
to the well-known effects of electrode kinetics, a new effect caused by the association of electrons/holes 
and lattice oxygens/defects was revealed by cavitation due to vacancy condensation. Such association led to 
predictions on oxygen potential distributions that agree with experimentally observed grain size 
distributions.  
Lastly, we discovered a sharp mobility transition in zirconia grain growth at around 1200 oC, caused 
by crossover from boundary-mobility control to junction-mobility control. A theory was formulated to 
predict new growth exponents and grain size variations. When mobility inhomogeneity was further 
considered, we obtained predictions in agreement with the measured statistics and kinetics at low 
v 
temperatures.  
By placing several fundamental aspects of cation diffusion in zirconia on a firmer footing, this thesis 
will help understanding and design of zirconia ceramics. Such understanding may be used to improve 
zirconia fabrication and applications at high temperatures, especially under a large electrical or chemical 
driving force. 
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Figure 4.4 X-ray diffraction (XRD) patterns for GDC annealed in air and 5% H2 at 1500 oC for 8 h. 
Both indicate cubic CeO2 phase. 
Figure 4.5 Arrhenius plot of conductivity in 3YSZ, giving an activation energy of 0.74 eV. 
Figure 4.6 Impedance spectra in Cole-Cole plots for 3YSZ under different DC current density. The 
AC magnitude is 0.0625 mA/cm2 (root mean squared). The frequency was swept from 300 kHz to 100 
Hz at 2 s interval, recorded from the left to the right along each curve. Furnace temperature: 1200 oC. 
Figure 4.7 Resistance of the electrolyte (in blue) measured by impedance spectroscopy obtained under 
different DC current density j. Also shown are estimated sample temperatures (in red). Furnace 
temperature: 1200 oC. 
Figure 4.8 (a) Microstructures of 3YSZ sample electrically loaded under 25 A/cm2 at 6.5 V for 20 h. 
Furnace temperature: 1200 oC; sample thickness: 0.9 mm. Sample temperature estimated from 
impedance spectroscopy was 1610 oC vs. 1450 oC read by pyrometer. (b) Grain size distribution. High 
magnification images of (c) the transition region and (d) the anode side. 
Figure 4.9 Microstructures near cathode of 3YSZ sample electrically loaded under 18.75 A/cm2 and 
5.3 V for 20 h. Furnace temperature: 1200 oC; sample thickness: 1.6 mm. Sample temperature 
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estimated by impedance spectroscopy: 1460 oC; read by pyrometer: 1340 oC. 
Figure 4.10 Microstructure next to cathode of 3YSZ sample electrically loaded under 12.5 A/cm2 and 
3.3 V for 20 h. Furnace temperature: 1200 oC; sample thickness: 1.1 mm. Sample temperature 
estimated by impedance spectroscopy: 1342 oC; read by pyrometer: 1260 oC. 
Figure 4.11 Grain sizes on the anode (open symbols) and cathode side (filled symbols) for 3YSZ 
samples tested under different current density. 
Figure 4.12 Raman spectra of 3YSZ sample electrically loaded under 25 A/cm2 and 6.5 V for 20 h 
(same as shown in Fig. 4.8). Cathode side in blue, middle region in green, anode side in red. 
Reference spectra of tetragonal, monoclinic and cubic zirconia are from literature26-28. Other similar 
spectra for cubic zirconia can be found in Ref. 29-31. 
Figure 4.13 Schematic oxygen potential and electron/hole concentrations across the electrolyte. While 
in arbitrary unit, the ordinate is in log scale and abscissa in linear scale. 
Figure 4.14 Correlation between the enhancement factor of grain boundary mobility and 
nonstoichiometry δ. The dash line is to guide the eye. The nonstoichiometry of CeO2 is the difference 
of the oxygen deficiency in air and in oxygen; others are the differences under reduction and in the 
stoichiometric state. Enhancement factor for CeO2 from Ref. 17. 
Figure 5.1 (a) Schematic dependence of ionic conductivity σi, electron conductivity σe, hole 
conductivity σh and grain boundary mobility MGB on oxygen potential . (b) Schematic variation 
of oxygen potentials inside a YSZ cell: (i) ideal electrodes (dash lines in black), (ii) in air with small 
current density or average electrodes,  and  (solid line in blue), (iii) 
in hydrogen,  and  (solid line in green), and (iv) in air with large 
current density or poor electrodes,  and  (solid line in red).  
Figure 5.2 Microstructure of (a) as-sintered 8YSZ sample, annealed at 1300 oC for 4h in (b) air and (c) 
flowing 5% H2+95% N2. Grain sizes are listed on the upper-right corners. 
Figure 5.3 Grain size on anode (blue) and cathode (red) side of 8YSZ samples electrically tested at 
1300 oC in argon and 5% H2+95% N2 under several current densities. Also shown are two reference 
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lines (grey) of samples similarly annealed in air and 5% H2+95% N2 without current. All samples 
started with same initial microstructure. 
Figure 5.4 Microstructures of 8YSZ samples electrically loaded in 5% H2 for 4 h under (a-b) 1 A/cm2, 
(c-d) 5 A/cm2, (e-f) 10 A/cm2. Furnace temperature: 1300 °C; voltage: (a-b) 1.8 V, (c-d) 3.1 V, (e-f) 4.3 
V; sample thickness: (a-b) 0.8 mm, (c-d) 1.3 mm, (e-f) 0.9 mm. Enlarged images with same scale also 
shown as insets in (b-f). 
Figure 5.5 Microstructures of 8YSZ samples electrically loaded in Ar for 4 h under (a-b) 1 A/cm2, 
(c-d) 5 A/cm2, (e-f) 10 A/cm2. Furnace temperature: 1300 °C; voltage: (a-b) 2.2 V, (c-d) 3.3 V, (e-f) 4.6 
V; sample thickness: (a-b) 1.0 mm, (c-d) 1.1 mm, (e-f) 0.9 mm. Enlarged images with same scale also 
shown as insets in (c-f). 
Figure 5.6 Grain size distribution of electrically tested YSZ. All are 8YSZ with Pt-paste electrodes, 
unless noted otherwise. (a) 1.5 mm sample under 50 A/cm2 for 24 h at 1250 oC in air, (b) 0.9 mm 
3YSZ under 25 A/cm2 for 20 h at 1200 oC in air, (c) 1.1 mm under 9.7 A/cm2 for 8 h at 1200 oC in air 
with Pt-wire electrodes (see Fig. 5.7), (d) 0.9 mm under 10 A/cm2 for 4 h at 1300 oC in 5% H2, and (e) 
1.3 mm under 5 A/cm2 for 4 h at 1300 oC in 5% H2. Blue oval marks location of discontinuous change 
in grain size in (a-c).  
Figure 5.7 (a) Optical microscopy micrograph of 8YSZ sample electrically loaded in air under 6.0 V 
for 8 h. The current density varied from 5.0 to 10.5 A/cm2 with an average value of 9.7 A/cm2. 
Furnace temperature: 1210 °C; sample thickness: 1.1 mm. Also shown are representative 
high-magnification SEM images of (b) anode and (c) cathode side. The measured grain sizes are 
marked on the upper right corners. Red arrows in (a) and (c) mark selected regions with cracks and 
pits of missing grains that fell off during polishing.  
Figure 5.8 (a) Pore-decorated grain boundaries developed in same 8YSZ sample shown in Fig. 5.4f, 
4.3 V for 4 h in 5% H2 under 10 A/cm2. Furnace temperature: 1300 °C; sample thickness: 0.9 mm. (b) 
Same sample as (a) at higher magnification showing intergranular cavitation leading to grain fallout 
and pitting during polishing. (c) Same 8YSZ sample as Fig. 5.7c with cavitation and grain fallout. 6.0 
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V for 8 h in air, with average current density of 9.7 A/cm2. Furnace temperature: 1200 °C; sample 
thickness: 1.1 mm. (d) 3YSZ sample showing cavitation and grain fallout. Electrically loaded under 
25 A/cm2 at 6.5 V for 20 h. Furnace temperature: 1200°C; sample thickness: 0.9 mm. 
Figure 5.9 Calculated oxygen potential profiles inside 8YSZ electrolyte as a function of normalized 
distance to cathode. Red curve: 1.1 mm thick, under 9.7 A/cm2 in air, sample temperature of 1300 oC, 
 from −7.4 eV to 3.5 eV, corresponding to case (iv) in Fig. 5.1b. Green curve: 1.3 mm thick, 
under 5 A/cm2 in 5% H2, sample temperature of 1300 oC,  from −6.6 eV to 5.0 eV, 
corresponding to case (iii) in Fig. 5.1b. 
Figure 5.10 Schematics of oxygen potential distribution and cavitation for electrically loaded YSZ 
cell in (a) H2, (b) air, (c) SOEC, and (d) SOFC.  
Figure 5.11 Arrhenius plot of grain boundary mobility of 8YSZ in air without electric field (solid line), 
5% H2 without electric field (dashed line), in air under current densities of 50-60 A/cm2 (green squares, 
for cathode side) and 7.3 A/cm2 (orange hexagon, for both cathode and anode sides) using Pt paste as 
electrodes, in air under 10 A/cm2 using Pt wires as electrodes (purple diamond, filled symbol for 
cathode side and open one for anode), in argon under 1-10 A/cm2 using Pt paste as electrodes (red 
triangles, filled symbols for cathode side and open ones for anode) and in 5% H2 under 1-10 A/cm2 
using Pt paste as electrodes (blue circles, filled symbols for cathode side and open ones for anode). 
Figure 5.12 Correlation between mobility enhancement of grain boundary and nonstoichiometry. The 
dashed line is to guide the eye. Enhancement factor is defined as the ratio of grain boundary mobility 
under reducing condition to that under reference oxidizing condition. For 8YSZ, 3YSZ and GDC, the 
reference oxidizing condition is in air; for CeO2, it is in pure oxygen, all without current. 
Figure 6.1 Extrapolated conductivity data7 for fully ionized oxygen ions (
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Figure 6.2 Calculated spatial distributions of oxygen potential in standard formulation without 
considering defect association reactions for fuel cell modes (blue curves; the indicated total current 
densities are positive), electrolyzing cell modes (red curves; the indicated total current densities are 
negative) and open circuit condition (OCV, black curve; the total current density is zero). Temperature: 
1000 oC, thickness: L=200 μm, oxygen potential ranging from −3.79 eV to −0.18 eV. 
Figure 6.3 Calculated spatial distributions of the oxygen potential under standard formulations 
without defect association reactions under (a) fixed current density of −5 A/cm2 and varying 
electrolyte thickness from 20 μm to 5 mm and (b) fixed electrolyte thickness of 1 mm and varying 
current density of −1 A/cm2 to −50 A/cm2. Temperature: 1250 oC, oxygen potential from −5 eV to 2 
eV. Note: Hole conductivity at 2 eV (0.032 Ω−1cm−1) is larger than electron conductivity at −5 eV 
(0.026 Ω−1cm−1) according to Fig. 6.1; it causes the transition to localize at cathode. 
Figure 6.4 Schematic O2−, O−, e and h transport under OCV condition, providing three parallel 
mechanisms for O2 transport. In each, the overall kinetics is limited by the slower diffusing species.  
Figure 6.5 Calculated spatial distributions of oxygen potential with (a) αh=0, αe from 0 to 0.5, (b) αe=0, 
αh from 0 to 0.5, (c) αh=0.475, αe from 0 to 0.5, and (d) αe=0.475, αe from 0 to 0.5. Temperature: 1250 
oC, thickness: L=1.5 mm, current density: −50 A/cm2, oxygen potential from −5 eV to 2 eV, with 
internal reaction. 
Figure 6.6 Calculated spatial distributions of oxygen potential with identical αe and αh, ranging from 0 
to 0.5 as marked. Temperature: 1250 oC, thickness: L=1.5 mm, current density: −50 A/cm2, oxygen 
potential from −5 eV to 2 eV, with internal reaction. 
Figure 6.7 Calculated spatial distributions of oxygen potential for same cases as Fig. 2 but now 
allowing internal reaction with αe=αh=0.475. Inset: enlarged view at center region. Temperature: 1000 
oC, thickness: L=200 μm, oxygen potential from −3.79 eV to −0.18 eV. 
Figure 6.8 Calculated spatial distributions of oxygen potential for same cases as Fig. 6.3 but now 
allowing internal reaction with αe=αh=0.475. (a) Under fixed current density of −5 A/cm2 and varying 
electrolyte thickness from 20 μm to 5 mm and (b) fixed electrolyte thickness of 1 mm and varying 
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current density of −1 A/cm2 to −50 A/cm2. Temperature: 1250 oC, oxygen potential from −5 eV to 2 
eV. 
Figure 6.9 (Upper panel) Calculated spatial distributions of oxygen potential allowing internal 
reaction with αe=αh=0.475, under different oxygen potential ranges (a) from −5 eV to 3 eV, (b) from 
−5 eV to 2.5 eV, (c) from −5 eV to 2 eV, (d) from −6 eV to 3 eV, (e) from −6 eV to 2.5 eV and (f) from 
−6 eV to 2 eV. Temperature: 1250 oC, thickness: L=1.5 mm, current density: −50 A/cm2. (Lower panel) 
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Figure 6.10 Calculated (a) O2−, O− and electronic current densities, (b) potential profiles for O2, e, O2− 
and O−, and (c) conductivities of e+h, O2− and O− across the electrolyte in two cases: no internal 
reaction (αe=αh=0) shown by dash lines, and with internal reaction with αe=αh=0.475 shown by solid 
lines. Temperature: 1250 oC, thickness: L=5 mm, total current density: −5 A/cm2, oxygen potential 
from −5 eV to 2 eV. Same conditions as 5-mm case in Fig. 6.3a and 6.8a.  
Figure 7.1 (a) Schematics of 1×1×½ supercell with one cation vacancy VM for fluorite structure oxide 
MO2 (M=Zr for zirconia and Ce for ceria). Cation migration takes place by exchanging the location of 
M4+/M3+ and VM, with/without the assistance of an oxygen vacancy VO. Two migration paths are 
found: straight path along black dashed line and curved path along red dashed line, their saddle point 
configurations shown on right panel. (b) Schematic migration models. Model A: M4+ exchanges with 
VM, with no VO. Model B: M3+ exchanges with VM, with no VO. Model C: M4+ exchanges with VM, 
with VO. Model D: M3+ exchanges with VM, with VO. (c) Cation migration energetics along 110 
direction for Model A-D in cubic ZrO2 and CeO2. 
Figure 7.2 Calculated density of states (DOS) of cubic zirconia for Zr4+ migration Model A. Ground 
state: (a) total DOS, (b) projected DOS of (to be) migrating Zr (in green) and nearest O (in red), and (c) 
projected DOS of non-participating reference Zr (in green) and O (in red). Saddle-point state: (d) total 
DOS, (e) projected DOS of migrating Zr (in green) and nearest O (in red), and (f) projected DOS of 
non-participating reference Zr (in green) and O (in red). In each figure, Fermi energy is set to be zero 
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and spin-up and spin-down states are plotted as positive and negative DOS, respectively. 
Figure 7.3 Calculated density of states (DOS) of cubic zirconia for Zr3+ migration Model B. Ground 
state: (a) total DOS, (b) projected DOS of (to be) migrating Zr (in green) and nearest O (in red), and (c) 
projected DOS of non-participating reference Zr (in green) and O (in red). Saddle-point state: (d) total 
DOS, (e) projected DOS of migrating Zr (in green) and nearest O (in red), and (f) projected DOS of 
non-participating reference Zr (in green) and O (in red). In each figure, Fermi energy is set to be zero 
and spin-up and spin-down states are plotted as positive and negative DOS, respectively. 
Figure 7.4 Calculated density of states (DOS) of cubic zirconia for Zr4+ migration Model C. Ground 
state: (a) total DOS, (b) projected DOS of (to be) migrating Zr (in green) and nearest O (in red), and (c) 
projected DOS of non-participating reference Zr (in green) and O (in red). Saddle-point state: (d) total 
DOS, (e) projected DOS of migrating Zr (in green) and nearest O (in red), and (f) projected DOS of 
non-participating reference Zr (in green) and O (in red). In each figure, Fermi energy is set to be zero 
and spin-up and spin-down states are plotted as positive and negative DOS, respectively. 
Figure 7.5 Calculated density of states (DOS) of cubic zirconia for Zr3+ migration Model D. Ground 
state: (a) total DOS, (b) projected DOS of (to be) migrating Zr (in green) and nearest O (in red), and (c) 
projected DOS of non-participating reference Zr (in green) and O (in red). Saddle-point state: (d) total 
DOS, (e) projected DOS of migrating Zr (in green) and nearest O (in red), and (f) projected DOS of 
non-participating reference Zr (in green) and O (in red). In each figure, Fermi energy is set to be zero 
and spin-up and spin-down states are plotted as positive and negative DOS, respectively. 
Figure 7.6 Calculated density of states (DOS) of ceria for Ce4+ migration Model A. Ground state: (a) 
total DOS, (b) projected DOS of (to be) migrating Ce (in yellow) and nearest O (in red), and (c) 
projected DOS of non-participating reference Ce (in yellow) and O (in red). Saddle-point state: (d) 
total DOS, (e) projected DOS of migrating Ce (in yellow) and nearest O (in red), and (f) projected 
DOS of non-participating reference Ce (in yellow) and O (in red). In each figure, Fermi energy is set 
to be zero and spin-up and spin-down states are plotted as positive and negative DOS, respectively. 
Figure 7.7 Calculated density of states (DOS) of ceria for Ce3+ migration Model B. Ground state: (a) 
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total DOS, (b) projected DOS of (to be) migrating Ce (in yellow) and nearest O (in red), and (c) 
projected DOS of non-participating reference Ce (in yellow) and O (in red). Saddle-point state: (d) 
total DOS, (e) projected DOS of migrating Ce (in yellow) and nearest O (in red), and (f) projected 
DOS of non-participating reference Ce (in yellow) and O (in red). In each figure, Fermi energy is set 
to be zero and spin-up and spin-down states are plotted as positive and negative DOS, respectively. 
Figure 7.8 Calculated density of states (DOS) of ceria for Ce4+ migration Model C. Ground state: (a) 
total DOS, (b) projected DOS of (to be) migrating Ce (in yellow) and nearest O (in red), and (c) 
projected DOS of non-participating reference Ce (in yellow) and O (in red). Saddle-point state: (d) 
total DOS, (e) projected DOS of migrating Ce (in yellow) and nearest O (in red), and (f) projected 
DOS of non-participating reference Ce (in yellow) and O (in red). In each figure, Fermi energy is set 
to be zero and spin-up and spin-down states are plotted as positive and negative DOS, respectively. 
Figure 7.9 Calculated density of states (DOS) of ceria for Ce3+ migration Model D. Ground state: (a) 
total DOS, (b) projected DOS of (to be) migrating Ce (in yellow) and nearest O (in red), and (c) 
projected DOS of non-participating reference Ce (in yellow) and O (in red). Saddle-point state: (d) 
total DOS, (e) projected DOS of migrating Ce (in yellow) and nearest O (in red), and (f) projected 
DOS of non-participating reference Ce (in yellow) and O (in red). In each figure, Fermi energy is set 
to be zero and spin-up and spin-down states are plotted as positive and negative DOS, respectively. 
Figure 7.10 (a) Schematics of 2 BaTiO3 supercells along 100-direction with one cation vacancy VTi. 
Cation migration takes place by exchanging location of Ti4+/Ti3+ and VTi, with/without assistance of 
oxygen vacancy VO. Migration found is along curved path of red dashed curve. (b) Four schematic 
migration models. Model A1: Ti4+ exchanges with VTi, with no VO. Model B1: Ti3+ exchanges with 
VTi, with no VO. Model C1: Ti4+ exchanges with VTi, with VO. Model D1: Ti3+ exchanges with VTi, 
with VO. (c) Cation migration energetics for Model A1-D1 along 100-direction in BaTiO3. 
Figure 7.11 Atomic arrangements at the saddle point in 100 migration of (a) Model A1, (b) Model B1, 
(c) Model C1 and (d) Model D1. Ti atom in blue, Ba atom in green and O atom in red.  
Figure 7.12 (a) Schematics of 2 BaTiO3 supercells along 110-direction with one cation vacancy VTi. 
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Cation migration takes place by exchanging location of Ti4+/Ti3+ and VTi, with/without assistance of 
A-site vacancy VBa. Two migration paths found are along straight path of black dashed line and along 
curved path of red dashed line. (b) Four schematic migration models. Model A2: Ti4+ exchanges with 
VTi, with no VBa. Model B2: Ti3+ exchanges with VTi, with no VBa. Model C2: Ti4+ exchanges with VTi, 
with VBa. Model D2: Ti3+ exchanges with VTi, with VBa. (c) Cation migration energetics for Model 
A2-D2 along 110-direction in BaTiO3. 
Figure 7.13 Atomic arrangements at the saddle point of 110 migration of (a) Model A2, (b) Model B2, 
(d) Model C2 and (f) Model D2. Also shown are atomic arrangement at intermediate state of (c) 
Model C2 and (e) Model D2, which are structurally similar to saddle point of Model A2 and B2. Ti 
atom in blue, Ba atom in green and O atom in red.  
Figure 7.14 Calculated density of states (DOS) of cubic BaTiO3 for Ti4+ 100 migration Model A1. 
Ground state: (a) total DOS, (b) projected DOS of (to be) migrating Ti (in blue), nearest Ba (in green) 
and O (in red), and (c) projected DOS of non-participating reference Ti (in blue), Ba (in green) and O 
(in red). Saddle-point state: (d) total DOS, (e) projected DOS of migrating Ti (in blue), nearest Ba (in 
green) and O (in red), and (f) projected DOS of non-participating reference Ti (in blue), Ba (in green) 
and O (in red) at the saddle-point configuration. In each figure, Fermi energy is set to be zero and 
spin-up and spin-down states are plotted as positive and negative, respectively. 
Figure 7.15 Calculated density of states (DOS) of cubic BaTiO3 for Ti3+ 100 migration Model B1. 
Ground state: (a) total DOS, (b) projected DOS of (to be) migrating Ti (in blue), nearest Ba (in green) 
and O (in red), and (c) projected DOS of non-participating reference Ti (in blue), Ba (in green) and O 
(in red). Saddle-point state: (d) total DOS, (e) projected DOS of migrating Ti (in blue), nearest Ba (in 
green) and O (in red), and (f) projected DOS of non-participating reference Ti (in blue), Ba (in green) 
and O (in red) at the saddle-point configuration. In each figure, Fermi energy is set to be zero and 
spin-up and spin-down states are plotted as positive and negative, respectively. 
Figure 7.16 Calculated density of states (DOS) of cubic BaTiO3 for Ti4+ 100 migration Model C1. 
Ground state: (a) total DOS, (b) projected DOS of (to be) migrating Ti (in blue), nearest Ba (in green) 
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and O (in red), and (c) projected DOS of non-participating reference Ti (in blue), Ba (in green) and O 
(in red). Saddle-point state: (d) total DOS, (e) projected DOS of migrating Ti (in blue), nearest Ba (in 
green) and O (in red), and (f) projected DOS of non-participating reference Ti (in blue), Ba (in green) 
and O (in red) at the saddle-point configuration. In each figure, Fermi energy is set to be zero and 
spin-up and spin-down states are plotted as positive and negative, respectively. 
Figure 7.17 Calculated density of states (DOS) of cubic BaTiO3 for Ti3+ 100 migration Model D1. 
Ground state: (a) total DOS, (b) projected DOS of (to be) migrating Ti (in blue), nearest Ba (in green) 
and O (in red), and (c) projected DOS of non-participating reference Ti (in blue), Ba (in green) and O 
(in red). Saddle-point state: (d) total DOS, (e) projected DOS of migrating Ti (in blue), nearest Ba (in 
green) and O (in red), and (f) projected DOS of non-participating reference Ti (in blue), Ba (in green) 
and O (in red) at the saddle-point configuration. In each figure, Fermi energy is set to be zero and 
spin-up and spin-down states are plotted as positive and negative, respectively. 
Figure 7.18 Calculated density of states (DOS) of cubic BaTiO3 for Ti4+ 110 migration Model A2. 
Ground state: (a) total DOS, (b) projected DOS of (to be) migrating Ti (in blue), nearest Ba (in green) 
and O (in red), and (c) projected DOS of non-participating reference Ti (in blue), Ba (in green) and O 
(in red). Saddle-point state: (d) total DOS, (e) projected DOS of migrating Ti (in blue), nearest Ba (in 
green) and O (in red), and (f) projected DOS of non-participating reference Ti (in blue), Ba (in green) 
and O (in red) at the saddle-point configuration. In each figure, Fermi energy is set to be zero and 
spin-up and spin-down states are plotted as positive and negative, respectively. 
Figure 7.19 Calculated density of states (DOS) of cubic BaTiO3 for Ti3+ 110 migration Model B2. 
Ground state: (a) total DOS, (b) projected DOS of (to be) migrating Ti (in blue), nearest Ba (in green) 
and O (in red), and (c) projected DOS of non-participating reference Ti (in blue), Ba (in green) and O 
(in red). Saddle-point state: (d) total DOS, (e) projected DOS of migrating Ti (in blue), nearest Ba (in 
green) and O (in red), and (f) projected DOS of non-participating reference Ti (in blue), Ba (in green) 
and O (in red) at the saddle-point configuration. In each figure, Fermi energy is set to be zero and 
spin-up and spin-down states are plotted as positive and negative, respectively.  
xxvii 
Figure 7.20 Calculated density of states (DOS) of cubic BaTiO3 for Ti4+ 110 migration Model C2. 
Ground state: (a) total DOS, (b) projected DOS of (to be) migrating Ti (in blue), nearest Ba (in green) 
and O (in red), and (c) projected DOS of non-participating reference Ti (in blue), Ba (in green) and O 
(in red). Saddle-point state: (d) total DOS, (e) projected DOS of migrating Ti (in blue), nearest Ba (in 
green) and O (in red), and (f) projected DOS of non-participating reference Ti (in blue), Ba (in green) 
and O (in red) at the saddle-point configuration. In each figure, Fermi energy is set to be zero and 
spin-up and spin-down states are plotted as positive and negative, respectively. 
Figure 7.21 Calculated density of states (DOS) of cubic BaTiO3 for Ti3+ 110 migration Model D2. 
Ground state: (a) total DOS, (b) projected DOS of (to be) migrating Ti (in blue), nearest Ba (in green) 
and O (in red), and (c) projected DOS of non-participating reference Ti (in blue), Ba (in green) and O 
(in red). Saddle-point state: (d) total DOS, (e) projected DOS of migrating Ti (in blue), nearest Ba (in 
green) and O (in red), and (f) projected DOS of non-participating reference Ti (in blue), Ba (in green) 
and O (in red) at the saddle-point configuration. In each figure, Fermi energy is set to be zero and 
spin-up and spin-down states are plotted as positive and negative, respectively. 
Figure 8.1 Schematic Arrhenius plot of grain boundary (GB) diffusivity, GB mobility and junction 
mobility. GB diffusivity and GB mobility are assumed to have similar activation energy, while 
junction mobility has higher activation energy. 
Figure 8.2 Microstructures of as-sintered 8YSZ by normal sintering at (a) 1300 oC for 12 h and (b) 
1500 oC for 2 h, and by two-step sintering at (c) T1=1290 oC for 0 h and T2=1200 oC for 16 h. Grain 
sizes listed in upper right corners. 
Figure 8.3 Grain size of 8YSZ samples sintered at different temperatures by normal sintering (NS) 
and two-step sintering (TSS). Sintering times are listed. 
Figure 8.4 Microstructures of 8YSZ samples after post-sintering annealing at (a) 1300 oC for 4 h and 
(b) 1450 oC for 4 h. Initial microstructure shown in Fig. 8.2a. 
Figure 8.5 Parabolic grain growth of average grain size in 8YSZ. Initial grain size: 1.7 m. 
Figure 8.6 Arrhenius plot of grain boundary mobility of 8YSZ. High-temperature data (red) from 
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normally sintered parent sample, low-temperature data (blue) from two-step sintered parent sample. 
Figure 8.7 Parabolic grain growth at 1300 oC for two sets of grain size data, one using normally 
sintered samples (NS-8Y, in red) and other using two-step sintered samples (TSS-8Y, in blue). Dashed 
lines are linear fittings. 
Figure 8.8 Grain size evolution of TSS-8Y during post-sintering annealing at 1200 oC (red) and 1175 
oC (in blue). Initial grain size: 0.49 μm. 
Figure 8.9 Microstructures of 8YSZ samples after post-sintering annealing at (a) 1175 oC for 1000 h 
and (b) 1200 oC for 500 h. Initial microstructure shown in Fig. 8.2c. 
Figure 8.10 Same data as in Fig. 8.8 represented as (average grain size)2 vs. post-sintering annealing 
time at 1175 oC and 1200 oC. Dashed lines are linear fittings for first six data points and the last six 
data points at each temperature. Initial grain size: 0.49 m. 
Figure 8.11 Microstructures developed in one sample during post-sintering annealing at 1175 oC for 
500 h. (a) Normal regions with uniform microstructures. Grain size: 0.85 μm. (b) Nano-grain cluster 
of <200 nm grains inside larger-grain matrix (grain size =0.85 μm) similar to (a). (c) Large-grain 
cluster inside smaller-grain matrix (grain size =0.85 μm) similar to (a). Before annealing, sample was 
two-step sintered to reach initial grain size of 0.49 m (Fig. 8.2c). Dotted boundaries in (b-c) define 
the regions whose grain size distributions are shown in Fig. 8.14c as dotted curves. 
Figure 8.12 Similar to Fig. 8.11, but from samples with post-sintering annealing at (a) 1175 oC for 
600 h, (b) 1175 oC for 800 h, (c) 1200 oC for 200 h, and (d) 1200 oC for 500 h. Before annealing, 
sample was two-step sintered to reach initial grain size of 0.49 m (Fig. 8.2c). 
Figure 8.13 Normalized grain size distributions of samples post-sintering annealed for 8 h, at (a) 1450 
oC, (b) 1400 oC, (c) 1350 oC and (d) 1300 oC. Also listed are average grain size Gavg, number N of 
grains measured to obtain distribution, and standard deviation σ' of normalized grain size. See grain 
growth data in Fig. 8.5. 
Figure 8.14 Normalized grain size distributions of samples (a) two-step sintered at 1200 oC for 16 h 
without post-sintering annealing, and post-sintering annealed at (b) 1200 oC for 500 h, (c) 1175 oC for 
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500 h, and (d) 1175 oC for 1000 h. Also listed are average grain size Gavg, number N of grains 
measured to obtain distribution, and standard deviation σ' of normalized grain size. In (c), #1 and #2 
refer to size distributions of nano-grain and large-grain pockets shown in Fig. 8.11b and c, 
respectively (their peak heights are arbitrarily chosen for guidance of eye). 
Figure 8.15 Standard deviation σ' of normalized grain size distribution of post-sintering annealed 
samples decreases with annealing temperature; as two-step sintered sample has smallest standard 
deviation. 
Figure 8.16 Calculated (a) Gavg, (b) Gavg2, (c) σ' and (d) average log(Mj/Mj,0) with Mt,0/Mb,0=0.05, 
Σb=0.08 and Σt=1.0 under mixed 2-grain boundary and 3-grain line control. 
Figure 8.17 Calculated (a) Gavg, (b) Gavg2, (c) σ' and (d) average log(Mj/Mj,0) with Mj,0/Mb,0=10−4, 
Σb=0.08 and Σt=1.1 under mixed 2-grain boundary and 4-grain junction control. 
Figure 9.1 Schematics showing growth rate 
2
du
d



 as a function of relative grain size u with three 
values of A.  
Figure 9.2 (a) Calculated normalized upper cut-off u0 and Gmax/Gavg and (b) the average relative grain 
size uavg as a function of α. 
Figure 9.3 Calculated normalized steady-state grain size distribution function (a) P(u) and (b) 
P'(G/Gavg) as a function of α. 
Figure 9.4 Calculated standard deviations σ for relative grain size u and σ' for relative grain size 
G/Gavg as a function of α. 
Figure 9.5 Numerical calculations showing (a) cubic law for diffusion controlled growth and (b) 
parabolic law for interface controlled growth. Initial grain distributions are from the theoretically 
predicted ones. 
Figure 9.6 Numerical calculations showing linear law for 3-grain line controlled growth. Initial grain 
distribution is from theoretically predicted one. 
Figure 9.7 Numerical results for 4-grain line controlled growth, (a) average grain size Gavg, (b) critical 
grain size Gcr (inset: Gcr in the initial stage), (c) standard deviation σ' and (d) maximum grain size Gmax 
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(inset: total number N of the grains). The dash line indicates a transition where very large grains 
emerge and affect the overall growth kinetics. Also included as solid black curves are results leading 
to cubic, parabolic and linear growth laws. Same initial grain size distribution of a Gaussian one with 
mean at 1 and standard deviation of 0.1.  
Figure 9.8 Calculated (a) Gavg, (b) Gavg2, (c) σ' and (d) Gcr as a function of time t, with Mj/Mb=1 and 
different Mt/Mb.  
Figure 9.9 Calculated (a) Gavg, (b) Gavg2, (c) σ' and (d) Gcr as a function of time t, with Mt/Mb=1 and 
different Mj/Mb.  
Figure 9.10 Numerical calculations for 2-grain boundary controlled grain growth with statistically 
varied Mγ, showing (a) Gavg2, and (b) σ' as a function of time t under different Σb. 
Figure 9.11 Calculated (a) Gavg, (b) Gavg2, (c) σ' and (d) Gcr as a function of time t, with Mt,0/Mb,0=0.1, 
Mj,0/Mb,0=1, Σb=0.08, Σj=0 and different Σt.  
Figure 9.12 Calculated (a) Gavg, (b) Gavg2, (c) σ' and (d) Gcr as a function of time t, with Mt,0/Mb,0=0.02, 
Mj,0/Mb,0=1, Σb=0.08, Σj=0 and different Σt. 
Figure 9.13 Calculated (a) Gavg, (b) Gavg2, (c) σ' and (d) Gcr as a function of time t, with Mt,0/Mb,0=0.01, 
Mj,0/Mb,0=1, Σb=0.08, Σj=0 and different Σt.  
Figure 9.14 Calculated (a) Gavg, (b) Gavg2, (c) σ' and (d) Gcr as a function of time t, with Mt,0/Mb,0=1, 
Mj,0/Mb,0=10−3, Σb=0.08, Σt=0 and different Σj. 
Figure 9.15 Calculated (a) Gavg, (b) Gavg2, (c) σ' and (d) Gcr as a function of time t, with Mt,0/Mb,0=1, 
Mj,0/Mb,0=10−4, Σb=0.08, Σt=0 and different Σj.  
Figure A1.1 (a) Schematics for a YSZ cell under an applied voltage V, (b) its equivalent circuit. (c) It 
can be further interpreted as three individual ones for cathode/electrolyte interface, electrolyte, and 
anode/electrolyte interface. 
Figure A2.1 Equivalent circuits for two YSZ membrane (a) under OCV and (b) SOEC conditions in 
Park and Blumenthal’s experiment.  
Figure A2.2 Equivalent circuits (a) without and (b) with O− conduction. A bulk electrolyte with 
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internal variations of the oxygen potential needs to be described by integrated circuits (c) without and 
(d) with O− conduction.  
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Chapter 1 Introduction 
1.1 Stabilized zirconia 
Under atmospheric pressure, zirconia ZrO2 has three polymorphs: a monoclinic (m) structure 
below 1170 oC with the space group P 21/c, where Zr and O occupy different 4e sites; a tetragonal (t) 
structure between 1170 oC and 2370 oC with the space group P 42/nmc, where O occupies 4d sites, 
and Zr 2a sites at (0 0 0) and (1/2 1/2 1/2)); and a cubic (c) fluorite structure above 2370 oC up the 
melting point of 2715 oC with the space group Fm3m , where O occupies 8c sites at (1/4 1/4 1/4) and 
(1/4 1/4 3/4) adopting simple cubic packing, while Zr occupies 4a sites at (0 0 0) adopting a face 
center cubic packing. They all have a close relationship to the fluorite structure schematically shown 
in Fig. 1.1, where schematics of a high-pressure orthorhombic zirconia and a dopant stabilized cubic 
zirconia are also included.1 
Fluorite-related structures are known to be accommodating to various defect species, especially 
to oxygen vacancy and substitutional cation dopant. Therefore, many divalent, trivalent and tetravalent 
dopants, such as CaO, MgO, Y2O3, Sc2O3, Fe2O3 Ga2O3 and CeO2, have high solubility and form 
various stable solid solutions with zirconia; they also stabilize the cubic or tetragonal structure at 
lower temperature.2-4 In comparison, pentavalent dopants such as Nb2O5 and Ta2O5 have low solubility 
unless they are paired with lower-valent dopants5, as in the Y2O3-Nb2O5-ZrO2 system. Therefore, 
while oxygen vacancy apparently stabilizes the high temperature polymorphs, anion interstitial or 
cation vacancy, which is required for Nb2O5 and Ta2O5 doping, is not well tolerated in the fluorite 
structure. Using the Kröger-Vink notations, the defect reactions involved in the stabilization of 
cubic/tetragonal phase can thus be written as 
••
Zr O O
CaO Ca V O
      (1-1) 
••
2 3 Zr O O
Y O 2Y V 3O
      (1-2) 
where an oxygen vacancy is created to balance the charge.  
The fundamental reason for the existence and stability of the three phases is the critical ratio of 
Zr/O radius. According to Pauling’s rule which governs ionic packing, the ratio is too large for ZrO2 to 
2 
have a 6-coordinated rutile structure yet too small to have a stable 8-coordinated cubic fluorite 
structure. In monoclinic structure, which is stable at the room-temperature, Zr has 7 O neighbors. In 
the stabilized form of either cubic or tetragonal phase, oxygen vacancy is preferentially localized next 
to Zr to lower its coordination number. 
 
Figure 1.1 Schematic structures of (a) cubic, (b) monoclinic, (c) orthorhombic, (d) tetragonal zirconia 
and (e) dopant stabilized cubic zirconia. (Reprinted from Ref. 1 with permission.) 
 
The role of oxygen vacancy and cation radius in the stabilization of zirconia is further illustrated 
by the following examples. The vacancy effect is evident by comparing the phase diagram of the 
Y2O3-ZrO2 system6 (in Fig. 1.2) and the CeO2-ZrO2 system7 (in Fig. 1.3). In the Y2O3-ZrO2 system, 
Y2O3 greatly lowers the temperatures of m-t and t-c phase transformations. A metastable tetragonal 
phase can be obtained upon cooling with about 5 mol% YO1.5 doping. At higher Y2O3 concentrations 
(5-15 mol% YO1.5), a mixture of tetragonal and cubic zirconia exists. Further adding Y2O3 to about 15 
mol% YO1.5 results in fully stabilized cubic zirconia. In comparison, in the CeO2-ZrO2 system, 
single-phase cubic zirconia cannot be obtained at 1000-1400 oC unless very close to 100 mol% CeO2. 
Therefore, zirconia stability is greatly improved by oxygen vacancy. Indeed, by computer calculations, 
Fabris et al. showed that oxygen vacancy alone can make the tetragonal and cubic phase energetically 
3 
more stable than the monoclinic phase, in the absence of any cation doping.8 Concerning cation radius, 
it is already mentioned above that Ce4+ having a larger size can partially stabilize zirconia. Comparing 
the phase diagrams of Y2O3-ZrO2 (Fig. 1.2), Er2O3-ZrO2 (Fig. 1.4) and Sc2O3-ZrO2 systems9 (Fig. 1.5), 
we notice the minimum doping concentration required to stabilize the cubic phase increases with 
decreasing cation radius (r(Y3+)>r(Er3+)>r(Sc3+)). This can be explained as follows: A smaller dopant 
cation will compete with Zr cation for having oxygen vacancy as the nearest neighbor, thus diminishes 
the stabilizing effect of vacancy. More specifically, the tendency for oxygen vacancy to surround a 
cation depends on two competing consideration of size and charge.1,10-13 (i) From the size 
consideration, Pauling’s rule dictates a higher ratio of cation/anion radius favors a higher coordination 
number, so Zr4+ being smaller than Y3+/Er3+/Sc3+ prefers fewer oxygen ions and more oxygen 
vacancies as the nearest neighbors. (ii) From the charge consideration, Zr4+ being higher valent than 
Y3+/Er3+/Sc3+, prefers more oxygen anion and thus fewer oxygen vacancies as the nearest neighbor. 
The competition is expected to be the strongest in Sc2O3-ZrO2 because of the similar sizes of Zr4+ and 
Sc3+, and the weakest in Y2O3-ZrO2 due to the contrasting sizes of Zr4+ and Y3+. Therefore, the 
stability of zirconia is mostly related to the “effective” concentration of oxygen vacancy in the first 
coordination shell of Zr, and it depends on both the total amount of oxygen vacancies and the sizes of 
competing cations. 
 
Figure 1.2 Phase diagram of Y2O3-ZrO2 system for ZrO2-rich portion. (Reprinted from Ref. 6 with 
permission.) 
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Figure 1.3 Phase diagram of CeO2-ZrO2 system. (Reprinted from Ref. 7 with permission.) 
 
Figure 1.4 Phase diagram of Er2O3-ZrO2 system for ZrO2-rich portion. (Reprinted from Ref. 9 with 
permission.) 
 
Figure 1.5 Phase diagram of Sc2O3-ZrO2 system for ZrO2-rich portion. (Reprinted from Ref. 9 with 
permission.) 
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Processing zirconia ceramics requires high-temperature sintering above 1300oC. Upon cooling, 
the m-t phase transformation, accompanied by a large volume change of about 5%, will cause the 
sintered pieces to shatter unless the ceramic is stabilized. Commercially used stabilizing dopants are 
CaO, MgO and Y2O3. In 1970s, it was found that this transition can be advantageously used for 
transformation toughening.14 The m-t phase transformation with large components of both shear strain 
and dilatational strain is displacive (martensitic) without involving atomic diffusion and is often 
stress-assisted.15-17 When a crack propagates through a metastable tetragonal zirconia, energy is 
dissipated to produce transformation plasticity, which causes toughening. This transformation is 
shown to be nucleation controlled, originating from the heterogeneity which becomes supercritical 
when the driving force (typically including a component from external or internal stresses) is large 
enough.18-21 This unique property provides zirconia very good mechanical properties, which lead to 
wide applications as structural ceramics. 
Another important application of zirconia is as the solid electrolyte membrane in 
high-temperature electrochemical devices.22 Fluorite structure is known for its fast anion diffusion, 
such as F- diffusion in CaF2 and MgF2, and O2- diffusion in CeO2 and ZrO2. The barrier for O2- 
vacancy migration in ZrO2 is about 0.5 eV, which can be easily activated at 600-800 oC. Heavy doping 
of lower-valent cations further provides a large amount of oxygen vacancy. These two aspects, a high 
mobility and a large charge carrier (oxygen vacancy) concentration, give rise to a high ionic 
conductivity of doped zirconia. For 8 mol% yttria stabilized zirconia (YSZ), it is typically ~0.01 S/cm 
at 700 oC. The conductivity (see Fig. 1.6) peaks at an intermedium dopant concentration; for YSZ, it is 
around 8 mol% Y2O3.9 The decrease in the high-concentration regime is attributed to stronger 
defect-defect interactions, which lowers the mobility or the concentration of mobile carrier. This 
interaction also leads to a non-Arrhenius temperature dependence of ionic conductivity with an 
activation energy ~0.5 eV above 1150 oC likely to represent the actual barrier, which increases to ~1.0 
eV at 500 oC likely due to the population decrease of mobile vacancies.23,24 Since the non-Arrhenius 
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behavior is quite weak, one can usually fit the data in a relatively wide temperature range with an 
“averaged” activation energy of ~0.9 eV. 
Closer inspections by AC impedance can distinguish the contribution of grain conductivity and 
grain boundary conductivity, since the two have vastly different characteristic frequencies (inverse of 
the RC time). The measurements are usually done at about 300-400 oC, since the characteristic 
frequencies will all exceed the instrument limit (typically <100 MHz) at higher temperatures. One 
such example is shown in Fig. 1.7, where the high-frequency semicircle on the left pertains to the 
grain conductivity and the low-frequency one on the right pertains to the grain boundary 
conductivity25. This is because grain boundary can block oxygen vacancy transport, with the attendant 
formation of a space charge layer around the grain boundary core. In doped zirconia, the data of 
dopant segregation and the (space-charge) model prediction suggest that oxygen vacancy is depleted 
in the space charge layer, which hampers the ionic conductivity. Efforts have been given to improve 
the ionic conductivity via engineering the grain boundary of doped zirconia (co-doping etc.), but YSZ 
is still the preferred choice for most use. (Sc2O3 doped zirconia has a higher conductivity, however, its 
use is limited because Sc2O3 is much more expensive than Y2O3.) 
Lastly, it should be noted that zirconia has a very wide band gap, which guarantees minimum 
electron and hole concentrations over a wide range of oxidizing and reducing conditions. It makes 
doped zirconia an ideal electrolyte material with the right combination of a high ionic conductivity 
and very small internal electronic leakage. The measured conductivities of oxygen ion, electron and 
hole of 8 mol% Y2O3 stabilized ZrO2 are shown in Fig. 1.8 in which the ionic conductivity indeed 
dominates.26 It also supports the expectation from defect chemistry: The ionic conductivity remains a 
constant. while the electron and hole conductivity follows a PO2-0.25 and PO20.25 dependence, 
respectively. In contrast, isostructural pure/doped ceria can be easily reduced and has a high electronic 
conductivity when it is in the reduced form because the existence of stable Ce3+/Ce4+ charge states. 
Nevertheless, zirconia can be reduced under very reducing conditions, e.g., when forcing a large 
current to pass through the ceramic held in argon.27-29 This process is known as current blackening, as 
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the reduction turns zirconia into black. When the ability of the gas/electrode to generate lattice 
oxygens or oxygen vacancies to support the current density is inadequate, the so-called electrode 
polarization arises, which can also cause zirconia reduction. 
 
Figure 1.6 Variation of ionic conductivity in stabilized zirconia as a function of the dopant 
concentration. (Reprinted from Ref. 9 with permission.) 
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Figure 1.7 AC impedance spectrum for 10 mol% yttria stabilized zirconia with a relative density and 
grain size of (a) 92% and 1.15 μm, (b) 97% and 6.1 μm, (c) 98% and 11.2 μm, (d) 98% and 15.1 μm, 
(e) 98% and 20.9 μm and (f) 98% and 31.1 μm, respectively. The high-frequency semicircle on the left 
comes from grain conductivity and the low-frequency semicircle on the right comes from grain 
boundary conductivity. (Reprinted from Ref. 25 with permission.) 
 
Figure 1.8 Oxygen ion, electron and hole conductivity in 8 mol% Y2O3 stabilized ZrO2. (Reprinted 
from Ref. 26 with permission.) 
 
1.2 Solid oxide fuel/electrolyzer cell 
An electrochemical cell consists of an anode, a cathode and an electrolyte. The definition of 
anode/cathode and positive/negative electrodes are as follows. 
-Anode: the electrode where an oxidation reaction happens, so that electrons flow out the anode 
towards the outside circuit. 
-Cathode: the electrode where a reduction reaction happens, so that electrons flow from the 
outside circuit towards the cathode. 
-Positive electrode: the electrode where electrons have a lower electrochemical potential. When 
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the cell is discharging, anode is positive electrode; when the cell is charging, cathode is positive 
electrode. 
-Negative electrode: the electrode where electrons have a higher electrochemical potential. When 
the cell is discharging, cathode is negative electrode; when the cell is charging, anode is negative 
electrode. 
Two types of zirconia cell are of interest: a solid oxide fuel cell (SOFC) that converts chemical 
energy of fuel into electricity, like a battery; a solid oxide electrolyzer cell (SOEC) that uses electricity 
to produce chemical products, which is essentially an electrolytic cell. In SOFC, the reactions are 
Anode: 
2
22H O H O 2e

     (1-3) 
Cathode: 
2
21
2
O 2 Oe

    (1-4) 
Net reaction: 
2 2
1
2 2
H O H O    (1-5) 
The equivalent circuit of SOFC is shown in the left panel of Fig. 1.9, where the ionic and 
electronic currents in the zirconia electrolyte have the opposite directions22,30. Here, a Nernst potential 
Φ defined by zFΦ=−RTln(PO2I/PO2II) provides the electromotive force (emf) for the cell. Here z=4, F 
is the Faraday constant, R is the gas constant, T is the absolute temperature, PO2I and PO2II are the 
oxygen partial pressures on the two electrodes. In SOFC, the hydrogen/fuel electrode is anode, and the 
oxygen electrode is cathode.  
In SOEC, the above reactions are reserved 
Anode:   
2
2 1
2
O O 2e

   (1-6) 
Cathode:  
2
2 2H O 2 H Oe

     (1-7) 
Net reaction:  
2 2
1
2 2
H O H O    (1-8) 
The equivalent circuit of SOEC is shown in the middle panel of Fig. 1.9, where the ionic and 
electronic currents in the zirconia electrolyte have the same directions. In SOEC, the oxygen electrode 
is anode, and the hydrogen/fuel electrode is cathode.  
Under the open circuit voltage (OCV) condition, which is shown in the right panel of Fig. 1.9, 
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the cell still operates under the SOFC mode, albeit the electrode reactions have very slow rate, limited 
by the very large electronic resistance of the electrolyte. The ionic and electronic currents have the 
same magnitude but opposite directions so they cancel each other, giving zero net current. 
 
Figure 1.9 Equivalent circuit for a zirconia cell under (left) SOFC mode, (middle) SOEC mode, and 
(right) OCV condition. Arrows indicate the direction of current flow. 
 
1.3 Mass transport in zirconia 
Mass transport in many microstructure-altering processes, such as sintering and grain growth, 
must conserve stoichiometry. In an ionic crystal, this requires cations and anions to move in the same 
direction in the stoichiometric ratio. Since different species may have different diffusion rates, their 
effective diffusion coefficient, known as the ambipolar diffusivity, is limited by the slowest diffusing 
species.31,32 
Consider an ionic compound AaBb, where the cation A is +b charged and the anion is −a charged, 
and no electron and hole are present. Their electrochemical potential 
i
  can be written as 
0, B
ln
i i i i
k T C z e       (1-9) 
where i denotes either A or B, 
0,i
  denotes the chemical potential in the standard state, kB is the 
Boltzmann constant, zi is the charge, e is the elementary charge, and   is the electrical potential. 
Therefore, their fluxes Ji can be written as 
B
i
i i i ii
D
J D C C z e
k T
       (1-10) 
If the net current passing through the system is zero, the cation/anion fluxes satisfy 
Re
Ri emf
Rload
SOFC
Re
Ri emf
SOEC
V
Re
Ri emf
OCV
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A B
bJ aJ    (1-11) 
Substituting Eq. (1-10) into Eq. (1-11) and re-arrange, one obtain 
A A B B
2 2A B
A B
B B
bD C aD C
D D
e C b C a
k T k T

  
  

 
 
 
  (1-12) 
To maintain local neutrality,  
A B
bC aC   (1-13) 
A B
b C a C     (1-14) 
Substituting Eq. (1-14) into Eq. (1-12) and re-arrange, one obtain 
 
 
 
 
B A B B B A B A
B A B A A B
k T D D C k T D D C
eC bD aD eC bD aD

   
    
 
  (1-15) 
Hence, the fluxes of A and B can be expressed as  
 
A B
A A
A B
a b D D
J C
bD aD

  

  (1-16) 
 
A B
B B
A B
a b D D
J C
bD aD

  

  (1-17) 
Therefore, in analogy to the Fick’s first law, an effective diffusion coefficient is defined as 
 
A B
A B
a b D D
D
bD aD



  (1-18) 
From Eq. (1-18), two limiting cases are considered 
A B B
,
a b
D D D D
b

    (1-19) 
B A B
,
a b
D D D D
a

    (1-20) 
In zirconia, since 
O Zr
D D , we obtain 
Zr
1.5D D . Therefore, in ambipolar diffusion, the faster 
moving ion species has an effect of accelerating the diffusion of the slower moving counter-ion 
species, due to electrostatic interactions.  
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For polycrystalline materials, the mass transport can take place by both lattice diffusion (l) and 
grain boundary diffusion (gb). So the effective cation/anion diffusivity must include both contributions. 
Denoting the effective area fraction for each diffusion path by f, D  can be written as 
   
   
A A B B
A A B B
l l gb gb l l gb gb
l l gb gb l l gb gb
a b D f D f D f D f
D
b D f D f a D f D f
  

  
  (1-21) 
To conclude, ambipolar diffusion that conserves stoichiometry is limited by the slowest moving 
species along its fastest diffusion path. It is in contrast with the charge transport, which is limited by 
the fastest moving charge carrier at its highest diffusion barrier. Therefore, in zirconia, ambipolar 
diffusion is limited by cation diffusion along the grain boundary, and charge transport barring 
electrons and holes is limited by oxygen diffusion along the grain boundary. 
Knowledge of cation lattice diffusion in zirconia came from experiments on dislocation loop 
shrinkage33, diffusional creep34,35 and tracer migration36,37 in YSZ single crystals. They provide a 
diffusivity of ~10-14 cm2/s at 1,500 oC with an apparent activation energy of 4.5-6.1 eV (Fig. 1.10). 
Extrapolating these high-temperature data to 1,000 oC, the cation diffusivity is >1012 slower than the 
lattice diffusivity of oxygen ion. Such a high activation energy and slow lattice diffusivity is consistent 
with (i) the common practice of sintering zirconia at above 1,300 oC,29,38 (ii) slow grain growth 
kinetics in tetragonal zirconia (2 mol% yttria-stabilized zirconia, 2YSZ), with an activation energy of 
4.6 eV attributed to the cation lattice diffusion because the grain boundary mobility is controlled by 
Y/Zr solute drag in the lattice38. 
13 
 
Figure 1.10 Cation lattice diffusivity in Y2O3 stabilized ZrO2. Yttria doping concentrations are 
specified in unit of mol% Y2O3. (Reprinted from Ref. 37 with permission.) 
 
Computer simulations using empirical potentials found a much smaller formation energy of 
Schottky pair (11.6 eV by Mackrodt et al.39 and 6.52 eV by Kilo et al.40) than cation Frenkel pair (24.4 
eV by Mackrodt et al.39 and 20.4 eV by Kilo et al.40) While this suggests a cation vacancy mechanism 
is more favorable, it nevertheless has an activation energy much too large to be realistic. (The 
summation of formation energy and migration energy is the activation energy of diffusion. Moreover, 
to reach 1 μm diffusion distance after 1,000 s or a diffusivity of 10-17 m2/s at temperature T, the 
activation energy cannot exceed 25kBT.) For migration of a cation vacancy, Kilo et al. obtained a 
barrier of 5.07 eV in cubic ZrO2 by static calculations40 and an activation enthalpy of Zr migration of 
4.8 eV in 11 mol% yttria-stabilized zirconia (11YSZ) by molecular dynamics (MD)41. In the latter 
calculation, a large number of cation vacancy (0.4% of the total cation sublattice) was introduced into 
the supercell to allow for cation migration and an extremely high simulation was used (2500-5000 K, 
exceeding the melting point of zirconia, 2850K.) The activation enthalpy was then obtained from the 
temperature dependence of calculated cation diffusivity. Since MD simulation suffers from very low 
jump rates, it is difficult to obtain a statistically meaningful mean square cation displacement in the 
MD timescale. To overcome this difficulty, Gonzalez-Romero et al.42 artificially modified the 
empirical potential to weaken the ion-ion interactions, which facilitates faster jump rates. Assuming 
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this artificial potential causes the same activation lowering of oxygen diffusion and cation diffusion, 
they multiplied their simulated activation energies by a correction factor so that the experimentally 
measured oxygen activation energy can be recovered. This also led to a Zr migration barrier of 2.58 
eV in 8YSZ. While this value seems more compatible with the experimental data, the error in the 
method is impossible to estimate.  
From the viewpoint of defect chemistry, there is a conundrum of how the cation vacancy 
mechanism can lead to enhanced diffusivity in a reducing atmosphere, which is known to suppress 
cation vacancy. Enhanced grain boundary mobility in reducing atmosphere has been confirmed in 
CeO243,44 and Y2O345, which presumably share the same diffusion mechanism as zirconia. Indeed, this 
thesis will demonstrate the same enhancement in doped zirconia in grain growth studies under 
reducing atmospheres. Understanding how this is possible and why the past simulations failed is a 
central theme of this thesis. 
Concerning grain growth, the very slow grain growth in tetragonal zirconia (around 3 mol% 
yttria-stabilized zirconia, abbreviated as 3YSZ) is historically important for a number of reasons. First, 
a very small grain size is important for maintaining stability against the t-m transformation, because it 
is less likely to find a potent enough nucleus in a smaller grain to nucleate the transformation. Second, 
the fine grain size (<500 nm; as shown in the left panel of Fig. 1.1129) remains stable over several 
hours’ annealing at 1500 oC, which makes it possible to deform the ceramic superplastically, making 
3YSZ the first superplastic ceramic discovered46,47. The fortune of such slow grain growth in 
tetragonal zirconia is generally attributed by the strong solute segregation and attendant dragging 
effect. Detailed studies using nanoprobe X-ray energy dispersive spectroscopy (EDS) under 
transmission electron microscopy (TEM) identifies a segregation factor of about 3× (left panel of Fig. 
1.12) in 3YSZ48. Since grain growth can be viewed as a near-equilibrium kinetic process, a 
quasi-steady-state solute profile is expected to always follow the movement of grain boundary, during 
which lattice diffusion of both Y and Zr must be involved to translate the solute profile. This explains 
the slow grain boundary mobility in tetragonal zirconia, with a large activation energy of about 5 eV.  
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However, such a solute drag effect is apparently absent in cubic YSZ with ≥ 8 mol% Y2O3, which 
experiences much faster grain growth. Typically, the grain size of sintered 8YSZ is about 5 μm (shown 
in the right panel of Fig. 1.1129), which is one order of magnitude larger than that of 3YSZ. A related 
observation is the much weaker segregation in 8YSZ, with a factor of about 1.2×, as shown in the 
right panel of Fig. 1.1248. The reason for the contrasting segregation behaviors in these two YSZ is 
unclear; it may be associated with the different crystal structures between tetragonal and cubic 
zirconia, or it may be due to some yet-unclear solution thermodynamics. Interestingly, in both ceria49 
and thoria50 isostructural with cubic zirconia, grain boundary mobility decreases monotonically with 
yttria concentration, at least up to 35 mol% YO1.5 in doped CeO2 and 22 mol% YO1.5 in doped ThO2. 
This would suggest that it is the crystal structure rather than solution thermodynamics that is 
responsible for different grain boundary mobilities in 3YSZ and 8YSZ.  
 
Figure 1.11 Microstructure of (left) tetragonal 3YSZ and (right) cubic 8YSZ after high-temperature 
annealing. (Reprinted from Ref. 29 with permission.) 
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Figure 1.12 Y2O3 concentration profile around grain boundary in (left) 3YSZ and (right) 8YSZ. Data 
measured by nanoprobe EDS under TEM. (Reprinted from Ref. 48 with permission.) 
 
For completeness, we also mention that, in principle, the difference in grain growth kinetics can 
also be attributed to different grain boundary energy. The grain boundary energies γ of tetragonal and 
cubic zirconia only differ slightly, however, with a ratio of γtt:γcc=1:1.6, measured from the dihedral 
angles in two-phase zirconia38. Since the grain growth data imply a product of Mγ, where M is the 
grain boundary mobility, that differ by about 300×29, the mobility must be at least 200× slower in 
tetragonal zirconia. Therefore, the slow grain growth in tetragonal zirconia is almost entirely due to a 
slow mobility. 
 
1.4 Electric field effect in zirconia 
Electric field has been attempted to influence the transport kinetics of not only SOFC and SOEC, 
but also of sintering and microstructure evolution. As already mentioned before, diffusion kinetics is 
entirely different in the above two types of circumstances, the former controlled by the fastest species 
in interdiffusion, while the latter by the slowest species in ambipolar unidirectional diffusion. An 
example is spark plasma sintering (SPS)51, in which a large pulsed DC current passes through an 
assembly consisting of a graphite die and a ceramic powder compact simultaneously under an applied 
mechanical pressure as high as 500 MPa (by using a hybrid graphite/WC die)52. In this process, a huge 
amount of Joule heating is generated (mostly by the conducting graphite die) within a short time, 
allowing for an extremely high heating rate of the system (as fast as 1,000 K/min). SPS has been 
successfully applied to many material systems, including metals, to provides products with fine grain 
size and improved mechanical/thermal/electrical/optical properties. But the underlying physics is still 
unclear, both because of the confusing term of “plasma” (which does not exist) and because of the 
extreme complexity of the highly coupled thermal/mechanical/electrical environment that in theory 
allows many transport and kinetic processes. To demonstrate a purely electric field effect, it is 
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preferable to use a two-electrode sample with a well-defined geometry (sample size, aspect ratio) and 
electrode configuration, with independently controlled state variables which may include current 
density, DC electric field strength, temperature and testing time.  
Several types of studies on zirconia performed under a DC electric field are of particular 
relevance for the exploration of the electric field effect. The first type is focused on electrolyte 
degradation and pore formation in zirconia cell, mostly operated under the electrolyzer-cell mode. (a) 
Virkar et al.53 predicted the spatial variation of electronic conductivity could lead to internal 
precipitation of molecular oxygen in an electrolyzer cell, especially when the electronic conductivity 
is higher on the anode side. They compared the degradation behaviors of two bilayer cells, consisted 
of (i) one layer of Y/Yb doped zirconia and (ii) another layer of Y/Yb doped zirconia with additional 
TiO2 doping, which has a higher electronic conductivity. When layer (i) was on the anode side and (ii) 
was on the cathode side, no degradation was observed after 500 h’s operation at 800 oC. In comparison, 
when layer (i) is on the cathode side and (ii) is on the anode side, severe cracking was observed, with 
a decrease in the current density after about 100 h. Nevertheless, YSZ (cathode side)/GDC (anode side, 
with higher electronic conductivity) bilayer electrolyte has been successfully used in SOFC54, which 
contradicts the above observation. (b) Matus et al.55 tested a zirconia cell under 4.5 A/cm2 at 1045 oC. 
They found extensive pore formation near the anode/electrolyte interface, which changes the fracture 
mode from a transgranular one to an intergranular one, indicating grain boundary cavitation. (c) 
Knibbe et al.56 tested a zirconia electrolyzer cell at 850 oC and up to 2 A/cm2. They attributed the 
ohmic resistance increase to oxygen bubble formation at the grain boundary near the anode/electrolyte 
interface, where the formation of nano pores was confirmed by TEM. (d) Laguna-Bercero et al.57 
studied the degradation of a zirconia electrolyzer cell, up to 2.5 A/cm2 at 950 oC. Voids were found at 
the grain boundaries near the anode/electrolyte interface, which further propagated inside the 
electrolyte and caused cracking in the electrolyte. EDS results suggested an enrichment of oxygen on 
the anode side and a depletion on the cathode side. (e) Tietz et al.58 reported the degradation 
phenomena in a zirconia electrolyzer cell after 9,000 h of operation under 1 A/cm2 at 778 oC, during 
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which the cell resistance gradually increased. They noticed the fracture mode of the electrolyte 
changed from transgranular in untested cell to intergranular after long-time operation and pore 
formation at the grain boundary and inside the grain throughout the entire electrolyte. (f) To eliminate 
the degradation in zirconia cells, possibly due to oxygen bubble formation near the anode/electrolyte 
interface, Graves et al.59 operated a solid oxide electrochemical cell alternating between the 
electrolyzer cell mode and the fuel cell mode. For such a cell under 1 A/cm2 in the electrolyzer mode 
and 0.5 A/cm2 in the fuel cell mode, there was no resistance degradation (monitored, before and after 
testing, by the cell voltage under a constant current density and impedance measurements) after 4,000 
h of operation at 800 oC, which would have caused degradation if no mode-altering was introduced. 
The above studies focusing on the degradation of SOFC/SOEC were generally conducted below 1000 
oC when cation diffusion of is probably too slow to cause any microstructural change. Nevertheless, at 
the investigated current densities of less than 5 A/cm2, there is evident microstructural changes in the 
form of pore/bubble/void formation and cracking, either in the electrolyte or at the 
electrode/electrolyte interface. 
Higher-temperature studies made cation kinetics relevant. Monceau et al.60,61 performed kinetic 
de-mixing experiments in a 9 mol% Y2O3 doped ZrO2 single crystal. After 110 days under an applied 
voltage of 0.73 V at 1350 oC in air, Y segregated near the anode/electrolyte interface (over a distance 
of about 100 μm) and was depleted near the cathode/electrolyte interface (about 10 μm). Since both 
Y3+ and Zr4+ should migrate along the electric field from anode to cathode, such observations indicate 
that 3DY<4DZr. However, according to tracer diffusion data in 9.5 mol% Y2O3 doped ZrO2 single 
crystal, Y diffuses 2.5-4.3 times faster than Zr at temperatures between 1300 oC and 1676 oC, though 
with the same activation energy of 4.8 eV36. Hence, the expected Y segregation should have been on 
the cathode side. Apparently, these contradictory results suggest either unexpected complication in the 
electrical experiment or inaccuracy in the measured Zr/Y diffusivity. 
Ghosh et al.62 studied the influence of a weak DC electric field (0-4 V/cm) on the grain growth of 
3YSZ loaded in a two-point-electrode configuration to create a non-uniform electric field. They found 
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the grain size decreased from 0.21 μm under 0 V/cm to 0.12 μm under 4 V/cm after annealing at 1300 
oC for 10 h. Slightly enhanced rates of sintering (under 20 V/cm)63 and plastic flow (under 40 V across 
a dog-bone-shape sample with a gauge length of 21.5 mm)64 have also been reported in 3YSZ. Further 
increasing the electric field strength leads to flash sintering65-67 (invented by Rishi Raj, thus named 
because densification can be finished within a short time) and a concomitant power surge. In a typical 
flash sintering experiment, a ceramic green body is placed under a constant DC voltage inside a 
ramping furnace with a constant heating rate, and at a certain furnace temperature, rapid sintering is 
triggered, bringing the sample to near full density within a few seconds. Since its first report in 3YSZ, 
it has been successfully applied to many material systems68-72. Besides the rapid sintering rate, 
enhanced grain growth, conductivity70, superplasticity67 and phase intermixing73 have also been 
reported, as have other intriguing observations such as photoemission74, electrochemical reduction75, 
phase transition76, dynamic texturing77, etc. To explain flash sintering, thermal runaway has been 
proposed by several groups78-83 although it has met objections arguing that the temperature increase 
caused by the Joule heating cannot fully account for the observed kinetic enhancement. 
Previous investigations in our lab identified the following in 8YSZ, which forms the basis of this 
thesis research.84-87 
Pore migration84,85: A neutral object usually does not move under an electric field since there is 
no direct physical force exerting on it. However, a pore in an ionic crystal can still migrate if 
interdiffusion of either cation or anion can only proceed along object’s outer interface while the other 
species is not subject to such restriction. Consider a pore in YSZ shown in Fig. 1.13. The slow 
diffusing cations only proceed along the pore surface, while the fast diffusing anion (oxygen) can 
move throughout the lattice. It will cause material deposit on the right side of the pore, and material 
removal on the left side of the pore, causing the pore to translate to the left. Evidence of pore (bubble) 
migration is found in pore redistribution (Figure 1.14a and b) and grain boundary distortion (Figure 
1.14d and e) in electrically stressed YSZ. Pore migration of Ar-filled bubbles controlled by cation 
surface diffusion has been seen at temperatures as low as 800 oC; at such temperature, there is no grain 
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boundary distortion because cation grain boundary diffusion is already frozen. 
 
Figure 1.13 Schematic for pore migration in YSZ under electric field. S denotes surface diffusion, L 
denotes lattice diffusion and E denotes electric field with the arrow pointing to the direction of electric 
field. (Reprinted from Ref. 84 with permission.) 
 
Figure 1.14 Pore migrations under electric field. (a) Optical micrograph and (b) SEM showing pore 
coarsening and redistribution, (c) Schematic for pore-grain boundary interactions, (d) and (e) distorted 
grain boundaries at two locations. Sample under 3.0 A/cm2, 2.2 V at 1180 oC for 48 h, size: 1.68 
mm2×1.30 mm. (Reprinted from Ref. 84 with permission.) 
 
Electro-sintering84,86: Pore migration under an electric field provides a possible densification 
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mechanism: Pores migrate against electric field and finally leave the sample at the anode side. The 
same mechanism may apply to an open porous structure. Fig. 1.15 shows a thin 8YSZ disk (initially 
70% dense) with the center region under an electric field. It can be electro-sintered to 100% dense at 
low temperature without grain growth, developing an hour-glass-shape. This has been seen in the 
temperature range from 850 oC to 1100 oC, well below the conventional sintering temperature of 
8YSZ (>1300 oC). 
 
Figure 1.15 Electro-sintering of 8YSZ under electric field, (a) developing an hour-glass-shape. (b) 
electrical loaded and (c) unloaded region confirming densification without grain growth. Sample 
under 0.5 A/cm2, 1.9 V at 840 oC for 24 h. (Reprinted from Ref. 84 with permission.) 
 
Cathodically enhanced grain growth87: When the temperature is increased to 1150-1250 oC, 
biased grain growth is observed under a higher current density (>20 A/cm2). One example is shown in 
Fig. 1.16. At the cathode side, grains as large as 120 μm were found; meanwhile, the anode side keeps 
the initial grain size of 1.2 μm. The ×100 grain size difference implies a possible ×104 diffusivity 
enhancement at the cathode side, equivalent to an apparent activation energy decrease of 1 eV. To 
account for this, it was proposed that supersaturated oxygen vacancies may accumulate on the cathode 
side and cause cation reduction, which in turn leads to faster cation diffusion. 
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Figure 1.16 Fracture surface showing about 100 times grain size difference between cathode and 
anode side. Sample under 50 A/cm2, at 1250 oC for 24 h. (Reprinted from Ref. 87 with permission.) 
 
1.5 Outline of the thesis 
The aim of the present thesis is to (i) provide an atomistic understanding of cation diffusion, (ii) 
explore and understand possible electric field effect and (iii) control grain growth kinetics, with and 
without the electric field effect, in (doped) zirconia.  
To efficiently sample the most relevant configuration of YSZ computationally, we will first 
search for the low-energy configurations. This problem will be addressed in Chapter 2, where we 
shall use established crystal chemistry rules to help cope with structural complexity. The identified 
low-energy configurations will be used in Chapter 3 to compute defect formation energies and 
migration energies to understand cation diffusion in pure and doped zirconia, by accurate ab initio 
calculations. The results identify a cation vacancy mechanism for cation diffusion, with an activation 
energy of about 5 eV, which agrees with the experimental data. 
In Chapter 4, we shall conduct parallel grain growth experiments in 8YSZ, 3YSZ and Gd-doped 
ceria in air and reducing atmosphere to elucidate the atmospheric effect and the electric field effect, 
the latter strongly biased favoring grain growth on the cathode side. Having established a direct 
correlation between oxygen potential and grain growth kinetics, in Chapter 5 we shall use grain size 
as a microstructural marker to map the polarization in variously loaded zirconia cells. This study will 
show the electrode kinetics to play a decisive role in the microstructural development of the zirconia 
electrolyte; it also reveals, for the first time, wide-spread cavitation under highly reducing conditions 
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which signals extensive internal chemical reactions inside the electrolyte. In Chapter 6, we shall use a 
continuum model to calculate the spatial distribution of the oxygen potential inside a zirconia cell, 
which shows sharp transition and explains a similarly sharp, experimentally observed grain-size 
transition. In Chapter 7, we shall address why reduction can enhance cation diffusion by ab initio 
calculations. Four relevant effects of reduction are considered to successfully explain the enhancement: 
(i) A reduced cation experiences a lower electrostatic repulsion against the surrounding; (ii) a reduced 
cation is oversized yet severely under-bonded at the saddle point in the migrating path; (iii) unpaired 
electrons, if present, may preferentially localize to the migrating cation (occupying 4d-orbital of Zr4+ 
or 5f-orbital of Ce4+) to take advantage of the stronger electron-phonon interaction therein; and (iv) 
any additional oxygen vacancy may affect the local structure and interaction to influence the migration 
path and its barrier.  
A matter of considerable practical interest is to slow down the grain growth while obtaining a 
fully dense ceramic, which is especially challenging for nano-grain ceramics. In Chapter 8, we shall 
apply the two-step sintering method to 8YSZ to produce a 10-fold reduction in the grain size of 
sintered 8YSZ. Subsequent grain growth studies will reveal that grain growth gradually resumes, but 
very surprisingly very small grains remain and a few very large grains appear. The results will be 
compared and discussed with respect to several proposed models of grain junction pinning, for which 
the mean-field solution extending the ones obtained by Lifshitz, Slyozov, Wagner and Hillert will be 
provided in Chapter 9.  
To complete this thesis, some additional experimental and theoretical results will be provided in 
the Appendix. 
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Chapter 2 Using Crystal Chemistry to Search for Ground State of Yttria Stabilized 
Zirconia 
Reprinted (adapted) with permission from Y. Dong, L. Qi, J. Li, and I.-W. Chen, “A Computational 
Study of Yttria-Stabilized Zirconia: I. Using Crystal Chemistry to Search for the Ground State on a 
Glassy Energy Landscape”, Acta Mater., 127 73-84 (2017). 
 
Synopsis 
Yttria-stabilized zirconia (YSZ), a ZrO2-Y2O3 solid solution that contains a large population of 
oxygen vacancies, is widely used in energy and industrial applications. Past computational studies 
correctly predicted the anion diffusivity but not the cation diffusivity, which is important for material 
processing and stability. One of the challenges lies in identifying a plausible configuration akin to the 
ground state in a glassy landscape. This is unlikely to come from random sampling of even a very 
large sample space, but the odds are much improved by incorporating packing preferences revealed by 
a modest sized configurational library established from empirical potential calculations. Ab initio 
calculations corroborated these preferences, which prove remarkably robust extending to the fifth 
cation-oxygen shell about 8 Å away. Yet because of frustration there are still rampant violations of 
packing preferences and charge neutrality in the ground state, and the approach toward it bears a close 
analogy to glass relaxations. Fast relaxations proceed by fast oxygen movement around cations, while 
slow relaxations require slow cation diffusion. The latter is necessarily cooperative because of strong 
coupling imposed by the long-range packing preferences. 
 
2.1 Introduction 
Zirconia solid solution is a prominent family of functional and structural ceramics that 
encompass both a cubic and a tetragonal form with many divalent and trivalent cation solutes. They 
exhibit high oxygen-ion (O2-) conductivity, and are thus widely used as oxygen sensors and 
fuel/electrolysis cells, for which cubic yttria-stabilized zirconia (YSZ) is the most popular. Naturally, 
33 
there are numerous experimental1-3 and theoretical studies3-6 on O2- diffusion. In comparison, there 
have been relatively few studies on cation diffusion, which in YSZ at 1000 oC is at least 
one-trillion-fold slower than anion diffusion7. Such a sluggish kinetics ensures the stability of solid 
oxide fuel/electrolysis cells during their service since microstructural changes require coordinated 
motions of both cations and anions. For the same reason, ceramic processing—involving sintering and 
grain growth, being transport-limited by the slowest species—is controlled by cation diffusion, as is 
ceramic degradation and deformation at elevated temperature via creep and creep cavitation. 
Therefore, understanding cation kinetics is very important. Unfortunately, the previous theoretical and 
computational studies repeatedly and massively underestimated zirconia’s cation diffusivity: They 
produced an activation energy of >10 eV8-11, which is clearly out of the realm of possibility and, 
indeed, is twice the experimentally observed value (~5 eV, which is in accordance with common 
practice of sintering YSZ at 1,300-1,550 oC7,12). The present study is thus undertaken to close this 
knowledge gap.  
One of the computational challenges of YSZ lies in its structural complexity. For a zirconia solid 
solution that contains 8 mol% Y2O3, or 8YSZ, there are already an astronomically large number of 
possible configurations in a 3×3×3 supercell: Placing 92 Zr/16 Y on 108 cation sublattice sites and 
208 O/8 VO on 216 anion sublattice sites allows C10816×C2168=5.55×1042 permutations. Such 
complexity has forced the past computer simulations on cation diffusion to rely on empirical potentials 
instead of ab initio ones8-11, which may have been the reason for the unsatisfactory outcome. The 
problem is further complicated by the large distortions at most, if not all, the lattice sites in zirconia. 
Indeed, cubic zirconia solid solutions do not manifest cubic symmetry in the local structure according 
to Raman spectra13,14 and Extended X-ray Absorption Fine Structure (EXAFS)15-18; only when probed 
by diffraction techniques on a longer length scale is the cubic symmetry manifest. Naturally, the lack 
of symmetry levies further burden on computation regardless the size of the supercell. Therefore, we 
set our first task to develop a facile methodology to identify the most plausible and representative 
configurations that may be further studied by ab initio calculations. This is the subject of the present 
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chapter, which lays the foundation for the diffusion calculations in the Chapter 3. 
To perform this task, we shall employ packing rules to help cope with structural complexity. Here 
we are inspired by a recent theoretical work that used the so-called bond valence rule to study 
Pb(Zr1-xTix)O3,19 which is also a concentrated solid solution with large distortions20.21. Historically, 
chemists have established packing rules (also called crystal chemistry rules) by observing structural 
preferences in simple molecules and perfect crystals. Their physical rationale is self-evident: The mere 
existence of such structures is a testament of the energetic benefit of the rules. However, because of 
frustration in a defect-rich concentrated solid solution like YSZ, all the rules cannot possibly be 
satisfied at every level of local structure. Nevertheless, we shall hypothesize that the more the rules are 
followed, the more stable the structure, and we shall test this hypothesis computationally. In zirconia 
solid solutions, coordination preferences according to dopant studies by EXAFS15-18,22-24 and 
computational simulations5,6 are: Fewer O2- (i.e., more oxygen vacancies, VO) around Zr4+ than around 
Y3+ in the first nearest neighbor (1NN) anion-shell of cations, and vice versa in the second nearest 
neighbor (2NN) anion-shell of cations. These preferences have been intuitively rationalized in terms 
of the cation sizes and formal charges. ((a) According to Pauling’s rule, which states that a higher ratio 
of cation radius to anion radius favors a higher coordination number, Y3+ being larger than Zr4+ prefers 
higher coordination and accepts no VO as 1NN; (b) Zr4+ being smaller than Y3+ prefers lower 
coordination and accepts VO as 1NN; and (c) while not accepting VO as 1NN, two Y3+ being one 
valence lower than Zr4+ each prefer to share one VO as 2NN, thus maintain charge neutrality.) If we 
can computationally verify our hypothesis, then we may incorporate these preferences into a protocol 
to more efficiently search for the most plausible low-energy structure. Hopefully, such structure is 
very close to the ground state, thus suitable for cation-defect and cation-diffusion calculations in the 
Chapter 325. 
The remainder of this chapter is as follows. Section 2.2 describes the computational methods. 
Section 2.3 constructs a library of configurations to establish the packing rules. Section 2.4 employs 
the packing preferences to seek the minimum-energy configuration. The ground state configuration is 
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further analyzed using the bond valence concept in Section 2.5. This is followed by discussion in 
Section 2.6 and conclusions in Section 2.7. Below, we will primarily study 8YSZ, which is of practical 
interest with many electrochemical applications; pure ZrO2 will also be studied to provide a 
comparative reference. 
 
2.2 Methodology 
2.2.1 Empirical potential 
The interatomic potential developed by Schelling et al26, known to correctly predict both the 
cubic-to-tetragonal transition in zirconia and yttria’s effect on stabilizing the cubic polymorph, and to 
also reasonably describe O2- diffusivity which peaks at 8YSZ6, was employed in this study. The 
potential considers ions interacting via the Buckingham potential and the Coulombic potential 
  (2-1) 
where ions i and j separated by rij have formal charges qi and qj, respectively, and their 
species-dependent parameters A, ρ and C are given in Ref. 26. To correspond to the composition of 
8YSZ exactly, the simulation used a 3×3×3 supercell that contains 92 Zr ions, 16 Y ions and 208 O 
ions, and under the periodic boundary condition it performed positional relaxation and energy 
minimization at 0 K at zero pressure using General Utility Lattice Program (GULP)27. Some 
calculations were also performed using larger supercells, but the comparison with ab initio 
calculations will be for 3×3×3 supercells only.  
 
2.2.2 Ab initio calculations 
For such calculations, we used the projector augmented-wave (PAW) method28 and the 
Perdew-Burke-Ernzerhof (PBE)29 generalized gradient approximation (GGA) implemented in the 
Vienna ab initio simulation package (VASP)30. The PAW potentials include the following electrons: 
5s24d2 for Zr, 4s24p65s24d1 for Y and 2s22p4 for O. We chose a plane-wave cutoff energy of 500 eV to 
reach a convergence criterion of 1 meV for the total energy and sampled the Brillouin zone using the 
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Monhorst-Pack scheme with a 2×2×2 k-point mesh. To validate the pseudopotentials and our method, 
calculations were first performed for 108 Zr and 216 O to obtain the three ZrO2 polymorphs: cubic, 
tetragonal and monoclinic ones. As shown in Table 2.1, the calculated lattice parameters and 0K 
transition enthalpies are in good agreement with the computed results31 and the experimental data32,33 
reported in the literature.  
Table 2.1 Ab initio calculated lattice parameters and transformation enthalpies at 0K for cubic, 
tetragonal, and monoclinic ZrO2 against the experimental and simulation data in the literature. 
 This work Previous work 
Experimental32,33 Simulation31 
Cubic (c)  
Volume (Å3)  32.97 32.97 32.97 
a (Å)  5.09 5.09 5.09 
Tetragonal (t)  
Volume (Å3)  33.49  33.04  34.55  
a (Å)  3.603  3.571  3.628  
c (Å)  5.160  5.182  5.250  
Monoclinic (m)  
Volume (Å3)  35.17  35.22  36.05  
a (Å)  5.136  5.150  5.192  
b (Å)  5.268  5.212  5.265  
c (Å)  5.267  5.315  5.358  
β (o)  99.25  99.23 99.81  
Transformation enthalpy 
t-c (eV)  -0.06  -0.06  -0.07  
m-c (eV)  -0.18  -0.12  -0.17  
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2.3 Supercell energy and its correlation with coordination numbers 
2.3.1 A library of randomly sampled configurations: empirical potential calculations 
To have a statistical glimpse of the energetics of the 5.55×1042 configurations in a 3×3×3 supercell, 
we used empirical-potential calculations to relax 100,000 randomly generated configurations. The 
resulting energies shown in Fig. 2.1 follow a Gaussian distribution spanning 15 eV. Setting the lowest 
energy as 0 eV, we find the average at 5.6 eV with a standard deviation of 1.4 eV. The distribution is 
robust: When we divide the 100,000 configurations into 10 subsets, we find they all have the same 
average and standard deviation as above. 
 
Figure 2.1 Energy distribution of 100,000 randomly generated configurations, relaxed by empirical 
potential calculations. 
 
Since the probability of finding a higher energy configuration is handicapped by the Boltzmann 
factor, a 5.60 eV higher energy represents a 7.73×10-15 (exp(-∆E/kBT)) times lower probability even at 
2000 K. So most configurations in Fig. 2.1 except those at the very low-energy end are unlikely to 
exist in reality. Indeed, as will be demonstrated later, the ground state of the 5.55×1042 configurations 
must have a very negative energy in the scale of Fig. 2.1. Therefore, the ground state is not a typical 
configuration, and it cannot be efficiently searched by random sampling. On the other hand, although 
the above configurational library is useless for finding the ground state, one can mine it to uncover the 
preferred crystal chemical arrangements, as shown below.  
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2.3.2 Crystal chemistry preferences 
We now analyze the library to find the correlation between energies and local environments, 
thereby establish the packing rules. Despite the highly defective structure and large lattice distortions, 
we found the average cation-centered cation-oxygen radial distribution functions (RDF) g(r) are quite 
robust. The RDFs shown in Fig. 2.2 are averages from 100 randomly selected configuration, but they 
are also indistinguishably reproduced by other average RDFs using other randomly selected 
configurations. Here, g(r) 
  (2-2) 
  (2-3) 
is obtained by (a) counting the number of O neighbors (nO,i) situated between distances r and r+∆r 
from the ith Zr or Y cation among NZr=92 Zr cations or NY=16 Y cations, and (b) constructing a 
dimensionless average of the distribution over the supercell by normalizing the sum of nO,i by the total 
oxygen number (NO=208) and the supercell volume (Vol). Despite some peak broadening brought 
upon by disorder and distortion in the local structures, the RDFs have clearly defined, well separated 
peaks for at least up to the 5th oxygen shells. Note that the smaller ionic radius of Zr4+ is reflected in 
the first peak: The Zr-O distance is shorter than the corresponding Y-O distance. But in the second 
shell there is no apparent difference between the Zr-O and Y-O distance. Therefore, the ion-size effect 
in YSZ appears to be rather short-ranged. Meanwhile, the cation-cation RDFs (Zr-Zr, Zr-Y, Y-Y, Y-Zr), 
also plotted in Fig. 2.2, all have the same peaks at the same distance starting from the 1NN 
cation-cation at 3.6 Å. 
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Figure 2.2 Radial distribution functions centered around Zr (blue) and Y (red) of 100 randomly 
selected configurations according to empirical potential calculations. The first peak is due to 
cation-oxygen coordination. Also included are cation-cation radial distribution functions (black), 
which include four separate ones for Zr-Zr, Zr-Y, Y-Zr and Y-Y but indistinguishable from each other.  
 
Our result on cation-cation RDFs is consistent with the EXAFS finding of Li et al.16,17, that the 
cation-cation distance is nearly unchanged in all cubic and tetragonal zirconia regardless of the 
concentration, size and charge of dopants, including Ga3+, Fe3+, Y3+, Gd3+, Ge4+, Ce4+, and Nb5+ 
(codoped with Y3+). This was explained by (a) the r-2 decay of elastic distortion (in an ideal fluorite 
structure the closest cation-cation distance is (8/3)1/2 times the closest cation-O distance), and (b) the 
relative softness of oxygens compared to cations. This explanation also accounts for the rapid washout 
of the size effect on the Zr/Y-O RDF beyond the 1NN. Because of this, and because the 2NN Zr/Y-O 
peak falls between the 1NN and 2NN cation-cation peaks, it is impossible to use EXAFS to definitely 
identify the 2NN Zr/Y-O, contrary to the conclusions of many who incorrectly cited Ref. 16. (As 
pointed out by Li et al., the cation EXAFS that benefits from much stronger photoelectron scattering 
as well as multiple scattering can completely mask the Zr/Y-O EXAFS beyond the 1NN, and this is 
especially true in cubic zirconia that is more distorted than tetragonal zirconia.) Therefore, we will not 
attempt to directly compare our RDFs (both Zr/Y-O and Zr/Y-(Zr/Y)) with EXAFS data further.  
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However, our computational study can reveal much more information than RDFs because it has 
access to all the atomic positions, which allows us to use the following method to calculate the 
average coordination numbers (within the supercell) of every shell. Irrespective of the local structure 
distortions that can be quite severe because of the copious VO population, this method is exact since it 
is based on the fact that each O2- must be fully bonded—having 4 cations as the 1NN and 12 cations 
as the 2NN, etc.—in a supercell that has no cation vacancy. Counting these Zr or Y neighbors around 
each O and summing them up over all 208 oxygens in the supercell, one obtains the total numbers of 
Zr-O and Y-O pairs as the 1NN, 2NN, etc. Dividing these pair numbers by the cation numbers (92 Zr 
and 16 Y) thus yields the average Zr-O and Y-O pair numbers around each Zr/Y, which is precisely the 
average O-coordination number of Zr/Y. 
This method provides the detailed statistics in Fig. 2.3 of average coordination number that 
manifests a strong correlation with the supercell energy. The distributions may be compared with the 
numbers of anion sites around a cation site in a perfect fluorite structure (space group ), 
which is the reference structure of cubic ZrO2: There are 8 1NN, 24 2NN, 24 3NN, 32 4NN, and 48 
5NN. Around Zr, a lower O coordination number is correlated to a lower supercell energy in the 1NN, 
3NN and 5NN, and a higher supercell energy in the 2NN and 4NN. To quantify the trends, we define a 
correlation coefficient ρ (x,y)  
 (2-4) 
where  and  are the averages,  and  are the standard deviations, and E computes the 
expectation value of the variable for the distribution. Note that the sign of the correlation coefficient 
for the coordination number and supercell energy (listed in Fig. 2.3) alternates from shell to shell, and 
its absolute value peaks at the 2NN of Zr. Note also that an opposite set of correlations exists around Y 
as shown in the insets of Fig. 2.3. The latter results can be easily understood because in each shell the 
total number of Y’s O neighbors plus the total number of Zr’s O neighbors must equal to the total 
number of O’s cation neighbors, which is 208 times 4 for the 1NN, 208 times 12 for the 2NN, etc. As 
Fm3m
E[( )( )]
(x, y)
x y
x x y y
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the total number of O (or OV) in each shell for all the cations must conserve, any deficit in the O (or 
OV) concentration around Zr must be made up by an excess in the same concentration around Y within 
the same shell, and vice versa. This result also agrees with the calculated binding energies for Y-VO 
pair, which peaks at the same distance as that of 2NN5,6. Therefore, the overall trend is self-consistent. 
To understand why the 2NN correlation is the strongest, we will use the following simple 
argument. There are two effects in YSZ: size and charge. For 2NN, the two effects reinforce each 
other; for 1NN, they counter each other, and the size effect has an upper hand. This is most easily seen 
for Y3+, which differing from the host Zr4+ in charge and in size is the origin of packing preferences. 
From the charge consideration (Coulombic interactions), Y3+ of a lower valence prefers to be less 
surrounded by O2-, hence more VO around, as both 1NN and 2NN. From the size consideration 
(Pauling’s rule, which comes from short-range repulsion and is distinct from elastic interaction), Y3+ 
being larger than Zr4+ prefers a higher coordination number, thus no VO as 1NN. These two effects 
counter each other in 1NN, but in 2NN they reinforce each other both preferring Y-VO 2NN pairing. 
This is why the correlation for 2NN is stronger than that for 1NN. 
 
Figure 2.3 Average number of oxygens in 1NN to 5NN oxygen shells around Zr, with each data point 
(shown as horizontal bar) corresponding to one configuration according to empirical potential 
calculation. 100,000 configurations in total. Inset: Corresponding data around Y. 
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To quantify the packing preferences, we calculated the average VO concentration around a center 
cation (Zr or Y) for the 100 lowest energy configurations (corresponding to the low-energy tail in Fig. 
2.1). The results shown in Fig. 2.4a follow a distinct oscillatory pattern from shell to shell around the 
average VO concentration—8 VO out of 216 anion sites or 3.076%. Again, the oscillations are of 
opposite sense for Zr and Y because the total number of VO must conserve in each shell. Likewise, we 
calculated the average Y concentration around an O, shown in Fig. 2.4b, which is also oscillatory 
around the average Y concentration, 16 Y out of 108 cation sites or 14.81%. (Not shown is the average 
Zr concentration, being 100% minus the average Y concentration, which follows an opposite 
oscillatory pattern.) Remarkably, these concentration oscillations are surprisingly robust and 
long-ranged, persisting to the 5th anion-shell of Zr and Y and to the 5th cation-shell of O, or 8 Å 
according to Fig. 2.2, which is already half the size of the supercell (15 Å). That is, the concentration 
oscillations can outlast the washout of atomic strain undulations in Fig. 2.2 and are felt throughout the 
supercell. Specifically, VO prefers to be the 1NN, 3NN and 5NN of Zr, and 2NN and 4NN of Y; 
correspondingly, Y prefers to be the 1NN, 3NN and 5NN, but not the 2NN and 4NN of O. In 
agreement with the finding in Fig. 2.3, the 2NN VO-Y correlation is the strongest. To summarize these 
results, we list in Table 2.2 some statistical parameters for the data in Fig. 2.3-2.4. To provide some 
indications that these results are not due to the small cell size, we also performed calculations using 
4×4×4 supercells containing 218 Zr, 38Y and 493 O and obtained similar results. (See Table 2.2.) For 
both sets of supercells, we found the highest values of , , ρZr, , and 
 (see definitions in Table 2.2) at the 2NN correlations.  
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Figure 2.4 (a) Average oxygen vacancy concentration around a center Zr (blue) or Y (red) oscillates 
from shell to shell, and (b) average Y concentration around a center O oscillates from shell to shell. 
(The Zr concentration is 100%-[Y] concentration.) These averages (solid symbols) are from 100 
lowest energy configurations in Fig. 2.1. Also shown in (a) in open symbols are ab initio calculated 
data (see Table 2.3 for details) for the de-facto ground state (the red cross in Fig. 2.5). 
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2.3.3 Packing preferences confirmed by ab initio calculations 
The results in Fig. 2.3-2.4 can be naively interpreted as crystal chemistry preferences for atomic 
bonding. Below we will verify them by ab initial calculations. To compare with empirical-potential 
calculations, we first selected 11 representative configurations from the 100,000 configurations in Fig. 
2.1, ones that have their supercell energies differing in 1.0 eV increments, so that they span the whole 
energy range in Fig. 2.1, from 0 to 10.0 eV. For each of them, we let its already relaxed configurations 
to further relax in the ab initio calculation to arrive at the final state. As shown in Fig. 2.5, the 
supercell energies obtained by the two sets of calculations track each other reasonably well; here for 
ease of comparison we set the lowest energy obtained by the 11 ab initio calculations to be 0 on the ab 
initio scale, and likewise set the lowest energy obtained by the 11 empirical potential calculations to 
be 0 on the empirical potential scale. Next, we analyzed the local environments of the 11 ab initio 
calculated configurations in the same way as in Fig. 2.3, and found them (shown in Fig. 2.6) to follow 
the same crystal chemistry preferences including the long-range features. Remarkably, although we 
expected their statistics to be poorer because of the much smaller sample size (11 vs. 100,000), we 
actually found— except in one case (3NN of Zr)—their |ρ| to be higher than its counterpart in Fig. 2.3, 
probably because the supercell energies in this small sample space are on average lower. These results 
affirm: (a) VO prefers to be the 1NN, 3NN and 5NN of Zr, and the 2NN and 4NN of Y; (b) the 2NN 
VO-Y has the strongest correlation, and (c) these are all the long-ranged correlations persisting to the 
5th shell. A visual demonstration of these preferences is again presented in Fig. 2.4 in which the ab 
initio calculated structure of the de-facto ground state (the red cross in Fig. 2.5, more on it later) 
exhibits the same oscillatory feature as the empirical-potential-calculated structures of 100 lowest 
energy states.  
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Figure 2.5 Supercell energy according to empirical potential and ab initio calculations. Each data 
point corresponds to one starting configuration, and in each calculation method the configuration that 
has the lowest energy sets the zero-energy for said calculation method. Also included are the 10 lowest 
energy configurations in Fig. 2.1 (blue dashes, one overlapping the lowest diamond) and the de-facto 
“ground” state (red cross). 
 
Figure 2.6 Average number of oxygens in 1NN to 5NN oxygen shells around Zr, with each data point 
corresponding to one configuration according to ab initio calculation. Blue diamonds are the same 
configurations in Fig. 2.5, and red cross is the “ground” state configuration.  
 
2.4 Configurations akin to the ground state 
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study support our hypothesis: They have a decisive influence on the supercell energy. Can they help 
find the lowest energy configuration more efficiently?  
To answer this question, we first employed one such preference—VO’s preference to be the 2NN 
of Y—to manually build the following sets of configurations. They have ion arrangements that satisfy 
this preference to various extents, quantified by the number nY-(VO-2NN) of Y-(VO-2NN) pairs in the 
supercell, and for each nY-(VO-2NN) (nY-(VO-2NN) from 24 to 52, as it turns out) we obtained 100 
configurations using the following procedure. (a) Start with a random distribution of Zr and Y on the 
cation sublattice. (b) Rank the anion sublattice sites by the numbers of their Y-2NN. (c) Place VO at 
the anion sites starting with the ones with the largest number of Y-2NN. (d) Continue with (c) at the 
remaining sites, selected in the order of decreasing number of Y-2NN, until the desired nY-(VO-2NN) is 
obtained. (e) If (d) fails to obtain such preset nY-(VO-2NN), then repeat (a-d). In this way, we obtained 
sets with nY-(VO-2NN) as large as 52. (Higher numbers are hindered by frustrations under the 
compositional constraint, since the placement of VO depends not only on Y’s preference but also Zr’s.) 
We can gain some perspective on nY-(VO-2NN) by recalling each VO has 12 cation-2NN, each supercell 
has 8 VO, and 14.81% of cation sites are occupied by Y. Thus, the theoretical maximal for nY-(VO-2NN) 
should be 96 and the average nY-(VO-2NN) in random sampling should be 14.2. However, interactions 
between supercells imposed by the periodic boundary condition make it difficult to obtain too high an 
nY-(VO-2NN), which by dictating the 2NN preference reflects a longer range correlation that may be 
frustrated the intercell interactions. Indeed, many high nY-(VO-2NN) configurations turn out to be 
unstable as described below.  
To assess the stability of these configurations, we performed empirical-potential relaxations to 
obtain their energy distributions in Fig. 2.7a. The distributions show a large spread especially in the 
high nY-(VO-2NN) set. This is because some of their configurations are unstable; during relaxation, some 
O will spontaneously relocate so the configuration acquires a different nY-(VO-2NN). One such example 
is shown in Fig. 2.7b for the set that initially has nY-(VO-2NN)=52; after relaxation, no configuration has 
nY-(VO-2NN)=52; instead, nY-(VO-2NN) varies from 24 to 49. Despite the relocation, it is clear that the sets 
48 
with a higher nY-(VO-2NN) still tend to have a lower energy. Moreover, within each set, the lowest energy 
configurations after allowing for relocation tend to achieve the highest post-relaxation nY-(VO-2NN) (for 
example, in Fig. 2.7b, the two lowest energy configurations are at nY-(VO-2NN)=44 and 47.) In Fig. 2.7a, 
we have marked the lowest energy in each set by a red box to make it clear that the lowest set-energy 
generally decreases with the set nY-(VO-2NN). The lowest energy is located within set nY-(VO-2NN)=52 with 
an energy –0.8 eV, i.e., it is 0.8 eV lower than the lowest energy in Fig. 2.1. This is remarkable: The 
nY-(VO-2NN)=52 set samples only 100 configurations, while Fig. 2.1 samples 100,000 configurations, yet 
it is the 100 configurations set up with the aid of one packing preference that come closer to the 
ground state. If we judge the search efficiency by the inverse of the sample size traversed, then the use 
of one packing preference has already boosted the efficiency by 1,000 times. 
 
Figure 2.7 (a) Supercell energies of manually built configurations according to empirical potential 
calculations with Y-VO 2NN pair numbers (nY-(VO-2NN)) preset from 24 to 52. Each column contains 
100 configurations and the red boxes are the lowest energy configurations. (b) After relaxation 
according to empirical potential calculations, the actual nY-(VO-2NN) differs from the starting 
nY-(VO-2NN)=52. The low energy configurations are ones that maintain a high nY-(VO-2NN). 
 
We next investigated whether another preference—VO’s preference to be the 1NN of Zr—can help 
find a lower energy configuration. A similar search maximizing the number nZr-(VO-1NN) of Zr-(VO-1NN) 
pairs returned sets (each having 100 configurations) with up to nZr-(VO-1NN)=32, with the lowest energy 
24 28 32 36 40 44 48 52
0
3
6
9
12
15
 
 
 
 
24 32 40 48
 
 
 
 
Y-VO 2NN pair number
S
u
p
e
rc
e
ll 
e
n
e
rg
y
 (
e
V
)
(a) (b)
49 
coming out from set nZr-(VO-1NN)=32 at 1.8 eV. (Since each VO has 4 cation-1NN, each supercell has 8 
VO, and 85.19% of cation sites are occupied by Zr, the theoretical maximum for nZr-(VO-1NN) is 32 and 
the average nZr-(VO-1NN) in random sampling is 27.5. Unlike the case of nY-(VO-2NN), here we were able to 
obtain the theoretical maximum for the 1NN preference because it is a shorter range correlation.) 
Therefore, while maximizing the number of pairs was again beneficial in this search, the lowest 
energy configuration obtained in the search was not as low in energy as that in Fig. 2.7a-b. In this 
sense, this packing preference is less effective than the previous one.  
Finally, we combined the two preferences by assigning a weight w to favor having Y-(VO-2NN) of 
Y, and a complementary weight 1-w to favor having Zr-(VO-1NN). This search produced the best 
results as shown in Fig. 2.8. (See a more detailed description of the procedure in the figure caption.) 
In this figure, six sets of configurations of 1,000 each were generated for w ranging from 0 to 1, and 
the lowest energy configuration is from the w=0.8 set at –1.8 eV, i.e., its energy is 1.8 eV lower than 
the lowest energy in Fig. 2.1. This search partially benefited from a larger sample size than that in Fig. 
2.7a-b, since it had 1,000 configurations instead of 100. But in the w=1 set its lowest energy is –1.5 eV, 
which is lower than that in Fig. 2.7a-b but not as low as in the w=0.8 set. Therefore, there is indeed an 
advantage of combining two packing preferences. 
 
Figure 2.8 Supercell energies of manually built configurations according to empirical potential 
calculations with preset weight w from 0 to 1 to favor the highest preset nZr-(VO-1NN) 1NN vs. highest 
preset nY-(VO-2NN). Each column contains 1,000 configurations and the red boxes are the lowest energy 
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configurations. The sampling procedure is as following: (a) Start with a random distribution of Zr and 
Y on the cation sublattice. (b) Rank the anion sublattice sites by the numbers of {(1-w)×(pair number 
of Zr-(VO-1NN)) + w×(pair number of Y-(VO-2NN))}. (c) Place VO at the site(s) starting with the 
highest numbers calculated in (b). (d) Continue (c) at the remaining sites, until the preset number of 
{(1-w)×(pair number of Zr-(VO-1NN)) + w×(pair number of Y-(VO-2NN))} is obtained. (e) If (d) fails 
and such preset number cannot be obtained, then repeat (a-d). The preset numbers for each w is chosen 
such that one configuration can be found after trial about 100,000 random cation distributions. 
 
2.4.2 The “ground” state 
To check whether the above lowest-energy configuration selected with the aid of packing 
preferences and empirical-potential calculations indeed has a lower energy than all the ones from 
random sampling, we further relaxed the configuration using ab initio calculation. We also studied the 
10 lowest energy configurations in Fig. 2.1 using ab initio calculation for further comparison. The 
results are plotted in Fig. 2.5:  It shows that the former (red cross in Fig. 2.5) has the lowest energy, 
1.8 eV less than the lowest of the latter 10 (blue dashes in Fig. 2.5). Note that in Fig. 2.5 the ~5 eV 
span of the ab initio calculated energy corresponds to a 10 eV span of the 
empirical-potential-calculated energy, so we may equate the 1.8 eV decrement in the ab initio energy 
to a 3.6 eV decrement in the empirical potential energy. This is truly a huge advantage, and such 
low-energy configuration is unlikely to come from random sampling even if we enlarge the sample 
size (currently 100,000 in Fig. 2.1) by many orders of magnitude. Since this was the best 
configuration we obtained in our study, we will refer to it as the “ground” state from now on.  
In this “ground” state, there are considerable variations in the local structure. For example, the 
number of O ranges from 6 to 8 in the 1NN around Zr and from 7 to 8 around Y; in the 2NN from 22 
to 24 around Zr and from 19 to 23 around Y; in the 5NN from 43 to 48 around Zr and from 44 to 48 
around Y. These variations exist because the compositional constraint and the periodic condition 
prevent the supercell from satisfying all the packing preferences everywhere, i.e., there is frustration. 
51 
However, the O coordination numbers averaged over the supercell, listed in Table 2.3, do have all the 
right features: The coordination number oscillates from shell to shell starting with VO favored in the 
1NN of Zr, whereas the oscillation around Y is of the opposite sense, and in Fig. 2.4, the “ground” 
state structure exhibits the same oscillatory feature as empirical-potential-computed structures of 100 
lowest energy states. A quantitative perspective is obtained by plotting these supercell-averaged data 
as red crosses in Fig. 2.6. For the 1NN, 2NN and 5NN, the ground state local environments follow the 
preferences significantly more than the 11 randomly selected configurations do. While we should 
caution that the statistics gleaned from one configuration in a 3×3×3 supercell is too sparse, we 
nonetheless see in these results that the much stricter adherence to the packing preferences is probably 
what makes the “ground” state the lowest energy state.  
 
Table 2.3 Average coordination number from the 1st to 5th coordination shell of Zr and Y in a supercell 
in the “ground” state. Also shown are average bond valence, bond valence energy and electrostatic 
energy of the state. Configuration relaxed by ab initio calculations. 
 Zr Y 
1NN 7.66 7.94 
2NN 23.39 21.50 
3NN 23.08 23.31 
4NN 30.87 30.50 
5NN 46.02 47.38 
Bond valence  3.73 3.34 
Bond valence energy  9.27 
Electrostatic energy (eV)  -7.01  
  
2.4.3 Free energy 
Metastable configurations do make a contribution to the free energy by way of entropic energy. To 
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get a sense of the contribution of vibrational and configurational entropies, we calculated them for the 
100,000 randomly generated configurations in Fig. 2.1. The vibrational entropy (S) at 1,000K (about 
1/3 of the melting point) was obtained from the phonon spectra calculated in GULP using the same 
empirical potential. The resultant entropic energy (–TS) from the 100,000 random sampling follows a 
Gaussian distribution with a standard deviation of 0.25 eV and a mean of –130.7 eV, compared to the 
lowest energy of –11,400.9 eV. Importantly, it manifests no obvious correlation with the supercell 
energy over the entire energy range displayed in Fig. 2.1. To assess the contribution from the 
configurational entropy, we evaluated the ensemble average using the Boltzmann statistics in two 
cases. (a) Starting with the 0K energies for all the configurations in Fig. 2.1, we calculated the 
ensemble average of the entire distribution at 1,000K. (b) We repeated (a) but additionally included 
the vibrational entropy. Relative to the lowest energy in Fig. 2.1, set as 0 eV, the two ensemble 
averages are 0.08 eV for (a) and 0.11 eV for (b). Therefore, the Boltzmann statistics dictates that only 
states within about 0.1 eV above the lowest enthalpic-entropic energy are represented at 1,000K. Since 
vibrational entropy shows no obvious correlation throughout the distribution in Fig. 2.1, it cannot 
influence the state selection at finite temperature and all the configurations of relevance to the free 
energy calculation must still lie at the very left end of the distribution. Although the above calculations 
were made using empirical potential, we believe the conclusion should hold in general in view of the 
good correspondence in Fig. 2.5 between empirical-potential calculations and ab initio calculations.   
 
2.5 Bond valence analysis 
To further check the “soundness” of the local atomic environments obtained by the ab initio 
calculations, we performed a bond valence analysis, which is an extension of Pauling’s rules. The 
bond valence between cation Zr or Y (written below as Zr/Y) and its ith O-1NN is defined as 
 (2-5) 
where  is the “observed” bond length between a cation and its ith O-1NN,   is a 
Zr/Y,0 Zr/Y,
Zr/Y, exp( )
i
i
R R
s
B


Zr/Y,iR Zr/Y,0R
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tabulated parameter provided by Brown and Altermatt34 that represents the “ideal” bond length of the 
“ideal” valence, and B is an empirical constant typically set at 0.37 Å. Following Pauling, the cation 
valence VZr/Y is the sum of all the bond valences of the nearest neighbors 
  (2-6) 
We also define the “bond valence energy” caused by the deviation of the cation valence from the 
formal charge,  and   
 (2-7) 
where the sum runs over all the cations within the supercell and αZr/Y and AZr/Y are constants. Below, 
we use α = 2 and  for simplicity. 
We analyzed the 11 structures together with the “ground” state configuration displayed in Fig. 2.6. 
Because of the variations in bond lengths (in the ground state: Zr-O from 0.20-0.31 nm, Y-O from 
0.21-0.27 nm, Fig. 2.9a) and coordination numbers (in the ground state: 7 or 8 for most Zr and Y, 6 for 
a few Zr), the bond valences of individual Zr and Y vary from +3.4 to +4.0 for Zr and from +3.0 to 
+3.9 for Y as shown in Fig. 2.9b-d. Despite these variations, however, the average bond valences in 
Fig. 2.9c-d strongly correlate with the supercell energy obtained by ab initio calculations. The ground 
state, having the lowest energy, has the highest (average) bond valence for Zr—though still less than 4, 
and the lowest (average) bond valence for Y—though still more than 3. The deviations from formal 
charges indicate considerable underbonding for Zr and overbonding for Y (even in the “best” 
structure). Such deviations result in a penalty of a higher Ebv shown in Fig. 2.9e. Therefore, although 
ab initio relaxations ensure vanishing forces on all particles, the cation solid solution intermingled 
with so many VO cannot fully satisfy all the “ideal” chemical bonding requirements at the local level.  
Zr/Y Zr/Y,i
i
V s
bvE
Zr,0 4V   Y,0 3V  
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Figure 2.9 According to ab initio calculations, in the “ground” state the bond lengths (a) and bond 
valences (b) of both Zr and Y spread widely outside their respective averages indicated by red arrows. 
Likewise, compared to the same configurations (blue diamonds in (c-e)) in Fig. 2.5, the ground state 
(red crosses) has a higher average bond valence of Zr (c), a lower average bond valence of Y (d), and 
lower bond valence energy (e). 
 
Since overbonding/underbonding indicates deviation from local charge neutrality, it should lead to 
a higher long-range electrostatic energy for the ionic structure. However, ab initio calculations, unlike 
the empirical potential calculations, do not provide the electrostatic energy as a separate result. So we 
naively calculated this energy for the ab initio relaxed structure by (a) assigning the formal charge to 
each ion and (b) performing the Ewald sum with the periodic boundary conditions. The results shown 
in Fig. 2.10 do positively correlate with the supercell energy from the ab initio calculation, but its 
magnitude is 3-4 times too large (spanning over ~18 eV in the Ewald sum vs. ~5 eV in the ab initio 
calculations in Fig. 2.5). This problem has already been noted before in Fig. 2.5, which compares the 
energies of ab initio calculations and empirical potential calculations, the latter also include the Ewald 
sum and use the formal charge (Eq. (1)). In the literature, Bogicevic et al.35 noted the same problem: 
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In their Fig. 10 of Ref. 35, the 2.5 eV/cation energy span in the Ewald sum where formal charge was 
used is much larger than the 0.5 eV/cation energy span in the ab initio calculations. So it appears that 
the use of the formal charge is likely to overestimate the electrostatic energy.  
 
Figure 2.10 Electrostatic energy calculated by Ewald sum. Blue diamonds are the same configurations 
as in Fig. 2.5, and red cross is the “ground” state configuration. 
 
We also calculated the Bader charges on each atom using the charge densities provided by the ab 
initio calculations.36 (Bader defined the zero-flux surface around an atom by the loci where charge 
density reaches a local minimum, and the charge enclosed by the surface is the Bader charge of the 
atom.) The average Bader charge is 0.63 for Zr, 8.81 for Y and 7.66 for O. Relative to the number of 
electrons used in the PAW potential—4 for Zr, 11 for Y and 6 for O—the average charge of Zr ion is 
+3.37, Y ion is +2.19, and O ion is -1.66. These numbers will reduce the Ewald sum of the 
electrostatic energy by about 1.5 times, but an overestimate still remains possibly due to the poor 
assumption of point charge interactions. 
 
2.6 Discussion 
In computational studies, it is not uncommon to first use empirical potential calculations to survey 
the configurational space, then identify the most promising configurations for further study by ab 
initio calculations37. The approach is justified if the calculated energies by the two methods are closely 
correlated to each other, which is the case here as shown in Fig. 2.5. (A small energy scatter in 
empirical potential calculations is not necessary as long as the correlation is tight. For example, in Fig. 
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2.5 the ten structures with the lowest energies from empirical potential calculations do span about 3 
eV in ab initio calculated energies, but they all lie in the lower range of ab initio calculated energies in 
the plot, with four of them having the lowest energies of all the structures studied by ab initio 
calculations. Since the final calculations will be performed using ab initio calculations, errors in the 
empirical potential calculations are unimportant as long as they do not cause any trend reversal thus 
affecting screening. This is the case in our study.) Obviously, the ease of empirical potential 
calculations allows their use to explore a much larger sample space. These calculations are especially 
useful for acquiring certain information such as radial distribution functions and packing preferences 
from a relatively small sample size: Above a certain size, statistically significant trends with 
size-invariant (103-105 configurations in our case) means and standard deviations are often 
recognizable as shown in Fig. 2.1-2.3. On the other hand, statistical sampling is entirely ineffective for 
locating the low-energy extremes in our 8YSZ study, and in this respect empirical calculations despite 
their simplicity are of no help. Specifically, when we increased the sample size for empirical potential 
calculations from 103, to 104, to 105 configurations, the low-energy extremes according to the 
empirical potential calculations decreased by 0.65 eV and 1.08 eV, respectively, corresponding to 
about 0.3 eV and 0.5 eV decrement in the ab initio calculations if we use the correspondence in Fig. 
2.5 to convert the energy scales. Extrapolating the latter energy decrement as a function of sample size, 
we predict a size of ~109 configurations is needed to achieve the same 1.8 eV decrement as we 
accomplished in Fig. 2.8 by utilizing a packing-rule-based search protocol. Therefore, a search based 
on appropriate preferences is vastly more efficient than random sampling for locating the lowest 
energy state in zirconia solid solutions. More broadly, for such problem we would recommend the 
following approach: (a) Data mining using a modest sized library from empirical potential calculations 
to establish preferences, (b) preference-directed search again aided by empirical potential calculations, 
and (c) ab initio calculations to verify the outcome of (b).  
While the above computational approach may help find a lower energy state, we may have to 
reconcile the fact that it is practically impossible to find the ground state of 8YSZ. The fundamental 
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reason for this lies in the complexity of the structure: In a rather small 3×3×3 supercell, there are 
already N=5.55×1042 possible configurations. With such a large N, even a survey of N1/2=2.36×1021 
configurations is unlikely to encounter the ground state statistically. Moreover, even if we did find the 
ground state of the 3×3×3 supercell, there is no assurance that it bears any resemblance to the ground 
state of a macroscopic 8YSZ crystal. Therefore, finding the ground state of a macroscopic 8YSZ and, 
for that matter, of any macroscopic solid solution, especially a defect-rich one, is truly a daunting 
challenge.  
We now argue that in reality, the ground state is rarely attained in such crystal, the process to 
approach the ground state is likely to end at some metastable state, and that below certain temperature 
the crystal may best be considered as a glass frozen at various metastable states some distance away 
from the ground state. In 8YSZ, the physical reason for the above is obvious. (a) While oxygens can 
easily migrate to lower the energy of the crystal, cations that diffuse one-trillion-fold slower at below 
1,000 oC cannot relocate themselves fast or far enough to significantly lower the system energy. (b) 
YSZ contains two cations of different charge and size, which demand contradicting packing 
preferences and bond valence requirements. (c) The constraint of composition exacerbates the 
difficulty in satisfying (b), as evidenced by the large variations and far-from-ideal (i) coordination 
numbers in Fig. 2.3 and 2.6, and (ii) bond lengths/valences in Fig. 2.9a-b, despite the tendency for the 
coordination numbers, bond lengths and bond valences to well behave on average. The notion of 
glassy structure and glass transition is supported by the following experimental observations: Doped 
zirconia systems have non-Arrhenius dependence of ionic conductivity with an increased apparent 
activation energy at <500oC, with such data better fit by the Vogel-Fulcher-Tammann equation of 
glassy kinetics than by a combination of Arrhenius equations of single or multiple diffusion 
processes/paths38,39.  
Although our study is focused on the energetics of 8YSZ, our computational experience in 
collecting data for Fig. 2.7-2.8 did provide insight into how 8YSZ may kinetically lower its energy. To 
recap the experience: We first started with a randomly selected configuration of the cation sublattice, 
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then filled VO at the most preferred sites to maximize nY-VO-2NN, which is strongly correlated with a 
lower supercell energy. As nY-VO-2NN increases (i.e., energy decreases), we found for some starting 
cation superlattices it became difficult to further decrease the energy by moving VO alone; some 
rearrangement of the cation sublattices must be undertaken for this to happen. Eventually, we reached 
some maximum nY-(VO-2NN) (aka minimum energy) because we could not find any suitable cation 
sublattice to lower the energy further despite trying a reasonably large number of times. Yet the 
nY-(VO-2NN) (52) at this point is still far smaller than the theoretical maximum nY-(VO-2NN) (96) for the 
supercell. While the above was our experience with nY-(VO-2NN), which pertains to 2NN, we had an 
entirely different experience with maximizing nZr-(VO-1NN), which is the number of the 1NN pairs. We 
found the latter task rather easy and we had no difficulty in reaching the theoretical maximum 
nZr-(VO-1NN) (32). In experimental terms, these computational observations may be interpreted as 
follows. The relaxation processes in a YSZ “glass” ranges from very fast ones (VO diffusion), to 
intermediate ones (short-range rearrangement of cation sublattice) to the slowest ones (long-range 
rearrangement of cation sublattice). While all relaxations can lower the energy, very fast and 
intermediate processes can only reach some metastable states; to reach metastable states of a much 
lower energy, cooperative long-range relaxations are mandatory. In general, the relaxation time 
requiring cation diffusion increases rapidly with the length scale of diffusion and the number of ions 
involved. So as the length scale becomes macroscopic, the relaxation time diverges below certain 
temperature (i.e., the glass temperature). This probably happens to YSZ when the temperature falls 
below 1,000oC. When it happens, even with long annealing the crystal can only sample some nearly 
degenerate metastable states but never the true ground state. This is the essence of glass transition in 
YSZ.  
Having associated our general observations in this small-supercell study of YSZ to the 
phenomenon of glass transition, we wish to emphasize that the strong crystal chemistry preferences 
that dictate the packing rules will accentuate the tendency toward such transition. This is because such 
rules impose long-range correlations persisting to the 5NN, which means that the preference 
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commanded by a center cation in a 3×3×3 supercell can dictate the atomic arrangement at the outer 
boundary of the supercell. This is not an artifact that arises from the small size of the supercell, since 
the same trend was observed as we repeated the calculations in the 4×4×4 and 5×5×5 supercells. 
Inasmuch as a macroscopic YSZ sample may be regarded as a collection of many small supercells of 
different cation configurations, we can appreciate the frustration at the supercell-supercell boundaries, 
where the conflicting packing preferences of neighboring supercells may be impossible to reconcile. 
This, naturally, will lead to glass transition. 
Lastly, we briefly remark on our observations of crystal chemistry preferences and bond valence. 
In zirconia solid solutions, whether VO prefers to be the 1NN or 2NN of Zr and dopant cations has 
been customarily explained by the relative size and charge of these cations6,35. Our empirical-potential 
and ab initio calculations have confirmed such preferences in 8YSZ, but the remarkable discovery of 
additional preferences that extend all the way out to at least the 5NN in an oscillation pattern is 
entirely unexpected. Moreover, such long-range oscillations, which must come from similarly 
long-range effects including elastic and electrostatic interactions, are especially remarkable in view of 
the complete washout of the ionic size effect on the radial distribution functions at distances beyond 
the 1NN environment. Interestingly, atomic scale oscillations of Zr/Y/O concentrations have also been 
recently observed, in two dimensions, near 3 and 5 symmetric tilt grain boundary in experimental40 
and simulation studies41. These two- and three-dimensional oscillations may share the same 
mechanistic origin, of which we suggest two possibilities. (a) A finite ion size effect in analogy to the 
minimum electron wavelength (the Fermi wavelength) effect. For charge screening, the latter is known 
to lead to the Friedel oscillations as opposed to the monotonic, basically exponential Debye-Hueckel 
decay predicted by the continuum theory. (b) A multiple-like ordering of VO and cations, which 
optimizes the interplay between elastic and electrostatic interactions. Unfortunately, the present study 
on YSZ that contains only one dopant (Y) cannot probe the effects of different dopant charge, size and 
elastic modulus. So it is unable to differentiate these effects and the two mechanisms. On the other 
hand, the long-range nature of crystal chemistry preferences strongly implies any short-range 
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parameter such as bond valence is insufficient by itself for the determination of the lowest-energy 
configuration or even the local structure. Indeed, the large variation of bond valences (meaning the 
broad violations of the bond valence rules) in the structure of the “ground” state (Fig. 2.9c-d) 
apparently has no immediate consequence on the forces on ions/electrons or the total energy of the 
material. 
 
2.7 Conclusion 
(1) YSZ as a defect-rich concentrated solid solution has numerous metastable configurations with 
energies well above that of the ground state. Such metastable states are unlikely to realize in real YSZ, 
so computation of their properties has no practical meaning. Meanwhile, being an extreme-energy 
state, the ground state cannot be accessed by statistical sampling. 
(2) The energies of randomly sampled configurations follow a robust set of correlations to their local 
structures. The following packing rules are preferred: VO should be the 1NN, 3NN and 5NN of Zr and 
the 2NN and 4NN of Y, with the formation of 2NN VO-Y pairs being the strongest preference. 
Conventional local probes (such as EXAFS) cannot detect these features because the average radial 
distribution functions do not manifest any size effect beyond the first cation-O shell. 
(3) An intelligent sampling method incorporating the packing rules can efficiently search for the 
lowest energy configurations to find a de-facto “ground” state; this state will be used for cation 
diffusion calculations in the Chapter 3. 
(4) Practical applications of YSZ almost invariably involve a glassy state. It can partially relax with 
rapid oxygen diffusion, but it cannot fully relax because the extremely slow cation diffusion is 
frustratingly hampered by structural complexity and by long-ranged crystal chemistry coupling.  
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Chapter 3 Cation Diffusion in Yttria Stabilized Zirconia 
Reprinted (adapted) with permission from Y. Dong, L. Qi, J. Li, and I.-W. Chen, “A Computational 
Study of Yttria-Stabilized Zirconia: II. Cation Diffusion”, Acta Mater., 126 438-450 (2017). 
 
Synopsis 
Cubic yttria-stabilized zirconia is widely used in industrial electrochemical devices. While its fast 
oxygen ion diffusion is well understood, why cation diffusion is much slower—its activation energy 
(~5 eV) is 10 times that of anion diffusion—remains a mystery. Indeed, all previous computational 
studies predicted more than 5 eV is needed for forming a cation defect, and another 5 eV for moving 
one. In contrast, our ab initio calculations have correctly predicted the experimentally observed cation 
diffusivity. We found Schottky pairs are the dominant defects that provide cation vacancies, and their 
local environments and migrating path are dictated by packing preferences. As a cation exchanges 
position with a neighboring vacancy, it passes by an empty interstitial site and severely displaces two 
oxygen neighbors with shortened Zr-O distances. This causes a short-range repulsion against the 
migrating cation and a long-range disturbance of the surrounding, which explains why cation diffusion 
is relatively difficult. In comparison, cubic zirconia’s migrating oxygen only minimally disturbs 
neighboring Zr, which explains why it is a fast oxygen conductor. 
 
3.1 Introduction 
Zirconia ceramics have important applications such as structural components, thermal barrier 
coating, solid electrolytes and gas sensors. They are used in the tetragonal or cubic form, stabilized by 
aliovalent cations such as Y3+ and Ca2+. These cations are compensated by oxygen vacancies that 
make stabilized zirconia a good O2- conductor. However, cation transport at 1,000 oC is more than 
one-trillion-fold slower than O2-,1 and it is the diffusion of cations being the slowest-moving species 
that determines the total mass flow, which is central to microstructural control in processing (e.g., 
sintering and grain growth) and high temperature service (e.g., in thermal barrier coating and fuel cell). 
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In cubic yttria-stabilized zirconia (YSZ), cation lattice diffusivity inferred from dislocation loop 
shrinkage2, creep3,4 and tracer migration1,5 is ~10-14 cm2/s at 1,500 oC with apparent activation energy 
of 4.5-6.1 eV. Such activation energy is consistent with the common experience that zirconia sintering 
is usually performed at 1,300-1,550 oC6,7. It is also consistent with grain growth kinetics in tetragonal 
zirconia (2 mol% yttria-stabilized zirconia, 2YSZ)7, which has activation energy of 4.6 eV that is 
attributed to cation lattice diffusion since 2YSZ’s grain boundary mobility is controlled by 
solute-cation drag in the lattice8. On the other hand, all previous theoretical and computational studies 
have consistently found an activation energy >10 eV, of which 6.5 eV or more is for forming a cation 
defect9-12 and 5 eV for the defect to migrate11-13. Such activation energy is undoubtedly too high as it 
will rule out any kinetic possibility at all temperatures up to zirconia’s melting point, 2,750 oC. (To 
reach a diffusion distance of 1 μm after 1,000 s or 10-17 m2/s in diffusivity at temperature T, the 
activation energy cannot exceed 25kBT.) Thus, a much better computational study and understanding 
is needed to align with the experimental observations. 
This study will address the above need. As we already noted in Chapter 214, all the previous 
computational studies on cation defect and diffusion in YSZ employed empirical potential 
calculations9-13,15. This is not surprising because YSZ contains not only two types of cations but also 
many anion vacancies, which generate an astronomically large number of configurations even for a 
small supercell. In Chapter 2, we have conducted ab initio and empirical-potential calculations for a 
number of supercell configurations, and found the latter always overestimate the energy by a factor of 
two or so primarily because they grossly overestimate the electrostatic energy. Therefore, this study 
will only use ab initio calculations to compute defect’s formation and migration energies. These 
computations will mainly be performed with the “ground” state of YSZ (established in Chapter 2), in 
which we shall find activated cation defects—e.g., Schottky pairs and cation Frenkel pairs—and study 
their motion. We will also assess the diffusion contribution of metastable states in the glassy energy 
landscape of YSZ (see Chapter 2).  
This chapter is organized as follows. After describing the simulation and calculation methods in 
67 
Section 3.2, we calculate in Section 3.3 the formation energies of a Schottky pair, a cation Frenkel pair 
and an anion Frenkel pair for three forms of zirconia to provide a reference frame and preliminary 
insight. In Section 3.4, the formation energies of a Schottky and a cation Frenkel pair in the YSZ 
ground state and some metastable states are calculated to ascertain cation vacancies as the dominant 
cation defect species. In Section 3.5, their migration barriers are calculated for Zr and Y, some with 
nearby oxygen vacancies. In Section 3.6, the migration barrier for serial random-walk events is 
computed to compare with experimental diffusivity. This is followed by discussions in Section 3.7 and 
conclusions in Section 3.8. The work is focused on 8 mol% yttria stabilized zirconia (8YSZ), which 
has attracted much theoretical and practical interest. 
 
3.2 Methodology 
We used the projector augmented-wave (PAW) method16 and the Perdew-Burke-Ernzerhof 
(PBE)17 generalized gradient approximation (GGA) implemented in the Vienna ab initio simulation 
package (VASP)18. The PAW potentials include the following electrons: 5s24d2 for Zr, 4s24p65s24d1 for 
Y and 2s22p4 for O. We chose a plane-wave cutoff energy of 500 eV to reach a convergence criterion 
of 1 meV for the total energy and sampled the Brillouin zone using the Monhorst-Pack scheme with a 
2×2×2 k-point mesh. These results will be referred to as ab initio calculated data in the following. 
Where appropriate, empirical potential calculations19 using General Utility Lattice Program (GULP)20, 
as described in Chapter 2, was too performed. For ZrO2 in its monoclinic, tetragonal or cubic form, a 
supercell containing 108 Zr and 216 O was used, corresponding to a 3×3×3 supercell for the 
monoclinic and cubic phase and a 3×3×6 supercell for the tetragonal phase. For YSZ, a similar 3×3×3 
supercell with 92 Zr, 16 Y and 208 O was used, simulating 8YSZ of the same stoichiometry. When the 
supercell contains a point defect, such defect is assigned a formal charge with respect to the reference 
state according to the Kröger-Vink notation (-4 for Zr vacancy VZr, +4 for Zr interstitial Zri, -3 for Y 
vacancy VY, +3 for Y interstitial Yi, and +2 for oxygen vacancy VO; all in electron unit). An opposite 
charge was applied as a uniform background to ensure (a) cations and anion are not reduced or 
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oxidized and (b) the supercell remains neutral. For defect migration in YSZ, the nudged-elastic-band 
(NEB) method21 implemented in VASP was used to determine the diffusion path and migration barrier 
under a fixed supercell volume and shape. Here, we used the same 3×3×3 supercell, and convergence 
was considered achieved when the residue atomic forces are less than 0.1 eV/Å. To help accurately 
evaluate the saddle point energy, we employed 7 climbing images between the initial and final 
configurations. All calculations were performed under periodic boundary conditions. 
 
3.3 Defect formation energy in pure zirconia 
We first describe the formation energies of a Schottky pair and a cation/anion Frenkel pair in pure 
ZrO2 of the monoclinic, tetragonal and cubic structures as shown in Fig. 3.1. For monoclinic ZrO2 
(space group P 21/c), Zr and O occupy different 4e sites and interstitials are at 2c sites at (0 1/2 0) and 
(0 0 1/2). For tetragonal ZrO2 (space group P 42/nmc), O occupies 4d sites, Zr at 2a sites at (0 0 0) and 
(1/2 1/2 1/2) and interstitials at 2b sites at (0 0 1/2) and (1/2 1/2 0). (Alternative arrangements may be 
made by interchanging 2a and 2b sites, which are related by a (1/2 1/2 0) translation.) For cubic ZrO2 
(ideal fluorite structure, space group Fm3m ), O occupies 8c sites at (1/4 1/4 1/4) and (1/4 1/4 3/4) 
adopting simple cubic packing, while Zr occupies 4a sites at (0 0 0) and interstitials at 4b sites at (1/2 
1/2 1/2), both adopting a face center cubic packing. (Alternatively, Zr can occupy 4b sites while the 
interstitials occupy 4a sites, which differs from the above arrangement by a (1/2 1/2 1/2) translation.) 
Since all lattice vacancy/interstitial locations are equivalent, any of them may be chosen for 
calculating defect formation energies after allowing for relaxations of supercell’s shape, volume and 
atomic positions. 
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Figure 3.1 Crystal structures of monoclinic, tetragonal and cubic ZrO2. The unit cell contains 4 Zr and 
8 O for monoclinic and cubic ZrO2, and 2 Zr and 4 O for tetragonal ZrO2. Symbols: Zr in green, O in 
red and interstitial sites in purple. 
 
In the Kröger-Vink notation, the defect reactions to form a cation Frenkel pair and a Schottky pair 
and are, respectively. 
Zr Zr i
Zr V Zr
 ••••   
 
 (3-1) 
Zr O
Nil V 2V
••     (3-2) 
Thus, the energy to form a cation Frenkel pair, , is 
  (3-3) 
where  denotes the energy of a supercell that containing one VZr, and likewise  is the 
supercell energy with one Zri, whereas  is the energy of a reference ZrO2 supercell without any 
defect. The energy to form an anion Frenkel pair is similarly obtained. To form a Schottky pair, 
, we also need to consider the energy of (a) removing one Zr and two O, and (b) depositing 
them in a reservoir that holds the chemical potential of ZrO2, which is set as  by 
referring to the defect-free supercell where there are 108 pairs of ZrO2. Thus, 
 (3-4) 
f, cation FrenkelE
Zr if, cation Frenkel V Zr ref
= + 2E E E E
ZrV
E
iZr
E
refE
f, SchottkyE
2ZrO ref
/108E 
Zr O 2 Zr Of, Schottky V V ref ZrO V V ref
323
= +2 3 + = +2
108
E E E E N E E E  
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where N=1 and  is the energy of a supercell that contains one VO.  
For each ZrO2 polymorph in a 3×3×3 supercell, we performed ab initio calculations to find the 
supercell energies with and without various defects, then used Eq. (3-3) and (3-4) to obtain the pair 
formation energies listed in Table 3.1. Without exception,  is less than , and the 
difference increases from monoclinic to tetragonal to cubic. This is mainly due to a corresponding 
decrease of
 
 since  is almost the same in all three polymorphs. Interestingly, 
the much more open monoclinic structure (its unit cell volume is 4% larger) that should help 
accommodate an interstitial does not make  smaller. The different  may stem 
from two related causes: (a) As the structure changes from monoclinic to cubic, Zr4+ is coordinated 
with more oxygens, which is unfavorable because of the small size of Zr4+, and (b) as Zr becomes 
overbonded in the tetragonal and cubic ZrO2, the Zr-O bond strength weakens. Therefore, oxygen 
removal and VO formation, which plays a dominant part in a Schottky pair that contains two VO, is 
easiest in the cubic structure and most difficult in the monoclinic structure. In this connection, it is 
interesting to note that, in cubic zirconia, the Schottky pair reaction creating three defects—one VZr 
and two VO—provides the lowest formation energy per defect, f,Schottky / 3 0.91 eVE  ; the anion 
Frenkel pair reaction (creating two defects—one VO and one Oi) gives 
f,anion Frenkel
/ 2 1.54 eVE  . Thus, 
in an undoped cubic ZrO2, VO is mainly created by the Schottky pair reaction rather than the anion 
Frenkel pair reaction.  
 
Table 3.1 Formation energies of Schottky pair, cation Frenkel pair and anion Frenkel pair in ZrO2. 
Crystal type Schottky pair (eV) Cation Frenkel pair (eV) Anion Frenkel pair (eV) 
Monoclinic 7.06 8.75 4.26 
Tetragonal 3.98 8.14 3.45 
Cubic 2.84 8.56 3.09 
 
OV
E
f, SchottkyE f, cation FrenkelE
f, SchottkyE f, cation FrenkelE
f, cation FrenkelE f, SchottkyE
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Since a Schottky pair requires less energy to form in all three polymorphs, VZr is the main cation 
defect species, especially in tetragonal and cubic zirconia. While this conclusion agrees with the 
previous computational studies9-11, our  for cubic zirconia (2.84 eV) is much smaller than 
the ones previously calculated (11.6 eV by Mackrodt et al.9 and 6.52 eV by Kilo et al.11). Similarly, 
our  (8.56 eV) is much smaller (24.4 eV by Mackrodt et al.9 and 20.4 eV by Kilo et al.11). 
Since there is no structural ambiguity about cubic ZrO2, the difference can only come from the 
computational method itself. This trend parallels a similar one established in Chapter 2: Empirical 
potential calculations consistently produced >2× supercell energies of what the ab initio calculations 
produced. The cause of this error is also known: It is primarily due to an overestimate of the 
electrostatic interaction14.  
 
3.4 Defect formation energy in YSZ 
3.4.1 Formulation of the problem 
Unlike in ZrO2, defect pairs in YSZ include partial defect pairs of different constituents. The 
defect reactions forming a Schottky pair and a cation Frenkel pair in Zr1-xYxO2-x/2 are, respectively, 
Zr Y O
Nil (1 )V V (2 )V
2
x
x x
••        (3-5) 
Zr Y Zr i Y i
(1- )Zr Y (1 )V (1 )Zr V Yx x x x x x
  •••• •••          (6) 
where the reference cation sublattice includes both Zr’s and Y’s in their stoichiometric proportion. 
Referring to the energies of supercells that contain various point defects in the above reactions, we can 
express the formation energies of a Schottky pair and a cation Frenkel pair as 
  (3-7) 
  (3-8) 
In the above,  denotes the energy of a supercell that contains one VY, and likewise  is the 
f, SchottkyE
f, cation FrenkelE
Zr Y O
Zr Y O
f, Schottky V V V ref YSZ
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E
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energy of a supercell of one Yi, etc. Here,  is the energy of a reference defect-free supercell of 
Zr1-xYxO2-x/2, N=1 refers to one set of Zr1-xYxO2-x/2 “molecule”, and  is the chemical 
potential of such “molecule”. To apply it to 8YSZ, we let x=16/108≈0.148. 
To compute , etc., we must recognize that unlike in ZrO2, there is no translational invariance 
in YSZ; e.g., the local environments of any two ZrZr are generally different, etc. So, starting with a 
configuration of defect-free YSZ, there are many distinct choices for placing a point defect, say Yi, 
and each choice gives a different supercell energy . In a 3×3×3 supercell of 8YSZ, there are 108 
choices each for placing a Zri or Yi, 92 choices for placing a VZr, 16 for VY, and 208 for VO. This gives 
532 in total, which is too many to be handled by ab initio calculations. To keep the computational task 
tractable, we first examined all these choices by empirical potential calculations and ranked them in 
the order of the lowest supercell energy. We next selected a certain number of the lowest energy 
configurations, 10 each for VZr and Zri, 5 each for VY and Yi, and 20 for VO, and computed their 
supercell energies using ab initio calculations to obtain , etc. They do show good correlation with 
the values obtained by empirical potential calculations, as shown in Fig. 3.2, with the magnitude of 
the latter more than twice larger, which was also noted in Chapter 2 when the two calculations were 
compared. Substituting thus ab initio calculated , , ,  and in various 
combinations into Eq. (3-7) and (3-8), we obtained a distribution of  and , 
which spans certain ranges reflecting the combinations of different point defects at different sites. In 
Chapter 2, a similar hybrid strategy combining empirical potential calculations for screening and ab 
initio calculations for final results was used to assess the stability of supercells. Although the two 
calculations returned rather different values for the supercell energies, the two sets of energies do track 
with each other with a scaling factor of 2 or so (see Fig. 2.5 in Chapter 2). So we believe it is highly 
likely that the above strategy will capture the least energetic Schottky and cation Frenkel pairs: These 
pairs is likely to be represented in the low-energy-tail of the above distributions. Specifically, the least 
energetic Schottky pair must consist of the least energetic VZr, VY and VO, and the least energetic 
refE
YSZ ref /108E 
YV
E
iY
E
YV
E
ZrV
E
iZr
E
YV
E
iY
E
OV
E
f, SchottkyE f, cation FrenkelE
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cation Frenkel pair must consist of the least energetic VZr, VY, Zri and Yi. Another way to state the 
same is that the least energetic Schottky pair must come from removing the most energetic ZrZr, YY 
and OO, etc.   
 
Figure 3.2 Comparison of supercell energies containing one VZr (in red) or one VY (in blue) by ab 
initio and empirical potential calculations. The lowest energy in each set is set as zero. 
 
3.4.2 Schottky pairs and cation Frenkel pairs in the ground state  
Starting with the “ground” state configuration (Fig. 3.3a) and its energy (which gives Eref and 
μYSZ) identified in Chapter 2, we obtained a set of distributions of formation energies shown in Fig. 
3.3b-c. The large spread of the pair energies comes from the energy spreads of E’s of individual 
defects in the pair. For example, since the 10 lowest  spread over 0.96 eV, and likewise 5 
over 0.69 eV and 20  over 1.55 eV, the spread of is
. Applying Boltzmann statistics to these distributions 
over the temperature of 1400-1700K, we calculated the effective formation energies to be 1.91 eV for 
a Schottky pair and 5.77 eV for a cation Frenkel pair (Fig. 3.3d). Therefore, as in pure cubic ZrO2, a 
Schottky pair in YSZ is much easier to form, making cation vacancies the dominant cation defects and 
Schottky pair reaction their dominant source. (Using the law of mass action, the concentration of 
cation interstitials is estimated to be 9-10 orders smaller than that of cation vacancies.) Lastly, since Y 
doping introduces a large population of VO, the concentration and chemical potential of VO in YSZ are 
fixed (i.e., YSZ is in the extrinsic regime). So the concentration of cation vacancy can be obtained 
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from the law of mass action for Eq. (3-2), the Schottky defect reaction with an reaction energy 
, giving 
f,Schottky
Zr 2
O B
1
[V ] ~ exp
[V ]
E
k T
••

 
 
 
. 
 
Figure 3.3 (a) “Ground” state YSZ configuration identified in Chapter 2 and the energy distributions 
to form (b) a Schottky pair or (c) a cation Frenkel pair in the structure. (d) The assemble averages of 
defect formation energy between 1400-1700 K. Data from ab initio calculations. 
 
3.4.3 Schottky pairs and cation Frenkel pairs in metastable states 
To examine the influence of the reference state on defect formation energies, we studied two 
metastable configurations that are (1) 1.16 eV and (2) 5.23 eV (in the unit of eV per supercell) above 
the “ground” state in their supercell energies. (In reality, the configuration (2) is unlikely to exist.) The 
same hybrid calculations were performed giving the results in Fig. 3.4a-b for (1) and Fig. 3.4c-d for 
(2). In each case,  is smaller than  in both the lowest and the mean energies of 
the distribution. Comparing Fig. 3.4 and Fig. 3.3, we note that the values of  and 
 of the metastable states are smaller than their counterparts of the “ground” state. 
Moreover, the less stable the metastable configuration, the lower the  and . 
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Indeed, the lowest  in (2) is negative (Fig. 3.4c), indicating (2) is not even metastable if the 
species are allowed to exchange with the chemical reservoir to spontaneously form a Schottky pair. 
On the other hand, the handicap of a higher-energy metastable state is always more severe than the 
advantage of a lower formation energies of defects, the more so the less stable the state. (In (1), the 
formation energy of a Schottky pair is 0.28 eV—1.63 eV in Fig. 3.4a vs. 1.91 eV in Fig. 3.3d—lower 
than that in the “ground” state, but state (1) is 1.16 eV more energetic than the “ground” state. The gap 
is even larger between (2) and the “ground” state.) Therefore, unless the metastable state is 
energetically very close to the “ground” state, it is thermodynamically and kinetically unrealistic to 
expect them to provide Schottky pairs that contribute cation vacancies for diffusion.  
 
Figure 3.4 Energy distributions to form a (a) Schottky pair or (b) cation Frenkel pair in a metastable 
YSZ having 1.16 eV higher supercell energy than the “ground” state; likewise for forming a (c) 
Schottky pair or (d) cation Frenkel pair in a metastable YSZ having 5.23 eV higher supercell energy. 
Their assemble averages between 1400-1700 K are listed at the upper-left corners. Data from ab initio 
calculations. 
 
This study of metastable states reaffirms our conclusion in Section 3.3 that Schottky pairs always 
dominate over cation Frenkel pairs and cation vacancy is the dominant cation defect. Moreover, since 
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the search for the lowest energy state in Chapter 2 was not exhaustive and the de facto “ground” state 
we used may not be the true ground state, we should regard the value in Fig. 3.3d, 1.91 eV, 
as a lower bound. (The de facto ground state is statistically valid up to a sample size of ~109 random 
configurations, which is still small compared to the 1042 configurations available in a 3×3×3 supercell; 
see Section 2.6 of Chapter 2.) However, we expect the formation energy difference to be less than the 
energy difference between the true ground state and the de facto ground state if we can extrapolate the 
comparison between Fig. 3.4a and Fig. 3.3d: The difference of 0.28 eV in formation energy is much 
less than the difference of 1.16 eV in the supercell state energy. 
 
3.4.4 Local structure of cation vacancies 
Since least energetic vacancies are likely to be predominant, it is instructive to interrogate the 
correlation between (and ) and the local structure within the framework of packing 
preferences established in Chapter 2. For this purpose, we studied the 10 least energetic VZr, and 
correlated their ab initio supercell energies  with supercell’s bond valence energy (Fig. 3.5a, 
blue bars) and electrostatic energy (Fig. 3.5b, blue bars). (See Chapter 2 on the method of the required 
calculations. Here, the electrostatic energy is obtained by treating the vacancy-containing supercell as 
having a set of point charges made of Zr4+, Y3+ and O2-, in addition to a negative charge of, say -4 if 
the supercell contains a VZr, and surrounding the supercell by a uniform background charge of +4 in 
total.) Since these vacancies are likely to form by removing the most energetic ZrZr in the ground state, 
we also studied how the vacancy-containing supercell energy correlates with Zr’s environment—its 
numbers of O-1st nearest neighbors, denoted as O-1NN (Fig. 3.5c), and 2nd nearest neighbors, O-2NN 
(Fig. 3.5d).  
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Figure 3.5 (a) Bond valence energy and (b) electrostatic energy correlates with the energy of supercell 
that contains one VZr (blue bars) or VY (red bars). The lowest such energies are used as the energy 
references (i.e., zero energy) for comparison within the same set, blue or red. Also compared with the 
supercell energy are (c) O-1NN and (d) O-2NN of VZr, and (e) O-2NN of VY. The VY in this set all 
have 8 O-1NN. 
 
Because of the small sample size and the considerable structural heterogeneity of different 
defects in the sample, correlations were relatively weak but still enough to recognize the following 
trend. A less energetic VZr is in a supercell of a lower bond valence energy and electrostatic energy, 
and it originates from a Zr site that has an unfavorably high O-1NN number (fewer oxygens are 
preferred, see Chapter 2) and unfavorably low O-2NN number (more oxygens are preferred). 
According to Chapter 2, the cation-O-1NN preferences mainly originate from size consideration (Zr 
being undersized relative to Y) while the cation-O-2NN preferences mainly from electrostatic charge 
consideration (Y3+ being -1 relative to Zr4+). Since VZr is highly negative, it introduces another charge 
consideration that favors placing positively charged VO near VZr, i.e., VZr originating from a Zr site of 
fewer O-1NN and O-2NN. This new consideration does not contradict the packing rule established in 
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Chapter 2 for O-2NN, but it does contradict the size consideration of Chapter 2 for O-1NN. Yet the 
correlation in Fig. 3.5c-d is fully consistent with the rules of Chapter 2. Therefore, the additional 
charge consideration for VZr is not as important as the size-dominated packing consideration for the 
O-1NN environment.  
We similarly examined the 5 least energetic VY, their , bond valence (Fig. 3.5a, red bars) and 
electrostatic energies (Fig. 3.5b, red bars), and again found some correlations. Regarding oxygen 
coordination, we note that our “ground” state only contains Y that has 8 O-1NN, which conforms to 
Y’s packing preference—dictated by the size consideration for 1NN. Regarding O-2NN, we shall 
follow two charge considerations. (a) According to Chapter 2, Y3+ being -1 relative to Zr4+ prefers 
more VO, hence fewer O-2NN; conversely, the least energetic VY should originate from a Y site with 
the highest O-2NN. (b) VY being highly negative -3 prefers more VO, hence fewer O-2NN; conversely, 
the least energetic VY should originate from a Y site with the lowest O-2NN. Apparently, (b), which is 
a new consideration, overrides (a), which came from Chapter 2, so that the trend in Fig. 3.5e is 
manifest. (Fig. 3.5e has less scattered data than Fig. 3.5c-d since Y always has 8 O-1NN.) 
In summary, as in Chapter 2, we find for cation vacancies that their O-1NN preferences mainly 
originate from size consideration while their O-2NN preferences mainly from electrostatic charge 
consideration. The majority VZr prefers to have VO as 2NN, not 1NN; the minority VY prefers to have 
VO as both 1NN and 2NN. 
 
3.5 Migration barrier in YSZ 
3.5.1 Migration barrier in the “ground” state 
To calculate the migration barrier for a cation vacancy in YSZ, we again considered the multiple 
possibilities of where migration may begin and end in a supercell, which is not invariant in translation. 
To keep the computational task tractable, we started with the least energetic VZr created at the most 
energetically unfavorable Zr site, termed A, and find the barriers for Zr to enter A from 6 out of the 12 
neighboring sites. After two neighboring Zr with the lowest barriers left their sites, B and C, we again 
YV
E
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calculated 6 migration paths for Zr to enter B or C following the same scheme. (Having Zr returning 
from A to B or C was one of the 6 paths.) The energy profiles (one shown in Fig. 3.6) along the above 
paths in a 3×3×3 supercell were obtained using the ab initio-NEB method, and their migration barriers 
in the forward and backward directions are listed in Table 3.2. (The average of the forward and barrier 
barriers is designated as the “equivalent” migration barrier of the path.) The barriers in two directions 
differ because of lack of symmetry in YSZ. For example, since A is the most stable state, the backward 
barrier to return to A is always lower than the forward barrier in Table 3.2. The barriers from A vary 
from 1.78 to 4.43 eV with the average at 2.92±0.58 eV. (The forward average is 3.22±0.70 eV, the 
backward 2.62±0.56 eV.) 
 
Table 3.2 Migration barriers in 8YSZ for six forward /backward paths each from A, B, and C. The 
equivalent barrier (E) is the average of forward (F) and backward (B) barriers. The locations of VO as 
indexed in Fig. 3.9 are listed under P(VO). *Same as 4 from A, #Same as 5 from A. 
# 
Hopping from A Hopping from B Hopping from C 
F 
(eV) 
B 
(eV) 
E 
(eV) 
P(VO) F 
(eV) 
B 
(eV) 
E 
(eV) 
P(VO) F 
(eV) 
B 
(eV) 
E 
(eV) 
P(VO) 
1 3.36 3.30 3.33 15 3.42 2.54 2.98 None 2.84 3.26 3.05 11 
2 4.43 3.01 3.72 11 4.16 3.19 3.68 None 3.37 2.79 3.08 12 
3 3.16 2.76 2.96 17 4.18 3.41 3.80 6, 17 2.67 2.75 2.71 1 
4 3.01 2.73 2.87 17 2.73* 3.01* 2.87* 17* 4.34 3.73 4.04 None 
5 2.26 1.78 2.02 1 3.14 2.81 2.98 3 1.78# 2.26# 2.02# 1# 
6 3.10 2.15 2.63 11 3.45 3.17 3.31 3, 12 3.88 2.81 3.35 None 
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Figure 3.6 Cation migration energetics and local atomic arrangements at several intermediate states.  
 
3.5.2 Migration kinematics  
A glimpse of migration kinematics is afforded by snapshots taken along the path. One set of 
snapshots is shown as insets in Fig. 3.6. Here, the migrating Zr is in yellow, and the VZr with which it 
exchanges locations is marked by a cross. The kinematics have the following features. (a) Except for 
the migrating Zr and VZr, other ions only experience minor local relaxations. (b) Migration is not 
along a straight line from the initial site to the final site (its midpoint marked as M in Fig. 3.7). Instead, 
the saddle point veers toward the vacant cation interstitial site (marked as I in Fig. 3.7). (c) While two 
nominally equivalent cation interstitial sites are marked in Fig. 3.7, long range interactions originating 
from ions outside the ones in Fig. 3.7 led the NEB-calculated path to prefer one site over the other. (d) 
The saddle-point Zr has fewer oxygen neighbors than the initial/final-site Zr, e.g. 4 oxygens (3, 8, 9 
and 10, as marked in Fig. 3.7) in Fig. 3.6 compared to 8 oxygens in the latter. (e) To compensate for 
the lower coordination number, the saddle-point Zr-O polyhedron has shorter (1.9-2.0 Å between 
saddle-point Zr and oxygen 9/10 vs. normally ~2.2 Å) hence stronger Zr-O bonds than the ones in a 
normal 7- or 8-coordinated polyhedron. (f) To make room for Zr passage, oxygen 9 and 10 are pushed 
out. (g) If we construct a triangular prism of oxygens {3, 4, 7, 8, 9, 10}, then the migration path enters 
the prism from one side 3-4-10-9 and leaves from the other side 7-8-10-9. 
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Figure 3.7 (Left) Schematic of 1×1×½ slab with one Zr and one VZr exchanging sites along the red 
dotted path. Oxygen sites indexed from 1 to 18, two interstitial locations marked as I, and the center of 
the slab marked as M. (Right) Schematic of cation plane showing a checkerboard arrangement of grey 
ZrO8 polyhedra. Cation can either migrate via M (black dash line) or on a detour via an interstitial site 
(red dash curve).  
 
3.5.3 Charge transfer and long-range disturbance 
Closely related to the coordination change is charge transfer during migration. Since our 
calculations did not allow redox reactions, any charge transfer must be caused by either ion motion 
that drags the surrounding electron cloud or electron redistribution between neighboring ions, and it 
should be mostly reversible once cation migration has passed. In crystal chemistry terms, this 
corresponds to a “bond-valence” change due to the changing coordination number and bond distance. 
In the example shown in Fig. 3.8, the ab initio-calculated charge density difference between the 
saddle-point state and the initial state is plotted in Fig. 3.8a, and similarly, the difference between the 
final state and the saddle-point state is plotted in Fig. 3.8b. Here, the migrating Zr is marked in purple, 
electron surplus is represented in blue, and electron deficit is in yellow. As Zr migrates toward the 
saddle point in Fig. 3.8a, it attracts oxygen O2, O3 and O4 and draw in more bonding electrons. 
Meanwhile, another surrounding oxygen O1 is left behind and drawn away by a nearby cation, which 
happens to be Y in Fig. 3.8a. As Zr migrates away from the saddle point in Fig. 3.8b, it sheds the 
bonding electron with O2 but simultaneously draws in bonding electrons from O3, O4, O5 and O6, 
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which are retained in the final state. Comparing Fig. 3.8a and b, we can see numerous oppositely 
pointing “dipoles”, directing from yellow to blue, several shown by black arrows. Remarkably, such 
bonding changes have propagated across the entire length of the 3×3×3 supercell as shown in Fig. 
3.8c, suggesting very slow attenuation against the drastic bonding perturbation that accompanies 
cation migration. This may be taken as another evidence of the compliant cation sublattice first noted 
by Li et al.22-24, who also cited its relatively soft acoustic phonon that is consistent with YSZ’s 
relatively low Young’s modulus (200 GPa) and shear modulus (80 GPa) despite the high melting 
point.  
 
Figure 3.8 Electron charge density transfer (a) from the initial state to saddle point, and (b) from 
saddle point to final state, drawn as surfaces of iso-charge-transfer of 0.02 electron/Bohr3 around the 
migrating Zr. Electron surplus is represented in blue and deficit is in yellow. (c) Same as (a) shown for 
the entire 3×3×3 supercell at a smaller magnification. The iso-charge-transfer drawn is 0.05 
electron/Bohr3. 
 
3.5.4 Correlating barrier height to saddle-point’s local structure 
We next seek to correlate barrier height with the local structure when the cation is passing 
through the saddle point. As shown in Fig. 3.7, ZrO8 polyhedra (in grey) are arranged in a 
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checkerboard pattern, and the empty space (in white) provides interstitial sites. To take advantage of 
the empty space, Zr during migration deviates from the straight-line path through M in Fig. 3.7 to 
follow the schematic dotted curve nearby. Naively, one would expect less need for such detour if there 
is more space between O9 and O10 to allow a direct passage, or if O9 and O10 can move out of way 
to make room for Zr. The latter is indeed the case as illustrated in Fig 3.9a by the inverse correlation 
between LZr-M, the distance between M and Zr at the saddle point, and LO9/O10, the total displacements 
of O9 and O10 calculated in the following way. When Zr moves from the initial point to the saddle 
point, O9 moves by L1 and O10 by L2; when Zr moves from the saddle point to the final point, O9 
moves back by L3 and O10 by L4. The sum of these four displacements, all taken as positive numbers, 
is LO9/O10.  
The interplay between LZr-M and LO9/O10, expressed in LZr-O9/O10, which is the average bond length 
of Zr-O9 and Zr-O10 at the saddle point, has a decisive influence on the migration barrier as shown in 
Fig. 3.9b with a correlation factor of –0.76. Since a shorter bond distance implies a higher short-range 
repulsion, we also expect a positive correlation between the migration barrier and such repulsion. This 
is demonstrated by Fig. 3.9c, (correlation factor: 0.78) in which the Buckingham potential in the 
empirical potential14,19 was used to calculate the short-range repulsions between the migrating Zr and 
nearby oxygens up to 3 Å. It is a reasonable result since the less repulsion the neighboring ions exert 
on the migrating cation, the less migration barrier the migrating ion should experience. The most 
important differentiator that causes the total repulsion to vary is the short-range repulsion from O9 and 
O10, which has a correlation factor of 0.75 with the migration barrier as shown in Fig. 3.9d. This is 
not surprising because, at the saddle point, the Zr-O9 and Zr-O10 distances are significantly shortened, 
from normally ~2.2 Å before migration to 1.9-2.0 Å at the saddle point. Therefore, size consideration 
is of pivotal importance in determining the ease of cation migration in YSZ.  
In the order of increasing importance, other weaker correlations between migration barrier and 
local structure parameters are with (a) LZr-M, the distance between Zr and M at the saddle point 
(correlation factor: 0.15); (b) LO9/O10 (correlation coefficient: –0.23); (c) O9-O10 distance in the 
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initial/final configuration (correlation coefficient: –0.25); and (d) cation size, which is related to the 
charge state represented by the Bader charge (correlation coefficient: 0.42)25. Naturally, these weaker 
correlations are mostly washed out by the noise (i.e., the configuration-to-configuration variation of 
YSZ), but on the whole all of the above are consistent with the idea that size consideration is of 
paramount importance: A larger Zr separation from O9 and O10 at the saddle point, a longer O9-O10 
separation, more compliant O9 and O10, and a smaller cation size all help lower the barrier. This is 
because it is the misfit between the migrating cation size and the statically or dynamically available 
space between O9 and O10 that determines the short-range repulsions, which further extends to 
influences felt at much longer distances via slowly converged elastic and electrostatic interactions as 
indicated in Fig. 3.8c. 
 
Figure 3.9 Correlations between static and dynamic local structure at saddle point and migration 
energetics. (a) LZr-M vs. LO9/O10, (b) migration barrier from ab initio-NEB calculations vs. LZr-O9/O10, (c) 
same barrier vs. short-range repulsions between migrating Zr and neighboring oxygens up to 3.0 Å, 
and (d) same barrier vs. short-range repulsions between migrating Zr and O9/O10. LZr-M: the distance 
between M and Zr at the saddle point; LO9/O10: the total displacements of O9 and O10 during the 
migration process (see text for more detail); LZr-O9/O10: the average bond length of Zr-O9 and Zr-O10 
at the saddle point. 
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3.5.5 Y Migration  
Similar ab initio-NEB calculations were performed for Y migration. Three migration paths were 
examined and they share the same migration kinematics as described above for Zr migration. The 
equivalent diffusion barriers are 3.28±0.77 eV (forward: 3.16±0.64 eV; backward: 3.39±0.90 eV.) 
They are slightly higher than those for Zr, but the data scatter is large and we only examined 3 paths. 
Since a cation vacancy in YSZ can be used for both Zr and Y diffusion (thus the same defect 
formation energy), any diffusivity difference between the two must come from different migration 
barriers. According to tracer diffusion data, Y diffusion is 2.5-4.3× that of Zr between 1300 oC and 
1676 oC5,26, which corresponds to a lower migration barrier by ~0.2 eV in Y. On the other hand, such 
kinetic advantage should have led to Y segregation at the cathode in electro-diffusion, yet Y3+ actually 
segregates at the anode instead27,28. The latter observation places an upper bound for Y3+ diffusivity at 
4/3× that of Zr4+, suggesting a <0.1 eV difference in migration barrier. Clearly, for a complicated 
structure like YSZ, these differences in migration barrier are too small to be resolved by ab initio 
calculations employed here. So we did not pursue it further.  
 
3.6 Comparison with experiments and past calculations 
3.6.1 Diffusion as a random walk process 
Atomic migration is a multi-step random-walk process that must reach a long enough distance to 
become effective, or else the vacancy and the atom may return to their original sites. A random walk in 
YSZ sees myriad local structures and barrier heights, which vary from step to step and from path to 
path. With many paths available, the preferred one is the easiest one, and on this easiest path it is the 
highest barrier that is rate controlling. This random-walk problem is similar to the conduction problem 
of a network circuit that has both serial and parallel elements. In the following, we will apply this idea 
to evaluate the rate-controlling barrier for Zr.  
To proceed, we first postulate that three independent migration steps are needed for Zr to 
“permanently” escape its original site and not look back. This is a reasonable assumption: It can be 
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shown that, while after two steps the probability for the vacancy to return to the original site is still 
1/12, after three steps it drops to 1/36, which seems quite small. (Here, we use the fact that each VZr 
has 12 nearest Zr neighbors.) We thus calculated the time required to statistically sample all available 
three-step paths in the following way. (a) Referring to Table 3.2, we consider taking one step each 
from A, B and C to constitute a three-step path, thus obtaining 63=216 such paths (6 available steps 
each from A, B and C). (b) Consider a three-step migration as a serial process, we see the time m 
required to go through it to be proportional to , 
where Em,k is the barrier height of step k (k=i, j, l) along the path m and we assume the correlation 
factor and attempt frequency are the same for each jump. (c) Since the probability of taking path m to 
“escape” within a unit time is m-1, the total escape probability per unit time when having M such 
parallel paths available (M=216 in our case) is . Therefore, the ensemble average of the 
migration barrier for the random walk can be obtained from the slope of the 
 vs. 1/T plot, where i is a path from A, j 
a path from B and l a path from C, providing 216 three-step paths. Over 1,400-1,700K, the plot gives a 
migration barrier of 2.88 eV to 2.97 eV depending on whether the equivalent or forward barriers in 
Table 3.2 are used.  
 
3.6.2 Experimental data and past calculations 
Diffusivity D may be theoretically estimated using its Arrhenius form  
  (3-9) 
Here D0 is a pre-exponent factor, kB is the Boltzmann constant, T is the absolute temperature, Ea is the 
activation energy, f is the correlation factor, a is the jump distance, ν is the attempt frequency, [VO] is 
the fraction of vacant sites on the oxygen sublattice, and Ef and Em are the defect formation and 
migration energy, respectively. (The law of mass action applied to the Schottky defect formation 
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reaction gives  as the fraction of vacant cation sites on the cation sublattice.) For 
cation diffusion in YSZ, f=0.783 for the face-centered-cubic cation sublattice, a=3.64 Å, ν is taken to 
be 1012-1014 s-1, [VO]=0.074, and Ef and Em are the calculated enthalpies, Ef=1.91 eV from the 
Schottky defect in Section 3.4 and Em=2.97 eV in Section 3.6, giving an activation energy of 4.88 eV, 
compared very well to the activation energy of 4.5-6.1 eV from experimental data1-5. For ν=1013 s-1, 
our theoretical estimates shown in red in Fig. 3.10 are in very good agreement with the experimental 
data (in black) of cubic zirconia1-3,5 of comparable compositions to 8YSZ over quite a wide range of 
temperature.  
 
Figure 3.10 Predicted cation diffusivity of this study (red) in agreement with experimental data from 
tracer diffusion (Solmon’s 9.5YSZ and 18YSZ5, Kilo’s 10.2YSZ and 18.3YSZ1), creep (Dimos’s 
20YSZ3) and shrinkage of dislocation loop (Chien’s 9.4YSZ and 18YSZ2). 
 
As mentioned in the Introduction, all previous theoretical and computational studies, which used 
empirical potentials only, have consistently found an activation energy >10 eV, of which 6.5 eV or 
more is for forming a cation vacancy and 5 eV for it to migrate. (See Table 3.3 for a summary of 
previous simulation results.) As also mentioned in Chapter 2, there is a systematic overestimate of the 
supercell energy by the empirical potential calculations because of their overestimate of the 
electrostatic energy. To interrogate whether this is also the case here, we adopted the structures of the 
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saddle point and the initial/final state obtained by our ab initio-NEB calculations, then used the 
empirical potential to calculate the supercell energies of these states, and finally took their difference 
as the migration barrier. The results are compared with the ab initio-NEB barrier calculations in Fig. 
3.11 for both the forward (blue) and equivalent (red) migration barriers. As before, we find a 
positive >2× correlation: The barrier calculated using the empirical potentials is more than twice as 
high as from ab-initio method. Since the same structure is used in the two calculations, the difference 
can only come from the computational method itself. Therefore, without doubt, the empirical potential 
calculations that overestimate the electrostatic interaction gave the wrong activation energies.  
 
Figure 3.11 For the same set of initial, final and saddle-point atomic structures, the forward 
(blue)/equivalent (red) migration barriers from ab initio calculations are smaller than those calculated 
by using the empirical potential.   
 
Table 3.3 Summary for calculated cation formation and migration energies in zirconia literature. 
*Potential modulated to fit oxygen diffusion data. 
Method Composition 
Formation energy 
(eV) 
Migration energy  
(eV) 
Empirical potential9 c-ZrO2 
Schottky: 11.6 
Cation Frenkel: 24.4 
Zr: 8.5 
Empirical potential10 c-ZrO2 Schottky: 5.91 / 
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Cation Frenkel: 20.15 
t-ZrO2 
Schottky: 6.55 
Cation Frenkel: 17.63 
/ 
Empirical potential11 t-ZrO2 
Schottky: 6.52 
Cation Frenkel: 20.44 
Zr: 5.07 
Y: 4.60 
Empirical potential, 
molecular dynamics13 
11YSZ / 
Zr: 4.8 
Y: 4.7 
Modulated potential*, 
molecular dynamics15 
8YSZ / 
Zr: 2.58 
Y: 2.61 
 
3.7 Discussion 
3.7.1 Defect formation energy 
While only the formation energies of the Schottky and Frenkel pairs have been calculated in this 
work, one can also consider the formation energies of individual charged defects29,30. For example, 
Zr
f,V
E  for VZr and 
O
f,V
E  for VO are defined as 
Zr Zr
f,V V ref Zr e
4E E E        (3-10) 
O O
f,V V ref O e
2E E E        (3-11) 
where 
Zr
  and 
O
  denote the chemical potentials of Zr and O, respectively, 
e
  is the chemical 
potential (the Fermi level) of electrons, and 
2
Zr O ZrO
2     under local equilibrium conditions. 
Combining Eq. (3-10) and (3-11), we obtain the formation energy of a Schottky pair, 
Zr O
f,Schottky f,V f,V
2E E E  , and recover Eq. (3-4). Using these relations, we can also use the literature data 
of
Zr
f,V
E , 
O
f,V
E  and other interstitial defects in monoclinic zirconia30 to calculate the pair formation 
energies: A Schottky pair needs 6.95 eV, a cation Frenkel pair needs 9.45 eV, and an anion Frenkel 
pair needs 4.11 eV. These values are similar to the results listed in Table 3.1 within the error expected 
90 
for ab initio calculations. 
For simplicity, our calculation has assumed fully ionized defects. While this is empirically 
justified by the fact that YSZ is difficult to reduce or oxidize, it contains only minimal amount of 
electrons and holes31 and it is an ionic conductor, it is also justified by referring to the energy diagrams 
of cubic Y2O3 and monoclinic ZrO2 in Fig. 3.1229,30. For an isolated insulator, which corresponds to 
normal processing conditions of oxide ceramics, we may set the Fermi level at about halfway in the 
band gap. Indeed, all the defects are fully ionized under this condition. The Fermi-level window 
within which the above assumption holds is about 1.5 eV, or 2.2 eV if we ignore Oi that is unimportant 
in YSZ. This value is comparable to the commonly used electrochemical window, 2.1 V, the Nernst 
potential that causes ZrO2 to reduce to Zr.  
 
Figure 3.12 Energy levels of the charge state transitions of ionic defects in Y2O3 (upper panel) and 
monoclinic ZrO2 (lower panel). (Data from Ref. 29 and 30.) In monoclinic ZrO2, the O3 type of 
oxygen ions is coordinated with three Zr and the O4 type with four Zr. Oxygen defects in monoclinic 
ZrO2 show negative-U behavior, so their charge states disproportionate and change by 2. 
 
3.7.2 The role of oxygen/oxygen vacancy 
Chapter 2 pointed out that 8YSZ with its complicated structure has a glassy energy landscape, so 
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the true ground state cannot be reached without long-range relaxation of both cations and anions. Full 
relaxation is difficult because the Zr-O and Y-O environments are strongly intercorrelated, as 
evidenced by the distinct oxygen (vacancy) population oscillations around Zr and Y that are 
long-range (at least up to 5th NN) but out-of-phase with each other. Interestingly, as illustrated by Fig. 
3.8, a single exchange between Zr and VZr already entails long-range relaxations involving essentially 
all the ions (about 300) in the supercell. Thus, local atomic hopping is additionally coupled to another 
set of long-range structural relaxations. Therefore, full relaxation is certainly impossible once cation 
diffusion is frozen at below about 1150oC. Nevertheless, partial relaxation via much faster oxygen 
rearrangement may persist: It is responsible for the apparent transition in oxygen diffusivity at about 
500oC32.  
We believe oxygen diffusion with a very low activation energy of about 0.5 eV above 1000oC32 
and a very high VO population plays an important role in cation diffusion, which has a migration 
barrier of about 3 eV. This is because the cation/cation-vacancy pair must spend much time together 
before it executes a successful exchange, and during the waiting period its local structure will most 
certainly relax, by VO diffusion, to attain a lower overall system energy. (In contrast, VO-mediated 
relaxation of the saddle-point state is unlikely because the jump is a very brief event.) In Table 3.2, the 
forward jumps from A are from the “ground” state, so no VO-induced relaxation is needed. But the 
backward jumps to A and all other jumps to and from B and C must start from higher energy states. 
With VO repositioning, these states will likely assume a configuration that more resembles the “ground” 
state. 
For the above reasons, the forward jumps from A in Table 3.2 are more representative of the 
reality and thus deserve special attention. They all start from the identical initial state, with VZr 
surrounded by 8 oxygens without any VO. Referring to Table 3.2, we see the local environment within 
the 1×1×½ supercell of Fig. 3.6, which surrounds the VZr and the migrating Zr, can be described by 
the site(s) of VO: The VO at {11 or 15, which are equivalent sites} is the 1NN of the migrating Zr and 
the 2NN of the starting VZr; the VO at {1 or 17, which are equivalent} is the 2NN of both the VZr and 
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the migrating Zr. Note that the 3 paths involving one VO at 11/15 are all from VZrO8 to ZrO7, among 
them two paths having an identical VO at 11. Yet their migration barriers differ by more than 1 eV. 
This indicates that substantial heterogeneity must have arisen from the different long-range 
interactions due to the different environments outside the 1×1×½ slab. The 3 paths involving a VO at 
1/17 are all from VZrO8 to ZrO8, among them two paths having an identical VO at 17. Their migration 
barriers, though again different, are relatively lower than those of the other 3 paths. This suggests a 
2NN VO of both the VZr and the migrating Zr may facilitate migration. Indeed, in addition to the paths 
that originate from A, all other paths listed in Table 3.2 that contain a single VO at 1/17 also have a 
relatively low migration barrier. On the other hand, 3 of the 4 paths that contain no VO at all have very 
high migration barriers (3.88-4.34 eV). Returning to the paths from A, besides the 6 paths listed in 
Table 3.2, 4 out of the remaining 6 paths contain no VO and are likely to have a high migration barrier. 
This is not unreasonable because, to be representative of the composition of 8YSZ, a typical 1×1×½ 
slab must have 2 Zr and 4 O. Thus on average it can only contain 2/3 of an oxygen vacancy, i.e., 1/3 of 
the slabs must have no VO. In this way, we have analyzed 10 of the 12 paths from A and confirmed the 
importance of VO to their migration barrier. 
These observations provide the following picture of the most energetically favorable course of 
cation diffusion. It involves an exchange between a VZr in VZrO8 (the most stable VZr configuration) 
and a Zr in ZrO8 (the most unstable Zr configuration.) It also involves an environment with a 2NN VO 
at {1/2/17/18}. This is because, according to crystal chemistry preferences of Fig. 3.3 and Chapter 2, a 
2NN VO further stabilizes VZr and destabilizes Zr. If the VO is instead relocated to be next to Zr, 
providing ZrO7, it stabilizes Zr making it more reluctant to jump. Alternatively, if the VO is relocated 
to be next to VZr (Fig. 3.5c), then it so destabilizes VZr that such configuration is not seen in the 
“ground” state at all. More broadly speaking, to meaningfully contribute to migration, the starting 
configurations must be relatively low in energy, or else they will not be thermodynamically accessible, 
thus irrelevant (even though they may have a low migration barrier). Such a low-energy starting 
configuration, state A, is provided above. Interestingly and importantly, this state is also endowed with 
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a low migration barrier because of the opposite crystal chemistry preferences of VZr and Zr.  
On a closer look, we found the 3 paths involving a VO at 1/17 from VZrO8 (i.e., the ground state A) 
to ZrO8 are not equivalent because the migrating path (red broken curve in Fig. 3.7) veers toward 1, 
not 17. If the electrostatic repulsion between positively charged VO and the migrating Zr is the 
determining factor, then the migrating Zr going closer to VO at 1 should experience a higher barrier, 
which is opposite to what we found in calculation. (Other data in Table 3.2 follow the same trend: VO 
at {3,4,7,8} is more repelling than {11,12,15,16}, yet paths with these VO have lower barriers.) So 
charge may not be the most important consideration. On the other hand, the observation of higher 
barriers when no VO is present suggests the importance of structure openness/softness, which can 
facilitate neighboring oxygens to rearrange and to bond the saddle-point Zr. This explains why VO at 
{1/17} can lower the migration barrier: VO at {1,2} allows oxygen {3,4,7,8} to more easily move 
around to facilitate Zr movement; likewise, an VO at {17,18} makes Zr migration easier since oxygen 
{9,10} can move out of the way toward site {17,18}. 
The above discussion of individual case studies of oxygen vacancy and crystal chemistry 
preferences reaches the same conclusion as from the statistical analysis of Fig. 3.9: What is important 
for lowering the migration barrier is the structure openness/softness that can facilitate neighboring 
oxygens to rearrange and to allow cation passage, which is fundamentally a size consideration. This 
oxygen openness/softness needs to involve both 1NN and 2NN in order to satisfy the crystal chemistry 
requirement of cation-anion coordination, which is again dominated by the size consideration. In the 
following, we will seek to extend this conclusion to anion migration 
  
3.7.3 Cation vs anion diffusion  
It is remarkable that in 8YSZ the activation energy of cation diffusion (4.8 eV) is almost 10× that 
of anion diffusion (0.5 eV at above 1,000oC, which is the appropriate temperature to compare with 
cation diffusion). One reason why oxygen diffusion is easier is the presence of copious VO due to Y 
doping, which removes the need for defect formation, hence formation energy. But it is still 
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remarkable that the migration energy of O (~0.5 eV) is only 1/6 of Zr migration (~3 eV). This is 
despite a much larger size of O2- compared to Zr4+ or Y3+. Similarly, fast anion diffusion is seen in 
other fluorite structured compounds (CaF2, SrF2, CeO2), so the reason must come from the structure 
itself.  
To understand why, we used the same setting of cubic ZrO2 and calculated the migration barrier 
of Zr and O by ab initio-NEB calculations. They gave 0.37 eV for O migration and 4.64 eV for Zr 
migration. By inspecting the local structures at the saddle point, we identified a Zr-O bond length of 
1.95 Å for Zr migration and 1.98 Å for O migration. The former value is comparable to that in YSZ 
(1.9-2.0 Å), and is much larger than the half spacing between O9 and O10 (2.6 Å divided by 2). So 
direct passage of Zr between O9 and O10 is not feasible, forcing Zr to take a curved path in Fig. 3.7 
(O9/O10 are still displaced by 0.5 Å). In comparison, the latter value is closer to the half spacing 
between the two Zr (3.6 Å divided by 2). So a direct passage of O is much more feasible and only 
need to displace the two Zr by less than 0.2 Å. Therefore, fluorite structure is much more open for 
anion migration than for cation migration, which accounts for its well-known property of faster anion 
diffusion. 
 
3.8 Conclusions 
(1) Defect formation energies in zirconia polymorphs and 8YSZ have been calculated using ab initio 
methods. Schottky pairs are easier to form than cation Frenkel pairs, providing cation vacancies as the 
dominant cation defect species. In 8YSZ, cation vacancy formation requires about 2 eV.  
(2) Cations migrate by exchange with a neighboring vacancy, which encounters a barrier from 2.26 
to 4.43 eV depending on the local environment. The effective barrier for a multiple-step random-walk 
is about 3 eV. The predicted cation diffusivity is in good agreement with the experimental data of 
8YSZ, with activation energy of about 5 eV.  
(3) Cation hops by making a detour via an empty cation-interstitial site. At the saddle point, the 
migrating cation displaces two nearest oxygen ions with much shortened Zr-O bonds, which raises the 
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short-range repulsions and causes a long-range disturbance of the surroundings. This explains the 
relatively difficulty in cation diffusion. In contrast, oxygen hopping minimally disturbs neighboring 
cations with much longer Zr-O bond distances, which explains why cubic zirconia is a fast oxygen 
conductor. 
(4) A cation vacancy prefers to be surrounded by 8 oxygens; some oxygen vacancy as the next 
nearest neighbor will further stabilize it. Its easiest exchange is with a least stable Zr neighbor—the 
one surrounded by 8 oxygens. The migrating Zr prefers to travel through a neighboring 
empty-interstitial subcell, a ½×½×½ subcell that contains seven oxygens. Lastly, the more open and 
compliant the oxygen environment, the easier cation migrates. These tendencies are all fundamentally 
rooted in size consideration. 
(5) Mobile oxygen vacancies play an important role in enabling cation diffusion by providing the 
above preferred local environments and oxygen softness for the cation vacancy, the Zr neighbor to be 
exchanged, and the oxygen vacancy in the 7-oxygen subcell surrounding the saddle point. 
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Chapter 4 Enhanced Grain Growth in Doped Zirconia and Ceria by Electrical and 
Hydrogen Reduction 
Reprinted (adapted) with permission from Y. Dong, H. Wang and I.-W. Chen, “Electrical and 
Hydrogen Reduction Enhances Kinetics in Doped Zirconia and Ceria: I. Grain Growth Study”, J. Am. 
Ceram. Soc., 100 [3], 876-86 (2017). 
 
Synopsis 
The kinetics of mass transport is central to ceramic processing and device stability. In the present 
work, the effect of electrical and hydrogen reduction on the grain growth behavior of doped zirconia 
and ceria has been investigated. Faster grain growth has been observed under reducing conditions in 
all cases. The results firmly establish that a depressed local oxygen potential can enhance cation 
kinetics in fluorite-structured oxide ceramics. Meanwhile, a large electrical current can generate a 
sharp, spatially varied oxygen potential profile, creating a graded microstructure with a dramatic 
grain-size transition across the length of the sample. 
 
4.1 Introduction 
Ceramic processing often uses reducing atmosphere to enhance kinetics and to obtain desired 
microstructure or microchemistry. However, with few exceptions1, the kinetics and 
microstructure/microchemistry of zirconia, which has a very wide band gap, are not known to be 
sensitive to atmosphere. Such insensitivity allows zirconia and its solid solutions, such as 
yttria-stabilized zirconia (YSZ), to be used in a variety of environments as thermal barrier coating2, 
solid oxide fuel cell3,4, and solid oxide electrolysis cell5. In the latter applications, zirconia also 
supports an electrical load, which is known to cause reduction as evident from the darkening of 
ceramics6,7, even for zirconia8. More severe electrical loads are encountered in field assisted sintering 
where YSZ has been extensively investigated9-11, but most studies again did not report any significant 
change in the microstructure, except for local melting apparently caused by Joule-heating-induced 
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thermal runaway12-15.  
Notwithstanding the above background, some tantalizing observations suggest that atmospheric 
or electrical reduction can enhance cation kinetics in zirconia and related ceramics. When electrically 
loaded at 1300oC, 8 mol% Y2O3-stabilized zirconia (8YSZ) exhibits rather remarkable 
electrode-dependent grain growth, with much larger (up to 100×) grains on the cathode side than on 
the anode side.16 Since anion diffusion is already very fast in stabilized zirconia, the above observation 
if interpreted as a reduction effect must be mostly on cation diffusion. Indeed, ceria, another fast anion 
conductor that shares the same fluorite structure with zirconia, has faster grain growth in air than in 
O2.17 Likewise, yttria, an anion conductor which has a defective fluorite structure, also has faster grain 
growth in 2% H2 than in air.18  
 Below we will conduct parallel experiments on atmospheric reduction and electrical reduction 
to establish their effect on grain boundary mobility in zirconia ceramics. With some data already 
available for 8YSZ, we will further study its tetragonal counterpart, 3 mol% Y2O3-stabilized zirconia 
(3YSZ), to build a larger knowledge base. Having a typical grain size of 0.3-0.5 m vs. 5-10 m of 
8YSZ, 3YSZ is known to experience solute drag against grain boundary migration, which appears to 
be unimportant in 8YSZ.19-21 Therefore, the grain boundary mobility of 3YSZ is controlled by cation 
lattice diffusion, and any significant enhancement caused by reduction can be directly attributed to 
enhanced cation lattice diffusion. By observing enhanced grain growth in 3YSZ and 8YSZ, we can 
thus ascertain the reduction effect on cation diffusion in both lattice and grain boundary. To 
corroborate these results, additional experiments will be conducted on a doped ceria, which has a 
similar cubic fluorite structure and is relatively easy to reduce. The theoretical basis and detailed 
modeling of electric reduction will be presented in a forthcoming paper in this study series.   
 
4.2 Experimental Procedures 
4.2.1 Materials 
Three ceramics from the fluorite structural family were studied. One is 8 mol% yttria-stabilized 
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zirconia, abbreviated as 8YSZ, which has a cubic form. The second is 3 mol% yttria-stabilized 
zirconia (3YSZ), which has a tetragonal form. The third is Gd0.1Ce0.9O1.95, abbreviated as GDC, which 
also has a cubic form. Samples of 8YSZ were prepared from pressed powder (TZ-8Y, Tosoh Co., 
Tokyo, Japan) pellets which were further consolidated in a cold isostatic press at 300 MPa and 
sintered at 1300 oC for 12 h. Full density was achieved with a uniform microstructure shown in the 
scanning electron micrograph Fig. 4.1a, featuring a grain size of about 1.7 μm, measured by the linear 
intercept method with over 100 intercepts and a correction factor of 1.56. Samples of 3YSZ were 
similarly prepared using another powder (TZ-3Y-E, Tosoh Co., Tokyo, Japan), sintered at 1300oC for 
12 h, with a grain size of 0.24 m (Fig. 4.1b). Likewise, GDC samples were prepared using 
as-received powders (GDC10-TC, Nexceris, LLC., OH) with a sintering condition of 1250 oC for 8 h 
obtaining a grain size of 0.65 m (Fig. 4.1c).  
 
4.2.2 Testing 
Cut pieces of sintered pellets were used for grain growth studies, conducted in a tube furnace at 
various temperatures in air or a reducing atmosphere maintained by a gas flow of 5% H2+95% N2. For 
electrical testing, sintered pellets were sliced into 1 mm thick samples onto which Pt wires were 
attached on both sides using a pure Pt paste (Pt-I, Nexceris, LLC., OH), followed by annealing at 1000 
oC for 2 h. Electrical testing was conducted in air inside a tube furnace; after the sample temperature 
monitored by an infrared pyrometer (M90-V, Mikron, Oakland, NJ) had reached a steady state, a 
constant current was applied to the sample by a power supply (XGR 1000W series, Xantrex, Elkhart, 
IN). During the electrical test, the I-V curve was monitored using the four-point probe method 
(Keithley 196 System Digital Multimeter, Keithley Instrument Inc., Cleveland, OH). In addition, 
before and after constant current loading, the galvanostatic impedance was measured by a G750 
potentiostat (GAMRY Instrument, Warminster, PA) under an AC (100 Hz to 300 kHz) excitation of 
0.005 mA superposed onto a DC bias from 0 to 1 A. Tested samples were cut, polished, thermally 
etched, and examined using a scanning electron microscope (SEM, Quanta 600, FEI Co. Hillsboro, 
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OR).  
 
4.2.3 Microstructure and phase-composition characterization  
For phase identification, θ-2θ x-ray diffraction using Cu Kα radiation was performed. For local 
phase identification, confocal Raman spectroscopy with 532 nm radiation focused at 7 μm beneath the 
sample surface was measured using a Raman microprobe (NTEGRA Spectra, NT-MDT). To determine 
the grain growth kinetics, the squared grain size d was plotted against time t; if a linear form is 
obtained over a d2 span of more than one order of magnitude, the data are considered consistent with 
the parabolic law 
      (4-1) 
where d0 is the initial grain size, M is the grain boundary mobility, and γ is the grain boundary energy 
taken as 0.3 J/m2 in this work. Weight change during reoxidation of hydrogen-reduced samples was 
used to determine oxygen deficiency with an accuracy of 0.001 g.  
 
4.3 Grain growth in air and H2  
4.3.1 Microstructure and kinetics 
We first studied grain growth in air and 5% H2. Selected microstructures after grain growth are 
shown in Fig. 4.1d-i. In all cases, they are dense and uniform with equiaxed grains, indicating normal 
grain growth from the initial state (Fig. 4.1a-c), with more growth in the reduced atmosphere than in 
air. Their growth kinetics follows the parabolic law as evident in Fig. 4.2a-c, where the closed 
symbols are the data in air and the open ones in 5% H2. The calculated grain boundary mobility M 
from Eq. (1) is shown in Fig. 4.3 in which an Arrhenius relationship holds for all the grain-growth 
data. Taken together, we can state that the grain boundary mobility in 5% H2 is ~2 times that in air for 
8YSZ; this ratio is ~1.5 for 3YSZ and ~400 for GDC. 
2 2
0 2d d M t 
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Figure 4.1 Microstructures of as-sintered (a) 8YSZ, (b) 3YSZ and (c) GDC, isothermal, air-annealed 
(d) 8YSZ, (e) 3YSZ and (f) GDC at 1500 oC for 4 h, and similarly isothermal, 5% H2-annealed (g) 
8YSZ, (h) 3YSZ and (i) GDC.  
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Figure 4.2 Parabolic kinetics of grain growth as indicated by a linear dependence of d2 against 
annealing time for (a) 8YSZ, (b) 3YSZ and (c) GDC. 
 
Figure 4.3 Arrhenius plot of grain boundary mobility of 8YSZ (squares), 3YSZ (circles) and GDC 
(triangles). Filled symbols in air, half-filled symbols in 5% H2, and open symbols in electric test, near 
the cathode. 8YSZ (E-field) data from Ref. 16. For electrically tested 3YSZ, the data points on the left 
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and right, joined by dotted arrows, refer to the estimated temperature from impedance and measured 
temperature by pyrometer, respectively. Additional literature CeO2 data in O2 (solid line) and air 
(broken line) also shown17. 
 
4.3.2 Weight change and phase stability during H2 reduction 
The loss of oxygen caused by H2 annealing of GDC was determined by the weight gain during 
re-oxidation of H2-annealed samples (after 8 h in 5% H2 at 1500 oC). The re-oxidation weight gain 
was about 2.5-3.0%, corresponding to δ = 0.3 in Gd0.1Ce0.9O1.95-δ, which is several times larger than 
the oxygen deficiency in the starting material (0.05).  
X-ray diffraction (XRD) did not find any phase change after H2 annealing. This is illustrated in 
Fig. 4.4 for GDC, in which all the reflections can be indexed referring to the cubic fluorite unit cell. 
This sample was black after H2 annealing and it remained black after XRD. In comparison, 8YSZ and 
3YSZ samples after H2 annealing was still white albeit slightly darker. 
 
Figure 4.4 X-ray diffraction (XRD) patterns for GDC annealed in air and 5% H2 at 1500 oC for 8 h. 
Both indicate cubic CeO2 phase. 
 
4.4 Electrical Reduction 
4.4.1 AC Impedance Spectroscopy and Joule Heating 
In the following electric tests, samples were held at a furnace temperature of about T0 (1200 oC) 
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and carried a current density from 12.5 to 25 A/cm2, and their temperature was both measured by a 
pyrometer and estimated from the data of impedance spectroscopy.22,23 Impedance spectroscopy can 
separately probe the (YSZ) electrolyte and the electrodes, and the electrolyte impedance thus 
measured reflects the YSZ temperature, which due to Joule heating may be considerably higher than 
the furnace temperature thus lowering the electrolyte impedance. In this way, with the aid of some 
calibration curve, impedance spectroscopy can serve as a thermometry. To obtain the calibration curve, 
DC conductivity of 3YSZ was measured from 650 oC to 1220 oC. As shown in Fig. 4.5, it follows an 
Arrhenius relation with an activation energy of 0.74 eV, which is consistent with O2- migration in a 
typical YSZ electrolyte24. In subsequent testing, such impedance-temperature correlation was used to 
“read” the sample temperature from the impedance value.    
 
Figure 4.5 Arrhenius plot of conductivity in 3YSZ, giving an activation energy of 0.74 eV. 
 
With the sample held at 1200 oC, its AC impedance was measured at an excitation amplitude 
(root mean squared) of 0.0625 mA/cm2, with each single-frequency datum taken at 2 s apart, starting 
from 300 kHz and ending at 100 Hz. These measurements were performed under various DC bias 
from 0 A/cm2 to 12.5 A/cm2. The data are presented as Cole-Cole plots in Fig. 4.6 forming depressed 
semicircles corresponding to the (parallel) RC impedance of electrodes that have a distributed nature, 
due to their surface/interface roughness and/or varied composition/microstructure/porosity. For our 
purpose, the most relevant information is how far the semicircle is displaced, from the origin, at the 
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left-most end (i.e., the high-frequency end), which lies very close to the real axis and represents the 
YSZ-electrolyte’s DC impedance (i.e., resistance). The electrolyte resistance thus determined 
decreases with the DC current bias, Fig. 4.7, indicating a rise in the sample temperature due to Joule 
heating. Using the conductivity-temperature correlation of Fig. 4.5, these data are converted to 
temperature that follows the correlation . Here, the temperature rise ΔT is 
in oC and the current density j is in A/cm2. The above correlation may be used to estimate the sample 
temperature during electrical testing at the steady state. In addition, the time required to reach the 
steady state may be estimated from the transient in the Cole-Cole plots. Note that at large current 
density, the first 2-3 data points on the very left end of the depressed semicircles lie nearly horizontally, 
pointing left. This is due to the rapid rise in sample temperature, which causes a rapid decrease in 
electrolyte resistance. Since the spacing between data points represents a two-second interval, we 
estimate this transient ends in less than 10 s. Therefore, Joule heating is essentially a steady state 
influence that needs to be factored in at all time. Indeed, consistent with the notion of the steady state 
the DC current-voltage (I-V) curves (not shown) of the electrical reduction tests described below were 
stable.  
 
Figure 4.6 Impedance spectra in Cole-Cole plots for 3YSZ under different DC current density. The 
AC magnitude is 0.0625 mA/cm2 (root mean squared). The frequency was swept from 300 kHz to 100 
Hz at 2 s interval, recorded from the left to the right along each curve. Furnace temperature: 1200 oC. 
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Figure 4.7 Resistance of the electrolyte (in blue) measured by impedance spectroscopy obtained under 
different DC current density j. Also shown are estimated sample temperatures (in red). Furnace 
temperature: 1200 oC. 
 
4.4.2 Cathodically enhanced grain growth and grain size transition 
As mentioned in the Introduction, we expect electrically induced reduction in YSZ at the cathode 
end. The microstructure of a 3YSZ samples after electrical loading under 25 A/cm2 for 20 h is 
presented in Fig. 4.8. It has a disparate grain size distribution: Grains on the cathode side are ~25 μm, 
about 50 times that on the anode side (0.45 μm, almost the same as the size in as-sintered sample). 
Remarkably, while the grain size distribution mostly varies gradually from one electrode to the other, 
it undergoes a sharp transition dropping from 10 μm grains to less than 1 μm grains within a distance 
of 5 μm at a little over 2/3 the way to the cathode. Very similar observations—rapid grain growth on 
the cathode side and a step-like grain size transition in the middle of the electrolyte—were made in 
8YSZ (see Fig. 4-6 in Ref. 16) despite its very different grain boundary mobility. These large grains 
and grain-size transition cannot be caused by temperature variation, since a step-like temperature 
distribution is inconceivable in a homogeneous material.  
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Figure 4.8 (a) Microstructures of 3YSZ sample electrically loaded under 25 A/cm2 at 6.5 V for 20 h. 
Furnace temperature: 1200 oC; sample thickness: 0.9 mm. Sample temperature estimated from 
impedance spectroscopy was 1610 oC vs. 1450 oC read by pyrometer. (b) Grain size distribution. High 
magnification images of (c) the transition region and (d) the anode side. 
 
A much more modest transition was observed at lower current densities, such as 18.75 A/cm2 as 
shown in Fig. 4.9 for a sample tested for 20 h at 1460 oC. The cathode side has a grain size of 3.2 μm 
compared to 0.6 μm at the anode side, and the grain growth enhancement is limited to a ~70 μm zone 
next to the cathode. A further decrease of the current density to 12.5 A/cm2 saw the enhancement 
completely gone except occasionally for some isolated large grains next to the electrode (Fig. 4.10). 
This dependence of the cathode-side grain size on the current density is summarized in Fig. 4.11. 
Assuming parabolic grain growth was the process to obtain large grains, which has been confirmed in 
Fig. 4.2 without electrical current and in our earlier work on 8YSZ under an electrical current16, we 
can estimate the grain boundary mobility using Eq. (1). These data have been included in Fig. 4.3 
alone with the temperatures read by the pyrometer and estimated by impedance spectroscopy, 
respectively. For completeness, the literature data of grain boundary mobility in electrically reduced 
8YSZ16 (on the cathode side) are also shown.  
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Figure 4.9 Microstructures near cathode of 3YSZ sample electrically loaded under 18.75 A/cm2 and 
5.3 V for 20 h. Furnace temperature: 1200 oC; sample thickness: 1.6 mm. Sample temperature 
estimated by impedance spectroscopy: 1460 oC; read by pyrometer: 1340 oC.
 
Figure 4.10 Microstructure next to cathode of 3YSZ sample electrically loaded under 12.5 A/cm2 and 
3.3 V for 20 h. Furnace temperature: 1200 oC; sample thickness: 1.1 mm. Sample temperature 
estimated by impedance spectroscopy: 1342 oC; read by pyrometer: 1260 oC. 
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Figure 4.11 Grain sizes on the anode (open symbols) and cathode side (filled symbols) for 3YSZ 
samples tested under different current density. 
 
4.4.3 Phase stability during electrical reduction 
The very large size of 3YSZ grains raises a question on the phase stability since tetragonal 
zirconia of this composition is known to be metastable: If grown above a critical size, it will 
spontaneously transform to the monoclinic phase.25 To determine the structure of 3YSZ, we focused a 
confocal Raman microprobe on a region 7 m beneath the sample surface of the tested sample. As 
shown in Fig. 4.12, tetragonal spectrum was obtained throughout the sample—no evidence of 
monoclinic or cubic zirconia (see the reference spectra from the literature26-31) was found. Therefore, 
under electrical reduction large-grain tetragonal phase is surprisingly stable.  
 
Figure 4.12 Raman spectra of 3YSZ sample electrically loaded under 25 A/cm2 and 6.5 V for 20 h 
(same as shown in Fig. 4.8). Cathode side in blue, middle region in green, anode side in red. 
Reference spectra of tetragonal, monoclinic and cubic zirconia are from literature26-28. Other similar 
spectra for cubic zirconia can be found in Ref. 29-31. 
 
4.5 Discussion 
4.5.1 Kinetics in reducing atmosphere 
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Our results in Section III left no doubt that H2 reduction enhances grain growth in YSZ and GDC. 
Although this effect was not known before for any YSZ, it has already been noted in undoped CeO217 
and Y2O318, which belong to the same structural family as the one studied here. Since the grain 
boundary mobility of doped tetragonal zirconia and doped ceria is controlled by solute drag inside the 
grain17,19, our results may be interpreted as enhanced lattice diffusion of cations. Despite the apparent 
generality of this finding for the fluorite related structural family, it is counter to the expectation of 
standard defect chemistry. This is because cation diffusion in these ceramics is thought to proceed by 
the mechanism of cation vacancy32,33, whose concentration decreases with the concentration of oxygen 
vacancy [VO] (proportional to [VO]-2, as evident by referring to the reaction of forming a set of 
Schottky defects in ZrO2), which increases in the reducing atmosphere (proportional to PO2-1/4 in YSZ 
and GDC with PO2 being the partial pressure of oxygen). To counter this expectation and to enhance 
cation kinetics, the reducing atmosphere must have additional effects of either lowering the migration 
energy or lowering the formation energy of cation vacancies. This possibility has been suggested 
before by Kim et al.16 in their study of electrically enhanced grain growth. It will be further 
investigated using first-principles simulation in a forthcoming paper. 
 
4.5.2 Microstructure transition due to electrical reduction 
Under electrical loading, the largest grains in 8YSZ reached about 120 μm compared to an initial 
size of 1.2 m16; in 3YSZ they are about 50 μm compared to an initial size of 0.3 m. These are by far 
the largest grains ever reported for their respective ceramics. As mentioned in the Introduction, 
electrical loading can cause darkening of ceramics indicating a reducing condition.6-8 Since reduction 
can enhance cation kinetics, the observation of much larger grains on the cathode side implies a very 
reducing condition there. (Similar observations have recently been reported near the cathode of 
flash-sintered 3YSZ.34) Indeed, the grain size distribution that differs from the original one and varies 
from cathode to anode provides a record of local reduction. In this respect, it is most remarkable to 
observe how sharp the grain size transitions are (Fig. 4.8b-c): Right next to a zone of large grains is a 
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zone of small grains, which mostly maintain the same size as in the as-sintered sample. So the 
transition is essentially complete within a length scale of the size of one large grain, or about 10 m. 
The same step-like transition was previously reported by Kim et al. in 8YSZ16. This transition cannot 
be due to any temperature or current gradient, since in a compositionally homogeneous matter the 
temperature/current profile must be smoothly varying in order to satisfy the continuity equation of 
energy/charge. So, a sharp grain size transition must imply a similarly drastic oxygen potential 
transition over the same length scale.   
The above transition may be qualitatively understood with the aid of Fig. 4.13, on which more 
detailed modeling will be presented in a forthcoming paper in this series. As pointed out by Kim et 
al.16, a large current in the YSZ electrolyte flowing from anode to cathode (i.e., a large oxygen ion 
flow from cathode and anode) demands fast electrode kinetics: Cathode kinetics to adsorb oxygen 
molecules from the atmosphere, dissociate them into oxygen ions, and incorporate them into the YSZ 
lattice; correspondingly, anode kinetics to remove oxygen ions from the YSZ lattice, form oxygen 
molecules, and release them into the atmosphere. If such demand is not met, then oxygen deficiency 
(i.e., reducing condition) will develop in the electrolyte region next to the cathode and, 
correspondingly, oxygen accumulation (i.e., oxidizing condition) next to the anode. As shown in Fig. 
4.13, these reducing and oxidizing conditions may become so severe as to cause a large increase in the 
concentrations of electrons near the cathode and holes near the anode, while both concentrations 
remain depleted in the middle as in standard YSZ. Accordingly, the easiest way to understand the 
origin of the steep oxygen potential transition is in the following scenario: The cathode side becomes 
an n-type electron conductor, the anode side becomes a p-type hole conductor, and between the two is 
a transition region that remains an O2- ionic conductor. It then follows that most of the voltage drop 
must be across the transition region in this “p-i-n” junction, since the mobilities of electrons and holes 
are much higher than that of ions. A correspondingly steep oxygen-potential drop occurs in the same 
region as a result.   
Despite the simplicity of the above scenario, our calculations found that at 1500oC the ionic 
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conductivity is still very robust and overwhelms the electron/hole conductivity at any PO2 between 
10-15 atm and 108 atm, and the PO2 window is even wider at lower temperatures. So the main current 
flow continues to be carried by oxygen ions in all regions, and only a small electronic (electron or hole) 
current will arise.35,36 At the steady state, both oxygen ion current and electronic current must stay 
constant throughout the sample to avoid charge buildup. In the middle region that has depleted 
electron/hole concentrations, the electrical field is determined by the O2- conductivity, and it alone is 
not large enough to maintain the requisite electronic current given the depleted electron/hole 
concentrations. So it must be supplemented by a large chemical driving force, which is manifested in 
three (equivalent) forms as depicted in Fig. 4.13: (a) A sharp drop in oxygen potential or PO2, (b) a 
corresponding drop in hole concentration, and (c) an opposite drop in electron concentration. This has 
two consequences: (i) Enormous grain growth can proceed in the electron-rich cathode-side region but 
none in the hole-rich anode-side region, and (ii) a step-like grain size transition in the middle. As the 
current density decreases, the demand on electrode kinetics is better met. So the oxygen potential 
gradient rapidly decreases and the sharp grain-size transition disappears. This broad picture 
qualitatively explains our observations.  
 
Figure 4.13 Schematic oxygen potential and electron/hole concentrations across the electrolyte. While 
in arbitrary unit, the ordinate is in log scale and abscissa in linear scale. 
 
4.5.3 Nonstoichiometry caused by H2 reduction and electrical reduction      
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We next compare the additional oxygen deficiency obtained in H2 reduction and electrical 
reduction. The oxygen loss δ due to H2 reduction in YSZ according to the defect chemistry prediction 
is  
2 0.5
2 B( 0.074) O 0.2276exp( 3.98 eV / )P k T       for 8YSZ (4-2a) 
2 0.5
2 B( 0.029) O 0.0892exp( 3.98 eV / )P k T       for 3YSZ (4-2b) 
where 0.074 is the oxygen deficiency caused by Y substitution in 8YSZ, and likewise 0.029 in 3YSZ. 
(This equation is derived from the reduction reaction of 
× •• 1
O O 22
O =V +2e + O  by letting [e]=2δ, 
[VO]=δ/2+0.037 in 8YSZ and [VO]=δ/2+0.0145 in 3YSZ, where concentrations are normalized by the 
maximum total, namely two oxygens.) For small δ, they reduce to  
  (4-3) 
which was used by Park and Blumenthal to describe their small δ data (10-5-10-4) obtained by 
Coulomb titration measurements at 900-1050 oC at PO2=10-14 atm37. Our experimental conditions at 
1500 oC and 5% H2 corresponds to PO2≈10-16 atm, for which Eq. (4-2) gives δ=0.032 for 8YSZ and 
0.040 for 3YSZ. For GDC, our thermogravimetric data gives δ=0.3, which is comparable to the 
reported value, also by thermogravimetric measurement, of δ≈0.25 in 9% H2 (balance is 91% N2) at 
1500 oC38. Thus, oxygen deficiency caused by H2 reduction in GDC is about 10× that in YSZ. This 
observation is apparently correlated to the much more enhanced grain boundary mobility (about 200×) 
in GDC compared to YSZ. 
Since very pronounced enhancement of grain boundary mobility, up to 100-1000×, was observed 
in 3YSZ and 8YSZ under electrical reduction, a very large oxygen deficiency similar to that of GDC 
should be realized near the cathode if we accept the above correlation. To achieve δ=0.3 for 8YSZ and 
3YSZ in 5% H2 at 1500 oC, it would require PO2=1.1×10-21 atm according to Eq. (2). Using the Nernst 
equation, zFΦRTln(PO2/1 atm), where z=4 is the equivalent charge of two O2-, F is the Faraday 
constant, and Φ is the electrochemical potential, we estimate Φ=1.84 V is required to obtain the above 
PO2 at 1500 oC. This voltage is smaller than the de-composition voltage of YSZ (~2.1 V) and is quite 
0.25
2 B 2( , O ) 1.754exp( 1.99 eV / ) OT P k T P
 
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possible to achieve by oxygen potential polarization under our electrical reduction conditions. 
Assuming this to be the case, we may replot our grain growth data in Fig. 4.3 in Fig. 4.14 in terms of 
nonstoichiometry δ against the enhancement factor, defined as the ratio of the grain boundary mobility 
under the reducing condition to that under the reference, more oxidizing, condition. Here, for YSZ and 
GDC, it refers to the ratio of the mobility under electrical or H2 reduction to that in air. For pure CeO2, 
it is the ratio of the grain boundary mobility in air to that in pure O2.  
 
Figure 4.14 Correlation between the enhancement factor of grain boundary mobility and 
nonstoichiometry δ. The dash line is to guide the eye. The nonstoichiometry of CeO2 is the difference 
of the oxygen deficiency in air and in oxygen; others are the differences under reduction and in the 
stoichiometric state. Enhancement factor for CeO2 from Ref. 17. 
 
4.5.4 Electronic vs ionic conduction 
 The effect of the above δ on conductivity and cation’s charge state is entirely different from that 
of the oxygen deficiency caused by the dopant, δd. (In 3YSZ, δd=0.029; in 8YSZ, δd=0.074; in GDC, 
δd=0.05.) This is because δd arises to compensate the valence difference between the aliovalent dopant 
and the host cation, thus leaving the valences of all the ions at their natural, native states (O2-, Y3+, 
Gd3+, Zr4+ and Ce4+). In contrast, δ must be accompanied by electrons ([e]=2δ), which are polarons in 
transition metal oxides, meaning cation reduction such as forming Zr3+. This has two important effects: 
(1) Cation diffusion kinetics is enhanced as shown by our grain growth study, and (2) Parts or all of 
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the ceramic may become an electronic (polaronic) conductor instead of an ionic conductor. Since the 
electron (polaron) mobility is much higher than that of oxygen ion mobility, (2) may be realized at a 
relatively small δ. That is, to cause an ionic to electronic transition in overall conductivity, it is 
sufficient to have a small δ that pertains to the concentration of electronic charge carrier to overwhelm 
a large δd that pertains to the concentration of ionic charge carrier. This competition between ionic and 
electronic conduction is strongly dependent on temperature and PO2, as well as dopant concentration. 
For example, not to leave the ionic regime, the use of YSZ and GDC as ionic conductors in devices 
such as fuel cell will face a temperature limit: At 1000 oC, δ in 8YSZ is 0.0002 under PO2=10-16 atm 
and 0.002 under 10-20 atm, both much smaller than δd=0.074 thus the conduction is ionic, but at 1500 
oC, δ=0.032 at PO2=10-16 atm is enough to turn YSZ into an electron conductor39. Undoped ZrO2, on 
the other hand, is expected to become an electronic/polaronic conductor at even 1000oC because δd=0 
but δ>0. Very similar situation may be expected for Y2O3. The same conclusion applies to CeO2, 
which is relatively easy to reduce even at below 500oC, and is thus a well-known polaron 
conductor40,41. The estimated δ is 0.005 in oxygen and 0.007 in air at 1500 oC40.  
 Lastly, we note that our use of impedance spectroscopy as a thermometry is based on the 
assumption that ionic conductivity dominates at all temperature. Clearly, this may not hold once 
severe reduction ensues, such as in electrical reduction. At 1500 oC, our calculation found ionic 
current mostly dominates in 8YSZ at a PO2 of 10-15 to 108 atm, which validates our assumption, but 
this cannot be assured at higher temperature or for other less ionic ceramics such as GDC. Indeed, 
once electronic conductivity exceeds ionic conductivity, the inferred temperature assuming ionic 
impedance becomes an overestimate. For example, this may be the case at 25 A/cm2 when the inferred 
temperature from impedance spectroscopy is 1610 oC, vs. the temperature measured by pyrometer of 
1450oC. Because the latter is probably an underestimate with the electrolyte radiation shielded by the 
surface electrode, it is safe to state that the actual temperature is bracketed by the above two values. 
Given the fact that impedance spectroscopy overestimates the temperature, it is also safe to state that 
there was no temperature runaway in our experiments despite the use of very large current densities.   
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4.5.5 Stability of 3YSZ  
Although fluorite structure is very tolerant to doping and point defects, tetragonal zirconia is 
known to undergo a displacive (martensitic) transition to the monoclinic structure if not sufficiently 
stabilized by dopants that are either lower in valence (like Sc3+), or larger in size (like Ce4+), or both 
(like Y3+). This transformation, often stress assisted,42,43 is nucleation controlled, originating from a 
heterogeneity that becomes supercritical when the driving force (which typically includes a 
component from either internal or external stress) is large enough.44-46 Since the probability of finding 
a pre-existing nucleus increases with the sample size, larger tetragonal particles/grains are less stable 
than smaller ones.47 In 3YSZ, this grain size is rather small, so kinetically stable 3YSZ is typically 
fabricated with submicron grains. In this respect, it is remarkable that very large (~50 m) tetragonal 
grains were observed in our electrically reduced samples. The origin of their stability is not fully 
understood, and could be related to the population of copious oxygen vacancies, which are known to 
stabilize zirconia. (This may also be understood by the ionic size effect, since reduced Zr3+ are larger 
than Zr4+, thus stabilizing the tetragonal structure.) Another possibility is microstructure stabilization. 
For example, large-grain tetragonal phase is known to be stabilized by a very fine set of internal 
boundaries in the so-called t’ phase, which is typically obtained by quenching the samples from the 
cubic phase field48 (above 2100 oC for 3YSZ). It is possible that the excessive oxygen deficiency 
created by electrical reduction causes condensation of some oxygen vacancies, which provides a fine 
set of internal boundaries that stabilize the tetragonal phase, but further study is needed to sort out 
these possibilities.  
 
4.6 Conclusions 
(1) Grain growth of 8YSZ, 3YSZ and Gd-doped ceria (GDC), all having fluorite-related structures, 
is faster in 5% H2 than in air. A similar result was previously shown in undoped ceria and yttria, also 
in the fluorite-related structural family. Thus, a reducing atmosphere can apparently enhance cation 
mobility in fluorite structures.  
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(2) Electrical reduction, which is severe on the cathode side, can vastly promote grain growth, with a 
102-103× enhancement of the grain boundary mobility. This results in a step-like grain-size transition 
from the cathode side to the anode side in electrically loaded YSZ that supports a large current density.  
(3) The enhancement of cation kinetics by atmospheric and electrical reduction is strongly correlated 
with the oxygen potential, which controls the non-stoichiometry of the oxides. Such correlation can 
explain the larger grain size of atmospherically reduced 8YSZ, 3YSZ and GDC, as well as the grain 
size transition in electrically loaded 8YSZ and 3YSZ.  
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Chapter 5 Grain-Size Mapping of Electrode Polarization in Doped Zirconia 
 
Synopsis 
Knowing the correlation between grain boundary mobility and oxygen potential in yttria 
stabilized zirconia (YSZ), we have utilized the grain size as a microstructural marker to map local 
oxygen potential. Abrupt oxygen potential transition is established under a large current density and in 
thicker samples. Cathodically depressed oxygen potential can be easily triggered by poor electrode 
kinetics or in an oxygen-lean environment. Widespread cavitation in the presence of highly reducing 
oxygen potential suggests oxygen vacancy condensation instead of oxygen bubble formation as 
commonly assumed for solid oxide fuel/electrolysis cells. These results also suggest electrode kinetics 
has a direct influence on the microstructure and properties of ceramics sintered under a large electric 
current. 
 
5.1 Introduction 
Electrode polarization refers to a discontinuous change in some potential across the electrode. Its 
existence is believed to be quite common in electrochemical devices such as fuel cell1,2 and 
electrolysis cell3, and it arises because of the need for an extraordinarily large driving force to motive 
sluggish electrode reactions. In kinetics, this is known as the limit of interface control, vis-a-vis the 
other limit, of diffusion control. This well-established notion in the phenomenological theory of 
kinetics is often taken for granted without any direct microstructural evidence, which is especially true 
for electrode polarization in practical electrochemical devices. This is because device materials are 
typically pre-screened for their stability under pertinent electrochemical conditions; therefore, they 
tend to suffer little microstructure changes despite large variations in interface kinetics. Against this 
background, we aim to provide direct microstructural evidence for electrode polarization in a 
well-known solid-oxide electrolyte, 8 mol% yttria stabilized zirconia (abbreviated as 8YSZ).  
Our experimental design seeks to take advantage of a key observation in Chapter 44: Faster grain 
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growth is correlated to a depressed oxygen potential in 8YSZ and related fluorite-structure ceramics4-7. 
This is schematically shown in Fig. 5.1a for grain boundary mobility (solid line in purple), together 
with the conductivities of oxygen ions, electrons and holes8, which are all affected by oxygen potential. 
The practical significance of this finding is that grain growth kinetics can now be used as a marker of 
the local oxygen potential. By tracking oxygen potential using grain size, one can determine the 
polarization distribution inside the electrolyte. In practice, we will simply electrically load YSZ 
ceramics in different ways and in various atmospheres to create the polarization of interest, then 
determine their grain size distributions that track their polarizations. Naturally, we expect a 
microstructure with a graded grain size in electrically loaded YSZ, which has been seen in other 
studies in our laboratory4,5. 
Our experimental design is specifically guided by the following considerations summarized in 
Fig. 5.1b. As already mentioned, electrode polarization arises to provide an over potential to 
compensate for sluggish electrode reactions. Therefore, any drop in the potential—in our case, the 
oxygen potential —should always be on the downstream side of the oxygen flow, which is from 
the cathode to the anode in Fig. 5.1b. If the YSZ cell is placed inside a known atmosphere to keep the 
oxygen potential outside the two electrodes,  and , the same, then the potential distribution 
can be schematically drawn for the four cases shown in Fig. 5.1b. (For more details, see Appendix I.9) 
(i) Ideal electrodes: Electrode kinetics is so fast that there is no need for over potential, i.e., there is no 
discontinuity at either electrode. (ii) In air, with adequate electrode kinetics: With “good” electrodes, 
an “good” electrode catalyst and/or a small current density, electrode reactions can be accommodated 
by a set of modest over potentials. (iii) In hydrogen: Cathode reactions—to incorporate oxygen from 
an oxygen-poor environment—are so disfavored that a large over potential is needed; in contrast, 
anode reactions—releasing oxygen into an oxygen-lean environment—are so favored that there is at 
most a need for a minimal over potential. (iv) In air, with inadequate electrode kinetics: With either 
two “bad” electrodes where interface reactions are poorly catalyzed or a very large current density, 
large over potentials are needed to accelerate the reactions, in order to match the imposed current 
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density. These cases illustrate four possibilities of the potential drop between /  and its 
counterpart across the electrode, / . Although they are not exhaustive, such cases can be 
readily implemented in the following experiments to examine the interplay between grain growth, 
current density and atmosphere. It turns out extensive internal reactions between defects in the form of 
cavitation are also evident in these experiments.  
 
 
Figure 5.1 (a) Schematic dependence of ionic conductivity σi, electron conductivity σe, hole 
conductivity σh and grain boundary mobility MGB on oxygen potential . (b) Schematic variation 
of oxygen potentials inside a YSZ cell: (i) ideal electrodes (dash lines in black), (ii) in air with small 
current density or average electrodes,  and  (solid line in blue), (iii) 
in hydrogen,  and  (solid line in green), and (iv) in air with large 
current density or poor electrodes,  and  (solid line in red).  
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5.2 Experimental procedures 
Pellets made of cubic ZrO2: 8mol% Y2O3 (8YSZ) powders (TZ-8Y, Tosoh Co., Tokyo, Japan) 
were isostatically pressed at 300 MPa at room temperature and sintered at 1300 oC for 12 h to full 
density with a uniform microstructure and a grain size of 1.7 μm (Fig. 5.2a). They were cut into ~1 
mm slices for subsequent grain growth studies under electrical loading with two types of electrodes. 
One was a uniform coverage of pure Pt paste (Pt-I, Nexceris, LLC., OH) which affixed two Pt wires 
(diameter: 0.127 mm) to two opposing sides of the sample; it is the same type of electrode used in our 
previous studies4 and was put into use after a heat treatment at 1000 oC for 2 h. The other was made of 
Pt wires (diameter: 0.127 mm) wrapped around two ends of the sample; it provided limited contact 
and was used to mimic “bad” electrodes with poor catalytic activities. Electrical loading of the sample, 
placed in a tube furnace in various atmospheres (air, flowing argon, or flowing forming gas—5% 
H2+95% N2), was applied by a constant voltage or current from a power supply (G750 potentiostat, 
GAMRY Instrument, Warminster, PA or Keithley 2400 Source Meter, Keithley Instrument Inc., 
Cleveland, OH). The I-V curve was continuously monitored during the test. Tested samples were cut, 
polished, thermally etched and examined under a scanning electron microscope (SEM, Quanta 600, 
FEI Co. Hillsboro, OR) to measure the grain size by the linear intercept method with more than 100 
intercepts and a correction factor of 1.56. 
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Figure 5.2 Microstructure of (a) as-sintered 8YSZ sample, annealed at 1300 oC for 4h in (b) air and (c) 
flowing 5% H2+95% N2. Grain sizes are listed on the upper-right corners. 
 
5.3 Results  
5.3.1 Lowering  and  using reducing atmospheres 
Dense samples with an initial grain size of 1.7 m (Fig. 5.2a) were first annealed at 1300 oC for 4 
h to established the reference grain size of 2.1 m in air (Fig. 5.2b) and 2.7 m in 5% H2+95% N2 
(Fig. 5.2c). To check whether YSZ is well equilibrated with the reducing environment and whether 
there exists a catalytic effect, we further compared the grain sizes in samples with and without a Pt 
coating, which is likely to be catalytic, both annealed at 1300 oC for 4 h in 5% H2+95% N2. No 
difference in grain size was found between them, which established 2.7 m as the reference grain size 
under the hydrogen annealing condition. With the above references, we next held the samples with the 
same initial grain size in 5% H2+95% N2 at the same temperature (1300 oC) and duration (4 h) at 
different current densities (1, 5 and 10 A/cm2). Different grain sizes were obtained on the cathode side 
and the anode side, as shown by the solid lines in Fig. 5.3. As also shown there, parallel experiments 
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were performed in argon atmosphere at several current densities (1, 5 and 10 A/cm2, shown by dash 
lines in Fig. 5.3), which resulted in similar but slightly smaller grain sizes. Selected microstructures of 
electrically tested samples in 5% H2+95% N2 are shown in Fig. 5.4(a-f), and the ones tested in argon 
shown in Fig. 5.5(a-f). 
 
Figure 5.3 Grain size on anode (blue) and cathode (red) side of 8YSZ samples electrically tested at 
1300 oC in argon and 5% H2+95% N2 under several current densities. Also shown are two reference 
lines (grey) of samples similarly annealed in air and 5% H2+95% N2 without current. All samples 
started with same initial microstructure. 
 
Figure 5.4 Microstructures of 8YSZ samples electrically loaded in 5% H2 for 4 h under (a-b) 1 A/cm2, 
(c-d) 5 A/cm2, (e-f) 10 A/cm2. Furnace temperature: 1300 °C; voltage: (a-b) 1.8 V, (c-d) 3.1 V, (e-f) 4.3 
V; sample thickness: (a-b) 0.8 mm, (c-d) 1.3 mm, (e-f) 0.9 mm. Enlarged images with same scale also 
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shown as insets in (b-f). 
 
Figure 5.5 Microstructures of 8YSZ samples electrically loaded in Ar for 4 h under (a-b) 1 A/cm2, 
(c-d) 5 A/cm2, (e-f) 10 A/cm2. Furnace temperature: 1300 °C; voltage: (a-b) 2.2 V, (c-d) 3.3 V, (e-f) 4.6 
V; sample thickness: (a-b) 1.0 mm, (c-d) 1.1 mm, (e-f) 0.9 mm. Enlarged images with same scale also 
shown as insets in (c-f). 
 
The measured grain sizes have the following features: (i) In all cases, the grain sizes on the 
cathode side (in red) are larger than those on the anode side (in blue), which are in turn larger than the 
reference grain sizes without an electrical load; (ii) the grain size on the cathode side increases rapidly 
with the current density; (iii) the grain sizes after electrical testing in 5% H2+95% N2 (solid lines) are 
larger than the ones after testing in argon (dash lines, less reducing). Compared to the results in 
Chapter 44, the onset of grain-growth enhancement occurs at a smaller current density: Previously, 
there was no apparent grain growth on the cathode side when tested in air unless 20 A/cm2 was 
exceeded (see Fig. 7b of Ref. 5 and Fig. 11 of Ref. 4), there is now obvious grain growth at less than 
10 A/cm2 when tested in 5% H2. Therefore, on the cathode side, the combination of atmospheric 
reduction and electric current has enhanced grain growth much more than either one alone. This 
signals that a large over potential has been developed at the cathode when the YSZ cell is electrically 
loaded in a reducing atmosphere, corresponding to case (iii) in Fig. 5.1b. 
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Interestingly, on the anode side the grain size initially decreases with current density, reaching a 
minimum at 5 A/cm2. This turns out to be caused by boundary-pinning porosity, which was developed 
in all the electrically tested samples, including at 1 A/cm2 (Fig. 5.4-5.5). Since severe Joule heating 
can lead to thermal runaway, which makes it difficult to know the bulk temperature10-12, the 1 A/cm2 
data which had experienced minimal Joule heating are especially informative. In both argon and 5% 
H2+95% N2 annealing, the small electrical load of 1 A/cm2 yielded a larger grain size than the 
reference (upper grey line in 5% H2+95% N2). This suggests a more reducing condition than the 
atmosphere has also developed on the anode side, , which is not indicated in the 
simplified schematic case (iii) in Fig. 5.1(b). 
Lastly, grain size distributions across the electrolyte are shown for selected cases in Fig. 5.6. 
Here, Fig. 5.6a-b are from our previous studies of high-current air testing4,5, which develops a sharp 
grain-size transition in the middle section. This transition is still relatively sharp in Fig. 5.6c when the 
current density is reduced to ~10 A/cm2, again tested in air and with a poor electrode of Pt wire (see 
Fig. 5.7 to be described in the next subsection). In comparison, at the same 10 A/cm2 the grain size 
variation in the present study in 5% H2 is rather gradual in Fig. 5.5d, and it becomes even more 
gradual at 5 A/cm2 in Fig. 5.5e. These different distributions imply very different distributions of the 
oxygen potential across the YSZ electrolyte.  
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Figure 5.6 Grain size distribution of electrically tested YSZ. All are 8YSZ with Pt-paste electrodes, 
unless noted otherwise. (a) 1.5 mm sample under 50 A/cm2 for 24 h at 1250 oC in air, (b) 0.9 mm 
3YSZ under 25 A/cm2 for 20 h at 1200 oC in air, (c) 1.1 mm under 9.7 A/cm2 for 8 h at 1200 oC in air 
with Pt-wire electrodes (see Fig. 5.7), (d) 0.9 mm under 10 A/cm2 for 4 h at 1300 oC in 5% H2, and (e) 
1.3 mm under 5 A/cm2 for 4 h at 1300 oC in 5% H2. Blue oval marks location of discontinuous change 
in grain size in (a-c).  
 
5.3.2 Raising  using bad electrode kinetics 
A biased microstructure across the sample developed under a current density of about 10 A/cm2 
in air when Pt wires were directly used as electrodes, without any Pt pastes. Very large grains on the 
cathode side are easily visible under an optical microscope as shown in Fig. 5.7a, which also contains 
many black dots/patches—they are cracks and pits where grains had become separated during 
polishing. Under an SEM, we determined a grain size about 2.5 μm (Fig. 5.7b) on the anode side and 
20 μm (Fig. 5.7c, which also show many missing grains) on the cathode side. A grain size transition is 
apparent in Fig. 5.7a at about 200 μm from the anode, bringing the grain size from ~3 μm (similar to 
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the original one) to ~10 μm as shown by the grain size distribution in Fig. 5.6c. This relatively abrupt 
microstructure transition signals a correspondingly abrupt transition in the oxygen potential. 
Importantly, although these tests were conducted in air just like in the previous tests reported in Ref. 4 
and 5, the grain-growth enhancement occurred at a smaller current density ~10 A/cm2 than at >20 
A/cm2 in the previous tests. Indeed, in the previous studies, a microstructure comparable to Fig. 5.7 
(e.g. Fig. 4 and 6 of Ref. 5) did not develop until ~50-60 A/cm2. Since the only difference between the 
two studies is the electrodes, we may conclude that bad electrodes can trigger cathodically enhanced 
grain growth much easier. Once again, such cathodic enhancement in air signals that a large over 
potential has developed at the cathode of a YSZ cell with bad electrodes, corresponding to case (iv) in 
Fig. 5.1b. Meanwhile, the absence of grain-growth enhancement on the anodic side is also consistent 
with case (iv) in Fig. 5.1b. In comparison, our previous air studies in Ref. 4 and 5 using good 
electrodes correspond to case (ii) especially when a small current density (<20 A/cm2) is used.  
 
Figure 5.7 (a) Optical microscopy micrograph of 8YSZ sample electrically loaded in air under 6.0 V 
for 8 h. The current density varied from 5.0 to 10.5 A/cm2 with an average value of 9.7 A/cm2. 
Furnace temperature: 1210 °C; sample thickness: 1.1 mm. Also shown are representative 
high-magnification SEM images of (b) anode and (c) cathode side. The measured grain sizes are 
marked on the upper right corners. Red arrows in (a) and (c) mark selected regions with cracks and 
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pits of missing grains that fell off during polishing.  
 
5.3.3 Pore/void formation as indicator of internal reactions 
In Fig. 5.4-5.5, there are numerous pores/voids on the grain boundaries of electrically tested 
samples on both cathode and anode sides. When tested in air, such extensive cavitation can only be 
found on the cathode side but not on the anode side. This was already evident in Fig. 8a of Chapter 44 
where pores and pits formed in air-tested 3YSZ on the cathode side but not on the anode side (Fig. 8d 
therein). Here, Fig. 5.7a and c for the air-tested poorly-electroded sample provide another example, 
showing a cathode side with many pits due to poorly adhered grains that fell apart during polishing, 
compared to an anode side (Fig. 5.7b) that has neither pores nor pits. A closer view of the pits in 
8YSZ in Fig. 5.4f and Fig. 5.7c, and 3YSZ of Chapter 4 (Fig. 4.8 therein)4 is presented in Fig. 5.8b-d, 
which clearly reveals that poor cohesion is the result of extensive grain boundary cavitation, forming 
highly developed and coalesced pores. Also shown in Fig. 5.8a is an enlarged view of the same region 
on the cathode side of Fig. 5.4f where grain de-cohesion occurs: Even though most grain boundaries 
remain intact, they are already heavily decorated by many pores. Finally, we make two notes. (i) Fig. 
5.8 demonstrates that cavitation mostly occurs in grains that have grown away from the initial size, 
and its extent is strongly correlated to enhanced grain growth, hence a negative over potential. (ii) Pt 
anode can easily detach from the YSZ electrolyte after the electrical testing, indicating a poor 
adhesion or possible cavitations at the anode/YSZ interface.  
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Figure 5.8 (a) Pore-decorated grain boundaries developed in same 8YSZ sample shown in Fig. 5.4f, 
4.3 V for 4 h in 5% H2 under 10 A/cm2. Furnace temperature: 1300 °C; sample thickness: 0.9 mm. (b) 
Same sample as (a) at higher magnification showing intergranular cavitation leading to grain fallout 
and pitting during polishing. (c) Same 8YSZ sample as Fig. 5.7c with cavitation and grain fallout. 6.0 
V for 8 h in air, with average current density of 9.7 A/cm2. Furnace temperature: 1200 °C; sample 
thickness: 1.1 mm. (d) 3YSZ sample showing cavitation and grain fallout. Electrically loaded under 
25 A/cm2 at 6.5 V for 20 h. Furnace temperature: 1200°C; sample thickness: 0.9 mm. 
 
5.4 Discussion 
Our results using grain size as a marker of local polarization (of oxygen potential) verified all 
four cases (i-iv) in Fig. 5.1b with only one exception: Anode polarization in (iii) is apparently 
negative, since enhanced grain growth is observed therein. Another interesting observation is 
widespread grain boundary cavitation at both the cathode and the anode side, e.g., in 5% H2 at 1-10 
A/cm2 (Fig. 5.4). This is surprising because cavitation has been commonly assumed to result from 
pressurized oxygen bubbles9,13-18, thus it should be limited to the anode side and never happen on the 
cathode side, certainly not in reducing atmospheres. To resolve these contradictions, we will first recap 
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our results on polarization in the broader context of electrolyte, interface, and zirconia cells, then 
discuss the possible origin of negative polarization at the anode. We will next reconcile the finding of 
reducing-atmosphere cavitation and discuss other aspects of microstructure and electrochemistry in 
YSZ ceramics. 
 
5.4.1 Electrode, polarization and kinetics 
As mentioned in the Introduction, polarization arises from interface control. Hebb provided the 
following classic examples19: (a) When both electrodes are made of Ag for a mixed-conducting 
electrolyte Ag2S, there is mixed conduction of Ag+ and electron; (b) when Ag and Ag2S are 
sandwiched by AgI, which is electron-blocking, there is only Ag+ conduction; (c) when both 
electrodes are made of Pt, which is Ag+-blocking, there is only electron conduction. Therefore, how a 
mixed-conducting electrolyte conducts depends on the electrode characteristics. 
Usually, 8YSZ is an oxygen ion conductor with little electronic conduction8,13. As such it is used 
as an electrolyte in solid oxide fuel/electrolysis cells (SOFC/SOEC), where the emphasis is on finding 
ideal electrodes (e.g., with good catalysts, porous electrodes, long triple-phase boundaries for 
gas/ion/electron exchange) to enable fast interfacial reactions even at a large current/power, thus 
minimizing voltage loss due to over potential. However, a reduced or over-oxidized YSZ is a mixed 
conductor. One example is current blackening, e.g., when forcing a current through a YSZ in 
argon,20,21 but as demonstrated here it can also be achieved in air by employing a very large current or 
using poor electrodes. Such blackened YSZ must have developed polarization inside. Another 
example is a glass-sealed YSZ, which cannot exchange oxygen with the environment21, so there are 
only electrons to conduct. At the steady state, O2- must accumulate at the blocked anode to build a 
positive oxygen potential therein. Therefore, once polarization develops, YSZ behaves like a mixed 
conductor. 
One interesting correlation common to Fig. 5.1 and to all the polarized YSZ is: the more oxygen 
blocking the electrodes, the more significant the electron conduction, the more severe the polarization, 
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and the heavier the electrolyte reduction—at the cathode. This correlation can explain the various 
grain structures observed by noting the strong dependence of grain growth on severe YSZ reduction. 
For example, to obtain ion-blocking electrodes, we have used Pt wires, which provide few triple-phase 
boundaries and cover only a small portion of the electrolyte surfaces. (A glass seal, which will wet the 
grain boundary and change the grain growth kinetics, was not suitable.) To deprive the electrodes of 
oxygen supply, we have also used an oxygen-lean environment, which again forces polarization to 
develop. Since these conditions are opposite to the ones desired for an efficient YSZ SOFC/SOEC, in 
a sense we are studying degraded zirconia cells. It is interesting to note that the electrode kinetics is 
maximized in an efficient SOFC/SOEC but its electrolyte-cation kinetics is minimized, resulting in a 
stable microstructure. In contrast, in our degraded cell, the electrode kinetics is minimized but the 
electrolyte-cation kinetics is maximized, resulting in rapid grain growth.  
But how is enhanced grain growth possible at the anode in the case of electrical testing under Ar 
or 5% H2? As mentioned in the Introduction, due to interface control, any drop in the oxygen 
potential relative to the potential on the other side of electrode should always be on the 
downstream side of the oxygen flow, which is from the cathode to the anode in Fig. 5.1b. However, 
the oxygen potential profile need not be linear as depicted in Fig. 5.1b. As will be explained later, the 
profile in the case of severe polarization is relatively flat on the cathode side but very steep at close to 
the anode end. This is illustrated by the numerical results shown in Fig. 5.9 for case (iii-iv). (More 
discussion on this later in the section.) Since the anode regions in Fig. 5.4-5.5 are typically taken at 
~50-100 m away from the electrode, they do experience a substantial negative potential according to 
Fig. 5.9, which is consistent with enhanced grain growth. 
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Figure 5.9 Calculated oxygen potential profiles inside 8YSZ electrolyte as a function of normalized 
distance to cathode. Red curve: 1.1 mm thick, under 9.7 A/cm2 in air, sample temperature of 1300 oC, 
 from −7.4 eV to 3.5 eV, corresponding to case (iv) in Fig. 5.1b. Green curve: 1.3 mm thick, 
under 5 A/cm2 in 5% H2, sample temperature of 1300 oC,  from −6.6 eV to 5.0 eV, 
corresponding to case (iii) in Fig. 5.1b. 
 
5.4.2 Pore/void nucleation and growth 
Grain boundary cavitation has been reported in the literature of SOEC and SOFC15-18. Cavitation 
is usually seen on the anode side of SOEC, especially when the anode is exposed to air under a large 
current, which causes a very positive oxygen potential. However, during extended testing, widespread 
cavitation is also seen all the way to the cathode side17. Another common observation is anode 
delamination, which we also observed in our experiments. But cavitation leading to delamination may 
occur inside the electrode and not in the electrolyte, thus it is not relevant to this study in which we 
only studied the microstructure inside the electrolyte, at some distance away from the electrodes. 
These cavities have been thought to be pressurized oxygen bubbles,9,13-17 which most readily form 
next to the anode, although they may also appear elsewhere given enough time for bubble nucleation 
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and growth. 
What makes our observations of cavitation very different is that it predominantly occurred under 
a negative oxygen potential. It is also widespread: Referring to Fig. 5.4-5.5, we can verify cavitation 
in all cathode regions, and the only anode region that does not have substantial cavitation is at 1 A/cm2 
in Ar testing, in Fig. 5.5a. Referring to Fig. 5.3, we can see that where cavitation occurs, there is 
almost always enhanced grain growth, which signals a negative oxygen potential. Comparing Fig. 
5.5a (without cavitation) and Fig. 5.4a (with cavitation), we can also identify the critical level of 
reduction required for cavitation: It is between testing in 5% H2 (Fig. 5.4a) and in Ar (Fig. 5.5a), at 1 
A/cm2, at the anode side. Lastly, we further found cavitation on the cathode side of air-tested samples 
(Fig. 5.7c), again accompanied by enhanced grain growth indicative of a negative oxygen potential 
because of poor electrode (case (iv) in Fig. 5.1b and Fig. 5.9). To summarize, cavitation is 
characteristically accompanied by enhanced grain growth and a negative oxygen potential, thus it 
cannot involve pressurized oxygen bubbles.  
We propose these cavities form by the condensation of supersaturated oxygen vacancies. This is 
accompanied by reprogramming of lattice cations, pushed to the cavity surfaces. Very likely, these 
cations are reduced to metallic Zr/Y and absorbed on the cavity surfaces, although metallic Zr/Y is 
difficult to verify since subsequent cooling and exposure to air can easily re-oxidize it. The above 
reaction can be written as  
  (5-1a) 
or, equivalently,  
  (5-1b) 
Clearly, its driving force  should be kBTlnPO2, with kB being the Boltzmann constant and T the 
absolute temperature, if Zrabsorbed is in the standard state. This, of course, is not, because the energy of 
Zrabsorbed will increase by at least about 1 eV due to underbonding. (To obtain the estimate, we assume 
a surface energy γ of 1 J/m2, and from the surface Zr density of ZrO2, 8×1018 Zr/m2, we can at least 
attribute the surface energy to 0.78 eV per surface Zr.)  
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    For realistic nucleation of a vacancy void, its activation energy  
   (5-2) 
should not much exceed 40kBT where C=1 in homogeneous nucleation and 1/C >1 is a potency factor 
that characterizes a nucleation site in heterogeneous nucleation. If we let C=1 and T=1,500K, we 
estimate , which is quite accessible in our samples given the large negative oxygen 
potential of the order of several eV (Fig. 5.9). Therefore, we expect ready void nucleation in most 
cases in our samples, except where oxygen’s negative potential is very low, e.g., near the anode in 
Ar-tested samples at 1 A/cm2. The critical oxygen potential for nucleation is about −3 to −4 eV at 
1,300 oC (see Fig. 5.9). 
We next address void growth, which is an oxygen (vacancy) diffusion process following a growth 
law r2~DOg.22 Here, a diffusion distance of the order of r is assumed for a spherical void, and DO is 
the diffusivity of oxygen vacancy, which is fast, probably similar in lattice and along the grain 
boundary, and insensitive to g. Therefore, the growth dependence on g is weak, and the growth 
disparity in different regions of different g should not be very pronounced. This is consistent with the 
insets of Fig. 5.4b-f and Fig. 5.5c-f, which show relatively similar void geometry and population in 
different regions and under rather different electrical loading conditions (hence g). Such insensitivity 
to oxygen potential is in sharp contrast with the extreme sensitivity in grain growth kinetics. This is 
because grain growth is controlled by cation diffusion, which is hugely sensitive to the degree of 
reduction, unlike DO. Therefore, we conclude that in our experiments void formation on the anode side 
is under nucleation control, and elsewhere under growth control. This scenario is schematically 
depicted in Fig. 5.10a for electrical loading in a strongly reducing atmosphere. 
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Figure 5.10 Schematics of oxygen potential distribution and cavitation for electrically loaded YSZ 
cell in (a) H2, (b) air, (c) SOEC, and (d) SOFC.  
 
When tested in air with a large current density or a set of poor electrodes, a large negative 
oxygen potential also develops on the cathode side, but the anode side should have a positive oxygen 
potential. Therefore, while vacancy condensation can again form voids on the cathode side, any 
cavitation on the anode side must come from pressurized oxygen by the following reaction of 
evaporating lattice or interstitial O2- and releasing their electrons to a less-pressurized environment, 
  (5-3a) 
or  
  (5-3b) 
The bubble growth is pressure driven with outward diffusion of  and , thus it is 
controlled by cation diffusion, which is very sluggish in the oxidizing atmosphere where the bubble 
forms. (For the same number of oxygen anion/vacancy involved, a bubble is bigger than a void 
because of internal pressure if there is no kinetic limitation.) Therefore, over a short experimental time 
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that does not allow much bubble growth on the anode side, it is possible not to observe cavitation on 
the anode side in Fig. 5.7. This scenario is schematically depicted in Fig. 5.10b. 
Compared to our experiments, a lower current density is encountered in a practical SOEC, whose 
anode is exposed to an oxidizing atmosphere and whose cathode is exposed to a reducing atmosphere 
as shown in Fig. 5.10c. Its oxygen over potential should be similar to that in Fig. 5.10b but is less 
pronounced, so the tendency for cavitation should also be similar but with a slower nucleation and 
growth rate. However, the electrode kinetics of SOEC may suffer from the relatively low operation 
temperature compared to the one used in our experiments, which can exacerbate polarization. 
Moreover, the duration of SOEC operation is long, so, over time, oxygen bubbles may become fully 
developed on the anode side. Meanwhile, vacancy voids will also nucleate after a long time. This is 
consistent with the report of cavitation in the SOEC literature.17  
SOFC experiences an even lower current density than SOEC, with an opposite atmospheric bias 
to that of SOEC. So, there is always a negative overpotential as depicted in Fig. 5.10d. The oxygen 
potential inside an SOFC is always bounded by the two terminal oxygen potentials,  and , 
which are usually air on the cathode side and a fuel (e.g., H2) on the anode side.9,13 Any cavitation is 
likely to be on the anode side, due to vacancy voids.  
 
5.4.3 Enhanced grain boundary mobility and non-stoichiometry 
From cavitation, one can estimate the concentration of supersaturated oxygen vacancies. First, 
attribute the difference between the volume  of ZrO2 (A unit cell containing 4 Zr and 8 O is 132 
Å3) and the volume VZr of metallic Zr (93 Å3 for 4 Zr with hexagonal packing) to 2 oxygen vacancies. 
Next, take the volume faction of vacancy voids in the sample to be 3Ar/R, where A is the area fraction 
of grain boundary covered by cavities, which we assume is the percentage of cavitated grain 
boundaries in Fig. 5.8, R is the grain radius taken as one half of the grain size, and r is the radius of a 
spherical void. The fraction of oxygen sites that become vacant and forms voids to relieve vacancy 
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supersaturation and restore equilibrium is thus . This fraction falls in the range of 
0.03-0.3 if we let A be 1, R be 3-10 μm and r be 0.3-1 μm. In 8YSZ, this number may exceed the 
fraction of vacant oxygen sites created by Y2O3 doping (3.7%), confirming a large vacancy 
supersaturation indicating significant reduction. In the following, this number is referred to as 
nonstoichiometry .  
To quantify the effect of nonstoichiometry, which is the oxygen deficit relative to the fully 
oxidized doped composition, on grain growth, we first estimate the grain boundary mobility using the 
parabolic growth law, which has been confirmed many times in fluorite structure oxides4-7 
 (5-4) 
Here d denotes the grain size, d0 the initial grain size before testing, M the grain boundary mobility, 
and γ the grain boundary energy taken as 0.3 J/m2 in the present work. The calculated grain boundary 
mobilities are plotted in Fig. 5.11, where our earlier results obtained in air (without electric field, solid 
line), in 5% H2 (without electric field, dashed line)4, in air under current densities of 50-60 A/cm2 
(green squares)5 and 7.3 A/cm2 (orange hexagon) using Pt-paste electrodes, were also included. They 
vary continuously with no indication of a discontinuous transition. In all, it is possible to vary the 
grain boundary mobility over 3 orders of magnitude by varying the atmospheres, electrodes and 
polarization without changing the temperature.   
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Figure 5.11 Arrhenius plot of grain boundary mobility of 8YSZ in air without electric field (solid line), 
5% H2 without electric field (dashed line), in air under current densities of 50-60 A/cm2 (green squares, 
for cathode side) and 7.3 A/cm2 (orange hexagon, for both cathode and anode sides) using Pt paste as 
electrodes, in air under 10 A/cm2 using Pt wires as electrodes (purple diamond, filled symbol for 
cathode side and open one for anode), in argon under 1-10 A/cm2 using Pt paste as electrodes (red 
triangles, filled symbols for cathode side and open ones for anode) and in 5% H2 under 1-10 A/cm2 
using Pt paste as electrodes (blue circles, filled symbols for cathode side and open ones for anode). 
 
The continuous variation of grain boundary mobility is consistent with a continuous range of 
non-stoichiometry: There is no reduction-induced phase transition in 8YSZ at high temperatures. To 
illustrate this, we redraw a figure in Chapter4 in Fig. 5.12, which includes our new data of enhanced 
mobilities and their expected nonstoichiometry  to be consistent with the trend. (A nonstoichiometric 
8YSZ is Zr0.852Y0.148O1.926-; a nonstoichiometric 3YSZ is Zr0.942Y0.058O1.971-, a nonstoichiometric 
undoped ceria is CeO2-, and a nonstoichiometric GDC (abbreviation for Gd0.1Ce0.9O1.95) is 
Gd0.1Ce0.9O1.95-. That is, no reduction when  =0, vacancies supersaturate when >0.) The range of 
the required  to obtain the enhancement factor shown in Fig. 5.12 seems reasonable given the 
estimate of from cavitation. Large nonstoichiometry arises because of the inability of electrode 
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kinetics to match the large electric current demand on the electrodes.  
 
Figure 5.12 Correlation between mobility enhancement of grain boundary and nonstoichiometry. The 
dashed line is to guide the eye. Enhancement factor is defined as the ratio of grain boundary mobility 
under reducing condition to that under reference oxidizing condition. For 8YSZ, 3YSZ and GDC, the 
reference oxidizing condition is in air; for CeO2, it is in pure oxygen, all without current. 
 
5.4.4 Oxygen potential transition and internal reactions 
   To compute the polarization and oxygen potential distribution, one need to consider both defect 
transport and defect reactions. The latter adds a source/sink term to the transport equation, which may 
be solved under the assumption of steady state. The prevalence of cavitation in our samples (and in the 
literature15-18) signals internal reactions between ionic defects and electrons/holes regardless of the 
cavitation mechanism. In forming oxygen bubbles, each condensing lattice/interstitial oxygen is 
neutralized by shedding two electrons. In forming vacancy voids, each condensing oxygen vacancy is 
neutralized by acquiring two electrons. Electron spin resonance measurements have also found 
partially ionized oxygen vacancies in reduced YSZ as color centers,23 suggesting conversion between 
,  and , again involving internal reactions between ionic defects and electrons.  
The influence of conversion reactions on oxygen potential calculations can be best appreciated by 
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reviewing the case without such reactions. Referring to the Appendix I and denoting  and 
, where j is the total current density, ti (and ji) and te (and je) are the transference number 
(current density) for ionic and electronic current, respectively, we rewrite Eq. (A1-7) as  
2 2
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   (5-5) 
where  is the oxygen-potential gradient between the electrodes, and M is an effective 
electromobility that accounts for all the carriers and their respective contributions to the total current 
density. (Electronic current includes both electron current and hole current.) One can integrate Eq. 
(5-5) to obtain  
     (5-6) 
where  and  are the oxygen potentials at the two electrode/electrolyte interfaces, and L is 
the thickness of the electrolyte. This integral and ti + te =1 uniquely determine the transference 
numbers.  The solution of  is next obtained by integrating to any intermediate x between 0 and 
L. This solution has the following feature: Under the same  and , an increasingly larger j can 
only be achieved by an increasingly larger M, which is possible only if the electrolyte is increasingly 
reduced on the cathode side and increasingly oxidized on the anode side. This forces the oxygen 
potential distribution to take essentially the two boundary values,  and , over most of the 
length L, except in a narrow transition zone between the two boundary values. (In Chapter 4, we refer 
to this as a n-i-p configuration.) So the potential distribution is highly non-linear unlike depicted in 
Fig. 5.1b. Moreover, if the sample thickness is sufficiently large, the highest mobility region (in our 
experiment, it is the n-type region) must span most of L, so the transition is pushed to very near the 
anode. 
    It turns out that the effect of internal reactions converting ionic species via addition/association of 
electronic defects is like that of a chemical buffer: It smooths the oxygen-potential transition between 
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electrodes. It also moves the transition away from the electrode toward the center of the electrolyte. 
This is consistent with the grain size transition in Fig. 5.6, where the transition zone is not very near 
the electrode. Numerical calculations considering internal reactions to form species that are not fully 
ionized are shown in Fig. 5.9. 
    The details of such calculations will be published elsewhere, but below we shall describe how the 
boundary oxygen potentials were selected. The two cases studied in Fig. 5.9 are (a) a 1.1 mm thick 
sample under 9.7 A/cm2 in air with a sample temperature of 1300 oC (the red curve) and (b) a 1.3 mm 
thick sample under 5 A/cm2 in 5% H2 with a sample temperature of 1300 oC (the green curve). On the 
cathode side, the observed grain growth enhancement is about 300× in (a) and 10× in (b), 
corresponding to of 0.3 and 0.1, respectively, according to Fig. 5.12. Using the relationship between 
 and PO2 given below for 8YSZ24 (see Chapter 44) 
  (5-7) 
we obtain  for 0.3 and  for 0.1 at 1300 oC. On the anode side, 
we expect the oxygen potential in (b) to be very close to that of 5% H2, or PO2≈10−16 atm according 
to Ref. 25, i.e., . In (a), we have no direct information of the 
oxygen potential  on the anode side, so we chose  so that the grain size transition coincides 
with the experimental observed location. The numerical solutions in Fig. 5.9 illustrate a large negative 
potential on the cathode side that increases from (a) to (b), and in (b) a very considerably negative 
potential (−6.0 eV) at ~100 μm (less than 10% of the total thickness) away from the anode. These 
results are consistent with our observations including grain growth on the anode side when electrically 
tested in a reducing atmosphere. 
 
5.4.5 Flash sintering in air and graded microstructure 
Enhanced cathodic grain growth has been observed in flash sintered 3YSZ.26 Very large grains up 
to 50 μm were found next to the cathode under a nominal current density of 10 A/cm2 lasting for 60 s 
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at a furnace temperature of 900 oC (sample temperature much higher), while grains elsewhere remain 
very small. (We estimated current density using the geometry of the green body, which has a packing 
density ~50%; if we estimate it using the geometry of the sintered body, which has full density, then 
the current density is ~17 A/cm2). This likely implies poor electrode kinetics and a large negative 
potential at the cathode in flash sintering, in air, similar to case (iv) in Fig. 5.1b and Fig. 5.7. Likewise, 
this may have occurred in other ceramics under flash sintering27-31 where high voltages, large current 
densities and non-optimized electrodes (sometimes, just a Pt wire hung over sample’s “necks”) are 
common. In comparison, spark plasma sintering is less prone to over potential because (i) it typically 
uses a lower voltage and (ii) most current passes through the highly conductive graphite dies instead 
of the ceramic sample.32 
Our ceramics developed a graded microstructure when loaded by Pt-wire electrodes with a 
moderate current, in air. Graded microstructures with a grain-size variation between the two electrodes 
have also been reported after electric loading, some in flash sintering, in cubic5 and tetragonal 
zirconia4, ZnO29, MgAl2O433, SrTiO334 and UO235. Since such microstructure is asymmetric and 
directional, it cannot originate from a uniform field such as electric field or current density. The reason 
is: Although electrical potential can direct a directional charge flux, such as current, it does not 
directly drive non-directional transport of atoms/ions, as in grain growth. (For example, mass 
movement in a growing grain is radially inward, not uni-directional.) Therefore, grain growth of 
isotropic materials cannot be directly caused by an electric field. Instead, any modification of grain 
growth kinetics must come via the polarization of the chemical potential of the rate controlling species, 
e.g., cations in zirconia36,37, because of inadequate electrode kinetics. As will become clear in the 
Appendix I, the chemical potential of cation is fully determined once the oxygen potential is known. 
Therefore, it is the local oxygen potential that determines the microstructure, or conversely, a graded 
microstructure is a reflection of a graded oxygen potential. This is the same premise of the present 
work: The grain size is a marker of polarization.    
What is the state variable to use to control the development of a graded microstructure in 
149 
electrical loading? Clearly, neither voltage nor current density alone is the state variable, since the 
outcome is strongly dependent on the atmosphere of the environment. The combined specification of 
the electrical loading condition (voltage and current) and environmental atmosphere is not the state 
variable either, since the outcome depends on the type of electrodes used. Furthermore, it is not 
sufficient to just specify the boundary conditions of the thermodynamic potential , since the 
steady-state solution also depends on the current density (see Eq. (6)). On the other hand, once the 
boundary conditions of  at the two electrode-electrolyte interfaces are specified, then there is a 
unique solution of  for a given steady state current density. Thus, it is  that is the state 
variable in the transport equation, and j is like a material constant (similar to permittivity in the 
electrostatic potential problem) that defines the nature of the transport equation. Varying the 
atmospheres and the electrode kinetics/materials/geometry can drastically alter the boundary 
conditions even though the sample is identically loaded electrically. Keeping the boundary condition 
of  the same but varying the current can also drastically alter the  distribution. Both will 
result in different graded microstructures.  
Lastly, graded structure produced by passing a large current is likely to be accompanied by 
grain boundary cavitation or incipient cavitation. If electrical loading is performed in air, then the 
scenario depicted in Fig. 4.10b will hold and degradation of mechanical properties including 
intergranular fractures38 will result. This may be an issue for ceramics sintered under a large current 
density. 
 
5.5 Conclusions 
(1) Grain size can be used as a microstructural marker to detect electrode polarization in YSZ. 
Electrode polarization can severely reduce YSZ and enhance grain growth by 1,000 times, both in 
reducing atmospheres and under a large current in air.  
(2) Extensive cavitation due to oxygen-vacancy condensation on grain boundaries can cause loss of 
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grain-to-grain adhesion in electrically reduced YSZ. It also signals internal chemical reactions 
between ionic defects and electrons, which can buffer the development of oxygen potential gradient 
inside a highly polarized electrolyte.  
(3) To describe a steady state of a mixed conductor, both the current density and the boundary values 
of the thermodynamic potentials need to be specified. They both sensitively influence the solution of 
the field equation, which is highly non-linear because conductivities are strongly dependent on oxygen 
potential. 
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Chapter 6 Oxygen Potential Transition in Mixed Conducting Oxide Electrolyte 
 
Synopsis 
It is generally assumed that oxygen potential in a thin electrolyte follows a linear distribution 
between electrodes. Jacobsen and Mogensen have shown, however, that this is not the case for thin 
zirconia membranes in solid oxide fuel cells and solid oxide electrolyzer cells. Here we demonstrate 
that there is a ubiquitous oxygen potential transition that is rooted in the p-type/n-type transition of 
electronic conductivity of mixed conducting oxides, and that the transition is extremely sensitive to 
electrode potential and current density. It is also remarkably sensitive to the ratio of electron and hole 
conductivity, as well as the association of electrons and holes with lattice oxygens and vacancies, 
which tends to increase the oxygen flow. Direct evidence of a sharp oxygen potential transition has 
been found in an equally sharp grain size transition in electrically loaded zirconia. More broadly 
speaking, the oxygen potential transition is akin to a first-order phase transition. Therefore, it will 
suffer interface instability, especially in high-current-density devices. Lastly, we reanalyze the 
experiment of Park and Blumenthal and conclude that it cannot separate electron and hole 
conductivity from conductivity of mixed valence ions, such as O−. 
 
6.1 Introduction 
The prevailing solid electrolyte for oxygen transport is made of yttria-stabilized zirconia (YSZ)1-6, 
specifically 8YSZ that contains 8 mol% of Y2O3. In YSZ, every two Y3+ substitutions on Zr4+ sites are 
charge-compensated by one fully ionized oxygen vacancy, which mediates oxygen ion diffusion. 
Under normal operation conditions of sold oxide fuel/electrolyzer cells (SOFC1-3/SOEC4-6), the large 
number of oxygen vacancies fixes the ionic conductivity, which is >1,000 times higher than its 
electronic counterpart7. However, it is not uncommon for YSZ electrolyte to experience mixed ionic 
and electronic conduction at least in some parts. If so, the oxygen potential distribution is expected to 
become non-linear for two reasons. (i) Electronic conductivity from electrons and holes is non-linearly 
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dependent on the oxygen potential as shown in Fig. 6.17. (ii) Electrons and holes can associate with a 
lattice oxygen ion or its vacancy, thus altering their valences. In fact, one cannot rule out the 
possibility that a part of the electronic conductivity in Fig. 6.1 may actually arise from such 
associations. Nevertheless, when electron/hole concentrations are low, one may argue that (ii) is 
unimportant. Therefore, in the literature, solutions for oxygen potentials given by Jacobsen and 
Mogensen8 for a thin electrolyte under typical SOFC/SOEC operation conditions considered (i) only. 
Experimentally, there appears to be much support for (ii). Direct evidence for the existence of 
and conversion between ,  and , known as color centers in reduced YSZ, was seen in 
electron spin resonance measurements, finding unpaired electrons.9-12 Formation of oxygen bubbles, 
which has been reported in several YSZ SOEC studies13-16, also implies (ii) since each condensing 
lattice/interstitial oxygen ion must shed two electrons. Likewise, to form a vacancy void, which we 
recently observed in YSZ17,18, each condensing oxygen vacancy must acquire two electrons. Lastly, 
although electronic mobility is usually expected to exceed ionic mobility, O2− migration in YSZ 
actually has a lower activation energy (0.79 eV) than that of electrons (1.89 eV) and holes (1.05 eV).7 
This could indicate that electrons and holes are somehow strongly trapped, presumably at 
vacancies/interstitials, forming complexes. Nevertheless, because direct measurements of oxygen 
potentials are exceedingly difficult, it has not been possible to question whether these reactions will 
alter the distribution of oxygen potential or not. 
Having established a strong correlation between oxygen potential and grain growth kinetics in 
YSZ and related fluorite structure ceramics, we have recently used grain size as an internal marker to 
map the oxygen potentials in YSZ electrolytes under various current densities, atmospheres, and 
electrode configurations.17-19 These results provide the most detailed information of oxygen potential 
distributions of any material to-date. Remarkably, they reveal a sharp oxygen potential 
transition—implicated by a sharp grain size distribution—at some distance away from the electrodes. 
Moreover, the transition becomes sharper as the current density increases or the electrode kinetics 
deteriorates. Qualitatively, the sharp transition can be understood from Fig. 6.1, which portrays a 
••
OV
•
OV OV

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minimum in the electronic conductivity at an intermediate oxygen potential. As the oxygen potential 
traverses across the minimum to force a constant electronic current to flow between the two electrodes, 
most of the potential gradient must be spent in the vicinity of the conductivity minimum, which 
corresponds to a sharp transition of the oxygen potential. Such a transition was already seen in the 
solutions of Jacobsen and Mogensen8 (similar solutions are also provided in Ref. 20), but they did not 
consider internal reactions whereas our experiments did witness copious cavitation. Moreover, the 
electrolytes we used were much thicker than the one calculated by Jacobsen and Mogensen8; the 
current densities we used were also much higher. Therefore, to better understand these data, we need a 
complete solution for the oxygen potential distribution, taking into account of both (i) and (ii), with 
fully and partially ionized species, and for a wider range of electrolyte thickness and current density. 
This chapter provides such solution. 
The concept of oxygen potential transition will prove fundamentally important for understanding 
instability and breakdown of mixed conducting oxide electrolytes in devices from electrochemical 
cells to ceramic capacitors to memristors over a wide range of temperature. The experimental 
observations of such instabilities will be presented and analyzed in the companion paper using the idea 
developed here. 
 
Figure 6.1 Extrapolated conductivity data7 for fully ionized oxygen ions (
2
O


 in black), electrons 
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(
e
  in red) and holes (
h
  in blue) at two temperatures (1000 oC and 1250 oC). Assumed conductivity 
data for partially ionized oxygen ions (
O


 in purple) are also shown by using 
e h
0.475    (see 
Section 6.4 for details). 
 
6.2 Formulation of the problem 
We regard YSZ as a prototypical oxygen conductor with mixed ionic and electronic conduction. 
In addition to the standard ion-diffusion mechanism in which O2− exchanges its location with a 
doubly-charged oxygen vacancy neighbor, , the following possibilities exist. First, if an electron (e) 
is localized at the oxygen vacancy (equivalent to a singly-charged oxygen vacancy ), then as the 
electron-tagged vacancy exchanges with a neighboring lattice oxygen ion O2−, it amounts to the 
migration of O− instead of O2−. Second, if a hole (h) is localized at a lattice O2− (equivalent to O−), 
then the exchange of O− with an electron-free vacancy  again amounts to O− migration. Therefore, 
generally speaking, we need to consider four charge carriers, O2−, O−, e and h in an oxygen ion 
conductor, and their electrochemical potentials, 
2
O


, 
O


, 
e
  and 
h
 , along with the chemical 
potential of molecular oxygen, 
2
O
 . We shall limit ourselves to the one-dimensional problem along 
the x direction, for which the boundary condition is specified by 
2
O
  on the left electrode/electrolyte 
interface, and 
2
O
  on the right. 
We assume local equilibrium is reached by these reactions  
2 1
22
O O 2e

    (6-1) 
e h nil    (6-2) 
2
O O e
 
    (6-3) 
Relating the five potentials by the above  
2
2
1
O e2O
2  

    (6-4) 
••
OV
•
OV
••
OV
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e h
0     (6-5) 
2 eO O
  
 
   (6-6) 
we are left with two independent potentials. At the steady state, both the charge flux, Jcharge, and 
chemical flux, JO, must be constant, so their ratio is fixed. (Molecular oxygen is not allowed to leak 
through the electrolyte.) This additional condition leaves only one independent potential, which we 
shall choose 
2
O
 .  
To determine these fluxes, we start with the following fluxes of species expressed as charge 
fluxes  
2 2
2
O O
O
2
d
j
e dx
 
 

   (6-7) 
e e
e
d
j
e dx
 
   (6-8) 
eh h h
h
dd
j
e dx e dx
  
     (6-9) 
2
O O O O e
O
d d d
j
e dx e dx dx
       

  
 
 
 
  (6-10) 
In the above, σi denotes the conductivity of species i. From which, we obtain  
 
2 2
2
2
O O O O O
O e
2 2O O O
1 1
2
1 1
4
4
J J J j j
e e
d d
e dx e dx
 
  
   

  
    
   
  (6-11) 
   
2
2
2
charge e hO O
O e
e hO O O
1 1
2
2
J j j j j
d d
e dx e dx
 
    
 

  
   
    
  (6-12) 
or rewritten in the following matrix form,  
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2 2
2
O O
2
O O
O
charge eO
e hO O
4
2
d
e J dx
eJ d
dx
 
 
 
   
 
 

 
 


  
   
    
    
    
     
  (6-13) 
Next, we invert Eq. (6-13)  
2
2 2
O
2e h O O
O
O O
chargee O O
1
2 4
d
e Jdx
eJd
dx

   
 
  

 
 
 
 


   
 
            
   
  (6-14) 
where the determinant is 
   
2
O
e h e hO O
4

     

 
        (6-15) 
Using Eq. (6-4), we may express 2
O
d
dx

 in terms of 
2
O
d
dx


 and 
e
d
dx

 
  
2
2
2
2
2
O O e
e hO O O
chargeO O
chargeO O
2 4
+ 21
+2 1
+2
d d d
dx dx dx
eJ
eJ
J
  
   
 
 

 
 
 
 
  
 

   
   
   
  (6-16)  
At the steady state, O
O
charge
2eJ
t
J

  is a constant, as are JO and Jcharge. Note that Ot  is always 
positive. This is because under the SOEC mode, 
O
0J   and 
charge
0J  , whereas under the SOFC 
mode, 
O
0J   and 
charge
0J  . This constant can be determined by integrating Eq. (6-16) from x=0 to 
x=L to obtain 
   
   
O2
2
2
2 2
O2
e h e h OO O O
charge e h OO O O O
+ 4
4 2
d
L
eJ t


       
     
  
   


  

    
  
  
    (6-17) 
which gives a unique 
O
t  for each set of charge current density Jcharge and boundary oxygen potentials, 
at x=0 and L. With this 
Ot , the oxygen potential distribution can be solved by integrating 
2
O
d
dx

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from x=0 to an arbitrary x 
   
   
O2
2
2
2 2
O2
e h e h OO O O
charge e h OO O O O
+ 4
4 2
d
x
eJ t


       
     
  
   
  

    
  
  
    (6-18) 
Under the open circuit voltage (OCV) condition, when Jcharge=0 and 
O
t   , it is more 
convenient to use 
O
J  instead, which can be obtained from rewriting Eq. (6-16) and (6-17) in favor of 
O
J . This gives  
   
 
O2
2
2
2
O2
e h e h OO O O
2
O e hO O
+ 4
8
d
L
e J


       
   
  
 


  

   
  
    (6-19) 
and the oxygen potential distribution is obtained by 
   
 
O2
2
2
2
O2
e h e h OO O O
2
O e hO O
+ 4
8
d
x
e J


       
   
  
 
  

   
  
    (6-20) 
Knowing the distribution of oxygen potential, all the spatial distributions of conductivity are also 
known. Then, Eq. (6-14) will provide 
2
O
d
dx


 and 
e
d
dx

 at all x, and by integration, 
2
O


 and 
e
 . 
Finally, Eq. (6-7) to Eq. (6-10) will provide all the fluxes of individual species. The formulation of the 
problem is now complete.  
 
6.3 Oxygen Potential: No Defect association 
In this section, we will illustrate the solution and the oxygen potential transition without 
considering (ii). As mentioned in the Introduction, Jacobsen and Mogensen8 already provided the 
solution. However, since they did not give their procedure as explicitly as above, we first check our 
solution against theirs in the same limit of fully ionized lattice oxygen and oxygen defects. This is 
done by letting 
O
0

  and dropping it from Eq. (6-17) to Eq. (6-20). With it, 
O
t  reduces to the 
transference number of ionic conduction, ti. The problem they solved is for a YSZ electrolyte of 
L=200 μm at 1000 oC between a hydrogen electrode (at x=0) and an oxygen electrode (at x=L), 
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operated under either the SOFC mode (positive current 
charge
0J  ) or the SOEC mode (negative 
current 
charge
0J  ) with a modest current density or zero current (open circuit condition or OCV). We 
assume 2
O

  is independent of 
2
O
 , and 2
O
e
exp( )
4RT

    and 2
O
h
exp( )
4RT

   from standard 
defect chemistry consideration7,8, which is consistent with Fig. 6.1. Using the conductivities in the 
figure, we obtained our solutions for the oxygen potential distribution shown in Fig. 6.2, which is in 
complete agreement with theirs (Fig. 5 and 7 of Ref. 8). Jacobsen and Mogensen also considered the 
case of electrode overpotentials caused by limited interfacial reactions, which we too reproduced in 
our calculations (data not shown) by similarly accounting for them in the boundary conditions. 
Regardless of mode and current density, solutions in Fig. 6.2 display a transition over a short 
distance (on the order of 10 μm), from a low oxygen potential on one side to a high oxygen potential 
on the other side. The inflection point of the transition is always around −2 eV, which corresponds to 
the potential where the minimum electronic conductivity lies at 1000 oC in Fig. 6.1. This is not 
coincidental. While the electronic current can be readily supported by the large electronic conductivity 
available at the high/low oxygen potential on the two sides, it is hampered by the minimum electronic 
conductivity in the middle of Fig. 6.1, which shall be dubbed as the volcano plot in view of the shape. 
This minimum must be traversed given the boundary potentials of 
2
O
 = −3.79 eV (corresponding to 
the effective oxygen partial pressure on the hydrogen electrode, 10-15 atm) and 
2
O
 = −0.18 eV (the 
effective oxygen partial pressure on oxygen electrode, 0.2 atm)8. Therefore, to maintain a constant 
electronic current in the electrolyte, there must be a steep oxygen potential gradient to drive the 
current at the bottom of the volcano. This is the origin of the oxygen potential transition. 
Mathematically, the above can be easily verified by writing the explicit form of Eq. (6-17) and Eq. 
(6-19) with 
O
0

  
O2
2
O2
O
( )
d
L
f x





     (6-21) 
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where the denominator ( )f x  is the slope of the oxygen potential 
2
2
O O e
( ) 2 4
d d d
f x
dx dx dx
  
     (6-22) 
Specifically, for  
SOFC mode (
charge
0J  ): 2
2
O i i
charge
e hO
1
( ) 4
d t t
f x eJ
dx

  


  

 
 
 
  (6-23a) 
SOEC mode (
charge
0J  ): 2
2
O i i
charge
e hO
1
( ) 4
d t t
f x eJ
dx

  


  

 
 
 
  (6-23b) 
OCV (
charge
0J  ): 2
2
O
0
e hO
1 1
( ) 4
d
f x ej
dx

  

  

 
 
 
  (6-23c) 
where  20 e hOj j j j     denotes the absolute value of the ionic and electronic current under the 
OCV condition. For example, take the case of SOEC mode where Jcharge<0, a monotonic positive slope 
is possible only if 
i
1t  . (For SOFC, Jcharge>0, and i 1t  , the following argument also holds.) The 
slope is small at two sides near 
2
O
  and 
2
O
  because of a large 
e h
  , but it is steep near the 
bottom of the volcano. Clearly, the condition for a sharp potential transition is  
 
2 2
O O
max
( )
L
f x
  
   (6-24) 
Using the 
2
O
  at the bottom of the volcano and the corresponding conductivities, we verified 
this criterion for all the cases in Fig. 6.2; for example, LHS=200 μm >> RHS=17 μm with −1 A/cm2, 
and RHS=5.7 μm with −3 A/cm2, both in the SOEC mode. Below, we will find this criterion also holds 
for the more general case. 
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Figure 6.2 Calculated spatial distributions of oxygen potential in standard formulation without 
considering defect association reactions for fuel cell modes (blue curves; the indicated total current 
densities are positive), electrolyzing cell modes (red curves; the indicated total current densities are 
negative) and open circuit condition (OCV, black curve; the total current density is zero). Temperature: 
1000 oC, thickness: L=200 μm, oxygen potential ranging from −3.79 eV to −0.18 eV. 
 
The above calculations were made for a relatively thin L appropriate for SOFC and SOEC. 
Obviously, Eq. (6-24) dictates that the transition should be even sharper in a thicker electrolyte under 
the same boundary potentials and current density. This is verified in Fig. 6.3a. Remarkably, the figure 
also reveals a new feature: As the thickness increases, the transition is increasingly shifted to the 
cathode. A similar trend is followed in Fig. 6.3b at a fixed thickness but with increasing current 
density. Actually, it is also possible to realize anode instead of cathode localization for the potential 
transition. However, to avoid repetition we will postpone further investigations of localization to the 
next section.  
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Figure 6.3 Calculated spatial distributions of the oxygen potential under standard formulations 
without defect association reactions under (a) fixed current density of −5 A/cm2 and varying 
electrolyte thickness from 20 μm to 5 mm and (b) fixed electrolyte thickness of 1 mm and varying 
current density of −1 A/cm2 to −50 A/cm2. Temperature: 1250 oC, oxygen potential from −5 eV to 2 
eV. Note: Hole conductivity at 2 eV (0.032 Ω−1cm−1) is larger than electron conductivity at −5 eV 
(0.026 Ω−1cm−1) according to Fig. 6.1; it causes the transition to localize at cathode. 
 
 We conclude this section by comparing the problem of oxygen potential distribution in mixed 
conducting electrolyte and the problem of temperature distribution in solidification, both in one 
dimension. Because the sharp transition is always fixed at the characteristic oxygen potential 
2
*
O
  at 
the bottom of the volcano, we may make the following analogy: The high potential side and the liquid 
phase, the low potential side and the solid phase, the transition potential 
2
*
O
  and the melting point 
m
T , and the boundary potentials 
2 2 2
*
O O O
      and temperature 
m
T T T   . In solidification, at 
the steady state the heat flux is constant throughout L. This condition uniquely determines the location 
of the solid/liquid interface. For example, if    
liquid m solid m
T T T T     , where κ is the thermal 
conductivity, then the interface is very near the left end, which is analogous to the case in Fig. 6.3. (In 
this case, σh at 
2
O
  is larger than σe at 
2
O
 .) However, our problem having two independent 
potentials does differ from the solidification problem with only one field variable, the temperature. 
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Therefore, we need to specify not only the boundary potentials but also the flux, which can be either 
Jcharge or JO, or even their linear combination. This is the essence of the problem—the non-linear 
conductivity in Fig. 6.1 makes the solution more cumbersome to find but does not fundamentally alter 
the nature of the problem. 
 
6.4 Solution to the Park-Blumenthal Problem 
 To illustrate how O− diffusion may manifest in real applications, we analyze below the Park and 
Blumenthal’s experiment7 using Eq. (6-17) to Eq. (6-20). They measured electronic conductivities 
using a sealed chamber, placed in an environment of 
2
out
O
p  and bounded by two electrically isolated 
YSZ membranes, each of a thickness L. To set up an oxygen potential gradient, they pumped out 
oxygen by passing a current density Jcharge through one membrane in the SOEC mode. To monitor the 
oxygen pressure 
2
in
O
p  inside, they kept the other membrane in the OCV mode to define the Nernst 
voltage, 2 2 2
2
out
O O OB
in
O
ln
4 4
pk T
V
e p e
  
  . This provides two measurable, Jcharge and 
2 2
O O
   , which are 
solved in the limit of 
2 2
O O
   . In this limit, the integrand of Eq. (6-17) for the SOEC membrane 
equals the integrand of Eq. (6-19) of the SOEC membrane, giving 
     2 2 22charge e h O O e hO O O O O O4 2 8eJ t e J                           (6-25) 
At the steady state, JO has the same magnitude in both membranes. So, from Eq. (6-25) and 
O
O charge
2
t
J J
e


, we have  
 
2
2
O O
O
e hO O
2
2
t
 
   
 
 


  
   (6-26) 
Note 
O
0.5t   in the limit of  2 e hO Omax , ,      , which is the same conclusion from the 
equivalent circuit analysis without O− conduction as illustrated in Appendix II. Substituting 
O
t  into 
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Eq. (6-17) in the same limit, we obtain  
   
 
2
2 2
2
2 2
O Oe h e hO O O
charge
O O
O O
e h O
+ 41 1
2 2 4
1
+
4
J
e L
e L
       
 
 
  
  
 

   
 

 
 
  
 
      (6-27) 
In the second equality above, the approximation of  2 e hO Omax , ,       was made. Therefore, 
this experiment measured 
e h O
+  

  instead of 
e h
  .  
The reason that 
O


 cannot be separated from 
e
  and 
h
  in the experiment can be seen in 
the schematic of Fig. 6.4, which illustrates three closed circuit loops in the OCV membrane, between 
2
O
j

 and 
e
j , 
h
j  and 
O
j

, to transport O2 into the chamber. Since these loops all contribute to the 
current, their conductivities are additive and belong to the “electronic conductivity” measured by Park 
and Blumenthal, shown in Fig. 6.1.  
 
Figure 6.4 Schematic O2−, O−, e and h transport under OCV condition, providing three parallel 
mechanisms for O2 transport. In each, the overall kinetics is limited by the slower diffusing species.  
 
6.5 Oxygen Potential: with Internal Reactions 
We have associated O− diffusion to either an electron-mediated mechanism—a lattice O2− 
exchanges position with an electron-tagged oxygen vacancy  ••OV e , or a hole-mediated 
OCV condition
High PO2Low PO2
Effective O2 flux
Mechanism I
½O2=O
2−−2e 
O2−
2e
Mechanism II
½O2=O
2−+2h 
O2−
2h
Mechanism III
½O2=2O
−−O2−
2O−
O2−
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mechanism—an oxygen vacancy exchanges position with a hole-tagged lattice oxygen  2O h  . 
Since the electronic conductivity in Fig. 6.1 is actually 
e h O
+ +  

, we need to assign part of it to the 
above two mechanisms. To do this, we take the left branch of Fig. 6.1 and call it σe*, and like wise the 
right branch σh*. We next write  
  *
e e e
1       (6-28a) 
  *
h h h
1       (6-28b) 
* *
e e h hO
    

    (6-28c) 
where, for simplicity, αe and αh are treated as model parameters independent of oxygen potential. 
Adopting Eq. (6-28), we perform the following calculations summarized in Fig. 6.5. Starting 
with 
e h
0   , which corresponds to not allowing any O−, we recover in Fig. 6.5a-b (shown by 
the black curve) the same results as in Fig. 6.3 of cathode localization of potential transition. Cathode 
localization remains intact when only the electron-mediated mechanism is switched on (
e h
0   , 
Fig. 6.5a). However, once the hole-mediated mechanism is switched on and the electron-mediated 
mechanism is turned off (
h e
0   , Fig. 6.5b), anode localization takes over. Furthermore, the 
intermediate cases manifest a sharp crossover from cathode localization to anode localization when O− 
diffusion crossovers from electron dominating (
e h
0   ) to hole dominating (
h e
0   ), as 
shown in Fig. 6.5c-d. Therefore, there is a definite association between cathode localization and 
electron-mediated mechanism, vs. anode localization and hole-mediated mechanism. 
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Figure 6.5 Calculated spatial distributions of oxygen potential with (a) αh=0, αe from 0 to 0.5, (b) αe=0, 
αh from 0 to 0.5, (c) αh=0.475, αe from 0 to 0.5, and (d) αe=0.475, αe from 0 to 0.5. Temperature: 1250 
oC, thickness: L=1.5 mm, current density: −50 A/cm2, oxygen potential from −5 eV to 2 eV, with 
internal reaction. 
 
An interesting new phenomenon emerges when 
e h
0   . This is illustrated in Fig. 6.5c-d 
where the potential transition resides far away from either electrode. To further illustrate this trend, we 
present in Fig. 6.6 the cases for 
e h
   increasing from 0 to 0.5. Here, O− diffusion is aided equally 
by electron-mediated and hole-mediated mechanisms (although [e] [h]  in general), and as the role 
of O− diffusion becomes more prominent, the transition gradually shifts to the center. Another 
interesting effect of O− diffusion is illustrated in Fig. 6.7, where we repeat the calculations for the 
problem stated for Fig. 6.2 but now allowing O− diffusion at 
e h
0.475   . Remarkably, the 
oxygen potential distribution becomes almost completely independent of the mode of operation and 
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the current density, unlike the case in Fig. 6.2. To further illustrate the effect, we present Fig. 6.8, 
which repeats the calculations of oxygen potential for the problem stated for Fig. 6.3—again allowing 
O− diffusion: Unlike in Fig. 6.3, the distributions in Fig. 6.8 only very weakly depend on L and 
current density. Therefore, there is a profound effect of electron-mediated and hole-mediated O− 
conductivity in more than one way.  
 
Figure 6.6 Calculated spatial distributions of oxygen potential with identical αe and αh, ranging from 0 
to 0.5 as marked. Temperature: 1250 oC, thickness: L=1.5 mm, current density: −50 A/cm2, oxygen 
potential from −5 eV to 2 eV, with internal reaction. 
 
Figure 6.7 Calculated spatial distributions of oxygen potential for same cases as Fig. 2 but now 
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allowing internal reaction with αe=αh=0.475. Inset: enlarged view at center region. Temperature: 1000 
oC, thickness: L=200 μm, oxygen potential from −3.79 eV to −0.18 eV. 
 
Figure 6.8 Calculated spatial distributions of oxygen potential for same cases as Fig. 6.3 but now 
allowing internal reaction with αe=αh=0.475. (a) Under fixed current density of −5 A/cm2 and varying 
electrolyte thickness from 20 μm to 5 mm and (b) fixed electrolyte thickness of 1 mm and varying 
current density of −1 A/cm2 to −50 A/cm2. Temperature: 1250 oC, oxygen potential from −5 eV to 2 
eV. 
 
6.6 Oxygen Potential Transition: A Closer Look 
The distributions in Fig. 6.5-6.8 again find the transitions to occur at the potential at the bottom 
of the volcano in Fig. 6.1. This property comes from Eq. (6-16), which because of 
2 e hO O
+ +   
 
 , reduces to the following to a first approximation  
  
 
2
2
O O charge
e h O
4 2
+
d e J eJ
dx

  

 


          (6-29a)  
Therefore, since JO and Jcharge are constant across L, the steepest slope must coincide with the 
minimum of 
e h O
+ +  

 or 
* *
e h
  , i.e., the bottom of the volcano in Fig. 6.1. This is the same 
situation we found in Section 6.3, so the origin of the potential transition remains the same with and 
without internal reactions. It also follows that if 2
O
d
dx

 is very large at the transition, then for larger L 
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that satisfies Eq. (6-24), 2
O
d
dx

 elsewhere must be maintained at a very small value. This is possible 
if the oxygen potential approaches the two boundary values, 
2
O
  and 
2
O
 . Therefore, a step-like 
transition from one boundary value to the other results.  
The same argument also explains why the transition is localized near one electrode and not the 
other. To keep 2
O
d
dx

 very small over a very long distance across L, most of the length must be spent 
near the oxygen potential where 
* *
e h
   is the largest. In the range of −5 eV to 2 eV at 1,250 oC as 
in Fig. 6.3, this falls at 2 eV, which explains why there is a wider flat region at such potential in this 
figure, hence cathode localization therein. Obviously, it is possible to “switch side” to anode 
localization by adjusting boundary potentials so that the anode side offers a larger 
* *
e h
  . This is 
illustrated in Fig. 6.9. The switch-over can be quite abrupt, e.g., for curves b and e, the switchover 
occurs when the cathode potential is lowered by 1 V; likewise for d and e, a large shift in the transition 
location occurs when the anode potential is lowered by 0.5 V.   
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Figure 6.9 (Upper panel) Calculated spatial distributions of oxygen potential allowing internal 
reaction with αe=αh=0.475, under different oxygen potential ranges (a) from −5 eV to 3 eV, (b) from 
−5 eV to 2.5 eV, (c) from −5 eV to 2 eV, (d) from −6 eV to 3 eV, (e) from −6 eV to 2.5 eV and (f) from 
−6 eV to 2 eV. Temperature: 1250 oC, thickness: L=1.5 mm, current density: −50 A/cm2. (Lower panel) 
Calculated 
e h O
+  

  as a function of temperature and oxygen potential. Note at 1250 oC, 
e h O 5eV
+  


 ≈
e h O 2eV
+  

 <
e h O 2.5eV
+  

 <
e h O 6eV
+  


 ≈
e h O 3eV
+  

 . 
 
Abrupt side-switching also happens upon a small change in αe/h. This can again be explained by 
Eq. (6-16) by including the higher order term   2e h O O+ +      beyond the one shown in Eq. 
(6-29a). Noting  2 e hO O~         within the same order of approximation, we rewrite Eq. 
(6-16) as  
  
 
2
2
2 2
O charge e hO O O O
e h chargeO O O
4 +2 2
1 1
d eJ eJ
dx J
     
    
  
  
  
  
 
   
   
   
  (6-29b)  
Therefore, there are two considerations that dictate which potential to spend most of the length staying 
at the smallest (positive) 2
O
d
dx

: (a) at  e h O max     , whose location is insensitive to the value 
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of αe/h and is mostly determined by 
2
O
  and 
2
O
 , and (b) at  e h O max     , whose location can 
abruptly pivot between 
2
O
  and 
2
O
  upon small changes in αe/h. (For example, in the case of SOEC 
where 
O
0J   and 
charge
0J  , the square bracket on the right hand side of Eq. (29b) is negative, 
O
charge
2eJ
J

 is positive, so maximizing 
e h O
  

   will minimize 2
O
d
dx

.)  In the case of SOEC, we 
find (b) is given by      * *e h e e h hO maxmax 1 2 1 2              , which can be shown to 
correctly explain all the “side-switching” phenomena in Fig. 6.4-6.5. Lastly, our earlier observation of 
an association between cathode localization and electron-mediated mechanism, vs. anode localization 
and hole-mediated mechanism, is also understood: In electron-mediated O− diffusion, 
eO
~ 

, so 
 e h hO ~     ; therefore,  e h O max      is located at the high potential end, hence cathode 
localization. 
Thus far, we have not addressed whether the total oxygen flux 
O
J  is influenced by allowing O− 
diffusion or not. Intuitively, we expect the total oxygen flux 
O
J  to increase by allowing O− diffusion 
if some oxygen can latch onto electrons or holes and gain mobility. Take the case of SOEC again as an 
example, i.e., 
O
0J   and 
charge
0J  . Then an increase in 
O
J  will cause 2
O
d
dx

 in Eq. (6-29a-b) to 
decrease at the transition, which is evident in Fig. 6.5-6.6. As a result, there is a lessened need for 
2
O
d
dx

 elsewhere to maintain as flat as it was, which lessens the need to localize. An increase in 
O
J  
(i.e., an increase in tO) is indeed verified in Fig. 6.10a. (For completeness, potentials of O2, e, O2− and 
O−, and conductivities of e+h, O2− and O− are shown in Fig. 6.10b-c.) This can be seen in two ways. 
First, at the transition, 
2
O
j

 peaks at a level higher than the base line (broken black line), which is 
2
O
j

 in the absence of internal reactions. (The reason why 
2
O
j

 peaks at the transition is obvious: to 
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compensate for the 
O
j

 minimal there due to very low electronic conductivity.) Second, at two ends, 
the sum of 
2
O
j

 and 
O
j

 also much exceeds the base line, where 
O
j

 makes a large contribution. In 
fact, when L increases or when 
charge
J  increases as in Fig. 6.8, an increasing section of the length is 
spent at very near the boundary potentials to maximize electronic conductivity, which also maximizes 
O
j

, hence increases 
O
J . Therefore, the tendency in Fig. 6.3 to have an increasingly larger 2
O
d
dx

 at 
the transition is moderated to a large extent in Fig. 6.8 as if there is a buffering effect. This is all due to 
the enhanced oxygen-ion transport that results from ion-electron/hole reactions.  
 
 
Figure 6.10 Calculated (a) O2−, O− and electronic current densities, (b) potential profiles for O2, e, O2− 
and O−, and (c) conductivities of e+h, O2− and O− across the electrolyte in two cases: no internal 
reaction (αe=αh=0) shown by dash lines, and with internal reaction with αe=αh=0.475 shown by solid 
lines. Temperature: 1250 oC, thickness: L=5 mm, total current density: −5 A/cm2, oxygen potential 
0.0 0.2 0.4 0.6 0.8 1.0
0
-1
-2
-3
-4
-5
 
 
 
 
x/L
C
u
rr
e
n
t 
d
e
n
s
it
y
 (
A
/c
m
2
)
e h  with internal reactionj j
2O
 with internal reactionj 
O
 with internal reactionj 
e h  no internal reactionj j
2O
 no internal reactionj 
(a)
0.0 0.2 0.4 0.6 0.8 1.0
-12
-9
-6
-3
0
3
x/L
P
o
te
n
ti
a
l 
(e
V
)
2O
 
(b)
2O

e
O
 
0.0 0.2 0.4 0.6 0.8 1.0
10
-6
10
-5
10
-4
10
-3
10
-2
10
-1
10
0
x/L
C
o
n
d
u
c
ti
v
it
y
 (
Ω
-1
c
m
-1
) 2O   
* *
e h+  no internal reaction 
(c)
e h+  with internal reaction 
O
 with internal reaction 
e h O
 
with internal reaction
    
175 
from −5 eV to 2 eV. Same conditions as 5-mm case in Fig. 6.3a and 6.8a.  
 
6.7 Discussion 
6.7.1 Electron/hole association 
To describe O− diffusion, we have used the association parameters αe and αh for  ••OV e  and 
 2O h   complexes, respectively; without O−, αe=αh=0. This is one form of internal reactions 
between electronic species and ionic species. As reviewed in Introduction, evidence for internal 
reactions includes color centers9-12, large activation energies for electron and hole conductivity7, 
oxygen vacancy voids and oxygen bubbles13-18. Our association model is supported in YSZ by 
reduction-caused blacking22,23, which creates color centers9-12—presumably F centers where one or 
more unpaired electrons are localized at the doubly charged oxygen vacancy 
••
O
V —that contain 
unpaired electrons according to electron spin resonance measurements. The large activation energies 
of electron and hole conduction, even exceeding that of oxygen conduction7, lends further support for 
electron/hole association with lattice defects. As also mentioned in Introduction, direct signature of 
oxygen potential transition has been seen in the sharp grain size transition in electrically loaded YSZ 
(L~1 mm, Jcharge>10 A/cm2 in air)17-19. Most importantly, this observation implicates O− diffusion 
because the transition should have been localized at one electrode if there were no O− diffusion, 
contrary to the observed grain size transition at about L/2.  
From Fig. 6.5-6.7 and 6.9, it is clear that a substantial αe or αh is required to see an appreciable 
effect of O− diffusion. This implies a large degree of association of oxygen vacancy with electron, or 
lattice oxygen with hole. The strongest evidence of such association is from the activation energies of 
*
e
 , 
*
h
 , and 
2
O


, which are all comparable. (We have calculated their mobilities, and found them all 
of the same order of magnitude: At 1000 oC, 2
4 2 -1 -1
O
1.68 10  cm V sM


  , 
5 2 -1 -1
e
2.64 10  cm V sM

   
and 
5 2 -1 -1
h
5.92 10  cm V sM

  ; at 1250 oC, 2
4 2 -1 -1
O
5.49 10  cm V sM


  , 
4 2 -1 -1
e
4.46 10  cm V sM

   
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and 
4 2 -1 -1
h
2.85 10  cm V sM

  .)  It is also interesting to note that the activation energy of oxygen 
diffusion varies from 0.5 eV above 1000 oC, to 0.79 eV at lower temperature, which could also be due 
to stronger electron association since the configurational entropy against association is less important 
at lower temperature. Therefore, the data in Fig. 6.1, which has been attributed to electrons and holes 
in the past, is likely to have a substantial contribution from O− or the like, especially at lower 
temperature, i.e., αe and αh increases at lower temperature. However, the fact that the two branches in 
Fig. 6.1 maintain their respective 
1/ 4
2
OP  and 
1/ 4
2
OP

 dependence as expected from defect chemistry 
consideration suggests that αe and αh are not strongly 2OP  dependent. This is reasonable since the 
concentrations of electrons and holes are usually rather low compared to that of oxygen vacancies. 
 
6.7.2 p-n junction, electrode polarization, and phase transition 
As can be seen from Fig. 6.2-6.7 and 6.9, a sharp oxygen potential transition always exists, with 
or without O− conduction, in both thin and thick electrolytes. This holds as long as the terminal 
oxygen potentials traverse the two sides of the bottom of the volcano plot. As shown in Fig. 6.2, this 
condition is met in a typical SOEC/SOFC whose electrolyte separates the fuel side and the air side. 
Therefore, the transition will occur in these devices regardless of the loading conditions, electrolyte 
thickness and electrode polarization. Another situation is illustrated in our experiments17-19, where 
YSZ was loaded in air under a large current density. In this case, severe electrode polarization was 
developed at both electrodes to propel a higher oxygen ion flux through the electrolyte. This will also 
develop the transition, which was confirmed by the sharp grain-size transition.  
As we already proposed in Ref. 17, the transition can be conceptually visualized as an p-i-n 
junction (a p-type region with a high hole conductivity, an n-type region with a high electron 
conductivity, sandwiching an i-type (insulator) region with minimal electronic conductivity) which 
corresponds to the bottom of the volcano. However, if the experiment is performed in such condition 
that the terminal potentials do not traverse the two sides of the bottom of the volcano, then the i-type 
region can be entirely avoided. Indeed, when we performed the experiment in hydrogen gas, whose 
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oxygen potential is expected to always lie to the left of the bottom of the volcano plot, we observed a 
much more gradual variation in grain size without a sharp transition, which corresponds to having the 
entire electrolyte placed into the n-type region. (The calculated oxygen potential distributions, with O− 
conduction, for the above two cases were previously reported as Fig. 6.9 in Ref. 17.) These 
observations provided further support to our analysis of oxygen potential transition. 
The results in Fig. 6.3, 6.5, and 6.9 showing an extreme sensitivity of the location of the oxygen 
potential transition to current density, the balance between electron and hole conductivity, and the 
conductivity of O−, lead us to foresee conditions that may cause an abrupt propagation of the transition 
interface. As pointed out in Section 6.3, the oxygen potential transition is akin to a first-order phase 
transition, and it is well-known that such phase transition is prone to interface instability under certain 
thermodynamic and kinetic circumstances. This may be visualized as an abrupt propagation of the p-n 
junction, followed by its breakdown into a non-planar geometry. Since a high current-density by way 
of polarization is very effective in altering the boundary potential in addition to being able to sharpen 
the transition as shown in Fig. 6.3, we expect devices that are subject to high current density may be 
especially susceptible to an abrupt propagation of the oxygen potential transition front, hence 
“interface” instability. Such devices span from high temperature electrochemical cells, to multilayer 
ceramic capacitors, to thin-film resistance memories. Observations in support of this expectation will 
be presented and analyzed in the companion paper.   
 
6.8 Conclusions 
(1) A general, self-consistent solution to oxygen potential distribution has been obtained in 
yttria-stabilized zirconia, which allows mixed conduction and internal conversion of O2−, O−, electrons 
and holes.  
(2) The movement of mixed valence ions such as O− must also involve electron or hole movement. 
As a result, the classical Park and Blumenthal experiment cannot separate the electron and hole 
conductivity from mixed valence ion conductivity. Instead, it measures the sum of conductivities of 
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electrons, holes and mixed valence ions, which are more important at lower temperature. A 
non-vanishing O− conductivity in turn increases the overall oxygen flow. 
(3) The oxygen potential distribution undergoes a sharp step-like transition when the two terminal 
oxygen potentials lie on the two sides of the characteristic potential where the minimum electronic 
conductivity lies. Such transition leads to a grain size transition, which has been experimentally 
observed.  
(4) The transition is very sensitive to loading conditions and the balance of electron and hole 
conductivity. However, O− conductivity has a buffering effect on the transition, making it less 
sensitive to the variation of loading conditions and electron and hole conductivity.  
(5) The sharp oxygen potential transition is akin to a first-order phase transition. Therefore, like in a 
first-order phase transition, interface instability is anticipated for a moving transition front, which is 
likely to occur in high current-density devices. 
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Chapter 7 Electron Localization Enhances Cation Diffusion in Reduced ZrO2, CeO2 
and BaTiO3 
 
Synopsis 
According to defect chemistry, the experimental observations of enhanced cation diffusion in a 
reducing atmosphere in zirconia, ceria and barium titanate are in support of an interstitial mechanism. 
Yet previous computational studies always found a much higher formation energy for cation 
interstitials than for cation vacancies, which would rule out the interstitial mechanism. The conundrum 
has been resolved via first-principles calculations comparing migration of reduced cations and 
oxidized ones, in cubic ZrO2, CeO2 and BaTiO3. In nearly all cases, reduction alone lowers the 
migration barrier, and pronounced lowering results if cation’s electrostatic energy at the saddle point 
decreases. The latter is most effectively realized when a Ti cation is allowed to migrate via an empty 
Ba site thus being fully screened all the way by neighboring anions. Since reduction creates oxygen 
vacancies as well, which are highly mobile, we also studied their effect on cation migration, and found 
it only marginally lowers the migration barrier. In several cases, however, a large synergistic effect 
between cation reduction and oxygen vacancy is revealed, causing an electron to localize in the 
saddle-point state at a much lower energy than normal, signaling that the saddle point is a negative-U 
state in which the soft environment enables a large electron-phonon interaction that can 
over-compensate the on-site Coulomb repulsion. These general findings are expected to be applicable 
to defect-mediated ion migration in most transitional metal oxides. 
  
7.1 Introduction 
Atomic migration to a neighboring vacancy strongly depends on the atomic size. A smaller atom 
migrates more easily than a larger one, because it can more easily pass through the crowded saddle 
point. Applying this argument to an ionic crystal, one would expect a reduced cation, which is larger 
in size, to experience more difficulty in migration. Meanwhile, the standard defect chemistry 
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consideration also reaches the same conclusion on cation diffusion: Reduction increases the number of 
oxygen vacancies, so according to the Law of Mass Action—applied to the Schottky defect pairs, 
being vacancies of cation and anion—the number of cation vacancies decreases, leading to slower 
diffusion. However, there are experimental data that suggest the opposite: Cation diffusion is 
enhanced in reducing atmospheres as evidenced by enhanced grain growth in ceria1-8, barium 
titanate9,10 and yttria stabilized zirconia2,11. Resolving the above conundrum by first-principles 
calculations is the aim of this study. 
Our study is first guided by the consideration on electrostatic energy, which is of paramount 
importance to the stability of ionic crystals. Therefore, we speculate that very likely it is also 
influential to migration barrier. A high-valence cation, while well screened in the ground state by 
anions, will probably become rather unstable during migration because the typical saddle-point state 
does not provide good screening. In this respect, a reduced cation is advantageous because its 
electrostatic energy is lower. Thus, our first task is to determine the migration barrier of a reduced 
cation by first-principles calculations. 
From a practical viewpoint, the most interesting case for this study is when cation is the slowest 
diffusion species12-15. Obviously, this implies that other species, or rather, their vacancies, will migrate 
much faster. Therefore, if their presence can facilitate the migration of the slowest cation, then the 
latter can afford to wait for such vacancies to arrive before it migrates. Oxygen vacancies are abundant 
in ZrO2, CeO2 and BaTiO3, and they are the fastest diffusing species. Therefore, our second task is to 
investigate the migration of Zr, Ce and Ti cations next to an oxygen vacancy. As it will become clear 
later in this study, Ba vacancies, which occupies the A-site sublattice of the perovskite structure as 
opposed to the B-site sublattice occupied by Ti, exert a most dramatic effect on Ti migration16,17. This 
effect will be studied, as well as the synergism between cation reduction and oxygen vacancy, to 
explore defect and ionization enhanced diffusion18,19 and to understand the roles of charge screening 
and the saddle-point environment.    
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7.2 Methodology 
To simplify matter, we considered cubic ZrO2, CeO2 and BaTiO3, to avoid the complication of 
dopants and lattice distortions. (Typically, Y2O3 is added to ZrO2 to provide oxygen vacancies and to 
stabilize the cubic structure, whereas BaTiO3 is known to be ferroelectric below 120 oC forming 
several distorted structures. In our calculation, with and without defects, the cubic structure was found 
metastable, even though the size and shape of the supercell were allowed to relax when defects were 
introduced. Subsequently, during the migration calculation, the size and shape of the supercell were 
kept the same as those of the ground state.) We performed density functional theory (DFT) 
calculations using the projector augmented-wave (PAW)20 method within the Perdew-Burke-Ernzerhof 
(PBE)21 generalized gradient approximation (GGA) implemented in the Vienna ab initio simulation 
package (VASP)22. The PAW potentials include the following valence electrons: 5s24d2 for Zr, 
5s25p64f15d16s2 for Ce, 5s25p66s2 for Ba, 3s23p63d24s2 for Ti and 2s22p4 for O. We chose a plane-wave 
cutoff energy of 400 eV and sampled the Brillouin zone using the Monhorst-Pack scheme with a 
3×3×3 k-point mesh. The DFT+U approach by Dudarev et al.23 was used to describe the energy of 
localized d electrons of Zr/Ti and f electrons of Ce. Specifically, we chose the on-site Coulomb 
interaction parameter U, the on-site exchange interaction parameter J, and the effective Hubbard 
parameters Ueff=U−J as follows: U=4 eV, J= 0 eV and Ueff=4 eV for Zr 4d states24-26, U=5 eV, J=0 eV 
and Ueff=5 eV for Ce 4f states27,28, U=5 eV, J=0.64 eV and Ueff=4.36 eV for Ti 3d states29-32. These are 
the most commonly used values for the respective compounds in the literature, so our results may be 
directly compared with the literature results.  
All calculations were performed under periodic boundary conditions. We used a 2×2×2 supercell 
containing 32 Zr or Ce and 64 O for cubic ZrO2 and CeO2, respectively, and a 3×3×3 supercell 
containing 27 Ba, 27 Ti and 81 O for cubic BaTiO3. The migrating cation is situated next to a cation 
vacancy (in our case, a fully charged , M being Zr, Ce or Ti, denoted as VM hereafter). Reduction, 
when considered, was implemented by providing an extra electron to the supercell. In some models, 
another surrounding oxygen vacancy ( ), or a A-site cation vacancy ( ) in perovskite, is also 
M
V
••
O
V
Ba
V
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present. Therefore, it makes sense to preselect a target cation for migration, then to promote the 
localization of the extra electron around it. Toward this purpose, we outward-displaced the 
neighboring oxygen ions surrounding the target cation by 0.1-1.0 Å, then let the system relax to reach 
convergence (residue atomic forces less than 0.05 eV/Å). As will be shown later, the above process 
leads to obvious electron localizations in ZrO2 and CeO2 but not always in BaTiO3 unless the 
110-direction migration is considered. 
To track cation migration, the climbing-image nudged-elastic-band (NEB) method33 implemented 
in VASP was used with a fixed supercell size and shape. In cubic ZrO2 and BaTiO3, it determined the 
migration path and the barrier with the path defined by 7 intermediate states in addition to the initial 
and final configurations; in CeO2, 3 intermediate states were specified. Convergence for NEB 
calculations was considered to be achieved when the residue atomic forces are less than 0.1 eV/Å. 
DFT calculations always specify the Fermi level, which is used to determine electron state 
occupancy. However, to compare electron states in different structural states, such as ground state and 
saddle-point state, or states with and without some lattice ions, it is necessary to find a reference 
energy level that is relatively insensitive to the structural defects/distortions. All the structures studied 
here comprise of cation polyhedron enclosed by oxygen ions that are interconnected into a 
three-dimensional continuous network. Moreover, their valence bands are mainly made of O 2p 
orbitals. Therefore, we may regard the valence band manifold as representative of network’s electronic 
states, and being a continuous network its overall electronic energy should be relatively insensitive to 
isolated structural defects/distortions. In this work, whenever needed we shall use the valence band 
maximum as the reference energy to compare electron energies between different structural states.   
 
7.3 Cation Migration in ZrO2 and CeO2 
To compare migration of M4+ and M3+, with or without the aid of oxygen vacancy , we follow 
the scheme in Fig. 7.1a-b (figure production uses software VESTA34). The calculated energy profiles 
during migration are shown in Fig. 7.1c and the key data are summarized in Table 7.1. 
••
O
V
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Figure 7.1 (a) Schematics of 1×1×½ supercell with one cation vacancy VM for fluorite structure oxide 
MO2 (M=Zr for zirconia and Ce for ceria). Cation migration takes place by exchanging the location of 
M4+/M3+ and VM, with/without the assistance of an oxygen vacancy VO. Two migration paths are 
found: straight path along black dashed line and curved path along red dashed line, their saddle point 
configurations shown on right panel. (b) Schematic migration models. Model A: M4+ exchanges with 
VM, with no VO. Model B: M3+ exchanges with VM, with no VO. Model C: M4+ exchanges with VM, 
with VO. Model D: M3+ exchanges with VM, with VO. (c) Cation migration energetics along 110 
direction for Model A-D in cubic ZrO2 and CeO2. 
 
Table 7.1 Results of cation migration in cubic ZrO2 and CeO2 via vacancy mechanism. In our DFT+U 
calculations of defect-free structures, reference Zr-O bond length is 2.24 Å, and Ce-O is 2.36 Å. With 
cation vacancy in the ground state, these bond lengths shorten. To calculate Ce’s Bader charge, we 
exclude 8e from 5s25p6 inner-shell. 
Material Model 
Migration 
path 
Migration 
barrier (eV) 
Nearest cation-oxygen 
distance (Å) 
Bader charge on 
migrating cation (e) 
Ground 
state 
Saddle 
point 
Ground 
state 
Saddle 
point 
ZrO2 A Curved 4.64 2.15 1.97 0.62 0.80 
B Curved 3.90 2.23 2.04 1.44 1.28 
M4+/3+
VM
Empty
interstitial
site
O2−/VO
Reaction coordinate
E
n
e
rg
y
 (
e
V
)
E
n
e
rg
y
 (
e
V
)
CeO2
ZrO2
Straight
Curved
Saddle point
VMM
3+
O2−
Model D
VO
VMM
4+
O2−
Model C
VO
VMM
3+
O2−
Model BVMM
4+
O2−
Model A
(c)(a)
(b)
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C Straight 4.31 2.15 2.05 0.59 0.68 
D Straight 3.17 2.24 2.11 1.43 1.49 
CeO2 A Curved 4.32 2.27 2.03 1.63 1.74 
B Curved 4.79 2.39 2.12 1.91 1.92 
C Straight 3.96 2.25 2.06 1.65 1.67 
D Straight 3.28 2.38 2.13 1.91 1.92 
 
Model A (M4+ migration): In this reference case, the migration path does not follow a straight 
line (the black dashed line in Fig. 7.1a from the starting M4+ location to VM). Instead, it veers into a 
cation-absent neighboring cell (the red dashed curve in Fig. 7.1a) to avoid the two oxygen ions in the 
way. The saddle point may be regarded as surrounded by six oxygens (Fig. 7.1a, upper inset); 
obviously, the two pointed by black arrows are closer than the remaining four. More broadly, the 
following general features listed in Table 7.1 apply to all the models to be described later: (a) Zr is 
smaller than Ce, (b) Zr having considerably less Bader charge35 is more ionic than Ce, and (c) the 
shortest M-O distance at the saddle point is considerably less than that at the ground state. 
Model B (M3+ migration): The migration path of M3+ again veers into a cation-absent 
neighboring cell. We also verified the extra electron is indeed localized at the target cation and causes 
an increase of its Bader charge (see Table 7.1) in both the ground state and the saddle-point state 
compared to Model A. Consistently, a larger sized M3+ compared to M4+ is reflected in the longer 
M-O bond length. The localized electron lies just beneath the Fermi level in Fig. 7.3a&d and Fig. 
7.7a&d, occupying a sharp, narrow projected density of state (DOS) of the migrating M3+ in both the 
ground-state and the saddle-point state, falling between the valence band maximum (VBM) and the 
conduction band minimum (CBM) in Model A. Since it is clearly associated with the target cation 
(Fig. 7.3b&e and Fig. 7.7b&e), it is best regarded as an impurity state. When the ground state 
changes from M4+ to M3+, the increase in Bader charge is especially large for Zr, being 0.82e, 
compared to Ce’s 0.28e. This is likely to result from the following well-known property of Zr4+: 
According to Pauling’s rule, Zr4+ (but not the larger Ce4+) is too small to be fully stable in the 
ground-state fluorite-structure environment of 8 oxygen neighbors, so it favors acquiring an electron 
forming Zr3+, thus increasing the size and gaining stability. As the coordination number decreases to 6 
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at the saddle point, there is no more such need, so it sheds some localized electron as seen in Fig. 7.3e 
(DOS of the impurity state decreases from the ground state to the saddle-point state) and Table 7.1 
(Bader charge decreases from 1.44e to 1.28e). This does not apply to Ce3+, but because of its larger 
size it encounters a higher migration barrier (4.79 eV compared to Ce4+’s 4.32 eV) in passing through 
the crowded saddle point. In contrast, the migration barrier of Zr3+ (3.90 eV) is actually significantly 
lower than that of Zr4+ (4.64 eV). This gives the first indication that reducing the cation charge can 
facilitate cation migration.  
Model C (M4+ migration aided by ): Upon removal of one intervening lattice oxygen, M4+ 
now migrates along a straight line, with a somewhat lower migration barrier than that in Model A, by 
about 0.35 eV. Therefore,  apparently helps cation migration in both zirconia and ceria, which 
may be attributed to the size effect. The saddle point may be regarded as surrounded by five oxygens 
(Fig. 7.1a, lower inset); obviously, the one pointed by black arrow is closer than the remaining four. 
Model D (M3+ migration aided by ): Like M4+ in Model C, M3+ also migrates along a 
straight line. Again, we confirmed the extra electron is localized at the migrating cation with the data 
in Table 7.1: (i) a larger Bader charge of the migrating M3+ vs. M4+ in Model C at both the ground 
state and the saddle-point state; and (ii) a longer M-O bond length of the migrating M3+ compared to 
that of M4+ in Model C, again at both states. Table 1 also shows that, compared to Model B, the 
barrier is 0.73 eV lower in ZrO2 and 1.51 eV lower in CeO2, suggestive of a very significant size 
effect due to , which is especially important in CeO2. But the benefit of reduction on lowering the 
barrier is equally significant: Compared to Model C, the barrier is lower by 1.14 eV in ZrO2 and 0.68 
eV in CeO2, suggestive of a charge effect that is especially important in ZrO2. This is supported by Fig. 
7.5b&e and Fig. 7.9b&e, which show that during the migration the impurity state of the localized 
electron is pulled down toward the VBM—in the case of Ce3+, it already merges into the valence band 
(O 2p orbitals) in the saddle-point state. This lowering in the impurity energy-level is about 1.5 eV in 
Zr3+ and 1.2 eV in Ce3+. Naturally, with such pronounced energy reduction in ZrO2, there is no longer 
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any electron shedding when Zr3+ goes to the saddle point, so the Bader charge of Zr3+ does not 
decrease in Model D, unlike in Model B. (Such significant lowering in the impurity energy-level from 
the ground state to the saddle-point state is not seen in Model B.) 
A closer look finds the effects of  and reduction are synergistic. To see this, we first estimate 
their additive effect: The amounts of barrier lowering from Model A→B and from Model A→C add 
up to 1.05 eV for ZrO2 and −0.11 eV for CeO2. But the lowering of Model A→D is much larger: 1.47 
eV for ZrO2 and 0.94 eV for CeO2. Therefore, the effect is not additive but synergistic. The synergistic 
effect is understood: Although the removal of one lattice oxygen creates a more open pathway, it also 
leaves the positive charge of the migrating cation much less screened, which raises the electrostatic 
energy. Therefore, by first receiving an extra electron and localizing it at the migrating cation, the 
electrostatic energy is lowered and the open space created by additional  may be utilized for 
migration. Because of the synergistic effect, the migration barrier of Zr3+ with  is lowered to 3.17 
eV compared to that of Zr4+ without  at 4.64 eV, and corresponding values for Ce4+ are 3.28 eV vs. 
4.32 eV.    
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Figure 7.2 Calculated density of states (DOS) of cubic zirconia for Zr4+ migration Model A. Ground 
state: (a) total DOS, (b) projected DOS of (to be) migrating Zr (in green) and nearest O (in red), and (c) 
projected DOS of non-participating reference Zr (in green) and O (in red). Saddle-point state: (d) total 
DOS, (e) projected DOS of migrating Zr (in green) and nearest O (in red), and (f) projected DOS of 
non-participating reference Zr (in green) and O (in red). In each figure, Fermi energy is set to be zero 
and spin-up and spin-down states are plotted as positive and negative DOS, respectively. 
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Figure 7.3 Calculated density of states (DOS) of cubic zirconia for Zr3+ migration Model B. Ground 
state: (a) total DOS, (b) projected DOS of (to be) migrating Zr (in green) and nearest O (in red), and (c) 
projected DOS of non-participating reference Zr (in green) and O (in red). Saddle-point state: (d) total 
DOS, (e) projected DOS of migrating Zr (in green) and nearest O (in red), and (f) projected DOS of 
non-participating reference Zr (in green) and O (in red). In each figure, Fermi energy is set to be zero 
and spin-up and spin-down states are plotted as positive and negative DOS, respectively. 
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Figure 7.4 Calculated density of states (DOS) of cubic zirconia for Zr4+ migration Model C. Ground 
state: (a) total DOS, (b) projected DOS of (to be) migrating Zr (in green) and nearest O (in red), and (c) 
projected DOS of non-participating reference Zr (in green) and O (in red). Saddle-point state: (d) total 
DOS, (e) projected DOS of migrating Zr (in green) and nearest O (in red), and (f) projected DOS of 
non-participating reference Zr (in green) and O (in red). In each figure, Fermi energy is set to be zero 
and spin-up and spin-down states are plotted as positive and negative DOS, respectively. 
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Figure 7.5 Calculated density of states (DOS) of cubic zirconia for Zr3+ migration Model D. Ground 
state: (a) total DOS, (b) projected DOS of (to be) migrating Zr (in green) and nearest O (in red), and (c) 
projected DOS of non-participating reference Zr (in green) and O (in red). Saddle-point state: (d) total 
DOS, (e) projected DOS of migrating Zr (in green) and nearest O (in red), and (f) projected DOS of 
non-participating reference Zr (in green) and O (in red). In each figure, Fermi energy is set to be zero 
and spin-up and spin-down states are plotted as positive and negative DOS, respectively. 
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Figure 7.6 Calculated density of states (DOS) of ceria for Ce4+ migration Model A. Ground state: (a) 
total DOS, (b) projected DOS of (to be) migrating Ce (in yellow) and nearest O (in red), and (c) 
projected DOS of non-participating reference Ce (in yellow) and O (in red). Saddle-point state: (d) 
total DOS, (e) projected DOS of migrating Ce (in yellow) and nearest O (in red), and (f) projected 
DOS of non-participating reference Ce (in yellow) and O (in red). In each figure, Fermi energy is set 
to be zero and spin-up and spin-down states are plotted as positive and negative DOS, respectively. 
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Figure 7.7 Calculated density of states (DOS) of ceria for Ce3+ migration Model B. Ground state: (a) 
total DOS, (b) projected DOS of (to be) migrating Ce (in yellow) and nearest O (in red), and (c) 
projected DOS of non-participating reference Ce (in yellow) and O (in red). Saddle-point state: (d) 
total DOS, (e) projected DOS of migrating Ce (in yellow) and nearest O (in red), and (f) projected 
DOS of non-participating reference Ce (in yellow) and O (in red). In each figure, Fermi energy is set 
to be zero and spin-up and spin-down states are plotted as positive and negative DOS, respectively. 
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Figure 7.8 Calculated density of states (DOS) of ceria for Ce4+ migration Model C. Ground state: (a) 
total DOS, (b) projected DOS of (to be) migrating Ce (in yellow) and nearest O (in red), and (c) 
projected DOS of non-participating reference Ce (in yellow) and O (in red). Saddle-point state: (d) 
total DOS, (e) projected DOS of migrating Ce (in yellow) and nearest O (in red), and (f) projected 
DOS of non-participating reference Ce (in yellow) and O (in red). In each figure, Fermi energy is set 
to be zero and spin-up and spin-down states are plotted as positive and negative DOS, respectively. 
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Figure 7.9 Calculated density of states (DOS) of ceria for Ce3+ migration Model D. Ground state: (a) 
total DOS, (b) projected DOS of (to be) migrating Ce (in yellow) and nearest O (in red), and (c) 
projected DOS of non-participating reference Ce (in yellow) and O (in red). Saddle-point state: (d) 
total DOS, (e) projected DOS of migrating Ce (in yellow) and nearest O (in red), and (f) projected 
DOS of non-participating reference Ce (in yellow) and O (in red). In each figure, Fermi energy is set 
to be zero and spin-up and spin-down states are plotted as positive and negative DOS, respectively. 
 
7.4 Ti Migration in BaTiO3 
To compare migration of Ti4+ and Ti3+, with or without the aid of  or Ba vacancy , we 
follow the schemes in Fig. 7.10a-b (with saddle-point configurations shown in Fig. 11) for 100 
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migration and Fig. 7.12a-b for 110 migration. Below we present the results for 100 migration in the 
presence of  and 110 migration in the presence of . The calculated energy profiles for during 
migration are shown in Fig. 7.10c and Fig. 7.11c, respectively and the key data are summarized in 
Table 7.2.   
 
Figure 7.10 (a) Schematics of 2 BaTiO3 supercells along 100-direction with one cation vacancy VTi. 
Cation migration takes place by exchanging location of Ti4+/Ti3+ and VTi, with/without assistance of 
oxygen vacancy VO. Migration found is along curved path of red dashed curve. (b) Four schematic 
migration models. Model A1: Ti4+ exchanges with VTi, with no VO. Model B1: Ti3+ exchanges with 
VTi, with no VO. Model C1: Ti4+ exchanges with VTi, with VO. Model D1: Ti3+ exchanges with VTi, 
with VO. (c) Cation migration energetics for Model A1-D1 along 100-direction in BaTiO3. 
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Figure 7.11 Atomic arrangements at the saddle point in 100 migration of (a) Model A1, (b) Model B1, 
(c) Model C1 and (d) Model D1. Ti atom in blue, Ba atom in green and O atom in red.  
 
Figure 7.12 (a) Schematics of 2 BaTiO3 supercells along 110-direction with one cation vacancy VTi. 
Cation migration takes place by exchanging location of Ti4+/Ti3+ and VTi, with/without assistance of 
A-site vacancy VBa. Two migration paths found are along straight path of black dashed line and along 
curved path of red dashed line. (b) Four schematic migration models. Model A2: Ti4+ exchanges with 
VTi, with no VBa. Model B2: Ti3+ exchanges with VTi, with no VBa. Model C2: Ti4+ exchanges with VTi, 
with VBa. Model D2: Ti3+ exchanges with VTi, with VBa. (c) Cation migration energetics for Model 
A2-D2 along 110-direction in BaTiO3. 
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Figure 7.13 Atomic arrangements at the saddle point of 110 migration of (a) Model A2, (b) Model B2, 
(d) Model C2 and (f) Model D2. Also shown are atomic arrangement at intermediate state of (c) 
Model C2 and (e) Model D2, which are structurally similar to saddle point of Model A2 and B2. Ti 
atom in blue, Ba atom in green and O atom in red.  
 
Table 7.2 Results of cation migration in cubic BaTiO3 via a vacancy mechanism. In our DFT+U 
calculations of defect-free cubic BaTiO3, reference Ti-O bond length is 2.01 Å and Ti-Ba distance is 
3.48 Å. With cation vacancy in ground state, Ti-O bond length and Ti-Ba distance in ground state, 
these lengths differ from reference ones. To calculate Ti’s Bader charge, we exclude 8e from 3s23p6 
inner-shell. * indicates Ti-Ba distance in intermediate state for Model C2 and D2.  
Migratio
n 
direction 
Mode
l 
Migratio
n path 
Migratio
n barrier 
(eV) 
Nearest Ti-O 
distance (Å) 
Nearest Ti-Ba 
distance (Å) 
Bader charge on 
migrating cation 
(e) 
Groun
d 
Saddl
e 
Groun
d 
Saddle 
Groun
d 
Saddl
e 
100 
A1 Curved 8.12 1.82 1.68 3.46 2.77×2 1.84 1.88 
B1 Curved 7.10 1.82 1.73 3.48 2.79×2 1.84 2.18 
C1 Curved 7.75 1.81 1.89 3.43 2.62 1.80 1.87 
D1 Curved 6.53 1.81 1.94 3.44 
2.84/2.8
6 
1.81 2.18 
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110 
A2 Straight 8.46 1.99 1.89 3.56 2.61×2 1.68 2.03 
B2 Straight 7.04 2.04 1.95 3.50 2.68×2 2.03 2.19 
C2 Curved 3.53 1.98 1.78 3.49 
3.44×2 
(3.10*) 
1.75 1.83 
D2 Curved 2.60 2.06 1.86 3.48 
3.42×2 
(3.01*) 
1.96 2.11 
 
100 migration  
Model A1 (Ti4+ migration): In this reference case, Ti4+ migrates along the curved path as shown 
in Fig. 7.10a, passing through the triangular window between two Ba2+ and one O2−. At the saddle 
point (Fig. 7.11a), the migrating Ti pushes these Ba2+ and O2− away from their original locations, yet it 
still achieves a much shorter Ti-Ba distance (2.77 Å) and Ti-O bond length (1.68 Å) compared to the 
reference ones in cubic BaTiO3. To screen the charge, however, the migrating Ti also pulls in two O to 
maintain a coordination number of three (of O) at the saddle point, which is much smaller than seen in 
the ground state and in Fig. 1a for Zr and Ce cations. (This is also one reason why the Ti-O distance is 
much shorter.) There is no obvious change in the charge state (indicated by Bader charge in Table 7.2) 
or the projected DOS (Fig. 7.14) of the Ti during migration. The migration barrier of Model A1 is 
8.12 eV, which is unrealistically high for a compound that melts at 1900 K, probably because of the 
poorly screened saddle point environment for a tetravalent cation.  
Model B1 (Ti3+ migration): The migration path and the saddle-point configuration (Fig. 7.11b) 
of Model B1 are essentially the same as in Model A1, with the major difference being the longer Ti-O 
bond length (see Table 7.2.) This is due to the larger size of Ti3+, which is confirmed by the Bader 
charge (0.34e increase) in Table 7.2 and the projected DOS in Fig. 7.15e, which signals an impurity 
state has formed within the band gap at below the Fermi level. However, as also evident from the 
Bader charge in Table 7.2 and the projected DOS in Fig. 7.15b, there is no extra electron on the target 
Ti at the ground state. Instead, the extra electron is delocalized causing the (Ti3d-dominated) CBM to 
fall slightly beneath the Fermi level. This reflects the high symmetry of the octahedral environment of 
Ti in the ground state, which makes it difficult to distort to accommodate a non-degenerate impurity 
state. The migration barrier of Model B1 is 7.10 eV, about 1 eV lower than that of Model A1. It likely 
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benefits from the lower valence of Ti3+, which causes lower electrostatic energy despite poor screening 
in the saddle-point configuration.  
Model C1 (Ti4+ migration aided by ): As shown in Fig. 7.10a, 100 migration of Ti is blocked 
by a lattice O. So the removal of the intervening O should allow it to happen. Nevertheless, the 
decrease in the migration barrier is marginal, being 7.75 eV of Model C1 vs. 8.12 eV of Model A1, 
and the migration path is still curved along the red dashed line in Fig. 7.10a. This may be explained by 
electrostatic consideration, because a Ti cation at (½½0) finds only four Ba cations around and no O 
as nearest neighbors. Therefore, it is poorly screened and energetically unfavorable. As a result, the 
migration path veers toward the 001-direction to pull in some O, achieving a four-fold coordination. 
(The effective coordination number is likely to be higher judging from the longer Ti-O bond length 
compared to the ground state.) This is not optimal, because it brings the migrating Ti4+ closer to Ba2+ 
than in Model A1-A2, which increases repulsion. (The decrease of Ti-Ba distance from the ground 
state to the saddle-point state is 0.81 Å.) These results clearly demonstrate that having a small ionic 
radius and a missing oxygen neighbor cannot alleviate the high migration barrier, which undisputedly 
argues against the size effect. 
Model D1 (Ti3+ migration aided by ): Once again, Ti3+ migrates along a curved line despite 
the absence of the intervening O. Like in Model B1, the ground state does not provide electron 
localization (Fig. 7.17b) while the saddle point configuration does (Fig. 7.17e), which increases the 
Bader charge by 0.37e. More remarkably, the localized electron in the saddle-point state falls below 
the VBM, meaning electron energy is actually lower than the VBM that exists before the extra 
electron is added to the supercell. Clearly, the extra electron must have benefited from a much 
promoted Ti3d-O2p hybridization, which is an effect not previously known for the saddle point 
configurations. With a lower valence than before, the migrating Ti can afford less O screening than in 
Model C1, so it only adopts two O nearest neighbors at the saddle point as shown in Fig. 7.11d. (The 
actual coordination number is likely to be higher, judging from the longer Ti-O bond length compared 
to that in Model B1, which also involves Ti3+ with a similar Bader charge.) The migration barrier is 
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6.53 eV, being about 1.6 eV lower than the one in Model A1 and is the lowest found thus far. 
Nevertheless, this is still an un-physically high value for BaTiO3. Note that the Ti-Ba distances at the 
saddle point, being 2.62-2.86 Å and larger than the Ti-Ba distances in Model A1-C1, are still ~0.6-0.8 
Å shorter than the ones in the ground state, 3.43-3.48 Å (Table 7.2). This suggests electrostatic 
repulsion from Ba2+ is still very substantial, and it may be a limiting factor for further lowering the 
migration barrier. This observation motivated us to investigate 110 and the effect of Ba vacancy 
below. 
 
110 migration 
Model A2 (Ti4+ migration): Here we found, for the first time for Ti, straight migration path, 
along the black dashed line in Fig. 7.12a. At the saddle point (Fig. 7.13a), the migrating Ti has four O 
neighbors in a square planar arrangement. Interestingly, Ti’s Bader charge at the saddle point increases 
to 2.03e from the ground state value, 1.68e, which is quite low compared to the reference case of 
Model A2 and to other cases studied here. This indicates that Ti4+ in Model B2 is highly ionic in the 
ground state, with relatively little charge sharing with neighboring O. This is also reflected in the 
longer Ti-O bond length and Ti-Ba distance compared to those of Model A1. Meanwhile, the 
saddle-point Ti-Ba distance (2.61 Å) suffers the largest decrease (0.95 Å) from the ground state value 
(3.56 Å) of all the models in Table 2; not surprisingly, this is correlated with the highest migration 
barrier of 8.46 eV in Table 2. So 110 migration does not offer any intrinsic advantage. Lastly, the very 
simple square planar Ti-O configuration allows a straightforward interpretation of the conduction band 
manifold in terms of crystal field splitting: While the ground state DOS of Ti in an octahedral 
configuration (e.g., Fig. 7.18 c and f) is split into dxy/dyz/dzx and dz2/dx2-y2, the square planar 
configuration in the saddle-point state splits the DOS further into dxz/dyz, dz2, dxy, and dx2-y2 in Fig. 
7.18e. Thus, they are expected to become relatively narrowly distributed and sometimes the highest 
level may be too high to be included in our plots. This picture seems to be borne out by many of the 
projected saddle-point Ti-DOS in Fig. 7.15-20. 
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Model B2 (Ti3+ migration): Although Ti in Model B1 is the most ionic with the smallest Bader 
charge seen in Table 2, adding an extra electron drastically changes the picture, resulting in electron 
localization on the target Ti in both the ground state and the saddle-point state. This is supported by 
the Bader charge in Table 7.2 and the projected DOS in Fig. 7.19b and e. The state has the feature of a 
distinct impurity level within the band gap. Thus, Ti3+ is very stable, which is consistent with the 
longer Ti-O bond lengths (Table 7.2) at both the ground state and the saddle-point, compared with the 
reference ones in Model A2. The migration path and saddle point configuration (Fig. 7.13b) of Model 
B2 is essentially the same as those in Model A2, but with a barrier lowered by 1.42 eV, to become 
7.04 eV, which may be accounted for by the down-shifting of the energy level of the impurity state. 
This is the same observation we had in ZrO2 and CeO2. But the large barrier is again unphysical for a 
compound that melts at 1900K, though consistent with the relatively short Ti-Ba distance (2.68 Å, 
decreased from the ground state by 0.82 Å), which implicates strong Coulombic repulsion. 
Model C2 (Ti4+ migration aided by ): We suggested above that the large migration barrier 
could be due to the repulsion between Ti and Ba. This was verified here by removing a Ba2+, forming 
a , which results in a much lower migration barrier of 3.53 eV. This is consistent with its curved 
path veering toward the  (red dashed line in Fig. 7.12a) and the migration energetics in Fig. 7.12c, 
which features a flat plateau where several intermediate states have very similar energies. Interestingly, 
the symmetric location halfway along the 110-migration path is actually an intermediate state (Fig. 
7.13c), which has four surrounding O in a puckered square-planar configuration. (We do not rule out 
the possibility that this could turn out to be the saddle point in a more refined calculation, since the 
energy difference between the above intermediate configuration and the following saddle point 
configuration is quite small.) Meanwhile, the saddle point is traversed when Ti4+ leaves the octahedral 
site of the ground state, entering a three-fold coordinated configuration with oxygens in Fig. 7.13d. 
This saddle point sees two nearest Ba, at 3.44 Å; the intermediate state of Fig. 7.13c sees only one Ba, 
at 3.10 Å. These distances are much longer than the ones found in other models studied thus far 
(Table 7.2). Moreover, they are much closer to the values at the ground state, which is 3.48 Å. That is, 
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there is little change in the Ti-Ba distance during migration, a case not seen in other models explored 
so far. This provides further support for the strong correlation between the barrier and Ti-Ba 
distance-shortening during migration. 
Model D2 (Ti3+ migration aided by ): Having seen a huge energetic advantage of Ti 
migration aided by a , we finally investigated whether additional cation reduction can further 
lower the migration barrier. As in Model B2, the extra electron is localized on the target Ti in both the 
ground state and the saddle point, as evidenced by the larger Bader charge in Table 7.2 and the 
emerging impurity state in the projected DOS in Fig. 7.21b and e. As in Model C2, the migration path 
veers toward the , along the red dashed line schematically shown in Fig. 7.12a. The saddle-point 
and the intermediate-state configurations are almost identical to those found in Model C2, as shown in 
Fig. 13e and f. With Ti reduction, the migration barrier further decreases by more than 25% to 2.60 eV, 
which is the lowest in all the models studied here, and it is also accompanied by a shifting in the 
energy level of the impurity state. Like before, the low barrier is correlated with a very little 
shortening of the Ti-Ba distance during migration. Therefore, we conclude in addition to the reduction 
of electrostatic energy, electron localization and impurity-energy-level shifting help lowering the 
barrier for cation migration in BaTiO3, just as in ZrO2 and CeO2. 
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Figure 7.14 Calculated density of states (DOS) of cubic BaTiO3 for Ti4+ 100 migration Model A1. 
Ground state: (a) total DOS, (b) projected DOS of (to be) migrating Ti (in blue), nearest Ba (in green) 
and O (in red), and (c) projected DOS of non-participating reference Ti (in blue), Ba (in green) and O 
(in red). Saddle-point state: (d) total DOS, (e) projected DOS of migrating Ti (in blue), nearest Ba (in 
green) and O (in red), and (f) projected DOS of non-participating reference Ti (in blue), Ba (in green) 
and O (in red) at the saddle-point configuration. In each figure, Fermi energy is set to be zero and 
spin-up and spin-down states are plotted as positive and negative, respectively. 
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Figure 7.15 Calculated density of states (DOS) of cubic BaTiO3 for Ti3+ 100 migration Model B1. 
Ground state: (a) total DOS, (b) projected DOS of (to be) migrating Ti (in blue), nearest Ba (in green) 
and O (in red), and (c) projected DOS of non-participating reference Ti (in blue), Ba (in green) and O 
(in red). Saddle-point state: (d) total DOS, (e) projected DOS of migrating Ti (in blue), nearest Ba (in 
green) and O (in red), and (f) projected DOS of non-participating reference Ti (in blue), Ba (in green) 
and O (in red) at the saddle-point configuration. In each figure, Fermi energy is set to be zero and 
spin-up and spin-down states are plotted as positive and negative, respectively. 
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Figure 7.16 Calculated density of states (DOS) of cubic BaTiO3 for Ti4+ 100 migration Model C1. 
Ground state: (a) total DOS, (b) projected DOS of (to be) migrating Ti (in blue), nearest Ba (in green) 
and O (in red), and (c) projected DOS of non-participating reference Ti (in blue), Ba (in green) and O 
(in red). Saddle-point state: (d) total DOS, (e) projected DOS of migrating Ti (in blue), nearest Ba (in 
green) and O (in red), and (f) projected DOS of non-participating reference Ti (in blue), Ba (in green) 
and O (in red) at the saddle-point configuration. In each figure, Fermi energy is set to be zero and 
spin-up and spin-down states are plotted as positive and negative, respectively. 
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Figure 7.17 Calculated density of states (DOS) of cubic BaTiO3 for Ti3+ 100 migration Model D1. 
Ground state: (a) total DOS, (b) projected DOS of (to be) migrating Ti (in blue), nearest Ba (in green) 
and O (in red), and (c) projected DOS of non-participating reference Ti (in blue), Ba (in green) and O 
(in red). Saddle-point state: (d) total DOS, (e) projected DOS of migrating Ti (in blue), nearest Ba (in 
green) and O (in red), and (f) projected DOS of non-participating reference Ti (in blue), Ba (in green) 
and O (in red) at the saddle-point configuration. In each figure, Fermi energy is set to be zero and 
spin-up and spin-down states are plotted as positive and negative, respectively. 
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Figure 7.18 Calculated density of states (DOS) of cubic BaTiO3 for Ti4+ 110 migration Model A2. 
Ground state: (a) total DOS, (b) projected DOS of (to be) migrating Ti (in blue), nearest Ba (in green) 
and O (in red), and (c) projected DOS of non-participating reference Ti (in blue), Ba (in green) and O 
(in red). Saddle-point state: (d) total DOS, (e) projected DOS of migrating Ti (in blue), nearest Ba (in 
green) and O (in red), and (f) projected DOS of non-participating reference Ti (in blue), Ba (in green) 
and O (in red) at the saddle-point configuration. In each figure, Fermi energy is set to be zero and 
spin-up and spin-down states are plotted as positive and negative, respectively. 
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Figure 7.19 Calculated density of states (DOS) of cubic BaTiO3 for Ti3+ 110 migration Model B2. 
Ground state: (a) total DOS, (b) projected DOS of (to be) migrating Ti (in blue), nearest Ba (in green) 
and O (in red), and (c) projected DOS of non-participating reference Ti (in blue), Ba (in green) and O 
(in red). Saddle-point state: (d) total DOS, (e) projected DOS of migrating Ti (in blue), nearest Ba (in 
green) and O (in red), and (f) projected DOS of non-participating reference Ti (in blue), Ba (in green) 
and O (in red) at the saddle-point configuration. In each figure, Fermi energy is set to be zero and 
spin-up and spin-down states are plotted as positive and negative, respectively.  
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Figure 7.20 Calculated density of states (DOS) of cubic BaTiO3 for Ti4+ 110 migration Model C2. 
Ground state: (a) total DOS, (b) projected DOS of (to be) migrating Ti (in blue), nearest Ba (in green) 
and O (in red), and (c) projected DOS of non-participating reference Ti (in blue), Ba (in green) and O 
(in red). Saddle-point state: (d) total DOS, (e) projected DOS of migrating Ti (in blue), nearest Ba (in 
green) and O (in red), and (f) projected DOS of non-participating reference Ti (in blue), Ba (in green) 
and O (in red) at the saddle-point configuration. In each figure, Fermi energy is set to be zero and 
spin-up and spin-down states are plotted as positive and negative, respectively. 
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Figure 7.21 Calculated density of states (DOS) of cubic BaTiO3 for Ti3+ 110 migration Model D2. 
Ground state: (a) total DOS, (b) projected DOS of (to be) migrating Ti (in blue), nearest Ba (in green) 
and O (in red), and (c) projected DOS of non-participating reference Ti (in blue), Ba (in green) and O 
(in red). Saddle-point state: (d) total DOS, (e) projected DOS of migrating Ti (in blue), nearest Ba (in 
green) and O (in red), and (f) projected DOS of non-participating reference Ti (in blue), Ba (in green) 
and O (in red) at the saddle-point configuration. In each figure, Fermi energy is set to be zero and 
spin-up and spin-down states are plotted as positive and negative, respectively. 
 
7.5 Discussion 
7.5.1 Reduction enhanced cation diffusion 
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Our study revealed that the lattice ion vacancies and reduction can significantly lower the 
migration barrier of cations. Since the lattice vacancies assumed in our study,  and , form 
and diffuse easily in these compounds, they are likely to be available around a M4+ vacancy. Therefore, 
the reduction effect that is known to enhance cation diffusion in fluorite structure oxides and 
perovskites can now be understood. This reduction effect is rooted in an energetic argument: There is a 
substantial lowering of the energy of the saddle-point state, by about 1 eV due to reduction alone, and 
much more when the synergistic effect of lattice vacancy is included, especially if it is a cation 
vacancy on another cation sublattice, like Ba on the A-site sublattice. Therefore, this energetic 
mechanism is much more powerful than the defect chemistry argument that is based on the law of 
mass action, which is entropic in nature.  
More specifically, cation diffusion in reduced zirconia, ceria and BaTiO3 is likely to proceed as 
follows: with a very small hopping barrier of both  and electrons of about 0.5 eV or lower, there 
should be enough time for  and electron to come to a cation vacancy and optimize their 
configurations around a surrounding cation before the latter makes a successful exchange (with a ~3 
eV migration barrier) to the adjacent cation vacancy. Since the concentration of cation vacancies is 
very low, the above picture holds even with a dilute concentration of electrons and O/Ba vacancies. 
The above mechanism is directly supported by the following experimental observations. (a) In yttria 
stabilized zirconia, which has a wide band gap of about 5 eV and is difficult to reduce, the grain 
boundary mobility can be increased by ~2 times by H2 reduction and >1,000 times by a severe 
electrical reduction2. (b) In undoped ceria (ceria can be easily reduced due to the presence of a stable 
+3 valence state), the grain boundary mobility in air is ~2 times faster than that in pure oxygen1; in 
Gd-doped ceria, the grain boundary mobility is ~400 times faster than that in air2. Enhanced 
sintering4,5, creep3, viscoelastic property6, and cation inter-diffusion7 have also been reported in ceria 
under a reducing condition. (c) In BaTiO3, although A-site vacancies may be difficult to form by 
thermal activation alone, oxygen vacancies and electrons are commonplace, and A-site vacancies are 
relatively easily induced by donor doping, such as A-site La doping. These doping schemes are known 
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to greatly facilitate Ti diffusion in SrTiO3.16,17 Presumably, Ti diffusion will be even faster in such 
materials in a reducing atmosphere.  
 
7.5.2 Ionics and beyond 
Our finding that the charge effect is of paramount importance is within the realm of classical 
theory of ionic compound, which stresses the key influence of Madelung energy. Thus, cation 
reduction lowers the migration barrier, and preventing cations from approaching each other— keeping 
the Ti-Ba distance unchanged during migration by creating Ba vacancy nearby—is especially 
beneficial. (The latter case can also be formally viewed as allowing Ti to migrate in an entirely 
screened pathway, starting from the TiO6 ground state, and passing through the TiO12 saddle point 
located at the vacant Ba site, and ending at another TiO6 ground state.) In contrast, the size effect as 
exemplified by the oxygen-vacancy effect is relatively small (0.33 eV for Zr4+, 0.36 eV for Ce4+, and 
0.37 eV for Ti4+ in 100 migration, which is a factor 4 to 10 smaller than the charge effects), probably 
because tetravalent cations are already relatively small and thus relatively easy to pass through the 
saddle point if it were not for the electrostatic repulsion. The fact that curved migration path is favored 
by Ti 100 migration even when an intervening O is replaced by a  is an excellent testimony that 
the size effect is rather insignificant in the face of the electrostatic repulsion. However, as shown by 
the larger size effect for M3+ (0.73 eV for Zr3+, 1.71 eV for Ce3+, and 0.57 eV for Ti3+ in 100 migration) 
than for M4+, and by the many examples in the projected DOS of the saddle-point state illustrating an 
unmistaken tendency for the extra electron to localize on the migrating cation in the saddle-point 
configuration, there is also an electronic aspect beyond the electrostatic and size considerations. This 
will undoubtedly lower the migration energy, and being quantum mechanical in nature it lies beyond 
the classical theory of ionic compounds.  
This effect is quite general: The energy level of the localized state is a 4d state for Zr, a 4f state for 
Ce, and a 3d state for Ti. One of the reasons for localization is that the saddle point has a lower 
symmetry and fewer surrounding anions than the ground state. Therefore, the cation orbitals are 
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further split into finer, sharper levels, making it easier to localize once hybridization with oxygen 
brings them below the Fermi level. This is very clear in the case of BaTiO3, where we have identified 
a transition from the octahedral environment in the ground state to a square-planar, puckered 
square-planar, or other relatively similar low-symmetry, low-coordination configurations (e.g., a 
square pyramid) in the saddle point. Having identified the symmetry of the energy levels, one can 
immediately estimate the energy lowering by comparing the localized level and the corresponding 
delocalized level remaining in the conduction band manifold, noting that they have the same 
symmetry, comprise of the same orbital, but have opposite spins. Comparing the saddle-point DOS of 
Ti4+ and Ti3+ in this way, we estimate the lowering is about 2 eV, or slightly less than the CBM-VBM 
gap. In ZrO2 and CeO2, the extra electron is already localized in the ground state, but a very large 
lowering of the saddle-point projected DOS is also seen, about 1.5 eV in Zr3+ and 1.2 eV in Ce3+. 
There is no question that reduction will lower the migration barrier by this effect, which is bonding in 
nature instead of electrostatic in nature.  
 
7.5.3 Negative U center36 
To understand the energetic effect and especially the synergistic effect, one need to examine more 
closely the energy of the localized electron, from reduction, at the saddle point. Generally, the 
expectation is that the extra electron by occupying a higher-energy, hitherto-unoccupied DOS must 
increase the total energy. That is, there is a positive U, which is referred to as the Hubbard U, and it 
may be attributed to the on-site Coulomb energy. On the other hand, if adding an electron actually 
causes the hitherto-unoccupied level to drop below the Fermi level, and indeed to fall below the 
highest energy of the hitherto occupied states, then one may regard it a case of negative U, and the site 
that allows this to happen is a negative-U center. In our calculations, the highest energy of the hitherto 
occupied state is the VBM, essentially entirely of O2p nature. Therefore, if the localized state (the 
impurity state in the saddle-point state) drops into the VBM after the addition of one extra electron, 
then the reduced cation situated at the saddle point must be a negative-U center. Using this method, we 
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have identified at least two negative-U centers in our calculations: Ce3+/4+ in Model D, and Ti3+/4+ in 
Model D1, both having an oxygen vacancy next to the saddle point. In other cases, the most positive 
U (2.5 eV) for Zr3+/4+ is seen in model B, whereas it is just slightly positive (0.1-0.2 eV) for Zr3+/4+ in 
Model D and Ce3+/4+ in Model B; in BaTiO3, it is all slightly positive. But even though they fail to 
qualify as negative-U centers, they still feature a U less than the band gap, which exceeds 3 eV in all 
cases. Therefore, there is still some unaccounted-for energy-lowering when adding an electron to the 
saddle-point cation.    
The above results may be understood as follows. The saddle-point configuration is elastically soft 
and fluid; indeed, by definition, it has a negative elastic modulus in the migration direction. So the 
addition of an extra electron, which may require atomic displacement nearby to achieve hybridization 
with O2p orbitals, can achieve such displacement rather easily. Since lattice relaxation lowers the 
energy, and such relaxation is predicated in this case by the introduction of an additional electron, the 
situation amounts to a negative electron-phonon interaction, which if so large as to exceed the on-site 
Coulomb energy will result in a negative U. This is apparently the case in all three compounds when a 
neighboring lattice site is vacant (Model D and Model D1). In this way, the synergistic effect of lattice 
vacancy and reduction is now better understood. Lastly, we also see that a cation (Ba) vacancy despite 
its huge effect on lowering the migration barrier does not lead to a negative U. This is understandable 
in our picture: As mentioned previously, the saddle point in this case may be regarded as very well 
surrounded by oxygens, so its environment is relatively stiff and does not lend much to facilitating 
electron-phonon interaction. 
 
7.6 Conclusions 
(1) The lowest cation migration barriers to a cation vacancy according to first-principles calculations 
are 3.17 eV in cubic ZrO2 for Zr3+ aided by oxygen vacancy, 3.28 eV in CeO2 for Ce3+ aided by 
oxygen vacancy, and 2.60 eV in BaTiO3 for Ti3+ aided by A-site vacancy. These results are relevant 
since these materials are known for having more than enough electrons, oxygen vacancies, and A-site 
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vacancies, which can easily migrate to the vicinity of M4+ vacancy. 
(2) The effects of cation reduction and lattice vacancy is mostly due to electrostatic consideration. 
The size effect due to oxygen vacancy alone is quite small, but it is considerably amplified when the 
cation is reduced, which creates a negative-U center at the saddle point. More broadly, a strong 
ubiquitous electronic influence is seen in the strong tendency to localize the extra electron on the 
saddle-point to take advantage of the orbital level splitting, better hybridization with O2p, and the 
facility of a soft local environment that permits lattice distortion to maximize hybridization.   
(3) A-site vacancy in BaTiO3 is a powerful promoter for Ti migration, because it offers a saddle point 
fully screened by anion that has rather low migration barrier. This effect may be generalized: Cation 
vacancies in another interpenetration sublattice will enhance cation diffusion. 
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Chapter 8 Quenched Grain Boundary Mobility in 8 mol% Yttria Stabilized 
Zirconia 
 
Synopsis 
It is generally assumed that similar kinetics is shared by grain growth and final-stage sintering. 
But in 8 mol% yttria stabilized zirconia we observed a finer grain size at a lower sintering temperature, 
indicative of different kinetics for sintering and grain growth. The apparent grain-boundary mobility 
undergoes a sharp transition at 1300 oC, with an apparent activation energy changing from ~10 eV 
below the transition temperature to 4.2 eV above that. Starting with a two-step sintered sample that 
features the narrowest grain-size distribution, we found prolonged low-temperature growth did not 
increase the average grain size very much but instead broadened the size distribution, even forming 
local clusters of abnormally large grains or colonies of exceedingly small grains. The low-temperature 
results are explained by allowing the co-existence of immobile grain boundaries or grain junctions, 
which become mobile at above the transition temperature. Such a model can produce growth 
stagnation yet increase grain size dispersion, which is not predicted by any other theory.  
 
8.1 Introduction 
Grain growth refers to the size increase of an average grain in a polycrystal. It is fundamentally 
similar to coarsening of a bubble raft, which is driven by the need to minimize the total interfacial area, 
i.e., by the capillary force. Controlling the average grain size as well the grain size distribution is 
important for many material properties. For example, a smaller grain size tends to be associated with a 
higher mechanical and dielectric strength, as well as better reliability. As the grain size becomes 
smaller, diffusional properties are also altered, since grain boundaries may offer short-circuit diffusion. 
Grain size control during sintering and post-sintering annealing is especially critical for ceramics, 
which unlike metals are brittle and not amenable to plastic deformation, which is a common method 
for grain refinement in metals. Therefore, one must resort to sintering to control grain growth at the 
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same time as sample porosity is being eliminated.  
Unfortunately, the processing step is fundamentally difficult to control. This is because both 
sintering—the removal of porosity, and grain growth are controlled by the same kinetics—solid state 
diffusion, which is slow, and the same driving force—the capillary force, which is small. (A typical 
diffusivity of 10-17 m2/s, reachable by lattice diffusion in zirconia at 1600 oC1, allows a diffusion 
distance of 1 m after 1,000 s. A typical capillary force of a 1 m pore or grain will provide a driving 
force of 
molar
2 V
40 J/mol
r

  or 2 MPa, or 4×10−4 eV per molecule.) As a result, densification and 
grain coarsening are usually strongly coupled, and it is difficult to separately control them to achieve 
the desired grain size when reaching full density. This is especially true during the final-stage sintering 
(>92% density) when pores become isolated and may even be swept into the grains; from then on, 
grains will lose pore-pinning and pores can only be removed by slower bulk diffusion. As a result, it is 
not uncommon to see runaway grain growth yet very little densification in the final stage. To 
overcome this problem, extensive efforts have been spent to (i) slow down grain boundary motion via 
doping (e.g., utilizing solute drag2,3 and second phase pinning2,4) and (ii) provide mechanical 
assistance, such as a high pressure, to densification2,5. 
Two-step sintering6-8 was invented to provide a generally applicable sintering strategy to achieve 
the above goal without any dopant or brute force. It is based on the concept that grain growth requires 
the entire grain boundary network to be flexible, which will not be when 3-grain lines or 4-grain 
junctions are pinned even though 2-grain boundaries are not. That this is possible is theoretically 
argued by referring to Fig. 8.17, where one hypothesizes that the junction mobility has a higher 
activation energy than the grain boundary mobility, which has the same activation energy as grain 
boundary diffusion. Therefore, one may achieve densification at a low enough temperature to take 
advantage of active grain boundary diffusion; meanwhile, grain growth is suppressed because the 
grain boundary network is pinned by immobile grain junctions frozen at such temperature. The only 
requirement for the latter step to work is to provide a driving force, which is always available if pores 
are small relative to grains. 
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As described in the first publication on two-step sintering6, a successful schedule includes: (i) 
first heating up the powder compact to a higher temperature T1 in the first-step sintering to reach a 
density of >75% so that pore structure becomes unstable, and (ii) cooling down to and holding at a 
lower temperature T2 in the second-step sintering where there is only densification but no grain growth. 
Such a simple though unconventional modification to the heating schedule indeed allows the 
production of dense ceramics with grain sizes from submicron down to less than 10 nm in a variety of 
ceramics, including Y2O36,7, Al2O39, doped ZrO210, ZnO11, TiO212, BaTiO38,13 and Ni-Cu-Zn ferrite8. 
Therefore, a complete decoupling of densification kinetics and grain growth kinetics is achieved. 
Clearly, Fig. 8.1 is critical for two-step sintering. Yet there is so far no data to support it in 
relevant ceramic systems. Therefore, the aim of this study is to obtain such data in yttria stabilized 
zirconia (YSZ) via grain growth studies. Cubic YSZ is selected as the model system for the following 
reasons. First, unlike its tetragonal counterpart, cubic YSZ has minimum solute drag and experiences 
rather fast grain growth14-16. For example, with the common sintering practice of 1400-1500 oC for a 
few hours, a grain size of ~5 μm is easily obtained as opposed to a grain size of only ~0.3 m in the 
case of tetragonal YSZ. Therefore, if two-step sintering can successfully produce a fine-grain cubic 
YSZ, it would not only reaffirm the utility of the approach but also provide a set of samples 
uncommonly suitable for grain growth study. This is because the smaller the starting grain size, the 
larger the driving force and the wider the window to determine grain boundary/junction mobilities, 
especially at lower temperatures when mobilities are low. Second, YSZ has a fluorite structure, which 
is known to be defect-tolerant. As a result, many cations can dissolve in YSZ in very large amounts 
making the growth kinetics relatively insensitive to impurities. Third, there is relatively little 
crystallographic anisotropy in cubic YSZ, making it unlikely to exhibit grain boundary faceting that 
may profoundly influence grain growth thermodynamics and kinetics. Indeed, no abnormal grain 
growth, which is often correlated to grain faceting and solute segregation, has ever been reported in 
cubic YSZ. Finally, parabolic grain growth has been confirmed many times in dense fluorite-structure 
oxides and their derivatives, including YSZ14, CeO217,18 and Y2O319, which portends well for parabolic 
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grain growth in cubic YSZ; it also provides a data base to compare the grain boundary and junction 
mobilities in different ceramics of this family. 
 
Figure 8.1 Schematic Arrhenius plot of grain boundary (GB) diffusivity, GB mobility and junction 
mobility. GB diffusivity and GB mobility are assumed to have similar activation energy, while 
junction mobility has higher activation energy. 
 
8.2 Experimental procedures 
Samples of 8YSZ were obtained from 8YSZ powders (TZ-8Y, Tosoh Co., Tokyo, Japan), pressed 
into pellets, followed by isostatic pressing at 300 MPa or 1 GPa at ambient temperature and then 
sintering in air at various temperatures. For normal sintering (NS), the 300 MPa pressed compacts 
were directly heated up to the set temperature (1300 to 1500 oC) under a constant ramping rate of 5 
oC/min, then held for various times (2 to 12 h). For two-step sintering (TSS), the 1 GPa pressed 
compacts were first heated to T1=1290 oC at 10 oC/min, then immediately cooled down to T2=1200 oC 
and held there for 16 h. Full density and uniform microstructure as shown in the scanning electron 
micrographs, Fig. 8.2a-c, were achieved under several sintering conditions. Grain growth experiments 
were next conducted with pre-sintered, dense samples. To minimize data scattering, all the samples 
came from two “parent” pellets. The first one was prepared by normal sintering at 1300 oC for 12 h to 
achieve a starting grain size of 1.7 μm (Fig. 8.2a); it was cut into smaller pieces for grain growth 
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studies between 1300 oC and 1450 oC. The second one was prepared by two-step sintering at T1=1290 
oC and T2=1200 oC (T2 for 16 h) to achieve a starting grain size of 0.49 μm (Fig. 8.2c); it was similarly 
cut into pieces for grain growth studies at 1175 oC, 1200 oC and 1300 oC. After sintering/grain growth 
experiments, samples were polished and thermally etched at 1220 oC for 0.2 h to reveal grain 
boundaries, examined under a scanning electron microscope (SEM, Quanta 600, FEI Co. Hillsboro, 
OR). To determine the grain size, we used the linear intercept method with over 100 intercepts and a 
correction factor of 1.56. To count the grain size distribution, we first manually outlined the grain 
boundaries, then calculated the mean radius (defined as the average radial distance from the centroid 
to the boundary, measured at 2o interval) for 200-1100 grains by the software of Image-Pro Plus 
(Media Cybernetics, Inc., Rockville, MD). 
 
Figure 8.2 Microstructures of as-sintered 8YSZ by normal sintering at (a) 1300 oC for 12 h and (b) 
1500 oC for 2 h, and by two-step sintering at (c) T1=1290 oC for 0 h and T2=1200 oC for 16 h. Grain 
sizes listed in upper right corners. 
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8.3 Results 
8.3.1 Sintering temperature-grain size trajectory 
Sintering dense 8YSZ ceramics usually requires several hours at 1400 to 1500 oC, producing a 
grain size of about 5 μm. With such a large grain size, the driving force is too small to provide any 
significant change in the grain size in subsequent low-temperature annealing. Therefore, we set our 
first task to prepare fine-grain 8YSZ samples, preferably by pressureless sintering to exclude any 
stress or non-equilibrium effects. With normal sintering at various temperatures and holding times, 
such as 1500 oC for 2 h and 1300 oC for 12 h, full density was reached with the grain size shown in 
Fig. 8.3 as a function of sintering temperature: It spans from 5.5 μm at 1500 oC (Fig. 8.2b) to 1.7 μm 
at 1300 oC (Fig. 8.2a). An even smaller grain size of 0.49 μm was achieved by two-step sintering (Fig. 
8.1c), performed at T1=1290 oC for 0 h and T2=1200 oC for 16 h. From Fig. 8.3, it is clear that to 
reduce the grain size, a lower sintering temperature is always helpful. 
 
Figure 8.3 Grain size of 8YSZ samples sintered at different temperatures by normal sintering (NS) 
and two-step sintering (TSS). Sintering times are listed. 
 
8.3.2 Grain growth kinetics 
Normally sintered (1300 oC for 12 h) samples (Fig. 8.2a) were air annealed between 1300 oC and 
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1450 oC to obtain coarsened but still uniform microstructures shown in Fig. 8.4a-b. The average grain 
size Gavg follows the parabolic growth law, Fig. 8.5, with Gavg2 being linearly proportional to the 
annealing time t, 
2 2
avg 0
2G G M t    (8-1) 
Here G0 is the initial grain size, γ is the grain boundary energy, taken as 0.3 J/m2 in this work, and 
the calculated grain boundary mobility M (in red) follows the Arrhenius relationship with an apparent 
activation energy Ea of 4.2 eV (Fig. 8.6), which is typical for fluorite structure oxides17-19. 
 
Figure 8.4 Microstructures of 8YSZ samples after post-sintering annealing at (a) 1300 oC for 4 h and 
(b) 1450 oC for 4 h. Initial microstructure shown in Fig. 8.2a. 
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Figure 8.5 Parabolic grain growth of average grain size in 8YSZ. Initial grain size: 1.7 m. 
 
Figure 8.6 Arrhenius plot of grain boundary mobility of 8YSZ. High-temperature data (red) from 
normally sintered parent sample, low-temperature data (blue) from two-step sintered parent sample. 
 
To extend the grain growth study to lower temperatures, the two-step sintered (T1=1290 oC for 0 
h and T2=1200 oC for 16 h) sample (Fig. 8.2c) was used. At 1300 oC, its data confirmed the above 
grain growth data of normally sintered samples, as both sets of data despite their different starting 
sizes follow the same parabolic law with an identical slope, Fig. 8.7. (The mobility data from these 
1300 oC experiments are shown twice in Fig. 8.6). At lower temperatures, however, the growth from 
the starting grain size of 0.49 μm was rather slow, Fig. 8.9, reaching 0.94 μm after 1000 h at 1175 oC 
(microstructures shown in Fig. 8.9a) and 1.07 μm after 500 h at 1200 oC (microstructures shown in 
Fig. 8.9b). (In contrast, after 4 h at 1300 oC, the grain size reached 1.7 μm as shown in Fig. 8.7.) As 
can be seen Fig. 8.10, their kinetics also failed to follow the parabolic law and indicated considerable 
slowdown. Fitting the data by a power law 
avg 0
n nG G At    (8-2) 
we obtained the growth exponent n=6.7 at 1175 oC and 4.9 at 1200 oC, indicating more severe 
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slowdown (higher n) at lower temperature. (Although a large n is commonly seen in porous ceramics, 
in our experiments that used the same parent sample it was solely a result of lower temperature.)  
Despite the slowdown, we can still force-fit G2 vs. t to obtain a slope, which defines the nominal 
mobility M. It falls within two limits—an upper bound from the short-time data, and a lower bound 
from the long-time data (dashed lines in Fig. 8.10). These data are plotted in Fig. 8.6 where the error 
bars mark the range of the bounds. Together with the mobility data at 1300 oC, they provide an 
apparent activation energy Ea of 10.8 eV, which is rather high. Phenomenologically, it signals a rapid 
quenching of the boundary mobility below 1300 oC. It is also reminiscent of Fig. 1, as it divides the 
temperature into two regimes that roughly outlines the low-temperature window for two-step 
sintering. 
 
Figure 8.7 Parabolic grain growth at 1300 oC for two sets of grain size data, one using normally 
sintered samples (NS-8Y, in red) and other using two-step sintered samples (TSS-8Y, in blue). Dashed 
lines are linear fittings. 
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Figure 8.8 Grain size evolution of TSS-8Y during post-sintering annealing at 1200 oC (red) and 1175 
oC (in blue). Initial grain size: 0.49 μm. 
 
Figure 8.9 Microstructures of 8YSZ samples after post-sintering annealing at (a) 1175 oC for 1000 h 
and (b) 1200 oC for 500 h. Initial microstructure shown in Fig. 8.2c. 
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Figure 8.10 Same data as in Fig. 8.8 represented as (average grain size)2 vs. post-sintering annealing 
time at 1175 oC and 1200 oC. Dashed lines are linear fittings for first six data points and the last six 
data points at each temperature. Initial grain size: 0.49 m. 
 
8.3.3 Microstructural inhomogeneity and abnormal grain structures 
Despite mostly uniform microstructures, after prolonged post-sintering annealing at 1175 oC and 
1200 oC some inhomogeneities and unusual grain clusters began to emerge as shown in Fig. 8.11. This 
sample was annealed at 1175 oC for 500 h, starting with a grain size of 0.49 m with the 
microstructure shown in Fig. 8.2c. Compared to the apparently normal region in Fig. 8.11a, the one in 
Fig. 8.11b contains a nano-grain cluster with many <200 nm grains inside a matrix of much larger 
grain (0.85 μm, which is the same as in Fig. 8.11a). This microstructure is remarkable in that small 
grain clusters are supposed to be thermodynamically unstable, vulnerable to being engulfed by the 
neighboring large grains. So, apparently, there must be a strong impeding force in this region that 
either kinetically stabilizes the small grains or mechanically inhibits the movement of the large grains. 
In the other extreme found in the same sample, Fig. 8.11c contains a large-grain cluster inside a matrix 
of much smaller grains (0.85 μm, which is again the same as in Fig. 8.11a). The largest grains in this 
cluster are 4.1-5.1 μm, about 5-6 times the average grain size. This microstructure is remarkable 
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because in normal grain growth, the upper cut-off of the largest grains is supposed to be just 2.25 
times the average grain size according to the mean-field theory. Similarly large grains were also found 
in other long-time-annealed samples, as shown in Fig. 8.12, and they only emerged after at least 500 h 
at 1175 oC or at least 200 h at 1200 oC. These observations provided evidence that microstructural 
inhomogeneities began to develop at low temperatures after a long incubation time. 
 
Figure 8.11 Microstructures developed in one sample during post-sintering annealing at 1175 oC for 
500 h. (a) Normal regions with uniform microstructures. Grain size: 0.85 μm. (b) Nano-grain cluster 
of <200 nm grains inside larger-grain matrix (grain size =0.85 μm) similar to (a). (c) Large-grain 
cluster inside smaller-grain matrix (grain size =0.85 μm) similar to (a). Before annealing, sample was 
two-step sintered to reach initial grain size of 0.49 m (Fig. 8.2c). Dotted boundaries in (b-c) define 
the regions whose grain size distributions are shown in Fig. 8.14c as dotted curves. 
233 
 
Figure 8.12 Similar to Fig. 8.11, but from samples with post-sintering annealing at (a) 1175 oC for 
600 h, (b) 1175 oC for 800 h, (c) 1200 oC for 200 h, and (d) 1200 oC for 500 h. Before annealing, 
sample was two-step sintered to reach initial grain size of 0.49 m (Fig. 8.2c). 
 
8.3.4 Grain size distribution 
To quantify microstructural homogeneity/inhomogeneity, we present the grain size distributions 
of various samples. When measuring such distributions, we excluded the abnormal regions such as 
those in Fig. 8.11b-c and Fig. 8.12. That is, the following statistics only pertain to the apparently 
“normal” regions such as the one shown in Fig. 8.11a, 8.2, 8.4 and 8.9. The data after 1300 oC and 
1450 oC annealing are presented in Fig. 8.13, and those after 1175 oC and 1200 oC annealing are 
shown in Fig. 8.14. In all case, a majority of grains are centered around the average grain size Gavg (at 
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log(G/Gavg)=0). A closer check of them reveals the following features. (i) The distribution peaks after 
annealing at 1400 oC and 1450 oC (Fig. 8.13a-b) and right after two-step sintering without further 
annealing (Fig. 8.14a) were over 0.2; they only reached 0.15 after long-time annealing at 1175-1350 
oC (Fig. 8.13c-d and Fig. 8.14b-d). (ii) The maximum grain sizes (i.e., the upper cut-off) reached 
2.5Gavg (log(G/Gavg)=0.4) when annealed at 1300 oC and 1450 oC or right after two-step sintering 
without further annealing; they reached 4Gavg (log(G/Gavg)=0.6) after long-time annealing at 1175 oC 
and 1200 oC. (iii) The calculated standard deviation σ' of the normalized grain size G/Gavg, plotted in 
Fig. 8.15, decreases with increasing annealing temperature from 1300 oC to 1450 oC. In comparison, 
while right after two-step sintering (T2=1200 oC) the distribution features the smallest σ' in our study, 
subsequent annealing at 1175 oC and 1200 oC always caused σ' to increase, even exceeding the values 
seen after annealing at 1300-1450 oC. Since σ' is a direct measure of microstructural inhomogeneity, 
we may state that two-step sintering offers the most uniform grain structure among as-sintered 
ceramics, but any extended, lower-temperature post-sintering annealing will progressively broaden the 
grain size distribution.  
Actually, our grain size statistics for the 1175 oC and 1200 oC annealed samples (Fig. 8.14) may 
have missed some very small grains, which could have been smeared during polishing or thermal 
etching, and possibly recrystallized during the latter step. Evidence for this is seen in the lower cut-off 
of Fig. 8.14b-d, which stands at log(G/Gavg) = −0.9 to −0.4, which is actually less spread out than seen 
in 1300-1400 oC annealing (Fig. 8.13b-d, with log(G/Gavg)=−1.2 to −0.9), even though the former 
group have generally broader distributions. Were these smaller grains also accounted for in Fig. 
8.14b-d, σ' would be even bigger, which will further reinforce our conclusion stated above. Lastly, 
although the small-grain and large-grain pockets only constitute a small volume fraction of the entire 
samples in low-temperature annealed samples, they do have distinctly different size distributions as 
shown by the dotted curves in Fig. 8.14c. 
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Figure 8.13 Normalized grain size distributions of samples post-sintering annealed for 8 h, at (a) 1450 
oC, (b) 1400 oC, (c) 1350 oC and (d) 1300 oC. Also listed are average grain size Gavg, number N of 
grains measured to obtain distribution, and standard deviation σ' of normalized grain size. See grain 
growth data in Fig. 8.5. 
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Figure 8.14 Normalized grain size distributions of samples (a) two-step sintered at 1200 oC for 16 h 
without post-sintering annealing, and post-sintering annealed at (b) 1200 oC for 500 h, (c) 1175 oC for 
500 h, and (d) 1175 oC for 1000 h. Also listed are average grain size Gavg, number N of grains 
measured to obtain distribution, and standard deviation σ' of normalized grain size. In (c), #1 and #2 
refer to size distributions of nano-grain and large-grain pockets shown in Fig. 8.11b and c, 
respectively (their peak heights are arbitrarily chosen for guidance of eye). 
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Figure 8.15 Standard deviation σ' of normalized grain size distribution of post-sintering annealed 
samples decreases with annealing temperature; as two-step sintered sample has smallest standard 
deviation. 
 
8.4 Discussion 
Mobility Transition  
Our study identified the following features for grain growth in cubic YSZ. (i) For as-sintered 
dense samples, a finer grain size is correlated with a lower sintering temperature. Therefore, the 
competition between coarsening and densification is tilted to favor densification as the temperature 
lowers. (ii) High-temperature (>1300 oC) grain growth follows the parabolic law, which is consistent 
with the literature reports. In comparison, at 1200 oC or below, the parabolic growth rapidly slows 
down with time, resulting in a large growth exponent, which shall be referred as stagnation hereafter. 
(iii) The boundary mobility decreases rapidly below 1300 oC with an apparent activation energy of 
~10 eV, more than twice the value of 4.2 eV above 1300 oC. (iv) While the grain size distribution is 
mostly unimodal around the average grain size in all cases, the standard deviation of the normalized 
grain size increases with lower annealing temperature, and with time. The distribution is the narrowest 
in the two-step sintered sample in the as-sintered state, which may be referred to as the most uniform 
T (oC)
σ
'
TSS, as-sintered
Annealed at 
1175/1200 oC
Annealed at 
1300-1450 oC
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microstructure. (v) After prolonged annealing at low temperatures, there are local pockets of either 
abnormally large or abnormally small grains.  
The observations (i) and (iii) are consistent with the schematic in Fig. 8.1: Densification kinetics, 
controlled by grain boundary diffusion, is faster than that of coarsening, controlled by grain boundary 
mobility. At low temperatures, the latter is further limited by junction mobility, which has a larger 
activation energy. Therefore, the densification-coarsening competition is tilted to favor densification at 
lower temperature, where grain growth is quenched. To more quantitatively understand the above 
picture and to make sense of the statistical information of grain size distributions, a detailed 
comparison of our data with the predictions of grain growth models is presented below. 
Table 8.1 Comparisons of growth exponent n, standard deviation σ' of normalized size distribution 
and upper cut-off grain size Gmax/Gavg predicted by mean-field models. Also listed are experimentally 
found n, σ' and largest grain size Gmax/Gavg. 
 
Oswald 
ripening 
2-grain 
boundary 
control 
3-grain 
line 
control 
4-grain 
junction 
control 
Experiments 
>1300 oC <1300 oC 
n 3 2 1 exponential 2 5-6 
σ' 0.215 0.354 1.0 
no steady 
state 
0.45-0.52 ~0.55 
Gmax/Gavg 1.5 2.25 ∞ ∞ 2.3-3.0 5-6 
 
Grain Growth Modeling 
A summary of the comparison is provided in Table 8.1. Parabolic grain growth is predicted by 
the classical model of Hillert20, which assumes uniform and constant grain boundary mobility 
independent of the grain size and time. If the mobility of 3-grain or 4-grain junctions is much lower, 
however, then a different growth exponent and a rather different grain size distribution will result. We 
have solved these problems by generalizing the solution of Hillert’s to obtain the predicted exponent 
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(n), standard deviation (σ'), and the upper cut-off of grain size as listed in Table 8.1, which may be 
compared with the experimental observations of n, Gmax/Gavg and σ', which describes size variation. To 
better appreciate the systematic trend exhibited by mean field models, we also included in Table 8.1 
the prediction for Oswald ripening of Lifshitz, Slyozov21 and Wagner22, which predated the Hillert 
solution.  
Our data obtained at higher growth temperature are in relatively good agreement with the 
Hillert’s solution. For example, at 1450 oC, we obtained an exponent n=2 (same as predicted), an 
upper cut-off for the largest grain size at 2.5 times the average grain size (2.25 was predicted), and a 
standard deviation σ' of 0.45 (0.354 was predicted), which might suffer from some systematic error 
since the theoretical prediction was for spherical grains and our statistics were collected on their 
planar cross sections. Other data at higher growth temperatures are also relatively well behaving. In 
fact, a slightly larger standard deviation is not entirely surprising: In numerical simulations that use a 
starting grain-size distribution different from what is predicted by Hillert, parabolic growth is always 
established relatively early even though it takes much longer to reach the predicted steady distribution.    
More broadly, the theoretical solutions exhibit the following trend: As the pinning entities 
become more geometrically limited, which is the case as they change from boundary to line to 
junction point, n decreases, while Gmax/Gavg and σ' increase, indicating more growth acceleration is 
accompanied by a less homogenous microstructure. Our experimental observations, however, follow 
the opposite trend: As the growth temperature decreases, n increases but Gmax/Gavg and σ' increase, 
indicating growth stagnation is accompanied by a less homogenous microstructure. In this sense, the 
mean-field theories cannot explain our observations. Indeed, numerical solutions for a generalized 
mean-field theory considering the combined mobility limitations of two-grain boundaries, three-grain 
lines and four-grain junctions also produce a trend opposite to our observations. (For more details, see 
Chapter 9.)  
The trend exhibited by the simplified models can be easily understood as follows. A higher 
growth exponent is indicative of growth stagnation, either because mobility slows down with growth 
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or because the driving force decreases with growth. The latter case could also result from pinning, 
since when the driving force decreases with growth, the pinning forces figure more prominently and 
may eventually arrest growth completely. In the literature, it is known that solute segregation and 
second-phase-particle pinning can yield the above outcome. This will naturally lead to a more uniform 
microstructure, because the larger grains tend to grow slower, relatively speaking, allowing smaller 
grains to catch up. Indeed, it is well known that a nearly monodisperse particle size can result from the 
Oswald ripening (n=3) provided all the particles are nucleated at the same time. (It is this realization 
that provides the theoretical basis of monodisperse-particle processing widely reported in the powder 
and nanoparticle literature.) In our experiments, however, very different results were obtained at 
different temperatures, so the different trends at different temperatures cannot be due to different 
compositions or phases. Moreover, as the growth temperature lowers, the grain size achieved after 
prolonged annealing is still rather small compared to that seen at higher growth temperatures. So it is 
unlikely for them to gather much impurities or second phase particles, and neither have them lost 
much driving force. Therefore, the countertrend observed at lower temperatures instead of higher 
temperatures cannot be explained by a diminishing driving force. Indeed, just the opposite seems to be 
the case: As the growth temperature increases and larger grain sizes are attained, the grain size 
distribution apparently approaches the theoretically predicted one, indicating the lack of extrinsic 
pinning forces.   
Our observations at lower growth temperatures, however, can be easily explained by the 
following model, which assumes a sub-population of grains with immobile 3-grain lines or 4-grain 
junctions. Such grains are unable to grow, so they will stay dormant and act as by-standers while 
watching other grains grow. Since these two sub-populations are not interacting at all, mass 
conservation within each sub-population holds, so their grain growths (one having none) are 
completely independent of each other. Obviously, the grain size dispersion of the entire population 
will worsen with time. Moreover, the average grain size being weighed down by the dormant 
sub-population will appear to approach stagnation. Indeed, it is easy to analytically compute the 
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average grain size, the standard deviation, and the upper cut-off of the largest grain, as a function of 
time, by superposing Hillert’s solution for one sub-population and the constant size distribution of the 
other, dormant sub-population. The origin of the immobile 3-grain lines and 4-grain junctions is likely 
structural, but phenomenologically it can be described by Fig. 8.1 by assigning a larger activation to 
their mobilities. Therefore, they become increasingly important at lower temperature, which explains 
the trend of our data. 
Direct evidence for heterogeneities in the mobility distribution is available in our microstructures. 
Specifically, assuming near-equilibrium and the same chemical potential in the entire sample, the 
nano-grain region in Fig. 8.11b likely implies strong pinning due to immobile grain junctions, whereas 
the large-grain region in Fig. 8.11c likely indicates weak pinning due to highly mobile grain junctions. 
Most regions are likely to consist of both type of junctions, thus sensing an intermedium pinning 
effect such as seen in Fig. 8.11a. However, extreme though rare events of local regions entirely made 
of immobile junctions, or conversely, local regions entirely made of mobile junctions, may still exist, 
which correspond to the situations in Fig. 8.11b and c.  
The above mechanism can also be numerically simulated by statistically assigning different 
mobilities to different boundaries/junctions in mixed-control growth. For example, to the two-grain 
mobility Mb, we assign a log-normal distribution, i.e., make  b b,0log /M M  to follow a normal 
distribution with the mean at 0 and a standard deviation of Σb. Likewise, we can assign Σt to Mt, the 
3-grain line mobility, and Σj to Mj, the 4-grain junction mobility. (The details of the numerical 
calculations are described in Section 9.4.) For growth under mixed 2-grain boundary/3-grain line 
control, by choosing Mt,0/Mb,0=0.05, Σb=0.08 and Σt=1.0, we reproduced a stagnated growth (Fig. 
8.16a) with an increasing large standard deviation in the grain size distribution over time (Fig. 8.16c), 
which is consistent with our experimental observations. The simulation also found, over time, the 
relatively mobile 3-grain lines are being consumed, whereas the relatively immobile lines are 
becoming over-represented, which lowers the average log(Mt/Mt,0) in Fig. 8.16d. Very similar results 
were found in growth under mixed 2-grain boundary/4-grain junction control, with Mj,0/Mb,0=10−4, 
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Σb=0.08 and Σt=1.1, as presented in Fig. 8.17, which again yielded a larger n, a larger σ' and a smaller 
average (4-grain-junction) mobility over time.  
 
Figure 8.16 Calculated (a) Gavg, (b) Gavg2, (c) σ' and (d) average log(Mj/Mj,0) with Mt,0/Mb,0=0.05, 
Σb=0.08 and Σt=1.0 under mixed 2-grain boundary and 3-grain line control. 
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Figure 8.17 Calculated (a) Gavg, (b) Gavg2, (c) σ' and (d) average log(Mj/Mj,0) with Mj,0/Mb,0=10−4, 
Σb=0.08 and Σt=1.1 under mixed 2-grain boundary and 4-grain junction control. 
 
Two Step Sintering  
While this study focused on grain growth kinetics instead of sintering strategy, our findings do 
shed new light on the method of two-step sintering. First, it is clear in our data that the most uniform 
microstructure is produced by two-step sintering. Since during second-step sintering there is usually 
very little or no grain growth, it is possible that the microstructure can preserve the initial particle size 
of the green body, retaining a very fine and uniform grain size. This is often beneficial for a variety of 
material properties. For example, two-step sintering was recently used to produce fine-grain barium 
titanate ceramics with superior reliability for dielectric applications23. 
However, it is also clear that prolonged post-sintering annealing at either the second-step sintering 
temperature or a slightly lower temperature is detrimental to microstructural uniformity. Therefore, the 
as-sintered microstructure is not an equilibrated one at the temperature, which should hardly be 
surprising. On the other hand, most simplified models and numerical simulations under mixed model 
control predict grain growth that is fastest at the beginning. The exception is the model of 
4-grain-junction control, which predicts that the critical grain size will exponentially increase with 
time, but only after an apparent incubation period, so initially it may appear that there is no growth at 
all. Moreover, in this model, the average grain size actually decreases because of the inability to 
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eliminate grains: Grains of vanishing grain size has vanishing effective mobility. On the other hand, 
very large grains that are very few in number will also appear. These predicted features of 
4-grain-junction controlled grain growth bear some similarity with the microstructural observations 
(Fig. 8.11-12) of our study. 
There is another possible explanation for two-step sintering with dormant grain growth, yet 
post-sintering annealing producing stagnant though non-vanishing grain growth. The fact that (a) very 
little grain growth occurred during two-step sintering and (b) grain growth remains very slow during 
post-sintering annealing at T2 or below strongly suggests that most grains are indeed pinned by 
immobile 4-grain junctions or 3-grain lines. However, there is likely to be a certain population of 
unpinned grains that can grow normally, or else no grain growth should happen during post-sintering 
annealing. During sintering, these grains may be pinned by porosity, which also suppresses grain 
growth. Moreover, since larger grains tend to accumulate more porosity, making it more likely that 
pore-pinning could keep them from growing during sintering. On the other hand, prolonged 
post-sintering annealing can completely remove the porosity, after that such large grains are 
vulnerable to grain growth. This scenario provides another explanation for the observation of the 
incubation period, which—regardless of origin, is of course needed to practice two-step sintering.   
 
8.5 Conclusions 
(1) For as-sintered dense samples, a finer grain size is correlated with a lower sintering temperature. 
Therefore, the competition between coarsening and densification is tilted to favor densification as the 
temperature lowers.  
(2) The apparent grain boundary mobility decreases rapidly below 1300 oC with an apparent 
activation energy of ~10 eV, more than twice the value of 4.2 eV above 1300 oC.  
(3) The grain-size distribution is the narrowest in the two-step sintered sample in the as-sintered state, 
and it broadens with growth time at lower growth temperature while the growth becomes increasingly 
stagnant. After prolonged growth, local pockets of either abnormally large or abnormally small grains 
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begin to form. Such broadening, heterogeneities and stagnation do not happen at higher temperature.  
(4) These results are consistent with a heterogeneous distribution of grain boundary/grain junction 
mobilities, which becomes more pronounced at lower temperatures because of different activation 
energies of the mobilities. Such model can produce growth stagnation yet increase grain size 
dispersion, which is not predicted by any other theory.  
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Chapter 9 Mean-Field Theory of Grain Growth with Size-Dependent and Statistically 
Distributed Mobility 
 
Synopsis 
Conventional grain growth is rate-limited by the mobility of grain boundary. To describe similar 
phenomena limited by the mobility of grain junctions, we have developed a general theory allowing 
for size-dependent mobility and its statistical variance. In the case of uniform though size-dependent 
mobility, we found analytic solutions for the growth exponent and the steady-state size distribution. 
These solutions manifest a general trend: The size distribution narrows with increasingly stagnant 
growth as indicated by a higher exponent n in the growth law, (grain size)n ~ time. The opposite limit 
is seen when the mobility of four-grain junctions is limiting, featuring exponential growth and a 
broadening size distribution that never reaches a steady state. When a bimodal mobility distribution is 
allowed with one mode being immobile or nearly immobile, however, there emerges an opposite trend 
witnessing growth stagnation accompanied by a broadened size distribution. These qualitatively new 
features not seen in conventional models are in accord with our observations in slow grain growth 
below the temperature of mobility transition. 
 
9.1 Introduction 
Theory of microstructure coarsening was first formulated by Lifshitz, Slyozov1 and Wagner2 
(LSW) for precipitates, in which small precipitates shrink while large ones grow in an attempt to 
minimize the total interfacial energy. This capillary process requires diffusion between precipitates, 
and the mean field theory of LSW dictates growth or shrinkage by referring to a critical particle size 
that neither grows nor shrink. Thermodynamically, this particle sets the chemical potential of the 
precipitates, and like in other thermodynamic problems such chemical potential is obtained by 
considering mass exchange and conservation. An analogous problem of grain growth in a polycrystal 
was next proposed by Hillert3, again considering the capillary driving force by minimizing the total 
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interfacial energy, but the kinetics now requires grain boundary diffusion only. As the capillary driving 
force decreases with the feature size, the coarsening rate typically decreases rapidly with time. 
Therefore, it is not always easy to experimentally obtain credible data to compare with the theoretical 
predictions. Nevertheless, the predictions of the LSW and Hillert theories, a cubic growth law for 
diffusion-controlled precipitate coarsening and a parabolic growth law for interface-controlled grain 
growth, have been experimentally and numerically verified, with particularly good agreements 
obtained for precipitate coarsening at low volume fractions. The problem of grain growth is more 
complicated because real materials may contain heterogeneities (impurities, pores, second phase 
particles, and residual stresses or strains) and anisotropy (crystallographic texture and interface 
faceting). However, in high-density ceramics that have few pores and little residual stress, parabolic 
grain growth has been convincingly demonstrated.4,5  
As already mentioned, Hillert’s theory considers grain growth limited by grain boundary 
diffusion. Specifically, it considers a two-grain boundary mobility Mb that applies to all the grain 
boundaries regardless of size. Hence, the growth rate of a given grain with size G at time t can be 
expressed as 
b 0
2dG
M
dt G

 
 
 
 
   (9-1) 
where μ0 is the chemical potential at time t, and γ is the grain boundary energy. However, the above 
equation of motion may not be valid for several reasons.  
First, for grain growth to proceed in a polycrystal, it requires the motion of the entire grain 
boundary network, which includes not only 2-grain boundaries but also lower dimensional features 
such as 3-grain lines and 4-grain junctions. Naturally, if the latter are less mobile than 2-grain 
boundaries, they can pin the network thus suppressing grain growth. This effect becomes more severe 
as the populations of 3-grain lines and 4-grain junctions increase, which is the case when grains are 
smaller.  
Grain velocity limited by the mobility of 3-grain line, Mt, is described by 
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2M GdG
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   (9-2) 
Here, we assume the entire driving force on a grain boundary area of G2 is spent on a 3-grain line, 
which has an effective area of aG, thus setting 
0
2G
a G

 
 
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 
 as the equivalent force on the 3-grain 
line. Likewise, grain velocity limited by the mobility of 4-grain junction, Mj, is  
2
j
02
2M GdG
dt a G

 
 
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   (9-3) 
Here we assume the entire driving force on a grain boundary area of G2 is spent on a 4-grain junction 
with an effective area of a2, which sets 
2
02
2G
a G

 
 
 
 
 as the driving force on the 4-grain junction. In 
both situations, we can identify an effective mobility t
M G
a
 or 
2
j
2
M G
a
, which depends on the grain 
size.  
Second, even without junction control, it is possible that the 2-grain boundary mobility Mb may 
have a grain-size dependence. One example is grain boundary pinning by pores and second-phase 
particles. For uniformly distributed pores or second-phase particles, a larger grain is statistically more 
likely to be decorated with pores/particles, so its boundary mobility is more retarded. Another 
possibility is the evolution of grain boundary structure. As grains grow, grain boundaries may relax 
and adopt new configurations of a lower energy; as a result, the mobility changes. This has also been 
proposed as a cause of grain growth stagnation. Obviously, inasmuch as grain boundaries are not 
structureless, statistical variation in grain boundary and junction mobilities is a distinct possibility in 
view of structure multiplicity. A myriad of grain boundary structures has indeed been observed in real 
materials, so one should likewise expect dispersive grain-boundary and grain-junction mobilities. 
The aim of the present chapter is to consider a general theory of grain coarsening, first on a mean 
field basis, but later also including statistical heterogeneities. For the mean field problem, we will 
extend the LSW-Hillert theory to attempt an analytic solution. This will be augmented by numerical 
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simulations6, which can be used to deal with more complicated cases such as mixed boundary/junction 
control and statistically heterogeneous boundaries/junctions. The analytic solution and its numerical 
validation are provided in Section 9.2. The numerical simulations for the mixed controlled growth 
then follows in Section 9.3, and further simulations to include statistical heterogeneities are presented 
in Section 9.4. It will become clear that statistical heterogeneities will impart qualitatively new 
features not seen in other theories, features that are most relevant to understanding experimental data 
obtained at lower temperatures.  
 
9.2 Growth Kinetics with Size-Dependent Mobility 
9.2.1 Analytical solution by the LSW-Hillert method 
Following LSW and Hillert, we consider a generalized coarsening problem with a size dependent 
kinetics driven by a capillary force  
cr
1 1
2
dG G
M
dt a G G

 
  
   
   
   (9-4) 
Here G is the size of an individual grain, t is the time, M is a mobility, γ is the interfacial energy, a is 
the atomic spacing, α is an exponent that describes the size dependence of the coarsening rate and 
cr
0
2
G


  is a time-dependent critical size of a grain that neither grows nor shrinks. Introducing a 
relative size 
cr
G
u
G
 , we rewrite Eq. (9.4) as 
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Dividing both sides by cr
dG
dt
, we obtain 
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Eq. (9-7) can be written in a simpler form  
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      (9-8) 
by defining 
2
cr
ln G



  and  
2
cr
2
2
M dt
A
a dG
 



  . Because 
cr
G  (thus 
2
cr
ln G

) grows with 
time, so does τ and it may thus be used in lieu of time. At    , 
dA
dt
cannot be either positive or 
negative or else A will diverge to positive infinity or negative infinity, which is non-physical for a 
finite-sized sample. So, 
dA
dt
=0 and A is a constant. This leads to a steady state growth law in the form 
of 
2
cr
~G t

 with a growth exponent n=2−α. Therefore, to ensure positive growth of Gcr, α must not 
exceed 2. It also fixes A to be positive, which ensures positive growth.     
To ensure an asymptotic, steady-state solution exists, LSW and Hillert showed that the curve 
2
du
d



 must be tangent to the u-axis, i.e. it satisfies the following double root condition  
0 0
2 2
0
u u u u
du d du
d du d
 
 
 
 
 
 
 
 
   (9-9) 
where 
0
u  is the upper cut-off size. This condition may be understood by referring to Fig. 9.1, where 
this condition at     is equivalent to setting A at a critical value A0. If A<A0, then 
2
du
d



 lies 
below the u-axis, so all grains will shrink and the sample will vanish. If A>A0, then 
2
du
d



 intersects 
the u-axis twice at u1 and u2. While all grains smaller than u1 will shrink and disappear, all grains 
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larger than u1 will converge to u2; from then on, they all grow indefinitely, which does not conserve 
volume. The only allowed case is when A=A0, where larger grains will shrink to u0, and with time, as 
Gcr increases, some will fall below u0 and shrink while other will grow with u0. This may allow 
volume conservation. 
 
Figure 9.1 Schematics showing growth rate 
2
du
d



 as a function of relative grain size u with three 
values of A.  
 
By inspection of Eq. (9-8), we can identify the following three situations at    , i.e., the 
steady state. 
Case I: For 1  , 
2
du
d



   at u  . The double root condition can be satisfied by  
0
2
1
u
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

   (9-10) 
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As this fixes the value of A, the steady-state growth law follows 
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Case II: For 1  , 
du
d
 diverges to either positive or negative infinity unless A=1, for which the 
solution is 1
du
d
  . Therefore, the steady state satisfies 
cr
2dG M
dt a

   (9-13) 
Case III: For 1 2  , 
2
du
d



   as u  . (Recall A is positive.) This does not satisfy the 
requirement in Fig. 9-1, so there is no steady state solution.  
With the steady-state kinetics in Case (I) and (II), we next seek to find their steady-state size 
distributions. With a known A, Eq. (9-9) yields 
 
 
2
1
1
2
A u udu
d u


 


 
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
   (9-14) 
At time τ, the total number of grains is denoted by N(τ) and the number of grains between u and 
u+du is denoted by φ(u, τ)du. The size distribution function φ(u, τ) need to satisfy the continuity 
equation in the grain-size space 
0
du
u d


 
 
 
 
 
 
 
   (9-15) 
Introducing the trial solution 
 
du
d
   

     (9-16) 
where  is a function of  and   and 
du
d
 is a function of u only, we obtain from Eq. (9-15) 
1
d du
ddu


     (9-17) 
The integration of Eq. (9-17) yields 
 
 
1
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u u
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
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
 

 
    (9-18) 
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The function χ can be next calculated from the constraint that the total grain volume K of a 
β-dimensional system (β=2 for 2D and 3 for 3D) is conserved. 
0
0
0
0
cr
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K G du
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u du
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   (9-19) 
Since the integral is independent of τ if and only if exp
2



 
 
 
 is independent of τ, it is necessary 
that χ can be expressed as 
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where B is a constant. The value of B is related to the total number of grains N(τ) by 
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Therefore, the normalized steady-state grain size distribution function P(u), defined as / N , is  
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   (9-23) 
The average grain size uavg and Gavg can be calculated by 
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 
0
avg
0
u
u uP u du     (9-24) 
avg avg cr
G u G    (9-25) 
The following general results are obtained from the above. (i) There is no steady-state solution 
for α>1. (ii) For α≤1, there exists an upper cut-off grain size Gmax, which if normalized with respect to 
Gcr gives u0 as shown by the blue curve in Fig. 9.2a. If it is normalized with respect to Gavg, it gives 
Gmax/Gavg as shown by the red curve in the same figure. Both u0 and Gmax/Gavg increase with α and go 
to infinity at α=1 (i.e. no upper cut-off size in the steady-state distribution.) Note that u0 and Gmax/Gavg 
are connected by uavg (shown in Fig. 9.2b), which decreases with α and reaches a minimum of 1/3 at 
α=1. (iii) Since there exists a one-to-one relationship between uavg and α, and Gavg are related to Gcr by 
uavg in Eq. (9-25), Eq. (9-12) also implies 
2
avg
dG
dt

 is a constant at the steady state. This leads to a 
simple growth law for Gavg, which can be experimentally measured, and the law has the same 
exponent as in Eq. (9-12). Therefore, we may define the growth exponent as n=2−α, which is 3 for 
cubic growth at α=−1 and 2 for parabolic growth at α=0, and 1 for linear growth at α=1.  
In Fig. 9.3a P(u) is plotted for several α from −2 to 1. As α increases, P(u) becomes more 
extended, and there is a higher probability to find relative large/small grains. An identical trend is 
apparent in the normalized steady-state grain size distribution function P'(G/Gavg) shown in Fig. 9.3b. 
To be more quantitative, we calculated the standard deviations of the grain size distribution, σ for 
relative grain size u and σ' for relative grain size G/Gavg. As shown in Fig. 9.4, although σ reaches a 
maximum around α=0.75, σ' monotonically increases with α, reaching a maximum of 1.0 at α=1. 
(There is no steady-state solution for α>1). Therefore, there exists a one-to-one relationship between α 
(which describes how the mobility depends on the grain size), grain growth exponent n, upper cut-off 
grain size u0, Gmax/Gavg, grain size distribution and structural homogeneity. As α increases, n decreases, 
while u0, Gmax/Gavg and σ' increases, indicating a less homogenous size distribution. Conversely, as n 
increases, a more homogenous size distribution results. This is entirely expected since a larger n 
implies a slower growth rate for the larger grain, which in turn allows smaller ones to catch up. 
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Meanwhile, much smaller grains will rapidly shrink out of existence. In this way, a more narrowly 
distributed size distribution will result. 
 
Figure 9.2 (a) Calculated normalized upper cut-off u0 and Gmax/Gavg and (b) the average relative grain 
size uavg as a function of α. 
 
Figure 9.3 Calculated normalized steady-state grain size distribution function (a) P(u) and (b) 
P'(G/Gavg) as a function of α. 
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Figure 9.4 Calculated standard deviations σ for relative grain size u and σ' for relative grain size 
G/Gavg as a function of α. 
 
Lastly, we recite the solutions of LSW and Hillert. For cubic growth law, the coarsening equation 
can be written in the more familiar term 
B
cr
2 1 1dG D
k T
G G Gdt

 
 
 
 
   (9-26) 
where D is the diffusivity, Ω is the atomic volume and kBT has their usual meaning. LSW gave the 
steady-state growth kinetics  
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   (9-27) 
and the steady-state size distribution P(u)  
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with a standard deviation σ of 0.215. (Here, since Gcr=Gavg, σ' is the same as σ). For parabolic growth 
law, the coarsening equation can be written as 
b
cr
1 1
2
dG
M
dt G G
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   (9-29) 
Hillert gave the steady-state growth kinetics  
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   (9-30) 
where 9
cr avg8
G G , and the steady-state size distribution P(u) is 
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with a standard deviation σ of 0.314 (σ'=0.354). 
 
9.2.2 Numerical simulations 
To verify the above analytical solution, we conducted numerical simulations in the following way. 
Starting with an initial size distribution, the grain size G for each grain is numerically updated 
according to the coarsening equation after a small time interval. The time-evolving critical grain size 
Gcr and average grain size Gavg are calculated to determine the kinetics and dynamics. At each time 
step, mass conservation is used to determine the chemical potential, thus to update Gcr accordingly. To 
obtain statistically meaningful results, we typically started with a population of over 1,000,000 grains 
that followed the predicted steady-state distribution in the analytic solution, and ended with over 
10,000 grains that may be again used to determine the steady-state solution. As described below, the 
simulations verified the analytic solutions obtained above. (If we started with an arbitrary grain size 
distribution, our simulations also led to a steady state distribution eventually, but it took a much longer 
time to converge to the correct slope of the growth kinetic, 
2
avg
dG
dt

.) 
 In numerical calculations, the critical radius Gcr is determined by mass conservation  
 3
2
0
d G dG
G
dt dt
 

    (9-32) 
This leads to the Gcr after using the equation of motion. For example, for cubic growth law where Eq. 
(9-26) is applicable, we obtain 
cr
G
G
N


   (9-33) 
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Likewise, for parabolic law where Eq. (9-29) is applicable, we obtain 
2
cr
G
G
G



   (9-34) 
If we set 
B
2 1D k T   and 
b
2 1M   , respectively, in our simulation, and start from the 
corresponding steady-state size distribution, we indeed obtained the same cubic and parabolic growth 
law in Eq. (9-27) and (9-30). In Fig. 9.5a, our simulated  3
avg
G t  is a straight line with a slope 0.445, 
vs. 4/9 as predicted by LSW. We also verified 
cr avg
G G , and  P u  has a standard deviation σ' of 
0.215 (σ=0.215), which is invariant with t. Similarly, for parabolic growth in Fig. 9.5b, our simulated 
 2
avg
G t  is a straight line with a slope 0.395, vs. 32/91 predicted by Hillert. We also verified 
cr avg
1.125G G , and  P u  has a standard deviation σ' of 0.354 (σ=0.314), which is also invariant.   
 
Figure 9.5 Numerical calculations showing (a) cubic law for diffusion controlled growth and (b) 
parabolic law for interface controlled growth. Initial grain distributions are from the theoretically 
predicted ones. 
 
We now consider the case where 3-grain lines control the growth. As shown in Section 9.2.1, 
with the coarsening equation Eq. (9-2) and α=1, we can obtain the steady-state growth kinetics 
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We also obtain 
cr avg
3G G  and the steady-state size distribution P(u)  
   3exp 3P u u     (9-36) 
with a standard deviation σ of 1/3 (σ'=1). In our simulations, 
cr
G  can be determined by Eq. (9-4) and 
mass conservation, Eq. (9-32) 
3
cr 2
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G
G



   (9-37) 
Starting with the size distribution in Eq. (9-36) and setting t
2
1
M
a

 , our simulated  
avg
G t  in Fig. 
9.6 is a straight line with a slope of 0.333 (vs. 1/3 predicted by the analytical solution). It also gives 
cr avg
3G G  and  P u  has an invariant standard deviation σ' of 1 (σ=1/3), which agrees with the 
results in Section 9.2.1.  
 
Figure 9.6 Numerical calculations showing linear law for 3-grain line controlled growth. Initial grain 
distribution is from theoretically predicted one. 
 
Lastly, we consider the case where 4-grain junctions control the growth. According to Section 
9.2.1, this case of α=2 has no steady-state solution. Therefore, we started with a Gaussian size 
distribution, with a mean at 1 and a standard deviation of 0.1, and set 
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G  from the equation of motion Eq. (9-4) and mass conservation Eq. (9-32), using 
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4
cr 3
G
G
G



   (9-38) 
To remove the singularity of Eq. (9-4) at G=0, we set a lower limit of the grain size at G=a=0.001. The 
obtained numerical results are shown in Fig. 9.7. While 
cr
G  always increases with time (Fig. 9.7b) 
and follows an exponential kinetics in the initial stage (inset of Fig. 9.7b), 
avg
G  actually decreases 
with time (Fig. 9.7a). In addition, there is an apparent transition in the growth kinetics at about t=1.7, 
which is accompanied by the emergence of very large grains as shown in Fig. 9.7d. (The transition is 
marked by the dash line in Fig. 9.7a-d.) Note that at this stage, the population of the grains is still 
statistically significant as evident from the inset of Fig. 9.7d. (The population drops dramatically at 
t=9, after which the statistics becomes poor.) We further note the standard deviation σ' (red curve in 
Fig. 9.7c) keeps increasing with time, with a concave upward shape, which indicates that the 
steady-state is unlikely to be approached, unlike the cases of smaller α, specifically the cubic, 
parabolic and linear growth laws—also shown in Fig. 9.7c with their respective σ' asymptotically 
approaching a steady-state value. Indeed, for cubic, parabolic and linear growth, starting the same 
Gaussian size distribution, the corresponding steady-state kinetics can all be established relatively 
early in Fig. 9.6a: 
3
avg
~G t  for cubic, 
2
avg
~G t  for parabolic and 
avg
~G t  for linear growth laws. 
Therefore, the failure to reach a steady state kinetics and steady state size distribution is unique to the 
case of 4-grain junction control (or any α exceeding 1), which confirms our analysis in Section 9.2.1. 
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Figure 9.7 Numerical results for 4-grain line controlled growth, (a) average grain size Gavg, (b) critical 
grain size Gcr (inset: Gcr in the initial stage), (c) standard deviation σ' and (d) maximum grain size Gmax 
(inset: total number N of the grains). The dash line indicates a transition where very large grains 
emerge and affect the overall growth kinetics. Also included as solid black curves are results leading 
to cubic, parabolic and linear growth laws. Same initial grain size distribution of a Gaussian one with 
mean at 1 and standard deviation of 0.1.  
 
9.3 Growth Kinetics under Mixed Boundary/Junction Control 
As mentioned in Section 9.1, grain growth requires the motion of the entire grain boundary 
network, which includes three components, 2-grain boundaries with a mobility Mb, 3-grain lines with 
an effective mobility t
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a
, and 4-grain junctions with an effective mobility 
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. If one 
component controls the network motion, then the solution is provided in Section 9.2. Since this is not 
always the case, we also need to investigate the case under mixed grain boundary/junction control. 
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2-grain boundary, Ft for a 3-grain line and Fj for a 4-grain junction, we have 
b b
dG
v M F
dt
      (9-38) 
t
t
M GdG
v F
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      (9-39) 
2
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     (9-40) 
With the sum of Fb, Ft and Fj equal to the total capillary driving force 
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we find the overall growth rate, equal to v, given by 
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Although this equation does not have an analytical solution, it can be numerically tackled with a 
given set of Mb, Mt and Mj in very much the same way as described in the Section 9.2.2, with the 
following critical size Gcr  
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In our simulation, we started with the steady-state size distribution for 2-grain boundary control 
(Hillert’s solution with Gavg=8/9), and set 2Mbγ=1, a=0.001 and with various combinations of Mt/Mb 
and Mj/Mb. (In the effective mobility 
1
2
2
b t j
1 a a
M M G M G

 
 
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 
, G is much larger than a so Mt and Mj 
need to be much smaller than Mb in order to have a significant influence on the overall kinetics.) The 
numerical solutions obtained are described below.  
The first set of simulation is presented in Fig. 9.8, where Mj/Mb=1 and Mt/Mb=1, 10−2, 10−3 and 
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10−4. As Mt/Mb decreases, growth slows due to pinning by the 3-grain lines. Meanwhile, σ' increases, 
which is expected since this is a feature in the case of 3-grain line control. The growth kinetics deviate 
from the parabolic one in both the Gavg-t plot in Fig. 9.8a and the Gcr-t plot in Fig. 9.8c. In the case of 
Mt/Mb=10−4 (which makes it smaller than a/Gavg, which is ~5×10−4), the 3-grain lines begin to take 
control, and a linear growth law can be identified after an initial transient, during which the grain size 
distribution evolves from the initial one characteristic of parabolic grain growth (Fig. 9.5b) to the final 
one characteristic of linear grain growth (Fig. 9.6).  
The second set of simulations in presented in Fig. 9.9, where Mt/Mb=1 and Mj/Mb = 1, 10−5, 10−6 
and 10−7. Again, Mj/Mb decreases, growth slows due to pinning by 4-grain junctions. Meanwhile, a 
larger σ' as expected emerges since there is no steady-state size distribution if grain growth is 
controlled by 4-grain junctions. The growth kinetics deviates from the parabolic one, and it becomes 
exponential in the case of very slow junction mobility (Mj/Mb=10−7, which is smaller than a2/Gavg2), 
which is similar to the result obtained under solely 4-grain junction control in Fig. 9.7.  
We also simulated the growth with other combinations of Mt/Mb and Mj/Mb (see Fig. 9.8 and 9.8) 
and the observations were essentially the same. Summarizing these results, we may conclude the 
following. If Mt/Mb<a/Gavg or Mj/Mb<a2/Gavg2, then there is significant growth slowdown by junction 
pinning, which increases σ' and creates a more dispersed grain size distribution. Eventually, this also 
leads to a growth exponent n smaller than 2, reaching n =1 under 3-grain-line control while the growth 
curve changes curvature becoming exponential under 4-grain-junction control.  
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Figure 9.8 Calculated (a) Gavg, (b) Gavg2, (c) σ' and (d) Gcr as a function of time t, with Mj/Mb=1 and 
different Mt/Mb.  
 
Figure 9.9 Calculated (a) Gavg, (b) Gavg2, (c) σ' and (d) Gcr as a function of time t, with Mt/Mb=1 and 
different Mj/Mb.  
 
0 20 40 60 80 100
0.3
0.4
0.5
0.6
0.7
t
σ
'
10−4
10−3
10−2
Mt/Mb=1
(c)
0 20 40 60 80 100
1
2
3
4
t
G
cr
10−4
10−3
10−2
Mt/Mb=1(d)
0 5 10 15 20 25 30
0
1
2
3
4
t
G
av
g
10−7
10−6
10−5
Mj/Mb=1
(a)
0 5 10 15 20 25 30
0
4
8
12
t
G
av
g
2
10−7
10−6
10−5
Mj/Mb=1
(b)
0 5 10 15 20 25 30
0.4
0.8
1.2
1.6
2.0
t
σ
'
(c)
10−7
10−6
10−5
Mj/Mb=1
0 5 10 15 20 25 30
1
2
3
4
t
G
cr
(d)
10−7
10−6
Mj/Mb=1&10
−5
267 
9.4 Growth Kinetics with Statistically Distributed Mobility 
In this section, we investigate the possibility of having different grain boundaries moving at 
different mobilities. Such variation may result from different atomic structures and grain/grain 
interactions, but in our model, which includes the product of M and γ, it could also result from 
different grain boundary energies that somehow acquire different size dependences. Therefore, to keep 
the problem tractable, we shall introduce statistical variations to the product of mobility and energy, 
and numerically simulate the growth kinetics.  
In our first example, we let  
b
log M   follow a Gaussian distribution with an average at 
 
b,0 0log M   and a standard deviation Σb. When Σb=0, it is mono-dispersed and all grain boundaries 
behave the same, which is the case considered by Hillert. In the simulation, again the size of each 
grain is updated at each time step by the equation of motion, Eq. (9-29) and the critical size Gcr can be 
calculated from the mass conservation Eq. (9-32) given by 
2
b
cr
b
M G
G
M G





   (9-44) 
Starting with Hillert’s size distribution (with Gavg=8/9) and setting b,0 02 1M   , we varied Σb to obtain 
the results shown in Fig. 9.10a. As Σb increases, growth begins to deviate from a parabolic one but a 
significant deviation is not seen until Σb>0.1. While such small deviation may not be easily discernible 
from experimental data, what is more notable is the increase in σ'. In Fig. 9.10b, it monotonically 
increases with Σb and reaches about 0.45 at Σb=0.08. Such σ' is easily detectable and, indeed, was seen 
in our experimental data (Fig. 8.15 in Chapter 8).   
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Figure 9.10 Numerical calculations for 2-grain boundary controlled grain growth with statistically 
varied Mγ, showing (a) Gavg2, and (b) σ' as a function of time t under different Σb. 
 
We next consider variation Σt for Mtγ, where  blog M   follows a normal distribution with a 
mean  
b,0 0
log M   and a standard deviation Σt, and Σj for Mjγ, where  blog M   follows a normal 
distribution with a mean  
b,0 0
log M   and a standard deviation Σt, under mixed grain 
boundary/junction control. Statistically, we may argue that there should be much more variation in Mjγ 
than Mtγ, which in turn should have much more variation than Mbγ. This is because Mbγ is an average 
quantity over the entire 2-grain boundary of many atoms, while Mt is only averaged over the 3-grain 
line with fewer atoms, and Mj over a junction with at most a few atoms. So the statistical variations are 
expected to follow Σb<Σt<Σj. Taking Mj,0/Mb,0=1, Σb=0.08, Σj=0 and b,0 02 1M   , we first varied 
Mt,0/Mb,0 and Σt and investigated the kinetics under mixed 2-grain boundary and 3-grain line control. 
As shown in Fig. 9.11, when Σt is large than 1.0, a substantial change in the growth kinetics can be 
obtained with Mt,0/Mb,0=0.1. As Σt further increases, the growth slows resulting in a growth stagnation 
with an apparently large growth exponent n in the Gavg-t plot. This is despite a very similar Gcr-t plot 
throughout the range of Σt studied. Meanwhile, σ' increases, which is qualitatively a new feature since 
in all the previous solutions, a larger growth exponent is always accompanied by a smaller size 
dispersion. A further decrease in Mt,0/Mb,0 will lead to an earlier onset of the above observations at a 
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smaller Σt, as shown in Fig. 9.12 and 9.13. Indeed, with Σt=1.5 at Mt,0/Mb,0=0.02 and 0.01, we even 
obtained decreasing Gavg after an initial increase. But the observation of an increased variation 
remains.  
Parallel calculations were also conducted with Mt,0/Mb,0=1, Σb=0.08, Σt=0 and b,0 02 1M   , while 
varying Mj,0/Mb,0 and Σj and investigating the kinetics under mixed 2-grain boundary and 4-grain 
junction control. The results with Mj,0/Mb,0=10−3 and 10−4 and Σj=0-1.5 are shown in Fig. 9.14 and 
9.15, where the above observations of growth stagnation with a larger n yet an increased size 
dispersion are again confirmed. Therefore, by assigning the 3-grain lines and 4-grain junctions with 
their own mobilities and allowing statistical variations in boundary/junction mobilities/energies, we 
can obtain (i) smaller grains and decelerated grain growth with larger growth exponent n due to 
junction pinning, and (ii) larger σ' hence more microstructural inhomogeneity. These features cannot 
be obtained from the solutions in Section 9.2 with uniform mobility, but they were seen in our 
experiments described in Section 8.4. 
While the large Σt and Σj used in Fig. 9.11-9.15 seem extreme as they imply up to 6 to 7 orders of 
magnitude difference in the mobilities of different 3-grain lines and 4-grain junctions, such large 
variations could simply be the result of a bimodal distribution. For example, there may be two sets of 
junctions, one mobile and the other immobile. Therefore, while immobile junctions pin grain growth 
and increase σ' because of the size-dependent effective mobility t
M G
a
, stagnation in Gavg is gradually 
achieved when the number of (coarsening) grains with mobile junctions shrink, shifting the balance of 
the average toward the immobile, hence non-coarsening grains.  
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Figure 9.11 Calculated (a) Gavg, (b) Gavg2, (c) σ' and (d) Gcr as a function of time t, with Mt,0/Mb,0=0.1, 
Mj,0/Mb,0=1, Σb=0.08, Σj=0 and different Σt.  
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Figure 9.12 Calculated (a) Gavg, (b) Gavg2, (c) σ' and (d) Gcr as a function of time t, with Mt,0/Mb,0=0.02, 
Mj,0/Mb,0=1, Σb=0.08, Σj=0 and different Σt. 
 
Figure 9.13 Calculated (a) Gavg, (b) Gavg2, (c) σ' and (d) Gcr as a function of time t, with Mt,0/Mb,0=0.01, 
Mj,0/Mb,0=1, Σb=0.08, Σj=0 and different Σt.  
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Figure 9.14 Calculated (a) Gavg, (b) Gavg2, (c) σ' and (d) Gcr as a function of time t, with Mt,0/Mb,0=1, 
Mj,0/Mb,0=10−3, Σb=0.08, Σt=0 and different Σj. 
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Figure 9.15 Calculated (a) Gavg, (b) Gavg2, (c) σ' and (d) Gcr as a function of time t, with Mt,0/Mb,0=1, 
Mj,0/Mb,0=10−4, Σb=0.08, Σt=0 and different Σj.  
 
9.5 Conclusions 
(1)  Analytic, steady-state solutions were obtained for a generalized growth problem with 
size-dependent mobility. The solution encompasses the Lifshitz, Slyozov, Wagner (LSW) and Hillert 
solutions in their respective special case, but also covers the case of junction-controlled growth, by 
either three-grain junctions or four-grain junctions.  
(2) In the analytic solution, there is a one-to-one correspondence between α (the size dependence of 
the mobility), the growth exponent n, the upper cut-off grain size (u0 and Gmax/Gavg), and σ' (variation 
in the size distribution, i.e., structural homogeneity). As α increases, n decreases, while u0, Gmax/Gavg 
and σ' increases, indicating a less homogenous microstructure. Conversely, a smaller or even negative 
α decreases the growth rate of larger grains, causing n to increase, growth to be self-limiting, and σ' to 
decrease, resulting in a more uniform microstructure. 
(3) Growth under mixed 2-grain boundary, 3-grain line and 4-grain junction control was numerically 
simulated to reveal qualitatively similar features as the above, demonstrating junction pinning results 
in a smaller n and a larger σ'. 
(4) Qualitatively different features of a larger n and a larger σ' can be obtained if statistical variations 
are introduced to the junction mobilities, which was experimentally observed at lower growth 
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temperatures. The effect of variations in 2-grain boundary mobility/energy is subtler; it does not alter 
the growth exponent but it does produce a larger σ', which was also experimentally observed at lower 
growth temperatures. Therefore, one may conclude that variations in grain boundary/junction 
mobilities are common in real materials, at lower temperatures. 
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Chapter 10 Concluding Remarks 
In this thesis, atomistic simulations, continuum modeling and grain growth experiments were 
performed on zirconia solid solutions, with and without an electric field, to understand diffusion and how it 
controls microstructural evolution. Several new findings have resulted, including the discovery of 
electron’s role in this prototypical family of ionic compounds.   
Yttria stabilized zirconia (YSZ) is a complicated solid solution with copious amount of Y dopants and 
oxygen vacancies. Therefore, there are an astronomical number of configurations even in a tiny sample 
volume, making it impossible to survey their energy landscapes using first-principles methods. To 
overcome this problem, we incorporated crystal chemistry rules to help identify the lowest energy 
configurations. The method boosted the sampling efficiency by >1,000 times and provided the “ground 
state” to launch ab initio calculations for forming cation defects and their migration. Our results revealed 
for the first time a surprisingly long-range ordering of oxygen vacancies despite the random placement of 
zirconium and yttrium cations. They also produced for the first time an activation energy of about 5 eV for 
cation diffusion in excellent agreement with the experimental data. To further understand how reduction 
can enhance cation diffusion, a fact in violation of defect chemistry, ab initio calculations were conducted 
to track migration of cation vacancies, with and without an extra electron, in the presence or absence of 
other cation or anion vacancies. These calculations revealed the importance of charge screening during the 
migration of high-valence cations, hence the benefit of reduction. The most pronounced enhancement, 
however, arises when electron localization at the saddle point is made favorable by the soft local 
environment: The resultant energy lowering makes the saddle point a negative U center.  
Motivated by recent discoveries of grain growth in electrically loaded zirconia, we found electrically 
generated graded microstructures in fine-grain tetragonal zirconia with unprecedentedly large grains for 
such ceramics. The observation suggested a 104× enhancement in cation lattice diffusion on the cathode 
side over the anode side. Parallel experiments established an analogy between enhanced grain growth in 
reducing atmospheres and that on the cathode side; this analogy provides a means to track the local oxygen 
potential using the grain growth kinetics. For the first time, maps of electrode polarizations were obtained 
in zirconia cells under various loading conditions. In such mappings, we discovered a sharp ubiquitous 
transition in the oxygen potential, which has a direct analogy with the p-n junction in semiconductors and 
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with the first-order phase transition. Meanwhile, voids formed by oxygen-vacancy condensation were 
observed, which is a form of internal reaction between electronic and ionic defects, causing a valence 
change of the latter. A continuum model considering mixed-valence ionic defects was developed to help 
understand the oxygen potential transition and the related observations of electrode degradation and 
microstructural instability.  
On the opposite end of enhanced diffusion, cation movement is gradually frozen as the temperature is 
lowered. This is best seen in the quenched grain growth experiment, which in zirconia is manifested in a 
sharp mobility transition at around 1200 oC with several microstructural anomalies observed here for the 
first time. We attributed this to the crossover from two-grain-boundary mobility control to 
three/four-grain-junction mobility control, and developed a theory to account for their very different growth 
exponents and grain size distributions. To fully explain the experimental observations, however, mobility 
inhomogeneity must be considered, which has been successfully modeled analytically and numerically.  
The findings of this thesis are most relevant to zirconia, its isostructural cousins such as ceria, and 
other similar oxides with fluorite-related structures such as yttria, for large current applications, for services 
under extreme atmospheres, and for microstructure control during processing. 
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Appendix I Equivalent-Circuit Analysis of Overpotential in a Zirconia Cell 
Consider a YSZ cell shown in Fig. A1.1a with the x-direction pointing to the right, having 
negative ionic and electronic current flowing from the anode to the cathode. (The O2- flow and 
electron flow are to the right.) The current density is driven by the respective electrochemical potential, 
 for O2- and  for electron,  
  (A1-1)  
  (A1-2)  
where σe denotes electronic conductivity, which could come from both electrons and holes, σi denotes 
ionic conductivity, and e is the elementary charge. To proceed, we first represent  in terms of 
oxygen potential and . This is aided by recognizing the chemical reaction,  
  (A1-3) 
which is assumed to attain local equilibrium so that  
  (A1-4) 
Here,  denotes the chemical potential of O2-, and the chemical potential of electron  is 
related to  by 
   (A1-5) 
with  being the electrostatic potential. Therefore, we obtain 
  (A1-6)  
The ionic current density is thus  
  (A1-7) 
in which the second equality came from Eq. (A1-1). The different forms for electron current and ionic 
current, which are parallel paths in an equivalent circuit shown in Fig. A1.1b, are sometimes 
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interpreted as caused by an electromotive force or emf due to the change of the oxygen potential 
across the circuit. Further denoting  and , we can rearrange Eq. (A1-7) to Eq. 
(5-5) in Chapter 5. 
 
Figure A1.1 (a) Schematics for a YSZ cell under an applied voltage V, (b) its equivalent circuit. (c) It 
can be further interpreted as three individual ones for cathode/electrolyte interface, electrolyte, and 
anode/electrolyte interface. 
 
     The above results can be generalized to a cell with three components: electrolyte, 
cathode/electrolyte interface, and anode/electrolyte interface. To each of them one can assign a set of 
equivalent ionic and electronic resistances (r) that restrict the respective current (I), and to each 
interface a set of electrochemical potentials. Referring to Fig. A1.1a and A1.1c, which is an equivalent 
circuit, we write the electronic current as follows 
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  (A1-9) 
  (A1-10) 
where the primed current and resistance are those at the cathode, the double-primed ones are those at 
the anode, and the interface potentials are similarly denoted by referring to the type of the electrodes. 
Similarly, following the same notation, we can write the various ionic current as 
  (A1-11) 
  (A1-12) 
  (A1-13) 
Under the steady state, both electronic and ionic current should be constant throughout the cell 
assembly. Therefore, 
  (A1-14) 
  (A1-15) 
Hence, with the aid of Eq. (A1-8) and (A1-14 to A1-15),  in Eq. (A1-11) can be expressed 
as 
  (A1-16) 
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  (A17) 
where  is the externally applied voltage. In our experiment, an overall negative current 
is imposed by applying a positive voltage V to anode, and the cell is placed in a uniform atmosphere, 
where . So the above results are reduced to  
 (A1-18) 
 (A1-19) 
in which the ratio of  (or ) and  (or ) at the two electrodes 
and their interfaces become crucial. In general, the electronic resistance ratio in the bracket on the 
right-hand side is quite small because the electrode is thin and electrodes have low electronic 
resistivity. So it is the ionic resistance ratio that determines the oxygen potential difference across the 
electrode/interface.  
We now consider the following cases.  
(i) Ideal electrodes: We define ideal electrode by demanding its oxygen potential the same as 
that of the atmosphere. To fulfill this, in general, the electrode/interface must have no ionic or 
electronic resistance. Having no ionic resistance implies not only no resistance to O2- transport but 
also infinitely fast reactions to incorporate or release oxygen. Therefore, a small current is usually a 
necessity to realize ideal electrodes. In Fig. 5.1b, it corresponds to the case of a flat oxygen potential 
by the black dash lines.  
(ii) YSZ cell in air with a small current: In this case, the electrolyte is a good ionic conductor 
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but poor electronic conductor, and vice versa for the electrodes and their interfaces. In addition, the 
electrode/electrolyte interfaces are much thinner than the electrolyte. Therefore,  and  should 
be much smaller than . In contrast,  and  can have a finite value that is comparable with . 
Therefore,  and  are negligibly small but  and  need to 
be considered. So Eq. (A1-16 and A1-17) can be approximately written as 
  (A1-20) 
  (A1-21) 
In the above, the  term is the Nernst open-circuit potential which should be smaller 
than the applied voltage V (or else the current will reverse its direction) and it is retained here for 
completeness even though it is zero in our experiment. Therefore, there will be a lower oxygen 
potential developed at the cathode/electrolyte interface and a higher oxygen potential developed at the 
anode/electrolyte interface. The oxygen-potential difference provides the driving force to allow 
oxygen reaction at the electrode-air interfaces: incorporation from O2 at the cathode and oxygen 
release to form O2 at the anode. As Eq. (A1-20 and A1-21) show, they vanish for ideal electrodes, 
defined as ones with negligibly small  and  compared to , giving and  identical to 
 and , respectively. This is schematically shown as the blue line in Fig. 5.1b, and it likely 
corresponds to our experiments in air with a small current density, without obvious grain growth 
enhancement. 
(iii) YSZ cell in hydrogen: The same argument of the driving force can be applied here, which 
dictates a difference in oxygen potential across the two atmosphere-electrode interfaces, but they are 
shifted downward because the oxygen potential of hydrogen is lower. On the cathode side, because of 
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the scarcity of oxygen in the atmosphere, it is difficult to incorporate oxygen into the cell, so  is 
likely very high, making the ratio  dominate over the ratio of  in Eq. (A18). 
On the anode side, the very slow ionic current and the low oxygen pressure outside makes the release 
of oxygen relatively easy, so  is likely very small. This makes the difference in  and  
very small. This is schematically shown in Fig. 5.1b by the green curve, and it likely corresponds to 
our experiment conducted in 5% hydrogen (Fig. 5.4). 
(iv) YSZ cell in air with a large current: Here, heavy redox of the electrolyte caused by the 
large current creates the possibility that substantial electronic conductivity may arise. However, the 
electrode/electrolyte interfaces are much thinner than the electrolyte. So  and  should still be 
much smaller than . In addition, the large current also implies large  and . So a large 
potential difference across the interface is expected. This is schematically shown in Fig. 5.1b by the 
red curve, and it likely corresponds to our experiments in air (Fig. 5.7).  
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Appendix II Equivalent Circuit of Mixed Ionic and Electronic Conductor 
In this section, we first consider the classical picture of mixed ionic and electronic conduction 
without internal reactions (i.e. no O− conduction) and seek to explain why in Park and Blumenthal’s 
experiment, the ionic transference number ti in the pumping YSZ membrane equals ~0.5. The 
equivalent circuits for the two YSZ members are shown in Fig. A2.1a for the one under OCV 
condition and in Fig. A2.1b for the pumping one under SOEC condition. For (a) 
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In the limit of 
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Figure A2.1 Equivalent circuits for two YSZ membrane (a) under OCV and (b) SOEC conditions in 
Park and Blumenthal’s experiment.  
 
We next consider more detailed chemical equilibriums and fluxes of various species. As shown in 
Fig. A2.2a, the equivalent circuit for a mixed ionic and electronic conductor without O− conduction 
can be constructed by using three resistors, one each for O2−, electron and hole, and a Nernst voltage 
for O2. Applying Kirchhoff’s voltage law, we find the following relationship which represents the 
chemical equilibriums of Eq. (6-1) and Eq. (6-2) 
2 2 e e h hO O
/ 2 2 2j R E j R j R
 
     (A2-7) 
where 
2
O
E    denotes the Nernst voltage. With the addition of O− conduction, an additional 
resistor for O− is included in Fig. A2b, and Eq. (A2-7) becomes 
2 2 e e h hO O O O
/ 2 2 2 2j R E j R E j R j R
   
      (A2-8) 
The nature of the non-linear problem is such that properties (e.g., resistance) depend on the 
location if the oxygen potential varies spatially, which is the case in YSZ. To account for the 
dependence of conductivities on the local oxygen potential, the integrated circuit is actually comprised 
of many serial thin slices of the types in Fig. A2.2 a and b. Without O− conduction, both ionic and 
electronic currents conserve under the steady state, so the integrated circuit is presented in Fig. A2.2c 
where there is no cross-talk between the ionic and electronic components. With O− conduction, on the 
other hand, one can only insist the oxygen flux and the total charge flux to conserve, namely 
2
O O
1
constant
2
j j
 
    (A2-9) 
2 e hO O
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Subtract Eq. (A3-9) from Eq. (A3-10), we have 
2 e hO
1
constant
2
j j j

     (A2-11) 
This gives the integrated circuit with O− conduction in Fig. A2.2d. Here, there is crosstalk between 
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O2− and electrons/holes via 
O
R

: Physically, internal reactions between O2− and electrons/holes takes 
place via O−, and ionic and electronic currents can mutually transform to each other.  
 
Figure A2.2 Equivalent circuits (a) without and (b) with O− conduction. A bulk electrolyte with 
internal variations of the oxygen potential needs to be described by integrated circuits (c) without and 
(d) with O− conduction.  
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