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1 Introduction
Within the last decade, the study of economic MPC schemes has received a significant amount
of attention. Here, in contrast to standard stabilizing or tracking MPC, some general perfor-
mance criterion is considered, which is not necessarily related to the tracking of a given setpoint
or (dynamic) trajectory. As a result, the employed cost function is not necessarily positive defi-
nite with respect to such a setpoint or trajectory. Such general control objectives occur in many
applications and can, e.g., correspond to the maximization of a certain product in the process
industry (or profit maximization in general), the minimization of energy consumption, or a cost
efficient scheduling of a production process, to name but a few. These type of applications also
served as motivation for the term economicMPC.
When considering such general cost functions in the context of MPC, various questions
arise. The first immediate issue is that of determining what the optimal operating conditions are
for given system dynamics, cost function, and constraints. This means to assess whether it is
optimal (in terms of the employed cost function) to operate the system at the best steady state, at
some periodic orbit, or under some more complex operating conditions (e.g., some general set
or time-varying trajectory). The second question which directly follows is whether the closed-
loop system resulting from application of an economic MPC scheme converges to the optimal
regime of operation, i.e., whether the closed-loop system "’does the right thing"’. For example,
in case of optimal periodic operation, the closed-loop system should converge to the optimal
periodic orbit.
In order to answer the above questions, certain dissipativity conditions have turned out to
play a crucial role in the context of economic MPC. In the literature, first the most basic case
where steady-state operation is optimal has been studied, which is by now fairly well under-
stood. On the other hand, results for more general cases which go beyond steady-state opti-
mality have only been obtained recently and the picture is (at least partially) still much less
complete here.
The goal of this chapter is to give a concise survey on the dissipativity conditions that have
appeared in the economic MPC literature and to discuss their decisive role in this context. The
structure of this chapter is as follows. After the presentation of the setup and a brief introduction
to the concept of dissipativity (Sections 2 and 3), we start with the basic case of optimal
steady-state operation (Section 4), and then move on to the cases of optimal periodic operation
(Section 5) and more general optimal regimes of operation (Section 6). After that, we briefly
discuss how the employed dissipativity conditions can be verified in Section 7. In Section 8,
we discuss the time-varying case, before concluding this chapter in Section 9. We remark that
we do not aim at providing a survey on all existing economic MPC approaches, but focus on
the role played by dissipativity in the context of economic MPC. For a more comprehensive
introduction to economic MPC in general, the interested reader is, e.g., referred to the recent
survey article [13] or book [12].
2 Setup
We consider discrete-time nonlinear systems1 of the form
x(k+1) = f (x(k),u(k)), x(0) = x0, (1)
with k ∈ N0. The input and state are required to satisfy pointwise-in-time input and state con-
straints, respectively, i.e.2, u(k) ∈ X and x(k) ∈ X for all k ∈ N0. Define UN(x) := {u ∈ U
N :
xu(k;x) ∈ X for all k = 0, . . . ,N} for N ∈ N∪ {∞} as the set of feasible input sequences of
length N. The performance criterion to be optimized is specified by the stage cost function
ℓ : Rn×Rm → R, which is assumed to be continuous. As already discussed in Section 1, in
economic MPC no conditions (other than continuity) are imposed on the stage cost ℓ, in partic-
ular no positive definiteness requirements. The MPC optimization problem at time t, given the
current measured state xˆ := x(t), is then given by
V (xˆ) = inf
u∈UN(xˆ)
N−1
∑
k=0
ℓ(xu(k; xˆ),u(k)), (2)
and the input u(t) = u∗(0; xˆ) is applied to system (1) in a standard receding horizon fashion.
Various existing economic MPC schemes employ additional terminal constraints and/or a ter-
minal cost function in (2). The dissipativity conditions which are discussed in the following
play a crucial role in both settings with and without such additional terminal ingredients.
3 Dissipativity
The concept of dissipativity was introduced by Willems in [34] (compare also [7] for a discrete-
time version) and is as follows.
Definition 1. The system (1) is dissipative on X×U with respect to the supply rate s : Rn×
R
m → R if there exists a storage function λ : Rn → R≥0 such that the following inequality is
satisfied for all (x,u) ∈ X×U with f (x,u) ∈ X:
λ ( f (x,u))−λ (x)≤ s(x,u). (3)
If there exists ρ ∈K∞ and a set X
∗ ⊆X such that for all (x,u)∈X×U with f (x,u)∈X it holds
that3
λ ( f (x,u))−λ (x)≤−ρ(|x|X∗)+ s(x,u), (4)
then system (1) is strictly dissipative with respect to the supply rate s and the set X∗.
1Some of the following results are also available for continuous-time systems, compare, e.g., [14, 15].
2Also coupled constraints of the form (x,u) ∈ Z⊆ Rn×Rm can be considered.
3Here, |x|X∗ denotes the distance of the point x to the set X
∗, i.e., |x|X∗ :=miny∈X∗ |x− y|.
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Interpreting the storage function λ as "‘generalized energy"’, the property of dissipativity
means that along any solution of system (1), energy is dissipated, i.e., the difference in stored
energy is less than or equal to what is supplied to the system from the outside (via the sup-
ply rate s). Analogously, strict dissipativity means that energy is strictly dissipated along all
trajectories which do not completely lie inside the set X∗.
In the following sections, we discuss how dissipativity (or strict dissipativity) with respect to
different supply rates (and different sets X∗) can be employed in the context of economic MPC,
both for classifying different optimal operating conditions as well as closed-loop convergence.
4 Optimal steady-state operation
The paper [3] was the first4 paper where connections between dissipativity and economic MPC
have been made apparent. In that work, the most basic case was considered where the optimal
operating regime for system (1) is steady-state operation. In order to formally define this notion,
we first define an optimal steady-state and input pair (x∗,u∗) as a minimizer5 to the following
optimization problem:
min
x∈X,u∈U,x= f (x,u)
ℓ(x,u)
The property of optimal steady-state operation can now be defined as follows [3]:
Definition 2. The system (1) is optimally operated at steady-state, if for each x ∈ X with
U∞(x) 6= /0 and each u ∈U∞(x) the following holds:
liminf
T→∞
∑Tk=0 ℓ(xu(k;x),u(k))
T +1
≥ ℓ(x∗,u∗).
Definition 2 means that no other feasible input and state trajectory pair of system (1) can
result in an asymptotic average cost which is better than that of the optimal steady-state.
As was shown in [3], a sufficient condition for optimal steady-state operation is that sys-
tem (1) is dissipative on X×U with respect to the supply rate
s(x,u) = ℓ(x,u)− ℓ(x∗,u∗). (5)
This statement can be proven as follows. If the system is dissipative on X×U with respect
to the supply rate (5), we can sum up the corresponding dissipation inequality (3) along any
feasible state and input sequence pair to obtain
λ (xu(T ;x))−λ (x)≤
T−1
∑
k=0
ℓ(xu(k;x),u(k))− ℓ(x
∗,u∗)
4In the earlier work [9], a special case of a dissipativity condition requiring a linear storage function has already
been used, although the employed assumption was not recognized as a dissipativity condition.
5Given continuity of ℓ, such a minimizer exists, e.g., if X and U are compact or if ℓ is radially unbounded. If
the minimizer is not unique, in the following (x∗,u∗) denotes an arbitrary of the multiple minimizers.
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for all T ∈ N0. Dividing this inequality by T , taking the liminf on both sides and exploiting the
fact that the storage function λ is nonnegative, this results in
0≤ liminf
T→∞
λ (xu(T ;x))−λ (x)
T
≤ liminf
T→∞
∑T−1k=0 ℓ(xu(k;x),u(k))− ℓ(x
∗,u∗)
T
=−ℓ(x∗,u∗)+ liminf
T→∞
∑T−1k=0 ℓ(xu(k;x),u(k))
T
.
But this implies that the system is optimally operated at steady-state according to Definition 2.
Similarly, it was proven in [3, 29] that strict dissipativity on X×U with respect to the supply
rate (5) and the set X∗ = {x∗} is a sufficient condition for a slightly stronger property than
optimal steady-state operation. This slightly stronger notion was termed (uniform) subopti-
mal operation off steady-state and, loosely speaking, means that every other feasible input and
state trajectory pair of system (1) either results in an asymptotic average cost which is strictly
worse than that of the optimal steady-state or enters a neighborhood of the optimal steady-state
sufficiently often.
In two later publications [26, 29], it was shown that under an additional (local) controlla-
bility condition, (strict) dissipativity with respect to the supply rate (5) (and the set X∗ = {x∗})
is also necessary for optimal steady-state operation (uniform suboptimal operation off steady-
state). This can be proven by a contradiction argument. Namely, assuming optimal steady-state
operation but the system being not dissipative with respect to the supply rate (5), one can con-
struct a specific feasible periodic trajectory which results in an asymptotic average cost which
is strictly lower than ℓ(x∗,u∗), thus contradicting steady-state optimality. In summary, under
an additional controllability condition, dissipativity with respect to the supply rate (5) is an
equivalent characterization of optimal steady-state operation.
As mentioned in Section 1, a crucial question in economic MPC is to determine whether the
resulting closed-loop system converges to the optimal operating regime, i.e., the optimal steady
state x∗ in case of optimal steady-state operation. To this end, it turns out that again the same
strict dissipativity condition can be used. The crucial observation for the stability analysis is to
consider the rotated cost function L, defined as
L(x,u) := ℓ(x,u)− ℓ(x∗,u∗)+λ (x)−λ ( f (x,u)), (6)
and to note that strict dissipativity with respect to the supply rate (5) and the set X∗ = {x∗}
implies that L is positive definite with respect to the optimal steady state x∗. In case that suit-
able additional terminal constraints are used, one can show that the optimal solution u∗(·; xˆ) to
problem (2) is the same as that to problem (2) with ℓ replaced by L. This was first shown using
terminal equality constraints [9, 3] and subsequently extended to a setting with a terminal re-
gion and terminal cost [2]. Positive definiteness of L then allows to use standard stability results
from stabilizing MPC with positive definite cost functions, and hence to conclude asymptotic
stability of the optimal steady state x∗ for the resulting closed-loop system. In case that no
additional terminal constraints are employed, this equivalence between the optimal solutions of
problem (2) and the modified problem using L instead of ℓ does no longer hold. Here, positive
definiteness of the rotated cost L allows to establish certain turnpike properties of problem (2),
which in turn can be used to establish (practical) stability of the resulting closed-loop system,
compare [16, 22]. In fact, it turns out that under certain conditions, strict dissipativity with
respect to the supply rate (5) and the set X∗ = {x∗} and the turnpike property of problem (2) at
the optimal steady-state x∗ are equivalent [19, 15].
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To summarize the above, (strict) dissipativity with respect to the supply rate (5) and the set
X
∗ = {x∗} both allows to conclude that the system is optimally operated at steady state and
that the closed loop converges to x∗, i.e., the optimal operating regime is found. An interest-
ing question is to determine classes of systems that satisfy this dissipativity property. To this
end, the followind results have been obtained in the literature. It has first been noted in [9]
(compare also [8] for a rigorous proof) that linear systems with convex constraints (satisfying
a Slater condition) and a strictly convex cost function ℓ are strictly dissipative with respect to
the supply rate (5) and the set X∗ = {x∗}, using a linear storage function6 λ (x) = aT x+c. This
result has been extended in [8, 17] to cost functions which are only convex (instead of strictly
convex) in the state. In this case, the above strict dissipativity condition (with a quadratic stor-
age function λ ) is equivalent to certain eigenvalue conditions on the system matrix. For linear
systems with convex constraints and indefinite quadratic cost functions, the paper [5] devel-
ops conditions under which strict dissipativity with respect to the supply rate (5) and the set
X
∗ = {x∗} is satisfied. In this case, the optimal steady state is often located on the boundary of
the constraint set. Finally, in [31], it was shown that under some technical conditions, convex,
(state-)monotone nonlinear systems with convex constraints and convex, (state-)monotone cost
function are dissipative with respect to the supply rate (5).
5 Optimal periodic operation
We now turn to the more general case of optimal periodic operation. As described below, similar
results as in Section 4 can be obtained. To this end, two different types of dissipativity condi-
tions have been developed in the literature, a periodic dissipativity condition and a dissipativity
condition for a multi-step system. Recently, it was shown that both these conditions are, in fact,
equivalent to a standard dissipativity condition for system (1), analogous to Section 4. This will
be discussed in detail in the following.
We first define the notion of a periodic orbit.
Definition 3. A set of state/input pairs Π = {(xp0 ,u
p
0), . . . ,(x
p
P−1,u
p
P−1)} with P∈N is a feasible
P-periodic orbit of system (1) if (x
p
k ,u
p
k ) ∈ X×U for all k = 0, . . . ,P−1, x
p
k+1 = f (x
p
k ,u
p
k ) for
all k = 0, . . . ,P−2, and x
p
0 = f (x
p
P−1,u
p
P−1).
Given a periodic orbit Π, we denote its average cost by
ℓΠ :=
∑P−1k=0 ℓ(x
p
k ,u
p
k )
P
. (7)
We can now define optimal periodic operation of a system as follows, analogous to optimal
steady-state operation.
Definition 4. The system (1) is optimally operated at a periodic orbit Π, if for each x ∈ X with
U∞(x) 6= /0 and each u ∈U∞(x) the following holds:
liminf
T→∞
∑Tk=0 ℓ(xu(k;x),u(k))
T +1
≥ ℓΠ. (8)
6Nonnegativity of λ as required in Definition 1 then holds on any bounded set X.
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Analogous to optimal steady-state operation, optimal periodic operation means that no other
feasible input and state trajectory pair of system (1) can result in an asymptotic average cost
which is better than that of the periodic orbit Π. Clearly, if a system is optimally operated at
some periodic orbit Π∗, then Π∗ is the optimal periodic orbit for this system, i.e.,
ℓΠ∗ = inf
P∈N,Π∈SPΠ
ℓΠ, (9)
where SPΠ denotes the set of all feasible P-periodic orbits. Furthermore, note that the defini-
tion of optimal periodic operation contains the definition of optimal steady-state operation as a
special case (for P= 1).
As mentioned above, two different dissipativity conditions have separately been developed
in the literature to analyse optimal periodic operation. The first is a periodic dissipativity con-
dition and has been proposed in7 [36].
Definition 5. The system (1) is P-periodically dissipative on X×U with respect to the supply
rates sk(x,u)= ℓ(x,u)−ℓ(x
p
k ,u
p
k ), k= 0, . . . ,P−1, if there exist storage functions λk :R
n→R≥0
for k= 0, . . . ,P with λP = λ0 such that the following inequality is satisfied for all (x,u) ∈X×U
with f (x,u) ∈ X and all k = 0, . . . ,P−1:
λk+1( f (x,u))−λk(x)≤ sk(x,u). (10)
If there exists ρ ∈ K∞ such that (10) holds with sk(x,u) on the right hand side replaced by
sk(x,u)−ρ(|(x,u)|Π), then system (1) is strictly dissipative with respect to the supply rates sk
and the periodic orbit Π.
For P= 1 this definition recovers the dissipativity condition of Section 4, i.e., dissipativity of
system (1) with respect to the supply rate8 (5). In [36], it was shown that P-periodic dissipativity
with respect to the supply rates sk(x,u) = ℓ(x,u)− ℓ(x
p
k ,u
p
k ) implies that the system (1) is opti-
mally operated at the periodic orbit Π. Analogous to the optimal steady-state case in Section 4,
strict P-periodic dissipativity with respect to the supply rates sk(x,u) = ℓ(x,u)− ℓ(x
p
k ,u
p
k ) and
the periodic orbit Π implies a slightly stronger property than optimal periodic operation (uni-
form suboptimal operation off the periodic orbit Π, compare [36, 29] for a precise definition).
Furthermore, under the same strict periodic dissipativity condition, asymptotic stability of the
optimal periodic orbit for the closed-loop system can be established if suitable periodic terminal
constraints are added to problem (2), compare [36].
The second dissipativity condition that has been used in the literature to examine the case of
optimal periodic operation is based on the P-step system dynamics. Namely, define an extended
7The first periodic dissipativity condition in the context of economic MPC has already been proposed in [35].
However, besides the fact that the employed periodic storage functions are required to be linear as an extension of
the strong duality condition in [9], the periodic dissipativity condition as formulated in [35] can only be satisfied
by time-varying (periodic) systems, but not by time-invariant systems as in (1), compare [36, Remark 3.5].
8The definition of strict P-periodic dissipativity with P = 1 is slightly stronger than strict dissipativity with
respect to the supply rate (5) and the set X∗ = {x∗}, since both strictness in state and input is required. Such a
slightly stronger property is typically required in the context of optimal periodic operation in order to establish
closed-loop convergence to the optimal periodic orbit, compare, e.g., [36, 27]. Furthermore, in [36] a weaker
variant of strict periodic dissipativity with ρ(|(x,u)|Π) replaced by ρ(|(x)|ΠX) has been considered, where ΠX
denotes the projection of Π on X, resulting in a slightly weaker closed-loop stability property.
6
state x˜= (x˜0, . . . , x˜P−1) ∈ X
P, input u˜= (u˜0, . . . , u˜P−1) ∈ U
P and dynamics
x˜(t+1) =


xu˜(1; x˜P−1)
. . .
xu˜(P; x˜P−1)

=


f (x˜P−1, u˜0)
f ( f (x˜P−1, u˜0), u˜1)
. . .

 . (11)
Furthermore, define the cost function associated to the P-step system (11) as
ℓ˜(x˜, u˜) :=
P−1
∑
j=0
ℓ(xu˜( j; x˜P−1), u˜ j)
and |(x˜, u˜)|Π := ∑
P−1
j=0 |(xu˜( j; x˜P−1),u j)|Π. In [29], it was shown that dissipativity of the P-step
system (11) with respect to the supply rate
s(x˜, u˜) = ℓ˜(x˜, u˜)−PℓΠ (12)
is sufficient and (under an additional controllability condition) also necessary for optimal pe-
riodic operation. Similarly, strict dissipativity with respect to the supply rate (12) and the set9
Π is sufficient and (again under a suitable controllability condition) necessary for uniform sub-
optimal operation off the periodic orbit Π. Furthermore, the same strict dissipativity condition
for the P-step system can be used to show closed-loop convergence to the optimal periodic
orbit when applying economic MPC schemes with [33] and without [27] additional terminal
constraints in (2). Interestingly, however, convergence guarantees cannot necessarily be given
for a standard (one-step) MPC scheme but in general only when using a P-step MPC scheme,
meaning that the first P components of the optimal input sequence u∗(·; xˆ) are applied, before
problem (2) is solved again (compare [27]).
In a recent publication [23], it was shown that under some technical conditions, the two
above discussed different notions of (strict) dissipativity in the context of optimal periodic op-
eration are equivalent. In fact, they are equivalent to system (1) being dissipative with respect
to the supply rate
s(x,u) = ℓ(x,u)− ℓΠ, (13)
(respectively, strictly dissipative with respect to the supply rate (13) and the set Π). Note that
this is a standard (one-step) dissipativity condition for system (1), as defined in Definition 1.
The benefit of this result is that the cases of optimal steady-state and optimal periodic opera-
tion can now be treated within the same framework using standard dissipation inequalities (i.e.,
without having to define periodic dissipativity notions or multi-step system dynamics). Also,
the employed supply rates (5) and (13) are quite similar. In particular, they are of the form
s(x,u) = ℓ(x,u)− c, where the constant c is the asymptotic average cost of the optimal operat-
ing behavior (optimal steady-state or optimal periodic orbit). As shown in the following section,
such a dissipativity condition can also be used beyond optimal periodic operation. Furthermore,
when using the one-step dissipativity condition (13), various of the previous assumptions (such
as local controllability of the P-step system at the optimal periodic orbit) can be relaxed, and
closed-loop convergence to the optimal periodic orbit can be established under certain condi-
tions also for standard one-step MPC schemes without terminal constraints, compare [23].
9Here, again the slightly stronger version of strict dissipativity compared to (4) is needed, i.e., strictness in
both state and input, compare Footnote 8.
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6 General optimal operating conditions
The results of the previous two sections can be extended to optimal operating conditions which
are more general than steady-state or periodic operation, as was recently shown in [10, 25].
Namely, consider an arbitrary feasible state and input trajectory pair of system (1)
(x∗0,u
∗
0),(x
∗
1,u
∗
1), . . . (14)
with corresponding (best) asymptotic average cost defined as
ℓav := liminf
T→∞
∑Tk=0 ℓ(x
∗
k,u
∗
k)
T +1
. (15)
Then, it was proven in [10] that if system (1) is dissipative with respect to the supply rate
s(x,u) = ℓ(x,u)− ℓav, (16)
the optimal asymptotic average performance is given by ℓav. This means that for each x ∈ X
with U∞(x) 6= /0 and each u ∈U∞(x) the following holds:
liminf
T→∞
∑Tk=0 ℓ(xu(k;x),u(k))
T +1
≥ ℓav.
The proof of this fact is analogous to the one provided in Section 4 for optimal steady-state
operation, replacing ℓ(x∗,u∗) by ℓav. It is easy to see that both optimal steady-state and optimal
periodic operation are included as a special case, when using a constant or periodic trajectory
in (14), respectively.
Furthermore, a strict version of this dissipativity condition can again be used in order to
show closed-loop convergence to the optimal regime of operation. Namely, denote by Π the
closure of the set of all points of the trajectory (14), i.e., Π := cl{(x∗0,u
∗
0),(x
∗
1,u
∗
1), . . .}, and the
projection of Π on X by ΠX, i.e., ΠX := cl{x
∗
0,x
∗
1, . . .}. Then, if a suitable terminal region and
terminal cost function is employed and some technical assumptions hold, strict dissipativity of
system (1) with respect to the supply rate (16) and the set ΠX implies asymptotic stability of the
set ΠX for the resulting closed-loop system.
A different dissipativity condition has recently been proposed in [25] in the context of opti-
mal set operation, using parametric storage functions. Namely, consider some control invariant
set X ⊆ X and define Z := {(x,u) ∈ X×U : f (x,u) ∈ X} as well as U ∞(x¯) := {u ∈ U
N :
xu(k;x) ∈ X for all k ≥ 0}. Now consider the dissipation inequality
λ f (x¯,u¯)( f (x,u))−λx¯(x)≤ ℓ(x,u)− ℓ(x¯, u¯), (17)
where (x¯, u¯) ∈ Z. As shown in [25], if (17) is satisfied for all (x,u) ∈ X×U with f (x,u) ∈ X
and all (x¯, u¯) ∈ Z, then system (1) is optimally operated at the set Z. This means that for each
x ∈ X with U∞(x) 6= /0, each u ∈U∞(x), each x¯ ∈ X with U ∞(x¯) 6= /0, and each u¯ ∈U ∞(x¯) the
following holds:
liminf
T→∞
∑Tk=0 ℓ(xu(k;x),u(k))
T +1
≥ liminf
T→∞
∑Tk=0 ℓ(x¯u¯(k; x¯), u¯(k))
T +1
,
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i.e., the optimal asymptotic average performance is given by the asymptotic average perfor-
mance of an arbitrary trajectory inside the set Z. Again, also the converse statement is true
under an additional controllability assumption [25].
The dissipativity condition (17) uses a storage function which is parametrized by states x¯ ∈
X and can be seen as a generalization of the periodic dissipativity condition in Definition 5.
Namely, while Definition 5 uses P storage functions (i.e., parameterized by the optimal periodic
orbit in terms of its period length), the storage function in (17) is parameterized along arbitrary
trajectories in the set X. Using suitable terminal equality constraints specified by a trajectory
in X, it can be shown that the dissipativity conditon (17) strengthened to strict dissipativity with
respect to the set X ensures closed-loop convergence to X as desired [25].
7 Computation of storage functions
In this section, we briefly discuss how the above dissipativity properties can be verified, i.e.,
how suitable storage functions satisfying the relevant dissipation inequalities can be computed.
First, we note that also without explicitly verifying dissipativity, the above results can be
used as an a posteriori guarantee that - given a suitably designed economic MPC scheme - the
closed-loop system "‘does the right thing"’, i.e., converges to the optimal operating behavior:
(strict) optimal steady-state/periodic/set operation implies (strict) dissipativity, which in turn
can be used to conclude closed-loop convergence.
On the other hand, in order to obtain a priori guarantees about the optimal operating con-
ditions and the closed-loop behavior, (strict) dissipativity needs to be verified. To this end,
different approaches are available for different system classes (although it has to be mentioned
that no systematic procedure is available for general nonlinear systems). As has already been
discussed at the end of Section 4, for linear systems linear or quadratic storage functions can
be computed under certain conditions. If nonlinear polynomial systems subject to polynomial
cost and constraints are considered, sum-of-squares (SOS) programming can be employed to
verify dissipativity, compare, e.g., [11]. In the context of economic MPC, this method has, e.g.,
been applied in [14, 10] for verifying dissipativity in case of optimal steady-state and optimal
periodic operation, respectively. In these examples, the optimal steady-state cost ℓ(x∗,u∗) and
cost of the optimal periodic orbit ℓΠ, appearing in the supply rates (5) and (13), respectively,
had been assumed known (i.e., precomputed before verifying dissipativity).
On the other hand, in general the optimal operating behavior might be unknown a priori
and hence the optimal average cost appearing in the supply rates (5), (13), and (16) has to be
computed together with a suitable storage function. To this end, a computational procedure has
recently been proposed concurrently in [6] and [30]. Namely, there the following optimization
problem has been considered:
maximizec∈R,λ∈Λ c (18)
s.t. ℓ(x,u)− c+λ (x)−λ ( f (x,u))≥ 0 for all (x,u) ∈ Z, (19)
where Z := {(x,u) ∈ X×U : f (x,u) ∈ X} and Λ ⊆ C(Rn) is a given set of functions. Con-
straint (19) ensures that system (1) is dissipative with respect to the supply rate
s(x,u) = ℓ(x,u)− c. (20)
9
Denote by c∗ and λ ∗ the optimizers to this problem (assuming they exist). Hence, using the
same arguments as above, it follows that c∗ is a lower bound on the best achievable asymptotic
average cost, compare [10]. Unfortunately, problem (18)–(19) can, in general, not be solved
efficiently, since (even for a fixed, finite parameterization of Λ) it is a semi-infitite optimization
problem. Nevertheless, for polynomial system dynamics f and polynomial cost function ℓ,
sum-of-squares programming can again be employed to efficiently solve a relaxed formulation
of problem (18)–(19), compare [6, 30]. This is straightforward in case of no constraints, i.e.,
X = Rn and U = Rm. In case that state and/or input constraints are present which are given
in terms of polynomial inequalities, the Positivstellensatz or S-procedure can be used in order
to obtain again a relaxed formulation of problem (18)–(19), which can efficiently be solved by
SOS techniques [6, 30]. These methods can also be used to verify approximate dissipativity for
nonpolynomial systems by considering (polynomial) Taylor approximations [30].
In [6], it was additionally considered how strict dissipativity can be verified using prob-
lem (18)–(19). Namely, consider the set of points for which the constraint (19) is satisfied with
equality for c= c∗ and λ = λ ∗, i.e.,
M := {(x,u) ∈ Z : ℓ(x,u)− c∗+λ ∗(x)−λ ∗( f (x,u)) = 0}. (21)
The following results can now be obtained. IfM is a periodic orbit, then ℓM = c
∗ and system (1)
is strictly dissipative with respect to the supply rate (20) and the periodic orbit M. Conversely,
if system (1) is strictly dissipative with respect to the supply rate (13) and some periodic orbit Π
with storage function λ ∈ Λ, then c∗ = ℓΠ and Π ⊆ M. Extensions to more general operat-
ing conditions are also possible. Furthermore, in case that the above discussed relaxations via
SOS programming are employed, similar sufficient conditions for strict dissipativity can be ob-
tained (based on a set defined similarly toM in (21) and an additional complementary slackness
condition), albeit necessity does no longer hold, compare [6].
8 Time-varying case
In this section, we discuss how the above results can be extended to the time-varying case, i.e.,
time-varying system dynamics of the form
x(k+1) = f (k,k(k),u(k)), x(t0) = x0, (22)
together with a time-varying cost function ℓ(k,x(k),u(k)) and constraint sets X(k) and U(k).
While the main insights and proof techniques carry over, various technical subtleties become
more involved in this case.
The first issue is how to properly define the optimal operating behavior in the time-varying
case. To this end, two different approaches have been used in the literature. In [1], an averaged
criterion similar to the time-invariant case has been used. Namely, the system is optimally
operated at some feasible state and input trajectory pair (x∗(·),u∗(·)), if for all x ∈ X(k) with10
U∞(k,x) 6= /0 and each u ∈U∞(k,x) the following holds:
liminf
T→∞
∑Tk=0 ℓ(k,xu(k;x),u(k))− ℓ(k,x
∗(k),u∗(k))
T +1
≥ 0. (23)
10Analogous to the time-invariant case, U∞(k,x) denotes the (time-varying) set of all feasible input sequences
of infinite length for a given initial state x at time k.
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Similar to the previous sections, this means that no feasible state and input trajectory pair results
in a better asymptotic average cost than the pair (x∗(·),u∗(·)). Alternatively, a slightly stronger
definition of optimal system operation is employed in [21, 20], where the inequality (23) is
evoked in a non-averaged sense. In particular, optimal system operation at some feasible state
and input trajectory pair (x∗(·),u∗(·)) is given if for all x ∈ X(k) with U∞(k,x) 6= /0 and each
u ∈U∞(k,x) the following holds:
liminf
T→∞
T
∑
k=0
ℓ(k,xu(k;x),u(k))− ℓ(k,x
∗(k),u∗(k))≥ 0. (24)
This definition is related to the concept of overtaking optimality in the sense that the (cumu-
lative) cost encountered along the optimal trajectory pair (x∗(·),u∗(·)) is "‘overtaken"’ by the
(cumulative) cost encountered along any other feasible state and input trajectory pair at some
point in time.
Again, a suitable (time-varying) dissipativity condition can be employed to classify opti-
mal system operation and to analyze the closed-loop behavior of time-varying economic MPC
schemes.
Definition 6. The system (22) is dissipative with respect to the supply rate s :N0×R
n×Rm→R
if there exists a storage function λ :N0×R
n→R≥0 such that the following inequality is satisfied
for all k ∈ N0 and all (x,u) ∈ X(k)×U(k) with f (k,x,u) ∈ X(k+1):
λ (k+1, f (k,x,u))−λ (k,x)≤ s(k,x,u). (25)
If there exists ρ ∈ K∞ such that (25) holds with s(k,x,u) on the right hand side replaced by
s(k,x,u)−ρ(|(x,u)|(x∗(k),u∗(k))), then system (22) is strictly dissipative with respect to the supply
rates s and the trajectory pair (x∗(·),u∗(·)).
Using the same arguments as in the time-invariant case, one can show that dissipativity with
respect to the supply rate s(k,x,u) = ℓ(k,x,u)− ℓ(k,x∗(k),u∗(k)) is a sufficient condition for
optimal system operation at the trajectory pair (x∗(·),u∗(·)) in the sense of (23), compare [1].
However, this is not necessarily the case when using the stronger, non-averaged version (24)
of optimal system operation. Furthermore, strict dissipativity with respect to the supply rate
s(k,x,u) = ℓ(k,x,u)− ℓ(k,x∗(k),u∗(k)) and the the trajectory pair (x∗(·),u∗(·)) can (together
with some technical assumptions) be employed to establish (i) time-varying turnpike proper-
ties [21] and (ii) closed-loop (practical) convergence to the optimal trajectory pair (x∗(·),u∗(·)),
both for economic MPC schemes with11 [1] and without [20] suitable time-varying terminal
cost and terminal region.
9 Conclusions
Dissipativiy has turned out to play a crucial role in the context of economic model predictive
control, both for determining the optimal operating behavior of a system as well as for the
11In [1], the additional condition that λ is constant along x∗(·) is imposed. Note that from (25) together with
the definition of the supply rate s(k,x,u) = ℓ(k,x,u)− ℓ(k,x∗(k),u∗(k)), it follows that λ converges to a constant
value λ¯ when evaluated along x∗(·), i.e., limk→∞ λ (k,x
∗(k)) = λ¯ , but not necessarily that λ is constant along x∗(·)
for all k.
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analysis of the closed-loop dynamics. As shown above, to this end a dissipativity condition
with supply rate of the form
s(x,u) = ℓ(x,u)− c (26)
can be used12, where the constant c is the asymptotic average cost of the optimal operating be-
havior. This holds true for the basic case of optimal steady-state operation, for optimal periodic
operation, and also for more general optimal regimes of operation. This allows for the following
high-level intuition/interpretation. Recalling the "‘energy"’ interpretation of dissipativity given
in Section 3, a negative value of the supply rate s corresponds to "‘extracting energy"’ from
the system. In case of the supply rate (26), this is the case for all points (x,u) which have a
lower cost than the optimal asymptotic average cost c. Since dissipativity means that we cannot
extract an infinite amount of energy from the system, on average (asymptotically) the supply
rate must be nonnegative, which by (26) means that the optimal asymptotic average cost cannot
be lower than c.
Recently, some extensions and generalizations of the above results have been proposed, e.g.,
in the context of uncertain systems [4], for discounted optimal control problems [18, 28], and in
distributed [24] and multi-objective [32] settings. Here, however, the picture of the interplay of
suitable dissipativity conditions, optimal system operation and economic MPC schemes is still
much less complete and allows for many interesting directions for future research.
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