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Abstract
We consider a system of the form e2Du þ u ¼ gðvÞ;  e2Dv þ v ¼ f ðuÞ in O with
Neumann boundary condition on @O; where O is a smooth bounded domain in RN ; NX3
and f ; g are power-type nonlinearities having superlinear and subcritical growth at inﬁnity. We
prove that the least energy solutions to such a system concentrate, as e goes to zero, at a point
of the boundary which maximizes the mean curvature of the boundary of O:
r 2004 Elsevier Inc. All rights reserved.
Keywords: Superlinear elliptic systems; Spike-layered solutions; Positive solutions; Minimax methods
1. Introduction
We are concerned with the following system of elliptic equations with Neumann
boundary conditions:
e2Du þ u ¼ gðvÞ in O; ð1:1Þ
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e2Dv þ v ¼ f ðuÞ in O; ð1:2Þ
u; v40 in O; ð1:3Þ
@u
@n
¼ @v
@n
¼ 0 on @O; ð1:4Þ
where e40 is a small parameter, O is a C2 bounded domain of RN ; with NX3:
We assume
(H) f ; gAC1ðRÞ; f ð0Þ ¼ 0 ¼ f 0ð0Þ; gð0Þ ¼ 0 ¼ g0ð0Þ and there exist real numbers
c1; c240 and p; q42 such that 1p þ 1q4N2N and
lim
jsj-N
f 0ðsÞ
jsjp2 ¼ c1; limjsj-N
g0ðsÞ
jsjq2 ¼ c2: ð1:5Þ
Moreover, for some d40 and every sAR; sa0;
f ðsÞsXð2þ dÞFðsÞ40 and f 2ðsÞp2f 0ðsÞFðsÞ ð1:6Þ
and
gðsÞsXð2þ dÞGðsÞ40 and g2ðsÞp2g0ðsÞGðsÞ; ð1:7Þ
where FðsÞ :¼ R s
0
f ðsÞ ds and GðsÞ :¼ R s
0
gðsÞ ds: Since we look for positive solutions,
we let f ðsÞ ¼ gðsÞ ¼ 0 for sp0:
For example, we can consider nonlinearities such as
f ðsÞ ¼ AðsþÞa þ ðsþÞp1; gðsÞ ¼ BðsþÞb þ ðsþÞq1;
A; BX0; aAð2; p  1	; bAð2; q  1	; 1
p
þ 1
q
4
N  2
N
: ð1:8Þ
Let us recall some well-known results about the equation
e2Du þ u ¼ up in O; ð1:9Þ
u40 in O; ð1:10Þ
@u
@n
¼ 0 on @O; ð1:11Þ
where e40 is a small parameter, O is a smooth bounded domain of RN ; with NX3
and 1ppo 2N
N2: In [5–7], the authors proved the existence of a nontrivial solution ue
ARTICLE IN PRESS
A. Pistoia, M. Ramos / J. Differential Equations 201 (2004) 160–176 161
to problem (1.9)–(1.11) for e small enough, they showed that ue attains its maximum
value at a point PeA@O and that, up to subsequences, Pe; as e goes to zero,
approaches a point P0; which maximizes the mean curvature of the boundary of O:
In [2], the authors consider system (1.1)–(1.4) with special nonlinearities given in
(1.8) with A ¼ B ¼ 0 and, using a dual variational formulation of the problem, they
proved that there exist nontrivial positive solutions ue and ve provided e is small
enough. Moreover, if p; qo 2N
N2; ue and ve have global maximum point at points Pe
and Qe; respectively, which belong to the boundary of O and have a common limit
point.
In [8], Ramos and Yang, using a variational argument, consider a more general
class of nonlinearities and they prove the following result.
Theorem 1.1. Under assumptions (H), there exists e040 such that for any 0oeoe0
problem (1.1)–(4.1) has nonconstant positive solutions ue; veAC2ð %OÞ: Moreover, both
functions ue and ve attain their maximum value at some unique and common point
PeA@O:
At this point a natural question arises: if Pe approaches a point P0 as e goes to
zero, is it true that P0 maximizes the mean curvature of the boundary of O? The
answer is known to be positive for the single equation (cf. [4,7]) and for the particular
case of the system treated in [2]. In the present paper we extend these results to our
more general framework.
Theorem 1.2. Let, up to a subsequence, P0 :¼ lime-0 Pe (see Theorem 1.1). Then
HðP0Þ ¼ max
PA@O
HðPÞ;
where HðPÞ denotes the mean curvature of @O at the boundary point P:
Here we use some ideas introduced by Del Pino and Felmer [4], where they
essentially proved the same result of Ni and Takagi (i.e. the least energy solutions ue
to (1.9)–(1.11) concentrate around the maximum point of the mean curvature of the
boundary, as e goes to zero), but using a different method. More precisely we recall
that, in order to prove such a result, Ni and Takagi estimate the error commited
when approximating the scaled function eueðxÞ :¼ ueðex þ PeÞ by its limit u which
solves the limiting equation
Du þ u ¼ up in RN ; ð1:12Þ
u40 in RN ; uð0Þ ¼ max
xARN
uðxÞ; ð1:13Þ
lim
jxj-þN
uðxÞ ¼ 0: ð1:14Þ
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At this aim they need the crucial assumption that solution to (1.12)–(1.14) is unique.
On the other hand, Del Pino and Felmer [4] do not need this condition, because they
estimate the error commited when approximating the energy of the least energy
solution ue to (1.9)–(1.11) by the energy of the least energy solution of the limiting
problem (1.12)–(1.14).
In our case we point out that a uniqueness result for the limiting system
Du þ u ¼ gðvÞ in RN ; ð1:15Þ
Dv þ v ¼ f ðuÞ in RN ; ð1:16Þ
u; v40 in RN ð1:17Þ
is not known. On the other hand, if we denote by I is the (strongly indeﬁnite) energy
functional associated to the system, namely
Iðu; vÞ ¼
Z
O
ðe2/ru;rvSþ uv  FðuÞ  GðvÞÞ dx; ð1:18Þ
then it is known that the underlying minimax theorem associated to its ground-state
level is an inﬁnite-dimensional linking theorem; this is in contrast with the scalar case
(single equation), whose corresponding ground-state level is a one-dimensional
mountain-pass energy level. Nevertheless, we are able to fully exploit a variational
characterization (of Nehari type) used in [8] so as to derive sharp estimates on the
ground-state levels Iðue; veÞ; where ðue; veÞ are the solutions to (1.1)–(1.4) given in [8]
(see Theorems 3.4 and 4.2).
The paper is organized as follows. In Section 2, we recall some results obtained in
[8]. In Section 3, we estimate the ground-state level from below and in Section 4, we
estimate the ground-state level from above.
2. Some known results
Let ðue; veÞ be any ground-state solution to (1.1)–(1.4), that is, Iðue; veÞ is the least
critical level among all nonzero solutions of the problem. Moreover, we ﬁx ðue; veÞ in
such a way that their Morse indices is not greater than 2 (see [8] for a discussion of
this point).
Let xe be the common maximum point of ue and ve (see Theorem 1.1). We ﬁx a
sequence ej-0 in such a way that exj :¼ xej-P0A@O and consider the corresponding
rescaled solutions of the system:
eujðxÞ ¼ uej ðejx þ exjÞ; evjðxÞ ¼ vej ðejx þ exjÞ; xAeOj :¼ O exjej :
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According to Theorem 1.1 in [8], in the following we may assume without loss of
generality that 2oq ¼ po2N=ðN  2Þ: Also, in order to simplify the notations, we
assume that the unit outward normal of O at the point P0 is the vector
ð0;y; 0;1ÞARN :
Next we recall some facts proved in [8].
Proposition 2.1. As j-N; euj and evj converge in C2loc to positive solutions
u; vAH2ðRNþÞ-C2ðRNþÞ of the system
Du þ u ¼ gðvÞ in RN ; ð2:1Þ
Dv þ v ¼ f ðuÞ in RN ; ð2:2Þ
u; v40 in RN ; ð2:3Þ
@u
@n
¼ @v
@n
¼ 0 on @RNþ ; ð2:4Þ
where RNþ ¼ fxARN : xN40g:
It is known (cf. [3]) that u; v can be seen as restrictions to RNþ of radially symmetric
solutions of the system in the whole space RN :
Lemma 2.2. For any d40 there exists j0AIn and R40 such that, for every jXj0;Z
eOj-fx: jxjXRgðjreu2j þ jrevjj2 þ eu2j þ ev2j þ f ðeujÞeuj þ gðevjÞevjÞpd; ð2:5Þ
and also Z
eOj-fx: jxjXRgððf eujÞeuj þ gðevjÞevjÞ jxN jÞpd:
Moreover, there exists C40 such thatZ
eOj ðjD2euj j2 þ jD2euj j2ÞpC; 8 jAIN:
Proof. The ﬁrst conclusion in the Lemma was proved in [8, Proposition 1.6], by
using the information on the Morse index of the solutions. It also proved in [8,
Theorem 2.1] that this leads to the conclusion that the solutions decay uniformly in j;
i.e. for any given d40 we can ﬁnd R40 and j0AN such that
eujðxÞ þ evjðxÞ þ jreujðxÞj þ jrevjðxÞjpd; 8jXj0; xAeOj : jxjXR:
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Now, ﬁx any 0oao1 and let CðxÞ ¼ eajxj: Let j be a cut-off function such that
j ¼ 0 in BR=2ð0Þ and j ¼ 1 in RN \BRð0ÞÞ; where R ¼ RðdÞ:
By choosing a small 0odo1 a; we multiply our equations by eujC2j2 andevjC2j2 respectively, we integrate by parts and use straightforward computations to
deduce, thanks to (2.5) and the fact that f ðsÞ=s-0 and gðsÞ=s-0 as s-0; that, for
some C40; Z
eOj-fx: jxjXRgððf ðeujÞeuj þ gððevjÞevjÞCÞpC;
thus also, for some C0; Z
eOj ððf ðeujÞeuj þ gðevjÞevj CÞpC0:
This implies the second conclusion in the Lemma. As for the boundedness of the
second derivatives, we simply observe that since
@euj
@n ¼ 0 and also
@
@xi
@euj
@n
 
¼ 0 for
every jAN and every i ¼ 1;y; N; then, by integrating by parts twice in eOj;Z
eOj jD2eujj2 ¼
Z
eOj ðDeujÞ2;
and similarly for D2evj ; and the conclusion follows. &
Now let us make some remarks about the mean curvature. Let PA@O and consider
a diffeomorphism F which straightens a boundary portion near P; as described e.g.
in [6, p. 823]. In particular, we assume (through translation and rotation of the
coordinate system) that the unit outward normal of O at the point P is the vector
ð0;y; 0;1ÞARN : So, Fð0Þ ¼ P; DFð0Þ ¼ Id and we denote by C the local inverse
of F: We recall from [6, Lemma A.1], that there exists some constant C ¼ CðPÞ such
that
det DðFðxÞÞ ¼ 1 CxN þOðjxj2Þ as jxj-0: ð2:6Þ
By deﬁnition, the mean curvature of @O at the point P is HðPÞ ¼ CðPÞ=ðN  1Þ:
Thus, for example, if O ¼ fxN4rðx0Þg and @O ¼ fxN ¼ rðx0Þg where r : RN1-R
is such that P ¼ ðP0; rð0ÞÞ and rrð0Þ ¼ 0 then, as shown in [6],
CðPÞ ¼ Drð0Þ:
We observe that in this case Fðx0; xNÞ ¼ ðx0; rðx0ÞÞ  xNnððx0; rðx0ÞÞ where nðyÞ
stands for the unit outward normal of O at the point yA@O; namely, nððx0; rðx0ÞÞ ¼
ARTICLE IN PRESS
A. Pistoia, M. Ramos / J. Differential Equations 201 (2004) 160–176 165
ðrrðx0Þ;1Þ so that
Fðx0; xNÞ ¼ ðx0  xN rrðx0Þ; rðx0Þ þ xNÞ
and
CðPÞ ¼ Drð0Þ ¼ DFNð0Þ:
Taking derivatives in the identity CNðFðxÞÞ ¼ xN and using the fact that DFð0Þ ¼
DCðPÞ ¼ Id we also see that
DCNðPÞ ¼ DFNð0Þ ¼ Drð0Þ: ð2:7Þ
3. Estimating the ground-state levels from above
Given any PA@O; let Oj :¼ 1ejðO PÞ and
ujðxÞ ¼ u Cðejx þ PÞej
 
wðCðejx þ PÞÞAH1ðOjÞ;
where wACNðRNÞ is radially symmetric (in particular, @w@xN ¼ 0 on @RNþ ), w ¼ 1 in
Brð0Þ and w ¼ 0 in RN \B2rð0Þ; for a small r40: By construction, @uj@nðxÞ ¼ 0 for every
xA@Oj: We deﬁne vj in a similar way.
In fact, for simplicity of notations we take P ¼ 0; so that Oj :¼ 1ej O and
ujðxÞ ¼ u CðejxÞej
 
wðCðejxÞÞAH1ðOjÞ: ð3:1Þ
It was observed in [8] that uj and vj satisfy, over Oj;
Duj þ uj ¼ gðvjÞ þ mjðxÞ; Dvj þ vj ¼ f ðujÞ þ njðxÞ; ð3:2Þ
where mjðxÞ and njðxÞ are oð1Þ; in the sense that
R
Oj
jmjðxÞfjðxÞj dx ¼ oð1Þ as j-N
and similarly to njðxÞ; provided jjfjjj is bounded. In fact, a direct computation (see
the proof of Lemma 3.1) shows thatZ
Oj
mjðxÞfjðxÞ dx ¼ jjfjjj OðejÞ as j-N ð3:3Þ
and similarly for njðxÞ: We need a more precise estimate.
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Lemma 3.1. Z
Oj
ðmjvj þ njujÞ ¼ ejDrð0Þ
Z
@RNþ
uv þ oðejÞ as j-N:
Proof. In computing Duj; all terms involving derivatives of w are affected by a
coefﬁcient ej and so they are oðejÞ; since u; vAH1ðRNþÞ: The remaining terms are of the
form
w
X
i;k;c
@2u
@xi@xc
@Cc
@xk
@Ci
@xk
þ ejw
X
i
@u
@xi
DCi ð3:4Þ
evaluated at appropriate points. Divide the second term by ej; multiply it by vj and
proceed similarly by interchanging uj with vj; to arrive at the expression
XN
i¼1
Z
Oj
@w
@xi
CðejxÞ
ej
 
DCiðejxÞw2ðCðejxÞÞ dx;
where w :¼ uv: Changing variables through y ¼ CðejxÞ=ej; this reads as
XN
i¼1
Z
CðOÞ=ej
@w
@xi
ðyÞDCiðFðejyÞÞw2ðejyÞ det DFðejyÞ dy:
Taking limits and using Lebesgue’s dominated convergence theorem we arrive at
XN
i¼1
DCið0Þ
Z
RNþ
@w
@xi
:
Since
R
RN1 rx0wðx0; xNÞ dx0 ¼ 0 (as wð; xNÞ is an even function in RN1), the above
expression reduces to DCNð0Þ
R
RNþ
@w
@xN
; i.e. DCNð0Þ
R
@RNþ
uv: Using (2.7) we
conclude that
XN
i¼1
Z
Oj
@w
@xi
CðejxÞ
ej
 
DCiðejxÞw2ðCðejxÞÞ dx-Drð0Þ
Z
@RNþ
uv: ð3:5Þ
This is the boundary term which appears in the expression of the statement of
Lemma 3.1.
Next we look at the ﬁrst term in (3.4). Since DCðFðejxÞÞ-DCð0Þ ¼ Id; we have
that @Cc@xk
@Ci
@xk
¼ dickoðejÞ (dick ¼ 1 if i ¼ c ¼ j and dick ¼ 0 otherwise). Thus, using
Lebesgue’s dominated convergence theorem and the fact that u; vAH2ðRNþÞ and
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satisfy (2.1)–(2.4), we are reduced to the analysis of terms of the form
f u
CðejxÞ
ej
  
wðCðejxÞÞ  f ðujðxÞÞ:
Multiply this by any fjAH
1ðOjÞ (with jjfjjj bounded) and use the same change of
variable as before, to arrive atZ
CðOÞ=ej
½ f ðuðyÞÞwðejyÞ  f ðuðyÞwðejyÞÞ	 efjðyÞ det DFðejyÞ dy; ð3:6Þ
where efjðyÞ :¼ fjðFðejyÞ=ejÞ remains bounded in H1ðCðOÞ=ejÞ: Observe that the
term in brackets can be written as
f ðuðyÞÞ ðwðejyÞ  1Þ þ ðf ðuðyÞÞ  f ðuðyÞwðejyÞÞÞ;
then, since j f 0ðuðyÞÞjpC; jf ðuðyÞÞjpCuðyÞ and uAH1ðRNþÞ; we see that the quantity
in (3.6) is oðejÞ: &
We denote by Ij (resp. IN) the energy functional obtained from (1.18) by setting
e ¼ 1 and by replacing O by Oj (resp. by replacing O by RNþ).
Lemma 3.2. We have that
Ijðuj; vjÞ ¼ INðu; vÞ  ejðN  1ÞHðPÞgþ oðejÞ as j-N;
where g is the positive constant given by
g :¼ gðf Þ þ gðgÞ þ 1
2
Z
@RNþ
uv
with
gðf Þ :¼
Z
RNþ
1
2
f ðuÞu  FðuÞ
 
xN dx
and similarly for gðgÞ:
Proof. Thanks to (2.5), it follows easily, as in [6, p. 828], thatZ
Oj
1
2
f ðujÞuj  FðujÞ
 
¼
Z
RNþ
1
2
f ðuÞu  FðuÞ
 
 ejDrð0Þgðf Þ þ oðejÞ:
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Using this together with (3.2) and Lemma 3.1 yield that
Ijðuj ; vjÞ :¼
Z
Oj
ð/ruj;rvjSþ ujvj  FðujÞ  GðvjÞÞ
¼
Z
Oj
1
2
f ðujÞuj  FðujÞ
 
þ
Z
Oj
1
2
gðvjÞvj  GðvjÞ
 
þ 1
2
Z
Oj
ðmjvj þ njujÞ
¼
Z
RNþ
1
2
f ðuÞu  FðuÞ
 
þ
Z
RNþ
1
2
gðvÞv  GðvÞ
 
 ejDrð0Þðgðf Þ þ gðgÞÞ þ oðejÞ þ 1
2
Z
Oj
ðmjvj þ njujÞ
¼
Z
RNþ
1
2
f ðuÞu  FðuÞ
 
þ
Z
RNþ
1
2
gðvÞv  GðvÞ
 
 ejDrð0Þ gðf Þ þ gðgÞ þ 1
2
Z
@RNþ
uv
 !
þ oðejÞ
¼ INðu; vÞ  ejDrð0Þgþ oðejÞ;
as claimed. &
It is proved in [8, Theorem 3.5] that
sup
E"Rþðuj ;vjÞ
Ij ¼ Ijðuj; vjÞ þ oð1Þ; ð3:7Þ
where E :¼ fðf;fÞ;fAH1ðOjÞg: We need a more precise estimate.
Lemma 3.3. We have that
sup
E"Rþðuj ;vjÞ
Ij ¼ Ijðuj; vjÞ þ oðejÞ as j-N:
Proof. This is somehow proved in [8], in the basis of an argument by contradiction.
Since this lemma is a delicate and crucial point in the proof of our main result, we
show with some detail how the argument used there can be adapted to our purposes.
The proof uses (3.2), (3.3), Lemma 3.1 and the decay property of the solutions (cf.
(2.5)). Let the supremum be attained at sjðuj; vjÞ þ tjðfj;fjÞ with jjfjjj ¼ 1 and
jtj j þ jsjjpC (it is proved in [8] that this is indeed the case). Denote
wjðs; tÞ :¼ Ijðsðuj ; vjÞ þ tðfj ;fjÞÞ; ð3:8Þ
so that ðsj ; tjÞ is a maximum point for wj:
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Step 1: We claim that
lim
j-N
sj ¼ 1: ð3:9Þ
We argue by contradiction, assuming that jsj  1jXd40 along a subsequence. In this
case, the functions
cj :¼
tj
1 sj fj ð3:10Þ
are bounded independently of j: We then consider the new function
ajðsÞ :¼ Ijðsðuj; vjÞ þ ð1 sÞðcj;cjÞÞ;
which has a maximum point at s ¼ sj: We also denote by bjðsÞ the function aj
evaluated at points where a0j vanishes (no implicit function theorem is used here; in
fact, an explicit expression for bj can be derived). So, bjðsjÞ ¼ ajðsjÞ and it is proved
in [8] that if lim inf jsj  1j40 then there exist r40 and some point esj lying between
sj and 1 such that
bjðesjÞoajð1Þ  r;
moreover, bjð0Þp0; bjð1Þ ¼ ajð1Þ þ oð1Þ; b0jð1Þ40 for large values of j and b0jðsÞa0
at any point s such that bjðsÞ40: We arrive at a contradiction in each of the
following two cases (i) and (ii).
(i) Suppose that 0osjo1: Then bjð0Þp0oajð1ÞpajðsjÞ ¼ bjðsjÞ while
bjðesjÞoajð1Þ  rpajðsjÞ  r ¼ bjðsjÞ  robjðsjÞ; that is
maxfbjð0Þ; bjðesjÞgobjðsjÞ
with sjA	0; esj½: This implies that b0j must vanish at some point s with bjðsÞ40; which
is impossible, as we mentioned above.
(ii) Suppose that 1osj : Then also esj41 and, for large values of j;
bjðetjÞoajð1Þ  robjð1Þ:
Since b0jð1Þ40; again b0 must vanish at some point s such that bjðsÞ40; a
contradiction. This establishes (3.9).
Step 2: We claim that there exists C40 such that
jtjjpCðjsj  1j þ ejÞ: ð3:11Þ
Denote yjðtÞ ¼ wjðsj; tÞ; i.e.
yjðtÞ ¼ Ijðsjðuj; vjÞ þ tðfj;fjÞÞ;
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so that y0jðtjÞ ¼ 0: A direct computation shows that y00j ðtÞp 2 for every t and every
j; and moreover
jy0jð0ÞjpCðjsj  1j þ ejÞ: ð3:12Þ
Concerning (3.12), we observe that
y0jð0Þ ¼ ðsj  1Þ
Z
f ðujÞfj  ðsj  1Þ
Z
gðvjÞfj
þ
Z
ðf ðujÞ  f ðsjujÞÞfj 
Z
ðgðvjÞ  gðsjvjÞÞfj
þ sj
Z
ðnjfj  mjfjÞ:
The ﬁrst two integrals are Oðjsj  1jÞ while, according to (3.3) the last integral is
OðejÞ: Concerning the third integral, we observe that jf 0ðsÞjpCðjsj þ jsjp2Þ; thus
also jf 0ðsÞjpCðjsj þ jsjp1Þ for every sAR (with 2opo2%), and then Ho¨lder’s
inequality shows that the integral is Oðjsj  1jÞ: Similarly for the fourth integral, and
this establishes (3.12). Recalling that y00j ðtÞp 2 for every t and that y0jðtjÞ ¼ 0; the
claim follows from (3.12).
Step 3. We claim that there exists C40 such that, for every j;
jsj  1j þ jtjjpCej: ð3:13Þ
In view of (3.11), we may already assume that ejpjsj  1j for every j: In this case, the
functions cj as deﬁned in (3.10) are bounded independently of j and so we consider
again ajðsÞ as in Step 1. A direct computation and (3.3) show that
a0jð1Þ ¼
Z
mjðvj þ cjÞ þ
Z
njðuj  cjÞ ¼ OðejÞ: ð3:14Þ
On the other hand, it was proved in [8] that supjs1joda00j ðsÞo0 if d is sufﬁciently
small. Since sj-1; we conclude that
ja00j ðsÞjXr40 for every s betweeen sj and 1: ð3:15Þ
Combining (3.14) and (3.15) yields that jsj  1jpCej: Taking also (3.11) into
account, the claim follows.
Step 4: Let wj be as in (3.8). Then
@wj
@s
ð1; 0Þ ¼ /rIjðuj; vjÞ; ðuj; vjÞS ¼
Z
ðnjuj þ mjvjÞ ¼ oð1Þ
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and
@wj
@t
ð1; 0Þ ¼ /rIjðuj; vjÞ; ðfj;fjÞS ¼
Z
ðnjfj  mjfjÞ ¼ oð1Þ:
Thus
wjðsj; tjÞ ¼ wjð1; 0Þ þ ðsj  1Þ
@wj
@s
ð1; 0Þ þ tj
@wj
@t
ð1; 0Þ þ oðjsj  1j þ jtj jÞ
¼ wjð1; 0Þ þ oðejÞ
as follows from (3.13). &
Finally, consider the ground-state levels Iðue; veÞ deﬁned in the introduction. The
following result holds.
Theorem 3.4. For any PA@O;
Iðuej ; vej ÞpeNj ½INðu; vÞ  ejðN  1ÞHðPÞgþ oðejÞ	 as ej-0;
where g is the positive constant defined in Lemma 3.2 and ðu; vÞ is given in
Proposition 2.1.
Proof. By construction (cf. [8]),
Ijðeuj ;evjÞp sup
E"Rþðuj ;vjÞ
Ij: ð3:16Þ
Thus, using Lemmas 3.2 and 3.3 (we also recall from Section 2 the notation HðPÞ ¼
Drð0Þ=ðN  1Þ for the mean curvature), we deduce
Ijðeuj ;evjÞpINðu; vÞ  ejðN  1ÞHðPÞgþ oðejÞ as ej-0:
Then the claim easily follows. &
4. Estimating the ground-state levels from below
The estimate of the ground-state level from below is very similar to the one in the
previous section and so we only stress the differences. Our next lemma will be used in
place of (3.16).
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Lemma 4.1. For any e ¼ ðe1; e2Þ with e1; e2AH1ðRNþÞ; it holds
INðu; vÞp sup
E"Rþe
IN;
where E :¼ fðj;jÞ;jAH1ðRNþÞg; provided e ¼ ðe1; e2ÞeE:
Proof. Denote by S the supremum above. It follows from the well-known Benci–
Rabinowitz’s linking theorem (see e.g. [1]) that IN admits a Palais–Smale sequence
zn ¼ ðun; vnÞAH1ðRNþÞ  H1ðRNþÞ; such that dpINðznÞpS þ oð1Þ for some d40:
Denote by ezn the reﬂection of zn with respect to the hyperplane xN ¼ 0 and by eIN the
energy functional associated to the system in (2.1)–(2.4), but deﬁned in the whole
space H1ðRNÞ  H1ðRNÞ: Then ezn is a Palais–Smale sequence for eIN and eINðeznÞ ¼
2INðznÞ: By standard arguments, up to a subsequence and up to translations, ðeznÞ
converges weakly to a nonzero critical point ez of eIN and, thanks to Fatou’s lemma,eINðezÞp2S:
Now, since f ðsÞ ¼ 0 ¼ gðsÞ for every sp0; it follows from the maximum principle
and from the symmetry result in [3] that, up to a translation, ez ¼ ðez1;ez2Þ; where bothez1 and ez2 are positive and radially symmetric with respect to the origin. We denote by
z the restriction of ez to RNþ  RNþ :
As shown in [8] (cf. (3.16) and (3.7)), we have that
Ijðeuj;evjÞpINðzÞ þ oð1ÞpS þ oð1Þ:
Taking limits leads to INðu; vÞpS; as claimed. &
Theorem 4.2. Let P0 ¼ limj exj: We have that
Iðuej ; vej ÞXeNj ½INðu; vÞ  ejðN  1ÞHðP0Þgþ oðejÞ	 as ej-0;
where g is the positive constant defined in Lemma 3.2 and ðu; vÞ is given in
Proposition 2.1.
Proof. We will prove that
Ijðeuj;evjÞXINðu; vÞ  ejðN  1ÞHðP0Þgþ oðejÞ as ej-0:
Let F be a diffeomorphism which straightens a boundary portion near P0; as in
Section 3. For simplicity of notations, we assume that P0 ¼ 0 and that the unit
outward normal of O at P0 is the vector ð0;y; 0;1ÞARN : For each j; we also ﬁx a
local diffeomorphism F j in such a way that F jð0Þ ¼ exj and det DF jð0Þ ¼ 1;
and moreover F j-F in the C2 norm, as j-N; as well as their inverses Cj-C:
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Next, we let
%ujðxÞ ¼ euj F jðejxÞ  exjej
 
wðFðejxÞ  exjÞAH1ðRNþÞ; ð4:1Þ
where w is as in (3.1). We observe that %uj is indeed well-deﬁned, since
F jðej xÞexj
ej
AeOj :¼
Oexj
ej
: It is clear that
@ %uj
@xN
¼ 0 on @RNþ and that limj-N %ujðxÞ ¼ limj-N eujðxÞ ¼ uðxÞ;
for every x: We deﬁne %vj in a similar way.
Thanks to Lemma 2.2 we can deduce as in Lemma 3.1 that uj and vj satisfy,
over RNþ ;
D %uj þ %uj ¼ gð%vjÞ þ %mjðxÞ; D%vj þ %vj ¼ f ð %ujÞ þ %njðxÞ;
where %mj and %nj are such thatZ
RNþ
ð %mj %vj þ %nj %ujÞ ¼ ejDrð0Þ
Z
@RNþ
uv þ oðejÞ as j-N: ð4:2Þ
It also follows as in Lemma 3.2 thatZ
RNþ
ð1
2
f ð %ujÞ %ujFð %ujÞÞ ¼
Z
eOj ð12 f ðeujÞeuj  FðeujÞÞ þ ej Drð0Þ gðf Þ þ oðejÞ
and, subsequently, thanks to (4.2), that
INð %uj; %vjÞ ¼ Ijðeuj;evjÞ þ ej Drð0Þgþ oðejÞ as j-N; ð4:3Þ
where g is the positive constant deﬁned in Lemma 3.2. A part from Lemma 2.2, the
main point here is to observe that
det DCjðejy þ exjÞ ¼ 1þ ejDrð0ÞyN þ oðejÞ: ð4:4Þ
On the other hand, to prove (4.4), let us denote bjðejÞ :¼ det DCjðejy þ exjÞ and
b0ðejÞ :¼ det DCðejy þ P0Þ: Then, using (2.6),
det DFðCðejy þ exjÞ ¼ 1 Drð0ÞCNðejy þ exjÞ þ OðjCðejy þ exjÞj2Þ
¼ 1 Drð0Þej/DCNðexjÞ; ySþ oðejÞ
¼ 1 Drð0ÞejyN þ oðejÞ;
yielding
b0ðejÞ ¼ ðdet DFðCðejy þ exjÞÞÞ1 ¼ 1þ Drð0ÞejyN þ oðejÞ;
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thus
bjðejÞ  1
ej
¼ bjðejÞ  bjð0Þ
ej
¼ 1
ej
Z ej
0
b0j
¼ 1
ej
Z ej
0
ðb0j  b00Þ þ
b0ðejÞ  1
ej
-Drð0ÞyN ;
since b0j-b
0
0 uniformly, and (4.4) follows.
Finally, combining Lemma 4.1 and the argument in Lemma 3.3, we see that
INðu; vÞp sup
E"Rþð %uj ;%vjÞ
IN ¼ INð %uj; %vjÞ þ oðejÞ as j-N: ð4:5Þ
Then from (4.3) and (4.5) we deduce
Ijðeuj;evjÞXINðu; vÞ  ejðN  1ÞHðP0Þgþ oðejÞ as ej-0;
as claimed. &
Proof of Theorem 1.2. From Theorems 3.4 and 4.2 it follows that HðP0ÞXHðPÞ; for
any PA@O: That proves our claim. We also observe that we have shown in Lemma
4.1 that
cN :¼ INðu; vÞ
is the ground-state level for the limit system in RNþ : In conclusion, we recover for our
system an asymptotic formula similar to the one in [4, Eq. (4.13)] for the single
equation:
Iðue; veÞ ¼ eN cN  EðN  1Þ HðxeÞ gþ oðeÞ½ 	 as e-0: &
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