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On the Maximal Multiplicity of Block Sizes in a
Random Set Partition
L. Mutafchiev∗† and M. Savov‡
Abstract
We study the asymptotic behavior of the maximal multiplicity Mn =
Mn(σ) of the block sizes in a set partition σ of [n] = {1, 2, ...., n}, as-
suming that σ is chosen uniformly at random from the set of all such
partitions. It is known that, for large n, the blocks of a random set
partition are typically of size W = W (n), with WeW = n. We show
that, over subsequences {nk}k≥1 of the sequence of the natural num-
bers, Mnk , appropriately normalized, converges weakly, as k → ∞, to
max {Z1, Z2 − u}, where Z1 and Z2 are independent copies of a stan-
dard normal random variable. The subsequences {nk}k≥1, where the
weak convergence is observed, and the quantity u depend on the frac-
tional part fn of the function W (n). In particular, we establish that
limk→∞
(
1
2pi
) 1
4 min {fnk , 1− fnk}
√
nk/ log
7/4 nk = u ∈ [0,∞)∪{∞}. The
behavior of the largest multiplicity Mn is in a striking contrast to the
similar statistic of integer partitions of n. A heuristic explanation of this
phenomenon is also given.
Key words: set partition, block size, maximum multiplicity, saddle point
method, limiting distribution
Mathematics Subject classifications: 05A18, 60C05, 60F05
1 Introduction
A partition σ of the set [n] := {1, 2, ..., n} is a representation of [n] as a union
of disjoint, non-empty subsets called blocks. A block has size j, j = 1, 2, ..., n, if
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it has cardinality j. A partition σ of [n] obviously defines the representation:
n =
n∑
j=1
jµ(j), (1)
where µ(j) ≥ 0 denotes the multiplicity (frequency) of blocks of size j. The
total number of set partitions of [n], Bn, is called n-th Bell number. It is well
known that ∞∑
n=0
Bn
n!
xn = ee
x−1, (2)
where x is a formal (complex) variable and B0 := 1 (regarding that ∅ has exactly
one partition - the empty partition). Moreover, (2) implies the following formula
for Bell numbers:
Bn = e
−1
∞∑
k=0
kn
k!
.
An asymptotic representation of the numbers Bn, as n→∞, was found first by
Moser and Wyman [9]. We have
Bn
n!
∼ e
eW−1
Wn
√
2piW (W + 1)eW
, n→∞,
where W =W (n) is the unique positive root of the equation
WeW = n, (3)
from which one can get
W (n) = logn− log logn+O
(
log logn
logn
)
, n→∞. (4)
For more details, we refer the reader, e.g., to [3, Chapter 6] and [5, Chapter
VIII.4].
Further, we introduce the uniform probability measure P on the set of all
partitions of [n] assuming that the probability 1/Bn is assigned to each n-set
partition σ. In this way, each numerical characteristic of σ becomes a random
variable (a statistic in the sense of the random generation of set partitions of
[n]). In the following, we will be interested in the asymptotic behavior of the
maximal multiplicity of the block sizes defined by
Mn =Mn(σ) := max
1≤j≤n
µ(j), (5)
where the multiplicities µ(j) were defined by (1). From one side, our study is
motivated by the asymptotic results related to limiting distributions of several
set partition statistics. On the other hand, we are interested in a comparison
between the typical behavior of Mn for large n and that one of the similar
2
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statistic for the integer partitions of n obtained in [10]. In the brief survey that
we present below we summarize several important results on the asymptotic
enumeration and the probabilistic study of set partitions.
Harper [8] was apparently the first who has studied set partitions using a
probabilistic approach. As a matter of fact, he found an appropriate normaliza-
tion for the total number of blocks Yn in a random partition of [n] and showed
that (logn)Yn/
√
n − √n converges weakly, as n → ∞, to a standard normal
random variable. Sachkov [14], [15] obtained a multidimensional local limit the-
orem for the multiplicities of blocks of sizes 1, 2, ..., k (k being fixed) and found
that the largest block size is asymptotic to eW (see (3) and (4)) plus a doubly
exponentially distributed random variable. De Laurentis and Pittel [4] proved
that most of the blocks are likely to have sizes close to W (∼ logn), see (4),
and the process counting those typical blocks converges - in terms of finite di-
mensional distributions - to the Brownian Bridge process. Another important
statistic of random set partitions is the total number Y˜n of distinct block sizes.
Odlyzko and Richmond [12] showed that Y˜n is asymptotic to eW ∼ e logn both
in probability and in the mean, while Arratia and Tavare´ [2] extended this re-
sult to the convergence of Y˜n in r-th mean for every r ≥ 1. In addition Goh
and Schmutz [7] determined the limiting behavior of the probability that the
random set partition has at least one block of every size less than the largest
block size (a gap-free partition).
A unified approach to a broad class of random combinatorial structures prob-
lems was proposed by Arratia and Tavare´ [2]. It covers also the case of random
set partitions. For more details, we also refer the reader to the subsequent book
[1] (see, in particular, its Chapters 3 and 7). Their approach is based on a possi-
bility of interpreting the multiplicities of the blocks in a random partition of [n]
as a specially constructed sequence of independent and Poisson distributed ran-
dom variables {Vj}j≥1, whose parameters are W j/j!, conditioned on the event
{∑j≥1 jVj = n}. Such conditioning has been also used to study many other
combinatorial structures (e.g., permutations, mappings of a finite set into itself,
integer partitions, etc.; see [1]). Among many other results, Arratia and Tavare´
[2] obtained estimates for the total variation distance between proper segments
of block size multiplicities and such segments from the sequence {Vj}j≥1. In a
subsequent study Pittel [13] confirmed some conjectures of Arratia and Tavare´
[2], re-derived Sachkov’s limiting distribution of the maximal block size and ob-
tained a functional limit theorem for a continuous time process composed from
block sizes of order
k(t) =
{ ⌊W +Φ−1(t)W 1/2⌋ if t ∈ (0, 1/2],
⌈W +Φ−1(t)W 1/2⌉ if t ∈ (1/2, 1].
(Φ(t) is the cumulative distribution function of the standard normal random
variable). A weak convergence to the Brownian bridge process was established.
Our aim in this paper is to determine asymptotically, as n→∞, the distri-
bution of the maximal multiplicity of block sizes Mn, defined by (5). To state
our main result, we need to introduce some notations. With W = W (n) given
3
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by (3) and (4), we set
dn := ⌊W (n)⌋, (6)
fn := W (n)− dn ∈ (0, 1), (7)
Rn :=
W dn
dn!
, (8)
ϑn := min {fn, 1− fn}. (9)
Furthermore, let Z1 and Z2 denote two independent copies of the standard
normal random variable.
We organize the paper as follows. Section 2 contains some auxiliary facts
related to the generating functions that we need further. In Section 3 we prove
the following limit theorem for Mn.
Theorem 1. We have the following scenarios.
(i) If ϑnk = o
(
log7/4 nk√
nk
)
over a subsequence {nk}k≥1, then Mnk−Rnk√Rnk con-
verges weakly, as k →∞, to max {Z1, Z2}.
(ii) If log
7/4 nk√
nk
= o(ϑnk) over a subsequence {nk}k≥1, then Mnk−Rnk√Rnk con-
verges weakly, as k →∞, to Z1.
(iii) If limk→∞
(
1
2pi
) 1
4 ϑnk
√
nk
log7/4 nk
= u ∈ (0,∞) over a subsequence {nk}k≥1,
then
Mnk−Rnk√
Rnk
converges weakly, as k →∞, to max {Z1, Z2 − u}.
In addition, all these three cases are possible.
We believe that the following comments on the comparison between this
result and the corresponding one for random integer partitions would be helpful.
It is shown in [10] that the maximal part size multiplicity in a random inte-
ger partition of n, when appropriately normalized, converges weakly, as n→∞,
to the maximum of an infinite sequence of independent and exponentially dis-
tributed random variables. Theorem 1 establishes completely different limiting
behavior for Mn. The next heuristic explains this phenomenon.
We recall that the conditioning relation, given briefly above and stated in
detail in [1, Chapter 2] holds in both cases of random set partitions of [n]
and random integer partitions of n. So, in both cases the joint distribution of
the multiplicities is transferred to the joint distribution of independent random
variables {Vj}j≥1, conditioned upon {
∑
j≥1 jVj = n}. For set partitions, Vj are
Poisson distributed variables whose means are equal to λj = W
j/j! and tend to
infinity as n→∞. For integer partitions, Vj are geometrically distributed with
parameters e−jpi/
√
6n. The last fact was first established by Fristedt [6]. These
relationships explain the major difference in the multidimensional limit laws of
the multiplicities of set partitions and integer partitions. In fact, Poisson dis-
tributions with growing parameters are well approximated by the normal law,
which is shown in the set partition case by Sachkov [15, Chapter IV, Theorem
4.2], while the geometric distributions are asymptotically close to the exponen-
tial law confirmed for integer partitions by Theorems 2.1 and 2.2 in [6]. Hence,
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the limiting distribution of the maximum multiplicity in set partitions is based
on the normal distribution, while for integer partitions we observe the effect of
the exponential distribution.
Furthermore, Theorem 1 shows that the limiting behavior ofMn depends on
the random variable Vdn and its two closest neighbors in the sequence {Vj}j≥1 at
most. This property is based on the fact that, for different j’s, the variables Vj
converge to the standard normal random variable under different normalization
depending on their parameters λj . One can easily observe the fast growth of
the ratios λj+1/λj for j ≤ dn − 1 and their fast decrease for j ≥ dn + 1,
This implies that the normalization of Mn must only depend on the maximum
Poisson parameter and eventually on its neighbors in the sequence {λj}j≥1, i.e.,
on λdn = Rn given by (8) and possibly on λdn±1. The participation of the
fractional part fn of W in Theorem 1 is due to the application of the Stirling’s
formula to the parameter λdn . In the case of integer partitions we observe a
completely different phenomenon: the multiplicity of part j multiplied by its size
j tends weakly to one and the same exponentially distributed random variable
with the same normalization (equal to
√
6n/pi) for all j ≥ 1; see [6, Theorems
2.1 and 2.2]. Hence all parts of a random integer partition contribute to the
limiting behavior of the maximal part size in a likely manner that depends only
on the part size j itself.
In our proof we use the saddle point method. We encounter several technical
difficulties in its application since the underlying integrand is of the form of a
product f(x)g(x). This case was discussed in detail by Odlyzko in his survey
[11, p.1183]. Our integrand involves the set partition generating function, i.e.,
we have f(x) = ee
x−1. The second factor depends on an extra parameter
m = m(n), i.e., g(x) = g(x;m). The latter one remains bounded when x is near
to the saddle point x = W . We establish an asymptotic of the general type as it
is given in [11, formula (12.43), p. 1183]. Probabilistic and asymptotic analysis
of g(x;m)|x=W in turn yields the results of Theorem 1.
2 Preliminaries
We start with a generating function identity for the cumulative distribution
function of the maximal block size multiplicity Mn defined by (5).
Lemma 1. For any formal (complex) variable x and any m ≥ 1, we have
∞∑
n=0
Bn
n!
P (Mn ≤ m)xn = ee
x−1Fm(x),
5
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where, by convention, B0 = P (M0 ≤ 0) = 1 and
Fm(x) =
∞∏
j=1
(
1− e−xj/j!
∞∑
k>m
(
xj
j!
)k
1
k!
)
=
∞∏
j=1
(
e−x
j/j!
m∑
k=0
(
xj
j!
)k
1
k!
)
. (10)
Proof. The proof is based on a general identity established in [15, Chapter III,
formula (0.14)]. We set therein Λj = {0, 1, ...,m} for all j ≥ 1 and obtain
∞∑
n=0
Bn
n!
P (Mn ≤ m)xn
=
∞∏
j=1
(
m∑
k=0
(
xj
j!
)k
1
k!
)
=
∞∏
j=1
(
ex
j/j! −
∞∑
k>m
(
xj
j!
)k
1
k!
)
=
∞∏
j=1
ex
j/j!
(
1− e−xj/j!
∞∑
k>m
(
xj
j!
)k
1
k!
)
= ee
x−1
∞∏
j=1
(
1− e−xj/j!
∞∑
k>m
(
xj
j!
)k
1
k!
)
,
which completes the proof of the lemma.
Further, we apply the Cauchy coefficient formula to the generating function
identity of Lemma 1 on the circle x = Weiθ,−pi < θ ≤ pi with W = W (n)
determined by (3) and (4). Thus we obtain
Bn
n!
P (Mn ≤ m) = W
−n
2pi
∫ pi
−pi
ee
Weiθ−1Fm
(
Weiθ
)
e−iθndθ := Jn. (11)
In the asymptotic analysis of the integral Jn we will use characteristic func-
tions. Hence we need a more convenient representation of the second factor
of the integrand in (11) (see also (10)). We recall that in the Introduction we
defined the sequence of independent and Poisson distributed random variables
{Vj}j≥1 with parameters
λj :=
W j
j!
. (12)
Further on, we denote by P the probability measure on the probability space,
where the sequence {Vj}j≥1 is defined. The expectation with respect to the
probability measure P is denoted by E. We also denote by I{A} the indicator of
an event A from the same probability space.
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Lemma 2. We have that
Fm(We
iθ)e−iθn = ee
W−eWeiθ
∞∏
j=1
E
[
eiθj(Vj−λj)I{Vj≤m}
]
= ee
W−eWeiθ
E
[
eiθ
∑∞
j=1 j(Vj−λj)I{⋂∞j=1{Vj≤m}}
]
.
(13)
Proof. The proof is relatively straightforward. It relies on the independence of
{Vj}j≥1, the fact that
E
[
eiθjVj I{Vj≤m}
]
= e−
Wj
j!
m∑
k=0
eiθjk
(
W j
j!
)k
1
k!
, θ ∈ R, (14)
and the obvious identity
∞∑
j=1
jλj =
∞∑
j=1
j
W j
j!
=WeW = n. (15)
Indeed, we have from (10) and (14) that
Fm(We
iθ)e−iθn = e−iθn
∞∏
j=1
(
e−e
iθj Wj
j!
m∑
k=0
eiθjk
(
W j
j!
)k
1
k!
)
= e−iθn
∞∏
j=1
e
Wj
j! −eiθj W
j
j! E
[
eiθjVj I{Vj≤m}
]
= ee
W−eWeiθ
∞∏
j=1
E
[
eiθj(Vj−λj)I{Vj≤m}
]
= ee
W−eWeiθ
E
[
eiθ
∑∞
j=1 j(Vj−λj)I{⋂∞j=1{Vj≤m}}
]
,
which confirms (13). We only note that, for fixed W ,
∑∞
j=1 j(Vj − λj) < ∞
almost surely since
V ar

 ∞∑
j=1
j(Vj − λj)

 = ∞∑
j=1
j2λj =
∞∑
j=1
j2
W j
j!
<∞.
We conclude this section with a decomposition of the integral in (11). We
break the range of integration up as follows. First, we set
δn :=
n
1
7√
n log(n)
(16)
and
γn :=
1
log
1
5 n
. (17)
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Then, we write (−pi, pi] = D1
⋃
D2
⋃
D3, where D1 = {θ : −δn < θ < δn}, D2 =
{θ : δn ≤ |θ| < γn}, D3 = {θ : γn ≤ |θ| < pi} and
Jn = Jn,1 + Jn,2 + Jn,3, (18)
where
Jn,k =
W−n
2pi
∫
Dk
ee
Weiθ−1Fm
(
Weiθ
)
e−iθndθ, k = 1, 2, 3. (19)
The asymptotic analysis of these three integrals will be given in the next section.
3 Proof of Theorem 1
Before we state a key result for our investigations we introduce and recall some
notation. For each n ≥ 1, omitting where obvious the dependence on n, we con-
sider a sequence of independently distributed random variables {Vj}j≥1, where
Vj is Poisson of parameter λj , see (12). Set
V¯n := max
j≥1
{Vj} .
Recall also the definitions of dn and Rn; see (6) and (8), respectively, and denote
by Φ the cumulative distribution function of the standard normal law. Then we
have the following claim.
Theorem 2. For any c ∈ R, we have∣∣∣∣∣∣P
(
V¯n ≤ Rn − c
√
Rn
)
−
∏
j=dn−1;dn;dn+1
P
(
Vj ≤ Rn − c
√
Rn
)∣∣∣∣∣∣ = o
(
e
− n
log6(n)
)
,
(20)
and moreover,
dn+1∏
j=dn−1
P
(
Vj ≤ Rn − c
√
Rn
)
= Φ(−c)
∏
j=dn−1;dn+1
P
(
Vj ≤ Rn − c
√
Rn
)
+ o(1) .
(21)
The proof of Theorem 2 relies on several intermediate technical results.
Lemma 3. We have
Rn = max
j≥1
{λj} = λdn > max
j≥1;j 6=dn
{λj} . (22)
Moreover, for any n, the sequence {λj}j≥1 strictly increases for j ≤ dn and
decreases afterwards. Finally, as n→∞,
Rn ∼ 1√
2pi
n
log
3
2 (n)
. (23)
8
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Proof. We notice that
λj+1
λj
= Wj , which since W = W (n) is transcendental,
strictly exceeds 1 if j ≤ dn and is smaller than 1 if j ≥ dn + 1, see (6) for the
definition of dn. Thus, (22) and the claim that succeeds it follow. For the final
claim we use the well-known Stirling asymptotic
n! ∼
√
2pinn+
1
2 e−n (24)
to get
Rn =
W dn
dn!
∼
(
W
dn
)dn edn√
2pidn
=
(
1 +
fn
dn
)dn edn√
2pidn
∼ e
W
√
2piW
=
n√
2piW
3
2
∼ 1√
2pi
n
log
3
2 (n)
,
where fn is defined in (7), (3) was employed for the last identity and (4) for the
very last asymptotic relation. This concludes the proof.
Lemma 3 suggests that Vdn plays important role for the overall behavior of
V¯n. From now on we use
d
= for identity in distribution between two random
variables. Since it is a classical result that
lim
n→∞
Vdn −Rn√
Rn
d
= Z1 (25)
we proceed to investigate whether and when the other Poisson random variables
scale in the same fashion with Rn. We have the following preliminary result.
Lemma 4. For any c ∈ R, we have that
Rn − λdn+1√
λdn+1
− c
√
Rn√
λdn+1
=
√
Rn
1− fn
W (n)
(1 + o(1))− c+ o(1) ,
Rn − λdn−1√
λdn−1
− c
√
Rn√
λdn−1
=
√
Rn
fn
W (n)
(1 + o(1))− c+ o(1) .
(26)
Moreover, for any sequence {jn}n≥1 such that jn /∈ {dn − 1, dn, dn + 1}, we
have that
lim
n→∞
(
Rn − λjn√
λjn
− c
√
Rn√
λjn
)
=∞. (27)
Proof. Consider first λdn+1. Note that
λdn+1 =
W dn+1
(dn + 1)!
= Rn
W
dn + 1
(28)
and since dn < W < dn + 1 then it follows that
lim
n→∞
λdn+1
Rn
= 1. (29)
9
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We then have
Rn − λdn+1√
λdn+1
− c
√
Rn√
λdn+1
= Rn
1− Wdn+1√
Rn
W
dn+1
− c+ o(1)
=
√
Rn
(
1− W
dn + 1
)
(1 + o(1))− c+ o(1)
=
√
Rn
1− fn
W
(1 + o(1))− c+ o(1) .
The second claim of (26) follows in the same fashion. Let jn = dn + 2. We
demonstrate that (27) holds since
lim
n→∞
(
Rn − λdn+2√
λdn+2
− c
√
Rn√
λdn+2
)
= lim
n→∞
(
Rn√
λdn+2
(
1− W
2
(dn + 1)(dn + 2)
)
− c
√
(dn + 1)(dn + 2)√
W 2
)
= lim
n→∞
( √
Rn
(dn + 1)(dn + 2)
(
(dn + 1)(dn + 2)−W 2
))− c
= lim
n→∞
( √
Rn
(dn + 1)(dn + 2)
(
3dn + 2− 2dnfn − f2n
))− c
= lim
n→∞
(√
Rn
W 2
(
(3 − 2fn)W (n) + 2− f2n
))− c =∞,
where we have used (23) in the very last relationship. Let us next consider the
case jn = dn − 2. Then
lim
n→∞
(
Rn − λdn−2√
λdn−2
− c
√
Rn√
λdn−2
)
= lim
n→∞
(
Rn√
λdn−2
(
1− (dn − 1)(dn − 2)
W 2
)
− c W√
(dn − 1)(dn − 2)
)
= lim
n→∞
(√
Rn
W 2
(
W 2 − (dn − 1)(dn − 2)
))− c
= lim
n→∞
(√
Rn
W 2
(
3dn + 2dnfn + f
2
n − 2
))− c
= lim
n→∞
(√
Rn
W 2
(
(3 + 2fn)W − 2 + f2n
))− c =∞,
where we have used again (23) in the very last relationship. Finally, consider
{jn}n≥1 such that jn /∈ {dn − 1, dn, dn + 1} for all n big enough. Let first
10
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jn ≤ dn − 2. Then since λjn ≤ λdn−2, see Lemma 3, we have that
Rn − λjn√
λjn
− c
√
Rn√
λjn
=
1√
λjn
(
Rn − λjn − c
√
Rn
)
≥ 1√
λjn
(
Rn − λdn−2 − c
√
Rn
)
=
√
λdn−2√
λjn
(
Rn − λdn−2√
λdn−2
− c
√
Rn√
λdn−2
)
≥
(
Rn − λdn−2√
λdn−2
− c
√
Rn√
λdn−2
)
.
(30)
Then, we can get from the arguments above that
lim
n→∞
Rn − λjn√
λjn
− c
√
Rn√
λjn
=∞.
The case jn ≥ dn + 2 is dealt with precisely as in (30) since λjn ≤ λdn+2 from
Lemma 3. This concludes the claim.
Lemma 4 suggests that the distribution of V¯n may turn out to depend at most
on Vdn−1, Vdn , Vdn+1. We start investigating this by recording the immediate
formula
P
(
V¯n ≤ Rn − c
√
Rn
)
=
∞∏
j=1
P
(
Vj ≤ Rn − c
√
Rn
)
, (31)
which is valid for any c ∈ R. We proceed to study the infinite product without
the terms j ∈ {dn − 1, dn, dn + 1}. We write, for any c ∈ R,
Hn := Rn − c
√
Rn
and derive the following property of Hn.
Lemma 5. For any c ∈ R, there exists n(c) such that, for n ≥ n(c),
min
j 6=dn−1,dn,dn+1
Hn
λj
= min
{
Hn
λdn−2
;
Hn
λdn+2
}
> 1. (32)
Proof. Indeed, identity (32) is always true as λj strictly increases for j ≤ dn
and strictly decreases afterwards, see Lemma 3. For the inequality in (32) we
note that
Hn
λdn+2
=
Rn − c
√
Rn
Rn
W 2
(dn+1)(dn+2)
=
1− cR−1/2n
W 2
(dn+1)(dn+2)
> 1
⇐⇒ (dn + 1)(dn + 2)(1− cR−1/2n ) > W 2
⇐⇒ (d2n + 3dn + 2)(1− cR−1/2n ) > d2n + 2dn + f2n
⇐⇒ d2n + 3dn + 2− cR−1/2n (d2n + 3dn + 2) > d2n + 2dnfn + f2n
⇐⇒ 3dn − 2dnfn + 2− cR−1/2n (d2n + 3dn + 2) > f2n,
11
Maximal Multiplicity of Blocks in Set Partitions
where each successive implication involves a rearrangement of the initial inequal-
ity and an application of W = fn + dn and of (23). The very last inequality
is valid for all n large enough from (23) and dn = ⌊W ⌋ ∼ log(n), see (4), and
fn ∈ (0, 1). Similarly one can check that
Hn
λdn−2
= W 2
Rn − c
√
Rn
Rn(dn − 1)(dn − 2) > 1
⇐⇒ W 2(1− cR−1/2n ) > (dn − 1)(dn − 2)
⇐⇒ (d2n + 2fndn + f2n)(1 − cR−1/2n ) > d2n − 3dn + 2
⇐⇒ 2fndn + 3dn + f2n − cR−1/2n (d2n + 2fndn + f2n) > 2.
This concludes the proof of the claim.
To simplify (31) we make some preliminary estimates regarding the terms
in (31).
Proposition 1. For any c ∈ R with Hn = Rn − c
√
Rn, we have
lim
n→∞
∞∑
j=1;j 6=dn−1,dn,dn+1
P (Vj > Hn) = 0;
∞∑
j=1;j 6=dn−1,dn,dn+1
P (Vj > Hn) = o
(
e
− n
log6(n)
)
.
(33)
Proof. We choose n(c) so that (32) is valid for any n ≥ n(c). Set uj = 1 − λjHn
and from (32), we arrive at
min
j 6=dn−1,dn,dn+1
uj = 1−max
{
λdn−2
Hn
;
λdn+2
Hn
}
= min
{
1− λdn−2
Hn
; 1− λdn+2
Hn
}
> 0.
We study the two terms in the last identity above. We have that
1− λdn+2
Hn
=
1− c√
Rn
− W 2(dn+1)(dn+2)
1− c√
Rn
= 1− W
2
(dn + 1)(dn + 2)
+ O
(
log
3
4 (n)
n
1
2
)
=
3dn − 2dnfn + 2− f2n
d2n
(
1 + O
(
1
dn
))
+O
(
log
3
4 (n)
n
1
2
)
=
3− 2fn + o(1)
dn
(
1 + O
(
1
dn
))
+O
(
log
3
4 (n)
n
1
2
)
=
3− 2fn
W
+ o
(
1
log(n)
)
,
(34)
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where the second identity comes from (23). Similar calculations yield that
1− λdn−2
Hn
=
3 + 2fn
log(n)
+ o
(
1
log(n)
)
. (35)
Henceforth, from (34) and (35), we conclude that for all n big enough
min
j 6=dn−1,dn,dn+1
uj = 1−max
{
λdn−2
Hn
;
λdn+2
Hn
}
=
3− 2fn
log(n)
+ o
(
1
log(n)
)
≥ 1
2 log(n)
.
(36)
Then from the Markov inequality with h = Hnλj − 1 > 0, a = ln(1+ h) = ln(Hnλj )
and from (32) we get that
P (Vj > Hn) ≤ E
[
eaVj
]
e−aHn = eλj(e
a−1)−aHn = eλjh−Hn ln(1+h)
= e
(Hn−λj)−Hn ln
(
Hn
λj
)
= eHn(uj+ln(1−uj)) ≤ e−CHnu2j ,
(37)
where in the last inequality we have used (36) and the obvious fact that ln(1−
x) + x ≤ −Cx2, for some C > 0 small enough. However, again from (36) and
(23),
min
j 6=dn−1,dn,dn+1
uj ≥ 1
2 log(n)
and Hn = Rn − c
√
Rn ≥ n
log2(n)
for all n ≥ n∗ ≥ n(c). Therefore, for all n ≥ n∗ ≥ n(c) we have from (37) that
P (Vj > Hn) ≤ e−
C
4
Hn
log2(n) ≤ e−C4 nlog4(n) .
Let Un := ⌈e
C
4
n
log5(n) ⌉. Then, clearly
lim
n→∞
Un∑
j=1;j 6=dn−1,dn,dn+1
P (Vj > Hn) ≤ lim
n→∞
Une
−C4 nlog4(n) = 0;
Un∑
j=1;j 6=dn−1,dn,dn+1
P (Vj > Hn) ≤ ⌈e
C
4
n
log5(n) ⌉o
(
e
−C4 nlog4(n)
)
= o
(
e
−C8 nlog4(n)
)
.
Let us consider now j > Un. Since dn ∼ W ∼ log(n), see (6) and (4), then
Un − dn > 0. We use the Chebyshev’s inequality to get
P (Vj > Hn) ≤ λj
Hn
=
Rn
∏j
k=dn+1
W
k
Hn
=
∏j
k=dn+1
W
k
1− c
R
1
2
n
≤
∏j
k=Un
W
k
1− c
R
1
2
n
≤
W j−Un
Uj−Unn
1− c
R
1
2
n
∼ W
j−Un
U j−Unn
.
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Summing over j > Un, we get that
lim
n→∞
∑
j>Un
P (Vj > Hn) ≤ lim
n→∞
∑
j>Un
W j−Un
U j−Unn
= lim
n→∞
W
Un
1
1− WUn
= 0;
∑
j>Un
P (Vj > Hn) .
W
Un
= o
(
log(n)e
−C4 nlog5(n)
)
,
since evidently WUn = o
(
log(n)e
−C4 nlog5(n)
)
. This concludes the proof of the
proposition.
As an important corollary we obtain that
Corollary 1. For any c ∈ R, with Hn := Rn − c
√
Rn
lim
n→∞
∞∏
j=1,j 6=dn−1,dn,dn+1
P
(
Vj ≤ Rn − c
√
Rn
)
= 1
and even more
∞∏
j=1,j 6=dn−1,dn,dn+1
P
(
Vj ≤ Rn − c
√
Rn
)
= 1− o
(
e
− n
log6(n)
)
.
Proof. The proof is trivial using Proposition 1. First note that it additionally
implies that
lim
n→∞
sup
j≥1;j 6=dn−1,dn,dn+1
P (Vj > Hn) = 0
and then note that the latter together with log(1 − x) = −x+ o(x), as x → 0,
triggers
lim
n→∞
∞∏
j=1,j 6=dn−1,dn,dn+1
P
(
Vj ≤ Rn − c
√
Rn
)
= lim
n→∞
e
∑∞
j=1,j 6=dn−1,dn,dn+1
log(1−P(Vj>Hn))
= lim
n→∞
e−(1+o(1))
∑∞
j=1,j 6=dn−1,dn,dn+1
P(Vj>Hn) = 1
and
∞∏
j=1,j 6=dn−1,dn,dn+1
P
(
Vj ≤ Rn − c
√
Rn
)
= e
∑∞
j=1,j 6=dn−1,dn,dn+1
log(1−P(Vj>Hn))
= e−(1+o(1))
∑∞
j=1,j 6=dn−1,dn,dn+1
P(Vj>Hn) = 1− o
(
e
− n
log6(n)
)
.
We now have all the ingredients for the proof of Theorem 2.
14
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Proof of Theorem 2. For any c ∈ R, we have from (31), Corollary 1 and (25)
that
P
(
V¯n ≤ Rn − c
√
Rn
)
=

 dn+1∏
j=dn−1
P
(
Vj ≤ Rn − c
√
Rn
)(1− o(e− nlog6(n))) ,
which proves (20). However, since (Vdn −Rn) /
√
Rn converges in distribution
to the standard normal law we immediately get that
dn+1∏
j=dn−1
P
(
Vj ≤ Rn − c
√
Rn
)
= Φ(−c)P
(
Vdn−1 ≤ Rn − c
√
Rn
)
P
(
Vdn+1 ≤ Rn − c
√
Rn
)
+ o(1) ,
which settles (21) and concludes the proof.
Now we are ready to commence the proof of Theorem 1 for which we need
a helpful claim. Let
b(W ) := b(W (n)) = W (1 +W ) eW = n(1 +W )
(4)∼ n log(n). (38)
Then recalling the definition of Mn under the probability measure P , see (5),
we have the following statement.
Proposition 2. The following asymptotic relation holds for any c ∈ R∪{−∞}:
Bn
n!
P
(
Mn ≤ Rn − c
√
Rn
)
=
ee
W−1
√
2pi
∏dn+1
j=dn−1 P
(
Vj ≤ Rn − c
√
Rn
)
Wn
√
b(W )
(1 + o(1)) .
(39)
As a consequence
P
(
Mn ≤ Rn − c
√
Rn
)
=
dn+1∏
j=dn−1
P
(
Vj ≤ Rn − c
√
Rn
)
+ o(1) . (40)
We set m = ⌊Hn⌋ = ⌊Rn − c
√
Rn⌋ and use the decomposition (18) and (19)
with k = 1 to recall that
J1,n =
W−n
2pi
∫ δn
−δn
ee
Weiθ−1Fm
(
Weiθ
)
e−iθndθ. (41)
Then we have the following result.
Lemma 6. We have that
J1,n =
W−nee
W−1
√
2pi
√
b(W )

 dn+1∏
j=dn−1
P (Vj ≤ m) + o(1)

 . (42)
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The proof of the lemma requires several intermediate results. The first pro-
vides a simplification of the infinite product of (13). Recall that dn = ⌊W ⌋.
Proposition 3. We have that
∞∏
j=1,j 6=dn,dn−1,dn+1
E
[
eiθj(Vj−λj)I{Vj≤m}
]
= eφn(θ) +Kn,m(θ), (43)
where
φn(θ) = e
Weiθ − eW −
dn+1∑
j=dn−1
W jeiθj
j!
+
dn+1∑
j=dn−1
W j
j!
− iθn+ iθ
dn+1∑
j=dn−1
jλj
(44)
and
sup
θ∈R
|Kn,m(θ)| = o
(
e
− n
log6(n)
)
= o
(
1√
b(W )
)
. (45)
Proof of Proposition 3. From the independence of {Vj}j≥1 we observe that
∞∏
j=1,j 6=dn,dn−1,dn+1
E
[
eiθj(Vj−λj)I{Vj≤m}
]
= E
[
eiθ
∑∞
j=1,j 6=dn,dn−1,dn+1
j(Vj−λj)I{⋂∞j=1,j 6=dn,dn−1,dn+1{Vj≤m}}
]
= E
[
eiθ
∑∞
j=1,j 6=dn,dn−1,dn+1
j(Vj−λj)
]
−
− E
[
eiθ
∑∞
j=1,j 6=dn,dn−1,dn+1
j(Vj−λj)I{⋃∞j=1,j 6=dn,dn−1,dn+1{Vj>m}}
]
=
∞∏
j=1,j 6=dn,dn−1,dn+1
E
[
eiθj(Vj−λj)
]
+Kn,m(θ).
Clearly, from (33) and m = ⌊Hn⌋
sup
θ∈R
|Kn,m(θ)| ≤
∑
j=1;j 6=dn−1,dn,dn+1
P (Vj > m)
=
∑
j=1;j 6=dn−1,dn,dn+1
P (Vj > Hn) = o
(
e
− n
log6(n)
)
,
which with the help of (38) proves (45). Next, note that since
E
[
eiθ
∑∞
j=1 j(Vj−λj)
]
=
∞∏
j=1
e−
Wj
j! (1−eiθj)e−iθjλj = e−iθnee
Weiθ−eW ,
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where we have used (15), we conclude that
∞∏
j=1,j 6=dn,dn−1,dn+1
E
[
eiθj(Vj−λj)
]
= ee
Weiθ−eW−∑dn+1j=dn−1 W
jeiθj
j! +
∑dn+1
j=dn−1
Wj
j! −iθn+iθ
∑dn+1
j=dn−1
jλj = eφn(θ).
Thus we obtain (43) and (44) and the proposition is therefore proved.
Next, Proposition 3 allows with an application of (13) in (41) the following
new representation of J1,n:
J1,n =
W−nee
W−1
2pi
∫ δn
−δn
dn+1∏
j=dn−1
E
[
eiθj(Vj−λj)I{Vj≤m}
] (
eφn(θ) + o
(
e
− n
log6(n)
))
dθ
=
W−nee
W−1
2pi

∫ δn
−δn
dn+1∏
j=dn−1
E
[
eiθj(Vj−λj)I{Vj≤m}
]
eφn(θ)dθ + o
(
e
− n
log6(n)
) .
(46)
We proceed to give some elementary properties for φn.
Lemma 7. We have that
φn(0) = φ
′
n(0) = 0,
φ′′n(0) = −b(W ) +
dn+1∑
j=dn−1
j2
W j
j!
= −b(W ) (1 + o(1)) ,
|φ′′′n (θ)| ≤
(
W 3 + 3W 2 +W
)
eW +
dn+1∑
j=dn−1
j2
W j
j!
,
= W 3eW (1 + o(1)) = n log2(n) (1 + o(1)) .
(47)
Therefore, for |θ| ≤ δn we have that
φn(θ) = −b(W )θ
2
2
(1 + o(1)) + o(1) . (48)
Proof. For the first derivative of φn we get
φ′n(θ) = iWe
iθeWe
iθ − i
dn+1∑
j=dn−1
j
W j
j!
eiθj − in+ i
dn+1∑
j=dn−1
jλj ;
φ′n(0) = iWe
W − i
dn+1∑
j=dn−1
j
W j
j!
− in+ i
dn+1∑
j=dn−1
j
W j
j!
= 0,
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where the very last relation follows from (3). Also
φ′′n(θ) = −W 2e2iθeWe
iθ −WeiθeWeiθ +
dn+1∑
j=dn−1
j2
W j
j!
eiθj ;
φ′′n(0) = −W 2eW −WeW +
dn+1∑
j=dn−1
j2
W j
j!
= −b(W ) +
dn+1∑
j=dn−1
j2
W j
j!
,
where the last identity holds since (38) is valid. In addition, note that since
maxj≥1 λj = maxj≥1 W
j
j! = Rn, see (22), we have that
dn+1∑
j=dn−1
j2
W j
j!
≤ 3(dn + 1)2Rn = 3 log2(n) n√
2pi log3/2(n)
(1 + o(1))
=
3√
2pi
n log
1
2 (n) (1 + o(1)) = o(b(W )) ,
where the first equality follows from (23) and the very last relation is due to (38).
The first two parts of (47) are therefore established. Taking third derivative we
get that
|φ′′′n (θ)| ≤
(
W 3 + 3W 2 +W
)
eW +
dn+1∑
j=dn−1
j3
W j
j!
=W 3eW (1 + o(1)) +
dn+1∑
j=dn−1
j3
W j
j!
.
However, using (23), (22) and (4) we deduce that
W 3eW = nW 2 = n log2(n) (1 + o(1))
dn+1∑
j=dn−1
j3
W j
j!
≤ 3(dn + 1)3Rn
= 3 log3(n)
n
log3/2(n)
(1 + o(1))
= 3n log3/2(n) (1 + o(1)) .
This confirms the last part of (47). Relation (48) comes with the help of (47),
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Taylor expansion of third order, |θ| ≤ δn, see (16), and
φn(θ) = −b(W )θ
2
2
(1 + o(1)) + O
(
δ3nn log
2(n)
)
= −b(W )θ
2
2
(1 + o(1)) + O
(
n
3
7
n
3
2 log
3
2 (n)
n log2(n)
)
= −b(W )θ
2
2
(1 + o(1)) + o(1) .
This concludes the overall proof of Lemma 7.
We are now ready to tackle Lemma 6.
Proof of Lemma 6. We write
δ′n =
log log(n)√
n log(n)
.
Next for [δ′n, δn] we get from the representation (46) and the asymptotic relation
(48) that∣∣∣∣∣∣
∫
|θ|∈[δ′n,δn]
∏
j=dn,dn−1,dn+1
E
[
eiθj(Vj−λj)I{Vj≤m}
]
eφn(θ)dθ
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∫
|θ|∈[δ′n,δn]
∏
j=dn,dn−1,dn+1
E
[
eiθj(Vj−λj)I{Vj≤m}
]
e−b(W )
θ2
2 (1+o(1))+o(1)dθ
∣∣∣∣∣∣
≤
∫
|θ|∈[δ′n,δn]
e−b(W )
θ2
2 (1+o(1))+o(1)dθ
=
1√
b(W )
∫
|y|∈
[
δ′n
√
b(W ),δn
√
b(W )
] e−
y2
2 (1+o(1))+o(1)dy
≤ 1√
b(W )
∫
|y|≥δ′n
√
b(W )
e−
y2
2 (1+o(1)+o(1))dy
=
o(1)√
b(W )
,
because
lim
n→∞
δ′n
√
b(W ) = lim
n→∞
log log(n)√
n log(n)
√
n(1 +W ) =∞.
Therefore, we conclude from (46) combined with (38) and the fact that e
− n
log6(n)
is of lower order than 1√
b(W )
that
J1,n =
W−nee
W−1
2pi

∫ δ′n
−δ′n
dn+1∏
j=dn−1
E
[
eiθj(Vj−λj)I{Vj≤m}
]
eφn(θ)dθ + o
(
1√
b(W )
)
.
(49)
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It remains to examine the integral term. Using (48) we arrive as above at the
equivalent term
∫ δ′n
−δ′n
dn+1∏
j=dn−1
E
[
eiθj(Vj−λj)I{Vj≤m}
]
e−b(W )
θ2
2 (1+o(1))+o(1)dθ
=
1√
b(W )
∫ δ′n√b(W )
−δ′n
√
b(W )
dn+1∏
j=dn−1
E
[
e
i y√
b(W )
j
√
λj
(Vj−λj)√
λj I{Vj≤m}
]
e−
y2
2 (1+o(1))+o(1)dy.
Now, from (4), (22) and (23), we have that with zj(y) :=
y√
b(W )
j
√
λj , y ∈[
−δ′n
√
b(W ), δ′n
√
b(W )
]
the following bound is valid
|zj(y)| ≤ δ′n(dn + 1)
√
Rn ∼ log log(n)√
n log(n)
log1/4(n)
√
n = o(1) .
Henceforth,
dn+1∏
j=dn−1
E
[
e
izj(y)
(Vj−λj)√
λj I{Vj≤m}
]
=
dn+1∏
j=dn−1
(
P (Vj ≤ m) + E
[(
e
izj(y)
(Vj−λj)√
λj − 1
)
I{Vj≤m}
])
=
dn+1∏
j=dn−1
P (Vj ≤ m) + o(1) ,
where the very last relation follows from
∣∣∣∣E
[(
e
izj(y)
(Vj−λj)√
λj − 1
)
I{Vj≤m}
]∣∣∣∣ ≤ E
[
min
{
1, |zj(y)|
∣∣∣∣∣Vj − λj√λj
∣∣∣∣∣
}]
= o(1) ,
because |zj(y)| = o(1) uniformly for the specified range of y,
lim
n→∞
(Vj − λj)√
λj
= Z1
and the sequence
{
Vj−λj√
λj
}
j≥1
is as a consequence tight. Therefore, we further
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conclude using lim
n→∞
δ′n
√
b(W ) =∞ that
∫ δ′n
−δ′n
dn+1∏
j=dn−1
E
[
eiθj(Vj−λj)I{Vj≤m}
]
e−b(W )
θ2
2 (1+o(1))+o(1)dθ
=
∏dn+1
j=dn−1 P (Vj ≤ m)√
b(W )
∫ δ′n√b(W )
−δ′n
√
b(W )
e−
y2
2 (1+o(1))+o(1)dy + o
(
1√
b(W )
)
=
√
2pi
∏dn+1
j=dn−1 P (Vj ≤ m)√
b(W )
+ o
(
1√
b(W )
)
.
This together with (49) proves (42) and Lemma 6 is completed.
We recall that γn :=
1
log
1
5 (n)
, see (17), and consider
J2,n =
W−n
2pi
∫
pi≥|θ|≥γn
ee
Weiθ−1Fm
(
Weiθ
)
e−iθndθ
=
W−nee
W−1
2pi
∫
pi≥|θ|≥γn
dn+1∏
j=dn−1
E
[
eiθj(Vj−λj)I{Vj≤m}
]
eφn(θ)dθ
+
W−nee
W−1
2pi
o
(
1√
b(W )
)
,
(50)
see (19) and recall the claims of Proposition 3 for the last identity. To investigate
the integral term we discuss further φn.
Lemma 8. We have that
Reφn(θ) = e
W cos(θ) cos(W sin(θ))− eW +
dn+1∑
j=dn−1
W j
j!
(1− cos(θj))
=
(
eW cos(θ) − eW
)
− eW cos(θ) (1− cos (W sin(θ))) +
dn+1∑
j=dn−1
W j
j!
(1− cos(θj)) .
(51)
As a consequence the following estimate holds
lim
n→∞
sup
pi≥|θ|≥γn
log(n)
Reφn(θ)
n
≤ −C < 0. (52)
Proof of Lemma 8. Relation (51) follows easily from (44). Since the second term
in the last relation of (51) is non-positive and cos(γn) ≥ cos(θ), γn ≤ |θ| ≤ pi,
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we get that for all large n
Reφn(θ) ≤
(
eW cos(γn) − eW
)
+ 6Rn = −eW
(
1− e−W (1−cos(γn))
)
+ 6Rn
≤ −eW
(
1− e−W γ
2
n
2
)
+ 6Rn
= −eW
(
1− e
− W
2 log
2
5 (n)
)
+ 6Rn = − n
W
(
1− e
− W
2 log
2
5 (n)
)
+ 6Rn
= − n
W
(1 + o(1)) + 6Rn =
(
− n
log(n)
+
n√
2pi log
3
2 (n)
)
(1 + o(1))
= − n
log(n)
(
1− 4
log
1
2 (n)
)
(1 + o(1))
= − n
log(n)
(1 + o(1)) ,
where in the first inequality we have used from (22) that
dn+1∑
j=dn−1
W j
j!
(1− cos(θj)) ≤ 6Rn,
in the second one that 1 − cos(x) ≤ x22 and we have also invoked (3) and (23).
This shows (52) and concludes the proof of the statement.
Therefore with Lemma 8 we conclude that for all large n∣∣∣∣∣∣
∫
pi≥|θ|≥γn
∏
j=dn,dn−1,dn+1
E
[
eiθj(Vj−λj)I{Vj≤m}
]
eφn(θ)dθ
∣∣∣∣∣∣ ≤
∫
pi≥|θ|≥γn
eReφn(θ)dθ
≤ 2piexp
{
−C n
log(n)
}
= o
(
1√
b(W )
)
,
where the very last relation follows from (38). Henceforth, applying this in (50)
we arrive at the following
Lemma 9. We have that
J2,n =
W−n
2pi
∫
pi≥|θ|≥γn
ee
Weiθ−1Fm
(
Weiθ
)
e−iθndθ
=
W−nee
W−1
2pi
o
(
1√
b(W )
)
.
(53)
It remains to consider the region |θ| ∈ [δn, γn], see (16) for δn and (17) for
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γn. Recall from (19) that
J3,n =
W−n
2pi
∫
|θ|∈[δn,γn]
ee
Weiθ−1Fm
(
Weiθ
)
e−iθndθ
=
W−nee
W−1
2pi
∫
|θ|∈[δn,γn]
∞∏
j=1
E
[
eiθj(Vj−λj)I{Vj≤m}
]
dθ,
(54)
where the latter follows from (13). This estimate hinges upon the following
elementary bounds.
Lemma 10. For any positive integer l < dn − 1,∣∣∣∣∣∣
∞∏
j=1
E
[
eiθj(Vj−λj)I{Vj≤m}
]∣∣∣∣∣∣ ≤ e−
Wl
l! (1−cos(θl)) + o
(
e
− n
log6(n)
)
. (55)
Moreover, for |θ| ∈ [δn, γn] we have that∣∣∣∣∣∣
∞∏
j=1
E
[
eiθj(Vj−λj)I{Vj≤m}
]∣∣∣∣∣∣ = o
(
1√
b(W )
)
. (56)
Proof. From (33) it follows that, for any l < dn − 1,∣∣∣∣∣∣
∞∏
j=1
E
[
eiθj(Vj−λj)I{Vj≤m}
]∣∣∣∣∣∣ ≤
∣∣∣E [eiθl(Vl−λl)I{Vl≤m}]∣∣∣
=
∣∣∣E [eiθl(Vl−λl)]∣∣∣+ o(e− nlog6(n))
= e−
Wl
l! (1−cos(θl)) + o
(
e
− n
log6(n)
)
or the claim (55) follows. To derive (56) we set
δn < ϕn :=
1
log2(n)
< γn.
For |θ| ∈ [ϕn, γn], we apply (55) with l = 10 to get∣∣∣∣∣∣
∞∏
j=1
E
[
eiθj(Vj−λj)I{Vj≤m}
]∣∣∣∣∣∣ ≤ e−
W10
10! (1−cos(10θ)) + o
(
e
− n
log6(n)
)
≤ e−C100W
10
10! ϕ
2
n + o
(
e
− n
log6(n)
)
= e
−C100W1010! 1log4(n) + o
(
e
− n
log6(n)
)
= o
(
1√
b(W )
)
,
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where we have used that 1 − cos(x) ≥ Cx2 for all x small enough, the obvious
convergence 10ϕn → 0 and the fact that from (38) it follows that
e
−C100W1010! 1log4(n) = o
(
e− log
5(n)
)
= o
(
1√
b(W )
)
,
where b(W ) ∼ n log(n), see (38). Finally, it remains to consider the case |θ| ∈
[δn, ϕn]. In this case we set ln := ⌊aW ⌋ < dn − 1 for some a ∈ (0, 1). Then
lim
n→∞
|θln| ≤ lim
n→∞
ϕnaW = a lim
n→∞
log(n)
log2(n)
= 0,
where in the first identity we have employed (4). Therefore, the bound above
can be replicated with δn for ϕn to derive∣∣∣∣∣∣
∞∏
j=1
E
[
eiθj(Vj−λj)I{Vj≤m}
]∣∣∣∣∣∣ ≤ e−Cl
2
n
Wln
ln!
δ2n + o
(
e
− n
log6(n)
)
.
Now, as ln →∞, from Stirling approximation, see (24), the asymptotic (4), and
the expressions for δn and ln we get that
l2n
W ln
ln!
δ2n =
a
3
2√
2pi
(
W
ln
)ln
W
3
2 eln
n
2
7
n log(n)
(1 + o(1))
=
a
3
2√
2pi
(
W
ln
)ln eln√log(n)
n
5
7
(1 + o(1))
≥ e
−1a
3
2√
2pi
(
W
ln
)ln ea log(n)√log(n)
n
5
7
(1 + o(1))
≥ e
−1a
3
2√
2pi
(
1
a
)ln √log(n)
n
5
7−a
(1 + o(1))
≥ e
−1a
3
2√
2pi
√
log(n)
n
5
7−a
(1 + o(1)) .
Choosing a = 67 , we get the following estimate with some C
′ > 0:∣∣∣∣∣∣
∞∏
j=1
E
[
eiθj(Vj−λj)I{Vj≤m}
]∣∣∣∣∣∣ ≤ e−C
′n
1
7
√
log(n) + o
(
e
− n
log6(n)
)
= o
(
1√
b(W )
)
.
This proves (56) and concludes the claim.
From Lemma 10 and (56) we easily arrive at
J3,n =
W−nee
W−1
2pi
o
(
1√
b(W )
)
. (57)
Now, we are ready to complete the proof of Theorem 2.
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Proof of Theorem 2. Clearly, Jn = J1,n + J2,n + J3,n, see (11), (41), (50) and
(54). However, the asymptotic relations (42), (53) and (57) yield immediately
(39) for any c ∈ R∪{−∞}. Applying (39) with c = −∞ we get that other then
the product term the rest in (39) is the asymptotic behavior of Bn/n!. This
deduces (40).
Now we are in a position to prove Theorem 1.
Proof of Theorem 1. From (40) of Proposition 2 and (21) of Theorem 2 we de-
duce that for any c ∈ R
P
(
Mn ≤ Rn − c
√
Rn
)
= Φ(−c)
∏
j=dn−1;dn+1
P
(
Vj ≤ Rn − c
√
Rn
)
+ o(1) .
(58)
Let us investigate the asymptotic of the other two terms in (58). Consider
j = dn + 1 and note that
Tn :=
(Vdn+1 − λdn+1)√
λdn+1
→ Z1.
Therefore, we have that
P
(
Vdn+1 ≤ Rn − c
√
Rn
)
= P
(
Vdn+1 − λdn+1√
λdn+1
≤ Rn − λdn+1√
λdn+1
− c
√
Rn√
λdn+1
)
= P
(
Tn ≤ Rn − λdn+1√
λdn+1
− c
√
Rn√
λdn+1
)
.
(59)
Since Tn → Z1 it suffices to understand the behavior of
Rn − λdn+1√
λdn+1
− c
√
Rn√
λdn+1
.
Feeding (23) into (26) and applying (29) we arrive at(
Rn − λdn+1√
λdn+1
− c
√
Rn√
λdn+1
)
=
√
Rn
1− fn
log(n)
(1 + o(1))− c+ o(1)
=
(
1
2pi
) 1
4
√
n
log
7
4 (n)
(1− fn) (1 + o(1))− c+ o(1) .
(60)
Until the end we will work over subsequences but for clarity we will preserve
the notation, e.g. dn + 1 instead of dnk + 1 etc. Considering (60) we see from
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(59) that for any u ∈ [0,∞] over a subsequence
lim
n→∞
P
(
Vdn+1 ≤ Rn − c
√
Rn
)
= lim
n→∞
P
(
Tn ≤ Rn − λdn+1√
λdn+1
− c
√
Rn√
λdn+1
)
= Φ(u − c)
⇐⇒ lim
n→∞
(
Rn − λdn+1√
λdn+1
− c
√
Rn√
λdn+1
)
= u− c
⇐⇒ lim
n→∞
(
1
2pi
) 1
4
√
n
log
7
4 (n)
(1− fn) = u.
(61)
In the same vein we derive for any u ∈ [0,∞] over a subsequence that(
Rn − λdn−1√
λdn−1
− c
√
Rn√
λdn−1
)
=
(
1
2pi
) 1
4
√
n
log
7
4 (n)
fn (1 + o(1))− c+ o(1)
lim
n→∞
P
(
Vdn−1 ≤ Rn − c
√
Rn
)
= Φ(u− c)
⇐⇒ lim
n→∞
(
1
2pi
) 1
4
√
n
log
7
4 (n)
fn = u.
(62)
From (58),(61) and (62) we then conclude the second item (ii) of Theorem 1
over subsequences for which
lim
n→∞
min {fn, 1− fn}
√
n
log
7
4 (n)
= lim
n→∞
ϑn
√
n
log
7
4 (n)
=∞.
However, since (61) and (62) cannot hold simultaneously over a subsequence
for finite values of u we deduce the other two items of Theorem 1. It remains
to confirm that all items of Theorem 1 are possible. Clearly, the second one is
attainable sinceW grows logarithmically and fills the intervals between integers
in a denser and denser way. Therefore, for a subsequence {nk}k≥1 such that
lim
k→∞
|ϑnk − 1/2| = 0 we have that item (ii) of Theorem 1 can materialize. Next,
one ought to understand how well W is approximated by integers. This may be
a difficult task in general. We will see that over a subsequence the last limit in
(61) may fail. For this purpose we consider W . Clearly,
xm = me
m,m ≥ 1,
are such that
W (xm) = m.
Then for any n ∈ (xm, xm+1) we have that
fn = W (n)− ⌊W (n)⌋ = W (n)−W (xm) = 1−W (xm+1) +W (n)
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or
1− fn = W (xm+1)−W (n) =
∫ xm+1
n
W ′(y)dy.
From (3) valid for any x > 0 it follows that W ′(x) ∼ x−1, as x → ∞, and
therefore setting nm = ⌊xm+1⌋ and vm = xm+1 − nm we have as m→∞, that
1− fnm = W (xm+1)−W (nm) =
∫ xm+1
nm
W ′(y)dy ∼ log
(
xm+1
nm
)
∼ vm
nm
.
This fed back into the final term in (61) over the subsequence nm yields that
lim
m→∞
√
nm
log
7
4 (nm)
(1− fnm) = limm→∞
vm√
nm log
7
4 (nm)
= 0.
This concludes the proof of the theorem.
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