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Die zwei wichtigsten anthropogenen Treibhausgase (THG) sind Kohlenstoffdioxid (CO2) und 
Methan (CH4), mit globalen Konzentrationen von zurzeit ~414,5 ppm bzw. ~1897 ppb. Zur 
Begrenzung der globalen Erwärmung ist ein genaues Verständnis ihrer Quellen und Senken 
erforderlich. Städtische Gebiete sind relevante THG Emittenten, aber aufgrund ihrer vielen 
individuellen kleinen Quellen sind die gesamten städtischen CO2 und CH4 Emissionen, deren 
Aufteilung in einzelne Quellsektoren und deren räumliche Verteilung unzureichend bekannt.  
In dieser Arbeit wird die Hypothese evaluiert, dass flugzeuggestützte in-situ Messungen 
geeignet sind, um die Auswirkungen urbaner CO2 und CH4 Emissionen auf die lokale bis 
synoptische THG Verteilung zu identifizieren und zu quantifizieren. Eine hoch empfindliche 
laser-gestützten Absorptionstechnik (Cavity Ring-Down Spektroskopie) wurde bei drei wis-
senschaftlichen Messkampagnen eingesetzt: [UC]2 (Urban Climate Under Change), EMeRGe-
Europa und EMeRGe-Asien (Effect of Megacities on the transport and transformation of 
pollutants on the Regional to Global scales). Aufgrund der umfangreichen Charakterisierung 
des Instruments sowie der Verwendung von Kalibrationsstandards, welche auf die WMO 
Skala rückführbar sind, beläuft sich die Gesamtunsicherheit der CO2 und CH4 Messungen auf 
0,2 ppm bzw. 1,1 ppb (~1 % der atmosphärischen Mischungsverhältnisse). 
Anhand einer lokalen Fallstudie am 20. Juli während [UC]2 wurde die Berliner THG Fahne 
vom atmosphärischen Hintergrund abgegrenzt und Emissionsraten für CH4 (5,20 ± 1,70 kg s
-1) 
und CO2 (1,39 ± 0,76 t s
-1) mit Hilfe einer Massenbilanz-Methode abgeleitet. Während die 
extrapolierten jährlichen CO2 Emissionsraten innerhalb der Fehlergrenzen mit aktuellen Emis-
sionskatastern übereinstimmen, liegen sie für CH4 zwei bis siebenmal höher. Der Grund für 
die Diskrepanz wurde mithilfe von Ergebnissen eines hochauflösenden regionalen Chemie-
Klimamodells auf eine Unterschätzung der CH4 Emissionen innerhalb der Stadt, sowie auf 
fehlende Inventarquellen im Umland zurückgeführt. Für letzteres könnten zahlreiche Müllde-
ponien und/oder Kläranlagen verantwortlich sein. Diese Arbeit zeigt erfolgreich, dass unab-
hängige top-down Schätzungen wichtig sind um bottom-up Emissionsraten zu überprüfen. 
Signaturen von europäischen und asiatischen urbanen CO2 und CH4 Emissionen konnten 
während EMeRGe im Abwind von London (UK), Barcelona (Spanien) und Manila (Philippi-
nen) detektiert werden. Da die Messentfernung zu den jeweiligen Städten bis zu 250 km 
betrug, und sich somit die Abluftfahnen bereits mit der Umgebungsluft vermischten, wurde 
ihre Herkunft mit numerischen Modellsimulationen und zeitgleichen Messungen von kurzle-
bigen Spurengasen verifiziert. Die Beobachtung von großräumigen CH4 und CO2 Erhöhungen 
in der freien Troposphäre deuten darauf hin, dass das regionale THG Budget im Frühjahr 
stark durch den Einfluss vermischter Emissionen von Clustern von Megastädten des 
chinesischen Festlandes bestimmt wird. Frühere Messkampagnen in Asien (TRACE-P und 
KORUS-AQ der NASA) weisen ähnliche Muster in der regionalen THG Verteilung auf. Wie 
erwartet wurden jedoch höhere mittlere Mischungsverhältnisse während EMeRGe-Asien 
aufgrund der globalen Zunahme atmosphärischer CO2 und CH4 Konzentrationen detektiert. 
Diese Arbeiten bestätigen, dass in-situ Messungen ebenso erfolgreich eingesetzt werden 
können, um städtische THG Emissionen auf der meso- bis synoptischen Skala zu untersuchen. 








The two most important anthropogenic greenhouse gases (GHG) are carbon dioxide (CO2) 
and methane (CH4) with current global mole fractions of ~414.5 ppm CO2 and ~1897 ppb 
CH4. In order to develop efficient mitigation strategies limiting global warming, an accurate 
understanding of their sources and sinks is necessary. Urban areas are recognised as 
significant GHG emitters but constitute of a large variety of individual smaller sources. 
Hence, there is a lack of information on the magnitude of total urban CO2 and CH4 emissions, 
on their division into different source sectors and on their spatial distribution. 
This thesis evaluates the hypothesis that aircraft-borne in situ measurements are a useful tool 
to identify and quantify the impact of urban CH4 and CO2 emissions on the local to synoptic 
scale GHG distribution. A sensitive laser-based absorption technique, cavity ring-down 
spectroscopy, was deployed within three scientific field campaigns: [UC]2 (Urban Climate 
Under Change), EMeRGe-Europe and EMeRGe-Asia (Effect of Megacities on the transport 
and transformation of pollutants on the Regional to Global scales). The extensive 
characterisation and calibration with gas standards traceable to the WMO scales allows for 
measuring CO2 and CH4 mole fractions with an overall uncertainty of 0.2 ppm and 1.1 ppb, 
respectively, representing less than 1 % of the current atmospheric background. 
Based on a local case study on July 20th during [UC]2 it was possible to clearly distinguish 
Berlin’s urban GHG plume from the atmospheric background and to derive emission rates for 
CH4 (5.20 ± 1.70 kg s
-1) and CO2 (1.39 ± 0.76 t s
-1) using a mass balance method. While 
extrapolated annual CO2 emission rates agree within error bars with current inventories, they 
are two to seven times higher for CH4. Combining aircraft measurements with results from a 
high-resolution regional chemistry climate model, it was shown that the discrepancy is due to 
an underestimation of urban CH4 emissions within the city, as well as due to missing 
inventorial sources in the surroundings, which may include numerous waste dumps and/or 
wastewater treatment plants. This study successfully demonstrates that such independent 
airborne top-down estimates are important to evaluate bottom-up emission inventories. 
Signatures of European and Asian urban CO2 and CH4 emissions were detected in the 
regional GHG budget during EMeRGe for London (United Kingdom), Barcelona (Spain) and 
Manila (the Philippines) even at downwind distances up to 250 km. Due to the large distances 
from the respective sources, emissions were already mixed with cleaner background air or 
other pollution plumes. Their identification therefore was verified by numerical model 
simulations and co-measured short-lived species. The frequent observation of large-scale 
GHG plumes in the free troposphere downstream of China, indicate that the regional GHG 
budget during springtime is heavily impacted by the outflow from mixed emissions from 
megacity clusters from mainland China. A comparison with previous aircraft campaigns 
conducted in Asia (TRACE-P and KORUS-AQ of NASA) shows that similar patterns were 
observed in the regional GHG distributions. However, as expected, larger mean mole 
fractions were detected during EMeRGe-Asia due to the increase in global atmospheric CO2 
and CH4 concentrations. These studies show that in situ instruments can also be successfully 
used to study the impact of urban emissions on the meso- to synoptic scale GHG budget. 
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The global climate has been changing throughout the last century. In 2019 a rise of 
approximately 1.1 °C (±0.1 °C) in global mean surface temperature above pre-industrial levels 
(1850 to 1900) was recorded (WMO, 2020). With the beginning of the 1980s, each decade 
has become warmer than the previous one. Hence, the recent decade (2010 to 2019) is the 
warmest on record, and especially the past five years (2015 to 2019) are the hottest ones. 
This human-induced global warming is already impacting the climate system itself, as well as 
civilisation, ecosystems and organisms. This was summarised by the World Meteorological 
Organization (WMO, 2020) for the year 2019: Rising sea levels, especially enhanced by the 
melting of ice sheets in Greenland and Antarctica, reached record high values of +90 mm 
compared to 1993. The growth and reproduction of some organisms, like mussels and corals, 
declined because the higher acidity of sea water lowers their ability to calcify. Extreme heat 
waves, recorded in Europe with maximum temperatures of 41 to 46 °C, increased heat-related 
illnesses and deaths. Conversely, cold waves in the Midwestern United States reached a 
temperature minimum of -39 °C. Significant flooding persisted in the Mississippi basin for 
nearly seven months, which led to economic losses. In contrast, droughts in the Mekong basin 
resulted in water shortages and agricultural losses. Australia experienced an exceptionally 
long and severe fire season of two months and more, killing people, destroying property and 
wildlife habitats. This is only a selected number of examples regarding the consequences of 
climate change. However, it must be expected that such events will occur more frequently and 
will intensify with a sustained greenhouse effect. 
The increasing atmospheric levels of well-mixed greenhouse gases (GHGs) are a major driver 
of this human-induced global warming. Water vapour (H2O), methane (CH4) and carbon 
dioxide (CO2) hereby contribute the most to the greenhouse effect of the Earth (Myhre et al., 
2013). While H2O is a natural GHG and less affected by anthropogenic activities, the 
atmospheric abundances of the two latter ones are strongly influenced by humans (e.g. Le 
Quéré et al., 2018; Saunois et al., 2019). Global averaged surface CO2 mole fractions 
increased to levels of ~408 ppm in 2018, which is ~150 % higher compared to levels before 
1750 (WMO, 2020). Mole fractions of CH4 reached ~1869 ppb, which even corresponds to an 
increase of ~260 %. If anthropogenic GHG emissions and the current rate of the observed 
temperature increase persist, global warming will likely reach +1.5 °C somewhere between 
2030 and 2052 (IPCC, 2018). To achieve a lower temperature rise, especially on short-terms, 
CH4 is an excellent target to reduce its emissions since it has a shorter atmospheric lifetime 
(9.1 ± 0.9 years; Prather et al., 2012) compared to CO2 (tens to thousands of years; Archer et 
al., 2009), in combination with a stronger Global Warming Potential (GWP100 of 26). 
However, for the prediction of future global warming and the trend of the atmospheric GHG 





GHG emissions serve as input for carbon coupled climate models, which are used as a 
baseline to develop efficient mitigation strategies. On the other hand, observational datasets of 
atmospheric GHG mole fractions are implemented to strengthen and validate the model 
capabilities to better understand the past, present and future climate. Currently, total CO2 
emissions of developed countries can be estimated with high accuracy due to the precise 
knowledge of national fossil fuel consumption. For example, the widely used gridded 
emission inventory EDGAR (Emission Database for Global Atmospheric Research), retrieved 
standard deviations (2σ) of European CO2 emissions of only 5 % (Janssens-Maenhout et al., 
2019; with respect to EU15 countries). However, their spatial and temporal distribution is less 
well known (Bréon et al., 2015) and emissions from different source sectors are typically 
spatially distributed using proxies related to e.g. population density or road networks. The 
global net CH4 budget is also relatively well constrained (Kirschke et al., 2013; Saunois et al., 
2016 and 2019), but the individual contribution of single source sectors, especially broken 
down on the national, regional or even city scale, is not sufficiently understood (e.g. 
Dlugokencky et al., 2011; Kirschke et al., 2013; Saunois et al., 2017). Thus, it is necessary to 
expand and improve the quantification of local and regional CO2 and CH4 emissions to better 
understand the global GHG budget. 
More than half of the world population lives in urban areas (UN, 2018b), which in turn 
occupy less than 3 % of the earth’s terrestrial surface (Liu et al., 2014). This spatial 
concentration of high population density, and hence, established economy and intense energy 
usage, inevitably leads to the release of large amounts of GHGs into the atmosphere (Kennedy 
et al., 2012; Marcotullio et al., 2013; Zhu et al., 2013). Almost two-thirds of the total global 
CH4 emissions are released from human activities and are mainly linked to agriculture and 
waste, as well as to fossil fuel production and use (Saunois et al., 2019). With respect to 
anthropogenic CO2, emissions are closely coupled to the consumption of fossil fuels for 
energy production and transport (Helfter et al., 2011) which represent roughly 53 to 87 % of 
global emissions (Seto et al., 2014). 
In order to develop efficient mitigation strategies, GHG emissions must be well known. The 
so-called top-down approach uses measurements of atmospheric GHG mole fractions to 
derive emission rates for individual point sources or larger areas like cities. The challenge 
hereby is to detect only small GHG enhancements above a relatively high atmospheric 
background concentration. Top-down results can then be used to independently validate total 
bottom-up emissions. These are based on known or assumed statistical activity data and 
specific emission factors, which are often subject to large uncertainties (Nisbet and Weiss, 
2010; Brandt et al., 2014). While the focus of airborne GHG studies has so far been especially 
on American cities (e.g. Mays et al., 2009; Cambaliza et al., 2015; Ren et al., 2018; Plant et 
al., 2019; Ryoo et al., 2019; Turnbull et al., 2019), they are relatively sparse for Europe (Gioli 
et al., 2014; O'Shea et al., 2014; Pitt et al., 2019) and to my knowledge not apparent for Asia. 
It is important to note that cities are not only recognised as a large source of GHGs, but they 
are also more vulnerable to climate risks and weather events being linked to climate change. 
For example, dense urban agglomerations in Asia are located in the plains of large rivers (e.g. 
the Yangtze River Delta) and are thus immediately affected by more frequent and intense 




heavy rain and flooding events (Huq et al., 2016). China, having the largest urban population 
living in coastal zones, needs to adapt to the sea level rise (McGranahan et al., 2016). The 
higher frequency of heat-waves, as well as increasing mean temperatures, forces cities to deal 
with additional electricity demand to run an increasing number of air condition systems 
(LCCP, 2002). In return, cities also have a huge potential for emission reductions by 
composing and adapting mitigation policies at the local scale. Policy expertise is already 
shared e.g. among the C40 Cities Climate Leadership Group (www.c40.org). To name only 
two case studies (www.c40.org/case_studies), Copenhagen (Denmark) recycles half of their 
waste to produce heat and less than 2 % is stored in landfills. The city of London (United 
Kingdom) reduced CO2 emissions in the central business district by 16 % due to introducing a 
fee for freight and other heavy good vehicles, hence minimising the total number of vehicles. 
1.2 Research objectives 
In order to contribute to the limited knowledge of European and Asian urban GHG emissions 
and to study their impact on the GHG budget from the local to the meso- and synoptic scale, 
the present thesis investigates an aircraft-based in situ data set of lower tropospheric CO2 and 
CH4 mole fractions, which was gathered within the framework of this thesis. 
 
Figure 1.1: (a) DLR Cessna flight routes of the [UC]2 mission in July 2018. (b and c) HALO flight routes of the 
EMeRGe-Europe and Asia mission in July 2017 and March/April 2018, respectively. Red dots mark the aircraft 
bases during these campaigns; black triangles the selected major population centres of interest; the colour-coded 
map underneath reflects the population density in persons per km2 for the combined years 2000, 2005, 2015 and 
2020 (CIESIN, 2018). 
To this end, high-accuracy CO2 and CH4 measurements were conducted downwind of 
selected urban agglomerations within three airborne scientific missions: [UC]2 (Urban 
Climate Under Change), EMeRGe-Europe and EMeRGe-Asia (Effect of Megacities on the 
transport and transformation of pollutants on the Regional to Global scales). An overview of 
the target regions and the respective flight tracks are given in Fig. 1.1. The investigation on 
the local scale (panel a) focuses on the area of few kilometres to tens of kilometres downwind 
of the German capital Berlin and was subject of the [UC]2 campaign in summer 2018. 
Research flights were carried out within the boundary layer using the DLR research aircraft 




Cessna Grand Caravan. Observations on the meso- to synoptic scale (100s to few 1000s of 
km) are covered by the EMeRGe missions and were conducted with the German research 
aircraft HALO in summer 2017 in Europe (panel b) and spring 2018 in Asia (panel c). 
The following hypothesis is formulated: 
“Aircraft-borne in situ measurements are a useful tool for both identifying urban CH4 
and CO2 emissions and quantifying their source strength. The signatures of urban GHG 
emissions can also be detected in the regional GHG distribution.” 
To verify this hypothesis, the following scientific questions need to be answered: 
Investigations on the local scale — the city of Berlin 
RQ 1) To what extent do annual GHG emission rates from different bottom-up inventories 
agree for a major European capital like Berlin? 
RQ 2) Can emission rates of GHG be estimated for the city of Berlin from airborne in situ 
instruments using a mass balance approach? 
RQ 3) How do top-down emission rates derived with the mass balance method compare to 
bottom-up inventories? 
RQ 4) Can simulations of regional models in combination with airborne measurements be 
used to identify GHG sources which are missing in the bottom-up inventories? 
Investigations on the meso- to synoptic scale — European and Asian urban 
agglomerations 
RQ 5) Can signatures of urban and other emission sources be detected by airborne 
measurements in the regional scale distribution of CH4 in Europe and Asia? 
RQ 6) How do the regional CH4 emission distributions in Europe and in Asia compare with 
each other and with previous observations? 
To answer these research questions, the thesis includes the following parts: Chapter 2 presents 
background information needed to understand the necessity for accurate and independent 
atmospheric CO2 and CH4 measurements, especially with respect to urban agglomerations. In 
Chapter 3 the applied measurement instrument and two numerical models, used to 
complement the analysis of the airborne observations, are described. Chapter 4 assesses the 
performance of the used GHG measurement instrument. Chapter 5 and 6 present selected case 
studies on the local and larger spatial scales and discuss the data in the context of previously 
published measurements. In Chapter 7 the main findings are summarised and 
recommendations for future studies are given. 
  




2 Theoretical background 
In this chapter background information relevant for this thesis is presented. The goal is to 
provide an understanding of the need for precise and independent airborne measurements of 
CO2 and CH4 in urban areas. Section 2.1 focuses on the two anthropogenic GHGs methane 
and carbon dioxide. Their contribution to global warming is discussed, as well as trends in 
atmospheric GHG mole fractions since the industrial revolution, the concomitant global 
budgets and their emission sources in urban areas. The second section, 2.2, describes the 
principle methods used for estimating GHG emissions. Two different approaches are 
introduced: the bottom-up and the top-down method. This work uses the airborne mass 
balance approach, which is one example of a top-down method to infer city-wide GHG 
emission rates. The corresponding in situ CO2 and CH4 measurements rely on cavity ring-
down spectroscopy. Section 2.3 addresses the vertical structure of the atmosphere. The focus 
is on the boundary layer, connected to the earth’s surface, where most of the anthropogenic 
emissions are released. 
2.1 Methane and carbon dioxide  
The chemical composition of the earth’s atmosphere (with respect to dry air and up to 
~105 km) is almost constant with ~78 % nitrogen (N2) and ~21 % oxygen (O2). Apart from 
these two main components, GHG such as H2O, CO2 and CH4 only account for less than 1 % 
(Wallace and Hobbs, 2006). The amount of these GHGs varies largely in time and space, and 
due to their high climatological significance, they are interesting from a scientific point of 
view. H2O is the main driver for the natural greenhouse effect (Myhre et al., 2013). Its 
maximum amount in the atmosphere depends mostly on air temperature and not on 
anthropogenic emissions. In contrast, CO2 and CH4 mole fractions in the atmosphere are 
strongly altered by humans (e.g. Le Quéré et al., 2018; Saunois et al., 2019) and are thus 
considered as anthropogenic GHG, being the largest contributors to the anthropogenic 
greenhouse effect (Myhre et al., 2013). 
2.1.1 Contribution to global warming 
There is a consensus among the scientific community that anthropogenic GHGs contribute 
substantially to the recent global warming (e.g. Oreskes, 2004; Anderegg et al., 2010; 
Verheggen et al., 2014) as GHGs absorb and re-emit infrared (IR) radiation emitted from the 
earth’s surface. IR-active species, such as CO2 and CH4, are molecules whose dipole moment 
changes during molecular vibration and who exhibit characteristic IR spectra, unlike the 
diatomic gases N2 and O2 (e.g. Günzler and Gremlich, 2003). 
The radiation transmitted by the atmosphere depends on the wavelength (see Fig. 2.1a). 
Incoming solar radiation (with its emission maxima roughly at 0.5 µm) is absorbed by the 
earth’s surface. From the earth’s surface upward thermal radiation is emitted with a maximum 
of ~9 µm. Parts of this radiation is transmitted into space within a narrow spectral range (~8 to 




~14 µm), the so-called atmospheric window. CO2 and CH4 (highlighted in orange) restrict the 
size of the atmospheric window because they absorb upward thermal radiation at 
characteristic wavelengths. Hence, less energy is transmitted into space and more is trapped 
within the system. 
This change in the earth’s energy budget, which is driven by well mixed GHGs and other 
external factors (e.g. aerosols, solar irradiance or surface albedo), is described by the term 
radiative forcing (RF). The RF quantifies the change between downward solar and outgoing 
thermal radiation occurring at the top of the atmosphere or at the climatological tropopause. A 
positive RF indicates a net gain of energy, which results in surface warming. The total 
anthropogenic effective RF for the year 2011 (relative to 1750) was estimated to be positive 
with +2.3 W m-2 (range from 1.1 to 3.3 W m-2) and is with more than 90 % determined by the 
contribution of CO2 and CH4 (Myhre et al., 2013). From 1880 to 2018 the average global 
surface temperature increased by 1 °C (see Fig. 2.1b). If no action is taken, and the current 
rate of warming persists, global warming will likely reach 1.5 °C between 2030 and 2052 
(Allen et al., 2018). 
 
Figure 2.1: (a) Spectra of incoming solar (red) and outgoing thermal (blue) radiation, together with absorption 
bands (grey) of the major atmospheric constituents and the total absorption and scattering; adapted from 
Alimonti et al. (2018). (b) Change in global surface temperature relative to the 1951 to 1980 average (NASA 
Goddard Institute for Space Studies, data retrieved from https://climate.nasa.gov/vital-signs/global-temperature; 
last access 04.11.2019). 
2.1.2 Decadal trends and global atmospheric budget 
The mole fraction of a particular trace gas in dry air is usually expressed in mol mol-1 and 
relates the number of moles of the targeted gas to the number of moles in dry air. Within the 
thesis the term µmol mol-1 is referred to as ppm (parts per million) and nmol mol-1 as ppb 
(parts per billion). 




Atmospheric mole fractions of CH4 and CO2 are primarily affected by anthropogenic 
activities within recent decades (e.g. Le Quéré et al., 2018; Saunois et al., 2019). The Mauna 
Loa Observatory in Hawaii records CH4 and CO2 mole fractions since the mid-80s and mid-
70s, respectively (see Fig. 2.2). This long-term monitoring station, run by NOAA (National 
Oceanic and Atmospheric Administration), is suitable to determine global GHG mole 
fractions and trends because of its remote oceanic location. The influence of short term GHG 
emissions by local vegetation and anthropogenic activities at this station is negligible. Blue 
dots represent the monthly average of in situ measurements, indicating that in March 2020 
CH4 mole fractions reached 1897 ppb and 414.5 ppm CO2 is detected. In comparison to pre-
industrial times, CH4 and CO2 have increased by a factor of ~2.7 and ~1.5 respectively. Pre-
industrial reference values (i.e. the average mole fraction between 1000 and 1800) are taken 
for CH4 from Etheridge et al. (1998) with 695 ± 40 ppb and for CO2 from Etheridge et al. 
(1996) with 275 to 284 ppm. 
 
 
Figure 2.2: Monthly in situ observations of (a) CH4 and (b) CO2 at Mauna Loa (Hawaii). Orange markers are 
preliminary data. Panel (a) also shows the mean growth rate of CH4 in ppb a
-1 calculated for the indicated time 
periods. Both panels are adapted from NOAA’s Earth System Research Laboratory, Global Monitoring Division 
Carbon Cycle Interactive Atmospheric Data Visualization Website https:/.esrl.noaa.gov/gmd/dv/iadv/graph.php? 
code=MLO&program=ccgg&type=ts; last access 14.04.2020. 
Methane budget 
The atmospheric methane budget is determined by its various sources and sinks. Saunois et al. 
(2019) have estimated the CH4 budget for the decade 2008 to 2017, as illustrated in Fig. 2.3. 
The emission sources are of anthropogenic and natural origin and they predominate the sinks, 
hence, global CH4 mole fractions are increasing. 
According to Saunois et al. (2019) roughly 60 % of global CH4 emissions are released by 
anthropogenic activities. They are linked to agriculture and waste treatment (219 Tg a-1), 
production and use of coal, oil and gas (109 Tg a-1), as well as to biomass and biofuel burning 
(30 Tg a-1). The remaining ~40 % of total emissions originate from natural sources, where the 
largest contribution is associated with wetlands (178 Tg a-1). Other natural sources like inland 
waters, oceans, termites and wild ruminant animals are responsible for 37 Tg a-1, but they are 
much more uncertain. All sources sum up to 572 Tg a-1 (range 538-593). Emission estimates 
by Saunois et al. (2019) for the previous decade (2000-2009) result in 545 Tg a-1 (range 522-




559), which is consistent within ~1 % to values reported by Saunois et al. (2016) and Kirschke 
et al. (2013). Hence, total global emissions of methane are relatively well known. But the 
quantitative contribution of these single source sectors broken down on the national, regional 
or even city scale, is not sufficiently understood (e.g. Dlugokencky et al., 2011; Kirschke et 
al., 2013; Saunois et al., 2017). 
 
Figure 2.3: Global methane budget for the decade 2008 to 2017, given in Tg CH4 a
-1. Only the top-down 
estimates (see Sect. 2.2.1) are shown for emission sources and sinks (adapted from Saunois et al., 2019). 
Methane emissions are countered by sinks, which are responsible for the removal of 556 Tg a-1 
(range 501-574). The depletion is dominated by chemical reactions in the atmosphere (518 
Tg a-1). The largest part thereby is the oxidation of CH4 by the tropospheric hydroxyl (OH) 
radical (~90 %; Kirschke et al., 2013). The resulting reaction products are H2O and methyl 
radicals (CH3), which in turn are successively oxidised (via multiple steps) to CO and 
ultimately to CO2 (Jacob, 1999). To a minor extent CH4 is oxidised in the stratosphere by 
atomic oxygen, chlorine and fluorine, and also in the marine boundary layer by atomic 
chlorine from sea salt (Kirschke et al., 2013; Saunois et al., 2019). Once in the ground, CH4 is 
lost in soils (38 Tg a-1) by methanotrophs (archaea), which use CH4 as only carbon source for 
their metabolism, and by diffusive transport of air into the soil. The resulting atmospheric 
lifetime of CH4 amount to 9.1 ± 0.9 a
-1 (Prather et al., 2012). Therefore, after only a decade a 
CH4 molecule is removed from the atmosphere. On the timescales of only few hours to days, 
as covered in the analysis of this thesis, the sinks of CH4 can however be neglected. 
The CH4 growth rate, i.e. the imbalance between sources and sinks, is also depicted in Fig. 
2.2a and is still subject of debate in many contradictory studies. Especially the renewed 
increase since 2007 (highlighted in orange and red) and the long stagnation period (indicated 
in blue) are difficult to explain. In addition, the growth rate was exceptionally strong in 2014 
and 2015 with ~13 and ~10 ppb a-1, respectively (Nisbet et al., 2019). Potential explanatory 
attempts include: 




(a) increasing emissions from biogenic sources linked to agriculture (Schaefer et al.,  
2016) or expanded natural wetlands (Bousquet et al., 2011; Nisbet et al., 2016); 
(b) a larger dominance of fossil fuel emissions (Schneising et al., 2014; Hausmann et al., 
2016; Schwietzke et al., 2016; Turner et al., 2016); 
(c) a decrease in OH concentration (Rigby et al., 2008; Voosen, 2016); or 
(d) a combination of (a) to (c). 
Methane emission sources are not only classified by their origin (natural vs. anthropogenic), 
but also by their underlying emitting process into biogenic, thermogenic and pyrogenic CH4. 
A strong tool to distinguish them is the isotopic signature of CH4, which is reported in the 
delta notation, see Eq. (2.1): 
𝛿 𝐶 = − 1 1000     (2.1) 
where R is the stable isotope ratio of 13C:12C and the δ13C(CH4) value relates the ratio R of a 
sample to the ratio R of a standard called (Vienna) Pee Dee Belemnite, expressed in per mil 
[‰]. Biogenic CH4 is produced by archaea, which decompose organic matter under anaerobic 
conditions (e.g. in wetlands, ruminants, rice paddies or landfills). Hence, methane is enriched 
in 12C and is characterised by a more negative isotopic signature compared to thermogenic or 
pyrogenic CH4 (Quay et al., 1999; see also Fig. 2.4). Thermogenic CH4, released during the 
exploitation and distribution of fossil fuels (which was earlier formed by the destruction of 
organic matter due to high pressure and temperature in the earth’s crust) and pyrogenic CH4, 
released by the incomplete combustion of organic matter, are both enriched in 13C. 
 
 
Figure 2.4: Normalised probability density distribution of δ13C(CH4) for microbial, fossil fuel and biomass 
burning sources based on a global database (Sherwood et al., 2017). 
During the stagnation period (Fig. 2.2a, indicated in blue) the isotopic signature of CH4 
shifted towards more positive values, i.e. indications of thermogenic sources. However, since 




the growth rate is on the rise again (indicated in orange and red), δ13C(CH4) values have 
become more negative by ~0.3 ‰ (Nisbet et al., 2019). Therefore, if CH4 emissions rose due 
to the increased use of natural gas and oil (as proposed earlier), it has to be accompanied by 
one (or a combination) of the following features in order to agree with the observed isotopic 
CH4 trend: The fossil fuel emissions must have a more negative isotopic value than before 
and/or a simultaneous decrease of a 13C(CH4)-rich source must occur (Nisbet et al., 2019). 
Carbon dioxide budget 
The natural carbon cycle redistributes carbon between the atmosphere, ocean, biosphere and 
geological reservoirs and seems to be in balance over the long term. However, in recent 
decades the cycle is perturbed by adding constantly CO2 released from anthropogenic 
activities. This additional CO2 originates mainly from the combustion of fossil fuels (~9.4 ± 
0.5 Gt C a-1) used for transport, heating, cooling and industrial activities, but also from the 
change in land-use (~1.5 ± 0.7 Gt C a-1), e.g. by deforestation and land clearing for harvest 
yield. CO2 is removed by land (~3.2 ± 0.7 Gt C a
-1) and ocean (~2.4 ± 0.5 Gt C a-1) uptake, 
resulting in an atmospheric increase of ~4.7 ± 0.02 Gt C a-1. All numbers represent the average 
from 2008 to 2017 and are taken from Le Quéré et al. (2018), a report on the global carbon 
budget, which is corrected and updated every year. 
Total CO2 emissions of developed countries can be estimated with high accuracy due to the 
precise knowledge of national fossil fuel consumption amounts. However, the spatial and 
temporal distribution of emissions is less well known because of lack of appropriate data 
(Bréon et al., 2015). The atmospheric lifetime of CO2 is difficult to estimate since CO2 is 
redistributed among different reservoirs but not entirely removed. A broad agreement is 
achieved with timescales between tens and thousands of years (Archer et al., 2009). The 
constantly increasing trend of CO2 in the atmosphere is unambiguous (see Fig. 2.2b), and 
neither the Kyoto Protocol of 2005, nor the Paris Agreement of 2015 seemed to cause any 
changes to it. 
2.1.3 Emissions from urban areas 
Currently urban areas cover less than 3 % of the terrestrial earth surface (Liu et al., 2014), but 
accommodate more than half of the world population, with a persistent increasing trend (UN, 
2018b), see also Fig. 2.5. In Europe the level of urbanization (i.e. the percentage of urban 
population in total population) is already at 74 %. Asia, with roughly 50 % urban residents, is 
expected to urbanise much faster until the mid of the century (+16 %) compared to Europe 
(+10 %). This spatial concentration of high population density, growing economy, increasing 
energy usage and rapid industrialization in such small areas leads to reduced air quality, 
which is often measured by short lived air pollutants, such as sulfur dioxide (SO2), nitrogen 
oxides (NOx), carbon monoxide (CO), volatile organic compounds (VOCs), particulate matter 
(PM) and ozone (O3). Only in recent years, the attention was also drawn towards cities being 
a hotspot for GHG emissions (Kennedy et al., 2012; Marcotullio et al., 2013; Zhu et al., 
2013). 





Figure 2.5: Annual total (solid bars) and urban (striped bars) population in 2018 and projected to 2028 for 
different regions of the world (UN, 2018b). America is abbreviated with Am. 
Cities are highly diverse, not only between different continents but also between and among 
different countries. Therefore, only few studies exist which attempt to scale up their emissions 
to global values. Wunch et al. (2009) estimated correlation coefficients between measured 
column abundances of CH4 and CO2 in the greater Los Angeles area in spring 2008. Under 
the assumption that such correlations are representative for other major cities, 21 to 34 % of 
global anthropogenic CH4 is estimated to be of urban origin. This number is 7 to 15 % larger 
than currently assumed. According to the “megacities project” by NASA (Nautical 
Aeronautics and Space Administration) Jet Propulsion Laboratory, cities and power plants 
emit 70 % of fossil fuel CO2 to the atmosphere. Seto et al. (2014) states, that energy related 
CO2 emissions contribute with 53 to 87 % to the global budget. 
 
Several studies have been performed with focus on individual metropolis to estimate 
individual CH4 and CO2 emissions. Recent studies are more often found for cities in the 
United States, e.g. Indianapolis (Mays et al., 2009; Cambaliza et al., 2015), Los Angeles 
(Hopkins et al., 2016), the Baltimore-Washington area (Ren et al., 2018), Boston (Phillips et 
al., 2013) and urban centres along the east coast (Plant et al., 2019). GHG studies on 
European cities have been conducted e.g. in London (O'Shea et al., 2014; Helfter et al., 2016; 
Pitt et al., 2019), Paris (Bréon et al., 2015; Lian et al., 2019), Cracow (Kuc et al., 2003; 
Zimnoch et al., 2019), Florence (Gioli et al., 2012) and Rome (Gioli et al., 2014). 
The studies mentioned above use a variety of observations: airborne and ground-based 
(mobile, long-term stations), in situ and remote sensing, simultaneous measurements of 
methane and ethane (C2H6; a tracer for fugitive fossil emissions) or isotopic δ
13C(CH4) 
signatures. Based on airborne measurements a major source of elevated CH4 from cities in the 
United States was attributed to natural gas and landfill emissions (e.g. Cambaliza et al., 2015; 
Ren et al., 2018; Plant et al., 2019). While airborne derived CO2 emissions from Rome were 
found to agree with inventorial data (Gioli et al., 2014), CO2 and CH4 emissions from London 
need to be scaled by a factor of 1.57 and 0.7, respectively, in order to agree with airborne 
derived fluxes (Pitt et al., 2019). While this estimate accounts for peri-urban emissions from 
the greater London area, their previous estimate (given in the same study) was based on the 




conventional mass balance approach, where correction factors yielded to a much higher value 
of 3.08 for CO2 and 1.22 for CH4. Ground-based observations in London (Helfter et al., 
2016), Paris (Bréon et al., 2015), Cracow (Kuc et al., 2003; Zimnoch et al., 2019) and 
Florence (Gioli et al., 2012) provide additional information on urban GHG emissions, e.g. 
long-term CO2 observations in Florence indicate 19 % higher emissions than reported by 
inventories (Gioli et al., 2012). Atmospheric monitoring sites in Paris, together with an 
atmospheric inversion approach, point towards an overestimation of urban emissions by the 
local inventory (Bréon et al., 2015). 
Comprehensive studies on the role of Asian megacities on air pollution and climate change 
are summarised in a report of the World Meteorological Organization and the Global 
Atmosphere Watch (Zhu et al., 2013). One key aspect for Asia is that megacities are highly 
diverse regarding their level of economic development. Thus emission sources are different, 
e.g. traffic emissions dominate in developed cities and biomass burning is particularly 
important in developing cities. In Beijing, Hong Kong, Manila, Osaka, Pearl River Delta, 
Shanghai and Tokyo (selected cities for the EMeRGe-Asia mission) air quality is regularly 
monitored by automatic measurement stations and specific research programmes, which also 
lead to reduction strategies of local emissions. However, mainly SO2, NOx, PM10, CO and O3 
are monitored and only sparse measurements on CO2 and CH4 exist in three of the cities. 
Although GHG trends were studied for 10 years in Beijing (Liu et al., 2005) and CO2 
measurements were analysed in Shanghai (Li et al., 2008), the reports of these studies are 
only available in Chinese. Based on the consumption of fuels and average emission factors, 
Leung and Lee (2000) estimate that CO2 accounts for ~90 % of the calculated local Hong 
Kong GHG emissions, resulting mainly from the usage of coal. CH4 contributes with ~5 %, 
especially due to waste decomposition. No mass balance or mass balance like study for an 
Asian city is reported in the current literature. 
2.2 Estimating greenhouse gas emissions 
In order to keep the global temperature rise well below 2 °C compared to pre-industrial levels 
(Paris Agreement; UNFCCC, 2015), a reduction of GHG emissions must take place. As 
presented in Sect. 2.1 large uncertainties exist in sources and sinks of GHGs, especially at 
smaller spatial scales. To develop efficient mitigation strategies and to predict future climate 
impacts, an accurate knowledge of the GHG budget is crucial. To improve the understanding 
and quantification of the budgets, different methods and measurement strategies are used. In 
the following sections a common division in the bottom-up and top-down approach is 
introduced with a focus on the airborne mass balance approach, as one example of the top-
down method applied within this thesis. Furthermore, the measurement technique of cavity 
ring-down spectroscopy is presented to obtain GHG mole fractions. 
2.2.1 Top-down vs. bottom-up approach 
Typically, two different approaches are used to quantify emissions. With the bottom-up (B-U) 
approach emission factors for specific source categories are multiplied with statistical activity 
and technology mix data. Hence, emissions can be calculated for a large size of emitters, 




ranging from single factories to a larger set of industries, or from national to global scales. 
The top-down (T-D) approach instead uses dedicated atmospheric measurements, which allow 
for an independent quantification of emissions. 
The B-U approach has the advantage that emissions can be calculated globally and sector-
wise, e.g. as provided in gridded emission inventories. Furthermore, it provides detailed 
information about the different emission processes. However, it is well known that emission 
factors and activity data are subject to large spatial and temporal heterogeneity, as well as to 
simplified assumptions with large uncertainties (Nisbet and Weiss, 2010; Brandt et al., 2014). 
E.g., inventories often distribute emission totals for countries with a proxy for population 
density and/or apply same emission factors for larger areas (Janssens-Maenhout et al., 2012), 
hence, disregarding local and regional differences. The T-D approach is independent of 
activity data or emission reports and is therefore commonly used to validate total bottom-up 
emissions. The atmospheric observations can be performed on different scales and from 
different measurement platforms (see Sect. 2.2.3) and are combined with, e.g., a mass-balance 
approach (see Sect. 2.2.2) or inverse modelling techniques to quantify emissions. However, a 
source attribution to different emission processes usually is much more challenging. 
On the one hand, combining the B-U and T-D approach can provide insight into large 
discrepancies as shown, e.g., by an ensemble of seven different inverse models estimating ~30 
% higher European CH4 emissions (2006 to 2012) than B-U reported values in 2012 
(Bergamaschi et al., 2018). On the other hand, reported emissions can be confirmed as shown, 
e.g., for the city of Indianapolis (Turnbull et al., 2019). A study of Kirschke et al. (2013) 
examines regional CH4 budgets for Europe, China and SE-Asia separated by source sectors, 
see Fig. 2.6. Dark-coloured bars (to the right) present B-U estimates and light-coloured bars 
(to the left) are inferred from independent T-D estimates. T-D fossil fuel emissions (brown) in 
Europe and China were found to be ~6 % and ~20 % higher than estimated by B-U inventories 
(equal in SE-Asia). Emissions from agriculture and waste (blue) tend to be overestimated by 
~20 % in Europa and ~14 % in SE-Asia, but slightly underestimated by ~3 % in China. 
 
Figure 2.6: CH4 budgets from Kirschke et al. (2013) for selected regions: Europe, China and SE-Asia (2000-
2009). T-D estimates are shown in light-coloured bars, B-U estimates in dark-coloured bars. 




2.2.2 The airborne mass balance approach 
The aircraft-based mass balance approach is a well-established T-D method to infer CH4 and 
CO2 emission rates. Measurements can focus on individual point sources like landfills, oil and 
gas facilities or power plants (e.g. Lavoie et al., 2015; Krautwurst et al., 2017; Krings et al., 
2018) or on area sources, like cities or larger oil and gas fields (e.g. Mays et al., 2009; O'Shea 
et al., 2014; Cambaliza et al., 2015; Karion et al., 2015; Heimburger et al., 2017; Ren et al., 
2018). This section describes the theoretical background of this method, which is applied 
within this thesis to derive emissions of Berlin (see Sect. 5.3). 
In an idealised mass balance experiment (see Fig. 2.7), the pollution plume from various 
collocated emission sources within a city is advected and dispersed within the boundary layer 
(BL, see Sect. 2.3) according to the prevalent wind direction. The flight pattern includes one 
upwind transect as well as multiple transects at an appropriate downwind distance from the 
source. They are aligned perpendicular to the wind direction and flown at constant altitudes. 
The upwind transect is centred at the middle of the BL and is used both, to identify possible 
emission inflows already being transported into the target region from a distant source, and to 
identify the natural atmospheric variability. The downwind transects, stacked at several 
altitudes within the BL, capture the urban outflow downstream of the source. Vertical 
profiles, extending into the free troposphere, are used to determine the BL depth. Other 
attempts may include one single downwind flight transect in the centre of the BL (Karion et 
al., 2013a) or several transects at the same altitude but at different horizontal distances from 
the source (Turnbull et al., 2011). For single point sources a circular flight route at different 
heights has also been established (Ryoo et al., 2019). 
 
Figure 2.7: Idealised mass balance experiment with the aircraft track in blue and the city boundary in red 
(adapted from Mays et al., 2009). The aircraft track consists of one upwind leg and several downwind legs at 
stacked altitudes, as well as of a vertical profile characterising the BL. The wind is perpendicular to the flight 
track and disperses the urban GHG plume according to the prevalent wind direction within the BL. 
All mass balance flights are usually conducted in the afternoon when the BL is fully 
developed and its height is less variable during the time of the research experiment (see Sect. 
2.3). The assumption of constant emission fluxes has to be applied. Steady wind speed and 




wind direction several hours before and during the flight experiment itself have to be fulfilled. 
The flux or mass flow rate 𝑓 [g s-1] through a normal plane downwind of a source is derived 
using Eq. (2.2): 
𝑓𝑙𝑢𝑥 =  ∫ ∫ [𝑋] −  𝑋  
∗
 𝑀  𝑢  𝑑𝑥𝑑𝑧                   (2.2) 
The background mole fraction 𝑋  is subtracted from the observed mole fraction 𝑋 at 
location 𝑥  and 𝑧  and is converted to molar density using the ideal gas law with observed 
pressure 𝑝 and temperature 𝑇, and the ideal gas constant 𝑅. Combined with the molar mass 𝑀 
and the perpendicular component 𝑢 of the horizontal wind, a mass flow per unit area is 
obtained. By integrating along the horizontal boundaries of the plume (−𝑘 to 𝑘) and in the 
vertical from ground to the top of the BL, the mass flux through the plane is calculated. 
Uncertainties in the mass flux arise mainly from varying wind speed, the choice of 
background determination, varying BL depth, and limited observational data between the 
lowest altitude transect and the surface (Cambaliza et al., 2014). For the background the mean 
or the lowest detected mole fractions from an upwind transect or from edges of the downwind 
transects can be used (Cambaliza et al., 2014; Peischl et al., 2015). 
2.2.3 Atmospheric greenhouse gas observations 
On the basis of atmospheric measurements the top-down approach can be applied on different 
spatial scales with observations from various platforms. Greenhouse gas observations can be 
grouped according to their sampling location into ground-based (surface and tall towers), 
airborne (aircraft, unmanned aerial vehicles and balloons), and space-based (satellite) 
measurements. With respect to the measurement technique itself, in situ instruments sample 
the ambient air at the point of interest, while active and passive remote sensing instruments 
are located at some distance and rely on propagated signals. In active remote sensing the 
instrument has its own source of light and actively emits e.g. radio or microwave pulses in 
radar systems (radio detection and ranging) or laser pulses in LIDAR systems (LIght 
Detection And Ranging) and measures the reflected energy. Passive remote sensing relies on 
direct or indirect sunlight. 
Ground-based in situ networks are used extensively in studies to estimate global, regional and 
local GHG budgets and trends. For example, the Mauna Loa Observatory (see Sect. 2.1.2) 
provides global mole fractions because of its remote location. In combination with inverse 
modelling, regional networks can be used to estimate the European GHG budget (Kadygrov et 
al., 2015). Or a single station downwind of China can characterise temporal changes in 
Chinese CH4 and CO emissions (Tohjima et al., 2014). A drawback of ground-based in situ 
stations is the dependence on local emissions and meteorological processes, which are often 
not representative for larger regions. In addition, the distribution of permanent measurement 
stations is relatively sparse. Regional networks such as ICOS (Integrated Carbon Observation 
System; https://icos-atc.lsce.ipsl.fr) maintains 29 measurement stations in Europe, but mainly 
covers Central and Northern Europe. The Global Greenhouse Gas Reference Network 
(https://www.esrl.noaa.gov/gmd/ccgg), on the other hand, lists 73 active measurement sites in 




36 countries to monitor CO2 and CH4 (status December 2019), but most of the stations are 
concentrated in the United States and only nine stations are operating in Asia. 
Space-based remote sensing instruments on board satellites have the advantage to cover the 
full globe and recent improvements were made towards a higher spatial resolution and 
improved retrieval algorithms. SCIAMACHY (SCanning Imaging Absorption SpectroMeter 
for Atmospheric CHartographY), measuring until 2012, had a footprint of ~30 km × 60 km, 
while the recently launched Sentinel5Precursor with TROPOMI (TROPOspheric Monitoring 
Instrument) can resolve gradients already on a 7 km × 7 km scale. A recent study by Miller 
and Michalak (2020) summarises the changes in the OCO-2 (Orbiting Carbon Observatory) 
CO2 retrievals, indicating that with the newest version even magnitudes of comparatively 
small biospheric CO2 enhancements can be studied. However, satellite observations provide 
only column averaged mole fractions and thus the information on the vertical distribution of 
GHG is missing. 
Therefore, aircraft are often used as a spatial and temporal flexible platform to provide 
snapshots of a current situation covering the horizontal and vertical domain. They may carry a 
large suite of instruments to simultaneously measure atmospheric gases and particles together 
with meteorological parameters. In situ instruments aboard research aircraft are able to 
resolve GHG gradients with high spatial resolution. Dependent on the aircraft speed and the 
measurement frequency, a few tens of meters can be achieved. Despite the fact that aircraft 
campaigns are expensive and complex, the challenge in measuring GHG is also precisely 
detecting small enhancements above a high atmospheric background mole fraction. Therefore, 
very sensitive instruments are required. One example of such an instrument is the well-
established Picarro GHG analyser based on cavity ring-down spectrometry (CRDS). 
2.2.4 In situ measurements using cavity ring-down spectroscopy 
In conventional spectroscopy, the radiant intensity of the incident (I0 [W m
-2]) and transmitted 
(It [W m
-2]) signal is used to determine the concentration of a specific species in a gas sample 
based on Lambert-Beers Law, see Eq. (2.3): 
𝐼 =  𝐼  exp (−𝜎𝐿𝑁) (2.3) 
The cross section of the absorbing species is given with σ [cm2 molec-1], L [cm] is the path 
length, and N [molec cm-3] the number density. However, if the absorption is very weak, the 
small difference between I0 and It is difficult to quantify. Especially when tiny fluctuations in 
the intensity of pulsed lasers introduce noise (Busch and Busch, 1999). One possibility to 
obtain the needed sensitivity is to increase the effective absorption path length, e.g. by using 
multi pass absorption cells, or by reducing the noise in the signal, e.g. by applying modulation 
techniques. 
The measurement technique of CRDS is a highly sensitive in situ technique relying on 
molecular absorption that can be adapted to a wide range of trace gases. An introduction to 
CRDS, its history and various applications can be found in Busch and Busch (1999). Hereby 
the so-called ring-down time is monitored, which is the exponential decay of radiation within 




a stable optical cavity. The simplest setup consists of a cavity with two highly reflective 
mirrors, as depicted in Fig. 2.8a. If a short pulse from a laser with narrow spectral width is 
introduced into the cavity through a partially reflective mirror, light intensity first builds up 
due to constructive interference. After the laser is shut off, the light gradually decays with 
every reflection between the mirrors as a small fraction of energy is leaking out of the cavity. 
The exponential decay is depicted as grey solid line in Fig. 2.8b and is monitored with a 
photodetector located outside the cavity. The leaking is proportional to the intensity of 
radiation trapped. In case, the cavity is filled with a gas containing an absorbing species with 
an absorption feature in the spectral range of the used laser light, the losses within the cavity 
are enhanced and the exponential decay is more pronounced, depicted by the shorter ring-
down time (grey dashed line). 
 
Figure 2.8: Schematic setup of (a) a simple optical cavity with two mirrors and (b) signal of the ring-down time 
as observed on the detector of an empty and filled cavity (both adapted from Berden and Engeln, 2009). 
If both ring-down times are monitored, one can obtain the absorption coefficient α [cm-1] 
following Eq. (2.4) where c [cm s-1] is the speed of light, τ1 [s] the ring-down time for the 
cavity containing the absorbing species and τ2 [s] the ring-down time for the empty cavity (for 
a detailed derivation of Eq. (2.4) see Appendix A.3). The number density N is related to the 
absorption cross section σ and the absorption coefficient α as given in Eq. (2.5). The mole 
fraction X [mol mol-1] of the absorbing gas is derived by dividing its number density N by the 
number density of air Nair (Eq. (2.6)). 
𝛼 =  −  (2.4) 
𝑁 =  
 
 (2.5) 
𝑋 =  
 
 (2.6) 
Hence, the CRDS measurement depends only on the ring-down times and is thus insensitive 
to fluctuations of the laser source. Together with the ultra-long absorption path lengths of 
several tens of kilometres these are the major advantages allowing for ultra-sensitive 
absorption measurements (Paldus and Zare, 1999). 
2.3 The atmospheric boundary layer 
In this section relevant aspects with respect to the atmosphere and its boundary layer (BL) are 
summarised. For in-depth details the reader is referred to general meteorology textbooks like 
Wallace and Hobbs (2006) or Seinfeld and Pandis (2016), from where the following 




information was taken if not otherwise indicated. The earth’s atmosphere can be divided into 
four distinct layers based on the atmospheric temperature profile, see Fig. 2.9a. From space 
inward they are named thermosphere, mesosphere, stratosphere and troposphere. In the 
troposphere an increase in altitude leads to a decrease in temperature at a rate of ~0.65 Kelvin 
(K) per 100 m up to the tropopause. The tropopause is an important interface at an altitude of 
roughly 7 km at the poles and 17 km at the equator. The tropopause represents a local 
temperature minimum in the atmosphere. By this layer the vertical transport of air masses is 
inhibited and thus weather processes within the troposphere are separated from the 
stratosphere. 
 
Figure 2.9: (a) Temperature profile of the atmosphere; (b) zoom on the troposphere including the diurnal cycle of 
the boundary layer; (c) typical daytime profiles of temperature (T), potential temperature (θ), specific humidity 
(q) and wind speed (V). SL is the surface layer, ML the mixed layer, EZ the entrainment zone, FT the free 
troposphere. All figures adapted from Wallace and Hobbs (2006). 
The BL is the lowermost part of the troposphere and is in direct interaction with the earth’s 
surface. At the earth’s surface almost all anthropogenic activities take place, hence, pollutants, 
GHGs, and particles are released into the surrounding air. In case the release height is within 
the BL, anthropogenic emissions are transported and can either be enriched or diluted by 
atmospheric processes. A crucial role hereby plays the temperature profile and the volume of 
air, which is in turn determined by the top edge of the BL, hereafter referred to as BLH 
(Boundary Layer Height). Severe air pollution is often connected with a low BLH, stable 
stratification and strong inversions, as observed e.g. during strong haze events in Shanghai 
(Leng et al., 2016), Beijing (Zheng et al., 2015) or London (Wilkins, 1954). 
Typically, the BL above land extends over the lowermost 1 to 2 km of the troposphere but its 
height is strongly dependent on the daytime as well as the geographical location and 
meteorological conditions. The BL reacts to external changes of daytime solar heating and 
nighttime radiative cooling within only few hours as land has a relatively small specific heat 
capacity (<1 J g-1 K-1). This fact leads to a characteristic diurnal cycle during fair weather 
conditions, as depicted in Fig. 2.9b. At sunrise a shallow mixed layer (ML, depicted in pink) 




is formed. It reaches its maximum thickness in the afternoon, mainly driven by convective 
turbulence, which in turn is caused by thermals of warm air rising or cold air sinking. Around 
sunset, decaying convective turbulence, and hence, weaker vertical mixing, leads to a 
breakdown of the ML, which is called residual layer (depicted in green). Due to the 
subsequent radiative cooling at the surface a shallow stable layer forms and gradually 
increases in height during the night (depicted in blue), superseded by the rising sun on the 
next day when the cycle evolves from the beginning. At the top of the BL, inmixing of air 
from the free troposphere (FT) can occur in the so-called entrainment zone (EZ) through an 
increase in the BLH or by subsiding air masses, dependent on the strength of the inversion as 
discussed in the following. 
Associated with the BL evolution, characteristic vertical daytime profiles of temperature (T), 
potential temperature (θ), specific humidity (q) and wind speed (V) evolve, see Fig. 2.9c (for 
a description of the meteorological terms see Appendix A.2). Air temperature and humidity 
are highest in the surface layer (SL) due to heat exchange and evaporation at the surface, 
while the frictional drag force reduces the winds speed and forces the flow across isobars 
towards lower pressures. Throughout the ML temperature steadily decreases with altitude. At 
its height, the inversion (reversed temperature gradient) represents a layer of high stability and 
thus efficiently inhibits turbulence from penetrating from the ML into the FT. This effective 
vertical mixing causes nearly uniform and constant profiles of θ, q and V within the ML. 
Across the inversion humidity decreases rapidly towards the relatively dry FT and the wind 
speed increases and reaches almost geostrophic values and a flow nearly parallel to isobars. 
Unlike the boundary layer over land, the Marine Boundary Layer (MBL) is distinguished 
from it due to several reasons: Since the MBL is in direct contact with the ocean, large 
amounts of heat and moisture are exchanged. The relative humidity is higher, promoting the 
formation of clouds. Hence, the radiation budget is much more complex, but due to the 
presence of clouds the inversion is usually more intense, which in turn minimises the 
entrainment of dry air from above. Due to the large heat capacity of water (~4 J g-1 K-1) the 
diurnal cycle of the MBL is suppressed. Further, the MBL is usually much shallower with 
only few hundreds of metres in its depth. 
In the context of this thesis, the height and characteristics of the BL, especially over Berlin 
with respect to the mass balance study (see Sect. 5.3), are of great importance. For the city-
wide emission rate calculation, research flights were carried out predominantly within the BL, 
which needs to be well-determined, homogenously mixed and relatively stable throughout the 
measurement period (see Sect. 2.2.2). While the research flights of the EMeRGe-Europe and 
Asia campaign were mainly planned above the sea (see Sect. 6.2), the transport of emissions 
















3 Instrument and numerical models 
In the previous chapter the advantages of airborne in situ measurements were outlined and an 
introduction to the measurement technique of cavity ring-down spectroscopy (CRDS) was 
given. In the context of the thesis observational CO2 and CH4 data were collected using a 
commercial GHG analyser from Picarro Inc, which is introduced in Sect. 3.1. The scientific 
data analysis is supported by two different numerical models, complementing each other: the 
regional atmospheric chemistry climate model MECO(n) (Sect. 3.2) and the Lagrangian 
atmospheric transport and dispersion model HYSPLIT (Sect. 3.3). 
3.1 Cavity ring-down greenhouse gas analyser (Picarro G1301-m) 
The Picarro G1301-m analyser is a flight ready measurement instrument providing mole 
fractions of CO2, CH4 and H2O based on wavelength-scanned cavity ring-down spectroscopy. 
Detailed information on the analyser can be found on their website (www.picarro.com) or in 
Crosson (2008), important aspects are summarised below. 
A block diagram of the basic components is depicted in Fig. 3.1a. Two continuous wave 
(CW) lasers are operated at wavelengths in the near infrared: for CO2 at 1603 nm, for CH4 and 
H2O at 1651 nm. With an optical switch the light from each laser is selected and ~20 % of 
their power is transported to the wavelength monitor (zero order beam). The wavelength 
monitor assures within microseconds that only the spectral feature of interest is targeted, and 
thus the sensitivity to interfering gas species is limited. As absorption spectra at sub-
atmospheric pressure are well resolved with a series of narrow sharp lines, the cavity pressure 
is kept constant at 140 ± 0.05 torr (~187 hPa). Since the size and shape of the spectral lines is 
also dependent on the temperature, the cavity is thermally stabilised at 45 °C (± 10 mK). 
The remaining ~80 % of the power enters the cavity (first order beam), which is composed of 
three mirrors having a reflectivity of 99.999 %. Due to the large amount of reflections very 
long absorption path lengths of more than 20 km are achieved, while maintaining a small cell 
volume of 35 cm3. The latter one allows for fast gas exchange and thus high measurement 
speed (~2 s). The pressure within the cavity is controlled by the inlet and outlet proportional 
valves. The outlet proportional valve is kept at a fixed opening position, while the inlet valve 
adjusts to the input pressure change, monitored by a pressure transducer. As the inlet valve 
has a limited operating range, the pressure at the inlet should be around ± 400 hPa of ambient 
conditions. The flow through the cavity is, in general, triggered by the pressure differential 
between the outlet (negative pressure due to vacuum pump) and the inlet (ambient 
atmospheric pressure). 
After the light content reaches a predefined threshold in the cavity, the CW laser is turned 
“off” (100 % of the power goes to the zero order beam and is not provided to the cavity in the 
first order beam) and the exponential ring-down can occur. The photodetector outside the 
cavity monitors the small amount of light leaking through the mirror. By tuning the laser to 
wavelengths where the gases of interest absorb, and to wavelengths where they do not absorb, 




both ring-down times (τ1 and τ2, see Eq. (2.4)) are obtained. Further, the laser tunes to 
multiple known points of the absorption and base line (increments the wavelength) and thus 
accurately fits the absorption line shape, and hence determines GHG mole fractions with high 
sensitivity. 
 
Figure 3.1: (a) Schematic block diagram, adapted from Crosson (2008); (b) (c) and (d) show photographs of the 
measurement chamber, the front view of the Picarro modules mounted in the aircraft rack, and the back view of 
the connected modules. Photo (b) courtesy of M. Scheibe (DLR-IPA). 
The photographs in Fig. 3.1b, c and d are taken from the instrument used within this thesis 
and serve as illustration. The optical cavity is embedded in the measurement chamber of the 
instrument, see panel (b). Two upstream filters ensure that the sensitive cavity will not get 
polluted. The measurement chamber itself is part of the Data Acquisition System (DAS), 
which further consists of hard- and firmware for acquisition, controlling and communication. 
The second module is the Power Vacuum Unit (PVU). The PVU incorporates controlling 
parts like the computer, an AC (Alternating Current) to DC (Direct Current) converter to 
supply the analyser, and a vacuum pump to maintain the pressure difference needed for the 
sample flow. The front view of both modules is shown in panel (c). Panel (d) presents their 
back view with electric and wiring connections. A filter membrane (Pall Life Sciences, 0.2 
µm, made of polytetrafluoroethylene (PTFE)) is added upstream of the Picarro inlet to avoid 
liquid water infiltration. 
3.2 Regional atmospheric chemistry climate model MECO(n) 
In global models the resolution to resolve meteorological and chemical processes is often not 
sufficient especially when it comes to e.g. emissions of point sources. Hence, smaller scale 
models are needed which down-scale such processes from the global scale to the meso scale. 




The MECO(n) model couples on-line the global chemistry-climate model EMAC3.1 with the 
regional chemistry-climate model COSMO-CLM3.2/MESSy3.3 in order to achieve this regional 
refinement. Hence, MECO(n) stands for MESSy-field ECHAM3.4 and COSMO models nested 
n times. Details can be found in Hofmann et al. (2012), Kerkweg and Jöckel (2012a, 2012b) 
and Mertens et al. (2016). COSMO-CLM (Rockel et al., 2008) is based on the COSMO 
model and jointly further developed by the CLM-Community. At DLR-IPA (Institut für 
Physik der Atmosphäre), the model is maintained by the group of P. Jöckel and especially for 
the [UC]2 and EMeRGe campaigns by M. Mertens. Within the scope of the thesis, MECO(n) 
was used to simulate emissions of anthropogenic CO2 and CH4 sources and their dispersion in 
the atmosphere. The simulation results are compared in space and time with the airborne 
observational data to better understand the source contribution to the detected emission 
plumes. The general setup for the different airborne campaigns is presented in the following, 
while the various simulated chemical tracers are introduced in the campaign specific sections 
(Sect. 5.1.2 and Sect. 6.1.2). 
 
Figure 3.2: Schematic MECO(n) setup during the [UC]2 campaign with three COSMO-CLM/MESSy instances 
within the global EMAC model. Adapted from a poster of Mertens et al. (2019). T42L90MA stands for the 
resolution with a spherical truncation of T42 (~quadratic Gaussian grid ox approx. 2.8 by 2.8 degrees) and 90 
vertical hybrid pressure levels. 
For the [UC]2 campaign a setup of three simultaneously running COSMO-CLM/MESSy 
instances nested into each other are used within the global EMAC model, see Fig. 3.2. The 
finest instance (right panel) covers NE Germany at a horizontal resolution of 0.01° (~1 km × 
1 km), a time step length (dt) of 20 s and a vertical resolution of 50 model levels. The coarser 
resolved nesting instances (middle panels) are centred over central Europe (at 0.0625°,  
dt = 60 s) and over Europe (at 0.44°, dt = 240 s). In the global EMAC model (left panel, at 2.8°, 
dt = 720 s, 90 vertical levels) the prognostic variables temperature, divergence, vorticity and 
the logarithm of the surface pressure are nudged by Newtonian relaxation towards ECMWF 
(European Centre for Medium-Range Weather Forecasts) operational analysis data. The 
COSMO-CLM/MESSy nests are directly driven by lateral and top boundary conditions from 
EMAC or from the corresponding coarser resolved nesting instance at each of the model time 
steps. The height of the midpoint of the uppermost grid box is approx. 80 km for EMAC and 
 
 
3.1ECHAM/MESSy Atmospheric Chemistry; 3.2COSMO model in CLimate Mode (with COSMO = COnsortium 
for Small-scale Modeling; 3.3Modular Earth Submodel SYstem; 3.4European Centre for Medium Range Weather 
Forecasts Hamburg General Circulation Model; 




22 km for COSMO-CLM/MESSy, respectively. A direct nudging of the COSMO-CLM nests 
is not performed. Hence, the instances can develop their own dynamics to a certain degree. 
During the model simulation the vertical profiles of the tracers (and several meteorological 
quantities) are on-line sampled along the flight tracks (submodel S4D, Sampling in 4 
Dimensions, described by Jöckel et al., 2010). This high-frequency output (at each model time 
step) is primarily used for comparison with the airborne observations. 
For EMeRGe-Europe a similar setup of three COSMO-CLM/MESSy instances is used, as 
described above, but at different resolutions: 50 km (dt = 240 s), 12 km (dt = 120 s) and 7 km  
(dt = 60 s), where the finest nest extends roughly from Portugal to the Ukraine (W-E) and from 
Ireland to the northern coast of Africa (N-S). Each instance is resolved over 40 terrain 
following vertical levels from the surface to ~20 km altitude. EMAC is nudged towards ERA-
Interim data and the COSMO-CLM nests are driven by the coarser resolved nesting instances. 
3.3 Atmospheric transport and dispersion model HYSPLIT 
Among the scientific community HYSPLIT (HYbrid Single Particle Lagrangian Integrated 
Trajectory) is one of the most common atmospheric transport and dispersion models (Stein et 
al., 2015). It can be used to compute back trajectories of air parcels or to simulate more 
complex dispersion processes including chemical transformation and deposition of various 
species. It has been widely applied in the context of e.g. synthetic tracer releases (Ren et al., 
2015; Ngan et al., 2018), wildfires (Cottle et al., 2014), transport of dust (Escudero et al., 
2011; Wang et al., 2011; Ashrafi et al., 2014) or volcanic ash (Crawford et al., 2016). 
HYSPLIT is based, as indicated in its name, on a hybrid method between the Lagrangian 
approach (following an air parcel as it is moving with time) and the Eulerian approach 
(observing air parcels at a fixed location moving by). A general description of the model can 
be found in Draxler and Hess (1998) or in Stein et al. (2015). In this thesis, the in-house 
adapted interface for both trajectory (V1.25.0) and dispersion (V1.26.0) calculations, 
developed by R. Baumann (DLR-IPA), were deployed. 
For the [UC]2 campaign backward trajectories from the encountered air masses were 
calculated and a so-called footprint was derived to examine the origin and to reconstruct the 
pathway of the encountered air masses. HYSPLIT is driven in this setup by meteorological 
forecast data from ECWMF because of their high spatial and temporal resolution. Gridded 
fields are provided hourly with a horizontal resolution of 0.08° in latitude and 0.125° in 
longitude (~9 km × 9 km). The 137 model levels allow a vertical resolution of ~20 m near the 
ground, increasing to about 200 m at 3 km altitude. Backward trajectories were started every 
10 s from the flight track. Every 15 min along the trajectories information about latitude, 
longitude, height of the trajectory and depth of the model BL were provided. This information 
was used to define a so-called back trajectory footprint, which refers here to a more general 
definition of an area covered by the air mass within its residence time in the BL. Hence, the 
data points of the back trajectories, which were inside the BL, were extracted first. Then, their 
percentage residing in a defined grid box area between the downwind and upwind transects 
was defined. 




For both EMeRGe campaigns backward trajectories were calculated as well, and so-called 
tagged plume plots were made available to the mission community by R. Baumann. 
Meteorological input data is also provided by operational ECMWF forecasts data with a time 
step of one hour. Due to the larger geographical extent of the EMeRGe campaigns, and to 
limit computational resources and time, data are horizontally interpolated at a resolution of 
roughly 0.1° × 0.1°. The intention of the tagged plume plots is to simulate individual 
enhancements of carbon monoxide (CO) from selected geographical regions, while omitting 
CO emissions from the surroundings. Figure 3.3 shows the extent of the specified Major 
Population Centres (MPCs; or their agglomerations) and the mean CO flux rate in Mg hr-1 
based on the EDGAR HTAP v2 inventory for 2010 (http://edgar.jrc.ec.europa.eu/htap_v2). 
CO is a commonly used tracer for combustion processes and due to its long atmospheric 
lifetime of few months it is suitable to investigate pollution transport processes (Streets et al., 
2006). Since the EMeRGe campaign deals with fresh emissions not being older than a few 
days, chemical and physical sinks of CO are disregarded. However, emissions are able to 
accumulate over 6 days (older particles are removed continuously to limit memory and 
computational time). This allows for an identification of local and regional enhancements near 
the source and also to distinguish between eight different age-classes of encountered air 
masses: 0 to 3 h, 3 to 6 h, 6 to 12 h, 12 to 24 h, 1 to 2 days, 2 to 3 days, 3 to 4 days and 4 to 
6 days. 
 
Figure 3.3: HYSPLIT target regions of selected MPCs with emission rates of CO in Mg hr-1 for (a) Europe and 


























4 Assessing the performance of the cavity ring-down 
analyser 
Within the Paris Agreement (UNFCCC, 2015) all signed nations have to assess their GHG 
emissions. Therefore, accurate and well-calibrated observations are needed. Frameworks for 
quality assurance and quality control of in situ measurements are established by the Global 
Atmosphere Watch (GAW) programme. It aims for a consistent network, compatible with 
each other (WMO, 2016). This chapter describes the calibration (Sect. 4.1) and 
characterisation (Sect. 4.2) of the commercially available Picarro GHG analyser. Section 4.3 
introduces the setup of the instrument deployed aboard the Cessna Grand Caravan 208B 
(Cessna) and the High Altitude LOng Range (HALO) aircraft during the three scientific 
airborne missions. An in-flight measurement intercomparison verifies the accurate 
performance of the analyser for operating conditions aboard aircraft (Sect. 4.4). 
4.1 Calibration routine and measurement uncertainty 
In general, the Picarro analysers’ response is extremely linear to an increase in atmospheric 
GHG mole fractions. Therefore the calibration fitting line can be assessed with only three 
calibration standards. In addition, its high stability over time reduces the frequency of needed 
calibrations and complicated post processing (e.g. Rella, 2010). In the following the 
calibration routine (a), which consists of four different steps, and the uncertainty analysis (b) 
is introduced using exemplary data from the [UC]2 campaign, however values for both 
EMeRGe missions are retrieved in a similar manner. 
Table 4.1: The label of the calibration gas bottle is listed together with their stated mole fractions. The corrected 












     
D1GHLAL (AL) 369.2 ± 7.4 1.607 ± 0.032 373.9 ± 0.5 1.603 ± 0.007 
D3C8UYN (AL) 411.8 ± 8.2 1.824 ± 0.036 415.9 ± 0.5 1.818 ± 0.007 
D05170N (AL) 428.28 ± 8.6 2.010 ± 0.04 434.8 ± 0.5 2.008 ± 0.008 
D0G76CN (AL) (777 ± 16) 1.795 ± 0.036 (783 ± 1) 1.803 ± 0.007 
CB11542 (NOAA) 349.23 ± 0.19 1.6310 ± 0.0031 taken as truth taken as truth 
CB11361 (NOAA) 417.24 ± 0.22 1.9739 ± 0.0038 taken as truth taken as truth 
The laboratory at DLR-IPA is equipped with two different types of calibration standards. So-
called secondary standards, provided by Air Liquide (AL), contain compressed synthetic air 




with a given mole fraction of CO2 and CH4. The drawback of these standards is their large 
uncertainty on the order of ±2 %. So-called primary standards are provided by NOAA and are 
tied to the WMO-X2007 and WMO-X2004A scale (Dlugokencky, 2005; Zhao and Tans, 
2006) as defined in the GAW framework. These standards consist of dried and compressed 
natural air with highly accurate concentrated calibration gases (CO2 ±0.05 %, CH4 ±0.2 %). 
Due to the high value of these NOAA standards, both as calibration gas and connection to the 
WMO scales, they are carefully managed, howeverare are relatively expensive. The 
calibration gases used for the measurement campaigns in this work are listed in the first 
column of Table 4.1 (“stated” CO2 and CH4). The second column (“corrected” CO2 and CH4) 
results from the intermediate step where the AL bottles are cross-calibrated against the NOAA 
standards to reduce the large error bars of ± 2 %. 
a) Four-step calibration routine 
Each calibration gas bottle is surveyed in the same way during ground operation (one 
exception of the setup was prepared for and used during EMeRGe-Europe, see Appendix 
A.4). The gas flow to the Picarro instrument is provided through a ¼” PFA tube (with an 
overflow) and is stabilised by a Mass Flow Controller (MFC) from Bronkhorst. The 
calibration gas is supplied for 10 minutes in order to avoid contamination of the previously 
sampled gas and to assure measuring dry gas i.e. that sensed H2O mole fractions are close to 
zero. The last three minutes (180 data points) are averaged and taken with the 1σ standard 
deviation for the further four-step analysis. The highest CO2 mole fraction from AL (777 ppm) 
is excluded, as the certificate of compliance (which comes with the purchase of the 
instrument) states a typical CO2 operating range of 300 to 500 ppm. 
 
Figure 4.1: Regression line for (a) CO2 and (b) CH4 as obtained from surveying the NOAA calibration gases. 
The slope is given with m, the y-intercept with c. The residual plot shows a random pattern. During each 
experiment one of the two NOAA bottles was measured twice with ~3 hours in between. 
The first step in the calibration procedure takes the stated NOAA mole fractions as the truth. 
From a linear fit applied to the NOAA mole fractions against the measured raw data, a 
regression slope is obtained, see Fig. 4.1. The blue and brown colours refer to two calibration 
days (June 26th and July 31st, 2018) prior to and after the main [UC]2 mission phase. In the 
second step the mole fraction of the AL bottles, which are measured in the same experiment, 
are corrected with the just retrieved regression slope factors (m, c) according to Eq. (4.1): 




𝐴𝐿 = 𝐴𝐿  𝑚 + 𝑐    (4.1.) 
 
Hence, a mean corrected value for each AL bottle is derived from the two days with the total 
uncertainty being the square root of the quadratic sum of each standard deviation. These 
corrected mean values are summarised in Table 4.1 (second column). The step in procedure 
provides uncertainties of only 0.2 % for CO2 and 0.5 % for CH4. The third step involves the 
frequent calibration of the instrument with AL standards during the mission phase itself 
(performed on June 6th and July 6th, 10th, 18th, 23rd, 31st, 2018). Again, a linear best-fit 
equation is obtained, but by plotting all corrected AL mole fractions against the raw data a 
campaign-average slope (mavg) and y-intercept (cavg) is determined. Consequently, in the 
fourth and last step, the raw signals detected within the research flights are calibrated and the 
final GHG mole fraction (MF) is obtained following Eq. (4.2): 
𝑀𝐹 = 𝑀𝐹  𝑚 + 𝑐     (4.2) 
For accurate calibration, it is necessary to flush the pressure reducer, which is mounted at the 
gas bottle valve, at least three times with the desired gas prior to taking actual measurements. 
This is evaluated in a laboratory experiment performed on January 10th, 2018, see Fig. 4.2. In 
the beginning the chosen calibration gas is probed five times (with roughly one hour in 
between). Then three other calibration gases with variable (and different) mole fractions are 
measured (not shown), and the first calibration gas is resampled twice in succession. The first 
resampling is performed directly after the change of the calibration gas (without flushing, 
depicted in red) and the second one after purging the pressure reducer. For CH4 no impact is 
detected, however, it is found to be important for CO2, otherwise mole fractions tend to be 
overestimated by ~0.1 ppm. 
 
Figure 4.2: Mole fractions of (a) CO2 and (b) CH4 obtained from measuring a calibration gas bottle with (grey) 
and without (red) flushing the pressure reducer. 
b) Uncertainty analysis 
The total measurement uncertainty (u_total) of the Picarro analyser for the [UC]2 campaign is 
determined to better than 0.2 ppm for CO2 and 1.1 ppb for CH4 based on the summation of the 
known sources of uncertainty in quadrature as given in Eq. (4.3). This equation is adapted 
from Peischl et al. (2012), Andrews et al. (2014), Verhulst et al. (2017) and the Picarro flight 
analyser data sheet (Picarro, 2009). 









                                    (4.3) 
The measurement precision is equal to the 1σ standard deviation of a 180 s mean taken from 
the end of a 10 min calibration sequence. The uncertainty associated with the water vapour 
correction is taken from Rella (2010) with a maximum measured water vapour mole fraction 
of 2.2 %. Drift of the instrument with ambient temperature (T) is taken from 
Picarro (2009) with a maximum measured difference of T=15 °C. Drift of the instrument with 
time (t) is taken from the Picarro Certificate of Compliance with a maximum flight time of 
2.5 hours. The scale reproducibility of the primary (and secondary) standards is given with the 
68th percentile of the absolute values of the differences among all the pairs divided by the 
square root of two. The single terms and their values are summarised in Table 4.2. Compared 
to the overall uncertainty given in Peischl et al. (2012), Andrews et al. (2014) and Verhulst et 
al. (2017) with <0.15 ppm CO2 and <1.4 ppb CH4 the estimated values seem reasonable. 
Table 4.2: Estimated uncertainties for CO2 and CH4 according to Eq. (4.3). 
 CO2 [ppb] CH4 [ppb] 
Precision 70 0.64 
Water vapour 35.2 0.16 
Drift with temperature 112.5 0.75 
Drift with time 3.4 0.02 
Reproducibility of primary standard 15.6 0.28 
 






Total uncertainty 145.1 1.09 
4.2 Laboratory experiments 
The above-stated error analysis is rather conservative and mostly based on literature values. 
Hence, experiments in the laboratory were performed to assess and adapt the water vapour 
correction value (a). The instrument was placed in an environmental chamber to simulate 
flight conditions in an unpressurised cabin, as prevalent aboard the Cessna aircraft (b). 
a) Water vapour correction 
 
Mole fractions of GHG are not dependent on pressure or temperature but they vary to a 
significant extent with the abundance of H2O in the atmosphere, which is itself fluctuating due 
to evaporation and condensation processes. The dilution effect implies that for any air mass at 
constant temperature and pressure an increase in the quantity of one component (e.g. 
increasing H2O) results in a (linear) decrease in the remaining components (LI-COR, 
Application Note #129). Hence, it is convenient to express measured GHG mole fractions 




relative to dry air, where Xrep is the measured GHG mole fraction, Xdry is the GHG mole 
fraction in dry air and H2O is the measured water vapour mole fraction: 
𝑋 =       (4.4) 
 
Figure 4.3: Setup (a) and measurement time series (b) of the laboratory experiment on April 10th, 2017 to 
determine the water vapour correction coefficients. 
The Picarro analyser is providing these dry gas mole fractions with high precision and 
accuracy. In contrast to earlier methods, where the gas stream had to be dried, the analyser 
directly measures the H2O content of the air stream (at the same time as CO2 and CH4) and 
quantifies the dry gas mole fractions with the help of H2O correction factors denoted with a, 
b, c and d (Rella, 2010). In the offline data analysis the following equations Eq. (4.5) and 
(4.6) are applied to relate the actual dry gas mole fraction (CO2)dry and (CH4)dry to the 
measured H2O mole fractions (H2O)rep. 
(𝐶𝑂 ) =  
( )
 ( )  ( )
    (4.5) 




(𝐶𝐻 ) =  
( )
 ( )   ( )
                                             (4.6) 
In general, the H2O correction factors obtained from an experiment performed by Chen et al. 
(2010) can be used for all G1301 instruments, however, it is more accurate to determine them 
for each instrument individually (Rella, 2010). It should be noted that the reported values 
(CO2)rep, (CH4)rep and (H2O)rep are only the output of the analyser, where no calibration prior 
to the determination is needed. The schematic setup in the DLR-IPA laboratory on April 10th, 
2017 is shown in Fig. 4.3a with the goal to humidify a known dry gas stream and to determine 
the H2O correction factors a to d. Two air streams were produced, one dry air stream (drawn 
in orange) and one wet air stream (drawn in blue), which could be chosen based on the 
position of the two 3-way valves. The dry gas stream was simply the gas from the calibration 
bottle. The wet air stream was produced by mixing the calibration gas with a humidified 
nitrogen stream (used as carrier gas) in the Controlled Evaporator Mixer (CEM, from 
Bronkhorst). The water reservoir upstream of the CEM was filled with distilled water to avoid 
the effects of dissolved CO2. By adjusting the ratio between the wet air stream (using the 
LIQUI-FLOW, model M7204124B) and the dry air stream (using the MFC, model 
M14205574A) different levels of humidity were produced between zero and almost 4 vol%. 
The pressure sensor upstream of the Picarro instrument was used (together with the needle 
valve) to assure constant inlet pressure during the experiment. Figure 4.3b shows the 
corresponding measurements of CO2, CH4 and H2O. Water vapour mole fractions were first 
reduced until zero and again increased to avoid hysteresis effects. For each H2O mole 
fraction, a mean CO2 and CH4 mole fraction were derived. 
 
Figure 4.4: Quadratic fit of the CO2 and CH4 ratio in wet and dry gas streams. The residual plot shows a random 
pattern. 
The ratio of the wet and dry mean mole fractions (Xwet/Xdry) is plotted as a function of the 
reported H2O mole fraction, see Fig. 4.4. The following second order correction function (Eq. 
(4.7)) was applied to obtain the fitting parameters a and b (when X=CO2) and c and d (when 
X=CH4): 
= 1 + 𝑎 (𝐻 𝑂) + 𝑏 (𝐻 𝑂)                                   (4.7) 




The experimental results are listed in Table 4.3 together with the H2O coefficients reported by 
Chen et al. (2010). When applying the experimentally obtained factors to Eq. (4.5) and (4.6), 
slightly lower mole fractions for CO2 and CH4 are obtained (~0.05 %) compared to using the 
literature values. Mean values derived with the reported coefficients lead to a mole fraction of 
389.06 ± 0.05 ppm CO2 and 1.8236 ± 0.0003 ppm CH4, while values derived within the 
laboratory experiment give 388.87 ± 0.048 ppm CO2 and 1.8228 ± 0.0003 ppm CH4. 
Table 4.3: Water vapour correction factors obtained in the laboratory (experiment) and by Chen et al. (2010). 
 
 
a b c d 
Experiment -0.011755 -0.000288 -0.009719 -0.000229 
Chen et al. (2010) -0.012000 -0.000267 -0.009823 -0.000239 
b) Performance in the environmental chamber 
The Picarro instrument was placed in an Environmental Chamber (EC, Fig. 4.5) at the 
Karlsruhe Institute of Technology (KIT). To characterise its behavior under simulated flight 
conditions in an unpressurised aircraft cabin (as prevalent during the Cessna flights) different 
altitudes were realised from the ground up to ~5 km (545 hPa). It is analysed whether the 
changing ambient pressure has an impact on CO2 and CH4 detection. 
 
Figure 4.5: Environmental chamber at the KIT with the Picarro instrument mounted in the Cessna aircraft rack. 
On April 19th, 2017, calibration gas with a known mole fraction of CH4 and CO2 was supplied 
to the instrument for roughly 3.5 hours, see Fig. 4.6. The EC pressure was regulated towards 
constant levels (grey shaded) and oscillations (blue shaded). The latter ones simulate gradients 
in the outside pressure as observed during aircraft climbs and descents. Different pressures 




were recorded at the inlet of the instrument (in green), within the EC by an external analog 
barometer (Vaisala PTB210C3C1M, in grey) and within the cavity by the instrument itself (in 
black). The inlet pressure was roughly 10 to 15 hPa lower than the ambient pressure as 
depressurization occurs at the tubes and filters. The cavity pressure was stably regulated to 
139.97 ± 0.05 Torr (~187 hPa). With respect to the four constant pressure levels listed in Table 
4.4, the mean value for CO2 and CH4 show slight deviations (ΔCO2 = 60 ppb, ΔCH4 = 
0.65 ppb), however, they agree within the measurement precision (see Table 4.2). Shortly 
alternating oscillations were induced, corresponding to an aircraft climb and descend rate of 
25 and 13 m s-1 (recorded at ~11:30 and ~12:45 UTC respectively). No significant variations 
or spikes were observed during the oscillations and in addition, the vertical speed of the 
Cessna is much smaller than simulated in this experiment (ascends with ~3 m s-1, descends 
with 7 m s-1). Chen et al. (2010) performed a similar study finding insignificant differences in 
their mean values, but a slightly larger noise compared to ambient conditions, which was not 
observed during this experiment. 
 
Figure 4.6: Measurement of calibration gas under simulated flight conditions from the surface up to ~545 hPa in 
an environmental chamber. Constant flight levels (grey) are induced as well as oscillations (blue) as observed 
during aircraft climbs and descents. 
The temperature in the EC was recorded by the Picarro instrument (DAS_temp, orange line in 
Fig. 4.6) and strongly increased during the experiment from 27 °C to 45 °C. Although the 
temperature within the cavity and the laser temperature are held constant (see Sect. 3.1), the 
drift of the instrument itself with ambient temperature is given 7.5 ppb CO2 and 0.05 ppb CH4 
per °C (Picarro, 2009). These values were taken for the uncertainty analysis. From a linear fit 
of the CO2 mole fractions against the EC temperature, however, no obvious trend is detected 
(the correlation coefficient is below 0.5). Therefore, the above given value for CO2 can be 
reduced towards 3.4 ppb CO2 per °C, while CH4 is the same as stated. During the [UC]
2 
calibrations the temperature varied between 30 and 36 °C (avg. 32 °C), and during the flights 
between 32 and 45 °C (avg. 38 °C), thus similar to the temperatures observed in the EC. 




Furthermore, the delay time of the instrument becomes important when comparing data from 
different measurement systems aboard the same aircraft. The delay time reflects the time 
difference of the sampling position at the inlet and the time when the same parcel of air 
reaches the measurement cell. This delay, caused by the length of the inlet line and by flow 
restrictions slowing down the gas flow, was experimentally determined within the EC. 
Alternately ambient air and synthetic air (or Zero Air, ZA) was provided to the instrument. 
The valve of a MFC was either completely open, letting ZA from the gas bottle to flow to the 
instrument, or fully closed, supplying ambient air from the overflow to the instrument. By 
switching between the air flows the difference between the valve signal and where the mole 
fraction reaches 90 % of the desired value (t90) was calculated, hence, the delay time was 
determined to be 15 s. During the [UC]2 research flights, the correlation between the Picarro 
H2O measurements and the observations from the meteorological sensor package can be used 
to cross check the delay time. Correlations improve from R = 0.96 without any correction to R 
= 0.98 with the 15 s delay. For EMeRGe see Appendix A.4. 
Table 4.4: Mean CO2 and CH4 mole fractions (180 s) and their standard deviation (1σ) as measured during 
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734 405.64 0.07 1947.91 0.00037 
939 405.66 0.06 1948.09 0.00042 
1019 405.60 0.07 1947.44 0.00065 
4.3 Aircraft deployment 
When conducting an aircraft measurement campaign, a suitable set of instruments to collect 
atmospheric data needs to be deployed aboard the aircraft and certified to ensure 
airworthiness. The associated individual measurement components of the Picarro analyser 
were mounted at the bottom within so-called aircraft racks, see Fig. 4.7. The measurement 
system consisted also of an electrical switch panel and an external pump (Agilent IDP-3 
Scroll Pump) in the upper part of the racks. 
A schematic gas flow of the instrument setup is shown in Fig. 4.8a. The sample flow is 
provided through the inlet towards the analyser by a ¼ inch PFA (perfluoroalkoxy) tube, a 
chemically inert and flexible material. Downstream of the inlet two main flow paths can be 
chosen by a manual operated needle valve, indicating the usual set up during a flight (blue 
arrow), and during the warm up phase on the ground (red arrow). During the flight air is 
drawn through the external pump, where the majority of the air flow ventilates through the 
overflow into the aircraft cabin. This allows a higher flow rate in the sampling tubes and 
therefore a fast air exchange, while the instrument itself only draws the required flow of 




~0.3 L min-1. Note that due to the operation of the external pump in front of the Picarro inlet 
valve the sample flow in this setup is triggered by the pressure differential between cabin 
(inlet) and atmosphere (outlet) rather than between the ambient atmospheric pressure and 
negative pressure due to the vacuum pump as stated in Sect. 3.1. On the ground during the 
warmup phase, the pump is off (the needle valve upstream to the pump is closed), the 
overflow is closed and the Picarro instrument gets its air from outside the cabin through the 
bypass using only its internal pump. This setup allows a longer lifetime of the external pump 
(since the warmup of the instrument needs several hours) and reduces the noise level in the 
cabin prior to a flight. For a following setup, it would be more appropriate to replace the tee 
and the needle valve by a simple 3-way cock to eliminate the possibility that the bypass tube 
acts as a dead volume. 
 
Figure 4.7: Photo of the aircraft racks deployed aboard (a) the Cessna and (b) HALO, with the two Picarro 
modules at the bottom and the external pump in the upper part. 
 
Figure 4.8: (a) Schematic gas flow of the instrument setup and backward facing inlets at (b) the underwing pod 
of the Cessna (photo courtesy of J. Kostinek) and (c) at the upper fuselage of HALO. The flow diagram is valid 
for both aircraft, however aboard the Cessna no stop valve was used. 




4.4 In-flight measurement comparison 
During EMeRGe-Europe a “blind” measurement intercomparison was performed during a 
formation flight of HALO and the UK research aircraft BAE146 - FAAM (Facility for 
Airborne Atmospheric Measurements) on July 13th (see the comprehensive report by U. 
Schumann, 2019). The CO2 and CH4 measurements obtained from both aircraft are used to 
assess the quality of the Picarro data. 
A racetrack pattern was flown at three different altitudes (4.7, 3.2 and 1.2 km) ranging from 
the dry and clean free troposphere to the polluted boundary layer. Both aircraft were flying 
wing-by-wing (Fig. 4.9a) and were on average only 106 m (8 m) in the horizontal (vertical) 
apart. CO2 and CH4 were measured aboard both aircraft, but with different instruments. 
Aboard FAAM a modified Los Gatos Research Inc. Fast Greenhouse Gas Analyser (FGGA) 
Model RMT-200 (Palmer et al., 2018) was deployed, relying on cavity-enhanced absorption 
spectroscopy. The measurement data were provided under “blind” conditions, i.e. the 
exchange of information on the data between the research groups was restricted before the 
comparison. For the comparison flight segments with strong curves (roll angle up to 20°) and 
large separations between both aircraft (>180 m horizontal, >50 m vertical) were excluded. 
The results are shown in Fig. 4.9 for CH4 (panel b) and CO2 (panel c), indicating a very good 
correlation between the two instruments (R = 0.8 for CH4 and 0.9 for CO2). 
 
Figure 4.9: (a) Photo of HALO and FAAM research aircraft flying wing-by-wing (courtesy of K. Kaiser, MPI). 
Comparison of (b) CH4 and (c) CO2 measurement data between Picarro aboard HALO and the FGGA aboard 
FAAM shows good agreement between both instruments. R denotes the correlation coefficient. FAAM data are 
provided by J. Pitt, S. O’Shea and S. Bauguitte. 
4.5 Concluding remarks 
The total measurement uncertainty of the Picarro analyser for the [UC]2 campaign is 
determined to be 0.2 ppm for CO2 and 1.1 ppb for CH4. The error estimate is based on 
calibrations performed with secondary standards from Air Liquide, which were cross-
calibrated towards primary NOAA standards. To further improve the error estimation 
laboratory experiments with respect to the water vapour correction values and the drift with 
time were performed. An in-flight “blind” measurement intercomparison revealed excellent 
correlation and agreement within combined errors with an independent second GHG 
measurement system. However, to further improve airborne measurements with the CRDS 
instrument, three improvements are proposed. 




Firstly, during the calibration of the Picarro instrument, dry synthetic air standards were used. 
In such standards, compared to humid ambient air standards, the ratio of O2 and N2 can vary 
and argon is often absent. Since the analysis of CO2 and CH4 by IR spectroscopy depends on 
the gas matrix composition, while temperature and pressure are held constant, additional 
uncertainties might be introduced. The CRDS instruments model the shape of the absorption 
line using the Galatry function which includes parametrizations for the line-broadening 
(Doppler and Lorentzian) and line-narrowing effects (Nara et al., 2012). In ambient air the 
variations in the main components N2, O2 and argon are usually small so that the function is a 
good approximation, however in synthetic air biases for CO2 could be around 0.49 to 0.87 
ppm and for CH4 around 1 to 1.4 ppb (Nara et al., 2012). Therefore it should be considered to 
only use standards with compressed and dried natural air in the future. 
Secondly, the Picarro instrument uses for the detection of 12CO2 and 
12CH4 the wavelengths at 
1603 nm and at 1651 nm, respectively. Although, the majority of carbon in CO2 and CH4 on 
Earth (98 to 99 %, HITRANonline) is found as 12C, the next heavier isotope 13C accounts for 
~1 % and these isotopes might differ between the calibration gas and the air sample. If a 
synthetic CO2 standard differs from the atmospheric background by an isotopic δ
13C(CO2) 
value of ~30 ‰, the bias in the measured CO2 mole fraction is in the order of 140 to 160 ppb 
(Chen et al., 2010). For CH4, a divergent standard by ~8 ‰, leads to a bias of only 0.06 to 
0.07 ppb, thus negligible (Chen et al., 2010; Peischl et al., 2012). However, it would be 
important for the CO2 measurements to determine the isotopic abundances in the calibration 
gas standards to assess their uncertainty. 
Third, during EMeRGe-Europe the cavity pressure was occasionally fluctuating especially 
when flying within the boundary layer (±3.3 hPa instead of ±0.4 hPa), which in turn reduces 
the precision of the CO2 and CH4 measurements during the flight in the range of 260 ppb for 
CO2 and 3 ppb for CH4. Although less than 1 % of the whole dataset is affected, pressure 
fluctuations for the subsequent campaigns might be reduced by changing the original inlet 
proportional valve, similar as described in Karion et al. (2013b). The original inlet valve 
(manufactured by Parker, EPCA55SSVXAA 3011) is very sensitive to aircraft vibration and 
motion due to a components large mass, whereas the newer inlet valve (manufactured by 
Clippard; EV-PM-10-4025-V) has lighter components and hence is less sensitive to aircraft 
motion. Therefore, the noise in the measurements should be reduced. The change of the valve 
is not a big effort, however communication and delivery problems since the first idea 
(12/2017) delayed the replacement until all campaigns for the present thesis were already 









5 Studying urban greenhouse gas emissions on the 
local scale: the German capital Berlin 
With the mass balance approach (see Sect. 2.2.2) emission rates of point and area sources can 
be derived based on atmospheric observations. Such top-down estimates are used to 
independently validate total bottom-up emissions. With respect to Europe, airborne mass 
balance studies have been conducted in Rome (Gioli et al., 2014) and London (O'Shea et al., 
2014; Pitt et al., 2019), as presented in Sect. 2.1.3. This thesis will expand these studies with a 
focus on the German capital Berlin using in situ CO2 and CH4 observations. The following 
specific research questions (see also Sect. 1.2) are of interest for the local scale analysis: 
RQ 1) To what extent do annual GHG emissions from different bottom-up inventories agree 
for a major European capital like Berlin? 
RQ 2) Can emission rates of GHG be estimated for the city of Berlin from airborne in situ 
instruments using a mass balance approach? 
RQ 3) How do top-down emission rates derived with the mass balance method compare to 
bottom-up inventories? 
RQ 4) Can simulations of regional models in combination with airborne measurements be 
used to identify GHG sources which are missing in the bottom-up inventories? 
This chapter describes the current knowledge on Berlins GHG emissions and introduces the 
implementation of various emission sources in the MECO(n) model setup (Sect. 5.1). Further, 
an overview of the Urban Climate Under Change [UC]2 mission, performed in summer 2018, 
is given in Sect. 5.2. On the basis of the research flight conducted on July 20th GHG emission 
rates are derived using the mass balance approach (Sect. 5.3). Section 5.4 presents additional 
results for the research flight performed on July 20th, and a conclusion is given in Sect. 5.5. 
5.1 Berlin and its greenhouse gas emissions 
The German capital Berlin is an interesting target for studying urban GHG emissions, as it is 
the largest German city in terms of area and second largest city in terms of population density 
(Statistisches Bundesamt, 2018). With respect to the aircraft-based mass balance approach 
Berlin appears to be an ideal testbed as three conditions are fulfilled: a) the topography is 
relatively flat to provide a steady and unperturbed air flow; b) the city of Berlin is relatively 
separated from the surrounding area in terms of population density (84 vs. 4055 inhabitants 
per km2), which is depicted in Fig. 5.1. In addition, the metropolitan area does not extent very 
far into the surroundings; and c) GHG emissions should be strong enough to be detectable 
with in situ instruments. The greater Berlin area is expected to emit roughly the same amount 
of CO2 as the well-studied London area. According to estimates from Pitt et al. (2019) and the 
CAMS GHG inventory for 2015 (Kuenen et al., 2014) both cities emit ~33 Mt a-1. CH4 
emissions could be ~50 % lower for Berlin (~28 kt a-1 vs. ~53 kt a-1). 




To the best of my knowledge, the only published study on experimentally determined GHG 
fluxes from Berlin is by Hase et al. (2015), who deployed five ground-based Fourier-
Transform infrared spectrometers around Berlin in June and July 2014. They were able to 
distinguish urban emissions apparent in XCO2 signals (column-averaged dry air mole 
fraction) and based on a simple dispersion model they retrieved a CO2 source strength of 
0.8 t s-1. In contrast, the observed XCH4 signal did not follow the XCO2 pattern (due to 
different sources) and a distinct background could not be observed. The city of Berlin has also 
been in the focus in several studies on the potential use of satellite measurements for 
estimating CO2 emissions using synthetic satellite observations (Pillai et al., 2016; Kuhlmann 
et al., 2019b). They showed that even for future and highly sophisticated satellite systems, the 
identification and quantification of the Berlin city plume is extremely challenging. 
 
Figure 5.1: Population density for Berlin and the state Brandenburg (adapted from Strukturatlas Land 
Brandenburg, 2017). The yellow to red colours indicate the inhabitants per km2, the blue dots show numbers for 
total population in each municipality. The Berlin city boundary (black) is added as well as latitude and longitude 
labels for better orientation. 
5.1.1 Comparison of gridded inventories 
In this section three available GHG emission inventories are compared for the city of Berlin 
and its surrounding area from a global, European, and local inventory. 
(a) the global inventory EDGAR v5.0 for the year 2015 with a resolution of 0.1° × 0.1° 
(Crippa et al., 2019); 
(b) the European inventory CAMS-REG (Copernicus Atmosphere Monitoring Service) v1.1 
for 2015 with a resolution of 0.0625° × 0.125° (Kuenen et al., 2014); and 
(c) a local inventory, referred to as BERLIN, for 2012 (Berliner Emissionskataster v1.0, 
AVISO GmbH and IE Leipzig, 2016). It originally consists of individual area, point and 




line sources provided by the Senatsverwaltung für Stadtentwicklung und Umwelt Berlin 
(A. Kerschbaumer) and includes different emission sectors for air pollutants and GHG. 
The species have been projected to a 0.01° × 0.01° lat-lon grid (~1 km resolution). Parts of 
this inventory are described by Brunner et al. (2019) and Kuhlmann et al. (2019a). 
 
Figure 5.2 shows the CO2 (upper row) and CH4 (lower row) emission maps for the EDGAR, 
CAMS-REG and BERLIN inventories along with the city boundary of Berlin. Member states 
of the EU have to report emissions from single industrial facilities to the European Pollutant 
and Transfer Register (E-PRTR, https://prtr.eea.europa.eu/#/home) if their release to air 
exceeds a threshold of 0.1 Mt a-1 for CO2 or 0.1 kt a
-1 for CH4. In Fig. 5.2b these point sources 
are superimposed on the CAMS-REG inventory. Table 5.1 lists the estimated CO2 and CH4 
emission totals within the city boundary together with the main contributing sectors in detail. 
The first column presents for each inventory the emissions in Mt CO2 and kt CH4 per year, 
while the second column lists the relative share of the sectors in percent. CO2 is split into 
contributions from fossil fuel (ff) and biofuel (bf) for the EDGAR and CAMS-REG 
inventory, while for the BERLIN inventory this information is not available. 
 
Figure 5.2: Emission maps of CO2 (upper row; same colour scale for every panel) and CH4 (lower row; different 
colour scales) from three inventories: (a) EDGAR v5.0 for 2015 with a resolution of 0.1° × 0.1°; (b) CAMS-REG 
for 2015 with a resolution of 0.0625° × 0.125°, superimposed are selected point sources from E-PRTR (2015, 
2016) for simulation purpose; (c) BERLIN for 2012 with a resolution of 0.01° × 0.01°. The horizontal stripes in 
CO2 are due to take-off and landing at the two major airports. Note that the BERLIN inventory is slightly 
enlarged (distance scale). 
Total CO2 emissions from Berlin range from 16.8 to 24.2 Mt a
-1 between different inventories 
and thus agree within a factor of ~1.4. The CO2 emissions (note the uniform colour scale) are 
rather confined to the inner city, since they are closely coupled to ff consumption related to 
energy production and transport (Helfter et al., 2011), and thus to areas with high population 




density and locations of power plants. This is also reflected in the emission sectors, as the 
majority of emissions (79 to 82 %) within the three inventories are related to fuel combustion 
for the generation of electricity and heat. However, the emission strength itself differs, while 
the inventories agree in the numbers for the road transport sector. According to EDGAR, the 
relative CO2 contribution from the road traffic sector for Berlin (~10 %) is slightly lower than 
e.g. for greater Paris (~16 %) or London (~22 %). This is most likely explainable by the high 
dominance of point source emissions from power plants located within the city of Berlin. 
Roughly 94 % of CO2 emissions from point sources reported to E-PRTR (2016) are released 
from power plants. In contrast, these emissions only account for zero and ~21 % for the inner 
and outer city of London, respectively, and for ~24 % for Paris. Strong CO2 sources outside 
the city are located at different spots when comparing EDGAR and CAMS-REG. 
With respect to CH4, larger discrepancies are present between the inventories; both in the 
partitioning into different sectors and in the magnitude of emissions (factor ~8). Therefore, 
each CH4 panel has a different colour scale. In EDGAR, strongest CH4 sources are located 
outside the city and mainly consist of solid waste landfills and wastewater handling. In 
contrast, emissions reported in CAMS-REG are mainly due to fuel combustion for the 
generation of electricity and heat as well as fuel exploitation, with only little contribution of 
waste treatment and disposal. Hence, the spatial distribution of CH4 emissions is similar to the 
CAMS-REG CO2 emission distribution. Interestingly, BERLIN also reports almost no 
emissions from the waste sector, the main contribution of 2.3 kt CH4 a
-1 results from leakages 
during natural gas transport in pipelines and during storage in gasometers. According to the 
report for the Berliner Emissionskataster (AVISO GmbH and IE Leipzig, 2016), waste 
treatment in municipal sewage-treatment facilities occurs under aerobic conditions (where no 
CH4 is produced) and composting facilities of organic waste (where CH4 can be produced) are 
located outside of Berlin and are thus neglected in the inventory. In contrast, EDGAR uses for 
solid waste disposal and wastewater emissions a proxy mainly based on the distribution of 
urban and rural population (Janssens-Maenhout et al., 2012). In E-PRTR only three CH4 point 
sources are listed, which do not always match with the emission hot spots in EDGAR and 
CAMS-REG. This highlights the importance of an experimental verification of GHG 
emissions around Berlin as performed for this thesis. 
For Table 5.1 the emissions in EDGAR and CAMS-REG are estimated based on the 
percentage of the grid cell area being within the city boundary based on OpenStreetMap 
(2018), which uses an administrative boundary dividing Germany into 16 federal states, 
including Berlin. A sensitivity test, where only the grid cells in EDGAR (CAMS-REG) were 
taken, which contain at least 75 % of the city area, reveal that total emission estimates are 
lower, both for CH4 with ~25 % (20 %) and for CO2 with ~7 % (4 %). Nevertheless, the large 
discrepancies within the CH4 inventories cannot be explained by this, as total CH4 emissions 
still vary by a factor of ~6. 
Table 5.1: CO2 and CH4 annual emission fluxes (integrated within the Berlin city boundary in the upper two 
panels; corrected according to the footprint analysis in the two lower panels) from the global EDGAR, European 
CAMS-REG and local BERLIN inventory. Fuel comb. is the abbreviation for “fuel combustion for the 
generation of electricity and heat”. 
 






















(ff + bf) 
24.2 
(22.5 + 1.7) 
22.6 
(15.4 + 7.1) 
16.8 100 100 100 
Fuel comb. 
19 
(17.5 + 1.5)b) 
17.9 
(12.5 + 5.4)c) 




(2.3 + 0.1) 
2.5 
(2.4 + 0.1) 
2.7f) 10 11 16f) 
Others 
2.8 
(2.7 + 0.1) 
2.2 
(0.5 + 1.6) 




-1] CH4 [%] 
Total  25.7 15.4 3.4 100 100 100 
Waste 20.3d) 0.1 0.1 79d) 1 3 
Fuel comb. 2b) 5.6c) 0.8e) 8b) 36c) 24e) 
Fuel exploi-
tation 
2.6 5.8 2.3 10 38 68 












94.3 21.9 n.a. 
a)The first column lists the emission fluxes for different emission sectors in Mt or kt per year [a-1], the second 
column shows the relative share in percent. CO2 is split into contributions from fossil fuel and biofuel when 
possible and indicated by parentheses (ff + bf). 
b-f)The EDGAR sector definitions follow the IPCC 1996 code, while CAMS-REG and BERLIN are sectored 
according to the SNAP (Selected Nomenclature for Air Pollution) categories. b)Sum of sector energy for 
buildings, combustion for manufacturing, and power industry. c)Sum of sector SNAP 1 (combustion in energy 
and transformation industries), SNAP 2 (non-industrial combustion plants) and SNAP 34 (emissions which 
cannot be clearly attributed to SNAP 3 (combustion in manufacturing industry) or SNAP 4 (production 
processes)). d)Sum of sector solid waste incineration, solid waste landfills, and wastewater treatment. e)Sum of 
SNAP 1, SNAP 2, SNAP 3, SNAP 4, SNAP 34, and extra category of heating. f)Sum of minor roads and major 
roads. Emissions for minor roads were estimated based on NOX emissions from the same inventory using the 
constant emission ratio for major roads (CO2/NOx factor of 355.5 ± 45.4 kg CO2 / kg NOx; see Kuhlmann et al., 
2019a). Emissions for major roads were compiled from earlier inventories. Therefore, road transport emissions 
might slightly differ from Berlin’s official numbers. 




g)The footprint corrected total emissions for CO2 and CH4 are given for the EDGAR and CAMS-REG inventory 
(for details see Fig. 5.8 and corresponding text). 
5.1.2 Emission input for MECO(n) simulations 
With the global/regional nested chemistry climate model MECO(n) (see Sect. 3.2) the 
transport of emitted tracers based on different emission inventories was simulated. During the 
campaign, simulated wind fields and GHG mole fractions from the city inventory BERLIN 
were available as forecast simulation and were used to for flight planning. Post-campaign 
model simulations including 7 individual source tracers were used for comparison with the 
airborne observations to better understand the source contribution to the detected GHG 
plumes. 
Table 5.2: Overview of the different tracers simulated with MECO(n) and the corresponding emission sources. 
For a detailed description of the inventories see Sect. 5.1.1. 
Tracer Inventory input 
c-CO2 (“city”) BERLIN + E-PRTR 
c-CH4 (“city”) BERLIN (x4.5) + E-PRTR 
w-CH4 (“wastewater”) 
Status report of MLUL (2017) combined with 
EDGAR v4.3.2 wastewater emissions from 2012 
l-CH4 (“landfills”) CORRECTIV (2016) as input for LandGEM 
t-CH4 (“total”) BERLIN (x4.5) + E-PRTR+ w-CH4 + l-CH4 
r-CO2 (“regional”) BERLIN merged into CAMS-REG 
r-CH4 (“regional”) BERLIN (x4.5) merged into CAMS-REG 
For the so-called “city” tracer (c-CO2, c-CH4; see Table 5.2) the high resolution and city-wide 
emission inventory BERLIN provided the input emissions. To account for surrounding 
sources, strong point emitters according to E-PRTR outside of Berlin were included. For CO2, 
eight facilities with combined emissions of 5.7 Mt CO2 in 2016 were added (which is roughly 
1/4th to 1/3rd of total Berlin emissions), for CH4 this applied to two sources: landfill 
Schoeneicher Plan (south of Berlin) with 1.37 kt CH4 in 2016 and landfill Neuenhagen (NE of 
Berlin) with 0.13 kt CH4 in 2015. These simulated “city” tracers serve as baseline for the later 
analysis. 
As described in the previous section, inventorial CH4 emissions show large discrepancies 
especially with respect to the waste sector. Therefore, additional information on locations of 
strong point sources, i.e. sewage-treatment plants and waste deposits was collected. 
Corresponding CH4 emissions for the “wastewater” (w-CH4) and “landfill” (l-CH4) tracers 




were estimated to range between 1 and 7 kt CH4 a




Figure 5.3: (a) Sewage-treatment plants (MLUL, 2017) are sized according to their population equivalent and 
superimposed on the EDGAR v5.0 wastewater CH4 emission map. (b) Illegal waste deposits (CORRECTIV, 
2016) are sized according to the amount of deposited waste (ranging from 0.06 to 416 kt of waste). Official 
landfills listed in E-PRTR (2015, 2016) are not sized. 
Figure 5.3a shows sewage-treatment facilities superimposed on the EDGAR v5.0 wastewater 
CH4 emission map from 2015. Information on sewage-treatment plants were taken from a 
status report of the Ministerium für Ländliche Entwicklung, Umwelt und Landwirtschaft 
(MLUL, 2017) and their exact position was determined with Google Earth. Since the report 
only covers the state of Brandenburg, one sewage-treatment plant within the Berlin city 
boundary was added (Ruhleben, Berliner Wasserbetriebe). Larger plants surrounding Berlin 
(they are sized according to their population equivalent) correlate very well with pixels of 
stronger EDGAR CH4 emissions. Therefore their emission rates were transferred and the 
remaining smaller facilities were assigned with an arbitrarily chosen CH4 rate of 1 kt a
-1 to 
ensure a visible signal in the MECO(n) model output (note that although Fig. 5.3a shows the 
EDGAR v5.0 wastewater map of 2015, the values from 2012 (v4.3.2) were assigned to the 
facilities as the model run was not repeated after updating to the most recent inventory v5.0). 
Landfills are another well-known CH4 emission source, which are considered separately. In 
Fig. 5.3b official landfills (reported to E-PRTR) are mapped together with illegal waste 
dumps, which are based on information from the non-profit organization CORRECTIV. Their 
article discovered more than 100 illegal landfills in Brandenburg with at least three million 
tons of waste (CORRECTIV, 2016). However, the legal disposal of this waste would cost 
more than 320 million Euros. CH4 emissions were calculated using the LANDfill Gas 
Emission Model (LandGEM, 2005, v3.02), provided by the United States Environmental 
Protection Agency (EPA). Input parameters are the amount of waste and the year of the first 
deposit as waste is continuously decomposing. If no information on the year was available, 
the most frequently reported year was used (i.e. year 2000). Furthermore, a constant decay 




rate (k = 0.038) and a degradable organic carbon content (doc = 0.2028) based on moderate 
climate were taken, and it was assumed that all waste material is from municipal solid waste 
landfills (EPA, 2010). Calculated emissions from both, sewage treatment and landfills, are not 
intended to represent true values, however, they serve as input for model sensitivity tests to 
study the importance of these sectors (see Sect. 5.3.4). 
Last, to account not only for point sources outside of Berlin, but also the regional background, 
the BERLIN inventory was merged into the European CAMS-REG inventory (r-CO2, r-CH4). 
Since total CH4 emissions for both inventories within Berlin differ by a factor of ~4.5 (see 
Table 5.1) it was necessary to scale the BERLIN CH4 emissions with this factor to ensure that 
no artificial gradient in the simulated CH4 mole fraction is introduced at the boundary 
between the two merged inventories. For CO2 no scaling was applied, however, grid boxes at 
the outermost boundary of BERLIN with very low emissions were removed. 
Simulations with the EDGAR emissions have not been performed as the inventory is a factor 
~10 coarser than the MECO(n) model resolution (~1 km × 1 km). Hence, using such a coarse 
emission inventory with a much finer model resolution will not add useful information. 
Further, emissions related to the agriculture sector are not implemented explicitly as separate 
tracers. In EDGAR, CH4 emissions from agriculture (enteric fermentation, manure 
management, agricultural waste burning and agricultural soils) account for less than 0.4 kt a-1, 
hence only ~1.5 % of total CH4 emissions within the Berlin city boundary. 
5.2 The [UC]2 mission overview in summer 2018 
Under the framework of the [UC]2 project, research flights were conducted in Berlin during 
summer 2018. The focus of this thesis is to analyse the urban GHG aircraft measurements, 
however, the overarching objective of [UC]2 is to develop, apply and validate an urban 
climate model at high spatial resolution (<10 m) for three German cities: Hamburg, Stuttgart 
and Berlin (Scherer et al., 2019b). All airborne observational data are used for the validation 
subproject 3DO (3-Dimensional Observation of Atmospheric Processes in Cities; Scherer et 
al., 2019a). 
The [UC]2 mission was the second aircraft campaign from DLR-IPA deploying in situ 
instruments aboard the DLR Cessna Grand Caravan 208B. This single-engine aircraft is small 
and robust, and due to its relatively low speed (~50 m s-1) the research instruments aboard 
(with a sampling rate of 0.5 Hz) are able to provide measurements at a fine spatial resolution 
(~100 m). Hence, the atmospheric composition, as well as gradients at the local scale can be 
well resolved. Besides the Picarro G1301-m instrument (see Chapter 4), the aircraft was 
equipped with a series of instruments to measure meteorological parameters and trace gas 
species: (1) a modified Aerodyne Quantum Cascade/Interband Cascade Laser (QCL/ICL) 
based spectrometer for CO2, CH4, ethane (C2H6), carbon monoxide (CO) and nitrous oxide 
(N2O); for details see Kostinek et al. (2019); (2) a Cavity Attenuated Phase Shift (CAPS) 
Sensor for nitrogen dioxide (NO2); (3) a 2B ozone (O3) monitor; (4) a meteorological sensor 
package (METPOD), which includes a boom with a five-hole probe at its tip for 
measurements of meteorological data like temperature, pressure, humidity, wind direction and 




wind speed; for details see Mallaun et al. (2015); and (5) the AEROcontrol IGI system, which 
is a combination of differential GPS (Global Positioning System) and IRS (Inertial Reference 
System), for recording of aircraft position data. 
Five research flights (~13 flight hours) were conducted with the DLR Cessna aircraft around 
Berlin between July 16th and 26th of 2018, see Fig. 5.4. The aircraft was stationed at the 
airfield Schoenhagen, located ~40 km southwest of Berlin. As discussed in Sect. 2.2.2 the 
flight strategy was optimised to study GHG fluxes using the mass balance approach. These 
typical mass balance flight patterns are roughly perpendicular to the prevailing wind direction, 
which was mainly from NW to NE. Flights were conducted between ~11:30 and ~15:00 UTC 
(+2 h for local time) to ensure a well-mixed boundary layer (BL). In order to characterise the 
BL during each flight, a vertical profile (upward spiral, typically between 0.3 and 3 km) was 
obtained at the Tempelhofer Feld (TF, south of the city centre). The horizontal extent of 
Berlin is approximately 35 to 45 km. In order to assure complete sampling of the urban 
outflow, the length of each stacked downwind transect (so-called “wall”) was planned to 
cover more than 80 km at a typical downwind distance of roughly 30 to 40 km. 
 
Figure 5.4: Flight routes of the DLR Cessna with take-off and landing from the airfield Schoenhagen during 
[UC]2 in July 2018. At the Tempelhofer Feld (TF), located south of the city centre, an upward spiral was flown 
during each flight to characterise the boundary layer. 
The flight planning mainly relied on the MECO(n) plume forecast of the GHG city tracers c-
CO2 and c-CH4. With horizontal latitude-longitude projections, as well as vertical height 
profiles, the location of the urban pollution plume and the distance at which the plume is 
supposed to be vertically well mixed was determined. Furthermore, the meteogram for Berlin-
Tempelhof provided by the German Weather Service (Deutscher WetterDienst, DWD) on the 
basis of their ICON (ICOsahedral Nonhydrostatic) forecast model was used, as well as 
animated forecasts based on ECMWF and GFS (Global Forecast System) from windy.com to 
verify the wind forecasts from MECO(n). Flight plans had to be submitted to Air Traffic 
Control (ATC) on the day before the flight and were approved (either as submitted or slightly 




modified) shortly before the flight. However, discrepancies between the previous day forecast 
and the actual wind conditions, together with the heavy air traffic situation in and around 
Berlin with its two major airports (Berlin-Tegel and Berlin-Schönefeld) generally hampered 
the realisation of the flight patterns designed for optimised sampling of the in- and outflow. 
Table 5.3: Overview of five performed research flights with date (weekday), time of flight, average wind 
direction, average wind speed, BL depth and general weather situation. For the average wind speed and direction 
the average of the whole flight is considered, excluding winds above the BL when different. BL depth is 
estimated from meteorological measurements. a)BL has two layers. 
Table 5.3 presents an overview of the performed research flights including date, flight time, 
average wind direction, average wind speed, BL depth, and the general weather situation. 
Time series for CO2, CH4 and flight altitude of each flight can be found in the Appendix 
(A.5), as well as altitude profiles of virtual potential temperature (θv), static temperature (TS), 
and relative humidity (RH) used to estimate the BL depth. The BL depths were determined 
considering the average of three different approaches (1) level of maximum gradient in θv, 
following Dai et al. (2014); (2) base level of an elevated TS inversion; and (3) level of 
minimum vertical gradient of RH, both following Seidel et al. (2010). BL depths were cross 
verified through the comparison with aerosol LIDAR measurements at Leipzig, Germany, 
performed within EARLINET (European Aerosol Research LIdar NETwork; Pappalardo et 
al., 2014; retrieved from http://polly.tropos.de/?p=lidarzeit&Ort=1&Jahr=2018; last access 
04.10.2019). BL heights retrieved from the ECMWF forecast data, used for HYSPLIT 
calculations (see Sect. 3.3), were averaged within 50.85 °N to 50.75 °N and 12.45 °E to 























18th (Wed.) 11:35-14:13 304 ± 14 8.5 ± 1.8 1079 ± 26 
2648 ± 7a) 
West of occlusion 
along border of 
Germany and Poland 
20th (Fri.) 11:30-14:07 299 ± 27 4.8 ± 1.8 2737 ± 2 
Ridge of high-
pressure system, low 
level clouds 
23rd (Mon.) 11:37-14:08 296 ± 16 5.6 ± 1.4 1419 ± 4 Clear sky 
24th (Tues.) 12:12-14:59 25 ± 34 3.3 ± 1.3 2046 ± 1 
Eastern edge of high-
pressure system, low 
level clouds 
25th (Wed.) 11:28-14:10 27 ± 28 3.3 ± 1.1 1969 ± 56 
South-eastern edge of 
high-pressure system, 
low level clouds 




5.3 Mass balance flight on July 20th 
In the following section the mass balance approach for a case study on July 20th is applied and 
discussed. During this flight strong CO2 and CH4 signals from urban emissions were clearly 
distinguishable from the atmospheric background variability and ideal meteorological 
conditions prevalent on that day allow for the use of the mass balance method. Using the 
flight on July 24th, the limitations of the mass balance approach are discussed in Sect. 5.4. The 
other three flights performed on 18th, 23rd and 25th of July were not suitable for the mass 
balance method due to the following reasons: Based on Table 5.3 and vertical meteorological 
profiles in the Appendix (A.5) it is apparent that the BL on July 18th and 25th was not clearly 
separated from the free troposphere and not well-mixed. In addition, the wind speed on July 
18th was rather high with more than 8 m s-1 on average causing too little accumulation of 
emissions in the BL. On July 23rd meteorological conditions appeared to be favourable, 
however, the urban plume was most likely missed, mainly because of the large difference 
between forecasted and real wind direction (~40°) and the inflexibility to adapt the submitted 
flight pattern ad hoc due to heavy air traffic in and out of Berlin’s two major airports. 
5.3.1 Flight pattern and airborne observations 
On July 20th the research flight was conducted between ~11:30 and ~14:00 UTC, see Fig. 5.5. 
Forecasts indicated north-northwesterly winds and a BL height of ~2 km. However, during the 
flight, the wind came from the north-west with 4.8 m s-1 on average. The aircraft first headed 
towards the north (indicated by the black arrow) to perform the upwind leg roughly at the 
middle of the BL (~780 m). This upwind section is shaded grey on the altitude curve visible in 
Fig. 5.5b. A detailed vertical profile was obtained at the Tempelhofer Feld from ~350 m up to 
~3.2 km (with an ascend rate of ~3 m s-1), hereby detecting the lowest CH4 mole fractions 
during the entire flight (note the splitted CH4 axis). The in-flight derived BL height from the 
vertical profile was then used to adapt the heights of the following downwind transects to 
roughly 500 m, 1 km and 1.6 km. This so-called downwind “wall” is colour-coded in both 
panels according to the horizontal distance flown. Sampling of the urban plume started at 
point ‘A’ (marked with 0 km distance) towards the south-west as indicated with negative 
distances. Since in-flight observations of atmospheric GHG mole fractions did not reach 
background levels as observed at the starting point, the downwind transects were extended in-
flight. Due to ATC restrictions this was only possible by flying strictly towards the north, as 
indicated with positive distances. Fig. 5.5a also includes HYSPLIT backward trajectories for 
the last 12 hours, which were started from the entire downwind “wall” at 13 UTC. Colour-
coded is (for simplicity) only every 5th trajectory within the BL according to its relative time 
since its calculation start. They grey colours underneath depict, in addition, also trajectories 
being outside the BL. The trajectories reflect the prevalent wind direction and wind speed 
quite well (ECMWF forecast data and airborne wind measurements reveal Pearson correlation 
coefficients between 0.95 and 0.98; for details see Appendix A.6) and indicate a steady wind 
flow within the BL for at least 6 hours prior to our measurement. 





Figure 5.5: (a) Flight pattern of July 20th in black where the downwind “wall” is colour-coded according to the 
horizontal distance (0 km corresponds to the starting point ‘A’ at 52.41 °N and 13.95 °E). Backward trajectories 
(-12 h, in grey) are started from the downwind “wall” at 13 UTC, while every 5th trajectory within the BL is 
colour-coded according to its relative time since the calculation start. (b) Time series of CO2, CH4 and flight 
altitude. The grey sections of the altitude curve correspond to the inflow section of the flight; other colours same 
as in panel (a). 
 
Figure 5.6: (a) Measured downwind CO2 and CH4 mole fractions (segment mean) at three different altitudes 
within the BL along the flown horizontal distance. The background based on the edges of the flight leg is shown 
with dashed lines, the background based on mole fractions measured upwind as light purple line (see Sect. 5.3.2 
for details). (b) Vertical profile of virtual potential temperature (θv), static temperature (TS) and relative 
humidity (RH) at the Tempelhofer Feld. The derived BL depth is shown as black dashed line. (c) Vertical profile 
of CO2 and CH4 at the Tempelhofer Feld, the terrain height of ~43 to ~50 m reflects the west to east cross-section 
at the Tempelhofer Feld retrieved from Google Earth. 
Figure 5.6a presents the measured CO2 and CH4 mole fractions along the horizontal distance 
at the three different altitudes of the “wall”. The encountered CO2 plume is detected 




approximately between -30 and 15 km, thus in the more northern part of the flight track, 
whereas the centre of the CH4 plume extends more to the south-west (roughly between -50 
and 15 km). A similar CO2 distribution was observed at all altitudes with maximum 
enhancements of 4 ppm, indicating a generally well-mixed plume. Measured CH4 mole 
fractions in the two lower flight levels are also coherent with enhancements of 21 ppb, but the 
highest flight level shows a different pattern with a dip in CH4 between -20 and 0 km. 
Differences in the vertical distribution of CO2 and CH4 can be explained by a combination of 
three effects: a) differences in the spatial distribution of the emissions sources (see Sect. 
5.1.1), b) differences in the emission height, and c) differences in the buoyancy of the gases at 
their release point. CO2 is largely emitted via stacks and is released already at an elevated 
height above ground level, which may influence the distribution due to the altitude dependent 
wind speed and direction (Brunner et al., 2019). Furthermore, CO2 emissions are closely 
coupled to fossil fuel combustion and thus to higher temperatures during the release, which 
enhance the buoyancy of the air parcels and the mixing in the vertical. In contrast, CH4 
emissions are usually not emitted during exothermic processes, therefore the vertical mixing 
might be less pronounced. In addition to these broad enhancements, some small-scale 
enhancements (~3 to 5 km wide peaks) are observed at ~7 km distance (in CO2) and further 
north at ~11 km (in CH4). 
Figure 5.6b shows the vertical profile obtained at the Tempelhofer Feld (from roughly 
12:00 to 12:30 UTC) of θv, TS and RH. The BL depth was determined from that profile to 
2737 ± 2 m (dashed black line), where the uncertainty of 2 m reflects the average of the three 
different approaches used herein (see Sect. 5.2). The BL on July 20th was well-mixed and 
efficiently capped as seen in the strong gradients between the BL and the free troposphere. 
5.3.2 Greenhouse gas flux results 
The measurements on July 20th, presented in Fig. 5.6a, show that the urban CO2 plume is 
well-mixed at the different sampling altitudes between ~500 m and ~1600 m, which is also 
well represented by the simulations with the MECO(n) model (see Fig. 5.9c). The vertical 
mixing of the CH4 plume seems slightly less pronounced, as indicated by the measurements of 
the highest altitude transect. Based on the simulated vertical GHG distribution within the 
entire BL at the downwind transects (see Appendix A.7), it is further deduced that the CO2 
emissions are also well-mixed above and below the flight altitudes, thus throughout the BL, 
where emissions are efficiently trapped. Hence, the emission rate is estimated individually for 
each single transect, similar to the method described by e.g. (Karion et al., 2013a; Peischl et 
al., 2013). Thereby, actual wind (and temperature and pressure) measurements are considered 
at each GHG measurement point. The estimated mass flux is derived as the mean from the 
three single mass fluxes, which also account for the less homogeneous distribution of the CH4 
plume. As introduced in Sect. 2.2.2 and shown in Eq. (2.2), uncertainties in the mass flux are 
influenced by uncertainties in the choice of background mole fractions, wind speed, wind 
direction and varying BL depth. Table 5.4 lists the emission rate estimate and sources of 
uncertainties, which are discussed in the following. 














1.39 ± 0.76 t s-1 
 







Choice of background ± 52 % ± 21 % 
Wind speed and direction ± 15 % ± 23 % 
BL depth variation ± 9 % ± 10 % 
Two approaches are used to obtain the atmospheric background mole fraction (see Fig. 5.6a). 
The first approach uses the linear interpolation of atmospheric mole fractions between the 
plume edges (indicated by the dashed lines). For this, the local plume was defined as area 
where the measured mole fractions exceeded the inward running mean (interval of ±30 s) plus 
one standard deviation (only for CO2) for at least five consecutive measurement points. The 
atmospheric background then is calculated using the average of 60 measurement points 
outside the plume. One exception is the south-western end of the intermediate CH4 transect 
(i.e. at negative distances), which is marked in purple. Due to missing observational data in 
that transect, a decrease in CH4 mole fractions down to lower (and hence, atmospheric 
background) values could not been detected, as compared to the other two transects. In this 
case the mean CH4 background determined from the other two transects was used. Each 
altitude transect thereby is treated separately to account for possible vertical atmospheric 
gradients, and both sides of each transect are considered to capture the horizontal gradients. 
In a second approach to obtain the atmospheric background, the mole fractions measured 
during the upwind leg (indicated by the light purple line in Fig. 5.6a) were projected on the 
downwind “wall” using the calculated HYSPLIT trajectories. It is assumed that the mole 
fractions from the upwind leg are valid for the entire BL (i.e. for all three transects). Using 
this approach, quite good agreement between the CO2 mole fractions measured on both edges 
of the downwind plume and in the upwind leg is obtained. However, the measured CO2 mole 
fractions in the inflow leg are somewhat larger than the linearly interpolated background. For 
CH4, the slope of the SW to NE gradient is steeper in the inflow leg compared to the slope in 
the downwind observations. The large impact of the choice of background mole fractions is 
reflected in the resulting flux calculations, which differ by nearly 50 % in the case of CO2. 
Using the first approach, a stronger flux (2.12 t CO2 s
-1) is obtained compared to the second 
approach (1.39 t CO2 s
-1). For CH4, the mean fluxes do not differ as much (~20 %). It is worth 
noting that the upwind leg was flown between ~11:35 and ~12:00 UTC, while the downwind 
“wall” was probed ~30 to ~110 min later. Consequently, with an average measured wind 
speed of 4.8 m s-1 and a distance of ~50 km between the up- and downwind transects, the air 
was not sampled in a Lagrangian manner. Such sampling involves first the measurement of an 




air mass at a specific starting location, and second the re-sampling of the same air mass after 
it has been transported to a new location. 
These observations demonstrate the importance of separating the urban plume from 
enhancements caused by emissions from anthropogenic sources (or natural variability) 
upstream of the city, even in the case of a relatively isolated city as Berlin. Upwind of the 
flight track (to the east and west) two large nature parks are located (Naturpark 
Westhavelland, Biosphärenreservat Schorfheide-Chorin) with two municipalities in between 
(Neuruppin and Zehdenik) having a population density of only 50 to 100 inhabitants per km2 
(see Fig. 5.1). With respect to the emission maps in Fig. 5.2, their location is still included in 
the plots (at ~53 °N and 12.8 °E; ~53 °N and 13.3 °E, respectively), however, neither EDGAR 
nor CAMS-REG indicate any relevant sources of CO2. For CH4 (at least in EDGAR) two grid 
cells in the vicinity are coloured in green, indicating emissions from solid waste disposal. 
Similar to Cambaliza et al. (2014), the influence of the uncertainty of the wind on the 
estimated flux is calculated by Δflux/Δu with Δflux being the change in the flux and Δu being 
the uncertainty in the perpendicular wind component. The measurement uncertainties in wind 
direction (1σ = 2°) and wind speed (1σ = 0.3 m s-1) translate into errors of ±15 % in the CO2 
flux and ±23 % in the CH4 flux. Wind measurements during strong turns of the aircraft (i.e. 
more than 10° roll angle) were discarded for the analysis as deviations of up to 1 m s-1 are 
possible (personal communication with C. Mallaun, 2019). 
On July 20th the free troposphere was only penetrated once, but comparable conditions (i.e. 
pronounced inversions) were also prominent on July 18th (see Appendix A.5). On July 18th 
two vertical profiles were performed, separated by approximately two hours and only a 
difference of ~50 m (~2 %) in the BL depth was observed. If it is assumed that no significant 
BL variation (<2 %) occurred during the flight on July 20th, the errors are small in the 
estimated fluxes (<1 %). To test the sensitivity of the derived mass fluxes on the BL depth 
variability, the errors for larger variations are calculated as well. In the case the BL depth 
would change by 5 to 10 % (roughly 140 to 270 m), the errors in the estimated fluxes (<10 % 
for the CH4 flux and <9 % for the CO2 flux) are still smaller than the uncertainty arising from 
wind speed and wind direction (15 % for CO2 and 23 % for CH4, see Table 5.4). 
Entrainment of free tropospheric air into the BL and subsequent mixing with BL air can be 
another possible source of error. It occurs when rising thermals and turbulent eddies in the BL 
overshoot the capping inversion, which are in turn replaced with air from above (Wallace and 
Hobbs, 2006). However, entrainment can be excluded in this case due to the strong 
pronounced inversions at the top of the BL as shown in Fig. 5.6b. In addition, due to the 
strong gradients in H2O mole fractions (a drop of ~5 g kg
-1 in H2O within 22 m) and an 
increase in potential temperature of ~3 K, it is not believed that actual air from aloft could 
have been entrained that much into the BL affecting the CH4 and CO2 mole fractions. Above 
the BL the wind vector is zero or slightly positive, thus pointing against entrainment from the 
free troposphere. 




Considering all sources of uncertainties, the emission estimate results in 1.39 ± 0.76 t CO2 s
-1 
and 5.20 ± 1.70 kg CH4 s
-1 (see Table 5.4). For this calculation the second approach to obtain 
the atmospheric background was chosen. Hence, important information of the inflow is 
considered, which obviously should not be neglected in the case of Berlin. However, the first 
approach (using the edges of the downwind track) is included as uncertainty estimate, since 
the use of the up- and downwind transects has the disadvantage, that the air masses were not 
sampled in a Lagrangian manner. 
5.3.3 Discussion on emission fluxes 
In order to be able to compare the flux estimate with the corresponding area of the three 
emission inventories EDGAR, CAMS-REG and BERLIN, first a footprint area with 
HYSPLIT is determined. The footprint reflects the percentage of the air mass within the BL at 
a specific location (of a defined latitude-longitude grid) between the upwind and the 
downwind track (as described in Sect. 3.3). To determine the horizontal edges, backward 
trajectories were released only for GHG enhancements greater than zero after subtracting the 
upwind mole fractions from the observed downwind mole fractions. 
 
Figure 5.7: Footprint corresponding to a grid box of 0.03° × 0.065° for (a) the CO2 and (b) CH4 plume detected 
on July 20th. The purple marker in panel (a) indicates the location of three point sources from E-PRTR, which 
are located within a 1 km radius next to each other. 
Figure 5.7 gives the flight route of July 20th, where the downwind “wall” is colour-coded 
according to the GHG enhancement, and the footprint analysis is shaded with respect to the 
observed CO2 (panel a) and CH4 (panel b) plume. The distribution of trajectory points in 
panel a is relatively homogeneous and indicates that the CO2 plume covers the entire city. The 
sharp spikes in CO2 (see Fig. 5.6a at roughly 7 km distance) are detected directly downwind 
of three CO2 point sources listed in E-PRTR (2016): Fels-Werke GmbH, CEMEX Zement 
GmbH, and Vattenfall Europe New Energy Ecopower GmbH. They are located within a 1 km 
radius next to each other (marked in orange) and together report emissions of 1.9 Mt CO2. In 
contrast, the footprint of the CH4 plume indicates that sources in the south-west outside of 
Berlin contribute to the measured CH4 enhancement. 





Figure 5.8: Estimated mass balance fluxes for CO2 and CH4 from the flight on July 20
th in blue. Grey bars 
indicate inventorial fluxes within the Berlin city boundary. Striped bars represent the inventory fluxes enlarged 
by the area from the corresponding footprint analysis. 
In a next step, the flux estimate is scaled to a yearly value (regardless of diurnal, weekly or 
seasonal cycles), the result is shown in Fig. 5.8 with blue bars. Grey bars denote emissions of 
CAMS-REG, EDGAR and BERLIN within the Berlin city boundary. The striped bars 
represent emissions from the footprint-corrected inventories of CAMS-REG and EDGAR, i.e. 
the emissions in the inventory grid cells covered by the footprint area are added up. Thus, 35 
to 75 % larger emission rates are derived for CO2 and 40 to 270 % larger emission rates for 
CH4 if the sources located outside the definition of the city boundaries are considered. 
According to Stohl (1998), trajectories may deviate by 10 % of their travelled distance. Thus, 
the footprint area for this case study might be mislocated by up to ~7.5 km. The resulting 
deviation in the total inventorial emissions is considered by the error bars in Fig. 5.8. 
CO2 emissions 
For the flight on July 20th, the annual CO2 emission rate of ~44 ± 24 Mt a
-1 is larger than the 
CAMS-REG and EDGAR footprint estimate, but agrees within error bars. Previous studies 
showed that urban CO2 emissions based on EDGAR (especially related to the road transport 
sector) are likely overestimated, however, these studies only focused on American cities 
(Gately et al., 2013; McDonald et al., 2014; Gately and Hutyra, 2017). Gately et al. (2013) 
pointed out, that based on the road density proxy a downscaling of total US emissions leads to 
an overestimation of on-road emissions for areas with higher than average road densities (and 
vice versa). Also in the study by McDonald et al. (2014) vehicle emissions were 
overestimated by 40 to 80 % in Californian cities. No similar studies were found for European 
cities. While there is a strong seasonality of CO2 fluxes due to domestic heating (with its 
emission maximum in winter), the contribution from road traffic (the second most important 
CO2 sector for this study according to the inventories, see Table 5.1) is relatively constant 
throughout the year (Kuc et al., 2003; Gioli et al., 2012; and EDGAR monthly resolved 
emissions in 2010 as in Appendix A.8). As a consequence, inventorial CO2 fluxes in summer 
(July) could be ~40 % lower than presented in Fig. 5.8. While the footprint corrected EDGAR 




estimate would still be in the (lower) range of the mass balance result, it would not overlap 
with the estimated CAMS-REG emission rate (inlcuding error bars). Thus, probing Berlin 
during different seasons would be very valuable. 
Hase et al. (2015) reports on urban emissions apparent in XCO2 signals from five ground-
based Bruker EM27/SUN Fourier-Transform InfraRed (FTIR) spectrometers. Applying a 
simple dispersion model for three measurement days in June and July 2014 they retrieve a 
CO2 source strength of 0.8 t s
-1. Compared to the estimate of Hase et al. (2015), the derived 
CO2 emission flux of 1.39 ± 0.76 t s
-1 is almost twice as large, but agrees well within the error 
estimate. The larger emission rate inferred is not surprising, as measurements were performed 
four years apart and CO2 emissions have a very strong seasonal and diurnal cycle. In addition, 
due to the fixed location of FTIR spectrometers, emission rates might have been estimated 
from a different (possibly smaller) footprint area, which would result in lower emission rates. 
At temperate latitudes the CO2 uptake of plants usually predominates in spring and summer. 
A modelling study using synthetic CO2 data by Mueller et al. (2018) showed for the 
Baltimore-Washington area that a substantial fraction of ~35 % of the CO2 background 
variability is caused by biogenic sources and sinks in July. In contrast, Hardiman et al. (2017) 
simulates the biogenic carbon flux throughout Massachusetts, including the urban area 
Boston, but conclude that urban vegetation is probably not offsetting a significant fraction of 
anthropogenic emissions (only ~2 %). To account for the biospheric component of CO2 (i.e. 
photosynthetic uptake and respiration), which needs to be investigated especially during 
summer months and in vegetated areas, the biogenic CO2 flux is simulated with the 
Vegetation Photosynthesis and Respiration Model (VPRM, Mahadevan et al., 2008), which is 
coupled with WRF-GHG (Beck et al, 2013). The influence of the photosynthetic uptake and 
respiration on the assessment of the anthropogenic flux is estimated. According to the 
analysis, the maximum daytime photosynthetic uptake predicted over the footprint area is at 
most 12 % of the estimated anthropogenic flux. Due to that and the fact that the change of the 
predicted CO2 biogenic signal over the small constrained area is low (well within the 
observed variability of the signal) an explicit correction for the biogenic influence is not 
needed. More information can be found in the Appendix A.9. 
CH4 emissions 
In contrast to the observed location of the CO2 plume, the CH4 plume extended further to the 
southwest over the city limits. Also the XCH4 signal of Hase et al. (2015) did not follow their 
XCO2 pattern due to different sources, and a distinct background could not be observed. 
Compared to the footprint-corrected inventorial data, the annual CH4 flux estimate of ~164 ± 
54 kt a-1 is tremendously larger (factor ~7) than the CAMS-REG estimate, which has only 
little contribution of the waste sector. However, it agrees better with EDGAR, which 
considers larger emission amounts coupled to any form of waste treatment (for source 
partitioning see Table 5.1). According to Saunois et al. (2016), CH4 produced in wastewater is 
dependent on the amount of organic content in the water itself. The inventories considered in 
their study give global emissions from wastewater in the range of 9 to 30 Tg in 2005 (3 to 9 % 
of global anthropogenic emissions). For the greater area of Berlin, EDGAR states that even 18 




% of total emissions are related to wastewater handling and 48 % to solid waste deposition. In 
London, waste treatment and disposal is the primary source of CH4 based on the National 
Atmospheric Emissions Inventory besides natural gas leakage (Pitt et al., 2019). As ethane 
(C2H6) is co-emitted with CH4 in oil and gas operations, it can be used as a tracer for gas 
leakages. However, during the [UC]2 research flights no significant variations in the QCLS 
C2H6 data were detected. When comparing total CH4 emissions from Germany, CAMS-REG 
is only a factor of 0.4 lower than EDGAR (and both inventories agree for CO2) as both 
inventories are scaled to fit to the reported country values. As a result, it is concluded that the 
waste sector (SNAP 9) in CAMS-REG is most likely underrepresented in the Berlin area 
either in terms of strength or in terms of spatial distribution, or a combination of both. 
5.3.4 MECO(n) simulation results: underestimated and missing CH4 
sources 
With the high-resolution numerical model MECO(n) of ~1 km × 1 km the CO2 and CH4 mole 
fractions are simulated based on different tracers for sources as described in Sect. 5.1.2. By 
comparing the model output to the airborne measurements, it is aimed to better understand the 
source sectors and regions contributing to the measured pollution plumes. Note that in the 
MECO(n) model simulations the potential temporal source strength variability (on daily, 
weekly or seasonal timescales) cannot be captured, as only annual averaged emissions from 
the prescribed inventories are available. 
In a first step GHG mole fractions are simulated based on the local BERLIN inventory to 
separate the urban emissions (called c-CO2 and c-CH4 for “city”, see Table 5.2). Due to the 
model biases (as discussed below) the applied MECO(n) setup is only able to capture the 
spatial distributions of the GHG, but is limited in the representation of absolute values. In Fig. 
5.9 different perspectives are presented. Panels (a) and (b) show the 2D distribution of 
simulated column-averaged dry air mole fraction at 13 UTC to illustrate the plume extent. 
Panel (c) depicts on the right axis the simulated GHG mole fractions (indicated in grey), 
which have been sampled on-line along the flight track (submodel S4D). Together with the 
measured GHG enhancements on the left axis, the GHG distribution along the horizontal 
distance of the flight track is shown. The measured enhancements refer to the upwind mole 
fractions being subtracted from the observed downwind mole fractions and are indicated in 
dark red. The average measured wind direction during the flight was 299 ± 27°. The MECO(n) 
results reflect the prevalent wind direction quite well with 305 ± 36°, therefore the location of 
the simulated c-CO2 plume agrees well with the measured CO2 plume. In addition, the shape 
of the simulated plume is consistent with observations and also the coherent c-CO2 mole 
fractions at all heights. However, the maximum enhancements differ by a factor of ~2. This is 
either the result from underestimated prescribed emissions, coupled to any form of model 
biases or a combination of both. Large differences in simulated wind speed (+2.1 m s-1) 
compared to observations reduce the simulated c-CO2 enhancements. Furthermore, 
differences in the simulated BL depth (~600 m lower than observed) influence the GHG 
dilution within the BL and increase the enhancement, but also affect the plume width. 
Simulated emissions from the point sources east of Berlin (see Fig. 5.7a), which are reflected 




by the sharp CO2 measurement spikes at ~7 km distance (see Fig. 5.6a), are clearly visible at 
~52.5 °N and ~13.8 °E, as well as in the simulated c-CO2 mole fraction along the flight track. 
 
Figure 5.9: 2D distributions of simulated column-averaged dry air mole fractions of (a) the c-CO2 and (b) the c-
CH4 tracer at 13 UTC of July 20
th. The flight route is shown in black and the downwind “wall” is colour-coded 
according to the measured CO2 and CH4 enhancement. Panel (c) presents GHG mole fractions along the 
horizontal distance (simulated mole fractions in grey; GHG measurements, averaged on the model time 
resolution of 20 s, in dark red). 
With respect to simulated c-CH4 (grey) and measured CH4 (dark red), it stands out that 
simulated c-CH4 enhancements are far too low (factor of ~5), although the BERLIN inventory 
is already scaled with a factor of ~4.5 (see Table 5.2). In addition, the observed plume is 
significantly wider. This implies a huge underestimation of urban source strengths in the 
BERLIN inventory, or missing CH4 emissions in the surroundings of Berlin. Thus, a number 
of different tracers (see Sect. 5.1.2) were implemented in order to investigate the origin of the 
unexpected missing CH4 sources, which are required to reproduce the observed CH4 pattern. 
The outer parts of the plume could not be reproduced by the “regional” tracer r-CH4 (coupled 
CAMS-REG inventory; not shown), therefore further studies were performed to examine the 
contribution from emissions of the waste sector to the detected CH4 plume. Figure 5.10 
depicts simulated CH4 mole fractions from the tracers related to wastewater treatment plants 
(w-CH4, panel a), landfills (l-CH4, panel b) and to the combined tracer t-CH4 (which is “city” 
plus “wastewater” plus “landfills”, panel c). Largest wastewater facilities (they are sized 
according to their population equivalent) are located directly outside of the city; smaller 
facilities are found more frequently in the west and south-west and produce a rather 
homogenous CH4 mole fraction distribution field despite their nature of point sources. 
Simulated CH4 mole fractions from the landfill tracer indicate more point-like distributions of 
enhanced CH4 either from waste-rich dumps (they are sized according to the amount of 
deposited waste) or from a spatial concentration of several dumps, e.g. seen in the north of 
Berlin. Figure 5.10c shows the mole fractions from the combined t-CH4 tracer. As already 




stated in Sect. 5.1.2 it is not claimed that the emission rate estimate for wastewater and 
landfills are correct, however, the inhomogeneous CH4 distribution, resulting from the t-CH4 
tracer, is consistent with the results of Hase et al. (2015) , who report a less uniform and more 
varying CH4 background compared to CO2. The mean mole fraction from the three altitude 
transects for each tracer (w-CH4, l-CH4, and t-CH4) is shown in Fig. 5.10d along the 
horizontal distance of the flight route together with the measured CH4 enhancement (mean of 
the lower two flight transects only). Although these model results do not directly reproduce 
the measured CH4 plume shape, emissions from wastewater plants and landfills broaden and 
enhance the simulated city wide c-CH4 plume (see Fig. 5.9c). 
As stated in Sect. 5.1.2 agricultural emissions from enteric fermentation and manure 
management were not implemented explicitly in MECO(n) as their contribution to total CH4 
emissions in the greater Berlin area, according to EDGAR, only amounts to 14 %, compared 
to 72 % related to the waste sector (landfills, wastewater and solid waste incineration). 
Roughly 518 thousand head of cattle, the main ruminant animals, were held in 2018 in 
Brandenburg (https://agrarbericht.brandenburg.de/abo/de/start/produktion/tierhaltung/). A 
comparison of the given administrative districts of main husbandry and the estimated 
footprint area of potential CH4 emissions only leads to an overlap of 5-10 % of all animals and 
was therefore regarded to have a minor impact. The results of the MECO(n) simulation, 
however, suggest that for a better understanding of the regional CH4 budget, emission 
strengths from all these sources need to be experimentally verified by e.g. a ground based 
observation campaign in the greater region of Berlin. 
 
Figure 5.10: 2D distributions of simulated column-averaged dry air mole fractions of (a) the w-CH4, (b) the l-
CH4, and (c) the t-CH4 tracer at 13 UTC of July 20th. The flight route is shown in black and the downwind 
“wall” is colour-coded according to the measured CH4 enhancement. Panel (d) presents the average GHG mole 
fractions along the flown horizontal distance. For the simulated mole fractions based on the three tracers (w-CH4 
in blue, l-CH4 in orange and t-CH4 in black) all three flight transects are considered. For the averaged measured 
CH4 enhancement (dark red) only the lower two flight transects are taken. 




5.3.5 GHG variability as observed from tall tower measurements 
Within the Berlin area two tall tower measurement stations are located: Gartow, which is 
roughly 145 km NW of Berlin; and Lindenberg, which is roughly 65 km SE of Berlin. Both 
belong to the ICOS atmosphere station network (https://www.icos-cp.eu/observations/atmos 
phere/stations). For wind directions from the NW (as prevalent on July 20th) Gartow can be 
regarded as upwind location and Lindenberg as downwind location with respect to the city. 
Hourly CH4 and CO2 measurements at both stations are analysed over the period of July 2018 
(ICOS RI, 2019). First, GHG mole fractions at Lindenberg are checked for wind directions 
ranging from 290° to 320° (indicated by the dashed square in Fig. 5.11), i.e. where Berlin lies 
directly in its upwind. With respect to the two highest sampling heights (40 m and 98 m) there 
is no signature of higher GHG mole fractions discernible. Hence, Lindenberg is located too 
far away to track Berlin’s urban GHG emissions reliably by tall tower measurements. Second, 
it is investigated to what extent the upwind (i.e. Gartow) and downwind (i.e. Lindenberg) 
measurements differ from each other for wind directions from the northeast (not shown). 
Again, no consistency is found, e.g. sometimes GHG mole fractions are higher at Gartow, 
sometimes higher at Lindenberg. Hence, to investigate the GHG emissions from the capital 
Berlin, airborne measurements have proven to be a useful tool. 
 
Figure 5.11: Correlation of CH4 (left panels) and CO2 (right panels) with wind direction at the tall tower site 
Lindenberg, downwind of Berlin, for two different sampling heights (40 m and 98 m). The time period between 
01st and 31st of July 2018 is covered. Data are retrieved from the ICOS Data Portal (ICOS RI, 2019). 
5.4 Greenhouse gas plumes as observed on July 24th 
From the results of Sect. 5.3 two hypotheses can be formulated. First, the reported urban CO2 
emissions from Berlin are well constrained, since the simulated c-CO2 enhancements are in 
the same order of magnitude as the measured CO2 enhancements. Second, and in contrast, the 
reported urban CH4 emissions are largely underestimated. Based on this single research flight 
on July 20th it was shown, that simulated c-CH4 enhancements are dramatically smaller than 
the measured CH4 enhancements. To analyse the robustness of this hypothesis in more detail, 




observations from an additional flight performed on July 24th are analysed and compared with 
the MECO(n) simulated GHG mole fractions. 
5.4.1 Wind situation and HYSPLIT backward trajectories 
The time series of the whole flight (~12:10 to ~15:00 UTC) can be found in Fig 5.12a. Due to 
problems at the beginning with the Picarro instrument, the measurement record starts with 
~1 h delay. The flight pattern (see later Fig. 5.13) was constructed similar to the one on July 
20th with an upwind transect at the middle of the BL (~796 m) and a vertical profile at the 
Tempelhofer Feld (~0.3 to ~3.2 km; ascend rate of ~3.1 m s-1). The plume was sampled 
downwind of Berlin at three different altitudes (494, 827 and 1308 m), which is also indicated 
by the colour-coded flown horizontal distance in Fig. 5.12a. The sampling hereby started from 
0 km distance towards the east (indicated with positive values). Instead of forecasted northern 
winds (E-W alignment of the flight transects), the wind was blowing from the NNE with 
3.3 m s-1 on average. To aim for sampling background air, the transects were prolonged 
towards the NW (indicated with negative distances; determined by restrictions from ATC). 
 
Figure 5.12: (a) Time series of measured CO2 and CH4 mole fractions on July 24
th. The downwind “wall” is 
colour-coded according to the flown horizontal distance. (b) Measured GHG mole fractions (segment mean) at 
three different altitudes within the boundary layer along the flown horizontal distance. The background based on 
the edges of the flight leg is shown with dashed lines. 
The measured CO2 and CH4 mole fractions at different altitudes are shown along the flown 
horizontal distance in Fig. 5.12b. Mole fractions were enhanced above the background by up 
to 5 ppm CO2 and 18 ppb CH4. As seen in the comparable CO2 concentration at all heights, the 
BL is generally well-mixed, which is consistent with the meteorological vertical profile (see 
A.5). Measured CH4 mole fractions are coherent in the two lower flight transects, however, 
show a different pattern at the highest altitude (similar to observations on July 20th) with a dip 
in CH4 between ~20 and ~30 km. The encountered GHG plume on this day is broader for CO2 
than for CH4 and can be divided into two parts: a positive correlation between the GHGs east 
of ~0 km distance (R = +0.82) and a slightly negative correlation to the northwest (R = -0.20). 
With respect to the atmospheric background, the dashed lines in panel (b) indicate the linear 
interpolated background mole fractions based on the edges of the flight track. They are in the 
eastern part lower than in the western part (~1.5 ppm for CO2 and ~4 to 6 ppb for CH4). 




It is refrained from estimating GHG fluxes based on the mass balance approach for this 
second case study, because analyses indicate that due to very low wind speeds emissions 
accumulated above Berlin during the night and in the morning of July 24th. Steady winds are, 
however, essential for the mass balance approach. Calm winds during the night and in the 
morning were recorded by seven ground based measurement stations within and around 
Berlin (http://wind.met.fu-berlin.de/wind/archiv/form.php). The wind speed increased 
dependent on the location between 6 and 9 UTC. This rise of low level winds (<400 m) in the 
morning is in agreement with five ascents of a captive balloon system located at the 
Tempelhofer Feld. Measurements were performed by the DWD within the [UC]2 project and 
the data were processed and provided by R. Becker, P. Stanislawsky and M. Koßmann. The 
average measured wind speed at 08:30 UTC was only 2.2 ± 0.7 m s-1, but was strongly rising to 
3.9 ± 0.7 m s-1 already at 9:39 UTC. Additional balloon ascents afterwards (at 10:28, 11:44 and 
13:12 UTC) show similar and relatively consistent wind speeds (3.3 ± 0.9, 3.8 ± 0.7 and 4.3 ± 
0.6 m s-1, respectively). The downwind “wall” is approximately 30 to 40 km downwind of the 
city centre. With an averaged measured wind speed during the flight of 3.6 m s-1, the air 
masses would have needed three hours to travel from the city centre towards the flight route. 
Thus it is uncertain whether the accumulation due to calm winds was already swiped away. 
Figure 5.13 displays HYSPLIT backward trajectory calculations being started from the three 
downwind transects within the BL at 14:30 UTC. Colour-coded is hereby the height of the 
trajectory. All calculations reach 6 h backward in time. The accumulation of air masses in the 
western part of the plume is visible (as expressed by their plume age, i.e. the shortened length 
of the trajectories), being consistent with the observed change in GHG mole fractions. Based 
on the trajectories, it is obvious that assessing the uncertainty of the background by using 
upwind CO2 and CH4 measurement data is not applicable. It should be noted that the 
trajectories do not exhibit a consistent pattern at the different altitudes within the BL. This is 
however contradictory to the uniformly observed CO2 mole fractions at all heights. 
 
Figure 5.13: Backward trajectory calculations for July 24th. Trajectories were started at 14:30 UTC from the 
downwind flight track backwards in time for 6 hours. Colour-coded is the height of the trajectory according to its 
relative position. 
5.4.2 MECO(n) simulation results 
Despite that the flight on July 24th is not used for the mass balance calculation, it contains 
valuable information in combination with the MECO(n) simulation results. The flight track is 
depicted in Fig. 5.14a and b together with the simulated full atmospheric column-averaged 




dry air mole fractions from the c-CO2 and c-CH4 tracer at 14 UTC. The downwind “wall” is 
colour-coded according to the measured enhancement (here the linear background is 
subtracted from the observed downwind mole fractions). Figure 5.14a indicates that the 
simulated c-CO2 plume only captures the eastern part of the detected plume, although the 
simulated wind direction is similar to the measured wind direction (+2°). The mole fractions 
along the flight track are depicted in panel (c) and confirm that the eastern part of the CO2 
plume is well captured by c-CO2, however, the western part is missing. Neither in the 
EDGAR inventory, nor in E-PRTR any strong source of CO2 is present west of Berlin (or 
within western Berlin), which could explain the observations. Also, in the simulated mole 
fraction from the r-CO2 tracer this part of the plume could not be reproduced. The 
disagreement in the plume shape possibly might also arise from a transport and/or timing bias 
in the MECO(n) simulation. The time-series of the simulated GHG plume on the 24th of July 
(see Appendix A.10) shows, that the plume meanders from east to west, i.e. already at 16 UTC 
the plume is located more in the west. However, the simulated maximum c-CO2 enhancement 
of ~2 ppm is 2 to 3 times lower than the measured enhancement of ~5 ppm. MECO(n) 
simulates a higher BL depth (~200 m) and overestimates the wind speed (+2.6 m s-1), thus 
leading to simulated GHG mole fractions which are much more diluted within the BL. 
Although this dilution cannot be properly quantified, it can be deduced that the order of 
magnitude of simulated c-CO2 mole fractions is in much better agreement with the 
measurements than it is the case for CH4, similar to the results from the flight on July 20
th. 
The lower panel of Fig. 5.14c indicates that the plume structure of c-CH4 is well simulated, as 
well as the coherent mole fractions at all heights. The maximum simulated enhancement of 
only ~4 ppb is, however, heavily underestimated (factor 4 to 5). 
 
Figure 5.14: Measured and simulated GHG mole fractions on July 24th. Panel (a) and (b) show the 2D 
distributions at 14 UTC of the simulated column-averaged dry air mole fractions of the c-CO2 and c-CH4 tracer, 
respectively. The flight route is drawn in black and the downwind “wall” is colour-coded according to the 
measured CO2 and CH4 enhancement. Panel (c) presents GHG mole fractions along the horizontal distance with 
simulated mole fractions in grey and observed GHG mole fractions in dark red, which are averaged to the 
models resolution of 20 s. 




5.4.3 Co-emissions of nitrogen dioxide 
According to Reuter et al. (2019) nitrogen dioxide (NO2) is, together with CO2, released 
during the high-temperature combustion of fossil fuels. But compared to CO2, NO2 has a 
much shorter lifetime of only several hours and lower atmospheric background mole 
fractions. Hence, recently emitted NO2 stands out from the ambient signal by several orders of 
magnitude in the vicinity of sources and can therefore be used as a tracer of recently emitted 
CO2. The BERLIN inventory likewise consists of individual area, point and line sources of 
NOx (=NO2 + NO), which were projected on a 0.01° × 0.01° longitude-latitude grid (~1 km 
resolution). Therefore, c-NOx emissions can be simulated with the MECO(n) model and 
predicted enhancements downwind of Berlin along the [UC]2 research flight tracks are found 
to be very similar in their pattern to the simulated c-CO2 enhancements (R = 0.98). 
Within the scope of the [UC]2 measurement campaign, the airborne research flights were 
coordinated with the daily overpass time of the Copernicus Sentinel-5 Precursor (S5P) 
satellite at ~11:30 UTC. The TROPOMI (TROPOspheric Monitoring Instrument) 
spectrometer on board provides vertical column densities of trace gases like tropospheric NO2 
and aerosols with a fine spatial resolution of 3.5 × 5.5 km2 and is therefore able to resolve 
small scale structures, such as pollution plumes from e.g. power plants or cities (TROPOMI 
ATBD, 2019). The satellite-based NO2 observations, provided by T. Erbertseder (DLR, Earth 
Observation Centre), are therefore also compared to the airborne observations. 
 
Figure 5.15: Tropospheric NO2 observations at ~11:30 UTC from S5P for each day of the [UC]
2 campaign 
period, provided by T. Erbertseder (DLR, Earth Observation Centre). Superimposed are the research flight tracks 
and the range of ECMWF wind direction is indicated by red arrows. 




The general spatial distribution of the enhanced tropospheric NO2 column densities is in 
agreement with the ECMWF wind direction during the campaign period, see Fig. 5.15. On 
July 19th and 22nd the cloud cover probably hampered the detection of the urban plume, as 
well as the large wind variability on July 21st. With respect to July 24th, a prominent NO2 
signal is discernible in the southwest of Berlin, just outside the city boundary. The downwind 
flight transects are probed two to three hours after the satellite overpass, hence the direct 
comparison of the plume location and structure is hampered. However, since the location of 
the urban plume can be identified in the TROPOMI NO2 data, a direct temporal collocation of 
the satellite-based and airborne measurements should be possible. Then, the extent of the 
satellite detected NO2 plume can be taken to estimate the edges of the CO2 plume as it is 
anticipated for the CO2M mission (Kuhlmann et al., 2019b). 
5.5 Concluding remarks 
This study contributes to the sparse knowledge of GHG emissions from European cities by 
studying the CO2 and CH4 plumes downwind of the German capital Berlin and estimating 
emission rates using a mass balance method. Emission inventories available for Berlin 
(EDGAR, CAMS-REG and BERLIN) differ by a factor of ~1.4 for CO2 and by a factor of ~8 
for CH4. 
In July 2018, in situ CO2 and CH4 measurements were performed aboard the DLR Cessna 
Grand Caravan in the outflow of Berlin to assess the urban GHG emissions from the city. The 
measurements showed that even with sensitive airborne in situ measurements it remains 
challenging to detect Berlins GHG emissions, which fits to the observations reported by Hase 
et al. (2015) who used ground-based FTIR spectrometer measurements, and by Kuhlmann et 
al. (2019a) who used synthetic CO2 satellite observations. The detection and separation of the 
urban GHG plume, however, was possible during two research flights performed on July 20th 
and July 24th. GHG enhancements were observed at different heights of a well-mixed and 
efficiently capped boundary layer. Using the mass balance approach, a CO2 flux of 1.39 ± 
0.76 t s-1 was obtained for the flight on July 20th, which is in the same order of magnitude as 
the numbers given in the presented inventories. Sampled air masses homogenously passed the 
city of Berlin prior to the measurement, where they were enriched with emissions. Simulated 
citywide CO2 mole fractions agree well with the CO2 measurements in location and shape, 
while a quantitative comparison of simulated and measured maximum enhancements is 
hampered due to deviations in the wind speed and BL depth. 
For the same flight a CH4 mass flux of 5.20 ± 1.70 kg s
-1 was calculated, which is almost two 
times larger than the highest reported value in the inventories (i.e. the footprint-corrected 
estimate from EDGAR). Simulated citywide CH4 mole fractions were substantially lower than 
observed, indicating an underrepresentation of urban emissions in the local BERLIN 
inventory. The CH4 plume (in contrast to the CO2 plume) partly originated also from outside 
of the Berlin city boundary, hence, emissions from sources surrounding the city, which are 
missing in the investigated inventories, contribute to the observed CH4 pattern. Such sources 
might include emissions from wastewater treatment plants and illegal landfills. However, for 




a clear attribution, a verification of these emissions is required by ground-based 
measurements and/or further airborne in situ observations. 
Although Berlin can be considered as a relatively isolated city (especially for the densely 
populated region of Central Europe), the need for precisely determining the inflow GHG mole 
fractions and the natural variability of the background mole fraction is demonstrated in order 
to suitably apply the mass balance approach. One possibility to improve the estimation of the 
background is to sample the upwind and downwind transects in a Lagrangian manner, e.g. 
also using two aircraft simultaneously. To further improve knowledge on the regional CH4 
budget in the greater Berlin area, subsequent measurement campaigns are needed with a 
special focus on emission sources located outside the city boundaries. Furthermore, different 
seasons should be investigated to reflect the seasonal cycle of the emissions. 
This study showed that bottom-up CO2 and, in particular, CH4 emission inventories are 
subject to large uncertainties at the city scale, even for major cities in highly developed 
countries like Germany, and that top-down emission estimates are an invaluable tool to verify 









6 Studying the tropospheric methane distribution of 
Europe and Asia on the mesoscale to synoptic 
scale 
While Chapter 5 focused on the analysis of urban GHG emissions using local-scale 
measurements around Berlin, this chapter investigates the distribution of CH4 and CO2 on 
larger spatial scales - from hundreds to thousands of kilometres on two continents: Europe 
and Asia. The corresponding observational data were collected within two airborne field 
campaigns, namely EMeRGe-Europe and EMeRGe-Asia. The mission’s acronym already 
reflects its overarching scientific mission goal: Effect of Megacities on the transport and 
transformation of pollutants on the Regional to Global scales. The specific research questions 
(see also Sect. 1.2) on the larger spatial scale analysis will be addressed: 
RQ 5) Can signatures of urban and other emission sources be detected by airborne 
measurements in the regional scale distribution of CH4 in Europe and Asia? 
RQ 6) How do the regional CH4 emission distributions in Europe and in Asia compare with 
each other and with previous observations? 
This chapter starts with an introduction to anthropogenic CH4 and CO2 emission inventories 
for the European and Asian countries covered by the EMeRGe mission (Sect. 6.1). The 
implementation of various emission tracers in the MECO(n) model setup is described as well. 
An overview of both EMeRGe campaigns and a classification of flights are introduced in 
Sect. 6.2. Observations from Europe and Asia are presented in Sect. 6.3 and 6.4, respectively, 
including an analysis with focus on the above given research questions. In Sect. 6.5 the results 
with respect to previously published studies are discussed, similarities and differences in the 
vertical GHG distribution of both measurement regions are described and findings of the 
EMeRGe observations are summarised. 
6.1 European and Asian greenhouse gas emissions 
6.1.1 Comparison of reported anthropogenic emissions and their trend over 
time 
Consistent emission inventories are crucial to identify and assess emission reduction policies 
(Crippa et al., 2019). This section introduces CO2 and CH4 emission trends since the 
beginning of the century from selected countries, which were in the focus of the EMeRGe 
campaigns. The emission trends are based on the bottom-up inventories listed below: 
(a) Two different versions of the global gridded emission inventory EDGAR: v4.3.2 covers 
the decade until 2012 (Janssens-Maenhout et al., 2019) and v5.0 presents up-to-date 
emission distributions until 2018 for CO2 and 2015 for CH4 (Crippa et al., 2019); both 
have a resolution of 0.1° × 0.1°. 




(b) Two regional inventories cover Europe and Asia, respectively: CAMS-REG v3.1 with a 
resolution of 0.05° × 0.1° (Granier et al., 2019) and REAS (Regional Emission Inventory 
in ASia) v2.1 with a resolution of 0.25° × 0.25° (Kurokawa et al., 2013). 
(c) CO2 emissions from the Global Carbon Atlas, a community platform providing carbon 
data based on various scientific institutions and scientist from all over the world 
(http://www.globalcarbonatlas.org/en/content/project-overview). 
Regional and urban emissions for selected case studies are presented in the respective 
subsections of Sect. 6.3 and 6.4. The available CO2 inventories for both continents are 
relatively consistent for specific countries as depicted in Fig. 6.1. For each individual 
European (and Asian) country the range of the reported emissions is between 0.1 and 11 % 
(0.1 and 30 %) of the mean value. The given values in the following refer to EDGAR v5.0 
since it is the most recent one and provides information for both continents until 2018. 
Germany is the largest CO2 emitter in Europe with ~750 Mt CO2 in 2018. Its emissions are 
more than twice the emissions from the UK. Although the total population in Germany is only 
~20 % larger than in the UK (UN, 2019), total energy consumption is roughly 40 % higher 
(Enerdata, 2019), and especially the share of using coal is more dominant (22 % vs. 5 % of 
total energy consumption), which might explain the overall higher CO2 emissions. All 
countries, however, show a decreasing trend in emissions over time mostly because energy 
sources changed from coal and liquid ff to renewables (Crippa et al., 2019). The most 
significant emission reduction since 2000 occurred in the UK (-32 %); mainly due to 
reductions in the emission sectors “public electricity and heat production” and “manufacturing 
and industries” (see Appendix A.11). The smallest emission reduction is reported for the 
Benelux area (-10 %). The emission minimum apparent in all states in 2009 is associated with 
the Great Recession and the reduced economic activity. In 2018, CO2 emissions per capita, 
are highest in the BeNeLux countries with 10 tons per person (p-1) and year (a-1) and lowest in 
France (5 t p-1 a-1). 
In Asia (Fig. 6.1b), China and Hong Kong (HK) exceed all other countries by far, with almost 
10 (and 15) times higher CO2 emissions compared to Japan (and Germany). Han et al. (2020) 
evaluated nine global and regional ff CO2 emission datasets of China. Despite large 
uncertainties and discrepancies in the emissions, a mean value for 2016 is given with 9.8 ± 
0.6 Gt CO2 a
-1, which is ~10 % lower than the EDGAR v5.0 estimate of China (~10.9 Gt). 
While CO2 emissions slightly decrease in Japan (-3 %), all other countries show an increasing 
trend (strongest in China and HK +205 %, weakest in Taiwan +44 %) due to their emerging 
economies and an increase in ff consumption (Crippa et al., 2019). The per capita emission is 
lowest in the Philippines (1 t p-1 a-1) and highest in Korea (27 t p-1 a-1), hence the variability 
between the countries is more pronounced than for Europe. 
Country-specific CO2 emissions and trends, as reported by the different inventories, were 
shown to be consistent among each other. As presented in Sect. 2.2.1 bottom-up inventories 
rely on activity and technology mix data. Total CO2 emissions are mostly estimated based on 
national ff consumption data, which are well monitored. Further, the emissions themselves 
depend mostly on the total mass and carbon content of the fuel and less on the type of 
combustion (Janssens-Maenhout et al., 2019). Hence, CO2 emissions from the EU15 countries 




in EDGAR v4.3.2 are estimated with a standard deviation (2σ) of only 5 % (Janssens-
Maenhout et al., 2019). In contrast, it increases for CH4 emissions to 32 %. CH4 has much 
more diverse emission sources than CO2, which require different emission factors, detailed 
information on, e.g. types of fermentation or the composition of organic matter, and various 
proxies in the inventories. 
 
Figure 6.1: CO2 emissions in Mt per year for selected countries in (a) Europe and (b) Asia between 2000 and 
2018 (HK: Hong Kong). Note the split CO2 axis in panel (b). EDGAR data are retrieved from 
https://edgar.jrc.ec.europa.eu/overview.php?v=432_GHG and https://edgar.jrc.ec.europa.eu/overview.php?v= 
50_GHG; CAMS-REG and REAS data from https://eccad3.sedoo.fr/; and Global Carbon Atlas data from 
http://globalcarbonatlas.org/en/CO2-emissions. 
With respect to CH4 (Fig. 6.2), the different inventories greatly differ among each other for 
some countries, not only in the absolute values but also in the trend curves. This is most 
evident for the UK and Germany. EDGAR v5.0 emissions in 2012 are not only ~1.6 (for the 
UK) and ~1.2 (for Germany) times higher than in v4.3.2, but they also show much more 
variability over time. The more recent version uses new spatial proxies to distribute emissions 
dependent on urban and rural population (Pesaresi et al., 2019), which might be introducing 
such large deviations. For the Benelux region, however, both EDGAR versions are consistent, 
and CAMS-REG is a factor of ~1.3 lower. These facts highlight the need for dedicated 
measurement campaigns, as analysed in this thesis, to improve knowledge on the behaviour of 
CH4 emissions on both continents, Europe and Asia. As for EDGAR v5.0, the country that 
emits the highest amount of CH4 in Europe in 2015 is the UK (panel a), with dominant 
emissions from “solid waste disposal on land” (see Appendix A.11). Except for Spain, where 
emissions are relatively constant (+3 %), all other countries show a decreasing trend between 
2000 and 2015, with the largest emission reduction reported in the UK (-30 %) and lowest in 
France (-12 %). The emissions per person range from 27 kg p-1 a-1 in Italy, to 64 kg p-1 a-1 in the 
UK. 
In Asia (Fig. 6.2b), China with HK is emitting the most CH4 and is characterised by the 
strongest increase (+38 %), especially due to rising “fugitive emissions from solid fuels”. 
Although China’s government has been regulating CH4 emissions from coal mining since 




2010 by either utilizing or flaring the gas, a recent study using GOSAT observations suggests 
that the impact is low and that CH4 emissions are still increasing (Miller et al., 2019). 
Emissions from Korea and Taiwan are relatively stable (±0.5 %), while they decline in Japan 
(-10 %). Emissions per person range from 16 kg p-1 a-1 in Japan, to 55 kg p-1 a-1 in Korea, hence 
are lower compared to the emissions per person in Europe. 
 
Figure 6.2: CH4 emissions in kt per year for selected countries in (a) Europe and (b) Asia between 2000 and 
2016 (only until 2015 for Asia); HK: Hong Kong. Note the split CH4 axis in panel (b). Data sources same as in 
the caption of Fig. 6.1. 
6.1.2 Emission input for MECO(n) simulations 
For EMeRGe-Europe the chemistry climate model MECO(n) (see Sect. 3.2) simulates trace 
gas mole fractions based on three different input options as discussed below. They are run in 
two simulations but are subject to the same dynamics. In order to compare the output with the 
airborne observations, the tracers have been on-line sampled along the flight tracks. 
The first simulated CH4 tracer is initialised from gridded CH4 emissions. Annual averaged 
CH4 emissions from EDGAR v5.0 for the year 2015 are used with a resolution of 0.1° × 0.1°. 
The input for the second simulated CH4 tracer is provided by the RCP8.5 (Representative 
Concentration Pathway) scenario. Such scenarios are used to evaluate the state of the climate 
based on different future perspectives, taking into account trends in, e.g., technology, energy, 
and land use patterns, as well as emissions of GHG and air pollutants (van Vuuren et al., 
2011). The 8.5 scenario in the IPCC (Intergovernmental Panel on Climate Change) Fifth 
Assessment Report assumes a moderate technological change, but high energy demand and 
high GHG emission rates, leading to a radiative forcing that exceeds 8.5 W m-2 in the year 
2100 (Riahi et al., 2011). These emission scenarios do not provide gridded emissions, but 
zonal averaged mole fractions of CH4. In MECO(n), CH4 is relaxed toward these values at the 
ground level. For both simulated tracers basic gas-phase chemistry is considered according to 
the atmospheric chemistry module MECCA (Module Efficiently Calculating the Chemistry of 
the Atmosphere; Sander et al., 2005). Finally, so-called auxiliary city tracers are implemented 




in the model setup. These are chemically inert (exponential decay, mean lifetime of 25 days) 
and represent point sources with identical, but artificial, emissions in each of the 17 major 
European city centres (London, Paris, Brussels, Milan, Venice, Essen, Barcelona, Split, 
Madrid, Hamburg, Stuttgart, Berlin, Prague, Marseille, Rome, Munich and Naples). Their 
purpose is to easily identify emissions coming from the city centres. 
6.2 Overview of the conducted EMeRGe missions in Europe and 
Asia 
The EMeRGe missions were coordinated by the University of Bremen and aim to investigate 
the transport of emission plumes from Major Population Centres (MPCs) as well as the 
transformation of their chemical composition. EMeRGe hypothesises that the transport, 
dispersion and transformation of MPC emission plumes are influenced by the nature of the 
local emissions itself, by the prevalent meteorology and topography, as well as by 
photochemical oxidation processes (Burrows et al., 2016). Therefore, the campaign was, to a 
large extent, tailored on short-lived species downstream of the MPCs. 
6.2.1 Scientific payload 
The German research aircraft HALO was used to conduct the research flights. It is a modified 
Gulfstream G550 with an exceptional long range of up to 10 000 km (or more than 10 flight 
hours) and provides with its large payload capacity a unique measurement platform to observe 
many atmospheric species simultaneously (HALO, 2006). 
 
Figure 6.3: (a) HALO cabin layout with the measured species aboard the aircraft. For a detailed list of the 
corresponding instruments and the principal investigator, see Appendix A.12. (b) EMeRGe logo; both taken and 
adapted from University of Bremen (2020). 
The cabin layout was similar for both EMeRGe missions and determines the location of the 
scientific instruments on board. The measured species are shown together with the campaign 
logo in Fig. 6.3. The scientific payload covers in situ instruments to observe gas phase species 




(green), aerosols (red) and meteorological data (black), as well as air samplers (brown) and a 
remote sensing instrument (orange). A detailed summary of corresponding measurement 
instruments, their acronyms and the responsible principal investigator are listed in the 
Appendix (A.12). The airborne CH4 and CO2 measurements, obtained with the DLR Picarro 
instrument, are marked in yellow. Further species, which are discussed in the context of the 
GHG measurements, are highlighted as well. The following species are subject to individual 
PhD theses of EMeRGe colleagues (all in preparation): VOC (E. Förster, KIT), slant column 
densities of NO2 and SO2 (K. Bigge, University of Heidelberg), aerosol size and chemical 
mass concentration (K. Kaiser, MPI), aerosol number concentration and size distribution (J. 
Wolf, DLR-IPA) as well as SO2 and formic acid (L. Eirenschmalz, DLR-IPA). 
6.2.2 Classification of flights 
The flight tracks of both missions are depicted in Fig. 6.4. HALO mainly flew at low altitudes 
to capture the urban emission plume within the atmospheric boundary layer (BL) or in the 
lower troposphere. Downwind of the MPCs “shuttles” were flown, i.e. repeated flight 
transects at different stacked altitudes. 
 
Figure 6.4: HALO flight routes of the (a) European and (b) Asian EMeRGe mission in July 2017 and 
March/April 2018, respectively. Yellow dots mark the aircraft base and black triangles the selected MPCs. 
The European measurement campaign (Fig. 6.4a) took place in summer 2017 from July 11th 
to 28th from Oberpfaffenhofen (yellow dot near Munich) in Germany. Note that flights 01 and 
02 were test flights, thus the research flights are numbered 03 to 09. For the seven performed 
research flights (~50 flight hours) Table 6.1 lists the target region, the approximate distance 
from the flight transect to the target region, the flight altitude, the time of sampling and the 
flight number. Pollution plumes were sampled at a variety of distances ranging from directly 




being in the target area (e.g. across the BeNeRuhr area, F08) to flying downwind at distances 
between 90 km (e.g. Barcelona, F07) to more than 400 km (e.g. London in the English 
Channel, F05). Flight altitudes were between 500 m and 5 km. Flight times extended from the 
morning until the late afternoon. A quasi-Lagrangian approach was performed e.g. downwind 
of Rome (towards the coast of Croatia, F06) and Barcelona (towards Sardinia, F07). 
Table 6.1: Overview of selected EMeRGe-Europe flight transects according to their target region. The table 
further lists the rough distance to the source, flight altitude and time of downwind transects, as well as the flight 
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The EMeRGe-Asia campaign was conducted in spring 2018 between March 10th and April 9th 
from Tainan (Taiwan, yellow dot in Fig. 6.4b). In total, 10 flights (~80 h) were performed to 
analyse the pollution plumes of MPCs in China (Beijing, Yangtze River Delta, Pearl River 
Delta), Japan (Osaka, Nagoya, Tokyo), Taiwan (Tainan), Republic of Korea (Seoul) and the 
Philippines (Manila). Because of restrictions to enter the Chinese airspace, flight patterns 
were mainly planned above the sea. Table 6.2 gives, similar to Table 6.1, an overview of the 
ten performed local research flights (transfer flights from Europe to Asia are marked with 01 
to 03 and 14 to 16). The flight tracks in Asia, compared to Europe, cover a much larger area 
with respect to the flight distance itself and with respect to the distance to the source. While 
the European mission covers an hypothetical map of ~1500 km × 1500 km, the Asian mission 
extends to about ~2500 km × 2500 km. Except for Manila (F06) and sources along the western 
coast of Taiwan (all flights), the pollution plumes were sampled at distances greater than 
500 km away from the source, mainly at flight altitudes between ~300 m and ~5 km. 




Table 6.2: Overview of selected EMeRGe-Asia flight transects, similar to Table 6.1. The star (*) denotes the 
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The flight patterns of both campaigns were tailored to the needs of studying transport and 
chemical processes of short-lived species downstream of MPCs. Short-lived species are 
transformed in the atmosphere within seconds (e.g. OH; Heal et al., 1995), several hours or 
days (e.g. SO2; Seinfeld and Pandis, 2016) due to chemical reactions and removal processes. 
GHG remain due to their long atmospheric lifetime of years to several decades and build up 
background mole fractions of substantial magnitude (see Sect. 2.1.2). Therefore, it is 
especially relevant for GHG to perform measurements upwind of a target region (see Berlin 
case study, Sect. 5.3.2). For the majority of flights, except Barcelona (F09), Rome (F03, 06) 
and Manila (F10), however, upwind sampling of the atmospheric composition was not 
possible due to ATC restrictions. The different lifetimes also determine how far downwind a 
pollution plume is sampled. Short-lived species, as long as they are enhanced above the 
negligible background by several orders of magnitude, are still detectable at large distances. 
GHG are also mixed with the background air, but the enhancement magnitude diminishes 
much faster and therefore measurements closer to the source are needed. EMeRGe focused on 
several target regions across whole Europe and SE Asia but specific MPCs were never 
sampled more than twice. In combination with HALO being a large aircraft, the flight routes 
were not flexible enough to react ad hoc on changes observed in the atmospheric mole 
fractions measured aboard the aircraft due to restrictions of the submitted flight plans from 
various ATCs. Hence, sufficient downwind sampling to capture the whole vertical and 
horizontal extent of the urban plumes was hampered in many cases. 
Although this does not permit a quantitative analysis similar to the case study of Berlin (see 
Chapter 5), the comprehensive data set on the two continents allows studying the impact of 




urban GHG emissions on the regional to synoptic-scale GHG budget. In Sect. 6.3 the 
observations of EMeRGe-Europe are discussed in the context of identifying the urban plume 
from London and the BeNeRuhr area (F08) as well as from Barcelona (F07), both are marked 
with a star in Table 6.1. In addition, a distinct biomass burning plume is compared to the 
observed urban emission plumes, and isotope measurements of δ13C reveal insight into 
possible CH4 sources. Observations of EMeRGe-Asia are presented in Sect. 6.4. The urban 
plume from Manila (F06) as well as two other types of prominent pollution events 
encountered during the flights are discussed: Distinct GHG plumes with a horizontal extent of 
more than 200 km were observed in the free troposphere (F04, 05, 08, 09) and narrow GHG 
peaks with a horizontal extent of less than 50 km were frequently distinguishable at Taiwan’s 
west coast at lower altitudes (observed during almost all research flights). In addition to the 
GHG measurements, simultaneous observations of CO (M. Lichtenstern), nitrogen oxide 
(NO) and the sum of all reactive nitrogen species (NOy; H. Ziereis and P.Stock) are used 
together with results from the regional CO-tagging by HYSPLIT (H_CO; Sect. 3.3) and from 
MECO(n) (Sect. 3.2). 
6.3 Observations during EMeRGe-Europe in summer 2017 
The EMeRGe-Europe mission was conducted in July 2017. According to the report on the 
European State of the Climate 2017 (Copernicus, 2018), global average surface temperatures 
were 0.5 °C warmer than the climatological mean (1981 to 2010), ranking the year 2017 on 
2nd place (after 2016) of the warmest years on record6.1. 
 
Figure 6.5: ERA-Interim (a) surface air temperature, (b) precipitation and (c) soil moisture anomalies of the 
uppermost 7 cm of soil for summer 2017 (June, July, August) relative to the seasonal average from 1981-2010 
(Copernicus, 2018). Panel (d) shows wildfires during the campaign period (July 11th to 28th) as detected by 
VIIRS and MODIS (retrieved from NASA Worldview, https://worldview.earthdata.nasa.gov/). 
European annual average temperatures were 0.8 °C higher than the climatological mean, and 
especially in southwestern Europe, the summer 2017 was exceptionally hot (+1.7 °C), as 
depicted in Fig. 6.5a. Averaged annual European precipitation (panel b) was close to the 
climatological mean (-0.2 mm/day), however, large spatial differences were present in 
summer with extensive precipitation in the Alps and northern Italy, where heavy rainfall 
events caused extensive flooding. Dry soils were apparent over most of Europe with large 
 
6.1With today, i.e. the year 2020, 2016 is still the hottest year on record, while 2019 is on second place 
(https://public.wmo.int/en/media/press-release/wmo-confirms-2019-second-hottest-year-record). 




negative soil moisture anomalies in summer (panel c). These dry conditions, together with 
high temperatures, led to significant wildfire activities, especially in Italy, southern France 
and on the Iberian Peninsula. The intense wildfires detected throughout the EMeRGe 
campaign phase by VIIRS (Visible Infrared Imaging Radiometer Suite) and MODIS 
(MODerate Resolution Imaging Spectroradiometer) are shown in panel (d). 
6.3.1 Regional and vertical CH4 distribution 
The CH4 observations obtained during all European research flights are presented in Fig. 6.6. 
Due to the fact that HALO was frequently repeating same flight routes at stacked altitudes, 
the observations in panel (a) are gridded into bins of 0.05° × 0.05° in latitude and longitude 
direction, and the maximum measured CH4 mole fraction in each bin is displayed. Panel (b) 
shows the vertical profile of CH4 percentiles (P10, P50 and P99) in 1 km vertical bins. The 
profiles represent individual flights (blue) and a mission mean (black). 
Encountered CH4 enhancements are most distinctive in the altitude range up to 2.5 km, which 
corresponds to the typical BL height above land (as discussed in Sect. 2.3). The highest CH4 
mole fractions of 2 to 2.4 ppm are encountered during two flights in the Po Valley and in its 
outflow above the Adriatic Sea. Downwind of London and across the BeNeRuhr region CH4 
is enhanced by up to 2 ppm. For all three cases, the individual P99 profiles show also the most 
pronounced structure at lower altitudes. The enhancement in P99 observed between 2 and 
3 km is associated with a biomass burning (bb) plume detected at the French coast with max. 
mole fractions of 2 ppm. Enhanced CH4 can also be observed near Munich and downwind of 
Rome and Barcelona, but with less magnitude (1.94 to 1.96 ppm). A slight latitudinal gradient 
in the upper troposphere seems to exist with enhanced CH4 in the south of Europe. 
 
Figure 6.6: (a) Maximum measured CH4 mole fractions in 0.05° × 0.05° bins. (b) Individual vertical flight 
profiles of CH4 and the mission mean. P10, P50 and P99 represent the 10
th, 50th and 99th percentile, respectively. 




6.3.2 Urban case study I: London and the industrialised BeNeRuhr region 
According to CH4 emissions from EDGAR (see Fig. 6.7a), the urban emission hot spot 
London can be clearly distinguished from its surroundings, although high CH4 emissions are 
also extending beyond the city boundary (indicated by the black line). Greater London (as 
indicated by the square) is dominated by CH4 emissions from solid waste landfills (~80 %), 
followed by wastewater treatment (~7 %) and enteric fermentation (~6 %). Emissions in the 
BeNeRuhr region show several emission hot spots and a mix of different sources: enteric 
fermentation (~30 %), fuel exploitation (~26 %), solid waste landfills (~15 %), manure 
management (~14 %) and wastewater treatment (~ 9%). The North Sea is characterised by 
numerous offshore oil and gas exploitation facilities (OSPAR Convention, 2017; see panel b), 
which are recognised as important sources of CH4 (Cain et al., 2017; Riddick et al., 2019). 
Strong point-source emitters on land (>0.1 kt CH4 a
-1) are available from E-PRTR (2017) and 
sized according to their emissions from 0.1 to 68 kt CH4 a
-1. While Belgium is almost absent 
of point sources, EDGAR depicts a clear maximum of CH4 distributed over larger areas. 
The flight track of HALO on July 26th (F08) is depicted in Fig. 6.7b. The aircraft passed 
London and performed four downwind legs at altitudes of roughly 0.7, 1.3, 0.7 and 0.7 km, 
respectively. The two intermediate legs are marked with S1 (for “Shuttle”). The weather 
situation was dominated by an Atlantic low pressure system with its warm front moving 
towards (July 25th) and across Great Britain (July 26th), hence south-southwestern winds were 
prevalent on that part of the flight track. HALO then turned towards the coast of Belgium and 
the Netherlands, crossed Belgium at ~1 km altitude and performed a second shuttle above the 
Ruhr area at altitudes of ~0.9, ~1.6 and ~2.5 km (marked with S2). The BeNeRuhr region was 
characterised by north-westerly winds of a cut-off low. 
 
Figure 6.7: (a) Total CH4 emissions for the year 2015 from EDGAR v5.0. Greater London and the BeNeRuhr 
area are marked by squares which also define the source regions specified for the HYSPLIT simulations. (b) 
HALO flight track marked with the location of performed shuttles (S1 and S2) and CH4 emission point sources 
on land (E-PRTR, 2017) and from offshore oil and gas platforms (OSPAR Convention, 2017). Wind barbs 
indicate the measured wind direction and strength aboard HALO. 
In Fig. 6.8a the flight track of HALO is colour-coded according to the measured CH4 mole 
fractions, indicating elevated CH4 downwind of London and across the BeNeRuhr area. Panel 
(b) shows the corresponding time series for a number of different measured species as well as 
simulated H_CO tracers. The London flight part is emphasised by an orange dashed square, 




the BeNeRuhr part by a blue dashed square. The start and end of each square along the flight 
track is indicated by thick orange and blue lines in panel (a). Discussed enhancements in CO2 
and CH4 are marked with P1 to P4 (for “Plumes”). P1 corresponds to the southernmost flight 
leg of the e-shape, which is closest to London. The sharp decrease at ~10:40 UTC does most 
likely not represent the end of the plume, since the flight altitude was changed. P2 
corresponds to the second (and lower altitude) leg of S1 as well as to the leg which is furthest 
away from London and thus the northernmost. According to the ERA-Interim reanalysis data 
HALO is flying at the upper edge of the BL during both London plumes. P3 starts with the 
crossing of the Belgian coast and HALO was flying entirely within the BL when crossing the 
BeNeRuhr region. P4 denotes the two lowest legs of shuttle S2 in the Ruhr area. Note that 
only one leg of each shuttle is visible in the latitude-longitude plot as the others lie 
underneath. 
With respect to the short-lived nitrogen compounds NO and NOy, there is a remarkable 
similarity in their pattern to the simulated H_CO enhancements from both, London and 
BeNeRuhr. CO2 and CH4, with a much longer atmospheric lifetime, follow the H_CO pattern 
in general as well, but they exhibit much more small scale variability than NO and NOy, 
especially outside the predicted H_CO plumes. CO2 is depleted in the BeNeRuhr region but 
shows three distinct and sharp enhancements (i, j). Measured CO mole fractions are higher in 
the BeNeRuhr region with a more pronounced structure than downwind of London. 
 
Figure 6.8: (a) HALO flight track colour-coded according to the measured CH4 mole fractions. Same colour 
scale applies for measurements at two ground-based stations within London (triangle; Forster, 2013) and at the 
eastern UK coast (circle, for reference see text). (b) Time series of CH4, CO2, CO, NO, NOy, HYSPLIT 
simulated CO enhancements (H_CO) from BeNeRuhr and London (for area definition see Fig. 6.7a), PMCH 
tracer (H. Schlager), flight altitude (solid line) and boundary layer height (dashed line), which is retrieved from 
ERA-Interim reanalysis data at 12 UTC of the same day. Red crosses denote the sampling location of the Tedlar 
Bags as analysed in Sect. 6.3.5. P1 to P4 denote plumes of enhanced GHG. 




Identification of the London plume 
It is analysed if the CH4 and CO2 plume downwind of London can be clearly identified, traced 
back to the city and quantified roughly 150 to 250 km downwind of the city. For the 
BeNeRuhr area, as HALO was flying directly above the target region, individual source 
signatures are discussed at the end of this section. 
In the first London plume (P1), both GHG patterns behave similar to the predicted H_CO 
enhancements. From the correlation plot in Fig. 6.9 it is clear, that CH4 and CO2 correlate 
very well (Pr = 0.8, indicated in red). Hence, sufficiently downwind of London the urban 
emissions, which consist of different sources close to each other, are well-mixed and most 
likely responsible for the strong correlation. Within plume P2, only CO2 seems to follow the 
H_CO pattern, and both GHG differ in their spatial distribution with no correlation (Pr = -0.1, 
indicated in orange). This indicates that air masses sampled in P1 and P2 are of different 
origin or influenced by different transport processes. 
 
Figure 6.9: Correlations of CH4 with CO2, NOy and CO for four selected GHG plumes (for plume distinction see 
Fig. 6.8). Values denote the Pearson correlation coefficient Pr. 
To analyse the origin of the sampled air masses, the performed Lagrangian tracer experiment 
led by H. Schlager, DLR-IPA (similar as described in Ren et al., 2015), is of great support. A 
small amount of an inert PMCH tracer (perfluoromethyl-cyclohexane), which has an 
extremely low background mole fraction in the atmosphere, was released from central London 
prior to the research flight (7th floor of the Imperial College, 05:00 to 05:33 UTC). After 
several hours of transport with the prevailing wind, it was sampled aboard the aircraft, see 
bottom panel of Fig. 6.8b. The tracer was only released at a single point and therefore it does 
not represent the whole pollution plume of the city, which extends much more in the 
horizontal and vertical. However, the local London pollution is evident in both encountered 
plumes P1 and P2. Within central London a permanent GHG observation station is located at 
the top of the British Telecom (BT) tower, marked with a triangle in Fig. 6.8a. Three to six 
hours prior to the HALO fly-by, i.e. when the air masses probed with HALO passed London 
according to HYSPLIT backward trajectories, observed CH4 mole fractions were in the range 
of 1.942 to 1.992 ppm (personal communication with C. Helfter, UK Centre for Ecology & 
Hydrology, 2018). Hence, they agree with the magnitude of measured airborne CH4. Another 
permanent GHG observation station is the Weybourne Atmospheric Observatory located 
northeast of London (marked with a circle). At roughly the time when HALO flew by, the 
reported mean value of 1.958 ppm CH4 (Forster, 2013) is also consistent with the airborne 




measured CH4 mole fractions. Hence, a similar strong pollution source (most likely London) 
is evident in both encountered air masses in P1 and P2. The correlation of CH4 with CO and 
NOy is depicted in Fig. 6.9 in the same colours as for the correlation with CO2 (red for the 
first and orange for the second London plume). Unlike CO2, both tracer-tracer correlations are 
similar for P1 and P2. The correlation coefficients are similar high in both London plumes, 
i.e. CH4/CO with Pr = 0.8 and CH4/NOy with Pr = 0.6 to 0.8.  
Therefore, the different CO2 and CH4 signatures in P1 and P2 might be explainable by two 
interacting effects: differences in the emission height and differences in the buoyancy of the 
gases at their release point, which might be particularly noticeable at the upper edge of the BL 
(see BLH in Fig. 6.8b). While CO2 emissions are closely coupled to ff consumption and thus 
to higher temperatures during their release, the buoyancy of the air parcels and the mixing in 
the vertical might be enhanced. In addition, 1/4th of CO2 emissions in the greater London area 
are emitted via stacks from power plants (E-PRTR, 2017), hence emissions are released at a 
certain elevated height above ground level. In contrast, CH4 emissions are usually not emitted 
during exothermic processes, therefore the vertical mixing might be less pronounced. 
Quantification of the London CH4 plume 
Greenhouse gas emissions from London have been in the focus of several airborne (O'Shea et 
al., 2014; Ashworth et al., 2019; Pitt et al., 2019) and ground-based studies (Lowry et al., 
2001; Helfter et al., 2011). The earliest study from Lowry et al. (2001) used isotope 
measurements between 1996 and 1998 to determine the source contributions to the CH4 
budget. Their fluxes are dominated by emissions from landfills and waste treatment and are 
larger than the National Atmospheric Emission Inventory (NAEI). O'Shea et al. (2014) and 
Pitt et al. (2019) both measured CH4 and CO2 enhancements downwind of London in 2012 
and 2016, respectively, by aircraft. While O'Shea et al. (2014) reports a strongly positive 
correlation of CO2 and CH4 in the measured plume (with a plume age of ~4 to 5 h), their 
estimated fluxes are higher than the NAEI inventory by a factor of 2.3 for CO2 and 3.4 for 
CH4. In contrast, Pitt et al. (2019) developed a new modelling approach accounting for urban 
emissions which are not only confined to the urban area, but also located in the near vicinity 
of the city. Their estimated fluxes are also compared to the NAEI inventory, but were found 
to be lower for CO2 (factor of 0.71) and roughly similar for CH4 (factor of 1.03). Three flights 
around London in July 2017 allowed for the distinction between the London plume under 
west wind and significant local sources in the SE of England during quiescent south-
westerlies (Ashworth et al., 2019). Estimated CH4 fluxes from Greater London were twice 
(and 2.5 times) as high compared to O'Shea et al. (2014) (and Pitt et al., 2019) and for CO2 
within 10 % (and 30 %) respectively. In the following it is evaluated if a quantification of 
urban emissions is possible roughly 150 to 250 km downwind of the city. 
As indicated in Sect. 6.2.2 the flight strategy does not allow for a quantitative analysis similar 
to the case study of Berlin. In the case of London, four flight transects were planned to cross 
the urban plume downwind in different distances as well as at different altitudes, but no 
upwind measurements were performed. It was tested, if observations from Mace Head could 
be used instead. This ground-based station is located at the west coast of Ireland and is often 




used to study the background composition of clean air masses from the North Atlantic Ocean 
during westerly winds (http://www.macehead.org/). A fraction of calculated HYSPLIT 
trajectories passed the station at altitudes below ~1.5 km roughly two days prior to the 
measurement (-48 to -52 h). The measured variability in CH4 mole fractions at this remote 
location is already between 1.928 and 1.951 ppm (Prinn et al., 2018), hence, in the same order 
of magnitude as the airborne detected enhancements downwind of London and therefore not 
suitable for an upwind background determination. Although a rough downwind background, 
based on measurements outside of the pollution plume can be set visually for CH4 and CO2, as 
indicated by the horizontal dashed lines in Fig 6.8b, it is uncertain how far the plume P1 
extents to the northwest as the flight altitude was changed before reaching background mole 
fractions. Hence, the extent of the plume is not detectable. 
MECO(n) model comparison 
 
Figure 6.10: MECO(n) model simulation output of wind direction (orange, upper panel), artificial London city 
tracer (green) and CH4 mole fractions from two different inventories, v5.0 (blue, lower panel) and RCP8.5 (red, 
lower panel). All model tracers are at 12 km spatial and 2 min temporal resolution. Measured wind and CH4 data 
with a resolution of 1 s and 2 s respectively (light grey) were averaged on the model time resolution of 2 min 
(dark grey). 
To improve the understanding of the urban plume the obtained airborne measurements are 
compared to the output of the MECO(n) simulation. The model accurately represents the 
prevalent wind situation, since the measured and simulated wind direction throughout the 
entire flight agree well (Pr = 0.8), see upper panel of Fig. 6.10. Except between ~10:30 and 
~12:30 UTC MECO(n) depicts more south-westerly wind, and from ~13:20 UTC towards the 
end of the flight more westerly wind than observed. The larger noise in the wind 
measurements in P3 and P4 is due to flying within the turbulent BL. The simulated city tracer 
(middle panel), emitting from central London, shows a strong increase in P1. In addition, the 
simulated CH4 mole fractions based on EDGAR (lower panel, depicted in blue) are matching 
the observation pattern accurately in P1, although they are biased to higher values (+25 ppb). 
Hence, the simulated transport seems to be valid in this case. In both plumes, P1 and in the 
peak to its left (i.e. earlier in time), the London city tracer, the simulated EDGAR-CH4 and 
the measured CH4 mole fractions are encountered above land. In P2, the London city tracer 
signal is hardly discernible and simulated EDGAR-CH4 mole fractions are smaller than 




measured, but some parts of the structure are reproduced. Either MECO(n) is not able to 
represent the land-sea transport accurately, i.e. the emissions from the BL over London are 
not transported above the marine boundary layer of the North Sea. Or, the simulated London 
plume is misplaced in the horizontal and/or vertical. Both, or a combination, are possible 
since the MECO(n) model simulates in P2 more southwestern wind than observed aboard the 
aircraft. 
In summary, London is a significant source of CH4, which is clearly distinguishable in 
emission inventories like EDGAR. It was shown that the corresponding urban plumes can be 
identified in the CO2 and CH4 signal measured aboard the aircraft with the help of the 
regional CO-tagging from HYSPLIT as well as with complementary measurements of short-
lived pollutants. For a proper quantification a following dedicated flight experiment should 
include the following suggestions: 
 Airborne measurements are needed upwind of London to assess if air masses had already 
been polluted from source regions farther upwind. 
 Downwind flight legs in the target area should be planned flexible enough to identify how 
broad the pollution plume is based on online observations aboard the aircraft. 
 Downwind measurements, which are closer to London, allow for excluding surrounding 
sources, e.g. as introduced by the numerous CH4 emitting facilities according to E-PRTR. 
 To avoid unnecessary difficulties in both, the interpretation of observations and 
simulations, flight tracks should either be planned over land or over sea since the mixing 
and dispersion of urban pollution and GHG is strongly dependent on the structure of the 
boundary layer over land and the interaction of air masses above the marine BL. 
 Simultaneous ethane measurements aboard the aircraft provide a useful tool to account 
and separate for offshore oil and gas emissions, e.g. as potentially induced by numerous 
offshore platforms in the North Sea. Recently, Riddick et al. (2019) measured the CH4 
leakage of eight individual platforms in the North Sea and determined a median loss of 
0.23 %. This value is almost two times higher than reported in the local inventory. 
For a quantitative analysis of the London GHG emissions, as detected during the EMeRGe 
flight, a more in depth inverse modelling approach with known locations of emission sources 
needs to be used, which is however not feasible in the timeframe of the thesis. 
Source signatures in the BeNeRuhr area 
With respect to the BeNeRuhr area, only CH4 follows the H_CO pattern in P3 and P4, while 
CO2 is clearly depleted and shows strong and sharp enhancements of up to 410 ppm (i) and 
460 ppm (j), see Fig. 6.8b. These peaks can be attributed to emissions of nearby facilities. The 
first one (i) is detected near Antwerp/Bruges and lies downwind of an iron and steel 
manufactory (ArcelorMittal Belgium). According to E-PRTR (2017) it emits large amounts of 
CO2 (~4000 kt) and CO (~90 kt), some NOx (~5 kt), but only little CH4 (~0.8 kt), which is 
consistent with the airborne observations. The second and third peak (j) is detected at different 
flight altitudes but at the same measurement location near Wuppertal/Cologne. Northwest of 
the detected peak two RWE (Rheinisch-Westfälisches Elektrizitätswerk AG) power plants 




release large amounts of CO2 (~55000 kt) and NOx (~35 kt) but only little CO (~10 kt) and no 
CH4, which is also reflected in the measurements. Hence, CO2 is clearly dominated by point 
source emissions. In contrast, the observed CH4 pattern, which shows broader enhancements, 
most likely stems from a mix of different area sources as already indicated by the various 
source categories in EDGAR and the absence of Belgian point sources in E-PRTR. The 
different emission sources for CO2 and CH4 are supported by the non-existing correlation 
between the two gases in P3 (Pr = 0.3) and P4 (Pr = -0.5), see Fig. 6.9. 
In the MECO(n) simulation (Fig. 6.10), the EDGAR-CH4 tracer captures some variability of 
the measured mole fractions in P3 and P4, however the magnitude especially in P3 is too 
small and the background is biased to lower values (-25 ppb). Hence, EDGAR emissions 
might be too low in that region or important CH4 sources might be missing. The simulated 
RCP8.5-CH4 mole fractions show in both regions, London and BeNeRuhr, no variation, 
indicating that the prescribed zonal mean CH4 mole fractions at the surface are not 
representative for the UK and the BeNeRuhr area due to their diverse emission sources. 
6.3.3 Urban case study II: Barcelona 
The second urban case study focuses on Barcelona (Spain), which is a coastal city surrounded 
by mountains towards the continental side. It is located ~100 km south of the Pyrenees, a large 
mountain range reaching ~3500 m altitude. In terms of population, Barcelona has roughly 
1/3rd less inhabitants than London (as for 2015; UN, 2018a). Total CH4 emissions according 
to EDGAR (Fig. 6.11) are evenly distributed across northeastern Spain (indicated by the white 
square) with a maximum to the west of the Barcelona province. According to E-PRTR (2017) 
the CH4 point sources are half and half related to the rearing of poultry or pigs and to landfills. 
CH4 emissions from the city itself are higher than the surroundings, but not as prominent as in 
the case of London. The following source sectors, according to EDGAR, are responsible for 
CH4 emissions in NE Spain: manure management (~38 %), enteric fermentation (~32 %), solid 
waste landfills (~13 %) and wastewater treatment (~6 %). 
 
Figure 6.11: Total CH4 emissions for the year 2015 from EDGAR v5.0. The NE area of Spain is marked with a 
white square. The source region specified by HYSPLIT (H_CO tracer) is indicated with a black square, covering 
the Madrid and Barcelona region. CH4 emission point sources are from E-PRTR (2017). 




The pollution plume ~90 km downwind of Barcelona was probed within F07 on July 24th, see 
Fig. 6.12. The figure is composed similar to Fig. 6.8 except H_CO denotes here contributions 
from Spain (i.e. Barcelona and Madrid region, for area definition see Fig. 6.11) and no PMCH 
tracer experiment was performed. HALO crossed the plume twice in the early afternoon at 
two different flight altitudes: at 1.6 km, which is nearer to the coast, and at 0.5 km, which is 
further away. P1 and P2 denote two plumes with detected CH4 enhancements of ~1.94 ppm. 
 
Figure 6.12: (a) HALO flight track colour-coded according to the measured CH4 mole fractions. Red triangles 
denote two radiosonde stations (IGRA, 2017). The solid grey line indicates the city boundary of Barcelona; the 
dashed line corresponds to the greater province of Barcelona. (b) time series of CH4, CO2, CO, NO, NOy, 
HYSPLIT modeled CO enhancement, flight altitude and boundary layer height, which is retrieved from ERA5 
reanalysis data at 13 UTC. Red crosses denote sampling locations of Tedlar Bags as analysed in Sect. 6.3.5. P1 
and P2 denote plumes of enhanced GHG; P3 the location of a quasi-Lagrangian transported air mass. 
 
Figure 6.13: Correlations of CH4 with CO2, NOy and CO for two selected GHG plumes (for plume distinction 
see Fig. 6.12). 
Enhanced CH4 is in both plumes (P1 and P2) strongly correlated with NOy (Pr = 1 and 0.9) 
and CO (Pr = 0.9 and 0.8), see Fig. 6.13, however less with CO2 (Pr = 0.6 and 0.2), especially 
due to the CO2 double-peak structure in P2. The simulated H_CO enhancements in P1 agree 
with the observed trace gas patterns. The wind, as measured aboard the aircraft, was coming 
at this upper altitude leg from WNW with 8.7 m s-1 on average and HALO was flying above 
the marine BL according to ERA5 reanalysis data at 13 UTC of the same day. Since the 




HYSPLIT simulation allows for a classification of the H_CO enhancements by their age (see 
Sect. 3.3), in P1 mostly fresh pollution is predicted (plume age of zero to -12 h) as indicated 
by the darker colours in Fig. 6.12b. In P2, H_CO differs from the airborne observations. A 
plume with older air masses is dominating in the second half, while the trace gases (except 
CO2) show enhancements in the first half. At this lower altitude transect the wind speed was 
low (2.9 m s-1) with directions from the SSW and SSE and HALO was just within the marine 
BL. It should be noted that HYSPLIT trajectories are subject to a ~10 % deviation of their 
travelled distance (Stohl, 1998), hence with the longer transport time (as indicated by the age), 
the predicted plume structure gets more uncertain. 
Identification of the Barcelona plume 
The different wind situations in both plumes P1 and P2 together with the varying HYSPLIT 
age classes, the non-agreement of H_CO with the observed trace gas pattern in P2, but the 
relatively consistent tracer-tracer correlations of CH4 with CO and NOy raise the question 
where the detected pollution plumes P1 and P2 come from. 
The upper level WNW wind is consistent with two radiosonde soundings from Barcelona and 
Mallorca at 12 UTC (IGRA, 2017), marked with red triangles in Fig. 6.12a. The low level 
wind (<700 m) from the Barcelona sounding indicates ENE to ESE wind and W to NW wind 
from the Mallorca sounding. The 10 m wind (wetter3.de) confirms the calm winds in this 
region with no preferred direction. Hence, the different wind direction measured aboard the 
aircraft is not the result of an artefact or measurement failure. In order to verify the BLH from 
ERA5 reanalysis data, the standard deviation of the z-axis acceleration measured by the 
aircraft is a good indicator for turbulence, and thus representing most likely when the aircraft 
was within the BL. However, no significant difference between P1 and P2 is perceptible 
(±0.16 vs. ±0.21 m s-2), as e.g. compared to penetrating the BL above sea later at ~15 UTC 
(±0.32 m s-2). Hence, although P1 is measured above the Marine Boundary Layer (MBL), 
emissions are most likely coastal outflow from the Barcelona area. GHGs and air pollutants 
are emitted within the BL over land, which deepens throughout the day, and are advected 
horizontally across the shore towards the sea with the prevailing wind. This mechanism has 
been observed and simulated within many studies (e.g. Dacre et al., 2007; Peake et al., 2011). 
As HYSPLIT predicts very fresh pollution in P1, this scenario is likely. In addition, the ratio 
between NO and NOy can be used as an indicator for the age of an air mass (Wang and Prinn, 
2000). In P1 the ratio is higher (compared to P2), hence indicating fresher air masses where 
NO is not yet chemically converted to NOy. Since P2 is also measured above the MBL (or at 
least near its top), but indicates a more aged plume, air masses encountered in P2 might be an 
emission mix of aged urban and fresh coastal pollution (as NOy is still unusually high). 
With respect to the atmospheric background, NO and NOy nicely return to lower values 
outside the tagged plumes P1 and P2. The longer living species CH4, CO2 and CO exhibit 
much more variability between the flight altitudes, making it difficult to indicate a plume 
solely based on these measurements. Hence, observations of short-lived species are necessary 
to identify the urban plume at flight distances roughly 100 km away from the investigated 
source, which was already indicated by the measurements downwind of London (see Sect. 




6.3.2). Further, short-lived species are useful to distinguish between younger and older GHG 
signatures. As stated in Sect. 6.2.2, also a quasi-Lagrangian sampling was aimed (see P3 in 
Fig. 6.12) by performing another shuttle at ~1.6 and ~0.5 km altitude to the west of the island 
Sardinia with the goal to capture the same air masses from Barcelona again. Although, neither 
the short lived nitrogen pollutants nor HYSPLIT indicate any influence from the Barcelona 
area, CH4 and CO2 are slightly enhanced, but not correlated. HYSPLIT backward trajectories 
indicate that air masses at the 0.5 km leg were lifted at the Atlantic coast by the Pyrenees and 
dropped at the Spanish/French coast of the Mediterranean Sea roughly six hours prior to our 
measurement. At the higher flight altitude (1.6 km leg) trajectories seem to originate from the 
BL of the Spanish central mainland. In the absence of enhancements from short-lived species 
the CO2 and CH4 enhancements might be caused by advection from more distant air masses or 
represent the natural variability of the GHG in the atmosphere. 
MECO(n) model comparison 
Similar to Fig 6.10 the observational data are compared to the MECO(n) results. The overall 
correlation of simulated and observed wind direction is poorer (Pr = 0.5) than for London. 
Especially with respect to P2 the wind directions differ by almost 180°, where the simulated 
wind ranges from NWW to N, while the actual wind came more from the south. Hence, the 
magnitude of the simulated Barcelona city tracer (dark red) in P2 is unlikely to reflect the real 
situation and is therefore neglected. However, the wind direction in P1 is well simulated and 
the transported Barcelona city tracer correlates with the measured CH4 enhancement. A GHG 
signal from Barcelona might be distinguishable in the simulated EDGAR-CH4 mole fractions, 
however the simulated enhancement of ~25 ppb is roughly half of the measured enhancement 
of ~50 ppb. In addition, the simulated CH4 background is continuously too low. 
 
Figure 6.14: MECO(n) model simulation output of wind direction (orange, upper panel), artificial Barcelona city 
tracer (red) and CH4 mole fractions from two different inventories, EDGAR v5.0 (blue, lower panel) and RCP8.5 
(red, lower panel). 
Interestingly, and in contradiction to the simulations from London, CH4 mole fractions from 
both CH4 tracers (EDGAR and RCP8.5) show almost the same values and consistent spatial 
patterns. Total CH4 emissions from Spain are only half of UK emissions (see Fig. 6.2a) and 
apparently it does not matter if a gridded inventory like EDGAR or prescribed zonal mean 




mole fractions at the surface from the RCP8.5 scenario is chosen in this case. This observation 
points towards dominant area sources in the region of NE Spain. 
In summary, downwind of Barcelona enhancements of GHG were identified at two different 
altitudes with less magnitude than in London although the measurements were performed 
closer to the source. The GHG plumes but might be a mix of urban pollution and other 
sources, potentially distributed over larger areas. Hence, a smaller defined H_CO region 
covering only the Barcelona region is necessary for the interpretation. 
6.3.4 A biomass burning event 
Europe experienced high summertime temperatures in 2017, especially in southwestern 
Europe with dry soil conditions, enhancing the activities of wildfires (see Fig. 6.5). On July 
24th (F07) a biomass burning (bb) plume was probed by chance near Marseille as indicated in 
Fig. 6.15. A characteristic smell was noticed aboard the aircraft and the bb plume was clearly 
visible by looking out of the window. The European Forest Fire Information System reported 
a major fire in Bastidonne, depicted by the red marker in panel (a). According to an article of 
france bleu (2017) the fire started at ~9 UTC in the morning and roughly 800 ha were burning 
under strong winds of up to 90 km h-1. The fire plume was detected ~65 km downwind aboard 
the aircraft at an altitude of ~2.2 km. Over a flight distance of approx. 40 km the measured 
species are clearly enhanced, see panel (b). Acetonitrile, which is a specific tracer for bb 
(Holzinger et al., 2005), also shows significant enhancements of up to ~3 ppb. Strong winds 
(~80 km h-1) were also encountered aboard the aircraft. 
 
Figure 6.15: (a) HALO flight track of July 24th, 2017 colour-coded according to the measured CH4 mole 
fractions. The Bastidonne fire is marked in red. (b) Time series of CH4, CO2, CO, NO, NOy and Acetonitrile (E. 
Förster, KIT). The even larger enhancements in NO and NOy roughly at 10 UTC are due to the formation of 
lightning NOx (=NO2 + NO) above the Alps. (c) Photograph of the detected bb plume (courtesy of E. Förster). 




With respect to CH4, bb is responsible for only ~2 to ~3 % of total global anthropogenic CH4 
emissions (Saunois et al., 2019). Emissions from ff production and use (~30 % to ~42 %), as 
well as from agriculture and waste (~56 %) dominate the total budget. During the same flight, 
roughly at 13 UTC, the urban plume ~90 km downwind of Barcelona was investigated (see 
Sect. 6.3.3). A direct comparison of measurements reveals that the bb plume reaches higher 
maximum CH4 mole fractions (2.01 vs. ~1.94 ppm) and enhancements (Δ115 vs. Δ50-70 ppb), 
but its extent is less than half of the urban plume width (~40 vs. ~100 km). At both locations, 
the wind direction was roughly perpendicular to the flight track. The integrated area of the bb 
plume is only ~1/3rd to 1/4th of the urban plume. 
In summary, emissions from bb plumes do not contribute as much as urban areas to the total 
global CH4 budget, but it was shown that regional GHG patterns can strongly be influenced 
by fresh bb emissions. 
6.3.5 Carbon isotope measurements 
As presented in Sect. 2.1.2 the isotopic signature can be used to distinguish CH4 emission 
sources by their underlying emitting process into biogenic, thermogenic and pyrogenic CH4. 
During the EMeRGe campaign 98 ambient air samples were taken aboard HALO using 
Tedlar® gas sampling bags (www.dupont.com/brands/tedlar.html and Appendix A.12). The 
samples were afterwards analysed with respect to their δ13C(CH4) value in the laboratory of 
the Royal Holloway University of London, with a technique similar as described in Fisher et 
al. (2006). The sampling strategy aboard was defined to capture ambient air in (urban) 
pollution plumes as well as in atmospheric background air for reference. Each bag needed 
~20 s to be filled. 
Total CH4 mole fractions from the Tedlar bags were first compared to the simultaneous CH4 
measurements from the Picarro instrument, i.e. a ~20 s average of the continuous data was 
taken to account for their filling time. While 84 % of sampled bags agreed within ±15 ppb, the 
remaining 16 % were excluded from further analysis. In order to obtain the isotopic value of a 
source region, so-called Keeling plots are used (Pataki et al., 2003), where the δ13C(CH4) 
value is plotted against the inverse of the CH4 mole fraction, see Fig. 6.16. The principle 
behind is, that the measured atmospheric mole fraction is the sum of the background signal 
and an additional signal produced by the source, which enhances the mole fraction above the 
background value. The intercept of an orthogonal distance regression line with the y-axis is 
then representing the isotopic signature of the source. In Fig. 6.16 data from Tedlar bags 
sampled in the Barcelona and London plume (sampling locations are marked with red crosses 
along the altitude curve of Fig. 6.12 and 6.8), across the Po Valley and in its outflow over the 
Adriatic Sea, as well as within the bb plume are used. 
The source of the bb plume, i.e. the fire, was clearly identified (see Sect. 6.3.4) and the 
encountered plume has by far the least negative source value of ~-44 ‰. Hence, the signature 
of the air masses is consistent with literature observation trends, where pyrogenic CH4 due to 
the combustion of organic matter is relatively enriched in 13C. In terms of the absolute 
isotopic source value, Sherwood et al. (2017) compiled a global database of δ13C(CH4) values 




from fossil fuel (natural gas, coal gas, shale gas), microbial (rice paddies, ruminants, termites, 
waste, landfills, wetlands) and biomass burning sources (see also Fig. 2.4). The obtained 
value of ~-44 ‰ for the bb plume rather lies in the fossil fuel probability distribution. It has to 
be noted that the two bags were sampled in the bb burning plume towards the edges, hence, 
larger errors are possible as the peak isotopic values might be missed. Further, the results 
from Sherwood et al. (2017) need to be treated with caution. Although they included 10 706 
samples from 190 studies, far more data on the origin from fossil fuels (82 %) were available 
than from microbial and biomass burning (together 18 %). Samples which were taken across 
the Po Valley and in its outflow above the Adriatic Sea show consistent isotopic source 
signatures (~-52 ‰). This is expected when air masses from the same source region are 
sampled. Barcelona (~-65 ‰) shows compared to London (~-57 ‰) a more negative isotopic 
signal, hence air masses are relatively enriched in 12C(CH4), indicating more dominant 
biogenic sources in the Barcelona plume. The observed isotopic values (-52 to -65 ‰) overlap 
with both, ff (especially coal) and microbial sources according to Sherwood et al. (2017). 
 
Figure 6.16: Keeling plot produced from the data obtained from flights to Barcelona, London, the Po Valley 
(across the valley and in its outflow on the Adriatic Sea) and within a biomass burning plume. The isotopic 
source signature is given by the y-intercept of an orthogonal distance regression line. Error bars denote the 
standard deviation of the measurements. 
In summary, a significant trend was observed in the isotopic δ13C(CH4) values from specific 
source regions throughout Europe. For a more comprehensive analysis, it is suggested to 
deploy an in situ isotopic measurement instrument aboard the aircraft to continuously sample 
the atmosphere. Such instruments are, however, at the moment only used for ground-based 
measurements (e.g. Fisher et al., 2006; Rella et al., 2015). In the next section (6.4), 
observations from the EMeRGe-Asia campaign are presented. 
6.4 Observations during EMeRGe-Asia in spring 2018 
The typical outflow of continental Asian emissions occurs within the BL behind cold fronts 
(e.g. Carmichael et al., 1998) or within the free troposphere due to frontal lifting (e.g. Bey et 
al., 2001), convection and orographic forcing. In spring, strong cold fronts frequently pass 
northern China due to the existence of the Siberian High and the Aleutian Low over the 




Pacific (Bey et al., 2001). In contrast, during early summer cold fronts are less frequent and 
the warmer air from the south initiates the development of deep convection. This outflow 
pattern was also confirmed by Liu et al. (2003), who combined aircraft CO measurements and 
a global 3D chemical tracer model. Figure 6.17 depicts the seasonal averaged horizontal flux 
of Asian anthropogenic CO at lower altitudes (1000 to 700 hPa column), clearly indicating the 
strong CO boundary layer outflow during winter (DJF) and spring (MAM). Biomass burning 
from SE Asia is not expected to mix with the BL outflow as it is rapidly transported to the 
upper troposphere by deep convection or by frontal lifting. 
 
Figure 6.17: Average horizontal flux of Asian anthropogenic CO in the 1000 to 700 hPa column in 1996 (Liu et 
al., 2003). 
 
Figure 6.18: Monthly wind field mean of daily means for March, April and July 2018 as from ERA-Interim 
reanalysis data. Upper rows represent the 700 hPa pressure level and lower rows the 800 hPa level. Wind flow 
from the Chinese continent in March and April towards the Pacific is prevalent. 
During EMeRGe-Asia flight restrictions in the Chinese airspace forced HALO to fly mainly 
above sea. Hence, in order to probe the Asian outflow, the mission was conducted in late 
spring from March 10th to April 9th, 2018. Monthly wind fields at 700 and 800 hPa from ERA-
Interim reanalysis data are analysed for March, April and July 2018 (see Fig. 6.18). The 




associated flow of air masses from southern and northern China towards the Pacific dominates 
at 700 hPa in March and April. Winds are weaker at the 800 hPa level but show similar flow 
trends. In contrast, during July, the wind patterns reverse and air masses from the ocean hit 
the continent. The Chinese outflow occurs in the far north (>45°N). 
6.4.1 Regional and vertical CH4 distribution 
Similar to the European observations (see Sect. 6.3.1), maximum measured CH4 mole 
fractions obtained during the Asian mission are presented on a 0.05° × 0.05° latitude-longitude 
grid in Fig. 6.19a. Panel (b) shows vertical profiles of CH4 percentiles (P10, P50 and P99) in 
1 km vertical bins from individual flights (blue) and a mission mean (black). 
Highest CH4 mole fractions (up to 2.1 ppm) are detected off the entire Asian continent and at 
the western coast of Taiwan at low altitudes (<2 km). In contrast to the European profiles, 
single flight profiles do not stand out as e.g. observed in the London/BeNeRuhr area or the Po 
Valley, but a more uniform enhancement is prevalent. This is due to the different sampling 
strategy between EMeRGe-Europe and Asia. The longer transport distances in Asia until 
sampling allows the potential urban plumes to be mixed already with other pollution plumes 
and/or background air. Further CH4 enhancements are detected west of Manila and south of 
Japan (both up to 1.99 ppm). The mission mean profile shows, similar to the European one, a 
flat profile in the upper troposphere between ~6 and ~10 km, however the individual P99 
profiles suggest, that in some cases the Asian outflow extends up to ~9 km. 
 
Figure 6.19: (a) Maximum measured CH4 mole fractions in 0.05° × 0.05° bins. Panel (b) depicts individual 
vertical flight profiles of CH4 and the mission mean. P10, P50 and P99 represent the 10
th, 50th and 99th 
percentile, respectively. 




6.4.2 Urban case study: Manila 
On March 20th (F06) HALO flew towards the south to perform up- and downwind 
measurements of Manila, the capital of the Philippines. With its ~13 million inhabitants it is 
the 18th biggest city in the world (as for 2015; UN, 2018a) and the most densely populated 
one. The area surrounding Manila has a unique topography and thus emission distribution and 
wind situation, as depicted in Fig. 6.20. 
 
Figure 6.20: (a) Total CH4 emissions for the year 2015 from EDGAR v5.0. Central Philippines are marked by a 
white square and the source region specified for the HYSPLIT runs is marked with a black square (H_CO 
tracer). The city boundary of Manila is indicated by the dotted black line. (b) Topography from Google Maps. 
Superimposed are locations of power plants, colour-coded according to their monthly carbon emissions in March 
2018 (Oda and Maksyutov, 2015). Landfills are also highlighted (personal communication Environmental 
Management Bureau, Solid Waste Management Division, 2018). Note that this panel is slightly enlarged. (c) 
ERA-Interim reanalysis wind situation at 850 hPa on March 19th, 2018, 00 UTC. 
The lowlands extend from Manila towards the north (panel b) and host the main traffic routes, 
the majority of the population and most of the industry. They are flanked by mountains to the 
east and west with summits up to 2000 m (High Peak) and 2800 m (Bundok). Hence, high 
emission rates of CH4 concentrate around Manila and the lowlands, as apparent in the total 
CH4 emission distribution from EDGAR v5.0 (panel a). The central Philippines (indicated by 
the white square) are dominated by CH4 emissions related to the sector agricultural soils 
(~36 %), which includes emissions from rice cultivation, followed by wastewater treatment 
(~18 %), solid waste landfills (~15 %) and enteric fermentation (~12 %). Panel (b) includes 
locations of power plants which are colour-coded according to their monthly carbon 
emissions in March 2018 from the ODIAC (Open-Data Inventory for Anthropogenic Carbon 
dioxide) fossil fuel emission dataset (Oda and Maksyutov, 2015). Locations of landfills, 
which are a significant source of CH4, are marked with “o” for open dumpsite, “c” for 
controlled disposal facility and “s” for sanitary landfill (personal communication 
Environmental Management Bureau, Solid Waste Management Division, 2018). An open 
dumpsite is an open site without a pollution control system, while a sanitary landfill has 
impermeable layers as protection. The landfill locations are only roughly specified since the 
only available information was the municipality. However, it is obvious that most landfills are 
located either in the north of the peninsula, like the highest CO2 emitting power plant 




(~380 kt C month-1; Oda and Maksyutov, 2015) or south of Manila. Exemplarily, the ERA-
Interim reanalysis wind situation at 850 hPa and 00 UTC is depicted in panel (c). Along the 
lowlands, very low wind speeds are present which may allow for the accumulation of 
emissions. 
The flight track of HALO is depicted in Fig. 6.21a and is colour-coded according to the 
measured CH4 mole fractions with elevated CH4 in two areas west of Manila. The 
corresponding trace gas time series is shown in panel (b), where H_CO denotes the HYSPLIT 
simulated CO enhancements from Manila (for area definition see Fig. 6.20a). HALO headed 
towards the Philippines and first overflew the city of Manila at an altitude of ~2.6 km. The 
upwind transects east of the city followed at ~1.6 and ~2 km, roughly between 1 and 2 UTC. 
The three downwind transects were obtained at stacked flight altitudes of ~1.7, ~1.5 and 
~1.3 km until ~4 UTC. The observed CH4 enhancements, encountered at the three downwind 
transects, can be divided into two plumes, one in the north and one in the south. They are 
marked with P1 and P2, respectively. 
 
Figure 6.21: (a) HALO flight track colour-coded according to the measured CH4 mole fractions. Arrows denote 
the flight direction. The bold black line denotes the spatial extent of Manila. (b) Time series of CH4, CO2, CO, 
NO, NOy, HYSPLIT modelled CO enhancement, PMCH tracer (H. Schlager), flight altitude and boundary layer 
height retrieved from ERA-Interim reanalysis data at 3 UTC. The plumes P1 and P2 mark CH4 enhancements at 
the downwind flight transects. The local time in Manila is UTC +8 h. 
P1 marks a plume with strongly enhanced CH4 mole fractions in the northern part of the 
downwind flight track, which was observed at two different altitudes. Maximum measured 
CH4 reaches ~1.95 ppm (Δ of ~50 ppb) at the 1.5 km flight transect and ~1.99 ppm (Δ of 
~90 ppb) at 1.3 km, hence mole fractions increase with decreasing flight altitude. The same 
feature is also present in CO and NOy. In contrast, NO and CO2 remain relatively stable. Fo 
CO2 it is not surprising as the Philippines are the Asian country with lowest CO2 emissions of 
only ~150 Mt CO2 in 2018 (see Fig. 6.1b). The northern edge of P1 could not be determined as 
the flight altitude was changed before reaching background mole fractions. A second plume 




(P2) is distinguishable in the southern part of the flight track with lower, but consistent CH4 
mole fractions of ~1.92 ppm at the three different altitude transects. Downwind of Manila the 
H_CO tracer is simulated at all three flight levels with highest mole fractions in the lowest 
flight leg. The P2 plume shape agrees better with the H_CO enhancements from Manila than 
P1. However, HYSPLIT has the disadvantage that it represents the topography of the Central 
Philippines with a maximum terrain height of only ~900 m, hence the simulated transport may 
not be accurate. A PMCH tracer (similar to the one described in Sect. 6.3.2) was released 
from 05:05 to 06:11 UTC the day before the flight in central Manila (rooftop of One 
Corporate Center) and was detected aboard the aircraft. Its average mole fractions decrease 
with height (15.5, 14.9 and 10.9 ppq, respectively) unlike CH4, CO, NOy and the H_CO tracer. 
As shown in Fig. 6.20b and c, the area surrounding Manila is characterised by lowlands with a 
mountain range to its east and west. The topography also affects the wind situation of the 
lower troposphere, inducing a stagnation of the easterly winds along the valley. This unique 
setting leads to the assumption that P2 may only corresponds to air masses directly from 
Manila, while P1 can be a mixture of air masses from Manila and from sources in the northern 
valley, which in turn might have been accumulated the night before and transported through 
the valley towards the flight track. This is supported by highest PMCH mole fractions 
sampled within P2 and by the lower NO/NOy ratio in P1 compared to P2. Hence, P2 might be 
of fresher air masses than P1, which in turn experienced chemical conversion during their way 
through the valley. 
In summary, Manila and the surrounding area is particularly interesting for CH4, while CO2 
showed no distinct behaviour. The complex topography however hampers a clear attribution 
of the origin of air masses without a small scale numerical model accurately representing the 
orography. 
6.4.3 GHG outflow observed in the free troposphere 
During EMeRGe-Asia a prominent pollution event, other than individual urban outflows, was 
observed persistently during four flights (F04, 05, 08 and 09). At an altitude of ~3 to ~5 km, 
well-defined and large-scale plumes with enhanced CH4 and CO2 mole fractions were 
distinguishable from the free tropospheric background. They extended over ~140 to ~300 km 
in the horizontal and have been observed at different times (~7, 5, 4 and 2 UTC, respectively). 
Two of the GHG plumes, detected during F04/F09, are discussed in detail (see Fig. 6.22). The 
time series of both flights is presented in panel (a) and (b), respectively. The GHG plumes, 
both with an extent over ~300 km, are marked with a black rectangle. The enhancements of 
roughly 40/30 ppb CH4 and 5/4 ppm CO2 show similar magnitudes as observed during flight 
transects in the BL. The gradients at the edges of the defined plumes during F04 are sharper 
than during F09. 
Backward trajectories are started from the GHG plumes using HYSPLIT, see panel (c) and 
(d). They suggest that the plume in F04 could be the result of a Long-Range Transport (LRT) 
event from mainland China. Weather charts at 500 hPa of geopotential and vertical velocity on 
March 15th (wetter3.de) indicate uplift ahead of a cold front. Such LRT events of CO2 were 




previously analysed by e.g. Kim et al. (2015b) using a combination of observations (ground-
based, satellite) and simulation results. They attributed almost half of the elevated CO2 mole 
fractions in eastern China, Korea and Japan to emissions from central and eastern China. 
Although CO2 is well-mixed around the globe, it shows regional characteristics of human 
activities, similar to air pollutants like CO or SO2, which have been used as tracers for LRT 
events at the intercontinental scale for a long time. Shirai et al. (2012) analysed CO2 
measurements aboard a commercial aircraft (CONTRAIL, Comprehensive Observation 
Network for TRace gases by AIrLiner) using vertical profile observations over Narita (Japan) 
together with transport model simulations. They concluded that the variability of free 
tropospheric CO2 mole fractions, especially prominent and frequent in spring, is mainly 
caused by CO2 advection from East Asia. HYSPLIT backward trajectories released from the 
GHG plume in F09 indicate that air masses stayed at low altitudes for ~100 h. This low level 
outflow is connected to occur behind a cold front passing Korea on March 24th (wetter3.de), 
hence trajectories also passed Korea and/or northern China prior to the measurement. 
 
Figure 6.22: (a and b) HALO time series of CH4, CO2 NO, NOy and CO during flight 04 (17.03.2018) and 09 
(26.03.2018), respectively. The black squares indicate GHG plumes of large spatial extent. The black dashed line 
subdivides this plume into a biomass burning (bb) and anthropogenic pollution (ap) influenced part according to 
a tagging mechanism by E. Förster (KIT). (c and d) HYSPLIT backward trajectories started from both plume 
encounters for F04 (09) at 07 UTC (02 UTC) which reach 80 h (100 h) backward in time. 




Collocated enhancements of CO2 and CH4 are also observed in CO, pointing towards air 
masses, which were possibly influenced by combustion processes. Based on Acetonitrile 
(ACN) and Benzene (BEN) observations taken aboard the aircraft, thresholds were identified 
above which an air mass can be tagged according to the influence of either biomass burning 
(bb; exceedance of ACN threshold) or anthropogenic pollution (ap; exceedance of BEN 
threshold without exceedance of ACN threshold) (E. Förster, PhD thesis under preparation). It 
should however be noted, that the bb tag can be overlaid by anthropogenic pollution as BEN 
can be a source of both, ap and bb. Hence, both GHG plumes during F04 and 09 can be 
subdivided into two minor plumes influenced by emissions from bb and ap, as indicated by 
the background colours in panel (a) and (b). This tagging is consistent with the observed 
changes in NO and NOy mole fractions. While for the bb parts, NOy is enhanced and NO is 
relatively low, the ap part shows enhanced NO but background NOy mole fractions. Fire 
maps, based on VIIRS and MODIS from NASA Worldview indicate fires on March 14th and 
15th in central China, collocated with the HYSPLIT trajectories originating from the surface 
for F04. At the corresponding times for F09, fires were occasionally detected along the 
western Korean coast, and more distinct further north of Korea. 
The GHG plumes from F05 and 08 were analysed in the same way and their time series can 
be found in the Appendix (A.13). For F05, CO2 and CH4 enhancements (up to 3 ppm and 
30 ppb respectively) are observed over a horizontal distance of roughly 250 km at ~5 km 
altitude. The tagging indicates solely an influence of bb. For F08 the plume (up to 20 ppb CH4 
and 3 ppm CO2) extends over ~140 km and is characterised by ap. HYSPLIT trajectories 
indicate for both an origin from China, while for F05 also an influence of SE Asian emissions 
is possible, and for F08 from central Asia. 
Tracer-tracer correlations 
Tracer-tracer correlations of CH4 against CO2 and CO are analysed as depicted in Fig. 6.23. It 
is distinguished between the different flights (04, 05, 08 and 09), as well as between the bb 
and ap plumes of F04 and 09 (each labelled with P1 and P2). 
 
Figure 6.23: Correlations of CH4 with (a) CO2 and (b) CO in the six observed free tropospheric GHG plumes. 
For the separation into biomass burning (bb) and anthropogenic pollution (ap), a tagging mechanism by E. 
Förster was used (PhD thesis under preparation). The values denote correlation coefficients. 




The correlation coefficient from CH4 and CO2 is close to one (0.91 to 0.98) for each of the six 
described plumes. In general, such correlations occur when either both gases share the same 
emission source or they are the result of mixing from various sources, which are collocated. 
Given the fact, that these correlations were observed far away from a potentially large area 
source, the latter is more likely. Further, during mixing of two homogenous reservoirs, i.e. the 
polluted BL air and the rather clean free tropospheric air, such a linear mixing line establishes 
only if the distribution and dilution of the plume with inert species is only influenced by 
dynamics (e.g. McKeen et al., 1996; Wang and Zeng, 2004). In the case of CO2 and CH4, the 
lifetime of the tracers is longer than the mixing time, hence maintaining the “footprint” of the 
source region for the four selected plumes. Since the atmospheric lifetime of CO (order of a 
few months) is also much longer than the considered timeframe of a few days, the same 
picture is valid for the correlation of CH4 and CO, see panel (b). One exception stands out: the 
correlations of the bb dominated plume P2 in F09 is weak in both cases, but especially for 
CH4/CO (0.29). Hence, indicating that this part of the plume might have experienced a 
different dynamical transport. 
Enhancement ratios 
Enhancement ratios between ΔCH4 and ΔCO, as well as between ΔCO and ΔCO2 are derived 
for the three tagged ap plumes (F04, 08 and 09) to gain more information on their source 
region. The enhancement ratios of the plumes are presented in Fig. 6.24 as triangles and are 
compared to observational studies as outlined below, grouped roughly according to the origin 
of the pollution plumes. 
 
Figure 6.24: Enhancement ratios for (a) ΔCH4/ΔCO and for (b) ΔCO/ΔCO2 for different pollution plumes. 
Triangles indicate the three GHG plumes, observed during EMeRGe, with an influence of anthropogenic 
pollution (ap) at middle altitudes (same colours as in Fig. 6.23). For the ratios, the area between the plume edges 
was defined using trapezoidal integration including an error of 10 %. Stars indicate ratios from published 
observational studies (W=Wada et al., 2011; X=Xiao et al., 2004; F=Fu et al., 2015, T=Takegawa et al., 2004). 
With respect to ΔCH4/ΔCO similar enhancement ratios indicate that they can be used as an 
indicator for the chemical charcterisation of polluted air masses from specific source regions. 
Wada et al. (2011) (marked by “W”) analysed Asian continental pollution being frequently 
transported in spring towards the ocean by cold frontal systems moving eastwards. The 
pollution, as defined of a ΔCO being enhanced by more than 2σ over more than 4 h, was 




measured by three ground-based stations in the western north Pacific for 10 years. The 
stations were influenced by other source regions as well: indicated in blue are local Japanese 
sources which contribute to the station measurements throughout the year. Indicated in 
yellowish are S/SE Asian emissions which are usually related to emissions of rice fields, but 
in spring the influence is minimal. And indicated in grey are emissions from central Asia, in 
this case from higher latitudes with less CO from pollution and more dominant CH4 emissions 
from Siberia. Hence, the highest ΔCH4/ΔCO ratio is obtained. Xiao et al. (2004) (marked by 
“X”) analysed airborne observations in the Asian outflow over the Pacific during the TRACE-
P (TRAnsport and Chemical Evolution over the Pacific) campaign in spring 2001. 
Observations were clustered into Chinese outflow (indicated in red), tropical Asian outflow 
(indicated in yellowish) and Japanese/Korean outflow (indicated in blue). Fu et al. (2015) 
(marked by “F”) analysed pollution events (as defined by elevations of at least 10 ppb CH4 
and 20 ppb CO) from three ground-based sites in NW and SW China between 2007 and 2010. 
They grouped the observations according to emission influences from mainland China 
(indicated in red), South Asia (indicated in yellowish), Indochina (indicated in light blue), and 
Central Asia (indicated in grey). 
The ΔCH4/ΔCO ratio of the plumes observed during flight F04 (in red) and 08 (in grey), for 
which trajectories indicate an influence of Chinese and central Asian emissions, are consistent 
to each other (0.44) and with ratios from the previously discussed studies. The plume 
observed during F09, where trajectories pass Korea and northern China, is an outlier with a 
higher ΔCH4/ΔCO ratio than compared to the other two flight, alike the Japanese/Korean 
plume from Xiao et al. (2004). Kim et al. (2015a) reported from a decrease in average CO 
emissions in seven major South Korean cities by ~76 % between 1989 and 2013 due to 
technological improvements, emission mitigation strategies, and a shift from coal and oil to 
natural gas and nuclear power for energy production. This supports the observed pattern in 
this study, i.e. the Korean plume exhibits higher ΔCH4/ΔCO ratios than the plumes 
originating from the Chinese mainland. 
Observed ΔCO/ΔCO2 ratios are also available from Wada et al. (2011) and Fu et al. (2015) 
which exhibit similar ranges, except for emissions influenced from Japan which show slightly 
lower ΔCO/ΔCO2 values. Takegawa et al. (2004) analysed CO/CO2 ratios from the aircraft 
PEACE-A (Pacific Exploration of Asian Continental Emissions Phase A) campaign in 
January 2002. They state that ΔCO/ΔCO2 enhancement ratios are related to the combustion 
efficiency. Based on emission inventories low ratios result from the combustion of well-
processed gases and/or liquid fuels (e.g. prevalent in Japan and South Korea), while higher 
emission ratios are due to the combustion of poorly processed solid fuels (e.g. prevalent in 
China). Their airborne measurements (marked by “T”) support the inventorial findings and 
thus can be used as a tracer to investigate the origin of anthropogenic pollution plumes. The 
obtained ΔCO/ΔCO2 ratios for the ap plumes sampled during EMeRGe also agree with the 
published literature, i.e. for Central Asia and China the ratios are larger than for the plume 
with influence from Korean emissions. 
In summary, it was shown that emissions from the Chinese mainland, being lofted ahead of a 
cold front or by convection, influence the GHG distribution of downwind regions, similar to 




findings from the study by Kim et al. (2015b) and Shirai et al. (2012). However, also CH4 and 
CO can carry regional “footprint” characteristics after several days of transport, similar to 
CO2, which was indicated by the strong tracer-tracer correlations and the consistent 
ΔCH4/ΔCO and ΔCO/ΔCO2 enhancement ratios from EMeRGe compared to already 
published observational studies. 
6.4.4 Local GHG emissions at Taiwan’s west coast 
In contrast to the large-scale GHG events (Sect. 6.4.3), distinct narrow peaks in CO2 and CH4 
with horizontal extents of less than 50 km were observed at Taiwan’s west coast at lower 
altitudes. Since HALO was stationed in Tainan during the mission phase, air masses along the 
western coast were sampled during almost every flight, allowing for a large dataset of 
observations. The respective flight tracks are indicated in orange in Fig. 6.25a. The CO2 and 
CH4 measurements are presented in panel (b), together with the flight altitude, and are strung 
together to obtain a comprehensive time series. The highest population density of Taiwan is 
concentrated to the west of the island, as indicated by the coloured map in panel (a). 
 
Figure 6.25: (a) HALO flight tracks at Taiwan’s west coast. Colour-coded underneath is the population density 
(CIESIN, 2018), similar to Fig. 1.1. (b) Time series of CO2, CH4 and flight altitude along the selected flight 
tracks. Measurements are concatenated one after another. CO2 axis is cut at 500 ppm, but peaks reach up to 780 
ppm. In addition, ground-based CO2 and CH4 observations obtained at Hateruma Island (background station 
located east of Taiwan) are indicated as black dashed lines. CH4 and CO2 data are provided by Yasunori Tohjima 
and Hitoshi Mukai, respectively, from NIES (personal communication, 2018 and 2019, respectively). For 
comparison, a visually set GHG background for the respective flight tracks is indicated in colour (see the 
discussion in the text). 
CO2 emissions from power plants account for ~40 % of Taiwan’s total CO2 emissions (Oda 
and Maksyutov, 2011), and such point sources are also responsible for large uncertainties in 
gridded inventories (Oda and Maksyutov, 2011; Hogue et al., 2016). Power plants located in 
Taiwan are shown in Fig. 6.25a as triangles and are colour-coded according to their monthly 
carbon emissions in March 2018 (Oda and Maksyutov, 2015). The Taichung power plant is 
located at Taiwan’s west coast and is the highest CO2 emitting power plant in the world. 
Emissions are estimated with ~36 Mt CO2 in 2009 according to CARMA v3.0 (CARbon 
Monitoring for Action). With respect to the emission strength, this power plant is comparable 
to CO2 emissions from entire megacities like London (~ 32 Mt CO2; Pitt et al., 2019). 




During three flights (05, 08 and 12), six CO2 peaks were detected with mole fractions larger 
than 500 ppm, reaching up to 780 ppm. They are indicated with black arrows in Fig. 6.25b and 
clearly stand out from the remaining measured CO2 mole fractions. All six plumes were 
encountered downwind of the Taichung power plant, as indicated by the red markers in Fig 
6.26a. The black wind barbs represent the wind direction measured aboard HALO while 
crossing the plume. The CO2 peaks can further be clearly distinguished in the correlation plot 
in panel 6.26c (also marked in red). A CO2 emission rate ranging from 17 to 53 Mt CO2 a
-1 
was derived from the plumes of the Taichung power plant, using a simplified mass balance 
approach. Compared to the approach described in Sect. 2.2.2, only the average value for 
pressure, temperature, wind direction and wind speed was used, as well as the absolute CO2 
enhancement (max. minus background; described later). The wind direction had to be 
corrected due to not crossing the plume perpendicularly, thus, the width of the plume was 
roughly estimated to be one third of the flown aircraft distance. It is assumed, that the plume 
does not extend over more than 500 m in the vertical. The CARMA estimate of the Taichung 
power plant (~36 Mt CO2) is within the calculated range of 17 to 53 Mt CO2 a
-1. A lower 
emission rate is, however, also possible as CO2 emissions of the power plant might have been 
reduced since 2009. An environmental report from 2015 states that already 1175 t CO2 a
-1 were 
reduced by introducing a photovoltaic system (Taiwan International Ports Corporation, 2015). 
Another newspaper article from 2017 revealed, that due to unhealthy levels of air pollution, 
coal consumption should be reduced by 24 %, which would also result in reduced CO2 
emissions (Taiwan News, 2017). However, the range and uncertainty of estimated CO2 
emission rates is large, and definitely too large to make a proper emission estimate. Small-
scale model simulations are needed to gain information on the horizontal and vertical extent 
of the plume in order to narrow down the estimated range. 
 
Figure 6.26: Panels (a) and (b) show Taiwan with its power plants (triangles), colour-coded according to their 
carbon emissions in kt per month, valid for March 2018 (Oda and Maksyutov, 2015). (a) Red markers are 
detected CO2 plumes with mole fractions larger than 500 ppm. They are sampled downwind of the Taichung 
power plant as indicated by the measured wind direction aboard HALO (black barbs). (b) Maximum measured 
CO2 (without the Taichung power plant plumes) as observed during all flights at the western coast of Taiwan in a 
latitude longitude grid of 0.05° × 0.032°. (c) Correlation of CO2 and CH4 of all research flights during EMeRGe-
Asia. Red markers denote the Taichung power plant plumes. 




In the next step, to allocate the remaining CO2 peaks, an atmospheric background for each 
flight day was visually set (see orange dashed line in Fig. 6.25b). In case the wind blew from 
the east, the visually set background agrees well with the ground-based measurements at 
Hateruma Island (provided by Yasunori Tohjima and Hitoshi Mukai from the National 
Institute for Environmental Studies, NIES). The observational station is located on a small 
island east of Taiwan (see Fig. 6.25a) and is measuring clean pristine marine air under 
easterly winds. This individual background, as well as the Taichung power plant peaks, were 
removed from the data and the remaining measurements were gridded into bins of 0.05° × 
0.032° and the maximum measured CO2 mole fraction was derived in each bin, see Fig. 
6.26b. Several hotspots (pink colours) can be distinguished, where the mean wind direction 
also indicates several power plants located upwind. The southernmost hot spot could be from 
the city Kaohsiung. 
 
Figure 6.27: Maximum measured CH4 during all flights at the western coast of Taiwan in a latitude longitude 
grid of 0.05° × 0.032°. Information on wastewater treatment plants (industrial and public) and landfills were 
provided from Chuan-Yao Lin (Academia Sinica, personal communication 2018). 
With respect to CH4, wastewater and solid waste disposal account for ~40 and ~20 % of total 
CH4 emissions in Taiwan (EDGAR v5.0). Emissions from rice cultivation are estimated to 
contribute another ~15 %. However, according to Bartlett et al. (2003) the months March and 
April show, compared to the rest of the year, lowest emissions from rice paddies and natural 
wetlands. A modelling study of CH4 emissions from rice paddies in Taiwan indicates that less 
than 10 % of CH4 is emitted during the first crop season, which is usually from February to 
July, the remaining ~ 90 % are emitted in the second crop season from August to January (Liu 
and Wu, 2004). Hence, this source can be neglected for this study and it is assumed that 
encountered atmospheric CH4 signals are dominated by emissions from urban and industrial 
sources. Industrial and public wastewater treatment plants, as well as solid waste landfills are 
shown in Fig. 6.27 (provided by Chuan-Yao Lin from Academia Sinica, personal 
communication 2018). They especially concentrate along the entire western coast and most 





was removed, the data was gridded and the maximum measured CH4 was estimated. Highest 
CH4 mole fractions are detected at the south western coast. However, the enhancements 
extend much more in the horizontal and are thus broader compared to the point-like 
distribution of CO2 maxima. This agrees well with the spread of landfills and sewage 
treatment plants along the west coast. 
In summary, CO2 measurements at the western coast of Taiwan were shown to be strongly 
influenced by local power plant emissions from Taichung. Observed CH4 enhancements are 
also influenced by emission sources at the western coast, which are, however, spatially more 
dispersed. 
6.5 Discussion 
6.5.1 Comparison of spatial GHG distributions in Asia over time 
Seventeen years before the EMeRGe-Asia mission took place, an airborne field campaign, 
called TRACE-P, was conducted by NASA, providing an opportunity to compare both 
measurement data sets. The flights were conducted between February and April of 2001 in the 
same region as the flight routes of EMeRGe. Both CO2 (Vay et al., 2003) and CH4 (Bartlett et 
al., 2003) mole fractions were measured aboard the aircraft. 
 
Figure 6.28: CO2 observations in the Asian region for three different altitude regions: (a) 0 to 2 km, (b) 2 to 8 
km, (c) 8 to 12 km. Upper row: average observations during TRACE-P in 2001 in a 1° latitude by 1° longitude 
grid (adapted from Vay et al.; 2003). Lower row: average observations during EMeRGe-Asia in 2018 in a 0.05° 





Figure 6.28 presents mean CO2 observations for three different flight altitude regions from 
both campaigns, TRACE-P and EMeRGe-Asia. Although the average CO2 mole fraction 
increased by nearly 40 ppm, the spatial patterns are highly similar. The highest CO2 mole 
fractions are observed below 2 km and near the Chinese mainland, as well as close to western 
Taiwan. In panels (a) and (b), lower CO2 is generally observed in the tropics (<20 °N) than in 
the extra-tropics. CO2 decreases with altitude, but the continental outflow extends up to the 
middle troposphere. There is a clear latitudinal variability at lower altitudes that becomes less 
pronounced with increasing altitudes. Hence, the spatial distribution of emission sources, 
transported by the prevalent weather processes during spring, may not have changed much 
since 2001. During TRACE-P, lower values of CO2 were observed with a mean of 374 ppm 
(367 to 416 ppm), compared to EMeRGe with a mean of 414 ppm (404 to 784 ppm). Globally, 
CO2 values are increasing and have been recorded since the mid-70s at Mauna Loa (see Sect. 
2.1.2). As both airborne missions were performed during spring (Feb-Apr 2001; March-April 
2018), the seasonal cycle of CO2 can be neglected. Considering only the accumulated growth 
rate of ~37 ppm CO2 from 2001 until 2017, the difference between the campaigns’ averages 
(~40 ppm) is explainable. 
 
Figure 6.29: CH4 observations in the Asian region for three different altitude regions (a) 0 to 2 km, (b) 2 to 6 km, 
(c) above 6 km. Upper row: average observations during TRACE-P in 2001 in a 2.5° latitude by 2.5° longitude 
grid (adapted from Bartlett et al., 2003). Lower row: average observations during EMeRGe in 2018 in a 0.05° by 





Figure 6.29 presents mean CH4 observations from both campaigns within the altitude ranges 
of 0-2 km, 2-6 km and above 6 km. Again, similarities in the general distribution are 
prevalent. The highest mole fractions are observed off the Chinese mainland at altitudes 
between 0 and 2 km. For the altitude bin of 2-6 km TRACE-P shows pronounced 
enhancements detected between the mainland and Japan, where EMeRGe did not perform any 
flights. Towards the tropics, CH4 generally decreases in these altitude ranges. Above 6 km, 
CH4 mole fractions are lower and the latitudinal gradient is less pronounced. The mole 
fractions in highly polluted air are roughly similar with a maximum of 2188 ppb measured 
during TRACE-P and 2226 ppb during EMeRGe. In terms of the mean CH4 mole fraction, the 
value of TRACE-P is roughly 140 ppb smaller than during EMeRGE with 1790 ppb compared 
to 1927 ppb, respectively. The accumulated growth rate within the last seventeen years of 
~81 ppb CH4 is not sufficient to explain the difference. 
6.5.2 Comparison of vertical GHG profiles from Europe and Asia 
The mean vertical profiles of CO2 and CH4 from EMeRGe are shown in blue (Europe) and 
red (Asia) in Fig. 6.30. Solid lines represent the 50th percentile and dashed lines the 90th 
percentile. For comparison, mean vertical profiles observed from two aircraft campaigns, 
KORUS-AQ (KORean-United States Air Quality; https://espo.nasa.gov/korus-aq) and 
TRACE-P, are shown as grey triangles. KORUS-AQ, the more recent campaign, focused on 
air pollution in South Korea during May and June of 2016, performing measurement flights 
predominantly at its western coast, extending slightly above the Yellow Sea. The TRACE-P 
campaign, discussed above, analysed the Chinese continental outflow over the Pacific Ocean 
from February to April of 2001. A commercial and regularly flying passenger aircraft 
equipped with trace gas analysers to measure CO2, known as the CONTRAIL project 
(http://www.cger.nies.go.jp/contrail/index.html), departs from Japanese airports. Flight tracks, 
available within the EMeRGe-Asia time period, cover mainly the South and East China Sea, 
extending into the Northern Pacific. Their profile is added as grey squares. At the surface, 
ground-based observations from NOAA Earth System Research Laboratories Global 
Monitoring Division (https://www.esrl.noaa.gov/gmd/dv/site/index.php) are considered for the 
respective data periods of each aircraft campaign. The average of nine European and nine 
Asian stations is taken (CO2 data for one Asian station is only available until 2016). 
With respect to CO2, the increase in mole fractions from 2001 to 2018 is clearly visible. As 
previously discussed (Sect. 6.5.1), the accumulated growth rate of ~37 ppm CO2 from 2001 
until 2017 agrees with the difference of ~40 ppm between the TRACE-P campaign in 2001 
and the EMeRGe-Asia campaign in 2018. While both airborne missions were performed 
during spring, the seasonal cycle of CO2 was neglected, which must be considered when 
comparing different seasons. Hence, the profile of KORUS-AQ from 2016 shows higher CO2 
mole fractions compared to the EMeRGe-Europe campaign in July 2017. The EMeRGe 
measurements were performed in summer, where the seasonal cycle of CO2 is at the 
decreasing slope, and the KORUS-AQ campaign was conducted in May, when the seasonal 
cycle peaks. The different shapes of the vertical CO2 profiles can also be explained by the 
different seasons. During summer (EMeRGe-Europe), CO2 is lower at the surface due to the 





gas to be well-mixed around the globe. During spring (KORUS-AQ, EMeRGe-Asia), CO2 is 
enhanced at the ground due to the anthropogenic release of CO2 and absence of biogenic 
uptake, but decreases with higher altitudes. 
The P50 CONTRAIL CO2 data agree well with the P50 EMeRGe-Asia data from the same 
time period, even though the flight routes were slightly different, indicating that the EMeRGE 
mission sampled, despite chasing urban pollution plumes at the lowest altitudes (visible in the 
1 km bin), a representative CO2 distribution throughout the troposphere. The ground-based 
NOAA CO2 data complement the airborne vertical profiles towards the ground. However, two 
exceptions can be named here: KORUS-AQ, where ground-based CO2 is lower probably due 
to the aircraft sampling focusing on measuring air pollution in Korea, and EMeRGe-Europe, 
where ground-based CO2 is slightly higher perhaps due to the marine and mountainous 
locations of seven of the NOAA stations. 
 
Figure 6.30: Vertical profiles of CO2 and CH4 observations (50
th and 90th percentile) during EMeRGe-Europe 
and Asia. Additional vertical profiles are obtained from CONTRAIL data (made available within the EMeRGE 
community, only available for CO2), KORUS-AQ (https://www-air.larc.nasa.gov/cgi-bin/ArcView/korusaq, last 
access 31.01.2019), TRACE-P (https://www-air.larc.nasa.gov/pub/TRACEP/MERGES/DC8_LARC.ICT2010_ 
FORMAT/10_SECOND/, last access 08.01.2020) and NOAA ground based stations (https://www.esrl.noaa.gov 
/gmd/dv/data/; last access 5.12.2019). 
As for CH4 (see Fig. 6.30b), mole fractions between 2001 and 2018 also show an increasing 
trend. With respect to the differences between the two continents, Europe and Asia, global 
satellite observed distributions from SCIAMACHY and GOSAT both depict a clear hotspot 
of highest CH4 values in East Asia (e.g. Frankenberg et al., 2006; Turner et al., 2015; Jacob et 
al., 2016; Maasakkers et al., 2019). The airborne observations from both EMeRGe campaigns 
show similar measured CH4 enhancements, i.e. the difference between P90 and P50, at lower 
altitudes (<6 km). In contrast, the median background is higher (+26 ppb CH4) in Asia 
compared to Europe. However, it is difficult to quantify if this difference in the performed 
airborne measurements is significant enough to agree with the global satellite observations. 





2018 is already 13 ppb higher than in July 2018 (as obtained from in situ Mauna Loa 
measurements, https://esrl.noaa.gov/gmd/dv/iadv/graph.php?code=MLO&program=ccgg&ty 
pe=ts). Second, the global growth rate in 2018 is 8.29 ± 0.56 ppb (https://www.esrl.noaa. 
gov/gmd/ccgg/trends_ch4/). Hence, by simply adding these two values to the EMeRGe-
European mean, the mean difference of 26 ppb would almost be compensated for and is 
reduced to 5 ppb. Further, the different distances to the sampled source locations between the 
aircraft measurements in Asia and Europe are not accounted for, hampering the direct 
comparison of CH4 measurements on both continents. Mean CH4 mole fractions obtained 
from the NOAA ground based stations are included in Fig. 6.30b as well. With respect to the 
corresponding EMeRGe campaign periods, the ground-based stations exhibit a mean 
difference of +17 ppb in Asia compared to Europe, which is lower than the difference 
(+26 ppb) discussed above. The Asian ground based observations show, compared to the 
lowest altitude bin of the Asian aircraft profile, much lower CH4 mole fractions, although 
their standard deviations overlap. 
6.5.3 Concluding remarks 
The CH4 observations from EMeRGe-Europe and Asia demonstrate that there is a significant 
variability of GHG mole fractions, especially at lower altitudes. This often coincided with 
entering the boundary layer over land (e.g. in the BeNeRuhr area and the Po Valley) or with 
pollution plumes having been frequently transported towards the sea (e.g. London, Barcelona, 
Manila). Although CH4 is known as a well-mixed greenhouse gas, variations in its mole 
fractions were observed throughout the troposphere, especially the outflow of mainland China 
was lifted into higher altitudes by convection and cold fronts. 
This thesis investigated if urban emissions can be identified and quantified in the regional 
European and Asian GHG distributions. It was shown that solely based on long-lived GHG, 
the identification of an urban plume gets more complex with increasing flight (and 
measurement) distance from the emission sources, since comparatively small GHG signals 
have to be distinguished from the variable and high atmospheric background mole fractions. 
With the help of various model tracers (CO tagging from HYSPLIT, city tracer from 
MECO(n), HYSPLIT backward trajectories) and complementary measurements of species 
with a much shorter atmospheric lifetime (CO, NO, NOy) and hence lower atmospheric 
background, it was, however, possible to identify the urban (mixed) plumes of London, the 
BeNeRuhr area, Barcelona and Manila in the measured GHG signals. Maximum measured 
CH4 mole fractions were in the range of 1.94 to 2.01 ppm, whereby the enhancement above a 
rough estimated background was between 50 and 80 ppb. The latter confirms the need for 
precise in situ measurements being able to detect only small GHG enhancements above a 
relatively large background concentration. 
Although different (mixed) urban plumes were identified, a proper quantification of the urban 
GHG emission strength was hampered. Primarily the flight strategy used within the 
campaigns was not optimised to account for upwind sampling of the atmospheric species or 
for sufficient downwind sampling capturing the whole vertical and horizontal extent of the 





as no prominent sources are located upwind, it is especially relevant for GHG. Due to the long 
lifetimes of CH4 and CO2 they become well distributed in the atmosphere. The insufficient 
downwind sampling, important for all species, was primarily the consequence of restrictions 
from diverse air traffic controls in combination with HALO being a rather large aircraft. 
Hence, the flight routes were not flexible enough to react ad hoc to changes (or not) observed 
in the various atmospheric mole fractions measured aboard the aircraft. The quantification 
was also hampered due to the dense population in Europe, where many scattered, smaller 
cities and large industries surround MPCs. Similarly, the highest population density of China 
is centred along the entire eastern coast. Hence, the contribution of a single source to the 
measured GHG signals is hard to identify and to isolate the single urban hot spots, the flight 
distances from the source should have been decreased. For another airborne measurement 
campaign focusing on GHG, first, a smaller and more flexible aircraft is recommended, and 
second, the focus should be on the repeated probing of individual cities to get more confident 
results. 
With respect to Europe, a few research flights were performed where no significantly 
enhanced GHG signals could be detected from urban areas. For example, Paris was overflown 
well above the boundary layer (>2 km during F05 and 08) and the flight distance to Rome 
(F03) and London (F05) was too large (~200 to ~400 km) to be able to distinguish urban 
emissions from the atmospheric background. By chance, a biomass burning plume near 
Marseille was probed with enhanced mole fractions of CH4 up to 2.01 ppm. Its maximum 
enhancement was more than twice the enhancement of urban emissions probed within the 
same flight and thus fresh biomass burning plumes can strongly influence local GHG patterns. 
Such patterns involve a more distinct peak from a bb source compared to much broader peaks 
from megacities, resulting from many single sources spread over a rather large area. Further, 
with isotope measurements of δ13C the general contribution of different emission sources to 
the total CH4 budget was analysed. 
As for Asia, two prominent features were encountered several times in the GHG 
measurements allowing their comparison to emissions from urban areas. First, distinct GHG 
plumes were detected within the free troposphere over distances covering several hundreds of 
kilometres, but with GHG enhancements comparable to sampled polluted air masses in the 
boundary layer. It was shown that these plumes were transported from the BL, mainly from 
mainland China, but during their transport, they were only subject to mixing and not to 
chemical conversion. Hence, anthropogenic signals from selected regions could be observed 
after several days of transport in the CO2 and CH4 mole fractions. Second, along the western 
coast of Taiwan strong and relatively narrow CO2 and CH4 enhancements could be attributed 
to emissions from point sources, such as power plants, as well as from more area-like sources, 
such as landfills and wastewater emissions, respectively. 
Several projects in Europe and Asia already investigated emissions as well as transport and 
transformation processes from major population centres, which have recently been 
summarised in Zhu et al. (2013). Examples are IMPACT (Integrated Measurement Program 
for Aerosol and Oxidant Chemistry in Tokyo), PRIDE-PRD (Programme of Regional 





(Campaigns of Air Quality REsearch in Beijing and Surrounding Region). However, their 
focus was on air quality and not on GHG. While during CITYZeEN (MegaCITY – Zoom for 
the ENvironment), a project to investigate the eastern Mediterranean, the Po Valley, the 
BeNeLux region and the Pearl River Delta, CO2 and CH4 were measured from 
SCIAMACHY, published papers mostly focus on satellite retrieval optimisations (e.g. Reuter 
et al., 2010; Heymann et al., 2012). MEGAPOLI (Megacities: Emissions, urban, regional and 
Global Atmospheric POLlution and climate effects, and Integrated tools for assessment and 
mitigation) focused on detailed measurements in Paris, including CO2 but not CH4 ( Bréon et 
al., 2015; Ammoura et al., 2016). Hence, with the CH4 and CO2 observations from the 
EMeRGe campaigns in Europe and Asia, performed less than one year apart, an important 
contribution to the understanding of the variability of the GHG budget on two continents was 
given. 
  




7 Summary and Conclusion 
The two most important anthropogenic GHGs are carbon dioxide and methane, whose 
atmospheric concentrations are strongly affected by human activities. There is a good 
understanding of total GHG emissions at the global and national scale, but the knowledge of 
the smaller spatial and temporal CO2 emission distribution (e.g. Bréon et al., 2015), as well as 
the individual contribution of single CH4 source sectors to the total budget is limited (e.g. 
Kirschke et al., 2013; Saunois et al., 2017). However, an accurate knowledge of sources and 
sinks is necessary to monitor mitigation strategies aiming to limit future global warming. 
Since urban areas accommodate more than half of the world’s population, they are recognised 
as significant GHG emitters (e.g. Kennedy et al., 2012; Zhu et al., 2013). So-called top-down 
estimates, as applied within this thesis, use atmospheric measurements to independently 
quantify urban GHG emissions. So far, airborne GHG studies mostly focus on cities in the 
United States (e.g. Mays et al., 2009; Cambaliza et al., 2015; Ren et al., 2018; Plant et al., 
2019; Ryoo et al., 2019; Turnbull et al., 2019), but are limited for European urban centres 
(e.g. Gioli et al., 2014; O'Shea et al., 2014; Pitt et al., 2019) and are missing for cities in Asia. 
Therefore, a CRDS analyser was characterised and deployed within three aircraft campaigns 
to measure CO2 and CH4 downstream of selected European and Asian urban agglomerations. 
The hypothesis of the present thesis (see Sect. 1.2) is that aircraft-borne in situ measurements 
are a useful tool for identifying urban CH4 and CO2 emissions and for quantifying their source 
strength. To evaluate this, local scale GHG plumes were studied downwind of Berlin during 
the [UC]2 campaign. While emission sources for both gases are considered explicitly, sinks of 
CH4 can be neglected for this thesis due to the short timescales of only a few hours, but the 
photosynthetic CO2 uptake needs to be taken into account. The second part of the hypothesis 
claims that signatures of urban GHG emissions can also be detected in the regional GHG 
distribution. This is investigated by studying their impact on the meso- to synoptic scale CO2 
and CH4 distribution using the data sets gained during both EMeRGe missions. The following 
research questions, defined to evaluate the hypothesis, have been successfully answered: 
Investigations on the local scale – emissions from the city of Berlin in summer 2018 
RQ 1) To what extent do annual GHG emissions from different bottom-up inventories 
agree for a major European capital like Berlin? 
The comparison of three GHG emission inventories of different spatial resolution (~10 km to 
~1 km), namely EDGAR, CAMS-REG and BERLIN, showed that estimated citywide CO2 
emissions agree among each other in their total value by a factor of ~1.4. They are further 
consistent in their primary source sector allocation, where ~80 % of total emissions stem from 
fuel combustion for the generation of electricity and heat. In contrast, CH4 emissions within 
Berlin differ by a factor of up to 8 and show an inconsistency in the partitioning of the source 
sectors. While EDGAR mainly reports emissions related to the waste sector (79 %), CAMS-
REG emissions are primarily due to fuel combustion and fuel exploitation (74 %), and 
BERLIN reports leakages as the strongest CH4 source (68 %). This demonstrates that even for 
a major European city like Berlin the knowledge about the contribution of different CH4 




emission sources is limited, although very detailed emission data sets are available. 
RQ 2) Can emission rates of GHG be estimated for the city of Berlin from airborne in 
situ instruments using a mass balance approach? 
Airborne in situ instruments allow for fast and accurate measurements and are therefore well 
suited for a detailed characterisation of urban pollution plumes on spatial scales of few tens to 
hundreds of metres. Out of five research flights, strong CO2 and CH4 signals were clearly 
distinguishable from the variable background concentrations on July 20th, 2018, roughly 30 to 
40 km downwind of the city centre. Moderate wind speed and steady wind direction led to a 
confinement of the urban emissions within a well-mixed and efficiently capped BL. Using the 
mass balance approach, a CO2 emission rate of 1.39 ± 0.76 t s
-1 was obtained, where the largest 
uncertainty (52 %) results from the proper determination of the background mole fractions. 
For the derived CH4 mass flux of 5.20 ± 1.70 kg s
-1 both, the determination of background 
mole fractions and uncertainties in wind direction and wind speed, contribute equally to the 
error (21 and 23 %, respectively). Hence, it is necessary to precisely determine the inflow 
GHG mole fractions and their ambient variability, even in the case of a relatively isolated city 
like Berlin. One possibility for an improvement would be to sample up- and downwind in a 
Lagrangian manner. The mass balance method could not be applied for the other flight days 
of the campaign due to meteorological (state of the BL, strength of the wind) and external 
(flight restrictions in the vicinity of major airports, changing wind forecasts) reasons. Hence, 
multiple attempts are needed to successfully quantify urban GHG emissions from cities. 
RQ 3) How do top-down emission rates derived with the mass balance approach 
compare to bottom-up inventories? 
Emission inventories usually report annual average values. To allow for a comparison, the 
measurement-based emission rates from July 20th were up-scaled to a yearly value. Moreover, 
in order to compare the same emission area, a footprint of the detected CO2 and CH4 plume 
was inferred using backward trajectory calculations. The derived annual CO2 emission rate of 
~44 ± 24 Mt a-1 is larger than the CAMS-REG (+13 Mt a-1) and EDGAR (+2 Mt a-1) footprint 
estimate but agrees with the error bars. A larger emission rate might be explained by the fact 
that observations were performed three years after the latest available year of the inventories. 
The photosynthetic uptake and release of CO2 due to vegetation was estimated to be at most 
12 % of the anthropogenic flux and is well within the observed variability. Due to the strong 
temporal variability of domestic heating and traffic, and hence to better reflect the seasonal 
emission changes, probing Berlin during different seasons would be valuable. With respect to 
CH4, the annual emission rate of ~164 ± 54 kt a
-1 is almost twice as large as the EDGAR 
footprint-corrected estimate and even a factor ~7 larger than CAMS-REG, which contains 
much fewer emissions from the waste sector compared to EDGAR. 
RQ 4) Can simulations of regional models in combination with airborne measurements 
be used to identify GHG sources which are missing in the bottom-up inventories? 
Since atmospheric measurements detect the sum of all sources and sinks in a well-mixed 
plume, numerical models (here: MECO(n)), using detailed bottom-up emission data divided 
by their emission type (here: the BERLIN inventory), are required to analyse the contribution 




of individual source sectors. Simulated and observed CO2 mole fractions from July 20
th agree 
well in location and shape, however, a quantitative comparison of maximum enhancements is 
hampered due to deviations in simulated wind speed and BL height. Simulated citywide CH4 
mole fractions are substantially lower than observed due to underrepresented urban emissions 
in the BERLIN inventory, as already indicated by the mass balance results. The simulated 
plume shape is narrower than observed because sources contributing to the measured CH4 
plume partly also originate from outside of the Berlin city boundary. The missing CH4 sources 
were investigated by implementing additional tracers for waste emissions (wastewater 
treatment plants, unofficial waste deposits), which were not included in the original emission 
data set. Although the model results do not perfectly reproduce the shape of the measured 
CH4 plume, the additional emissions clearly improve their agreement. Agricultural emissions 
are not explicitly considered since their contribution according to EDGAR is low for the 
Berlin area. However, the results of this study clearly show that emissions of all sources in the 
greater region of Berlin need to be better quantified by ground-based and/or aircraft 
measurements to fully understand the regional CH4 budget of the Berlin area. 
Investigations on the meso- to synoptic scale – emissions from European and Asian 
urban agglomerations in summer 2017 and spring 2018, respectively 
RQ 5) Can signatures of urban and other emission sources be detected by airborne 
measurements in the regional scale distribution of CH4 in Europe and Asia? 
The EMeRGe measurements extended over an area of roughly 1500 × 1500 km (Europe) and 
2500 × 2500 km (Asia), and therefore allow to investigate the impact of emissions from urban 
centres on the large-scale distribution of GHGs. CH4 enhancements in Europe were mostly 
encountered in the BL, which is expected because emissions are usually surface-based and are 
diluted during the export into the free troposphere. The urban plumes of London and 
Barcelona could be identified in the regional CH4 distribution, even they were sampled at 
larger downwind distances (~100 to 250 km), where emissions might have been diluted and/or 
mixed with pollution from surrounding sources. In order to assign these enhancements to their 
source region, supporting model simulations and complementary measurements of shorter-
lived species with smaller background concentrations and thus better signal-to-background 
ratios are needed. In contrast to the urban emission plumes, a biomass burning event was 
observed near Marseille with comparable maximum CH4 mole fractions. Its distinct peak 
strongly influences the local GHG distribution although the contribution of bb emissions to 
total global anthropogenic CH4 is on the order of a few percent (Saunois et al., 2019). 
During EMeRGe-Asia enhanced CH4 mole fractions were detected off the entire Chinese 
coast at low altitudes, which can partly be traced back to the flight strategy. Flying into the 
Chinese air space was restricted, hence, potential plumes originating from urban 
agglomerations in China were probed far downwind (>500 km) over the sea and were already 
mixed with other pollution plumes and/or background air. In contrast to Europe, distinct and 
extensive CH4 plumes were observed in the free troposphere with enhanced mole fractions of 
similar magnitude as sampled air masses in the polluted BL, indicating that the mid-
tropospheric regional CH4 budget in Asian springtime is heavily impacted by the outflow 
from China. Due to shorter sampling distances towards the Philippines (~100 km), the urban 




GHG plume from Manila could be identified using model simulations and short-lived species 
as described above. At the western coast of Taiwan, the highest CH4 mole fractions, 
encountered within narrow peaks, could be attributed to emissions from numerous point 
sources spread over larger areas such as landfills and wastewater treatment plants. 
RQ 6) How do the regional CH4 emission distributions in Europe and in Asia compare 
with each other and with previous observations? 
The comprehensive data set allows for a comparison between summertime European and 
springtime Asian CH4 observations. Based on altitude profiles, observed CH4 enhancements 
appear to have a similar magnitude, but in Asia they emerge from a relatively higher 
atmospheric background concentration of roughly +26 ppb. Although global SCIAMACHY 
and GOSAT satellite observations depict a clear hotspot of highest CH4 values in East Asia 
(e.g. Turner et al., 2015; Jacob et al., 2016; Maasakkers et al., 2019), it is difficult to evaluate 
if the difference in the performed airborne measurements is significant enough to validate this 
statement. A straightforward comparison between both continents is hampered due to the 
strong seasonal cycle of CH4, its annual growth rate and the different sampling distances to 
the European and Asian sources. The observed CH4 distribution in Asia was compared with 
measurements from a mission performed seventeen year earlier (TRACE-P by NASA), which 
also covered roughly the same regions during springtime. The spatial patterns, both in the 
horizontal and vertical, were found to be similar, although the mean mole fraction was 
~140 ppb higher during EMeRGe. Here, the accumulated growth rate is, however, not 
sufficient to explain this increase. Further discrepancies might also result from different flight 
strategies since EMeRGE-Asia extended less far into the Pacific compared to TRACE-P. 
To conclude, the hypothesis of the present thesis can be confirmed, although certain 
restrictions exist. Airborne measurements on the local scale are an important tool to 
identify urban GHG emissions downwind of a city as shown for the German capital Berlin. 
The sampling distance towards the city, the impact of suburban emissions, and the ideal state 
of the atmospheric BL and air flow hereby plays a crucial role if urban emissions can be 
detected or not. In addition, the dependency on air traffic control in a densely populated area 
hampering the ideal flight designs is critical. As was successfully demonstrated within this 
thesis, the top-down approach can be used to quantify the urban source strength and to 
evaluate bottom-up emission estimates. Even for major cities like Berlin, located in a highly 
developed country, inventories might lack information from specific sources or source 
sectors. On the meso- to synoptic scale, the impact of individual urban GHG emissions on 
the regional GHG distribution in Europe and Asia can be detected, as successfully shown 
for London, Barcelona and Manila, however, it is more complex and requires a more in-depth 
analysis. The identification of urban GHG signals depends on various boundary conditions 
tied to the source area, the airborne sampling strategy and on the analysis itself. The source 
strength must be high enough to emerge from the variable GHG background mole fractions. If 
the sampling distance between the selected area and the aircraft increases to more than 
~100 km, complementary observations of short-lived species and state-of-the-art numerical 
models were shown to be of major importance to assign the GHG enhancements to the 






The extensive EMeRGe measurements constitute an important contribution to the limited 
knowledge of the GHG distribution on local to synoptic scales. A discussion of the gained 
data set and comparison with other publicly available measurements is foreseen to be 
published in the EMeRGe special issue (ACP/AMT). Significant CH4 enhancements were 
detected downstream of several urban areas, including the Po Valley, the BeNeRuhr region, 
Barcelona, Munich, Manila, as well as coastal cities in Japan and China. To better 
characterise these urban emission hotspots, a detailed characterisation of them is highly 
desirable. The most promising approach to date is the performance of dedicated local flight 
experiments. For such mass balance approaches, improvements of the observational strategy, 
the modelling environment and the knowledge of the a-priori fluxes are needed: 
 repeated airborne observations on several days to enhance the statistical significance and 
during different seasons to reduce interannual emission uncertainties;  
 coordinated automobile-based measurements to improve the knowledge of the GHG 
distribution between the ground and the lowest performed flight track;  
 stationary wind LIDAR instruments to monitor the evolution of lower tropospheric wind 
speed, wind direction and boundary layer height to increase confidence on these 
parameters used in the mass balance equation; 
 better understanding of the bottom-up uncertainties in emission quantities, their spatial 
distribution and variability over time; and 
 an improvement of the model infrastructure to simulate the impact of biogenic CO2 fluxes. 
The measurements described herein provide valuable insights on sources and areas of specific 
interest, and furthermore serve as a testbed for our process understanding and evaluation of 
existing methods. However, in order to independently measure the efficiency of emission 
reductions, as stated in the Paris Agreement, a long-term monitoring of anthropogenic GHG 
emissions is desired, and is most likely best performed with multiple complementary 
measurement approaches. Satellite-based observations therefore started to focus on the 
detection of CO2 emissions from urban sources, e.g. within the Copernicus Anthropogenic 
CO2 Monitoring (CO2M) mission, a proposed constellation concept using up to six satellites, 
or within CO2Image, an instrument concept aiming to localise CO2 emissions from, but  not 
limited to, relatively low-emitting power plants. Measuring CH4 from space is more 
challenging, but future missions strive for a fine spatial resolution to detect individual point 
sources, e.g. by developing the GHGSat microsatellite fleet or a new generation of satellite 
imaging spectrometers based on AVIRIS-NG. 
Overall, urban areas were shown to have a significant impact on the CH4 and CO2 budget, 
both on local and on larger spatial scales. Due to the increase in population and progressive 
urbanisation, cities will very likely continue to play a significant role as GHG emitters. 
Politics, economic policies and population should therefore be committed to reduce GHG 
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A.2 Meteorological definitions 
The following definitions are taken from Wallace and Hobbs (2006). 
Potential temperature θ, unit [K]: This parameter is used to compare temperatures of air 
masses at different heights of the atmosphere. It describes the temperature an air parcel would 






With T and p being the temperature and pressure of the air parcel, R the gas constant for dry 
air [J K-1 kg-1] and cp [J K
-1 kg-1] the specific heat constant. 
Specific humidity q, unit [kg kg-1]: Relates the mass of water vapour mv to the mass of humid 
air. 
𝑞 =  
𝑚
𝑚 +  𝑚
 
Relative humidity RH, unit [%]: Relates the actual mixing ratio w of the air to the saturation 





Geostrophic wind vg: In the free atmosphere (i.e. absence of the frictional force), the 
geostrophic wind describes the balance between Coriolis force and pressure gradient force. In 
natural coordinates it is written as: 






where f is the Coriolis parameter, ∅ the geopotential and n the direction normal to the isobars. 
The flow of vg is parallel to the isobars and the low pressure is on the left. 
A.3 Derivation of basic cavity ring-down spectroscopy equations 
Eq. (2.4) can be obtained by subtracting the off-resonance loss (Eq. I) from the on-resonance 
loss (Eq. II).  
Eq. I) loss in the empty cavity = 2(1 − 𝑅)  
Eq. II) loss in the cavity which contains an absorbing species − 2𝛼𝐿 = 2(1 − 𝑅) 
Eq. I) – Eq. II) 


























Using for the round trip time 𝑡𝑟 =   i.e. this is the time which is needed to complete one 
round trip; and L is the length of the cavity [m] and c the speed of light [m s-1]. 
 


















This is equal to Eq. (2.4). 
To derive Eq. I) and Eq. II) the following is considered: 
Based on Lambert-Beers law, see Eq. (2.3), the intensity in an empty cavity decreases 
dependent on the number of reflections per round trip, the loss per reflection, and the number 
of round trips: 






 #𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑖𝑝𝑠  
The number of reflections per round trip with two mirrors is 2; the loss per reflection is equal 
to the transmission T = 1-R and the number of round trips from two way transit time of light 
is n = . 








𝜏  is defined as the time when 𝐼 = 𝐼  𝑒𝑥𝑝(−1). This is true when: 




This is equal to Eq. I). 
Prove: 
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=  −1 
Based on Lambert-Beers law, see Eq. (2.3), the intensity in a cavity containing an absorbing 
species decreases dependent on the number of reflections per round trip, the loss per 
reflection, the number of round trips plus the absorption loss per round trip and the number of 
round trips: 



















The absorption loss per round trip is 2𝛼𝐿. 







𝐼 =  𝐼 exp − 
𝑡𝑐
𝐿
(1 − 𝑅) + (𝛼𝐿)  
𝜏  is defined as the time when 𝐼 = 𝐼  𝑒𝑥𝑝(−1). This is true when: 
𝜏 =
𝑡𝑟
2((1 − 𝑅) + 𝛼𝐿)
 





(1 − 𝑅) + (𝛼𝐿)  
− 
𝑡𝑟 𝑐
2((1 − 𝑅) + 𝛼𝐿)𝐿











𝑐 2((1 − 𝑅) + 𝛼𝐿)𝐿
(1 − 𝑅) + (𝛼𝐿)  
− 
1
 (1 − 𝑅) + 𝛼𝐿
(1 − 𝑅) + (𝛼𝐿)  
− 
(1 − 𝑅) +  𝛼𝐿
 (1 − 𝑅) + 𝛼𝐿
=  −1 
A.4 Calibration set-up and time delay during EMeRGe-EU 
Within EMeRGe-Europe the calibration gas flow was maintained due to overpressure, and not 
by using a MFC. According to a poster of Kitzis et al. (2017) the CO2 mole fraction is 
dependent on the flow rate with which the instrument is calibrated, especially when the 
amount of gas in the calibration bottle, and thus the cylinder pressure, is reduced. Their work 
compared a low flow rate (0.3 L min-1) with a high flow rate (5 L min-1). CO2 mole fractions 
from the lower flow were more stable (~0.1 ppm vs. ~0.3 ppm) over the pressure range and 
thus the lifetime of the bottle. Even this has only a minor impact on the overall uncertainty, 
for the following two campaigns (EMeRGe-Asia and [UC]2) a MFC with a flow rate of 
1 L min-1 was used instead of the overpressure flow. This also led to a reduction in the 
variability of the inlet pressure from ±10 hPa (overpressure flow) to ±1.5 hPa (MFC). 
The calibration duration for EMeRGe-Europe was 15 min, however a laboratory test 
performed on January 9th, 2018 assessed to which amount the time can be reduced to save 
calibration gas but to still reach stable mole fractions of the supplied calibration gas. By 
reducing the amount of time from 15 to 10 min, the mean value of CO2 and CH4 were found 
to be the same. When supplying the gas for only 5 min, mean values for CO2 started to differ 
by 0.04 ppm (and were found to be not relevant for CH4). 
The delay time was also experimentally determined. Closest to the inlet, the tubing was 
switched between outside hangar air (“low” CO2) and HALO cabin air (rather high CO2 
values as many people were inside the aircraft). The delay time is then derived from the time 
between the switching and the first reasonable recorded signal. Out of eight measurements the 
average delay time is determined to be ~9 s. 
A.5 Greenhouse gas time series and meteorological vertical 
profiles of the [UC]2 research flights 
Time series for CO2, CH4 and flight altitude of each of the five performed research flights 
during the [UC]2 mission are presented in Fig. A.1. The GHG mole fractions from the Picarro 
analyser are corrected according to the delay time of the instrument (~15 s; see Sect. 4.2). 
Figure A.2 depicts the obtained vertical profile at the Tempelhofer Feld with respect to the 
meteorological variables of virtual potential temperature, static temperature and relative 
humidity to determine the boundary layer height. 



























Figure A.1: Time series of CO2, CH4 and flight altitude for five research flights conducted during the [UC]
2 
campaign in July 2018. 






Figure A.2: Vertical profiles of the upward spiral at Tempelhofer Feld, Berlin. The BL depth (dashed black line) 
was determined from virtual potential temperature, static temperature and relative humidity, see Sect. 5.2. 
A.6 Comparison of [UC]2 wind data from airborne observations 
with HYSPLIT and MECO(n) 
Comparison with HYSPLIT 
The airborne wind measurements during the [UC]2 campaign are compared to the ECMWF 
forecast data, which are used as input for HYSPLIT trajectory calculations (see Sect. 3.3). To 
capture the characteristics of the whole boundary layer three different pressure levels are 
considered: 750, 850 and 950 hPa. 
Figure A.3 presents the time series of ECMWF wind direction (wa, upper panel) and 
ECMWF wind speed (ws, lower panel) within the whole campaign period from 16th of July at 
8 UTC to 26th of July at 23 UTC. The three different pressure levels are expressed as solid 
lines. ECMWF data represent an area mean covering the flight tracks around Berlin (51.9° to 
52.8°N, 12.3 to 14.3°E). Wind directions ranged from 270° to 100° with wind speeds from 1 
to 15 m s-1. Wind measurements on the research flight days are indicated by crosses (FDLR is 
the aircraft call sign). Error bars are the deviation of the wind speed and wind direction as an 





average of the whole flight at pressure levels within ±5 hPa of the given pressure height was 
calculated. Figure A.4 shows the correlation between measured wind direction and wind 
speed on the flight days with ECMWF data. As the overall correlation (R = 0.95 to 0.98) is 
excellent, the ECWMF data are considered as reliable for further analysis. The wind direction 
markers in Fig. A.4 are sized according to the wind speed. Generally better agreement in wind 
direction was observed when wind speeds were higher. 
 
Figure A.3: (a) Time series of wind direction (upper panel) and wind speed (lower panel) during the campaign 
period (July 8th to 26th) from ECWMF forecast data (solid lines) and airborne measurement data (crosses) at 
three different pressure levels (purple, blue and red colour). 
 
Figure A.4: Correlation of wind direction and wind speed between airborne measurement data (FDLR) and 
ECMWF forecast data at three different pressure levels. Correlation coefficients are abbreviated with Pr. 
Comparison with MECO(n) 
The wind situation as simulated by MECO(n) in the three different nesting instances (0.44°, 
0.0625° and 0.01°; see Sect. 3.2) are shown as solid lines in Fig. A.5. The same time period as 
in Fig. A.3 is covered. The dashed vertical lines indicate 12 UTC for each day. Simulation 
data are analysed at 950 hPa (panel a), 850 hPa (panel b) and 750 hPa (panel c). Data 
represent an area average over Berlin (51.9° to 52.8°N, 12.3 to 14.3°E). Airborne wind 
measurements are shown as black markers. The arrows indicate the flights performed on July 
20th and July 24th as presented in Chapter 5. 





The three different instances simulate similar wind directions throughout the campaign 
period. With respect to the wind speed, the coarsest nest (depicted in green) deviates at the 
750 and 850 hPa (~2.5 and ~1.5 km) level from the two finer nests (depicted in blue and red) 
especially towards the end of the campaign. For the analysed flights on July 20th and 24th the 
model at 0.01° resolution simulates the wind directions quite well as already indicated in the 
discussions in Sect. 5.3.4 and 5.4.2. Note that the 750 hPa level is already higher than 
accessed by the aircraft. For the flights on July 18th and 23rd the wind deviations are very large 
(~50 to ~60°). On July 18th a cold front passed Berlin which might not be well reproduced by 
the model and could explain the differences. 
 
Figure A.5: (a) Time series of wind direction (upper panel) and wind speed (lower panel) during the campaign 
period (July 8th to 26th) from MECO(n) simulation results (solid lines) and airborne measurement data (black 
crosses) at three different pressure levels (a) 950 hPa, (b) 850 hPa and (c) 750 hPa. 




A.7 Simulated vertical greenhouse gas distribution for the flight 
on July 20th, 2018 
For the mass balance flight on July 20th, 2018 during the [UC]2 mission the boundary layer 
extends from the surface up to ~2700 m, as indicated by meteorological measurements (see 
Fig. A.2). The part of the GHG plume between ~300 and ~1600 m was sampled by the 
aircraft; however the lowest ~300 m were not accessible due to flight restrictions over the city 
of Berlin. To still account for the distribution of GHG from the surface towards the top of the 
BL the vertical plume structure using the MECO(n) model is analysed. Figure A.6 shows for 
the third crossing of the Berlin plume at ~1600 m flight altitude the simulated c-CH4 and c-
CO2 mole fractions in the vertical. Between the surface and the top of the BL the plume is not 
lofted nor depicts any vertical structures. Therefore the assumption of a well-mixed BL is 
valid. 
 
Figure A.6: Curtain of simulated c-CH4 and c-CO2. The third crossing of the Berlin plume at ~1600 m altitude is 
shown from ~13:20 to ~13:35 UTC. 
A.8 Seasonality of greenhouse gas emissions in EDGAR 
The seasonality of greenhouse gas emissions with respect to Berlin is investigated using 
monthly resolved emissions from EDGAR v4.3.2 for the year 2010, see Fig. A.7. Emissions 
were considered within the Berlin city boundary for January (blue bars) and July (red bars), 
representing wintertime and summertime emissions, as well as the monthly mean (grey bars). 
For definition of the merged source sectors “fuel combustion for the generation of electricity 
and heat” and “fuel exploitation” see Table 5.1. With respect to total fossil fuel CO2, 
emissions are ~30 % higher in January than the monthly mean and ~40 % lower in July. The 
largest seasonality is present in the merged sector fuel combustion, with above monthly 
emissions in January and below monthly emissions in July. Emissions from road transport are 
constant throughout the year. The inventorial seasonal cycle is consistent with e.g. Gioli et al. 
(2012). Their long-term observations in Florence reveal a strong seasonality of CO2 fluxes due 
to domestic heating with its maximum in winter, while contributions from road traffic are 
relatively constant throughout the year. Total CH4 emissions also vary dependent on the 
season, however their seasonal cycle is less pronounced compared to CO2, since total 




emissions are only ~10 % higher in January and ~15 % lower in July than the monthly mean. 
While CH4 emissions from the waste sector and from fuel exploitation do not show any 
seasonality, emissions related to fuel combustion are slightly higher in January than in July. 
 
Figure A.7: Seasonality of EDGAR fossil fuel CO2 and CH4 emissions in 2010. Exemplarily for winter (and 
summer) the month January (and July) is considered. For sector definitions see Table 5.1. Data are retrieved 
from https://edgar.jrc.ec.europa.eu/overview.php?v=432_GHG. 
A.9 Estimated biogenic carbon dioxide flux during [UC]2 
Especially during summer months and in vegetated areas the biospheric component of CO2 
(i.e. photosynthetic uptake and respiration) can alter the anthropogenic emission flux. For the 
mass balance flight on July 20th, 2018 the impact of the biosphere on the estimated CO2 flux 
needs to be investigated. Therefore the biogenic CO2 flux was simulated using VPRM 
(Mahadevan et al., 2008) coupled with WRF-GHG (Beck et al, 2013). 
Figure A.8 shows the measured (solid lines) and simulated (dashed lines) CO2 mole fractions 
downwind of Berlin on July 20th. The dashed lines represent the predicted result from WRF-
GHG, simulating the biospheric CO2 contribution using an online VPRM model driven by 
MODIS indices (Mahadevan et al., 2008). Here, signals predicted by the biosphere are 
analysed if only biogenic uptake was considered, i.e. assuming complete absence of 
anthropogenic sources. The mole fractions were derived from the simulation by replacing the 
upwind-simulated mole fractions of the WRF base reference by the actual upwind CO2 
measurements. Next, the simulated downwind mole fractions were corrected by that estimated 
bias. Therefore, the upwind measured and simulated CO2 mole fractions are equal by 
definition and only depicted by the solid light purple line. Variation in the predicted dashed 
mole fractions corresponds to changes of biospheric-only CO2 mole fractions at respective 
downwind measurement locations. At the edges of the flight track, which are assumed to 
represent the atmospheric background, the model matches the measured CO2 pattern quite 
well, which leads to believe that the models’ predictions are accurate. 
As can be seen, the influence of the biosphere between upwind and downwind legs of the 
flight is predicted to be small and well within the variability of the measurements. On top of 




that, the change of the modeled signal inside the constrained area is variable with both altitude 
and distance (as defined on x-axis), reflecting the influence of vertical transport dynamics 
inside the BL superimposed on regional-scale variability of the predicted tracer fields. For the 
lowest leg the strongest uptake of CO2 is estimated, however the surface-driven influence of 
biosphere gets less intense towards the higher flight altitudes. In turn, regional scale 
variability causes the relation between upwind and downwind simulations to be negative 
(distances between approx. 0 km to 20 km) or positive (-20 km to -10 km), depending on the 
horizontal location. 
 
Figure A.8: Biogenic CO2 mole fractions up- and downwind of Berlin on July 20th. 
This variability in horizontal and vertical direction makes it difficult to accurately quantify the 
overall biogenic influence without adding an extra layer of complexity to the applied method. 
In fact, even if it were to be applied, the correction of the estimated anthropogenic flux would 
be very minor, as the difference in the mole fractions between the upwind leg and the 
simulated downwind legs within the city plume is usually not larger than 0.5 ppm. The 
estimated maximum enhancement from the city of ~4 ppm (which corresponds to an 
anthropogenic flux of 1.39 ± 0.76 t CO2 s
-1) would be only slightly altered if a vertically-
weighted mean of simulated mole fractions was used as background instead of upwind 
measurement. On top of that, the uncertainty of such estimation would be difficult to quantify 
without a detailed analysis of the modeled output. 
It should also be noted that the estimates of the biogenic signals are potentially offset over the 
sections of the transects immediately downwind of the Berlin urban area. This is caused by 
misrepresentation of the urban biosphere in VPRM, as the driving MODIS indices cannot 
accurately discern the urban biosphere from other land use types within the city boundary due 
to insufficient spatial coverage. To properly account for the biogenic CO2 signal, 
modifications to the VPRM system would be required, potentially in a manner similar to the 
one adopted by Hardimann et al. (2017). 




Therefore, based on the available data, it is unnecessary to correct for the biogenic influence 
explicitly, and it is conservatively estimated that the anthropogenic emissions would not be 
enlarged by more than ~12 % if the biogenic uptake were to be considered. This number, 
corresponding to the total CO2 biogenic flux in the constrained area, is conservative, and well 
within the overall uncertainty of calculated anthropogenic flux. 
The modelling system used in this study was the same that was used for simulations 
performed in the scope of the CoMet 1.0 (Carbon Dioxide and Methane Mission). The setup 
consisted of a WRF-Chem v3.9.1.1. model (Skamarock et al, 2008) run with the GHG option 
enabled for a European-wide L60 10 km × 10 km domain with a nested L60 2 km × 2 km 
domain centred over Berlin. Meteorology was driven by the ERA5 product from Copernicus 
Climate Change Service (C3S, 2017). More details about the system setup can be found in 
Galkowski et al. (in prep). 
A.10 Temporal evolution of the simulated c-CO2 plume on July 
24th 
 
Figure A.9: Time-series of the simulated c-CO2 plume on July 24
th. Shown are snapshots at (a) 14 UTC, which is 
identical to Fig. 5.14a and (b) at 16 UTC to indicate, that the plume moves towards the west during the 
afternoon. 





A.11 Source partitioning of EDGAR CO2 and CH4 emissions for 
European and Asian countries 
 
Figure A.10: Time series (2000-2018) of CO2 emissions from selected countries (top panels: United Kingdom 
and Benelux; bottom panels: CHK which is China plus Hong Kong, Taiwan and Japan). Emissions are based on 
EDGAR v5.0 and differentiated by source sectors. Data are retrieved from https://edgar.jrc.ec.europa.eu/ 
overview.php?v=50_GHG. 





Figure A.11: Time series (2000-2015) of CH4 emissions from selected countries (top panels: United Kingdom, 
Spain and France; bottom panels: CHK which is China plus Hong Kong, Japan and Taiwan). Emissions are 
based on EDGAR v5.0 and differentiated by source sectors. Data are retrieved from https://edgar.jrc.ec.europa. 
eu/overview.php?v=50_GHG. 
A.12 Instrument payload of the EMeRGe aircraft campaigns 
The cabin layout with the measured atmospheric species during both EMeRGe campaigns 
was already presented in Fig. 6.3a. The following Table A.1 lists them in more details, giving 
the name of the instruments (abbreviation and acronym), the measured atmospheric species 
and the responsible principle investigator. 
Tedlar® gas sampling bags (https://www.dupont.com/brands/tedlar.html) were used to collect 
atmospheric samples of ambient air (see Sect. 6.3.5) and are briefly described in here. Such 
sampling bags are made of tedlar foil (PVF polyvinylfluorid) and are very robust and flexible. 
They assure minimum loss and conversion of the gas sample due to their impermeability for 
gases and due to the bags smooth surface the adsorption is extremely low. Further they can be 
used several times if they are correctly flushed with nitrogen. In order to collect Tedlar bags 
aboard HALO, a metal bellow vacuum pump (senior metal bellows MB-602) was integrated 
at the bottom of the same rack as the Picarro instrument and was used to permanently flush 
the inlet line of the individual sampling system. The majority of air was exhausted into the 
cabin through an overflow and by opening the Tedlar bag valve for roughly 20 s the bags 
were filled with ambient air. The subsequent laboratory analysis using a gas chromatography / 




isotope-ratio mass spectrometry system was performed by R. Fisher at the Royal Holloway 
University of London. A description of the analytic system can be found in (Fisher et al., 
2006). 
Table A.1: List of scientific measurement instruments used aboard HALO during both EMeRGE campaigns. 










































































































































































































































































































































































































































































































































































































A.13 Additional broad GHG plumes as detected during EMeRGe-
Asia 
 
Figure A.12: (a and b) HALO time series of CO (M. Lichtenstern), NO and NOy (H. Ziereis, P. Stock), 
Acetonitrile (E. Förster), CH4 and CO2 during flight #05 (19.03.2018) and #08 (24.03.2018), respectively. The 
black squares indicate GHG plumes of large spatial extent. The plumes are tagged with bb for biomass burning 
influence and ap for anthropogenic pollution according to a mechanism provided by E. Förster (KIT). 
A.14 Carbon dioxide observations during EMeRGe 
Similar to the presented CH4 observations, CO2 data from EMeRGe-Europe and Asia were 
gridded into bins of 0.05° × 0.05° in latitude and longitude direction, and the maximum 
measured CO2 mole fraction in each bin was determined. The results are shown for Europe 
(Fig. A.13) and Asia (Fig A.14) for different altitude ranges. 
 
Figure A.13: Maximum measured CO2 mole fractions from EMeRGe-Europe in 0.05° × 0.05° bins, grouped 
according to the flight altitude of 0 to 2 km, 2 to 4 km and 4 to 10 km. 





Figure A.14: Maximum measured CO2 mole fractions from EMeRGe-Asia in 0.05° × 0.05° bins, grouped 
according to the flight altitude of 0 to 2 km, 2 to 8 km and larger than 8 km. 
A.15 Data availability 
Internally, all observational CO2 and CH4 data obtained within the EMeRGe and [UC]
2 
mission are available on the HALO database (https://halo-db.pa.op.dlr.de/). With respect to 
the published manuscript (Klausner et al., 2020a), the following data accessibility statement 
was given: “Observational data (https://doi.org/10.5281/zenodo.3706725; Klausner et al, 
2020b) and simulation results (https://doi.org/10.5281/zenodo.3707990; Mertens and Jöckel, 
2020) are publicly available. The MECO(n) model system is part of the Modular Earth 
Submodel System (MESSy). MESSy is continuously further developed and applied by a 
consortium of institutions. The usage of MESSy and access to the source code is licenced to 
all affiliates of institutions which are members of the MESSy Consortium. Institutions can 
become a member of the MESSy Consortium by signing the MESSy Memorandum of 
Understanding. The COSMO model, as part of MECO(n), is licenced by the German Weather 
Service (DWD), or by the COSMO-CLM community. More information can be found on the 
MESSy Consortium Website (http://www.messy-interface.org). The code used for the present 












   











AC Alternating Current 
ACN Acetonitrile 
ACP Atmospheric Chemistry and Physics 
AL Air Liquide 
AMT Atmospheric Measurement Techniques 
ATC Air Traffic Control 
AVIRIS-NG Airborne Visible and Infrared Imaging Spectrometer Next Generation 
BEN Benzene 
BeNeRuhr Belgium, Netherlands, Ruhr area 
bf biofuel 
BL Boundary Layer 
BLH Boundary Layer Height 
B-U Bottom-up approach 
C2H6 Ethane 
CAMS Copernicus Atmosphere Monitoring Service 
CARMA CARbon Monitoring for Action 
CAPS Cavity Attenuated Phase Shift 
CEM Controlled Evaporator Mixer 
CH3 Methyl radical 





CO Carbon monoxide 
CO2 Carbon dioxide 
CO2M Copernicus Anthropogenic Carbon Dioxide Monitoring 
CONTRAIL Comprehensive Observation Network for TRace gases by AIrLiner 
COSMO COnsortium for Small-scale MOdeling 
COSMO-CLM COSMO model in CLimate Mode 
CRDS Cavity Ring-Down Spectrometry 
CW Continous Wave 
DAS Data Acquisition System 
DC Direct Current 
DLR Deutsches Zentrum für Luft- und Raumfahrt 
DWD Deutscher Wetterdienst 
EARLINET European Aerosol Research LIdar NETwork 
EC Environmental Chamber 
ECHAM European Centre for Medium Range Weather Forecasts Hamburg 
General Circulation Model 
ECMWF European Centre for Medium-range Weather Forecasts 
EDGAR Emission Database for Global Atmospheric Research 
EMAC ECHAM/MESSy Atmospheric Chemistry model 
EMeRGe Effect of Megacities on the transport and transformation of pollutants 
on the Regional to Global scales 
EPA Environmental Protection Agency 
E-PRTR European Pollutant and Transfer Register 
EZ Entrainment Zone 
FAAM Facility for Airborne Atmospheric Measurements 
ff fossil fuel 
FT Free Troposphere 




FTIR Fourier-Transform InfraRed spectrometer 
GFS Global Forecast System 
GHG Greenhouse Gas 
GPS Global Positioning System 
GWP Global Warming Potential 
H2O Water vapour 
HALO High Altitude and LOng range 
HK Hong Kong 
HYSPLIT HYbrid Single-Particle Lagrangian Integrated Trajectory 
ICON ICOsahedral Nonhydrostatic forecast model 
ICOS Integrated Carbon Observation System 
IPA Institute of Atmospheric Physics 
IPCC Intergovernmental Panel on Climate Change 
IR Infrared 
IRS Inertial Reference System 
KIT Karlsruhe Institute of Technology 
KORUS-AQ KORean-United States Air Qualtiy 
LandGEM LANDfill Gas Emission Model 
LIDAR LIght Detection And Ranging 
LRT Long-Range Transport 
MBL Marine Boundary Layer 
MECO(n) MESSy-field ECHAM and COSMO models nested n times 
MESSy Modular Earth Submodel SYstem 
METPOD Meteorological sensor package 
MF Mole Fraction 
MFC Mass Flow Controller 
ML Mixed Layer 




MODIS MODerate Resolution Imaging Spectroradiometer 
MPCs Major Population Centres 
N2 Nitrogen 
N2O Nitrous oxide 
NASA National Aeronautics and Space Administration 
NIES National Institute for Environmental Studies 
NO Nitrogen oxide 
NO2 Nitrogen dioxide 
NOAA National Oceanic and Atmospheric Administration 
NOy Sum of all reactive nitrogen species 
O2 Oxygen 
O3 Ozone 
OCO Orbiting Carbon Observatory 
OH Hydroxyl radical 
PFA PerFluoroAlkoxy 
PMCH PerfluoroMethyl-CycloHexane 
Pr Pearson correlation coefficient 
PTFE PolyTetraFluoroEthylene 
PVU Power Vacuum Unit 
QCLS Quantum and interband Cascade Laser Spectrometer 
Radar Radio detection and ranging 
RCP Representative Concentration Pathway 
REAS Regional Emission Inventory in ASia 
RF Radiative Forcing 
RWE Rheinisch-Westfälisches Elektrizitätswerk 
SCIAMACHY SCanning Imaging Absorption spectroMeter for Atmospheric 
CHartographY 




SL Surface Layer 
T-D Top-Down approach 
TF Tempelhofer Feld 
TRACE-P TRAnsport and Chemical Evolution over the Pacific 
TROPOMI TROPOspheric Monitoring Instrument 
[UC]2 Urban Climate Under Change 
UTC Coordinated universal time 
VIIRS Visible Infrared Imaging Radiometer Suite 
VPRM Vegetation Photosynthesis and Respiration Model 











































C List of symbols 
Symbol Description 
α Absorption coefficient 
a, b, c, d Water vapour correction factors 
ALcorrected Corrected concentration of the Air Liquide standards 
ALmeasured Measured concentration of the Air Liquide standards 
c Y-intercept of regression line 
cavg Y-intercept of regression line (campaing average) 
(CH4)dry CH4 mole fraction in dry air 
(CH4)rep Reported (raw) CH4 mole fraction from the Picarro analyser 
(CO2)dry CO2 mole fraction in dry air 
(CO2)rep Reported (raw) CO2 mole fraction from the Picarro analyser 
cp Specific heat constant 
δ13C(CH4) Delta 13-C notation  
driftt Instrument drift with time 
driftT Instrument drift with temperature 
(H2O)rep Reported (raw) water vapour value 
I0 Intensity of incident signal 
It Intensity of transmitted signal 
-k,k Horizontal boundaries of the plume 
L Path length 
m Regression slope 
mavg Regression slope (campaing average) 
md Mass of dry air 
MFfinal Final mole fraction 
MFraw Raw mole fraction from the Picarro analyser 
mv Mass of water vapour 
N Number density 
Nair Number density of air 
p Pressure 
p0 Pressure at sea level 
precision Measurement precision, equal to 1-sigma standard deviation 





q Specific humidity 
R Stable isotope ratio of 13C/12C 
Rsample Ratio in the sample 
Rstandard Ratio in the reference standard 
reprod.primary Reproducibility of the primary standard 
reprod.secondary Reproducibility of the secondary standard 
RH Relative Humidity 
σ Absorption cross section 
τ Ring-down time 
θ Potential temperature 
t Time 
T Temperature 
tr Round trip time 
u Horizontal wind 
utotal Total measurement uncertainty 
uwater vapour Uncertainty associated with the water vapour correction 
V Wind speed 
vg Geostrophic wind 
Xdry GHG mole fraction in dry air 
Xwet GHG mole fraction in wet air 
Xrep Reported GHG mole fraction from the Picarro analyser 
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