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On the exit times for SDEs driven by G-Brownian motion
Guomin Liu ∗ Shige Peng † Falei Wang‡
Abstract. This paper is devoted to studying the properties of the exit times for stochastic differential
equations driven by G-Brownian motion (G-SDEs). In particular, we prove that the exit times of G-SDEs
has the quasi-continuity property. As an application, we give a probabilistic representation for a large class
of fully nonlinear elliptic equations with Dirichlet boundary.
Key words. Exit times, G-Brownian motion, quasi-continuity.
AMS subject classifications. 60H10, 60H30.
1 Introduction
The nonlinear BSDE theory formulated by Pardoux and Peng [23] has many applications in practice and
theory, which range from economics (see e.g. El Karoui, Peng and Quenez [6]) to PDEs (see e.g. Pardoux
and Peng [24], Peng [25]). Based on BSDE, Peng [26] introduced the nonlinear g-expectation theory as a
nontrivial generalization of classical linear expectations. Indeed, the g-expectation is described by a class
of equivalent probability measures. In sprit of this property, Chen and Epstein [3] studied the stochastic
differential recursive utility.
However, many economic and financial problems involve model uncertainty which is characterized by a
family of non-dominated probability measures. Motivated by these questions, Peng [27–29] introduced a
nonlinear expectation, called G-expectation, which can be regarded as the upper expectation of a specific
family of non-dominated probability measures. Under this framework, the corresponding nonlinear Brownian
motion called G-Brownian motion is established. Briefly speaking, G-Brownian motion is a continuous
process with independent and stationary increments under G-expectation. Moreover, the stochastic calculus
with respect to (symmetric) G-Brownian motion, forward and backward stochastic differential equations
driven by G-Brownian motion (G-SDEs and G-BSDEs in short) are also obtained, see also Gao [8], Hu, Ji,
Peng and Song [11].
As is well-known, according to Lusin’s theorem, the random variables on the classical probability space
are quasi-continuous (see Section 2 for the definition). But this is no longer true for the G-expectation
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framework since the elements in the probability family that represents G-expectation are mutual singular.
So an important problem for the G-expectation theory is the quasi-continuity property of random variables,
especially for stopping times which play a major role in classical stochastic analysis but tends to have more
discontinuity.
The purpose of this paper is to study the properties of exit times for G-SDEs, among which the most
important one is that, under mild conditions, the exit times of G-SDEs have the quasi-continuity property,
so that it belongs to the proper nonlinear G-expectation space. Here, the corresponding G-SDEs are given
by
dXxt = b(X
x
t )ds+
d∑
i,j=1
hij(X
x
t )d〈Bi, Bj〉t +
d∑
j=1
σj(X
x
t )dB
j
t , X
x
0 = x; t ≥ 0. (1.1)
Different from the usual case of symmetric G-Brownian motion that involves only volatility uncertainty, in
the above equation B is a generalized G-Brownian motion, which has both mean and volatility uncertainty.
Thus we need to study the corresponding stochastic calculus theory first, and one can refer to [9, 10, 22] for
related discussions. Next we consider the exit time of G-SDEs from an open set Q
τxQ := inf{t ≥ 0 : Xxt (ω) ∈ Qc}.
Since we cannot expect the G-SDEs have sufficient continuity with respect to ω, we introduce an alternative
approach of considering the image space of G-SDEs to study the properties of τxQ. We also utilize the weakly
compact method from [31], where the quasi-continuity property of hitting times for symmetric G-martingales
was considered, and the strong Markov property of G-SDEs from [13]. These properties of exit times may
play an important role for the applications of G-SDEs in many fields involving a stopping rule.
The well-known Feynman-Kac formula tells us that stochastic differential equations driven by linear
Brownian motion (SDEs) provide a probabilistic representation for a class of linear PDEs (with Dirichlet
boundary), see, e.g., [7]. With the help of G-BSDEs, in [12, 29] the authors obtain a stochastic representation
for fully nonlinear parabolic PDEs in Rn. Inspired by these results, as an application of our results on the exit
times, we state a probabilistic interpretation for a large class of fully nonlinear elliptic PDEs with Dirichlet
boundary via G-SDEs.
We also note that Lions and Menaldi [20] (see also Buckdahn and Nie [1]) gave a representation for a class
of fully nonlinear elliptic equations with Dirichlet boundary via the stochastic control theory under the linear
expectation framework. In their construction, every admissible control corresponds to a trajectory of SDEs.
Compared with the aforementioned results, the trajectories in our representation are universal defined for
all probability measures. Moreover, we prove that the induced probability measures of G-SDEs are weakly
compact, and hence the supremum of the upper expectation representation can be realized (Corollary 5.6).
This kind of properties can be applied to the study of first-order differentiation of the viscosity solutions of
fully nonlinear PDEs (see [15, 32]), which is also our future work.
The paper is organized as follows. In Section 2, we present some preliminaries for nonlinear expectation
theory and related space of random variables. In Section 3, we give the stochastic integral and differential
equations with respect to generalized G-Brownian motion. Section 4 is devoted to the research of the
properties of exit times for G-SDEs. In Section 5, we provide the probabilistic representation for fully
nonlinear elliptic equations with Dirichlet boundary.
2
2 Preliminaries
The main purpose of this section is to recall some preliminary results about the upper expectation and the
corresponding capacity theory. More details can be found in [5].
For each Euclidian space, we denote by 〈·, ·〉 and | · | its scalar product and the associated norm, re-
spectively. Let Ωd := C([0,∞);Rd) and Bt(ω) := ω(t) be the canonical space and the canonical mapping
equipped with the norm
ρd(ω
1, ω2) :=
∞∑
i=1
1
2i
[( max
t∈[0,i]
|ω1t − ω2t | ∧ 1)].
The corresponding natural filtration of B is given by Ft := σ{Bs : s ≤ t} for t ≥ 0.
Let P be a given family of probability measures on (Ωd,B(Ωd)). Denote by L(Ωd,P) the space of
all B(Ωd)-measurable random variables X such that EP [X ] exists for each P ∈ P . Next we define the
corresponding upper-expectation by
EˆP [X ] := sup
P∈P
EP [X ], for X ∈ L(Ωd,P). (2.1)
Then it is easy to check that the triple (Ωd,L(Ωd,P), EˆP) forms a sublinear expectation space (see Peng
[29]). In this setting, we can also introduce the notions of identically distribution and independence:
· two n-dimensional random vectors X = (X1, ..., Xn) and Y = (Y1, ..., Yn) are called identically dis-
tributed, denoted by X
d
= Y , if for each ϕ ∈ Cb.Lip(Rn), EˆP [ϕ(X)] = EˆP [ϕ(Y )],
· an m-dimensional random vector Y is said to be independent of an n-dimensional random vector X if
for each ϕ ∈ Cb.Lip(Rn+m), EˆP [ϕ(X,Y )] = EˆP [EˆP [ϕ(x, Y )]x=X ],
where Cb.Lip(R
l) is the space of all bounded Lipschitz function defined on Rl, l ≥ 1.
Example 2.1 Given two constants 0 ≤ σ ≤ σ¯. Suppose W is a 1-dimensional standard Brownian motion
defined on Wiener space (Ω0, (F0t )t≥0, P 0), set
P := {Pθ : Pθ = P 0 ◦X−1, Xt =
∫ t
0
θsdWs, θ ∈ A[σ,σ¯]},
where A[σ,σ¯] is the collection of all adapted processes taking values in [σ, σ¯]. Then on the sublinear space
(Ω1,L(Ω1,P), EˆP), the canonical process B is a symmetric G-Brownian motion (EˆP [Bt] = −EˆP [−Bt] = 0)
with G(a) = 12 (σ¯
2a+ − σ2a−) for each a ∈ R, see [5].
Now based on the set of P , we introduce the following capacity, called upper probability,
cP(A) := sup
P∈P
P (A), A ∈ B(Ωd).
It is obvious that,
cP(A) = sup{cP(K) : K is compact in B(Ωd), K ⊂ A}, ∀A ∈ B(Ωd). (2.2)
Then we could establish the language of “P-quasi-surely”:
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· A set A ∈ B(Ωd) is called P-polar if cP(A) = 0 and a property is said to holds “P-quasi-surely” (P-q.s.)
if it holds outside a polar set. As usual, we do not distinguish between two random variables X and
Y if X = Y P-q.s.
· A function X : Ωd → R is called P-quasi-continuous (P-q.c.) if for each ε > 0, there exists a closed set
F with cP(F
c) < ε such that X |F is continuous. We say that Y : Ωd → R has a P-quasi-continuous
version if there exists a P-quasi-continuous function X : Ωd → R such that Y = X P-q.s.
We define the Lp-norm of random variables as ||X ||p,P := (EˆP [|X |p]) 1p for p ≥ 1 and set
Lp(Ωd;P) := {X ∈ B(Ωd) : ||X ||p,P <∞}.
Then Lp(Ωd,P) is a Banach space under the norm || · ||p,P . Let Cb(Ωd) (resp. Bb(Ωd)) be the space
of all bounded, continuous functions (resp. bounded, B(Ωd)-measurable functions) on Ωd. We denote
the corresponding completion under norm || · ||p,P by LpC(Ωd,P) (Lpb(Ωd,P), resp.). The following result
characterizes the space LpC(Ωd,P), Lpb(Ωd,P) in the measurable and integrable sense.
Theorem 2.2 ([5]) For each p ≥ 1, we have
Lpb(Ωd,P) = {X ∈ B(Ωd) : limn→∞ EˆP [|X |
pI{|X|>n}] = 0},
LpC(Ωd,P) = {X ∈ B(Ωd) : X has a P-q.c. version, limn→∞ EˆP [|X |
pI{|X|>n}] = 0}.
Moreover, we have the following monotone convergence results, which are different from the linear case.
Proposition 2.3 ([5, 31]) Suppose Xn, n ≥ 1 and X are B(Ωd)-measurable.
(1) Assume Xn ↑ X q.s. on Ω and EP [X−1 ] <∞ for all P ∈ P. Then EˆP [Xn] ↑ EˆP [X ].
(2) Assume P is weakly compact.
(a) If {Xn}∞n=1 in L1C(Ωd,P) satisfies that Xn ↓ X P-q.s., then EˆP [Xn] ↓ EˆP [X ].
(b) For each closed set F ∈ B(Ωd), cP(F ) = inf{cP(O) : O open in B(Ωd), F ⊂ O}.
Remark 2.4 If P is weakly compact, then the maximum exists for elements of L1C(Ωd,P), i.e.,
EˆP [X ] = max
P∈P
EP [X ], for each X ∈ L1C(Ωd,P).
For a family P0, we denote by P its closure under weak convergence and it holds that
EˆP0 [X ] = EˆP [X ], for each X ∈ L1C(Ωd,P). (2.3)
3 The SDEs driven by generalized G-Brownian motion
Let S(d) be the space of all d×d symmetric matrices. Consider a fixed sublinear function G(·, ·) : S(d)×Rd →
R, which is monotonic in the first variable. Then there exists a bounded and closed set Θ ⊂ Rd×d×Rd such
that
G(A, p) = sup
(γ,µ)∈Θ
[
1
2
〈A, γγT 〉+ 〈p, µ〉]. (3.1)
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In the sequel, we shall introduce an upper expectation on (Ωd,B(Ωd)) such that the canonical process B
is the so-called generalized G-Brownian motion. Following the argument of [5], we consider a linear standard
d-dimensional Brownian motion W on some probability space (Ω0,F0, (F0t )t≥0, P 0) with
F0t := σ{Ws, 0 ≤ s ≤ t} ∨ NP
0
,
where NP 0 is the space of all P 0-null subsets. Denote by AΘ the collection of all F0t -adapted processes
(γ, µ) taking values in Θ on [0,∞). For each fixed (γ, µ) ∈ AΘ and 0 ≤ t ≤ T <∞, we define
Bt,γ,µT :=
∫ T
t
γsdWs +
∫ T
t
µsds.
Then we can obtain a family P0 of measures:
P0 := {Pγ,µ : Pγ,µ = P 0 ◦ (B0,γ,µ· )−1, (γ, µ) ∈ AΘ}. (3.2)
which is tight by the Kolmogorov’s criterion (see [18]). We define its closure under weak convergence as P ,
which is weakly compact by Prokhorov’s theorem. Then we could establish capacity theory corresponding to
P through the results in Section 1. In the following, for this P , we will abbreviate EˆP , P-q.s., cP , LpC(Ωd,P)
as Eˆ, q.s., c, LpC(Ωd), etc, for symbol simplicity.
Lemma 3.1 For each X ∈ L1C(Ωd),
Eˆ[X ] = sup
P∈P0
EP [X ] = sup
(γ,µ)∈AΘ
EP 0 [X(B
0,γ,µ
· )]. (3.3)
Proof. The proof is immediate from Remark 2.4.
Remark 3.2 From Theorem 2.2 and the above lemma, we could get that ϕ(Bt1 , Bt2 , · · · , Btn) ∈ L1C(Ωd),
where ϕ ∈ C(Rn×d) is of polynomial growth.
The upper expectation Eˆ corresponding to P is called G-expectation, under which the canonical process
B = (B1, · · · , Bd) is called (d-dimensional) generalized G-Brownian motion, see [29]. Indeed,
Proposition 3.3 Under Eˆ, the canonical process B is a generalized G-Brownian motion, i.e.,
(1) B0 = 0 q.s. and limt→0 Eˆ[|Bt|3]/t = 0;
(2) B is stationary: Bt+s − Bs d= Bt and has independent increments: Bt+s − Bt is independent from
(Bt1 , · · · , Btn) for any t1 < · · · tn ≤ t and s ≥ 0.
Moreover, Eˆ[〈p,Bt〉] ≤ G(0, p)t, which implies |Eˆ[〈p,Bt〉]| ≤ [G(0, p) ∨G(0,−p)]t, for each p ∈ Rd.
Proof. The two assertions in (1) can be easily proved by Lemma 3.1 and Remark 3.2. Moreover, by the
definition of G and the observation that (γs, µs) take values in Θ, we deduce that for each p ∈ Rd
Eˆ[〈p,Bt〉] = sup
(γ,µ)∈AΘ
EP 0 [〈p,
∫ t
0
µsds〉] ≤ G(0, p)t, (3.4)
from which we get |Eˆ[〈p,Bt〉]| ≤ [G(0, p) ∨G(0,−p)]t.
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Now we are going to prove (2). By a similar analysis as in Lemma 43 of [5], we derive that for ϕ ∈
Cb.Lip(R
d) and t, s ≥ 0,
sup
(γ,µ)∈AΘ
EP 0 [ϕ(B
0,γ,µ
t )] = sup
(γ,µ)∈AΘ
EP 0 [ϕ(B
s,γ,µ
t+s )],
which indicates that
Eˆ[ϕ(Bt)] = Eˆ[ϕ(Bt+s −Bs)]. (3.5)
Next for each ϕ ∈ Cb.Lip(R(n+1)×d), (γ, µ) ∈ AΘ and t, s ≥ 0, taking ξ := (B0,γ,µt1 , · · · , B0,γ,µtn ) for
t1 < · · · tn ≤ t and using the argument in Lemma 44 of [5], we have
ess sup
γ,µ∈AΘ
EP 0 [ϕ((B
0,γ,µ
t1
, · · · , B0,γ,µtn ), Bt,γ,µt+s )|F0t ] = (ess sup
γ,µ∈AΘ
EP 0 [ϕ(x,B
t,γ,µ
t+s )|F0t ])x=(B0,γ,µt1 ,··· ,B0,γ,µtn )
= ( sup
γ,µ∈AΘ
EP 0 [ϕ(x,B
t,γ,µ
t+s )])x=(B0,γ,µt1 ,··· ,B
0,γ,µ
tn
).
Taking firstly expectation EP 0 and then supremum over γ, µ ∈ AΘ to both sides yield that
sup
γ,µ∈AΘ
EP 0 [ϕ((B
0,γ,µ
t1
, · · · , B0,γ,µtn ), Bt,γ,µt+s )] = sup
γ,µ∈AΘ
EP 0 [( sup
γ,µ∈AΘ
EP 0 [ϕ(x,B
t,γ,µ
t+s )])x=(B0,γ,µt1 ,··· ,B
0,γ,µ
tn
)],
which is,
Eˆ[ϕ((Bt1 , · · · , Btn), Bt+s −Bt)] = Eˆ[Eˆ[ϕ(x,Bt+s −Bt)]x=(Bt1 ,··· ,Btn )].
The proof is complete.
Note that when Θ has only a single point (γ, µ), B is the classical linear Brownian motion with B1 ∼
N(µ, γγT ). So the generalized G-Brownian motion can be regarded as a Brownian motion with mean and
covariance uncertainty described by Θ. Remark that when G = G(A), the generalized G-Brownian motion
reduces to symmetric G-Brownian motion which has only volatility uncertainty.
Remark 3.4 In our article, for the purpose of running a more general PDEs, we use the generalized G-
Brownian motion. Most results by now about symmetric G-Brownian motion still hold for generalized
G-Brownian motion and the proofs are just similar, so we will give them directly, except that we need to
clarify some basic properties of generalized G-Brownian motion and the construction of related stochastic
calculus, which are more sophisticated.
Property (2) in Theorem 3.3 allows us to define a time-consistent conditional G-expectation in the
following way: for X = ϕ(Bt1 , Bt2 −Bt1 , · · · , Btn −Btn−1), the conditional expectation at tj is defined by
Eˆtj [X ] := ψ(Bt1 , Bt2 −Bt1 , · · · , Btj −Btj−1),
where
ψ(x1, · · · , xj) = Eˆ[ϕ(x1, · · · , xj , Btj+1 −Btj , · · · , Btn −Btn−1)].
The conditional G-expectation Eˆt[·] can be extended continuously to L1C(Ωd), and can preserve most prop-
erties of the linear expectation except the linearity, see [29].
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In the remainder of this section, we shall study the stochastic calculus with respect to B. We set
G1(A) := sup(γ,µ)∈Θ
1
2 〈A, γγT 〉 = G(A, 0) and g(p) := sup(γ,µ)∈Θ〈p, µ〉 = G(0, p). Then consider two sets:
Γ := {γ ∈ Rd×d : 1
2
〈A, γγT 〉 ≤ G1(A), for each A ∈ S(d)}, Σ := {µ ∈ Rd : 〈p, µ〉 ≤ g(p), for each p ∈ Rd}.
It is obvious that Θ ⊂ Γ × Σ. For any γ ∈ Γ and µ ∈ Σ, we have 0 ≤ γγT ≤ σ2Id×d and |µ| ≤ β with
σ2 := supγ∈Γ λ
max[γγT ] and β := supµ∈Σ |µ|, where λmax[γγT ] is maximal eigenvalue of γγT .
The proof for the following lemma can be found in [30] (see also [14]).
Lemma 3.5 For any P ∈ P, we have
EP [ξ|Ft] ≤ Eˆt[ξ], P -a.s., for each ξ ∈ L1C(Ωd). (3.6)
Next we give the semi-martingale decomposition for generalized G-Brownian motion, which is crucial for
our main results. The proof will be given in Appendix.
Theorem 3.6 For any P ∈ P, Bt is a d-dimensional semimartingale with decomposition Bt = MPt + APt
such that, P -a.s., APt , 〈M〉Pt is absolutely continuous with respect to t and
dAPt
dt
∈ Σ and d〈M〉
P
t
dt
∈ ΓΓT := {γγT : γ ∈ Γ}, a.e. t, P-a.s.
Here we denote the quadratic variation of a martingale under P by 〈·〉P .
Using the above theorem, we can now define the stochastic integral with respect to generalized G-
Brownian motion. For each p ≥ 1 and 0 < T <∞, set
Mp,0G (0, T ) :={η := ηt(ω) = ξ0I{0} +
N−1∑
j=0
ξj(ω)I(tj ,tj+1](t), for any N ∈ N,
0 = t0 ≤ t1 ≤ · · · ≤ tN ≤ T, ξj ∈ LpC(Ωd) ∩ Ftj , j = 0, 1 · · · , N}.
Mp,0b (0, T ) :={η := ηt(ω) = ξ0I{0} +
N−1∑
j=0
ξj(ω)I(tj ,tj+1](t), for any N ∈ N,
0 = t0 ≤ t1 ≤ · · · ≤ tN ≤ T, ξj ∈ Lpb(Ωd) ∩ Ftj , j = 0, 1 · · · , N}.
For each η ∈ Mp,0b (0, T ), set ‖η‖Mpb (0,T ) := (Eˆ[
∫ T
0 |ηt|pdt])
1
p and denote by MpC(0, T ) (M
p
b (0, T ), resp.) the
completion of Mp,0C (0, T ) (M
p,0
b (0, T ), resp.) under the norm ‖ · ‖Mpb (0,T ).
Then for each η ∈M2,0b (0, T ;Rd), we define the stochastic integral with respect to Bt as∫ T
0
〈ηt, dBt〉 :=
N−1∑
j=0
〈ξj , Btj+1 −Btj 〉,
which is a linear mapping from M2,0b (0, T ;R
d) to L2b(Ωd). Moreover, it holds that
Proposition 3.7 For each η ∈M2,0b (0, T ;Rd) and Y ∈ L(Ωd), we have
Eˆ[−β
∫ T
0
|ηt|dt+ Y ] ≤ Eˆ[
∫ T
0
〈ηt, dBt〉+ Y ] ≤ Eˆ[β
∫ T
0
|ηt|dt+ Y ], (3.7)
Eˆ[(
∫ T
0
〈ηt, dBt〉)2] ≤ 2(σ2 + β2T )Eˆ[
∫ T
0
|ηt|2dt]. (3.8)
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Proof. We just prove (2), since the proof for (1) is similar. For any P ∈ P , by Theorem 3.6, we have
EP [(
∫ T
0
〈ηt, dBt〉)2] ≤ 2EP [(
∫ T
0
〈ηt, dMPt 〉)2] + 2EP [(
∫ T
0
〈ηt, dAPt 〉)2]
≤ 2EP [
∫ T
0
〈ηtηTt , d〈MP 〉Pt 〉] + 2EP [(
∫ T
0
|〈ηt, dAPt 〉|)2]
≤ 2σ2EP [
∫ T
0
|ηt|2dt] + 2β2TEP [
∫ T
0
|ηt|2dt].
(3.9)
Taking supremum on both sides, we get the desired result.
It is worth mentioning that
∫ T
0 〈ηt, dBt〉 is defined q.s., and under each P , it is equivalent to the classical
stochastic integral with respect to semi-martingale Bt. By above proposition, the stochastic integral can be
extended continuously to M2b (0, T ;R
d) just as in Itoˆ’s way. Remark that when η ∈ M2C(0, T ;Rd), we have∫ T
0
〈ηt, dBt〉 ∈ L2C(Ωd). Moreover, we can also obtain stochastic integral on optional time interval as [19].
The mapping τ : Ωd → [0,∞) is called a stopping time if (τ ≤ t) ∈ Ft and an optional time if (τ < t) ∈ Ft
for each t ≥ 0.
Lemma 3.8 For each optional time τ and η ∈M2b (0, T ;Rd), we have ηI[0,τ ] ∈M2b (0, T ;Rd) and∫ τ∧t
0
〈ηs, dBs〉 =
∫ t
0
〈I[0,τ ]ηs, dBs〉. (3.10)
Proof. The proof is similar to the one of [19].
Remark 3.9 Note that the optional times may do not possess enough continuity in ω, so in general we
cannot expect ηI[0,τ ] ∈M2C(0, T ;Rd) for η ∈M2C(0, T ;Rd), see [16].
The quadratic variation process of B is defined by
〈B〉t := BtBTt −
∫ t
0
BsdB
T
s −
∫ t
0
dBsB
T
s . (3.11)
For any P ∈ P , we have
〈B〉t = 〈B〉Pt = 〈MP 〉Pt , P -a.s.
Hence,
d〈B〉t
dt
∈ ΓΓT , q.s.
Thus we can define the stochastic integral
∫ T
0
〈ηt, d〈B〉t〉 for η ∈ M1b (0, T ; S(d)) similarly as the one for dBt
and following property hold:
Eˆ[|
∫ T
0
〈ηt, d〈B〉t〉|] ≤ σ2
√
dEˆ[
∫ T
0
|ηt|dt].
Definition 3.10 A process (Mt)t≥0 is called a G-martingale if for each t ∈ [0,∞), Mt ∈ L1C(Ωd) ∩ Ft and
for each s ∈ [0, t], we have Eˆs[Mt] =Ms.
Lemma 3.11 For each A ∈ S(d), p ∈ Rd and t ≥ 0,
Eˆ[
1
2
〈A, 〈B〉t〉+ 〈p,Bt〉] = G(A, p)t. (3.12)
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Proof. By a direct calculation, we have
Eˆ[
1
2
〈A, 〈B〉t〉+ 〈p,Bt〉] = sup
(γ,µ)∈AΘ
EP 0 [
1
2
∫ t
0
〈A, γsγTs 〉ds+
∫ t
0
〈p, µs〉ds] ≤ G(A, p)t (3.13)
by the definition of G and the fact that (γs, µs) take values in Θ. On the other hand, choosing (γ1, µ1) ∈ Θ
so that G(A, p) = 12 〈A, γ1γ1T 〉 + 〈p, µ1〉 and taking γs = γ1s, µs = µ1s, we could get equality in equation
(3.13) and this completes the proof.
Proposition 3.12 Let η ∈M1C(0, T ; S(d)), ζ ∈M2C(0, T ;Rd). Then
Mt :=
∫ t
0
〈ηs, d〈B〉s〉+ 2
∫ t
0
〈ζs, dBs〉 − 2
∫ t
0
G(ηs, ζs)ds
is a G-martingale on [0, T ].
Proof. By a standard approximation argument, the proof follows from Lemma 3.11 and the properties of
Eˆt.
Now we are ready to state the SDEs driven by the generalized G-Brownian motion:
dXxt = b(X
x
t )ds+
d∑
i,j=1
hij(X
x
t )d〈Bi, Bj〉t +
d∑
j=1
σj(X
x
t )dB
j
t , X
x
0 = x; t ≥ 0, (3.14)
where x ∈ Rn and b, hij = hji, σj : Rn → Rn are given Lipschitz functions. Denote by σ = [σ1, · · · , σd].
From Proposition 3.7 and the contraction mapping method as in [29], we can obtain that the G-SDE (3.14)
has a unique solution X ∈M2C(0, T ). Moreover, we have the following Itoˆ’s formula for G-SDEs (3.14).
Theorem 3.13 Let f be in C2(Rn) such that all the second order partial derivatives satisfy the polynomial
growth condition. Then
f(Xxt )− f(x) =
∫ t
0
〈Df(Xxs ), b(Xxs )〉ds+
∫ t
0
〈Df(Xxs ), σ(Xxs )dBs〉+
d∑
i,j=1
∫ t
0
〈Df(Xxs ), hij(Xxs )d〈Bi, Bj〉s〉
+
1
2
∫ t
0
〈σ(Xxs )TD2f(Xxs )σ(Xxs ), d〈B〉s〉. (3.15)
Finally, we shall investigate the Markov property for the G-SDEs (3.14). Let τ be an optional time
satisfying:
(H) c({τ > T })→ 0, as T →∞.
For each p ≥ 1, we set
L0,p,τ+C (Ωd) = {X =
n∑
i=1
ξiIAi : n ∈ N, {Ai}ni=1 is an Fτ+-partition of Ωd, ξi ∈ LpC(Ωd), i = 1, · · · , n}
and denote by Lp,τ+C (Ω) the completion of L
0,p,τ+
C (Ω) under the norm || · ||p. We also define
L1,τ+,∗C (Ω) := {X : there exists Xn ∈ L1,τ+C (Ωd) such that Xn ↑ X q.s.}.
By a similar analysis as in [13], the conditional expectation Eˆτ+ is well defined on L
1,τ+,∗
C (Ωd) and can pre-
serve most properties of linear conditional expectation except the linearity. The conditional expectation Eˆτ
for a stopping time τ satisfying (H) is defined similarly on L1,τ,∗C (Ωd), where L
1,τ,∗
C (Ωd) is defined analogously
to L1,τ+,∗C (Ω) with Fτ+ replaced by Fτ . Then we have
9
Theorem 3.14 Let Y be lower semi-continuous on Ωn and bounded from below. Then Y (X
x
τ+·) ∈ L1,τ+,∗C (Ωd)
and
Eˆτ+[Y (X
x
τ+·)] = Eˆ[Y (X
y
· )]y=Xxτ . (3.16)
Moreover, if Y ∈ Cb(Ωn), then
Y (Xxτ+·) ∈ L1,τ+C (Ωd), and Y (Xxτ+·) ∈ L1,τC (Ωd) if furthermore τ is a stopping time. (3.17)
Proof. The proof is similar to Lemma 4.1, Theorem 4.2, 4.4 and Corollary 4.8 in [13] line by line.
4 Exit times for G-SDEs
In this section, we shall give a detailed study of the exit times for G-SDEs (3.14) from a bounded open set.
For symbol simplicity, we only consider the case where hij ≡ 0 and the results still hold for the general case.
From now on we always assume that G satisfies the uniformly elliptic condition, i.e., there exists three
constants 0 < σ2 ≤ σ2 <∞ and β ≥ 0 such that, for each A1 ≥ A2 ∈ S(d) and p1, p2 ∈ Rd,
σ2
2
tr(A1 −A2)− β|p1 − p2| ≤ G(A1, p1)−G(A2, p2) ≤ σ
2
2
tr(A1 −A2) + β|p1 − p2|, (4.1)
In fact we can depict the uniform ellipticity of G by Θ: G is uniformly elliptic with parameters (σ2, σ2, β) iff
σ2Id×d ≤ γγT ≤ σ2Id×d and |µ| ≤ β for each (γ, µ) ∈ Θ.
Then it holds that
g(p) ≤ β|p|, σ
2
2
tr(A) ≤ G1(A) ≤ σ
2
2
tr(A) for A ≥ 0 and σ2Id×d ≤ d〈B〉t
dt
≤ σ2Id×d, q.s.
In the following, we also assume that Q is a bounded open set in Rn and σ is non-degenerate, i.e., there
exists a constant λ > 0 such that
λIn×n ≤ σ(y)σ(y)T , for all y ∈ Q.
We will always use Cf (Lf , resp.) to denote the bound (the Lipschitz constant, resp.) of a function f on Q.
Then we get that
λIn×n ≤ σ(y)σ(y)T ≤ C2σIn×n for all y ∈ Q. (4.2)
For each set D ⊂ Rn and for any x ∈ Rn, we define the exit times of Xx by
τxD(ω) := inf{t ≥ 0 : Xxt (ω) ∈ Dc}, for ω ∈ Ωd.
Now we shall study the properties of τx
Q
and τxQ.
Lemma 4.1 There exists a constant C > 0 depending only on σ2, λ, β, Cb, Cσ and the diameter of Q such
that for all x ∈ Q,
Eˆ[τx
Q
] ≤ C. (4.3)
10
Proof. Without loss of generality, we can assume 0 ∈ Q. Let h(y) := Aeαy1 on Q and take A,α ≥ 0 large
enough such that h2 (σ
2λα2 − 2αCb − 2βαCσ) ≥ 1 on Q. By Itoˆ’s formula (extending h to Rn smoothly if
necessary), we have
h(Xxτx
Q
∧t)− h(x) =
∫ τx
Q
∧t
0
αh(Xxs )〈σ1(Xxs ), dBs〉+
∫ τx
Q
∧t
0
αh(Xxs )b
1(Xxs )ds
+
1
2
∫ τx
Q
∧t
0
α2h(Xxs )〈σ1(Xxs )Tσ1(Xxs ), d〈B〉s〉
≥
∫ τx
Q
∧t
0
αh(Xxs )〈σ1(Xxs ), dBs〉 −
∫ τx
Q
∧t
0
αCbh(X
x
s )ds+
1
2
∫ τx
Q
∧t
0
α2σ2λh(Xxs )ds,
where σ1, b1 is the first row of σ, b, respectively, and we have used the matrix inequality 〈A,D〉 ≥ 〈B,D〉
for A ≥ B,D ≥ 0 in the last inequality. With the help of Proposition 3.7, taking expectation to both sides
gives that
2Ch ≥ Eˆ[
∫ τx
Q
∧t
0
h(Xxs )
2
(σ2λα2 − 2αCb − 2βαCσ)ds] ≥ Eˆ[τxQ ∧ t].
Letting t→∞, we get the desired result.
Lemma 4.2 There exists a constant C > 0 depending only on σ2, λ, β, Cb, Cσ and the diameter of Q such
that for all x ∈ Q,
Eˆ[(τx
Q
)2] ≤ C. (4.4)
Proof. Without loss of generality, we can assume 0 ∈ Q. Consider th(y), where h with A,α is assumed as
in the proof of Lemma 4.1. By Itoˆ’s formula, we have
(τx
Q
∧ t)h(Xxτx
Q
∧t) =
∫ τx
Q
∧t
0
h(Xxs )ds+
∫ τx
Q
∧t
0
sαh(Xxs )〈σ1(Xxs ), dBs〉+
∫ τx
Q
∧t
0
sαh(Xxs )b
1(Xxs )ds
+
1
2
∫ τx
Q
∧t
0
sα2h(Xxs )〈σ1(Xxs )Tσ1(Xxs ), d〈B〉s〉
≥
∫ τx
Q
∧t
0
sαh(Xxs )〈σ1(Xxs ), dBs〉 −
∫ τx
Q
∧t
0
sαCbh(X
x
s )ds+
1
2
∫ τx
Q
∧t
0
sα2σ2λh(Xxs )ds.
Taking expectation on both sides, we get that
ChEˆ[τ
x
Q
∧ t] ≥ Eˆ[(τx
Q
∧ t)h(Xxτx
Q
∧t)] ≥ Eˆ[
∫ τx
Q
∧t
0
sds] =
1
2
Eˆ[(τx
Q
∧ t)2].
Letting t→∞ and we obtain that
Eˆ[(τx
Q
)2] ≤ 2ChEˆ[τxQ],
which together with Lemma 4.1 imply the desired result.
Remark 4.3 By Theorem 2.2, we know that τx
Q
∈ L1b(Ωd) for any x ∈ Rn, since the case that x ∈ Q
c
is
trivial.
In order to state the main result, we need the following additional condition on the bounded open set Q.
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· An open set O is said to satisfy the exterior ball condition if for all x ∈ ∂O, there exists an open ball
U(z, r) such that U(z, r) ⊂ Oc and x ∈ ∂U(z, r).
In the rest of this paper, we always assume that Q satisfies the exterior ball condition. The following tells
us that G-SDEs originating at the boundary point with exterior ball will exit Q immediately.
Lemma 4.4 For each x ∈ ∂Q, we have q.s. τx
Q
= 0, i.e., for each ε > 0, there exists a point t ∈ (0, ε] such
that Xxt ∈ Q
c
.
Proof. Assume U(z, r) is the exterior ball of Q at x. We are going to prove the conclusion by a technique
from Lions and Menaldi [20]. We set h(y) := e−k|y−z|
2
, where the constant k will be determined in the
sequel. Then we have
Dyh(y) = −2k(y − z)e−k|y−z|2 ,
D2yyh(y) = (4k
2(yi − zi)(yj − zj)− 2kδij)e−k|y−z|2 = (4k2(yi − zi)(yj − zj))e−k|y−z|2 − (2kδij)e−k|y−z|2 .
Note that the matrix (4k2(yi − zi)(yj − zj))e−k|y−z|2 = 4k2(y− z)(y− z)T e−k|y−z|2 and (2kδij)e−k|y−z|2
are nonnegative. Choosing k large enough, we can find some constant µ > 0 so that for all y ∈ Q,
〈σ(y)TD2yyh(y)σ(y),
d〈B〉t
dt
〉+ 2〈Dyh(y), b(y)〉 − 2β|σT (y)||Dyh(y)|
= 〈σ(y)T (4k2(yi − zi)(yj − zj))σ(y), d〈B〉t
dt
〉e−k|y−z|2 − 〈σ(y)T (2kδij)σ(y), d〈B〉t
dt
〉e−k|y−z|2
− 4k〈(y − z), b(y)〉e−k|y−z|2 − 2β|σT (y)||Dyh(y)|
≥ (4σ2λk2|y − z|2 − 4k(Cb + βCσ)|y − z| − 2kσ2C2σ)e−k|y−z|
2 ≥ µ.
Then applying Itoˆ’s formula, we derive that
h(Xxτx
Q
∧t)− h(x) =
∫ τx
Q
∧t
0
〈Dyh(Xxs ), σ(Xxs )dBs〉+
∫ τx
Q
∧t
0
〈Dyh(Xxs ), b(Xxs )〉ds
+
1
2
∫ τx
Q
∧t
0
〈σ(Xxs )TD2yyh(Xxs )σ(Xxs ), d〈B〉s〉.
Taking expectation to both sides and using Proposition 3.7, we conclude that
µ
2
Eˆ[τx
Q
∧ t] ≤ Eˆ[h(Xτx
Q
∧t)− h(x)] ≤ 0,
since h(y)− h(x) ≤ 0 for y ∈ U(z, r)c. Therefore, it holds that
Eˆ[τx
Q
∧ t] ≤ 0.
Letting t→∞, we obtain Eˆ[τx
Q
] ≤ 0, from which we get that τx
Q
= 0 q.s. The proof is complete.
Lemma 4.4 indicates that τxQ = τ
x
Q
for the boundary points of Q. In the following, we shall show that it
also remains true for inner points of Q.
Theorem 4.5 For each x ∈ Rn, we have
τxQ = τ
x
Q
, q.s.
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In order to prove Theorem 4.5, we will study the continuity of τxQ in ω. For this purpose, we shall consider
the image space Ωn of G-SDE (3.14). Denote by B
′ the canonical process on Ωn. For each subset D of R
n,
we define on Ωn the exit times of B
′ by
τx,1D (ω) := inf{t ≥ 0 : x+ ωt ∈ Dc}, for ω ∈ Ωn.
Then we have that τxD(ω) = τ
0,1
D (X
x
· (ω)). We need following lemmas to complete the proof of Theorem 4.5.
Lemma 4.6 On Ωn, τ
x,1
Q is lower semi-continuous and τ
x,1
Q
is upper semi-continuous.
Proof. We just prove that τx,1
Q
is upper semi-continuous, since the proof of another part is similar.
For any given ω ∈ Ωn, set t0 := τx,2Q (ω). It suffices to consider the case where t0 < ∞. Then we can
find an arbitrarily small ε > 0 such that x + B′t0+ε(ω) ∈ Q
c
. Since Q
c
is open, there exists an open ball
U(x + B′t0+ε(ω), r) with center x + B
′
t0+ε(ω) and radius r such that U(x + B
′
t0+ε(ω), r) ⊂ Q
c
. For each ω′
whose distance with ω is small enough, we will have x + B′t0+ε(ω
′) ∈ U(x + B′t0+ε(ω), r) ⊂ Q
c
. That is,
τx,1
Q
(ω′) ≤ t0 + ε. This completes the proof.
By Kolmogorov’s criterion, (Xxt )t≥0 induces a tight family of probabilities P ◦ (Xx· )−1 := {P ◦ (Xx· )−1 :
P ∈ P} on Ωn. We denote the induced upper capacity by cx2 := cP◦(Xx
·
)−1 = supP∈P P ◦ (Xx· )−1 and the
induced upper expectation by Eˆx2 := EˆP◦(Xx
·
)−1 = supP∈P EP◦(Xx
·
)−1 . More generally, for a set A ∈ Rn, we
define PA2 := ∪x∈AP ◦ (Xx· )−1, and EˆA2 := EˆPA2 = supP∈PA2 EP as well as cA2 := cPA2 = supP∈PA2 P .
Lemma 4.7 Assume (yk)k≥1 is a sequence in R
n such that |yk − y| → 0 for some y. Then for each
ϕ ∈ Cb(Ωn), we have
Eˆ[|ϕ(Xy· )− ϕ(Xyk· )|]→ 0.
Proof. By Lemma 3.1 in Chap VI of [29], we can choose a sequence of ϕm ∈ Cb(Ωn) such that |ϕm| ≤ Cϕ,
0 ≤ |ϕm(ω) − ϕm(ω′)| ≤ m||ω − ω′||C[0,m] and ϕm ↑ ϕ, as m → ∞. We pick a compact set K ⊂ Rn such
that yk, y ∈ K for each k ≥ 1 and then the family PK2 is tight by Kolmogorov’s criterion. Then for any fixed
ε > 0, there is a compact set K˜ ⊂ Ωn such that cK2 (K˜c) ≤ ε, which implies cz2(K˜c) ≤ ε uniformly for z ∈ K.
By Dini’s theorem, ϕm ↑ ϕ uniformly on K˜. So we can take m large enough such that 0 ≤ ϕ − ϕm ≤ ε on
K˜. Then by the basic estimate for G-SDEs, we obtain some constant C ≥ 0 such that
Eˆ[|ϕ(Xy· )− ϕ(Xyk· )|] ≤ Eˆy2 [|ϕ− ϕm|] + Eˆ[|ϕm(Xy· )− ϕm(Xyk· )|] + Eˆyk2 [|ϕ− ϕm|]
≤ Eˆy2 [|ϕ− ϕm|IK˜ ] +mC|y − yk|+ Eˆyk2 [|ϕ− ϕm|IK˜ ] + 2Cϕcy2(K˜c) + 2Cϕcyk2 (K˜c)
≤ 2ε+mC|y − yk|+ 4Cϕε.
Letting k →∞, we obtain that
lim sup
k→∞
Eˆ[|ϕ(Xy· )− ϕ(Xyk· )|] ≤ 2ε+ 4Cϕε.
Since ε can be arbitrary small, we obtain the desired lemma.
Lemma 4.8 Assume ϕ ∈ Cb(Ωn). Then it holds that ϕ(Xx· ) ∈ L1C(Ωd).
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Proof. This follows from (3.17) for stopping time τ = 0 in Theorem 3.14.
Now we are in a position to state the proof of Theorem 4.5.
The proof of Theorem 4.5. The case that x ∈ Qc is trivial and the case that x ∈ ∂Q is from Lemma
4.4. Then we just need to consider the case that x ∈ Q. It suffices to prove that Eˆ[(τx
Q
− τxQ) ∧ t] = 0 for
each t > 0.
Denote δt = (τ
0,1
Q
− τ0,1Q ) ∧ t, then (τxQ − τxQ) ∧ t = δt(Xx· ) = δt(XxτxQ+·) by the definition. Since δt is
bounded and upper semi-continuous on Ωn, we can find a sequence of continuous functions (fm)m≥1 on Ωn
such that 0 ≤ fm ≤ 2t and fm ↓ δt. Then it follows from Theorem 3.14 that,
Eˆ[(τx
Q
− τxQ) ∧ t] = Eˆ[δt(Xxτx
Q
+·)] ≤ Eˆ[fm(Xxτx
Q
+·)] = Eˆ[Eˆ[fm(X
y
· )]y=Xxτx
Q
], for all m ≥ 1.
Denote ϕm(y) = Eˆ[fm(X
y
· )] for y ∈ Rn. Recalling Lemma 4.8, we have fm(Xy· ) ∈ L1C(Ωd). Then
Proposition 2.3 and Lemma 4.4 imply that for each y ∈ ∂Q
ϕm(y) ↓ Eˆ[δt(Xy· )] = 0, as m→∞.
Since ϕm is continuous on ∂Q by Lemma 4.7, we derive that ϕm(y) ↓ 0 uniformly on ∂Q by Dini’s theorem.
Consequently, we deduce that
Eˆ[Eˆ[fm(X
y
· )]y=Xxτx
Q
] = Eˆ[ϕm(X
x
τxQ
)] ↓ 0, as m→∞,
which implies the desired result.
Now we are going to show that the exit times are quasi-continuous.
Lemma 4.9 If K is a compact set in Rn, then the set PK2 is weakly compact on Ωn.
Proof. Let (Pk ◦ (Xxk· )−1)k≥1 be any sequence in PK2 . Since K is compact, we can find a subsequence xkm
such that |xkm − x| → 0 for some x ∈ K. Note that P is weakly compact, there is a subsequence Pkml ∈ P
such that Pkml converges to some P ∈ P . For any ϕ ∈ Cb(Ωn), note that ϕ(Xx· ) ∈ L1C(Ωd). Then in view
of Lemma 4.7 and Lemma 29 in [5], we get that
lim
l→∞
|E
Pkml
◦(X
xkml
·
)−1
[ϕ]− EP◦(Xx
·
)−1 [ϕ]|
≤ lim
l→∞
|E
Pkml
◦(X
xkml
·
)−1
[ϕ]− EPkml ◦(Xx· )−1 [ϕ]|+ liml→∞ |EPkml ◦(Xx· )−1 [ϕ]− EP◦(Xx· )−1 [ϕ]|
≤ lim
l→∞
|EPkml [ϕ(X
xkml
· )]− EPkml [ϕ(X
x
· )]|+ lim
l→∞
|EPkml [ϕ(X
x
· )]− EP [ϕ(Xx· )]|
≤ lim
l→∞
Eˆ[|ϕ(Xxkml· )− ϕ(Xx· )|] = 0,
which ends the proof.
Theorem 4.10 Let K be a bounded set in Rn. Then τ0,1Q and τ
0,1
Q
both belong to L1C(Ωn,PK2 ).
Proof. We just need to prove the case that K is a compact set since a bounded set is contained in some
compact set. Let Γ = {τ0,1Q = τ0,1Q }. Then cK2 (Γc) = supx∈K cx2(Γc) = supx∈K c({τxQ < τxQ}) = 0 by Theorem
4.5. Moreover, we can write the polar set as
Γc = {τ0,1Q < τ0,1Q } =
⋃
s<r;s,r∈Q
{τ0,1Q ≤ s} ∩ {τ0,1Q ≥ r}.
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By the semi-continuity of τ0,1Q and τ
0,1
Q
, we conclude that {τ0,1Q ≤ s} ∩ {τ0,1Q ≥ r} is closed. Note that cK2 is
weakly compact by Lemma 4.9. Then according to Proposition 2.3, for any ε > 0, there exists an open set
O ⊃ Γc such that cK2 (O) < ε2 . By Lemma 4.1, we can take k large enough such that cK2 (τ0,1Q > k) ≤ ε2 . Set
F = Oc ∩ {τ0,1Q ≤ k}. It is obvious that cK2 (F c) ≤ ε and τ0,1Q = τ0,1Q are continuous on F .
Recalling Lemma 4.2, we conclude that
Eˆ
K
2 [τ
0,1
Q I{τ0,1
Q
>N}] ≤ EˆK2 [τ0,1Q I{τ0,1Q >N}] ≤
EˆK2 [|τ0,1Q |2]
N
=
supx∈K Eˆ[|τxQ|2]
N
→ 0, as N →∞,
which together with the characterization of L1C(Ωn,PK2 ) (Theorem 2.2) imply the desired the result.
Finally we study the continuity property of τxQ with respect to x. For each ε > 0, we denote Qε :=
{x ∈ Q : dist(x, ∂Q) > ε} and Q−ε := {x ∈ Rn : dist(x,Q) < ε}. Then the exterior ball condition can be
preserved for the following approximation from inside.
Lemma 4.11 For any ε > 0, Qε also satisfies the exterior ball condition.
Proof. Let x be in ∂Qε. Then there exists a point x
′ ∈ ∂Q such that d(x, x′) = ε. Assume that U(y, r) is
the exterior ball of Q at x′. We claim that U(y + (x − x′), r) = U(y, r) + (x − x′) is the exterior ball of Qε
at x. Indeed, for any z ∈ Qε, we have z + (x′ − x) ∈ Q and then
d(z, y + x− x′) = d(z + (x′ − x), y) > r.
The proof is complete.
For any fixed T > 0, by a standard argument we can find some constant CT depending on T such that
Eˆ[ sup
0≤t≤T
|Xxt −Xyt |n+1] ≤ CT |x− y|n+1.
It follows from Kolmogorov’s criterion for continuity that for any fixed α ∈ (0, 1
n+1 )
Eˆ[ηn+1T ] <∞, where ηT := sup
x 6=y
sup0≤t≤T |Xxt −Xyt |
|x− y|α . (4.5)
From this and Lemma 4.6, it is easy to prove that, q.s., τxQ and τ
x
Q
are lower and upper-continuous with
respect to x. Then Theorem 4.5 implies that,
τxkQ → τxQ, q.s. (4.6)
whenever |xk − x| → 0. Moreover, we have
Lemma 4.12 Assume |xk − x| → 0. Then
Eˆ[τxQ ∨ τxkQ − τxQ ∧ τxkQ ]→ 0, as k →∞. (4.7)
Proof. For any L > 0, T > 0 and ε > 0, let α and ηT be defined as in (4.5). We consider the set that
Q−Lεα = {v ∈ Rn : dist(v,Q) < Lεα}. For any y such that |x − y| ≤ ε, on {ηT ≤ L} ∩ {τyQ ≤ T } we have
that
sup
0≤t≤τy
Q
|Xyt −Xxt | ≤ Lεα,
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which implies that τyQ ≤ τxQ
−Lεα
. Similarly, for QLεα = {v ∈ Q : dist(v,Q) > Lεα}, we have τxQLεα ≤ τ
y
Q on
{ηT ≤ L} ∩ {τyQ ≤ T }.
For each Q−Lεα , take a bounded open set Q˜−Lεα with smooth boundary such that Q−Lεα ⊂ Q˜−Lεα and
Q˜−Lεα ↓ Q. It follows from Theorem 4.10 that τ0,1
Q˜
−Lεα
− τ0,1QLεα ∈ L1C(Ωn,P ◦ (Xx· )−1) since Q˜−Lεα and QLεα
both satisfy the exterior ball condition. Then we get that
Eˆ[τxQ ∨ τxkQ − τxQ ∧ τxkQ ]
≤ Eˆ[(τxQ ∨ τxkQ − τxQ ∧ τxkQ )I{τxkQ ≤T}I{ηT≤L}] + Eˆ[(τ
x
Q ∨ τxkQ − τxQ ∧ τxkQ )I{τxkQ ≤T}I{ηT>L}]
+ Eˆ[(τxQ ∨ τxkQ − τxQ ∧ τxkQ )I{τxkQ >T}]
≤ Eˆ[(τxQ ∨ τxkQ − τxQ ∧ τxkQ )I{τxkQ ≤T}I{ηT≤L}] + Eˆ[τ
x
Q ∨ τxkQ I{ηT>L}] + Eˆ[τxQ ∨ τxkQ I{τxkQ >T}]
=: I1 + I2 + I3.
(4.8)
For I1, we take k large enough such that |xk − x| ≤ ε. Then for any T and L, it follows that
I1 ≤ Eˆ[(τxQ˜
−Lεα
− τxQLεα )I{τxkQ ≤T}I{ηT≤L}] ≤ Eˆ[τ
x
Q˜
−Lεα
− τxQLεα ] = Eˆx2 [τ0,1Q˜
−Lεα
− τ0,1QLεα ],
which indicates that for each ε > 0
lim sup
k→∞
I1 ≤ Eˆx2 [τ0,1Q˜
−Lεα
− τ0,1QLεα ].
Sending ε→ 0 and using Proposition 2.3 and Theorem 4.5, we get that
lim sup
k→∞
I1 ≤ Eˆx2 [τ0,1Q − τ
0,1
Q ] = Eˆ[τ
x
Q
− τxQ] = 0.
For any δ > 0, by Lemma 4.2 and Proposition 19 in [5] we can first take T large enough such that I3 ≤ δ
and then take L large enough such that I2 ≤ δ for each k. Now letting k →∞ in (4.8), we get that
lim sup
k→∞
Eˆ[τxQ ∨ τxkQ − τxQ ∧ τxkQ ] ≤ 2δ.
Sending δ → 0 and we get the desired result.
5 Application to probabilistic representations for PDEs
This section is devoted to studying the relationship between SDEs driven by generalized G-Brownian motion
and fully nonlinear elliptic equations. In fact, with the help of the results of the previous sections, we shall
introduce a stochastic representation for a class of fully nonlinear elliptic equations with Dirichlet boundary.
The following results are important for our future discussion. First, we shall extend the Theorem 3.14 to
a more general case.
Theorem 5.1 Let τ be an optional time satisfying assumption (H). Then for each Y ∈ L1C(Ωn,P◦(Xxτ+·)−1),
Y (Xxτ+·) ∈ L1,τ+C (Ωd) and Eˆτ+[Y (Xxτ+·)] = Eˆ[Y (Xy· )]y=Xxτ . (5.1)
Moreover, if τ is also a stopping time, we have Y (Xxτ+·) ∈ L1,τC (Ωd).
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Proof. The proof shall be divided into the following three steps.
1 Bounded case. Suppose Y is bounded by some constant CY . Then by Theorem 2.2, for any ε > 0 we
can pick a closed set D in Ωn such that c(O) ≤ ε and Y |D is continuous, where O := (Xxτ+·)−1(Dc). By
Tietze extension theorem, there is a continuous function Y˜ on Ωn such that Y˜ = Y on D and |Y˜ | ≤ CY .
Recalling Theorem 3.14, we get that
Eˆτ+[Y˜ (X
x
τ+·)] = Eˆ[Y˜ (X
y
· )]y=Xxτ .
For the left side, it holds that
Eˆ[|Y˜ (Xxτ+·)− Y (Xxτ+·)|] ≤ Eˆ[|Y˜ − Y |(Xxτ+·)IOc ] + Eˆ[|Y˜ − Y |(Xxτ+·)IO] ≤ 2CY c(O) ≤ 2CY ε.
For the right side, since |Y − Y˜ | ≤ 2CY IDc and Dc is open in Ωn, applying Theorem 3.14 yields
Eˆ[|Eˆ[Y˜ (Xy· )]y=Xxτ − Eˆ[Y (Xy· )]y=Xxτ |] ≤ 2CY Eˆ[Eˆ[IDc(Xy· )]y=Xxτ ] = 2CY Eˆ[Eˆτ+[IDc(Xxτ+·)]] = 2CY Eˆ[IDc(Xxτ+·)],
which implies that
Eˆ[|Eˆ[Y˜ (Xy· )]y=Xxτ − Eˆ[Y (Xy· )]y=Xxτ |] ≤ 2CY Eˆ[IDc(Xxτ+·)IOc ] + 2CY Eˆ[IDc(Xxτ+·)IO] ≤ 2CY ε.
Sine ε can be arbitrarily small, it follows that Y (Xxτ+·) ∈ L1,τ+C (Ωd) and
Eˆτ+[Y (X
x
τ+·)] = Eˆ[Y (X
y
· )]y=Xxτ .
2 Unbounded case. Define YN = (Y ∧N) ∨ (−N) for each N ≥ 1. By Step 1, we have
Eˆτ+[YN (X
x
τ+·)] = Eˆ[YN (X
y
· )]y=Xxτ . (5.2)
For the left side, we have that
Eˆ[|YN (Xxτ+·)− Y (Xxτ+·)|] = Eˆ[|YN − Y |(Xxτ+·)] ≤ Eˆ[(|Y |I|Y |>N )(Xxτ+·)]→ 0, as N →∞,
which indicates that Y (Xxτ+·) ∈ L1,τ+C (Ωd). For the right side, it holds that
Eˆ[|Eˆ[YN (Xy· )]y=Xxτ − Eˆ[Y (Xy· )]y=Xxτ |] ≤ Eˆ[Eˆ[(|Y |I|Y |>N )(Xy· )]y=Xxτ ].
We claim that for each N ≥ 1
Eˆ[(|Y |I|Y |>N)(Xy· )]y=Xxτ = Eˆτ+[(|Y |I|Y |>N )(Xxτ+·)], (5.3)
whose proof will be justified in Step 3. Thus, we derive that
Eˆ[|Eˆ[YN (Xy· )]y=Xxτ − Eˆ[Y (Xy· )]y=Xxτ |] ≤ Eˆ[(|Y |I|Y |>N )(Xxτ+·)]→ 0, as N →∞.
Consequently, letting N →∞ in (5.2) yields the desired result.
3 The proof of equation (5.3). For each I{|y|>N}, we can choose a sequence ϕk ∈ Cb(Rn) such that
ϕk ↑ I{|y|>N}. Define Y¯ k = (|Y | ∧ k)ϕk(Y ) and it is obvious that Y¯ k ↑ |Y |I{|Y |>N}. Then Step 1 and
Proposition 2.3, Proposition 3.25 (iv) in [13] yield (5.3). The proof is complete.
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Corollary 5.2 If Y ∈ L1C(Ωn,P ◦ (Xx· )−1), then
Y (Xx· ) ∈ L1C(Ωd). (5.4)
In particular, τxQ, τ
x
Q
∈ L1C(Ωd).
Proof. Taking τ ≡ 0 in Theorem 5.1, we get (5.4). From Theorem 4.10, we have τ0,1Q , τ0,1Q ∈ L1C(Ωn,P ◦
(Xx· )
−1), which ends the proof.
Proposition 5.3 Let τ be an optional time such that τ ≤ τxQ, q.s. Then
τ0,1Q = τ
0,1
Q
, P ◦ (Xxτ+·)−1-q.s. (5.5)
Moreover, τ0,1Q and τ
0,1
Q
both belong to the space L1C(Ωn,P ◦ (Xxτ+·)−1).
Proof. Employing the symbols in the proof of Theorem 4.5, we can get that
Eˆ[δt(X
x
τ+·)] ≤ Eˆ[fm(Xxτ+·)] = Eˆ[Eˆ[fm(Xy· )]y=Xxτ ] (5.6)
Note that Eˆ[δt(X
y
· )] = 0 for each y ∈ Q. We can repeat the analysis in the proof of Theorem 4.5 to obtain
the rightside of (5.6) converges to 0 and this indicates that the equation (5.5) holds.
Recalling Theorem 4.10, for any fixed ε > 0, there exists an open set O ⊂ Ωn such that cQ2 (O) ≤ ε and
τ0,1Q , τ
0,1
Q
are continuous on Oc. Note that cy2(O) ≤ cQ2 (O) ≤ ε for each y ∈ Q. Then using Theorem 3.14, we
have that
c((Xxτ+·)
−1(O)) = Eˆ[IO(X
x
τ+·)] = Eˆ[Eˆ[IO(X
y
· )]y=Xxτ ] ≤ ε,
which together with τ0,1Q (X
x
τ+·) ≤ τ0,1Q (Xxτ+·) ≤ τxQ imply that τ
0,1
Q , τ
0,1
Q
∈ L1C(Ωn,P ◦ (Xxτ+·)−1).
The following theorem plays a key role in proving the probabilistic representations.
Theorem 5.4 Assume ϕ ∈ C(∂Q) and f ∈ C(Q). Let u(x) := Eˆ[ϕ(Xxτx
Q
) − ∫ τxQ0 f(Xxs )ds]. Then for any
optional time τ ≤ τxQ q.s., we have
u(x) = Eˆ[u(Xxτ )−
∫ τ
0
f(Xxs )ds]. (5.7)
Proof. By Proposition 5.3, for any ε > 0 we can choose a closed set D ⊂ Ωn such that c((Xxτ+·)−1(Dc)) ≤ ε
and τ0,1Q is continuous on D. Then Y := ϕ(B
′
τ
0,1
Q
) − ∫ τ0,1Q0 f(B′s)ds is also continuous on D, where B′ is
the canonical process on Ωn. Hence, Y is P ◦ (Xxτ+·)−1-quasi-continuous on Ωn. For each k ≥ 1, set
Yk := ϕ(B
′
τ
0,1
Q
) − ∫ τ0,1Q ∧k0 f(B′s)ds, which is also P ◦ (Xxτ+·)−1-quasi-continuous on Ωn. Thus Y k belongs to
L1C(Ωn,P ◦ (Xxτ+·)−1) by Theorem 2.2.
Note that for each k ≥ 1
Eˆ[|Y − Yk|(Xxτ+·)] = Eˆ[|
∫ τ0,1
Q
τ
0,1
Q
∧k
f(B′s)ds|(Xxτ+·)] = Eˆ[|
∫ τxQ−τ
(τx
Q
−τ)∧k
f(Xxτ+s)ds|] ≤ Cf Eˆ[τxQ − τ − (τxQ − τ) ∧ k].
Then by Lemma 4.2, we have that
Eˆ[|Y − Yk|(Xxτ+·)] ≤ Cf Eˆ[(τxQ − τ − k)I{τxQ−τ>k}] ≤ Cf Eˆ[τxQI{τxQ>k}] ≤ Cf
Eˆ[(τxQ)
2]
k
→ 0, as k →∞.
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This implies that Y ∈ L1C(Ωn,P ◦ (Xxτ+·)−1).
Now applying Theorem 5.1, we obtain that
Eˆτ+[ϕ(X
x
τxQ
)−
∫ τxQ
τ
f(Xxs )ds] = Eˆτ+[Y (X
x
τ+·)] = Eˆ[Y (X
y
· )]y=Xxτ = Eˆ[ϕ(X
y
τ
y
Q
)−
∫ τyQ
0
f(Xys )ds]y=Xxτ = u(X
x
τ ).
Therefore, we derive that
u(x) = Eˆ[Eˆτ+[ϕ(X
x
τx
Q
)−
∫ τxQ
τ
f(Xxs )ds]−
∫ τ
0
f(Xxs )ds] = Eˆ[u(X
x
τ )−
∫ τ
0
f(Xxs )ds],
which ends the proof.
Now we are ready to state our main result of this section, concerning a probabilistic representation for
the viscosity solutions to fully nonlinear PDEs. For the definition and properties of viscosity solutions, we
refer the reader to [2, 4, 17].
Theorem 5.5 Assume that ϕ ∈ C(∂Q) and f ∈ C(Q). Then u(x) := Eˆ[ϕ(XxτxQ) −
∫ τxQ
0
f(Xxs )ds] is the
C(Q)-continuous viscosity solution of
G(σ(x)
TD2u(x)σ(x) +H(Du(x)), σ(x)TDu(x)) + 〈b(x), Du(x)〉 = f(x), x ∈ Q,
u(x) = ϕ(x), x ∈ ∂Q,
(5.8)
where Hij(Du) := 2〈Du, hij〉, 1 ≤ i, j ≤ d.
Proof. The uniqueness of viscosity solutions can be found in [4]. The proof shall be divided into two steps.
1 The continuity. We first consider the case that ϕ ∈ Cb.Lip(∂Q) and f ∈ Cb.Lip(Q).
Assume xk → x on Q. By the sub-linearity of Eˆ, we have
|u(x)− u(xk)| ≤ Eˆ[|ϕ(Xxτx
Q
)− ϕ(Xxk
τ
xk
Q
)|] + Eˆ[|
∫ τxQ
0
f(Xxs )ds−
∫ τxk
Q
0
f(Xxks )ds|]. (5.9)
Then we just need to prove that the above two terms in equation (5.9) converge to 0, as k→∞.
For each T > 0 and ε > 0, we can decompose the first term into three parts as follows:
Eˆ[|ϕ(Xxτx
Q
)− ϕ(Xxk
τ
xk
Q
)|]
≤ Eˆ[|ϕ(XxτxQ)− ϕ(X
xk
τ
xk
Q
)|I{|τx
Q
(ω)−τ
xk
Q
(ω)|<ε}I{τx
Q
∨τ
xk
Q
≤T}]
+ Eˆ[|ϕ(XxτxQ)− ϕ(X
xk
τ
xk
Q
)|I{|τxQ(ω)−τxkQ (ω)|<ε}I{τxQ∨τxkQ >T}] + Eˆ[|ϕ(X
x
τxQ
)− ϕ(Xxk
τ
xk
Q
)|I{|τxQ(ω)−τxkQ (ω)|≥ε}]
≤ Eˆ[|ϕ(Xxτx
Q
)− ϕ(Xxk
τ
xk
Q
)|I{|τxQ(ω)−τxkQ (ω)|<ε}I{τxQ∨τxkQ ≤T}] + 2CϕEˆ[I{τxQ∨τxkQ >T}] + 2CϕEˆ[I{|τxQ(ω)−τxkQ (ω)|≥ε}]
=: Ik,ε,T1 + I
k,T
2 + I
k,ε
3 .
(5.10)
Now we shall deal with the three parts separately. For Ik,ε,T1 , by a direct calculation we have that
Ik,ε,T1 ≤ Eˆ[|ϕ(XxτxQ)− ϕ(X
x
τ
xk
Q
)|I{|τxk
Q
(ω)−τx
Q
(ω)|<ε}I{τx
Q
∨τ
xk
Q
≤T}]
+ Eˆ[|ϕ(Xx
τ
xk
Q
)− ϕ(Xxk
τ
xk
Q
)|I{|τx
Q
(ω)−τ
xk
Q
(ω)|<ε}I{τx
Q
∨τ
xk
Q
≤T}]
≤ LϕEˆ[ sup
t,s∈[0,T ]
0≤|t−s|≤ε
|Xxt −Xxs |] + LϕEˆ[ sup
t∈[0,T ]
|Xxt −Xxkt |].
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For each integer ρ ≥ 1, denote tρi = iρT , i = 0, . . . , ρ. Then one can easily check that
sup
t,s∈[0,T ]
0≤|t−s|≤ε
|Xxt −Xxs | ≤ 3 sup
i
sup
s∈[tρi ,t
ρ
i+1]
|Xxtρi −X
x
s |,
whenever ε ≤ T
ρ
. Thus by a standard argument we can find some generic constant CT > 0 (which may vary
from line to line) independent of k, ε so that, for each ε ≤ T
ρ
,
Eˆ[ sup
t,s∈[0,T ]
0≤|t−s|≤ε
|Xxt −Xxs |4] ≤ 34
ρ−1∑
i=0
Eˆ[ sup
s∈[tρi ,t
ρ
i+1]
|Xxtρi −X
x
s |4] ≤
CT
ρ
.
Moreover, it holds that
Eˆ[ sup
t∈[0,T ]
|Xxt −Xxkt |] ≤ CT |x− xk|.
Consequently, we obtain that for each ρ
Ik,ε,T1 ≤ CTLϕ(
1
ρ
1
4
+ |x− xk|), for each ε ≤ T
ρ
,
which indicates that lim sup
k,ε→0
Ik,ε,T1 = 0 for each T > 0.
For Ik,T2 , it follows from Lemma 4.1 and Markov’s inequality that
Ik,T2 ≤ 2CϕEˆ[I{τx
Q
+τ
xk
Q
>T}] ≤ 2Cϕ{Eˆ[I{τxQ>T2 }] + Eˆ[I{τxkQ >T2 }]} ≤
8CCϕ
T
, for each T > 0.
For Ik,ε3 , it follows from Lemma 4.12 that lim sup
k→∞
Ik,ε3 = 0 for each ε > 0.
By the above analysis, letting k, ε→ 0 and then sending T →∞ in equation (5.10) yield that
lim sup
k→∞
Eˆ[|ϕ(Xxτx
Q
)− ϕ(Xxk
τ
xk
Q
)|] = 0.
Now we consider the second term in equation (5.9). Since f is bounded and Lipschitz continuous on Q,
we have
Eˆ[|
∫ τxQ
0
f(Xxs )ds−
∫ τxk
Q
0
f(Xxks )ds|]
≤ Eˆ[|
∫ τxQ∧τxkQ
0
(f(Xxs )− f(Xxks ))ds|] + 2Cf Eˆ[τxQ ∨ τxkQ − τxQ ∧ τxkQ ]
≤ Eˆ[|
∫ τxQ∧τxkQ
0
(f(Xxs )− f(Xxks ))ds|I{τxQ∧τxkQ ≤T}] + 2Cf Eˆ[τ
x
Q ∧ τxkQ I{τxQ∧τxkQ >T}] + 2Cf Eˆ[τ
x
Q ∨ τxkQ − τxQ ∧ τxkQ ]
≤ LfT Eˆ[ sup
t∈[0,T ]
|Xxt −Xxkt |] + 2Cf Eˆ[τxQ ∧ τxkQ I{τxQ∧τxkQ >T}] + 2Cf Eˆ[τ
x
Q ∨ τxkQ − τxQ ∧ τxkQ ].
For any δ > 0, by first letting T large enough such that the second term is smaller than 2Cfδ, then letting
k →∞, we deduce that
lim sup
k→∞
Eˆ[|
∫ τxQ
0
f(Xxs )ds−
∫ τxk
Q
0
f(Xxks )ds|] ≤ 2Cfδ,
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which implies
lim sup
k→∞
Eˆ[|
∫ τxQ
0
f(Xxs )ds−
∫ τxk
Q
0
f(Xxks )ds|] = 0.
Therefore, we obtain the continuity of u on Q.
For the general case that ϕ ∈ C(∂Q) and f ∈ C(Q), we could find a sequence of bounded and Lipschitz
functions ϕn ∈ C(∂Q) and fn ∈ C(Q) such that ϕn and fn converge uniformly to ϕ and f , respectively.
Then un converges to u uniformly in Q and this implies the desired result.
2 Viscosity solution property. We just prove the viscosity sub-solution case, since another case can be
proved in a similar way. Assume that u does not satisfy the viscosity sub-solution property. Then there
exists a test function φ ∈ C2(Q) such that φ ≥ u on Q, φ(x0) = u(x0) for some point x0 ∈ Q and
G(σ(x0)
TD2φ(x0)σ(x0) +H(Dφ(x0)), σ(x0)
TDφ(x0)) + 〈b(x0), Dφ(x0)〉 < f(x0).
By the continuity, we can find an open ball U(x0, δ0) ⊂ Q for some δ0 > 0 such that
G(σ(x)TD2φ(x)σ(x) +H(Dφ(x)), σ(x)TDφ(x)) + 〈b(x), Dφ(x)〉 < f(x), for all x ∈ U(x0, δ0).
Moreover, τx0
U(x0,δ0)
> 0 for q.s. ω.
Set Υ(x) := G(σ(x)TD2φ(x)σ(x) +H(Dφ(x)), σ(x)TDφ(x)). Applying Itoˆ formula to φ, we have
φ(Xx0
τ
x0
U(x0,δ0)
∧t
)− φ(x0)−
∫ τx0
U(x0,δ0)
∧t
0
〈Dφ(Xx0s ), b(Xx0s )〉ds
=
∫ τx0
U(x0,δ0)
∧t
0
〈Dφ(Xx0s ), σ(Xx0s )dBs〉+
1
2
∫ τx0
U(x0,δ0)
∧t
0
〈σT (Xx0s )D2φ(Xx0s )σ(Xx0s ) +H(Dφ(Xx0s )), d〈B〉s〉
=
∫ τx0
U(x0,δ0)
∧t
0
Υ(Xx0s )ds+Mτx0
U(x0,δ0)
∧t,
where M is a G-martingale (Proposition 3.12) and given by
Mt =
∫ t
0
〈Dφ(Xx0s ), σ(Xx0s )dBs〉+
1
2
∫ t
0
〈σT (Xx0s )D2φ(Xx0s )σ(Xx0s ) +H(Dφ(Xx0s )), d〈B〉s〉 −
∫ t
0
Υ(Xx0s )ds.
That is,
Mτx0
U(x0,δ0)
∧t + φ(x0) = φ(X
x0
τ
x0
U(x0,δ0)
∧t
)−
∫ τx0
U(x0,δ0)
∧t
0
〈Dφ(Xx0s ), b(Xx0s )〉ds−
∫ τx0
U(x0,δ0)
∧t
0
Υ(Xx0s )ds.
Taking expectation on both sides and then using the optional sampling theorem for G-martingales (see
Theorem 48 in [14]), we get that
φ(x0) = Eˆ[φ(X
x0
τ
x0
U(x0,δ0)
∧t
)−
∫ τx0
U(x0,δ0)
∧t
0
(Υ(Xx0s ) + 〈Dφ(Xx0s ), b(Xx0s )〉)ds].
Recalling Lemma 4.2, we have that
Eˆ[|φ(Xx0
τ
x0
U(x0,δ0)
∧t
)− φ(Xx0
τ
x0
U(x0,δ0)
)|] ≤ 2CφEˆ[I{τx0
U(x0,δ0)
≥t}]→ 0, as t→∞,
Eˆ[|
∫ τx0
U(x0,δ0)
∧t
0
ψ(Xx0s )ds−
∫ τx0
U(x0,δ0)
0
ψ(Xx0s )ds|] ≤ 2CψEˆ[τx0U(x0,δ0)I{τx0U(x0,δ0)≥t}]→ 0, as t→∞,
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for ψ := Υ + 〈Dφ, b〉. Therefore, it follows that
φ(x0) = Eˆ[φ(X
x0
τ
x0
U(x0,δ0)
)−
∫ τx0
U(x0,δ0)
0
(Υ(Xx0s ) + 〈Dφ(Xx0s ), b(Xx0s )〉)ds]
= Eˆx02 [φ(B
′
τ
0,1
U(x0,δ0)
)−
∫ τ0,1
U(x0,δ0)
0
(Υ(B′s) + 〈Dφ(B′s), b(B′s)〉)ds].
Note that τ0,1
U(x0,δ0)
∈ L1C(Ωn,P ◦ (Xx0· )−1) by Lemma 4.10. Then a similar analysis as in the first part in
the proof of Theorem 5.4 gives φ(B′
τ
0,1
U(x0,δ0)
)− ∫ τ0,1U(x0,δ0)0 ψ˜(B′s)ds ∈ L1C(Ωn,P ◦ (Xx0· )−1) for each ψ˜ ∈ C(Q).
Thus in sprit of Remark 2.4 and the fact that Υ + 〈Dφ, b〉 < f on U(x0, δ0), we conclude that
φ(x0) = max
P∈P
EP◦(Xx0
·
)−1 [φ(B
′
τ
0,1
U(x0,δ0)
)−
∫ τ0,1
U(x0,δ0)
0
(Υ(B′s) + 〈Dφ(B′s), b(B′s)〉)ds]
> max
P∈P
EP◦(Xx0
·
)−1 [φ(B
′
τ
0,1
U(x0,δ0)
)−
∫ τ0,1
U(x0,δ0)
0
f(B′s)ds]
= Eˆ[φ(Xx0
τ
x0
U(x0,δ0)
)−
∫ τx0
U(x0,δ0)
0
f(Xx0s )ds].
However, by Theorem 5.4, we get that
u(x0) = Eˆ[u(X
x0
τ
x0
U(x0,δ0)
)−
∫ τx0
U(x0,δ0)
0
f(Xx0s )ds] ≤ Eˆ[φ(Xx0τx0
U(x0,δ0)
)−
∫ τx0
U(x0,δ0)
0
f(Xx0s )ds] < φ(x0) = u(x0),
which is a contradiction. The proof is complete.
Corollary 5.6 Assume that ϕ ∈ C(∂Q) and f ∈ C(Q). For u defined as the above theorem, we have
u(x) = max
P∈P
EP [ϕ(X
x
τxQ
)−
∫ τxQ
0
f(Xxs )ds] (5.11)
Proof. According to the proof of Theorem 5.4, we have ϕ(B′
τ
0,1
Q
) − ∫ τ0,1Q0 f(B′s)ds ∈ L1C(Ωn,P ◦ (Xx· )−1).
Then Corollary 5.2 implies ϕ(Xxτx
Q
)−∫ τxQ
0
f(Xxs )ds ∈ L1C(Ωd), and the desired result now follows from Remark
2.4.
The following result is a direct conclusion of Theorem 5.5.
Corollary 5.7 Assume ϕ, f satisfy the same condition as above. Then u(x) := −Eˆ[−ϕ(Xxτx
Q
)+
∫ τxQ
0
f(Xxs )ds]
is the C(Q)-continuous viscosity solution of
−G(−σ(x)
TD2u(x)σ(x) −H(Du(x)),−σ(x)TDu(x)) + 〈b(x), Du(x)〉 = f(x), x ∈ Q,
u(x) = ϕ(x), x ∈ ∂Q.
(5.12)
Proof. The proof is immediate from Theorem 5.5 by taking ϕ˜ := −ϕ, f˜ := −f and u˜(x) := −u(x).
Appendix: The proof of Theorem 3.6
Now we are ready to state the proof of Theorem 3.6.
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Proof. It suffices to prove the decomposition on [0, 1]. The main idea is based on the technique of Doob-
Meyer’s decomposition, see, e.g., [18]. For simplicity, we omit the superscript P on AP and MP . The proof
shall be divided into two steps.
1 Existence. For each integer m > 0, let Πm := {tmj = j2m : j ≤ 2m} be a partition of [0, 1]. Denote
Π :=
⋃∞
m=1Πm. Then we define
Am0 := 0, A
m
tmj
:= Amtmj−1 + EP [Bt
m
j
−Btmj−1 |Ftmj−1 ] =
j−1∑
k=0
EP [Btm
k+1
−Btm
k
|Ftm
k
], ∀j ≤ 2m.
For each m, a direct calculation shows that Bt − Amt is a martingale on Πm. By Proposition 3.3 and
Lemma 3.5, we can find some constant L independent of m so that EP [|Am1 |2] ≤ L. Thus there exists
a subsequence, still denote by Am1 , such that A
m
1 converges to A1 in L
2(Ω,F1, P ;Rd) weakly. Note that
Amt = Bt − EP [B1 − Am1 |Ft] for each t ∈ Πm. We define At as the right-continuous modification of
Bt − EP [B1 − A1|Ft], t ∈ [0, 1]. Then it is obvious that Amt converges to At in L2(Ω,F1, P ;Rd) weakly for
each t ∈ Π.
From Proposition 3.3 and Lemma 3.5, we derive that for s < t ∈ Πm,
〈p,Amt −Ams 〉 ≤ g(p)(t− s), ∀p ∈ Rd.
It follows that for any s, t ∈ Π such that s < t and 0 ≤ ξ ∈ L2(Ω,F1, P ),
EP [ξ(〈p,At〉 − 〈p,As〉)] = lim
n→∞
EP [ξ(〈p,Ant 〉 − 〈p,Ans 〉)] ≤ EP [ξg(p)(t− s)],
which implies 〈p,At〉 − 〈p,As〉 ≤ g(p)(t− s) P -a.s., for each t ≥ s ∈ Π. Note that A is right continuous, we
get that
〈p,At〉 − 〈p,As〉 ≤ g(p)(t− s), for each t > s ∈ [0, 1], P -a.s. (A.1)
Therefore, it holds that |〈p,At〉 − 〈p,As〉| ≤ [g(p) ∨ g(−p)](t − s), P -a.s. and thus 〈p,At〉 is absolutely
continuous on [0, 1]. Dividing t− s > 0 on both sides of (A.1) and letting s→ t, we obtain
〈p, dAt
dt
〉 ≤ g(p), a.e. t, P -a.s.
Consequently, the decomposition is obtained after we define the martingale
Mt := Bt −At = EP [B1 −A1|Ft].
2 The estimate of 〈M〉P . For each s < t ≤ 1, we take Πm := {tmk = s+ km (t−s) : k ≤ m} as the partition
of [s, t], m ≥ 1. For any given A ∈ S(d), we have
EP [(
m−1∑
k=0
〈A, (Btm
k+1
−Btm
k
)(Btm
k+1
−Btm
k
)T 〉 −G1(A)(t− s))+]
≤ Eˆ[(
m−1∑
k=0
〈A, (Btm
k+1
−Btm
k
)(Btm
k+1
−Btm
k
)T 〉 −G1(A)(t− s))+]
= sup
(γ,µ)∈AΘ
EP 0 [(
m−1∑
k=0
〈A, (
∫ tmk+1
tm
k
γrdWr +
∫ tmk+1
tm
k
µrdr)(
∫ tmk+1
tm
k
γrdWr +
∫ tmk+1
tm
k
µrdr)
T 〉 −G1(A)(t − s))+]
≤ I1 + I2 + I3,
23
with
I1 := sup
(γ,µ)∈AΘ
EP 0 [(
m−1∑
k=0
〈A, (
∫ tmk+1
tm
k
γrdWr)(
∫ tmk+1
tm
k
γrdWrdr)
T 〉 −G1(A)(t − s))+],
I2 := sup
(γ,µ)∈AΘ
EP 0 [(
m−1∑
k=0
〈A, (
∫ tmk+1
tm
k
µrdr)(
∫ tmk+1
tm
k
µrdr)
T 〉)+],
I3 := 2 sup
(γ,µ)∈AΘ
EP 0 [(
m−1∑
k=0
〈A, (
∫ tmk+1
tm
k
γrdWr)(
∫ tmk+1
tm
k
µrdr)
T 〉)+].
(A.2)
Next we shall deal with the above three terms separately. For the I2 term, a direct calculation gives that,
for some constant L1 depending on Σ,
EP 0 [(
m−1∑
k=0
〈A, (
∫ tmk+1
tm
k
µrdr)(
∫ tmk+1
tm
k
µrdr)
T 〉)+] ≤ EP 0 [
m−1∑
k=0
|〈A, (
∫ tmk+1
tm
k
µrdr)(
∫ tmk+1
tm
k
µrdr)
T 〉|] ≤ L1|A|
m
(t− s)2.
By a similar analysis, we can find some constant L2 depending on Σ and Γ such that
I3 ≤ L2|A|√
m
(t− s) 32 .
Now we consider the I1 term. By the definition of G1, we derive that
I1 ≤ EP 0 [(〈A,
∫ t
s
γrγ
T
r dr〉 −G1(A)(t − s))+]
+ EP 0 [(
m−1∑
k=0
〈A, (
∫ tmk+1
tm
k
γsdWs)(
∫ tmk+1
tm
k
γrdWr)
T −
∫ tmk+1
tm
k
γrγ
T
r dr〉)+]
≤ EP 0 [(
m−1∑
k=0
〈A, (
∫ tmk+1
tm
k
γrdWr)(
∫ tmk+1
tm
k
γrdWr)
T −
∫ tmk+1
tm
k
γrγ
T
r dr〉)+]
≤ EP 0 [(
m−1∑
k=0
〈A, (
∫ tmk+1
tm
k
γrdWr)(
∫ tmk+1
tm
k
γrdWr)
T −
∫ tmk+1
tm
k
γrγ
T
r dr〉)2]
1
2 .
Note that 〈A, (∫ t
tm
k
γrdWr)(
∫ t
tm
k
γrdWr)
T 〉 − 〈A, ∫ t
tm
k
γrγ
T
r dr〉 is a P -martingale on [tmk , tmk+1], then we have
I1 ≤ EP 0 [
m−1∑
k=0
(〈A, (
∫ tmk+1
tm
k
γrdWr)(
∫ tmk+1
tm
k
γrdWr)
T 〉 − 〈A,
∫ tmk+1
tm
k
γrγ
T
r ds〉)2]
1
2
≤ {
m−1∑
k=0
(2EP 0 [〈A, (
∫ tmk+1
tm
k
γrdWr)(
∫ tmk+1
tm
k
γrdWr)
T 〉2] + 2EP 0 [〈A,
∫ tmk+1
tm
k
γrγ
T
r dr〉2])}
1
2
≤ L3|A|√
m
(t− s),
where we have used B-D-G inequality in the last inequality and L3 is a constant depending on Γ.
By the above estimates and the definition of classical quadratic variation process, we have
EP [(〈A, 〈B〉Pt −〈B〉Ps 〉−G1(A)(t−s))+] = lim
m→∞
EP [(
m−1∑
k=0
〈A, (Btm
k+1
−Btm
k
)(Btm
k+1
−Btm
k
)T 〉−G1(A)(t−s))+] = 0,
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from which, and 〈B〉P = 〈M〉P , we deduce that 〈A, 〈M〉Pt − 〈M〉Ps 〉 ≤ G1(A)(t− s), P -a.s. Consequently, we
get that
〈A, d〈M〉
P
t
dt
〉 ≤ G1(A), a.e. t, P -a.s.
The proof is complete.
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