Noting the importance of the latent variables in inference and learning, we propose a novel framework for autoencoders based on the homeomorphic transformation of latent variables -which could reduce the distance between vectors in the transformed space, while preserving the topological properties of the original space -and investigate the effect of the transformation in both learning generative models and denoising corrupted data. The results of our experiments show that the proposed model can work as both a generative model and a denoising model with improved performance due to the transformation compared to conventional variational and denoising autoencoders. respondence to: Jaehoon Cha <Jaehoon.Cha@xjtlu.edu.cn>.
Introduction
Data compression/restoration and generating new data based on the learnt distribution from the training dataset have been extensively studied in the context of machine learning, especially with artificial neural networks. In their early stage, the wake-sleep algorithm was used to produce a good density estimator by training a stack of layers so that each of the layers can correctly represent activities above and below it (Hinton et al., 1995) .
Recently, Autoencoders (AE) have been gaining huge attention from researchers not only for data compression/restoration but also as generative models. AE is originally studied to extract salient features through its bottleneck structure which reduces the dimensionality of the input data (Hinton & Salakhutdinov, 2006) . AE is also studied as efficient generative models (Vincent et al., 2008; 2010; Makhzani et al., 2015; Sohn et al., 2015; Maaløe et al., 2016; Creswell & Bharath, 2018) . In particular, Variational Autoencoder (VAE) is introduced as a stochastic variational inference and learning algorithm (Kingma & Welling, 2013) . The encoder network of VAE approximates the posterior The use of the reparameterization trick with Gaussian latent variables in conventional VAE, however, may result in models which are not able to properly capture the dependencies in the original data due to the assumption of independent latent variables (Maaløe et al., 2016) . In this paper, therefore, we propose a novel framework of Latent space Transformation in Autoencoder (LTAE) based on the idea of mapping the latent space through transformation technique, which requires two new steps compared to the conventional AE: First, we reduce the distance between any two vectors in the latent space through the proposed transformation technique. Second, we explore the area of the latent space which does not correspond to any input vector through adding noise to the output from the encoder network in order to deal with unseen data. The LTAE framework also provides a better connection from inputs to latent variables to outputs by eliminating the reparameterization trick used in conventional VAE.
The advantages of the proposed LTAE framework are twofold: First, this framework is so flexible that it can be applicable to both generative and denoising models. Second, the framework could improve the performance of the resulting models compared to conventional AEs.
Note that for reconstruction applications, the LTAE framework can be applied to Denoising Autoencoder (DAE), which was invented to extract more useful features by introducing a new training principle of denoising partially corrupted input data (Vincent et al., 2008; 2010) . The introduced noise enables DAE to find useful features in a more robust way and results in good performance when reconstructing corrupted data. Denoising Latent space Transformation in Autoencoder (DLTAE) -i.e., DAE based on the LTAE framework -introduces noise at two different spaces during the training, i.e., the input space and the latent space, to further enhance the robustness of a resulting model. Due to the transformation in DLTAE, it is also capable of arXiv:1901.08479v1 [cs. LG] 24 Jan 2019 generating data by taking variables in the transformed latent space with the decoder network. The generated images are clearer than those by VAE and LTAE, because DLTAE can capture more salient features by the noise introduced at two different spaces.
The rest of the paper is organized as follows: Section 2 describes the LTAE framework and its training algorithm. Section 3 analyzes the LTAE framework. Section 4 discusses the application of the LTAE and compares its performance with conventional AEs. Section 5 concludes our work in this paper.
Latent space Transformation in Autoencoder
The basic AE consists of two networks, which are the encoder network and the decoder network. For unsupervised learning, the encoder network reduces the dimension of inputs, which enables the AE to capture the important features of the original data. Then the decoder network restores the original data from the compressed representation. The weights in the AE are updated to closely match the original data by backpropagation (Hinton & Salakhutdinov, 2006) . The space of the variables between the encoder and the decoder network of an AE is called a latent space. The main goal of the LTAE is to transform the vectors in the latent space in order to exploit them during the training and generating processes.
Notations and Basic Definitions
R d denotes a d-dimensional Euclidean space. Vectors are written in bold lowercase. If x is a vector, then, its ith element is denoted by x i . We use bold uppercase letters (e.g., A) for matrices. Definition 2.1. A metric space is a pair (X, d), where X is a set and d is a metric on X.
Definition 2.3. A vector space over R is a nonempty set X of vectors x, y, · · · together with vector addition and multiplication by scalars.
Definition 2.4. A normed space X is a vector space with a norm defined on it. A norm on a vector space X is a real-valued function on X whose value at x∈X is denoted by x and which satisfies x ≥0, x =0 ⇔ x=0, αx =|α| x and x + y ≤ x + y where x and y are arbitrary vectors in X and α is any scalar. A norm on X defines a metric d on X which is given by d(x, y)= x−y .
Theorem 2.5. A sequence (x n ) in a normed space X is convergent if X contains an x such that lim n→∞ x n − x = 0.
(2)
Then we write x n →x.
Theorem 2.6. (Kreyszig, 1978) Let B be a subset of a metric space X and let ε>0 be given. A set M ε ⊂X is called an ε−net for B if for every point z∈B there is a point of M ε at a distance from z less than ε. The set B is said to be totally bounded if for every ε > 0 there is a finite ε−net M ε ⊂X for B, where "finite" means that M ε is a finite set.
Theorem 2.7. (Gamelin & Greene, 1999) A subset E of R n is totally bounded if and only if E is bounded.
Definition 2.8. (Munkres & Munkres, 1975 ) Let X and Y be topological spaces and f : X → Y be a bijection, which is a one-to-one (injective) and onto (surjective) mapping. The function f is called a homeomorphism if f and the inverse function f −1 : Y → X are continuous, and X and Y with a homeomorphism are called homeomorphic.
Note that a space in this paper refers to a normed space unless stated otherwise. We use upper case letters to denote spaces (e.g., X). Especially, X in and X out denotes the input space and the output space, respectively.
Problem Statement
Here we focus on the hidden space between the encoder and the decoder network of an AE, which we call a latent space and denote by Z. 1
The main goal of this work is to transform vectors in the latent space to improve the performance of a generative model based on the decoder network. Note that the latent space is the same as the output space of the encoder network in the original AE (Hinton & Salakhutdinov, 2006) . In the original AE, a neural network consisting of an encoder network f and a decoder network g with weights and biases φ and θ is trained to minimize the following loss function:
where f (x; φ)∈Z, N is the number of input vectors and L is either cross-entropy or L 2 loss.
Note that there is a set of vectors in the latent space Z, which do not correspond to any input vector. We explore this set by adding noise to the output from the encoder network in order to make the original AE a generative model. In the LTAE framework, we introduce a transformation network and a latent network between the encoder and the decoder network of the original AE to make it a generative model.
The latent network receives the outputs of the encoder network and injects them to the decoder network. Due to a loss function between the latent network and the transformation network, vectors are transformed in the latent network. We denote by Z L a space of the transformed vectors through the latent network. By reducing the distances between output vectors in Z L without changing their topological properties, the interpolation between output vectors during the generative phase can be easier and more meaningful. In this section, a method to make Z L and to deal with unseen vectors, which are possibly lie on the sparse spaces on Z or Z L , is described.
Continuity of the Original Autoencoder
Let us assume that one layer of a neural network consists of a set of matrix multiplication, addition, and an activation function. We define a function h : X→Y , given by
where dim(X)=n, dim(Y )=r, A : R n →R r is a matrix operator, b is a vector of r components, and f is an activation function such as Softplus, sigmoid, hyperbolic tangent (tanh), rectified linear unit (ReLU), and leaky ReLU. Then,
because matrix multiplication is bounded and all the activation functions considered satisfy
The proof of (8) is given in the appendix. Due to the fact that a composite of continuous functions is continuous and a network with consecutive layers is a composite of layers, the continuity preserves through the layers.
Now, we let f φ : X in →Z and g θ : Z→X out be composite functions of hidden layers from (3) 
for any x, y∈X in , then
From (9), therefore, we can expect that, if the distance between latent vectors z and z , which correspond to an observed vector and an unseen vector in the input space respectively, is small, the distance between the resulting outputs from the decoder network in a generative modeli.e., g θ (z) and g θ (z ) -is small. In fact, this is the major reason we introduce the latent space transformation in the LTAE framework.
A boundary of
Mapping of Unseen Vectors
Note that, unlike U ,Û in (10) now includes latent vectors corresponding to both unseen vectors and observed vectors in the input space, i.e.,Û ⊃U .V in (10), on the other hand, does not include any vectors from U and, as a result, does not have any information on the observed data. Our approach to mapping of unseen vectors, therefore, is to locate a latent vector z of an unseen vector within an open ball in U (i.e., z∈B d (u, 2ε), ∃u∈U ) through the transformation technique described in Section 2.5; in this way, due to the continuity between the latent space and the output space, g θ (z) would be close to g θ (u).
Transformation
However,Û is not appropriate for an input space for a generative model because diam(Û ) is big and clusters of vectors in the latent space are far away from each other in general, which makes it difficult to interpolate. In this section, we define the transformation network and the latent network in order to transform vectors in Z into Z L .
Through the latent network, diam(Û ) becomes smaller and clusters of vectors in Z get closer. The transformation net- work and the latent network are located between the encoder and the decoder network. The outputs of the encoder network go to the transformation network and the latent network. Let X ∈ X in be a set of input vectors at an iteration. Fig. 2 shows the architecture of the LTAE. In the transformation network, each element of z in Z is transformed by the standard normalization 2
where µ(·) and σ(·) denote the mean and the standard deviation, or by the min-max normalization,
where Z i is a set of the ith element of all vectors in Z and
We want to train the parameters of the latent network to compute the normalization process of the transformation network. Because both normalization methods require subtract first and then division, we define two m-dimensional row vectors α and β of the latent network such that z L is calculated by
2 Note that we choose the standard normalization and the minmax normalization for a simple transformation case. There is no limitation of transformation methods. Any transformation technique that makes vectors close without changes of topological properties can be used. = ⨀( ⨁ ) Figure 3 . Vectors in Z put into the transformed latent space by adding β and multiplying α. Transformed vectors get closer. Hence, it is easy to interpolate unseen vectors in ZL and to use the transformed latent space as an input space for a generative model.
where and denote element-wise multiplication and addition. Then, the L 2 loss between Z L and Z N is calculated so that α and β are learnt to make Z L and Z N similar. Note that we cannot use probability-based loss functions like cross-entropy for the loss between Z L and Z N because a range of values of vectors are larger than [0, 1]. Now, our goal is to train a neural network consisting of an encoder network f and a decoder network g with weights and biases φ and θ, and the transformation network output Z N and the latent network output Z L to minimize the following loss function:
where z=u+ for a given ε>0 and <2ε, u=f (x; φ), andL is either cross-entropy or L 2 loss.
Analysis
The LTAE aims that clusters in the latent space get closer to one another and thereby makes it easy to learn unseen vectors in the latent space so that any vector in a specific subset of the latent space can have matched outputs. The latent space and the transformed latent space share the same topological properties because of the homeomorphism between the two spaces. The latent network transforms vectors in the latent space into the transformed latent space, where unseen vectors lie nearby observed vectors since diam(Z L ) becomes small. All possible input vectors of the decoder network during the generation process are sampled according to the transformation used during the training process.
Homeomorphism
In topology, two homeomorphic spaces are considered to be topologically equivalent. This means that, if topological space X and Y are homeomorphic, all topological properties of X (e.g., compactness, connectedness, or Hausdorff) are preserved in Y .
Note that the equation (13) can be rewritten as a function f :Z→Z L : For z∈Z and z l ∈Z L , f is defined as
where f i (z i )=α i ·(z i +β i ) and denotes the Cartesian product. Because f is both continuous and bijection and has a continuous inverse function (i.e., homeomorphism), Z and Z L are homeomorphic and topologically equivalent. With the transformation network, α is trained to get close with 1/σ(Z (i) ) and 1/{max(Z (i) )− min(Z (i) )}, and β is trained to get close with −µ(Z (i) ) and − min(Z (i) ) in the standard normalization and the min-max normalization, respectively, while preserving the topological properties of Z.
Layer Transformation
The layer transformation makes vectors in the latent space located within a small and dense region. The method seems similar to batch normalization and Layer normalization because the method calculates the standard normalization and the min-max normalization (Ioffe & Szegedy, 2015; Ba et al., 2016) . The main difference between the layer transformation from batch normalization and the layer normalization is that α and β are learnt to normalize each output of the encoder network. The transformation network transforms vectors in the latent space using statistical features of outputs of the encoder network during the training. The goal of the latent network is to learn α and β to play the same role with the transformation network without statistical features of the outputs of the encoder network and thereby the model works regardless of the batch size during the testing. The main advantage of the layer transformation is that clusters of vectors get close. As a result, distances between observed vectors in the latent space get smaller and so it becomes easy to interpolate sparse spaces between all observed vectors.
Range of ε
With the layer transformation, vectors in the transformed latent space lie on a small and dense region. As a result, we can determine the range of ε in order to learn unseen vectors around observed vectors. Let the dimension of the transformed latent space is m. Vectors lie on [0, 1] m in the ideal min-max normalization case. In case of the ideal standard normalization, vectors in the transformed latent space lie on N (0, 1 2 ) m . The standard normal distribution does not provide a deterministic boundary but values lie on [−3.4, 3.4] m with 99% confidence. In a general case, we assume vectors in the transformed latent space, Z L , lie on [a, b] m . Because the maximum distance of the each element of the vectors is less than or equal to b − a, ε should be less than b − a.
Evaluation
We trained the LTAE model of images from the MNIST and FREY Face datasets 3 . The encoder and the decoder each has two hidden layers with 500 hidden units for MNIST and 200 hidden units for FREY face dataset. The number of hidden units is chosen based on prior autoencoder literature (Kingma & Welling, 2013) . A softplus rectifier is used for two hidden layers in the encoder and the decoder. A linear function is used for the output layer of the encoder and a sigmoid function is used for the output layer of the decoder. We use Cyclical Learning Rates (CLR) for with the base learning rate 0.001, the maximum learning rate 0.005, and step size of 5500 for MNIST dataset and step size of 160 for FREY Face dataset (Smith, 2017) with batch size of 100. The weights are initialized by Xavier initialization. The model is tested with different values of ε and latent space dimension.
The LTAE has the transformation network and the latent network between the encoder network and the decoder network. With transformation technique, clusters of vectors in the latent space get closer and lie on a small region. In this paper, we use the standard normalization and the minmax normalization transformation technique. ε is added to variables at the transformed latent space so that the LTAE learns unseen data around the input data set while training, where ε∼N (0, σ 2 ) or ε∼U(−σ, σ) according to the transformation technique. We use LTAE-S-σ and LTAE-M-σ to denote the LTAE with σ by the standard normalization and the min-max normalization transformation technique, respectively.
Generative Models
The LTAE has two algorithms for a generative model using the decoder network. The first algorithm is to sample vectors with respect to the transformation techniques. Vectors are sampled from N (µ, σ 2 ) in the LTAE-S, where µ and σ are the mean and the standard deviation of vectors in Z L , respectively. In the LTAE-M, vectors are sampled from U(m, M ), where m and M are the minimum and the maximum of the vectors in Z L , respectively. Another way to generate new data is to use each observed data. Let z be an unseen vector with d(z, u) ≤ 2ε where u∈Û in Section 2. The value g(z; θ) is learnt to be similar with g(u; θ). Therefore, one observed data can generate lots of data by selecting vectors around the observed vector in the transformed latent space. In detail, a vector u∈Û is obtained from the input data by the encoder network. Then, the decoder network generates new data by selecting a new point z with condition d(u, z)<2ε.
DLTAE: Denoising and Generative Models
The transformation and the latent networks can be located between any layers, which makes it easy to combine LTAE with any AEs. We propose DLTAE by introducing noise as same as the DAE (Vincent et al., 2008; 2010) . In this paper, we take an example of the simple DAE case whose noise is injected only at the input space 4 . The architecture of the DLTAE is the same as the LTAE and corruption data process is the same as the DAE: The corrupted input vector by added noise, i.e., x+ˆ , is injected to the encoder network. The output of the decoder network of x+ˆ is compared with the original vector, x. The loss function of the DLTAE is
where z=u+ for a given ε and | |<2|ε|, u=f (x+ˆ ; φ) andL is either the cross-entropy loss or L 2 loss and N is the number of input vectors. In fact, compared to the DAE, the reduction of the introduced noise in DLTAE occurs at two different places, i.e., the encoder network related with the noise occurs at input space and the decoder network in regard to the noise at latent space. Due to the corruption of inputs and its same structure with the LTAE, the DLTAE can be used as a denoising model and a generative model at the same time.
Comparison with VAE for Generative Models
We take the VAE for a comparison with the proposed model LTAEs and DTLAEs for a generative model. Due to absence of a comparing way between the LTAEs, DLTAEs and the VAE, cost and notable results are used to compare the models. We train the VAE with the same number of hidden layers and units. The base learning rate and the maximum learning rate are set 0.0008 and 0.002, respectively, because the gradient decent diverges while training the VAE with the base learning rate of 0.001 and the maximum learning rate of 0.005. Transformed latent space of the LTAE-M-0.06, the LTAE-S-0.02, and the VAE with 2 dimensional latent space are shown in Fig. 5 . The range and shape of the transformed latent space are determined according to the transformation technique. We take the 20 dimensional latent space case to compare loss of three models. The loss of 400 epochs (i.e., iterations = 220000) of the LTAE-M-0.09, the LTAE-S-0.25 and the VAE are shown in the Fig. 6 .
Next, we take the DLTAE-M and DLTAE-S to compare with the VAE for a generation performance. First, we compare three models with MNIST data set. 100 samples are randomly picked up and then used to train three models with 2 dimensional latent space. We change the step size for CLR to 10 and iterations to 40000 because the number of the data set has been changed. The results are shown in Fig. 7 . Second, three models are trained with the FREY Face dataset with 2 dimensional latent space. The minimum and the maximum of each column of Z L of models are calculated. Latent vectors, z = (z 1 , z 2 ), are selected at equal intervals between the minimum and the maximum. Selected latent vectors are mapped into the output space by the decoder network and the results are shown in Fig. 8 .
Comparison with DAE for Denoising Models
Even though the goal of the DAE is not reconstruction, we compare the reconstruction of the DLTAE with the DAE to check its denoising performance. The DAE is trained with the same number of hidden layers, units, and hyperparameters for CLR. While training, random noise∼ N (0, 0.5 2 ) is added to an original input image. The corrupted image is injected to the three models. The outputs from the three models are shown in Fig. 9 . The results validate the reconstruction images by the DLTAE is more similar with the original images, which can imply the DLTAE can capture salient features like the DAE.
Conclusions
We have proposed a novel framework for AE based on the homeomorphic transformation of latent variables through new latent and transformation networks installed between the encoder and the decoder networks of AE; unlike the conventional VAEs based on the reparameterization trick with independent Gaussian latent variables, the proposed framework allows more flexibility in handling the latent space while maintaining the direct connection from inputs to latent variables to outputs. We have investigated the effect of the transformation in both learning generative models and denoising corrupted data. 
