Chen and Zadrozny (1998) developed the linear extended Yule-Walker (XYW) method for determining the parameters of a vector autoregressive (VAR) model with available covariances of mixed-frequency observations on the variables of the model. If the parameters are determined uniquely for available population covariances, then, the VAR model is identified. The present paper extends the original XYW method to an extended XYW method for determining all ARMA parameters of a vector autoregressive moving-average (VARMA) model with available covariances of single-or mixed-frequency observations on the variables of the model. The paper proves that under conditions of stationarity, regularity, miniphaseness, controllability, observability, and diagonalizability on the parameters of the model, the parameters are determined uniquely with available population covariances of single-or mixed-frequency observations on the variables of the model, so that the VARMA model is identified with the single-or mixed-frequency covariances.
Introduction.
There has always correctly been a "real-time" interest in using all available information in an econometric analysis. Until recently, econometric analysis of data indexed by discrete-time periods has focused almost exclusively on single-frequency data (SFD), in which all variables are indexed at the same time interval. However, in practice, different variables have been available at different time intervals, i.e., at mixed frequencies.
As more variables are available at higher frequencies, data sets with greater mixtures of frequencies are available for econometric analysis. The desire to use the best available analysis has motivated research on econometric methods for mixed-frequency data (MFD). There is also the real-time matter of different variables being available at different lags, but this will not be considered here. For further discussion of these issues, see Ghysels (2012) .
Initially, only regression was used in econometric analysis with MFD, usually monthly-quartely data (Friedman, 1962; Miller and Chin, 1996) . More recently, univariate and multivariate or vector autoregressive moving-average (ARMA and VARMA) models have been increasingly used in econometric analysis with SFD or MFD. In econometrics, VARMA models were first estimated with MFD using maximum likelihood (Zadrozny, 1988 (Zadrozny, , 1990a , but maximum likelihood estimation (MLE) is effective only if good starting values are available for the parameters to be estimated so that iterations converge correctly and this is often difficult to do unless the model is "small" and has relatively few variables and, hence, few parameters to be estimated. In response, Chen and Zadrozny (1998) developed the linear extended Yule-Walker (XYW) method for determining the parameters of a VAR model, which uses available covariances of MFD and has the computational simplicity of least squares, and illustrated XYW's accuracy relative to MLE. The XYW method overcomes the computational problem of not being able to evaluate standard Yule-Walker equations because autocovariances at high-frequency lags of variables observed at low frequencies are unavailable. Although VAR models now dominate linear multivariate models used for modelling and analyzing economic time series, including an MA term in a model often allows it to fit data more accurately and parsimoniously (Box and Jenkins, 1976) .
XYW can be thought of not just as an AR-parameter estimation method, but more generally as a method that takes data covariances presumed to be generated by a VAR model as inputs and determines the AR parameters as outputs. If the covariance inputs are true population covariances and the outputs are unique, then, the outputs are the true model parameters and the VAR model is identified; if the covariance inputs are consistent sample estimates and the outputs are unique, then, the outputs are consistent parameter estimates. Chen and Zadrozny (1998) introduced XYW as an estimation method with sample covariances but did not prove, under certain conditions, that XYW is feasible (computationally implementable) or that XYW determines unique AR parameter outputs for true-population or consistent-sample covariance inputs. Anderson et al. (2012) proved this for a general VAR model and a particular MFD case, but only for a "generic" set of parameters.
The present paper makes two contributions. First, the paper extends the original XYW method to an extended XYW method that determines all ARMA parameters of a VARMA model with available covariances of its variables observed with SFD or MFD. Second, the paper proves that if the parameters of the model satisfy conditions I-VI of stationarity, regularity, miniphaseness, controllability, observability, and diagonalizability, then, the extended XYW method produces unique ARMA parameter values and the VARMA model is identified (not just "generically") with population covariances of its variables. Although the paper is not directly concerned with parameter estimation, the extended XYW method becomes a consistent method for estimating VARMA parameters simply by replacing population covariances with consistent sample covariances. However, experience with the XYW method (Chen and Zadrozny, 1998) suggests that such a consistent estimation method is unlikely to be accurate in small samples but that a generalized method of moments (GMM) extension of the method could be accurate in small samples.
However, such an extension is beyond the scope of this paper and is left for the future.
The extended XYW method solves one linear system to determine the AR parameters and solves two linear systems and does one matrix spectral factorization to determine the MA parameters. Spectral factorization is a linear operation except for an initial step of computing eigenvalues, which can be done reliably, accurately, and quickly using the QR algorithm (Golub and Van Loan, 1996; Zadrozny, 1998) . The key to the proof in the paper is The result is first proved for SFD and is, then, adapted to MFD. The adaptation is straightforward, because it requires only reducing derived equations and requires no additional derivations. In the paper, SFD means that all variables of a model are observed at the same discrete-time frequency at which the model operates and MFD means that some of the variables are observed at the same discrete-time frequency at which the model operates and others are observed at one or more lower frequencies. Although the paper considers only the above definition of SFD, SFD could also mean that all variables are observed at the same discrete-time frequency which is lower than the frequency at which the model operates.
For the second definition of SFD or for MFD, in the limit as its operating frequency goes to infinity, a discrete-time model approaches a continuous-time model observed with discrete-time data (Zadrozny, 1988) . Both discrete-and continuous-time models can be locally identified but not globally identified due to aliasing. Although aliasing has been considered mostly for continuous-time models observed with discrete-time data (Phillips, 1973; Hansen and Sargent, 1983) , aliasing can also occur in discrete-time models observed with discrete-time data. Aliasing occurs when statetransition matrices of different but observationally equivalent models have different eigenvalues.
One general resolution of aliasing is to choose the "least noisy" observationally-equivalent model in the sense of having the least spectral power at high frequencies. For example, in Anderson et al.'s (2012) Hannan (1969 Hannan ( , 1970 Hannan ( , 1976 Hannan ( , 1979 and secondarily to Akaike (1974) . See also Hannan and Deistler (1986 A VARMA model is said to be controllable iff its controllability matrix has full rank, i.e., rank[C np (F,G)] = np. Hautus (1969) proved that rank[C np (F,G)] = np iff, for any real-or complex-valued scalar λ,
Controllability is often more easily proved by checking condition (2.5) than by checking rank[C np (F,G)] = np directly. Kailath (1980, p. 135 ) called condition (2.5) the "PBH test," although Lancaster and Rodman (1995, p. 88) state that it was first proved by Hautus (1969) . Analogous to controllability, for L = 1, 2, ..., we define Controllability and observability come from dynamic system theory (Kwakernaak and Sivan, 1972; Anderson and Moore, 1979; Kailath, 1980 Different lower bounds have been stated for L. In each case, the lower bound is a necessary but not necessarily a sufficient condition for an observability condition to hold. However, because L has no upper limit in identification, we may henceforth more simply state that "L is sufficiently large". Of course, in estimation, L is limited by sample size.
We assume that the model satisfies condition V of observability when its variables are observed with MFD:
Condition V: VARMA model (2.1) is observable for a sufficiently large L, for the MFD being considered.
Define the block-companion-form matrix . We assume that the model satisfies condition VI of diagonalizability:
Condition VI: B is diagonalizable, i.e., has a linearly independent set of eigenvectors.
Distinct MA roots, equivalently distinct eigenvalues of B , imply that B has a full set of nq linearly independent eigenvectors. For this reason, diagonalizability should hold in most applications.
Conditions I-VI are conventional and can be expected to hold in practice for all but a singular (measure zero) set of parameters.
Identification of AR parameters with backward Yule-Walker equations.
Let C k = T k t t y Ey -, for k = 0, ±1, ±2, ..., denote the k-th population covariance matrix of y t and y t-k generated by VARMA model (2.1), where E denotes unconditional expectation. C k exists because the model is stationary and is skew symmetric, i.e., C k = T k C -.
To obtain the backward Yule-Walker equations (BYWE) for SFD, postmultiply VARMA model (2.1) by "backward in time"
2p-1, take unconditional expectations, and obtain (3.1) without MA terms,
Consider equation ( 
The first np BYWE with MA terms in equation ( where, for  = 1, ..., p, 
for ℓ = 1, ..., p, where, for any n×n matrix X, P denotes the n 2 ×n 2 permutation matrix defined by vec(X T ) = Pvec(X).
Write equation (4.7) more concisely as Ax = β, where To simplify Ax = β in order to verify that it can be solved for a unique value of x, first, write A as
where Q denotes the np×np permutation matrix that permutes blocks of n columns of Λ -p+1 Z T and P is the same permutation matrix as in equations (4.7) 
Premultiply equation (4.11) Lancaster and Rodman (1995, p. 98) implies that ( 1 p F -Ä I n ) + S has nonzero eigenvalues and is nonsingular. Thus, we can solve equation (4.12) for a unique value of x in terms of previously determined AR parameters, as (4.14)
We now describe the final steps for determining the MA parameters from x. We already have the n×n MA characteristic polynomial However, because controllability condition (2.6) precludes common AR and MA pairs of latent roots and left latent vectors, it precludes common left AR and MA factors.
Necessity of the identifying conditions.
The paper proved that identifying conditions I-VI are sufficient to identify the parameters of a VARMA model, but did not prove that the conditions are as a whole necessary for identification. Each condition is necessary or appears to be necessary in some part of the proof. Stationarity (I) is necessary for otherwise the identification problem is not well posed.
Regularity (II) appears to be necessary for identifying the MA parameters,
although Zadrozny (1998) Diagonalizability (VI) appears to be necessary for identifying the MA parameters. The present proof follows a particular method for determining the parameters from data covariances. However, a general proof of whether conditions I-VI as a whole are necessary for identifying the parameters must be independent of any particular method for determining them.
Numerical illustration of identification.
Sections 3 H ) to have full rank is difficult to interpret, but observability condition a 12 ≠ 0 means simply that quarterly GNP, the low-frequency variable, feeds back at monthly intervals on monthly employment, the high-frequency variable.
Identification of structural parameters.
If a VARMA model has no underlying structure, then, its parameters are equivalently structural and reduced-form. Consider now structural VARMA models with underlying structural parameters in vector q that are mapped to reduced-form parameters in vector j by some differentiable function f( q ).
Usually, an estimation method produces an estimate q of q that minimizes a twice-differentiable composite function g(f( q )) (in reduced-form estimation, j ≡ q ). Proposed structural and reduced-form methods for estimating VARMA models with MFD are maximum likelihood (Zadrozny, 1988 (Zadrozny, , 1990a , extended
Yule-Walker (Chen and Zadrozny, 1998) , Bayesian (Eraker et al., 2015) , MIDAS (Ghysels et al., 2007) , and stacking (Ghysels, 2012) . 
Appendix.
The appendix proves that, under conditions I-IV of stationarity, regularity, miniphaseness, and controllability, C np (F,VH T ) has full rank np, which contributes to the proof in the text below equation (3.5) that matrix D in equations (3.5) and (3.6) has full rank np. follows that M is nonsingular. Therefore, for any i l , M is nonsingular and C np (F,VH T ) has full rank np, as was to be shown.
