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Abstract
We study the numerical approximation of integrals over Rs with respect to the
standard Gaussian measure for integrands which lie in certain Hermite spaces of
functions. The decay rate of the associated sequence is specified by a single integer
parameter which determines the smoothness classes and the inner product can be
expressed via L2 norms of the derivatives of the function.
We map higher order digital nets from the unit cube to a suitable subcube of
R
s via a linear transformation and show that such rules achieve, apart from powers
of logN , the optimal rate of convergence of the integration error.
Keywords: Numerical integration, worst-case error, higher order digital nets, Hermite
polynomials
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1 Introduction
In this paper we study numerical integration of functions over the s-dimensional real space
R
s of the form
Is(f) =
∫
Rs
f(x)ϕs(x) dx, (1)
where ϕs denotes the density of the s-dimensional standard Gaussian measure,
ϕs(x) =
1
(2π)s/2
exp
(
−x · x
2
)
for x ∈ Rs.
We assume that the integrands f belong to a certain reproducing kernel Hilbert space
Hs,α of smoothness α whose construction is based on Hermite polynomials and which
∗This research was supported under Australian Research Council’s Discovery Projects funding scheme
(project number DP150101770).
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1
is therefore called a Hermite space of smoothness α. The exact definition of this space,
which was introduced by Irrgeher and Leobacher [10], will be given in Section 2.
In order to approximate Is(f), without loss of generality, we use linear algorithms of
the form
AN,s(f) =
N∑
i=1
wif(xi),
which are based on nodes x1, . . . ,xN ∈ Rs and real weights w1, . . . , wN and study the
worst-case absolute error e(AN,s,Hs,α) of AN,s over the unit ball of the Hermite space, i.e.
e(AN,s,Hs,α) = sup
f∈Hs,α
‖f‖s,α≤1
|Is(f)− AN,s(f)| .
The N -th minimal worst-case error e(N,Hs,α) is the infimum of e(AN,s,Hs,α) over all
linear algorithms AN,s that use N function values.
For F,G : D ⊆ N → R we say F (N) . G(N) if there exists some c > 0 such that
F (N) ≤ cG(N) for all N ∈ D. If the positive quantity c depends on some parameter,
say s, then we may indicate this by writing .s. We may use the symbol also the other
way round & with the obvious meaning.
Our main result states that e(N,Hs,α) is, up to some logN -factors, of the exact order
of magnitude N−α. More precisely, we show that
(logN)
s−1
2
Nα
.s,α e(N,Hs,α) .s,α (logN)
s 2α+3
4
− 1
2
Nα
. (2)
For the upper bound we present an explicit algorithm. Note that we do not study about
the dependence on the dimension and the smoothness of the implicit constants in (2).
The paper is organized as follows: In the next section we will introduce the function
space setting under consideration. We recall the definition of Hermite polynomials, give
the definition of Hermite spaces and discuss their smoothness properties. Section 3 is
devoted to the numerical integration problem. After some further introductory words
we will prove the lower bound from (2) in Subsection 3.1 (see Theorem 1). The upper
bound from (2) will be presented in Subsections 3.2 (Theorem 2) and 3.3 (Corollary 1).
In Section 4 we numerically compute the worst-case error of the presented algorithm as
well as of two other types of quadrature rules and compare their performances.
2 Hermite spaces of functions of finite smoothness
For k ∈ N0, the k-th Hermite polynomial is given by
Hk(x) =
(−1)k√
k!
exp(x2/2)
dk
dxk
exp(−x2/2),
which is sometimes also called normalized probabilistic Hermite polynomial, since∫
R
Hk(x)
2ϕ(x) dx = 1,
where ϕ is the standard normal density, ϕ(x) = 1√
2π
exp(−x2/2). For example,
H0(x) = 1, H1(x) = x, H2(x) =
1√
2
(x2 − 1), H3(x) = 1√6(x3 − 3x), . . .
2
Here we follow the definition given in [2], but we remark that there are slightly different
ways to introduce Hermite polynomials (see, e.g., [15]). Note that the τth derivative of
the kth Hermite polynomial is given by
dτ
dxτ
Hk(x) =

√
k!
(k−τ)! Hk−τ(x) if k ≥ τ,
0 otherwise,
(3)
(see, e.g., [10]). For s ≥ 2, k = (k1, . . . , ks) ∈ Ns0, and x = (x1, . . . , xs) ∈ Rs we define
s-dimensional Hermite polynomials by
Hk(x) =
s∏
j=1
Hkj(xj).
It is well-known (see [2]) that the sequence of Hermite polynomials {Hk(x)}k∈Ns
0
forms
an orthonormal basis of the function space L2(Rs, ϕs) of Gauss square-integrable functions.
We know that for all k ∈ Ns0 the bound
|Hk(x)
√
ϕs(x)| ≤ 1 for all x ∈ Rs (4)
holds, which is a slightly weaker version of Cramer’s bound (c.f. Sansone [14]). The next
lemma states a stronger bound on the Hermite polynomials.
Lemma 1. For all k ∈ Ns0 and for all x ∈ Rs we have
|Hk(x)
√
ϕs(x)| ≤
s∏
j=1
min
1, √π
k
1/12
j
 . (5)
The proof of this lemma will be deferred to the appendix, but we would like to remark
that the upper bound is sharp with respect to k, see [11]. From this lemma it follows that
σs(k) := ‖Hk√ϕs‖∞ ≤
s∏
j=1
min
1, √π
k
1/12
j
 . (6)
For every square-integrable f : Rs → R the k-th Hermite coefficient of f is defined
as f̂(k) =
∫
Rs
f(x)Hk(x)ϕs(x) dx. Now we define the Hermite space analogous to [10],
where the construction as well as basic properties are given in great detail.
Definition 1. Let s ∈ N and let r : Ns0 → (0,∞) be a function satisfying∑
k∈Ns
0
r(k)σs(k)
2 <∞.
Then the Hermite space corresponding to r is the Hilbert space
Hr :=
{
f : Rs → R : f is continuous,
∫
Rs
f(x)2ϕs(x) dx <∞, ‖f‖r <∞
}
,
where ‖f‖2r :=
∑
k∈Ns
0
r(k)−1f̂(k)2. The inner product in Hr is thus given by
〈f, g〉r =
∑
k∈Ns
0
1
r(k)
f̂(k)ĝ(k).
3
This definition of a Hermite space is slightly more general than that given in [10].
There it was required
∑
k∈Ns
0
r(k) < ∞. From Lemma 1 it follows that ∑k∈Ns
0
r(k) < ∞
implies
∑
k∈Ns
0
r(k)σs(k)
2 <∞.
To see that Hr is indeed closed under this norm one needs to show that for f ∈ Hr the
Hermite series for f converges to a continuous function. Indeed, applying the Cauchy-
Schwarz inequality,
∑
k∈Ns
0
|f̂(k)Hk(x)ϕs(x)1/2| ≤
∑
k∈Ns
0
r(k)σs(k)
2

1
2
∑
k∈Ns
0
r(k)−1f̂(k)2
Hk(x)
2ϕs(x)
σs(k)2

1
2
≤
∑
k∈Ns
0
r(k)σs(k)
2
 12 ‖f‖r <∞.
Thus
∑
k∈Ns
0
f̂(k)Hkϕ
1/2
s is a series of continuous functions which converges uniformly, so
its limit is continuous. Therefore also
∑
k∈Ns
0
f̂(k)Hk = ϕ
−1/2
s
∑
k∈Ns
0
f̂(k)Hkϕ
1/2
s is contin-
uous.
We are now going to define the Hermite space of smoothness α, which are characterized
by a special choice of the r(k) for k ∈ Ns0. Let s, α ∈ N. For all k ∈ Ns0 we define
rs,α(k) =
s∏
j=1
rα(kj) (7)
with
rα(k) =
1 if k = 0(∑ατ=0 βτ (k))−1 if k ≥ 1
and for integers τ ≥ 1,
βτ (k) =

k!
(k−τ)! if k ≥ τ,
0 otherwise.
Note that we have
rα(k) =
min(α,k)∑
τ=0
k!
(k − τ)!
−1 ≤ (k −min(α, k))!
k!
=

1
k!
if 1 ≤ k ≤ α,
(k−α)!
k!
if k ≥ α.
It is easily shown that limk→∞ rα(k)kα = 1. Hence
rα(k) ≍α 1
kα
for k ∈ N.
Thus
∑
k∈Ns
0
rs,α(k)σs(k)
2 <∞ for all α ∈ N, and we may consider the associated Hermite
space.
Definition 2. We call the Hermite space Hs,α corresponding to rs,α as defined in (7) a
Hermite space with smoothness α. We write ‖.‖s,α and 〈·, ·〉s,α for the norm and inner
product, respectively, of Hs,α.
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The name Hermite space with smoothness α will be justified below. In the following
we recall some commonly used conventions for operations with multiindices
• We denote the partial derivative by ∂xi := ∂∂xi for any i = 1, . . . , s.
• We denote the mixed partial derivatives with respect to x by
∂τx :=
∂|τ |
∂xτ
=
∂τ1 · · ·∂τs
∂xτ11 · · ·∂xτss
for any τ = (τ1, . . . , τs) ∈ Ns0, where |τ | = τ1 + · · ·+ τs.
• For vectors n = (n1, . . . , ns) and k = (k1, . . . , ks) we use the following notation:
n! =
s∏
j=1
nj !,
(
n
k
)
=
s∏
j=1
(
nj
kj
)
, |n| =
s∑
j=1
|nj |, n · k =
s∑
j=1
njkj .
Furthermore, n ≥ k means that nj ≥ kj for all j ∈ {1, 2, . . . , s}.
For f ∈ Hs,α we have the Hermite expansion, see [10],
f(x) =
∑
k∈Ns
0
f̂(k)Hk(x) for all x ∈ Rs
and for any τ ∈ Ns0 with τ ≤ α we have, see Lemma 6 in the Appendix, that
∂τxf =
∑
k≥τ
f̂(k)
√
k!
(k − τ )! Hk−τ .
Using an analogous expression for g, we obtain using Parseval’s theorem that
〈f, g〉s,α =
∑
k∈Ns
0
1
rs,α(k)
f̂(k)ĝ(k)
=
∑
k∈Ns
0
s∏
j=1
(
α∑
τ=0
βτ (kj)
)
f̂(k)ĝ(k)
=
∑
k∈Ns
0
∑
τ∈{0,...,α}s
 s∏
j=1
βτj (kj)
 f̂(k)ĝ(k)
=
∑
τ∈{0,...,α}s
∑
k≥τ
k!
(k − τ )! f̂(k)ĝ(k)
=
∑
τ∈{0,...,α}s
∫
Rs
∂τxf(x)∂
τ
xg(x)ϕs(x) dx.
Thus the inner product of Hs,α can also be written as
〈f, g〉s,α =
∑
τ∈{0,...,α}s
∫
Rs
∂τxf(x)∂
τ
xg(x)ϕs(x) dx .
In other words, for our special function rs,α the corresponding Hermite space is a Sobolev-
type space of functions on Rs with smoothness α.
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Remark 1. Hermite spaces have already been introduced in [10] with the stronger re-
quirement of summability of the corresponding sequence. The authors there consider the
sequence r˜s,α(k) = k
−α, which asymptotically is same as the choice of rs,α in this paper.
But due to the stronger (and unnecessary) requirement of summability in [10] there is the
restriction of α > 1, which is relaxed to α ≥ 1 here.
Besides the case of polynomially decaying coefficients, Hermite spaces with exponen-
tially decaying coefficients were also considered. Multivariate integration for such Hermite
spaces has been analyzed in [9]. It is also shown there that the elements of those function
spaces are analytic.
The results in [10] and [9] make heavy use of the facts that Hermite spaces are repro-
ducing kernel Hilbert spaces with canonical kernel
Ks,α(x,y) =
∑
k∈Ns
0
r(k)Hk(x)Hk(y) for all x,y ∈ Rs. (8)
The eigenfunctions of the reproducing kernel are the Hermite polynomials and the eigen-
values are precisely the numbers r(k). It is a curious fact that we do not make direct use
of this fact here.
3 Integration
We are interested in numerical approximation of the values of integrals
Is(f) =
∫
Rs
f(x)ϕs(x) dx for f ∈ Hs,α.
Without loss of generality, see, e.g., [13, Section 4.2] or [16], we can restrict ourselves to
approximating Is(f) by means of linear algorithms of the form
AN,s(f) =
N∑
i=1
wif(xi) for f ∈ Hs,α (9)
with integration nodes x1, . . . ,xN ∈ Rs and weights w1, . . . , wN ∈ R. An important
subclass of linear algorithms are quasi-Monte Carlo algorithms which are obtained by
choosing the weights wi = 1/N for all 1 ≤ i ≤ N .
For f ∈ Hs,α let
err(f) := Is(f)−AN,s(f).
The worst-case error of the algorithm AN,s is then defined as the worst performance of
AN,s over the unit ball of Hs,α, i.e.,
e(AN,s,Hs,α) = sup
f∈Hs,α
‖f‖s,α≤1
|err(f)| . (10)
Moreover, we define the N -th minimal worst-case error,
e(N,Hs,α) = inf
AN,s
e(AN,s,Hs,α)
6
where the infimum is taken over all linear algorithms using N function evaluations.
Numerical integration in the Hermite space has already been studied in [10]. There
it has been shown that for every N ∈ N there exist points x1, . . . ,xN ∈ Rs such that
the worst-case error of the quasi-Monte Carlo (QMC) algorithm QN,s(f) =
1
N
∑N
i=1 f(xi)
satisfies
e(QN,s,Hs,α) .s,α 1√
N
.
This result, which is [10, Corollary 3.9], has been shown by means of an averaging argu-
ment. The convergence rate however is very weak and does not depend on the smoothness
α. Even very large smoothness does not give information about an improved convergence
rate. The aim of this paper is to improve this error estimate.
3.1 Lower bound on the worst-case error
First we prove a lower bound on the integration error, where we use techniques initiated
by Bakhvalov [1].
Theorem 1. Let s, α ∈ N. Then for all N ∈ N, N ≥ 2, the N th minimal worst-case
error for integration in the Hermite space H(Ks,α) is bounded from below by
e(N,Ks,α) &s,α
(logN)
s−1
2
Nα
.
Proof. Let P = {x1,x2, . . . ,xN} denote the set of quadrature points used in algorithm
AN,s. For m ∈ N0 we define Dm = {1, 2, . . . , 2m} and for vectors m = (m1, . . . , ms) ∈ Ns0
we define Dm = Dm1 × Dm2 × . . .× Dms . For i ∈ Dm let
hi,m(x) =
(2
mx− (i− 1))α (i− 2mx)α for i−1
2m
< x < i
2m
,
0 otherwise.
For vectors m ∈ Ns0, i ∈ Dm and x = (x1, . . . , xs) ∈ Rs we define
hi,m(x) =
s∏
j=1
hij ,mj (xj).
Let supp(hi,m) denote the support of the function hi,m and note that
supp(hi,m) ⊂
s∏
j=1
(
ij − 1
2mj
,
ij
2mj
)
⊂ [0, 1]s
for all i ∈ Dm,m ∈ Ns0. Let t ∈ N be such that 2t−1 ≤ 2N < 2t. Define
h(x) =
∑
m∈Ns
0
|m|=t
∑
i∈Dm
P∩supp(hi,m)=∅
hi,m(x).
By definition we have h(xn) = 0 for all n ∈ {1, 2, . . . , N} and hence also AN,s(h) = 0.
Moreover,∫ ∞
−∞
hi,m(x)ϕ(x) dx =
∫ i
2m
i−1
2m
hi,m(x)ϕ(x) dx
7
=
∫ i
2m
i−1
2m
(2mx− (i− 1))α (i− 2mx)α ϕ(x) dx
=
1
2m
∫ 1
0
zα(1− z)αϕ
(
z + i− 1
2m
)
dz
≥ 1
2m
∫ 1
0
zα(1− z)αϕ(1) dz
≥ 1
2m
(α!)2
(2α + 1)!
1√
2πe
,
where we used the value β(α+ 1, α+ 1) of the β function. Thus we have∫
Rs
h(x)ϕs(x) dx =
∑
m∈Ns
0
|m|=t
∑
i∈Dm
P∩supp(hi,m)=∅
s∏
j=1
∫ ∞
−∞
hij ,mj (xj)ϕ(xj) dxj
≥ ∑
m∈Ns
0
|m|=t
∑
i∈Dm
P∩supp(hi,m)=∅
1
2t
(α!)2s
((2α+ 1)!)s
1
(2π e)s/2
≥
(
t+ s− 1
s− 1
)
2t −N
2t
(α!)2s
((2α+ 1)!)s
1
(2π e)s/2
>
(
t+ s− 1
s− 1
)
1
4
(α!)2s
((2α + 1)!)s
1
(2π e)s/2
, (11)
where we also used that P ∩ supp(hi,m) is empty for at least 2t−N many indices i ∈ Dm.
It remains to estimate the norm of the function h from above. We have that
‖h‖2Ks,α =
∑
τ∈{0,...,α}s
∫
Rs
(∂τh(x))2 ϕs(x) dx
≤ ∑
τ∈{0,...,α}s
∫
[0,1]s
(∂τh(x))2 dx,
where we used that ‖ϕs‖∞ ≤ 1 and supp(h) ⊆ [0, 1]s. Next we use the equivalence of the
unanchored and the anchored Sobolev norm, see e.g. Example 2.1 in [6],
‖h‖2Ks,α .s,α
∑
u⊆[s]
∑
τ−u∈{1,...,α−1}s−|u|
∫
[0,1]|u|
(
∂(αu,τ−u)h(xu, 0−u)
)2
dxu
.s,α
∑
u⊆[s]
∑
τ−u∈{1,...,α−1}s−|u|
∑
m,m′∈Ns
0
|m|=t
|m′|=t
∑
i∈Dm,i′∈Dm′
P∩supp(hi,m)=∅
P∩supp(h
i′,m′)=∅
×
∫
[0,1]|u|
∂(αu,τ−u)hi,m(xu, 0−u)∂(αu,τ−u)hi′,m′(xu, 0−u) dxu,
where (xu, 0−u) denotes the s-dimensional vector for which the j-th component is xj if
j ∈ u and 0 if j /∈ u as well as ∂(αu,τ−u) is the differential operator which derives α-times
with respect to the jth component if j ∈ u and τj-times with respect to the jth component
if j /∈ u with τ−u = (τj)j /∈u. Using the product form of the functions hi,m we get
‖h‖2Ks,α .s,α
∑
u⊆[s]
∑
τ−u∈{1,...,α−1}s−|u|
∑
m,m′∈Ns
0
|m|=t
|m′|=t
∑
i∈Dm,i′∈Dm′
P∩supp(hi,m)=∅
P∩supp(h
i′,m′)=∅
8
×∏
j∈u
∫ 1
0
h
(α)
ij ,mj (x)h
(α)
i′j ,m
′
j
(x) dx
∏
j /∈u
h
(τj)
ij ,mj(0)h
(τj )
i′j ,m
′
j
(0). (12)
Now let g : R→ R be defined by
g(x) =
(x− x
2)α for x ∈ [0, 1]
0 otherwise.
For i ∈ Dm and m ∈ N we have that
hi,m(x) = g(2
mx− (i− 1)).
and for τ ∈ {0, . . . , α− 1} it holds that
h
(τ)
i,m(0) = 2
τmg(τ)(1− i) = 0.
Therefore, in (12) only the term for u = [s] is non-zero, i.e. we end up with
‖h‖2Ks,α .s,α
∑
m,m′∈Ns
0
|m|=t|m′|=t
∑
i∈Dm,i′∈Dm′
P∩supp(hi,m)=∅
P∩supp(h
i′,m′)=∅
s∏
j=1
∫ 1
0
h
(α)
ij ,mj (x)h
(α)
i′j ,m
′
j
(x) dx. (13)
Now let m′ ≤ m and let i, i′ be such that supp(hi,m) ⊆ supp(hi′,m′), i.e. 2m−m′(i′−1) <
i ≤ 2m−m′i′. Then
∫ 1
0
h
(α)
i,m(x)h
(α)
i′,m′(x) dx = 2
α(m+m′)
∫ i
2m
i−1
2m
g(α)(2mx− (i− 1))g(α)(2m′x− (i′ − 1)) dx
= 2α(m+m
′)−m
∫ 1
0
g(α)(z)g(α)
(
z + i− 1
2m−m′
− (i′ − 1)
)
dz
and with Lemma 5 by setting b = 2m
′−m and a = 2m
′−m(i− 1)− (i′ − 1), which is given
in the appendix, we get
∫ 1
0
g(α)(z)g(α)
(
z + i− 1
2m−m′
− (i′ − 1)
)
dz =
(α!)2
2α + 1
2α(m
′−m).
So for m′ ≤ m it follows that the integrals in (13) can be bounded from above by
∫ 1
0
h
(α)
i,m(x)h
(α)
i′,m′(x) dx .s,α
2
2αm′−m if supp(hi,m) ⊆ supp(hi′,m′)
0 otherwise
Note that for given i′, there are 2m−m
′
values of i ∈ Dm such that supp(hi,m) ⊆
supp(hi′,m′). Thus we have
‖h‖2Ks,α .s,α
∑
m,m′∈Ns
0
|m|=t
|m′|=t
∑
i∈Dm,i′∈Dm′
P∩supp(hi,m)=∅
P∩supp(h
i′,m′ )=∅
s∏
j=1
22αmin(mj ,m
′
j)−max(mj ,m′j)
9
.s,α
∑
m,m′∈Ns
0
|m|=t
|m′|=t
s∏
j=1
22αmin(mj ,m
′
j)−max(mj ,m′j)2min(mj ,m
′
j)2max(mj ,m
′
j)−min(mj ,m′j)
=
∑
m,m′∈Ns
0
|m|=t
|m′|=t
s∏
j=1
2α(mj+m
′
j−|mj−m′j|)
.s,α 2
2αt
∑
m∈Ns
0
|m|=t
∑
m′∈Ns
0
|m′|=t
s∏
j=1
2−α|mj−m′j|.
For any m ∈ Ns0 we have
∑
m′∈Ns
0
|m′|=t
s∏
j=1
2−α|mj−m′j| ≤ ∑
k∈Zs
k1+···+ks=0
2α(−|k1|−···−|ks|) ≤
∑
k∈Z
2−α|k|
s = 3sα.
Thus, we end up with
‖h‖2Ks,α .s,α 22αt
∑
m∈Ns
0
|m|=t
1 .s,α 2
2αt
(
t+ s− 1
s− 1
)
. (14)
Combining (11), the fact that AN,s(h) = 0 and (14) we finally obtain
e(AN,s, Ks,α) ≥ |Is(h)− AN,s(h)|‖h‖Ks,α
&s,α
1
2αt
√√√√(t+ s− 1
s− 1
)
&s,α
(logN)
s−1
2
Nα
.
3.2 A relation to integration in the ANOVA space
Definition 3. The ANOVA space of smoothness α defined over [0, 1)s (also known as
unanchored Sobolev space) is given by
Hsobs,α([0, 1)s) :=
s⊗
j=1
{
g : [0, 1)→ R : g(r) absolutely continuous
for r ∈ {0 . . . , α− 1}, g(α) ∈ L2[0, 1)
}
(15)
with inner product
〈g, h〉sob,s,α :=
∑
u⊆{1,...,s}
∑
τ u∈{0,...,α−1}|u|
×
∫
[0,1]s−|u|
(∫
[0,1]|u|
∂(τ u,α−u)z g(z) dzu
)(∫
[0,1]|u|
∂(τ u,α−u)z h(z) dzu
)
dz−u
where zu denotes the |u|-dimensional vector with components zj for j ∈ u and z−u denotes
the (s − |u|)-dimensional vector with the components zj for j /∈ u. Moreover, (τ u, α−u)
denotes the s-dimensional vector for which the j-th component is α for j /∈ u and τj for
j ∈ u, where τ u = (τj)j∈u. The norm is ‖·‖sob,s,α =
√
〈·, ·〉sob,s,α.
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For short we write Hsobs,α := Hsobs,α([0, 1)s). Note that Hsobs,α consists of functions with
domain [0, 1)s instead of Rs. Also the ANOVA space of smoothness α is a reproducing
kernel Hilbert space with kernel function
Ksobs,α (x,y) =
s∏
j=1
Ksobα (xj , yj)
for x = (x1, x2, . . . , xs) ∈ [0, 1)s and similarly for y, and where the one-dimensional kernel
is given by
Ksobα (x, y) =
α∑
r=0
Br(x)Br(y)
(r!)2
+ (−1)α+1B2α(|x− y|)
(2α)!
for x, y ∈ [0, 1), where Br denotes the Bernoulli polynomial of degree r.
The worst-case absolute integration error of an algorithm AN,s as in (9) is
e(AN,s,Hsobs,α) = sup
g∈Hsobs,α
‖g‖sob,s,α≤1
∣∣∣∣∣
∫
[0,1]s
g(x) dx− AN,s(g)
∣∣∣∣∣ .
Now we relate the integration problem in the Hermite space Hs,α to the integration
problem in Hsobs,α .
Let QN,s be a QMC-rule for integration in the ANOVA space Hsobs,α which is based on
a point set {z1, z2, . . . , zN} in [0, 1)s, i.e.,
QN,s(g) =
1
N
N∑
n=1
g(zi) for g ∈ Hsobs,α .
For any b = (b, . . . , b) ∈ (0,∞)s we denote by Bb the mapping from [0, 1]s to [−b, b]
given by
Bb(z) = 2bz − b. (16)
Note that the mapping Bb is just a scaling and translation of the s-dimensional unit cube
which is fully determined by the parameter b. The volume of the s-dimensional interval
[−b, b] is then (2b)s.
For integration in the Hermite space Hs,α we consider integration rules of the following
form: let {z1, z2, . . . , zN} ⊆ [0, 1)s be the point set used in QN,s. Then we use the
integration rule
AN,s(f) =
(2b)s
N
N∑
i=1
f(Bb(zi))ϕs(Bb(zi)) for f ∈ Hs,α, (17)
with b = 2
√
α logN for all i ∈ {1, 2, . . . , N}.
Theorem 2. Let α ∈ N and AN,s be the quadrature rule defined in (17). Then for the
worst-case error of AN,s in the Hermite space Hs,α we have
e(AN,s,Hs,α) .s,α (logN)s 2α+14 e(QN,s,Hsobs,α) +
1
Nα
.
For the proof of Theorem 2 we need some tools that will be provided in the next
subsection. The proof will then be given in Subsection 3.2.2.
In Subsection 3.3 we provide a construction of point sets with low worst-case error
e(QN,s,Hsobs,α).
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3.2.1 Auxiliary results
Lemma 2. Let f ∈ Hs,α with α ∈ N. Then |f(x)
√
ϕs(x)| .s,α ‖f‖s,α for all x ∈ Rs.
Proof. For any f ∈ Hs,α we know that f(x) = ∑k∈Ns
0
f̂(k)Hk(x) for all x ∈ Rs. Using
the Cauchy-Schwarz inequality and Lemma 1,
|f(x)
√
ϕs(x)| ≤
∑
k∈Ns
0
|f̂(k)| |Hk(x)
√
ϕs(x)|rs,α(k)−1/2 rs,α(k)1/2
≤
∑
k∈Ns
0
1
rs,α(k)
|f̂(k)|2
1/2∑
k∈Ns
0
|Hk(x)
√
ϕs(x)|2rs,α(k)
1/2
= ‖f‖s,α πs/2
(
1 +
∞∑
k=1
1
k1/6
rα(k)
)s/2
.
We have
1 +
∞∑
k=1
1
k1/6
rα(k) ≤ 1 +
α∑
k=1
1
k1/6
1
k!
+
∞∑
k=α+1
1
k1/6
(k − α)!
k!
≤ 1 + e− 1 +
∞∑
k=α+1
1
k7/6
≤ e +
∫ ∞
α
dt
t7/6
= e +
6
α1/6
and hence the desired result follows.
Lemma 3. Let f ∈ Hs,α. For any τ ∈ {0, . . . , α}s we have
∂τx (f · ϕs) (x) = ϕs(x)
∑
j≤τ
(−1)|τ−j|
(
τ
τ − j
)√
(τ − j)!Hτ−j(x) ∂jxf(x). (18)
Proof. We show this by induction on s. It is obvious that (18) holds for τ = 0. Now
we denote by ei the multiindex whose i-th entry is 1 with the remaining entries set to 0.
Then for any i = 1, . . . , s we have for τ = ei that
∂τx (f · ϕs) (x) = ∂xi (f(x)ϕs(x))
= ∂xif(x)ϕs(x)− xif(x)ϕs(x)
= (H0(x) ∂
ei
x f(x)−Hei(x)f(x))ϕs(x).
Next we assume that (18) holds for some τ . Then for any i = 1, . . . , s we get that
∂τ+eix (f(x)ϕs(x)) =
= ∂xi
∑
j≤τ
(−1)|τ−j|
(
τ
τ − j
)√
(τ − j)!Hτ−j(x) ∂jxf(x)ϕs(x)

=
∑
j≤τ
(−1)|τ−j|
(
τ
τ − j
)√
(τ − j)! ∂xi
(
Hτ−j(x)∂jxf(x)ϕs(x)
)
=
∑
j≤τ
(−1)|τ−j|
(
τ
τ − j
)√
(τ − j)! (∂eix Hτ−j(x)− xiHτ−j(x)) ∂jxf(x)ϕs(x)
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+
∑
j≤τ
(−1)|τ−j|
(
τ
τ − j
)√
(τ − j)!Hτ−j(x) ∂j+eif(x)ϕs(x)
=
∑
j≤τ
(−1)|τ−j+ei|
(
τ
τ − j
)√
(τ − j + ei)!Hτ−j+ei(x) ∂jxf(x)ϕs(x)
+
∑
0<j≤τ+ei
(−1)|τ−j+ei|
(
τ
τ − j + ei
)√
(τ − j + ei)!Hτ−j+ei(x) ∂jxf(x)ϕs(x).
If we use that for all j ≤ τ and i = 1, . . . , s,(
τ
τ − j
)
+
(
τ
τ − j + ei
)
=
(
τ + ei
τ + ei − j
)
,
we end up with
∂τ+eix (f · ϕs)(x) = ϕs(x)
∑
j≤τ+ei
(−1)|τ−j+ei|
(
τ + ei
τ + ei − j
)√
(τ + ei − j)!Hτ+ei−j(x)∂τxf(x).
3.2.2 Proof of Theorem 2
We will now prove the upper bound given in Theorem 2. To this end let f ∈ Hs,α. Then
the absolute integration error can be estimated by using the triangle inequality, i.e.,
err(f) =
∣∣∣∣∣
∫
Rs
f(x)ϕs(x) dx− (2b)
s
N
N∑
i=1
f(xi)ϕs(xi)
∣∣∣∣∣
≤
∣∣∣∣∣
∫
Rs\[−b,b]
f(x)ϕs(x) dx
∣∣∣∣∣+
∣∣∣∣∣
∫
[−b,b]
f(x)ϕs(x) dx− (2b)
s
N
N∑
i=1
f(xi)ϕs(xi)
∣∣∣∣∣
= err1(f) + err2(f), (19)
where
err1(f) :=
∣∣∣∣∣
∫
Rs\[−b,b]
f(x)ϕs(x) dx
∣∣∣∣∣
describes the error of approximating the integral outside of [−b, b] by zero and
err2(f) :=
∣∣∣∣∣
∫
[−b,b]
f(x)ϕs(x) dx− (2b)
s
N
N∑
i=1
f(xi)ϕs(xi)
∣∣∣∣∣
is the integration error which results by applying the QMC rule to the function x 7→
f(x)ϕs(x) restricted to the interval [−b, b].
Estimate of err1(f): With Lemma 2 we get
err1(f) ≤
∫
Rs\[−b,b]
|f(x)ϕs(x)| dx
=
∫
Rs\[−b,b]
|f(x)
√
ϕs(x)|
√
ϕs(x) dx
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.s,α ‖f‖s,α
∫
Rs\[−b,b]
exp(−x · x/4)
(2π)s/2
dx
.s,α ‖f‖s,α
∫
[0,∞)s\[0,b]
exp(−x · x/4)
πs/2
dx.
Furthermore we have that∫
[0,∞)s\[0,b]
exp(−x · x/4)
πs/2
dx =
∫
[0,∞)s
exp(−x · x/4)
πs/2
dx−
∫
[0,b]
exp(−x · x/4)
πs/2
dx
=
(
1√
π
∫ ∞
0
exp(−x2/4) dx
)s
−
(
1√
π
∫ b
0
exp(−x2/4) dx
)s
= 1−
(
1√
π
∫ b
0
exp(−x2/4) dx
)s
≤ 1−
(
1− e−b2/4
)s
≤ s e−b2/4
=
s
Nα
,
where we used that b = 2
√
α logN . This shows that
err1(f) .s,α ‖f‖s,α
1
Nα
. (20)
Estimate of err2(f): To estimate err2(f) we will derive an upper bound which includes
the worst-case error of integration in the ANOVA space Hsobs,α . To this end we first trans-
form the problem from [−b, b] to [0, 1]s, i.e.
err2(f) =
∣∣∣∣∣
∫
[−b,b]
f(x)ϕs(x) dx− (2b)
s
N
N∑
i=1
f(xi)ϕs(xi)
∣∣∣∣∣
= (2b)s
∣∣∣∣∣
∫
[0,1]s
f(Bb(z))ϕs(Bb(z)) dz − 1
N
N∑
i=1
f(Bb(zi))ϕs(Bb(zi))
∣∣∣∣∣ . (21)
Now we need the following lemma:
Lemma 4. Let f ∈ Hs,α and b > 0. Then the function g : [0, 1)s → Rs, given by
g = (f · ϕs) ◦ Bb with Bb as in (16), belongs to Hsobs,α and furthermore,
‖g‖sob,s,α .s,α bs(α−1/2) ‖f‖s,α . (22)
Proof. Let f ∈ Hs,α. Using the Cauchy-Schwarz inequality we get
‖g‖2sob,s,α =
∑
u⊆{1,...,s}
∑
τ u∈{0,...,α−1}|u|
∫
[0,1]s−|u|
(∫
[0,1]|u|
∂(τ u,α−u)z g(z) dzu
)2
dz−u
≤ ∑
u⊆{1,...,s}
∑
τu∈{0,...,α−1}|u|
∫
[0,1]s
(
∂(τ u,α−u)z g(z)
)2
dz
=
∑
τ∈{0,...,α}s
∫
[0,1]s
(∂τz g(z))
2 dz.
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Since g = (f · ϕs) ◦ Bb, we obtain
‖g‖2sob,s,α ≤
∑
τ∈{0,...,α}s
∫
[0,1]s
(∂τz (f · ϕs)(Bb(z)))2 dz
=
1
(2b)s
∑
τ∈{0,...,α}s
(2b)2|τ |
∫
[−b,b]
(∂τx(f · ϕs)(x))2 dx,
where we used ∂τz (f ·ϕs)(Bb(z)) = (2b)|τ |∂τx(f ·ϕs)(x) which holds by the chain rule. From
Lemma 3 we know that∫
[−b,b]
(∂τx(f · ϕs)(x))2 dx
=
∫
[−b,b]
∑
j≤τ
(−1)|τ−j|
(
τ
τ − j
)√
(τ − j)!Hτ−j(x)
√
ϕs(x) ∂
j
xf(x)
2 ϕs(x) dx.
With Cramer’s bound (4) it follows that
∫
[−b,b]
(∂τx(f · ϕs)(x))2 dx ≤
∫
[−b,b]
∑
j≤τ
(
τ
τ − j
)√
(τ − j)!
∣∣∣∂jxf(x)∣∣∣
2 ϕs(x) dx
=
∑
j1,j2≤τ
(
τ
τ − j1
)√
(τ − j1)!
(
τ
τ − j2
)√
(τ − j2)!
×
∫
[−b,b]
∣∣∣∂j1x f(x)∂j2x f(x)∣∣∣ϕs(x) dx.
Furthermore, using the Cauchy-Schwarz inequality we get∫
[−b,b]
∣∣∣∂j1x f(x)∂j2x f(x)∣∣∣ϕs(x) dx
≤
(∫
[−b,b]
∣∣∣∂j1x f(x)∣∣∣2 ϕs(x) dx
)1/2 (∫
[−b,b]
∣∣∣∂j2x f(x)∣∣∣2 ϕs(x) dx
)1/2
≤ ‖f‖2s,α ,
and so we have,
∫
[−b,b]
(∂τx(f · ϕs)(x))2 dx ≤ ‖f‖2s,α
∑
j≤τ
(
τ
τ − j
)√
(τ − j)!
2
= ‖f‖2s,α
s∏
i=1
 τi∑
j=0
(
τi
τi − j
)√
(τi − j)!
2
≤ ‖f‖2s,α
s∏
i=1
τi!2
2τi ,
where we used that τ∑
j=0
(
τ
τ − j
)√
(τ − j)!
2 ≤ τ !
 τ∑
j=0
(
τ
τ − j
)2 = τ ! 22τ .
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Finally we get,
‖g‖2sob,s,α ≤ ‖f‖2s,α
∑
τ∈{0,...,α}s
(2b)2|τ |−s
s∏
j=1
τj ! 2
2τj
≤ ‖f‖2s,α
(
α!
2b
α∑
τ=0
(4b)2τ
)s
.s,α ‖f‖2s,α bs(2α−1),
and the result follows by taking the square-root.
We continue with estimating err2(f). Because of Lemma 4 we know that functions of
the form (f · ϕs) ◦ Bb belong to Hsobs,α and so we obtain from (21),
err2(f) ≤ (2b)s ‖(f ◦ Bb) · (ϕs ◦ Bb)‖sob,s,α e(QN,s,Hsobs,α).
With the norm estimate (22) and b = 2
√
α logN we achieve
err2(f) .s,α ‖f‖s,α (logN)s
2α+1
4 e(QN,s,Hsobs,α). (23)
Estimate of err(f): Now we insert (20) and (23) into (19). This way we end up with
the following estimate on the absolute integration error of f :
err(f) .s,α ‖f‖s,α
(
1
Nα
+ (logN)s
2α+1
4 e(QN,s,Hsobs,α)
)
.
This implies the upper bound on the worst-case error as stated in Theorem 2.
Remark 2. While proving the upper bound on the worst case error, we had some con-
stants “hidden” in the .s,α notation. In some of the estimates the implied constants grow
exponentially with s. However, in this paper we are interested on the optimal asymptotic
order of magnitude of the worst-case error for N tending to infinity. In this sense the
dependence of the implied constants on the dimension is not an issue. This would be a
matter of tractability which we leave for future research.
3.3 Digital nets
For the integration in the ANOVA space we use digital nets over a suitable finite field of
prime order. The construction of digital nets has been introduced by Niederreiter [12].
For a more recent introduction into this topic we refer to [5]. For a prime number q we
identify the finite field Fq with the set {0, 1, . . . , q−1} equipped with the usual arithmetic
operations modulo q.
Definition 4. Let Fq be the finite field of prime order q and let s,m, n ∈ N. Let
C1, . . . , Cs ∈ Fn×mq be n × m matrices over Fq. For each h ∈ {0, . . . , qm − 1} compute
the q-adic expansion h = η0 + η1q + · · · + ηm−1qm−1, where η0, η1, . . . , ηm−1 ∈ Fq. Then
compute for each j ∈ {1, 2, . . . , s} the matrix-vector product
Cj · (η0, η1, . . . , ηm−1)⊤ =: (ξh,j,1, ξh,j,2, . . . , ξh,j,n)⊤
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over Fq. Then the point set P = {x1,x2, . . . ,xqm} with xh = (xh,1, xh,2, . . . , xh,s) and
xh,j =
ξh,j,1
q
+
ξh,j,2
q2
+ · · ·+ ξh,j,n
qn
for h ∈ {0, . . . , qm− 1} and j ∈ {1, 2, . . . , s} is called a digital net over Fq with generating
matrices C1, . . . , Cs.
Note that a digital net with the above parameters consists of qm elements in [0, 1)s.
There are several powerful constructions of generating matrices for digital nets with excel-
lent uniform distribution properties, e.g. from Sobol’, Faure, Niederreiter and Niederreiter-
Xing (see, e.g., [5, Chapter 8] and the references therein).
Higher order nets according to Dick. In [3, 4] Dick introduced the powerful concept
of digital higher order nets over Fq for the integration in the ANOVA space of smoothness
α. It is known that such nets can achieve a convergence rate of order (logN)αs/Nα where
N = qm (see [5, Section 15.6]). For order (2α + 1) nets an improvement was achieved in
[7], which shows a convergence rate of order (logN)(s−1)/2/Nα, which is the best possible
rate of convergence. For these nets we obtain the following corollary to Theorem 2:
Corollary 1. Let α ∈ N and AN,s be the quadrature rule defined in (17) based on a higher
order net of order (2α+1) over Fq with N = q
m elements. Then for the worst-case error
of AN,s in the Hermite space Hs,α we have
e(AN,s,Hs,α) .s,α (logN)
s 2α+3
4
− 1
2
Nα
where N = qm.
Thus we have shown that the lower bound from Theorem 1 is optimal up to logN -
factors and can be achieved using a quadrature rule of the form (17).
4 Comparison with other methods
So far there are two standard deterministic integration rules over Rs with respect to the
Gaussian measure, namely the Gauss-Hermite rule and transformed QMC-rules based on
the inverse cumulative distribution function (CDF) of the Gaussian measure. For both
methods no theoretical bounds are known which guarantee a worst-case error of order
N−α up to logarithmic terms.
It is now interesting to compare the three methods with respect to the order of conver-
gence numerically. Unfortunately, there is no closed form formula known for the worst-case
error. So one has to use the series representation for the worst-case error which becomes
numerically infeasible already for dimension s = 2. For s = 1 we show how to derive the
series representation of the worst-case error. In the following we drop the index for the
dimension, i.e. we write AN := AN,1 as well as Hα := H1,α.
Similar to [5, Proposition 2.11], we get for the squared worst-case error that
e2(AN ,Hα) =
∫
R
∫
R
K(x, y)ϕ(x)ϕ(y) dx dy
− 2
N∑
i=1
wi
∫
R
K(x, xi)ϕ(x) dx+
N∑
i,j=1
wiwjK(xi, xj).
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Using the kernel representation (8) we obtain for the integrals,∫
R
∫
R
K(x, y)ϕ(x)ϕ(y) dx dy =
∞∑
k=0
rα(k)
(∫
R
Hk(x)ϕ(x)dx
)2
= rα(0) = 1
and for all i = 1, . . . , N ,∫
R
K(x, xi)ϕ(x) dx =
∞∑
k=0
rα(k)
∫
R
Hk(x)ϕ(x)dxHk(xi) = rα(0)H0(xi) = 1
Thus we get the worst-case error formula for a given algorithm with weights wi and nodes
xi, i = 1, . . . , N ,
e(AN ,Hα) =
(1− N∑
i=1
wi
)2
+
∞∑
k=1
rα(k)
(
N∑
i=1
wiHk(xi)
)21/2 .
However, for the numerical computation we have to cut off the infinite sum at some index
m ∈ N and we consider a truncated version of the worst-case error, given by
em(AN ,Hα) =
(1− N∑
i=1
wi
)2
+
m∑
k=1
rα(k)
(
N∑
i=1
wiHk(xi)
)21/2 .
In the following numerical tests this truncation parameter is chosen numerically by m =
5×107 to keep the resulting truncation error small and negligible compared to the worst-
case error. (It would be an easy exercise to prove an upper bound on the truncation
error.)
First we consider the algorithm given by (17) with a point set on the unit cube which
comes from a so-called interlaced Sobol’ sequence with interlacing factor equals to α, see
[3, 4]. Figure 1 shows the worst-case error of this algorithm for α ranging from 1 to 3. It is
an interesting observation that one can see the convergence rate O(N−α) of the worst-case
error quite good already for rather small point sets.
A classical quadrature rule for integrals given by (1) are the Gauss-Hermite rules, which
are integration rules with integration nodes given by the roots of Hermite polynomials
and with according weights. For more details on Gauss-Hermite rules we refer to [8] and
[9]. However, Figure 2 suggests that the worst-case error of Gauss-Hermite rules only
behaves like O(N−α/2) which is not best possible for integration in Hermite spaces of
finite smoothness, according to our lower bound.1
The other standard way of computing integrals of the form (1) is to apply quasi-Monte
Carlo integration by mapping the point set of a given QMC rule from the s-dimensional
unit cube to the Rs using the inverse CDF of the Gaussian measure. We remark the for
this method there are no theoretical bounds known so far.
In our case here we use a higher order QMC rule based on interlaced Sobol’ sequences
with interlacing factor equals to α. In Figure 3 we see that for all three choices of α the
worst-case error behaves like O(N−1) which is good for α = 1, but not for α ≥ 2. It
seems that the good distribution properties of the higher order nets, which guarantee the
optimal convergence rate for integration in the ANOVA space defined over the unit cube,
get lost by transforming the point set from [0, 1)s to Rs using the inverse CDF. This does
not happen by the method presented in this paper, since the point set is just manipulated
by a linear transformation which preserves the structure of the higher order nets.
1We remark that one can show that Smolyak algorithms based on one-dimensional Gauss-Hermit rules
achieve a convergence rate for the worst-case error of order at least O(N−α/2).
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Figure 1: Worst-case error of the Algorithm (17) based on an interlaced Sobol’ sequence.
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Figure 2: Worst-case error of Gauss-Hermite rules.
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Figure 3: Worst-case error of higher order quasi-Monte Carlo integration combined with
the inverse cumulative distribution function.
5 Conclusions
We introduced the notion of Hermite spaces of finite smoothness which we show to cor-
respond to certain Sobolev-type spaces of functions on the Rs and which are therefore of
high practical interest. We considered the worst case error of integration with respect to
standard Gaussian measure and we proved upper and lower bounds.
For proving the upper bound, we developed a novel and easy to implement algorithm
which relies on the concept of higher order nets. The algorithm was shown to be of the
optimal order in the number N of integration nodes, up to factors which are polynomial
in logN .
For dimension 1 we compared numerically the convergence rate of the worst-case error
of the presented method and two other standard integration rules.
Appendix
Proof of Lemma 1. We first show the statement for s = 1. From [11, Theorem 1] we know
that for k ≥ 6,
|Hk(x)2ϕ(x)| ≤ 2
3
Ck exp
(
15
8
(
1 +
12
4(2k)1/3 − 9
))
1
k1/6
for all x ∈ R
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where
Ck =

21/3k
√
4k−2k!√
π2k
√
8k2−8k+3 (k/2)!2 if k even,
√
8k2−8k+3 (k−1)!√
π21/62k
√
2k−1 ((k−1)/2)!2 if k odd.
It is easy to show that Ck increases and converges towards 2
1/3/π as k → ∞. Together
with Cramer’s bound (4), we get
|Hk(x)2ϕ(x)| ≤ min
(
1,
24/3
3π
exp
(
15
8
(
1 +
12
4(2k)1/3 − 9
))
1
k1/6
)
for all x ∈ R.
Note that the minimum is 1 for all k ≤ 876 and that
24/3
3π
exp
(
15
8
(
1 +
12
4(2k)1/3 − 9
))
≤ 3.1 ≤ π for all k ≥ 876.
Thus we get for any k ∈ N0 that
|Hk(x)
√
ϕ(x)| ≤ min
(
1,
√
π
k1/12
)
for all x ∈ R.
Now let s ∈ N. Then for any k ∈ Ns0 we get
|Hk(x)
√
ϕs(x)| =
s∏
j=1
|Hkj(xj)
√
ϕ(xj)| ≤
s∏
j=1
min
1, √π
k
1/12
j
 for all x ∈ Rs,
which shows the statement (5).
Lemma 5. Let α ∈ N and g : [0, 1]→ R be given by g(x) = (x−x2)α. Then for a, b ∈ R,
∫ 1
0
g(α)(z)g(α)(bz + a) dz =
(α!)2
2α + 1
bα.
Proof. We have that
g(α)(z) =
α∑
k=0
(−1)k
(
α
k
)
(α + k)!
k!
zk.
Thus∫ 1
0
g(α)(z)g(α)(bz + a) dz
=
α∑
k1=0
α∑
k2=0
(−1)k1+k2
(
α
k1
)(
α
k2
)
(α+ k1)!
k1!
(α + k2)!
k2!
∫ 1
0
zk1(bz + a)k2 dz
=
α∑
k1=0
α∑
k2=0
(−1)k1+k2
(
α
k1
)(
α
k2
)
(α+ k1)!
k1!
(α + k2)!
k2!
k2∑
ℓ=0
(
k2
ℓ
)
bk2−ℓaℓ
∫ 1
0
zk1+k2−ℓ dz
=
α∑
k1=0
α∑
k2=0
(−1)k1+k2
(
α
k1
)(
α
k2
)
(α+ k1)!
k1!
(α + k2)!
k2!
k2∑
ℓ=0
(
k2
ℓ
)
bk2−ℓaℓ
1
k1 + k2 − ℓ+ 1
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= (α!)2
α∑
k2=0
k2∑
ℓ=0
(−1)k2
(
α
k2
)(
α+ k2
k2
)(
k2
ℓ
)
bk2−ℓaℓ
α∑
k1=0
(−1)k1
(
α
k1
)(
α + k1
k1
)
1
k1 + k2 − ℓ+ 1
Next we study the inner sum in more detail. For the case that k2 − ℓ = α, which only
holds if k2 = α and ℓ = 0, we get
α∑
k1=0
(−1)k1
(
α
k1
)(
α + k1
k1
)
1
k1 + α + 1
=
(−1)α(α!)2
(2α)!(2α+ 1)
.
For all other combinations of k2 and ℓ we have c := k2 − ℓ ∈ {0, . . . , α− 1} and
α∑
k1=0
(−1)k1
(
α
k1
)(
α + k1
k1
)
1
k1 + c+ 1
= 0.
To sum up, we get that
α∑
k1=0
(−1)k1
(
α
k1
)(
α + k1
k1
)
1
k1 + k2 − ℓ+ 1 =

(−1)α(α!)2
(2α)!(2α+1)
if k2 = α ∧ ℓ = 0
0 otherwise
and, consequently,
∫ 1
0
g(α)(z)g(α)(bz + a) dz = (α!)2(−1)α
(
α
α
)(
2α
α
)(
α
0
)
bαa0
(−1)α(α!)2
(2α)!(2α+ 1)
=
(
2α
α
)
(α!)2
(2α)!
(α!)2
(2α+ 1)
bα
=
(α!)2
(2α + 1)
bα.
Lemma 6. Let f ∈ Hs,α and let τ ≤ (α, . . . , α). Then the τ th weak derivative of f exists
in L2(Rs, ϕs) and it is given by
∂τxf =
∑
k≥τ
f̂(k)
√
k!
(k − τ )! Hk−τ .
Proof. For k ≥ τ let ak−τ :=
√
k!
(k−τ )! f̂(k). Then
∑
k≥τ
a2k−τ =
∑
k≥τ
(√
k!
(k − τ )! f̂(k)
)2
=
∑
k≥τ
k!
(k − τ )!rkr
−1
k
(
f̂(k)
)2
≤ C ∑
k≥τ
k!
(k − τ )!k
−αr−1k
(
f̂(k)
)2
≤ C ∑
k≥τ
r−1k
(
f̂(k)
)2
<∞ .
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Therefore
∑
k≥τ ak−τHk−τ ∈ L2(Rs, ϕs). Let h be any representer of this series, that is h
is a measurable function on the Rs satisfying
∫
Rs
h(x)2ϕs(x) dx <∞.
Note that from the definition of Hk we have
dj
dxj
(Hk(x)ϕ(x)) =
(−1)k√
2πk!
dk+j
dxk+j
exp(−x2/2) = (−1)j
√
(k + j)!
k!
Hk+j(x)ϕ(x).
For any C∞-function ρ with compact support we have that ψ = ρ/ϕs is again a
C∞-function with compact support and∫
Rs
f(x)∂τxρ(x) dx =
∫
Rs
f(x)∂τx (ψ(x)ϕs(x)) dx
=
∫
Rs
∑
k≥0
f̂(k)Hk(x)
∑
j≥0
ψ̂(j)∂τx (Hj(x)ϕs(x)) dx
=
∫
Rs
∑
k≥0
f̂(k)Hk(x)
∑
j≥0
ψ̂(j)(−1)τ
√√√√(j + τ )!
(j)!
Hj+τ (x)ϕs(x) dx
=
∑
j≥0
f̂(j + τ )ψ̂(j)(−1)τ
√√√√(j + τ )!
(j)!
= (−1)τ ∑
j≥0
ajψ̂(j) = (−1)τ
∫
Rs
h(x)ψ(x)ϕs(x) dx = (−1)τ
∫
Rs
h(x)ρ(x) dx,
such that h is indeed a τ -th weak derivative of f .
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