Results on a comparison of adaptive recognition techniques for on-line recognition of handwritten Latin alphabets are presented. The emphasis is on ve adaptive classi cation strategies described in this paper. The strategies are based on rst generating a user-independent set of prototype characters and then modifying this set in order to adapt it to each user's personal writing style. The initial set is formed by a simple clustering algorithm. The modi cation of the prototype set is performed using three modes of operation: 1) new prototypes are added, 2) existing prototypes are reshaped to better match the input, and 3) prototypes which produce false classi cations are removed. The classi cation decision uses the kNearest Neighbor (k-NN) rule for the distances between the unknown character and the stored prototypes. The distances are calculated by using template matching with Dynamic Time Warping (DTW). The reshaping of the existing prototypes is performed by utilizing a modi ed version of the Learning Vector Quantization (LVQ) algorithm. The presented experiments show that the recognition system is able to adapt well to the user's writing style with only a few { say one hundred { handwritten characters.
Introduction
We present the results of a series of experiments which assessed the development of an adaptive classi er for on-line recognition of handwritten Latin characters. The aim of the study has been to evaluate the potential of a totally unsupervised adaptive handwriting recognizer. The system should be able to utilize the user input to enhance the classi cation accuracy simultaneously when it is used. No separate training period should therefore be necessary. The system would use its own recognitions in a self-supervised fashion: the recognitions which are not indicated as failures by the user are regarded as correct. Similarly, the user-reported misclassi cations are used to revise the system. It is assumed that the user either is able to rewrite the misclassi ed character correctly or can provide the correct class explicitly, e.g., by means of a virtual keyboard.
In the experiments, we have compared the recognition accuracy achieved with ve di erent adaptation strategies. These strategies include combinations of three basic operations, namely 1) addition of new prototypes, 2) reshaping of the existing prototypes with the Learning Vector Quantization (LVQ) algorithm to better match the input characters, and 3) removal of those prototypes which have produced false classi cations.
The results show very promising performance and fast improvement of the recognition rate for the adaptive classi ers. The work presented here is continuation for our preliminary experiments reported in 4;5 .
Dynamic Time Warping in Distance Calculation
A key factor in the implementation of on-line character recognition systems is the de nition of the distance function between two stroked characters. In our experiments, the distance was set to be in nite if the number of strokes is di erent in the two characters. Otherwise, the distance between two characters was calculated as the sum of the distances between the corresponding strokes. The strokes were always matched in their original order and direction of drawing.
The distance between two strokes was calculated using the standard Dynamic Time Warping (DTW) technique For another stroke v, the notations are similar with j denoting the indexes of v in the warping path.
It was required that the endpoints of the strokes were matched precisely, i.e., i(1) = j(1) = 1, i(H) = U, and j(H) = V . Along the warping path, three continuity constraints were used:
These three permissible steps were all treated equally and the cost associated with each point pair in the sequences was the squared Euclidean distance between the corresponding points in the xy-plane. The squared time warped distance between the strokes u and v can thus be expressed as (4) After calculating the partial derivatives with respect to all v kx and v ky , the collected result can symbolically be written as 
where (x) stands for the class of x and (t) is a small positive, possibly decreasing learning rate parameter. Figure 1 illustrates the LVQ adaptation process. The prototype, a part of which is shown with grey circles, is reshaped towards the input character, shown with black circles. The new positions of the prototype points are shown with open circles. The left-most point of the prototype is matched by DTW to the two left-most points of the input character and is therefore moved towards the midpoint of the two. On the other hand, in the middle of the gure, two prototype points are associated with one point in the input character and are both moved towards it. 11111 11111 11111 00 00 00 11 11 11 0 0 0 1 1 1 00 00 00 11 11 11 0 0 0 1 1 1 00 00 00 11 11 11 00 00 00 11 11 11 00 00 00 11 11 11 0 0 0 1 1 1 00 00 00 11 11 11
A similar adaptation rule based on the DTW error criterion has been presented for use in speech recognition 2 . The current authors, however, are not aware of such approaches being used in recognition of handwritten characters.
Automated Prototype Set Generation
The initial user-independent prototype set was formed using a clustering procedure in which the number of di erent styles of writing a particular character was used as a priori information. In the clustering, the DTW distances between all pairs of characters in each class were calculated. First, the character prototype which yielded minimum sum of distances to all other prototypes was selected as the cluster center. Next, the characters furthest away from the center were tentatively used to form a new cluster in a similar manner. The distance from the center of the new cluster to the furthest prototype in that cluster was recorded. This distance was then summed with the maximum distance between the original cluster center and the prototypes left in that cluster. The resulting value is roughly a u-shaped function of the number of prototypes transferred from the original cluster to the new one. The minimum location of this function was then used to actually split the characters to two clusters. Then, iteratively, the cluster centers were relocated and each prototype reassigned to the nearest cluster until a stable settlement was reached.
The above described cluster splitting and reorganization procedure was repeated so many times that the preset number of clusters was reached. The center character of each cluster was then used as a representative of that cluster which, hopefully, corresponded to one distinctive writing style.
Equipment and Databases
In order to get data for our experiments we collected handwritten characters to three independent sets of data. The data collection system consisted of a Wacom II drawing tablet attached to a Silicon Graphics Indy or Octane workstation. Because the users had to write only single characters the input area of the tablet was constrained to a small rectangle with size 2cm 5cm. The pressure information provided by the tablet was utilized when the individual strokes were extracted from the measurement data. The pen down and pen up events limiting the individual strokes of the characters were detected by using simple user-independent pressure thresholding. The pen movements were recorded with approximately 5ms spacing between samples. The result of the preprocessing stage were characters with varying number of strokes, each stroke given as a series of xy-coordinates. The data recordings were stored in UNIPEN 7 version 1.0 les. All the three sets contained the upper and lowercase Latin characters,`a'-z', the three Scandinavian diacriticals,` a',` o',` a', and the ten digits. The rst set contained about 460 separate sample characters from each of 22 writers. This set was used to create the user-independent initial prototype set. The collection procedure for this data set is described in detail in 5 
.
The second set contained data from an independent set of 16 writers, 15 instances of every upper and lowercase alphabet and digit from each, summing up to approximately 1000 characters. This data was used for evaluation when the preprocessing and adaptation strategies were selected. The third set contained data from yet another independent set of 8 writers, again about 1000 characters from each, and was used in the nal evaluation of the resulting system. In the collection of the sets two and three, the subjects were guided with voice to write isolated characters. They saw on the screen a printed version of the character and the enlarged trace of the stylus while drawing. An on-line recognition system was coupled to data collection. In the occasions when the recognizer was unable to classify the input character correctly, the writer was prompted to specify whether the error was caused by his or her erroneous entry or by the inability of the recognition system. In our exper-iments, the erroneously written characters were neglected and the quality of the data ensured by human inspection.
Various types of normalization methods and distance metrics were tested by using the rst data set as a design set and the second set as an evaluation set. We found the combination of 1) centering around the mass center, 2) size normalization that retains the aspect ratio, and 3) point-to-point distance in template matching, the most suitable for our purposes. An interested reader can nd the details in 8 .
Experiments
We used ve di erent strategies in adaptation of the character prototype sets. These ve strategies were based on three basic actions: adding, modi cation by LVQ, and removal of prototypes.
In adding new prototypes, k-NN classi cation rule was used in the following manner: if any of the k nearest templates that were used in classi cation belonged to a wrong class, the input character was included in the prototype set. The optimal value for k was then selected by using the data from the 16 subjects in the data set two. For the non-adaptive and LVQ experiments, in which the size of the prototype set was kept constant, 1-NN classi cation rule was used.
The modi cation of the existing prototypes by using the LVQ rule involved the selection of an optimal value for parameter in eqs. (6{7) which we kept constant in time. For removing existing prototypes, an additional parameter n was de ned. If a prototype had been the nearest one for at least n times and had belonged more often to a wrong than to the correct class, it was removed. The optimal values for and n were selected by using the second data set.
In the collection of the last two data sets, the frequencies of all lowercase characters and digits were equal. Therefore, the number of initial prototypes in each class was also made equal. In these experiments, seven prototypes were used for each class. This resulted to the count of 273 initial user-independent prototypes that were automatically picked from the data set one.
The results of the experiments are summarized in Table 1 . Each of the eight writers in the third data set wrote in total 585 lowercase letters and digits. The recognition system used the prototype addition strategy with parameter value k = 4 during the data collection. The percentages on the second line of Table 1 are therefore real on-line recognition results, whereas the other results were obtained afterwards by o -line simulation. It can be seen that the average error rate for the initial user-independent prototype set was about 14 percent. The best result, obtained when prototypes were both added and removed, was Table 1 : Classi cation accuracies of the non-adaptive classi er and the ve adaptive strategies for lowercase letters and digits. The rst percentage values show the average error rates during adaptation for the design set, i.e. the 16 writers in the second data set. The parameter values shown were selected by minimizing this value. The next three columns show the average error rates during adaptation for the average and the worst and best ones of the eight writers in the third data set. The last column displays the average error rates for the nal 200 characters for all the eight writers in the third data set. 1.4 percent errors during the 200 last characters, i.e., one tenth of the initial rate. The average result of that same system, 3 percent errors, re ects the fact that the error rate is in the beginning higher and decreases towards the end. The advantage obtained with removal of prototypes seems to be negligible in the average result but more prominent for the last 200 characters in the experiment. The use of LVQ training alone or its inclusion in a hybrid adaptation rule, seems to produce smaller improvement in recognition results than the other adaptive actions. This might be at least partially explained by the slow gradual operation of the LVQ adaptation rule compared to the abrupt e ects of adding or removing prototypes. The useful property of the LVQ adaptation is, however, that it does not increase the size of prototype set.
It should also be noted how close the results obtained during the parameter optimization phase with the data set two and the results obtained with the independent test set three, are to each other. This can be regarded as an indication of the robustness of the parameter optimization performed.
As a nal experiment, we wanted to evaluate the recognition rate for the whole data set including also uppercase letters. The initial user-independent prototypes were again selected automatically from the rst data set. This time, there were thus 68 character classes, seven prototypes for each, and the total of 476 prototypes. All the thousand characters from each eight writers of the third data set were now used in adaptation. The recognition error rate curves for two subjects belonging to the third data set. The writer #1 had the lowest average error rate of all the eight writers in the set, whereas the writer #2 had the highest rate. The average error rates are shown in parenthesis. In these experiments, the character set included both upper and lowercase letters and digits.
recognition error rate % number of characters used in adaptation The adaptation curves for two subjects are shown in Figure 2 . The writer marked #1 had the lowest average error rate in on-line adaptation where prototypes were added with parameter value k = 4. On the other hand, writer #2 had the highest error rate. The decrease in the error rates can be compared to the o -line simulation results where no adaptation was involved. As can be seen, the accuracy for writer #1 was initially worse than for writer #2 but adaptation changed their mutual ordering. The average of the recognition error rate for the last 500 characters of all eight subjects in the third data set was found to be 3.25 percent. Due to additions, the nal number of prototypes was 845 in the average, i.e., 1.78 fold compared to the initial size. This increase can be regarded as the worst case situation, because the number of character classes was at the largest and no prototype removals were performed.
Conclusions and Future Directions
We have introduced and experimented with an adaptive recognition system for isolated handwritten characters. Of the three basic actions, adding, modifying, and removing of character prototypes, the rst one seems to be the most pro table. Also, the removal of prototypes which produce false classications seems to be bene cial to some extent. In our current experiments, the modi cation of the prototypes with the Learning Vector Quantization type adaptation did not improve the recognition accuracy as much as the other actions. The reasons for this behavior could be elaborated in more detail.
The average recognition error rate is low enough for the proposed system to be used in a real-world application. We have future plans for implementing our system in a portable hand-held platform which would be used by a set of test subjects for an extensive period of time. The experiences of the users would be recorded during the experiment. Before the implementation some outstanding issues concerning the user interface should be solved.
