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We study classical, real Klein-Gordon theory on Lorentzian Anti de Sitter (AdS1,d) spacetimes with
spatial dimension d. We give a complete list of well defined and bounded Klein-Gordon solutions
for three types of regions on AdS: slice (time interval times all of space), rod hypercylinder (all
of time times solid ball in space), and tube hypercylinder (all of time times solid shell in space).
Hypercylinder regions are of natural interest for AdS since the neighborhood of the AdS-boundary
is a tube. For the solution spaces of our regions we find the actions induced by the AdS isometry
group SO (2, d). For all three regions we find one-to-one correspondences between initial data and
solutions on the regions. For rod and tube regions this initial data can also be given on the AdS
boundary. We calculate symplectic structures associated to the solution spaces, and show their
invariance under the isometry actions. We compare our results to the corresponding expressions for
(3+1)-dimensional Minkowski spacetime, arising from AdS1,3 in the limit of large curvature radius.
PACS numbers: 04.62.+v, 03.65.Pm, 03.50.Kk, 11.10.Kk
.
I. INTRODUCTION
.
There are three classic spacetimes of constant curvature in Mathematical Physics: Minkowski R1,d, de Sitter
dS1,d and Anti de Sitter AdS1,d (wherein d is the spatial dimension). They all have constant (zero, positive
and negative) curvature. The particular interest for field theory on these spacetimes is due to their high degree
of symmetry: each of them possesses the maximum number of (d+1)(d+2)/2 (linear independent) Killing
vector fields, that is, spacetime isometries, and therefore they are called maximally symmetric spacetimes.
Apart from QFT on curved spacetime, current research related to AdS concerns mainly two topics:
Black Holes and String Theory. In classical General Relativity, scalar fields on AdS spacetime containing a
Schwarzschild Black Hole are studied for example by Holzegel and Smulevici in [1]. Yagdjian and Galstian
in [2] investigate the limit of vanishing black hole mass in Schwarzschild-AdS spacetime (that is: pure AdS),
and find the solution of the Cauchy problem for the Klein-Gordon (KG) equation (2−m2)φ(x) = f (x)
with source term f (x). AdS has been one of the most studied spacetimes in String Theory since the late
90’s. This was caused by the famous conjecture of Maldacena [3], about a correspondence between type
IIB string theory on AdS5×S5 background and four-dimensional N = 4 Super Yang-Mills theory on this
spacetime’s boundary ∂(AdS5×S5) = ∂AdS5 = R×S3. Further, in [4] Witten argues that a version of this
correspondence is related to the thermodynamics of AdS black holes.
Despite AdS being such an object of interest, we found in the literature only the standard symplectic struc-
ture for standard Klein-Gordon solutions (well defined and bounded on all of AdS). Its time-independence is
well known [5]. Some studies have been done of solutions that are not regular on all of space, e.g. [6]. These
nonstandard solutions are well defined and bounded on (rod respectively tube) hypercylinder regions, see
Section III. However, we have found no mention of a symplectic structure for these nonstandard solutions
in the literature. Neither have we found addressed the issues of isometry actions on the solutions, nor the
isometry-invariance of the symplectic structure(s). This work fills this gap by introducing a natural sym-
plectic structure for the nonstandard KG solutions, and showing the isometry invariance of both standard
and new symplectic structure. To this end we calculate the actions of isometries on the solutions, and as a
byproduct find some contiguous relations for hyperspherical harmonics and Jacobi polynomials. Moreover,
we compare our results to the corresponding cases for KG theory on Minkowski spacetime. We find corre-
spondences between the flat limit of AdS Killing vectors, field expansions and symplectic structures and the
respective Minkowski counterparts. In particular, we give the symplectic structure for hypercylinder surfaces
Σρ, which turns out to be independent of the radius ρ. The hypercylinder regions and surfaces are of interest
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2 I. Introduction
for the conjectured AdS/CFT correspondence, because the AdS boundary is a hypercylinder surface, and
its neighborhood is a tube region. Another byproduct is the Wronskian for the involved hypergeometric
functions.
In the following we give an overview of past results concerning KG theory on AdS, and briefly outline
the structure of this article. The earliest publication on Quantum Theory on spacetimes with constant
curvature that we found in the literature dates back to 1935 and is by Dirac [7]. He studies scalar and
electron wave equations and Maxwell equations for deSitter dS1,3 and Anti-deSitter AdS1,3 spacetime but
without giving solutions. Next we mention an article by Fronsdal from 1965 [8]. Therein, he conjectures that
”a physical theory in flat space is obtainable as the limit of a physical theory in a curved space”, with limit
being understood as that of zero curvature. In the spirit of this we compare (the limit of large curvature
radius, that is: zero curvature, of) our results for AdS KG theory with the corresponding Minkowski results.
The earliest solution of the KG equation for AdS that we could spot is in the article [9] by Limic, Niederle
and Raczka from 1966. Although written with hypergeometric functions, their solutions are what we call
AdS-Jacobi modes. These modes have a discrete set of frequencies, dubbed ”magic frequencies” in [10].
In their next article [11] they also present one of the nonstandard hypergeometric solutions, which we call
hypergeometric Sa-modes. In [12] Fronsdal considers KG theory on AdS1,3 and constructs wave functions
using the Jacobi solutions found in [9]. Moreover, he includes a beautiful section about the geometry of
AdS and provides historical references. Avis, Isham and Storey in [5] study KG theory on AdS1,3 as well,
with another clarifying discussion of AdS geometry. They introduce an ”inner product” that is actually the
standard symplectic structure for KG solutions on AdS. Although this symplectic structure is defined using
an equal-time surface Σt, it turns out to be time-independent. In order to set up a covariant canonical
quantization, the authors use both Jacobi and hypergeometric Sa-modes. More about AdS geometry and
its Penrose diagram can be found in Sections V-VII of [13] by Podolsky and Griffiths, in the Chapter ”AdS”
of Bengtsson’s [14], in Section 2.2 of [15] by Aharony et al., and in [16].
In [17, 18] Breitenlohner and Freedman for AdS1,3 study the energy-momentum tensor and the energy
functional for a KG solution at fixed time t. They find that the energy is positive only for the Jacobi
solutions (which we denote by J (+)nl (ρ) and J
(−)
nl (ρ), and for the J
(−)
nl (ρ) an ”improved” version of the usual
energy momentum tensor must be employed). In [19] their result is generalized in a detailed presentation by
Mezincescu and Townsend for AdS1,d of arbitrary spatial dimension d. We also mention the works [20] of
Burgess and Lutken and [21] of Dullemond and van Beveren about the Feynman propagator for scalar fields
on AdS.
In Section 3.2 of [6] Balasubramanian, Kraus and Lawrence show how to find more types of KG solutions
on AdS. In particular, they distinguish solutions which depend on sin2 ρ from those which depend on cos2 ρ
(therein ρ ∈ [0, ιpi/2) is a compact version of a radial coordinate on AdS). We make use of their idea, because
the former characterizes solutions according to their behaviour on the time axis ρ ≡ 0 and the latter according
to their behaviour near the timelike boundary of AdS at ρ ≡ ιpi/2. Further, they give a list of KG solutions
that is nearly complete (beware: small typo in their equation (30)). In [22], Giddings proposes an S-matrix
for KG fields on AdS spacetime using canonical quantization. It is well known that in AdS no temporally
asymptotical free states exist, due to the periodic convergence of timelike geodesics. Giddings avoids this
problem by placing states on the timelike boundary of AdS. This boundary is a hypercylinder, and its
neighborhood is what we call a tube region. Gary and Giddings in [23] investigate the relation between flat
space S-matrix and the AdS/CFT correspondence. In Section 3.1 they discuss the flat limit of AdS, where
its curvature radius RAdS tends towards infinity.
Last but not least we mention the work of Dorn et al., who in Section 3 of [24] develop a quantization
for particle dynamics for AdS1,d. They construct a Schro¨dinger wave function representation, and obtain
as energy eigenvalues what we call magic frequencies. Moreover, they construct an equivalent covariant
quantization.
This article is structured as follows: in Section II we start with a compact summary of the relevant results
for the cases in Minkowski spacetime corresponding to the ones we later study in AdS. We give a concise
review of AdS geometry in Section III. Next, in Section IV we give the KG solutions bounded respectively
on three types of regions on AdS: slice regions, and tube and rod hypercylinder regions. We then calculate
the actions of the AdS isometry group on the solution spaces of these regions. One-to-one correspondences
between initial data on hypersurfaces and bounded solutions are established for all three regions in Section
V. In Section VI we then give the symplectic structures for the regions, and show their invariance under
isometry actions. While trying to keep this article self-contained, we keep our elaborations rather compact
to avoid overlength. We allocate the technical parts in the appendices to make the main part more readable.
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We will often refer by e.g. AS[4.2.42] to formulas from the Handbook [25] of Abramowitz and Stegun, and
by e.g. DLMF[4.2.42] to its online reincarnation, the Digital Library of Mathematical Functions [26].
.
II. MINKOWSKI SPACETIME
.
.
For later comparison let us recall some quantities on Minkowski spacetime R1,3. In standard spherical coordi-
nates (t, r,Ω) with Ω=(θ,ϕ) and 2S2 the Laplacian on S2, the metric and Laplace-Beltrami operator write: .
ds2Mink = −dt2 + dr2 + r2 dΩ2 2Mink = −∂2t + ∂2r + 2r ∂r + r−2 2S2 . (II.1)
.The Killing vector fields in cartesian coordinates (x0 = t, x1, x2, x3) result to be the translations TMinkµ := ∂µ
and Lorentz rotations KMinkµν := xµ∂ν − xν∂µ with µ=0, 1, 2, 3. In spherical coordinates with ξk = xk/r for
i, k=1, 2, 3 and using Einstein’s summation they write .
TMink0 = ∂t T
Mink
k = ξk ∂r +
1
r
(
∂ξk − ξkξi ∂ξi
)
(II.2)
KMinkjk = ξj ∂ξk − ξk ∂ξj KMink0k = −rξk ∂t − tξk ∂r − tr
(
∂ξk − ξkξi ∂ξi
)
.
. A. Minkowski slice regions
.
On a slice region MMink[t1,t2] = [t1, t2]×R3 we can expand any bounded KG solution in the following way: .
φ(t, r,Ω) =
∞ˆ
0
dp
∑
l,ml
2p (2 ιpi)−1/2 jl(pr)
{
φ+plml e
−iEpt Y mll (Ω) + φ
−
plml
eiEpt Y mll (Ω)
}
, (II.3)
.
wherein jl(pr) denotes the spherical Bessel functions. The modes pe
−iEptY mll (Ω)jl(pr) are called positive
frequency modes and peiEptY mll (Ω)jl(pr) negative frequency modes. The momentum space is l ∈ N0 with
ml ∈ {−l, . . . ,+l}, and p ≥ 0 such that Ep ≥ m. The symplectic structure for such solutions is given by .
ωΣt
(
η, ζ
)
= −1
2
ˆ
Σt
dr d
2
Ω r2
(
η ∂tζ − ζ ∂tη
)
= +i
∞ˆ
0
dp
∑
l,ml
E
ß
η−plml ζ
+
plml
− η+plml ζ−plml
™
. (II.4)
.This shows that it is independent of t: it depends only on the mode content of the solutions. The positive
and negative frequency modes form Lagrangian subspaces of the space of KG solutions in a neighborhood
of the equal-time plane Σt, see (1.2.3) in [27]. The full space of KG solutions on this neighborhood is the
direct sum of these subspaces. .
B. Minkowski tube and rod regions
.
For the results of this subsection consult Section 5.3 in [28] by Oeckl. For the tube region MMink[r1,r2] =
R×[r1, r2]×S2, with nl(pr) denoting the spherical Neumann functions, D := E2−m2, and pRE :=
√|D| we
define the following functions (which are real for real pREr): .
ˇEl(r) :=
ß
jl(pREr) D ≥ 0
i−l jl(ipREr) D < 0
nˇEl(r) :=
ß
nl(pREr) D ≥ 0
il+1 nl(ipREr) D < 0
. (II.5)
.On tube regions we expand any bounded KG solution as: .
φ(t, r,Ω) =
ˆ
dE
∑
l,ml
pRE
4 ιpi
{
φaElmle
−iEtY mll (Ω) ˇEl(r) + φ
b
Elml
e−iEtY mll (Ω) nˇEl(r)
}
. (II.6)
.We call pREe
−iEtY mll (Ω)ˇEl(r) the Bessel modes and p
R
Ee
−iEtY mll (Ω)nˇEl(r) the Neumann modes. The momen-
tum space is E ∈ R and l ∈ N0 with ml ∈ {−l, . . . ,+l}. The Bessel and Neumann modes with |E| > m are
propagating modes: they decay inversely to the metric distance from the time axis (r equals this metric
distance). The Bessel and Neumann modes with |E| < m are evanescent modes: they grow exponentially
for metric distance. The singularity of the Neumann modes on the time axis is a power of the metric
distance from the time axis: nl(r) ≈ r−(l+1), and thus does not behave exponentially. Energies with |E| < m
need to be included here because an orthogonal system on an equal-radius hypercylinder Σr is given by
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the functions e−iEt Y mll (Ω) with the energies ranging over all R. The symplectic structure for such solutions is .
ωΣr
(
η, ζ
)
=
r2
2
ˆ
Σr
dtd
2
Ω
(
η ∂rζ − ζ ∂rη
)
=
ˆ
dE
∑
l,ml
p
16 ιpi
ß
ηaElml ζ
b
−E,l,−ml − ηbElml ζa−E,l,−ml
™
. (II.7)
.This shows that it is independent of r, and depends only on the mode content of the solutions. The a-modes
and b-modes form Lagrangian subspaces of the space of KG solutions on the tube region. The full space of
KG solutions is the direct sum of these subspaces.
The solutions for the rod region MMinkr0 = R×[0, r0]×S2 are those with φbElml ≡ 0, since only the spherical
Bessel functions are regular on the time axis r ≡ 0. The symplectic structure ωΣr vanishes for these solutions.
.
III. BASIC ADS GEOMETRY
.
This section briefly summarizes the aspects of AdS geometry relevant in this work. We denote by AdS what
is more precisely denoted as CAdS1,d, that is, (1+d)-dimensional Anti-deSitter spacetime with Lorentzian
signature in the universal covering version. AdS then has the topology of R1+d and no closed timelike curves.
In contrast to Minkowski spacetime, AdS at ρ = ιpi/2 has a timelike boundary, which we denote by ∂AdS.
Its topology is that of a hypercylinder: ∂AdS = R×Sd−1. Where not explicitly stated otherwise, we shall
only consider AdS with odd spatial dimension d ≥ 3.
We use global coordinates with the time coordinate t ∈ (−∞,+∞), a radial coordinate ρ ∈ [0, ιpi
2
), and
denote the (d−1) angular coordinates on Sd−1 collectively by Ω := (θ1, . . . ,θd−1). With RAdS denoting the
curvature radius of AdS and ds2Sd−1 the area element on the unit sphere S
d−1, the metric writes .
ds2AdS =
R2AdS
cos2ρ
(
−dt2 + dρ2 + sin2ρ ds2Sd−1
)
= R2AdS
(
− cosh2ρ˜ dt2 + dρ˜ 2 + sinh2ρ˜ ds2Sd−1
)
. (III.1)
.The metric distance of a point from the time axis ρ ≡ 0 coincides with a modified version ρ˜ of our radial
coordinate, given by cosh ρ˜ = 1/ cos ρ. The Laplace-Beltrami operator on AdS is given by .
2AdS := |g|−1/2 ∂µ |g|1/2 gµν∂ν = R−2AdS
{
− cos2ρ ∂2t + cos2ρ ∂2ρ + (d−1)tan ρ ∂ρ + tan
−2ρ2Sd−1
}
, (III.2)
.We distinguish between three types of regions on AdS, on which different types of Klein-Gordon solutions
are well defined and bounded. The first type of region denoted by MAdS[t1,t2] is called slice region and consists
of a time interval [t1, t2] times all of space. The second, denoted by MAdSρ0 , is called solid hypercylinder or
rod region, and consists of all of time times a solid ball Bρ0 of radius ρ0 in space. The third is denoted by
MAdS[ρ1,ρ2] and called a pierced hypercylinder or tube region: it consists of all of time times a spherical shell
B[ρ1,ρ2] with inner radius ρ1 and outer radius ρ2 in space.
Two of these regions arise naturally as (infinitesimal or finite) neighborhoods of hypersurfaces (subman-
ifolds) of AdS. The slice region is a neighborhood of an equal-time hyperplane Σt0 , and the tube region is a
neighborhood of an equal-radius hypercylinder Σρ0 (if the neighborhood is chosen big enough, such that it
covers the whole region enclosed by Σρ0 , then the tube becomes a rod region). In particular, neighborhoods
of the boundary hypercylinder ∂AdS= Σρ= ιpi/2 are tube regions. We remark that the ”region” of all of AdS
can be obtained in two ways: the first is the limit t0 →∞ of the slice region MAdS[−t0,+t0], and the second is the
limit ρ0 → ιpi/2 of the rod region MAdSρ0 . Our three regions are generically not type-invariant under isometries.
That is, for example, after applying an isometry, what previously was a rod region will not be a rod in the
new coordinates, but some deformed version of it. In particular, our regions are only type-invariant under
time translations and spatial rotations, but not under boosts. .
A. The flat limit RAdS →∞
.
Defining for later use the rescaled global coordinates and parameters (see Section IV):
r := RAdS ρ τ := RAdS t ω˜ := ω/RAdS (III.3)
pRω :=
»
|ω2−m2R2AdS | p˜Rω˜ := pRω/RAdS =
»
|ω˜2−m2 | ,
the AdS metric (III.1) for ρ=r/RAdS1 approximates the flat metric: ds2AdS ≈−dτ2+dr2+r2ds2Sd−1 =ds2Mink
of Section II, see Section 3.1 in [23]. Therefore the large-RAdS limit is also called flat limit. With increasing
curvature radius the AdS region where ρ1 approximates an increasing part of Minkowski spacetime, covering
all of it in the flat limit RAdS → ∞. Wishing to consider some fixed r, for sufficiently large RAdS we have
rRAdS and the flat approximation holds. Hence in the flat limit RAdS →∞ it holds for all r.
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In the flat limit the AdS Laplace-Beltrami operator approximates the Minkowski one for all rRAdS,
that is: 2AdS ≈ +∂2τ +∂2r +(d−1)/r ∂r+r−22Sd−1 = 2Mink. Thus in the flat limit the AdS Klein-Gordon
equation with mass parameter m2 approximates the Minkowski KG equation with the same m2. Hence we
define the flat limit by letting RAdS grow larger and larger while keeping fixed the coordinates τ = tRAdS
and r = ρRAdS and the parameters m
2, ω˜ and p˜Rω˜. .
B. Killing vector fields on AdS1,d
.
It is sometimes useful to regard AdS1,d as embedded in R2,d, with (covariant) cartesian coordinates usually
denoted by X = (X0, X ,Xd+1) with X = (X1, ..., Xd) and embedding space metric ds
2
(2,d) = −dX20 +
dX 2 − dX2d+1. We can now introduce (see p.17 in [29]) so-called orispherical coordinates (R, t, ρ,Ω) on the
part of embedding space on which R2 = −X2 = X20 +X2d+1 −X 2 > 0:
X0 = −R sin t cos−1ρ Xd+1 = +R cos t cos−1ρ Xk = +R ξk(Ω) tan ρ . (III.4)
ξ(Ω) = (ξ1, ..., ξd) are standard constrained cartesian coordinates on the unit sphere with ξ
2 = 1. The
hyperboloid obtained by fixing some R = RAdS then is AdS with curvature radius RAdS and time coordinate
t ∈ [0, 2 ιpi). This version of AdS is called hyperboloidal AdS and contains closed timelike curves. The version
of AdS which we use is the universal covering space of this hyperboloid. It is obtained by extending the range
of time to t ∈ (−∞,+∞) and unidentifying the points in embedding space obtained by t → t+ 2 ιpi, thereby
avoiding closed timelike curves. The AdS metric (III.1) is then induced by the embedding space metric.
With Latin uppercase indices having the range A = 0, . . . , (d+1), and Latin lowercase indices ranging as
k = 1, . . . , d, we can write the embedding space Killing vector fields K(X) := XA ∂B−XB ∂A in orispherical
coordinates (R, t, ρ, ξ(Ω)). All of them leave the R-coordinate invariant. Since AdS1,d is a submanifold of
R(2,d) with fixed R = RAdS and induced metric, the embedding space Killing vectors KAB are Killing vector
fields on AdS1,d as well (therefore the label AdS), and using Einstein’s summation they write:
KAdSd+1,0 = Xd+1 ∂0 −X0 ∂d+1 = ∂t (III.5)
KAdSjk = Xj ∂k −Xk ∂j = ξj∂ξk − ξk∂ξj (III.6)
KAdS0j = X0 ∂j −Xj ∂0 = −ξj cos t sin ρ ∂t − ξj sin t cos ρ ∂ρ − (sin t)/(sin ρ)
(
∂ξj − ξjξi ∂ξi
)
(III.7)
KAdSd+1,j = Xd+1 ∂j +Xj ∂d+1 = −ξj sin t sin ρ ∂t + ξj cos t cos ρ ∂ρ + (cos t)/(sin ρ)
(
∂ξj − ξjξi ∂ξi
)
. (III.8)
The above Killing vectors are the generators of the Lie algebra so (2, d) of the isometry group SO (2, d) of
AdS1,d. The above formulas generalize the corresponding ones for Bengtsson’s favourite ”sausage”coordinates
given for AdS1,2 in equations (134-138) of [14]. The AdS Killing vectors are of three different types: only
one translation KAdSd+1,0, plus d(d−1)/2 spatial rotations KAdSjk , and (2d) boosts KAdS0j and KAdSd+1,j . In total we
thus have (d+1)(d+2)/2 Killing vectors on AdS1,d, making it a maximally symmetric space(time). Since for
ρ = ιpi2 the ∂ρ-component of the boosts vanishes, all AdS Killing vectors map the boundary to itself. Between
the Killing vectors of AdS and Minkowski spacetime there exists a correspondence: we can first switch to
the coordinates τ = RAdSt and r = RAdSρ, and then take the flat limit RAdS →∞, giving us:
KAdSd+1,0 −→flatlim. RAdS ∂τ KAdS0j −→flatlim. − ξj r ∂τ − ξj τ ∂r − τr
(
∂ξj − ξjξi ∂ξi
)
KAdSjk −→flatlim. ξj∂ξk − ξk∂ξj KAdSd+1,j −→flatlim. RAdS
(
ξj ∂r +
1
r
(
∂ξj − ξjξi ∂ξi
))
.
Comparing these to (II.2) gives the AdS-Minkowski Killing vector correspondence:
AdS (flat limit) R−1AdSK
AdS
d+1,0 R
−1
AdSK
AdS
d+1,j K
AdS
jk K
AdS
0j
Minkowski TMink0 T
Mink
j K
Mink
jk K
Mink
0j
. IV. KG SOLUTIONS IN ADS SPACETIME
.
With m denoting the field’s mass, the action for a free, real scalar field φ(x) living in AdS is S[φ] =´
d
d+1
x
√|g | 12 [−gµν(∂µφ)(∂νφ)−m2φ2], and its Euler-Lagrange equation is the free Klein-Gordon equation
0 = (−2AdS + m2)φ. Below we list the solutions which are well defined and bounded on the respective
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AdS regions. On tube regions MAdS[ρ1,ρ2] the form of some solutions depends on whether the spatial dimen-
sion d is odd or even, and the form of other solutions on whether the quantity ν is integer or not, with
ν =
√
d2/4 +m2R2AdS . However, the form of the solutions on slice regions MAdS[t1,t2] is always the same,
ditto for the rod regions MAdSρ0 . Unless stated otherwise we shall assume that d is odd and ν noninteger (see
Appendix B 2 for the other cases). The most general solutions of the KG equation on AdS are four types
of modes which we call hypergeometric a and b-modes of type S respectively C (quantities relating to the
Sa and Sb-modes carry superscripts a and b, e.g.: µ(a), while quantities relating to the C-modes carry an
additional C, e.g.: µ(C,a)):
µ(a)ωlml (t, ρ,Ω) = e
−iωt Y mll (Ω) S
a
ωl(ρ) µ
(C,a)
ωlml
(t, ρ,Ω) = e−iωt Y mll (Ω) C
a
ωl(ρ) (IV.1)
µ(b)ωlml (t, ρ,Ω) = e
−iωt Y mll (Ω) S
b
ωl(ρ) µ
(C,b)
ωlml
(t, ρ,Ω) = e−iωt Y mll (Ω) C
b
ωl(ρ) .
Therein, Y mll (Ω) denote the hyperspherical harmonics, see Appendix A. With F (a, b; c; x) denoting Gauss’s
hypergeometric function, we use the radial functions
Saωl(ρ)= sin
lρ cosm˜+ρ F (αa, βa; γa; sin2ρ) Caωl(ρ)=sin
lρ cosm˜+ρ F (αC,a, βC,a; γC,a; cos2ρ) (IV.2)
Sbωl(ρ)=−(sin ρ)2−l−dcosm˜+ρ F (αb, βb; γb; sin2ρ) Cbωl(ρ)=sinlρ cosm˜−ρ F (αC,b, βC,b; γC,b; cos2ρ).
The hypergeometric parameters therein are given by
αa = αC,a = 12 (l+‹m+−ω) αb = αa−γa+1 αC,b = αC,a−γC,a+1
βa = βC,a = 12 (l+‹m++ω) βb = βa−γa+1 βC,b = βC,a−γC,a+1 (IV.3)
γa = l+ d2 γ
C,a = 1+ν γb = 2− γa γC,b = 2− γC,a .
With m denoting the field mass, we further use‹m± = d2 ± ν ν = »d2/4 +m2R2AdS m˜+>0m˜−>0 ∀ ν≥0∀ ν ∈ (0,1) .
The value of m2 for which ν vanishes is called Breitenlohner-Freedman mass m2BF := −d2/(4R2AdS). Whenever
the frequency ω is one of the discrete values dubbed magic frequencies in [10]: ω±nl = 2n+l+‹m± (nonnegative
for ‹m± ≥ 0), then the Sa-modes take on a special form. The hypergeometric function then can be written
as a Jacobi polynomial, and therefore we call the two discrete sets of modes below Jacobi modes:
µ(±)nlml (t, ρ,Ω) = µ
(a)
ω+
nl
lml
(t, ρ,Ω) = e−iω
±
nl
t Y mll (Ω) J
(±)
nl (ρ) . (IV.4)
We call µ(+)nlml (t, ρ,Ω) ordinary and µ
(−)
nlml
(t, ρ,Ω) exceptional Jacobi modes. Moreover, we call µ(±)nlml (t, ρ,Ω) the
positive frequency modes and µ(±)nlml (t, ρ,Ω) the negative frequency modes. The exceptional AdS-Jacobi modes
are only well defined for ν ∈ (0, 1), and for this case ‹m− > 0. By P (a,b)n (x) we denote the Jacobi polynomials,
by (a)n the Pochhammer symbols, and J
(±)
nl (ρ) :=
n!
(l+d/2)n
sinlρ cosm˜+ρ P
(l+d/2−1,±ν)
n (cos 2ρ).
We sketch how to find all these modes in Appendix B 1, and in B 2 give a complete list of solutions
including the complementary cases of even d and integer ν. The Jacobi modes usually are the only modes
used in the literature, e.g. [18], [19], [5] and [20]. The earliest mention of the Jacobi modes that we could spot
is equation (4.8) of the first article [9] by Limic, Niederle and Raczka. The correspondence to our notation
is given by Hqp = AdS1,d for (q, p) = (2, d), with AdS coordinates ϕ˜
1 = t and θ = ρ˜ and thus tanh θ = sin ρ
while cosh θ = 1/ cos ρ. The parameters are m˜1 =−ω L =−m˜± and λ =−m2R2AdS. Then, their relation (4.5)
corresponds to our magic frequencies. The first mention of the Saωl(ρ)-modes we found in equation (2.5) of
[11]. The correspondence to our notation is the same as above plus Λ2 = λ − (d2/4), that is, −Λ2 = ν2.
The authors of [18], [19] and [5] mention both Sa and Sb-modes but then discard the latter, and use only
the special case of Jacobi modes of the Sa-modes. Giddings in [22] then actually makes use of all Sa-modes.
The first appearance of the Ca,b-modes we found in [6], wherein the Sb-modes are discarded once more.
Dorn et al. in Section 3 of [24] find another physical meaning of the magic frequencies. Constructing a
Schro¨dinger wave function representation for particle dynamics for AdS1,d, they obtain as energy eigenvalues
precisely the magic frequencies: ω±nl = E
±
0 + 2n + l with ground state energy E
±
0 = m˜± = d/2 ±√
d2/4 +m2R2AdS . To see this, note that their N is our d, their M2 our m2, and combine their expressions
(3.13), (4.3) and a˜ = (N−1)/4N below (4.13).
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A. Properties of the AdS Klein-Gordon solutions
.
The Sa and Sb-modes form one pair of linear independent solutions, and the Ca and Cb-modes form another.
They are related through (”on” stands for odd-noninteger):Ç
Saωl
Sbωl
å
= M onωl
Ç
Caωl
Cbωl
å
, (IV.5)
see Appendix B 3 for the matrix elements of M onωl . The hypergeometric S
a and Sb-modes and the Cb-modes
are evanescent modes (except for the magic frequencies): when approaching the boundary ρ = ιpi2 they grow
exponentially with metric distance ρ˜ from the time axis. (This holds for m˜− < 0, that is, positive mass
square m2. For m˜− = 0 their value for large ρ˜ becomes some finite constant, and for m˜− > 0 they decay
exponentially with ρ˜). The Ca-modes are also evanescent: they decay exponentially with ρ˜ when approaching
the boundary. On the time axis ρ ≡ 0 ≡ ρ˜ the Sa-modes are regular, like the Bessel modes on Minkowski
spacetime. However, the Ca and Cb-modes and Sb-modes are singular there: they behave like ρ˜−l−(d−2), that
is, inverse power of metric distance, like the Neumann modes on Minkowski spacetime.
It is necessary to study all these solutions for the following reasons. First, consider the case of KG theory
with some source field. We let the source field have compact support, say within some hypercylinder surface
Σρ0 . Any solution of this inhomogeneous KG equation coincides with some free solution outside of the source
region. If we take this free solution and continue it, then generically it is not well defined and bounded on
the whole region enclosed by Σρ0 , and therefore we need to study divergent solutions, too. Second, the S
a
and Sb-modes and the Ca and Cb-modes provide us two different parametrizations of KG solutions. The
Sa and Sb-modes parametrize solutions according to their behaviour near the time axis ρ ≡ 0, on which the
former are regular and the latter diverge. The Ca and Cb-modes parametrize solutions according to their
behaviour near the timelike boundary of AdS at ρ ≡ ιpi/2, on which the former are regular and the latter
diverge.
The Jacobi modes are well defined and bounded both on time axis and boundary. Thus they are the only
modes that are L2-normalizable on an equal-time surface. For later use we define the following normalization
constant for all ν ≥ 0 (that is: all masses m2 ≥ m2BF above the Breitenlohner-Freedman mass):
N±nl :=
ιpi/2ˆ
0
dρ tand−1ρ
(
J (±)nl (ρ)
)2
=
n! Γ(γS)2 Γ(n±ν+1)
2ω±nl Γ(n+γ
S) Γ(n±ν+γS) . (IV.6)
.
B. KG solutions on tube regions
.
For the tube region MAdS[ρ1,ρ2] = R×[ρ1, ρ2]×Sd−1, that is: all of time times a spherical shell, we need KG
solutions that are bounded for all of time while in space we only need them bounded on [ρ1, ρ2]. Thus
we can use all four hypergeometric modes here, with the frequency ω being real. We expand an arbitrary
complex(ified) KG solution (see e.g. Section 2.3 in [30]) on the tube region as an integral over these modes,
where we call the upper line S-expansion and the lower line C-expansion:
φ(t, r,Ω) =
ˆ
dω
∑
l,ml
{
φaωlml µ
(a)
ωlml
(t, ρ,Ω) + φbωlml µ
(b)
ωlml
(t, ρ,Ω)
}
(IV.7)
=
ˆ
dω
∑
l,ml
{
φC,aωlml µ
(C,a)
ωlml
(t, ρ,Ω) + φC,bωlml µ
(C,b)
ωlml
(t, ρ,Ω)
}
. (IV.8)
If and only if φaωlml = φ
a
−ω,l,−ml and the same for φ
b
ωlml
(respectively for φC,aωlml and φ
C,b
ωlml
), then the solution
φ(t, ρ,Ω) is real. We can also use the modified momentum representation (φ˜M,aωlml , φ˜
M,b
ωlml
), (where the label
M stands for Minkowski) in the S-expansion: φaωlml = φ˜
M,a
ω˜lml
p˜Rω˜(p
R
ω)
l/
[
4 ιpiRAdS(2l+d−2)!!
]
and φbωlml =
φ˜M,bω˜lml p˜
R
ω˜(p
R
ω)
−(l+1)(2l+d−4)!!/(4 ιpiRAdS). Then, the flat limit of the S-expansion for d = 3 yields the Minkowski
tube expansion (II.6), see Appendix B 5:
φ(t, r,Ω) −→flatlim.
ˆ
dω˜
∑
l,ml
p˜Rω˜
4 ιpi
{
φ˜M,aω˜lmle
−iω˜τY mll (Ω) ˇω˜l(r) + φ˜
M,b
ω˜lml
e−iω˜τY mll (Ω) nˇω˜l(r)
}
. (IV.9)
.M. Dohse October 19, 2018
8 IV. KG solutions in AdS spacetime
C. KG solutions on rod regions
.
For the rod region MAdSρ0 = R×[0, ρ0]×Sd−1, that is: all of time times a solid ball, we need KG solutions
that are bounded for all of time while in space we only need them bounded on [0, ρ0]. Therefore, the
hypergeometric Sa-modes (IV.1) alone span the space of KG solutions for the rod region. We expand any
KG solution on the rod region as an integral over these modes, which we call rod expansion (again, φ(t, ρ,Ω)
is real iff φaωlml = φ
a
−ω,l,−ml)
φ(t, r,Ω) =
ˆ
dω
∑
l,ml
φaωlml µ
(a)
ωlml
(t, ρ,Ω) . (IV.10)
. D. KG solutions on slice regions
.
For the slice region MAdS[t1,t2] = [t1, t2]×[0, ιpi/2)×Sd−1, that is: time interval times all of space, we need KG
solutions that are bounded on all of space. Thus we can only use Jacobi modes here, and expand any complex
KG solution on the slice region as a sum of ordinary Jacobi modes, calling it (ordinary) Jacobi expansion:
φ(t, ρ,Ω) =
∑
nlml
{
φ+nlml µ
(+)
nlml
(t, ρ,Ω) + φ−nlml µ
(+)
nlml
(t, ρ,Ω)
}
. (IV.11)
Only for ν ∈ (0, 1) we can equivalently expand any solution using the exceptional AdS-Jacobi modes given
above, see e.g. (3.22) in [19]. Since these behave like the ordinary ones, we do not study them in this
work. φ+nlml determines the positive frequency part of the KG solution, and φ
−
nlml
the negative frequency
part. If and only if φ+nlml = φ
−
nlml
then the solution φ(t, ρ,Ω) is real. The ordinary Jacobi modes are
propagating modes, well defined on the whole spacetime. Since the Jacobi modes are special cases of the
Sa-modes, the space of KG solutions on slice regions is contained in the spaces of KG solutions on tube and
rod regions as a subspace. Again, we can use a modified momentum representation (φ˜M,+nlml , φ˜
M,−
nlml
) with now
φ±nlml ≡ φ±ω+
nl
lml
= φ˜M,±nlml2ω
+
nl(p
R
ω)
l/
[
RAdS
√
2 ιpi (2l+d−2)!!]. Then, in the flat limit for d = 3 the ordinary
Jacobi expansion becomes the Minkowski slice expansion (II.3), see Appendix B 5:
φ(t, r,Ω) −→flatlim.
∞ˆ
0
dp˜
∑
l,ml
2p˜ (2 ιpi)−1/2 jl(p˜r)
{
φ˜M,+p˜lml e
−iω˜p˜τ Y mll (Ω) + φ˜
M,−
p˜lml
eiω˜p˜τ Y mll (Ω)
}
. (IV.12)
. E. Action of isometries on solution space
.
In this section we consider the action of the isometry group SO (2, d) of AdS1,d. Uppercase Latin indices range
as A = 0, 1, ..., d, (d+1), and lowercase Latin indices as k = 1, ..., d. The generators of the Lie algebra so (2, d)
are the Killing vectors KAB of Section III (think of AB as one index, not two): KAB =
(
XA ∂B −XB ∂A
)
.
This choice is the same as in (4.18) in [31] up to an overall sign. The (representations of) finite group
elements are denoted by g. The Lie algebra of SO (2, d) is determined by the Lie bracket
[KAB, KCD] = −ηAC KBD + ηBC KAD − ηBDKAC + ηADKBC , (IV.13)
which corresponds to (4.21) in [31]. All combinations of time translation, rotations and boosts are:
[Kd+1,0, Kjk]=0 [K0j, K0k]=η00Kkj [K0q, Kjk]=ηjqK0k−ηkqK0j (IV.14)
[Kd+1,j, Kd+1,k]=ηd+1,d+1Kkj [Kd+1,0, K0k]=η00Kd+1,k [Kd+1,q, Kjk]=ηjqKd+1,k−ηkqKd+1,j
[Kd+1,k, Kd+1,0]=ηd+1,d+1K0k [K0k, Kd+1,j]=ηjkKd+1,0 [Kjk, Kpq]=ηkpKjq−ηjpKkq+ηjqKkp−ηkqKjp.
On solution space, we denote the (infinitesimal) action of a generator KAB respectively group element k on
a field φ(x) by KAB .φ and k .φ. Requiring the transformed field at transformed coordinates to agree with
the original field at original coordinates, we get for the transformed field at the original coordinates:(
KAB .φ
)
(x) = (−KABφ)(x) (k .φ)(x) = φ(k−1x) . (IV.15)
Therein, KABφ means letting the generator(Killing vector) act as differential operator on the field(function)
φ(x). In the following sections we calculate these actions for the time translation, rotations and boosts for KG
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solutions on the slice and tube regions. Our goal will always be to translate the action from the coordinate
representation to the momentum representation. We thus start from a field expansion over modes µ(a,b)ωlml (x)
of momentum (ω, l,ml) wherein φ
a,b
ωlml
are the momentum representation of the KG solution. What we want
to find is an explicit expression for the momentum representations (k .φ)a,bωlml of the transformed field, such
that we can directly write the transformed field in the original coordinates as in:
(k .φ)(x) =
ˆ
dω
∑
l,ml
{
(k .φ)aωlml µ
(a)
ωlml
(x) + (k .φ)bωlml µ
(b)
ωlml
(x)
}
. (IV.16)
. F. Action of time translations on KG solutions
.
Infinitesimal time translations arise nicely from the finite ones, thus we only deal with the latter here.
Denoting finite time translations by k∆t : t → t+ ∆t, its action on the hypergeometric modes is(
k∆t .µ
(a)
ωlml
)
(t, ρ,Ω) = eiω∆t µ(a)ωlml (t, ρ,Ω)
(
k∆t .µ
(b)
ωlml
)
(t, ρ,Ω) = eiω∆t µ(b)ωlml (t, ρ,Ω) , (IV.17)
and the action on the Jacobi modes as a special case of Sa-modes is the same:(
k∆t .µ
(+)
nlml
)
(t, ρ,Ω) = eiω
+
nl
∆t µ(+)nlml (t, ρ,Ω)
(
k∆t .µ
(+)
nlml
)
(t, ρ,Ω) = e−iω
+
nl
∆t µ(+)nlml (t, ρ,Ω) . (IV.18)
Applying these to the tube expansion (IV.7) respectively slice expansion (IV.11), we can read off(
k∆t .φ
)a
ωlml
= eiω∆t φaωlml
(
k∆t .φ
)b
ωlml
= eiω∆t φbωlml (IV.19)(
k∆t .φ
)+
nlml
= eiω
+
nl
∆t φ+nlml
(
k∆t .φ
)−
nlml
= e−iω
+
nl
∆t φ−nlml . (IV.20)
. G. Action of rotations on KG solutions
.
Let Rˆ(α) denote a finite rotation, with α denoting the rotation angles. We recall that rotated spherical
harmonics are a linear combination of unrotated ones, with elements of Wigner’s D-matrix as coefficients:
Y
ml
(l,˜l)
(Rˆ(α)Ω)=
∑
l˜
′
,m′
l
Y
m′
l
(l,˜l
′
)
(Ω)
(
Dl
l˜,˜l
′ (α)
)
mlm
′
l
,
see Appendix A. For the hypergeometric modes this induces the action
µ(a,b)
ωl l˜ml
(t, ρ, Rˆ(α)Ω) =
∑
l˜
′
,m′
l
µ(a,b)
ωl l˜
′
m′
l
(t, ρ,Ω)
(
Dl
l˜,˜l
′ (α)
)
mlm
′
l
. (IV.21)
Since the Jacobi modes are special cases of the Sa-modes, the action is the same for them. For tube solution
we can apply (IV.15) to expansion (IV.7), giving:
(
Rˆ(α)−1 .φ
)a,b
ωl l˜ml
=
∑
l˜
′
,m′
l
φa,b
ωl l˜′m′
l
Ä
Dl
l˜′ ,˜l(α)
ä
m′
l
ml
. (IV.22)
For slice solutions, we apply (IV.15) to expansion (IV.11), yielding:
(
Rˆ(α)−1 .φ
)±
nl l˜ml
=
∑
l˜
′
,m′
l
φ±
nl l˜′m′
l
Ä
Dl
l˜′ ,˜l(α)
ä
m′
l
ml
. (IV.23)
. H. Action of boosts on KG solutions
.
Here the goal is to calculate the action of the AdS boost generators Kd+1,j and K0j on the bounded KG
modes on slice and tube regions. We only consider infinitesimal boosts. The effect of boosts on the AdS
time axis is qualitatively different from its Minkowski counterpart. For seeing this, consider e.g. a boost with
finite rapidity λ in the (0, j)-plane in the embedding space of AdS, see (III.4). The boosted coordinates are
X ′0 = X0 coshλ+Xj sinhλ and X
′
j = X0 sinhλ+Xj coshλ, with the other coordinates unchanged. Thus all
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points with X0 = Xj = 0 are preserved under these boosts, while other points are moved a finite distance on
the AdS-hyperboloid. This means that, in contrast to Minkowski spacetime, on AdS the boosts do not rotate
the time axis but deform it periodically (into some timelike geodesic). Therefore, small boosts on AdS move
the time axis only a small distance away from the unboosted one. In contrast, on Minkowski spacetime even
an arbitrarily small boost for sufficiently large times separates the boosted time axis an arbitrary distance
from the unboosted one.
Recall now that the Sa-modes are regular on the time axis ρ ≡ 0 while the Sb-modes diverge there. A finite
boost moves the boosted time axis off the unboosted one. Therefore the Sb-modes of the boosted coordinates
now have singularities off the unboosted time axis, and thus cannot be well defined linear combinations of the
original Sa and Sb-modes (because these are regular off the unboosted time axis). Hence only for infinitesimal
boosts there is a chance that we might find a well defined action on KG solutions.
For the two d-boosts Kd+1,d and K0d we recall the expressions
Kd+1,d = − sin t sin ρ cos θd−1 ∂t + cos t cos ρ cos θd−1 ∂ρ + sin2θd−1 cos t/(sin ρ) ∂cosθd−1 (IV.24)
K0d = − cos t sin ρ cos θd−1 ∂t − sin t cos ρ cos θd−1 ∂ρ − sin2θd−1 sin t/(sin ρ) ∂cosθd−1 . (IV.25)
Letting these act directly on Jacobi or hypergeometric modes results in rather complicated expressions.
However, in [24] Dorn et al. note below equation (3.18) that a complex linear combination of these boosts
increases the frequency ω exactly by one. Inspired by their equation (2.7) we thus define the Z-generators
of the complexified Lie algebra:
Zd := K0d+iKd+1,d = −eit sin ρ cos θd−1 ∂t+i eit cos ρ cos θd−1 ∂ρ+i eit sin−1ρ sin2θd−1 ∂cosθd−1
Zd := K0d−iKd+1,d = −e−it sin ρ cos θd−1 ∂t−i e−it cos ρ cos θd−1 ∂ρ−i e−it sin−1ρ sin2θd−1 ∂cosθd−1 .
(IV.26)
We first calculate the action of Zd and Zd on the modes, and then the action of the d-boosts Kd+1,d and K0d.
It is enough to know the actions of these two boosts, because the actions of the other boosts can be obtained
from the Lie brackets of these two boosts with some rotators: from (IV.14) we have [K0d, Kdk] = ηddK0k
and [Kd+1,d, Kdk] = ηddKd+1,k. We do not treat the Jacobi modes as special case of the S
a-modes in
this section, because it is more direct to give the results in terms of n for them, as opposed to ω for the
hypergeometric modes.
Since for tube regions we have the ranges ω ∈ R and l ∈ N0, for notational convenience for negative values
of l we set to zero all z(a,b)−−ωl , z
(a,b)−+
ωl , z˜
(a,b)+−
ωl , z˜
(a,b)++
ωl and φ
a,b
ω,l,˜l,ml
. The actions of the d-boosts write(
K0d .φ
)a
ωlml
= i2 z˜
(a)+−
ω−1,l+1 φ
a
ω−1,l+1,˜l,ml
+
i
2 z˜
(a)++
ω−1,l−1 φ
a
ω−1,l−1,˜l,ml
+
i
2 z
(a)−−
ω+1,l+1
φa
ω+1,l+1,˜l,ml
+
i
2 z
(a)−+
ω+1,l−1 φ
a
ω+1,l−1,˜l,ml
(IV.27)(
K0d .φ
)b
ωlml
= i2 z˜
(b)+−
ω−1,l+1 φ
b
ω−1,l+1,˜l,ml
+
i
2 z˜
(b)++
ω−1,l−1 φ
b
ω−1,l−1,˜l,ml
+
i
2 z
(b)−−
ω+1,l+1
φb
ω+1,l+1,˜l,ml
+
i
2 z
(b)−+
ω+1,l−1 φ
b
ω+1,l−1,˜l,ml
(
Kd+1,d .φ
)a
ωlml
=−12 z˜
(a)+−
ω−1,l+1 φ
a
ω−1,l+1,˜l,ml
−12 z˜
(a)++
ω−1,l−1 φ
a
ω−1,l−1,˜l,ml
+
1
2 z
(a)−−
ω+1,l+1
φa
ω+1,l+1,˜l,ml
+
1
2 z
(a)−+
ω+1,l−1 φ
a
ω+1,l−1,˜l,ml
(IV.28)(
Kd+1,d .φ
)b
ωlml
=−12 z˜
(b)+−
ω−1,l+1 φ
b
ω−1,l+1,˜l,ml
−12 z˜
(b)++
ω−1,l−1 φ
b
ω−1,l−1,˜l,ml
+
1
2 z
(b)−−
ω+1,l+1
φb
ω+1,l+1,˜l,ml
+
1
2 z
(b)−+
ω+1,l−1 φ
b
ω+1,l−1,˜l,ml
.
The above infinitesimal actions can be derived from those of Kd+1,d and K0d on the hypergeometric modes.
Applying actions (B.59)-(B.62) to expansion (IV.7) and shifting ω and l by ±1 depending on the respective
term yields the above actions.
Since for slice regions we have the ranges n, l ∈ N0, now for notational convenience we set to zero all
quantities where n or l take values outside this range: all ω+nl, z
(+)−+
nl , z
(+)0−
nl , z˜
(+)+−
nl , z˜
(+)0+
nl and φ
±
n,l,˜l,ml
are set
to zero for negative n or l. Then the actions of the infinitesimal d-boosts write(
K0d .φ
)+
nlml
= i2 z
(+)0−
n,l+1 φ
+
n,l+1,˜l,ml
+ i2 z
(+)−+
n+1,l−1 φ
+
n+1,l−1,˜l,ml
+ i2 z˜
(+)+−
n−1,l+1 φ
+
n−1,l+1,˜l,ml
+ i2 z˜
(+)0+
n,l−1 φ
+
n,l−1,˜l,ml
(IV.29)(
K0d .φ
)−
nlml
=−i2 z(+)0−n,l+1 φ−n,l+1,˜l,ml−
i
2 z
(+)−+
n+1,l−1 φ
−
n+1,l−1,˜l,ml
− i2 z˜(+)+−n−1,l+1 φ−n−1,l+1,˜l,ml−
i
2 z˜
(+)0+
n,l−1 φ
−
n,l−1,˜l,ml
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(
Kd+1,d .φ
)+
nlml
= 12 z
(+)0−
n,l+1 φ
+
n,l+1,˜l,ml
+ 12 z
(+)−+
n+1,l−1 φ
+
n+1,l−1,˜l,ml
− 12 z˜(+)+−n−1,l+1 φ+n−1,l+1,˜l,ml−
1
2 z˜
(+)0+
n,l−1 φ
+
n,l−1,˜l,ml
(IV.30)(
Kd+1,d .φ
)−
nlml
= 12 z
(+)0−
n,l+1 φ
−
n,l+1,˜l,ml
+ 12 z
(+)−+
n+1,l−1 φ
−
n+1,l−1,˜l,ml
− 12 z˜(+)+−n−1,l+1 φ−n−1,l+1,˜l,ml−
1
2 z˜
(+)0+
n,l−1 φ
−
n,l−1,˜l,ml
These can be derived from the action of Kd+1,d and K0d on the Jacobi modes: applying actions (B.51)-(B.54)
to expansion (IV.11) and shifting n, l by ±1 depending on the respective term yields the above actions.
.
V. CORRESPONDENCE BETWEEN KG SOLUTIONS AND BOUNDARY DATA
.
In this section we develop evidence for one-to-one correspondences between initial/boundary data and
solutions on the interior of our three types of AdS regions. For a complete analysis of this situation it
would be necessary to specify the (equivalence) classes of solutions forming the solution spaces. Since we do
not do this at this point, our calculations remain of formal nature, although we can derive explicit formulas. .
A. AdS slice region
.
On slice regions any bounded free KG solution φ(t, ρ,Ω) is a linear combination of Jacobi modes. Indepen-
dently of what kind of boundary conditions one chooses at spatial infinity, once that φ(t, ρ,Ω) has been fixed
fulfilling them, it is completely determined by its momentum representation (φ+nlml , φ
−
nlml
). Solutions on a
slice region are determined by ”initial” data on an equal-time hypersurface Σt0 located at the (early or late)
boundary of the slice or inside the region. The necessary data are the values of the field and its derivative on
this hypersurface. The momentum representation of a solution φ(t, ρ,Ω) can be calculated from these initial
data on Σt0 by formally inverting the Jacobi expansion (IV.11)
φ+nlml =
ˆ
dt
ˆ
d
d−1
Ω tand−1ρ Y mll (Ω) J
(+)
nl (ρ)
(
fˆ (t0)φ+ dˆ(t0)∂t φ
)
(t0, ρ,Ω)
φ−nlml =
ˆ
dt
ˆ
d
d−1
Ω tand−1ρ Y mll (Ω) J
(+)
nl (ρ)
(
fˆ (t0)φ+ dˆ(t0)∂t φ
)
(t0, ρ,Ω) ,
(V.1)
with the operators fˆ (t0) and dˆ(t0) having Y
ml
l (Ω) J
(+)
nl (ρ) as eigenfunctions with eigenvalues fnlml (t0) =
eiω
±
nl
t0 1
2
(
Rd−1AdSN±nl
)−1/2 and dnlml (t0) = eiω±nlt i2ω±
nl
(
Rd−1AdSN±nl
)−1/2. Because Y mll (Ω) J (+)nl (ρ) form a complete
orthogonal basis on Σt0 , the above formula provides a one-to-one correspondence between initial data
(ϕ(ρ,Ω), ϕ˙(ρ,Ω)) on Σt0 and bounded solutions φ(t, ρ,Ω) on the interior of the slice. The dot in ϕ˙ is just a
label, meaning that ϕ represents values of the field φ and ϕ˙ the values of its derivative ∂tφ on Σt0 . .
B. AdS tube region: well-behaved cases
.
Solutions on a tube region are also determined by ”initial” data on a hypersurface: the hypercylinder Σρ0 .
Again, this ”initial” hypersurface can be located at the (inner or outer) boundary of the tube or inside the
region. Only when we consider initial/boundary data on the boundary ρ0 =
ιpi
2 of AdS, we need to proceed
more carefully. In any case, since the bounded tube KG solutions (like the slice solutions) are determined
by two functions φaωlml and φ
b
ωlml
, the necessary data again consists of two pieces: the field configuration
and the field derivative. We recall that bounded solutions for tube regions are the hypergeometric Sa and
Sb-modes which are regular everywhere, except for the time axis ρ = 0 where the Sb-modes diverge, and for
spatial infinity ρ = ιpi2 where both S
a and Sb-modes diverge. The latter divergence occurs only for ‹m− < 0,
that is, for masses (m2 > 0) ⇔ (ν > d/2). For ‹m− ≥ 0, that is, (m2 ≤ 0) ⇔ (ν ≤ d/2) the field (and its
derivative) remain regular at ρ = ιpi2 . Therefore, except for the case of both the ”initial” hypersurface being
located at spatial infinity ρ = ιpi2 with positive mass square m
2 > 0, we have a similar formula as for the slice
region. Formally inverting the S-expansion (IV.7) determines the momentum representation of a free KG
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solution φ(t, ρ,Ω) via its initial values and derivatives on Σρ0 :
φaωlml =
ˆ
Σρ0
dt d
d−1
Ω eiωt Y mll (Ω)
tand−1ρ
2 ιpi (2lˆ+d−2)
(
+(∂ρS
b
ωˆlˆ
)(ρ0)φ(t, ρ0,Ω)−Sbωˆlˆ(ρ0) (∂ρφ)(t, ρ0,Ω)
)
φbωlml =
ˆ
Σρ0
dt d
d−1
Ω eiωt Y mll (Ω)
tand−1ρ
2 ιpi (2lˆ+d−2)
(
−(∂ρSaωˆlˆ)(ρ0)φ(t, ρ0,Ω)+Saωˆlˆ(ρ0) (∂ρφ)(t, ρ0,Ω)
)
.
(V.2)
An equivalent formula for the expansion in C-modes is
φC,aωlml =
ˆ
Σρ0
dtd
d−1
Ω eiωt Y mll (Ω)
tand−1ρ
2 ιpi (2ν)
(
+(∂ρC
b
ωˆlˆ
)(ρ0)φ(t, ρ0,Ω)−Cbωˆlˆ(ρ0) (∂ρφ)(t, ρ0,Ω)
)
φC,bωlml =
ˆ
Σρ0
dtd
d−1
Ω eiωt Y mll (Ω)
tand−1ρ
2 ιpi (2ν)
(
−(∂ρCaωˆlˆ)(ρ0)φ(t, ρ0,Ω)+Caωˆlˆ(ρ0) (∂ρφ)(t, ρ0,Ω)
)
.
(V.3)
The operators ωˆ and lˆ have the eigenfunctions e−iωt Y mll (Ω) with eigenvalues ω and l. Again, since e
−iωt Y mll (Ω)
form a complete system on Σρ0 , each pair of formulas provides a one-to-one correspondence between initial
data (ϕ(t,Ω), ϕ˙(t,Ω)) on Σρ0 and solutions φ(t, ρ,Ω) on the interior of the tube. The dot in ϕ˙ is again a label,
now indicating that ϕ represents the field values of φ and ϕ˙ the values of the derivative ∂ρφ on Σρ0 . .
C. Tube region: data on the boundary of AdS
.
For the ”initial” hypersurface at spatial infinity ρ = ιpi2 with the mass square being positive m
2 > 0, we can
try a version of the formula above, but since both Saωl(ρ) and S
b
ωl(ρ) diverge for ρ =
ιpi
2 the ”raw” boundary
data will now be divergent, too. Since both radial functions diverge like cosm˜−ρ (and their derivatives
like cosm˜−−1ρ), we could try to use the rescaled boundary data ϕ∂(t,Ω) = cos−m˜−ρ φ(t, ρ,Ω)|ρ= ιpi/2 and
ϕ˙∂(t,Ω) = cos1−m˜−ρ (∂ρφ(t, ρ,Ω))|ρ= ιpi/2. We recall that the S and C-modes are not linear independent, see
IV.5. Using the S-expansion IV.7, let a first solution φ(t, ρ,Ω) be given by its momentum representation
(φaωlml , φ
b
ωlml
), and a second solution φ′(t, ρ,Ω) by (φ′aωlml , φ
′b
ωlml
), wherein φ′aωlml = φ
a
ωlml
+ φ0ωlml (M
no
11)ωl
and φ′bωlml = φ
b
ωlml
+ φ0ωlml (M
no
12)ωl, with φ
0
ωlml
arbitrary. Then, both φ and φ′ are different on the
interior of AdS, but have the same boundary field values and derivatives (with or without rescaling as
above). That is, this boundary data cannot distinguish between φ and φ′. Using the C-expansion IV.8
makes the problem even more obvious: both rescaled boundary data ϕ∂(t,Ω) = cos−m˜−ρ φ(t, ρ,Ω)|ρ= ιpi/2
and ϕ˙∂(t,Ω) = cos1−m˜−ρ (∂ρφ(t, ρ,Ω))|ρ= ιpi/2 now only depend on one half of the momentum representation,
namely on φC,bωlml . This boundary data is blind to the C
a-mode content of any KG solution, since these modes
vanish on the boundary whereas the Cb-modes diverge. The rescaling cures the divergence, but makes the
vanishing even faster. We solve this problem in the following.
In [32], Claude Warnick investigates boundary conditions for (asymptotically) AdS spacetimes. However,
as he noted below equations (3.4) and (4.6) therein, his method only works for a rather narrow range of
mass: ν ∈ (0, 1), that is: m2R2AdS ∈ (m
2
BF, m
2
BF +1). He introduces a ”twisted derivative” ∂
α
cos ρ that in our
coordinates acts as ∂αcos ρ f (cos ρ) := (cos ρ)
−α ∂cos ρ (cosαρ f (cos ρ)). Motivated by his work we now construct
a method that works for all mass values. To this end we define a higher order twisted derivative ∂(ν)ρ by
∂(ν)ρ f (cos ρ) := (cos ρ)
1+2bνc−2ν ∂cos ρ
(
1
cos ρ ∂cos ρ
)bνc{
(cos ρ)−m˜−f (cos ρ)
}
. (V.4)
Therein bνc (read: floor) denotes the largest natural number that is smaller than ν. Thus our twisted
derivative is of order bνc+1, that is, its order depends on the value of the mass parameter m2. In order to
write its action on the radial functions Caωl(ρ) and C
b
ωl(ρ), we perform a Taylor expansion of them near the
boundary where ρ→ ιpi/2 and thus cos ρ→ 0. For this we need the definition of the hypergeometric function
and the Taylor expansion of sinlρ around ρ = ιpi/2, which for ρ ∈ [0, ιpi/2] is given by
sinlρ = (1−cos2ρ)l/2 =
∞∑
j=0
(−1)j
j!
(cos ρ)2j ( l2 +1−j)j . (V.5)
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The Pochhammer symbols therein are defined as (a)k := Γ(a+k)/Γ(a) for all complex a, k that leave the
Gamma functions well defined. For k ∈ N0 this definition becomes (a)k = a · (a+1) · . . . · (a+k−1). We
also define the double Pochhammer symbol as ((a))k := 2
kΓ(a
2
+k)/Γ(a
2
) for all complex a, k that leave the
Gamma functions well defined. For k ∈ N0 this definition becomes ((a))k = a (a+2) (a+4) · ... · (a+2k−2).
Although we did not find it in the literature, this definition is quite natural. We thus have the relation
((2a))n = 2
n (a)n (a similar relation between factorial and double factorial is (2n)!! = 2
n n!).
Now back to (V.5): for even l this sum only has ( l2 + 1) terms, while for odd l it has infinitely many. We
find for the Taylor expansion of Caωl and C
b
ωl near the boundary:
Caωl(ρ) =
∞∑
a=0
(cos ρ)m˜++2a d(+)a C
b
ωl(ρ) =
∞∑
a=0
(cos ρ)m˜−+2a d(−)a ,
wherein the coefficients are given by the finite sums
d(+)a =
a∑
b=0
(−1)b
b!
( l2 +1−b)b
(α+)a−b (β+)a−b
(γC+)a−b (a−b)!
d(−)a =
a∑
b=0
(−1)b
b!
( l2 +1−b)b
(α−)a−b (β−)a−b
(γC−)a−b (a−b)!
.
Letting the twisted derivative act on the Taylor expansions of Caωl and C
b
ωl results in
∂(ν)ρ C
a
ωl(ρ) =
∞∑
a=0
(cos ρ)2a d(+)a ((2ν+2a−2 bνc))bνc+1 (V.6)
∂(ν)ρ C
b
ωl(ρ) =
∞∑
a=0
(cos ρ)−2ν+2a d(−)a ((2a−2 bνc))bνc+1 (V.7)
=
∞∑
a=bνc+1
(cos ρ)−2ν+2a d(−)a ((2a−2 bνc))bνc+1 . (V.8)
The first terms in (V.7) vanish, because for low values of a the double Pochhammer symbol contains a zero
factor, caused by the factor (1/ cos ρ) in the centre of the twisted derivative. Studying the limit ρ → ιpi2 , in
(V.6) only the (a = 0)-term survives (with d(+)0 = 1), and thus the limit is finite :[
∂(ν)ρ C
a
ωl
]
ρ→ ιpi/2 = ((2ν−2 bνc))bνc+1 ∀ ν /∈ Z . (V.9)
(If ν ∈ Z, then this limit vanishes, because the double Pochhammer symbol then contains a zero factor.) By
contrast in (V.8) we always have a ≥ bνc+1, and thus a > ν. Hence the factor of (cos ρ) always appears
with positive power. Therefore each summand vanishes in the limit ρ→ ιpi/2 and we get[
∂(ν)ρ C
b
ωl
]
ρ→ ιpi/2 = 0 . (V.10)
For constructing a relation between a KG solution and its boundary behaviour, first we define ϕ∂− as rescaled
boundary field value, and ϕ∂+(ν) as the boundary value of the twisted derivative of the field:
ϕ∂−(t, ρ,Ω) :=
[
cos−m˜−ρ φ(t, ρ,Ω)
]
ρ→ ιpi/2 ϕ
∂+
(ν) (t, ρ,Ω) :=
[
∂(ν)ρ φ(t, ρ,Ω)
]
ρ→ ιpi/2 . (V.11)
Plugging into this the C-expansion (IV.8) of the solution and using (V.9), we can formally invert this relation,
thus recovering the full momentum representation as a function of the (rescaled and hence finite) boundary
data:
φC,aωlml =
ˆ
dtd
d−1
Ω
eiωt Y
ml
l
(Ω)
((2ν−2 bνc))bνc+1
ϕ∂+(ν) (t,Ω)/(2 ιpi) φ
C,b
ωlml
=
ˆ
dtd
d−1
Ωeiωt Y mll (Ω)ϕ
∂−
(t,Ω)/(2 ιpi) . (V.12)
. D. AdS rod region
.
Free KG solutions on a rod region are also determined by ”initial” data on a hypercylinder. Again, this
”initial” hypersurface can be located at the (one and only outer) boundary of the rod region, or in its
interior. The bounded solutions for the rod regions are only the hypergeometric a-modes which are regular
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everywhere, except for spatial infinity ρ = ιpi2 where they diverge. Thus the rod region’s free KG solutions
are determined by only one function φaωlml on momentum space, and therefore the necessary ”initial” data
is now only the field configuration on a hypercylinder. The rod expansion (IV.10) can be written as
φ(t, r,Ω) =
ˆ
dω
∑
l,ml
e−iωtY mll (Ω)φ
a
ωlml
[
(Mon11 )ωlC
a
ωl(ρ)+(M
on
12 )ωlC
b
ωl(ρ)
]
. (V.13)
see (B.23). If the initial hypersurface Σρ0 is not at the boundary: ρ0 <
ιpi
2 , we can formally invert the
definition
ϕρ0 (t,Ω) := φ(t, ρ0,Ω) =
ˆ
dω
∑
l,ml
φaωlml e
−iωt Y mll (Ω)S
a
ωl(ρ0) , (V.14)
=⇒ φaωlml =
ˆ
dtd
d−1
Ω
1
(2 ιpi)Sa
ωl
(ρ0)
eiωt Y mll (Ω) ϕ
ρ0 (t,Ω) . (V.15)
The zeros of Saωl(ρ0) do not pose a problem, because the set of (ω, l) causing them is of measure zero in
momentum space. Singularities caused by zeros of Saωl(ρ0) are canceled by their second appearance when
we expand the initial data in terms of Sa-modes as in (V.14). If the initial data is placed on the boundary
ρ0 = ιpi/2, then only the C
b
ωl-part of S
a
ωl survives, as in (V.13), and we can rescale as follows: .
ϕ∂ρ0 (t,Ω) := cos
−m˜−ρ φ(t, ρ→ ιpi/2,Ω) =
ˆ
dω
∑
l,ml
e−iωtY mll (Ω)φ
a
ωlml
(Mon12 )ωl . (V.16)
.Thus finite boundary data ϕ∂(t,Ω) is the rescaled boundary field value. Formal inversion recovers the mo-
mentum representation of a bounded free KG solution on a rod region:
φaωlml =
ˆ
dtd
d−1
Ω
1
(2 ιpi) (Mon12 )ωl
eiωt Y mll (Ω) ϕ
∂
ρ0 (t,Ω) . (V.17)
.
VI. SYMPLECTIC STRUCTURES ON SPACES OF ADS KG SOLUTIONS
.
We now establish symplectic structures for the spaces of KG solutions for our three types of regions. Recalling
that the slice is a neighborhood of an equal-time hyperplane Σt, and the tube of an equal-ρ hypercylinder
Σρ, we associate a symplectic structure to each of these hypersurfaces. These symplectic structures are
antisymmetric, bilinear forms on the spaces of those KG solutions that are well defined and bounded in a
neighborhood of their associated hypersurface. As discussed in Section 3 of [28] and Chapter 7 of [27], the
symplectic structure arises naturally from the Lagrange density form Λ(x) in the following way. Choose a
(compact or noncompact) region M of (d+1)-dimensional spacetime. Then, for solutions of the equations of
motion (EOM) the one-form dSM associated to M by SM =
´
M Λ(x) is an integral over the boundary ∂M,
and we define the symplectic potential θ associated to a hypersurface Σ to be just this integral: let φ and η
two solutions, then .
dSMφ (η) =
ˆ
∂M
η ∂µ
δΛ
δ(∂µϕ)
∣∣∣∣
ϕ=φ
θΣφ (η) =
ˆ
Σ
η ∂µ
δΛ
δ(∂µϕ)
∣∣∣∣
ϕ=φ
. (VI.1)
.Thus, for solutions on a compact region M with only one connected boundary surface ∂M the symplectic
potential is precisely the differential of the action: θ∂Mφ (η) = dS
M
φ (η). The symplectic structure associated
to a hypersurface Σ is the differential of its symplectic potential: for solutions φ, η, ζ well defined in a neigh-
borhood of Σ this means that ωΣφ (η, ζ) = dθ
Σ
φ (η, ζ). Thus, for a compact region with only one connected
boundary surface the symplectic structure is the second differential of the action and therefore zero for
solutions. For compact regions bounded by two hypersurfaces Σ1 and Σ2 the symplectic structure is not
identically zero for each hypersurface. What is more, since the difference ωΣ2 − ωΣ1 now is the second
differential of the action, it vanishes. This implies that the symplectic structure is actually independent of
the hypersurface: ωΣ2 = ωΣ1 . Our explicit expressions below show that for AdS the symplectic structures
associated to Σt and Σρ are independent of their associated hypersurface, too: ω
Σt
φ (η, ζ) and ω
Σρ
φ (η, ζ)
depend only on the two solutions η and ζ. Moreover, the symplectic structure vanishes on the space of
solutions on rod regions (which possesses only one connected boundary surface). These results are obtained
despite neither of our regions being compact nor our solutions being compactly supported. .
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A. Equal-time hypersurfaces
.
Let η(t, ρ,Ω) and ζ(t, ρ,Ω) two KG solutions well defined and bounded on a neighborhood of an equal-time
hyperplane Σt0 , that is, of Jacobi type (IV.11). For this type of solutions a symplectic structure can be
associated to Σt0 by: .
ωΣt0 (η, ζ) = −
1
2
ιpi/2ˆ
0
dρ
ˆ
Sd−1
d
d−1
Ω Rd−1AdS tan
d−1ρ
(
η ∂tζ − ζ ∂tη
)
(t0, ρ,Ω) (VI.2)
= +i
∑
nlml
ω+nlR
d−1
AdSN+nl
ß
η−nlml ζ
+
nlml
− η+nlml ζ−nlml
™
. (VI.3)
.It was introduced for AdS1,3 in equation (2.5) of [5] as ”inner product”B(α, β). The first line is the coordinate
representation of the symplectic structure, the second the momentum representation. The latter can be
calculated from the former by plugging in expansion (IV.11) for both η and ζ, and then using orthogonality
properties of the solutions. From this result we can read off that the positive and negative frequency modes
form Lagrangian subspaces of the space of KG solutions on the AdS slice region, see (1.2.3) in [27]. The
full space of KG solutions on the slice region is the direct sum of the positive frequency subspace and the
negative frequency subspace. The flat limit of this symplectic structure for d = 3 is the symplectic structure
(II.4) associated to an equal-time plane in Minkowski spacetime (for η˜M,±p˜lml , ζ˜
M,±
p˜lml
see IV.12):
ωΣt(η, ζ) −→flatlim. i
∞ˆ
0
dp˜
∑
l,ml
ω˜p˜
{
η˜M,−p˜lml ζ˜
M,+
p˜lml
− η˜M,+p˜lml ζ˜
M,−
p˜lml
}
.
It is calculated by plugging the flat limit of the ordinary Jacobi expansion into the coordinate representation
of the symplectic structure, and again using orthogonality property of the modes. .
B. Hypercylinders
.
Let now η(t, ρ,Ω) and ζ(t, ρ,Ω) two KG solutions well defined and bounded on a neighborhood of an equal-
radius hypercylinder Σρ0 , that is, of hypergeometric type (IV.7) respectively (IV.8). For this type of solutions
a symplectic structure associated to Σρ0 is given by
ωΣρ0 (η, ζ) =
1
2
ˆ
dtd
d−1
Ω Rd−1AdS tan
d−1ρ0
(
η ∂ρζ − ζ ∂ρη
)
(t, ρ0,Ω) (VI.4)
= ιpiRd−1AdS
ˆ
dω
∑
l,ml
{
ηaωlml ζ
b
−ω,l,−ml − ηbωlml ζa−ω,l,−ml
}
(2l+d−2) (VI.5)
= ιpiRd−1AdS
ˆ
dω
∑
l,ml
{
ηC,aωlml ζ
C,b
−ω,l,−ml − η
C,b
ωlml
ζC,a−ω,l,−ml
}
(2ν) . (VI.6)
The first line is again the coordinate representation of the symplectic structure, the second and third are
momentum space representations. The latter two can be calculated from the first by plugging in expansions
(IV.7) respectively (IV.8), plus using orthogonality properties of the solutions and the Wronskians computed
in Appendix B 4. We can read off that the Sa and Sb-modes form Lagrangian subspaces of the space of
KG solutions on the AdS tube region. The Ca and Cb-modes form a different pair of Lagrangian subspaces.
In both cases, the full space of KG solutions on the tube region is the direct sum of the Lagrangian (a)-
subspace and the Lagrangian (b)-subspace. Recalling the results of Section V on initial/boundary data,
one subspace is related to the field values and another one to the field derivatives/momenta. Lagrangian
subspaces corresponding to field values and momenta play an important role in the Schro¨dinger representation
of Quantum Field Theory, see e.g. [33]. The flat limit of this symplectic structure is the symplectic structure
(II.7) associated to a hypercylinder Σr in Minkowski spacetime, see Section 5.3 in [28] by Oeckl. It can be
calculated by plugging the flat limit of the S-expansion into the coordinate representation of the symplectic
structure, and using orthogonality properties of the modes (for η˜M,a,bω˜lml , ζ˜
M,a,b
ω˜lml
see (IV.9)):
ωΣρ(η, ζ) −→flatlim.
ˆ
dω˜
∑
l,ml
p˜Rω˜
16 ιpi
{
η˜M,aω˜lml ζ˜
M,b
−ω˜,l,−ml − η˜
M,b
ω˜lml
ζ˜M,a−ω˜,l,−ml
}
.
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Recalling that the KG solutions on the rod region are purely Sa-modes, we find confirmed the initial
consideration that the symplectic structure associated to the boundary of any rod region vanishes. And
further, since the AdS-Jacobi modes (the only allowed modes for slice regions) are merely special cases of
the Sa-modes, the symplectic structure ωρ0 returns zero for any two such modes. .
C. Invariance of symplectic structures under isometries
.
For showing the invariance of the symplectic structures associated to equal-time hyperplanes and equal-
radius hypercylinders under time translation, rotations and boosts, we use the action of these isometries
on the KG solutions. For boosts, it is sufficient to check that the d-boosts leave the symplectic structures
invariant: from the Lie algebra (IV.14) we know that the commutators of rotations Kdk and d-boosts are
the remaining boosts: [K0d, Kdk] = ηddK0k and [Kd+1,d, Kdk] = ηddKd+1,k, and if two generators leave the
symplectic structures invariant, then their commutator does so as well. The action of an (infinitesimal or
finite) isometry k on the symplectic structures ω fulfills(
k.ω
)
(η, ζ) = ω(k−1.η, k−1.ζ) .
(
KAB.ω
)
(η, ζ) = ω(−KAB.η, ζ) + ω(η,−KAB.ζ) . (VI.7)
. 1. Invariance of symplectic structures under time translations
.
For finite time translations we denote the corresponding element of SO (2, d) by k∆t. For both equal-time
surface and hypercylinder we then have the action on the symplectic structure given by (VI.7). For the
hypercylinder Σρ plugging action (IV.19) of k−∆t into the symplectic structure (VI.5) shows its invariance
under time translations (for Σt we plug action (IV.20) of k−∆t into the symplectic structure (VI.3)):(
k∆t.ωΣρ
)
(η, ζ)= ιpiRd−1AdS
ˆ
dω
∑
l,ml
(2l+d−2)
{
e−iω∆t ηaωlml e
iω∆t ζb−ω,l,−ml − e−iω∆t ηbωlml eiω∆t ζa−ω,l,−ml
}
= ιpiRd−1AdS
ˆ
dω
∑
l,ml
(2l+d−2)
{
ηaωlml ζ
b
−ω,l,−ml − ηbωlml ζa−ω,l,−ml
}
= ωΣρ(η, ζ) ∀ η, ζ .
. 2. Invariance of symplectic structures under rotations
.
For finite rotations we denote the corresponding element of SO (2, d) by Rˆ(α), see Appendix A. For Σt and Σρ
the action on the symplectic structure is given by (VI.7). For the hypercylinder plugging the action (IV.22)
of Rˆ(α)−1 into the symplectic structure (VI.5) (and applying completeness relation (A.11) for Wigner’s D-
matrix) shows its invariance under rotations (for Σt we plug action (IV.23) into (VI.3)):
(
Rˆ(α).ωΣρ
)
(η, ζ) = ιpiRd−1AdS
ˆ
dω
∑
l,ml
(2l+d−2)
∑
l˜
′
m′
l
∑
l˜”m′′
l
ß
ηa
ωl l˜
′
m′
l
(
Dl
l˜
′
, l˜
(α)
)
m′
l
ml
ζb−ω,l,˜l′′,−m′′
l
(
Dl
l˜
′′
, l˜
(α)
)
m′′
l
ml
− ηb
ωl l˜
′
m′
l
(
Dl
l˜
′
, l˜
(α)
)
m′
l
ml
ζa−ω,l,˜l′′,−m′′
l
(
Dl
l˜
′′
, l˜
(α)
)
m′′
l
ml
™
= ιpiRd−1AdS
ˆ
dω
∑
l,ml
(2l+d−2)
ß
ηaωlml ζ
b
−ω,l,−ml − ηbωlml ζa−ω,l,−ml
™
= ωΣρ(η, ζ) ∀ η, ζ .
. 3. Invariance of symplectic structures under d-boosts
.
For showing the invariance of the symplectic structures under the actions of K0d and Kd+1,d the calculations
are essentially the same (up to some factors of ±i). For Σt and Σρ we have the action on the symplectic
structure given by (VI.7) For the hypercylinder Σρ we plug action (IV.27) of K0d respectively (IV.28) of
Kd+1,d into the symplectic structure (VI.5). Then, shifting indexes appropriately and using the equalities
z˜(a)+−ω−1,l+1 =
2l+d
2l+d−2 z
(b)−+
ωl z˜
(a)++
ω−1,l−1 =
2l+d−4
2l+d−2 z
(b)−−
ωl (VI.8)
z(a)−−ω+1,l+1 =
2l+d
2l+d−2 z˜
(b)++
ωl z
(a)−+
ω+1,l−1 =
2l+d−4
2l+d−2 z˜
(b)+−
ωl ,
it is somewhat lengthy but straightforward to check that 0 = ωΣρ
(−K0d .η, ζ) + ωΣρ(η,−K0d .ζ), mak-
ing the hypercylinder’s symplectic structure invariant under infinitesimal d-boosts. Checking (VI.8) is
again somewhat lengthy but straightforward, plugging in the definitions (B.57) and (B.58) plus using
χ
(d−1)
− (l+1, ld−2) = χ
(d−1)
+ (l, ld−2) is sufficient.
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For the equal-time surface Σt we plug the action (IV.29) of K0d respectively (IV.30) of Kd+1,d into the
symplectic structure (VI.3). The calculation is similar as for Σρ, now using the equalities
ω+nlN+nl z(+)0−n,l+1 = ω+n,l+1N+n,l+1 z˜(+)0+nl ω+nlN+nl z(+)−+n+1,l−1 = ω+n+1,l−1N+n+1,l−1 z˜(+)+−nl . (VI.9)
Thus 0 = ωΣt
(−K0d.η, ζ) + ωΣt(η,−K0d.ζ), and hence the equal-time plane’s symplectic structure is also
invariant under infinitesimal d-boosts. Checking the above equalities is done by plugging in the definitions
(B.9), (IV.6), (B.47) and (B.50).
.
VII. SUMMARY AND OUTLOOK
.
We study Klein-Gordon (KG) theory for three types of regions on AdS: the slice region, and rod and
tube hypercylinder regions. Slice regions [t1, t2]×[0,∞)ρ×Sd−1 are neighborhoods of equal-time surfaces
Σt, tubes Rt×[ρ1, ρ2]×Sd−1 are neighborhoods of equal-radius hypercylinders Σρ, and rods Rt×[0, ρ0]×Sd−1
are Σρ-neighborhoods containing the whole region (containing the time axis) enclosed by Σρ. We present
a complete list of KG solutions on AdS spacetimes. These solutions are well known already, except for
two exceptional cases that we present here to make the list complete. The KG solutions well defined and
bounded on slice regions are the ordinary and exceptional AdS-Jacobi modes. For tube regions, there are
the hypergeometric modes of types Sa, Sb and Ca, Cb, while on rod regions the hypergeometric Sa-modes
give the only well defined and bounded solutions. Between (the flat limit of the) Killing vectors of AdS and
Minkowski spacetime we find a correspondence which among others relates Minkowski translations to some
AdS boosts. We also find the actions of the Killing vector fields of AdS (that is, the generators of its isometry
group’s Lie algebra so (2, d)) on the modes. For time translations this action is a phase factor. For rotations
it is a sum over modes of same top angular momentum number l with elements of Wigner’s D-matrix as
coefficients. For infinitesimal d-boosts the action is a sum over contiguous modes with certain coefficients
that we calculate explicitly. As a byproduct we find some contiguous relations for hyperspherical harmonics
and Jacobi polynomials.
We also find one-to-one correspondences between initial data and classical solutions on the regions. For
slice regions, this initial data consists of the values of the field and its derivative on an equal-time surface Σt,
despite AdS not being globally hyperbolic. For tube regions, the initial data can be given on an equal-radius
hypercylinder Σρ that is inside of AdS. Then it consists again of field and derivative. If the hypercylinder is
the boundary Σρ= ιpi/2 of AdS, then we need to rescale: the initial data consists now of rescaled field values
together with a rescaled ”twisted” derivative of the field. For rod regions, a one-to-one correspondence can be
established with the field values as sufficient initial data on a hypercylinder. For the boundary hypercylinder
we need to rescale again.
Next, for equal-time surfaces Σt and equal-radius hypercylinder Σρ we give the symplectic structures
determined naturally by the Lagrange density of the theory. The well known symplectic structure for slice
regions is defined using an equal-time surface Σt, but turns out to be actually t-independent. Our new
symplectic structure for tube regions is defined using an equal-radius hypercylinder Σρ, and turns out to be
ρ-independent. These independencies are not trivial, since usually they only hold for boundaries of compact
regions (which our slice, rod and tube regions are not), respectively compactly supported solutions, (which
our slice, rod and tube solutions are not). The symplectic structure for rod regions vanishes identically.
Again, for regions with a connected boundary this usually holds only if the region is compact respectivvely
for compactly supported solutions. As a byproduct we find the Wronskian for the hypergeometric functions
involved. Then we proceed checking the invariance of the symplectic structures under the actions of the
so (2, d)-generators. It turns out, that both symplectic structures are invariant under all AdS isometries,
that is, under time translation, spatial rotations and boosts.
One motivation for this study is that our goal in future work will be to construct an S-matrix for AdS
using Oeckl’s General Boundary Formulation (GBF) of Quantum Theory [34, 35]. To date two quantization
methods are used in this framework: Schro¨dinger-Feynman (SFQ) and Holomorphic Quantization (HQ), see
[28]. The equivalence of SFQ and HQ has been proven in [33] by Oeckl. Previous results related to our
goal are the following. Using Schro¨dinger-Feynman Quantization for real Klein-Gordon theory in Minkowski
spacetime, Colosi and Oeckl in [36, 37] rederived the standard S-matrix and moreover an equivalent radial
S-matrix. In [38] Colosi then calculated both types of S-matrices also for deSitter spacetimes, again using
SFQ. Lastly, the author and Colosi in [39] derived the Schro¨dinger-Feynman expressions for both types of
S-matrices for a wide class of spacetimes, with their results being applied to AdS in [40]. Now wishing
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to calculate this S-matrix also with Holomorphic Quantization, as an essential ingredient on the spaces of
Klein-Gordon solutions we need the symplectic structures that we calculate in this article. The second
necessary ingredient will be complex structures, to be presented in future work. The SO (2, d)-invariance of
the symplectic structures then will be one ingredient for assuring the isometry invariance of the AdS S-matrix
that we aim to construct.
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. Appendix A: Hyperspherical harmonics
.
On the unit sphere Sd−1 the metric tensor is denoted by gSd−1 . The (d−1) angular coordinates θi on Sd−1
with i ∈ {1, ..., (d−1)} are denoted collectively by Ω = (θd−1, ..., θ1). On the two-sphere, traditionally θ2 is
just denoted by θ, and θ1 by ϕ. Defining |gS | := |det (gSd−1)µν |, we denote the volume element on Sd−1 by
d
d−1
Ω = dΩ
√|gS | , where dΩ abbreviates dθ1 . . . dθd−1.
Since there are different ways of defining them, see e.g. [41], we here give the hyperspherical harmonics
used in this work. The hyperspherical harmonics Y mll (Ω) are the eigenfunctions of the Laplacian on Sd−1
with d ≥ 3. The eigenvalues are: 2Sd−1Y mll (Ω) = −l(l+d−2)Y mll (Ω). The l represents the multiindex
l = (ld−1, l˜) with l˜ = (ld−2, ..., l2). We often write simply l for ld−1. The ml carries its subindex in order
to distinguish it from the mass m, and Y mll (Ω) = Y
−ml
l (Ω). The indices take the following integer values:
l ≡ ld−1 ∈ {0, 1, 2 , ...}, while li ∈ {0, 1, ..., li+1} for all i ∈ {2, ..., (d−2)}, and ml ∈ {−l2,−l2+1, ..., l2}.
The spherical harmonics on the two-sphere are Y mll (Ω) = Nmll eimlϕ Pmll (cos θ), with Pmll denoting the
associated Legendre polynomials. An orthonormal system is obtained by choosing the standard normalisation
(using AS[8.14.11+13]) Nmll =
√
(2l+1)(l−ml)! / (4 ιpi (l+ml)! ) .
We need to decompose spherical harmonics Y mll and their derivative into contiguous spherical harmonics
Y mll±1 . Using AS [8.5.3+4] we find the following relations for contiguous spherical harmonics:
cos θY mll (Ω) = χ
(2)
− (l,ml)Y
ml
l−1 (Ω) + χ
(2)
+ (l,ml)Y
ml
l+1 (Ω) (A.1)
(1−cos2θ) d
d cos θ
Y mll (Ω) = δ
(2)
− (l,ml)Y
ml
l−1 (Ω) + δ
(2)
+ (l,ml)Y
ml
l+1 (Ω) (A.2)
with the raising and lowering coefficients
χ
(2)
− (l,ml) =
…
l2−m2
l
(2l−1)(2l+1) χ
(2)
+ (l,ml) =
…
(l+1)2−m2
l
(2l+1)(2l+3)
(A.3)
δ
(2)
− (l,ml) = (l+1) χ
(2)
− (l,ml) δ
(2)
+ (l,ml) = −l χ(2)+ (l,ml) .
We know from formula (3.101) in Avery’s book [41] and formula (21) in [42] by Aquilanti et al. that Y mll (Ω) =
N (d−1)l Pmll2 (cos θ2) eimlθ1
∏ k=3
d−1
Ä
(sin θk)
lk−1C
(lk−1+(k−1)/2)
lk−lk−1 (cos θk)
ä
for the (hyper)spherical harmonics on the
(d−1)-sphere, wherein the C(ld−2+d/2−1)l−ld−2 denote the Gegenbauer (ultraspherical) polynomials. For obtaining
an orthonormal system on the (d−1)-sphere we have to fix the normalisation to N (d−1)l =
∏ k=2
d−1 N (k)lk,lk−1
wherein N (2)l2,l1 = Nmll2 and N
(d−1)
l,ld−2 = 2
ld−2+d/2−2 Γ(ld−2 + d/2− 1)
√
(l−ld−2)! (2l+d−2) / ( ιpi (l+ld−2 + d−3))
for (d−1) ≥ 3 . Our normalisation can be derived using AS [22.2.3] and agrees with Aquilanti’s. We find
analogs of the contiguous relations (A.1) and (A.2) for higher dimensions using AS[22.7.3] and AS [22.8.2]:
cos θd−1 Y mll (Ω) = χ
(d−1)
− (l, ld−2)Y
ml
(l−1,l˜)(Ω) + χ
(d−1)
+ (l, ld−2)Y
ml
(l+1,l˜)
(Ω) (A.4)
(1−cos2θd−1) d
d cos θd−1
Y mll (Ω) = δ
(d−1)
− (l, ld−2)Y
ml
(l−1,l˜)(Ω) + δ
(d−1)
+ (l, ld−2)Y
ml
(l+1,l˜)
(Ω) (A.5)
with the raising and lowering coefficients
χ
(d−1)
− (l, ld−2) =
…
(l−ld−2) (l+ld−2+d−3)
(2l+d−4) (2l+d−2) χ
(d−1)
+ (l, ld−2) =
…
(l−ld−2+1) (l+ld−2+d−2)
(2l+d−2) (2l+d) (A.6)
δ
(d−1)
− (l, ld−2) = (l+d−2) χ(d−1)− (l, ld−2) δ(d−1)+ (l, ld−2) = −l χ(d−1)+ (l, ld−2) .
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For d = 3 these coefficients reproduce exactly those of the two-sphere (with l1≡ml). For all d ≥ 3, for l = 0
automatically ld−2 = 0 and thus the lowering coefficients vanish in this case: χ
(d−1)
− (0, 0) = δ
(d−1)
− (0, 0) = 0,
and therefore hyperspherical harmonics with negative l do not appear. Further, for d ≥ 4 the lowering
coefficients also vanish whenever ld−2 has its top value ld−2 = l, that is, χ
(d−1)
− (l, l) = δ
(d−1)
− (l, l) = 0. For
d = 3 this happens whenever ml has its extremal values ml = ±l: then χ(2)− (l,±l) = δ(2)− (l,±l) = 0. Thus,
for all d ≥ 3 there appear no hyperspherical harmonics Y ml(l−1,l,ld−3...,l2) where |ld−2| is bigger than ld−1.
A relation connecting raising and lowering coefficients is χ
(d−1)
− (l+1, ld−2) = χ
(d−1)
+ (l, ld−2). Further,
we have a generalization of DLMF [1.17.25]:
∑
l,mlY
ml
l (Ω)Y
ml
l (Ω
′) = δ
(d−1)
(Ω−Ω′)/
√
|gSd−1 | , wherein
δ
(d−1)
(Ω−Ω′) := δ(θ1−θ′1) · . . . · δ(θd−1−θ′d−1). .
1. Hyperspherical harmonics: transformation under rotations
.
Any SO (d)-rotation on Rd is determined by n = d(d−1)/2 Euler angles α = (α1, ..., αn) and a choice of
n axes {e i}i=1,...,n around which to rotate. The action of the rotation operator (Rˆ(α)) on hyperspherical
harmonics is given by Wigner’s D-matrix. In Chapter 15 of [43] it is defined for S2 in R3 using one-particle
states | l ml〉 with angular momentum numbers l and ml. Its generalization to Sd−1 in Rd is straightforward:(
Dl
l˜
′
,˜l
(α)
)
m′
l
ml
:=
〈
l l˜
′
m′l
∣∣ Rˆ(α) ∣∣ l l˜ ml〉, with | l l˜ ml〉 denoting one-particle states with angular momentum
numbers l, l˜ and ml. They fulfill the usual orthonormality and completeness relations:
〈
l l˜ ml
∣∣l′ l˜′m′l〉 =
δll′δl˜ l˜′δmlm′l and 1 =
∑
l,˜l,ml
∣∣l l˜ ml〉〈l l˜ ml∣∣, while 1 = ´ Sd−1dd−1Ω |Ω〉〈Ω| and 〈Ω|Ω′〉 = δ(d−1)(Ω,Ω′)/√gSd−1 .
The coordinate representation of the wave function of | l l˜ ml〉 is 〈Ω | l l˜ ml〉 = Y ml(l,˜l)(Ω). Thus(
Dl
l˜
′
,˜l
(α)
)
m′
l
ml
=
ˆ
d
2
Ω′ Y
m′
l
(l,˜l
′
)
(Rˆ(α)Ω′) Y ml
(l,˜l)
(Ω′) =
〈
Y
m′l
(l,˜l
′
)
◦ Rˆ(α), Y ml
(l,˜l)
〉
Sd−1 . (A.7)
〈 · , · 〉Sd−1 is the inner product of two functions on Sd−1. The total angular momentum l on Sd−1 is con-
served under SO (d) rotations around the center of the sphere. Thus rotated spherical harmonics are linear
combinations of unrotated ones, with elements of Wigner’s D-matrix as coefficients:
Y
m′l
(l,˜l
′
)
(Rˆ(α)Ω) =
∑
l˜, ml
Y ml
(l,˜l)
(Ω)
〈
Y ml
(l,˜l)
, Y
m′l
(l,˜l
′
)
◦ Rˆ(α)〉 = ∑
l˜, ml
Y ml
(l,˜l)
(Ω)
(
Dl
l˜
′
,˜l
(α)
)
m′
l
ml
. (A.8)
Since for SO(d)-rotations we have (Rˆ(α))−1 = (Rˆ(α))> = (Rˆ(α))†, we can also write
(
Dl
l˜
′
,˜l
(α)
)
m′
l
ml
=
ˆ
d
d−1
Ω Y
m′
l
(l,˜l
′
)
(Ω) Y ml
(l,˜l)
((Rˆ(α))−1Ω) =
〈
Y
m′l
(l,˜l
′
)
, Y ml
(l,˜l)
◦ (Rˆ(α))−1〉Sd−1 , (A.9)
and (mind the position of the prime!)
Y
m′l
(l,˜l
′
)
((Rˆ(α))−1Ω) =
∑
l˜, ml
Y ml
(l,˜l)
(Ω)
〈
Y ml
(l,˜l)
, Y
m′l
(l,˜l
′
)
◦ (Rˆ(α))−1〉 = ∑
l˜, ml
Y ml
(l,˜l)
(Ω)
(
Dl
l˜,˜l
′ (α)
)
mlm′l
. (A.10)
Most important for us is the following completeness relation fulfilled by Wigner’s D-matrix, which can be
obtained via their definition and 1=
∑
l,˜l,ml
∣∣l l˜ ml〉〈l l˜ ml∣∣:∑
l˜, ml
(Dl
l˜
′
, l˜
(α))m′
l
ml (D
l
l˜
′′
, l˜
(α))m′′
l
ml = δl˜′, l˜′′ δm′lm
′′
l
. (A.11)
.
Appendix B: Anti-deSitter spacetime
.
. 1. From Klein-Gordon to hypergeometric equation
.Following Mezincescu and Townsend in [19], a separation ansatz φ(t, ρ,Ω) = T (t) f (ρ)Y (Ω) for solutions of
the free KG equation 0 = (−2AdS + m2)φ leads to φ(t, ρ,Ω) = e−iωt Y mll (Ω) f (ρ). By Y mll we denote
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the hyperspherical harmonics, see Appendix A. The reality of the field is assured by expanding it over the
complex modes and their complex conjugates. ω is the frequency of the solution and a priori allowed to be
complex, but it turns out that only real frequencies are needed. The remaining radial differential equation
to be obeyed by the function f (ρ) then is
0 =
(
ω2 cos2ρ− l(l+d−2) tan−2ρ−m2R2AdS
)
f (ρ) + (d−1)/(tan ρ) ∂ρf (ρ) + cos2ρ ∂2ρf (ρ) .
We shall call the solutions f (ρ) of this equation radial solutions, not to be mixed up with Klein-Gordon
solutions φ(t, ρ,Ω). As shown by Balasubramanian et al. in [6], we can make two ansatzes for f (ρ), which we
shall call the sine respectively cosine ansatz:
f (ρ) → S(ρ) = sinl˜ρ cosm˜ρ S˜(sin2ρ) f (ρ) → C(ρ) = sinl˜ρ cosm˜ρ ‹C(cos2ρ) . (B.1)
We denote l˜ and ‹m like that simply because l˜ will depend on l and ‹m on m. In [6] l˜ is denoted as 2b and ‹m
as 2h. In [17] ‹m is denoted as µ and in [19] as λ. If we impose the following two conditions
0
!
= ‹m2 − ‹md−m2R2AdS ‹m± = d2 ± ν ν := »(d/2)2 +m2R2AdS (B.2)
0
!
= l˜2 + l˜(d−2)− l(l+d−2) l˜+ = l l˜− = −(l+d−2) , (B.3)
then plugging the sine or cosine ansatz into the radial equation yields the hypergeometric differential equa-
tion DLMF[15.10.1] (wherein the primes denote derivation with respect to sin2ρ respectively cos2ρ) .
0 = sin2ρ
(
1−sin2ρ) S˜′′(sin2ρ) + [γS − sin2ρ (α+ β + 1)] S˜′(sin2ρ) − αβ S˜(sin2ρ) , (B.4)
0 = cos2ρ
(
1−cos2ρ) ‹C ′′(cos2ρ) + [γC − cos2ρ (α+ β + 1)] ‹C ′(cos2ρ) − αβ ‹C(cos2ρ) . (B.5)
.The parameters’ dependences on l˜,‹m and ω are α = (l˜ + ‹m− ω)/2, β = (l˜ + ‹m+ ω)/2, γS = l˜ + d/2 and
γC = ‹m− d/2 + 1. The conditions imposed on ‹m and l˜ are not motivated from physical principles here, and
must be seen as part of the ansatz. They are justified by the fact that with these conditions holding, we get
systems of solutions that are complete on the slice regions respectively on rod and tube regions. Moreover
Breitenlohner and Freedman show after equation (11) of [17] that the ‹m-condition leads to a positive energy.
.
2. Sets of KG solutions for AdS
.
In this section we will give an overview of the Klein-Gordon solutions obtained via the two ansatzes. We
use the following notation for the parameters: .
α± = (l + ‹m± − ω)/2 β± = (l + ‹m± + ω)/2 γS = l + d/2 γC± = ±ν + 1 . (B.6)
.We set l˜ = l˜+ = l and ‹m = ‹m+ without loss of generality because the other possible choices yield the same
solutions. Although having fixed this choice, in some radial solutions we encounter linear combinations of
the parameters α+,β+,γ
S, γC+ and ‹m+ adding up to α−,β−,γS, γC− and ‹m−. These appearances do not depend
on our choice, but are an intrinsic property of the respective solutions. In order to give a complete list of
solutions we will rely heavily on DLMF §15.10.(i). Each of the hypergeometric equations (B.4) and (B.5)
has two linear independent solutions which we shall denote by 1S˜ωl and
2S˜ωl, respectively
1C˜ωl and
2C˜ωl. Via
the sine respectively cosine ansatz (B.1) this provides us the solutions of the radial part of the Klein-Gordon
equation, 1Sωl and
2Sωl, respectively
1Cωl and
2Cωl. The form of the solutions of (B.4) depends on whether
γS is integer or not, and of (B.5) on whether γC is integer or not. γS is integer if the spatial dimension d
is even, and noninteger if not. γC is integer if ν is integer, else noninteger. Where necessary we equip our
solutions with labels distinguishing between these cases. The table below shows of which radial solutions
we dispose in which case. The S-solutions and the C-solutions generically are not linear independent, their
relations are examined in Section B 3. Since the parameters α,β,γS and γC depend on ω and l, each radial
solution is labeled by these parameters. .
d odd d even
ν noninteger
1Sωl
1Cωl
2Soddωl
2Cnonωl
1Sωl
1Cωl
2Seveωl
2Cnonωl
ν integer
1Sωl
1Cωl
2Soddωl
2C intωl
1Sωl
1Cωl
2Seveωl
2C intωl
Table B.7. Cases of radial solutions
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.
Below we give explicit expressions for all radial solutions. The following parameter relations have been used: .
α± + β± − γS + 1 = γC± 2− γC± = γC∓ α± − γC± + 1 = α∓ β± − γC± + 1 = β∓ . (B.8)
.
For certain frequencies the solutions show special behaviour. The magic frequencies [6] are defined by .
ω±nl := 2n+ l + m˜± = 2n+ γ
S ± ν ∀ l ∈ N0∀ n ∈ N0 (B.9)
.
and what we shall call submagic frequencies by .
σSnl := 2n+ l + m˜± = 2n+ γ
S + γC+ − 1 ∀ l ∈ N0∀ n ∈ {−(γS−1), . . . ,−1} (B.10)
σCnl := 2n+ l + m˜± = 2n+ γ
S + γC+ − 1 ∀ l ∈ N0∀ n ∈ {−(γC−1), . . . ,−1} . (B.11)
.The magic frequencies ω
+
nl are always positive, while the sign of ω
−
nl depends on n, l, ν and d. However, we
will see later that only for ν < 1 we can make use of the ω−nl, and for this case they are positive, too. The
sign of σ
S/C
nl depends on n, l, ν and d. The following solutions come from DLMF [15.10.2] for odd d and
noninteger ν (which is the only case we shall study in detail in this work):
1Sωl(ρ) = sin
lρ cosm˜+ρ F (α+, β+; γS; sin2ρ) (B.12)
2Soddωl (ρ) = −(sin ρ)2−l−d cosm˜+ρ F (α+−γS+1, β+−γS+1; 2−γS; sin2ρ) (B.13)
1Cωl(ρ) = sin
lρ cosm˜+ρ F (α+, β+; γC+; cos
2ρ) (B.14)
2Cnonωl (ρ) = sin
lρ cosm˜−ρ F (α−, β−; γC−; cos
2ρ) . (B.15)
Moreover, DLMF 15.10.(a+b) tell us that the solutions 1Sωl(ρ) and
1Cωl(ρ) also hold for the other three cases
where d is even and/or ν is integer. The functions 2Seve and 2C int are different however, and need to be defined
via case-by-case distinction. We indicate the corresponding case by bestowing yet another label (bottom left)
to the solutions. Case 1 corresponds to DLMF [15.10.8], case 2 to 15.10(i)(a) with interpretation in the sense
DLMF [15.2.5] to be DLMF [15.2.4], and case 3 to DLMF [15.10.9]. The case of DLMF [15.10.10], where
both α+ and β+ are nonpositive, cannot occur for our situation since independently of positive or negative
ω, either α+ or β+ is positive. Below, ior denotes ”inclusive or” and xor denotes ”exclusive or”.
2Seveωl :=

2
1S
eve
ωl neither α+ nor β+ /∈ Z≤(γS−1)
2
2S
eve
ωl =
2Soddωl ior
α+ =−n∈{1,...,γC−1} ⇔ ω= +σSnl
β+ =−n′ ∈{1,...,γC−1} ⇔ ω=−σSn′l
2
3S
eve
ωl xor
(α+ =−n∈Z≤(0)⇒ β+ /∈Z≤(γS−1))⇔ ω= +ω+nl
(β+ =−n∈Z≤(0)⇒ α+ /∈Z≤(γS−1))⇔ ω=−ω+nl
(B.16)
2C intωl :=

2
1C
int
ωl neither α+ nor β+ /∈ Z≤(γC+−1)
2
2C
int
ωl =
2Cnonωl ior
α+ =−n∈{1,...,γC−1} ⇔ ω= +σCnl
β+ =−n′ ∈{1,...,γC−1} ⇔ ω=−σSn′l
2
3C
int
ωl xor
(α+ =−n∈Z≤(0)⇒ β+ /∈Z≤(γC+−1))⇔ ω= +ω+nl
(β+ =−n∈Z≤(0)⇒ α+ /∈Z≤(γC+−1))⇔ ω=−ω+nl
(B.17)
2
1S
eve
ωl (ρ) = sin
lρ cosm˜+ρ
ß
ln(sin2ρ)F (α+, β+; γS; sin2ρ) (B.18)
−
γS−1∑
k=1
(k−1)! (1−γS)k
(1−α+)k (1−β+)k (sin
2ρ)−k +
∞∑
k=0
(α+)k (β+)k
(γS)k k!
(sin2ρ)k ψ˜k(α++k, β++k, γS+k)
™
2
3S
eve
ωl (ρ) = sin
lρ cosm˜+ρ
ß
ln(sin2ρ)F (α+, β+; γS; sin2ρ)−
γS−1∑
k=1
(k−1)! (1−γS)k
(1−α+)k (1−β+)k (sin
2ρ)−k (B.19)
+
n∑
k=0
(α+)k (β+)k
(γS)k k!
(sin2ρ)k ψ˜k(1+n−k, n+l+m˜++k, γS+k)
+ (−1)n n!
∞∑
k=n+1
(k−n−1)! (n+l+‹m+)k
(γS)k k!
(sin2ρ)k
™
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2
1C
int
ωl (ρ) = sin
lρ cosm˜+ρ
ß
ln(cos2ρ)F (α+, β+; γC+; cos
2ρ) (B.20)
−
γC+−1∑
k=1
(k−1)! (1−γC+)k
(1−α+)k (1−β+)k (cos
2ρ)−k +
∞∑
k=0
(α+)k (β+)k
(γC+)k k!
(cos2ρ)k ψ˜k(α++k, β++k, γC++k)
™
2
3C
int
ωl (ρ) = sin
lρ cosm˜+ρ
ß
ln(cos2ρ)F (α+, β+; γC+; cos
2ρ)−
γC+−1∑
k=1
(k−1)! (1−γC+)k
(1−α+)k (1−β+)k (cos
2ρ)−k (B.21)
+
n∑
k=0
(α+)k (β+)k
(γC+)k k!
(cos2ρ)k ψ˜k(1+n−k, n+l+m˜++k, γC++k)
+ (−1)n n!
∞∑
k=n+1
(k−n−1)! (n+l+‹m+)k
(γC+)k k!
(cos2ρ)k
™
The exceptional radial solutions 22S
eve, 23S
eve and 22C
int, 23C
int can be presented here thanks to the extended
DLMF section on the hypergeometric DEQ, we have not found them in the existing literature on AdS. The
other solutions agree (up to small typos, hopefully we have none here) with those in e.g. [19] and [6].
Finally, a discrete set of special radial solutions arises for the magic frequencies ω±nl (see appendix B 3): .
J (+)nl (ρ) :=
n!
(γS)n
sinlρ cosm˜+ρP (γ
S−1,+ν)
n (cos 2ρ) for ω = ±ω+nl
J (−)nl (ρ) :=
n!
(γS)n
sinlρ cosm˜−ρP (γ
S−1,−ν)
n (cos 2ρ) for ω = ±ω−nl .
(B.22)
.P
(·,·)
n are Jacobi polynomials. These Jacobi solutions are always of this form, independently of whether d is
even or odd and whether ν is integer or not. Since we use only real frequencies, and restrict to masses for
which m2 ≥ m2BF, all parameters entering the hypergeometric functions (respectively Jacobi polynomials)
are real, and therefore all radial solutions given here are real.
.
3. Linear (in)dependence of radial solutions
.
The solutions for the case of odd d and noninteger ν are related by the following matrix equation, which
can be obtained using AS[15.3.3+6]. The label ”on” stands for odd-noninteger, and ”no” for noninteger-odd. .Ç
1Sωl
2Soddωl
å
= M onωl
Ç
1Cωl
2Cnonωl
å Ç
1Cωl
2Cnonωl
å
= Mnoωl
Ç
1Sωl
2Soddωl
å
(B.23)
(M onωl)11 = +
Γ(γS) Γ(1−γC+)
Γ(γS−α+) Γ(γS−β+) (M
no
ωl)11 = +
Γ(γC+) Γ(1−γS)
Γ(γC+−α+) Γ(γC+−β+)
(M onωl)12 = +
Γ(γS) Γ(γC+−1)
Γ(α+) Γ(β+)
(Mnoωl)12 = −
Γ(γC+) Γ(γ
S−1)
Γ(α+) Γ(β+)
(M onωl)21 = −
Γ(2−γS) Γ(1−γC+)
Γ(1−α+) Γ(1−β+) (M
no
ωl)21 = +
Γ(2−γC+) Γ(1−γS)
Γ(1−α+) Γ(1−β+)
(M onωl)22 = −
Γ(2−γS) Γ(γC+−1)
Γ(γC+−α+) Γ(γC+−β+) (M
no
ωl)22 = −
Γ(2−γC+) Γ(γS−1)
Γ(γS−α+) Γ(γS−β+)
The two matrices Mnoωl and M
on
ωl are the inverse of each other, and their determinants are
det M onωl = (2l+d−2)/(2ν) det Mnoωl = (2ν)/(2l+d−2) . (B.24)
To show this, we write λ := d/2+l−1, giving
M onωlM
no
ωl =
Ç
1 0
0 1
å
= MnoωlM
on
ωl det M
on
ωl =
λ
ν
= (det Mnoωl)
−1 . (B.25)
Plugging the matrix elements into the matrix multiplication, the zeros in the unity matrix are obtained
quickly using only the recursion relation AS[6.1.15]=DLMF[5.5.3] z Γ(z) = Γ(1+z). Further, generously
applying the reflection property of Euler’s Gamma function AS[6.1.17]=DLMF[5.5.3]: Γ(z) Γ(1−z) =
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ιpi/ sin( ιpiz), we see that obtaining the ones in the unity matrix and the values of the determinant corresponds
to showing sin( ιpiλ) sin( ιpiν) = cos([λ−ν+ω] ιpi/2) cos([λ−ν−ω] ιpi/2) − cos([λ+ν+ω] ιpi/2) cos([λ−ν−ω] ιpi/2).
This is done using first AS[4.3.42] (eliminating the ω-terms) and then AS[4.3.41].
Next we have a look at exceptional cases of these dependencies. As stated in [6], 1S is proportional to 1C
whenever M on12 and M
no
12 vanish, i.e., whenever α+ or β+ are nonpositive integers. This happens precisely if
the frequency is one of the ”magic” frequencies ±ω+nl from (B.9). 1S is proportional to 2Cnon whenever M on11
and Mno22 vanish, i.e., whenever (γ
S−α+) or (γS−β+) are nonpositive integers. This happens iff the frequency
is one of the ”magic” frequencies ±ω−nl from (B.9). In these cases the functions are related through:
1Sωl = (−1)n (γ
C
+
)n
(γS)n
1Cωl =
n!
(γS)n
sinlρ cosm˜+ρP (γ
S−1,+ν)
n (cos 2ρ) ⇔ ω = ±ω+nl
1Sωl = (−1)n (γ
C
−)n
(γS)n
1Cωl =
n!
(γS)n
sinlρ cosm˜−ρP (γ
S−1,−ν)
n (cos 2ρ) ⇔ ω = ±ω−nl ν < 1
(B.26)
The Jacobi polynomials P
(·,·)
n arise from the hypergeometric function if the frequency is magic via DLMF
[15.9.1]: P
(a,b)
n (1−2x)n!/(a+1)n = F (−n, a+b+n+1; a+1; x) for all a, b > −1. 2Sodd is proportional to 1C
whenever Mno11 and M
on
22 vanish, i.e., whenever (γ
C
+−α+) or (γC+−β+) are nonpositive integers. This happens
exactly if the frequency is one of the frequencies ±ω = −(l+d−2) + m˜+ + 2n with n ∈ N0.
.
4. Wronskians
.In this section we calculate the Wronskians
1Sωl(ρ)
 
∂ρ
2Soddωl (ρ) and
1Cωl(ρ)
 
∂ρ
2Cnonωl (ρ), which are needed for the
symplectic structure. Starting with the former, for greater clarity we allow us to simplify our notation a bit
for the moment: α+ → α, β+ → β, γS → γ and sin2 ρ → x. The calculation proceeds as follows:
tand−1ρ
(
1Sωl(ρ)
 
∂ρ
2Soddωl (ρ)
)
= −2(1−x)α+β−γ+1
(
F (α, β; γ; x)F (α−γ+1, β−γ+1; 2−γ; x) (1−γ)
+F (α, β; γ; x)F (α−γ+2, β−γ+2; 3−γ; x)x (α−γ+1)(β−γ+1)
(2−γ)
−F (α+1, β+1; γ+1; x)F (α−γ+1, β−γ+1; 2−γ; x)x αβ
γ
)
= 2(1−x)α+β−γ+1
Ä
aF (α+1, β; γ; x)F (α−γ+1, β−γ+1; 2−γ; x)−F (α, β; γ; x)F (α−γ+2, β−γ+1; 2−γ; x)(1+α−γ)
ä
= F (α+1, β; γ; x)F (1−α, 1−β; 2−γ; x) (1−x) a−2F (α, β; γ; x)F (−α, 1−β; 2−γ; x) (1+α−γ)
= −2F (α, β; γ; x)F (−α,−β;−γ; x) (1−x)+2F (α+1, 1+β; 2+γ; x)F (1−α, 1−β; 2−γ; x)x2 αβ(α−γ)(β−γ)
γ2 (1+γ)
= 2(γ−1) . (B.27)
Since here γ = γS = l+d/2, we obtain the result
1Sωl(ρ)
 
∂ρ
2Soddωl (ρ) = 2(γ
S−1) tan1−dρ = (2l+d−2) tan1−dρ . (B.28)
Thus tand−1ρ (1Sωl(ρ)
 
∂ρ
2Soddωl (ρ)) is ρ-independent, which causes the ρ-independence of the symplectic struc-
ture (VI.4). In the calculation we make use of the following three hypergeometric contiguous relations:
F (α+1, β; γ; x) (1−x) γ2(1+γ) = F (α, β; γ; x) γ(1+γ)[γ+x(β−γ)]− F (α+1, β+1; γ+2; x)x2 β(α−γ)(β−γ) (B.29)
F (α, β+1; γ+2; x) γ(1+γ−α) = F (α, β; γ; x) γ(1+γ)− F (α+1, β+1; γ+2; x)α[γ+x(β−γ)] (B.30)
F (α+1, β+1; γ+1; x)xβ= −F (α, β; γ; x) γ + F (α+1, β; γ; x) γ . (B.31)
The first equality in the Wronskian calculation (B.28) comes directly from plugging in the radial func-
tions and cleaning up a bit. The second then is achieved by using the third contiguous relation for both
F (α−γ+2, β−γ+2; 3−γ; x) and F (α+1, β+1; γ+1; x). The third follows by using AS[15.3.3] = DLMF[15.8.1]
F (α, β; γ; x) = (1−x)γ−α−βF (γ−α, γ−β; γ; x) for both F (α−γ+2, β−γ+1; 2−γ; x) and F (α−γ+1, β−γ+1; 2−γ; x).
The fourth results from using the second contiguous relation for F (−α, 1−β; 2−γ; x) and the first contiguous
relation for F (α+1, β; γ; x). The last then can finally be read off from DLMF[15.16.4]:
1 = F (α, β; γ; x)F (−α,−β;−γ; x) + F (1+α, 1+β; 2+γ; x)F (1−α, 1−β; 2−γ; x)x2
(
αβ(α−γ)(β−γ))/(c2 (1−c2)) .
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The three hypergeometric contiguous relations above were found using the Mathematica code file by Ibrahim
and Rakha in [44], see also [45] by the same authors and Rathie. While greatly benefiting from their work,
we remark that their code works well for many sets of parameter shifts, but fails for others, e.g., some of the
shifts needed in Appendices B 6 and B 7. The results we obtain by hand for the latter shifts can be verified
by Mathematica’s FullSimplify command but disagree with the results given by the code.
The Wronskian for the radial C-solutions WCωl(ρ) := 1Cωl(ρ)
 
∂ρ
2Cnonωl (ρ) can be calculated in exactly the
same way. To see this, we use the simplified notation α+ → α, β+ → β, γC+ → γ and cos2 ρ → y. Then,
using parameter relations (B.8), we can write the radial C-solutions in a similar form as the S-solutions:
1Cωl(ρ) = sin
lρ cosm˜+ρ F (α, β; γ; y) and 2Cnonωl (ρ) = sin
lρ cosm˜−ρ F (α−γ+1, β−γ+1; 2−γ; y). Plugging this
form of the C-solutions into the Wronskian, we obtain the first line of the S-calculation, and thus can directly
jump to its last line: tand−1ρ
(
1Cωl(ρ)
 
∂ρ
2Cnonωl (ρ)
)
= 2(γ−1). Since here γ = γC+ = 1+ν, we obtain
1Cωl(ρ)
 
∂ρ
2Cnonωl (ρ) = 2(γ
C
+−1) tan1−dρ = 2ν tan1−dρ . (B.32)
The two Wronskians 1Sωl(ρ)
 
∂ρ
2Soddωl (ρ) and
1Cωl(ρ)
 
∂ρ
2Cnonωl (ρ) are related as follows. In the definition of the
C-Wronskian we can write the C-solutions as linear combinations of the S-solutions using the matrix Mnoωl
of (B.23). It is then straightforward to check that
(
1Cωl(ρ)
 
∂ρ
2Cnonωl (ρ)
)
=
(
1Sωl(ρ)
 
∂ρ
2Soddωl (ρ)
)
det Mnoωl , which
via inserting (B.28) and (B.32) implies that det Mnoωl =
(
1Cωl(ρ)
 
∂ρ
2Cnonωl (ρ)
)
/
(
1Sωl(ρ)
 
∂ρ
2Soddωl (ρ)
)
= 2ν2l+d−2 .
This agrees exactly with (B.24).
. 5. Flat limit of KG solutions
.First we compute the flat limit of the radial functions Saωl and S
b
ωl. (The temporal part e
−iωt = e−iω˜τ
and the angular part Y mll (Ω) of the solutions remain unchanged in the flat limit.) Replacing ρ by r/RAdS,
and then taking the flat limit RAdS → ∞, we can replace sin rRAdS → rRAdS and cosm˜+ rRAdS → 1 while‹m±, ±ν → ±mRAdS. Using that each k, l is small compared to RAdS in the flat limit, we further get
Γ(αa+k) Γ(βa+k)
Γ(αa) Γ(βa)
≈ Γ(αb+k) Γ(βb+k)
Γ(αb) Γ(βb)
≈ (−1)
k
22k
R2kAdS
(
ω˜2−m2)k = (−1)k
22k
R2kAdS
(p˜Rω˜)2k ω˜2 ≥ m2(ip˜Rω˜)2k ω˜2 < m2 .
Now we can plug all this into the definitions of Saωl and S
b
ωl and compare with the power series DLMF
[10.53.1,2] of the spherical Bessel and Neumann functions
jl(z) = z
l
∞∑
k=0
(−1)k 2−k z2k
k! (2l+2k+1)!!
nl(z) =
−1
zl+1
l∑
k=0
(2l−2k−1)!!
k! 2k
z2k− (−1)
l
zl+1
∞∑
k=l+1
(−1)k2−k/k!
(2k−2l−1)!!z
2k =− (2l−1)!!
zl+1
∞∑
k=0
(−1)kz2k
2k k!
k∏
j=1
1
(2j−2l−1) .
With definitions (II.5), for d = 3 we thus find the following flat limits of the radial functions
(pRω)
l
(2l+d−2)!! S
a
ωl(ρ) −→flatlim. ˇω˜l(r) (2l+d−4)!!(pRω)l+1 S
b
ωl(ρ) −→flatlim. nˇω˜l(r) . (B.33)
Since J (±)nl (ρ) is a special case of S
a
ωl we find the following flat limit for d = 3
(pRω)
l
(2l+d−2)!! J
(+)
nl (ρ) −→flatlim. jl(p˜ω˜r) . (B.34)
In order to compare now field expansions with the corresponding ones for Minkowski spacetime, we switch
to the AdS coordinates (τ, r,Ω) and parameter ω˜, which correspond to the Minkowski coordinates (t, r,Ω)
and energy E. The momentum representation for the new parameter is related to the original one by
φ˜ω˜lml = RAdSφωlml . First we consider our field expansion (IV.11) on the slice region. We can write the
summation over n as a sum over ω+nl (with l fixed), which in the flat limit becomes an integral over ω˜
(abbreviating R = RAdS):
∞∑
n=0
f(ω+nl) =
∆ω+
nl
=2∑
ω+
nl
=γS+ν
f(ω+nl) =
∆ω+
nl
/R=2/R∑
ω+
nl
/R=(γS+ν)/R
f(Rω+nl/R) ≈
∞ˆ
m
dω˜ f(Rω˜) =
∞ˆ
0
dp˜
p˜
ω˜p˜
f(Rω˜p˜) .
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Rescaling the momentum representation φ±nlml) = φ˜
M,±
nlml)
2ω+nl(p
R
ω)
l/
[√
2 ιpi (2l+d−2)!!] and using (B.34), for
d = 3 the flat limit of the field expansion becomes the one for a Minkowski slice region:
φ(t, r,Ω) −→flatlim.
∞ˆ
0
dp˜
∑
l,ml
2p˜ (2 ιpi)−1/2 jl(p˜r)
{
φ˜+p˜lml e
−iω˜p˜τ Y mll (Ω) + φ˜
−
p˜lml
eiω˜p˜τ Y mll (Ω)
}
. (B.35)
For the tube region, with definitions (II.5) and rescaling the momentum representation φaωlml = φ˜
M,a
ω˜lml
p˜Rω˜(p
R
ω)
l/
[
4 ιpiRAdS(2l+
d−2)!!] and φbωlml = φ˜M,bω˜lml p˜Rω˜(pRω)−(l+1)(2l+d−4)!!/(4 ιpiRAdS), we get the flat limits for d = 3:
φ(t, r,Ω) −→flatlim.
ˆ
dω˜
∑
l,ml
p˜Rω˜
4 ιpi
{
φ˜M,aω˜lmle
−iω˜τY mll (Ω) ˇω˜l(r) + φ˜
M,b
ω˜lml
e−iω˜τY mll (Ω) nˇω˜l(r)
}
. (B.36)
. 6. Jacobi recurrence relations for AdS
.
In this section we derive the ingredients necessary for calculating the action of Zd and Zd on the AdS-KG
solutions of Jacobi type. We recall the notation l = (l ≡ ld−1, l˜ ) with l˜ = (ld−2, ..., l2). In order to give an
idea of the flow of our calculations, for the action of Zd on the Jacobi modes we write down the essential
details for obtaining the results. The first thing we note after applying Zd to the KG mode µ
(+)
nlml
(t, ρ,Ω)
according to (IV.15) and (IV.26), is that there only appear terms with (magic) frequency ω+nl + 1. Since
ω+nl = 2n + l + ‹m+, we have only two possibilities to realize an increase by 1 through adjusting n and l:
ω+nl + 1 = ω
+
n+1,l−1 = ω
+
n,l+1. This hints to try and find out whether we can decompose Zd .µ
(+)
nlml
as some
linear combination of µ(+)
n+1,l−1,˜l,ml and µ
(+)
n,l+1,˜l,ml
. For the hyperspherical harmonics we already dispose of
the necessary relations, see Section A. The remaining task is thus to decompose the Jacobi polynomials
P
(α,β)
n (x). In our case we have α = γS−1 = l+d/2−1, while β = ν and x = cos 2ρ. Thus l → l±1
induces α → α±1, and β and x remain unaffected. The Jacobi polynomials appear directly as P (α,β)n (x)
and as derivative given by DLMF [18.9.15]: ddx P
(α,β)
n (x) =
1
2 (n+α+β+1)P
(α+1,β+1)
n−1 (x). (By definition,
P
(α,β)
n (x) ≡ 0 for all negative n.) We thus need to find the coefficients for the relations
P (α,β)n (x) = aP
(α−1,β)
n+1 (x) + b P
(α+1,β)
n (x) P
(α+1,β+1)
n−1 (x) = c P
(α−1,β)
n+1 (x) + dP
(α+1,β)
n (x). (B.37)
Instead of trying to puzzle together the various recurrence relations for Jacobi polynomials given in AS
[22.7] and DLMF [18.9], we shall apply the following procedure: first write the Jacobi polynomials as hy-
pergeometric functions using AS [22.5.42]: P
(α,β)
n (x) =
(
n+α
n
)
F (−n, n+α+β+1; α+1; 1−x
2
). We do this for all
Jacobi polynomials in (B.37). Second, we use the program of Rakha et al. (see Appendix B 4) to determine
the coefficients for the corresponding relations between hypergeometric functions. Third, we convert these
relations back to Jacobi polynomials. We start writing the left side of (B.37) using hypergeometric functions:
P (α,β)n (x) =
(
n+α
n
)
F (−n, n+α+β+1; α+1; 1−x
2
) =
(
n+α
n
)
F (A+1, B; C+1; y) (B.38)
P
(α−1,β)
n+1 (x) =
(
n+α
n+1
)
F (−n−1, n+α+β+1; α; 1−x
2
) =
(
n+α
n+1
)
F (A, B; C; y) (B.39)
P (α+1,β)n (x) =
(
n+α+1
n
)
F (−n, n+α+β+2; α+2; 1−x
2
) =
(
n+α+1
n
)
F (A+1, B+1; C+2; y) (B.40)
(The placeholders A,B,C, y will be used only to write the relations in a shorter way, their relation to α, β, n, x
may be different in each calculation!) The program by Rakha et al. gives us the contiguous relation for the
hypergeometric functions on the right hand side:
0 = C(1+C)F (A+1, B; C+1; y) + (−C)(C+1)F (A, B; C; y) + y B(A−C)F (A+1, B+1; C+2; y) . (B.41)
It can be checked with Mathematica’s FullSimplify command, like all such relations in this appendix. Us-
ing it, in equation (B.38) we can replace F (A+1, B; C+1; y) by a linear combination of F (A, B; C; y) and
F (A+1, B+1; C+2; y). Then converting the hypergeometric functions back to Jacobi polynomials we obtain
the simple recurrence relation
P (α,β)n (x) =
n+1
α
P
(α−1,β)
n+1 (x) + (1−x)/2 n+α+β+1α P
(α+1,β)
n (x) . (B.42)
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Next we write the right side of (B.37) using hypergeometric functions:
P
(α+1,β+1)
n−1 (x) =
(
n+α
n−1
)
F (−n+1, n+α+β+2; α+2; 1−x
2
) =
(
n+α
n−1
)
F (A+2, B+1; C+2; y) (B.43)
P
(α−1,β)
n+1 (x) =
(
n+α
n+1
)
F (−n−1, n+α+β+1; α; 1−x
2
) =
(
n+α
n+1
)
F (A, B; C; y) (B.44)
P (α+1,β)n (x) =
(
n+α+1
n
)
F (−n, n+α+β+2; α+2; 1−x
2
) =
(
n+α+1
n
)
F (A+1, B+1; C+2; y) (B.45)
The program by Rakha et al. fails to return correct coefficients relating the three hypergeometric functions
on the right hand side. However, using (B.30) with AS [15.2.10] 0 = (C−A)F (A−1, B; C; y)+(2A−C+y[B−
A])F (A, B; C; y) + A (y−1)F (A+1, B; C; y) with the shifts A → A+1, while B → B+1 and C → C+2
we obtain the contiguous relation
0= (y−1)C(A+1)F (A+2, B+1; C+2; y)+C(C+1)F (A, B; C; y) + (C[A−C] + yB[C−A])F (A+1, B+1; C+2; y).
Using it, we can replace F (A+2, B+1; C+2; y) by a linear combination of F (A, B; C; y) and F (A+1, B+1; C+2; y)
in (B.43). Converting the hypergeometric functions back to Jacobi polynomials we get the recurrence relation
P
(α+1,β+1)
n−1 (x) =
−2
x+1
n+1
α P
(α−1,β)
n+1 (x) +
2/α
x+1
(
α+ (x−1)2 (n+α+β+1)
)
P (α+1,β)n (x) . (B.46)
Now we can let Zd act on the KG mode µ
(+)
nlml
(t, ρ,Ω), and put to use relations (B.42), (B.46), (A.4) and
(A.5). Cleaning up the large expressions resulting from this, we see that the terms containing Y mll+1 P
(α−1,β)
n
sum up to zero, and the same happens for those containing Y mll−1 P
(α+1,β)
n . Therefore, we only encounter terms
containing either Y mll−1 P
(α−1,β)
n+1 (as needed for µ
(+)
n+1,l−1,˜l,ml) or Y
ml
l+1 P
(α+1,β)
n (as needed for µ
(+)
n,l+1,˜l,ml
). This
means that we can indeed decompose Zd .µ
(+)
nlml
as a linear combination of µ(+)
n+1,l−1,˜l,ml and µ
(+)
n,l+1,˜l,ml
:
Zd .µ
(+)
n,l,˜l,ml
= +iz˜(+)+−nl µ
(+)
n+1,l−1,˜l,ml + iz˜
(+)0+
nl µ
(+)
n,l+1,˜l,ml
z˜(+)+−nl = +(2l+d−2)χ(d−1)− (l, ld−2) (B.47)
z˜(+)0+nl = −2(n+l+‹m+) (n+l+ d2 )(l+ d2 ) χ(d−1)+ (l, ld−2) .
Since χ
(d−1)
− (l, ld−2) vanishes for l = 0, so does z˜
(+)+−
nl , and we don’t need to worry about defining modes with
negative l. Negative n cannot appear in this formula.
For the action of Zd on the Jacobi modes the calculations are completely analogous to the above steps,
and thus we only give the results here. We obtain the recurrence relations
P (α,β)n (x) =
n+α
α P
(α−1,β)
n (x) +
1−x
2
n+β
α P
(α+1,β)
n−1 (x) . (B.48)
P
(α+1,β+1)
n−1 (x) =
2/α
x+1
n(n+α)
(n+α+β+1) P
(α−1,β)
n (x) +
2/α
x+1
(n+β)+(1−x)n(n+β)/2
α(n+α+β+1) P
(α+1,β)
n−1 (x) . (B.49)
Again we can decompose Zd µ
(+)
nlml
as a linear combination of µ(+)
n−1,l+1,˜l,ml and µ
(+)
n,l−1,˜l,ml :
Zd .µ
(+)
n,l,˜l,ml
= µ(+)
n,l,˜l,ml
+ iz(+)0−nl µ
(+)
n,l−1,˜l,ml + iz
(+)−+
nl µ
(+)
n−1,l+1,˜l,ml
z(+)0−nl = −(2l+d−2)χ(d−1)− (l, ld−2) = −z˜(+)+−nl (B.50)
z(+)−+nl = +2n
(n+ν)
(l+ d2 )
χ
(d−1)
+ (l, ld−2) .
Since χ
(d−1)
− (l, ld−2) vanishes for l = 0, so does z
(+)0−
nl , and we don’t need to worry about defining modes
with negative l. And z(+)−+nl vanishes for n = 0 so that we don’t need to worry about defining modes with
negative n either. The action of Zd and Zd on the complex-conjugated modes can be found by noting that
Zd.µ
(+)
n,l,ml
= Zd .µ
(+)
n,l,ml
and Zd.µ
(+)
n,l,ml
= Zd .µ
(+)
n,l,ml
, and thus results in Zd.µ
(+)
n,l,˜l,ml
= −iz(+)0−nl µ(+)n,l−1,˜l,ml−
iz(+)−+nl µ
(+)
n−1,l+1,˜l,ml and Zd .µ
(+)
n,l,˜l,ml
= −iz˜(+)+−nl µ(+)n+1,l−1,˜l,ml − iz˜
(+)0+
nl µ
(+)
n,l+1,˜l,ml
.
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B.7 Hypergeometric recurrence relations for AdS 27
With equations (IV.26) it is now easy to write down the action of K0,d and Kd+1,d on the Jacobi modes:
K0d .µ
(+)
n,l,˜l,ml
= i2 z˜
(+)+−
nl µ
(+)
n+1,l−1,˜l,ml+
i
2 z˜
(+)0+
nl µ
(+)
n,l+1,˜l,ml
+ i2z
(+)0−
nl µ
(+)
n,l−1,˜l,ml+
i
2z
(+)−+
nl µ
(+)
n−1,l+1,˜l,ml (B.51)
Kd+1,d .µ
(+)
n,l,˜l,ml
= −12 z˜(+)+−nl µ(+)n+1,l−1,˜l,ml−
1
2 z˜
(+)0+
nl µ
(+)
n,l+1,˜l,ml
+ 12z
(+)0−
nl µ
(+)
n,l−1,˜l,ml+
1
2z
(+)−+
nl µ
(+)
n−1,l+1,˜l,ml (B.52)
K0d .µ
(+)
n,l,˜l,ml
= −i2 z˜(+)+−nl µ(+)n+1,l−1,˜l,ml−
i
2 z˜
(+)0+
nl µ
(+)
n,l+1,˜l,ml
− i2z(+)0−nl µ(+)n,l−1,˜l,ml−
i
2z
(+)−+
nl µ
(+)
n−1,l+1,˜l,ml (B.53)
Kd+1,d .µ
(+)
n,l,˜l,ml
= −12 z˜(+)+−nl µ(+)n+1,l−1,˜l,ml−
1
2 z˜
(+)0+
nl µ
(+)
n,l+1,˜l,ml
+ 12z
(+)0−
nl µ
(+)
n,l−1,˜l,ml+
1
2z
(+)−+
nl µ
(+)
n−1,l+1,˜l,ml . (B.54)
.
7. Hypergeometric recurrence relations for AdS
.
In this section we derive the d-boost actions on the AdS-KG solutions (IV.1) of hypergeometric type. Since
the calculation technique is similar to the one for the Jacobi solutions, we give only the results. Using
d
dx F (A, B; C; x) =
AB
C F (A+1, B+1; C+1; x), we obtain the contiguous relations
F (A, B; C; x) = F (A−1, B; C−1; x) + x BC
C−A
C−1 F (A, B+1; C+1; x) (B.55)
F (A+1, B+1; C+1; x) = C/A1−x F (A−1, B; C−1; x) +
(C−1)(A−C)+xB(C−A)
(1−x)A(C−1) F (A, B+1; C+1; x) . (B.56)
Letting Zd act on the KG modes µ
(a,b)
ωlml
(t, ρ,Ω), and using (B.55), (B.56), (A.4) and (A.5), results in that we
can decompose Zd .µ
(a,b)
ωlml
as a linear combination of µ(a,b)
ω+1,l−1,˜l,ml and µ
(a,b)
ω+1,l+1,˜l,ml
:
Zd .µ
(a,b)
ω,l,˜l,ml
= +iz˜(a,b)+−ωl µ
(a,b)
ω+1,l−1,˜l,ml + iz˜
(a,b)++
ωl µ
(a,b)
ω+1,l+1,˜l,ml
z˜(a)+−ωl = +(2l+d−2)χ(d−1)− (l, ld−2) z˜(b)+−ωl = +2βb
αb−γb
γb
χ
(d−1)
− (l, ld−2) (B.57)
z˜(a)++ωl = +
2βa(αa−γa)
γa
χ
(d−1)
+ (l, ld−2) z˜
(b)++
ωl = −(2l+d−2)χ(d−1)+ (l, ld−2) .
Since χ
(d−1)
− (l, ld−2) vanishes for l = 0, so do z˜
(a)+−
ωl and z˜
(b)+−
ωl , and we don’t need to worry about defining modes
with negative l. Thus for l = 0 there appears no (l−1)-term. While z˜(a)+−ωl is always finite, z˜(a)++ωl vanishes if either
βa = 0 or (γa−αa) = 0, which happen for the magic frequencies −ω+0l = −(l+‹m+) and −ω−0l = −(l+‹m−).
Further, while z˜(b)++ωl is always finite, z˜
(b)+−
ωl vanishes only if either β
b = 0 or (αb−γb) = 0, which happen for
ω = (l−2) + ‹m+ and ω = (l−2) + ‹m−.
Letting Zd act on the KG modes µ
(a,b)
ωlml
(t, ρ,Ω), and using relations (B.55), (B.56), (A.4) and (A.5), again
we can decompose Zd .µ
(a,b)
ωlml
as a linear combination of µ(a,b)
ω−1,l−1,˜l,ml and µ
(a,b)
ω−1,l+1,˜l,ml :
Zd .µ
(a,b)
ω,l,˜l,ml
= +iz(a,b)−−ωl µ
(a,b)
ω−1,l−1,˜l,ml + iz
(a,b)−+
ωl µ
(a,b)
ω−1,l+1,˜l,ml
z(a)−−ωl = −(2l+d−2)χ(d−1)− (l, ld−2) z(b)−−ωl = +2(γb−βb)
αb
γb
χ
(d−1)
− (l, ld−2) (B.58)
z(a)−+ωl = +
2αa(γa−βa)
γa
χ
(d−1)
+ (l, ld−2) z
(b)−+
ωl = +(2l+d−2)χ(d−1)+ (l, ld−2) .
Since χ
(d−1)
− (l, ld−2) vanishes for l = 0, so does z˜
+−
nl, and we don’t need to worry about defining modes with
negative l. While z(a)−−ωl is always finite except for l = 0, z
(a)−+
ωl vanishes if either α
a = 0 or (γa−βa) = 0, which
happen for the magic frequencies ω+0l = l + ‹m+ and ω−0l = l + ‹m−. Further, while z(b)−+ωl is always finite,
z(b)−−ωl vanishes if either α
b = 0 or (γb−βb) = 0, which happen for the frequencies ω = −(l−2) − ‹m+ and
ω = −(l−2)− ‹m−.
With equations (IV.26) it is now easy to write down the action of K0,d and Kd+1,d: .
K0d .µ
(a)
ω,l,˜l,ml
=+i2 z˜
(a)+−
ωl µ
(a)
ω+1,l−1,˜l,ml+
i
2 z˜
(a)++
ωl µ
(a)
ω+1,l+1,˜l,ml
+ i2z
(a)−−
ωl µ
(a)
ω−1,l−1,˜l,ml+
i
2z
(a)−+
ωl µ
(a)
ω−1,l+1,˜l,ml (B.59)
Kd+1,d .µ
(a)
ω,l,˜l,ml
=−12 z˜(a)+−ωl µ(a)ω+1,l−1,˜l,ml−
1
2 z˜
(a)++
ωl µ
(a)
ω+1,l+1,˜l,ml
+ 12z
(a)−−
ωl µ
(a)
ω−1,l−1,˜l,ml+
1
2z
(a)−+
ωl µ
(a)
ω−1,l+1,˜l,ml (B.60)
K0d .µ
(b)
ω,l,˜l,ml
=−i2 z˜(b)+−ωl µ(b)ω+1,l−1,˜l,ml−
i
2 z˜
(b)++
ωl µ
(b)
ω+1,l+1,˜l,ml
− i2z(b)−−ωl µ(b)ω−1,l−1,˜l,ml−
i
2z
(b)−+
ωl µ
(b)
ω−1,l+1,˜l,ml (B.61)
Kd+1,d .µ
(b)
ω,l,˜l,ml
=−12 z˜(b)+−ωl µ(b)ω+1,l−1,˜l,ml−
1
2 z˜
(b)++
ωl µ
(b)
ω+1,l+1,˜l,ml
+ 12z
(b)−−
ωl µ
(b)
ω−1,l−1,˜l,ml+
1
2z
(b)−+
ωl µ
(b)
ω−1,l+1,˜l,ml . (B.62)
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28 B. Anti-deSitter spacetime
.Since µ(a,b)−ω,l,−ml = µ
(a,b)
ωlml
and both Kd+1,d and K0d are real, we can write Kd+1,d.µ
(a,b)
−ω,l,−ml = Kd+1,d.µ
(a,b)
ω,l,ml
=
Kd+1,d .µ
(a,b)
ω,l,ml
and K0d .µ
(a,b)
−ω,l,−ml = K0d .µ
(a,b)
ω,l,ml
= K0d .µ
(a,b)
ω,l,ml
.
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