The multistage balanced groups ranked set samples (MBGRSS) method is considered for estimating the population mean for samples of size m = 3k where k is a positive real integer. It is compared with the simple random sampling (SRS) and ranked set sampling (RSS) schemes. For the symmetric distributions considered in this study, the MBGRSS estimator is an unbiased estimator of the population mean and it is more efficient than SRS and RSS methods based on the same number of measured units. Its efficiency is increasing in s for fixed value of the sample size, where s is the number of stages. For non symmetric distributions considered in this paper, the MBGRSS estimator is biased. The method is applied in a study of bioleaching.
Introduction
Ranked set sampling is a sampling procedure, which is a less costly as compared to the widely used simple random sampling in cases where visual ranking of a set of observations can be easily done, while the exact measurement of observations is not easy and cost. The RSS mean was considered by McIntyre (1952) as an estimator of the population mean. The RSS mean estimator was considered more efficient than the SRS counterpart. Takahasi and Wakimoto (1968) introduced the mathematical theory of ranked set sampling. Al-Saleh and Al-Kadiri (2000) suggested double RSS method in order to estimate the population mean. Al-Saleh and Al-Omari (2002) suggested multistage RSS method to increase the efficiency of estimating the 91 mean for fixed value of the sample size. Al-Omari (2006a, 2006b) considered double percentile RSS and multistage median RSS methods, respectively, for the mean estimation. They found that both methods are more efficient than the SRS based on the same sample size. Jemain, Al-Omari, and Ibrahim (2008) investigated balanced groups RSS method for estimating the population mean. Jemain, Al-Omari, and Ibrahim (2007) suggested multistage extreme ranked set sampling method for estimating the population mean. Al-Hadhrami and Al-Omari (2009) considered the Bayesian inference of the variance of the normal distribution using moving extreme ranked set sampling. Ozturk (2011) used the RSS for parametric inference about the parameters of the location-scale family of distributions. Dong and Cui (2011) investigated the optimal sign test for quantiles in ranked set samples. Al-Omari, Ibrahim, Jemain, and Al-Hadhrami (2009) proposed multistage balanced groups ranked set samples for estimating the population median. For more details about RSS see Herrera and Al-Omari (2011) , Al-Omari (2011) , Vock and Balakrishnan (2011) , and Drikvandi, Modarres, and Jalilian (2011) .
Let X 1 , X 2 , …, X m be a SRS of size m from cdf F(x). The i th order statistic X (i:m) has the probability density function (pdf) and the cumulative distribution function (cdf), f (i:m) (x) and F (i:m) (x), respectively, given by
where     
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Multistage Balanced Groups Ranked Set Samples
The RSS can be described as: randomly select m 2 units from the target population. Allocate these units into m sets, each of size m. Rank the m units within each set visually or by any cheap method with respect to the characteristic of interest. From the i th set select the i th ranked unit for i = 1, 2,…, m. The process can be repeated n cycles to obtain a set of size mn from the initial m 2 n units. The MBGRSS as suggested by Al-Omari et al. (2009) consists from the following steps:
Step 1: Randomly select (3k) s + 1 for k = 1, 2, 3,… units from the target population, and then allocate them into (3k) s sets, each of size 3k.
Step 2: The 3k units of each set are ranked based on professional judgment or by any cheap method in terms of the variable of interest. Then the (3k) s sets are divided into three groups, each of 3 s -1 k s sets.
Step 3: From each set in the first group, the smallest ranked unit is selected; from each set in the second group; the median ranked unit is selected, and from each set in the third group, the largest ranked unit is selected. This step yields (3k) s -1 sets, 3 s -2 k s -1 sets in each group.
Step 4: Without doing any actual measurement, from the 3 s -2 k s -1 sets in the first group the smallest ranked unit is selected, from the 3 s -2 k s -1 sets in the second group the median ranked unit is selected, and from the 3 s -2 k s -1 sets in the third group the largest ranked unit is selected. This step yields (3k) s -2 sets, each group of 3 s -3 k s -2 sets of size 3k.
Step 5: The process is continued using Steps (3) and (4) until we end up with one s th stage balanced groups RSS of size 3k.
The procedure can be repeated n times if needed to obtain a sample of size 3kn from the initial (3k) s + 1 n units. Al-Omari et al. (2009) introduced an example to illustrate the MBGRSS when m = 3. In this paper we will illustrate the MBGRSS in estimating the population mean using m = 9.
Example
Let s = 3 and k = 3, then m = 9. Therefore, we have to select 6561 units, say X 1 , X 2 ,…, X 6561 . Allocate the 6561 selected units into 729 sets each of size 9. The 9 observations of each set are ranked with respect to the study variable as follows : {X i(1:9) , X i(2:9) ,…, X i(9:9 }, for i = 1, 2,…, 729. Now, allocate the 729 sets into 3 groups, each of 243 sets as:
1st Group: {X i(1:9) , X i(2:9) ,…, X i(9:9 }, for i = 1, 2,…, 243, 2nd Group: {X i(1:9) , X i(2:9) ,…, X i(9:9 }, for i = 244, 245, …, 486, 3rd Group: {X i(1:9) , X i(2:9) ,…, X i(9:9 }, for i = 487, 488,…, 729.
For s = 1, select the smallest ranked unit,   X for i = 7, 8, 9 from each set in the 3rd group. This step yields 9 units, which are
2 1:9 3 1:9 4 5:9 5 5:9 6 5:9 7 9:9 8 9:9 , , ,
to be a MBGRSS of size 9. The mean of these units is considered as an estimator of the population mean. It is of interest to note here that the RSS and the MBGRSS are equivalent when m = 3 for s = 1.
Estimation of the Population Mean
Assume that X 1 , X 2 ,…,X m is a random sample from the cdf F(x) with a finite mean μ and variance σ 2 Also, assume that X 11h , X 12h ,…,X 1mh ; X 21h , X 22h ,…,X 2mh ; 
with variance
The RSS estimator of the population mean (see McIntyre (1952) ) is given by 
s k m m h X will be denoted by MBGRSSO. It is of interest to mention here that the measured units within each group are identically independent (iid) but all units are independent but not identically distributed. The suggested estimator of the population mean based on MBGRSSO is given by 
The suggested MBGRSSE estimator of the population mean is defined as
: 
If the parent distribution is symmetric about its mean μ, then 
Proof:
When the sample size is odd, the expectation of (7) is 
The proof is directly using the MSE equations of the MBGRSS estimators with that of SRS method.
Simulation Study
The suggested MBGRSS estimators of the population mean will be compared with their competitors using RSS and SRS schemes. Six probability distribution functions are investigated for the populations: uniform, normal, beta, exponential, gamma and Weibull. The averages of 60,000 samples estimates using k = 1, 2, 3 corresponding to the sample sizes m = 3, 6, 9 are compared. Assume that the cycle is repeated once. The efficiency of RSS relative to SRS is defined as
If the distribution is symmetric, the efficiency of MBGRSSO and MBGRSSE relative to SRS are defined as: 
The mean square errors of 
If the distribution is asymmetric, the efficiency is defined as: 
In terms of the efficiency and bias values, the results are summarized in Tables  1-3 with m = 3, 6, 9, respectively for several values of s. Based on the results in Tables 1-3 , we can conclude the following:
(1) When the parent distribution is symmetric about its mean we have:
a. MBGRSS method is more efficient than the usual SRS. For example, for m = 9 and s = 2, the efficiency of MBGRSSO is 18.740 for estimating the mean of beta (4, 4).
b. MBGRSS estimators are unbiased of the population mean.
c. The efficiency of MBGRSS is increasing in s for specific value of the sample size. For example, for m = 6, the efficiency values for s = 1, 2, 3 are 4.258, 32.067, and 89.541 respectively for estimating the mean of the uniform distribution.
d. The efficiency of MBGRSS estimators is increasing as the sample size increasing. As an example, for the standard normal distribution, for s = 2 and m = 3, 6, 9 the efficiency values are 3.288, 5.906, and 7.283, respectively. 
For m = 3 and s = 1, MBGRSSO is the same as RSS. Otherwise, when s > 1 and for any m the MERSSO is found to be more efficient. Figure 1 is a sketch of engineering procedures and Figure 2 of the mechanism. Direct molecular analysis of DNA has greatly enhanced the ability to assess the diversity of microorganisms growing in an ecosystem. The samples were collected in the agglomeration of mineral ores of a combination of nickel and cobalt. It is of interest to grant that the observations cover small, medium and large concentrations after bioleaching.
Figure 2 Bioleaching mechanism
The geophysics evaluate the contents of the mineral samples by a cheap method periodically. They are interested in evaluating the mean contents of cobalt in the ore. We considered the use of MBGRSS. The parameters of the example developed previously in which s = 1, 2,…, 5, k = 1, 2, 3, m = 3, 6, 9. The sample units were taken from the existent data base compiled in the last 5 years. We computed the estimation of the variances as well as the estimation of   The ranking variable was a consideration on the concentrations reported by the engineers associated with each sample send to the laboratory. An R-code was developed for selecting the multistage RSS sample and performing the Bootstrap samples selections and the needed calculations. The results are presented in next tables. Based on Tables 4-6, we conclude the following: a) MBGRSS method is more efficient than the SRS and RSS methods.
b) MBGRSSO estimators with m = 3 and s = 5 obtains the best results in terms of efficiency for all the variables.
c) The efficiency of MBGRSS estimators is increasing as s increasing.
Conclusion
Based on MBGRSS, it can be conclude that 3) It seems that MBGRSS should be preferred in bioleaching studies to RSS and SRS.
It is recommended that the MBGRSS be used to estimate the population mean of symmetric distribution.
