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Abstract
Let G/H be a strongly regular homogeneous space such that H is a Lie
group of inner type. We show that G/H admits a proper action of a discrete
non-virtually abelian subgroup of G if and only if G/H admits a proper action
of a subgroup L ⊂ G locally isomorphic to SL(2,R). We classify all such spaces.
1 Introduction
Recall that if L is a locally compact topological group acting continuously on a locally
Hausdorff topological space M then this action is called proper if for every compact
subset C ⊂M the set
L(C) := {g ∈ L | g · C ∩ C 6= ∅}
is compact. If L is discrete and acts properly onM then we say that L acts properly
discontinuously on M. We will restrict our attention to the case where M = G/H
is a homogeneous space of reductive type and L ⊂ G. In more detail we assume that
G is a linear connected reductive real Lie group with the Lie algebra g and H ⊂ G
is a closed subgroup of G with finitely many connected components. Also let h be
the Lie algebra of H.
Definition 1. The subgroup H is reductive in G if h is reductive in g, that is, there
exists a Cartan involution θ of g for which θ(h) = h. The space G/H is called the
homogeneous space of reductive type.
The problem of proper actions was studied for example in [12], [10], [9], [1], [13], [7]
and [2]. We also refer the reader to the excellent survey [8].
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In the present paper we would like to examine the connection between the following
three conditions
• C1 := the space G/H admits a properly discontinuous action of an infinite
subgroup of G,
• C2 := the space G/H admits a properly discontinuous action of a non-virtually
abelian infinite subgroup of G,
• C3 := the space G/H admits a proper action of a subgroup L ⊂ G locally
isomorphic to SL(2,R),
(a discrete group is non-virtually abelian if it does not contain an abelian subgroup
of finite index). Notice that if H is compact then every closed subgroup of G acts
discontinuously on G/H. For example the mentioned three conditions are equivalent:
C1⇔ C2⇔ C3.
However this is not the case with non-compact H. Indeed let
g = k+ p
be a Cartan decomposition of g induced by a Cartan involution θ and choose a
maximal abelian subspace a of p. One can show that all maximal abelian subspaces
of p are conjugate and therefore we can define the real rank of g by
rankRg := dim(a).
In this setting we can state the famous Calabi-Markus phenomenon proved by T.
Kobayashi (c.f. Corollary 4.4 in [10])
G/H fulfills the condition C1 if and only if rankRg > rankRh.
Take K ⊂ G the maximal compact subgroup corresponding to k. The group K acts
on p by the adjoint representation. Define the Weyl group Wg := NK(a)/ZK(a)
where NK(a) (resp. ZK(a)) denotes the normalizer (resp. centralizer) of a in K.
Then Wg acts on a by orthogonal transformations and Wg is isomorphic to the finite
reflection group generated by the restricted root system of g (see Sections 2.1 and
2.3). Let w0 ∈ Wg be the longest element. Put
b := {X ∈ a | − w0(X) = X}. (1)
Also let h = kh + ph be a Cartan decomposition of h with respect to θ|h. Notice
that we can choose a maximal abelian subspace ah of p so that ah ⊂ a. We have the
following.
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Theorem 1 (Theorem 1 in [1]). The group G contains a discrete and non-virtually
abelian subgroup which acts properly discontinuously on G/H if and only if for every
w in Wg, w · ah does not contain b.
For example the space SL(3,R)/SL(2,R) fulfills the condition C1 but does not fulfill
the condition C2 and therefore the condition C3 (see Example 1 in [1]). Furthermore,
consider the following example.
Example 1. Take SO(4, 4)/U where U has a Lie algebra denoted by u and u ∼=
R2 + sl(2,R). The embedding U →֒ G is induced by u →֒ so(4, 4) and is described in
the Appendix.
This space fulfills the condition C2 but not C3. Thus for a space of reductive type
we only have
C1⇐ C2⇐ C3.
The aim of this paper is to show that one can impose a condition on “regularity” of
the embedding H →֒ G so that conditions C2 and C3 become equivalent and close
to C1. Let t be a maximal abelian subspace of zk(a) := {Y ∈ k | ∀X∈a [Y,X ] = 0}.
Then
j := t+ a
is a Cartan subalgebra of g called the split Cartan subalgebra (for an arbitrary
θ stable Cartan subalgebra w the dimension dim(a ∩ w) is called the non-compact
dimension of the Cartan subalgebra, therefore a Cartan subalgebra is split if it is
of maximal non-compact dimension). Analogously define a split Cartan subalgebra
j[h,h] of [h, h]. We propose the following definition.
Definition 2. The space G/H is strongly regular if j[h,h] ⊂ j ⊂ ng([h, h]) where
ng([h, h]) := {Y ∈ g | ∀X∈[h,h] [Y,X ] ∈ [h, h]} is a normalizer of [h, h] in g.
Remark 1. The space G/H is strongly regular if and only if j[h,h] ⊂ j (up to conju-
gation) and [j, [h, h]] ⊂ h.
Examples of strongly regular spaces include (but are not limited to) spaces of parabolic
type (i.e. spaces where H is a semisimple part of the Levi factor of any parabolic
subgroup of G), spaces induced by regular complex spaces (i.e. spaces where G
and H are split real forms of GC and its regular subgroup HC, respectively), and
some k-symmetric spaces (spaces where H is an isotropy subgroup induced by an
automorphism of G of order k). For more details see Section 2.2.
Example 2. Take a, b, c ∈ N so that 0 < c < a < b. The following spaces are strongly
regular (notation is close to [14])
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SL(b,R)/SL(a,R), Sp(b,R)/Sp(a,R), SO(b, b)/SO(a, a),
SO(b, b+ 1)/SO(a, a+ 1), SO(b, b)/SL(a,R), SO(b, b+ 1)/SL(a,R),
SO(a, b)/SL(c,R), SO(2a, 2b)/SO(2c, 2b), SO(2a, 2b+ 1)/SO(2c, 2b+ 1),
SU(a, b)/SU(c, b), SU(a, b)/SL(c,C), SU∗(2b+ 2)/SU∗(2a + 2),
Sp(a, b)/SU∗(2c+ 2), EV III8 /SO(6, 6), E
IX
8 /E
V II
7 ,
EIII6 /SU(1, 6), F
I
4 /Sp(3,R), F
I
4 /SL(3,R).
Notice that the notion of strong regularity is a real analogue of the definition of
regular subgroup in the complex case.
Define the a-hyperbolic rank of a real reductive Lie algebra as
ranka−hypg := dimb,
where b is given by (1). The a-hyperbolic rank can be easily calculated using Table
1 (see Section 2.4).
Definition 3. We say that G is of inner type if ranka−hypg = rankRg.
Remark 2. The group G is of inner type if and only if rankk = rankg.
The main result of this paper is stated in the following theorem.
Theorem 2. Let G/H be a strongly regular space such that H is of inner type. Then
C2⇐⇒ C3⇐⇒ ranka−hypg > ranka−hyph.
Corollary 1. If G/H is a strongly regular homogeneous space such that G and H
are of inner type then
C1⇐⇒ C2⇐⇒ C3⇐⇒ rankRg > rankRh.
Taking into account the Calabi-Markus phenomenon we obtain the following char-
acterization of strongly regular spaces G/H for which H is of inner type
• C1⇐⇒ rankRg > rankRh,
• C2⇐⇒ ranka−hypg > rankRh,
• C3⇐⇒ ranka−hypg > rankRh.
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Notice that the assumption of H being of inner type in Theorem 2 is important.
Consider the space from Example 1. The space SO(4, 4)/U fulfills the condition of
strong regularity: j[u,u] ⊂ jso(4,4) ⊂ nso(4,4)([u, u]). But
1 = ranka−hypu < rankRu = 3.
2 Preliminaries
In this section we introduce a notation and properties used in the proof of Theorem
2. We retain the notation from the previous section.
2.1 Restricted roots and the Weyl group
For more information on this subject please refer to Section 4 in Chapter 4 of [15].
Let gC and jC be complexifications of the reductive Lie algebra g and the split Cartan
subalgebra j = t+a ⊂ g, respectively. Denote by ∆gc the system of roots for g
C with
respect to jC. Then
gC = jC +
∑
β∈∆gc
gcβ .
Consider a subspace
jC(R) := it + a ⊂ jC
and let jC(R)∗ be the dual space with respect to the Killing form of gC. Denote by
r : jC(R)∗ → a∗ (2)
the restriction map and define
Σg ∪ {0} := r(∆gc ∪ {0}).
Then
g = j+
∑
α∈Σg
gα, gα = g ∩
∑
β∈∆gc
r(β)=α
gcβ (3)
is a root space decomposition for g. It follows that for g0 := j and α1, α2 ∈ Σg ∪ {0}
[gα1 , gα2 ] ⊂ gα1+α2, where gα1+α2 6= {0} iff α1 + α2 ∈ Σg ∪ {0}. (4)
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The Weyl group Wg of g is the finite group of orthogonal transformations of a gen-
erated by reflections by hyperplanes Cα := {X ∈ a | α(X) = 0} for α ∈ Σg. One can
prove the following.
Proposition 1 (Proposition 4.2, Ch. 4 in [15]). The group Wg coincides with the
group of transformations induced by automorphisms Adk (k ∈ NK(a)) and also with
the group of transformations induced by automorphisms Adg (g ∈ NG(a)). Therefore
Wg ∼= NK(a)/ZK(a) ∼= NG(a)/ZK(a).
2.2 Strongly regular homogeneous spaces
In this subsection we would like to introduce the notion of a strongly regular
homogeneous space G/H. For the simplicity we will assume (for this subsection
only) that h is semisimple.
Recall that the complex semisimple Lie subalgebra d of complex semisimple Lie
algebra e is called regular with respect to a Cartan subalgebra s of e if s ⊂ ne(d).
In this setting if
e = s +
∑
β∈∆e
eβ
then
d = sd +
∑
β∈∆d
eβ,
where ∆d is a closed and symmetric subsystem of ∆e and
sd := Span({[eβ, e−β] | β ∈ ∆d})
is a Cartan subalgebra of d. (see Proposition 1.1, Ch. 6 in [15]). Recall that
Definition 4. A subsystem ∆d of ∆e is closed if for every β1, β2 ∈ ∆d
β1 + β2 ∈ ∆e =⇒ β1 + β2 ∈ ∆d.
It is symmetric if for every β ∈ ∆d we have −β ∈ ∆d.
Let cd be the orthogonal complement to sd in s with respect to the Killing form.
Notice that
∀β∈∆d ∀C∈cd,X∈gβ [C,X ] = β(C)X = 0,
as C ∈ Cβ. Therefore
[cd, d] = 0. (5)
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In the real case we cannot just assume that some Cartan subalgebra of g is contained
in ng(h) because not all Cartan subalgebras in g are conjugate. Therefore we modify
our requirement to
jh ⊂ j ⊂ ng(h)
(recall that jh = th + ah and j = t + a are split-Cartan subalgebras of h and g,
respectively). Also let
g = j+
∑
α∈Σg
gα
be the root space decomposition for g. In this setting we obtain the following result.
Lemma 1. Let G/H be a strongly regular homogeneous space. Then
h = jh +
∑
α∈Σh
hα (6)
is a root space decomposition for h such that Σh ⊂ Σg is a subsystem and so by (3)
we have hα ⊂ gα for α ∈ Σh. Also
ah = Span({[gα, g−α] | α ∈ Σh}).
Proof. First notice that hC is a regular subalgebra of gC with respect to jC. Therefore
hC = jˆCh +
∑
β∈∆hc
gcβ ,
where ∆hc is a subsystem of ∆gc and jˆ
C
h ⊂ j
C is some Cartan subalgebra of hC. It
follows from the assumption of strong regularity that jCh ⊂ j
C. Also jˆCh and j
C
h as
Cartan subalgebras of the complex semisimple lie algebra hC are conjugate by an
element w ∈ HC ⊂ GC.
Assume for the moment that w ∈ Wgc. It follows that for wjˆ
C
h = j
C
h we have
hC = whC = wjˆCh + w
∑
β∈∆hc
gcβ = j
C
h +
∑
β∈w(∆hc)
gcβ.
Thus we may assume that
jˆCh = j
C
h
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and therefore
hC = jCh +
∑
β∈∆hc
gcβ .
Now the lemma follows from the definition of the restricted root system and the
restriction map (defined by (2)).
We only need to prove that w ∈ Wgc. Let c be the orthogonal complement of jˆ
C
h in
jC. We have
jC = jˆCh + c
and thus by (5)
wjC = wjˆCh + wc = j
C
h + c ⊂ j
C.
as w ∈ HC. Therefore jCh and jˆ
C
h are conjugate by an element of NGC(j
C). Without
loss of generality we may assume that this element belongs to Wgc because
Wgc ∼= NGC(j
C)/ZGC(j
jC).
It follows from (3) and (4) that if h is given by (6) then it fulfills the condition of
strong regularity. Therefore Lemma 1 can be used to characterize strongly regular
homogeneous spaces with semisimple h.
It also follows from Lemma 1 how one can construct some easy examples of strongly
regular homogeneous spaces. For instance
1. If g and h are split real forms of gC and its regular subalgebra hC, respectively.
Then the root system of hC can be constructed from the extended Dynkin
diagram of gC. Since for the split real form we can identify ∆gc with Σg this
yields a class of examples of strongly regular homogeneous spaces (see [15],
Chapter 6, Section 1.1).
2. Also if o is a centralizer in g of any subspace in a then h := [o, o] induces a
strongly regular homogeneous space. In this case the Satake diagram of h can
be obtain from the Satake diagram of g by deleting any subset (different sub-
sets correspond to different centralizers) of white vertexes and all connections
and arrows which lead to this subset of white vertexes (see Theorem 1.6 and
comments after, Ch. 6 in [15]).
A more nontrivial example (as we may obtain hα ( gα) can be constructed as
follows. Take a connected semisimple real Lie group M of inner type with the
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Lie algebra m. Then there exists a closed subgroup U˜ ⊂ M locally isomorphic to
SL(2,R) × ... × SL(2,R) = [SL(2,R)]rankm. The Lie algebra of U˜ is induced by a
set of rankm orthogonal restricted roots generating commuting sl(2,R) subalgebras
(such set of roots exists since M is of inner type). The resulting homogeneous space
M/U˜ is strongly regular.
Also some k-symmetric spaces are strongly regular. For instance it is easy to see that
a 3-symmetric space SO(n, n + 3)/U(1) × SO(n, n + 1), n ≥ 1 is strongly regular
(see [4] for a classification of 3-symmetric spaces).
2.3 Finite groups of reflections
For a more detailed treatment of this subject please refer to Chapter I.1 in [5]. Recall
that we denote by Wg the finite reflection group generated by roots in Σg. In more
detail if α ∈ Σg then let sα be a reflection in a through a hyperplane
Cα = {X ∈ a | α(X) = 0} (7)
with respect to the scalar product given by the restriction of the Killing form of g
to a. Let Πg ⊂ Σg be a subset of simple roots. Then Wg is generated by simple
reflections sα for α ∈ Πg. We also have Wg(Σg) = Σg.
For an arbitrary w ∈ Wg let r be the smallest number such that w = sα1 ...sαr is a
product of simple reflections.
Definition 5. The number r is called the length of w and is denoted by l(w) := r.
By definition l(e) = 0.
Using the above definition we can describe a unique element of the Weyl group called
the longest element of Wg.
Definition 6 (see section 1.8 in [5]). The longest element of the Weyl group is the
element w0 ∈ Wg such that l(w0w) = l(w0)− l(w) for any w ∈ Wg.
As a consequence we obtain the following property.
Fact 1. The element w0 is an involution (that is w
2
0 = id). Also w0(Πg) = −Πg.
Define the fundamental Weyl chamber a+ as
a+ = {X ∈ a | ∀α∈Πg α(X) ≥ 0}.
Then w0(a
+) = −a+ and
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Theorem 3 (c.f. Theorem 1.12 in [5]). The subset a+ is a fundamental domain of
the action of Wg on a. Also
1. if wX1 = X2 for some X1, X2 ∈ a
+ and w ∈ Wg then X1 = X2. Moreover, if
X3 ∈ Int(a
+) := {X ∈ a | ∀α∈Πg α(X) > 0} then the isotropy group of X3 is
trivial.
2. if U ⊂ V is a subset then the subgroupWU ⊂Wg fixing U pointwise is generated
by those reflections sα which are contained in WU .
We will also need the following lemma.
Lemma 2. Let e 6= w ∈ Wg and S ⊂ a be a set that w fixes pointwise. Then there
exists α ∈ Σg such that S ⊂ Cα (where Cα is defined by (7)).
Proof. Let WS ⊂ Wg be the subgroup fixing S pointwise. Then w ∈ WS so WS is
nontrivial. It follows from Theorem 3 that there exists a reflection in WS. Take α to
be a root generating this reflection.
2.4 The a-hyperbolic rank
A-hyperbolic dimensions of simple real Lie algebras can be calculated using data in
Table 1 (for a detailed description how to calculate the a-hyperbolic rank of a simple
Lie algebra please refer to [2]).
a-hyperbolic ranks of simple Lie algebras
g ranka−hyp(g) rankR(g)
sl(2k,R) k 2k-1
k ≥ 2
sl(2k + 1,R) k 2k
k ≥ 1
su∗(4k) k 2k-1
k ≥ 2
su∗(4k + 2) k 2k
k ≥ 1
so(2k + 1, 2k + 1) 2k 2k+1
k ≥ 2
eI
6
4 6
eIV
6
1 2
Table 1: The table contains all simple real Lie algebras g, for which
rankR(g) 6= ranka−hyp(g) (notation is close to Table 9, page 312 of [14]).
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Table 1 can also be used to calculate the a-hyperbolic rank of a reductive real Lie
algebra.
1. The a-hyperbolic rank of a semisimple Lie algebra equals the sum of a-hyperbolic
ranks of all its simple parts.
2. The a-hyperbolic rank of a reductive Lie algebra equals the a-hyperbolic rank
of its derived subalgebra.
There is a close relation between b and the set of antipodal hyperbolic orbits in g.
Recall that an element X ∈ g is called hyperbolic if X is semisimple (that is, adX
is diagonalizable) and all eigenvalues of adX are real.
Definition 7. An adjoint orbit GX := Ad(G)(X) = {gX := AdgX | g ∈ G} is said
to be hyperbolic if X (and therefore every element of GX) is hyperbolic. An orbit
GY is antipodal if −Y ∈ GY (and therefore for every Z ∈ GY, −Z ∈ GY ).
We have the following lemma.
Lemma 3. For every hyperbolic orbit GX in g the set GX ∩ a is a single Wg orbit
in a. Furthermore hyperbolic orbit GY in g is antipodal if and only if it meets b, that
is
b ∩GY
is nonempty.
Proof. It is standard to show that GX ∩ a is a single Wg orbit (see for example
Proposition 2.4 in [11]). If X ∈ b then the longest element w0 ∈ Wg takes X to −X
so GX is antipodal. Conversely if GX is antipodal then it follows from Theorem 3
that there exists Y ∈ GX such that Y ∈ a+. Also −Y ∈ −a+ and so w0(−Y ) ∈ a
+.
Again it follows from Theorem 3 that w0(−Y ) = Y. Thus
w0Y = −Y
and so Y ∈ b.
2.5 Criterion of proper actions
Let L ⊂ G be a subgroup of reductive type in G. After conjugation by an element
of G we may assume that the Lie algebra l of L has a split Cartan subalgebra
jl = tl + al
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such that al ⊂ a. Then the following criterion of proper actions holds.
Theorem 4 (Theorem 4.1 in [10]). The following conditions are equivalent
(i) H acts on G/L properly,
(ii) L acts on G/H properly,
(iii) ah ∩Wgal = {0}.
Now assume that L is locally isomorphic to SL(2,R). Then al is 1-dimensional. On
the other hand l ∼= sl(2,R) and so l is generated by three vectors (H,E, F ) of g
(called sl(2,R)-triple) such that H is semisimple and
[H,E] = 2E, [H,F ] = −2F and [E, F ] = H.
Thus al = RH and we can reformulate the above criterion using Lemma 3.
Lemma 4. L acts properly on G/H if and only if WgH ∩ ah = ∅.
3 Proof of Theorem 2
First notice the following.
Lemma 5. Let B, V1, ..., Vn be subspaces of a finite dimensional Euclidean space V
and let
B ⊂
n⋃
k=1
Vk.
Then there exists j, 1 ≤ j ≤ n such that A ⊂ Vj.
Proof. We will use induction on n. If n = 1 then B ⊂ V1. So assume that the lemma
is valid for the sum of n− 1 linear subspaces of V. Let
B ⊂
n⋃
k=1
Vk.
If there exists i, 1 ≤ i ≤ n such that
B ⊂
n⋃
k=1,k 6=i
Vk (8)
then we can apply induction to (8). If it is not the case then we can find nonzero
vectors X, Y ∈ B such that
X ∈
n⋃
k=1,k 6=i
Vk, X /∈ Vi, Y /∈
n⋃
k=1,k 6=i
Vk, Y ∈ Vi.
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But then for a 6= 0 we have aX + bY /∈ Vi and aX + bY ∈ B ⊂
n⋃
k=1
Vk. Therefore
{aX + bY | a 6= 0} ⊂
n⋃
k=1,k 6=i
Vk.
After taking closures of this sets we obtain
Span(X, Y ) ⊂
n⋃
k=1,k 6=i
Vk ⇒ Y ∈
n⋃
k=1,k 6=i
Vk.
A contradiction.
Let w0 and w
h
0 be the longest elements for Wg and Wh, respectively. Define b and
bh as in (1). We can assume that
bh ⊂ b. (9)
Indeed if HX is an antipodal hyperbolic orbit in h, X ∈ bh ⊂ ah ⊂ a, then GX is
an antipodal hyperbolic orbit in g. Therefore there exists g ∈ G such that
gX ∈ b ⊂ a.
It follows from Lemma 3 that there exists w ∈ Wg for which
wX ∈ b ⇒ X ∈ w−1b.
We obtain
bh ⊂
⋃
w∈Wg
wb.
Since Wg is finite it follows from Lemma 5 that there exists w1 ∈ Wg with the
following property: bh ⊂ w1b. After conjugating h by w1 we obtain (9).
Step 1: C2⇒ C3
Since bh ⊂ b it follows from Theorem 1 that dimbh < dimb. Also, since G/H is a
strongly regular space we can assume that Σh ⊂ Σg (see Lemma 1). Thus Wh ⊂Wg
and wh0 6= w0.
Since H is of inner type we have ah = bh. Therefore
∀X∈ah w0w
h
0 (X) = w0(−X) = X
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and so ah is a set that w0w
h
0 ∈ Wg fixes pointwise. It follows from Lemma 2 that we
can choose α ∈ Σg so that
α(ah) ≡ 0. (10)
For every root α ∈ Πg construct a sl(2,R)-triple (Hα, Eα, F−α) so that Eα ∈ gα,
F−α ∈ g−α and Hα ∈ [gα, g−α]. Define H ∈ a by: α(H) = 2 for every α ∈ Πg and
H ∈ [g, g]. Since {Hα | α ∈ Πg} spans a ∩ [g, g] we can find {aα | α ∈ Πg} ⊂ R so
that
H =
∑
α∈Πg
aαHα.
Set
E :=
∑
α∈Πg
Eα, F :=
∑
α∈Πg
aαF−α.
Then
[H,E] =
∑
α∈Πg
α(H)Eα = 2E,
[H,F ] =
∑
α∈Πg
aα(−α(H))F−α = −2F,
[E, F ] =
∑
α,β∈Πg
aβ [Eα, F−β] =
∑
α∈Πg
aα[Eα, F−α] =
∑
α∈Πg
aαHα = H, (11)
and (11) follows from (4) since the difference of two simple roots is never a root.
Therefore (H,E, F ) defines a sl(2,R)-triple in g.
We will show that the subgroup L ⊂ G induced by l = Span(H,E, F ) ∼= sl(2,R) acts
properly on G/H. By Lemma 4 we only need to show that
WgH ∩ ah = ∅.
Assume that there exists w2 ∈ Wg such that
w2H ∈ ah ⇒ H ∈ w
−1
2 ah.
By (10) (w−12 α)(H) = 0 and so sw−1
2
αH = H . By construction of (H,E, F ) we have
H ∈ Int(a+). But Theorem 3 implies that the isotropy group of H is trivial - a
contradiction.
Step 2: ranka−hypg ≤ ranka−hyph ⇒ ¬C3
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It follows from (9) and the equality ah = bh that in this case b = ah. By Theorem
1 the space G/H does not fulfill the condition C2. Therefore it does not fulfill the
condition C3.
Step 3: ranka−hypg > ranka−hyph ⇒ C2
It follows that dimb > dimah. Thus for any w ∈ Wg, wah does not contain b. Our
claim follows from Theorem 1.
4 Appendix
Please recall that the split Cartan subalgebra of so(4, 4) can be identified with the
Euclidean space R4. Let {e1, e2, e3, e4} be a standard orthonormal basis of R
4. Denote
by (R4)∗ the dual space of R4. Then
Σso(4,4) = {±ei ± ej | 1 ≤ i < j ≤ 4} ⊂ (R
4)∗.
TheWeyl groupWso(4,4) acts on R
4 by permuting coordinates of a vector and changing
the sign of an even number of coordinates of a vector. As is shown in Example 5.3.7
in [3] semisimple elements of all (up to conjugation) sl(2,R)-triples in so(4, 4) are
given in the first column of Table 2. The second column of this table shows a
transformation of a given semisimple element (denoted by w(H)) by some element
of the Weyl group Wso(4,4). Take a = (3, 1, 0, 2), b = (2, 0, 0, 1) and c = (0, 0, 1, 0).
The third column of Table 2 presents w(H) as a linear combination of vectors a, b, c.
Semisimple elements W w(H) Linear combination of a, b, c
(6, 4, 2, 0) (6, 2, 0, 4) 2a
(4, 2, 2, 0) (4, 0, 2, 2) 2(b+ c)
(3, 3, 1, 1) (−3, 1, 3,−1) a− 3b+ 3c
(3, 3, 1,−1) (−3, 1,−3,−1) a− 3b− 3c
(4, 2, 0, 0) (4, 0, 0, 2) 2b
(2, 1, 1, 0) (2, 0, 1, 1) b+ c
(1, 1, 1, 1) (1, 1, 1, 1) a− b+ c
(1, 1, 1,−1) (1, 1,−1, 1) a− b− c
(2, 0, 0, 0) (0, 0, 2, 0) 2c
(1, 1, 0, 0) (−1, 1,−0, 0) a− 2b
(0, 0, 0, 0) (0, 0, 0, 0) 0
Table 2: Semisimple elements of nilpotent orbits in so(4, 4).
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Therefore any Wg orbit of a semisimple element of any sl(2,R) triple in so(4, 4)
meets u1 := Span(a,b,c). Take the root α := −e1 + e2 and let u
+, u− be root spaces
corresponding to α and −α, respectively. We have [u+, u−] = Span(−1, 1, 0, 0) ⊂ u1.
Put
u := u1 + u
+ + u−.
One easily sees that u is a reductive subalgebra of so(4, 4) isomorphic to R2+sl(2,R).
Moreover
rankRu = 3 = dimu1 and ranka−hypu = 1,
as u1 is a split Cartan subalgebra of u. Let U ⊂ SO(4, 4) be the corresponding closed
subgroup. It follows from Lemma 4 and the construction of u that G/U does not
admit proper action of SL(2,R). Also
ranka−hypso(4, 4) = 4 = dimbso(4,4) > dimu1
therefore it follows from Theorem 1 that G/U admits a properly discontinuous action
of an infinite non-virtually abelian subgroup of G.
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