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Abstract— We study the performance metrics associated with TCP-
regulated traffic in multi-hop, wireless networks that use a common phys-
ical channel (e.g., IEEE 802.11). In contrast to earlier analyses, we focus
simultaneously on two key operating metrics– the energy efficiency and the
session throughput. Using analysis and simulations, we show how these
metrics are strongly influenced by the radio transmission range of individ-
ual nodes. Due to tradeoffs between the individual packet transmission en-
ergy and the likelihood of retransmissions, the total energy consumption is
a convex function of the number of hops (and hence, of the transmission
range). On the other hand, the TCP session throughput decreases supra-
linearly with a decrease in the transmission range. In certain scenarios, the
overall network capacity can then be a concave function of the transmis-
sion range. Based on our analysis of the performance of an individual TCP
session, we finally study how parameters such as the node density and the
radio transmission range affect the overall network capacity under differ-
ent operating conditions. Our analysis shows that capacity metrics at the
TCP layer behave quite differently than corresponding idealized link-layer
metrics.
I. INTRODUCTION
Analyses of multi-hop, ad-hoc wireless networks typically
concentrate on deriving bounds on the maximal achievable ca-
pacity, as a function of parameters such as the radio transmis-
sion range, node density, total number of nodes and the av-
erage distance traversed by traffic sessions. Thus, [1] showed
that the end-to-end throughput available to each node is  
	
(where  is the number of nodes) for random traffic patterns,
and remains constant if the sessions exhibit appropriate local-
ization properties. Similarly, [2] demonstrated the existence of
a global scheduling algorithm that can provide a throughput of

 


 
	 , when both the network layout and individual ses-
sions end-points are distributed randomly. For networks where
all nodes use the same physical radio channel (such as IEEE
802.11 [3] based ad-hoc LANs), the total network capacity is
dependent on the transmission range of each node. This is, of
course, expected, since a packet transmission by a node effec-
tively precludes simultaneous transmissions by all nodes within
this range (interference region).
The analysis of multi-hop wireless network performance pre-
sented in this paper differs from such prior analysis in two key
aspects:
(i) Besides the network capacity, we also concentrate on an-
 
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other metric of interest: the energy efficiency, defined as the
average total transmission energy required to reliably transmit a
single packet (or byte) to its destination. Our metric includes the
energy spent in potential retransmissions needed to overcome
possible errors in the traffic path.
(ii) In contrast to greedy traffic sources used as the basis for
maximal capacity analysis, we consider TCP regulated flows. It
is well-known that the maximal achievable throughput of a TCP
connection is a function of both its round-trip time (RTT) and
the path loss rate–we shall show how both those parameters are
affected by the underlying radio transmission range.
For the analysis in this paper, we assume that all nodes are
identical in the sense that they all use the same transmission
range  ; we study the properties of TCP traffic as  is varied.
Our focus is on treating  as a design parameter, and evaluat-
ing how changes in  affect the overall network performance in
different operating conditions. For this discussion, we thus do
not consider scenarios where individual nodes adaptively alter
their transmission power levels based on various criteria, such
as link distances or neighborhood node density. Further, we as-
sume that the maximum capacity of the physical channel is  ;
for our studies with IEEE 802.11 LANs, we have used ﬁﬀ
Mbps.
We first demonstrate how the energy-efficiency metric is a
function of the transmission range. In a variety of multi-hop
wireless networks (such as battery-operated sensor networks),
the energy efficiency is indeed the most critical metric, since it
directly affects the network lifetime. Energy-aware ad-hoc rout-
ing algorithms typically choose a path that results in the min-
imum total transmission energy for a single packet; [4] shows
why a more accurate objective should be the minimum total ef-
fective transmission energy, which focuses on reliable packet
reception and includes the energy spent in one or more retrans-
missions.
We then study how the radio transmission range affects the
maximal achievable throughput of a TCP session in such wire-
less networks. It is well known that the throughput of a TCP
session (whose capacity is determined by the error rate and not
network buffering constraints) varies as  ﬂﬃ ﬃ"!  # 	 [5], [6] if
the path error rate $ is small and as  ﬂﬃ ﬃ! # 	 [7] if $ is mod-
erately high. We study how the range parameter,  , indirectly
affects both $ and &%'% and hence, bounds the TCP session
throughput. Additionally, we also consider the TCP through-
put achieved over a chain of nodes using the 802.11 MAC layer,
and observe how this throughput varies from the ideal maximum
presented in [1].
Both studies mentioned above are compared with practical
results obtained via simulations performed using IEEE 802.11.
We subsequently use the analytical results to derive the total net-
work capacity with TCP traffic for such ad-hoc networks. Since
the capacity definition for TCP traffic is not immediately appar-
ent, we define the network’s TCP-centric capacity as the total
(cumulative) goodput achieved by all TCP sessions. We then
consider the impact of the transmission range  on this capac-
ity in two different scenarios. In the first scenario, we assume
that the number of TCP sessions, as well as the number of nodes
are fixed. We then vary the total area ( of the wireless net-
work (implicitly varying the node density) and then observe how
the cumulative goodput varies with changes in the transmission
range of individual nodes. In the second scenario, we assume
that the network is dispersed over a fixed area ( and that the
number of TCP sessions is proportional to the total number of
network nodes. Our analysis shows, that in contrast to earlier
studies based on maximal link-layer throughput, the throughput
of the individual TCP is  
*)+
	 and the total network goodput
is ,.-/ 	 for moderate link error rates. We also use simulation
studies with 802.11-based multi-hop wireless networks to quan-
titatively explore the validity of our analysis.
II. RELATED WORK
It is widely recognized that network capacity is a major con-
straint in the effective deployment of multi-hop wireless net-
works. In networks where nodes use the same physical chan-
nel, the transmission range of individual nodes is a key deter-
minant of capacity, since it effectively determines the extent of
spatial reuse possible. [2] demonstrated that, under random ses-
sion paths, the capacity of each individual session would de-
grade as
10


*2 with an increase in  the number of nodes,
while the total network capacity would grow as




	
. More-
over, [2] also showed how an ideal MAC protocol could be de-
signed to provide each node at least




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	 of the max-
imal channel capacity. [9] considered the design of an opti-
mal MAC layer to maximize the total utilization of the shared
channel over all the nodes in a multi-hop network. [1] consid-
ered how the IEEE 802.11 MAC algorithm performed relative to
these bounds, and also showed that if the traffic patterns showed
appropriate stochastic locality (more accurately, if the probabil-
ity of the session distance decayed faster than 465"7 ), then the
ideal throughput per session would remain a constant. These
studies, however, consider idealized sources that are capable of
injecting packets whenever permitted by the MAC layer. In par-
ticular, they do not consider the use of TCP traffic and the im-
pact of transmission errors in the link layer on the maximal link
utilization by such TCP sources.
Studies on energy-efficient communication for wireless net-
works typically focus on the routing problem alone: they are
concerned solely with maximizing some measure of the total
transmission energy or minimizing some function of the battery
drainage. For example, [8] adapts Dijkstra’s minimum cost path
selection algorithm to find minimum total energy paths, by set-
ting the link cost to the associated transmission energy. Such
energy-efficient routing protocols assume that, when the phys-
ical distance of a hop is smaller, the wireless nodes are able to
appropriately reduce their transmission power. Similarly, newer
routing algorithms (e.g, [10]) seek to reduce a long-distance hop
into a series of short-distance ones, thereby minimizing the to-
tal power usage. Battery-aware routing protocols ([11], [12])
often consider the residual energy level of the node’s battery
as a metric, and hence attempt to form routes using potentially
less-drained nodes. Such studies do not however analyze how
the selection of such energy-efficient paths impact other met-
rics such as session throughput: since modification of the trans-
mission range implies modification of the session throughput,
such power-conscious routing algorithms implicitly affect the
network capacity.
The performance of TCP congestion avoidance under vary-
ing loss rates and RTT has been extensively analyzed in litera-
ture (e.g. [5], [6], [7]), especially for point-to-point links. For
moderate to low loss rates, the TCP throughput varies inversely
as the square-root of the loss probability. The interaction of
TCP performance with the contention-based MAC scheduling
in multi-access media is less clearly understood.
III. ENERGY EFFICIENCY AND TRANSMISSION RANGE
We consider a scenario where the transmitter radios are capa-
ble of dynamically altering their transmission power, based on
the transmission distance. We first focus solely on the commu-
nication cost, and then show how the energy budget is changed
substantially if we additionally consider the computing cost.
We also assume the use of omni-directional antenna; accord-
ingly, if the maximum distance for acceptable reception is  ,
it follows that the coverage area for reliable reception is 89:7 .
Since the power attenuation with distance 4 is usually propor-
tional to 4<;>=@? ABﬀ , it follows that the optimal transmission
power needed to communicate over a radial distance  is pro-
portional to  ; . Accordingly, an energy-efficient transmission
scheme will ensure that the transmission energy over a single
hop (or link), C<D 	 , of distance  is:
C<D
	
81
; (1)
Given the above relationship between the optimal transmis-
sion energy and the total transmission distance, it is easy to see
that the total energy associated with a single transmission event
actually decreases if a hop is sub-divided into multiple smaller
ones: clearly, if 4
FE
4
7
G4 , then 4<;

E
4<;
7IH
4<; if K JBﬀ .
Energy-efficient routing protocols thus usually seek to transmit
a packet between a source K and a destination 4 using mul-
tiple short-distance hops, as opposed to a smaller number of
long-distance hops. Indeed, minimum total-energy routing al-
gorithms, such as [8], result in the formation of routes with a
large number of short-range hops. This intuition is, however,
misleading: the formulation neglects the fact that an increase in
the hop-count leads to an increase in the packet error rate over
the entire path, and thereby increases the likelihood of retrans-
missions and thus decreasing the session throughput.
Analysis in [4] shows that, in the absence of reliable link
layers (or what is called the end-to-end retransmission or EER
model), the actual effective energy per reliably transmitted
packet over a LNM6OQPR$ path (with nodes indexed as TSVUXWYWXWZUL
E
S
	 ) is given by:
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where $
f`i fj

indicates the packet error rate of the n
^`o
hop (be-
tween nodes n and n
E
S ). On the other hand, if the number
of permitted retransmissions on each link is unbounded (hence,
each link ensures accurate delivery to the next hop), the total ef-
fective energy per packet (in the so called hop-by-hop or HHR
model) is given by:
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Analysis of the expression for the EER mode shows that, even
if all the links have identical error rates, there is an optimal value
for the number of hops associated with a specific transmission
path. If the number of hops is smaller, the energy budget is
dominated by the larger transmission energies needed to trans-
mit over larger distances; if the number of hops is larger, it is
the overhead associated with retransmissions that negates the
energy gains associated with smaller individual hops. In con-
trast, if each link is allowed potentially unlimited number of
retransmission attempts, the total effective energy always de-
creases with increasing L .
A. Transmission Energy Efficiency and Transmission Range
Before proceeding further, it is necessary to extend the analy-
sis of effective transmission energy mentioned above. To apply
our insights quantitatively to technologies, such as IEEE 802.11,
we need to analyze the case where each link has an upper bound
on the maximum number of retransmission attempts. This bound
is a practical necessity to avoid abnormally large latencies and
buffer overflows at the link layer. We assume that each link layer
is permitted a total of t6uFv transmissions; clearly, such a restric-
tion resurrects the possibility of end-to-end retransmissions in
the case of forwarding failure at an intermediate link. Also, for
analytical ease, we assume that all links have the same packet
error rate $ and the same transmission energy C .
Due to the considerably more involved nature of the calcula-
tions for effective energy in this case, we relegate the complete
mathematical analysis to the Appendix, mentioning only the rel-
evant features here.
Result 1: If each link has a transmission packet error rate $ ,
then the conditional expected number of distinct transmissions,
given the successful forwarding over the link, is given by:
% w
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S
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and the expected number of distinct transmissions, given the
failure of the link forwarding process is given by:
%*
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1tsuFv]W
Result 2: In case of an end-to-end failure in reliable packet
delivery (one of the L intermediate links failed to reliably for-
ward the packet), the total number of expected distinct transmis-
sions is given by:
%
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where s9$ {
b~}
. Similarly, if the packet was indeed success-
fully forwarded to the destination node, the total number of ex-
pected distinct transmissions is:
%
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w
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_3_x (5)
By combining the above two results with the fact that the
probability of successful packet end-to-end delivery is given by
TSM6
	
e
(where :$
{
b~} ), we can finally derive the following
result:
Result 3: The total effective number of distinct packet trans-
missions needed for reliable packet delivery is given by:
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Since % is really a function of LU$ and tsuFv , we rep-
resent this result generically as %z`LUD$
Uat6uFv 	 . We defer the
quantitative comparisons of our analytical expression with sim-
ulation results to the next sub-section and, instead, focus on
the expected qualitative behavior. Clearly, in the limited-
retransmission case, there is an optimal value for L , the number
of hops: if L becomes too large, then the probability of an end-
to-end error becomes non-negligible and the consequent effects
of end-to-end retransmissions begin to dominate the energy bud-
get. In fact, the approximate value of this optimal value can be
obtained by realizing that, from the standpoint of energy con-
sumption alone, a link with a packet error rate of $ and a trans-
mission bound of t6uFv is essentially equivalent to a link with
no retransmissions but a link packet error rate of $ {
b~}
. (This is
not completely accurate when we consider the effects on proto-
cols at higher layers; for example, link-layer retransmissions are
likely to result in greater variation in the forwarding latency and
hence, the possibility of spurious TCP-layer timeouts.) Accord-
ingly, using the analysis in [4], the optimal value of L is, to a
good approximation, given by 5  3

5
#Y
a

.
For a generalized ad-hoc network, it is now easy to see the
connection between the transmission radius and effective en-
ergy. If we assume that the average distance between the end-
points of a session is 

, then a transmission range of  implies
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Fig. 1. Communication Energy versus Number of Hops (TxThresh = 1)
that the average number of hops, L is given by |

ﬂq  , or to a good
approximation by


ﬂ
. Accordingly, with a link layer bound of
t6uv on the number of retransmissions, equation (6) shows that
the effective energy efficiency of the ad-hoc network is given by
(ignoring proportionality constants):
C
^`_a^`bRc
G
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
UD$
UtsuFvQ¢ (7)
Clearly, as long as the decrease in  in the expression (7) dom-
inates over the corresponding increase in %£TW 	 , the energy con-
sumption per byte decreases. Beyond the optimal value for  ,
the decrease in the energy spent in any single transmission ac-
tivity is negated by the larger increase in %£TW 	 . From an energy
efficiency perspective, there is an optimal value to the radius of
acceptable reception quality  in an ad-hoc network; decreasing
the transmission range below this optimal value does not lead to
greater energy savings.
A.1 Applicability to the 802.11 Environment
We applied this analytical model to the 802.11-specific envi-
ronment, using the 802.11 implementation in the ns-2 simulator.
For our simulations, the distance between the source and desti-
nation was kept at ¤¥V¦ meters, while the transmission range was
varied between `§¦¨UR¤¦V¦ 	 meters; L was thus varied from ﬀ to
ﬀª© . The energy associated with each transmission was assumed
to be (ignoring proportionality constants) given by C«8¬:7 ;
the simulations were run for both uncorrelated (i.e., i.i.d) and
correlated error models. For the results plotted here, we set the
transmission power for a distance of 250 meters to 0.03346 W,
and then computed the corresponding power for other transmis-
sion distances by appropriate scaling (proportional to the square
of the distance).
The communication energy efficiency (the effective transmis-
sion energy per packet) was computed by determining the to-
tal transmission energy spent in transferring a 10 MB-sized file
using a TCP flow from the source to the destination. Since the
number of packets transferred reliably by TCP is the same for all
simulations, the total communication energy consumption is a
direct indicator of the transmission energy efficiency. The num-
ber of hops L was varied by simply inserting the corresponding
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number of intermediate nodes between the source and destina-
tion. The total energy consumption is clearly a function of the
maximum number of retransmissions supported at each link (the
TxThresh parameter in ns-2). We present results here for Tx-
Thresh equal to 1 and 4; the corresponding value of tsuFv (see
Equation (7)) was thus ﬀ and ¥ respectively. We simulate the en-
ergy efficiency for TCP file transfer using two standard models
for the link error: a) the two-state Markov-modulated channel
model with correlated errors and b) the independent identically
distributed (i.i.d) model with independent and identically dis-
tributed bit error rates.
Figure 1 plots the simulated total transmission energy con-
sumption, under the i.i.d model, as L varies between 2 and 23
for two different values of $ , ¦¨WhS and ¦¨W¯ﬀ , and TxThresh equal
to 1. The figure also includes the energy efficiency values (with
appropriate scaling) predicted by Equation (7). We can see that
the theoretical model, while an accurate reflector of the over-
all trend, underestimates the energy consumption, especially for
larger values of L . This is to be expected, since our analyti-
cal formulation does not include the energy spent in the 802.11
signaling (such as RTS/CTS/ACK packets), as well as the en-
ergy wastage in potential MAC layer collisions (which can be
expected to occur more often for higher values of L ). It is easy
to see that, when the link layer permits only one retransmission,
the optimal value of L (from simulations) is larger than ﬀ§ for
$I¬¦¨WhS ; even when the error rate is fairly large ($>°¦¨W¯ﬀ ),
the optimal number of hops is approximately 15. The number
of TCP level retransmissions for the two cases have also been
plotted in Figure 2; as expected, the number of source-initiated
retransmissions needed increases with increasing L .
To further study the impact of link-layer retransmissions, we
also studied the total energy consumption with TxThresh equal
to 4 and three link error rates:
a) The two-state Markov model where the average sojourn
times in the Good and Bad states were 1.0 and 0.3 ms respec-
tively.
b) The two-state Markov model where the average sojourn
times in the Good and Bad state were identical and equal to 1.0
ms.
c) The i.i.d model with $ set to ¦¨W¯¥ (a very high value).
Figure 3 plots these simulation results for the total transmission
energy with TxThresh ±© ; it is again seen that under all these
operating conditions, the transmission energy consumption de-
creases as long as L is increased over any realistic range.
B. Total Energy Efficiency
The discussion and results of the previous section show that
a larger number of hops, or equivalently a smaller transmission
range, typically always increases the energy efficiency. This ar-
gument is, however, misleading, since this formulation ignores
the computing energy– any node engaged in packet transmis-
sions also expends ambient energy in addition to that consumed
by the radio interface. In particular, we shall see in the next
section that an increase in L typically leads to a corresponding
drop in the TCP goodput, even if the physical distance between
the source and destination nodes is unchanged. Hence, while the
transmission energy efficiency may indeed increase with L , the
resultant loss in throughput implies that the transfer of a fixed
number of bytes will take a longer time. Since the total comput-
ing energy can be assumed to be proportional to the total activity
duration, it should be clear that this cost will only increase with
L .
To formally explore this concept, we repeated the energy-
related simulations, taking care to measure the total time taken
by TCP to reliably transfer the entire 10 MB file. If we then as-
sume then

b is the ambient or standby power spent by each
node during the lifetime of the session, the computing en-
ergy expenditure over all the L nodes is equal to

b
y²L³y
simulation duration. Accordingly, the total energy consumption
is now given by:
C
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Figure 4 plots the variation in this total energy with chang-
ing L for the experiments using the two-state error model with
Good and Bad sojourn times of 1.0 msec and 0.3 msec respec-
tively (TxThresh=4). Similarly, Figure 5 plots the total energy
consumption versus the number of hops for the two-state error
model with Good and Bad sojourn times of 1.0 msec and 0.3
msec respectively (TxThresh = 1), and the i.i.d error model with
$m´¦¨WhS (TxThresh = 1). These results correspond to a choice of

b
G¦¨W ¦V¦V© W.
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It is easy to see that, when the total energy is considered,
both graphs show minimum energy consumption for realisti-
cally small values of L . For example, if we consider only
the transmission energy, the optimal value of L was certainly
greater than 23 for the i.i.d channel with an error rate of 0.1.
However, when the total energy consumption is considered, it is
clear that increasing the number of hops beyond ¼9S¦½MS¸ﬀ hops
will prove to be disadvantageous. (In our simulated environ-
ment, an optimal hop count of Sﬀ corresponds to a transmission
range of ¼¾F¥ meters.) Our studies thus clearly show that any
adjustments to the transmission range to improve the network
capacity (which we shall define appropriately in the section V)
must consider the potential effect on the energy efficiency of the
resulting network. If the transmission range is decreased such
that the average number of hops traversed by a session increases
beyond ¼NSX¦M¿S¸¥ , then any increase in network capacity comes
only at the expense of lower energy efficiency.
IV. MAXIMUM THROUGHPUT OF A SINGLE TCP SESSION
After analyzing the energy-related metrics of an ad-hoc net-
work, we now consider the impact of the transmission range on
the throughput achieved by an idealized TCP session. In this
section, we assume the absence of any cross-traffic from other
sessions; the path for the session of interest is thus simply a
node-chain. Analysis in [1] showed that, for such a chain topol-
ogy (where the nodes could interfere with their one and two-
hop neighbors), the maximum ideal capacity is À Á ; with 802.11
MAC-based scheduling, the maximum obtained throughput is
usually around
À Â
. To achieve such an ideal throughput, the
MAC layer must be the only bottleneck; in contrast to these
analyses, we consider a persistent flow subject to the dynam-
ics of TCP flow control. The throughput of a persistent TCP
flow depends on the range of the magnitude of the error rates
and the buffer capacity available at intermediate nodes.
If the TCP losses occur primarily due to link errors, and if
buffer overflow is a fairly rare event, then the throughput of a
TCP connection as a function of $ and &%'% is given by the
well-known square-root formula:
Ã
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where &%'% equals the round-trip delay, $ equals the effective
error rate, Æ9KÈK indicates the packet size (in bytes) and where
Ä
is an implementation-specific constant. (For example,
Ä
is
¼

ﬀ for TCP without delayed acknowledgments and ¼NS with
delayed acknowledgments.) The above equation holds as long
as $ does not become very greater than ¼ÉS¸¥zMŁﬀ¦ËÊ for most
TCP versions; larger values of $ lead to undesirable transients
such as retransmission timeouts and a sharper drop in the TCP
throughput.
On the other hand, if TCP losses occur primarily due to buffer
overflows, the dynamics of the connection becomes much harder
to analyze in the presence of multiple hops. In such a situation,
the .%% is dominated by the various queuing delays; however,
in general, the throughput of the TCP flow decreases with an
increase in the RTT.
For practical ad-hoc topologies, the propagation delays are
usually small–consequently, the &%'% is dominated by the queu-
ing and transmission delays. Assuming that nodes are homoge-
neous, the &%'% is thus directly proportional to L , the num-
ber of hops, since each additional hop introduces queuing and
transmission delays. If the error probability of each link is a
constant $ , the end-to-end error probability is given exactly by
S½MTSÈM²$
	
e
; if LÌy"$
H@H
S , the end-to-end packet error rate is
then approximately LŁy$ . Accordingly, for ad-hoc networks op-
erating under relatively small end-to-end packet error rates (say,
less than ¼NSX¦ËÊ ), the maximal throughput of a TCP connection
should behave as the following function of L :
Ã
8
S
Ly

L
8
S
L
)
+
W (9)
However, if the error rates are so low that the TCP flow almost
never halves its window in response to a link loss, it should be
clear that the throughput becomes independent of the link er-
ror probabilities. In such a case, since .%%Í8ÎL , the TCP
throughput will vary as:
Ã
8
S
L
(10)
For a fixed mean distance 
 (in absolute units) between the
end-points of an ad-hoc session, the average number of hops, L ,
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as a function of the transmission range  is given by L±Ð

ﬂ
.
Accordingly, the maximum throughput of a persistent TCP flow
will vary 8 )+ if the flow is link-loss controlled, and 8 if
the flow is buffer-loss controlled. Of course, the above equa-
tions hold good only when Ã is less than the theoretical goodput
of the chain topology. For example, in a linear topology with
ideal MAC scheduling and interference radius equal to the ac-
ceptable reception radius, the dynamics of TCP flow control act
as the primary flow capacity constraint as long as Ã´Ñ
À Ò
. If
the inequality does not hold, then the session throughput is con-
strained, not by TCP dynamics, but by the interference at the
MAC layer among simultaneous transmissions by neighboring
nodes.
A. Applicability to the 802.11 Environment
To study the variation of TCP session throughput with the
number of hops in the 802.11 environment, we performed sim-
ulations with our chain topology. As before, the distance be-
tween the session end-points was kept constant– the number of
intermediate hops was varied by varying the transmission range.
Moreover, we plotted ÓhÔVÕ| Ã 	 against ÓÔÕ|DL 	 ; in this case, the
slope of the resultant curve determines the exponent in the rela-
tionship between Ã and L .
Figure 6 plots the TCP throughput (in terms of packets/sec
for an MSS of 512 bytes) against L on a logarithmic scale
when the link error rate is very small (0.001) and TxThresh=1;
in this case, the resultant end-to-end loss rate is negligible and
TCP is primarily buffer controlled. The slope of the curve is
¼M@S , indicating fairly good agreement with our analysis. On
the other hand, Figure 7 plots the TCP throughput (again in units
of packet/sec for 512 byte packets) against L for $Öº¦QWS and
TxThresh=1. In this case, the resultant error rate is moderately
high; the slope of the curve is around M@SVW×¤ in this case, which
indicates fairly close agreement with our theoretical analysis.
The results on the TCP throughput in such multi-hop net-
works are important from the capacity analysis standpoint.
The results show that for TCP-controlled traffic, decreasing
the transmission range actually penalizes the maximum ses-
sion throughput, since the consequent increase in the number of
hops increases both the .%% and the end-to-end loss rate. As
we shall see in the next section, this phenomenon impacts the
amount of TCP traffic that such a multi-hop, wireless network
may be expected to carry.
V. TCP-BASED AD-HOC NETWORK CAPACITY
Having studied both the energy-efficiency and the individual
TCP session behavior with varying  , we now focus on the
total capacity of the ad-hoc network. Most literature defines
the network capacity :u$ as the the total “one-hop throughput”
or the “bit-distance product”– fundamentally speaking, this is a
weighted sum of all the session throughputs, with the weight of
each session equal to the distance (or the number of hops) over
which it passes.
From a theoretical perspective, if the transmission (and inter-
ference) range of the ad-hoc nodes are  , then a node trans-
mitting packets at the channel capacity  effectively prohibits
any transmission activity for all nodes within the coverage area,
which is 8>:7 . Accordingly, if the area of the ad-hoc network
is ( , and the transmission and interference radii are both  ,
the maximal ideal capacity of the ad-hoc network is À
!aØ
Ù
!ﬂ
+
. In
a more generic context, where reception and interference radii
are not necessarily identical, the maximal network capacity :u$
is 8
Ø
ﬂ
+
. In general, we would thus expect the maximal
ideal throughput to increase quadratically with a reduction in
the transmission radius.
Since a greedy TCP flow (where Ú~Û'*Ü is the only constraint
for packet generation at the transport layer) cannot avail of the
maximal capacity, the concept of maximal TCP throughput and
network capacity becomes trickier. It is also apparent that at-
tempting to attain ¼ÝS¦V¦FÊ link utilization by pumping up the
number of parallel TCP sessions is also not feasible, especially
in wireless networks where the buffer capacity on individual
nodes is fairly limited. We thus study the expected throughput
dynamics for two different, but interesting, operational scenar-
ios.
A. The Fixed Session, Variable Area Framework
We now attempt to formalize the notion of capacity in this
scenario (fixed session, variable area). We recall from the previ-
ous section on capacity of a single TCP session that for a fixed
mean distance 
 (in absolute units) between the end-points of
an ad-hoc session, the average number of hops, L , as a function
of the transmission range  is given by LÞß

ﬂ
. For the link
layer, the number of simultaneous active sessions decrease with
increasing range  . On an average,
:u$m8
(

7
(11)
Now, for a fixed number of TCP sessions, capacity is propor-
tional to TCP throughput (as long as the MAC layer bounds are
not violated), i.e.,
:u$m8
S
0


ﬂ
2
)
+
(12)
If  is very small, the average degree of connectivity of the
graph is fairly small. The resultant sub-optimal paths imply
that each packet has to travel a large number of hops ( L ) to
reach to the destination. Accordingly, the TCP session through-
put decreases with decreasing  , if  is below a certain value.
Therefore the sum of the throughputs (over the fixed number of
sessions) becomes smaller. On the other hand, if  is larger
than a certain value, then the resultant MAC-layer channel in-
terference and collisions limit the capacity of the TCP sessions.
In this range of  , the TCP sessions are prevented from better
exploiting the network by the larger delays caused due to colli-
sions and backoffs at the MAC layer, hence, the TCP through-
put (that decreases with increasing L ) for each session is small.
We can thus expect an optimal value of  . To the right of this
value (larger  ), the network is MAC-layer constrained, with
the channel interference dominating the throughput; to the left
of this value (smaller  ), the network is TCP-layer constrained
(Equation 12), with the TCP sessions unable to pump enough
packets into the network.
Accordingly, it follows that for  smaller than this optimal
value, the network capacity will degrade in proportion to the
TCP throughput degradation ( 89 )+ from Equation 9), if $ lies
within a sensible operating range. To the right of this optimal
value, the resultant throughput is determined by the compet-
ing effects of higher TCP-layer throughput (lower loss rates due
to smaller L ) and greater MAC contention. Thus, from Equa-
tion 12 and Equation 11, we would expect the ‘capacity’ in this
range to vary as:
:u$m8
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Figure 8, Figure 9 and Figure 10 show results for capacity as
transmission range  is varied. In these simulations, 50 nodes
were randomly distributed in a square grid area. 25 TCP con-
nections were chosen randomly and every node was either a
TCP source or a TCP destination, but not both. All our simu-
lations with random topologies use DSR for computing the ses-
sion paths; in the absence of mobility, the choice of paths (and
consequent network performance) is expected to be independent
of the choice of a specific ad-hoc routing protocol.
In Figure 8 we plot the capacity versus  for an error-free
channel model and a square grid of 500m â 500m. We see that
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the optimal value of  (from a capacity standpoint) is ¼1§F¥äMl©F¦
meters.
In Figure 9, we have plotted TCP goodput versus the trans-
mission range for various link Packet Error Rates (PER) (for a
constant 500m â 500m grid) under the IID error model. We
see that as PER increases, the TCP goodput decreases and the
the optimal transmission range (i.e., the range corresponding to
maximum TCP goodput) increases. This can be explained by
observing that a larger packet error rate implies a faster degra-
dation in TCP throughput with the number of hops in a path.
Thus, a value of  that is optimal for smaller $ will prove sub-
optimal for larger $ . As  is increased, the average value of L ,
and hence Ly]$ , the end-to-end error rate, decreases leading to
more aggressive behavior. Of course, the resultant increase in
the optimal value of  cannot be very large, since a larger 
also implies greater delays and interference at the MAC layer.
It is also interesting to see what happens if the total area ( of
the wireless, multi-hop network is increased without varying the
total number of nodes  or the transmission range  . If å is the
node density, then clearly (Ì
 æ
. Further, for networks where
the source and destination are chosen at random, the average
distance of a session, 

is clearly 8I( -+ . If the transmission
radius  is chosen to be greater than the optimal value, then
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Equation 13 shows that the total ‘TCP capacity’ is given by:
:u$m8
 -
/

-
+
å
-
/
(14)
Thus, in the fixed session, variable area and constant range
framework, the capacity of the system is inverse in proportion to
åÈ-
/
, or proportional to (s-/ . In networks where the radio ranges
cannot be adjusted, one must thus guard against packing too
many nodes into too small an area.
In Figure 10, we plot the system capacity versus the trans-
mission range for varying node densities by changing the area
(300m â 300m, 500m â 500m, 700m â 700m). The simulation is
done for an error-free channel (i.e, PER = 0). It is seen from the
plot that for a fixed transmission range, the capacity decreases
with an increase in the density.
B. The Variable Sessions, Fixed Area Framework
In contrast to the assumptions of the previous section, now
consider an operational mode where the coverage area, ( , of
the ad-hoc network is fixed. Further, the number of simultane-
ously active TCP sessions in the network, denoted by % , is di-
rectly proportional to  , the total number of ad-hoc nodes. Thus.
mathematically
%GŁçèyU (15)
where ç indicates the probability that any given node is engaged
in a TCP-based transfer at any instant.
This formulation is a useful model for understanding network
dynamics under certain very practical situations. Consider, for
example, the problem of covering a geographic area with a cer-
tain number of sensor (say thermal sensor) nodes. Each node is
autonomously programmed to periodically activate itself, mon-
itor the temperature and communicate it to a central authority.
Thus, if the communication process happens for S¸¥ minutes ev-
ery hour, we have a model where the number of active sessions
is Á
^`o
of the total number of nodes  . The network designer
would clearly be interested in evaluating how his choice of the
nodal density (how closely to place the wireless nodes), denoted
by å , affects the achievable network capacity.
To study the dependence of total capacity on å , we make the
fundamental assumption that a larger å leads to a smaller trans-
mission range  . In well-designed networks, the choice of  is
actually based on the need to keep the average degree of each
node, defined as the number of one-hop neighbors, moderately
high; in fact, classical results [13] state that the optimal num-
ber of one-hop neighbors is ¼9¾ . As å increases, a node is able
to find one-hop neighbors within a smaller radial distance, and
consequently, can lower its transmission radius.
Then, since each TCP session, by our previous section, has
Ã
8 either é
ﬂ

lê
)
+
(for moderate values of $ ) or 8é
ﬂ

qê (for low
values of $ ), it follows that the total capacity utilized by the ad-
hoc network is then:
:uX$ 8 çyå@yq(y ¡


¢
)
+
for moderate $
8 çyå@yq(y
¡


¢
for very low $ (16)
We thus consider a fixed area ( and progressively increase ad-
hoc node density å . Since the optimal transmission radius (that
needed to maintain a constant nodal degree) decreases as the
square-root of the number of nodes, it is easy to see that node
density and the transmission radius are related as
ë8
S

å
By substituting this into equation (16), we finally get the ‘ca-
pacity’ of the TCP-based ad-hoc network as
:u$m8
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or,
:u$m8
çyå:yq(
å
-
+
y
½î
ì í
8
çyq(yå
-
+


-
+
U (18)
where Equation 17 holds for moderately low values of link error
rates, and Equation 18 holds for very low values of link error
rates.
To illustrate the validity of our conclusions, we ran simula-
tions where the area was kept constant and the number of nodes
was progressively increased. Figure 11 plots the TCP through-
put against the logarithm of the node density, for an operating
environment where the link packet error rate (i.i.d.) was only
¦¨W ¦V¦QS and TxThresh=1. The slope of the graph in this case is
¼ï¦QW ¾ , showing the applicability of Equation 18 to this case
(since the effective end-to-end error rate was very low).
It is interesting to contrast these results with those on the ide-
alized link capacity in [1], which showed that, under similar
operating conditions, the idealized link-layer network capacity
would increase as   å 	 . Clearly, the bursty nature of TCP
traffic (which prevents us from indiscriminately increasing the
total number of sessions), and the dependence of TCP session
throughput on the link error rate can prevent TCP-based data
traffic from achieving this ideal value.
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VI. CONCLUSION
In this paper, we focus on the theoretical performance of TCP
traffic over a multi-hop, wireless network where all links share
the same physical channel. Our analysis shows that it is often
difficult to simultaneously improve both the energy efficiency
and the session throughput. We studied how the transmission
energy efficiency decreases with an increase in the average num-
ber of hops for a session, and is a combined effect of smaller
energy for individual packet transmissions and larger retrans-
mission probabilities.
This improvement in energy efficiency, however, comes with
a cost: the TCP session goodput. We showed how the good-
put of an individual TCP flow decreases as either  
e
)+
	 , or as
]
e
	 , depending on the error rate of the link layer. Accord-
ingly, a decrease in the radio transmission range  implies that
a session takes longer to transfer a fixed quantity of data. When
the ambient computing energy is considered in tandem with the
communication costs, we show that a smaller  is beneficial
from an energy perspective only up to a certain limit. A de-
signer of such a multi-hop wireless network needs to consider
these energy-bandwidth tradeoffs while deciding on the node
density and radio transmission range.
Perhaps, most importantly, we show how the transport layer
(TCP) capacity of the network differs from the idealized link-
layer capacity. We consider two distinct operational modes and
show that, in either case, the capacity is typically decided by the
tradeoff between the maximum attainable throughput of a TCP
session and the interference effects at the MAC layer. When the
area of the network and the number of active sessions is fixed,
the capacity is a concave function of the transmission range.
On the other hand, if the number of active sessions scales lin-
early with the number of nodes, the effective TCP-layer capacity
varies between `.-/ 	 and `.-+ 	 , in contrast to the idealized
bound of , -+ 	 .
In future, we need to extend our analysis and simulation stud-
ies to mobile ad-hoc environments, since node mobility will
clearly impact both the energy consumption and the individ-
ual session goodput. Clearly, varying the transmission range
 directly affects the frequency of link breakages in such mo-
bile environments– since such breakages lead to both additional
routing overheads and packet losses, they affect both the energy
consumption and the overall goodput in non-trivial ways. More-
over, we also need to study the comparative performance of var-
ious ad-hoc routing protocols such as AODV, DSR and TORA,
which are expected to differ in terms of important performance
metrics such as the packet delivery ratio, the average forwarding
latency and the energy consumption.
APPENDIX
In this appendix, we derive the expression for the total num-
ber of packet transmissions necessary for reliable delivery of a
packet over an L hop path. The packet error rate for each hop is
$ and the maximum number of retransmissions at the link layer
is t6uFv .
Since reliable link forwarding fails only when all tsuFv trans-
missions fail, the unconditional probability of link packet trans-
mission failure, which we call  , is given by BÉ$ {
b~}
; the
corresponding probability of reliable link delivery (potentially
using between aSVUYWXWYWZUtsuFv 	 transmissions) is then SM¿ . Since
the total number of link transmissions, given that the link has
reliably forwarded the packet, is a truncated geometric distri-
bution with parameter $ , the conditional expected number of
transmissions, % w _3_3x , over a single link, is given by:
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Since link packet delivery fails only after exactly t6uFv transmis-
sions, the corresponding conditional number of transmissions,
given forwarding failure is:
%*
bZx
Gt6uv]W
Now since each link fails to forward the packet independently
with  , the unconditional probability of successful end-to-end
delivery (without another source retransmission) is given by
ñ·òªó·ó
ôTSMõ
	
e
, and the unconditional probability of un-
successful end-to-end delivery is given by
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Next, we determine the expected number of total packet trans-
missions (over all the links that attempted to transmit a packet),
%
^`_a^`bRc

bZx , given that the end-to-end forwarding attempt was unsuc-
cessful. Since a downstream node forwards packets only when
all the upstream nodes successfully transmitted the packet, it is
easy to see that the conditional probability that failure occurs at
the n
^`o
link is given by:
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If failure occurs at the n
^`o
link, the expected number of total
link-layer transmissions (over all the upstream nodes) is `nlM
S
	
y*% w
_3_x
E
%*
bZx
. Accordingly, the conditional mean number of
total link-layer transmissions during link failure is:
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On the other hand, if the packet has been successfully received
at the end-destination, it is clear that the total expected transmis-
sion energy is
%
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__3x
W (22)
Since each end-to-end transmission attempt (initiated at the
transport layer by the source) is independent of prior end-to-end
retransmissions, the total number of end-to-end transmissions
for reliable delivery is geometrically distributed with a mean
of 

5 øFù
Túhû
; hence, on average, the successful transmission of
a packet involves 

5 øFù
Túhû
MõS failed end-to-end transmissions,
followed by the final successful one. Accordingly, the total ef-
fective number of distinct packet transmissions is
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where %
^`_T^`b~c

bZx , %
^`_a^`bRc
w
_3_3x and


b
f
c are given by equations (22), (22)
and (20) respectively.
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