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For smaller organisms with faster breeding cycles, artiﬁcial selection can be used to create
sub-populations with different phenotypic traits. Genetic tests can be employed to identify
the causal markers for the phenotypes, as a precursor to engineering strains with a combi-
nation of traits.Traditional approaches involve analyzing crosses of inbred strains to test for
co-segregation with genetic markers. Here we take advantage of cheaper next generation
sequencing techniques to identify genetic signatures of adaptation to the selection con-
straints. Obtaining individual sequencing data is often unrealistic due to cost and sample
issues, so we focus on pooled genomic data. We explore a series of statistical tests for
selection using pooled case (under selection) and control populations. The tests generally
capture skews in the scaled frequency spectrum of alleles in a region, which are indica-
tive of a selective sweep. Extensive simulations are used to show that these approaches
work well for a wide range of population divergence times and strong selective pressures.
Control vs control simulations are used to determine an empirical False Positive Rate, and
regions under selection are determined using a 1% FPR level.We show that pooling does
not have a signiﬁcant impact on statistical power. The tests are also robust to reasonable
variations in several different parameters, including window size, base-calling error rate,
and sequencing coverage. We then demonstrate the viability (and the challenges) of one
of these methods in two independent Drosophila populations (Drosophila melanogaster )
bred under selection for hypoxia and accelerated development, respectively. Testing for
extreme hypoxia tolerance showed clear signals of selection, pointing to loci that are impor-
tant for hypoxia adaptation. Overall, we outline a strategy for ﬁnding regions under selection
using pooled sequences, then devise optimal tests for that strategy.The approaches show
promise for detecting selection, even several generations after ﬁxation of the beneﬁcial
allele has occurred.
Keywords: tests of selection, sequence pooling, case-control framework
1. INTRODUCTION
Laboratory selection methods have been used for centuries to
selectively breed organisms for desired phenotypes. The organ-
isms are bred under directional selective pressure to create a
stable, adaptedpopulationwith the desired phenotype. For smaller
organisms with faster breeding cycles, this approach can be used to
create many populations with different phenotypic traits. Genetic
tests can be employed to identify the causal markers for the phe-
notypes, as a precursor to engineering strains with a combination
of traits.
For sexually reproducing organisms, the typical approach
entails generating and crossing pure-bred strains from sub-
populations with different phenotype levels. Second (and higher)
generation crosses can be used to identify markers that co-
segregate with the phenotype. The approach is effective especially
with a sparse array of genetic markers. However, the generation
of crosses is often labor intensive, and the linked regions are large,
requiring additional genetic mapping effort to identify the causal
variation.
In recent years, deep sequencing technologies have been
increasingly available, making whole-genome sequencing feasi-
ble for small organisms. Even so, given the low quantities of
DNA in smaller organisms, it may not be feasible to individ-
ually sequence each organism. Even if feasible, cost constraints
often lead to a sacriﬁce in sample size or sequencing cover-
age, leading to a loss in statistical power. We consider the fol-
lowing experimental approach to identifying the genetic basis
of an adapted phenotype: (a) Separate a neutrally evolving
population into two sub-populations, and breed the two sub-
populations with (case) and without (control) directional selective
pressure; (b) sequence large pools of individuals from the two
sub-populations; and, (c) identify regions that show a genetic sig-
nature of selection relative to the control sub-population. While
step (a) is common to any forward genetics approach, steps (b)
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and (c) do not require labor-intensive crosses. Pooling allows
for sequencing to be done in a cost-effective manner. We show
below that, under certain regimes, the signal has higher resolu-
tion, reducing the additional effort needed to identify candidate
genes.
The genetic signature for laboratory selection is similar to that
of natural selection. Consider a trait such as adaptation to low
oxygen environment, or hypoxia. The population is bred in an
increasingly hypoxic environment, forcing it to gradually adapt. A
genetic variant that helps the individual survive will eventually
go to ﬁxation. Neighboring SNPs (in LD) also approach ﬁxa-
tion, leading to loss of genetic diversity, or a selective sweep, in a
region.Whenmultiple loci contribute to the adaptation, recombi-
nation events bring advantageous alleles together, and the adapted
population shows multiple unlinked regions under selection. Var-
ious tests of neutrality capture the loss of heterozygosity (as in
Tajima, 1989 or Fay and Wu, 2000), exact haplotype frequen-
cies (as in Fu and Li, 1993), and other departures from neutral
evolution as a test for selection. For recent selection events, the
region is characterized by extended haplotypes in high LD with
a core set of alleles (see Sabeti et al., 2002). However, all of these
approaches are designed to be used with individual haplotypes in
the population.
One common approach for testing for causal variations involve
analyzing an aggregate of individuals (see, for instance, Madsen
and Browning, 2009; Bhatia et al., 2010; Neale et al., 2011; Wu
et al., 2011). The feature that many of these algorithms look for
is a rise in frequency of a collection of rare alleles in the case
population. However, one of the implicit assumptions of these
approaches is that the entire population is fully mixing. Under
the setup described above, however, the exact opposite situation
arises – the populations are completely isolated. While it may be
possible to adapt the above statistics after accounting for this sub-
structure, we focus on a class of statistics that do not have any such
assumptions.
In this paper, we investigate tests of selection based not on the
departure from neutrality in the case population, but rather, on
direct comparisons of allele frequency spectra in the two pop-
ulations. Many of the tests can be applied to pooled genomic
data, where we only have allele frequencies at each location. By
analyzing the scaled allele frequency spectra of case and control
populations, we explain how the power of the proposed statistics
depends critically on the time since the bottleneck and selection
pressure; weworkwith a statistic that is robust over a large range of
times and pressures.We also investigate the power of the proposed
statistics on a number of parameters, including selection pres-
sure, mutation rate, and recombination rate, but also technology-
dependent ones like depth of sequencing and base-calling
error rate.
We apply these tests to existing experimental populations of
Drosophila melanogaster that have been adapted to (a) severe
hypoxia; and, (b) accelerated growth phenotype. In the ﬁrst case,
we identify a clear signature of selection that is signiﬁcant on a
genome-wide scale. In the second case, where the selection pres-
sure may not be as strong, the signals are also relatively weak.
Our results suggest that in many experimental populations of
interest, direct tests of selection provide an effective alternative
to cross-based analyses in identifying the genetic determinant of a
phenotype.
2. MATERIALS AND METHODS
Consider a mutation that confers selective advantage for a speciﬁc
phenotype (like hypoxia tolerance), and assume it lies in a region
with scaled mutation rate θ = 4Nμ. Here, μ is the mutation rate
per-base per generation, andN is the effective population size (see,
for example, Durrett, 2002). Under directional selective pressure
for the phenotype, the mutation is driven to ﬁxation. Neighboring
(linked) mutations are co-inherited and also go toward ﬁxation,
leading to an overall loss of diversity, captured by a lower value of
θ . Tests of neutrality often compare two different estimates of θ on
the same population that behave differently under departure from
neutrality. A signiﬁcant difference in the two measures is indica-
tive of non-neutral evolution, and possibly, selection. However,
the mutation rate μ can vary throughout the genome and might
confound estimates of the scaledmutation rate, evenwith normal-
ization. In addition, population-speciﬁc effects (such as a founder
population composed of siblings) may lead to false positives.
Instead, consider a case-control scenario in which identical
populations are split, and one population is subject to directional
selection. It is generally reasonable to assume that the mutation
rate μ is identical in the two populations in any speciﬁc region.
For any measure of θ , the log ratio statistic
S (1, 2) = log θ2
θ1
= log 4μN2
4μN1
= log N2
N1
(1)
computes the ratio of effective population sizes. A high value of
the statistic implies that N 1 N2, or that the region is under a
selective sweep in sub-population 1. While we could work with
difference estimates, the ratio has a direct interpretation as the
relative decrease in population size.
2.1. STATISTICS FOR DETECTING SELECTION
The LR-statistic depends upon estimates of θ . Many estimates
have been derived and will behave very differently under different
regimes of selection. Consider a population sample of size n and
assume that an outgroup is known making it possible to distin-
guish the derived allele. Let ξ i denote the fraction of sites with
exactly i derived alleles. A classical result due to Fu states that,
under a neutral model, E(ξ i)= θ /i (Fu, 1995). Deﬁne the scaled
frequency spectrum as:
θˆ i = iξi
Under neutral evolution, for any i, θˆ i is an unbiased estimator of
θ . Likewise, for any linear combination:
Exp
(
1∑
i ωi
∑
i
ωi θˆ i
)
= θ (2)
Achaz (2009) shows that many of the classical measures of θ are
variants of Equation 2 with appropriate weight functions ωi. For
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instance, we have
θW = 1an
∑
i
1
i θˆ i
(
ωi = 1i
)
(Watterson (1975))
θπ = 2n·(n−1)
∑
i (n − i) θˆ i (ωi = n − i) (Tajima (1989))
θf = 1n
∑
i θˆ i (ωi = 1) (Fu and Huai (2003))
θH = 2n·(n−1)
∑
i i θˆ i (ωi = i) (Fay andWu (2000))
All estimates toss out ﬁxed, derived mutations which are likely
to have occurred between the outgroup and the most recent com-
mon ancestor of the individuals in the pool. Note that each of these
estimators can be derived from the allele frequency spectrum, and
therefore, pooled data. A change in θˆ i between the case and control
population is indicative of selection. We label applications of the
θ estimates to the log ratio statistic (Equation 1) as Sπ , Sw, Sf, and
SH, respectively.
Another set of approaches would be based on measuring dif-
ferences in relative SNP frequencies in the two populations. For
instance, Hudson’s Fst is deﬁned as 1−πwithin/πbetween (Hudson
et al., 1992). As our hypothesis is directional (we have deﬁned
“case” and “control” populations), we can replace the πwithin term
from this equation with just the heterozygosity from the case pop-
ulation, creating a “directional” Fst. A ﬁnal approach is based on
the principle that selection would lead to a much longer ancestral
branch length in the cases, and thus, a signiﬁcant increase in ﬁxed
SNPs in the population. We can construct a 2× 2 contingency
table composed of counts of ﬁxed and polymorphic sites, in the
case and control populations. A one-sided Fisher exact test can be
used to test against the null hypothesis of no correlation between
the variables. Finally, we can also use one sample tests on the case
population, such as Tajima’s D (Tajima, 1989).Table 1 summarizes
all of the statistics used.
2.2. FORWARD SIMULATION
We built a simulator that captured aspects of the pooled, diploid
Drosophila populations described below. There are several differ-
ent parameters for this simulator.
Table 1 | List of statistics used.
List of statistics
Test Formula
Tajima’s D (one sample) θπ −θW√
e1 ·S+e2 ·S·(S−1)
Directional Fst 1 − πwithin, caseπbetween
Hudson’s Fst 1 − πwithinπbetween
Fisher exact test for abundance of ﬁxed case SNPs N/A
Sf(1,2) log (θL,2/θL,1)
SW(1,2) log(θW,2/θW,1)
Sπ (1,2) log (θπ ,2/θπ ,1)
SH(1,2) log (θH,2/θH,1)
The following contains the eight statistical tests of selection that were compared
with each other at high selective pressure.
In a typical laboratory setting, a small group of individuals is
used as a founder population. The simulator ﬁrst has to generate
this founder population before the application of selective pres-
sure. In otherwords, this is a forward simulator that can be thought
of as having three stages: (1) generation of a diverse founder pop-
ulation, (2) institution of a population bottleneck (to create the
founder individuals) and introduction of the beneﬁcial mutation,
and (3) population expansion, followed by application of selec-
tion pressure (see Figure A6 in Appendix overview). Within each
stage, a Wright-Fisher model with deﬁned population size and
time (in generations) is used. Parameters that are characteristic
of the species, such as the per-base mutation and recombination
rates, are set to be identical across all stages. With the Drosophila
studies and most of the simulations, the per-base mutation rate
(8.5× 10−4/bp) was taken from Watterson’s estimator applied to
the C1 population, while the per-base recombination rate was
taken from Fiston-Lavier et al. (2010) to be 1.892× 10−8/bp.
Since we do not know the genotypes or the relative differences
between the individuals that spawned the biological populations,
we simulate differences by generating a known “reference” hap-
lotype and setting 2000 individuals to have two copies of this
haplotype. As per coalescent theory, a neutrally evolving pop-
ulation of size 2000 will have a shared common ancestor after
approximately 4000 generations (Kingman, 1982). We thus ran
the simulator for 14000 generations to ensure that this criterion
is met. As a result, this process generates a population based on a
known reference, but each individual is sufﬁciently different from
the reference as well as other individuals in the population.
After this, a 54-haplotype founder population is taken from
the pool of genotypes. The beneﬁcial mutation is introduced into
exactly one of the founders, and the population is then immedi-
ately separated into two sets of 2000 individuals derived from these
founders.At this stage, the selective pressure is applied to one of the
sets, and the populations are allowed to evolve independently at
constant size, usually for 200 generations. As far as measuring sig-
nal,we need to capture regions large enough to accurately estimate
the true tree topology, yet small enough such that the signal is not
masked by recombinations. Fixed window sizes (generally 50 kbp)
are used for θ calculations, and the beneﬁcial mutation is located
exactly in the middle of these windows. The beneﬁcial mutation
is deﬁned by two parameters: selection coefﬁcient, s; and degree
of dominance, h. The relative ﬁtness of homozygous wild-type
individuals is 1, heterozygous individuals is 1+ hs, and homozy-
gous mutant individuals is 1+ s. s is generally variable, but h is
ﬁxed to be 0.5 in all trials. Parameters involved in the sequencing
stage include sequencing sample size (generally 200 individuals),
sequencing coverage (generally 70×), and base-calling error rates
(generally 1%). The default values are intended to be representa-
tive of typical experimental conditions, and as such, are derived
from the hypoxia dataset (see Methods). Each trial is repeated
500 times to get a more complete picture of the behavior of the
statistics.
2.3. PREPROCESSING
Assuming even a 1% sequencing error rate, it is unlikely that we
would be able to distinguish low frequency variants from sequenc-
ing errors at reasonable levels of coverage. Since under the null
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model, the SNP frequencieswould follow a similar distribution,we
tossed out all SNPs with a minor allele frequency of less than 10%
from consideration. In addition, this would lead to a potential gain
of power, asmanyof thede novomutationswould initially have fre-
quencies less than 10% (see Figure 1B). At least 10× read depth at
a site was required to have enough reasonable conﬁdence in its fre-
quency. In addition,when the selective pressures are high, it is com-
mon to see no SNPs with minor allelic frequencies ≥10%, leading
to θ estimates of 0. In order to take the log ratio, pseudocounts of
0.1 were added to both numerator and denominator.
With the application to Drosophila genotypes, it is possible
that the phenotype impacts the mutation rate. For instance, it has
been shown that temperature impacts mutation rate in Drosophila
(Muller, 1928). Particularly in the regime well after ﬁxation of
the beneﬁcial allele, we may see frequency spectrum differentials
(and thus, false positives) only because of differences in de novo
mutation counts. Under the assumption that the regions under
selection are relatively small compared to the whole genome, if
we take the genome as a whole, the effective population sizes of
both populations should be similar. Adding an additive correc-
tive factor, equivalent to log θ1/θ2 =μ1/μ2, where the θ values
are computed for the entire genome, thus cancels the effect of
mutation rate differences. In practice, this term was negligible for
H1/C1, H2/C1, A1/N1, and A2/N1 calculations (see the following
section for deﬁnitions).
2.4. DROSOPHILA DATASETS
We tested our method on two different sets of populations. In all
cases, we apply the tests on a sliding window across the genome to
FIGURE 1 | Power of different statistics as a function of time since
bottleneck. (A) Power versus time plots for multiple statistics given a ﬁxed
selection pressure (s =0.08). Statistics that weigh low frequency SNPs
more, such as SW, have a higher peak power, but decay faster. On the other
hand, statistics that weigh high-frequency SNPs more, such as SH, have a
lower peak power, but retain power for a longer timespan. Sf (black, equal
weights) and directional Fst (orange) both provide a reasonable compromise
between peak power and duration. (B)The inﬂuence of removing low minor
allelic frequency SNPs on the power of the Sf statistic. The black line
represents the power of the Sf statistic at s =0.08. Through tossing out low
frequency SNPs (MAF<10%, red curve and <20%, blue curve), we have a
buffer from moderate error rates. As we weigh intermediate frequency SNP
counts more, we have a slight gain of peak power, and this power is gained
prior to ﬁxation (as the extremely high-frequency SNPs are tossed out).
However, the counts are lower and thus, more susceptible to noise, so we
lose power over longer time spans. The red curve (10%) seems to provide a
reasonable compromise between time and duration of high power.
identify regions under selection. The ﬁrst involved populations of
ﬂies (D. melanogaster) originally reported in Zhou et al. (2007),
and the selective pressure is manifested in normally lethal hypoxic
(4%) environments. Starting from 27 isogenic lines, over a period
of 200 generations, the oxygen concentration was gradually low-
ered from 8 to 4%. The controls consisted of ﬂies originating from
the same initial population growing for 200 generations under
room air oxygen levels. Two biological replicates of both cases
[H1 and H2, collectively called HT (hypoxia-tolerant) ﬂies] and
controls (C1 and C2) were derived from the same initial 27 lines.
A stable population size of approximately 2000 ﬂies resulted in
each population, out of which 200 were pooled and sequenced
at approximately 70× coverage per population. Previous work
had indicated that this adaptation was genetic (or epigenetic) in
nature.
The second represented populations undergoing sustained
selection for accelerated development, and was described in Burke
et al. (2010). The cases consisted of ﬂies selected for an early
reproduction (9–10 days per generation, instead of normal 14 day
cycles). The cases (labeled as A1 and A2 here, collectively labeled
as AD (accelerated development) ﬂies) diverged from an ancestral
population for approximately 600 generations, while the con-
trol (labeled as N1 here) were derived from the same ancestors,
evolving for approximately 200 generations under 28 day cycles.
All populations were sequenced at approximately 20× coverage.
Although there was a high level of genetic concordance in replicate
case populations, the authors did not ﬁnd signatures of a classic
selective sweep in the populations.
Following Holt et al. (2009), in a pooled population, for each
SNP covered by r reads, the allelic frequency was estimated by a
ratio of quality scores qi of all bases spanning the SNP:
f =
∑r
i=1 qi · xi∑r
i=1 qi
(3)
where xi = 1 if read i has the derived allele. We used this approach
instead of other weighting schemes presented in Holt et al. for the
following reason: Let pi equal the probability that a called read is
accurate at a base. By deﬁnition, the quality score of a base-call is
qi ∝−ln(1− pi) ; pi (using the ﬁrst-order approximation for the
Maclaurin series). Then, the frequency of the derived allele can
thus be approximated as
Pr
(
derived allele|read is called correctly)
 #
{
correctly called reads with xi = 1
}
#
{
correctly called reads
} = ∑ri=1 pi · xi∑r
i=1 pi
In other words, the frequency is estimated by down-weighting the
contribution of allele calls for lower quality values.
We tested various metrics based on θ estimates on both real
and simulated data. For all trials, the input consists of variations
in two populations – one under positive selection and one under
no selective pressure. Signiﬁcant reductions in θ in the population
under positive selection compared to the control population are
viable candidates for further study.
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2.5. POWER AND SIGNIFICANCE COMPUTATIONS
The Type I error can be obtained by getting bounds on the tail
probabilities of the distribution of the statistic in a scenario of no-
selection. However, the distribution is not well understood, and is
not normal. A quantile-quantile plot (Figures A4C,D in Appen-
dix) suggests a strong deviation from the normal distribution for
both statistics. If the underlying distribution is normal, the quan-
tiles of the observed data would be linearly related to the quantiles
of the standard normal distribution. As can be seen, this is not the
case – the plots indicate fatter tails than expected. The Lilliefors test
for normality (Lilliefors, 1967) quantiﬁes the probabilities that any
of these distributions are normal asP< 2.2× 10−16. Therefore,we
use empirical cut-offs for the statistics. To accurately determine
Type I error, we use control vs control tests. In the simulations, we
can replace the case population with a population evolving sepa-
rately, but under identical conditions to the controls (for instance,
under no selective pressure). In this situation, any deviation that
appears to be signiﬁcant is a false positive caused by genetic drift.
To determine signiﬁcance, we use a threshold corresponding to
a 1% false positive rate from 500 control versus control simula-
tions (in other words, the signiﬁcance threshold was set at the ﬁfth
highest control vs control statistic value). For theDrosophila appli-
cations, we do not know the false positive rate, since there may be
an unknown selective pressure acting on what we consider to be
“controls”. In addition, some of the parameters we have assumed
for the simulations (for instance, uniform coverage) may not hold
throughout the genome.As a result,we utilize a biological replicate
of the controls (such as C2 above) to determine a 1% false discov-
ery rate (FDR) instead. To calculate this FDR, we calculate the
fractions provided by the complementary CDFs of our statistics,
applied across the genome for both control versus control and case
versus control studies. We set the threshold of signiﬁcance where
the ratio of these fractions is roughly 1%. For instance, for the
summed frequency statistic, a 1% FDR occurs when the threshold
is set at 4 in both hypoxia populations mentioned above.
3. RESULTS
3.1. POWER VERSUS TIME UNDER DIFFERENT MEASURES OF θ
To test the power of different statistics, we simulated case and con-
trol populations under ﬁxed, high selection pressure (s= 0.08),
and sampled n= 400 individuals from each (See Methods and
Figure A6 in Appendix). For each test, power was determined as
the fraction of cases with a test statistic more signiﬁcant than a
1% FDR level cut-off determined in control versus control sim-
ulations. As Figure 1A shows, the power for all methods is high
shortly after ﬁxation of the beneﬁcial mutation (at roughly t= 150
generations). However, if the populations are sampled at times
prior to ﬁxation (t< 150), or subsequent to it (t> 400), the dif-
ferent tests behave very differently. For example, Fst has relatively
high power prior to ﬁxation, but it decays subsequently, while SH
shows the opposite behavior. Sf shows at least 50% power over a
wide range of generations (250–300). Interestingly, by removing
sites with lowminor allele frequencies, there is a shift in the power
plot to earlier generations (Figure 1B).
To understand the reason for these trends, we plotted the mean
scaled allele frequencies (θˆ i) for the case and control populations
at t= 100,200,2000 generations after bottleneck (Figure 2). As
FIGURE 2 | SNP frequency spectrum analysis. Scaled allele frequencies
θˆ i = iξi of simulated cases and control populations at different times after
selection (s=0.08). Here, ξ i is the number of SNPs present in exactly i
haplotypes. The ideal statistic is one that weighs alleles to maximize the
separation between the blue and red line. (A) At t=100, individuals with
the beneﬁcial mutation start to dominate the population (leading to a rise of
high-frequency hitchhiking SNPs), but there is still a substantial fraction of
individuals without the beneﬁcial mutation. (B) At t=200, many alleles that
hitchhike with the beneﬁcial mutation are near ﬁxation, and the bulk of the
mutations are very high frequency. Thus, measures that gives less weight
to high-frequency alleles show high power. (C) At t=2000, drift and
recombination events decrease high-frequency alleles, while de novo
mutations increase lower frequency. Thus, measures that weigh lower
frequency alleles more rapidly lose power even with a clear signal between
case and control.
mentioned earlier, Achaz (2009) showed that θ measures can be
interpreted as linear combinations of these frequencies. A test of
selection would have the most power when the chosen weights
maximize the difference between the case and control popula-
tions. Under selective pressure, the lineage carrying the beneﬁcial
mutation expands rapidly, and we see an increase in intermediate
to high-frequency alleles in regions under selection (Figure 2A).
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However, the frequency spectra are generally too close to dis-
tinguish at this stage, though, and most tests do not have high
power. At ﬁxation (Figure 2B), we see an almost complete loss
of intermediate frequency SNPs. At this stage, the populations are
well separable, and nearly any weighting can distinguish the two
populations. Thus, most tests do well. However, as θπ and θW
weigh high-frequency alleles lower than lower frequencies, Sπ and
SW show higher power than Sf (equal weights) and SH (higher
weight for high-frequency SNPs). Subsequent to ﬁxation, with
t ∈ [500,2000] (Figure 2C), the high-frequency alleles drift to ﬁx-
ation. However,we start seeing a fair number of de novo mutations
at low frequencies. As a result, the best signal is obtained by meth-
ods that weigh low frequency alleles lower than high frequency
(Sf, SH).
Tajima’s D starts to lose power rapidly in the post-ﬁxation
regime. In addition, with this (or any other one sample test), we
lose the beneﬁt of a case-control setup, and we could lose power if
there are any founder-speciﬁc or region-speciﬁc anomalies, which
the simulator does not capture. The directional Fst generally per-
formed well over a large time interval. Recall that the diversity in
the case population is θπ whichweighs low frequency alleles higher
than high-frequency alleles. It is not surprising that its power rises
quickly, as the signal comes from differences between individual
SNP frequencies between two populations. We only need to see a
loss of diversity within a population (which occurs prior to ﬁx-
ation). As the intermediate frequency SNPs start to rise (around
1500 generations), power is maintained longer than Sπ due to
the large number of ﬁxed SNPs in cases that increase the diver-
sity between the case and control populations. However, in order
to accurately determine πbetween, we need a reasonably high sub-
set of SNPs to be sampled in both populations. In circumstances
where this may not be feasible (see below), this approach will be
underpowered.
Pooling reduces the cost of sequencing, but loses exact infor-
mation on haplotype frequencies. To test the corresponding loss
of power due to lack of haplotype information, we computed the
power of the Sf statistic on the underlying haplotypes and com-
pared it to the corresponding power of sampling at 70× coverage,
removing low frequency SNPs, and adding in 1% base-calling
errors. The results (Figure 1B) suggest that even thoughwe lose the
ability to tell the exact frequencies, pooling does not have much
impact on power. Assuming no sampling biases, the coverage is
high enough such that we can accurately estimate the summed
frequencies in a window. By removing SNPs with a minor allelic
frequency of less than 10%, we gain peak power (since most de
novo mutations in the cases get ﬁltered out, leading to higher sig-
nal), but lose power as time goes on (as the SNP counts in both
cases and controls becomemuch lower, and thus, aremore suscep-
tible to noise). An additional beneﬁt of ﬁltering out low frequency
SNPs is to dilute the impact of base-calling errors – due to the
preprocessing, reasonable base-calling error rates barely inﬂuence
the power.
Our results suggest that a variety of tests that use a case-control
setup dowell over different regimes of selection.Wework with rel-
atively high selection coefﬁcients (s= 0.08) in these simulations, as
it is often possible in model organism settings. By contrast, in nat-
urally evolving populations, the selective pressure is usually lower
and other tests might be better. We examine the impact of other
parameters on power using the Sf and Fst statistics as exemplars.
3.1.1. Selection coefﬁcient
According to coalescent theory, the time to the most recent com-
mon ancestor (MRCA) for a neutrally growing population with
N haplotypes is 2N generations (Kingman, 1982). Under the
assumption of a single beneﬁcial mutation with viability 1+ s,
the number of copies of the mutant allele will increase exponen-
tially until ﬁxation. Thus time to MRCA of a sample containing
mutant alleles is similar to a coalescent under an exponentially
growing populations, and scales as O(ln2Ns/s) (Campbell, 2007).
The power of the test for selection will increase up to this point,
as the separation between the two populations increases. Once
the majority of the case populations have reached ﬁxation (i.e.,
their MRCA is after the introduction of the beneﬁcial mutation),
however, de novo mutations subsequently reduce the power of the
test. Some intuition can be provided in Figure 2. At the time that
the beneﬁcial mutation is close to the MRCA, the tree has a long
main branch as lineages not carrying the mutation are less likely
to survive. All of the mutations on the same linkage block as the
beneﬁcialmutation fall on themainbranchof this tree andare con-
sequently near ﬁxation. Further, the branch lengths of the lineages
descending from the main branch are reduced. Thus, the allele
frequencies are dominated by sites having very low and very high
frequencies, andwe see relatively small numbers of sites with inter-
mediate frequencies (Figure 2B). Thus, any statistic that scores
the difference between the observed and expected (under neutral
selection) will be at peak power near this time. However, different
statisticsmeasure this skew in differentways, and reach peak power
at slightly different times. With further passage of time, more lin-
eages come out, and the main branch becomes shorter, and the
scaled frequency spectrum starts to match the neutral spectrum.
Consequently, the power of all statistics reduces (Figure 2C).
We tested how power of each selection pressure was impacted
by the number of generations that the populations were allowed
to diverge after the bottleneck (Figure 3). The time to maximum
power with the Sf statistic indeed scales according to ln2Ns/s
(Figure A1 in Appendix), but reasonable power is achieved at a
FIGURE 3 | Power versus time after bottleneck. Power is calculated using
a 1% false positive rate, as described in Section 2.5. Once a haplotype gets
ﬁxed in the population, the power increases rapidly for both statistics,
although with slightly more power using Fst than using Sf. As time
continues, though, the signal decays faster in Fst than in Sf, largely because
the controls vary more sharply as time progresses.
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large number of generations. In all cases, the power drops rapidly
at around N (2000) generations, disappearing at 2N generations.
Additional trials of the impacts of coverage, base-calling error rate,
founder population size, and sequencing sample size on Sf are
in Figure A2 in Appendix. Given our population setup, around
20× pooled coverage is sufﬁcient to achieve peak power. As men-
tioned earlier, the preprocessing provided tolerance to reasonable
base-calling error rate. The population sample size seems to have
minimal impact on power. The bottleneck has a fairly large impact,
in large part because the beneﬁcial mutation is introduced in
exactly one haplotype. Thus, a large bottleneck size corresponds
to a small initial frequency as well. Over 200 generations and rel-
atively small selection pressure, the beneﬁcial allele has not had
sufﬁcient time to ﬁx in the population.
3.2. WINDOW SIZE
For model organism studies, we intend on determining regions
under selection using a statistic on a slidingwindow of ﬁxed sizew.
The choice of w may be important in determining the signature of
selection. The overall per-window recombination rate (ρ′ = ρ·w)
and mutation rate (μ′ = ρ·μ) increase linearly with increasing
window size, directly inﬂuencing the power of the statistic.
Figure 4 plots, as contours, the power of Sf and Fst as a function
of ρ′ and μ′. In general, the power increases with an increase in
the mutation rate, as the selective sweep becomes easier to distin-
guish from genetic drift with a larger number of linkedmutations.
However, a very high mutation rate could create too many de novo
mutations thatmask the selection signature, leading to a reduction
in power. In a similar fashion, the power increases with decreasing
recombination rates, as recombination events increase the genetic
diversity in the region.
The mutation and recombination rates both depend on fac-
tors such as sequence complexity, but we can estimate the aver-
age per-base rates. For Drosophila, the per-base mutation rate
(8.5× 10−4/bp) was taken from Watterson’s estimator applied to
FIGURE 4 | Contour plot describing determination of window size.The
power of the (left) Sf and (right) Fst statistics for various combinations of
recombination rate (ρ ′ = ρ·w ) and mutation rate (μ′ =μ·w ). In both cases,
the selection pressure was 0.08 (strong), and thresholds were deﬁned by a
1% false positive rate, as described in Section 2.5. The black line represents
the range of possible values caused by varying the window size in
Drosophila. The black circle represents the 50-kbp window size ultimately
chosen, which shows high (≥95%) power for both Sf and Fst.
the C1 population (deﬁned in Materials and Methods), while the
per-base recombination rate was taken from Fiston-Lavier et al.
(2010) to be 1.892× 10−8/bp. If we treat the ratio of mutation
to recombination rate as constant (μ′/ρ′ =μ/ρ ≈ 44926), varying
the window size yields the black lines in these diagrams. Both sta-
tistics are robust to a wide range of window sizes. For w= 50 kbp
(shown by the black circle in Figure 4), we have more than 95%
power. As a result, we use 50 kbp windows in all trials.
3.3. APPLICATION TO DROSOPHILA DATA
As mentioned in the Methods section, the speciﬁc thresholds set
by the simulation may not be appropriate when dealing with
Drosophila data. In order to determine the extent of deviation
the experimental Drosophila populations, we estimated False Dis-
covery Rate using the two control populations C2 and C1. Com-
pared to the control versus control simulations (Figures A4A,B
in Appendix), Sf (C2, C1) has six times the variance of the sim-
ulated data (Var (Drosophila)= 0.234, Var (simulated)= 0.041).
As a result, we shifted the threshold for signiﬁcance up to 4 (which
corresponds to a 1% FDR for both Sf (H1, C1) and Sf (H2, C1)
compared to Sf (C2, C1)). Additionally, sampling issues in the
populations lead to many sites being undersampled. For example,
of all variant sites in C1, almost 2/3 have a coverage of less than
10× in C2 (Figure A5 in Appendix). There was no major bias for
any chromosome or large region, however. In this situation, for
a statistic like Fst, both numerator and denominator are signiﬁ-
cantly impacted by this coverage differential. The value of πwithin
is directly related to the number of variants that are adequately
sampled – if we assume that 2/3 of the average 50 kbp region has
less than 10× coverage, we are effectively calculating the proper-
ties of a 17-kbp region. If we toss out the C1 variants that are not
adequately covered in C2, the πbetween would be similarly under-
sampled. If we keep these sites, the πbetween calculation would
need to be corrected, and the correction is non-trivial to deﬁne.
Potentially, the net effect result is an underpowered statistic. Since
Sf had generally similar power over many regimes, we decided to
use Sf (with the global correction mentioned in the Methods) for
our tests.
As shown in Figure 5A, theHypoxia-tolerant (HT) ﬂies showed
strong, reproducible signals (see also Zhou et al., 2011). Sf (H1,C1)
showed 2,480,272 bps in regions under selection, concentrated on
the X and 3R chromosomes. The second hypoxia population, H2,
also showed signiﬁcant Sf (H2,C1) values in 2,035,013 bp. By con-
trast, Sf (C2,C1) (control to control) showed only 127,121 bps to
be signiﬁcant. Remarkably, a high fraction of the selected regions
(1,509,436 bps) were shared by both populations, and the SNPs
in the hypoxia-selected individuals were almost completely iden-
tical in these regions. Ninety-three percentage of the “ﬁxed” SNPs
were shared between H1 and H2 in the regions under selection,
compared to 78% genome-wide, a hypergeometric P-value of
3.3.12× 10−43. This strongly suggests the same selective sweeps
occurring in both populations. There were 24 common, distinct
regions containing 188 genes. Indeed, a large number of genes in
the selected region belonged to the Notch pathway, and additional
experiments validated the essential role of the pathway for hypoxia
tolerance (Zhou et al., 2011). It is likely that other experiments will
clarify the roles of other genes in the selected regions.
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FIGURE 5 | Comparison of Sf statistics in two different datasets.The
plots show the Sf statistic for two biological replicates of case (one in red,
the other ﬂipped, in green) versus control. The black lines (at 4 for the red
curve and −4 for the green curve) represent a threshold corresponding to a
1% FDR. (A)The Sf signal on the 3R chromosome shows strong
concordance between the two hypoxia-tolerant populations, H1 (red) and
H2 (green, ﬂipped). The control in both cases is the C1 population. This
implies that the same series of selective sweeps has occurred in both
populations. (B)The two populations selected for accelerated development,
A1 (red) and A2 (green, ﬂipped), do not show strong concordance – even
the signiﬁcant regions that appear on a broad view to be colocated (such as
around 14Mb on chromosome X) do not match up. The control in both
cases is the N1 population. This could be due to weaker selection pressure,
lower coverages, or differences in generation times, among others.
By contrast, independently evolving AD ﬂies did not show
much similarity between populations. Sf (A1,N1) showed only
182,514 bps thatwere signiﬁcant,while Sf (A2,N1)had716,305 bps
in regions under selection. Although some of the windows were
situated in similar locations (Figure 5B), there is no overlap at the
nucleotide level. This seeminglyweak signal could be due to several
reasons. Primarily, the selective pressure could be weaker. In this
situation, it would take longer for the beneﬁcial mutation to get
ﬁxed in the population. If the case population was sampled prior
to ﬁxation of the beneﬁcial allele, our statistics would not show any
power. Even if ﬁxation has occurred, recombination events would
reduce the size of the ﬁxed LD block, and weaken the signal. Addi-
tionally, the cases were separated from the founder population for
600 generations, three times more than the controls as well as the
hypoxia-tolerant populations. After the beneﬁcial allele gets ﬁxed
in the population, any additional time of evolution would just
cause de novo mutations to occur in the region under question,
weakening the signal. Finally, it is possible that our preprocessing
step of 10× minimum read depth for a SNP coupled with an aver-
age coverage of 20× could lead to overlooking signals in poorly
covered regions. However, reducing the minimum read depth
to 1× does not signiﬁcantly impact the plots. Finally, the accel-
erated development phenotype may be deﬁned loosely, having
many genetic and epigenetic markers independently inﬂuencing
the trait.
The two experiments illustrate the power and challenges of
the technique. The selective pressure of hypoxia is strong, and
leads to a clear signal, without the need for labor-intensive crosses.
Moreover, the genetic basis of hypoxia adaptation is possibly
constrained to a small subset of genes, and is conserved in two
independent replicates. On the other hand, the signal for the
“accelerated development” phenotype is weaker and possibly has
multiple genetic determinants, allowingdifferent loci to contribute
to selection in the two independent populations.
4. DISCUSSION
Our test shows great promise in identifying signatures of selec-
tion. The results suggest an economical, yet effective, approach for
utilizing the capabilities of whole-genome sequencing to identify
genetic determinants of phenotypes. The method requires that
the phenotypes be used as a basis for laboratory selection and that
the genomic data of the selected population be tested for signa-
tures of selection. However, the test does not require high levels
of sequencing to have full power. 20–30× pooled read depth per
population was sufﬁcient in our simulations; for typical model
organisms with small genomes, this is relatively inexpensive.
In addition, the test provides higher resolution than genetic
crosses and does not require a second level of sequencing to
identify causal variants. For instance, let us take the cross-based
protocol described in Leips and Mackay (2000). In this protocol,
F1 offspring between two Drosophila strains are backcrossed to
the parental line without the beneﬁcial mutation. The resulting
offspring are interbred for four generations, and then 98 recombi-
nant inbred lines are created (which takes 25 more generations).
In the paper, the QTL region sizes range from roughly 100 kbp
to 3Mbp. Our approach does not require the labor associated
with constructing the cross and maintaining the RI lines, and we
can easily reduce the LD block size further by two main mecha-
nisms: increasing the number of generations that the populations
are allowed to mix and increasing the initial genetic diversity (for
instance, by increasing the number of parental strains).
At the same time, the test may not be universally applicable.
Not all phenotypes present a strong selection pressure, and weak
selection results in a weak signature. However, our empirical data
in the scaled allele frequency spectrum provides a strong the-
oretical foundation for when a speciﬁc test might be effective,
and the difference between the scaled allele frequencies of regions
under selection versus controls suggest alternative tests that will
be explored in the future. Furthermore, with dropping sequencing
costs, it may be feasible to test the population at many time points
during evolution, and develop tests of selection that also look at
trends in the scaled allele frequency spectrum over time. Recently,
tests have been developed for testing recent selection events, using
long range haplotypes and other signals (Sabeti et al., 2002). We
plan to develop analogs for pooled data to improve the power of
the statistic for recent selection events. For older selection events,
we plan on improving the statistics by using tests that dependupon
an excess of coding and functional variants.
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The test would work best given the sequences of a second con-
trol population (such as C2 above), so that a more accurate null
distribution can be determined. In the absence of this, we can
estimate the null distribution either via simulations or by assum-
ing that the bulk of the genome is not under selection and using
genomic control. Also, we determined that 50 kbp windows were
appropriate by determining that an average window (as deter-
mined by per-base estimates of mutation and recombination rate)
of this size has high power (see Figure 4). Not all regions of the
genome are equivalent, though. For instance, if we assume that a
recombination hotspot has the same properties as a typical region
of the genome, we might overestimate the homogeneity of the
region encompassed by the selective sweep. If we have an accu-
rate recombination map, it would be beneﬁcial to improve this
by adjusting the window size (and signiﬁcance threshold) based
on location. In the absence of this, an alternate approach would
entail running these tests over multiple window sizes. In this sce-
nario, we would determine signiﬁcance based on the presumed
window size.
The statistic can potentially be applied to naturally occurring
(or industrial) strains of organisms that have been evolving inde-
pendently under different selective constraints, and even human
populations. However, the lack of proper controls in naturally
evolving sub-populations, will possibly require additional tests to
associate the genetic signatures with the appropriate phenotypes.
In this case, factors such as the time of divergence and isolation of
sub-populations will also need to be considered. Development of
these ideas will provide uswith new tools for associating genotypes
and phenotypes.
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APPENDIX
FIGUREA1 |The relationship of selection pressure to the time of
optimal power. Campbell (2007) has shown that, under strong selection,
the expected time to ﬁxation can be approximated by ln (2Ns)/s. This plot
shows that, for a selection pressure s, the time that yields optimal power is
linearly related to this quantity.
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FIGUREA2 |The impact of simulator parameters on the power of the Sf
statistic. All trials were performed at 200 generations after the application
of selection pressure and with all other simulator parameters as default, as
per the Methods. A 1% false positive rate is also used to identify
signiﬁcance, as described in the Methods. (A)The impact of average read
depth on power. As can be seen, approximately 20–30× coverage per
population is sufﬁcient to achieve maximal power. (B)The impact of
base-calling error rates on power. Due to the removal of SNPs with less than
10% MAF, the statistic is robust to reasonable levels of error. (C)The impact
of founder population size on power. The beneﬁcial allele is present in
exactly one haplotype in each setting, so this also represents the impact of
the beneﬁcial allele’s initial frequency on power. As expected, a low initial
frequency (and high initial haplotype diversity) leads to a loss of power. (D)
The impact of sequencing sample size on power. This parameter does not
have a major impact on power – even 10 individuals are sufﬁcient to
determine signatures of selection in the population.
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FIGUREA3 | ROC Curve evaluating the impact of threshold on true
positive and false positive rates. Using Fst leads to better performance
than using Sf in this regime. For instance, at s =0.05, with a 5% false
positive rate, we can detect 33.8% of the true positives with Sf and 61.4%
with Fst.
FIGUREA4 |Tests of the distributions of the Sf and SW statistics in
simulated and Drosophila (C1 and C2) control versus control data. (A)
Density plots of simulated (red) and Drosophila (blue) control Sf data (blue).
(B) Density plots of simulated (red) and Drosophila (blue) control SW data.
As can be seen in both cases, with C1 and C2, the variance of the statistic
is much higher than in the simulated control data. (C) Quantile-quantile
plots of simulated (red) and Drosophila (blue) control Sf data, compared to a
standard normal distribution. (D) Quantile-quantile plots of simulated (red)
and Drosophila (blue) control SW data, compared to a standard normal
distribution. In these plots, a straight line indicates that the data comes
from a normal distribution. In all cases, the plots indicate a non-normal
distribution (quantiﬁed by the Lilliefors test for normality as having P -values
less than 2.2×10−16).
FIGUREA5 |The overlap between well-covered SNPs in control
populations C1 and C2. For all sites labeled as variant with more than 10×
coverage in C1, we checked the corresponding coverage in C2. As can be
seen, approximately 2/3 of these sites have “low” coverage of less than
10× in C2, perhaps due to library biases in the latter. Since we set a 10×
minimum coverage threshold to ensure some level of precision on
frequencies, these SNPs are not considered in C2. As a result, the π between
term used in the directional Fst is relatively underpowered. As the
simulations showed that the powers of the statistics are fairly similar after
ﬁxation, we switched to Sf for the Drosophila applications.
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FIGUREA6 | Schematic of simulator.There are three stages to this
simulator: (A) Generation of founder population, (B) Shrinking of population
to “founders,” introduction of the beneﬁcial mutation (represented by the
red lineage), and separation into sub-populations, and (C) Application of
selection pressure in one subpopulation and expansion.
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