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ABSTRACT 
This paper deals with the problem of  linguistic approximation i  a computerized 
system the context of  medical decision making. The general problem and a few 
application-oriented solutions have been treated in the literature. After a review of  
the main approaches (best fit, successive approximations, piecewise decomposition, 
preference set, fuzzy chopping) some of  the unresolved problems are pointed out. 
The case o f  deciding upon various diagnostic abnormalities" uggested by the analysis 
of  the electrocardiographic s gnal is then put forward. The linguistic approximation 
method used in this situation is finally described. Its main merit is its simple (i.e., 
easily understood) linguistic output, which uses labels whose meaning is rather well 
established among the users (i.e., the physicians). 
KEYWORDS: l inguistic approximat ion,  clinical decision making, distance 
measures 
INTRODUCTION 
The notion of" l inguist ic  approximation" has been introduced by Zadeh [ 1 ] to 
solve the problem of going back from a generic subset of a universe of discourse, 
where truth values are defined, to a semantically well-defined language 
expression capable of representing the meaning of the subset. Unfortunately, no 
general rule exists to evaluate the best approximation, and there is no general 
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method for computing good ones. Nevertheless, linguistic approximation is
needed whenever words are required to describe procedures or results. In 
particular, decision problems where imprecision is dealt with by means of fuzzy 
sets can lead to results worthy of linguistic rather than numeric assessments. 
Such is the case of a result obtained as a group of fuzzy sets, each one 
representing in some way the "suitability" or "acceptability" of various 
alternatives. 
Why is linguistic approximation required in this case? Because the choice can 
be so difficult that only graphic representation f the suitability sets can fully 
represent the situation. The user is then responsible for the definitive choice, the 
procedure being meant only to provide a way of combining evidence and to offer 
a condensed picture of the factors determining the choice. 
The graphic representation f sets defined over a decision space (generally the 
interval [0, 1]) is very well captured by one who is used to dealing with sets and 
with fuzzy sets in particular. However, this is not usually true of the general 
user, who is more accustomed tothe language of numbers (for example, in terms 
of probability figures) or to expressing and exchanging feelings in a linguistic 
way, than to comparing fuzzy sets. This is particularly true when the user is a 
physician. A large literature exists on the subject of medical expressions, 
showing that verbal estimates of clinical situations are very common. For a 
review and some references on this problem, see Kong et al. [2]. 
The problem of linguistic approximation has already been treated by various 
authors, both as a general problem and in the context of particular applications. 
These approaches will be briefly reviewed in the next section. Their problems 
will also be analyzed. Finally, the case of diagnostic decision making in 
computerized electrocardiography will be presented, together with the relative 
solution to linguistic approximation. 
L INGUISTIC APPROXIMATION IN THE L ITERATURE 
The process of linguistic approximation is used in linguistic systems, i.e, in 
systems where models treating linguistic variables are implemented. These 
systems are generally applied to decision-making problems where the variables 
have fuzzy rather than exact values. Fuzzy sets are used to represent the meaning 
of these (linguistic) variables, which are then processed by means of the rules 
developed in the frame of fuzzy set theory in order to reach the final result. Once 
this is obtained, generally in the form of one or several fuzzy sets, the circle 
must be closed, going back to a linguistic description of the result. In this way 
the linguistic system is complete having not only rules to represent and combine 
the meaning of language expressions but also rules to find the appropriate 
linguistic label for a given meaning. 
Linguistic approximation can then be defined as a mapping from S, the set of 
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fuzzy subsets in a universe U, into a term set L that is a collection of labels. The 
meaning of these labels is represented by fuzzy subsets of U. In general, a 
grammar G and a vocabulary Vare used to generate the term set, which must be 
large enough to allow a sufficiently wide range of possible statements. 
As already stated, linguistic systems of this kind can be used in decision- 
making situations. In this case the fuzzy sets to be approximated represent in 
some way the suitability of the various alternatives of which a choice must be 
made. What really matters is not the linguistic approximation of each suitability 
set, but rather a linguistic assessment of the whole situation, i.e., of the relative 
dominance of all sets. This means that a preference relation should be defined 
and then linguistically stated to give, in words, a clear description of the possible 
choice. This situation is discussed and a solution is proposed by Tong and 
Bonissone [3] and Tsukamoto et al. [4]. However, linguistic approximation can 
also be found in other environments where only one fuzzy subset needs to be 
translated into words. This more general problem is discussed by Eshragh and 
Mamdani [5] and by Wenstop [6]. According to Schmucker [7], three general 
methods to map fuzzy subsets into labels can be identified. For simplicity we 
will assume here and in the following that the sets are both discrete and finite. 
The first and most straightforward approach is called best fit. In this 
technique the Euclidean distance from the given fuzzy set to each of the fuzzy 
sets representing the meaning of the labels in the term-set is computed. The 
Euclidean distance between two sets A and B defined on U is given by 
/ ED(A, B )= [IZA(Ui)--t~B(Ui)] 2 
This method is obviously applicable when the number of labels is small enough 
to allow a reasonable processing time. Once this condition is met, the technique 
is easily implemented. 
A second method to implement linguistic approximations is called successive 
approximation (Clements [8]). This method too uses the concept of distance 
between fuzzy sets to evaluate the set in L that is "closest" to the set being 
approximated. The main difference from best fit comes from the way this set is 
found. An exhaustive search over the whole language is not performed here; the 
matching is only measured on a reduced set of labels, delimited by two primary 
terms. The big advantage over the previous technique is therefore the smaller 
computation time required to identify the closest approximation. For this reason, 
this approach is particularly useful when the term set is large. 
The third method mentioned by Schmucker [7] is called piecewise decompo- 
sition (see Eshragh and Mamdani [5]). This technique decomposes the fuzzy set 
to be approximated (which does not need to be convex or normalized) into a 
number of subsets easily described by some label in the term set. The closest 
label is defined as the one with minimum distance from the subset, the distance 
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being measured as the sum of the squares of the distances between membership 
values at all points in the support of the subset. All the labels are formed by using 
hedges and modifiers uch as NOT, MORE OR LESS, INDEED, VERY, etc., 
on primary subsets uch as LOW, MEDIUM, HIGH defined in a universe of 
discourse containing 10 elements as: 
LOW 1 0.8 0.4 0.1 0 0 0 0 0 0 
MEDIUM 0 0 0.1 0.4 0.8 1 0.8 0.4 0.1 0 
HIGH 0 0 0 0 0 0 0.1 0.4 0.8 1 
The composite description is then obtained through a suitable concatenation of
the labels derived in this way. The AND and OR connectives are generally used. 
The user can define the primary subsets as well as a parameter governing the 
precision of the splitting procedure. This means that the length of the labels can 
in some way be controlled, a lengthy label meaning a better approximation but 
also a more difficult interpretation. 
The operations performed by the hedges on the primary subsets are defined in 
a rather classical way. For example, the hedge VERY acts upon the membership 
function of the primary terms in such a way that their membership values are 
squared, whereas the hedge BELOW changes the set A to the set ( -0% A [ 
defined by Dubois and Prade [9, p. 190]. 
Vu #(_~.AI(U) = inf (1 --/~A(W)) 
U>_w 
A remarkable aspect of this approach is its concern for short, hence semantically 
very acceptable, labels. It is hard to believe that a humanistic system will appear 
to be user friendly if its output gives such sentences as 
NOT ABOVE A AND NOT BELOW A 
instead than simply A. This problem is taken into account here. However, the 
phrase representing the set under test can be rather long, i.e., not very clear, if 
the set is split into a large number of segments to ensure a better approximation. 
A closely related approach, which could also be called a piecewise decomposi- 
tion method, is presented by Wenstop [6], in which a splitting procedure 
decomposes nonnormal, nonconvex sets into a number of normal, unimodal 
subsets. Each subset is then approximated by a label, and the composite 
statement expressing the whole set is obtained through the use of the connectives 
AND, OR, EXCEPT. The label is assigned on the basis of two parameters 
evaluated on the subset o be labeled: its imprecision, measured by the sum of its 
membership values (power of the subset), and its location, identified by its 
center of gravity. Fifty-six different labels are used, which are defined on an XY 
Cartesian system, X being the location and Y the imprecision axis. The primary 
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terms are LOW, MEDIUM, HIGH, UNDEFINED, and UNKNOWN, with 
LOW and MEDIUM for example, defined in an l 1-element universe of 
discourse as 
LOW 1 0.66 0.10 0 0 0 0 0 0 0 0 
MEDIUM 0 0 0 0 0.37 1 0.37 0 0 0 0 
hence in a different way from what we have seen given by Eshragh and 
Mamdani [5]. 
Many hedges are also used, and the results can look like 
(FUZZILY (ABOVE UPPER MEDIUM) BUT NOT HIGH) 
OR 
POSSIBLY (NEITHER (VERY LOW) NOR VERY HIGH) 
which approximates the meaning of RATHER NOT HIGH. As we can 
appreciate from this example, the language is very flexible, and the approxima- 
tion can be good, but this kind of complex sentence can hardly be understood by 
a general user in a real-world application. 
As already mentioned, two approaches to linguistic approximation deal with 
the problem of using words to express a dominance relation between fuzzy sets 
rather than with the problem of finding labels to approximate the value or 
meaning of each set separately (see Tong and Bonissone [3], Tsukamoto et al. 
[4]). In both cases the starting point is a group of n fuzzy intervals, i.e., convex 
normal fuzzy subsets of R, although in one case (Tsukamoto et al. [4]) the 
normality condition can be relaxed. The approximation problem is doubled in 
this kind of approach by the existence of a second problem: the lack of a total 
order in P(R), the set of all the fuzzy subsets of R. This difficulty is, on the 
other hand, the reason for seeking a linguistic approach to decision making: 
Words can summarize a complex relation better than numbers, while at the same 
time avoiding the risk of representing too precisely what is actually a fuzzy 
result. 
The preference set approach described by Tong and Bonissone [3] is based on 
the use of the index called possibility of dominance (PD) by Dubois and Prade 
[9] and first introduced by Baas and Kwakernaak [10]. This relation, which is 
not an order, is used to generate a fuzzy preference set Z for each nondominated 
set in the group of sets representing the suitability of various alternatives. Z is a 
fuzzy weighted difference between the particular (nondominated) set and all 
other sets. The comparison between the Z's is then linguistically assessed. To 
this aim a search over all the possible sentences generated by a grammar is 
performed in order to find, for each Z, the set L that is the closest in meaning to 
Z, L being semantically equivalent to a sentence of the form 
It is T-true that the alternative under test is P-preferred to all the others. 
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T and P are fuzzy sets with labels TRUE, VERY TRUE, MORE OR LESS 
TRUE, etc., and INDIFFERENT, MARGINALLY PREFERRED, DEFIN- 
ITELY PREFERRED, etc., respectively. The search is exhaustive, but it is 
performed in four-dimensional space. The four parameters used to represent 
both Z and L are the power, the entropy, the center of gravity, and the skewness 
of the subsets. All the L's with Euclidean distance from Z less than a threshold 
value E are kept for further analysis. A deeper comparison with Z is then 
performed on this small subset of labels. A modified form of Bhattacharyya 
distance is used. 
A similar, yet rather different, approach (fuzzy chopping) is described 
by Tsukamoto et al. [4]. The problem treated here deals almost exclusively with 
the comparison between two fuzzy sets. Three or more sets can be analyzed 
through multiple two-by-two comparisons. Let A and B be the two sets to be 
compared. Their relative dominance is assessed through the use of three 
parameters, which realize the so-called fuzzy chopping. To evaluate the 
dominance of B over A taken as reference, B is compared with ( - oo, A [, A, 
]A, + oo). In this way three indexes are obtained: 
tl = l iB ( ( -  o% A D = 1 -Ns( IA,  + co)) 
t2 = I Is(A ) = HA (B) 
t3=HB(]A, +oo) )= l -NB( ( -oo ,  AD 
where II and N stand for possibility and necessity measures. The indexes tl, t2, 
and t3 compare B to the set of numbers that are necessarily smaller than A, equal 
to A, and necessarily larger than A, respectively. As shown by Dubois and 
Prade [9], four indexes of comparison of this type are in practice necessary and 
sufficient o represent the relative position of two fuzzy intervals. The three 
values t,, t2, t3 contain more or less the same information of the four values 
HB([A, + oo)), Hs(]A, + oo)), Ns([A, + oo)), and Ns(]A, + oo))suggested 
by Dubois and Prade [4] to compare B to A taken as reference. 
This approach is very good, because it allows us to compare B against A on the 
basis of a small number of parameters. The linguistic approximation then 
reduces to a mapping from P(C)  toL,  whereC= {( -oo ,  A[  , A , ]A, 
+ oo)}, i.e., C is a set of-three elements. 
In the paper of Tsukamoto et al. [4], the three indexes, which represent 
membership values and as such take their value in [0, 1], are further discretized 
into five values, namely, 
0, 1/4, I /2,  3/4, I 
In this way 53 = 125 different labels are necessary and sufficient o represent all 
the possible combinations of values for tl, tz, and t3. These labels have been 
prepared and recorded in a table. From the results obtained on the case under 
examination, the entry in the table is established and the corresponding label is 
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obtained as a sentence of the form 
VERB-ADVERB-ADJECTIVE-PREPOSITION 
as in 
A might be rather as good as B 
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PROBLEMS IN EX IST ING APPROACHES 
Before proceeding further with the description of the clinical setting where 
linguistic approximation will be discussed, some comments are in order on the 
methods described above. 
Let us first consider the two approaches proposed by Tong and Bonissone [3] 
and Tsukamoto et al. [4], which are the best suited to a decision problem where a 
global statement is required only to describe the relative dominance of various 
sets. The main criticism of these two methods derives from their inability to 
prove effective in particular situations. 
Some cases can be found where the so-called nondominated sets are not the 
only ones to be considered for the final choice (Tong and Bonissone [3]). See, 
for example, Figure 1, where B and C are the nondominated sets. It is at least 
debatable if A must be excluded from the comparison at the very beginning. As 
regards specifically the problem of linguistic approximation, the choice of the 
primary subsets for T and P can be crucial for the results. The features used to 
compare the sets in the exhaustive search are also very important, as well as the 
distance measure used in the final comparison. Actually Tong and Bonissone [3] 
suggested that to be of maximum value this technique must be implemented as an 
interactive procedure. This means that if the user is unsatisfied with the result, 
he can in particular go back to the plot of the suitability sets and check their 
definition before taking any decision. 
As for the work of Tsukamoto et al. [4], some cases can be found where tl, t2, 
t 3 a re  unable to discriminate different situations. An example is shown in Figure 
2, where h, t2, and t3 are exactly the same in both parts of the figure, whereas 
1 
/x 
/ 
. - J  
• .'" J 
i" l 
I \A  
] 
Figure 1. B and C are the nondominated sets. 
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Comparison of overlapping fuzzy sets. 
the four indexes of dominance are different. The opportunity of ordering the two 
sets A and B in opposite ways when we move from the left part of Figure 2 to the 
right can be disputed, but the fact remains that a difference does exist that is 
perceived by HB([A, + oo)), H~(]A, + oo)), NB([A, + oo)), NB(][A, + oo)), 
and not by h, rE, t3 
Another weak point of this approach could be the arbitrariness of the 
mapping. Situations in which other decision makers would give a different 
linguistic assessment of their decision can probably be found. On the other hand, 
this weakness could also be considered a strong point, in the sense that the 
method can be tailored both to a particular user and/or to a particular 
application. This is also true with respect to the number of approximating values 
for the parameters ti. An application can be satisfied with a higher quantization 
interval, thereby reducing the number of labels necessary to discriminate among 
all possible situations. The reverse could also be true, aggravating the problem 
of finding the right label for all possible combinations of values. 
A problem common to all methods of linguistic approximation is the definition 
of the term set. As we have seen, different definitions for terms such as LOW 
and MEDIUM are given. This can be an irrelevant observation, because different 
shapes generally do not affect the robustness of the procedure, as noted by 
Wenstop [6]. However, some differences eem due to a shift rather than to a 
change in shape. Some results can therefore be modified. As a general remark, 
these different definitions are a further demonstration of the ability of human 
beings to communicate hrough commonsense language despite the lack of well- 
acknowledged meanings for many of their words. 
The use of hedge is another problem in these approaches, because their effect 
on primary terms is not well established. Some experiments have shown, for 
example, that VERY acts as a shift operator ather than as a concentration 
operator. In particular, 1.25 seems to be a systematic multiplier for VERY (Cliff 
[11], Kong et al. [2]), although in a bounded universe this cannot happen for the 
upper limit value. 
Last, but not least, the choice of the distance measure from the set to be 
approximated to the set representing a label is very difficult. The Euclidean 
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Figure 3. ED(A ,B)  < ED(A ,  C)  
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distance has already been mentioned. A simple example where it fails to be 
correct is reported in Figure 3, where the Euclidean distance is smaller from B to 
A than from C to A, which is a counterintuitive r sult. 
Various distance measures between two fuzzy sets A and B have been 
proposed in the literature. They are generally scalar values, allowing an easy 
evaluation of "the closest" set. A recent exhaustive review on this subject can 
be found in the paper by Zwick et al. [12], where 19 different similarity or 
distance measures are experimentally analyzed. These are as follows: 
1. dl(A, B) = ~'il#A(Ui) -- #B(Ui) [ (Hamming distance) 
2. dl(A, B) = [~i [P ,A( ld i )  - -  ~B(U i ) ]2 ]  I/2 (Euclidean distance) 
3. d2(A, B)  2 = v~i[IZA(Ui) -- /ZB(Ui)] 2 
4. d~(A, B) = supiI~A(Ui) -- #8(Ui)l 
5. ql(A, B) = !~ q(A,,  B,~) da, where q(A~, B,~) is the Hausdorff distance 
between the a-level sets A~ = [al, a2] and Be = [bl, b2], i.e., 
q(A,~, B~)=max( la l -b l l ,  la2-b21) 
6. qo~(A, B) = sup.>o q(A~, B.)  
7. q . (A,  B) = q(Al., B1.) 
8. Q(A, B) = q(A*, B*), where 
A*={(u ,  v)la<_u<_b, O<v<--#A(U)} 
B*= {(U, v)[a<u<-b, 0-<v<#B(u)} 
with supp A = [aA, bA], supp B = [aB, bB], a = min (aA, aB), b = 
max (bA, bB) 
9. AI(A, B) = Ito A(A~,, B~)da, where 
[a l -b , l+  la2-b21} 
A(A,~, B~)= 
2(32 - 51 ) 
with 
A~ = [al, a2] B~ = [bl, b2] 
supp A U supp B G [~1, ~2] 
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We note here that AI can also be obtained as 
A,(A, B )= Al.le~(A , B )+ Al,right(A , B) 
where 
f 1 Al , le f t (Z  , B)= Ale f t (Aa ,  B,~) do~ 
0 
f 
l 
AI,right(A , B)= Aright(Aa, B,)  dc~ 
0 
with 
Aleft(A~, B . ) -  
Aright(A~, B,~)- - -  
10. A~(A, B) = sup,~ A(A,~, B,~) 
11. A . (A ,  B) = A(A,., BI.) 
Jam- bll 
2(/~ 2 --/31 ) 
l a2-  b2l 
2(32 - 31) 
12. S,(A, B) = 1 - power (A N B) /power (A U B), where the power 
(scalar cardinality) of a fuzzy subset A is defined as 
power(A ) = ~ I~A (Ui) 
i 
and 
/ZA nB(Ui) = min{ ~A (Ui), lZB(Ui)} 
#A uB(Ui) = max{ ~A ( t / i ) ,  ~B( t / i )}  
13. Sz(A, B) = power (A [] B), where 
~ADB(Ui) = max{min[/~A (t/i), 1 - ~tn(ui)], min[1 - #A (Ui), #B(Ui)]} 
14. S3(A, B) = supi #ADs(Ui) 
15. S4(Z, B) = 1 - sup/ Id, AOB(Ui)  
16. V,(Z, B) = I[ VA - V. II, where VA and II8 are, respectively, the two 
vectors 
(power(A), entropy(A ), center of gravity(A ), skewness(A ))
(power(B), entropy(B), center of gravity(B), skewness(B)) 
and [[ vii is the classical Euclidean length of the vector V. 
17. R(A,  B) = { 1 - ~i[p.~(t/i)~(Ui)] 1/2} '/2 (Bhattacharyya distance) 
where 
I.t *( ui) = ttA ( ui)/power( A ) 
~ ~ ( ui) = lzB( ui)/power( B ) 
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Figure 4. 
18. V2(A, B) = N g l  - gill where Viand V~are, respectively, the vectors 
(power(A), center of gravity(A )) and 
(power(B), center of gravity(B)) 
19. o(A, B) = dAA,  B)2[4/(UA + UB)], where 
UA = ~ [2gA(U/) -- 1] 2, UB= ~ [2t~8(Ui) -- 1] 2 
i i 
The results obtained by Zwick et al. [12] on these distances how that $4, q=, 
q . ,  A=, and A .  consistently distinguish themselves for good performance. As 
noted by Zwick et al., this result is rather surprising, because these five 
measures focus on a single value rather than performing some sort of integration 
or averaging. However, such performance can be due to the specific group of 
sets where the distances are applied, in particular to their overlapping supports. 
Some counterexamples where these measures do not perform well are shown 
in Figure 4. As we can see from Figure 4a, $4 is unable to distinguish set B, 
which is equal to the set A being approximated, from set C, which barely 
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Figure 5. 
B /" 
..." 
/ 
/ 
A //C 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
"j 
U 
A~(A, B) = A~(A, C); Aw(A, B) < Aw(A, C) 
touches A. Similar behavior is shown (Figure 4b) by q=, which measures the 
same distance from A to B and from A to C. In our opinion, B is definitely 
closer than C to A. As regards q . ,  Figure 4c is an example where the set to be 
approximated is judged to be closer to a set with disjoint support than to a 
partially overlapping set. 
Both A~. and A .  are also unable to differentiate sets with apparently unequal 
distances. In Figures 4d and 4e, A is the set to be approximated. In both cases, 
intuition would favor B instead of C as the set closer to A. This difference is not 
perceived by A= or A . ,  respectively. 
Our opinion is that a measure using some integration must be better than a 
measure considering just one c~ level or one base value. For this reason, we 
expect AI, for example, to perform reasonably well. However, Aj can perhaps 
be improved under the assumption that differences at high c~ levels are more 
important han differences at low c~ levels. For the example in Figure 5 this 
means that set B should result closer to A than set C. A weighted Al, defined, 
for instance, as 
s 
l 
Aw(A, B)= otwA(A~,, B ~) da (w>0)  
0 
would be able to distinguish B from C, whereas Aj is unable to make any 
distinction. 
L INGUIST IC  APPROXIMATION IN ELECTROCARDIOGRAPHIC  
ANALYS IS  
A computerized system for the analysis of the electrocardiogram (ECG) is a 
decision support system whose output is a diagnostic suggestion. This suggestion 
is obtained by a combination of medical knowledge and ECG-derived 
information. Imprecision can be found in all the factors affecting the diagnosis, 
i.e., in the parameter values automatically measured on the ECG, in the medical 
knowledge, and in the definitions of disease classes. For this reason a method 
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0 1 be l ie f  
Figure 6. Suitability sets for LVH, BORDERLINE LVH, NORMAL. 
has been proposed (Degani and Bortolan [13]) where the suggestion takes the 
form of a group of three fuzzy sets for each pathological c ass. These three fuzzy 
sets, called FDDabn, DFFbord, and FDDnorm, express the suitability or acceptabil- 
ity of the three exclusive statements: 
The ECG is ABNORMAL 
The ECG is BORDERLINE 
The ECG is NORMAL 
The procedure to obtain the FDDs is described in detail by Degani and 
Bortolan [13]. For our purposes, it suffices to know that these three sets are 
defined in [0, 1] and can have wide support if the parameters involved in the 
decision are very imprecisely measured by the computer. They can also be very 
overlapping if the ECG does not represent a clear-cut case but shows many 
pieces of evidence supporting opposite decisions. A difficult case is exemplified 
in Figure 6, where the pathological class taken into account is left ventricular 
hypertrophy (LVH). This plot summarizes a situation where BORDERLINE 
LVH can be excluded, whereas NORMAL and LVH have quite similar support. 
A graphic output like the one depicted here is undoubtedly the most compact 
and exhaustive representation f the decision problem. However, it is not well 
accepted by the clinical user because it must be analyzed to be properly 
understood. Another practical problem is the format of the output, which must 
be very condensed in order to allow both the plot of the ECG signal and the 
written diagnostic suggestion to fit the standard 8 1/2 in. x 11 in. (or the similar 
European A4) format, together with some identification codes and a few 
parameter measurements. The solution adopted up to now in the system 
described by Degani and Bortolan [ 13], which is used by the same physicians 
who contributed to its development, is the issue of an expression stating the 
preferred alternative, as well as three numbers indicating in some way the 
relative dominance of the three FDDs. Depending upon the method of 
comparison that can be chosen (see Bortolan and Degani [14]), the output for the 
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case shown in Figure 6 could be 
LVH(0.46, 0.17, 0.37) 
if the three comparison indexes, which assess the suitability of LVH, 
BORDERLINE LVH, and NORMAL, respectively, are chosen to be the centers 
of gravity of the three sets. 
The use of numbers to represent a fuzzy situation is not a matter of discussion 
here, as long as it is perceived that numbers close together do represent a
difficult, i.e., fuzzy, choice. The main problem in this representation lies in the 
fact that no linear order exists among fuzzy sets, and therefore the order 
suggested by the numerical indexes could be misleading. Various methods for 
obtaining such numbers have in fact been proposed, which can give different 
orderings (Bortolan and Degani [14]). Multiple indexes uch as those discussed 
by Dubois and Prade [9] and by Tsukamoto et al. [4] can better epresent the 
result of the comparison, but their use displays the same problem noticed on the 
plot of the FDDs themselves: The result is not immediately understandable. No 
solution seems to exist if not in a linguistic, hence soft, assessment of the relative 
position of the three sets. As such, the methods proposed by Tong and Bonissone 
[3] and by Tsukamoto et al. [4] seem to be tailored to the problem at hand. 
However, if the result fails to consider an important alternative, it cannot be 
safely accepted. The same can be said if different situations are treated in the 
same way, when it may be worthwhile to differentiate. As we have seen in the 
previous ection, this can happen with the two methods proposed by Tong and 
Bonissone [3] and by Tsukamoto et al. [4]. For this reason it seems preferable to 
approximate ach FDD separately, the combination of these three pieces of 
information being then left to the physician. 
As regards the linguistic approximation of a single FDD, we are in a 
particularly favorable situation, because many studies exist on the meaning of 
clinically used medical expressions such as POSSIBLE, LIKELY, and OFTEN. 
These terms are used in conjunction with diagnostic statements o express the 
degree of belief a physician associates to the statement itself. They can then be 
viewed as a linguistic assessment of the subjective probability associated to the 
sentence, i.e, as a measure of the suitability or acceptability of that particular 
diagnostic lass for the case under consideration. 
Qualitative xpressions can have different meanings to different people, yet 
physicians eem to communicate in a consistent way, according to the results 
reported in the literature and reviewed by Kong et al. [2]. Many expressions can 
be found in medical terminology (57 are cited by Kong et al. [2]), but some of 
them can be judged to be unpopular as scientific expressions and as such can be 
excluded from a clinical vocabulary. Out of the 37 remaining terms, 12 have 
been studied by Kong et al. [2]. Their median percentage value was obtained as 
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follows: 
1. CERTAIN 99 
2. ALMOST CERTAIN 94 (90, 87) 
3. VERY LIKELY 89 
4. PROBABLE 70 
5. LIKELY 67 (70) 
6. FREQUENT 62 
7. NOT UNREASONABLE 26 
8. POSSIBLE 20 
9. UNLIKELY 11 
10. IMPROBABLE 10 
11. ALMOST NEVER 1 
12. NEVER 0 
The figures in parentheses represent the results obtained when different formats 
were used for the answers (see Kong et al. [2] for explanations). An expected 
result from this study is the large variability in the meaning of middle terms such 
as FREQUENT (interquartile range = 25) or NOT UNREASONABLE (IQR = 
32) in comparison with the small variation in extreme terms like CERTAIN (IQR 
= 5) or NEVER (IQR -- 1). Another result worthy of mention is the 
observation that adverbs tend to shift the median: When ALMOST modifies 
CERTAIN, the median moves from 99 to 94; when it modifies NEVER, the 
median moves from 0 to 1 percent. Finally, the numerical estimates assigned to a 
qualitative term and to its negation are not necessarily complementary. For 
example, LIKELY and UNLIKELY have medians 67 and 11, which add up to 
78 instead of 100 percent. 
We have used the 12 terms listed above to approximate the meaning of the 
three suitability set FDDs discussed before. However, we have introduced a
certain degree of arbitrariness by changing some terms not grammatically suited 
to the output of the ECG system. In particular, a disease is stated to be 
FREQUENTLY APPROPRIATE (instead of "FREQUENT")  
ALMOST EXCLUDED (instead of "ALMOST NEVER") 
EXCLUDED (instead of "NEVER")  
Another difference is the addition of the term 
AROUND FIFTY-FIFTY 
which is used to represent a set with support around 50 percent. This value is not 
represented in Kong et al. [2] nor in similar studies, maybe showing that 
physicians tend to be rather sharp in their judgments, in other words tend to 
avoid a statement showing a complete lack of knowledge. 
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Figure 7. Term set. 
1 = Excluded; 
2 = Almost excluded; 
3 = Improbable; 
4 = Unlikely; 
5 = Possible; 
6 = Not unreasonable; 
7 = Around fifty-fifty; 
8 = Frequently appropriate; 
9 = Likely; 
10 = Probable; 
11 = Very likely; 
12 = Almost certain 
13 = Certain. 
As for the method of approximation, we have resorted to the best f i t  
approach, first because the term set is not very large and second because all the 
sets involved here are normal convex fuzzy sets, and therefore there is no need 
for splitting procedures. Perhaps this method is inelegant, but it is straightfor- 
ward, easily understood, and easily implemented. If no reason exists to favor a 
different approach, it is surely the best choice. 
The meaning of the labels has been approximated by triangular fuzzy sets L 
taking into account he skewness of the distributions (Figure 7). The histograms 
obtained from the experiments described by Kong et al. [2] are necessary in 
order to be able to derive more precise possibility distributions. 
As for the similarity measure, all these mentioned in the previous section 
suffer from being scalar representations of imprecise, hence fuzzy, measures. 
For the time being we have chosen to use AI, but further studies are necessary to 
assess its performance. A l has been computed on each L and on all convex 
combinations of two such labels in order to find the closest approximation. 
Due to the limited (yet largely sufficient) term set allowed for the 
representation f each FDD, no certainty exists that the approximation is good. 
We prefer to avoid the use of hedges, whose definition would be arbitrary, but at 
the same time we feel the necessity of stating in some way how precise the result 
does appear to be. To this aim, the left and right distances are computed 
separately, i.e., both the label L i with the closest left side to the left side of FDD 
and the label Lj with the closest right side to the right side of FDD are 
determined. It can obviously happen that i = j. 
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Sever~ 
1. i= j  
1.1. 
situations can arise: 
AI,Ie~(FDD, Li) < T, 
where T is a threshold 
1.2. At,le~(FDD, Li) >- T, 
1.3. AI,le~(FDD, Li) < T, 
1.4. AI,Ie~(FDD, Li) >- T, 
2. i< j  
2.1. AI,ICa(FDD, 
2.2. AI,le~(FDD, 
2.3. AI.lea(FDD, 
2.4. Al.left(FDD, 
The statements i sued 
1.1. L i 
Al.right(FDD, Li) < T 
Al.right(FDD, Li) >- T 
Al,right(FDD, Li) >- T 
Al.right(FDD, Li) < T 
Li) < T, Al.right(FDD, Li) < T 
Li) >- T, Al.right(FDD , Lj) >_ T 
Li) < T, Al,right(FDD, Lj) >_ T 
Li) >- T, Al,right(FDD, Lj) < T 
in these cases are, respectively, 
1.2. APPROXIMATELY Li 
1.3. AT LEAST L i 
1.4. AT MOST L i 
2.1. FROM L i TO Zj 
2.2. APPROXIMATELY FROM Li TO Lj 
or 
BETWEEN L i AND Lj 
2.3. FROM L; TO APPROXIMATELY Lj 
2.4. FROM APPROXIMATELY Li TO Lj 
The cases where the two descriptions mentioned under 2.2 are applicable are 
easily differentiated. The threshold T used to establish the similarity of FDD and 
L has been chosen equal to 0.1. This means that a set B obtained by shifting a 
reference set A less than 0.1 (in the universe of discourse [0, 1]) is considered to 
be "similar" to A. The acceptance of this figure can be ascertained only from 
the response of the users to the results. With T = 0.1, the three FDDs of Figure 
6, which are approximated by the sets shown in Figure 8, are translated into the 
following statements: 
NORMAL is from unlikely to frequently appropriate 
BORDERLINE LVH is from unlikely to possible 
LVH is from not unreasonable to frequently appropriate 
These three sentences should suggest to the user a slightly higher preference for 
LVH than for NORMAL. 
CONCLUDING REMARKS 
As we have already pointed out, the approach presented here is mainly useful 
for its use of clinically recognized linguistic terms whose meaning is rather well 
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Figure 8. Approximations for FDDnorrnah FDDborderJine LVH, and FDDLvH. 
established in the medical community. The approach is therefore useful in the 
particular situation (clinical decision making) in which it is used. Some 
problems, however, still deserve attention. The first concerns the choice of the 
threshold used to distinguish a good from a bad approximation. The right value 
must probably be tuned to the specific problem at hand. 
A second problem is the purposely limited number of terms at the user's 
disposal. Many more cases could be linguistically differentiated if complex 
expressions uch as 
FROM Z i TO APPROXIMATELY BELOW Lj 
or 
FROM L i TO APPROXIMATELY ABOVE Lj BUT BELOW Lj÷I 
were allowed. These expressions would, however, affect the decision of the 
user, in the sense that he could find it more difficult to understand and compare 
linguistic descriptions of this kind than the sets themselves. In such a case a 
guided procedure like the linguistic preference relation approach proposed by 
Efstathiou and Tong [15] would be necessary, hence requiring again the use of 
the graphic representation of the sets, which is exactly what we try to avoid. The 
biggest problem at this point remains the comparison of the three linguistic 
expressions when they are not sufficiently precise to discriminate among 
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discriminable sets. Assuming, as stated above, that only simple descriptions are 
allowed, it can happen that the same statement, for example APPROXI- 
MATELY L, could be used for two alternatives actually discriminable from 
their FDD sets. Even if this is not often the case, such a problem must be taken 
into account. For this reason, a different approach to the decision is being 
pursued, in which a single linguistic statement is directly obtained (Bortolan 
Degani [16]. In that case only one label needs to be issued and no big problems 
of precision would exist. 
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