Statistical and mathematical modeling are crucial to describe, interpret, compare and predict the behavior of complex biological systems including the organization of hematopoietic stem and progenitor cells in the bone marrow environment. The current prominence of high-resolution and live-cell imaging data provides an unprecedented opportunity to study the spatiotemporal dynamics of these cells within their stem cell niche and learn more about aberrant, but also unperturbed, normal hematopoiesis. However, this requires careful quantitative statistical analysis of the spatial and temporal behavior of cells and the interaction with their microenvironment. Moreover, such quantification is a prerequisite for the construction of hypothesis-driven mathematical models that can provide mechanistic explanations by generating spatiotemporal dynamics that can be directly compared to experimental observations. Here, we provide a brief overview of statistical methods in analyzing spatial distribution of cells, cell motility, cell shapes and cellular genealogies. We also describe cellbased modeling formalisms that allow researchers to simulate emergent behavior in a multicellular system based on a set of hypothesized mechanisms. Together, these methods provide a quantitative workflow for the analytic and synthetic study of the spatiotemporal behavior of hematopoietic stem and progenitor cells.
and use it to test scientific hypothesis, e.g. on the spatiotemporal organization of HSPCs, requires statistical and mathematical modeling. On the one hand, data-driven statistical models provide frameworks to describe and quantify experimentally observed aspects of HSPC behavior, to formulate (null-)hypotheses, and to formally compare and potentially distinguish the observed behavior from a formulated hypothesis, such as random behavior. Hypothesis-driven mathematical models, on the other hand, provide mathematical and computational frameworks to test whether a set of assumptions on the cellular behavior and interactions of cells is, in principle, able to generate the observed spatiotemporal regularities.
In this chapter, we provide introductions to common procedures in statistical modeling to quantify (i) spatial distributions, (ii) motility, (iii) cell shape, and (iv) proliferative behavior of cells. In each of these procedures, we specify the types of questions that can be addressed, how to prepare input data, what steps are required to measure statistical properties, how to formulate the null hypothesis, and how to compare observations to this expectation. Moreover, we describe two cell-based modeling frameworks, i.e., the center-based model and the cellular Potts model, in which hypotheses on cellular behavior can be tested computationally. Together, these statistical and mathematical modeling methods provide a full quantitative workflow for the analytic and synthetic study of the spatiotemporal behavior of hematopoietic stem and progenitor cells.
Methods

Image segmentation and tracking
A prerequisite for statistical and mathematical modeling is the presence of quantitative data. Obtaining these from images is a non-trivial process that typically starts with image segmentation, in which an image is partitioned into fore-and background to e.g. separate cells from other structures. If not only static, but also dynamic information is of interest, cell tracking, becomes relevant. Here, moving cells are located and linked between image frames and cellular events, such as cell deaths or divisions, can be detected and related to positions of cells in space and time. Both are active fields of research and a wide range of segmentation and tracking methods exists, from manual annotation (12) , computer-assisted methods (13) (14) (15) to fully automated machine learning algorithms (16, 17) . While the presence of segmented images and/or cell tracks is a precondition for quantification and statistical modeling, image analysis itself is not in the focus of this publication.
Therefore, we refer the reader to available review literature and software packages (see below for a selection of references).
tracking live cells such as tTt (12) . Wiesmann et al. (25) review a number of additional software tools for quantitative image analysis.
Spatial distribution
Distances between cells are often used as a proxy for cellular interactions. Although we would like to emphasis that local proximity and functional interaction is in general not the same, quantitative information on distances between cells (and potentially other structures) allow to describe patterns of cell motility as well as to identify the presence of (stem cell niche-mediated) local functional or regulatory peculiarities. Therefore, aided by high resolution imaging, many studies focus on measuring distances of stem cells to other cell types and bone marrow structures in order to identify stem cell niches (4, 26) . Understanding the localization of HSPCs can support answering questions such as: Are hematopoietic stem cells randomly distributed within the bone marrow or does their distribution follow certain structural rules? Are these cells more prominently localized to vascular or endosteum surfaces? Are there signs of attractive or repulsive interactions between different cell types?
Methods from point pattern analysis, a statistical framework mostly developed in the context of ecology and geology, can be used to answer these questions. Specifically, this analysis is used to investigate whether a certain distribution of points show signs of regularities. It typically starts by assuming complete spatial randomness (CSR) as a null hypothesis and investigates whether the observed cellular pattern can be described by such a random pattern generating process. CSR suggests that (i) the number of points is proportional to the area of a sub-region (homogeneity) and that (ii) the locations of points are independent from each other (independence) (see Note 1). Based on these assumptions, it is possible to describe the number of points in any given region by a Poisson distribution. To statistically test whether the null-hypothesis of CSR is plausible (in a probabilistic sense), one can use the quadrant counting and Ripley's K function as described below.
 Input data:
In point pattern analysis, cells are approximated as point particles. These are given by the 2D or 3D coordinates of the center of mass of the segmented cell or, alternatively, by manually tracking. The cell density is described by the intensity of the point pattern and can be estimated by
where is the intensity, assuming the point process is homogeneous, is the set of point pattern of size and | | is the size of the observation window.  Quantify and testing homogeneity: To test for homogeneity of the point pattern, one can check whether the regions of equal area contain roughly equal numbers of points (see Figure 1a) , i.e. applying quadrant counting. To test the null-hypothesis of CSR, a typical (chi-squared) statistic can be used:
where is the number of points observed in subregion , is the total number of points in the observation window and is the number of (equally sized) subregions. 
where is the observation area, is the observed number of points and indicates whether the pairwise distance is smaller than :
The edge correction factor compensates for the fact that we cannot count points that lie within the radius but outside of the observation window (see Fehler! Verweisquelle konnte nicht gefunden werden.a).
Therefore, without correction, the number of points is underestimated for larger radii. Several correction methods exists, ranging from simple border methods that suffice for large data set to more complex methods such as isotropic or translation correction that are advised for smaller data sets (28) .
 Comparison to CSR:
From the homogeneity and independence properties of CSR it follows that the point pattern can be described as the realization of a Poisson process. This can be used to calculate the expected number of points lying within a distance of a typical random point. In 2D, under the CSR assumption, the theoretical K-function is and in 3D it is given by . The empirical and theoretical K-functions are typically compared graphically (see Figure 1b ). An empirical K-function that is above the theoretical CSR expectation, i.e. having more than expected neighboring points, indicates a clustered pattern. Conversely, a line below the theoretical expectation, i.e. having less than expected neighbors at a certain radius, is a sign of regularity or dispersion (see Notes 2 The most basic statistics about a cell's trajectory are its length and its curviness or tortuosity. However, to characterize the type of motility a cell exhibits, more elaborate analysis is required. Analogously to the CSR in analyzing spatial distributions of cells, here, we assume randomness as a null hypothesis. Under this assumption, the amount of space that a particle "explores" is proportional to the time interval, which can be measured by calculating the mean squared displacement (MSD). The MSD relates the mean displacement of a particle to different time intervals.
Cell motility
The most common model to describe deviations from a complete-random cell motility is the persistent random walk (PRW) model, which account for a degree of persistence of motion. While this model has been shown to accurately describe cell migration on 2D surfaces (32), recent studies have found that it fails to describe cell motility in more biologically relevant 3D environments (33) . Although the PRW model can account for fasterthan-diffusive (super-diffusive) persistent motion, it cannot describe slower-than-diffusive (sub-diffusive) motility, which is commonly found in cells in confined environments including porous media such as trabecular bone (34) . In this case, the general anomalous diffusion (AD) model, which relates the cell displacement to time interval with a simple power law, , is more appropriate to describe both population-average and individual cell migration paths. 
where with with 1,2, … , and is the time between individual frames (see Note 10 and Figure 2a ). The MSD of the whole population of cell trajectories, called aggregate or ensemble MSD, is calculated by averaging over the MSD for all cells at each particular :
 Fit anomalous diffusion model: To estimate the parameters of the anomalous diffusion (AD) model, i.e. to estimate the diffusion coefficient and the anomality parameter , we fit the MSD of a cell or ensemble using a nonlinear regression (see Note 11). Importantly, only the first 20-30% part of the data (containing the smallest time intervals) should be used in the fitting procedure (see Note 12). For a normal diffusion (random) process, the displacement is expected to be proportional to the time interval, and appears as a straight line and has anomality parameter 1. An MSD with 1 exhibits faster-than-diffusion motion (superdiffusion) which indicates persistence. In contrast, an MSD with an estimated 1 move slowerthan-diffusion (subdiffusion) which indicates constrained movement that is often associated with crowded environments.  Significance testing: To test whether the fitted AD model is significantly different from the random expectation, one can apply Monte Carlo testing as described in section 2.2 by fitting the AD model to the MSD of a number of simulated random walk trajectories.
Further reading and software
Further analysis can consist of spatial autocorrelation metrics, such as the velocity and direction autocorrelation, which measure how a quantity correlates with itself over different time scales. For instance, to compare the persistence of cells between conditions, the direction autocorrelation can be calculated, e.g. with the Excelbased DiPer software tool (35) . With such analysis, one is able to better distinguish between the common models for cell migration, the PRW, anisotropic PRW (36), anomalous diffusion (37), and fractional diffusion models (38) . An excellent review on computational methods for measuring cell migration is given in (39).
Several software packages offer tools to analysis cell trajectories, including CellProlifer Tracer 
Cell shape analysis
Cell shape is one of the most common properties used to characterize cellular phenotypes, in particular in highcontent imaging and drug screening. This is due to the fact that cell morphology can be used as a proxy for a range of cellular processes including cell death, division, polarity and motility. Moreover, the shape of a cell is a relatively easy accessible property given appropriate cytoplasmic staining. Statistical analysis of cell shape aims to answer questions such as: What is the source of heterogeneity in cell shape within a population? Can one identify subpopulations with similar cell shapes? Are cell shapes correlated with cell lineages?
Here, we present a procedure to explore the heterogeneity of cell shapes in which shapes, represented by regions in binary masks, are quantified using a number of 2D shape descriptors. Subsequently, differences within the population and the potential presence of subpopulations are analyzed and visualized by creating a "shape space"
using principal component analysis.
 Input data:
The input for cell shape analysis consists of a set of binary images in which cells are separated and segmented from the background (see section 2.1). If multiple cells are present in an image, each cell must be uniquely identified using connected-component labelling, which detects and uniquely labels connected regions in an image, after which a separate binary image can be generated for each cell.  Region-based statistics: Each 2D labelled region can be described using a wide range of statistics. These statistics are either be based on the region itself, or on one of several geometrical approximations of the region. Some of the most commonly used shape statistics are listed below:
o The region itself can be quantified in terms of the area , i.e. the number of pixels that form the area A and the perimeter , i.e. the length of a line through the centers of the border pixels, or the maximum Feret (a.k.a. caliper) diameter as the longest distance between two points in the region.
o Based on a circular approximation, one can quantify the equivalent diameter or a circle with the same area 4 ⁄ . The acircularity is defined as the ratio between the observed perimeter and the expected perimeter of a circle, 4 ⁄ .
o By calculating the elliptic approximation (using the moments of inertia), one can measure the length of the major (long) and minor (short) axes and define the elongation as the ratio between the two, quantify the shape's orientation as the angle between the x-axis and the major axis and measure the eccentricity, defined as the ratio between the two focal points over the major axis length. o Properties related to the bounding box, the minimal rectangle containing all the points of the region, are the extent (a.k.a. rectangularity), the ratio between the area of the region and its bounding box and the aspect ratio, the ratio between the width and height of the bounding box, but these should be handled with care (see Note 14).
o The convex hull of a region is the smallest convex polygon (non-intersecting polygon with all interior angles less than 180°) that contains all points of the region and can be used to calculate the area and perimeter of the convex hull. Based on those, one can calculate the convexity as the ratio between the perimeters of the convex hull and the original region ⁄ , and the solidity, the ratio between the areas ⁄ , where the area of the convex hull is equal or larger than the regions area.  Feature selection and dimensionality reduction: After quantifying each cell shape using the descriptors above, a matrix is obtained with rows containing samples (shapes) and columns corresponding to a specific shape descriptor, often containing more than 20 features per cell shape. However, many of these shape descriptors quantify similar aspects of the shape, i.e. there may be strong correlations between descriptors.
Moreover, depending on the most relevant shape properties in a particular study, some descriptors may be redundant. To reduce the dimensionality of the data and find the most relevant features, one can apply e.g. a principal component analysis (PCA). PCA allows to represent the high-dimensional data in a lowerdimensional (typically 2D or 3D) "shape space" that still captures most of the variance in the data (see Figure 3b and Note 15). To interpret the principal components in terms of the descriptors, one can look at the component loadings, which describe the correlation between descriptors and the principal components.
Further reading and software
Apart from binary masks, cell shapes can also be represented by distance maps or polygonal outlines and subjected to different encodings such as Fourier, elliptic Fourier (40) and Zernike decompositions. Pincus and Theriot (41) present an extensive review and quantitative comparison of these methods. A number of studies focus on the dynamics of cell shape rather than static shapes, e.g. by using time series of shape descriptors (42) or modeling trajectories in shape space (43) .
A number of software packages exist to extract region-based statistics from binary image masks, including regionprops in the image processing toolbox in Matlab, and a function by the same name in the skimage.measure python package. Implementation for PCA are offered as pca in the statistics and machine learning toolbox in Matlab and as in the sklearn.decomposition.PCA package in python. the number of divisions that separate those events within the genealogy (Figure 4a) .
Cell lineage tree analysis
with c(i,j) being the last common ancestor of cells i and j, which is calculated by iteratively determining the ancestors of both cells.
• here denotes rounding to the nearest lower integer. distance. This is averaged over the number of pairs:
To especially estimate the range of correlation structures, the measure can be restricted to pairs of cells that have the same topological distance k: o Randomize feature of interest: Using this randomization procedure, the topology of the genealogy is not changed, but the feature of interest, e.g. cell motility, is reassigned to the cells.
This reassignment should be restricted to cell of the same generation to avoid intermingling with general temporal effects, i.e. changes of the feature over time that are independent of genealogical correlations.  Compare similarity measure to null distribution: The actual value of the similarity measure is now compared to this null distribution. An empirical p-value can be computed to decide whether there is a genealogical correlation of the feature of interest. This p-value is defined as the fraction of values of the similarity measure generated under the null hypothesis that are less or equal to the actual value (Figure 4b) .
A large p-value would indicate that the actual value is within the range of values that are expected (i.e. rather likely) without any correlation Figure 4b , right genealogy), while a small p-value indicates a low probability to observe such a genealogy without any correlation, i.e. suggesting a clustering of the feature of interest that is beyond the randomly expected (Figure 4b, left genealogy) . Formal testing can be done by comparing the empirical p-value with a predefined significance level.
Restricting the measure to cell pairs that have the same topological distance (see eq. (9)) and repeating the analysis for a range of values of will provide information about how far-reaching correlations are.
2.5.1
Further reading and software
The statistical approach described above had already been used to disentangle differentiation process in a hematopoietic cell line (45) . An approach to cluster cell lineage trees according to common patterns and defining centroid trees that represent the characteristic patterns can be found at (46) . Another statistical method to discriminate distinct groups of genealogies is described in (47) . Branching process models can be used to estimate differentiation rates from genealogical data (48, 49) . A method to infer and discriminate different spatiotemporal effects on cell state transitions is described in (50) . In (51) the authors provide a way to fit stochastic models to lineage trees. To our knowledge, there is no publicly available software implementing methods to analyze cellular genealogies, unfortunately.
Cell-based modeling
The above (data-driven) statistical modeling provides a framework to analyze (image-based) experimental data in order to reveal patterns, regularities and interactions in distribution, motility, shapes and/or genealogies that indicate the presence of regulatory mechanisms. However, statistical modeling does not necessarily provide enough information to pinpoint what mechanism may be responsible for the observed regularities. At this point, hypothesis-driven mathematical modeling can be very useful. Such approaches provide formal mathematical or computational frameworks in which one can formulate hypotheses on the suspected responsible mechanisms in mathematical expressions that can be simulated in a computer. This process forces one (i) to make all assumptions explicit, (ii) to formulate the proposed mechanisms in an unambiguous fashion, and (iii) to provide a complete framework including e.g. the presence of unknown factors (as free parameters) and stochastic processes (as random variables). Such models are generative in the sense that they generate artificial data, based on a set of hypotheses and corresponding assumptions. A consistent model will include parameters that are biologically meaningful, interpretable, and, under appropriate parameter choices, be able to generate the same patterns or regularities as observed in the experimental system, under normal conditions as well as perturbations.
However, even in such an ideal case, i.e. having identified a model that is consistent with observed data, one must interpret results with care. In principle, from such a consistency one can only conclude that the model's assumptions on regulatory mechanisms are sufficient to generate the observed pattern, but one cannot necessarily exclude other mechanisms of regulation. In contrast, if a model description does not allow to consistently describe / explain the data under consideration, one can exclude this set of hypothesis / assumptions as potential explanations (i.e. falsification strategy).
One can distinguish two general approaches to mathematical and computational modeling of biological populations: cellular populations are either described as continuous or as discrete quantities. Continuous models, implemented e.g. by ordinary or partial differential equations, have the advantage that they, when formulated in simple terms, allow rigorous mathematical analysis that can reveal general relationships between processes.
However, continuous models are generally not well-suited to capture heterogeneity in populations or to predict the behavior of small populations where stochastic effects might play a dominant role. Therefore, many modeling studies, in particular those concerning stem cell behavior (e.g. in the intestinal crypt or in the bone marrow niches), have used discrete models instead. In a discrete approach, cells are modelled as individual objects with certain properties and a set of (local) interaction rules, using so-called agent-based or, more specifically cell-based models (52) . Since these models are often too complex to allow rigorous mathematical analysis, they are typically simulated by a computer and are hence often denoted as computational models. A number of such models have been proposed in the area of hematopoietic stem cell organization (53,54), but these did not explicitly account for spatial aspects including spatial distribution or cell migration.
For spatial cell-based modeling that allows these aspects to be explicitly represented and studied, several wellestablished theoretical frameworks exist. The most common methods include cellular automata (CA) models (55) , cellular Potts models (CPM) (56) , center-based models (CBM) (57) , vertex models (VM) (58, 59) and subcellular element models (SEM) (60), ordered by increasing complexity. Within each of these frameworks, it is possible to simulate self-organization in tissues and heterogeneous populations with cellular processes such as motility, interactions, division and death (61) . However, there are also notable differences. One key difference is difference is in how model dynamics are generated. While CA models are rule-based, CPM and some VM models formulate an energy function that is minimized, and in other methods, dynamics are generated by explicit calculation of forces. Here, we describe two of these methods that represent a cross-section of these difference: the center-based model (off-lattice, particle-like, force-based dynamics; Figure 5a ) and the cellular Potts model (on-lattice, explicit cell shape, energy-based dynamics; Figure 5b ).
 Center-based model (CBM): In center-based models (following the notation in (61)), cells are represented as particle-like objects defined by their centers (see Figure 5a ), modelled as a set of points , … , , that are free to move in space. Each cell has a radius and two cells are assumed to be neighbors if their centers are close where is the interaction radius.
We can then specify a repelling force between cells if they are closer than a natural separation distance to model volume exclusion and an attractive force if the distance between cells is between the natural separation and interaction radius to model cell-cell adhesion and no interaction force in case the distance between cells is larger than the interaction radius :
where is a spring constant controlling the size of the force, depending on the interacting cell types, is the unit vector giving the force direction and is a parameter controlling how the attractive force decays with distance between centers.
To compute the dynamics for this model, for simplicity, we assume all cells have identical mechanical
properties and use force balance to calculate the model equation. The new position of each cell can then be calculated by the sum of the forces acting on the cell:
where is the current force between cell and , is the set of neighboring cells of cell , is the damping constant and is the time step which must be selected appropriately small to guarantee numerical stability. 
where the terms act as weights on the different terms.
Motility is modeled by random sampling of the lattice (modified Metropolis algorithm) whereby, for every sampled lattice point , we evaluate the change in energy if we would copy the state of the lattice to a randomly sampled neighboring site . The probability of actually performing the update depends on the change of energy:
where proposed updates that decrease energy are always accepted, while updates that increase energy are only accepted with a (Boltzmann) probability that decreases with the energy difference. The parameter can be used to modulate this probability decrease and models the amount of allowed membrane fluctuations. Effects of external signals such as chemoattractant can be incorporated into the CPM by adding a chemotaxis energy:
Both cell-based models described above are generic frameworks that can be used to simulate the dynamics of multicellular systems such as the behavior of hematopoietic stem cells in vitro or in vivo. Basic cellular behavioral mechanisms such as cell motility, chemotaxis and cell division can be simulated in isolation or in combination to investigate the type and variety of emergent patterns these give rise to. In particular, the results of the statistical modeling described above, formulated as a set of assumptions and parameters on cellular behavior and interactions, can be formalized and simulated under different sets of conditions, ceteris paribus. Moreover, by recording the spatial locations, cell trajectories, cell shape parameters and divisional history of the simulated cells, one can perform the same statistical analysis on the simulated data and on the experimental data, thus allowing for a direct quantitative comparison and, therefore, check for consistency.
There are several subtle but key differences in the manner in which basic cellular mechanisms such as motility, adhesion, chemotaxis, shape changes and cell division are represented in the CBM and the CPM. For instance, some strengths of the CBM are the ability to simulate large populations and the modeling long-range mechanical effects. However, this comes are the cost of implicit cell shape and less sensitive cell-cell adhesion which renders it less suitable to study the effects of e.g. cell sorting (61) . Conversely, the computational costs of the CPM make the simulation of large-scale cellular populations expensive. However, the explicit representation of cell shapes and the cell-cell contacts in CPM make it highly suitable to model tissue dynamics through cell surface mechanics (62).
Further reading and software
A detailed review of the full range of cell-based modeling formalisms is presented in (63); see (64) for a more general overview. An interesting comparison between various cell-based modeling formalisms, according to a number of common use cases, is presented in (61) .
There is a growing number of dedicated software tools available for cell-based modeling, including several that provide implementations for the cell-based models described in this section. Some platforms such as PhysiCell (65) focus on scalability to simulate large-scale populations. Other software tools, most notably Chaste (66) , are designed for flexibility by providing implementations of various modeling framework within a unified framework, including the ones described in this section. Whereas these software tools typically require substantial programming expertise, the modeling environment Morpheus (67) is designed for usability and allows also non-expert to construct multicellular models using a graphical user interface.
Conclusion
In this chapter, we have introduced a number of statistical and mathematical modeling methods and software tools for the phenotypical analysis of cellular populations. Specifically, we presented methods for the qualitification of cellular behavior in terms of the spatial distribution of cells, their motility, shape and genealogies. Moreover, we have described computational cell-based models that enables one to explore the consequences of hypotheses on the interactions between cells. It should be noted that each of these topics are active fields of research by themselves and this chapter has only scratched the surface of the most commonly used methods and tools. Nevertheless, it is our hope that this chapter will act as a practical guide to statistical and mathematical modeling and will stimulate the reader to engage in suitable quantification, enhancing scientific rigour and possibly leading to significant new biological discoveries.
