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ABSTRACT
We explore the extinction/reddening of ∼35,000 uniformly selected quasars with 0 < z ≤ 5.3 in order
to better understand their intrinsic optical/ultraviolet (UV) spectral energy distributions. Using rest-
frame optical–UV photometry taken from the Sloan Digital Sky Survey’s (SDSS) 7th data release,
cross-matched to WISE in the mid-infrared, 2MASS and UKIDSS in the near-infrared, and GALEX
in the UV, we isolate outliers in the color distribution and find them well described by an SMC-like
reddening law. A hierarchical Bayesian model with a Markov Chain Monte Carlo sampling method was
used to find distributions of powerlaw indices and E(B−V) consistent with both the broad absorption
line (BAL) and non-BAL samples. We find that, of the ugriz color-selected type 1 quasars in SDSS,
2.5% (13%) of the non-BAL (BAL) sample are consistent with E(B−V) > 0.1 and 0.1% (1.3%)
with E(B−V) > 0.2. Simulations show both populations of quasars are intrinsically bluer than the
mean composite, with a mean spectral index (αλ) of −1.79 (−1.83). The emission and absorption-line
properties of both samples reveal that quasars with intrinsically red continua have narrower Balmer
lines and stronger high-ionization emission lines, the latter indicating a harder continuum in the
extreme-UV and the former pointing to differences in black hole mass and/or orientation.
Subject headings: infrared: galaxies — methods: statistical — quasars: general — quasars: emission
lines — quasars: absorption lines — dust: extinction
1. INTRODUCTION
For distant quasars, several mechanisms contribute to
extinction: the Milky Way (MW), galaxies along the line
of sight, the quasar host galaxy, and the nuclear region
itself. While it is relatively straightforward to correct for
and/or mitigate against the first two sources of redden-
ing, it can be quite difficult to disentangle the last two
sources and to properly isolate the effects of reddening
from intrinsic differences in the spectral energy distribu-
tion (SED). Indeed, quasars can appear “red” (or rather,
redder than average) both because they are intrinsically
red or because of dust reddening and there is a grow-
ing body of work that broadly addresses this issue (e.g.,
Webster et al. 1995; Francis et al. 2000; Richards et al.
2003; Hopkins et al. 2004; Davis et al. 2007; Banerji et al.
2012; Glikman et al. 2012; Krogager et al. 2015).
The ultraviolet (UV) through near-infrared (near-IR)
SEDs of quasars are thought to be produced by radiation
from a geometrically thin, optically thick accretion disk
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(Shakura & Sunyaev 1973) (SS73). Once the host galaxy
contribution is accounted for, it is generally found that,
between the rest-frame wavelengths of 1µm and 1216 A˚,
a quasar’s continuum can be roughly approximated as a
powerlaw (e.g., Vanden Berk et al. 2001; Richards et al.
2006a; Krawczyk et al. 2013). In reality some curva-
ture of the SED is expected in even the simplest multi-
temperature black body approximation due to a longer
wavelength turn over of the highest-temperature black
body peak of the accretion disk SED for (all else be-
ing held equal): higher mass, lower accretion rate, lower
spin, and face-on orientations(Hubeny et al. 2000; Davis
& Laor 2011). This change in spectral index (curvature
of the SED) is seen empirically and has been found to be
a function of luminosity (e.g., Scott et al. 2004; Shang
et al. 2005; Davis et al. 2007). More complex treatment
of accretion disk SEDs (e.g. Hubeny et al. 2000) also
leads to deviations from power-law continua even well
away from the UV peak of the SED.
Koratkar & Blaes (1999), Davis & Laor (2011), and
Capellupo et al. (2015) and references therein provide
a summary of attempts to reconcile the SS73 thin ac-
cretion disk model with observations of quasars. We
do not consider deviations from the thin accretion disk
model herein, but such deviations could be impor-
tant, particularly for luminous quasars that have high
(mass-weighted) accretion rates, which could lead to the
formation of a slim, rather than thin accretion disks
(Abramowicz et al. 1988; Netzer & Trakhtenbrot 2014).
Investigating the detailed dependence of the SED on
black hole physics is beyond the scope of this paper; how-
ever, we can investigate the effect of dust on the quasar
SED by assuming that the Wien part of the black body
is predominantly at higher frequency than our observa-
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tions, and describing the continuum by:
Lλ,rest ∝ λαλe−τλ ∝ λαλ10−E(B−V)Rλ/2.5 (1)
where Lλ,rest is the rest frame luminosity, αλ is the in-
trinsic spectral index, τλ is the optical depth of the dust,
and Rλ is a function that is dependent on the physical
properties of the dust. For small amounts of dust red-
dening, the SED will simply appear to have a “steeper”
(redder) powerlaw and will be observationally degenerate
with changes to the thin accretion disk parameters. For
larger amounts of reddening, noticeable curvature can
be seen and more clearly distinguished from changes in
the intrisic SED of the disk. In Section 3.2 we use this
curvature as in indicator for the type of dust present in
quasars.
Deviations from the mean quasar SED have been used
previously to define red quasar samples, including Gregg
et al. (2002) who used an optical-infrared spectral in-
dex of α < −1 as their defining property. Very dust
reddened quasars can be difficult to identify in optical
surveys, both because of their redder than average color
(often similar to stellar colors) and the corresponding ex-
tinction. Radio and infrared selection (e.g., Gregg et al.
2002; Glikman et al. 2007; Maddox et al. 2008, 2012;
Banerji et al. 2012; Fynbo et al. 2013; Ross et al. 2014)
help to overcome this. These studies suggest that a sig-
nificant portion (> 25% — depending on the flux limit of
and wavelength selection) of the underlying quasar pop-
ulation is dust reddened (yet still classified as Type 1 by
virtue of having broad emission lines).
The ability to identify the nature of any dust redden-
ing, determine the magnitude of the effect, and correct
for it is important for a number of reasons, for exam-
ple, determining the true spectral index and optical lu-
minosity of the quasars, determining how much of the IR
continuum could be emitted from an optically thin (as
opposed to optically thick dust) dust component, and,
crucially, determining the bolometric luminosity of the
quasar (Runnoe et al. 2012). The bolometric correction
is crucial for making comparisons between quasars pho-
tometered at different rest-frame wavelengths, the ex-
treme example being comparisons of unobscured (type
1) and obscured (type 2) quasars (e.g., Zakamska et al.
2003; Merloni et al. 2014), where the luminosity of the
latter must be measured not in the (obscured) opti-
cal/UV continuum, but instead from narrow emission
lines, the IR or X-ray. Accurate bolometric luminosities
are also needed for accurate estimates of the accretion
rate and the Eddington ratio, LBol/LEdd. Thus proper
determination of the SED provides a powerful link from
observed properties to the parameters of accretion disk
physics: mass, accretion rate, and spin (SS73; Hubeny &
Hubeny 1997).
In this paper we aim to identify the mean type of dust
extinction present in the observed population of quasars
and to construct de-reddened quasar SEDs for a subset
of the Sloan Digital Sky Survey’s (SDSS) 7th data release
(DR7) quasar catalog (Schneider et al. 2010). By distin-
guishing between objects that are intrinsically red and
those that are dust reddened, we can also comment on
the broad emission (e.g., Richards et al. 2003) and broad
absorption line (BAL) (e.g., Reichard et al. 2003a,b;
Baskin et al. 2013) properties of quasars as a function
of their intrinsic color (and the amount of dust redden-
ing). These emission line properties can help to reveal the
SED shape outside of the range covered by our data, as a
function of the masses, and/or inclinations that correlate
with intrinsic color. To this end this paper is structured
as follows: the data is presented in Section 2. Section 3
focuses on the identification and fitting of various dust
reddening models including individual reddening values
for each quasar in our sample. We analyze composite
spectra as a function of these fitted values in Section 4
and present our conclusions in Section 5.
2. DATA
For our data set we use the mid-infrared (mid-
IR) through UV cross-matched catalog provided by
Krawczyk et al. (2013). These data are taken from the
SDSS DR7 quasar catalog (Schneider et al. 2010) and
have been cross-matched to Spitzer and WISE (Wide-
field Infrared Survey Explorer, Wright et al. 2010) in
the mid-IR, 2MASS (Skrutskie et al. 2006) and UKIDSS
(UKIRT Infrared Deep Sky Survey, Lawrence et al. 2007)
in the near-IR, and GALEX (Galaxy Evolution Explorer,
Martin et al. 2005) in the UV. The host galaxy com-
ponent for each quasar was estimated using the Fioc
& Rocca-Volmerange (1997) elliptical galaxy template
with a normalization estimated by combining two differ-
ent models: the relation outlined in Shen et al. (2011)
for the high luminosity quasars, and the relationship
from Richards et al. (2006a) for the low luminosity
quasars (see Section 3.3 of Krawczyk et al. 2013). To
mitigate against any biases due to selection effects, we
limit our study to the uniformly selected point source
quasars (Richards et al. 2006b), leaving an initial sam-
ple of 55,772 quasars. We remove the effects of dust
reddening/extinction within the MW itself by applying
the corrections of Schlegel et al. (1998) and Schlafly &
Finkbeiner (2011).
In order to better understand the dust present at a
quasar’s redshift, we further desire to minimize the ef-
fects of reddening caused by intervening galaxies. We
achieve this by removing 16,450 quasars that show signs
of strong absorption line systems along the line of sight.
The presence of strong absorption lines in the spectrum
of a quasar generally indicates that the light is passing
through an intervening galaxy. As dust in those galax-
ies can redden the quasar spectrum (York et al. 2006;
Me´nard et al. 2008; Khare et al. 2012), it is important
to remove such quasars from our sample. We specifically
removed all quasars with at least two identified absorp-
tion lines (grade C or higher in the parlance of York
et al. (2005)) with a Mg II line having an equivalent
width (EW) ≥ 0.3 A˚ (York et al. 2015, in preparation).
These systems are thought to be associated with absorb-
ing columns ofNHI ∼ 1018−20cm−2 (Churchill et al. 2005;
Prochaska et al. 2010).
This process yields a sample of quasars that is not
selected preferentially because of radio properties and
whose observed SED should be dominated by the physics
of the accretion disk and dust reddening/extinction that
is local to the quasar and/or the host galaxy. As BAL
quasars are seen to have different reddening proper-
ties (Sprayberry & Foltz 1992) and perhaps intrinsi-
cally different SEDs (Weymann et al. 1991; Reichard
et al. 2003b), we split the sample into two groups: BAL
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Fig. 1.— Position of various filters on the mean quasar SED
(with the major spectral lines removed) for z = 0 (black) and
z = 5 (orange). The filters are from WISE (x’s), 2MASS/UKIDSS
(circles), SDSS (triangles), and GALEX (diamonds). The vertical
dashed lines show the range where the SED is well approximated as
a powerlaw (dashed gray line αν = −0.39); all but the two reddest
filters pass through this range for the redshift distribution of our
sample.
quasars, as identified by Shen et al. (2011) and York et
al. (2015, in preparation), and non-BAL quasars, con-
taining 1744 and 34,233 quasars respectively. Our goal
is to investigate the dust properties of otherwise normal
type 1 quasars as opposed to specifically investigating
dusty quasars (e.g., Fynbo et al. 2013; Ross et al. 2014).
For our dust analysis we only use the filters that fall
between 1µm and 1216 A˚ in a quasar’s rest frame (the
portion consistent with a powerlaw). Because of these
limits, only the following filters are used: NUV and FUV
from GALEX, ugriz from SDSS, JHK from either 2MASS
or UKIDSS, and W1-2 from WISE. Figure 1 shows the
positions of these filters on the mean quasar SED from
Krawczyk et al. (2013) for z = 0 (black) and z = 5
(orange). This mean SED has a powerlaw index of αν =
−0.39 (gray dashed line) and the small blue bump (SBB)
is visible at ∼ 3500 A˚.
3. FITTING REDDENING MODELS TO QUASAR
PHOTOMETRY
3.1. Modal Colors
To identify a quasar as “red,” we must first determine
both the expected distribution of SEDs and a method
for identifying which quasars can be considered as out-
liers from that distribution. The expected observed SED
changes as a function of redshift as the different spec-
tral lines are shifted though the filter sets. By examining
quasar colors as a function of redshift we can find the typ-
ical quasar SED, and assuming this SED contains little
or no dust, we can use it to characterize the effects that
different reddening laws have on the SED. We note that
these colors are calculated after removing the estimated
host galaxy contribution (most relevant at z.0.8) using
the prescription discussed in Krawczyk et al. (2013).
Previous studies have mitigated against emission lines
changing a quasar’s colors by binning the data by red-
shift and removing the median (e.g., Richards et al. 2003)
or mode (e.g., Hopkins et al. 2004) within each bin.
The results of this process are strongly dependent on
the bin width chosen. To avoid this issue, we used a
non-parametric 2nd degree local regression to estimate
the modal color as a function of redshift. We used the
loess regression package in R (R Core Team 2014) with
smoothing parameters chosen so the regression followed
the ridge-line (i.e. the mode) for each color-redshift plot,
as in Figure 2. Although this method does not work
well once a filter passes into the Lyman forest (vertical
dashed lines in Figure 2), with the rest-frame wavelength
cuts applied in the analysis, this discrepancy does not af-
fect our results.
With these modal colors, we define relative colors
(Richards et al. 2003) as the difference between the ob-
served color and the modal color at the quasar’s redshift
(e.g. ∆(u−g) = (u−g)−〈u−g〉mode,z). From these rel-
ative colors we can also build relative magnitudes (∆m)
up to a normalization factor; we adopt ∆miband = 0
throughout this paper. These relative colors and mag-
nitudes allow for a color analysis that is independent of
emission line effects.
While we discuss the optical/UV continuum in terms of
reddening an intrinsic power-law, this process preserves
the modal continuum of quasars regardless of its shape.
That is, it does not matter if the true SED has some
intrinsic curvature as discussed in Section 1. The pro-
cess does however suffer from the usual problem of short-
wavelengths being dominated by high-z quasars and long
wavelengths by low-z quasars.
To determine if we have a population of quasars af-
fected by dust reddening, we compare the distributions
for a relative color on the blue end of the quasar SED
(∆(u − g)) and and relative color on the red end of the
quasar SED (∆(i − z)). If there is no dust reddening
in our population, we would expect the shape of these
two distributions to be the same, whereas dust redden-
ing would cause there to be (relatively) more red quasars
on the blue end of the SED than the red end of the
SED. Thus we can distinguish between dust reddening
and synchrotron emission extending to the optical since
dust preferentially absorbs the shorter-wavelength pho-
tons (e.g. adding a heavy red tail to ∆(u − g)), while
synchrotron adds long-wavelength photons (e.g. adding
a heavy red tail to ∆(i − z)); see Francis et al. (2000).
Figure 3 shows these two distributions and we can see
that ∆(u− g) shows a heavier red “tail” than ∆(i− z),
indicating that we do indeed have a population of dust
reddened quasars.
3.2. Red vs. Reddened: Photometry
As discussed in Richards et al. (2003), “red” quasars
can be intrinsically red or dust reddened. In order to
tell these two apart, we need to understand how dust
changes the observed ∆m. Combining Equation 1 with
our definition of ∆m and assuming the modal quasar
contains no dust9:
∆m = m− 〈m〉mode,z (observed)
= m0 + 2.5∆(αλ) log (λ) + E(B−V)Rλ (model)
(2)
9 This technically measures dust reddening relative to the modal
quasar and is in addition to any reddening of the modal quasar
itself.
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Fig. 2.— Colors as a function of redshift with the modes indicated by the solid red lines. The colors indicate the linear density of points
with white being most dense and the outliers shown as black points. The vertical dashed lines indicate where the bluest filter for each color
passes into the Lyα line.
where m0 is a normalization term, ∆(αλ) is the difference
between the quasar’s intrinsic spectral index and the ob-
served modal spectral index of αλ = −1.72 (αν = −0.28,
as determined from the modal colors in Figure 2), with
positive values being bluer, and Rλ is a function depen-
dent on the properties of the dust. Throughout the re-
mainder of the article we will be working with values of
∆(αλ) since that is the term that appears in the model.
These values can be converted to absolute spectral in-
dices (fλ ∝ λαλ , fν ∝ ναν ) by adding in the observed
modal spectral index:
αλ=−1.72−∆(αλ) (3)
αν =−2− αλ
=−0.28 + ∆(αλ) (4)
As stated in Section 1, this model only holds between
1µm and 1216 A˚, since that is where the underlying
SED is well approximated by a single power law. The
one thing Rλ has in common across all forms of dust is
Mining for Dust in Type 1 Quasars 5
−0.5 0.0 0.5 1.0
∆(u−g)
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
N
u
m
b
e
r
−0.5 0.0 0.5 1.0
∆(i−z)
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5
N
u
m
b
e
r
Fig. 3.— Relative colors for ∆(u − g) (left) and ∆(i − z)(right). ∆(u − g) shows a heavy red tail as compared to its best fit Gaussian
(red), while ∆(i− z) shows a weaker red tail as compared to its best fit Gaussian. This asymmetry indicates that there is a population of
dust reddened quasars in our sample.
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Fig. 4.— Extinction curves for seven different reddening laws
with E(B−V) = 1: Milky Way type (brown triangles), LMC type
(blue X’s), SMC type (red dots), starburst type (purple diamonds),
Goobar (2008) type (gray stars), Leighly et al. (2014) type (orange
squares), and Gaskell et al. (2004) type (green +’s). The vertical
dashed lines indicate the polynomial fitting range used in this work.
In all cases we see dust reddening adds curvature to the relative
magnitudes.
that it adds curvature to ∆m by preferentially remov-
ing shorter wavelength photons (except for Gaskell et al.
2004 reddening which introduces curvature in the oppo-
site sense). Figure 4 shows Rλ for seven different red-
dening laws with E(B−V) = 1: MW (Pei 1992), Large
Magellanic Cloud (LMC; Pei 1992), Small Magellanic
Cloud (SMC; Pei 1992), starburst (CAL; Calzetti et al.
1995), multiple-scattering dust models (G08-MW,L14-
QSO; Goobar 2008; Leighly et al. 2014), and Gaskell
et al. (G04; 2004) type reddening.
From Equation 2 we see that changes in the intrin-
sic spectral index, ∆(αλ), will change the slope of ∆m
(i.e. it is only multiplied by log (λ)), while changes in the
amount of dust, measured by E(B−V), will change both
the slope and curvature of ∆m since Rλ contains higher
orders of log (λ). Hopkins et al. (2004) characterized
these changes by fitting ∆m with a 1st-order Chebyshev
polynomial to obtain the slope (c1) and with a 2
nd-order
Chebyshev polynomial to obtain the curvature (c2). Be-
cause of the orthogonality properties of the Chebyshev
polynomials, c1 and c2 are linearly independent of each
other. This property means that changes in a quasar’s
intrinsic spectral index will only change c1, but given the
nature of Rλ, changes in E(B−V) will change both c1
and c2.
Figure 5 shows the c1 vs. c2 parameter space for both
the non-BAL (left) and BAL (right) samples, where the
symbols show the modal quasar (c1=0, c2=0 by defi-
nition) reddened by seven different reddening laws with
redshifts ranging from 0 to 2.2 and E(B−V) values rang-
ing from 0 to 0.8. If the reddening were instead applied
to a quasar that was intrinsically blue (red) then the
symbols would shift to higher (lower) c1 values while the
c2 values would remain unchanged. Looking at the trend
of the BAL and non-BAL quasar samples in Figure 5,
it appears that the data is most closely matched with
the steeper reddening laws, e.g., the SMC dust law10 or
the multiple-scattering dust model described by Goobar
(2008) to explain anomalous dust extinction in super-
novae host galaxies (see also Fynbo et al. 2013; Leighly
et al. 2014).
3.3. Monte Carlo Parameter Estimation
One of the difficulties of our analysis is the degeneracy
between changes in color and dust reddening (e.g., Re-
ichard et al. 2003a,b; Richards et al. 2003). As such, to fit
10 The SMC type dust is typically associated with having a
smaller grain size than LMC or MW type dust (Pei 1992).
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Fig. 5.— c1 vs. c2 for uniformly selected SDSS quasars. The colors indicate the linear density of scatter points with light purple being
the most dense and the outliers are shown as black scatter points. The 1 and 2σ contours are also shown in the left panel. The symbols
show a typical quasar placed at redshifts ranging from 0 to 2.2 and with E(B−V) values ranging from 0 to 0.8 for seven different reddening
laws: SMC type (red dots), LMC type (blue X’s), starburst type (purple diamonds), Milky Way type (brown triangles), multiple-scattering
dust fit to the Milky Way (gray stars Goobar 2008), multiple-scattering dust fit to a BAL quasar (orange squares Leighly et al. 2014), and
Gaskell et al. (2004) type (green +’s). The black dashed line shows the orthogonal regression of the data. Left: sample of 34,233 non-BAL
quasars. Right: sample of 1,744 BAL quasars. In both samples the trend of the data best matches the steeper reddening laws.
for both the individual ∆(αλ) and E(B−V) values along
with the shapes of the distributions they come from, we
use a multi-level or hierarchical Bayesian model.11 In
our model we assume the ∆(αλ) values come from a nor-
mal distribution with mean µα and width σα and the
E(B−V) values come from an exponentially modified
Gaussian (EMG) distribution. The EMG is the result
of summing a normal random variable with mean µdust
and width σdust and an exponential random variable with
rate parameter λdust (smaller values indicate a heavier
red tail). The EMG was chosen since it is very similar
in shape to the half-normal, half-exponential distribu-
tion Hopkins et al. (2004) found to work well for the
E(B−V) distribution of quasars. In addition to these
parameters we also assume a noise term with zero mean
and width S to model error in determining the modal
colors. The technical details of this process are included
in Appendix A for the interested reader; we summarize
the results in Section 3.4 and continue our analysis in
Section 4. See Capellupo et al. (2015) for another exam-
ple of such analysis, there attempting to model quasar
SEDs as a function of black hole parameters.
3.4. MCMC Results: Population Parameters
Using the model described in Appendix A.2, we fit
for both individual ∆(αλ) and E(B−V) values (φi =
{∆(αλ)i,E(B−V)i} from Appendix A) and the popula-
tion parameters (θ = {µα, σα, µdust, σdust, λdust, S} from
Appendix A) describing the distributions of these vari-
ables. This method was used for both the SMC reddening
law and the multiple-scattering reddening law from Goo-
bar (2008) calibrated to fit Mrk 231 (a heavily reddened
BAL quasar; Leighly et al. 2014) as those two models
appear to better represent the data in Figure 5.
To check how well our model can recreate the observed
data we simulate an MC sample of quasars using the
11 See Stern & Laor (2012), Section 3.7.3 for a discussion of using
the ratio between UV luminosity and the broad component of the
Hα emission line to break the degeneracy.
results of our fit to the SMC law12 to find c1 and c2
values. The resulting distributions can be seen in the
left panels of Figure 6 while right panels show the resid-
ual with the original data. In the residual plots, green
shows where the model over-estimated and purple shows
where it under-estimated the number of objects. In Fig-
ure 6 we see that the model over-predicts the number of
objects along the direction of largest deviation in c1–c2
space, whereas along the direction perpendicular (with
the smallest deviation in c1–c2 space), the model under-
predicts the number of objects. This difference shows
that our model favors changes in the slope over changes
in curvature, and as a result under-estimates the amount
of curvature in our data. This is not surprising given that
the average object has low curvature. This difference
could also be attributed to the underlying optical/UV
SED not being well modeled by a powerlaw; see the In-
troduction and Schneider et al. (e.g., 2001); Shang et al.
(e.g., 2005). In the bottom-right panel of Figure 6 the
agreement for the BAL sample is better, but again the
amount of curvature is under-estimated by our model.
Figures 7 and 8 show the marginalized posterior dis-
tributions for the 1D and 2D projections for each of the
six population parameters for the non-BAL and the BAL
samples using the SMC reddening law. The resulting val-
ues of the population parameters for both reddening laws
are given in Table 1 (see also the top and side panels of
Figures 9 and 10).
The projections shown in Figures 7 and 8 reveal in-
formation about the overall shapes of our ∆(αλ) and
E(B−V) distributions and correlations between the
population parameters as characterized by the means
and dispersions. Both samples have a positive value
for µα indicating that the (intrinsic) mean spectral in-
dices are bluer than the observed modal quasar (∆(αλ) &
0.07). Using Equation (4) to translate the mean ∆(αλ)
values from Table 1 into observed spectral indices we find
for the SMC law that the BAL sample is bluer (〈αλ〉 =
12 The results for the L14-QSO fit are qualitatively similar.
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Fig. 6.— Monte Carlo simulations of c1 and c2 (left) and residuals with the data (right) for the SMC reddening law based on the
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TABLE 1
Hyperparameter Fit Values
SMC L14-QSO
Population Parameter non-BAL BAL non-BAL BAL
µα 0.067± 0.002 0.108+0.009−0.008 0.039± 0.002 0.021+0.008−0.007
σα 0.186± 0.001 0.206+0.008−0.007 0.202± 0.001 0.214± 0.006
µdust −0.0184± 0.0001 0.0111+0.0009−0.0007 −0.0125± 0.0001 0.0007+0.0004−0.0003
σdust 0.00007
+0.00005
−0.00004 0.00052
+0.00051
−00030 0.0004± 0.0001 0.00027+0.00023−00015
λdust
a 31.03+0.16−0.18 22.71
+0.48
−0.52 53.96
+0.31
−0.27 41.53
+0.89
−0.81
S 0.0490± 0.0002 0.0755± 0.0014 0.0469± 0.0002 0.0671± 0.0012
Note. — The 1σ error regions are given for each value.
a Smaller values indicate a heavier tail.
−1.83) than the non-BAL sample (〈αλ〉 = −1.79). Al-
though the values of µα are different in terms of random
error, after taking into account our systematic ability to
measure the modal spectral index (related to S, see Ap-
pendix A.2), these values are well within 1σ of each other
(see the top panel of Figure 9).
In all cases σdust is consistent with 0; since this pa-
rameter corresponds to the width of the Gaussian half
of the EMG distribution, this means the distribution for
E(B−V) is consistent with coming from a pure exponen-
tial distribution that is offset from the origin by µdust.
We also find a positive correlation between µα and µdust
(left column, third from the top in Figures 7 & 8) show-
ing there is a degeneracy between the mean values for
∆(αλ) and E(B−V) in the model. That is, it is difficult
to distinguish between something that is intrinsically red
and something that is dust reddened. The positive value
of µdust in the BAL sample suggests that all of the BAL
quasars are consistent with having dust reddening, while
the negative value on the non-BAL sample suggests that
there are quasars (∼60%13) with no dust reddening14.
13 The positive side of E(B−V) is within 1σ of 0
14 If the modal quasar has a small amount of dust reddening,
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Fig. 7.— The best fit population parameters for an SMC reddening law for the non-BAL quasars. The red dashed lines show the median
for each variable, the 1σ (2σ) confidence regions are shown in green (orange). The ∆(αλ) distribution is fit with a normal distribution
with mean µα and width σα. The E(B−V) distribution is fit with a EMG with shape parameters µdust, σdust, and λdust (see text).
S is the uncertainty associated with determining the ∆m. The mean values for these parameters are: {µα, σα, µdust, σdust, λdust, S} =
{0.067, 0.186,−0.0184, 7 × 10−5, 31.03, 0.0490}. In the left column, third from the top, we see a positive correlation between the mean
values of the ∆(αλ) and E(B−V) distributions, showing there is a degeneracy between these variables.
Our population parameters for the SMC law are com-
parable to the shape parameters found in Table 2 of Hop-
kins et al. (2004). After converting the parameters to
the same scale (σHopkinsα = σα, σ
Hopkins
dust = 1/λdust, and
σHopkinsGaussian = σdust) we find σα (0.13 in Hopkins) to be
higher for the non-BAL (0.18) and BAL (0.21) samples,
indicating we see a larger range of spectral indices, and
λdust (22.22 in Hopkins) to be about the same for the
BAL sample (22.71) and higher15 for the non-BAL sam-
ple (31.03). As mentioned above, our values for σdust
are much smaller than the Hopkins et al. (2004) value of
negative E(B−V) values would indicate quasars with less dust
than the mode.
15 Higher values mean fewer reddened quasars
0.02.
3.5. MCMC Results: Individual Parameters
Previous studies (i.e., Reichard et al. 2003a,b) have
avoided assigning physical meaning to their fit values for
spectral index and amount of reddening due to the high
degeneracy between these parameters (e.g., Figure 3 of
Reichard et al. 2003a). The correlation between the µα
and µdust population parameters, and the correlations
between the ∆(αλ) and E(B−V) values for an individ-
ual quasar, are very similar to the degeneracies seen in
previous work. What makes our work different is the
ability of our model to share this degeneracy across all
levels of the model, from the individual fits up to the
population parameters, in such a way that the degen-
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Fig. 8.— Same as Figure 7 but for the BAL quasars. The mean values for these parameters are: {µα, σα, µdust, σdust, λdust, S} =
{0.108, 0.206, 0.0111, 5.2× 10−4, 22.71, 0.0755}. As with the non-BAL sample we find a positive correlation between the mean values of the
∆(αλ) and E(B−V) distributions, showing there is a degeneracy between these variables. The BAL sample has a larger value for µα and
a smaller value for λdust than the non-BAL sample, indicating that the BAL quasars, on average, are intrinsically bluer within random
error (see text) and have more dust reddening than the non-BAL sample.
eracy is broken in the marginalized distribution, as can
be seen in Figures 9 and 10. Put another way, the indi-
vidual fits are regulated by the population parameters,
kept within physical ranges by priors, and uncertainty is
propagated through every level such that the marginal-
ized distributions for ∆(αλ) and E(B−V) follow the
model we specified in Appendix A.2. As a result the
trends seen in Figures 9 and 10 are expected to be real
trends in the data and are not caused by degeneracies in
the model. Table 2 provides the αλ, E(B−V), the co-
variance matrix (Cα,α,Cα,E(B−V), and CE(B−V),E(B−V))
between them, and the deviance information criterion
(DIC, see Section 3.6) for each quasar and both redden-
ing laws.
Figures 9 and 10 present the marginalized joint prob-
ability distributions for ∆(αλ) and E(B−V) for each of
our samples, i.e. the (2D) probability distribution for
each individual quasar summed together and projected
onto the ∆(αλ)–E(B−V) plane. The top and side pan-
els of each plot show the fully marginalized probability
distributions for ∆(αλ) and E(B−V) respectively; these
distributions are the ones described by the population
parameters in Table 1. The modal quasar (αλ = −1.72,
αν = −0.28) represents the zero point of the x-axis and
positive values of ∆(αλ) indicate quasars that are bluer
than the mode.
In Figure 9 we show the results for fitting the SMC
reddening law. As was determined from the popula-
tion parameters, we find that both the non-BAL and
BAL samples are (on average) ∼0.07 bluer in αλ than
the modal quasar and the BAL sample shows more dust
reddening. The marginalized distributions for E(B−V)
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Fig. 9.— Joint probability distribution of ∆(αλ) and E(B−V) values for non-BAL (left) and BAL (right) quasars for the SMC
reddening law. The 1σ (2σ) contours are shown in purple (orange) and the fully marginalized distributions (blue) for each variable are
shown as histograms. Additionally the top panels show the marginalized ∆(αλ) distribution for the quasars with little to no reddening
(E(B−V) < 0.04) in green and the mean of the non-BAL sample shown as a vertical dashed line. The zero point on the x-axis represents
the modal quasar that has αλ = −1.72 (αν = −0.28) and positive ∆(αλ) values are bluer. The negative E(B−V) values on the left argue
that the mean non-BAL quasar is not dust reddened (and is ∼0.07 bluer in αλ than we have assumed). The positive E(B−V) values on
the right argue that, in contrast to non-BALs, BALs all have dust and are intrinsically bluer than the non-BALs by virtue of the centroid
of the blue region. Moreover, at a given E(B−V), the most probable value for ∆(αλ) is larger, suggesting that more heavily reddened
BAL quasars are actually intrinsically bluer.
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Fig. 10.— Same as Figure 9 but using the L14-QSO reddening law. The general shapes of these distributions are the same but the
E(B−V) values are smaller, as expected for a steeper reddening law. Again, the BAL quasars show that for a given E(B−V), the most
probable value for ∆(αλ) is larger, suggesting that the more heavily reddened BAL quasars are actually intrinsically bluer.
argue that 2.5% (13%) of the ugriz color-selected type
1 non-BAL (BAL) quasars in SDSS are consistent with
E(B−V) > 0.1 and 0.1% (1.3%) are consistent with
E(B−V) > 0.2. Moreover, at a given E(B−V) value,
the BAL quasars are more likely to be bluer, suggesting
that more heavily reddened BAL quasars are actually in-
trinsically bluer. This trend is not seen in the non-BAL
sample. In both plots we see a lack of quasars that are
intrinsically red and heavily dust reddened. This deficit
could be caused by an observational bias, i.e. quasars in
this region have colors that are missed by the selection
algorithm. If this is not the case, then this might suggest
that the heaviest levels of extinction are associated with
the quasar itself rather than the host galaxy, otherwise
there would be no link between the intrinsic color and
the reddening (unless there is also a link between the
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Fig. 11.— The fraction of BAL quasars as a function of ∆(αλ) and E(B−V) for the SMC reddening law (left) and the L14-QSO
reddening law (right). The fully marginalized BAL fractions are shown in the histograms. We can see the BAL fraction goes from ∼ 0.01 to
∼ 0.6 as the intrinsic color becomes bluer and the amount of dust increases. Although the BAL fraction reaches ∼ 0.6 in the 2D parameters
space, it does not exceed ∼ 0.2 after marginalizing over E(B−V) or ∆(αλ).
host galaxy and the intrinsic quasar color).
In Figure 10 we see qualitatively the same trends for
the L14-QSO reddening law as we did for the SMC law,
the biggest differences being the scaling of the y-axis
and a shift in the ∆(αλ) to smaller values. Here the
marginalized distributions for E(B−V) argue that 0.2%
(1.7%) of the non-BAL (BAL) quasars are consistent
with E(B−V) > 0.1 and 0.002% (0.022%) are consis-
tent with E(B−V) > 0.2.
Using this data set, we can also look at the observed
BAL fraction as a function of ∆(αλ) and E(B−V). We
have made no attempt to find the intrinsic BAL frac-
tion (e.g., see Hewett & Foltz 2003; Allen et al. 2011),
instead, we are looking at how the relative fraction of ob-
served BALs changes as a function of these parameters.
Figure 11 shows the BAL fraction for the SMC and L14-
QSO reddening laws. As with the previous plots, we see
that the changes in the BAL fraction are qualitatively
similar for both reddening laws: it increases from ∼ 0.01
for red quasars with little dust reddening, up to ∼ 0.6 for
blue quasars with heavy dust reddening. After marginal-
izing over E(B−V) we see that the BAL fraction ranges
between ∼ 0.05 and ∼ 0.2 and it clearly increases as
quasars become bluer. This trend has only become clear
due to our larger data set, and is in comparison to previ-
ous studies (e.g. Tolea et al. 2002; Hewett & Foltz 2003;
Reichard et al. 2003b) that were only able to measure the
mean BAL fraction of ∼ 20%. As with Figures 9 and 10
we have marginalized over the probability distributions
for each individual quasar, meaning the trend seen here
is expected to be real (up to any observational biases)
and not an artifact of our model.
This analysis suggests that the parent populations for
BALs and non-BALs are slightly different (BALs being
intrinsically bluer, on average). However, we need to be
careful that selection effects are not involved (e.g., see
Reichard et al. 2003b; Allen et al. 2011).
3.6. Which Reddening Law Fits Better?
Given that we used two different reddening laws to fit
our data, it is natural to ask: which reddening law fits
the data better? To answer this question we use the DIC.
The DIC is a generalization of the Bayesian information
criterion (BIC) such that it can be directly applied to
the output of a Markov Chain Monte Carlo (MCMC) fit,
and can be used to directly compare multiple models fit
to the same data. The DIC is made up of two terms, one
that is related to the likelihood of the model explaining
the data (similar to χ2), and a penalty term based on
the complexity of the model (i.e. the effective degrees
of freedom after taking into account the covariances be-
tween the fitted variables).
Models that have smaller DIC values fit the data better
than models with higher DIC values, and the size of this
difference gives a measure of how much better the fit
is. When the difference (DICmodel1−DICmodel2) is less
than 2 both models fit the data well, when it is between
2 and 6 there is positive evidence for the lower model
fitting better, and when it is greater than 6 there is strong
evidence (Kass & Raftery 1995). We have calculated the
DIC for each individual quasar and each reddening law
to see what model fits better, these values are included
in Table 2. Table 3 summarizes the comparison of the
two models. Overall we find the SMC reddening law
does a better job fitting our data, and to the end of
applying the best correction in the mean sense, it will be
used exclusively for the remainder of this articale. That
said, it should be noted that, while the SMC law is the
best fit for our sample, there are a few objects for which
other investigators have found that MW dust is a better
fit. For a recent example (four quasars), see Capellupo
et al. (2015). We do find that up to 4% (11%) of non-
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TABLE 3
Reddening Law Comparison
non-BAL BAL
Evidence Number Fraction Number Fraction
SMC: strong 23443 68.5% 1131 64.9%
SMC: positive 9291 27.1% 414 23.7%
Both 1470 4.3% 192 11.0%
L14-QSO: positive 16 0.05% 5 0.3%
L14-QSO: strong 6 0.01% 2 0.1%
BAL (BAL) quasars show signs of contributions from
multiple scattering; for future work it may be interesting
to consider this subset to see how they differ from the
main sample.
4. COMPOSITE SPECTRA
Hopkins et al. (2004) discuss composite spectra as
functions of the (c1,c2) parameter space. Here we con-
struct composite spectra based on the more physical pa-
rameter space of ∆(αλ) and E(B−V) from the previ-
ous section. Our composites are constructed in the same
way as the Vanden Berk et al. (2001) quasar composite,
using similar code. In brief, the quasars are sorted by
redshift, shifted to their rest frames, re-sampled onto a
common 1A˚ grid, and normalized by the overlap with
the current composite. For our composite spectra we
used the improved SDSS redshifts cataloged in Hewett
& Wild (2010). To preserve the continuum shape in the
composite we chose to use a weighted geometric mean to
combine the spectra (Vanden Berk et al. 2001; Reichard
et al. 2003b).
The spectra were split into 10 equally spaced bins in
both ∆(αλ) and E(B−V). The MCMC sampler from
Section 3.3 produced full probability distributions for
each quasar in this parameter space, allowing us to find
the probability for each quasar belonging to any given
bin. This probability was used as the weight when cal-
culating the geometric mean in each bin. To prevent
quasars with high variance (i.e. spread across many
bins) from contaminating the sample, only quasars with
a probability of being in a bin greater than 10% were
used. After this cut, composites were made for any bin
with more than 10 quasars.
4.1. Red vs. Reddened Spectra
Figures 12 and 13 show the resulting composites for the
non-BAL and BAL samples respectively and the flux val-
ues are provided. Each panel in these figures corresponds
to a single ∆(αλ) bin (the 10
th bin for each sample had
too few quasars to stack) and each color corresponds to
a single E(B−V) bin. The black dashed lines show the
typical intrinsic powerlaw in each bin (red to blue going
from the top left to bottom right) with the red dashed
lines showing the global modal powerlaw, αλ = −1.72
(αν = −0.28), for comparison. The color dashed lines
show the typical powerlaw for each bin reddened by the
E(B−V) values corresponding to each color. In most
cases we see that the color dashed lines are in agreement
with the stacked spectra in each bin, indicating that the
∆(αλ) and E(B−V) values found in the previous sec-
tion are accurate. The notable exceptions are the most
reddened bin for almost all the ∆(αλ) bins, these spec-
tra tend to show more curvature than would be expected
from the fits to their photometry suggesting, that, if any-
thing, those quasars are better fit by a steeper reddening
law (such as multiple-scattering).
We also see slight deviations in the bluest bin for the
least reddened spectra. One potential cause for this de-
viation is if the underlying continuum between 1µm and
1216 A˚ is not well described by a power law. As noted in
the introduction, there are a number of reasons to expect
such deviations from a power-law continuum.
For the BAL quasars in Figure 13 we see a trend
in C IV absorption (log (λ) ∼ 3.2) with ∆(αλ) and
E(B−V). At a given ∆(αλ) value the absorption trough
for C IV deepens as E(B−V) increases. When hold-
ing E(B−V) at a fixed value, the absorption trough be-
comes wider (and extends to higher velocities) for bluer
colors than redder colors. These trends are consistent
with Baskin et al. (2013) who found C IV troughs be-
come wider as the strength of He II decreased, a trend
we find also corresponds to the non-BAL quasars being
bluer (see Section 4.2). They also found the depth of the
C IV trough increased as αUVl (measured between 1710
and 3000 A˚) became redder, a quantity they associated
with dust reddening.
4.2. Individual Lines
Richards et al. (2003) constructed several composite
spectra based on the observed ∆(g − i) relative colors.
They were able to construct four spectra that had little
dust reddening and span different spectral indices. By
comparing these spectra they found several trends in in-
dividual spectral lines related to the intrinsic slopes. Our
analysis provides a more robust metric for distinguish in-
trinsically red and dust reddened quasars, allowing us to
create a cleaner sample of quasars that are thought to
be relatively free of dust. This process is useful as one
expects a physical link between the continuum and the
(photoionized) gas in the BELR.
4.2.1. Trends with Spectral Index
In this section we explore the trends in some individual
emission lines as a function of the intrinsic spectral index
for the non-BAL quasars consistent with little to no red-
dening (i.e. the lowest E(B−V) bin). To prevent being
influenced by known trends due to quasar luminosity, we
picked sub-samples from each bin such that the distribu-
tion of L
2500 A˚
, taken from Krawczyk et al. (2013), was
the same for every sample. When doing this we excluded
the two bluest bins from the analysis seeing as their
L
2500 A˚
distributions were significantly lower than the
other bins. The resulting luminosity distribution for the
non-BAL sample had 44.4 < log (L
2500 A˚
[ergs s−1]) < 47
and a median of 45.7, while the BAL sample had 46 <
log (L
2500 A˚
[ergs s−1]) < 46.7 and a median of 46.2.
The major emission line regions are shown in Figure 14.
These spectra have been normalized such that they are
unity at the edges of each plot16. Below we comment on
each of the the emission lines.
C IV – Unlike Richards et al. (2003), who found only
slight trends in C IV, we see a very clear trend with C IV
16 This is achieved by dividing out the powerlaw continuum con-
necting the spectra at the edges of each plot
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Fig. 12.— Composite spectra for non-BAL quasars (solid lines) for nine evenly spaced bins along ∆(αλ) (subplots going intrinsically
red to blue from the top left to the bottom right) and for 10 evenly spaced bins along E(B−V) (various colors) based on the fits to the
SMC reddening law. The black dashed line in each panel indicates the typical powerlaw for each quasar in that ∆(αλ) bin and the red
dashed line shows the observed modal powerlaw (∆(αλ) = 0) for comparison. The colored dashed lines show the typical powerlaw reddened
by the E(B−V) value corresponding to each color. The middle-left panel shows objects with spectral indices most similar to the modal
powerlaw. The objects best fit by an intrinsically bluer spectrum demonstrate that such objects exist, but the bluest spectra that are best
fit without any dust are not perfect fits. This could be a sign of mis-fitting, or may be an indication of the spectral turn-over within the
fitting region (which is expected from Shang et al. (2005)). The most reddened spectra in each panel need a steeper reddening law to
explain their curvature. Each composite spectrum is largely in agreement with the bin values found from fitting the photometry. The data
used to create this figure are available.
where redder quasars have stronger (higher equivalent
width) emission. We attribute this difference between
our work and that of Richards et al. (2003) as being due
to our better ability to separate dust from intrinsic red-
ness (specifically dusty blue objects likely affected the
reddest spectra in Richards et al. (2003)) which is con-
sistent with bluer objects having weaker C IV. There is
also a small blueward shift of the line for objects with
weaker C IV, consistent with previous findings (e.g., Su-
lentic et al. 2007; Richards et al. 2011; Gaskell & Goos-
mann 2013), best seen here in the red wing of the line
(as compared to the blue wing).
He II – The EW of the He II λ1640 A˚ increases as the
spectra become redder. The same trend can be seen in
the O III]/Al II/Fe II blend just redward of He II. Leighly
& Moore (2004) suggests that a stronger He II emission
line is an indicator of a harder (bluer) continuum in the
X-ray. These trends are consistent with Richards et al.
(2003) (see also Baskin et al. 2013).
C III] – A clear trend of increasing EW with increasing
redness is seen in the C III] λ1909 A˚ line, consistent with
Richards et al. (2003). The opposite trend is seen in the
nearby Al III λ1857 A˚ line (blue being stronger) and no
trend is seen in the Si III] λ1892 A˚ line, whereas Richards
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Fig. 13.— Same as Figure 12 but for the BAL sample (subplots going intrinsically red to blue from the top left to the bottom right).
Within each panel there is an increase in the depth of the C IV absorption trough (log (λ) ∼ 3.2) as the E(B−V) values increase. The
C IV absorption trough also becomes wider as quasars become bluer (e.g. the trough extends out to the nearby Si IV line for the bluest
quasars). Each composite spectrum is largely in agreement with the bin values found from fitting the photometry. The data used to create
this figure are available.
et al. (2003) showed no trend with either line. The com-
bination of both strong Al III and Si III] with respect
to C III] in the bluer quasars is an indication that they
have a softer (redder) ionizing spectrum as compared to
the redder quasars (See Appendix A3 of Casebeer et al.
2006; Grupe et al. 2010).
Mg II – There is a slight trend in Mg II where the
line get weaker and narrower as redness increases. As
with Hβ, the width of Mg II is proportional to the mass
of the central black hole Peterson (e.g., 2011), possibly
indicating that the bluer quasars have larger MBH.
[O II] – This line shows the opposite trend as Mg II,
the line gets stronger (higher EW) and wider as redness
increases, broadly consistent with Richards et al. (2003).
The combination of stronger [O II] and weak Balmer line
emission in the red quasars may indicate an underesti-
mation in the host galaxy subtraction for these quasars
(e.g., Ho 2005). For example, we have assumed a z=0
template for all quasars, which may not be appropriate.
However, for the difference to be due to host galaxy, the
host galaxy properties would actually have to be different
between the blue and red objects (and not just a func-
tion of redshift). The stronger [O II] may also indicate
that the red quasars have more star formation in their
host galaxies (Rosa-Gonza´lez et al. 2002) in addition to
the quasar’s contribution. As such these differences do
appear to reveal something about either the quasar or
host galaxy physics.
Hγ and [O III] – The strengths of both Hγ and [O III]
λ4363 A˚ decrease as redness increases.
Hβ – The strength and width of the Hβ decreases as
redness increases. The width of this line has been shown
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Fig. 14.— Expanded emission-line regions from the lowest E(B−V) bin from Figure 12 (E(B−V) < 0.012). “SBB” refers to the 3000
A˚ (or small blue) bump. The colors represent the ∆(αλ) value for each spectrum. The spectra are normalized such that their continua
agree at the edges of the panels.
to be an indicator of inclination, such that wider Hβ
corresponds to more edge-on views of the accretion disk
(Wills & Browne 1986; Shen & Ho 2014). Additionally
the FWHM of Hβ is used to estimate the virial veloc-
ity of the BLR when estimating black hole masses (e.g.
Vestergaard & Peterson 2006), where a larger FWHM
corresponds to a more massive black hole. However, if
the host galaxy is underestimated preferentially in the
red objects that could also bring the FWHMs into align-
ment. The nearby [O III] lines show a slight trend in
the opposite direction, which could be an indication that
the electron temperature of the emitting gas could be
changing in response to the quasars continuum.
Hα and [N II] – As with the other Balmer lines, Hα
gets weaker as redness increases.
SBB – The bottom panel of Figure 14 shows a clear
difference in the SBB region between the red and blue
quasars with the SBB appearing weaker (lower EW) as
redness increases, consistent with Richards et al. (2003).
This is likely caused by a weakening of the Balmer emis-
sion as quasars become redder, consistent with the weak-
ening of the resolved Balmer lines.
Overall we find that the intrinsically redder quasars
have larger EW high-ionization emission lines, but
smaller EW low-ionization emission lines. If the red-
der objects have harder continua in the EUV part of
the spectrum, then all else being equal, we would expect
both sets of lines to be stronger. There are a number of
possibilities for this difference. First it could be that the
BELR has multiple components: one dominated by high-
ionization emission, the other by low-ionization emission
(e.g., Leighly & Moore 2004; Collin et al. 2006; Richards
et al. 2011) and those components have different cover-
ing fractions related to the shape of the SED. Second
could simply be that, if the lines have the same inte-
grated flux, the redder objects with relatively lower con-
tinuum in the UV (where the high-ionization lines reside)
will have larger EW high-ionization lines. Lastly, uncor-
rected host galaxy light could be artificially inflating the
continuum in the optical, making the low-ionization lines
appear weaker in terms of EQW.
4.2.2. Trends with E(B-V)
Still examining the non-BAL spectra, we also examined
the spectral lines while holding ∆(αλ) fixed and compar-
ing spectra with different value of E(B−V). The clear-
est trend is seen in C IV, where the strength of the line
decreases as the reddening increases. Unlike Richards
et al. (2003) we do not see any increase in the strength
of [O II] with reddening, but we do see a slight increase
in the [O III] lines. The strong increase in [O II] seen in
Richards et al. (2003) could have been caused by intrin-
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Fig. 15.— Expanded emission-line regions from the lowest
E(B−V) bin from Figure 13 (0.012 < E(B−V) < 0.044). The
colors represent the ∆(αλ) value for each spectrum. The spectra
are normalized such that their continua agree at the edges of the
panels. Intrinsically redder BALs have stronger C IV and C III]
emission lines. The correlation see between changes in both the
emission and absorption lines indicate they are both responding to
changes in the underlying SED.
sically red quasars being mistaken as dust reddened in
their sample. None of the other lines show any signifi-
cant changes, thus we have not included a figure similar
to Figure 14 but as a function of E(B−V).
4.2.3. Trends in BAL Spectra
Looking instead at the BAL spectra we confirm differ-
ences in the emission and (mean) absorption as a func-
tion of (intrinsic) color (see Figure 15), with the (intrinsi-
cally) redder objects having more strongly peaked C IV,
stronger C III (and Si III) and some excess at ∼1750 A˚, as
was seen in Figure 9 of Reichard et al. (2003b). The ex-
cess near 1750 A˚ may be consistent with N III] at 1750 A˚
and Fe II UV 191 near 1788 A˚ (Vanden Berk et al. 2001;
Leighly et al. 2007). The absorption and emission are
correlated as might be expected if both are responding
to differences in the SED. If the absorption was not re-
sponding to differences in the SED, the differences in
the absorption troughs would be averaged away and lit-
tle variation would be seen in the composites. There-
fore, the correlation that we see indicates there may be
some underlying trend relating both the absorption and
emission (e.g., Turnshek et al. 1988; Baskin et al. 2013).
The narrow, low-velocity absorption seen in the redder
BAL quasars (just blueward of the C IV and Si IV lines)
could be an indication of weaker wind or a higher col-
umn density. These quasars also show evidence of strong,
not blueshifted C IV and strong C III]—two properties
that Richards et al. (2011) argue are also indicators of a
weaker winds.
Our finding of residual mini-BAL troughs in the red-
dest composites is of interest in terms of the parent
population of radio-loud BALs (e.g., Becker et al. 2000;
Rochais et al. 2014). Radio-loud quasars tend to be
redder (on average) than radio-quiet quasars and their
BALs troughs do not always meet the formal definition
of BALs. As such our findings may be consistent with
the properties of RL BALs being driven by a somewhat
different SED than traditional BALQSOs.
5. CONCLUSIONS
Using mid-IR thorough UV photometry alone we cal-
culated intrinsic powerlaw slopes ∆(αλ) and SMC red-
dening law coefficients E(B−V) for ∼35,000 uniformly
selected quasars from the SDSS DR7 quasar catalog. By
using a hierarchical Bayesian model we were able to break
the degeneracy between these parameters and keep both
of them in a physical range (Figure 9). From these fits
we found that:
1. BAL quasars are biased (blueward) within the
parent population as compared to the non-BAL
quasars. Both the BAL and non-BAL quasars are
bluer than the modal spectral index (αλ = −1.83
and -1.79 respectively) while the BAL quasars
have higher amounts of reddening (13% with
E(B−V) > 0.1) than the non-BAL quasars (2.5%
with E(B−V) > 0.1).
2. The BAL fraction is very dependent on the intrinsic
color and amount of dust reddening of the quasars.
After marginalizing over E(B−V) we find the ob-
served BAL fraction increases from ∼0.05 to ∼0.2
as quasars become bluer (Figure 11).
We constructed composite spectra by splitting the re-
sulting measurements of ∆(αλ) and E(B−V) into a
10x10 grid. With the exception of the non-BAL quasars
with the most reddening and the bluest quasars with the
least reddening, the fit values for each bin do a good
job of reproducing the slopes and curvatures of the spec-
tra, showing that our fit values are consistent with being
physically meaningful (Figures 12 and 13). Comparing
the spectra in the lowest reddening bin revealed trends
in the spectral lines based on a quasar’s intrinsic color.
Exploring the composite spectral revealed that:
1. Within the BAL sample the C IV absorption
trough becomes deeper as E(B−V) increases and
becomes wider as quasars become bluer.
2. Intrinsically red quasars have stronger C IV, He II,
C III], and [O II], while the Mg II, Hγ, Hβ, Hα, and
the SBB are all weaker (Figure 14). In Section 4.2
we discussed three scenarios that could explain
the difference between the strengths of the high-
ionization emission lines and the low-ionization
emission lines: a two-component BELR, compar-
ison of EQW rather than line luminosity, and host
galaxy contamination. It is further possible that
the larger width of the Hβ Hb and Mg II lines in the
bluer quasars could indicate that they have larger
MBH or that they might instead be viewed closer
to edge on.
3. In the BAL sample similar trends were found
in C III] and C IV (stronger for red-continuum
quasars), and we additionally found that the ab-
sorption troughs are similarly responding to the
changes in the underlying SED (Figure 15).
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APPENDIX
BAYESIAN MODEL
In a Bayesian framework, the fit parameters for a model are not assumed to be fixed in value, but instead, these
parameters are assumed to come from some probability distribution. Bayes’ theorem tells us how to express this
probability distribution in terms of the likelihood of the data given a set of model parameters and any prior information
we have about the model parameters. Applying Bayes’ theorem to a toy model that has a set of n model parameters,
~φ = {φ0, φ1, ..., φn}, and measured data, D, gives:
P (~φ|D) ∝ P (~φ)P (D|~φ) (A1)
or in words: the posterior distribution for ~φ is proportional to the prior distribution of ~φ times the likelihood of the
data, given ~φ.
In hierarchical Bayes, the prior distribution, P (~φ), is not known or assumed beforehand, but instead is a function
of another set of m parameters, ~θ = {θ0, θ1, ..., θm}, known as hyperparameters. This leads to the joint posterior
distribution for ~φ and ~θ of:
P (~θ, ~φ|D) ∝ P (~θ)P (~φ|~θ)P (D|~φ) (A2)
where P (~θ) are the hyperpriors that are placed on ~θ (Gelman & Hill 2006).
With the posterior distribution defined by Bayes’ theorem, MCMC sampling methods can be used to simulate data
points drawn from it, providing the full joint probability distribution for all parameters and hyperparameters given
the observed data. When using a hierarchical model, care must be taken to make sure that the sampling method is
self consistent; that is, when ~φ changes, ~θ changes to match the new distribution of ~φ. This can be achieved by using
a Gibbs sampler (Gelman & Hill 2006).
Gibbs Sampling
In Gibbs sampling, sample points are drawn from the posterior by drawing from the conditional probabilities for each
parameter (or set of parameters) in turn. These conditional probabilities are found by taking the posterior distribution
and holding all but one (or a small set of) parameters fixed. As an example, take a model that has two parameters,
A and B, being estimated. Given inital values, A0 and B0, the Gibbs sampler updates these values by alternating
between drawing a new A value from the posterior holding B fixed, Ai+1 ∼ P (A|Bi, D), and then drawing a new B
value from the posterior holding A fixed at its new value, Bi+1 ∼ P (B|Ai+1, D), where “∼” is read “distributed as.”
After a sufficient number of iterations, known as the burn-in period, each step of the Gibbs sampler will simulate a
draw from the joint distribution P (A,B|D).
For some models these conditional probabilities have known distributions. One such model is estimating the mean,
µ, and standard deviation, σ, when given a set of n normally distributed observations ~x. The conditional probabilities
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from this model are:
P (µ|σ, ~x) ∼ N
(∑n
i xi
n
,
σ√
n
)
(A3)
P (σ2|µ, ~x) ∼ (n− 1)
∑n
i (xi − µ)2
n
1
χ2n−1
(A4)
where N(a, b) is a normal distribution with mean a and standard deviation b, and χ2n−1 is a chi-square random variable
with n− 1 degrees of freedom (Gelman & Hill 2006).
When the conditional probability cannot be represented by a known distribution, draws can still be simulated by
using another MCMC sampler. Typically, a Metropolis-Hasting (MH; Hastings 1970) step is used, resulting in a method
called Metropolis-within-Gibbs sampling (Metropolis et al. 1953), but any MCMC sampler can be used to draw from
the conditional. In this work, we use the affine invariant MCMC ensemble sampler emcee, described in Foreman-
Mackey et al. (2013)19, to form an emcee-within-Gibbs sampler. This sampler efficiently samples distributions with
degenerate variables, and it only has one tuning parameter, unlike the MH sampler, which has one tuning parameter
for each fit parameter and is slow to converge for degenerate variables.
The emcee sampler works by simulating N simultaneous draws from the conditional distribution, where each draw
is known as a walker. The proposal distribution for each walker is based on the current positions of all the remaining
walkers. In each step, a new position is proposed for each walker by“walking” it along the vector connecting it to
another randomly selected walker. If the likelihood of the conditional is higher at this proposed value, the step is
accepted; if it is not, it is accepted with a probability related to the ratio of the likelihoods at its current position and
the proposed position (see Foreman-Mackey et al. (2013) for more details). Because this sampler uses an ensemble of
walkers, at every step of the algorithm it produces N estimates for each parameter.
To form an emcee-within-Gibbs sampler some care must be taken in choosing the number of walkers, N , needed. The
general rule of thumb is N should be larger then twice the number of parameters being estimated. With hierarchical
models, the number of parameters can grow to be very large. If every parameter was estimated in the same step (i.e.
when not using Gibbs sampling) then N would be too large to make the emcee sampler a practical solution. When
placing the emcee sampler within a Gibbs step, the number of parameters being estimated in each conditional is small
(3 for the model considered here), meaning N only needs to be larger than twice the dimensionality of the largest
conditional, bringing N down to a reasonable size.
The Model
For this paper we create a hierarchical model we use to estimate the slopes and curvatures for each quasar in our
sample. We start by modeling each observed ∆mij as coming from a Student’s t-distribution with 3 degrees of freedom
centered on the model given by Equation 2(b), with components ~m0, ~∆(αλ), and ~E(B−V), and with a width given
by the observed measurement error, σij , combined with an unknown term S representing the error in the modal
magnitudes:
∆mij ∼ T
(
3,∆mmodelij ,
√
σ2ij + S
2
)
, (A5)
where the t-distribution is:
T(ν, µ, σ) ∝ 1√
νpiσ
(
1 +
µ2
σ2ν
)−(ν+1)/2
, (A6)
∆mmodelij is the model for ∆m given in Equation 2(b), S can be thought of as a “calibration” error in our model, i is
used to index each quasar, and j is used to index each filter. We use a Student’s t-distribution instead of a normal
distribution to make our model more robust against outliers. A value of ν = 3 degrees of freedom implies ∼ 6% of the
data are outliers by more than 3σ (Kelly et al. 2012).
With the likelihood of our data given the model defined, we next model the prior distributions for our set of fit
parameters φ = { ~m0, ~∆(αλ), ~E(B−V)}. The collection of powerlaw slopes, ~∆(αλ), are modeled as coming from a
normal distribution with unknown mean, µα, and standard deviation, σα. This distribution was chosen since we expect
to see just as many intrinsically blue as intrinsically red quasars. Unlike Hopkins et al. (2004) we do not assume µα is
zero; this way we account for differences between the observed modal quasar and the necessarily bluer intrinsic modal
quasar (i.e. the modal quasar after correcting for dust reddening). We additionally limit the values of ~∆(αλ) to stay
in the range [−0.5, 2.3], where the lower limit is equivalent to a quasar with αλ ∼ −1.22 (a very red quasar) and the
upper limit is equivalent to a quasar with αλ ∼ −4 (an infinite temperature blackbody).
The collection of reddening amounts, ~E(B−V), are modeled as coming from an EMG with unknown shape pa-
rameters. This distribution is the result of summing together random variables drawn from a normal distribution
with mean µdust and standard deviation σdust, and random variables drawn from a exponential distribution with rate
parameter λdust
20 (i.e., the convolution of a normal distribution with and exponential distribution). This is similar to
19 Python code available at http://dan.iel.fm/emcee/
current/
20 Smaller values of λdust indicate a heavier tail.
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the half-normal, half-exponential distribution Hopkins et al. (2004) found to work well for quasars. As with the ~∆(αλ)
distribution, we do not assume µdust is zero beforehand.
To normalize our data, we have set the i band ∆m to zero for all quasars. Under this normalization the offset
parameters, ~m0, will be normally distributed with zero mean and a standard deviation of
√
σ2iband + S
2. For our data
the observed i band errors are small compared to S, allowing us to drop the σiband term.
Using these distributions, our priors are:
m0,i∼N(0, S)
∆(αλ)i∼N(µα, σα) (A7)
E(B−V)i∼N(µdust, σdust) + E(λdust)
where E(λ) is an exponential distribution with rate parameter λ. To complete the definition of our model, we place
uninformative hyperpriors on the hyperparameters θ = {µα, σα, µdust, σdust, λdust, S}:
µα∼U(−2, 2)
σα∼U(0, 4)
µdust∼U(−5, 5) (A8)
σdust∼U(0, 10)
λdust∼U(0, 40)
S∼U(0, 10)
where U(a, b) is a uniform distribution between the values a and b.
As written, equation A5 is dependent on both φ and θ. Leaving it like this can lead to instabilities in our sampler.
These instabilities can be removed to introducing a set of nuisance parameters, δij , into φ that represent the normally
distributed noise introduced by S. Equation A5 now becomes:
∆mij ∼ T(3,∆mmodelij + δij , σij) (A9)
and one more prior is added to equation A7:
δij ∼ N(0, S) (A10)
Conditional Likelihoods
To make use of a Gibbs sampler to estimate both φ and θ, the conditional likelihoods for each parameter (or set
of parameters) need to be found. Taking the model defined in Appendix A.2, several of the fit parameters have
conditionals with analytic forms:
µα∼N
(∑n
i ∆(αλ)i
n
,
σα√
n
)
(A11)
σ2α∼
(n− 1)∑ni (∆(αλ)i − µα)2
n
1
χ2n−1
(A12)
S2∼
∑n
i
∑m
j (δij +m0,i)
2
2
1
χ2nm
(A13)
δij ∼N
(
S2
S2 + σ2ij
(∆mij −∆mmodelij ),
S2σ2ij
S2 + σ2ij
)
(A14)
For the remaining conditionals it is useful to define the probability density functions for the EMG distribution and
the normal distribution:
EMG(x|µ, σ, λ) = λ
2
exp
(
λ
2
(2µ+ λσ2 − 2x)
)
erfc
(
µ+ λσ2 − x√
2σ
)
(A15)
N(x|µ, σ) = 1√
2piσ
exp
(−(x− µ)2
2σ2
)
(A16)
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where erfc is the complementary error function. The remaining conditional probabilities are:
P (µdust, σdust, λdust|E(B−V)) ∝ P (µdust)P (σdust)
P (λdust)
∏
i
EMG(E(B−V)i|µdust, σdust, λdust) (A17)
P (φi|θ, ~∆mi) ∝ EMG(E(B−V)i|µdust, σdust, λdust)
N(∆(αλ)i|µα, σα) N(m0,i|0, S)∏
j
T(∆mij |3,∆mmodelij + δij , σij) (A18)
By breaking up the conditionals in this manner, the largest number of parameters being estimated in any given emcee
step is 3. As discussed in Section 3.3, this means a few hundred walkers are sufficient to fully sample the space.
In order to increase the efficiency of our MCMC sampler, we use an Ancillarity-Sufficiency Interweaving Strategy
(ASIS) similar to the one used in Kelly (2011) (see also Yu & Meng 2011). The ASIS works by introducing the following
change of variables for Equation A18:
δ˜ij = ∆m
model
ij + δij (A19)
δ˜ij ∼T(3,∆mmodelij , S) (A20)
This change allows for a second way of updating the individual fit parameters ~m0, ~∆(αλ), and ~E(B−V) that is not
directly dependent on the observed data:
P (φi|θ, δ˜ij) ∝ EMG(E(B−V)i|µdust, σdust, λdust)
N(∆(αλ)i|µα, σα) N(m0,i|0, S)∏
j
T(δ˜ij |3,∆mmodelij , S) (A21)
ASIS replaces the update step given by Equation A18 with the following steps:
1. Update ~m0, ~∆(αλ), and ~E(B−V) using Equation A18
2. Find δ˜ij using Equation A19 and the current values for the fit parameters
3. Update ~m0, ~∆(αλ), and ~E(B−V) using Equation A21
4. Find the new values for δij associated with these parameters by apply the inverse of the transformation given in
Equation A19
In our analysis we used 200 walkers with a 2000 step burn-in and 400 steps of sampling. In Section 3.4 we refer to
θ as the population parameters and φ as the individual parameters.
