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The braided monoidal structure on the category
of Hom-type Doi-Hopf modules
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Abstract. Let (H,αH) be a Hom-Hopf algebra, (A,αA) a right
H-comodule algebra and (C,αC ) a left H-module coalgebra. Then
we have the category AM(H)
C of Hom-type Doi-Hopf modules. The
aim of this paper is to make the category AM(H)
C into a braided
monoidal category. Our construction unifies quasitriangular and coqua-
sitriangular Hom-Hopf algebras and Hom-Yetter-Drinfeld modules. We
study tensor identities for monoidal categories of Hom-type Doi-Hopf
modules. Finally we show that the category AM(H)
C is isomorphic to
A#C∗-module category.
Keywords: Hom-Hopf algebra; Drinfeld double; Braided monoidal
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Introduction
The Doi-Hopf datum (H,A,C) introduced in [5] consists of a Hopf algebra H, a right
H-comodule algebra A and a left H-module coalgebra C. The Doi-Hopf module M over
(H,A,C) is both a left A-module and a right C-comodule satisfying certain compatible
condition. The category of Doi-Hopf modules over (H,A,C) is denoted by AM(H)
C . The
research of AM(H)
C turn out to be very essential: it is pointed out in [5] that categories
such as module and comodule over bialgebra, in [13] that the Hopf modules category, and
in [3, 12] that the Yetter-Drinfeld modules category are special cases of AM(H)
C . For a
further study of Doi-Hopf modules, we refer to [4].
Braided monoidal categories give rise to solutions to the Quantum Yang-Baxter equa-
tions. The classical braided monoidal categories come from the representations of quasi-
triangular Hopf algebras which have been very widely studied. One of the most important
examples of quasitriangular Hopf algebras is the Drinfeld double of any finite dimensional
∗Corresponding author
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Hopf algebra. As such, they are interesting to different research communities in mathe-
matical physics (see [8] for example).
From a physical viewpoint, Hom-type structures are important because they are re-
lated to vertex operator algebras and string theory(see [1],[2]). Hom-Lie algebras were
introduced in [6] to describe the structures on some q-deformations of the Witt and the
Virasoro algebras, both of which are important in vertex operator algebras and string the-
ory. Also in this paper Hom-type algebras have been introduced in the form of Hom-Lie
algebras, where the Jacobi identity was twisted along a linear endomorphism. Meanwhile,
Hom-associative algebras have been suggested in [10] to give rise to a Hom-Lie algebra
using the commutator bracket. Other Hom-type structures such as Hom-coalgebras, Hom-
bialgebras, Hom-Hopf algebras as well as their properties have been considered in [11].
Yang-Baxter equations and its solutions have been generalized to Hom-bialgebra in
[14], and the author pointed out that a quasitriangular Hom-bialgebra (H,R) provides
solutions of a class of Hom Yang-Baxter equations:
(R12R13)R23 = R23(R13R12),
R12(R13R23) = (R23R13)R12.
Motivated by these ideas, in this paper our aim is to make the Hom-type Doi-Hopf
module category AM(H)
C into a braided monoidal category. We will prove that AM(H)
C
and A#C∗M are isomorphic as braided monoidal category. Hence A#C
∗, as a generaliza-
tion of the Drinfeld double D(H), is quasitriangular.
This article is organized as follows:
In section 1, we will recall the basic definitions and results on Hom-Hopf algebra,
including Hom-Hopf algebra, Hom-module coalgebra, Hom-comoudle algebra and quasi-
triangular Hom-bialgebra.
In section 2, we will discuss when the category AM(H)
C becomes monoidal (see Propo-
sition 2.3). Then Yetter-Drinfeld category HYD
H is isomorphic to HM(H
op ⊗ H)H as
monoidal category. Maps between the underlying Hom-Hopf algebras, Hom-algebras and
Hom-coalgebras give rise to functors between Hom-type Doi-Hopf modules (see Proposi-
tion 2.6 and 2,7). We will also discuss particular situations which give rise to the tensor
identities (see Theorem 2.8 and 2.10).
In section 3, we will present the necessary and sufficient conditions for AM(H)
C to be
braided. We point out that this comes down to a convolution invertible map Q : C⊗C →
A⊗A subject to certain compatible relations (see Theorem 3.8). Especially, on one hand
when C = k this conditions turn out to be equivalent to (A,Q(1)) being quasitriangular.
On the other hand when A = k then we recover the definition of a coquasitriangular
Hom-Hopf algebra.
In section 4, we will prove the monoidal category isomorphism AM(H)
C ≃ A#C∗M
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(see Proposition 4.4). Since AM(H)
C is braided, so is A#C∗M. In the case of HM(H
op⊗
H)H , A#C∗ reduces to the Drinfeld double D(H) = H ⊲⊳ H∗.
Throughout this article, all the vector spaces, tensor product and homomorphisms are
over a fixed field k. For a coalgebra C, we will use the Heyneman-Sweedler’s notation
∆(c) = c1 ⊗ c2, for all c ∈ C (summation omitted).
1 Preliminary
In this section, we will recall from [9, 11] the basic definitions and results on the
Hom-Hopf algebras, Hom-modules and Hom-comodules.
A unital Hom-associative algebra is a triple (A,m,α) where α : A −→ A and m :
A⊗A −→ A are linear maps, with notation m(a⊗ b) = ab such that for any a, b, c ∈ A,
α(ab) = α(a)α(b), α(1A) = 1A,
1Aa = α(a) = a1A, α(a)(bc) = (ab)α(c).
A linear map f : (A,µA, αA) −→ (B,µB , αB) is called a morphism of Hom-associative
algebra if αB ◦ f = f ◦ αA, f(1A) = 1B and f ◦ µA = µB ◦ (f ⊗ f).
A counital Hom-coassociative coalgebra is a triple (C,∆, ε, α) where α : C −→ C,
ε : C −→ k, and ∆ : C −→ C ⊗ C are linear maps such that
ε ◦ α = ε, (α⊗ α) ◦∆ = ∆ ◦ α,
(ε⊗ id) ◦∆ = α = (id⊗ ε) ◦∆,
(∆⊗ α) ◦∆ = (α⊗∆) ◦∆.
A linear map f : (C,∆C , αC) −→ (D,∆D, αD) is called a morphism of Hom-coassociative
coalgebra if αD ◦ f = f ◦ αC , εD ◦ f = εC and ∆D ◦ f = (f ⊗ f) ◦∆C .
In what follows, we will always assume all Hom-algebras are unital and Hom-coalgebras
are counital.
A Hom-bialgebra is a quadruple (H,µ,∆, α), where (H,µ, α) is a Hom-associative
algebra and (H,∆, α) is a Hom-coassociative coalgebra such that ∆ and ε are morphisms
of Hom-associative algebra.
A Hom-Hopf algebra (H,µ,∆, α) is a Hom-bialgebra H with a linear map S : H −→
H(called antipode) such that
S ◦ α = α ◦ S,
S(h1)h2 = h1S(h2) = ε(h)1,
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for any h ∈ H. For S we have the following properties:
S(h)1 ⊗ S(h)2 = S(h2)⊗ S(h1),
S(gh) = S(h)S(g), ε ◦ S = ε.
For any Hopf algebra H and any Hopf algebra endomorphism α of H, there exists a
Hom-Hopf algebra Hα = (H,α ◦ µ, 1H ,∆ ◦ α, ε, S, α).
Let (A,αA) be a Hom-associative algebra, M a linear space and αM : M −→ M a
linear map. A left A-module structure on (M,αM ) consists of a linear map A⊗M −→M ,
a⊗m 7→ a ·m, such that
1A ·m = αM (m),
αM (a ·m) = αA(a) · αM (m),
αA(a) · (b ·m) = (ab) · αM (m),
for any a, b ∈ A and m ∈M.
Similarly we can define the right A-modules. Let (M,µ) and (M ′, µ′) be two left A-
modules, then a linear map f :M → N is a called left A-module map if f(a·m) = aa·f(m)
for any a ∈ A, m ∈M and f ◦ µ = µ′ ◦ f .
Suppose that (M,µ) is a right A-module and (N, ν) is a left A-module, then denote
by X the subspace of M ⊗N spanned by the elements of the type
{∑
mi · a ⊗ ν(ni) −∑
µ(mi)⊗ a · ni|∀mi ∈M,ni ∈ N, a ∈ A
}
. Then we have the quotient space
M ⊗A N = (M ⊗N)/X.
Let (C,αC ) be a Hom-coassociative coalgebra, M a linear space and αM : M −→ M
a linear map. A right C-comodule structure on (M,αM ) consists a linear map ρ :M −→
M ⊗ C such that
(id⊗ εC) ◦ ρ = αM ,
(αM ⊗ αC) ◦ ρ = ρ ◦ αM ,
(ρ⊗ αC) ◦ ρ = (αM ⊗∆) ◦ ρ.
Let (M,µ) and (M ′, µ′) be two right (C, γ)-comodules, then a linear map g : M −→ M ′
is a called right C-comodule map if g ◦ µ = µ′ ◦ g and ρM ′ ◦ g = (g ⊗ id) ◦ ρM .
Suppose that (M,µ) is a right C-comodule and (N, ν) is a left C-comodule, then we
have the cotensor product
MCN =
{∑
mi ⊗ni ∈M ⊗N |
∑
µ(mi)⊗ ni(−1) ⊗ ni(0) =
∑
mi(0) ⊗mi(1) ⊗ ν(ni)
}
.
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Let (H,αH) be a Hom-bialgebra. A Hom-algebra (A,αA) is called a right H-comodule
algebra if A is a right H-comodule via ρ, and
ρ(ab) = ρ(a)ρ(b), ρ(1A) = 1A ⊗ 1H ,
for all a, b ∈ A. A Hom-coalgebra (C,αC ) is called a left H-module coalgebra if C is a left
H-module and
∆C(h · c) = ∆H(h) ·∆C(c), εC(h · c) = εH(h)εC (c),
for all h ∈ H, c ∈ C.
Suppose that (A,αA) is a right H-comodule algebra and (C,αC) is a left H-module
coalgebra. An object (M,αM ) is called a Doi-Hopf module over (H,A,C) if M is a left
A-module via · and a right C-comodule via ρ′ satisfying
ρ(a ·m) = a(0) ·m(0) ⊗ a(1) ·m(1),
for all a ∈ A and m ∈M .
The category of Doi-Hopf modules over (H,A,C) will be denoted by AM(H)
C .
Recall from [7] that a monoidal category (C,⊗, I, a, l, r) is braided if there exists a
family of natural isomorphisms t =
{
t
V,W
: V ⊗W →W ⊗ V
}
V,W∈C
such that
a
V,W,U
t
U,V⊗W
a
U,V,W
= (idV ⊗ tU,W )aV,U,W (tU,V ⊗ idW ), (1.1)
a−1
W,U,V
t
U⊗V,W
a−1
U,V,W
= (t
U,W
⊗ idV )a
−1
U,W,V
(idU ⊗ tV,W ), (1.2)
for all objects U, V,W in C.
Hom-bialgebra (H,αH) is quasitriangular [14] if there exists an element R = R
1⊗R2 ∈
H ⊗H such that
∆op(h)R = R∆(h),
(∆⊗ αH)R = R
13R23,
(αH ⊗∆)R = R
13R12,
where R13 = R1 ⊗ 1⊗R2, R12 = R1 ⊗R2 ⊗ 1 and R23 = 1⊗R1 ⊗R2.
2 Monoidal structure on the category AM(H)
C
In this section, we will discuss when the category AM(H)
C becomes monoidal. In
what follows, let (H,αH) be a Hom-Hopf algebra, (A,αA) a right H-comodule algebra
and (C,αC) a left H-module coalgebra. First of all, we have the following definition.
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Definition 2.1. The Doi-Hopf datum (H,A,C) called is a monoidal Doi-Hopf datum if
(A,αA) and (C,αC) are Hom-bialgebras with the following compatible conditions:
a(0)1 ⊗ a(0)2 ⊗ α
2
H(a(1)) · (cd) = a1(0) ⊗ a2(0) ⊗ (a1(1) · c)(a2(1) · d), (2.1)
ε(a)1C = ε(a(0))a(1) · 1C . (2.2)
Remark 2.2. If (H,A,C) is a monoidal Doi-Hopf datum, then A and C are also Doi-Hopf
modules. The left A-action and the right C-coaction on C are given by
a · c = ε(a(0))a(1) · c, ρ(c) = c1 ⊗ α
−1
C (c2).
The left A-action and the right C-coaction on A are given by
a · b = α−1A (a)b, ρ(a) = a(0) ⊗ a(1) · 1C .
Proposition 2.3. Let (H,A,C) be a monoidal Doi-Hopf datum. For all Doi-Hopf modules
(M,αM ) and (N,αN ), (M⊗N,αM⊗αN ) still makes a Doi-Hopf module with the following
structures:
a · (m⊗ n) = a1 ·m⊗ a2 · n, (2.3)
ρ(m⊗ n) = m(0) ⊗ n(0) ⊗ α
−2
C (m(1)n(1)), (2.4)
for all a ∈ A,m ∈M and n ∈ N . The category C = AM(H)
C is a monoidal category.
Proof. We need only to verify the compatible condition. Indeed for a ∈ A,m ∈ M and
n ∈ N ,
ρ(a · (m⊗ n)) = a1(0) ·m(0) ⊗ a2(0) · n(0) ⊗ α
−2
C ((a1(1) ·m(1))(a2(1) · n(1)))
(2.1)
= a(0)1 ·m(0) ⊗ a(0)2 · n(0) ⊗ a(1) · α
−2
C (m(1)n(1))
= a(0) · (m(0) ⊗ n(0))⊗ a(1) · α
−2
C (m(1)n(1)).
It is now obvious that tensor product defines a functor C × C → C. Under the trivial
A-action and C-coaction, k is a Doi-Hopf module, and k is the unit object in C. Let
M,N,P be Doi-Hopf modules, from [9] the isomorphisms
a
M,N,P
: (M⊗ˆN)⊗ˆP →M⊗ˆ(N⊗ˆP ), (m⊗ n)⊗ p 7→ α−1M (m)⊗ (n⊗ αN (p)),
lM : k⊗ˆM →M, λ⊗m 7→ λα
−1
M (m),
rM :M⊗ˆk →M, m⊗ λ 7→ λα
−1
M (m),
define respectively the associator, left and right unit of C.
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Example 2.4. Suppose that C is a left H-module bialgebra, which means that C as a
Hom-bialgebra is not only a left H-module algebra but also a left H-comodule algebra. Let
A be a Hom-bialgebra and a right H-comodule algebra such that for all a ∈ A,
a(0)1 ⊗ a(0)2 ⊗ a(1)1 ⊗ a(1)2 = a1(0) ⊗ a2(0) ⊗ a1(1) ⊗ a2(1).
Clearly (H,A,C) is a monoidal Doi-Hopf datum.
Actually (H,αH) itself is a left H-module bialgebra, with the left adjoint action h · g =
(h1α
−1
H (g))SαH (h2) and the coaction afforded by the comultiplication.
Let (H,αH) be a cocommutitive Hom-Hopf algebra, and (C,αC) be a left H-module
bialgebra. Easy to see that (H,H,C) is a monoidal Doi-Hopf datum where H is considered
as a right H-comodule via comultiplication.
Proposition 2.5. Let (H,αH) be a Hom-Hopf algebra with bijective antipode, then H is
a right Hop ⊗H-comodule with the following structure
ρ(h) = α−1H (h12)⊗ S
−1α−2H (h11)⊗ α
−1
H (h2),
for all h ∈ H. Define the left Hop ⊗H-action on H by (h⊗ g) · l = (gα−1H (l))αH (h), then
(Hop ⊗H,H,H) is a Doi-Hopf datum. Moreover we have the category isomorphism
HM(H
op ⊗H)H ≃ HYD
H .
Proof. Apparently H is a Doi-Hopf module over the datum (Hop ⊗ H,H,H). Next we
will show that HM(H
op ⊗ H)H is a monoidal category. Take A = H and C = Hop as
Hom-bialgebra, for all h, g, g′ ∈ H,
h(0)1 ⊗ h(0)2 ⊗ α
2
H(h1) · (g • g
′)
=α−1H (h121)⊗ α
−1
H (h122)⊗ (αH(h2)α
−1
H (g
′g))S−1αH(h11)
=h12 ⊗ h21 ⊗ (h22α
−1
H (g
′g))S−1αH(h11)
=h12 ⊗ h21 ⊗ (h22g
′)(gS−1(h11))
=α−1H (h112)⊗ α
−1
H (h212)⊗ [α
−1
H (h22g
′)(S−1(α−2H (h211))α
−1
H (h12))](gS
−1α−1H (h111))
=α−1H (h112)⊗ α
−1
H (h212)⊗ [α
−1
H (h22g
′)S−1(α−1H (h211))][h12(α
−1
H (g)S
−1α−2H (h111))]
=α−1H (h112)⊗ α
−1
H (h212)
⊗ [(S−1α−2H (h111)⊗ α
−1
H (h12)) · g] • [(S
−1(α−2H (h211)⊗ α
−1
H (h22))) · g
′]
=h1(0) ⊗ h2(0) ⊗ (h1(1) · g) • (h1(2) · g
′),
and
ε(h(0))h(1) · 1 = h2S
−1(h1) = ε(h)1.
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For any object (M,αM ) in HYD
H and for all h ∈ H,m ∈M ,
ρ(h ·m) = α−1H (h21) ·m(0) ⊗ [α
−2
H (h22)α
−1
H (m(1))]S
−1(h1)
= α−1H (h12) ·m(0) ⊗ [α
−1
H (h2)α
−1
H (m(1))]S
−1α−1H (h11)
= h(0) ·m(0) ⊗ h(1) ·m(1).
That is, (M,αM ) is an object in HM(H
op ⊗H)H . Conversely for any object (M,αM ) in
HM(H
op⊗H)H , by the same computation it is also an object in HYD
H . Thus these two
categories are isomorphic and have the same monoidal structure.
The proof is completed.
Let (H,A,C) and (H ′, A′, C ′) be two Doi-Hopf data. A morphism ϕ : (H,A,C) →
(H ′, A′, C ′) consists of three maps θ : H → H ′, β : A → A′ and γ : C → C ′ which are,
respectively a Hom-Hopf algebra map, a Hom-algebra map and a Hom-coalgebra map
satisfying
γ(h · c) = θ(h) · γ(c), (2.5)
ρ(β(a)) = β(a(0))⊗ θ(a(1)) (2.6)
for all h ∈ H, c ∈ C and a ∈ A.
Proposition 2.6. The functor F : AM(H)
C −→ A′M(H)
C′ given by
F (M) = A′ ⊗AM,
where the Doi-Hopf module structure on A′ ⊗AM is defined in the following way
a′ · (b′ ⊗m) = αA′(a
′)b′ ⊗ αM (m), (2.7)
ρ(b′ ⊗m) = b′(0) ⊗m(0) ⊗ α
−2
M ′(b
′
(1) · γ(m(1))), (2.8)
for all a′, b′ ∈ A′ and m ∈M .
Proof. Clearly for any object (M,αM ) in AM(H)
C , A′⊗AM is a left A
′-module and right
C ′-comodule. Then for all a′, b′ ∈ A′ and m ∈M ,
ρ(a′ · (b′ ⊗m)) = ρ(αA′(a
′)b′ ⊗ αM (m))
= αA′(a
′
(0))b
′
(0) ⊗ αM (m(0))⊗ α
−2
C′ (αA′(a
′
(1))b
′
(1) · γ(αM (m(1))))
= a′(0) · (b
′
(0) ⊗m(0))⊗ a
′
(1) · α
−2
C′ (b
′
(1) · γ(m(1)))
= a′(0) · (b
′ ⊗m)(0) ⊗ a
′
(1) · (b
′ ⊗m)(1).
This completes the proof.
8
Proposition 2.7. The functor G : A′M(H)
C′ −→ AM(H)
C given by
G(N ′) = N ′C′C,
where the Doi-Hopf module structure on N ′C′C is defined in the following way
a · (n′ ⊗ c) = β(a(0)) · n
′ ⊗ a(1) · c, (2.9)
ρ(n′ ⊗ c) = αN ′(n
′)⊗ c1 ⊗ α
−1
C (c2), (2.10)
for all a ∈ A, c ∈ C and n′ ∈ N ′.
Moreover (F,G) is a pair of adjoint functors.
Proof. First of all, we need to show the action and coaction on G(N ′) is well defined for
any object N ′ ∈ A′M(H)
C′ . For all a ∈ A, c ∈ C and n′ ∈ N ′,
(β(a(0)) · n
′)(0) ⊗ (β(a(0)) · n
′)(1) ⊗ αH(a(1)) · αC(c)
= β(a(0)(0)) · n
′
(0) ⊗ a(0)(1) · n
′
(1) ⊗ αH(a(1)) · αC(c)
= αA′(β(a(0))) · αN ′(n
′)⊗ a(1)1 · γ(c1)⊗ a(1)2 · c2,
thus the action is well defined. And
αN ′(n
′)(0) ⊗ αN ′(n
′)(1) ⊗ αC(c1)⊗ α
−1
C (c2)
= αN ′(n
′
(0))⊗ αC′(n
′
(1))⊗ αC(c1)⊗ α
−1
C (c2)
= α2N ′(n
′)⊗ αC′(γ(c1))⊗ c21 ⊗ α
−2
C (c22)
= α2N ′(n
′)⊗ γ(c11)⊗ c12 ⊗ α
−1
C (c2),
thus the coaction is well defined. It is straightforward to verify that G(N ′) is a left
A-module and right C-comodule. For the compatibility we have
ρ(a · (n′ ⊗ c)) = αA′(β(a(0))) · αN ′(n
′)⊗ a(1)1 · c1 ⊗ α
−1
H (a(1)2) · α
−1
C (c2)
= β(a(0)(0)) · αN ′(n
′)⊗ a(0)(1) · c1 ⊗ a(1) · α
−1
C (c2)
= a(0) · (αN ′(n
′)⊗ c1)⊗ a(1) · α
−1
C (c2).
Then G(N ′) is an object in AM(H)
C . Finally we show (F,G) is a pair of adjoint functors.
Define the linear maps ηM :M −→ GF (M) by
m 7→ (1⊗ αM (m(0)))⊗m(1),
and δM ′ : FG(M
′) −→M ′ by
a′ ⊗ (m′ ⊗ c) 7→ ε(c)α−2A′ (a
′) · α−3M ′(m
′),
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For all a ∈ A and m ∈M ,
ηM (a ·m) =(1⊗ αM (a(0) ·m(0)))⊗ a(1) ·m(1)
=β(α2(a(0)))⊗ α
2
M (m(0))⊗ a(1) ·m(1)
=a · ηM (m),
and
ρ(ηM (m)) =(1⊗ α
2
M (m(0)))⊗m(1)1 ⊗ α
−1
C (m(1)2)
=(1⊗ αM (m(0)(0)))⊗m(0)(1) ⊗m(1)
=ηM (m(0))⊗m(1).
Hence ηM is a morphism in AM(H)
C . Similarly we can check that δM ′ is a morphism in
A′M(H)
C′ . For all m′ ∈M, c ∈ C,
G(δM ′) ◦ ηG(M ′)(m
′ ⊗ c)
= G(δM ′)(1⊗ α
2
M ′(m
′)⊗ αC(c1)⊗ α
−1
C (c1))
= m′ ⊗ c,
and for all a′ ∈ A′,m ∈M ,
δF (M) ◦ F (ηM )(a
′ ⊗m)
= δF (M)(a
′ ⊗ ((1⊗ αM (m(0)))⊗m(1)))
= α−2A′ (a
′) · (1⊗ α−2M (m(0)))ε(m(1))
= a′ ⊗m.
The proof is completed.
In the rest of this section, we will establish tensor identities involving the pair of adjoint
functors (F,G).
Theorem 2.8. Let (id, id, γ) : (H,A,C) −→ (H,A,C ′) be a monoidal morphism of Doi-
Hopf data. Then G(C ′) = C.
Furthermore let M ∈ AM(H)
C and N ∈ AM(H)
C′ be arbitrary. If (C,αC) is a
Hom-Hopf algebra, we have the following isomorphism in AM(H)
C
M ⊗G(N) ≃ G(F (M) ⊗N). (2.11)
If (C,αC) has a twisted antipode, then
G(N) ⊗M ≃ G(N ⊗ F (M)). (2.12)
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Proof. First of all, define linear map f : C ′C′C → C, by f(c
′⊗ c) = ε(c′)c. For all a ∈ A,
f(a · (c′ ⊗ c)) =f(a(0) · c
′ ⊗ a(1) · c)
=f(ε(a(0)(0))a(0)(1) · c
′ ⊗ a(1) · c)
=ε(a(0))ε(c
′)a(1) · c
=ε(c′)a · c = a · f(c′ ⊗ c),
that is, f is A-linear. And
f(c′ ⊗ c)(0) ⊗ f(c
′ ⊗ c)(1) =ε(c
′)c1 ⊗ α
−1
C (c2)
=f((c′ ⊗ c)(0))⊗ (c
′ ⊗ c)(1),
that is, f is C-colinear.
Define g : C → C ′C′C by g(c) = γα
−1
C (c1)⊗α
−1
C (c2). Easy to see that g(c) ∈ C
′
C′C,
and for all c ∈ C, c′ ∈ C ′,
g(f(c′ ⊗ c)) = g(ε(c′)c) = ε(c′)γα−1C (c1)⊗ α
−1
C (c2)
= ε(c′1)α
−1
C (c
′
2)⊗ c = c
′ ⊗ c,
and
f(g(c)) = f(γα−1C (c1)⊗ α
−1
C (c2)) = c.
Thus f is bijective, and G(C ′) = C.
For any object M ∈ AM(H)
C and N ∈ AM(H)
C′ , define Φ1 : M ⊗ (NC′C) −→
(M ⊗N)C′C by
m⊗ (n⊗ c) 7→ (m(0) ⊗ n)⊗ α
−2
C (m(1)c),
for all m ∈M,n ∈ N and c ∈ C. Easy to see Φ1 is well defined. We need to show that Φ1
is a morphism in M ∈ AM(H)
C . In fact for all a ∈ A,
Φ1(a · (m⊗ (n⊗ c))) = Φ1(a1 ·m⊗ (a2(0) · n⊗ a2(1) · c))
= (a1(0) ·m(0) ⊗ a2(0) · n)⊗ α
−2
C ((a1(1) ·m(1))(a2(1) · c))
(2.1)
= (a(0)1 ·m(0) ⊗ a(0)2 · n)⊗ a(1) · α
−2
C (m(1)c)
= a(0) · (m(0) ⊗ n)⊗ a(1) · α
−2
C (m(1)c)
= a · Φ1(m⊗ (n⊗ c)),
and
ρ(Φ1(m⊗ (n⊗ c))) =(αM (m(0))⊗ αN (n))⊗ α
−2
C (m(1)1c1)⊗ α
−3
C (m(1)2c2)
=(m(0)(0) ⊗ αN (n))⊗ α
−2
C (m(0)(1)c1)⊗ α
−2
C (m(1)α
−1
C (c2))
=Φ1(m(0) ⊗ (αN (n)⊗ c1))⊗ α
−2
C (m(1)α
−1
C (c2))
=Φ1((m⊗ (n⊗ c))(0))⊗ (m⊗ (n⊗ c))(1),
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as required. Finally we show that Φ1 is bijective. Define the linear map Ψ1 : (M ⊗
N)C′C −→M ⊗ (NC′C) by
(m⊗ n)⊗ c 7→ α−2M (m(0))⊗ (n⊗ SC(α
−2
C (m(1)))c),
for all m ∈M,n ∈ N and c ∈ C.
Before proceeding we have to verify that Ψ1 is well defined. For (m ⊗ n) ⊗ c ∈
(M ⊗N)C′C, we have the relation
m(0) ⊗ n(0) ⊗ α
−2
C (γ(m(1))n(1))⊗ αC(c) = αM (m)⊗ αN (n)⊗ γ(c1)⊗ c2. (2.13)
Applying (id⊗ γ⊗ id) ◦ (id⊗∆C ◦SC) ◦ρM ◦α
−3
M to the above identity, we obtain that
α−3M (m(0)(0))⊗ γSCα
−3
C (m(0)(1)2)⊗ SCα
−3
C (m(0)(1)1)⊗ n(0) ⊗ α
−2
C (γ(m(1))n(1))⊗ αC(c)
= α−2M (m(0))⊗ γSCα
−2
C (m(1)2)⊗ SCα
−2
C (m(1)1)⊗ αN (n)⊗ γ(c1)⊗ c2.
Multiplying the second and the fifth factor, also the third and sixth factor, we obtain
that
α−3M (m(0)(0))⊗ n(0) ⊗ γSCα
−3
C (m(0)(1)2)α
−2
C (γ(m(1))n(1))⊗ SCα
−3
C (m(0)(1)1)αC(c)
= α−2M (m(0))⊗ αN (n)⊗ γSCα
−2
C (m(1)2)γ(c1)⊗ SCα
−2
C (m(1)1)c2.
Thus
α−2M (m(0))⊗ n(0) ⊗ n(1) ⊗ SCα
−1
C (m(1))αC(c)
= α−2M (m(0))⊗ αN (n)⊗ γSCα
−2
C (m(1)2)γ(c1)⊗ SCα
−2
C (m(1)1)c2,
which means that Ψ1((m⊗ n)⊗ c) ∈M ⊗ (NC′C). Hence it is well defined. Now let us
check that Ψ1 and Φ1 are mutual inverses.
Ψ1 ◦ Φ1(m⊗ (n⊗ c)) =Ψ1((m(0) ⊗ n)⊗ α
−2
C (m(1)c))
=α−2M (m(0)(0))⊗ (n⊗ SC(α
−2
C (m(0)(1)))(α
−2
C (m(1)c))
=α−1M (m(0))⊗ (n⊗ SC(α
−2
C (m(1)1))(α
−3
C (m(1)2)α
−2
C (c))
=m⊗ (n⊗ c),
and
Φ1 ◦Ψ1((m⊗ n)⊗ c) =Ψ1(α
−2
M (m(0))⊗ (n⊗ SC(α
−2
C (m(1)))c))
=α−2M (m(0)(0))⊗ n⊗ α
−2
C (α
−2
C (m(0)(1))(SC(α
−2
C (m(1)))c))
=(m⊗ n)⊗ c.
Hence M ⊗G(N) ≃ G(F (M)⊗N). Similarly one can prove G(N)⊗M ≃ G(N ⊗F (M)).
The proof is completed.
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Corollary 2.9. Let (H,A,C) be a monoidal Doi-Hopf datum, and T : AM(H)
C −→ HM
a functor forgetting the right C-coaction. Then for any Doi-Hopf module M we have the
isomorphism in AM(H)
C :
M ⊗ C ≃ T (M)⊗ C.
Proof. We have the following monoidal morphism
(id, id, ε) : (H,A,C)→ (H,A, k).
Obviously AM(H)
k ≃ AM , and F :A M(H)
C ≃ AM is the functor forgetting the
C-coaction. Hence
M ⊗ C ≃M ⊗G(k) ≃ G(F (M) ⊗ k)
= GF (M) = F (M)⊗ C = T (M)⊗ C.
The proof is completed.
We have the dual version of Theorem 2.8.
Theorem 2.10. Let (id, λ, id) : (H,A,C) −→ (H,A′, C) be a monoidal morphism of
Doi-Hopf data. Then F (A) = A′.
For all M ∈ AM(H)
C and N ∈ A′M(H)
C , suppose that (A,αA) is a Hom-Hopf
algebra, we have the following isomorphism in M ∈ A′M(H)
C
F (M)⊗N ≃ F (M ⊗G(N)). (2.14)
If (A′, αA′) has a twisted antipode,
N ⊗ F (M) ≃ F (G(N)⊗M). (2.15)
Proof. First of all remind that (A,αA) is a left module over itself under the action a · b =
α−1A (a)b for all a, b ∈ A.
Define a linear map f : A′ ⊗A A → A by a
′ ⊗ a 7→ α−3A′ (a
′)β(α−2A (a)). It is a routine
exercise to check that f is well defined and a morphism in A′M(H)
C . Its inverse is given
by f−1 : A′ → A′ ⊗A A, a
′ 7→ α2A′(a
′)⊗ 1. The first assertion is proved.
If M ∈ AM(H)
C and N ∈ A′M(H)
C , and (A,αA) is a Hom-Hopf algebra, define
Φ2 : A
′ ⊗A (M ⊗G(N)) −→ (A
′ ⊗AM)⊗N by
a′ ⊗ (m⊗ n) 7→ (a′1 ⊗m)⊗ α
−2
N (a
′
2 · n),
for all a′ ∈ A′,m ∈ M and n ∈ N . We claim that Φ2 is well defined and a morphism in
A′M(H)
C . Indeed for all a ∈ A,
Φ2(a
′β(a)⊗ (αM (m)⊗ αN (n))) =(a
′
1β(a1)⊗ αM (m))⊗ α
−2
N (a
′
2β(a2) · αN (n))
=(αA′(a
′
1)⊗ a1 ·m)⊗ α
−2
N (a
′
2β(a2) · αN (n))
=Φ2(αA′(a
′)⊗ (a · (m⊗ n)))
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Then for all b′ ∈ A′,
Φ2(a
′ · (b′ ⊗ (m⊗ n))) =Φ2(αA′(a
′)b′ ⊗ (αM (m)⊗ αN (n)))
=(αA′(a
′
1)b
′
1 ⊗ αM (m))⊗ α
−2
N (αA′(a
′
2)b
′
2 · αN (n))
=a′1 · (b
′
1 ⊗m)⊗ a
′
2 · α
−2
N (b
′
2 · n)
=a′ · Φ2(b
′ ⊗ (m⊗ n)),
and
Φ2(a
′ ⊗ (m⊗ n))(0) ⊗ Φ2(a
′ ⊗ (m⊗ n))(1)
= (a′1 ⊗m)(0) ⊗ α
−2
N (a
′
2 · n)(0) ⊗ α
−2
C ((a
′
1 ⊗m)(1) · α
−2
N (a
′
2 · n)(1))
= (a′1(0) ⊗m(0))⊗ α
−2
N (a
′
2(0) · n(0))⊗ α
−4
C (a
′
1(1) ·m(1)) · α
−4
C (a
′
2(1) · n(1))
= (a′(0)1 ⊗m(0))⊗ α
−2
N (a
′
(0)2 · n(0))⊗ α
−2
C (a
′
1) · α
−4
C (m(1)n(1))
= Φ2((a
′ ⊗ (m⊗ n))(0))⊗ (a
′ ⊗ (m⊗ n))(1),
as needed.
For the inverse of Φ2, define the linear map Ψ2 : (A
′⊗AM)⊗N −→ A
′⊗A (M⊗G(N))
by
(a′ ⊗m)⊗ n 7→ α−2A′ (a
′
1)⊗ (m⊗ Sα
−2
A′ (a
′
2) · n),
for all a′ ∈ A′,m ∈M and n ∈ N .
Ψ2 is well defined since for all a ∈ A,
Ψ2((a
′β(a)⊗ αM (m))⊗ n)
= α−2A′ (a
′
1β(a1))⊗ (αM (m)⊗ Sα
−2
A′ (a
′
2β(a2)) · n)
= α−1A′ (a
′
1)⊗ α
−2
A (a1) · (m⊗ Sα
−3
A′ (a
′
2β(a2)) · α
−1
N (n))
= α−1A′ (a
′
1)⊗ (α
−2
A (a11) ·m⊗ β(α
−3
A )(a12)[Sα
−3
A′ (a
′
2β(a2))] · n)
= α−1A′ (a
′
1)⊗ (α
−1
A (a1) ·m⊗ [β(α
−4
A (a21))Sα
−4
A′ (β(a22))]Sα
−3
A′ (a
′
2) · n)
= α−1A′ (a
′
1)⊗ (a ·m⊗ Sα
−2
A′ (a
′
2) · n)
= Ψ2((αA′(a
′)⊗ a ·m)⊗ n).
Then
Φ2Ψ2((a
′ ⊗m)⊗ n) =Φ2(α
−2
A′ (a
′
1)⊗ (m⊗ Sα
−2
A′ (a
′
2) · n))
=α−2A′ (a
′
11)⊗m⊗ α
−2
N (α
−2
A′ (a
′
12) · (Sα
−2
A′ (a
′
2) · n))
=α−1A′ (a
′
1)⊗m⊗ α
−2
N (α
−3
A′ (a
′
12)Sα
−3
A′ (a
′
22) · αN (n))
=(a′ ⊗m)⊗ n,
and
Ψ2Φ2(a
′ ⊗ (m⊗ n)) =Ψ2((a
′
1 ⊗m)⊗ α
−2
N (a
′
2 · n))
=α−2A′ (a
′
11)⊗m⊗ Sα
−2
N (a
′
12) · α
−2
N (a
′
2 · n)
=a′ ⊗ (m⊗ n).
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If (A′, αA′) has a twisted antipode, similarly one can prove thatN⊗F (M) ≃ F (G(N)⊗M).
The proof is completed.
3 Braided structure on the category AM
C
Let (H,A,C) be a monoidal Doi-Hopf datum. In this section, we will discuss how to
make the category AM(H)
C to be braided.
Consider a map Q : C ⊗ C → A⊗A with twisted convolution inverse R. So we have
Q ◦ α⊗2C = α
⊗2
A ◦Q, (3.1)
Q(c2, d2)R(c1, d1) = ε(c)ε(d)1 ⊗ 1, (3.2)
for all c, d ∈ C.
When necessary we will introduce the following notation: for all c, d ∈ C,
Q(c, d) = q(c, d) = Q1(c, d) ⊗Q2(c, d) ∈ A⊗A.
Consider two Doi-Hopf modules M and N , define t
M,N
:M ⊗N → N ⊗M by
t
M,N
(m⊗ n) = Q(α−2C (n(1)), α
−2
C (m(1)))(α
−2
N (n(0))⊗ α
−2
M (m(0))), (3.3)
for all m ∈M and n ∈ N . Since Q is convolution invertible, t
M,N
is a bijective.
Lemma 3.1. Let (H,A,C) be a Doi-Hopf datum. Then A⊗C becomes a Doi-Hopf module
with the structure
a · (b⊗ c) = αA(a)b⊗ αC(c),
ρ(b⊗ c) = b(0) ⊗ c1 ⊗ α
−2
C (b(1) · c2),
for all a, b ∈ A and c ∈ C.
Proof. Straightforward.
Lemma 3.2. With notations as above, the linear map t
M,N
is A-linear for all objects
(M,αM ), (N,αN ) in AM(H)
C if and only if
Q(a2(1) · d, a1(1) · c)(αA(a2(0))⊗ αA(a1(0))) = ∆(α
2
A(a))Q(αC(d), αC(c)), (3.4)
for all a, b ∈ A and c, d ∈ C.
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Proof. Suppose that t
A⊗C,A⊗C
is A-linear. For convenience we apply the switch map twice
on (A⊗C)⊗(A⊗C), and consider t
A⊗C,A⊗C
as the map t : A⊗A⊗C⊗C −→ A⊗A⊗C⊗C
given by
t(a⊗ b⊗ c⊗ d)
= Q(α−3C (b(1) · d1), α
−3
C (a(1) · c1))(α
−2
A (b(0))⊗ α
−2
A (a(0)))⊗ α
−1
C (d1)⊗ α
−1
C (c1),
for all a, b ∈ A and c, d ∈ C. t is A-linear, so
t(a · (1⊗ 1⊗ c⊗ d))
= t(α2A(a1)⊗ α
2
A(a2)⊗ αC(c) ⊗ αC(d))
= Q(α−1H (a2(1)) · α
−2
C (d2), α
−1
H (a1(1)) · α
−2
C (c2))(a2(0) ⊗ a1(0))⊗ d1 ⊗ c1,
= a · t(1⊗ 1⊗ c⊗ d)
= ∆A(αA(a))Q(αC (d2)⊗ αC(c2))⊗ d1 ⊗ c1.
Applying id⊗ id⊗ ε⊗ ε to both sides, we obtain (3.4).
Conversely suppose that (3.4) holds, and consider Doi-Hopf modules M and N . For
all a ∈ A,m ∈M and n ∈ N ,
t
M,N
(a · (m⊗ n)) = t
M,N
(a1 ·m⊗ a2 · n)
=Q(α−2C (a2(1) · n(1)), α
−2
C (a1(1) ·m(1)))(α
−2
N (a2(0) · n(0))⊗ α
−2
M (a1(0) ·m(0)))
=Q(α−3C (a2(1) · n(1)), α
−3
C (a1(1) ·m(1)))(α
−2
A (a2(0))⊗ α
−2
A (a1(0))) · (α
−1
N (n(0))⊗ α
−1
M (m(0)))
=∆A(α
−1
A (a))Q(α
−2
C (n(1)), α
−2
C (m(1))) · (α
−1
N (n(0))⊗ α
−1
M (m(0)))
=a · t
M,N
(m⊗ n).
The proof is completed.
Example 3.3. In the above lemma, let C = k and Q = Q(1, 1). If t
M,N
is A-linear, then
Q∆op(a) = ∆(a)Q, which means that A is quasi-cocommutative.
Lemma 3.4. With notations as above, the linear map t
M,N
is C-linear for all objects
(M,αM ), (N,αN ) in AM(H)
C if and only if
Q(d1 ⊗ c1)⊗ α
−3(c2d2)
= Q(α−1C (d2), α
−1
C (e2))(0) ⊗ α
−4
C ◦mC(Q(α
−1
C (d2), α
−1
C (e2))(1) · (d1 ⊗ c1)), (3.5)
for all c, d ∈ C. The mC is the multiplication map of C. For a⊗ b ∈ A⊗A, we denote
(a⊗ b)(0) ⊗ (a⊗ b)(1) = a(0) ⊗ b(0) ⊗ a(1) ⊗ b(1) ∈ A⊗A⊗H ⊗H.
16
Proof. Suppose that t (defined in the proof of Lemma 3.2) is C-colinear, then for all
c, d ∈ C,
t(1⊗ 1⊗ c⊗ d)(0) ⊗ t(1⊗ 1⊗ c⊗ d)(1)
= Q1(α−1C (d2)⊗ α
−1
C (c2))(0) ⊗Q
2(α−1C (d2)⊗ α
−1
C (c2))(0) ⊗ α
−1
C (d11)⊗ α
−1
C (c11)
⊗ α−4C ◦mC((Q
1(α−1C (d2)⊗ α
−1
C (c2))(1) ⊗Q
2(α−1C (d2)⊗ α
−1
C (c2))(1)) · (α
−1
C (d12)⊗ α
−1
C (c12)))
= t((1 ⊗ 1⊗ c⊗ d)(0))⊗ (1⊗ 1⊗ c⊗ d)(1)
= t(1⊗ 1⊗ c1 ⊗ d1)⊗ α
−3
C (c2d2)
= Q(α−1C (d12), α
−1
C (c12))⊗ a
−1
C (d11)⊗ α
−1
C (c11)⊗ α
−3
C (c2d2).
Applying id⊗ id⊗ ε⊗ ε⊗ id to both sides, we obtain (3.5).
Conversely suppose that (3.5) holds, and consider Doi-Hopf modules M and N . For
all m ∈M and n ∈ N ,
t
M,N
(m⊗ n)(0) ⊗ tM,N (m⊗ n)(1)
= Q1(α−2C (n(1)), α
−2
C (m(1)))(0) · α
−2
N (n(0)(0))⊗Q
2(α−2C (n(1)), α
−2
C (m(1)))(0) · α
−2
M (m(0)(0))
⊗ α−2C ◦mC [(Q
1(α−2C (n(1)), α
−2
C (m(1)))(1)
⊗Q2(α−2C (n(1)), α
−2
C (m(1)))(1)) · (a
−2
C (n(0)(1))⊗ α
−2
C (m(0)(1)))]
= Q1(α−3C (n(1)2), α
−3
C (m(1)2))(0) · α
−1
N (n(0))⊗Q
2(α−3C (n(1)2), α
−3
C (m(1)2))(0)α
−1
M (m(0))
⊗ α−2C ◦mC [(Q
1(α−3C (n(1)2), α
−3
C (m(1)2))(1)
⊗Q2(α−3C (n(1)2), α
−3
C (m(1)2))(1)) · (a
−2
C (n(1)1)⊗ α
−2
C (m(1)1))]
(3.5)
= Q(α−2C (n(1)1), α
−2
C (m(1)1)) · (α
−1
N (n(0))⊗ α
−1
M (m(0)))⊗ α
−3
C (m(1)2n(1)2)
= t
M,N
(m(0) ⊗ n(0))⊗ (m⊗ n)(1).
The proof is completed.
Example 3.5. In the above lemma, suppose that A = k. If t
M,N
is C-colinear, then
Q(d2, c2)d1c1 = Q(d1, c1)c2d2, which means that C is quasi-commutative.
Lemma 3.6. With notations as above, the relation (1.1) holds for all objects M,N,P in
AM(H)
C if and only if
(∆ ⊗ αA)Q(α
−2
C (d)α
−1
C (e), α
−1
C (c))
= α2AQ
1(α−2C (d), α
−3
C (c2))
⊗q(e, α−1H (Q
2(α−2C (d), α
−3
C (c2))(1)) · α
−3
C (c1))(1 ⊗Q
2(α−2C (d), α
−3
C (c2))(0)),(3.6)
for all a, b ∈ A and c, d ∈ C.
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Proof. Let M,N,P be Doi-Hopf modules. For all m ∈M,n ∈ N and p ∈ P , we have the
left side of (1.1):
a
N,P,M
t
M,N⊗P
a
M,N,P
((m⊗ n)⊗ p)
= a
N,P,M
[Q(α−2C ((n ⊗ αP (p))(1)), α
−3
C (m(1)))·
· ((α−2N ⊗ α
−2
P )((n ⊗ αP (p))(0))⊗ α
−3
M (m(0)))]
= a
N,P,M
[(∆A ⊗ id)Q(α
−4
C (n(1)αP (p(1))), α
−3
C (m(1)))·
· (α−2N (n(0))⊗ α
−1
P (p(0))⊗ α
−3
M (m(0)))]
= (α−1A ⊗ id⊗ id)(∆A ⊗ αA)Q(α
−4
C (n(1)αC(p(1))), α
−3
C (m(1)))·
· (α−3N (n(0))⊗ α
−1
P (p(0))⊗ α
−2
M (m(0))),
and the right side of (1.1):
(idN ⊗ tM,P )aN,M,P (tM,N ⊗ idP )((m⊗ n)⊗ p)
= (idN ⊗ tM,P )[α
−3
N (Q
1(n(1),m(1)) · n(0))⊗ α
−2
A (Q
2(n(1),m(1))) · α
−2
M (m(0)))⊗ αP (p)]
= α−3N (Q
1(n(1),m(1)) · n(0))⊗ q(α
−1
C (p(1)), α
−4
H (Q
2(n(1),m(1))(1)) · α
−4
C (m(0)(1)))·
· (α−1P (p(0))⊗ α
−4
M (Q
2(n(1),m(1))(0) ·m(0)(0))).
Clearly if (3.6) holds, we obtain the relation (1.1).
Conversely suppose that the relation (1.1) holds in the category AM(H)
C . Taking
U = V = W = A⊗ C and applying the switch map as in the previous lemma, we regard
both sides of (1.1) as maps
A⊗3 ⊗ C⊗3 −→ A⊗3 ⊗ C⊗3.
On one hand we have that
a
V,W,U
t
U,V⊗W
a
U,V,W
(1⊗ 1⊗ 1⊗ c⊗ d⊗ e)
= (α−1A ⊗ id⊗ id)(∆ ⊗ αA)Q(α
−3
C (d2)α
−2
C (e2), α
−2
C (c2))⊗ α
−1
C (d1)⊗ e1 ⊗ α
−1
C (c1),
and on the other hand
(idV ⊗ tU,W )aV,U,W (tU,V ⊗ idW )(1⊗ 1⊗ 1⊗ c⊗ d⊗ e)
= αA(Q
1(α−3C (d2), α
−3
C (c2)))
⊗ q(α−1C (e2), α
−1
H (Q
2(α−3C (d2), α
−3
C (c2))(1)) · α
−4
C (c12))(1 ⊗Q
2(α−3C (d2), α
−3
C (c2))(0))
⊗ α−1C (d1)⊗ e1 ⊗ α
−2
C (c11).
Applying id⊗3 ⊗ ε⊗3C to both sides, we obtain (3.6).
The proof is completed.
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Lemma 3.7. With notations as above, the relation (1.2) holds for all objects M,N,P in
AM(H)
C if and only if
(αA ⊗∆A)Q(α
−1
C (e), α
−1
C (c)α
−2
C (d))
= q(α−1H (Q
1(α−3C (e2), α
−2
C (d))(1)) · α
−3
C (e1), c)(Q
1(α−3C (e2), α
−2
C (d))(0) ⊗ 1)
⊗α2A(Q
2(α−3C (e2), α
−2
C (d))), (3.7)
for all c, d, e ∈ C.
Proof. The proof is similar to the proof of the above lemma, and left to the reader.
We summarize our results as follows.
Theorem 3.8. Let (H,A,C) be a monoidal Doi-Hopf datum, and Q : C ⊗ C → A ⊗ A
a twisted convolution invertible map. Then the family of maps t
M,N
: M ⊗ N → N ⊗M
given by
t
M,N
(m⊗ n) = Q(α−2C (n(1)), α
−2
C (m(1))) · (α
−2
N (n(0))⊗ α
−2
M (m(0))),
defines a braiding on the category AM(H)
C if and only if Q satisfies the relations 3.4–3.7.
Example 3.9. (1) If C = k and denote Q = Q(1) = Q1 ⊗Q2 = q1 ⊗ q2 ∈ A⊗ A. Then
α⊗2A (Q) = Q(1) = Q, i.e., Q is αA-invariant.
Relations (3.6) and (3.7) can be rewritten as
(∆A ⊗ αA)Q = α
2
A(Q
1)⊗ αA(q
1)⊗ q2αA(Q
1) = αA(Q
1)⊗ αA(q
1)⊗ q2Q2,
(αA ⊗∆A)Q = q
1αA(Q
1)⊗ αA(q
1)⊗ α2A(Q
2) = q1Q1 ⊗ αA(q
2)⊗ αA(Q
2).
We conclude that the relations of Theorem 3.8 are satisfied if and only if (A,αA, Q
−1) is
quasitriangular.
(2) Hom-bialgebra (H,αH) is called coquasitriangular if there exists a linear map σ :
H ⊗H → k such that for all a, b, c ∈ H
σ(b2, a2)b1a1 = σ(b1, a1)a2b2,
σ(ab, c) = σ(αH(a), c1)σ(αH(b), c2),
σ(c, ab) = σ(c1, αH(a))σ(c2, αH(b)).
If A = k, relations (3.6) and (3.7) take the form
Q(de, αC(c)) = Q(αC(e), c1)Q(αC(d), c2),
Q(αC(e), cd) = Q(e1, αC(c))Q(αC (e2), d).
We conclude that the relations of Theorem 3.8 are satisfied if and only if (C,αC , Q) is
coquasitriangular.
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(3) Let (H,α) be a Hom-Hopf algebra with bijective antipode. We have verified that the
category of Yetter-Drinfeld modules HYD
H ≃ HM(H
op ⊗ H)H is a monoidal category.
As we all know, HYD
H is braided and the braiding is given by
t
M,N
:M ⊗N → N ⊗M, m⊗ n 7→ α−1N (n(0))⊗ α
−1
M (α
−1
H (n(1)) ·m).
The corresponding map Q is
Q(h⊗ g) = ε(g)(1 ⊗ h).
It is straightforward to check that Q satisfies the conditions in Theorem 3.8.
4 The generalized smash product of Hom-bialgebra and Drin-
feld double
In this section, we will introduce a new algebra such that its module category is
isomorphic to the category AM(H)
C . Moreover this new algebra is more general than
Drinfeld double and is quasitriangular when AM(H)
C is braided.
Proposition 4.1. Let (H,αH) be a Hom-bialgebra, (A,αA) a right H-comodule algebra
and (B,αB) a left H-module algebra. Then we have a Hom-algebra (A#B,αA⊗αB) which
is equal to A⊗B as a vector space, with the following multiplication
(a#b)(a′#b′) = aα−1A (a
′
(0))#(α
−1
B (b)↼ α
−2
H (a
′
(1)))b
′,
for all a, a′ ∈ A and b, b′ ∈ B. The unit is 1A#1B.
Proof. The proof is a routine computation.
If (C,αC ) is a left H-module coalgebra, then (C
∗, (α−1C )
∗) is a right H-module algebra,
and the right H-action is given by
〈f ↼ h, c〉 = 〈f, h · α−2C (c)〉,
for all f ∈ C∗, c ∈ C and h ∈ H.
Lemma 4.2. Let (H,A,C) be a Hom-type Doi-Hopf datum. Then we have the category
isomorphism AM(H)
C ≃ A#C∗M.
Proof. For any object (M,αM ) in AM(H)
C , define the left action of A#C∗ on M by
(a#f) ·m = 〈f,m(1)〉a · α
−1
M (m(0)),
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for all a ∈ A, f ∈ C∗ and m ∈M . Indeed for all b ∈ A and g ∈ C∗,
(a#f)(b#g) · αM (m) = (aα
−1
A (b(0))#(α
∗(f)↼ α−2H (b(1)))g) · αM (m)
= 〈(α∗(f)↼ α−2H (b(1)))g, αM (m(1))〉aα
−1
A (b(0)) ·m(0)
= 〈f, α−1H (b(1)) · α
−2
M (m(1)1)〉〈g, α
−1
M (m(1)2)〉aα
−1
A (b(0)) ·m(0)
= 〈g,m(1)〉〈f, α
−1
H (b(1)) · α
−2
C (m(0)(1))〉
αA(a) · α
−1
M (b(0) · α
−1
M (m(0)(0)))
= 〈g,m(1)〉(αA(a)#(α
−1)∗(f)) · (b · α−1(m(0)))
= (αA(a)#(α
−1)∗(f)) · ((b#g) ·m),
and (1#εC) ·m = αM (m).
Conversely suppose that M ∈ A#C∗M. Easy to see that M is a left A-module by
a ·m = (a#εC) ·m,
for all a ∈ A and m ∈M .
Also M is a right C-comodule by
m(0) ⊗m(1) =
∑
(1#ei) ·m⊗ ei,
where {ei} and {e
i} is dual basis of C.
In fact for all f, g ∈ C∗,
αM ((1#e
i) ·m)〈f, ei1〉〈g, ei2〉 = (1#(α
−1
C )
∗(ei)) · αM (m)〈f ∗ g, α
2
C(ei)〉
= (1#(αC)
∗(f ∗ g)) · αM (m)
= (1#f) · ((1#(αC)
∗(ei)) ·m)
= (1#ej) · ((1#ei) ·m)〈f, ej〉〈g, αC (ei)〉,
Therefore
∑
i αM ((1#e
i) ·m)⊗ ei1 ⊗ ei2 =
∑
i,j(1#e
j) · ((1#ei) ·m)⊗ ej ⊗ αC(ei). And∑
i
(1#ei) ·mεC(ei) = (1#εC) ·m = αM (m).
For all a ∈ A, we have
a(0) ·m(0) ⊗ a(1) ·m(1) =
∑
i
a(0) · ((1#e
i) ·m)⊗ a(1) · ei
=
∑
i
((α−1A (a(0))#εC)(1#e
i)) · αM (m)⊗ a(1) · ei
=
∑
i
(a(0)#(α
−1)∗(ei)) · αM (m)⊗ a(1) · ei
=
∑
i
(1#(α−1)∗(ei)(a#εC) · αM (m)⊗ ei
=
∑
i
(1#ei) · (a ·m)⊗ ei
= (a ·m)(0) ⊗ (a ·m)(1).
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The proof is completed.
Proposition 4.3. Let (H,αH) be a Hom-bialgebra, (A,αA) a right H-comodule algebra
and (B,αB) a left H-module algebra. Assume also that A and B are Hom-bialgebra. Then
(A#B,αA ⊗ αB) is a Hom-bialgebra with the tensor coproduct if and only if
∆A(a(0))⊗ b1 ↼ α
−1
H (a(1)1)⊗ b2 ↼ α
−1
H (a(1)2)
= a1(0) ⊗ a2(0) ⊗ (b1 ↼ α
−1
H (a1(1)))⊗ (b2 ↼ α
−1
H (a2(1))), (4.1)
εA(a(0))εB(b ↼ α
−1
H (a(1))) = εA(a)εB(b). (4.2)
Moreover if both of A and B are Hom-Hopf algebras, then A#B is also a Hom-Hopf
algebra with the antipode
S(a#b) = (1#SBα
−1
B (b))(SAα
−1
A (a)#1),
for all a ∈ A and b ∈ B.
Proof. The proof is straightforward and left to the reader.
Proposition 4.4. Let (H,A,C) be a monoidal Doi-Hopf datum. Then (A#C∗, αA ⊗
(α−1C )
∗) is a Hom-bialgebra and consequently AM(H)
C and A#C∗M are isomorphic as
monoidal category.
Proof. For all a ∈ A, c, d ∈ C and f ∈ C∗,
∆A(a(0))〈f1 ↼ α
−1
H (a(1)1), c〉〈f2 ↼ α
−1
H (a(1)2), d〉
= ∆A(a(0))〈f1, α
−1
H (a(1)1) · α
−2
C (c)〉〈f2, α
−1
H (a(1)2) · α
−2
C (d)〉
(2.1)
= a(0)1 ⊗ a(0)2〈f, α
−1
H (a(1)) · α
−4
C (cd)〉
= a(0)1 ⊗ a(0)2〈f ↼ α
−1
H (a(1)), α
−2
C (cd)〉
= a(0)1 ⊗ a(0)2〈f1 ↼ α
−1
H (a(1)1), c〉〈f2 ↼ α
−1
H (a(1)2), d〉,
and
εA(a(0))〈f, α
−1
H (a(1)1) · 1C〉 = εA(a)〈f, 1C〉.
Thus (4.1) and (4.2) are satisfied.
The proof is completed.
Example 4.5. Consider the monoidal Doi-Hopf datum (H,H,Hop⊗H) defined in Propo-
sition 2.5. The algebra A#C∗ is nothing else than the Drinfeld double (H ⊲⊳ H∗, αH ⊗
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(α−1)∗). Thus we recover the multiplication, comultiplication and antipode by
(a ⊲⊳ f)(b ⊲⊳ g) = aα−2H (b12) ⊲⊳ [S
−1α−3H (b11)⇀ ((α
∗
H)
2)(f)↼ α−3H (b2)]g,
∆(h⊗ f) = h1 ⊲⊳ f1 ⊗ h2 ⊲⊳ f2,
S(a ⊲⊳ f) = (1#S∗Hα
∗
H(f))(SHα
−1
H (a)#εH),
for all a, b ∈ H, f, g ∈ H∗.
Now let (H,A,C) be a monoidal Doi-Hopf datum and assume that we have a twisted
convolution inverse map Q : C ⊗ C → A⊗A satisfying (3.4)–(3.7). Q induces a map
Q˜ : k −→ (A#C∗)⊗ (A#C∗),
for all c, d ∈ C and f, g ∈ A∗.
The braiding on AM(H)
C translates into a braiding on A#C∗M. This means that
A#C∗ is quasitriangular and the corresponding R ∈ (A#C∗)⊗ (A#C∗) is just Q˜(1).
In particular for a finite dimensional Hom-Hopf algebra (H,α), the Drinfeld double
D(H) is quasitriangular.
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