A new approach for ensemble construction based on restricting a set of weights of examples in training data to avoid overfitting is proposed in the paper. The algorithm called EPIBoost (Extreme Points Imprecise Boost) applies imprecise statistical models to restrict the set of weights. The updating of the weights within the restricted set is replaced by updating the weights in the linear combination of extreme points within the unit simplex. The approach allows us to construct various algorithms by applying different imprecise statistical models for producing the restricted set. It is shown by various numerical experiments with real data sets that the EPIBoost algorithm may outperform the standard AdaBoost by some parameters of imprecise statistical models.
Introduction
The classification problem can be formally written as follows. Given n training data (examples, instances, patterns) S = {(x 1 , y 1 ), (x 2 , y 2 ), ..., (x n , y n )}, in which x i ∈ R m represents a feature vector involving m features and y i ∈ {0, 1, ..., k − 1} indices the class of the associated examples, the task of classification is to construct an accurate classifier c : R m → {0, 1, ..., k − 1} that maximizes the probability that c(x i ) = y i for i = 1, ..., n. Generally x i may belong to an arbitrary set X , but we consider the special case for simplicity X = R m . Moreover, we assume that k = 2 and y i ∈ {−1, 1}.
A classification problem is usually characterized by an unknown probability distribution p(x, y) on R m × {−1, +1} defined by the training set or examples x i and their corresponding class labels y i . Many classification models accept the uniform distribution p(x, y) which means that every example in the training set has the probability 1/n. In particular, the empirical risk functional 27 and the well known support vector machine (SVM) method 4, 25, 31 exploit the assumption of the uniform distribution.
At the same time, many weighted classification models violate this assumption by assigning unequal weights to examples in the training set in accordance with some available additional information. These weights can be regarded as a probability distribution and will be denoted below as h = (h 1 , ..., h n ). Of course, the equal weights as well as the arbitrary weights can be viewed as a measure of importance of every example. Many authors adhere to this interpretation of weights. It should be noted however that both the interpretations do not formally contradict one another. One of the very popular approaches to classification is the ensemble methodology. The basic idea of classifier ensemble learning is to construct multiple classifiers from the original data and then aggregate their predictions when classifying unknown samples. It is carried out by means of weighing several weak or base classifiers and by combining them in order to obtain a classifier that outperforms every one of them. The improvement in performance arising from ensemble combinations is usually the result of a reduction in variance of the classification error 6 . This occurs because the usual effect of ensemble averaging is to reduce the variance of a set of classifiers.
There are many books and review works devoted to the ensemble methodology and the corresponding algorithms due to the popularity of the approach. One of the first books widely studied how to combine several classifiers together in order to achieve improved recognition performance was written by Kuncheva 13 . The book explains and analyzes different approaches to ensemble methodology comparatively. A comprehensive and exhaustive recent review of the ensemble-based methods and approaches can be found in the work of Rokach 23 . This review provides a detailed analysis of the ensemble-based methodology and various combination rules for combining weak classifiers. Another very interesting and detailed review is given by Ferreira and Figueiredo 8 . The authors of the review cover a wide range of boosting algorithms recently available. This is the only review where the authors attempt to briefly consider and compare a huge number of modifications of boosting algorithms. Re and Valentini 21 proposed a qualitative comparison and analysis of the ensemble methods and their applicability to astronomy and astrophysics.
The most well known ensemble-based technique is boosting. Boosting is a method for improving the performance of weak classifiers which are combined into a single composite strong classifier in order to achieve a higher accuracy. One of the most popular boosting methods is AdaBoost (Adaptive Boosting) proposed by Freund and Schapire 10 . AdaBoost is a general purpose boosting algorithm that can be used in conjunction with many other learning algorithms to improve their performance via an iterative process. Initially, identical weights h = (1/n, ..., 1/n) are assigned to all examples. In each iteration the weights of all misclassified examples are increased while the weights of correctly classified examples are decreased (see Algorithm 1) . As a consequence, the weak classifier is forced to focus on the difficult examples of the training set by performing additional iterations and creating more classifiers. Furthermore, a weight α t is assigned to every individual classifier. This weight measures the overall accuracy of the classifier and is a function of the An imprecise boosting-like approach to classification 3 total weight e(t) of the correctly classified examples calculated with respect to the distribution h t . The weight α t measures also the importance that is assigned to the classifier c t . Thus, higher weights are given to more accurate classifiers. These weights are used for the classification of new examples. The distribution h t is updated using the rule shown in Algorithm 1. The effect of this rule is to increase the weight of examples misclassified by h t , and to decrease the weight of correctly classified examples. Thus, the weight tends to concentrate on "hard" examples. The final classifier c is a weighted majority vote of the T weak classifiers.
As pointed out by Rokach 23 , AdaBoost improves the performance accuracy for two main reasons:
1. It generates a final classifier whose misclassification rate can be reduced by combining many classifiers whose misclassification rate may be high.
2. It produces a combined classifier whose variance is significantly lower than the variances produced by the weak base learners.
Algorithm 1 The AdaBoost algorithm
Require: T (number of iterations), S (training set)
Normalize h t+1 to be a proper distribution.
The main advantage of AdaBoost over other boosting techniques is that it is adaptive, i.e., it is able to take advantage of weak hypotheses that are more accurate than it was assumed a priori. Adaptation is a very important feature of the AdaBoost and other ensemble-based algorithms. It is carried out by changing the weights of all misclassified and correctly classified examples in accordance with some rule. In fact, the uniform probability distribution (equal wights assigned to all examples) is replaced by another probability distribution in each iteration of the algorithm in order to improve the performance accuracy in the next iteration. The weights of examples in boosting methods can be regarded as a discrete probability distribution (probability mass function) over a training set. The algorithm searches for a suitable probability distribution starting from the uniform distribution. The updated probability distribution can be arbitrary, i.e. the set of possible probability distributions is not restricted. On the one hand, this arbitrariness can be viewed as a way for searching for an optimal solution, and this is a positive feature of the AdaBoost algorithm. On the other hand, this arbitrariness is one of the shortcomings of this approach. It has been reported by many authors that the main reason for poor classification results of AdaBoost in the high-noise regime is that the algorithm produces a skewed data distribution, by assigning too large weights onto a few hard-to-learn examples. This leads to overfitting. Moreover, the algorithm does not take into account the possible additional information about the training set. For instance, the number of examples in the training set and confidence probabilities might give a very useful information which restricts the set of probability distributions.
Many modifications of AdaBoost have been proposed to overcome the problem of overfitting. In order to prevent overfitting, one popular regularization technique is to stop boosting algorithms after a very small number of iterations 16 . The statistics community has put a lot of emphasis on early stopping as evidenced by the large number of papers on this topic. For example, the paper by Zhang and Yu 33 tells readers that "boosting forever can overfit the data" and that "therefore in order to achieve consistency, it is necessary to stop the boosting procedure early." Standard implementations of boosting such as the popular gbm package for R by Ridgeway 22 implement data-derived early stopping rules. The reasoning behind early stopping is that after enough iterations have occurred any additional iterations will lead to overfitting and consequently larger misclassification error. Mease and Wyner 16 illustrate by means of simple and visual examples that the early stopping rule may lead to incorrect classification results.
There exist other approaches to the problem of overfitting. For example, the SoftBoost algorithm 30 does not concentrate too much on outliers and hard to classify examples by optimizing the soft margin. The WeightBoost algorithm 12 tries to cope with overfitting for noisy data by introducing an input-dependent regularization factor to the combination weight. Jin et al.
12 derive a learning procedure for WeightBoost, which is guaranteed to minimize training errors. Another algorithm for coping with overfitting called I.Boosting was proposed by Lu et al. 15 , where weights of examples and their features are assigned in accordance with some rule. Another interesting model called VIBoost (boosting stemming from variational inference) and vulnerable to noise was proposed by Lorbert et al.
14 . It is based on embedding binary classification in a Bayesian model in the framework of boosting methods. The authors of the work 3 propose the FitValidationSet algorithm. According to the algorithm, half of the training set is removed to form a validation set. The sequence of base classifiers, produced by AdaBoost from the training set, is applied to the validation set, creating a modified set of weights. The training and validation sets are switched, and a second pass is performed. The final classifier votes using both sets of weights.
In order to avoid the problem of overfitting, several modifications of boosting algorithms which restrict the set of weights of examples in training data or their probability distributions according to a certain rule were proposed. In fact, every modification is a choice of one or another rule restricting the weights. Servedio 26 proposed the SmoothBoost algorithm which generates only smooth distributions which do not assign too much weight to any single example. Nakamura et al. 17 proposed the algorithm called NadaBoost which adjusts the weighting scheme by adding a threshold for the maximum allowable weight. In other words, the authors 17 introduce thresholds to judge whether weights are too high or not. Another method called MadaBoost 7 provides an upper bound on example weights based on initial probability. The idea of restricting the weights of examples underlying in the above modifications will be used in the proposed algorithm.
It should be noted that this is only a small part of many algorithms developed in order to avoid overfitting for noisy data.
A quite different algorithm is proposed in this paper in order to overcome some difficulties of the AdaBoost including the problem of avoiding overfitting. The main idea of the algorithm is to avoid the arbitrariness of weights assigned to examples at each iteration by restricting a set of probability distributions in accordance with some predefined rule. Let us consider by means of a simple example how the weights are changed after every iteration of the AdaBoost algorithm. Suppose we have a training set consisting of three examples. This implies that we have probability distribution h = (h 1 , h 2 , h 3 ) such that h belongs to the unit simplex. Starting from the point (1/3, 1/3, 1/3), the probability distribution moves within the unit simplex. This is schematically shown in Fig. 1 (left picture). Since the probabilities tend to concentrate on "hard" examples 10 , we could suppose that one of the possible points to which the probability distribution moves is an extreme point depicted in Fig. 1 (left picture). Indeed, we assign the weight 1 to a "hard" example and weight 0 to other examples.
Let us restrict the possible area where the probability distribution can move. This area is depicted in Fig. 1 (right picture) in the form of a hexagon. One can see that the probabilities again tend to concentrate on "hard" examples, but we do not get now the unit and zero probabilities of examples. If the restricted area is constructed in accordance with some justified rule, then we can develop new algorithms avoiding overfitting.
The next task is how to define a "justified rule" for constructing the set of probability distributions. One of the ways for solving the task is to apply the imprecise statistical models 28 . The following imprecise probability models are proposed to be used in the paper: the linear-vacuous mixture 28 which can be regarded as an extension of the well-known ε-contaminated (robust) model 11 ; the pari-mutuel model, the constant odds-ratio model; bounded vacuous and bounded ε-contaminated robust models. Every above imprecise model has a parameter with a clear statistical explanation which defines the size of the probability set such that we can construct different sets from the smallest one containing a single probability distribution till the unit simplex. It is interesting to note that the smallest set leads to the standard classifier with certain weights of examples. The largest set (the unit simplex) corresponds to the standard AdaBoost algorithm. It is necessary to point out that the imprecise probability models have been used in classification problems. For example, a classification algorithm based on the likelihood-based learning approach using sets of probability distributions was proposed by Antonucci et al.
1 . Corani and Zaffalon 5 , Zaffalon 32 used imprecise probabilities for building reliable classifiers from small or incomplete data sets. However, the above authors exploit the imprecise probabilities in order to replace a single probability distribution of examples by a set of distributions. In contrast to this idea, we reduce the largest set of weights of examples to a smaller set produced by imprecise statistical models.
The use of imprecise probability models instead of the approaches applied to boosting algorithms like NadaBoost and MadaBoost is caused by four main reasons. First, the imprecise statistical models are well justified from the statistic point of view and their parameters have a strong interpretation. For example, the upper bounded contaminated robust model has a very close connection with wellknown Kolmogorov-Smirnov bounds and its parameter can be expressed through confidence probabilities and numbers of observations or examples. Second, the imprecise models produce convex sets of probability distributions. The property of convexity is very important for implementing the proposed boosting algorithms. Third, every imprecise model is characterized by a parameter which determines the size of the produced set of probability distributions. Therefore, when we do not have prior information about the parameter, we can change it and to choose the best boosting model corresponding to one of the parameter values. Fourth, the imprecise statistical models have simple procedures for Bayesian updating. Therefore, by applying the information about classification errors at every iteration of boosting, we can update the sets of probability distributions in order to take into account this information.
The next task is how to modify weights or the probability distributions within the restricted set. The second idea underlying the proposed approach allows us to solve this task. This idea is to replace the weights of examples by weights of extreme points of the restricted set of probabilities. Suppose that the restricted set of probability distributions is convex. In this case, the probability set is totally defined by its extreme points. This implies that every probability distribution from the set can be obtained as the linear combination of the extreme points with certain weights λ. It should be noted that λ is not a vector of weights of examples, but it is a vector of weights of extreme points. This implies that updating of the probability distribution can be replaced by updating of weights λ in accordance with some rule which will be proposed below. In other words, we change the weights of extreme points, but not the weights of examples as it is carried out in AdaBoost. Of course, this does not mean that the weights of examples are not changed. They are changed indirectly through updating weights of extreme points. The important fact here is that weights λ do not have restrictions and can be changed within the unit simplex. This idea has another virtue. A number of extreme points is always larger than the number of examples in the training set or it is equal to the number of examples. Therefore, we get a more flexible way for the adaptation.
The ideas of using the extreme points and the imprecise statistical models give the corresponding name of the algorithm EPIBoost (Extreme Points Imprecise Boost).
The set of all probability distributions is a special (extreme) case corresponding to the largest set. This implies that the standard AdaBoost algorithm can be regarded as a special case of the proposed algorithm.
Extreme Points Imprecise Boost (EPIBoost)
By accepting the probabilistic interpretation of weights, we assume that there exists a set P of probability distributions defined by some information about the training set or by some other reasons. There are various kinds of the information which could be exploited. By using the imprecise statistical models, we can use the information about confidence probabilities for the set P, about the number of examples in the training set. Another kind of the additional information arises when we have imbalanced data sets. Class imbalance occurs when there are significantly fewer training instances of one class compared to another class. In this case, the weights of examples from the small class increase at a higher rate compared to those of the prevalent class. In many applied problems, there is information about the most important examples or about typical examples for a given class. This prior information can also change the set P.
At the same time, we do not need to have some additional information for determining the restricted set P. We can apply the imprecise statistical models by changing their parameters. In fact, this way will be mainly considered below. Two extreme special cases have to be mentioned here. When we do not have the additional information or do not want to exploit imprecise statistical models, the set P is the largest one and it coincides with the unit simplex having n vertices. Another extreme special case is a precise probability distribution. In this case, the set P is reduced to a point (an element).
We assume that the set P is convex, i.e., it is generated by finitely many linear constraints. This implies that it is totally defined by its extreme points or vertices denoted E(P). Suppose that we have a set of r extreme points q k = (q
n ) of the set P, i.e., q k ∈ E(P), k = 1, ..., r. Then every probability distribution h = (h 1 , ..., h n ) from P can be represented as the linear combination of the extreme points
Here λ = (λ 1 , ..., λ r ) is a vector of weights such that λ 1 + ... + λ r = 1. The main idea of the proposed adaptation procedure is to change the weights λ instead of the probabilities h for decreasing the misclassification measure. It does not mean that the probability distribution h is not changed. It is changed inside the set P due to changes of the weights λ. However, the weights do not have additional restrictions and can be changed in the unit simplex having r vertices. In other words, we cannot change h in the unit simplex, but we can change the weights λ within the unit simplex without restrictions. The change of λ has to be directed to minimize the misclassification measure.
So, the first step is the random selection of the initial vector λ from the unit simplex or assigning the value 1/r to every weight. This procedure can be carried out by means of generating the random numbers in accordance with the Dirichlet distribution 24 . Then the corresponding probability distribution h belonging to P can be computed by using (1). This distribution is applied to the weighted classification procedure in order to get the classifier c t .
The next step is to define and to compute the error measure of the classifier c t . Let us introduce the k-th extreme point misclassification rate denoted by ε k as follows:
According to the above measure, we assume that the examples have the probability distribution q (k) which coincides with the k-th extreme point. If we return to a standard classification procedure, then ε k is the error ε under condition that it is measured with respect to the distribution q (k) on which the weak learner was trained. The above measure also means the contribution of the k-th extreme point into the classification errors. Indeed, if the i-th example is misclassified, then the probability q numbers i 1 , . .., i s , the misclassification rate ε k is the contribution of the k-th extreme point into the probability of all errors H − = h i1 + ... + h is .
Let us introduce the correct classification rate denoted by ζ k as follows:
This is the contribution of the k-th extreme point into the correct classification.
Denote the probability of all correctly classified examples as H + = 1− H − . It is obvious that there hold
It is interesting to note that the probability H − is none other than the error e(t) which is measured with respect to the distribution h on which the weak learner was trained, i.e., H − = e(t). The error e(t) is similar to those defined by Freund and Schapire 10 in the standard AdaBoost. We have to update the distribution h for the next iteration by decreasing probabilities of correctly classified examples H + and by increasing probabilities of misclassified examples H − . This updating rule follows from a similar rule justified by Freund and Schapire 10 . According to this rule, the probabilities tend to concentrate on "hard" examples.
The updating of H + and H − is carried out by changing the weights λ. However, one can see that, increasing (decreasing) the weights λ k , we increase (decrease) simultaneously both H + and H − , respectively. However, it is important here that the updated distribution h is normalized. In other words, we actually update H + /(H + + H − ) and H − /(H + + H − ), but not H + and H − after the normalization. At this stage, updated H + and H − do not satisfy the condition H + + H − = 1. It is easily to see that H − /(H + + H − ) increases and H + /(H + + H − ) decreases with increase of λ k when ε k > ζ k and vice versa. According to the above, the following rule for updating λ is proposed. If ε k > ζ k , then λ k is increased. If ε k ≤ ζ k , then λ k is decreased. It should be noted that the condition ε k > ζ k is equivalent to the condition ε k > 0.5 or 1 − 2ε k > 0. Modifying the similar rule for the standard AdaBoost, we can write
Freund and Schapire 10 defined α t as a measure of the importance that is assigned to the classifier c t . Finally, we can write the algorithm of the EPIBoost which is represented as Algorithm 2.
Algorithm 2 The EPIBoost algorithm
Require: T (number of iterations), S (training set), q 1 , ..., q r (extreme points of P) Ensure: c t , α t , t = 1, ..., T t ← 1 λ k (1) ← 1/r; k = 1, ..., r, or it can be randomly selected from the unit simplex.
Compute error e(t) ← r k=1 λ k (t)ε k if e(t) > 0.5 then
e(t)
Normalize λ(t + 1) to be a proper distribution.
Various rules for updating λ different from the given above can be proposed. For example, another rule is
This rule satisfies the aforementioned requirements for weights λ. The choice of the "best" rule depends on a specific classification problem and is a direction for further research. Note that the obtained probability distribution h again belongs to the set P because it is the linear combination of the corresponding extreme points of P.
Let us consider now a special case where the set P is the largest one (the unit simplex). The number of extreme points is r = n and they are of the form:
Hence, we get h = (λ 1 , λ 2 , ..., λ n ). The misclassification rate is ε k = 1 if the k-th example is misclassified, otherwise ε k = 0. It can be seen that the misclassification rate is the indicator of the misclassification. The error is
Hence, there holds
We have obtained the standard AdaBoost algorithm. This implies the standard AdaBoost is a special case of the proposed algorithm when we do not restrict the set of probability distributions or there is complete ignorance about probabilities of examples.
Conclusion 1.
The standard AdaBoost algorithm is based on complete ignorance about probability distributions of examples in the training data.
Let us point out several positive features of the EPIBoost algorithm. First, the number of extreme points is always larger than the number of examples, i.e., r ≥ n. This important condition gives us a more sensitive approach because the larger number of adaptation parameters (λ k ) is adjustable.
Second, when we have a few examples, it is difficult to determine the precise error rate ε k for every example in accordance with the AdaBoost-based algorithms by using testing data. This is caused by a small number of misclassified examples. As a result, the weights are changed very quickly as it is shown in Fig. 1 . The algorithm becomes unstable and sensitive to noise or to small changes of examples. By using the EPIBoost algorithm with extreme points, every extreme point is "responsible" for every misclassified example. The error rate ε k for every extreme point is not zero if there is at least one misclassified example. This is a very important feature of the proposed approach.
Third, arbitrary constraints for the set P of probability distributions of examples can be introduced as an additional prior information about training set. Moreover, the set P can be changed in every iteration in accordance with a certain rule, for instance, by means of the Bayesian updating. This gives us a way for developing special modifications of EPIBoost taking into account peculiarities of training data, for instance, the well known imbalance problem.
Forth, when the set P is parametric, we can look for its optimal parameter or parameters providing the best classification accuracy. On the other hand, the parameters of the set P can be viewed as a shortcoming of the EPIBoost algorithm because we need to correctly choose them.
Imprecise statistical models
We will consider a small part of the well known imprecise statistical models and determine sets of extreme points of the probability sets produced by the models.
The linear-vacuous mixture model
The imprecise ε-contaminated model or linear-vacuous mixture 28 is a class P(ε) of probabilities such that for fixed ε ∈ (0, 1) and p i there holds P(ε) = {(1−ε)p i +επ i }, where π i is arbitrary and π 1 + ... + π n = 1. The rate ε reflects the amount of uncertainty in π 2 . The models can be regarded as an extension of the well known ε-contaminated (robust) model 11 . We take the probabilities p i as p = (1/n, ..., 1/n). Hence, the linear-vacuous mixture is defined by probabilities (1 − ε)n −1 + επ i . The k-th extreme point of the set P(ε) consists of n elements such that all elements are equal to (1 − ε)n −1 and the k-th element is (1 − ε)n −1 + ε for k = 1, ..., n.
Pari-mutuel models
Another model is Walley's imprecise pari-mutuel model 28 for which the set of probability distributions is defined as follows:
The above class is such that the probabilities of events do not exceed a constant multiple of p i . The upper probability of the i-th point is (1 + ε)p i . The lower probability is
The difference between the upper and lower probabilities is always ε. It is constant over all events for which p i is not too close to 0 or 1.
Let us consider the extreme points of the set P P (ε) under condition that the empirical distribution is p = (1/n, ..., 1/n). The set P P (ε) under this condition has n extreme points. The extreme points consist of n − 1 elements (1 + ε)n −1 and one element (1 + ε)n −1 − ε. Some real application of the pari-mutuel model were studied by Pelessoni et al. 19 .
Constant odds-ratio models
Another type of neighborhood models is the so-called constant odds-ratio (π, ε) model. The set of probability distribution for the model is defined as
Here i and j are arbitrary numbers of points from 1 to n.
Walley 28 indicates that the constant odds-ratio model is convenient for statistical applications because its form is not changed by conditioning or statistical updating.
Let us consider the extreme points of the set P C (ε) under condition p = (1/n, ..., 1/n). The set P C (ε) under this condition has 2n extreme points. The first n points are
where the element (n(1 − ε) + ε) −1 in the k-th extreme point is located on the k-th position.
The second n points are
where the element (1 − ε)/(n − ε) in the k-th extreme point is located on the k-th position.
Upper bounded contaminated robust models
We consider a simple generalization of the vacuous model by introducing upper bounds for the probabilities π 1 , ..., π n , namely, we state that π i ≤ θ, i = 1, ..., n, where θ is a number between 1/n and 1. We denote the reduced set of probability distributions as P U (θ). The lower possible bound for θ is 1/n because the set P U (θ) becomes empty when θ < 1/n. So, the set P U (θ) is produced by the following system of 2n inequalities 0 ≤ π i ≤ θ, i = 1, ..., n, and one equality π 1 + ... + π n = 1. It is not difficult to find all extreme points of the set P U (θ), which depend on the value θ. Let k be an integer from 1 to n − 1 such that the following condition is fulfilled:
Then the set P U (θ) has k· n k extreme points such that every extreme point consists of exactly n − k elements θ, k − 1 elements 0 and one element 1 − (n − k)θ.
For example, if n = 3 and θ = 0.4, then k = 1, and we have three extreme points of the form (θ, θ, 1 − 2θ), i.e., Note that points of the form (θ, 1 − θ, 0) do not belong to the set P U (θ) in this case because 1 − θ ≥ θ and the condition h i ≤ θ is violated.
Lower bounded vacuous models
Another generalization of the vacuous model is introducing lower bounds for the probabilities π 1 , ..., π n , namely, we state that π i ≥ θ, i = 1, ..., n, where θ is a number between 0 and 1/n. We denote the reduced set of probability distributions as P L (θ). The upper possible bound for θ is 1/n because the set P L (θ) becomes empty when θ ≥ 1/n. We can state that the set P L (θ) is produced by the following system of 2n inequalities and one equality: θ ≤ π i ≤ 1, i = 1, ..., n, π 1 + ... + π n = 1. The set P L (θ) has n extreme points such that every extreme point consists of exactly n − 1 elements θ and one element 1 − (n − 1)θ.
Numerical experiments
We illustrate the method proposed in this paper via several examples, all computations have been performed using the statistical software R 20 . We investigate the performance of the proposed method and compare it with the standard AdaBoost by considering the accuracy measure (ACC), which is the proportion of correctly classified cases on a sample of data. This measure is often used to quantify the predictive performance of classification methods. So, ACC is an estimate of a classifier's probability of a correct response, and it is an important statistical measures of the performance of a binary classification test. It can formally be written as
where N T is the number of test data for which the predicted class for an example coincides with its true class, and N is the total number of test data. We will denote the accuracy measure for the proposed EPIBoost algorithm as ACC imp and for the standard AdaBoost as ACC st .
The proposed method has been evaluated and investigated by the following publicly available data sets: Haberman's Survival Data Set 9 , Pima Indian Diabetes 9 , Breast Tissue Data Set, Notterman Carcinoma gene expression data 18 . All data sets except for the Notterman Carcinoma data are from the UCI Machine Learning Repository 9 . The following is a brief introduction about these datasets, while more detailed information can be found from, respectively, the data resources.
The "Haberman's Survival Data Set" from the UCI Machine Learning Repository contains cases from a study on the survival of patients who had undergone surgery for breast cancer. The number of features (attributes) is three: age of patient at time of operation (x 1 ), patient's year of operation (x 2 ), and the number of positive axillary nodes detected (x 3 ). The classes are defined by the survival status of every patient (y = −1: the patient survived 5 years or longer; y = 1: the patient died within 5 year). The total number of examples is 306, of which the number of examples with y = −1 is 225.
The "Pima Indian Diabetes" data set, also from the UCI Machine Learning Repository 9 . The Pima data set has eight features (m = 8), with 768 training instances (examples) of which 500 are labeled as positive (y = 1). Every example is characterized by numerical-valued features.
The "Breast Tissue Data Set" from the UCI Machine Learning Repository 9 contains 106 instances are characterized by 9 numerical-valued feature. Every instance corresponds to one of the six classes of freshly excised tissue studied using electrical impedance measurements: carcinoma, fibro-adenoma, mastopathy, glandular, connective, adipose. The first two classes (carcinoma, fibro-adenoma) are contain 36 instances and are labeled as negative (y = −1). The Notterman Carcinoma Data 18 is a gene expression data which contains 36 samples collected from patients. Among them, 18 normal tissues (labelled as positive) and 18 carcinomas (labeled as negative). A total of 7457 genes were selected for classifying. The corresponding data resource is http://genomicspubs.princeton.edu/oncology. For an extensive description of the data set, see 18 . The number of instances for training will be denoted as n. Moreover, we take n/2 examples from every class for training. These are randomly selected from the classes. The remaining instances in the dataset are used for validation. The linearvacuous mixture model is used for the experiments because this model is the most simple and is explainable in a simple way as a contaminated model.
In all these examples the weighted SVM as a classifier has been used. The linear kernel is exploited for the Breast Tissue Data Set. The RBF kernels with parameters 22 and 16 and 0.005 are used for the Pima Indian Diabetes data set, Haberman's Survival Data Set and the Notterman Carcinoma Data, respectively.
The first goal of the EPIBoost method evaluation is to investigate the stability of the proposed algorithm. One of the problems solving by the imprecise method is to reduce the large variations of weights in each iteration. Therefore, the first experiment is intended to compare the performances of the proposed EPIBoost and the standard AdaBoost. Fig. 2 shows how the accuracy measures for the Breast Tissue Data Set are changed in each iteration. We take T = 10 iterations and the corresponding accuracy measures are independently computed in each iteration. 6 curves are depicted in Fig. 2 such that every curve is determined for a value of rate ε in the linear-vacuous mixture model. Curve 1 corresponds to ε = 1 (the standard AdaBoost), curve 6 corresponds to ε = 0 (precise probability distributions of examples or the weighted SVM), curves 2, 3, 4, 5 correspond to values 0.8, 0.6, 0.4, 0.2 of ε, respectively. One can see that curve 6 is constant because there is only one probability distribution and the weights of examples cannot be changed. This is an "extreme" case which results the very small accuracy. Another "extreme" case is when ε = 1. In this case, we have the standard AdaBoost. It can be seen from the Fig. 2 that curve 1 is quite unstable. This implies that there are large variations of weights in each iteration. On the one hand, the standard AdaBoost algorithm takes many iterations to get a reasonable accuracy. On the other hand, a large number of iterations may lead to a very complex composite classifier, which is significantly less accurate than a single classifier, i.e., it may lead to overfitting again. This shortcoming of the standard AdaBoost has been pointed out by many authors (see, for example, 23 ). One possible way to avoid overfitting is to keep the number of iterations as small as possible. However, the unstable "behavior" is an obstacle for constructing a strong classifier. At the same time, we can see that curves 2, 3, 4, 5 "behave" much better in comparison with curve 1. This is caused by restrictions introduced for the weights by means of the linear-vacuous mixture model. This implies that the approach underlying the EPIBoost algorithm may be a way to avoid overfitting.
The similar picture is shown in Fig. 3 where the accuracy measures under the same conditions are given for the "Pima Indian Diabetes" data set. However, it is difficult to say here whether the case ε = 1 provides worse results or not. One can The second goal of the EPIBoost method evaluation is to investigate the performance of the proposed algorithm by different values of the parameter ε in the linear-vacuous mixture model. Therefore, the second experiment is performed to evaluate the effectiveness of the proposed method under different values of ε and different numbers of training examples. First, we study the accuracy measure of the EPIBoost algorithm as a function of ε by using T = 10 iterations and by different sizes of the training set. Fig. 4 illustrates how the accuracy depends on ε by training n = 10, 20, 40, 60 randomly selected examples from the Breast Tissue Data Set. It is interesting to note that the largest values are achieved at ε = 0.8 except for the case n = 60. We can also observe that the standard AdaBoost (ε = 1) provides worse accuracy values than the EPIBoost algorithm. It is also very important to note that the proposed method gives low accuracy values by ε = 0 for all n. This again confirms that the adaptive methods like AdaBoost provide better results in comparison with "precise" methods.
The same dependencies for the Pima Indian Diabetes data set are depicted in Fig. 5 . One can see from the figure that the accuracy for this data set weakly depends on the parameter ε for relatively large training sets (n = 40 and 60), but it strongly depends on ε for the very small training set (n = 10). Moreover, the standard AdaBoost has strongly smaller values of the accuracy than the imprecise method by small training sets (n = 10 and 20). The above implies that, comparing to the standard AdaBoost method, the proposed algorithm is more applicable for the cases having the limited number of data samples.
The same dependencies for Haberman's Survival Data Set are shown in Fig. 6 . Figs. 4-6 show in particular that the EPIBoost algorithm can provide a reasonable performance even in cases of very small amounts of data (see curves by ε = 0.8), which was one of the main reasons to consider the imprecise models. Fig. 7 illustrates how the accuracy of the proposed algorithm depends on ε for Haberman's Survival Data Set by different numbers of iterations T = 10, 20, 30 and by n = 40. It can be seen from Fig. 7 that the large number of iterations may reduce the accuracy due to overfitting (see the curve for T = 30) for the large values of ε, i.e., for the standard AdaBoost. However, this fact does not take place for ε = 0.2 and 0.4. The case ε = 0 does not depend on the number of iterations. Fig. 8 that the accuracy strongly depends on the parameter ε by small training sets. However, its impact is very weak when there are available many training data (see the case of n = 32).
The same dependencies for T = 10 are depicted in Fig. 9 . An important question is how the choice of initial vector of weights may impact on the accuracy measure. In order to study the question we compare the accuracy measures for Haberman's Survival Data Set by different values of ε. The number of iterations is 20, the number of examples is 40. Fig. 10 illustrates the performance of the proposed method by different values of ε for the identical initial weights of examples (curve 1), random weights uniformly selected from the unit simplex (curve 2) and random weights uniformly selected from the set P(ε) (curve 3). One can see that there is no a considerable difference between ways for selecting the initial vector of weights. However, we see that the third curve differs from the others in the area of large values of ε when the set P(ε) is rather large. The same relationship can be observed for different parameters n and T . 
Conclusion
In this paper we have presented a new approach for ensemble construction based on restricting a set of weights of examples in training data by applying the imprecise statistical models. The goal of the EPIBoost algorithm is to avoid the problem of overfitting and to take into account some information about training data, for instance, their number. One of the ideas underlying the algorithm is updating the probability distribution of examples within the restricted set. It is carried out by replacing the probability distributions of examples by weights in the linear com-bination of extreme points of the restricted set, which, in turn, can move within the unit simplex. The proposed approach is rather general because it allows us to construct various algorithms by applying different imprecise statistical models or different rules for producing the restricted set.
The EPIBoost is simple from the computation point of view. In fact, it differs from the standard AdaBoost in two steps: computing the probability distributions h and computing the error rate ε t . This does not mean that other steps coincide with the standard AdaBoost algorithm. They are just similar from the complexity point of view.
It should be noted that the EPIBoost is close to the boosting algorithms which restrict sets of possible weights, for instance, NadaBoost 17 and MadaBoost 7 . On the one hand, these algorithms can be regarded as special cases of the EPIBoost. On the other hand, in contrast to the NadaBoost or MadaBoost algorithms, the EPIBoost does not directly restricts weights of examples. It works with r "virtual" examples (extreme points) having unrestricted weights λ which can be changed inside the unit simplex, but it does not work with "real" examples having weights h. As a result, the updating rule is applied to the weights λ, but not to the weights h. This allows us to use various imprecise statistical models by constructing a set of the boosting algorithms.
In order to numerically evaluate the EPIBoost algorithm, we have applied the linear-vacuous mixture or imprecise ε-contaminated model and the SVM as the weak classifier. The choice of the imprecise ε-contaminated model is caused by the fact that this statistical model is the most simple and explainable in a simple way. Moreover, values of its parameter ε produce a variety of probability sets from the largest one (the unit simplex) by ε = 1 till a single distribution by ε = 0. Therefore, we can compare the standard AdaBoost, the standard classifier (SVM) and the EPIBoost algorithm by changing the parameter ε.
The comparison was made using some sets of real data, including Haberman's Survival Data Set, Pima Indian Diabetes, Breast Tissue Data Set, Notterman Carcinoma gene expression data. The experimental results showed that there are certain values of the parameter ε providing the better accuracy. In many cases, these values differ from 1. The above says that the EPIBoost algorithm may outperform the standard AdaBoost if to make a suitable choice of ε.
Additional experiments have been made to test the stability of the proposed algorithm at each iteration. It has been shown again that the EPIBoost algorithm may be more stable in comparison with the standard AdaBoost by some values of the parameter ε.
We believe that this work opens ways for future work which is mainly directed towards three goals. Firstly, we are working on developing a set of models dealing with imbalanced data. Secondly, we are working on models which allow us to change the restricted set at each iteration of the boosting algorithm. One of the ideas in this direction is to apply Walley's imprecise Dirichlet model 29 . Thirdly, we say that the reduce of the unit simplex of weights h to the set P can improve the classification algorithm. One the other hand, we use the precise probability distribution h for training of the weak classifier whose choice might be wrong in the case of the small training set. In order to overcome this difficulty, we are working on models that use "small" sets of h and minimax weak classifiers.
Finally, it is necessary to note that the choice of the best imprecise statistical model in specific classification problems is still an open question. One of the ways is to apply all models and to compare the obtained accuracy measures in order to select the most accurate classifier. A search of a more optimal way is also a problem for future research.
