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In ultrasonic nondestructive evaluation, experimental measurements 
of the scattered wave field resulting from sanification of a flaw are 
corrupted with acoustic noise. Acoustic noise results from non-flaw 
related scattering or reflection of the incident waves. In many probab-
ilistic approaches to flaw detection, classification, and characteriza-
tion, a stochastic model for a noise-corrupted flaw signal is utilized 
where acoustic noise is assumed to be an uncorrelated, Gaussian random 
variable with zero mean. In addition, it is assumed that an estimate of 
the average power spectra of the noise is available [1-3). The goal of 
the work presented here was to measure and analyze acoustic noise as a 
random variable. Emphasis was placed on evaluating these assumptions and 
on estimating the average power spectra of the noise. 
This paper is organized into a background section, an experimental 
procedures section, and a random variable analysis section. The results 
of the analysis section indicate that for the material-transducer combin-
ations considered, acoustic noise is uncorrelated and reasonably Gaussian 
with zero mean. The paper is concluded with a summary and discussion 
section. 
BACKGROUND 
Acoustic noise sources include scattering from impurities within the 
grain structure, weld interfaces, and adjacent surfaces within the flawed 
component. In the work reported here, acoustic noise due to scattering 
from grains and from porosity, respectively, is considered. Measured 
acoustic noise involves the convolution of measurement system effects 
with a noise related operator [1,2). Acoustic noise can be modeled in 
the frequency domain as 
n (W) 
a 
M(W)P (W)A (W) 
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where M(ro) represents all electronic and transducer related effects, 
Pa(ID) is an effective propagation effects term, and Aa(ID) represents an 
effective scattering amplitude associated with the dominated source for 
the acoustic noise. These terms are said to be "effective" since they 
are average or effective operators associated with scattering at a 
distribution of scattering sites (e.g., scattering from a large number of 
grains) rather than scattering from a single target [1,2]. 
EXPERIMENTAL PROCEDURES 
Samples 
Samples were chosen in order to allow the measurement of backscat-
tered noise from samples with different internal scattering sites (i.e., 
grains versus pores) and in order to attain noise signals with differing 
power spectra (i.e., low frequency versus high frequency noise). Three 
acoustic noise cases were considered. The material sample associated 
with each case is as follows: 
1. stainless steel with an average grain size of 22.5~m (ASTM 8); 
2. stainless steel with an average grain size of 62.5~m (ASTM 5); and 
3. aluminum with 2% porosity (average pore radius 164~m [1]). 
Samples 1 and 3 were interrogated with a planar transducer while sample 2 
was interrogated with a focused transducer. Therefore, each acoustic 
noise measured was unique due to the difference in scattering phenomenon 
associated with grain scattering [4] versus pore scattering [5] and due 
to the difference in the interrogating wave fields for a planar trans-
ducer and a focused transducer. 
Measurement procedures 
Standard normal-incidence pulse/echo measurement techniques were 
used in making ultrasonic measurements [6]. For all measurements 
discussed here, the time between points, ~T, equals 3.9ns and the Nyquist 
frequency equals 128MHz. In order to reduce electronic noise contri-
butions, as a general procedure the digitizer determines the output as 
the average over 64 pulses. Digital signal processing steps are then 
carried out in order to create a zero-mean output signal in units of 
volts [1]. These steps dictate that acoustic noise has zero mean in both 
the time domain and frequency domain. 
In measuring acoustic noise, backscattered noise signals were 
measured at normal incidence at each of N locations representing a grid 
pattern for each noise case. Thus, N represents the number of measured 
signals used as a basis for analysis. For case 1, the number of measured 
signals, N, was 49; for case 2, N=36; and for case 3, N=27. Experimental 
conditions for each noise case are summarized in Ref. 1. 
Ringing noise estimation and subtraction 
At each grid position, the backscattered signal includes acoustic 
noise, electronic noise, and may also contain a contribution due to the 
front surface reflection [7]. This late arriving portion of the front 
surface reflection is thought to be due primarily to ringing of the 
transducer. Thus, the backscattered noise signal measured at the ith grid 
position can be represented as 
nr(t,~.) = n (t,~.) +n (t,~.) + n (t) 
~ a ~ e ~ r 
(2) 
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Fig. 1. Time domain noise signals (case 1). a) ringing noise and as-
measured acoustic noise; b) acoustic noise after subtraction of 
ringing. 
where the measured signal is written with the superscript, r, to indicate 
that the signal includes the ringing noise, n (t) . The parameter ~ is 
used to represent grid position (i.e., measur~ment position) and ne(t,~i) 
is used to indicate that electronic noise has been reduced by averaging 
over 64 pulses. Since the ringing component is independent of the grid 
position, ~i• it represents a coherent noise source which, in principle, 
can be estimated and then subtracted from the measured signal [7]. An 
estimate of the ringing noise, ~r(t), is determined by averaging the 
measured signals over the grid positions [1]. The final noise signal 
which is stored for analysis is determined by subtracting the ringing 
noise estimate from the measured signal (Eq. (2)) yielding 
(3) 
With electronic noise significantly reduced by averaging and with the 
ringing elimination procedure followed, the final signal is essentially 
equal to the backscattered acoustic noise associated with a given grid 
position. 
Example noise signals and power spectra 
The rapidly varying signal in Fig. l(a) represents as-measured case 
1 noise (nr(t,~i) as given in Eq. (2)). The low frequency trace~running 
through the noise signal in Fig. l(a) is the estimated ringing component, 
~r(t). Figure l(b) shows the signal with the ringing component 
subtracted out as given in Eq. (3) . The figures clearly show the ringing 
and the improvement associated with subtraction of the ringing. 
The average power at each frequency for case 1 is shown in Fig. 2(a) 
and for cases 2 and 3, respectively, in Fig. 2(b) [1,3]. Each curve has 
been smoothed via a three point running average. The dashed line in Fig. 
2(a) represents the average noise power without subtraction of the 
ringing noise. The solid line shows the average power with the ringing 
subtracted. As shown, the ringing component can be quite significant at 
low frequencies. Case l and case 2 noise have strength at intermediate 
to high frequencies within the bandwidth while case 3 acoustic noise has 
its strength at low to intermediate frequencies. Note that the shape of 
each plot is influenced by both the effective measurement system 
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Fig. 2. Average noise power. a) case 1 prior to subtraction of ringing 
(dashed line) and after subtraction of ringing (solid line); b) 
case 2 (solid line) and case 3 (dashed line) after subtraction of 
ringing (case 2 and case 3 have been normalized to a maximum 
value of 1.0 to facilitate display on the same graph). 
response, M(ro)Pa(ro), and by the effective scattering amplitude, Aa(ro), 
associated with the dominant scattering source [1,3]. 
ANALYSIS 
The noise analyzed in this section will be referred to as acoustic 
noise where it is noted that the noise signals include small amounts of 
electronic noise and some errors due to imperfect subtraction of the 
ringing noise. It is necessary to establish what each signal represents 
in a stochastic processes context [8]. The general notation n(t,C> 
represents a family or ensemble of acoustic noise signals associated with 
a family of grid position&. The signal corresponding to the ith grid 
position, n(t,Cil, represents the ith outcome or sample of the acoustic 
noise random process. At a particular time, n(ti,Cl is a random variable 
whose amplitude varies over the grid positions. Similarly, at a partic-
ular frequency, n(roi,Cl is a complex random variable whose real and 
imaginary parts vary over the grid positions. Further, if n(roi,Cl is 
Gaussian, it is a univariate complex random variable whose real and 
imaginary parts are bivariate Gaussian distributed. For n(roi,Cl to have 
zero mean, both Re[n(roi,Cll and Im[n(roi,Cll must have zero mean. For 
n(roi,C> to be uncorrelated, Re[n(roi,C>l can not be correlated with 
Im[n (roi, C> l [8]. 
Time domain analysis 
In general, acoustic noise decays with time, primarily due to 
attenuation and diffraction [4]. Therefore, it is not time-invariant. 
However, over a relatively short time period, acoustic noise can be 
treated as time-invariant [1] . Case 2 acoustic noise which involves 
interrogation with a focused transducer does not show an obvious decaying 
trend; however, this is not surprising since the noise was measured near 
the focal point of the interrogating field. 
In terms of acoustic noise, a temporal correlation function, denoted 
Pt(t,Ci,Ck>• can be written for the the kth signal shifted to the left 
relative to the ith signal as 
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b) crosscorrelation. 
[ 
512-1: 
:E 
j=l 
512-1: 512-1: 
:E n2 (t.,~.) :E 
j=1 J 1. j=1 
( 4) 
The opposite shift direction is similarly defined. An average correla-
tion function can be defined as 
1 
N-c 
N-c 
:E 
i=1 
(5) 
where the averaging takes place over combinations of grid positions. The 
correlation is between samples of the acoustic noise random process. 
Therefore, the correlation function can be thought of as normalized time-
autocorrelation function when c=O, and a normalized time-crosscorrelation 
function when c=1. In the crosscorrelation case, the correlation between 
samples of one random process is considered as opposed to the correlation 
between different random processes [1,9]. 
Representative results for case 3 are shown in Figure 3. 
Figure 3(a) shows the average time-autocorrelation for 100 shifts in each 
direction. This result corresponds to Eq. (4) with i=k and Eq. (5) with 
c=O. The plot has definite structure, showing two distinct 
periodicities. The strongest periodicity indicates a strong frequency 
component at approximately 5.5MHz. The second periodicity indicates a 
frequency component with somewhat less strength at approximately 11MHz. 
These frequencies correspond to the primary and secondary peak 
frequencies in the average power spectra shown in dashed line in 
Fig. 2 (b). 
The separation between grid points was chosen so that noise signals 
measured at adjacent grid positions would be uncorrelated. Shown in 
Fig. 3(b) is the average time-crosscorrelation result. This result 
corresponds to Eq. (4) with i#k and Eq. (5) with c=1. The plot indicates 
that the case 3 signals measured at adjacent grid positions are uncor-
related. Similar results were obtained for case 1 and case 2, 
respectivley [1] . 
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Fig. 4. Probability plots. a) time domain; b) frequency domain. 
Note that if the ringing noise is not subtracted, the correlation 
may be dominated by the correlation between ringing contributions. Also, 
the correlation functions used here have an implicit time-invariance 
assumption. Therefore, the acoustic noise correlation functions shown in 
Fig. 3 are dependent on the time interval over which the signals were 
measured and contain some contributions due to the decay of the signals 
with time. 
Since a family of acoustic noise signals is available, the distribu-
tion associated with the amplitude variations at a particular time over N 
grid positions (n(ti,Ck> k=l,N) can be compared to a Gaussian distribu-
tion. One method of comparing a distribution of amplitudes with a 
Gaussian distribution is via a probability plot [1]. A probability plot 
is particularly useful since it provides a visual comparison tool which 
may indicate what type of deviations from a Gaussian exist. A 
probability plot for the random variable n(tzoo,C> is shown in Fig. 4(a) 
for case 3. While a limited number of points are available, the data fit 
the line well within the central region, indicating that the noise is 
reasonably Gaussian. The central limit theorem can be employed to 
explain this near Gaussian behavior. The central limit theorem [8] says 
that the distribution associated with the sum of independent random 
variables will tend to be Gaussian. The amplitude of an acoustic noise 
signal is due to the summation of the contributions due to the scattering 
at a large number of sites; therefore, it is not surprising that acoustic 
noise is reasonably Gaussian. It is also reasonable to expect that when 
a large number of scattering sites are involved, acoustic noise will be 
reasonably Gaussian: 1) independent of the nature of the scatterers, 2) 
at non-normal incidence, and 3) in either a pulse-echo or a pitch-catch 
mode. Further, since the Fourier transform is a linear operation, it is 
anticipated that acoustic noise will be reasonably Gaussian in the 
frequency domain. 
Frequency domain analysis 
Frequency domain signals were determined by first truncating each 
signal outside of the middle third of each signal using a zero-crossing 
truncation method [1], followed by a Fourier transform. The distribution 
of the real and imaginary parts was considered for each noise type. 
Figure 4(b) shows a probability plot for the real part at 6MHz for case 
3. The data follow the straight line well, indicating that the acoustic 
noise is reasonably Gaussian in the frequency domain. Similar results 
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Fig. 5. Frequency domain analysis. a) mean; b) correlation. 
were obtained for cases 1 and 2 and for the imaginary part as well as the 
real part. 
The sample mean and sample correlation coefficient [9] were deter-
mined at each frequency. The sample mean and correlation coefficient are 
explicitly defined in acoustic noise terms in Ref. 1. Representative 
results for case 3 are shown in Fig. 5. Figure 5(a) shows the sample 
mean for the real part (solid line) and for the imaginary part (dashed 
line), respectively. As expected, case 3 noise has zero mean in the 
frequency domain. Similar results were attained for the other two cases 
[1]. Figure 5(b) shows the sample correlation coefficient at each 
frequency for case 3. The plot shows no distinct trend as it tends to 
oscillate about zero. Similar results were attained for the other two 
cases. The effects of the small sample size are evident in the oscilla-
tions of Fig. S(b). The value at each frequency in Fig. 5(b) involves 
the summation of the product of only 27 real and imaginary pairs while 
each value in the time domain correlation results (Fig. 3) involves the 
summation of the product of at least 400 pairs of amplitudes. 
The sample variance at each frequency was determined for each noise 
case. For a zero-mean random variable, the sample variance at each 
frequency is the average power at that frequency [1,3,9] The average 
power spectra for each noise type was shown in Fig. 2. 
SUMMARY AND DISCUSSION 
Procedures for the measurement and analysis of acoustic noise as a 
random variable have been established. For the three cases considered, 
acoustic noise is uncorrelated and reasonably Gaussian in both the time 
domain and frequency domain. The average power spectra was estimated for 
each case. 
In measuring acoustic noise, the goal is to measure acoustic noise 
which is representative of the noise which corrupts flaw signals. 
Concerns exist relative to the ability to measure this noise. In certain 
cases, the presence of a flaw may change the average grain size in the 
region surrounding the flaw [1]. In such cases, backscattered noise 
measured at positions away from the flaw will not be representative of 
that noise which corrupts the flaw signal. In addition, during the flaw 
interrogation experiment, there are obviously no scattering sites (e.g., 
grains or pores) in the position of the flaw. Therefore, it is assumed 
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that a large enough number of scattering sites are involved so that the 
backscattered noise from a particular region, such as the region occupied 
by the flaw, is not significant relative to the overall scattering. 
Since, in general, the interrogating beam diameter will be much greater 
than the flaw diameter, the strength of the off-axis scattering contribu-
tions may make this a reasonable assumption. 
Projects have been initiated to measure and analyze acoustic noise 
for a variety of materials, including composites and textured metals, and 
for various measurement conditions including scattering at non-normal 
incidence and scattering in a pitch-catch mode. Emphasis will be placed 
on the analysis of power spectral variations as a function of the 
material and measurement conditions. A related project has been 
initiated to establish a model based method for estimating the average 
acoustic noise power spectra given a sample of the material of interest. 
The model would predict the average power spectra for any measurement 
condition using a limited number of noise measurements as input to the 
model. 
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