A c c e p t e d M a n u s c r i p t 
Introduction
The human visual system has developed highly specialised mechanisms which facilitate the detection and These findings suggest that the processing of variant and changeable facial aspects occurs primarily within the STS.
While informative, many of the abovementioned investigations have implemented abstract or unnatural depictions of facial movement (e.g., implied motion images or morphed videos from static images). These representations, however, may not fully engage the underlying mechanisms (Schultz & Pilz, 2009 ). In a previous paper, we addressed this issue by exploiting recent developments in marker-less technology in order to generate accurate and realistic models of facial movement (Girges, Spencer & O'Brien, 2015).
Simultaneous sequences of rigid and nonrigid motion were recorded from human actors and applied to a standard CGI face. The purpose of this was to limit interferences from residual spatial (non-motion) cues which may confound perception.
With reference to this stimulus set, the aim of the present research was to examine the neural processing of facial motion. By doing so, we can validate its use in studies of human face perception and build upon any 
Methods

Participants
Ethical approval was acquired from Brunel University. Eight adults (2 males, 6 females, age: M = 24.75, SD = 3.92, Range = 21 -32 years old) with normal or corrected-to-normal vision participated in the current study.
None of the sample reported any history of neurological or psychological disorders. Participants were given a description of the study and written informed consent was obtained. They were debriefed after the experiment was terminated. 
Functional MRI Task and Design
Conditions were configured in MATLAB and presented using an LCD display with a resolution of 1024 x 768 and 60Hz refresh rate. The experiment comprised 40 interleaved blocks of either upright or inverted facial motion.
Within each block, two successive videos (separated by a 1-second interstimulus interval) were displayed. Using 
Image Acquisition and Analysis
Images were acquired on a 3.0 Tesla Siemens Magnetom Trio scanner with a 32 channel array head coil.
Functional MRI was performed using a standard gradient echoplanar imaging (EPI) sequence (TR 3000ms, TE 30ms, flip angle 90 o , 3mm slice thickness, 64 x 64 matrix, 160 contiguous axial slices, bandwidth 1396 Hz/pixel). The data were pre-processed and analysed by using Statistical Parametric Mapping (SPM8, Wellcome Institute of Cognitive Neuroscience, London, UK) in MATLAB. For individual data sets, the images were corrected for head movement by realigning each EPI volume to match the volume in the first scan. The resulting images were then normalised to sterotaxic MNI coordinates using trilinear interpolation. As a final pre-processing step, the normalised images were smoothed using a Gaussian filter with a full-width at half maximum parameter set to 8mm.
The analysis was based on a regular whole-brain SPM approach. Statistics were performed separately at each voxel and modelled using a box-car function convolved with a canonical hemodynamic response function.
Contrasts were defined to compare the neural difference between upright and inverted facial motion by 
Results
Group Average
When discriminating between different videos of facial motion, the upright > inverted contrast revealed significant activations in the bilateral pSTS, extending into the middle temporal cortex (Figure 1 ). Activity was also observed in the bilateral lingual gyrus (LG), right fusiform gyrus (FG), left cerebellum and a region of the right precentral gyrus known to contain the dorsal premotor cortex (dPMC; Table 1 ). The reverse contrast (inverted > upright) is presented in Table 1 . 
RFX Analysis
Greater neural activity for observing upright versus inverted facial motion was seen in the bilateral STS. Activity extended to the middle temporal cortex, but only on the left hemisphere. Regions within the left calcarine sulcus, FG and precuneus also appeared responsive to upright facial motion (Table 1) . These results support those reported in the group average analysis.
Discussion
Discriminating upright videos of facial motion evoked the greatest activity in the STS compared to discriminations with inverted types. Specifically, a large cluster was observed in the right posterior limb (pSTS). These findings corroborate previous studies which report the STS to be the region most strongly associated with the analysis of There is also evidence to suggest that the lingual gyrus is influenced by the face-selective fusiform gyrus in a feedforward and re-entrant manner (McKay et al., 2012) . While this cannot be fully commented on in the current study, small significant activities in regions corresponding to the fusiform face area (FFA) did emerge from the analysis. Such engagement could actually reflect the processing of facial form rather than of the motion contained within in it. In support of this claim, Schultz et al., (2013) reported that the FFA was sensitive to manipulations which distorted the frame rate but not frame order of dynamic facial stimuli. The authors explain such finding by suggesting that this ventral temporal region is receptive to the increase in static information available from moving faces, rather than to the motion per se. 
Conclusion
Viewing upright facial motion strongly engaged the STS, further highlighting its role in biological motion processing. Portions of the primary visual cortex, ventral temporal cortex and cerebellum were also responsive to upright facial motion. Such finding suggests that the function of the STS is supported by multiple visuo-motor inputs. These data are therefore consistent with previous studies and builds upon existing literature employing ecologically invalid stimuli (e.g., morphed videos). The animations implemented here were highly reminiscent of real life facial motion, giving rise to a much more accurate neural representation. 
Tables
