A logical language, SeqLog, for mining and querying sequential data and databases is presented. In SeqLog, data takes the form of a sequence of logical atoms, background knowledge can be specified using Datalog style clauses and sequential queries or patterns correspond to subsequences of logical atoms. SeqLog is then used as the representation language for the inductive database mining system MineSeqLog. Inductive queries in MineSeqLog take the form of a conjunction of a monotonic and an anti-monotonic constraint on sequential patterns. Given such an inductive query, MineSeqLog will compute the borders of the solution space. MineSeqLog uses variants of the famous level-wise algorithm together with ideas from version spaces to realize this. Finally, we report on a number of experiments in the domains of user-modelling that validate the approach.
Introduction
Data mining has received a lot of attention recently, and the mining of knowledge from data of various models has been studied. One popular data model that has been studied concerns sequential data [1] [2] [3] [4] [5] [6] . Many of these approaches are extensions of the classical level-wise itemset discovery algorithm "Apriori" [7] . However, the data models that have been used so far for modelling sequential patterns are not very expressive and are often based on some form of propositional logic. The need for more expressive kind of patterns arises, e.g., when modelling Unix-users [8] . As an example, the command sequence 1. ls 2. vi paper.tex 3. latex paper.tex 4. dvips paper.dvi 5. lpr paper.ps can be represented as a sequence of first-order terms: "ls vi(paper.tex) latex(paper.tex) dvips(paper.dvi) lpr(paper.ps)". With such a representation model, it is possible to discover first-order rules such as "vi(X) latex(X) is frequent".
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Researchers such as Mannila and Toivonen [9] have realized the need for such more expressive frameworks. They have introduced a simple data model that allows one to use binary predicates as well as variables. In doing so, they have taken a significant step into the direction of multi-relational data mining and inductive logic programming. However, when comparing their data model to those traditionally employed in inductive logic programming, such as Datalog, the model is more limited and less expressive. Indeed, traditional inductive logic programming languages would allow the user to encode background knowledge (in the form of view predicates or clauses). They would possess a fix-point semantics as well as an entailment relation.
In this chapter, we first introduce a simple logical data model for mining sequences, called SeqLog. It is in a sense the sequence equivalent of the Datalog language for deductive databases. Moreover, we provide a formal semantics, study the entailment and subsumption relations and provide clause like mechanisms to define view predicates. Next, we will see how the MineSeqLog system uses SeqLog to mine for SeqLog patterns of interest in sequential data. MineSeqLog combines principles of the level-wise search algorithm with version spaces in order to find all patterns that satisfy a constraint of the form a ∧ m where a is an anti-monotonic constraint (such as "the frequency of the target patterns on the positives is at least 10%") and a monotonic constraint m (such as the "frequency on the negatives is at most 1%"). While most attention in the data mining community goes to handling an anti-monotonic constraint (e.g. minimum frequency), we argue that it is also useful to consider monotonic constraints (e.g. maximum frequency), especially in conjunction with an antimonotonic constraint. Our group came across such a need when we developed the molecular feature miner (MolFea) [10] . With a conjunction of both kinds of constraints, we are able to instruct MineSeqLog and MolFea to find rules and patterns that are frequent in a certain data subset, but not frequent in another subset. Such rules are useful for distinguishing patterns exhibited by the two subsets. Using the Unix user modelling example, this dual-constraint approach allows us to find out command sequences that are frequently used by novice users, but seldom used by advanced users. The key design issue in MineSeqLog was the development of an optimal refinement operator for SeqLog. We will go through this operator in details. Then, we present some experimental results Through the introduction of the SeqLog language, we put sequential data mining on the same methodological grounds as inductive logic programming. This framework may be useful also for other mining or learning tasks in inductive logic programming. In this context, our lab has also developed an approach for analysing SeqLog type sequences based on Hidden Markov Models, cf. [11] .
This chapter is organized as follows: in Sect. 2, we introduce SeqLog and define its semantics; in Sect. 3, we define the mining task addressed in SeqLog and provide the main algorithms; in Sect. 4, we define an optimal refinement operator for SeqLog (without functors); in Sect. 6, we present some preliminary experiments, and finally, in Sect. 7, we conclude and touch upon related work.
SeqLog: SEQuential LOGic
In this section, we introduce a representational framework for sequences called SeqLog. The framework is grounded in first order logic and akin to Datalog except that SeqLog represents sequences rather than relations or predicates. This also motivates the use of the traditional logical terminology, which we briefly review here.
An atom p(t 1 , ..., t n ) consists of a relation symbol p of arity n followed by n terms t i . A term is either a constant or a variable.
2 A substitution θ is a set of the form { v 1 ← t 1 , ..., v n ← t n } where the v i are variables and the t i terms. One can apply a substitution θ on an expression e yielding the expression eθ which is obtained by simultaneously replacing all variables v i by their corresponding terms t i .
We can now introduce sequences and sequential databases.
Simple sequence A simple sequence is a possibly empty ordered list of atoms. The empty list is denoted by ω. A few examples of simple sequences are:
strand('SA','A',1,0,6) Simple sequences are used to represent data in a sequential database. Complex sequence A complex sequence is a possibly empty sequence of atoms separated by operators l 0 op 1 l 1 op 2 l 2 op 3 ...op n l n . The two operators that are employed are (which we often omit for readability reasons) and <. The former, i.e. , denotes the 'direct successor' operator, the latter, i.e. <, encodes the transitive closure of . An example of a complex sequence, is latex(FileName,tex) <dvips (FileName,dvi) . It states that the atom dvips(FileName,dvi) occurs somewhere after latex(FileName,tex). Complex sequences are used to represent sequential patterns. In this chapter, we use the term "query" interchangeably with "patterns". Heads and tails of queries The head(q) of a complex sequence q denotes the maximal prefix of q that does not contain the operator <. The remainder of the query will be referred to using tail(q).
Given two sequences q and s we can define a notion of subsumption. Sequences in SeqLog correspond to base predicates in Datalog. Akin to Datalog, we allow the user also to specify view predicates in terms of queries.
Simple subsumption
A sequential clause is an expression of the form h ← q where h is a literal and q is a (possibly complex) sequence. Predicates appearing in the conclusion part of clauses will be called view predicates.
Notice that sequential clauses can be recursive.
A sequential database D consists of a set of sequential clauses, clauses(D), and a set of sequences, sequences(D).
By now, we have everything available to define the semantics of SeqLog. This is realized by analogy to the well-known T p operator in computational logic. Sequences of the form s can be regarded as queries in the above definition.
Consider for example the following sequential database: { "b a a", "p ← a", "p ← a p"}. Then T whereas testing for subsumption is NP-complete. Though we will not elaborate much further on the use of SeqLog outside the context of constraint based mining, the reader familiar with inductive logic programming should notice that the entailment relation could be employed as a coverage relation. This, in turn, allows us to adapt the traditional inductive logic programming settings for use with SeqLog instead of Prolog. In this way it is straightforward to define a concept-learning task for sequential data in SeqLog.
Constraint Based Mining in SeqLog

Conjunctive Constraints
Now that we have defined our SeqLog formalism, it becomes possible to mine sequential data. The data mining task addressed uses a background theory KB (a set of clauses in SeqLog) as well as a set of sequences D (possibly divided into subsets D 1 , ..., D n ). The aim is then to find all sequences satisfying the specified constraints with regard to KB and D. A variety of constraints can be used. The only requirement is that the overall constraint a ∧ m can be written as the conjunction of a monotonic m and an anti-monotonic component a.
Definition 3. A constraint p is anti-monotonic if and only if ∀ sequences x : (x y) ∧ p(y) → p(x).
Definition 4. A constraint p is monotonic if and only if ∀ sequences x : (x y) ∧ p(x) → p(y).
Notice that this is a quite expressive framework given that one can compose complex anti-monotonic (resp. monotonic) constraints on the basis of simpler ones. This is because the conjunction and disjunction of a set of anti-monotonic (resp. monotonic) constraints is still anti-monotonic (resp. monotonic), whereas the negation of an anti-monotonic (resp. monotonic) constraint is monotonic (resp. anti-monotonic). Within MineSeqLog, the following primitives are directly supported. They are inspired by similar primitives for simple sequences in the molecular feature miner MolFea [10] .
where T is the unknown target query and p is a logical sequence; this type of primitive constraint denotes that T should (resp. should not) subsume the sequence p; e.g., the constraint a b c T specifies that the target pattern T should be subsumed by a b c.
-freq(T, E) denotes the frequency of a pattern T on a set of sequences E;
the frequency of a pattern T on a data-set E is defined as the number of sequences in E that T matches (possibly taking into account set of clauses in the background knowledge B). More formally, we have
E.g., the frequency of a < b on the data set E = {a b c, a c b, a c} is 2.
where the c i are positive integers and E 1 and E 2 are sets of sequences; this constraint denotes that the frequency of T on the data-set E i should be larger than (resp. smaller than) or equal to c i ; e.g., the constraint freq(T, P os) ≥ 100 denotes that the target patterns T should have a minimum frequency of 100 on the set of positive sequences P os.
These primitive constraints can now conjunctively be combined in order to declaratively specify the target queries of interest. Note that the conjunction may specify constraints w.r.t. any number of data-sets, e.g., imposing a minimum frequency on a set of positive sequences, and a maximum one on a set of negative ones. E.g., we can express the questions "What Unix command sequences are typically used by experts only?" with a = "freq(s, expert) > threshold 1 " and m = "freq(s, novice) < threshold 2 ", with databases "expert" and "novice" denoting sequences of Unix commands used by expert users and novice users, respectively.
Characterizing the Solution Space
It is well-known that the space of solutions Sol(q) to certain types of constraints can be represented using boundary sets. E.g., Hirsh [12] has shown that sets that are convex and definite can be represented using their boundaries; Mannila and Toivonen [13] have shown that the solution space for anti-monotonic queries can be represented using the set of minimally general elements. Furthermore, various algorithms exploit these properties for efficiently finding solutions to queries, cf. Bayardo's MaxMiner [14] and Mitchell's candidate-elimination algorithm [15] as well as our MolFea system [10] .
The boundary sets, sometimes also called the borders, are the most specific (resp. the most general) patterns within (or just outside) the set. More formally, let P be a set of patterns. Then we denote the set of minimal (i.e. minimally specific) patterns within P as min(P ). Dually, max(P ) denotes the maximally specific patterns within P . In Mannila and Toivonen's terminology this corresponds to the positive border BD + (P ). In the remainder of this paper, we will be largely following Mitchell and Hirsh's notation and terminology. We will also assume that the cardinality of L is finite (finiteness implies that all subsets of L are definite, one of the two requirements for having boundary set representability, cf. [12] ).
Definition 6. A set T is upper boundary set representable if and only if T = {t ∈ L | ∃s ∈ max(T ) : t s}; it is lower boundary set representable if and only if T = {t ∈ L | ∃g ∈ min(T ) : g t}; and a set T is boundary set representable if and only if T = {t ∈ L | ∃g ∈ min(T ), s ∈ max(T ) : g t s}.
Sets that are boundary set representable are sometimes also referred to as version spaces. It is well-known that finite solution spaces of constraints of the form a ∧ m with a an anti-monotonic and m a monotonic are boundary set representable, cf. [12, 16, 10] .
The key problem that is remaining now, is how to compute the version space for a MineSeqLog query of the form a∧m. One approach would be to employ the level wise version space algorithm employed in MolFea [16, 10] . This algorithm combines the well-known level-wise algorithm with the description identification algorithm of [17] . In this paper, we present another approach, the MineSeqLog algorithm (Algorithm 1). This algorithm reuses a level-wise algorithm for discovering patterns under anti-monotonic constraints only, such as Apriori [7] or MaxMiner [14] . Reusing these algorithms has the advantage that they are already well studied, with many optimization and implementation techniques available. Further improvements to these algorithms automatically applies to our approach, too. We present our version of MaxMiner, FindMaximalPatterns, in Sect. 5 (Algorithm 2). FindMaximalPatterns is called twice, as sketched in Algorithm 1. In the first invocation, FindMaximalPatterns finds the set of maximal patterns for constraint a. The second invocation finds the set of maximal patterns satisfying ¬m, which is also a set of minimal patterns just not satisfying m.
Algorithm 1 MineSeqLog
It is easy to see that
This directly follows from the observation that the negation ¬m of a monotonic constraint m is anti-monotonic. Furthermore, we want to find those patterns p that satisfy the anti-monotonic constraint a (hence ∃u ∈ U : p u) and do not satisfy m (hence ¬∃l ∈ L : p l). Not all the elements of U and L found in lines 8 and 9 are useful, however. For any u ∈ U such that we can find an l ∈ L satisfying u l, we observe that if there is any pattern p u, we have automatically p u l and hence p ∈ Sol(a ∧ m) . So, such a u is redundant. It is thus pruned in line 11. On the other hand, an l ∈ L is redundant if for all patterns p l, there is no u ∈ U such that p u. This is equivalent to mgg(l, u) = {ω} ∀u ∈ U .
4 So, these elements of L are pruned in line 12 above.
Regardless of whether one applies the level-wise version space algorithm or the bi-directional MaxMiner approach, it is crucial for efficiency reasons, to employ a so-called optimal refinement operator. This is elaborated in the next section.
An Optimal Refinement Operator for SeqLog
Optimality
A refinement operator is an operator ρ that maps each pattern p to a set of specializations of it, i.e. ρ(p) ⊆ {p ∈ L | p p }. With such an operator, we can then employ e.g. level-wise algorithms to generate and test patterns that satisfy the anti-monotonic constraints.
For optimality, we further require that:
Completeness Applying the operator ρ on p (possibly with repetitions), it is possible to generate all other patterns that p subsumes. In other words,
This requirement guarantees that we will not miss any patterns that may satisfy the constraints. Single path Given pattern p, there should exist exactly one sequence of patterns p 0 = ω, p 1 , . . . , p n = p such that p i+1 ∈ ρ(p i ) for all i. This requirement helps ensuring that no query is generated more than once, i.e., there are no duplicates.
When working with propositional patterns, such an optimal refinement operator is rather straightforward to devise. However, when working with first order expressions, optimal refinements operators may not always exist. [18] Furthermore, the use of naïve (non)-optimal refinement operators may lead to severe efficiency problems, cf. the work by Nijssen and Kok [19] , who elegantly solved many of the efficiency problems with the Warmr system [20] .
Therefore, in the remainder of this section, we elaborate on the optimal refinement operator that we have developed for functor-free SeqLog.
Basic Ideas
Four operations are identified for refining a certain SeqLog query Q g into a more specific one Q s . More precisely, Q g Q s . In other words, the Q s so generated is the most general specialization of Q g . We will use the query Q g = a(X) < b(Y ) as an example.
Lengthening Add a new atom to the query, thus increasing the length of the query by one literal. The new term can be inserted into any position with any operator. E.g.
If the query has a < operator, replace it with . e.g. Q s = a(X) b(Y ) UniVar Pick any two variables from the query and unify them. e.g. Q s = a(X) < b(X) Instantiation Pick any variable from the query and replace it with a term. e.g.
Note that for Lengthening and Instantiation, we need to introduce new terms to form the refined query Q s . Where shall we draw these from? In practice, we restrict the set of all possible SeqLog queries by specifying a list of predicate names, together with their arities, which may appear in the generated sequences. Terms for predicates not appearing in this list are not generated by our refinement operator.
Furthermore, the operator UniVar in the above form causes problems in practice. With n variables in Q g , there are n 2 = O(n 2 ) possible pairs to unify. With a large number of possible queries, this becomes intolerable. Therefore, in our MineSeqLog system, we allow the user to specify types for the arguments of the terms as in many ILP systems, e.g. Warmr [20] . Arguments of different types will never be unified. This helps preventing the generation of nonsense queries such as Q s ="cook(Person 1 , Food) < eat(Food, Food)" formed by unifying variables "Food" with "Person 2 " from Q g ="cook(Person 1 , Food) < eat(Person 2 , Food)". Types can also be used in MineSeqLog to restrict the terms that are used for the Instantiation of variables, so that only meaningful values will be used for the substitution.
With these four basic operations, we can create a refinement operator that takes a query Q g and applies each operation (in multiple possible ways) to generate new queries Q s . Such a refinement operator will satisfy the completeness criterion. However, it generates a lot of duplicates and is hence not satisfying the single path criterion. For instance, the specialization a < b < c may be generated from a < b, a < c or b < c.
We define a measure, the refinement level vector, on each query. The measure helps us define restrictions on the above refinement operations to ensure that no duplicates are generated.
Refinement Level Vector
Given any functor-free SeqLog query q , the refinement level vector v(q) is defined as a 4-dimensional vector of the form (l, p, u, i), where:
-l is the number of predicates in q.
-p is the number of operators in q.
-u is the number of arguments in q minus the number of distinct variables (but not constant arguments) in q minus the number of constant arguments in q. -i is the number of constant arguments in q.
Furthermore, we call the first norm of this vector, v(q) 1 = l + p + u + i the refinement level of q. Our goal is to make sure that given a query q, any of the four refinement operations on q will always generate a new query q so that 
Duplicate Avoidance
In order to avoid the generation of duplicates and to satisfy the single-path criterion, we need to add restrictions to our 4 refinement operations. Because of space limitations, we can only briefly present the restrictions in this paper. Below, q denotes the query being refined and q denotes a refined query. The symbols l, p, i, u denote any non-negative integers.
Lengthening Apply only if v(q) = (l, 0, 0, 0). Moreover, new atoms are only added at the end with the < operator. Result: v(q ) = (l + 1, 0, 0, 0). Promotion Apply only if v(q) = (l, p, 0, 0) When promoting an operator from < to , only do so when this operator is followed by no other operators. This is required to avoid duplication. For example, "a b c" could be generated from both "a b <c" and "a<b c" by Promotion. However, the above restriction forbids the latter, and only allows "a b c" to be promoted from "a b <c". Result: v(q ) = (l, p + 1, 0, 0). UniVar Apply for all v(q) = (l, p, u, i). Of the two variables chosen to be unified, one of them must be not yet unified with any other variables. Moreover, this variable must not be followed by any other already unified variables. These constraints are needed to avoid duplicates as illustrated in Fig. 1 , which illustrates the possible paths through which a query f (X, X , Y, Y ) can be refined to f (X, X, X, X) using UniVar. The above restrictions prune away all paths in dashed lines, leaving a unique spanning tree rooted at query
Moreover, in q no other arguments to the right of the variable to be instantiated should be the result of a previous Instantiation, i.e. successive instantiations are performed from left to right. This restriction is required to avoid duplicates illustrated in Fig. 2 . The figure illustrates the different possible paths to refine f (A, B, C)
Fig. 1. Example of duplicate avoidance for UniVar
(2) (1) Note that each of these four operations increases exactly one ordinate of the refinement level vector by one. Each of these operations has a corresponding inverse operation, which decreases the corresponding ordinate in the refinement level vector by one. Given any valid sequential query, we can apply the inverse of UniVar successively to generalize it, decreasing its u value by one at a time, until the u value reaches zero. We can then apply the inverse of Instantiation to decrease the value of i until it becomes zero. Similarly, we can decrease the p value to zero by the inverse of Promotion and the value of l to zero by the inverse of Lengthening. This sequence of inverse operations corresponds to a reversed sequence of refinement operations that refines the original query from the empty query. So, the original query can be generated by refining the empty query. This is true for any valid sequential query. Therefore, any valid sequential query can be refined from the empty query. Our refinement operation is thus complete, despite the additional restrictions.
Moreover, the sequence of refinements described above to obtain any query from the empty query is also unique, because of the restrictions added to the 4 refinement operations. So, the single-path criterion is also met. Thus, our refinement operator is optimal. As an example, consider the query "
, with a refinement level vector v(q 7 ) = (3, 1, 2, 1). The only way to get this query using our refinement operators is from " q 1 ) = (1, 0, 0, 0) ). Eventually, we get q 1 by Lengthening the empty query q 0 = ω, which has v(q 0 ) = (0, 0, 0, 0)). It is left as an exercise for the reader to check that q 0 = ω, q 1 , . . . , q 7 is the only way to obtain q 7 from q 0 using our optimal refinement operator successively.
Further Optimizations
Using the idea from the Apriori and the apriori gen function, the Lengthening operation can be further optimized when dealing with anti-monotonic constraints. We can perform Lengthening on the set Q of all q with v(q) = l in batch and generate the set Q of all q with v(q ) = l + 1. We first sort the elements of Q in lexicographical order. Then, for every pair of q ∈ Q queries sharing a common length l − 1 prefix, join them to form 4 length l + 1 candidate queries. e.g. the pair "a <b <c" and "a <b <d" produces "a <b <c <c", "a <b <c <d", "a <b <d <c" and "a <b <d <d". All such generated queries, are collected and inserted into the set Q . The monotonic property guarantees that all suitable SeqLog queries of length l + 1 are found inside Q . Moreover, this generation method never generates any query q with v(q ) = (l + 1, 0, 0, 0) more than once.
Another optimization when dealing with only anti-monotonic constraints is to consider only those atoms which, when treated as singleton sequences, satisfy the constraints. This is because sequences containing any other atoms will not satisfy the constraints. (If they do, then so will the singleton sequences formed from these atoms because of the anti-monotonicity-a contradiction.) E.g., when finding frequent itemsets, only frequent items need to be added when generating candidate itemsets of larger sizes.
The MineSeqLog Algorithm
Having an optimal refinement operator, we can now devise an efficient algorithm for solving the data mining problem specified in Sect. 3. We call this algorithm MineSeqLog.
The inputs to the algorithm are two constraints: a and m, where a is antimonotonic and m is monotonic. These constraints are predicates on SeqLog queries against a given database D (or a particular subset of it). The algorithm then discovers all SeqLog queries that satisfy the given constraints. The algorithm also takes a set F as input. This specifies the set of functor names (with the specified arities) to be used to generate the terms in the SeqLog patterns.
The MineSeqLog algorithm is already given in Sect. 3.2, and is thus not repeated here. There, we mentioned a FindMaximalPatterns algorithm, which is listed in Algorithm 2. Most of the work of MineSeqLog is delegated to this algorithm. This algorithm requires that the input constraint a be anti-monotonic. It is an iterative level-wise discovery algorithm based on the same framework as the well-known Apriori algorithm [7] . In iteration k, FindMaximalPatterns generates a candidate set C k of potential patterns and then tests them against the given anti-monotonic constraint a, possibly scanning the involved database subsets. Those that satisfy the constraint are added to L k . C 1 is the set of interesting atoms generated from F . In subsequent iterations, C k is generated by applying the GenerateCandidates algorithm described later. This latter algorithm takes a set of patterns of the same refinement level and uses the optimal refinement operator described in Sect. 4 to generate the patterns of the next refinement level. For efficiency reasons, we keep the refinement level vector v(q) together with each pattern q in C k as well as L k . We will later see that we can compute the refinement level vectors easily without calculating them from scratch in each iteration.
The GenerateCandidates algorithm (Algorithm 3) takes as input a set of interesting patterns of the same refinement level (i.e. the sum of the coordinates in the refinement level vector, see Sect. 4.3) and computes their optimal refinements. The refined patterns are all of a refinement level one higher than that of the input patterns. For efficiency, the input and output sets are actually ordered pairs containing the pattern as well as its refinement level vector. Gener- (X1, X2, . . . , Xn), (1, 0, 0, 0) 
ateCandidates can compute the refinement level vectors of the newly generated Candidates immediately, without having to use the definition given in Sect. 4.3.
The GenerateCandidates algorithm given here does not apply the Lengthening operation (Sect. 4.2) directly. Rather, it employs the optimization described in Sect. 4.5. This uses the join operation in Apriori to efficiently compute the lengthened candidates.
Experiments
We have implemented the algorithms in Sect. 5 in SICSTUS Prolog and performed some preliminary experiments on a Unix command history database [21, 8] to test out our ideas. The implementation uses the refinement operator in Sect. 4 and hence discovers functor-free SeqLog queries. The database is a set of simple (i.e. without the < operator) SeqLog facts, although the patterns discovered are complex sequences (which may contain the < operator).
The Unix Command History Data
The database is obtained from 168 users of Unix csh. The Unix commands that they used over a period of timer were recorded. These are represented as a set of simple SeqLog facts. Each command is represented as an atom with exactly 2 
Algorithm 3 GenerateCandidates
parameters: the command arguments an the directory from which the command is invoked. The sequence of commands used by a single user in a single login session is represented as a SeqLog sentence. For example, if user Mary logs in and invokes the commands cd myprog, ls *.c, mail, exit, this login session is represented by the SeqLog sequence:
cd('myprog','/home/mary') ls('*.c','/home/mary/myprog') mail('','/home/mary/myprog') exit('','/home/mary/myprog') A large number of login sessions of different users are gathered. These users are divided into four groups: novice programmers (nov), experienced programmers (exp), non-programmers (non) as well as computer scientists (sci). This allows us to partition the database into 4 disjoint subsets. Table 1 shows a summary of some measures on the data.
The Mining Task
The anti-monotonic constraints we used in the experiment is frequent(p, D; θ), where p represents the pattern, i.e. SeqLog query, in question and D represents the database subset (one of {nov, exp, non, sci}). It evaluates to true if the frequency of pattern p in the database subset D is no fewer than θ (see Sect. 3.1). For simplicity, the monotonic constraints that we used are simply the negation of "frequent". Moreover, we have assigned a threshold value to each data subset and always used that threshold for it. These values are shown in table 1. Many different threshold values have been attempted and we present here those that yield a moderate amount of patterns. The database is preprocessed to obtain the 150 most frequent commands. These, with an arity of 2, form the set F . Thus, the mining algorithm will only generate patterns out of the atoms corresponding to these commands. The results of applying FindMaximalPatterns to these data sets are also shown in table 1. The "time" column shows the wall-clock time taken for the algorithm to complete on a Pentium III (600MHz) PC running Linux kernel 2.4. The "patterns" column shows the number of patterns found to satisfy the given constraints. The "|M |" column shows the number of patterns in the set of maximal patterns. We then used our MineSeqLog program to discover interesting patterns from the database. e.g. when D 1 is 'nov' and D 2 is 'exp', this constraint will cause MineSeqLog to discover command sequences that are often used by novice programmers but seldom used by experienced programmers. Each such constraint is then specified to MineSeqLog, which then discovers all interesting patterns satisfying the constraint. The results are summarized in table 2. In each case, the table shows the number of patterns found and the sizes of the sets U and L (see Sect. 3.2) before and after pruning. The length of the longest sequence was 4 in all cases. At this point the reader may have noticed that the size of U ∪ L can be larger than the number of solutions. For version spaces, the size of S ∪ G can be at most twice the number of solutions. At present we are still investigating this issue for U and L as well as whether more elements from U and L could be pruned.
Some interesting example patterns in the results include:
-The sequences discovered in non:exp formed a subset of those in non:sci and non:nov. The sequences discovered in nov:exp formed a subset of those in nov:sci and nov:non. The result of sci:exp is also a subset of sci:non. Perhaps, experienced programmers tend to use a larger set of command sequences, so that there are fewer sequences that are infrequent in their data set.
-The sequences in non:sci and sci:non are disjoint. This suggests that nonprogrammers use command sequences very different from those of computer scientists. -The sequences in nov:exp and exp:nov are also disjoint. Maybe, novice and experienced programmers tend to use very different command sequences.
