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SUMMARY
The study of LIn, the length of the longest increasing subsequences, and of LCIn, the
length of the longest common and increasing subsequences in random words is classical in
computer science and bioinformatics, and has been well explored over the last few decades.
This dissertation studies a generalization of LCIn for two binary random words, namely,
it analyzes the asymptotic behavior of LCbBn, the length of the longest common subse-
quences containing a fixed number, b, of blocks. We first prove that after proper centerings
and scalings, LCbBn, for two sequences of i.i.d. Bernoulli random variables with possibly
two different parameters, converges in law towards limits we identify. This dissertation
also includes an alternative approach to the one-sequence LbBn problem, and Monte-Carlo
simulations on the asymptotics of LCbBn and on the growth order of the limiting func-
tional, as well as several extensions of the LCbBn problem to the Markov context and




Over the past few decades, the study of LIn, the length of the longest increasing subse-
quences, and of LCIn, the length of the longest common and increasing subsequences in
random words has been well explored, starting with [31]. After proper centering and nor-
malization, the limiting law of LIn, in a finite totally ordered alphabet, can be expressed as
the maximal eigenvalue of some Gaussian random matrix, which in turn can also be inter-
preted as the law of a Brownian functional, akin to a functional one introduced in Queuing
Theory (see [31], [42], [28], [25], [26], [3], [18], [17], [22], [33], [9], [24]). More recently,
LCIn is also shown to have a limiting distribution which can be represented as a Brownian
functional (see [20], [10], [14]).
It is straightforward to think of the LIn problem in the following way: To find the
longest increasing subsequences of (Xn)n≥1 on a finite ordered alphabet Am = {α1 <
α2 < ... < αm}, is to first divide the whole sequence into consecutive (possibly empty)
blocks, and to count the number of occurrences of αi in the i-th block, for 1 ≤ i ≤ m, then
to take the sum, and finally to find the maximum over all the consecutive possible divisions
of the word. A follow up idea, which is one of the main motivations for the present work,
is to investigate loosening some of the increasing requirements above. To be more specific,
first, in LIn it is naturally assumed that the number of blocks b, is identical to the size of
the alphabet m. However, following are worth exploring cases, for example, when b is not
equal to but still depends on m, both could be finite or simultaneously grow to infinity with
some order of nα where α small, or b andm could be totally independent; we may also pick
and count the occurrences of any letter in the i-th block, not necessarily the αi. Moreover,
any letter can be counted more than once in different blocks, which is also prohibited in
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LIn. Clearly, then, LIn becomes a special case of the block problem. It is also clear that
the LCIn problem could also use these ideas.
Below, the aforementioned generalization of LCIn is studied for binary random words,
namely we analyze the asymptotic behavior of LCbBn, the length of the longest common
subsequence with a fixed number, b, of blocks. As it will become clear, when b = 2, and
for binary words, say, starting with a zero, LCbBn = LCIn.
There are two insights that can be helpful to know what to expect for the limiting
functionals of LCbBn. First, in previous work on LIn, e.g. [22], the limiting Brownian
functionals obtained are being taking the maximum over the partition of [0, 1], and m,
the size of partition, comes from the number of blocks. On the other hand, the size of
alphabet m, determines the dimension of resulting Brownian motions (where sometimes
we have m− 1 dimensional Brownian motion instead via pointwise linear transformation).
Another insight here is about some max-min functionals that obtained in previous work of
LCIn, e.g. [10]. We may consider finding the minima part is to compare between two
sequences to reflect ’common’; and finding the maxima is to ensure the ’longest’ length
among all possible division of each sequence. Therefore in a binary setting (m = 2), it
is reasonable to expect and has shown that, in some cases the limiting behavior of LCbBn
consists of some max-min functional, of one or two dimensional Brownian functionals over
the partition of [0, 1] of size b.
Let us start by giving a formal definition of sequences with blocks. Let (Xn)n≥1 be a
sequence of random variables, for any positive integers n1 and n2 such that 1 ≤ n1 ≤ n2 ≤
n, a block is said to be located at [n1, n2] if the following three conditions hold:
(i) Xn1 = Xn1+1 = ... = Xn2;
(ii) Xn1−1 6= Xn1 or n1 = 1;
(iii) Xn2 6= Xn2+1 or n2 = n.
If [n1, n2] is a block, then n2 − n1 + 1 is called the length of the block. For example
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the finite sequence 001111100 has three blocks: the first one located at [1, 2], the second
located at [3, 7] and the last one located at [8, 9]. In this example they have lengths 2, 5 and
2, respectively. On the other hand, the sequence 010101010101 has twelve blocks, each one
of length one. Indeed, according to the definition, the vacuous blocks which are the ones of
length zero, are not allowed; neither do we split a block into more blocks. However, it will
be clear in the proof that the things before do not change the limiting behavior of LCbBn
due to the almost surely continuity.
Let b ∈ N, b ≥ 2 be fixed, and let LbBn be the length of the longest subsequence
of X1, X2, ..., Xn either starting with a zero or a one, and containing exactly b blocks.
Here by a subsequence we mean either the sequence itself or any string obtained from
X1, X2, ..., Xn by removing any number of the Xi. For example, assume X1, ..., X9 takes
on the value: 001111010. Clearly L3B9 = 8 can be obtained from subsequence 00111100
or 00111110; also, L4B9 = 8 from the subsequence 00111101.
Let us now extend our framework to two sequences X = (Xi)i≥1 and Y = (Yi)i≥1.
Define LCbBn, the length of the longest common subsequences with b-blocks, b ≥ 2, to
be the maximal integer k ∈ {1, ..., n}, such that there exist 1 ≤ i1 < ... < ik ≤ n and
1 ≤ j1 < ... < jk ≤ n satisfying:
(i) Xis = Yjs , for s = 1, 2, ..., k,
(ii) (Xis)1≤s≤k and (Yis)1≤s≤k both consist of b-blocks.
For example, let X = 0010 and Y = 0101. Then LC2B4 = 3 with the longest common
subsequence 001, and LC3B4 = 3 with the longest common subsequence 010.
Below is the main result on the asymptotic behavior of LCbBn,
Theorem 1.1. Let (Xi)i≥1 and (Yi)i≥1 be two independent sequences of i.i.d. Bernoulli
random variables with respective parameter p1 and p2, and without loss of generality 0 <
p1 ≤ p2 < 1. Then,
3




0 = t0 ≤ t1 ≤ ...











0 = t0 ≤ t1 ≤ ...












where B1, B2, B3, B4 are independent standard Brownian motions defined on [0, 1].
(ii) For p1 = p2 6= 1/2,
LCbBn − nmax (p1, 1− p1)√
p1(1− p1)n
=⇒ min (Z1, Z2) , (1.2)
where Z1 and Z2 are two independent standard normal random variables.
(iii) For p1 < p2 < 1/2, or 1/2 < p1 < p2,
LCbBn − nmax (p1, 1− p2)√
max (p1, 1− p2) min (1− p1, p2)n
=⇒ Z, (1.3)
where Z is a standard normal random variable.




0 = t0 ≤ t1 ≤ ...













where B is a standard Brownian motion defined on [0, 1].
(v) For p1 < 1/2 < p2,




=⇒ max(Z1, Z2), (1.5)
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where Z1 and Z2 are two independent standard normal random variables, and where
σ=
√
p1(p21−2p1p2+p2)/(1−p1) when p1+p2<1, while σ=
√
(1−p2)(p22−2p1p2+p1)/p2
when p1 + p2≥1.
Remark 1.2. It is noteworthy that Theorem 1.1 recovers the uniform LCIn result for bi-
nary words obtained in [20], i.e. the case of only two blocks (see Remark 3.3). It also
recovers a binary version of the conjectured limit, presented in [10, Concluding Remarks
2]. Furthermore, the one-sequence’s version of Theorem 1.1 (i) and (ii), agree with the LIn
result achieved in [22] for both uniform and non-uniform case (see Chapter 5). Moreover,
note that in case of two dependent sequences, the limiting behavior of LCbBn can also be
derived accordingly along the rationale presented.
Remark 1.3. As a heuristic note, let us now take a moment to include some high level
insights on the main theorem 1.1. First, in case (i), (ii) and (v), we need to take advantage
of all information from both subsequences to obtain the LCbBn. However, in (iii) and
(iv), the optimal subsequences will be shown later that limited only by one sequence and
consequentially only one component will appear in the limiting functionals of those two
cases. Secondly, depending on whether the dominant letter existing in both X and Y or
not, in the cases (i), (iv) and (v), it is necessary to take the maximum over two different
orders of counting, but not for situation (ii) and (iii). Finally, the symmetry should occur in
both pairs (X, Y )&(Y,X), and (X, Y )&(1 −X, 1 − Y ), which indicates that the limiting
results should be unchanged if p1 and p2 are switched, or p1, p2 are replaced by 1−p1, 1−p2.
The dissertation is organized as follows. In Chapter 2, elementary combinatorics ar-
guments first allow us to represent LCbBn as the maximum of two max-min functionals.
Then we proceed with probabilistic developments and transform each max-min functional
into the maximum over a random set of the minimum of random sums of random variables.
Subsequently in Chapter 3, we complete the proof of the uniform case, which is the first
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part of the main theorem. For the non-uniform cases ((ii), (iii), (iv), (v)), the proofs are
done in Chapter 4. We also develop an alternative approach to the one-sequence problem
LbBn in Chapter 5. In Chapter 6 we summarize this dissertation and discuss some poten-
tial extensions and related problems of interest. Finally, the thesis is wrapped up with an
appendix which consists of code snippet on Monte-Carlo simulation.
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CHAPTER 2
COMBINATORICS AND PROBABILISTIC DEVELOPMENT
Let us get started by introducing some notation and methods from [10]. First, let N0(X)
be the number of zeros in X1, X2, ..., Xn, i.e.,




and let N1(X) be the number of ones in X1, X2, ..., Xn, and similarly define N0(Y ) and
N1(Y ). Then, let N
s,t
0 (X) be the number of zeros in Xs+1, Xs+2, ..., Xt, i.e.,




and similarly define N s,t1 (X), N
s,t
0 (Y ), and N
s,t
1 (Y ).
Next, let T j0 (X) be the location of the j
th zero in the infinite sequence X1, X2, ... For
j = 1, 2, ..., T j0 (X) is recursively defined via
T j0 (X) = min
{
s ∈ N : s > T j−10 (X), Xs = 0
}
, (2.3)




0 (Y ), and T
j
1 (Y ).
From now on, throughout the paper if a property is valid for both sequences X and Y ,
then the symbol X or Y is omitted. Clearly, there are two ways of counting blocks, starting
with block of zeros, or block of ones, the corresponding length of the longest common











Since LCbB0n and LCbB
1
n are highly similar, next we will assume the block starts with a
zero and concentrate on the combinatorial expression of LCbB0n first. Also, assume that
the number of blocks, b, is even. The proof for b odd could be analogously achieved and
will be provided at the end.
Now let HX(k1, k2, ..., kb−1) be the maximal number of ones contained in a subse-
quence of X1X2...Xn, after b − 1 blocks with k1 zeros, k2 ones, k3 zeros, ..., and kb−1
zeros, already drawn in that order. (All the kis are positive integers with the convention
that k0 = 0, and HX(k1, k2, ..., kb−1) is assumed to be negative infinity if such subsequence
does not exist.)
Replacing X by Y it is then clear that
min
(
k1+...+kb−1 +HX(k1, ..., kb−1), k1+...+kb−1+HY (k1, ..., kb−1)
)
, (2.4)
is the length of the longest common subsequences of X and Y made of b blocks both con-
taining k1 zeros, k2 ones, k3 zeros, ..., kb−1 zeros and min(HX(k1, ..., kb−1), HY (k1, ..., kb−1))
ones in this exact order, and thus LCbB0n will be the maximum of (2.4) over all possible
choices of k1, k2, ..., kb−1.
Next, let us study the constraints. First, clearly, 0 ≤ k1 ≤ N0. Now for k2, its maximum
should be the total number of ones, namely N1, minus the number of ones occurring in the
first block with k1 zeros. Let N∗2 be the number of these inadmissible ones in picking the
second block. Also by convention we set N∗1 = 0.






1 , and generally, we let N
∗
r designate the number of zeros, for r
odd; or the number of ones, for r even, occurring before the r-th block. Roughly speaking,
the process of counting letters is first to put b − 1 partitions in the sequence, and then to
count the number of zeros in the first block, the number of ones in the second block, and
so on. Obviously it is never optimal to divide the sequence between two consecutive 00 or
11. In other words, except for the first block, the block to be counted zeros (resp. ones)
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1 = 1 + T
ki−1+N∗i−1
0 ,
for i = 2, 3, .., b. So the ranges for the constraints are as follows:






0 for i odd,






1 for i even.
Finally, throughout the paper let ri = 1/2 + (−1)i/2 represent the parity of index i. To








ki+HY (k1, ..., kb−1)
)
, (2.5)
where Cn = {(k1, ..., kb−1) : k1 ∈ Cn,1, k2 ∈ Cn,2(k1), ..., kb−1 ∈ Cn,b−1(k1, ..., kb−2)} ,
where Cn,1 = {0 ≤ k1 ≤ (N0(X)) ∧ (N0(Y ))} , and for i = 2, ..., b− 1,
Cn,i(k1, ..., ki) = {0 ≤ ki ≤ (Nri(X)−N∗i (X)) ∧ (Nri(Y )−N∗i (Y ))} ,
and ri = 1/2 + (−1)i/2.
Our next goal is to identify the functionH(k1, k2, ..., kb−1). Notice thatH(k1, k2, ..., kb−1)
is equal to N1 minus the number of ones occurring in the first b− 1 blocks. As mentioned
before, we may assume the vacuous blocks are allow to happen. For i odd, let us con-
sider the number of ones occurring between different zeros in the i-th block. Take the third





























where the first term above, which is the term left when k3 = 1, is actually zero. Note
that all the odd blocks share this form, except for the first block, where the first term of it is
instead T 10 −1 since the first block is not necessarily starting with a zero. For i even, clearly
the number of ones in the i-th block is exactly ki, which can be expressed as a summation




























where every terms above equals 1, making the summation equal to k2. In particular, the
first term is the one left when k2 = 1.









Combining these facts and take the vacuous blocks into account, we have














+ (T 10 − 1)1{k1>0},
where, again ri = 1/2 + (−1)i/2, and moreover where the inner summation is not present
if ki < 2.


























+ (T 10 − 1)1{k1>0},
with the constraint Cn are as defined after (2.5), and where the inner summation in D is not
present if ki < 2.





1 in (2.6), assuming a sequence






the number of ones between T j−10 and T
j




0 − 1. Note that T
j
0 is a
negative Binomial (Pascal) random variable with parameters j and 1 − p, and T j0 − T
j−1
0






a geometric distribution on N = {0, 1, 2, ...} with parameter 1 − p (and so with mean










are i.i.d. This is summarized as:









are i.i.d. geometric, on N, with param-
eter 1− p.




























+(T 10 − 1)1{k1>0},
and the inner summation in Db,n is not present if ki < 2.
It is also clear that when k1 > 0, (T 10 − 1)/
√
n




















nε]+1 − pn+1 → 0,
as n→∞.
Next, let S(n)0,1 denote the number of ones after the occurrence of the last zero. The next
lemma, modified from [10, Prop 3.2], to the block context, aims at representingN1 in terms
of the same random variables as above, with a remainder, which after been divided by
√
n,
converges to zero in probability.
Lemma 2.3.















+ (1− p)S(n)0,1 (2.8)
where S(n)0,1 /
√






1 = 1, with the help of Lemma 2.3, Lemma 2.1 then rewrites as:













































































On the other hand, let us now deal with LCbB1n. In that case:
1. The longest common subsequence starts with b − 1 blocks both containing k̃1 ones,
k̃2 zeros, k̃3 ones, ..., and k̃b−1 ones, while r̃i = 1/2 + (−1)i+1/2.
2. Ñ∗r is the number of ones for r odd, or zeros for r even, occurring before the r-th
block.
3. S̃(n)0,1 is the number of zeros after the occurrence of the last one.
4. C̃n =
{




0 ≤ k̃1 ≤ (N1(X)) ∧ (N1(Y ))
}
, and for i = 2, ..., b− 1,
C̃n,i(k̃1, ..., k̃i) =
{





















































































To finish this chapter, let us now study the asymptotic mean of LCbB0n and LCbB
1
n,
which will help guide us on the centerings in the following sections. Take LCbB0n for
illustration. Note that (2.9) is in the form for the convenience of introducing Brownian





































where oP(1) denotes a term converging to zero in probability as n tends to infinity.
Note that in (2.11), all the k′is are of order o(n), we now proceed to show that the first
terms with k′is in the max-min functional will determine the centering. It can be done by
the following estimation on the order of last two terms in (2.11). Let α ∈ (0, 1/4) small,
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T j20 − T
j1
0 , for ∀ 0 ≤ j1 ≤ j2 ≤ N0
 .
Note that there are at mostC2n+1 combinations of possible pairs of {j1, j2}, as an application
of Hoeffding’s inequality, we have P((Eαn )c) ≤ Gn exp (−Jnn2α), where Gn and Jn are
quadratic and linear in n, respectively. Then according to Borel-Cantelli lemma, Eαn will
happen for all n large enough. In other words, we could now instead use nα as an upper





1 which is normalized by
√
n.
Then, recall the following elementary inequality, used throughout: Let ak, bk, ck, dk,
1 ≤ k ≤ K, be reals, then see [20],

























































 1−2pk1−pk (k1 + k3 + ...+ kb−1) + pkn
n
 := µ(p1, p2).
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Moreover, since µ(p1, p2) is integrable in finite measure space, dominated convergence
theorem then gives E(LCbB0n)/n → µ(p1, p2). It is then straightforward to show that,
under different scenarios of p1 and p2 (as indicated in Theorem 1.1), µ(p1, p2), which is
also the asymptotic mean of LCbB1n, is equal to max(p1 ∧ p2, (1− p1)∧ (1− p2), 2p1p2 −
p1−p2 + 1) = max(p1, 1−p2, 2p1p2−p1−p2 + 1). Given these proper centerings, we are




In this chapter, the limiting law of LCbBn is derived when p1 = p2 = 1/2. Again start




























0,1 (Y ) + b+ 2(T
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and with the inner summation not present if ki < 2.
























0,1 (Y ) + b+ 2(T
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(∣∣∣S(n)0,1 (X) + b+ 2(T 10 (X)− 1)1{k1>0}∣∣∣∨




Now since |S(n)0,1 + b + 2(T 10 − 1)1{k1>0}|/(2
√
2n) converges in probability, to 0, as








Before proceeding to the details ofMb,n, let us take another look at the random variables
N∗i . First, N
∗
1 = 0. Now N
∗








0 + 1− k1, 0
)
.
Similarly, N∗3 is the sum of k1 and the number of zeros in the second block. Formally, for














E(si) = max(ki − 1, 0).
Therefore,
N∗i = s1 + k2 + s3 + k4 + ...+ ki−2 + si−1,
for i even; and
N∗i = k1 + s2 + k3 + s4 + ...+ ki−2 + si−1,
for i odd.




























where for i = 2, ..., b− 1, C ′n,1 = {0 ≤ k′1 ≤ (N0(X))∧(N0(Y ))} ,
and C ′n,i(k′1, ..., k′i) = {0 ≤ k′i ≤ (Nri(X)−N∗i (X))∧(Nri(Y )−N∗i (Y ))}




j . For a closer look at the s
′










, when ki ≥ 1 si is equal to the sum of ki−1 geometric variables
























Now let us bring the Brownian approximation into play. DefineB′n to be the continuous






1 − (tn+ 1)/2 + (tn− btnc1Xbtnc+1=1)√
2n
,
for t ∈ [0, 1], and b.c is the floor function. In other words, B′n is the polygonal process on



























1 , j = 1, ..., k+ 1 are i.i.d.with mean 1 and variance 2 for
uniform case. Also, notice that for the sake of indexing convenience our polygonal process













, for k = 0, 1, ..., n.
Let us now invoke the Donsker’s Theorem (also known as Donsker’s invariance prin-
ciple, see [5]), and the Continuous mapping theorem, which will play a significant role in
this thesis.
Theorem 3.1. Let ξ1, ξ2, ... be a sequence of i.i.d. random variables having mean 0 and












be the function defined by linear interpolation between its values Bn(i/n) = Si/(σ
√
n),
for i = 1, ..., n, then Bn(t) =⇒ B(t), where B(t) is standard Brownian motion.
Theorem 3.2. Let (Xn)n≥1 andX be random elements defined on a metric space S. Denote
S ′ as another metric space, and let a function g : S → S ′, which has discontinuity sets of
probability 0. Then the convergence of g(Xn) to g(X) is preserved from the convergence
of Xn to X , for convergence in distribution, convergence in probability and almost surely
convergence.
According to Donsker’s Theorem, Bn is the Brownian approximation of the sum of
i.i.d. normalized random variables Zj , where specifically,








2, .... In addition, Bn =⇒ B in the space C[0, 1] equipped with
the supremum norm. Throughout the thesis, the underlying probability space is assumed
to be rich enough that all random variables and Brownian motions we study can be well-
defined on it.






































































































In the last equality we notice that the functionals with B′n only differ from the functionals
with Bn by the sum of b + 1 standard normal random variables divided by
√
n, which
converges to 0 in probability.
In similarity to [10], and from (3.8), three limiting behaviors need to be considered. At














































Finally, the constraints need to be de-randomized. As in [10], it follows that
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where the maximum in (3.11) is taken over
V(p1, ..., pb−1) =
{







and where B1, B2 are two standard Brownian motions.
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Next, notice that

































































To proceed, define the substitution ti = 2
∑i





0 = t0 ≤ t1 ≤ ...














0 = t0 ≤ t1 ≤ ...












Note that for any given 0 = t0 ≤ t1 ≤ ... ≤ tb−1 ≤ tb = 1, the vector
(
B(t1), ..., B(tb−1), B(tb)
)
is Gaussian, indicating that, above, the linear combination, is univariate normal and hence




0 = t0 ≤ t1 ≤ ...












Finally, for b odd, most of combinatorial analysis still holds except we are now count-
ing for zeros in the last block. After minor modification, to deal in particular with this




0 = t0 ≤ t1 ≤ ...














0 = t0 ≤ t1 ≤ ...












which leads to (3.15) as well. The proof for the first part of Theorem 1.1 is thereby finished
by following the same path for LCbB1n, which is identically distributed with LCbB
0
n in the
uniform case, and finally taking the maximum.
Remark 3.3. First, for uniform draw in the case of three or more independent sequences,
the rationale before is also valid and limiting results become the max-min of three or more
independent Brownian functionals. Moreover, let us now show that the limiting behavior
of LCbB0n above agrees with the one of the binary LCIn in the uniform case. Indeed, for



















































where B1 and B2 are two standard 2-dimensional Brownian motion on [0, 1] with indepen-
dent components.
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Then B1, B2 clearly are two 1-dimensional standard Brownian motions, which shows




This section analyzes the non-uniform setting. As indicated in Theorem 1.1, four cases
need to be considered:
1. p1 = p2 6= 1/2.
2. p1 < p2 < 1/2, or 1/2 < p1 < p2.
3. p1 < p2 = 1/2, or 1/2 = p1 < p2.
4. p1 < 1/2 < p2.
As before mentioned in Chapter 1, one dominant letter exists in case 1 and case 2 and
therefore the starting order is expected to be inconsequential. On the other hand, LCbBn
must be determined by both sequences in case 1 and case 4. Let us start with the first case,
p1 = p2 = p 6= 1/2.
4.1 Proof for p1 = p2 = p 6= 1/2
Proof. Without loss of generality, let us first investigate when p1 = p2 = p > 1/2. Again
let us begin with LCbB0n and assume b even. In the constraints, let k
′
i = max(ki− 1, 0) for



























where C ′n,1 =
{
0 ≤ k′1 ≤ (N0(X))∧(N0(Y ))
}
, and for i = 2, ..., b− 1,









N0(Y )−N∗i (Y )− 1
)}


















, for i even.

















1 − p/(1− p))/
√
p/(1− p)2.
Again B′n has one more term than Bn, the Brownian approximation of the sum of i.i.d. nor-
malized random variables Zj’s. Let B1n, B
2










































































Based on the analysis of the uniform case, particularly combining (2.12) and the following








 1−2p1−p (k′1 + k′3 + ...+ k′b−1)√
pn
(1−p)2
























j , for i odd; and E(N∗i ) = (k′1 + k′3 + ...+ k′i−1)p/(1− p) + (i/2−

























k′j ≤ (1− p), i = 1, ..., b− 1
}
.
Denote k′i/n by vi, for i = 1, ..., b− 1, then C
′
n is replaced by V(1− p, ..., 1− p), where
V(•, ..., •) is defined in (3.12). The proof of this heuristic claim can be done by arguments































After another linear transformation of the constraints, ti =
∑i



















+ (1− p)Bkn(1− p)
+oP(1). (4.8)
Our next goal is to show that the right-hand side of the first two lines in (4.8) converge
to 0 in probability. Let




and for c > 0, let
Mc = max
0 = t0 ≤ t1 ≤ ...
≤ tb−1 ≤ tb = 1
( b−1∑
i=1
(−1)iB ((1− p)ti)− c(1− p) (t1 − t2 + ...+ tb−1)
)
.
For n sufficiently large,
b−1∑
i=1




(−1)iBn ((1− p)ti)− cn(1− p) (t1 − t2 + ...+ tb−1) .


















































= P (Mc > z) ,
using the Continuous Mapping Theorem and the Invariance Principle to obtain the last
equality.
It remains to show that P(Mc > z) → 0, as c → ∞. Since 0 ≤ t1 ≤ t2 ≤ ... ≤
tb−1 ≤ 1 implies ti ≥ 0 for i = 1, ..., b − 1 and ti ≥ ti−1 for 1 ≤ i ≤ b − 1, i odd and
30
0≤ t1−t2+...+tb−1≤ 1, it follows that (to reduce the burden of notation, for terms on the














(−1)iB ((1− p)ti)− c(1− p) (t1 − t2 + ...+ tb−1)
)
.
So for z > 0, c > 0, and 0 < ε ≤ 1,






















































(−1)iB ((1− p)ti) > c(1− p)ε+ z
)
.
Note the independent increments ensure that for any given (t1, ..., tb−1),
∑b−1
i=1(−1)iB ((1− p)ti)

























Now since c and ε are arbitrary, taking first c→ +∞ and then ε→ 0, shows that








(−1)iBn ((1− p)ti)− cn(1− p) (t1 − t2 + ...+ tb−1)
)
P−→ 0,




as n→∞, and Z1, Z2 ∼ N(0, 1).
It is noteworthy that from the proof above (as well as the progress in the end of Chapter
2), we conclude that everything in (2.9) has order at most
√
n, except for (1 − 2pk)(k1 +
k3 + ... + kb−1)/(1 − pk) + pkn. In other words, when p1 ≤ p2 < 1/2 or 1/2 < p1 ≤ p2,
the terms p1n and (1 − p2)n will be the dominating ones in the general combinatorial
expression (2.10), as n tends to infinity. Therefore, when p1 = p2 = p > 1/2, LCbB0n
is asymptotically greater than LCbB1n and will be chosen for representing LCbBn, thus
completing the proof of (i).












when p > 1/2. Actually, this property also holds for p < 1/2. Indeed, for p < 1/2 we just











Let again cn = (1−2p)
√
n/p > 0, and also taking advantage of the symmetry of Brownian
motion, the conclusion follows. However, this will no longer finish the proof for Theorem
1.1 (ii) since LCbBn will be centered at (1 − p)n when p < 1/2, and in this case we will
switch to the second max-min functional. Details are given below.
Let us continue to investigate p1 = p2 = p < 1/2, and in this case (1 − p)n will
dominate in (2.10). Therefore LCbBn will have the same limiting functional as LCbB1n.
In similarity to (2.9),



















































































with C̃ ′n,1 =
{
0 ≤ k̃′1 ≤ (N1(X)) ∧ (N1(Y ))
}







0 ≤ k̃′i ≤ (N1(X)− Ñ∗i (X)− 1)
∧(N1(Y )− Ñ∗i (Y )− 1)
}























, for i even.
Finally, let ṽi = k̃
′
i/n, it follows

































where to prove this last convergence result one proceeds as done for p > 1/2. Hence for
p < 1/2,
LCbB1n − (1− p)n√
p(1− p)n
=⇒ min(Z1, Z2).
Therefore, when p 6= 1/2,
LCbB1n − nmax(p, 1− p)√
p(1− p)n
=⇒ min(Z1, Z2),
as n → ∞, where Z1, Z2 ∼ N(0, 1). Since, in this case and as already indicated, LCbBn
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has the same limiting functional as LCbB1n, the proof of Theorem 1.1 (ii) is complete.
Remark 4.3. It was conjectured in [10] that the LCIn of two sequences with arbitrary
distributions have the following limiting behavior: Let X = (Xi)i≥1 and Y = (Yi)i≥1 be
two sequences of i.i.d. random variables and have the same distribution. They both take










































where B1 and B2 are two k-dimensional standard Brownian motions on [0, 1], and it is not
hard to verify that Theorem 1.1 (ii) also agrees with this conjecture for binary case.
4.2 Proof for p1 < p2 < 1/2, or 1/2 < p1 < p2
Proof. Let us start with the proof of Theorem 1.1 (iii). First, from the previous sections,
we know that LCbBn is represented either by LCbB0n, if 1/2 < p1 < p2, or by LCbB
1
n,
if p1 < p2 < 1/2. Also, given p1 < p2, in the constraints (4.7) and (4.9) p is respectively

























































Next, we claim that the two max-min in (4.10) and (4.11) are respectively attained for
k = 1 and
∑b−1
i=1(−1)i−1ti = 0, and for k = 2 and
∑b−1
i=1(−1)i−1ti = 0. Indeed, first
note that the functionals of Bkn are of order less than
√
n. Thus, the inner minima in (4.10)
(resp. (4.11)), is attained for k = 1 (resp. k = 1), when
∑b−1
i=1(−1)i−1ti < 1 − p1 (resp.∑b−1






In addition, under the assumption 1/2 < p1 < p2, depending on the sign of 1 −
2pk, the max-min functional on the right-hand-side of (4.10) is of order p1
√
n, when∑b−1





1 − p1. However, 2p1p2 − p1 − p2 + 1 < p1, when p1 > 1/2. Therefore the max-min in
(4.10) is of order p1
√
n, attained for k = 1 and
∑b−1
i=1(−1)i−1ti = 0. The second part of the
claim, which indicates that the max-min in (4.11) is of order (1 − p2)
√
n, can be proved
similarly.

























=⇒ √p1B(1− p1), (4.12)
as n→∞, and t1−t2 +...+tb−1 → 0. Then, (LCbB0n−p1n)/
√
np1(1− p1) =⇒ N(0, 1),
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simply noting that B(1− p1) is normal.
For p1 < p2 < 1/2, LCbBn will then be represented by LCbB1n, and based on proofs
from the previous subsections, it is then trivial to show that
LCbB1n − (1− p2)n√
np2(1− p2)
=⇒ N(0, 1),
which completes the proof of Theorem 1.1 (iii).
4.3 Proof for p1 < p2 = 1/2, or 1/2 = p1 < p2
Proof. Let us continue to Theorem 1.1 (iv). First, without loss of generality, let us first





























































































Clearly, in (4.13) the inner minimum is attained at the second term when
∑b−1
i=1(−1)i−1ti≤
1/2; and is attained at the first term, when
∑b−1
i=1(−1)i−1ti > 1/2. Note that under the
37
assumption 1/2 = p1 < p2, (1− 2p2)
∑b−1
i=1(−1)i−1ti + p2 decreases with respect to∑b−1
i=1(−1)i−1ti. Therefore, to maximize the order of the attained minimum at the second
line, we need to force
∑b−1













































































On the other hand, for (4.14), the max-min is attained when t1 − t2 + ... + tb−1 ∈ [p2, 1],








































Next, via the transformation t′i = 1 − ti and t′′i = t′i/(2(1 − p2)), and recalling the time
reversibility of Brownian motion, i.e. {Bs : 0 ≤ s ≤ t} is equivalent in distribution to
38


































































































when 1/2 = p1 < p2. The proof for the case when p1 < p2 = 1/2 or b odd is similar.
Let us finish this section by obtaining the density of the functional in (iv) in the binary























































equal in law to
(√
(B1(s))2 + (B2(s))2 + (B3(s))2/2
)
s≥0, which is essentially (
√
sχ(3)/2)s≥0,
where (B1(s), B2(s), B3(s))s≥0 is a standard three dimensional Brownian motion (see
[37]). Next, according to the Markov property of Brownian motion, or simply let FBt =
σ(Bs, s ≤ t) be the natural filtration, then the independence of increments ofB implies that
Bt+h−Bt is independent ofFBt , for any t, h ≥ 0. Now setting t = 2 min(p1, 1−p2) and h =
1−2 min(p1, 1−p2), the right hand of (4.17) becomes the sum of
√





/2−B(1)/2, where the latter has distributionN(0, (1−2 min(p1, 1−
p2))/4). Finally, recall that a chi-distribution r.v. χ(k), with degrees of freedom k > 0, is
supported on [0,+∞), with density xk−1e−x2/2/(2k/2−1Γ(k/2)). Therefore the density of















1/2−min(p1,1−p2)dx, for z ∈ R.
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4.4 Proof for p1 < 1/2 < p2
Proof. Finally, as for the case p1 < 1/2 < p2, note that the max-min in (4.10) (resp.
(4.11)) is attained at k = 1 (resp. k = 2) and is of order (2p1p2 − p1 − p2 + 1)
√
n, when∑b−1




































































































































Finally, by the previous analysis, LCbBn will be represented by LCbB0n when p1 +p2 > 1,





5.1 Extensions of the LCbBn Problem
Let us start this chapter by presenting several further connections and extensions of the
block problem.
• First, the limiting functionals obtained above needs to be better understood. For a
single sequence, say, starting with zeros, and for b ≥ 2, set
V (b) := max
0 = t0 ≤ t1 ≤ ...








In particular, for b = 2 under uniform draw,
L2B0n − n/2√
n/2
=⇒ −B(1) + 2 max
0=t0≤t1≤t2=1
B(t1) := V (2).
As before mentioned, a well-known result of Pitman [37] asserts that V (2) is identical
in law to the radial part of a three-dimensional standard Brownian motion at time
t = 1, i.e., a Bessel process of order 3 at t = 1, which is also a χ(3) random variable.





p1 < p2 = 1/2, or 1/2 = p1 < p2. However, for b ≥ 3, the distribution of limiting
functional V (b) is yet to be studied.
• Another open problem related to above is to understand the limiting behavior and
the growth rate of V (b), as b or the mesh goes to infinity. Clearly, V (b), consid-
ered as a functional of b, is non-negative and is also monotonically increasing in b.
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Therefore, limb→∞ V (b) is highly expected to be related (approximately identical)
to the total variation of the standard Brownian motion in [0, 1]. Let TV[0,1](B) :=
lim||Πb||→0
∑b
j=1 |B(tj) − B(tj−1)|, where Π = {t0, t1, ..., tb} is a partition of [0, 1],
and where ||Πb|| = max1≤j≤b |tj − tj−1| denotes the mesh of the partition. In fact,





Proof. Indeed, simply note that Xi = B(ti) − B(ti−1) are independent Gaussian
random variables with mean 0 and variance ti − ti−1, i = 1, ..., b. Hence the |Xi|’s




















by the law of large numbers. (V ar(
∑b
i=1 |Xi|) = 1 − 2/π, regardless of b or of the
partition.)
In general, the growth rate of TV[0,1](B) with respect to b or to the mesh is yet to be
studied, and nor does V (b). The work in [34] might also be inspiring here, where the
concept of ’truncated’ variation were introduced. In which the truncated variation of
Brownian motion, B, in the interval [0, 1], denoted by TV c[0, 1], as
TV c[0, 1] = sup
b
max
0 = t0 ≤ t1 ≤ ...
≤ tb−1 ≤ tb = 1
b∑
j=1
max(|B(tj)−B(tj−1)| − c, 0),
for some c > 0. Roughly speaking, in TV c we ignore the little changes of B which
are below some threshold c, and it is shown that unlike TV [0, 1], TV c[0, 1] is finite
almost surely.
Also, of interest is the study of the asymptotic behavior of LCbBn when the word
length n and block size b simultaneously grow to infinity, e.g., b = nα, α > 0, small.
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• A most natural question is to go beyond the binary case, to finite or even infinite
countable alphabets. For finite alphabets with size m, it is expected that LbBn (resp.
LCbBn) should be the maximum over m(m− 1)b−1 maximal (resp. max-min) func-
tionals. Moreover, based on the sandwich argument developed in [22], it can also
be shown that the asymptotic behavior of LCbBn for countably infinite alphabets
should perform the same as for finite alphabets, Also, the comparison over more than
two sequences in that case deserves to be studied as well.
• As clearly indicated by its name, LCbBn is also pertinent to LCn, the longest com-
mon subsequence problem. Let (Xi)1≤i≤n and (Yi)1≤i≤n be two independent se-
quences of i.i.d. random variables with alphabet A = {α1 < α2 < ... < αm}. One






γ∗m has been shown to exist (see [12]), but the exact value still remains unknown so
far. Several theoretical and numerical works on bounds of γ∗2 are presented, giving
a range of lower bound 0.788 and upper bound 0.826. Note that Theorem 1.1 (i)
shows with the number of blocks fixed, LCn/n tends to 1/2 almost surely, and thus
γ∗2 shrinks to 1/2 by the dominated convergence. However, since LCn is essentially
the maximum of all possible LCbBn for b = 1, ..., n, it is of interest to study if
the present work could be helpful there. As for variance of LCn, it was shown that




i ), where pi = P (X1 = αi), see [41]. However, the
linear order result for lower bound has only been done in some biased situations (see
[23], [27]...), therefore the present work also serves as an instance of linear order
variance, when the number of blocks is imposed.
• It is straightforward to extend, beyond the independent case, the solution of the prob-
lem studied in the present paper, to Markovian words. In the following, let us take
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LCbB0n for the sake of illustration.
Let X = (Xn)n≥0 and Y = (Yn)n≥0 be two binary time-homogeneous Markov
chains with, again, for simplicity, the same initial distribution and the same transition
matrix. Let
P(Xn+1 = 1|Xn = 0) = P(Yn+1 = 1|Yn = 0) = p01,
and
P(Xn+1 = 0|Xn = 1) = P(Yn+1 = 0|Yn = 1) = p10.
For 0 < p01 + p10 ≤ 2, let the law of X0 and Y0 be the invariant distribution
(π1, π2) = (p10/(p01 + p10), p01/(p01 + p10))
while, for p01 = p10 = 0, let (π1, π2) = (1, 0).
Then, combining techniques as above with those developed for LIn, in [21], we make
the following statement.




0 = t0 ≤ t1 ≤ ...














where for p01 = p10 = 1, the limiting distribution above is understood to be degen-
erated at the origin. For p01 6= p10 or p01 = p10 = 0,
LCbB0n − nmax(π1, π2)√
n
=⇒ Z ∼ N(0, σ2),
where σ2 = p01p10(2 − p01 − p10)/(p01 + p10)3, for p01 6= p10, and σ2 = 0, for
p01 = p10 = 0.
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An outlined proof has been included in the end of this chapter, since some combi-
natorial set-up required are presented in section 5.2. Indeed, the methodology we
utilized for full two-sequence comparison in the main body, can also be applied here
to Markovian context, but could be rather cumbersome. Fortunately, the proof then
can be much shortened thanks to the alternative approach developed in section 5.2.
A further extension could be to the hidden Markov models setting.
• As well known, both LIn and LCIn have interpretations in directed last-passage
percolation theory (e.g., see [9]): Let T2(n,m) be the last-passage time from (0, 0)
to (n,m), let ωi,j, i ≥ 0, j ≥ 1 be the time spent by a path going through the vertex
(i, j), and Π2(n,m) be the set of all directed unit step North-East paths from (0, 0)
to (n,m) on the non-negative lattice Z2+, that is,
Π2(n,m) :=
{
(u1, ..., un+m) ∈ (Z2+)n+m : u1 = (0, 1), un+m = (n,m)
ui+1 − ui ∈ {(0, 1), (1, 0)} , i = 1, ..., n+m− 1
}
.
For Z3+, similarly define T3(n, n,m) to be the last-passage time from (0, 0, 0) to
(n, n,m), and Π3(n, n,m) to be the set of all paths in Z3+ from (0, 0, 0) to (n, n,m)
taking either upwards unit steps or horizontal steps of any length but neither parallel
to the x-axis nor to the y-axis, i.e.
Π3(n, n,m) :=
{
(u1, ..., un+m) ∈ (Z3+)n+m : u1 = (0, 0, 1), un+m = (n, n,m)
ui+1 − ui ∈ {(0, 0, 1), (a, b, 0)|ab 6= 0} , i = 1, ..., n+m− 1
}
.
In the context of random words, we interpret ωi,j as 1{Xi=αj}, and ω0,j = 0, j ≥ 1,
where X = (Xi)1≤i≤n is a sequence of i.i.d. random variables taking values in an
equiprobable alphabet {α1 < ... < αm}; and ωi,j,k = 1{Xi=Yj=αk}, while ω0,0,k =
0, k ≥ 1. Clearly ωi,j and ωi,j,k are i.d. but dependent. Indeed, (ωi,j)i are inde-
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pendent for a fixed letter αj , but for each i the row sums to one (similarly for ωi,j,k).
Then, [9] shows that












In the block context, LbBn and LCbBn also enjoy similar percolation interpretations.
Let us first discuss LbBn. Instead of the final destination point (n,m) as for LIn, we
now allow the process to stop whenever it hits the vertical boundary x = n, also the
constraint on the size of vertical steps being necessarily 1 is replaced by requiring
the number of vertical steps, upwards or downwards, to be exactly b, i.e., let
Π2(n,m, b) :=
{
(u1, u2, ..., un+b) ∈ (Z2+)n+b : u1 = (1, 0),
{ui+1 − ui, i = 1, ..., n+ b− 1} vertically containing




dl ≤ m− 1, for 1 ≤ j ≤ b;










where T2(n,m, b) is the last-passage time from (0, 0) to hitting the vertical boundary
x = n over all horizontal or vertical paths with b vertical segments (either upwards
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or downwards). Finally for LCbBn, let
Π3(n, n,m, b) :=
{
(u1, u2, ..., un+b) ∈ (Z3+)n+b : u1 = (0, 0, 0),
{ui+1 − ui, i = 1, ..., n+ b− 1}
vertically containing (0, 0, d1), (0, 0, d2), ...,




dl ≤ m− 1, for 1 ≤ j ≤ b; and horizontally










where T3(n, n,m, b) is the last-passage time from (0, 0, 0) to hitting the vertical
boundary x = n or the horizontal boundary y = n over all paths with b vertical
upwards or downwards segments.
Note that when two sequences are identical, Π3(n, n,m, b) is indeed equivalent to
Π2(n,m, b) by equating the first and second coordinates. Also, note that for LCIn,
we have proceeded without assuming each step of which increases one of the coor-
dinates by 1; and for LbBn and LCbBn, we have further loosened the directedness
on the last coordinates. Therefore it would be of interest to investigate the limiting
behavior of Π2(n,m, b) and Π3(n, n,m, b), with fixed m and b, and with the weights
to be replaced by the ones i.i.d exponential, geometric or beyond.
5.2 An Alternative Approach To the One-Sequence Problem
We finish this chapter by presenting an alternative approach dealing with the one sequence
case, LbBn. Let us first state the result of LbBn, which was derived from Theorem 1.1.
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Corollary 5.1. Let (Xi)i≥1 be a sequences of i.i.d. Bernoulli random variables with pa-
rameter p, and without loss of generality 0 < p < 1. Then,




0 = t0 ≤ t1 ≤ ...









0 = t0 ≤ t1 ≤ ...









where B1, B2 are standard Brownian motions defined on [0, 1].
(ii) For p 6= 1/2,
LbBn − nmax (p, 1− p)√
p(1− p)n
=⇒ Z, (5.2)
where Z is a standard normal.
Let us first consider the uniform case, and as usual, first assume b to be even. Now let us
define bi, ai as the number of zeros and ones in X1, X2, ..., Xi, respectively. By convention
set b0 = a0 = 0, and LbB0n and LbB
1
n are analogously defined.
Therefore
LbB0n = max
0 = k0 ≤ k1 ≤ ...
≤ kb−1 ≤ kb = n
(
(bk1 − b0) + (ak2 − ak1) + ...+ (bkb−1 − bkb−2) + (an − akb−1)
)
= max
0 = k0 ≤ k1 ≤ ...
≤ kb−1 ≤ kb = n
(





 1 if Xi = 0, w.p. 1/2−1 if Xi = 1, w.p. 1/2 for i = 1, 2, ..., n.
Then define Ski =
∑ki




0 = k0 ≤ k1 ≤ ...
≤ kb−1 ≤ kb = n
(








0 = k0 ≤ k1 ≤ ...
≤ kb−1 ≤ kb = n
(
Sk1 − Sk2 + Sk3 − Sk4 + ...+ Skb−1
)
. (5.4)
Note that E(Zi) = 0, E(Z2i ) = 1, V ar(Zi) = 1, and V ar(Sn) = n. Here we
define the polygonal function B̂n(t) = 1√nS[nt] +
1√
n
(nt − [nt])Z[nt]+1, for 0 ≤ t ≤ 1.







0 = t0 ≤ t1 ≤ ...
≤ tb−1 ≤ tb = 1
(






0 = t0 ≤ t1 ≤ ...





where B is standard Brownian motion.








0 = k0 ≤ k1 ≤ ...
≤ kb−1 ≤ kb = n
(











0 = t0 ≤ t1 ≤ ...
≤ tb−1 ≤ tb = 1
(
B̂n(t1)− B̂n(t2) + ...− B̂n(tb−1)
)√
n.






0 = t0 ≤ t1 ≤ ...






Combining both cases and the same rationale also applies for LbB1n. We conclude
Corollary A.1. (i) after rearranging and taking the maximum.
For non-uniform draw, assume b even, we define accordingly
Zi =
 1 if Xi = 0, w.p. 1− p−1 if Xi = 1, w.p. p


















0 = t0 ≤ t1 ≤ ...










+ µn (t1 − t2 + ...+ tb−1)
)
,
on the other hand, for LbB1n,







0 = t0 ≤ t1 ≤ ...










+ µn (t1 − t2 + ...+ tb−1 − tb)
)
,
which are quite similar to (4.8) and (4.9) on two-sequence case which can follow the proof
back there to show limiting behavior.
Remark 5.1. Corollary 5.1 recovers the result from [22] for binary words and fixing se-
quence starting with a zero. Also, 5.1 still holds in the case when the vacuous blocks (of
length zero) are not allowed, where the constraints in (5.3) are to be replaced by ” < ”, due
to almost surely continuity.
Remark 5.2. It is noteworthy that in this approach we do have constraints kjs in a deter-
ministic sets, which is more straightforward than the random one used in LCbBn, however,
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the combinatorial method mentioned above does not hold for two-sequence case. Let us
take the example in Chapter 1 again. For X = 0010, Y = 0101, and LC3B4 = 3 with
subsequence 010. However, this optima cannot be obtained from simultaneously picking
k1, k2 from 1, 2, 3 for both sequences. In other words, LCbB0n is not exactly (less than or
equal to) the maximum over constraints kjs of the minimum of two independent copies of
(5.5), i.e.,
LCbB0n 6= max
0 = k0 ≤ k1 ≤ ...











− Sκk2 + S
κ
k3





Nevertheless, in the main part we have shown that as n tends to infinity, the right hand side
of above, after centered at n/2 and normalized by
√
n, is different from
max
0 = t0 ≤ t1 ≤ ...








n(t1)− B̂kn(t2) + ...+ B̂kn(tb−1)
)
by a term goes to zero in probability. Hence the extreme cases can be dismissed and do not
affect the limiting behavior of LCbB0n.
Remark 5.3. Finally, let us finish this chapter by outlining the proof for Corollary 5.1.




are denoted by λ1 = 1 and −1 < λ2 = 1 − p10 − p10 < 1, associated with left eigen-
vectors (π1, π2) = (p10/(p01 + p10), p01/(p01 + p10)), which is the stationary distribu-
tion, and (1,−1). Now let us assume the sequence initiates with the stationary distribu-
tion for simplicity. With the random variables Zk and Sk defined in (5.4), it is shown
that µ := E(Zk) = (p10 − p01)/(p01 + p10) = π1 − π2, and E(Sk) = kµ. Moreover,
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σ2 := V ar(Zk) = 1 − (p10−p01p01+p10 )
2 = 4p01p10
(p01+p10)2
, and Sk/k → σ2(1 + λ2)/(1 − λ2). Let
σ̃ = σ
√










n(1 + λ2)/(1− λ2)
.
According to (5.4) and assuming b even, it follows
LCbB0n = π2n
+ max
0 = t0 ≤ t1 ≤ ...



















= πmaxn− (πmax − π2)n
+ max
0 = t0 ≤ t1 ≤ ...
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0 = t0 ≤ t1 ≤ ...

























B(1), based on the same method shown in Chapter 5.
Finally, for the degenerate cases, if p01 or p10 is equal to 0, which means LCbB0n being
0 or n. On the other hand, if p01 = p10 = 1, i.e. the sequence then keeps going back





In this dissertation we have studied the asymptotic behavior of LCbBn, the length of the
longest common subsequences containing a fixed number, b, of blocks, for two sequences
of i.i.d. Bernoulli random variables with possibly two different parameters. This is a gen-
eralization of LCIn with many applications in the areas such as biology and linguistics.
For example, two DNA-strings are assumed to share a common ancestor if they have a
long common sub-strings. Each nitrogenous base in the chromosome, when considered as
a block, can be arbitrarily permuted or repeated in the common sub-strings. However, the
total number of blocks of nitrogenous in the chromosome may be fixed, in order to form a
meaningful DNA piece. So understanding the asymptotic behavior of LCbBn is beneficial
in multiple scenarios, e.g. for two independent DNA-strings who lengths are both growing
large, we would like to estimate how likely they have to have a long common sub-string
just by ”chance”.
The proof of main theorem 1.1 starts by development on combinatorics and probability,
and at the end of Chapter 2, we gave an explicit combinatorial expression of LCbBn, as the
maximum of two max-min functionals over random constraints. Moreover, we derived the
proper centerings for different scenarios of p1 and p2. Then following this path, in Chapter
3 we first proved that for the uniform case, LCbBn, centered by n/2 and scaled by
√
n/2,
tends to the maximum of two max-min 1-dimensional Brownian motion functionals. The
limiting functional contains b alternating terms and is highly related to the total variation
of Brownian motion. On the other hand, we showed that for uniform case, the random
variables LCbB0n and LCbB
1
n share the same distribution, and that for LCbBn, to achieve
the maximum, needs to fully use both counting orders. Going beyond the uniform case,
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we finished the proof of the main theorem for other non-uniform scenarios case by case
in Chapter 4. Comparing p1 and 1 − p2 appears in all non-uniform cases. Intuitively,
this is not surprising in view of the following facts. First, the number of blocks becomes
inconsequential when a dominating term appears in either sequence. Indeed, the longest
common subsequence is asymptotically a string mainly consisting of the most frequently
occurring letter. In addition, the LCbBn of (Xi)i≥1 and (Yi)i≥1 is the same as that of
(1−Xi)i≥1 and (1− Yi)i≥1, and since it is assumed that p1 ≤ p2 throughout the thesis, the
possible smaller one of two dominating terms in LCbB0n and LCbB
1
n is either p1 or 1− p2.
From then on, in Chapter 5, we presented several connections and extensions of the LCbBn
problem. First, we gave a succinct and alternative approach to LbBn, but unfortunately the
method cannot be generalized to the two-sequence problem. Then, a connection to the
Markov context has been made and the Markov two-sequence LCbBn could be achieved
accordingly in view of Theorem 1.1. We finished this chapter by showing that LCbBn also
has interpretation as last-passage percolation, with proper weights on the lattices. Finally,
this dissertation concludes with an appendix, containing Monte-Carlo simulations for the





MONTE-CARLO SIMULATION FOR LC2BN
A.1 LC2Bn simulation: Brute-force and linear approach
Below we first present a brute-force method to simulate LC2Bn. It loops through both
sequences and thus has time complexity O(n2). It is also clear that for general LCbBn,
the time complexity of this brute-force approach becomes exponential with b, and is of
the order O(n2b−2), making it rather time-consuming. However, in the binary case much
computation could be saved. Indeed, note that it was never optimal to break the consecutive
blocks, we may filter both sequences and only keep the indices where they are changing
from a zero to a one, or vice versa.
A more efficient method in linear time, also built for LC2Bn, is included. From an
algorithmic perspective, Dynamic Programming (DP) has been widely used in computing
LIn, LCn and LCIn with time complexity O(n2). However, in those cases the resulting
subsequences are required to be strictly increasing. If this ”strict” condition is dropped,
which is also known as the longest common and weakly increasing subsequences problem
(LCWIn), it has been shown that it is hard to solve in O(n2) time in theory (see [38]), and
concrete efficient algorithm for small-sized alphabet remains sparse as well. One remark-
able result comes from Duraj [15], who proposed LCWIn can be solved in linear time for
a special case of a 3-letter alphabet. However, no subquadratic time algorithm has been
found for the general case, and it will be of great interest to see more work on LCWIn
since it will be highly related to LCbBn. Now, for the binary case, we will be able to
simulate LC2Bn efficiently enough in linear time.
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A.2 Code Snippet and Figures
i m p o r t numpy as np
from s c i p y . s t a t s i m p o r t norm , b e r n o u l l i
from math i m p o r t s q r t
from d a t e t i m e i m p o r t d a t e t i m e as d t
i m p o r t m a t p l o t l i b . p y p l o t a s p l t
%m a t p l o t l i b i n l i n e
c l a s s s i m u l a t i o n :
# F u n c t i o n simLC2Bn ( ) s i m u l a t e s t h e r e s u l t o f LC2Bn wi th t h e
f o l l o w i n g p a r a m e t e r s i n d i f f e r e n t mode .
# ’ p1 , p2 ’ , ’ n ’ − B e r n o u l l i r . v . p a r a m e t e r , l e n g t h o f bo th s e q u e n c e s .
# ’ i t e r a t i o n ’ − number o f r u n s o f e x p e r i m e n t .
# ’mode = ’ rough ’ − l i n e a r l y and s i m u l t a n e o u s l y loop ove r bo th
sequences , t h e outcome w i l l be l e s s t h a n comprehens ive s e a r c h , w i th
an e r r o r o f t h e o r d e r Op(\ s q r t {n } ) . However , i t i s much f a s t e r w i th
t ime c o m p l e x i t y o f O( n ) .
# ’mode = ’comp ’ − comprehens ive s e a r c h , e x h a u s t i v e l y f i n d t h e
maximum number o f l e n g t h ove r bo th s e q u e n c e s i n t ime c o m p l e x i t y O( n
ˆ 2 ) .
# ’mode ’= ’ l i n e a r ’ − e f f i c i e n t l y f i n d LC2Bn i n l i n e a r t ime .
# ’ t i m i n g ’ − i f True , p r i n t t h e t ime c o s t f o r t h e f i r s t 10 i t e r a t i o n
as w e l l a s t h e t o t a l e s t i m a t e d t ime c o s t . S u g g e s t e d when t h e t ime−
consuming comprehens ive mode i s used , o r when n>=20000 i n l i n e a r
mode .
# ’ s t r i c t ’ : i f True , vacuous b l o c k s o f l e n g t h 0 a r e n o t a l l o w e d .
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d e f simLC2Bn ( p1 , p2 , n =10000 , i t e r a t i o n =500 , mode= ’comp ’ , s t r i c t =
F a l s e , t i m i n g =True ) :
i f t i m i n g :
t 0 = d t . now ( )
p r i n t ( ’ S t a r t e d a t : ’ + s t r ( t 0 . s t r f t i m e ( ’%H:%M:%S ’ ) ) )
r e s u l t s , LC2Bn ls t , LC2Bn0 ls t , LC2Bn1 ls t = [ ] , [ ] , [ ] , [ ]
rLC2Bn0 ls t , rLC2Bn1 ls t , sLC2Bn0 ls t , sLC2Bn1 l s t = [ ] , [ ] , [ ] ,
[ ]
f o r k i n r a n g e ( i t e r a t i o n ) :
X, Y = b e r n o u l l i . r v s ( p1 , s i z e =n ) , b e r n o u l l i . r v s ( p2 , s i z e =n )
rLC2Bn0 , rLC2Bn1 = 0 , 0
sLC2Bn0 , sLC2Bn1 = 0 , 0
i f mode== ’ rough ’ o r mode== ’comp ’ :
f o r i i n r a n g e ( n +1) :
x l s t 1 , x l s t 2 = X [ : i ] , X[ i : ]
y l s t 1 , y l s t 2 = Y [ : i ] , Y[ i : ]
n00 , n10 = min ( i − np . sum ( x l s t 1 ) , i − np . sum ( y l s t 1 ) )
, min ( np . sum ( x l s t 2 ) , np . sum ( y l s t 2 ) )
n11 , n01 = min ( np . sum ( x l s t 1 ) , np . sum ( y l s t 1 ) ) , min ( n−
i − np . sum ( x l s t 2 ) , n−i − np . sum ( y l s t 2 ) )
rLC2Bn0 = max ( rLC2Bn0 , n00+n10 )
rLC2Bn1 = max ( rLC2Bn1 , n11+n01 )
i f mode== ’comp ’ :
X 01 ix = [ i f o r i i n r a n g e ( n−1) i f X[ i ]==0 and X[ i
+1]==1]
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X 10 ix = [ i f o r i i n r a n g e ( n−1) i f X[ i ]==1 and X[ i
+1]==0]
Y 01 ix = [ i f o r i i n r a n g e ( n−1) i f Y[ i ]==0 and Y[ i
+1]==1]
Y 10 ix = [ i f o r i i n r a n g e ( n−1) i f Y[ i ]==1 and Y[ i
+1]==0]
f o r i i n X 01 ix :
tmpx00 , tmpx10 = i +1−np . sum (X [ : ( i +1) ] ) , np . sum (X[ ( i
+1) : ] )
f o r j i n Y 01 ix :
tmpy00 , tmpy10 = j +1−np . sum (Y [ : ( j +1) ] ) , np . sum (Y
[ ( j +1) : ] )
n00 , n10 = min ( tmpx00 , tmpy00 ) , min ( tmpx10 ,
tmpy10 )
sLC2Bn0 = max ( sLC2Bn0 , n00+n10 )
f o r i i n X 10 ix :
tmpx11 , tmpx01 = np . sum (X [ : ( i +1) ] ) , n−i−1−np . sum (X[ (
i +1) : ] )
f o r j i n Y 10 ix :
tmpy11 , tmpy01 = np . sum (Y [ : ( j +1) ] ) , n−j−1−np . sum
(Y[ ( j +1) : ] )
n11 , n01 = min ( tmpx11 , tmpy11 ) , min ( tmpx01 ,
tmpy01 )
sLC2Bn1 = max ( sLC2Bn1 , n11+n01 )
LC2Bn0 , LC2Bn1 = max ( rLC2Bn0 , sLC2Bn0 ) , max ( rLC2Bn1 , sLC2Bn1
)
LC2Bn = max ( LC2Bn0 , LC2Bn1 )
i f mode== ’ l i n e a r ’ :
n1X , n1Y = np . sum (X) , np . sum (Y)
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n0X , n0Y = n−n1X , n−n1Y
X0 ix = [−1]+[ i f o r ( i , v a l u e ) i n enumera t e (X) i f v a l u e
==0]
X1 ix = [−1]+[ i f o r ( i , v a l u e ) i n enumera t e (X) i f v a l u e
==1]
Y0 ix = [−1]+[ i f o r ( i , v a l u e ) i n enumera t e (Y) i f v a l u e
==0]
Y1 ix = [−1]+[ i f o r ( i , v a l u e ) i n enumera t e (Y) i f v a l u e
==1]
t m p 0 1 l s t , t m p 1 0 l s t = [ ] , [ ]
f o r i i n r a n g e ( min ( n0X , n0Y ) +1) :
X a f t e r l s t , Y a f t e r l s t = X[ ( X0 ix [ i ] + 1 ) : ] , Y[ (
Y0 ix [ i ] + 1 ) : ]
n 1 X a f t e r l s t , n 1 Y a f t e r l s t = np . sum ( X a f t e r l s t ) ,
np . sum ( Y a f t e r l s t )
i f ( s t r i c t and i ∗ n 1 X a f t e r l s t ∗ n 1 Y a f t e r l s t ! = 0 ) o r
( n o t s t r i c t ) :
t m p 0 1 l s t . append ( min ( i + n 1 X a f t e r l s t , i +
n 1 Y a f t e r l s t ) )
f o r i i n r a n g e ( min ( n1X , n1Y ) +1) :
X a f t e r l s t , Y a f t e r l s t = X[ ( X1 ix [ i ] + 1 ) : ] , Y[ (
Y1 ix [ i ] + 1 ) : ]
n 0 X a f t e r l s t , n 0 Y a f t e r l s t = l e n ( X a f t e r l s t )−np .
sum ( X a f t e r l s t ) , l e n ( Y a f t e r l s t )−np . sum ( Y a f t e r l s t )
i f ( s t r i c t and i ∗ n 0 X a f t e r l s t ∗ n 0 Y a f t e r l s t ! = 0 ) o r
( n o t s t r i c t ) :
t m p 1 0 l s t . append ( min ( i + n 0 X a f t e r l s t , i +
n 0 Y a f t e r l s t ) )
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t m p 0 1 l s t , t m p 1 0 l s t = np . a r r a y ( t m p 0 1 l s t ) , np . a r r a y (
t m p 1 0 l s t )
LC2Bn0 tmp , LC2Bn1 tmp = np . max ( t m p 0 1 l s t ) , np . max (
t m p 1 0 l s t )
rLC2Bn0 , rLC2Bn1 = min ( n0X , n0Y ) , min ( n1X , n1Y )
LC2Bn0 , LC2Bn1 = max ( LC2Bn0 tmp , rLC2Bn0 ) , max (
LC2Bn1 tmp , rLC2Bn1 )
LC2Bn = max ( LC2Bn0 , LC2Bn1 )
i f p1<0.5<p2 :
pp = 2∗p1∗p2−p1−p2+1
i f p1 > 1−p2 :
r e s = ( LC2Bn − n ∗ pp ) / s q r t ( n ∗ ( p1 ∗ ( p1∗∗2−2∗p1∗p2+p2 )
/(1− p1 ) ) )
e l s e :
r e s = ( LC2Bn − n ∗ pp ) / s q r t ( n∗(1−p2 ) ∗ ( p2∗∗2−2∗p1∗p2+
p1 ) / p2 )
e l s e :
r e s = ( LC2Bn − n∗max ( p1 , 1−p2 ) ) / ( s q r t ( n ∗ max ( p1 , 1−p2 )
∗ min(1−p1 , p2 ) ) )
r e s u l t s . append ( r e s ) ; LC2Bn ls t . append ( LC2Bn ) ; LC2Bn0 ls t .
append ( LC2Bn0 ) ; LC2Bn1 ls t . append ( LC2Bn1 )
r L C 2 B n 0 l s t . append ( rLC2Bn0 ) ; r L C 2 B n 1 l s t . append ( rLC2Bn1 ) ;
sLC2Bn0 l s t . append ( sLC2Bn0 ) ; sLC2Bn1 l s t . append ( sLC2Bn1 )
i f t i m i n g and k ==10:
t 1 = d t . now ( )
m, s = divmod ( ( t1−t 0 ) . t o t a l s e c o n d s ( ) , 60)
h , m = divmod (m, 60)
p r i n t ( ’ Ten i t e r a t i o n c o s t {}h :{}m:{} s ’ . f o r m a t ( i n t ( h ) ,
i n t (m) , i n t ( s ) ) )
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m, s = divmod ( ( t1−t 0 ) . t o t a l s e c o n d s ( ) ∗ ( i t e r a t i o n / / 1 0 ) ,
60)
h , m = divmod (m, 60)
p r i n t ( ’ Expec t t o f i n i s h i n {}h :{}m:{} s , a t {} ’ . f o r m a t (
i n t ( h ) , i n t (m) , i n t ( s ) , ( t 0 +( t1−t 0 ) ∗ ( i t e r a t i o n / / 1 0 ) ) . s t r f t i m e ( ’%H:%M
:%S ’ ) ) )
r e s u l t s , LC2Bn ls t , LC2Bn0 ls t , LC2Bn1 ls t = np . a r r a y ( r e s u l t s ) ,
np . a r r a y ( LC2Bn ls t ) , np . a r r a y ( LC2Bn0 ls t ) , np . a r r a y ( LC2Bn1 ls t )
rLC2Bn0 ls t , rLC2Bn1 ls t , sLC2Bn0 ls t , sLC2Bn1 l s t = np . a r r a y (
r L C 2 B n 0 l s t ) , np . a r r a y ( r L C 2 B n 1 l s t ) , np . a r r a y ( sLC2Bn0 l s t ) , np . a r r a y
( sLC2Bn1 l s t )
i f t i m i n g :
t 2 = d t . now ( )
m, s = divmod ( ( t2−t 0 ) . t o t a l s e c o n d s ( ) , 60)
h , m = divmod (m, 60)
p r i n t ( ’ F i n s h e d a t : {} , t o t a l c o s t {}h :{}m:{} s ’ . f o r m a t ( t 2 .
s t r f t i m e ( ’%H:%M:%S ’ ) , i n t ( h ) , i n t (m) , i n t ( s ) ) )
r e t u r n r e s u l t s , LC2Bn ls t , LC2Bn0 ls t , LC2Bn1 ls t
# F u n c t i o n brownian ( ) s i m u l a t e s Brownian mot ions wi th t h e f o l l o w i n g
p a r a m e t e r s .
# N: S i z e o f t h e un i fo rm p a r t i t i o n o f t ime i n t e r v a l [ 0 , T ] .
# m: Number o f Brownian mot ions t o g e n e r a t e s i m u l t a n e o u s l y .
# T : End of t ime i n t e r v a l .
# s igma : S t a n d a r d d e v i a t i o n o f Brownian mot ion a t t ime t d i v i d e d by
s q r t ( t ) .
# p l o t : Make a p l o t o f s i m u l a t e d Brownian mot ions i f True , s u g g e s t e d
when m s m a l l .
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d e f brownian (N=2000 , m=1000 , T=1 , s igma =1 , p l o t = F a l s e ) :
d t = T /N
x = np . empty ( (m,N+1) )
x [ : , 0 ] = 0
x0 = np . a r r a y ( x [ : , 0 ] )
r e s = x [ : , 1 : ]
r = norm . r v s ( s i z e =x0 . shape + (N , ) , s c a l e =sigma ∗ s q r t ( d t ) )
np . cumsum ( r , a x i s =−1, o u t = r e s )
r e s += np . expand d ims ( x0 , a x i s =−1)
x [ : , 1 : ] = r e s
i f p l o t :
t = np . l i n s p a c e ( 0 , T , N+1)
f o r k i n r a n g e (m) :
p l t . p l o t ( t , x [ k ] )
p l t . x l a b e l ( ’ t ’ , f o n t s i z e =16)
p l t . y l a b e l ( ’ x ’ , f o n t s i z e =16)
p l t . g r i d ( True )
p l t . show ( )
r e t u r n x
Finally, some figures and tables are included as record of simulation results.
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p1 p2 µLC2Bn stdLC2Bn µLC2B0n stdLC2B0n µLC2B1n stdLC2B1n
0.1 0.1 26971.0856 42.9462 26970.9844 42.9549 26970.9848 42.9538
0.1 0.2 24000.2276 69.1092 23999.9625 69.1109 23999.9600 69.1076
0.1 0.5 15060.4689 80.9980 15042.7270 83.6495 15042.6144 83.3110
0.5 0.5 15094.8498 37.1779 15069.1133 45.5258 15068.8760 45.6263
Table A.1: Simulation of LC2Bn when n = 30000 and iteration = 30000.
Figure A.1: Histogram of LC2Bn when p1 = 0.1, p2 = 0.1; p1 = 0.1, p2 = 0.2; p1 =
0.1, p2 = 0.5.
Figure A.2: Histogram of LC2Bn, LC2B0n, and LC2B
1
n when p1 = 0.5, p2 = 0.5.
67
REFERENCES
[1] G. Anderson, A. Guionnet, and O. Zeitouni, “An introduction to ranom matrices,”
Cambridge Studies in Advanced Mathematics, vol. 118, 2009.
[2] J. Baik, P. Deift, and K. Johansson, “On the distribution of the length of the longest
increasing subsequence of random permutations,” J. Amer. Math. Soc., vol. 12, 4
1999.
[3] Y. Baryshnikov, “Gues and queues,” Probab. Theory Relat. Fields, vol. 119, pp. 256–
274, 2001.
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[40] T. Seppäläinen, “A scaling limit for queues in series,” Ann. Appl. Probab., vol. 7, 4
1997.
70
[41] J. M. Steele, “An efron-stein inequality for nonsymmetric statistics,” The Annals of
Statistics, vol. 14, 2 Jan. 1986.
[42] C. Tracy and H. Widom, “On the distribution of the lengths of the longest increasing
monotone subsequences in random words,” Probab. Theor. Rel. Fields., vol. 119,
pp. 350–380, 2001.
71
