Estimates of genetic diversity represent a valuable resource for biodiversity assessments and are increasingly used to guide conservation and management programs. The most commonly reported estimates of DNA sequence diversity in animal populations are haplotype diversity (h) and nucleotide diversity (p) for the mitochondrial gene cytochrome c oxidase subunit I (cox1). However, several issues relevant to the comparison of h and p within and between studies remain to be assessed. We used population-level cox1 data from peer-reviewed publications to quantify the extent to which data sets can be re-assembled, to provide a standardized summary of h and p estimates, to explore the relationship between these metrics and to assess their sensitivity to under-sampling. Only 19 out of 42 selected publications had archived data that could be unambiguously re-assembled; this comprised 127 population-level data sets (nX15) from 23 animal species. Estimates of h and p were calculated using a 456-base region of cox1 that was common to all the data sets (median h¼0.70130, median p¼0.00356). Non-linear regression methods and Bayesian information criterion analysis revealed that the most parsimonious model describing the relationship between the estimates of h and p was p¼0.0081h 2 . Deviations from this model can be used to detect outliers due to biological processes or methodological issues. Subsampling analyses indicated that samples of n45 were sufficient to discriminate extremes of high from low population-level cox1 diversity, but samples of nX25 are recommended for greater accuracy.
INTRODUCTION
Intra-specific surveys of genetic diversity are increasingly being used to assist in the conservation and management of biodiversity. They involve the comparison of samples obtained from different locations or from a time-series at the same location, generally referred to as 'population-level' samples in literature. DNA sequence variation in these population-level surveys is often quantified using data from haploid loci, with the mitochondrial gene cytochrome c oxidase subunit I (cox1, COI) being the most frequently sequenced in animals. The popularity of cox1 stems from the availability of several sets of conserved PCR primers (for example, Folmer et al., 1994) and the dual purpose of cox1 as a molecular marker for both intra-specific variation and species identification (Bucklin et al., 2011) .
Several metrics are used for assessing diversity in population-level cox1 sequencing surveys. These include the absolute number of haplotypes, the number of unique or 'private' haplotypes, the probability that two randomly chosen haplotypes are different (haplotype diversity, h; Nei, 1987) and the average number of nucleotide differences per site between two randomly chosen DNA sequences (nucleotide diversity, p; Nei and Li, 1979) . Other reported metrics, such as Tajima's D (Tajima, 1989 ) and Fu's Fs (Fu, 1997) , are typically used for assessing demography and/or selection rather than diversity.
By far, the most commonly reported diversity metrics in population-level cox1-sequencing studies are h and p. These metrics are useful for biodiversity assessment because they can be influenced by a variety of factors such as the proportion of asexual to sexual reproduction, the size and age of populations, the degree of connectivity between populations, the extent of introgression from related species, the underlying mutation rate and the impact of selection (for example, Boyer et al., 2007; Cárdenas et al., 2009; Haig et al., 2010 ; see also Bazin et al., 2006; Wares, 2010) . In addition to these biological factors, population-level estimates of cox1 h and p are also affected by methodological issues. The best known of these is under-sampling. A low number of sampled individuals can artificially inflate or deflate h and p estimates (Nei and Li, 1979; Nei, 1987) . Other powerful sources of bias come from the inadvertent inclusion of cryptic species (for example, Knowlton, 1986) in 'single species' samples and through the PCR co-amplification of nuclear-mitochondrial sequences (numts; Lopez et al., 1994) together with the target mitochondrial locus cox1. These unwanted 'DNA contaminants' have the potential to increase h and substantially increase p estimates. It is also possible that DNA sequencing errors may have an impact on the estimation of population-level h and p. This may be negligible in many instances but could be a problem for samples with low molecular diversities owing to a lower signal-to-noise ratio (Clark and Whittam, 1992 ).
Even though population-level estimates of cox1 h and p are widely used, there are a number of fundamental issues associated with the comparison of these metrics that have yet to be addressed. One of these is the data set re-assembly. DNA sequence data set re-assembly is required in order to make accurate comparisons against published results and to reduce bias in meta-analyses. Re-assembled DNA sequence data sets provide these benefits because they can be edited to include only homologous positions and analyzed using exactly same methods. Data set re-assembly depends on the use of archived sequence data; however, not all of the sequence data used in published studies is archived. Some authors lodge complete population-level samples of DNA sequences in archives (for example, GenBank; www.ncbi.nlm.nih.gov/genbank/), others submit only those sequences that differ (unique haplotypes) to archives and provide frequency/ population identifier tables in the corresponding publications, whereas other authors do not archive any of the sequences generated for their publications at all. There is currently no information available on how many of the cox1 population-level data sets used in publications can be re-assembled from archived sequence accessions.
It is difficult for researchers to readily assess the wider significance of population-level cox1 h and p estimates because there is no published summary of this data. Specific comparisons between h or p from different studies are rare and context-dependent, involving species sharing taxonomic/ecological characteristics (for example, Kim et al., 2009) or population-level samples with similar levels of diversity (for example, Goodall-Copestake et al., 2010) . Furthermore, similar values of h or p may be referred to as low in one publication but high in another. Quantitative and qualitative comparisons of populationlevel cox1 h and p would benefit from a summary of published diversity estimates that is taxonomically broad and standardized to a homologous region of the cox1 gene.
Two other issues that warrant attention are the haplotype-nucleotide diversity relationship and the impact of under-sampling on these metrics. Bird et al. (2007) described a positive relationship between cox1-based population-level estimates of h and p in a study on three species of Hawaiian limpet (Cellana spp.). A greater understanding of the nature of this relationship may provide a useful aid to the interpretation of pairs of h and p estimates. However, the haplotype-nucleotide diversity relationship has not been assessed quantitatively or over a taxonomically broader range of samples. Likewise, little attention has been paid to the impact of sample size on the estimation of population-level h and p. Low sample numbers (for example, np5) are common in intra-specific sequencing studies due to difficulties associated with sample collection and the high cost of first generation (Sanger) DNA sequencing. Although it is generally appreciated that low sample numbers can lead to bias, it is not clear how strong this bias may be for population-level estimates of cox1 h and p.
In this study, we begin to address these fundamental issues associated with the comparative analysis of population-level cox1 diversity data. Specifically, we aim to quantify how many data sets from cox1 population-level studies can be re-assembled and to use reassembled data sets to provide a working series of standardized h and p estimates. We also aim to model the relationship between population-level estimates of cox1 h and p and to assess the sensitivity of these metrics to low sample sizes.
MATERIALS AND METHODS
Science literature databases were queried using the terms cytochrome c oxidase subunit I, cox1 and COI. The results of this search were manually examined for publications reporting estimates of h and p for samples of nX15 individuals from a single species per locality that were derived by analyzing X450 bases from the 5¢ region of the cox1 gene. The sample size of nX15 individuals was chosen as a compromise between the benefit of having a large comparative data set and the cost of bias introduced from small sample sizes. Criteria for species and sampling-site selection could not be refined because species and samplingsite boundaries differed between studies depending on the opinions of the corresponding authors. Only studies using overlapping fragments of cox1 DNA sequence were considered to ensure that subsequent comparative analysis could be performed using exactly the same (homologous) nucleotide sites within the gene. To maximize species coverage and fragment overlap, we focused on the 5¢ end of cox1 as this is most commonly sequenced region of the gene and defined a minimum sequence length cutoff of 450 bases.
Population-level cox1 sequence data sets from studies that matched our selective criteria were manually re-assembled using GenBank accessions and associated haplotype frequency/population identifier data within the corresponding publications. Estimates of h and p were calculated from each data set using the software DNASP v.5.10.01 (Librado and Rozas, 2009 ) and the results compared against those reported in the publications. Data sets that generated values of h and p which differed from the published results were excluded from subsequent analysis, if these discrepancies could not be explained by the rounding of numbers or obvious (correctable) formatting errors. New diversity estimates for each of the remaining data sets were then calculated using DNASP from a homologous 456-base region of cox1 that was common to all of the sequences. This DNA region corresponds to positions 136-591 within the full-length sequence of many invertebrate cox1 genes, for example the bumblebee (Bombus ignitus) cox1 gene in the mitochondrial genome accession NC_010967.
The relationship between h and p was investigated using the newly derived estimates obtained from the re-assembled 456-base data sets. Different potential models evaluating the relationship between the two metrics were compared based on the functional forms of h and p using least-squared non-linear regression methods. Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC) were used to examine relative model fit (Burnham and Anderson, 2002) using the software Mathematica v.8 (Wolfram Research, Long Hanborough, UK). Deviations from the fitted model were transformed as the square root of the absolute residuals. 75th and 95th deviation percentiles were then calculated from the transformed values.
To assess the effect of sample size on population-level estimates of cox1 h and p we used re-assembled data sets for the bumblebee Bombus ardens and Antarctic krill Euphausia superba (Goodall-Copestake et al., 2010). These species were selected to represent low-and high-diversity scenarios, respectively. Data sets of n¼50 individuals for each species were assembled by randomly selecting cox1 sequences from three location-specific samples of B. ardens (Hadandong, Jeongseon, Ulleungdo) among which there was no evidence for genetic structure and from a single swarmspecific net sample (number 2) of E. superba (Goodall-Copestake et al., 2010) . Sample order within both of the n¼50 data sets was randomized 100 times and subsamples of 2-49 individuals were selected from each randomization. DNASP was used to calculate h and p from the 456-base region of cox1 (defined above) for the starting sample of n¼50 and for each of the randomized subsamples.
RESULTS
An extensive search of over 500 publications identified 42 studies that matched our selection criteria (estimates of both h and p, samples of nX15 individuals per location, X450 bases sequenced from the 5¢ end of cox1). Only 19 publications provided sufficient information to allow full re-assembly of population-level data sets (Figure 1) . The main impediments to data set re-assembly were a lack of either archived DNA accessions (11 publications) or a lack of frequency data for archived unique haplotype lists (14 publications). Another factor was that some of the re-assembled data sets produced results that differed from those in the corresponding publications, even after taking into account discrepancies due to the rounding of numbers. Differences in six data sets could be corrected for, because they concerned obvious formatting errors within the publications (for example, the misplacement of a decimal place within a results table); however, 16 of the differences between re-assembled data sets and published results could not be resolved (Figure 1 ).
Data from a total of 127 population-level samples (locations) and 23 species were unambiguously re-assembled, with representatives of Crustacea and Mollusca dominating ( Figure 1 Functional breakdown of the data acquisition procedure. The upper pie chart represents the number of candidate population-level data sets found in publications that matched our search criteria and the lower pie chart the number of data sets re-assembled. Numbers in brackets after the data set descriptions follow: number of population-level data sets, number of corresponding publications. Abbreviations: h, haplotype diversity; n 1 , number of unambiguously reconstructed data sets; n 2 , total number of individuals; NA, not applicable; p, nucleotide diversity; Region, original DNA region sequenced relative to cox1 in accession NC_010967. Note: Mya arenaria contained a three base insertion not found in the other species.
population-level samples per species ranged from 1 to 14 (mean¼6, median¼5) and the number of individuals per sample ranged from the minimum cutoff of 15 to 91 (mean¼24, median¼20). DNA sequence lengths ranged from 494 to 1173 bases (mean¼666, median¼650). No stop codons were inferred in amino acid translations. Reducing the original variable-length cox1 sequence data sets to a homologous 456-base region did not cause any of the population-level samples with h40.00000, p40.00000 to become h¼0.00000, p¼0.00000. Estimates of h and p derived from the 456-base sequences differed from estimates from the variable-length sequences on average by a factor of 0.08808 and a factor of 0.16373, respectively. Haplotype diversity for the 456-base data sets ranged from 0.00000 to 0.98506 with a mean h¼0.63388 that was slightly smaller than the median (h¼0.70130). Nucleotide diversity ranged from 0.00000 to 0.01993 with a mean p¼0.00388 that was slightly larger than the median (p¼0.00356). Values for both of these cox1 diversity metrics encompassed a near-continuous range with the exception of one extreme p outlier corresponding to a single sample of the mite harvestman Rakaia denticulata (Table 1, Figures 2 and 3 ). There was a considerable amount of variation in both h and p estimates among population-level samples within species relative to the variance of h and p within the total data set (Table 1, Figure 2 ). Population-level samples of the shrimp Phycomenes zostericola (n¼10) exhibited the greatest within species variation, with estimates of h covering 98% of the total data set range and p covering 49% of the total range. Only a few species had population-level samples with similar levels of diversity, for example E. superba for which the variance in both h and p of population-level samples (n¼9) was o10% of the total data set range.
The relationship between the population-level estimates of h and p was positive and non-linear (Figure 3 ). Model selection using AIC criteria did not reveal strong statistical differences between a simple p¼bh 2 model, an exponential model p¼ae bh and more complex square forms involving more parameters and terms (p¼a+bh 2 ; p¼a+gh+bh 2 ). BIC criteria identified p¼h 2 as the most parsimonious model. The fit of this was p¼0.0081h 2 , adjusted R 2 ¼0.823, P{0.0001. Deviation boundaries from the fitted model, calculated using the transformed residuals, were ± 0.0021+0.0081h 2 for the 75th percentile boundaries and ± 0.0036 +0.0081h 2 for the 95th percentile bound- Figure 3 Nucleotide-haplotype diversity relationship based on populationlevel estimates (n¼127) derived from a homologous 456-base region of cox1. Fitted model p¼0.0081h 2 shown as a thick dark line within two thin lines that represent 95% confidence intervals. The 75th and 95th percentiles of the square root transformed residual data are shown as dashed and dotted lines, respectively. Population-level estimates with the largest deviations are numbered to identify the species: 1, C. nucula; 2, E. superba; 3, M. squamiger; 4, P. zostericola; 5, R. denticulata.
aries. The largest deviations from the fitted model were due to samples with a higher than expected p for a given h (Figure 3 ; see also Table 1, Figure 2 ). The outlier sample of R. denticulata occurred well beyond the upper 95th percentile, whereas some samples of the chicken-liver sponge Chondrilla nucula, solitary ascidian Microcosmus squamiger and E. superba exhibited less extreme deviations just beyond the 95th boundary. One sample from the species P. zostericola occurred on the 95th percentile boundary.
Sample sizes of np5 individuals produced overlapping estimates of h and p between the 'low-diversity' B. ardens and the 'high-diversity' E. superba population-level data sets (Figure 4) . Samples of n¼23 individuals from B. ardens and n¼15 individuals from E. superba were required before the variance between subsamples was reduced to o0.25 of the total subsampling variation found in these species. For h, variance was larger among subsamples of B. ardens than among subsamples of E. superba. In contrast, for p the variance among subsamples was larger for E. superba than for B. ardens.
DISCUSSION
Data archiving and data set re-assembly More than half of the population-level cox1 sequence data sets from peer-reviewed publications matching our selection criteria could not be re-assembled (Figure 1) . Such a high proportion of unavailable raw data impedes what can be achieved through re-analysis, which is particularly important for commonly sequenced genes like cox1, and highlights the importance of current efforts by the research community (data generators, data managers and publishers) to promote data archiving (Whitlock et al., 2010) . Of those data sets that were re-assembled, 15% generated results that differed from results presented in the corresponding publications (Figure 1 ). This level of incompatibility is troubling. It implies that the research community also needs to promote measures to verify the credibility of published diversity estimates, archived data and references to this data.
The reduction in total sample size from 361 to 127 during data acquisition (Figure 1 ) begs the question of whether it is worthwhile re-assembling DNA sequence data sets for comparative analysis. To investigate whether this procedure improved our analysis, we re-modeled the relationship between h and p using our initial estimates of these metrics that were derived from the original variable-length cox1 sequences (n¼127). Although the model and fit was similar (p¼0.0074h 2 , adjusted R 2 ¼0.818, P{0.0001), the position of notable samples from the species C. nucula and M. squamiger relative to the deviation percentile boundaries changed. These outliers occurred above the upper 95th percentile in analysis using the homologous 456-base sequences (Figure 3 ), but they occurred below the re-derived upper 95th percentile when using the original variablelength cox1 sequences (data not shown). This suggests that data set reassembly and the derivation of new diversity estimates using a homologous region of DNA had increased our ability to detect subtle outliers. We recommend this approach for the comparative analysis of population-level cox1 h and p to remove the impact of variable sequence length-based error. This method also has the benefit of reducing error that may arise through the direct analysis of inaccurately published diversity estimates.
A pitfall of the manual data set re-assembly adopted herein is that it is laborious. This process could potentially be automated by adapting the methods used in meta-analyses by Bazin et al. (2006) or Wares (2010) in which population-level cox1 sequences were collated into species-level data sets. Algorithms would need to be developed to account for archived lists of unique haplotypes and to group DNA sequences according to population identifiers. It is crucial to deal with unique haplotype lists because a failure to do so would generate flawed data sets that yield biased estimates of h and p. For this type of automated approach to work, it may also be necessary to apply complimentary changes to data archives and future archiving procedures.
Haplotype and nucleotide diversity variation Intra-specific variation for estimates of h and p was generally large compared with the variance of the total data set (Table 1, Figure 2 ). This finding reflects the dominant role of ecological and populationlevel processes in determining levels of genetic variation (for example, P. zostericola; Haig et al., 2010) in addition to underlying factors such as mutation rate (Boyer et al., 2007) . However, a substantial component of the variance may also be due to error from under-sampling (see below), the inadvertent inclusion of cryptic species or possibly contaminating numt DNA/sequencing errors. The large variance among population-level samples described here implies that, even when intra-specific variance is low (for example, E. superba; Figure 2 ), it is important to sample species distributions thoroughly and carefully before drawing conclusions about the level of h and p for species as a whole. In order to improve the clarity and consistency with which population-level estimates of h and p are reported in the future, we advocate comparing them against the values in Table 1 . In addition to quantitative comparisons against specific values, median values derived from the complete data set can be used as a cutoff for qualitative descriptions of low and high diversity. For example, in the study by Raupach et al. (2010) on benthic shrimp species, estimates of h and p for samples of Chorismus antarcticus fall below the median value and thus could be categorized as low diversity, whereas samples of Nematocarcinus lanceopes fall above the median and thus could be termed high diversity (Table 1, Figure 2) .
The relationship between h and p The positive relationship we described between population-level estimates of cox1 h and p (Figure 3 ) has been noted previously by Bird et al. (2007) . However, to our knowledge, this is the first time that a model describing the relationship between the two metrics has been reported. The BIC criteria identified p¼h 2 as the most parsimonious model. This relationship emerges because p is based on the pairwise comparison of nucleotide differences within distinct haplotypes and is dominated by the square term (Nei and Li, 1979; Nei, 1987) . We propose that the deviation of individual samples from this relationship can be used to identify outliers that might not be evident through the assessment of h or p alone. The extent of deviation from the model can be assessed by comparison with the 75th and 95th percentile deviation boundaries (Figure 3) . To assess the deviation of new diversity estimates, h and p should be derived from the 456-base region of cox1 defined in the Materials and methods. A predicted nucleotide diversity (p p ) can be calculated from the observed haplotype diversity (h o ) using the relationship p p ¼0.0081h o 2 . A value for comparison against the percentile curves (75 and 95%) for the transformed residuals can then be calculated using D¼O|(p o Àp p )|. The greater the deviation of a sample from the model's expectations, the greater the need for additional investigation, as this may reveal notable biological processes or the impact of methodological error.
The extreme deviation of the R. denticulata sample well beyond the upper 95th percentile in Figure 3 could reflect a range of processes according to Boyer et al. (2007) , including secondary contact between divergent haplotypes, high mutation rates and the inadvertent sampling of cryptic species. The more subtle deviations found in samples of C. nucula and M. squamiger may represent secondary contact between divergent lineages (Duran and Rützler, 2006; Rius et al., 2008) , whereas that shown by E. superba probably reflects the exceptional abundance and mixing of swarms of this species (GoodallCopestake et al., 2010) . An explanation for the slight deviation of the P. zostericola sample is not obvious on the basis of the corresponding publication (Haig et al., 2010) . It may represent a biological process or possibly sampling error given the number of individuals involved (n¼15) and the potential for error associated with a sample of this size (see Figure 4) .
The effect of sample size on haplotype and nucleotide diversities Subsampling analysis indicated that samples of np5 individuals, which are not uncommon in published studies, could generate highly variable estimates that hinder accurate h and p comparisons (Figure 4 ). Higher sample sizes (n45) were shown to be sufficient to discriminate low-diversity populations such as in B. ardens ) from high-diversity populations like those in E. superba (GoodallCopestake et al., 2010) . The impact of under-sampling on estimates of h and p was context-dependent. Estimates of h were more sensitive to under-sampling bias if the focal population harbored limited cox1 variation (B. ardens), because a large number of individuals must be sampled from the population in order to register the presence of lowfrequency alleles. By contrast, p was more biased by low sample numbers if the focal population was highly variable at cox1 (E. superba) as divergent alleles in such populations have a large impact on estimates derived from small sample sizes.
Results from the B. ardens and E. superba analyses showed that, with a sample size of nX23 individuals, the total subsampling variance was reduced by at least a factor of four. At this arbitrary level, multiple 'broad' categories of h and p can be distinguished; although clearly much larger sample sizes are required to achieve a greater resolution (for example, to recover non-zero values of h in B. ardens). As a ruleof-thumb we suggest using sample sizes of nX25 individuals in future comparisons of population-level cox1 diversity. This number is achievable for many species and represents a practical compromise between the current expense of data generation and the obvious benefit of high n numbers.
Significance beyond cox1
The present study highlights a number of issues concerning the archiving and comparative analysis of population-level cox1 sequence data, on the basis of which we make a number of recommendations. In addition, we propose a general method to assess paired haplotypenucleotide diversity estimates. This is not only relevant to cox1 data but also applicable to other sources of haploid (chloroplast, mitochondrial, sex-chromosome) DNA sequence data used to investigate intra-specific diversity in both animals and plants. In particular, we recommend that a similar approach is taken for analyses of mitochondrial control region (D-loop) data, which is widely used for population-level studies on mammals.
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