A sequential rule expresses a relationship between two series of events happening one after another. Sequential rules are potentially useful for analyzing data in sequential format, ranging from purchase histories, network logs and program execution traces.
Introduction
Sequential pattern mining first proposed by Agrawal and Srikant (1) has been the subject of active research (2; 3; 4; 5; 6; 7). Given a database containing sequences, sequential pattern mining identifies sequential patterns appearing with enough support. It has potential application in many areas such as analysis of market data, purchase histories, web logs, etc.
Sequential rules express temporal relationships among patterns (8) . It can be considered as a natural extension to sequential patterns, as association rules are to frequent itemsets (9) . A sequential rule expressed as pre → post, specifies that there is sufficiently high confidence that the pattern post will occur in sequences following an occurrence of pre. Sequential rules extend the usability of patterns beyond the understanding of sequential data. A mined rule represents the constraint that its premise is followed by its consequent in sequences. Hence, rules are potentially useful for detecting and filtering anomalies which violate the corresponding constraints. They have applications in detecting errors, intrusions, bugs, etc.
Mining rule-like sequencing constraints from sequential data has been shown useful in medicine (e.g., (10) ) and software engineering (e.g., (11; 12; 13)) domains. Some examples of useful rules include:
1. (Market Data) If a customer buys a car, he/she will eventually buy car insurance. This is potentially useful in designing personalized marketing strategy.
(Medical Data)
If a patient has a fever, which is followed by a drop in thrombosite level and followed by appearance of red spots in the skin, then it is likely that the passenger will need a treatment for dengue fever. This is potentially useful in predicting a suitable type of treatment needed for a patient.
(Software Data) If a Windows device driver calls KeAcquireSpinLock,
then it eventually needs to call KeReleaseSpinLock (14) . Spiliopoulou (8) proposes generating a full set of sequential rules (i.e., all frequent and confident rules) from a full set of sequential patterns (i.e., all frequent patterns). Generating a full set of sequential rules can be very expensive. The number of frequent patterns is combinatorial to the maximum pattern length: if a sequential pattern of length l is frequent, all its O(2 l ) subsequences are frequent as well. Each frequent pattern of length l can possibly generate l rules (depending on the minimum confidence threshold).
Hence, there is an exponential growth in the number of rules with respect to the maximum pattern length.
To tame the the explosive growth of rules, we propose mining a nonredundant set of sequential rules. Central to our method is the notion of rule inference. This notion is used to define and remove redundancy among rules.
When using the set of mined rules as a composite filter, replacing a full set of rules with the non-redundant subset of rules does not impact the accuracy of the filter.
There have been many studies on mining frequent sequential patterns (1; 15; 16; 17; 2; 3; 4; 5). These studies include those mining a compact representation of patterns, referred to as closed patterns (6; 7) and generators (18; 19) . These compact representative patterns can be mined with much more efficiency than the full set of frequent patterns. However, there has not been any study relating these compact representative patterns with a non-redundant set of sequential rules. In particular the following questions need to be addressed: Can a non-redundant set of rules be obtained from compact representative patterns? What types of compact representative patterns need to be mined to form non-redundant rules? What do we mean by a non-redundant set of rules? Can we characterize the non-redundant set of rules? How to use representative patterns to form non-redundant rules? How much effort is needed to obtain a non-redundant set of rules from compact representative patterns? Can we design an efficient algorithm to obtain a non-redundant set of rules from patterns?
In this paper, we address the above research questions. We focus on performing an investigation and a characterization of a set of non-redundant sequential rules built upon existing studies on compact sets of representative sequential patterns. In addition, we propose an algorithm, develop a tool, and perform a performance study on mining a non-redundant set of sequential rules.
We investigate four different sets of patterns, namely generators, projecteddatabase generators, closed patterns and projected-database closed patterns.
For the projected-database generators and closed patterns, aside from the format and support values of patterns, we also consider their projected database (c.f. (3; 6)).
A rule set can be formed by composing patterns. We investigate various configurations of compositions of the above 4 sets of patterns. These sets are then evaluated based on the two criteria of completeness and tightness.
A rule set is complete, if each frequent and confident rule can be inferred by one of the rules in the rule set. A rule set is tight, if the set contains no redundant rules. We characterize a tight and complete set of non-redundant rules based on these configurations.
Additionally, to further reduce the number of mined rules, we propose a rule compression strategy to compress the set of non-redundant rules. This strategy is in the same spirit as how closed patterns are used as a compressed representation of a full set of frequent patterns.
We propose an algorithm to mine this compressed set of non-redundant rules. Our performance study shows much benefit in mining non-redundant rules over a full set of rules. The study shows that the runtime and number of rules mined can be reduced by up to 5598 times and 8583 times respectively! The contributions of our work are as follows:
1. We propose a concept of non-redundant rules based on logical inference.
We investigate different sets of patterns and their various compositions
to form different sets of rules. We study the quality of these rule sets with respect to completeness and tightness.
3. We characterize a tight and complete set of non-redundant rules based on compositions of patterns.
4. We propose and characterize compression of the non-redundant set of rules.
5. We develop an algorithm to mine the compressed set of non-redundant rules and show that it performs much faster than mining a full set of sequential rules.
The outline of this paper is as follows. Section 2 presents terminologies and definitions used. Among other things this section defines the meaning of closed pattern, generator, projected database, equivalence class, rule satisfiability and support & confidence values of rules. Section 3 describes some important properties of pattern-sets and also of rule inference. These properties are needed in later sections to show that a set of rules is a complete and tight set of non-redundant rules. Section 4 describes various configuration of rules by composing various pattern sets and characterizes them with respect to completeness and tightness. This section also characterizes a tight and non-redundant set of rules by composition of two different pattern-sets. Section 5 describes the concept of compressed set of rules. Section 6 describes our algorithm to mine a compressed set of non-redundant rules. Section 7 describes our performance study. Section 8 compares and contrasts our method and contribution with related works. Section 9 discusses issues on uniqueness of a tight and complete set of non-redundant rules and a more complex rule inference strategy. Section 10 concludes this paper.
Definitions
Let I be a set of distinct items. Let a sequence S be an ordered list of events. We denote S by e 1 , e 2 , . . . , e end where each e i is an item from I. A pattern P 1 = e 1 , e 2 , . . . , e n is considered a subsequence of another pattern
We also say that P 2 is a super-sequence of P 1 . The sequence database under consideration is denoted by SeqDB. The length of P is denoted by |P |. A pattern P 1 + +P 2 denotes the concatenation of pattern P 1 and pattern P 2 .
The absolute support of a pattern wrt to a sequence database SeqDB is the number of sequences in SeqDB that are super-sequences of the pattern.
The relative support of a pattern w.r.t. to SeqDB is the ratio of its absolute support to the total number of sequences in SeqDB. The support (either absolute or relative) of a pattern P is denoted by sup(P, SeqDB). We ignore 
To illustrate the concept of projected database, consider the example database ExDB shown in Table 1 . As examples, projected databases wrt. Tables 2 & 3 respec- tively. Projected-database-closed pattern (LS-Closed) was first introduced in (6) . As an example, consider a pattern P = A, B and two sequences S1 = A, C, B and S2 = C, D . The first sequence S1 matches P since P S1.
ExDB on patterns A, B and A, B, C are shown in

C, B, D, A, B, C, D E, C, F, D F, C, D, E
The second sequence S2 does not match P since P S2. 
A sequence S satisfying a rule r is denoted by r S ; otherwise, it is denoted by ¬r S .
Following from the pattern example above, consider a rule r = A → B and two sequences S1 = A, C, B and S2 = C, D . S1 satisfies r since B occurs after the occurrence of A in S1. In contrast to the pattern example, S2 satisfies r since we cannot find any A in S2. 
X/Y ) by r.P re/r.P ost.
Formally, we also define significant rules, i.e., frequent and confident rules in Definition 2.9.
Definition 2.9 (Rule Significance). A rule with support higher than a
threshold min sup is considered frequent. A rule with confidence higher than a threshold min conf is considered confident.
Inference, Redundancy and Pattern Properties
Our approach to mining a non-redundant set of rules lies in a construction based on rule inference. In this section we define rule inference and mention properties relating to pattern-sets and rule inference. 
Definitions of Inference and Redundancy
2. sup(r 1 , SeqDB) = sup(r 2 , SeqDB) and conf (r 1 , SeqDB) = conf (r 2 , SeqDB).
Definition 3.2 (Redundant Rules). A rule is said to be redundant in a set of rules R iff it can be inferred by another rule in R.
Consider the following two rules: r 1 = A → B,C,D and r 2 = A → B having the same support and confidence. r 2 is redundant since it can be inferred by r 1 .
Properties of Pattern Sets and Inference
We now identify some properties associated with patterns. We then leverage on these properties to highlight the properties of rule inference and rule coverage. 
Proof: The right-to-left direction. Suppose the 4 conditions holds. Condition 1 ensures that whenever pre Y doesn't hold, pre X will also not hold.
This implies that whenever r Y holds (vacuously), r X also holds (vacuously).
Condition 2 ensures that whenever pre
hold. This implies whenever r Y holds (not vacuously), r X also holds. Conditions (3) and (4) ensure that r Y has the same support and confidence as r X .
Hence, the above are sufficient condition for inference (c.f., Definition 3.1).
The Then r 2 and r 3 satisfy the sufficient inference property. Hence, r 2 infers r 3 .
However, r 1 does not infer r 2 and r 2 does not infer r 1 , as r 1 and r 2 have different support and confidence.
Theory of Non-Redundant Rules
Generating sequential rules from a full set of sequential patterns can be exorbitant. Yan et al. (6) have shown that the size of a full set of sequential patterns is exponential to the maximum length of patterns in the closed pattern set.
We therefore advocate using generator and closed pattern sets (either regular or projected-database) to generate sequential rules. Furthermore, instead of generating all frequent and confident sequential rules, we strive to generate a non-redundant set of sequential rules from which all other rules can be derived. There are three technical challenges pertaining to this research direction: (1) The assurance that all interesting rules can be logically inferred from this non-redundant set (i.e., the non-redundant set is complete), (2) the assurance that the set of non-redundant rules is tight, and (3) the need to compute the support and confidence of all rules efficiently.
The following sub-sections analyze various configurations of rule sets in terms of completeness and tightness by composing different pattern sets. A configuration that results in a tight and complete set of non-redundant rules is then identified.
Characterization of Non-Redundant Rules
Based on the 4 pattern sets defined in Section 2 -LS-Key, LS-Closed, CS-Key and CS-Closed -we can form different sets of rules by composing these patterns to infer all other frequent and confident rules. The purpose of this section is to characterize these rules with respect to two properties namely:
1. Completeness: All frequent and confident rules can be inferred from the generated set of rules.
2. Tightness: There exists no two different rules r and r in the final set of rules where r infers r . which is frequent and confident. Hence, the configuration is not complete. 
Tight and Complete Set of Non-Redundant Rules
Intuitively, the meta rule (Key, Closed) matches closely the sufficient and necessary condition of rule inference described by Property 4. We want the mined rules to have shortest pre-conditions and longest post-conditions.
However, no configuration in the (Key, Closed) family is complete and tight.
We need to relax some constraints so that the set of rules become complete.
We then need to tighten some other constraints so that the set of rules becomes tight.
We first relax the first input to the configuration to be a new pattern set defined below. is in CS-Closed.
Completeness now follows by transitivity of rule inference.
We next show that the configuration is not tight by means of a counter example. Consider the following database. (1) pre pre; (2) pre + +post pre+ +post; (3) sup(r)=sup(r ); and (4) conf(r) = conf(r ). From 3 and 4, we have sup(pre)=sup(pre ).
Since pre pre, sup(pre ) = sup(pre), and both pre and pre are in 
Theorem 11. Configuration(Prefix-Key, CS-Closed) -REDUNDANT is
complete and tight.
Compressed Set of Rules
Configuration(Prefix-Key,CS-Closed) -REDUNDANT is the tight and complete set of non-redundant rules. Note that a pattern X k is ∈ Prefix-Key is a frequent pattern. For every X k in Prefix-Key, there is a closed pattern cp in LS-Closed where X k ∈ EQClass(cp,LS).
An equivalence class can be represented by either closed patterns or generators. The former set usually contains fewer members than the latter set.
So we propose a mechanism to "compress" a non-redundant rule set by replacing the set of Prefix-Key generator premises with their corresponding set of LS-Closed closed patterns through a definition of a compression operation as follows.
Definition 5.1 (Compressed Rules). We allow rules of the form key(X) → Y where X ∈ LS-Closed. We call these the compressed rules. The meaning of a compressed rule denoted as [key(X)
Note that s need not be ∈ SeqDB.
Then we can define the notion of a compressed rule set being sound and complete.
Definition 5.2 (Sound and Complete). Consider a rule set R mined from SeqDB wrt min sup and min conf thresholds. A compressed rule set R c is sound and complete for R iff the following hold:
R = (key(X k )→Y c )∈R c [key(X k ) → Y c ] and ∀r ∈ [key(X k ) → Y c ]. r
has the same support and confidence as key(X
The compressed set of Configuration(Prefix-Key,CS-Closed) can be defined as:
Configuration-Key (LS-Closed, CS-Closed) = {key(pre) → post| pre ∈ LS-Closed, prepost ∈ CS-Closed, prepost = sh+ +post where sh is the shortest prefix of prepost which is a super-sequence of pre.}
The configuration is a sound and complete compression as stated in the following theorem.
Theorem 12. Configuration-Key (LS-Closed,CS-Closed) is a sound and complete compression of Configuration (Prefix-Key, CS-Closed).
Proof: Let us refer to Configuration (Prefix-Key,CS-Closed) and ConfigurationKey (LS-Closed, CS-Closed) as CNF and CNFKey.
We first show that for an arbitrary rule r = pre → post in CNF, there We would also like to mention the upper bound on the size of the compressed rule set. This is described in Corollary 13. 
Mining Algorithm
To generate the compressed non-redundant set of rules, i.e. ConfigurationKey (LS-Closed, CS-Closed), one must first mine the patterns. There are existing algorithms to mine CS-Closed set, e.g. BIDE (7). However, there is no algorithm in existing literature to mine LS-Closed.
Fortunately, BIDE, in effect employs a search space pruning strategy that prune all search sub-spaces that contain patterns not in LS-Closed set. A pattern that is not pruned is subjected to an online tests (i.e., while closed patterns are being generated) to check whether it is in CS-Closed. With modification, rather than discarding patterns that are in LS-Closed but not in CS-Closed, we also print these patterns out while flagging them as belonging 
Performance Study
We perform a performance study using the synthetic data generator provided by IBM which was also used in (6; 1). We modify the data generator to ensure generation of sequences of events (i.e., all transactions are of size 1).
1 PrefixSpan has a similar depth-first mining architecture as BIDE (7) used by our non-redundant rule mining algorithm. 2 In case too much memory is needed to load all frequent patterns at line 1, we load the patterns in batches and process them accordingly.
We also consider a real sequence dataset from commonly used benchmark in software engineering field.
Experiments were performed on a Fujitsu E4010 laptop with Intel Mobile 1.6GHz and 512MB main memory, running Windows XP Professional. Algorithms were written using Visual C#.Net running under .Net Framework Since the analysis is based on traces rather than code, one will not face the problem of infeasible paths (24) , also dynamic inputs and environment will be taken into consideration and the analysis is not restricted to cases where source code is available (i.e., third-party binary code, network events, etc.).
These rules can potentially be used for detection of abnormal behavior either corresponding to software bugs, anomalies or intrusion (c.f., (25) ). We leave these potential case studies for future work and focus more on performance issues. for TCAS dataset
In the experiments with TCAS dataset, we did not mine the full set of rules as the number of rules are huge and not minable even at support level of 100%. The traces share many similarities (the longest rule of support 100% is of length 28). The result for mining compressed non-redundant rule set is shown in Figure 6 . It shows that the non-redundant rule mining algorithm can work in a real application setting where the full-set rule mining algorithm fails due to scalability issues. This shows a major benefit of mining compressed non-redundant rules.
Related Work
We discuss three areas of research related to our work.
Non-Redundant Association Rule Mining & Non-Derivable Itemset
Mining. Zaki and Hsiao mined a non-redundant set of association rules (26) (see also (27) Sequential rules extend the usability and expressiveness of patterns beyond the understanding of sequential data. A mined rule represents a constraint that its premise is followed by its consequent in sequences. Furthermore, the interestingness of a rule is measured by both support and confidence. The notion of confidence is useful especially when the support threshold specified is low. Hence, rules are potentially useful for detecting and filtering anomalies which violate the corresponding constraints. They have potential application in detecting errors, intrusions, bugs, etc. Mining rule-like sequencing constraints from sequential data has also been shown useful in medicine (e.g., (10) ) and software engineering (e.g., (11; 12; 13)) domains.
In this paper, the question how a set of non-redundant rules can be generated from compact representative patterns, is comprehensively addressed.
Issues pertaining to generating a non-redundant set of rules are orthogonal to that pertaining to generating a closed set of patterns or a set of sequential generators. We introduce the concept of rule inference to generate a non-redundant rule set in which all frequent and confident rules are either reported or inferred by some reported rules. Recently, studies in (11; 12; 29; 10; 13) mine temporal rules, outlier detection rules, sequential classification rules, progressive confident rules and recurrent rules respectively. These rules can be considered as variants of sequential rules; they add or remove some constraint or information from the sequential rules. In this study, we focus on the classical sequential rules. More importantly, different from our study, none of the above studies consider redundancy based on rule inference. Aside from these more general differences, other specific differences are described in the following paragraphs.
The study in (11) The studies in (29) and (10) Among these 5 studies, nearest to our study is the study in (13) which mines long recurrent rules by actively removing those shorter rules which are sub-sequences of the longer rules. In (13) , the resultant set of rules will be more compact, but there will be no semantic, but only syntactic relationship between the smaller set of rules and the original set of rules. Using the set of mined rules as a composite filter, replacing a full-set of rules with the non-redundant set of rules may potentially impact the accuracy of the filter.
Since these studies mined different rules and consider different scenarios, we focus our comparative study on the classical sequential rules originally proposed by Spiliopoulou in (8) . In the future, we are looking into extending the study further to address non-redundant rule mining based on classical rule inference to the above studies.
Discussion
In this section, we discuss: (1) Uniqueness of a tight and complete set of non-redundant rules, (2) More complex rule inference strategy. Also since RSet' is complete ∃ r 3 ∈ RSet . r 3 → r 2 . However, due to transitivity property of rule inference, r 3 → r 1 . This is a contradiction since we assume that RSet is tight.
More complex rule inference strategy. In this study, we consider a rule to be redundant if there exists another mined rule that infers it. We guarantee that the resultant non-redundant rule set to be tight and complete.
Another interesting study is to consider more complex rule inference strategy involving inference by a set of rules: multiple mined rules can infer another mined rule which can then be rendered removed. The issue of potentially multiple solution sets (i.e, non-uniqueness of resultant non-redundant rule set) need to be addressed accordingly.
We leave this interesting direction of study for future work. In this work, we see that even with the current redundancy inference strategy, there is a huge reduction in the size of mined rules and improvement in the mining speed at both high-and-low support thresholds.
Conclusion & Future Work
In this paper, we propose and characterize a non-redundant set of sequential rules. A mined rule is redundant if it can be inferred by another mined rule. We base our investigation and characterization on past stud- and tightness (i.e., no mined rules are redundant). We find that Configuration (Prefix-Key,CS-Closed) -REDUNDANT is the tight and complete set of non-redundant sequential rules. Additionally, we propose and characterize a compressed set of non-redundant rules. A mining algorithm has been proposed and developed to mine this compressed set of rules. A performance study has been performed to evaluate the benefit of mining compressed nonredundant rule set. The study shows large improvements in both runtime and compactness of mined rules over mining a full set of sequential rules.
Runtime was improved up to 5598 times! The number of rules was reduced up to 8583 times! As a future work, we plan to investigate the following areas. First, we would like to try to improve further the efficiency of the mining algorithm. Furthermore, investigation of application of non-redundant set of sequential rules to tasks such as web-log analysis, software engineering, etc. will also be an interesting direction we plan to explore. We believe the efficiency of non-redundant sequential rule mining and the compactness of mined rules will facilitate applications of sequential rules to more application domains.
A. Concurrently mining CS-and LS-Closed
To understand how BIDE (7) can be modified to concurrently mine both CS-and LS-Closed sets, in this section, we first describe some terminologies mentioned in BIDE's paper (7), present some lemmas and relate these to how BIDE's algorithm can be modified. Proof: The left to right direction. We first show that if P is in LS-Closed, then there is no e and i, where event e is in the i-th semi-maximum periods of P for every S ∈ SeqDB. Taking the contrapositive of the above statement we have if there is an e and i, where event e is in the i-th semi-maximum periods of P for every S ∈ SeqDB, then P is not in LS-Closed.
Suppose there is an event e which is in the i-th semi-maximum period of P for every S ∈ SeqDB, we can then form a longer pattern P by inserting e between event (i-1) and (i) of P (if i > 1) or by pre-pending e before P (if i = 1) which will have the same support as P . From the definition of semi-maximum period, first instances of P and P in SeqDB will be the same. Hence, P and P have the same projected database. Since there exists a P which is a super-sequence of P having the same projected database, P is not in LS-Closed. This is a contradiction. We have proven the left to right direction of the lemma.
The right to left direction. We next need to show that if there is no e and i, where event e is in the i-th semi-maximum period of P for every S ∈ SeqDB, P will be in LS-Closed. Again, taking the contrapositive, the above statement is equivalent to: if P is not in LS-Closed then there exists an e and i, where event e is in the i-th semi-maximum period of P for every S ∈ SeqDB.
Suppose P is not in LS-Closed, this means that there exists a longer pattern P , where P is a super-sequence of P , the length of P is one event longer than P and they have the same projected database. It must be the case then that there exists two shorter patterns X and Y (with X possibly empty), where: P = X+ +e2+ +Y P = X+ +e+ +e2+ +Y Since P and P have the same projected database, for every sequence S in SeqDB, the first instance of P in each sequence S which is a supersequence of P in SeqDB will also be the first instance of P . Let i = the length of pattern X. From the above, event e must occur between the first instance of X (exclusive) and the (i + 1)-st last-in-first appearance w.r.t. to P (exclusive) for every sequence S in SeqDB. From the definition of semimaximum period, e must be in the (i + 1)-st semi-maximum period of P for every S ∈ SeqDB. We have proven the right to left direction of the lemma.
Lemma 16. If P and P have the same projected database and P is a supersequence of P , then for an arbitrary series of events evs, P + +evs will not be in LS-Closed.
BIDE employs the search space pruning strategy called backscan pruning: Let evs be an arbitrary series of events, if a pattern P has an event e appearing in each of its i-th semi-maximum period for all sequence S in SeqDB than P as well as P + + evs are not in CS-Closed. Lemma 15 guarantees that any pattern not pruned by the backscan pruning strategy must be in LS-Closed. Lemma 16 guarantees that there is no point in extending pattern P if it has been pruned by the backscan pruning strategy.
Using the above two lemmas, one can continue to cut the search space by using the backscan pruning of BIDE. BIDE employs an online check to see whether a pattern which is not pruned is in CS-Closed which is called the BIDE closure checking scheme. We can distinguish members of LS-Closed that is not a member of CS-Closed by the result of this check. The runtime of modified BIDE is similar to the original BIDE since we cut the same search space as BIDE, i.e., search space containing those patterns which are not in LS-Closed.
