Recently, spatial data set for fine zone scale becomes more important in urban planning. However, social or economic activity data such as transportation or production output are often difficult to get in the fine zone scale, due to the difficulties in survey. Comparing to these data, demographic data obtained in national census is able to easily get, so then an area interpolation by a regression approach can be applied to estimate the value of objective variable in fine zone. On the other hand, Modifiable Areal Unit Problem (MAUP), often cause a serious problem such as biased estimation of the statistical model parameter due to inadequate treatment for spatial dependencies in the spatial dependency matrix. This study develops a novel spatial econometric model with areal interpolation by using spatial aggregation matrix and spatial decomposition matrix. The proposed model fulfills the pycnophylactic property (i.e. spatial aggregation condition) between fine and source zone.
Introduction
Recently, geo-reference between different spatial data source becomes easier due development of GIS. In addition, we can get finer zone scale data, which would contribute to urban and regional planning. On the other hand, social or economic activity data such as transportation or production output are not available in the fine zone scale, due to the difficulties in survey. Thus, following case often occurs that analyst is only available for larger zone scale data than they really need. In such case, areal interpolation is applied for estimating fine zone scale data. Though many method of areal interpolation have been proposed so far, intelligent method referring to spatial property is accumulated in this field following to the expansion of geo-statistics (Sadahiro, 2000) . For example, zonal data in demographic characteristics obtained in national census becomes easier to get in fine zone scale than that in economic activity or transportation, so then an area interpolation by a regression approach can be applied to estimate the objective variable in fine zone from the larger zone. Since the spatial data have a scale dependent property, interdependency between neighbor zones and heterogeneity of data differently appear depending on the spatial aggregation level (zone size). The former is called as "the first row of geography" (Tolber, 1970) , and the latter is called as "Modifiable Areal Unit Problem (MAUP)" (Openshow, 1984) . In the spatial econometric model, MAUP often causes a serious problem such as biased estimation in model parameter due to inadequate treatment in error term covariance or heteroscedasticity of variance.
This study develops a novel spatial econometric model with areal interpolation by using spatial aggregation matrix and spatial decomposition matrix. These matrices satisfy the pycnophylactic property about the spatial consistency of the data between fine (small) and source (large) zone.
Spatial aggregation model

Spatial aggregation matrix
In the following analysis, the spatial data for independent variables is only available in small (fine) scale zones (the number of zones is N), while the dependent variable is only available in large scale zone.
Suppose the number of available data for dependent variable be M, and that for independent variable be N, so then M < N is fulfilled. Hereafter, S and L denote small scale and large scale, respectively.
One of the most important consistencies required in spatial econometric models is the pycnophylactic property (Tolber, 1970) . The property in a regression model is that the predicted value of dependent variable in large scale zones, calculated by aggregation of small zone scale, is identical to the observed value of large zone scale. Such property is expressed in Eq. (1). 
Model specification
Spatial econometric models can be classified into several types. For example, a spatial autoregressive model (SAR) considers the spatial correlation of dependent variables, and a spatial moving average model (SAM) considers error terms spatial correlation (Anselin, 1988) .
Manski proposed a generalized model called in Manski model including the aboves as variants (Elhorst, 2010a) . The Manski model is formulated in Eq. (5). In this study, for simplicity, we define  as Eq. (6) using  (spatial parameter about independent variables).
In order to discuss the regression based areal interpolation, we integrate the zone size difference with Manski model. Firstly, Small Zone model (SZ model) is also defined as spatial econometric model using data of small zone. It is formulated in Eq. (7).
The spatial aggregation model is a regression model with an aggregation from N zones to M zones, multiplying both sides in Eq. (7) by B . It is formulated in Eq. (8).
identity matrix. For simplicity, we define Eq. (9).
Eq. (8) can be simplified by using Eq. (9).
Model estimation procedure
Eq. (10) cannot be estimated by OLS due to the existence of heterogeneous variance and correlation of errors, so then the maximum likelihood estimation (MLE) is required for estimating Eq. (10). The log-likelihood function is obtained in Eq. (11).
The spatial decomposition matrix 
The predicted dependent value in small zones S Yˆ can be calculated in following two ways. One is using 1  B , which is formulated as the function of  , ˆ,  and β .
The other is to directly calculate the small zone value from SZ model as Eq. (14b).
Monte Carlo simulation using hypothetical spatial data
In this section, we check a performance of the proposed model by Monte Carlo simulation (MC) using hypothetical spatial data under the known value of parameters and the controlled error term.
Generating of hypothetical spatial data
We set a hypothetical spatial mesh area, and distance of adjacency mesh is 1 for all. In this simulation, let the small zone be 900(N = 30×30 = 900), which is original small zone, and let the large zone be 60 (M = 60), which is obtained by aggregating small zone. In addition, we set the generation model for 6 hypothetical data in small zone as following by SAR type in Eq. (15).
Generation of hypothetical data process is shown below.
i. First, we generate independent variables, with spatial correlation. Independent variables are calculated by Eq. (16).
Where, 0
 is spatial correlation parameter, Z is the random variable matrix with k N  . Using 0 S X , we generate the expected value of dependent variable by Eq. (17).
ii. Secondly, we add error term, with spatial correlation. Error term is calculated by Eq. (18).
Where, ν is the 1  N random vector.
iii. Finally, we obtain hypothetical spatial data with errors as the true value of dependent variable.
Using above data, we check the performance of proposed spatial model.
Model diagnostic indices
This section summaries some diagnostic indices for the estimated model.
Test for spatial dependency
For testing the spatial dependency based on the estimated residuals, Moran's I statistic is applied. Moran's I statistics is formulated in Eq. (20).
Where, ε is error terms, W is spatial proximity matrix. Eq. (20) 
In this study, we use M in Eq. (21) for testing spatial dependency. In this simulation, we test four types of spatial dependency: true error term in small zone which is calculated by Eq. (18), true error term in large zone which is aggregating Eq. (18) to large zone by using spatial aggregation matrix B, small zone residual, residual in large zone which is aggregating small zone residual to large zone by using spatial aggregation matrix B. Moran's I statistics for true error term 
Moran's I statistics for residual in large zone
Model fitness
The adjusted determination coefficient for reproducibility of regression model is formulated Eq. (26).
Where, 
The final one is between To sum up, the proposed model shows higher fitness in each type: SAR, SARMA, and OLS.
Besides, the model performance with spatial dependency such as SAR and SARMA is superior to non-spatial one. 4 Empirical analysis
Summaries in the dataset
We conduct an empirical analysis for checking applicability of the proposed model. In this analysis, we use the dataset available for both small and large scales, in order to check the prediction performance with the true value in small zone. In this analysis, we use a trip attraction dataset obtained in the net passenger traffic survey in Japan (2005). Here, the number of small zone is 194 sub-regions, which covers all Japan except Okinawa or staggered small islands. The number of large zone is the 46 prefectures. The dependent variables Y is the trip attraction of each zone, and the independent variables X are 1) the employees in the private sector, 2) the accommodation and food industries, and 3) the zonal average of generalized cost (including time and fare) to the other areas. In addition, we adopt spatial proximity matrix W which elements are standardized for each row.
Results of the estimation
In this chapter, we compare SAR type with SARMA type formulated as the spatial aggregation model. In addition, we estimate non-spatial OLS model for additional comparison. The spatial aggregation model of SAR, SARMA and OLS types are formulated in Eq. (32a) ~ (32c), respectively.
The model performance is also compared to the SZ model. The SZ model of SAR type, SARMA type and OLS type are formulated in Eq. (33a) ~ (33c), respectively.
In this analysis, model diagnostic indices are Moran's I statistics, the determination coefficient, the adjusted determination coefficient, the root mean squared error and the log-likelihood. Table 4 shows the results of the parameter estimation in each model. In the SAR type of proposed model, spatial correlation parameter  is insignificant even at the 10% level. In addition, spatial dependency still remains in the residuals in both small and large zones. On the other hand, other parameters are significant and the diagnostic indices are better than that of the SZ model.
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In the SARMA type of proposed model,  2 is insignificant even at the 10% level. It would be caused by multicollinearity between X 1 and X 2 . In addition, even though spatial correlation parameters  and  are significant, spatial dependency still remains in residuals in both small and large zones, while it is not found in residuals in SZ model. Moreover, the diagnostic indices in small zone are superior to other two models. In the OLS type of proposed model, all parameters are significant, while spatial dependency still remains in residuals in both small and large zones. It is as same as other two models.
To sum up, except for M.I, the diagnostic indices show that the proposed model is superior to SZ 
Reproducibility of proposed model
In this section, we check the reproducibility of the proposed model using SARMA type. Reproducibility of the proposed model is fairly good. The slope of regression is 0.908, and the correlation coefficient is 0.970. On the other hand, 5 zones are negatively predicted. 4 out of 5 zones are less than 400 trips, and the other is about 3,000 trips in S Y . Therefore, the reproducibility for the small observation is not good. In order to check the model performance, we classify all the zones into two groups, referring to the median of the observed trip. The upper group with more than 1,595 trips is referred as A1, and the other is as A2. Figure 2 shows the scatter plot of A1 in predicted and observed, and Figure 3 shows the plot of A2.
In Figure 2 , the reproducibility for A1 is good, and the slope of regression line is 0.906, and the correlation coefficient is 0.968. On the other hand, in Figure 3 , reproducibility for A2 is not good, and the slope of regression line is 1.589 so that over estimation appears. The correlation coefficient for A2 is 0.534.
To sum up, the model performance is significantly different whether S Y belongs to large or small observation group. An adequate treatment for small observations to prevent negative predictions (a constraint) is required. 
Conclusion
In this study, we developed a spatial aggregation model able to make area interpolation. This model is formulated using spatial aggregation matrix and spatial decomposition matrix, that satisfy the pycnophylactic property to fulfill spatial aggregation condition between small and large zone. Further, we checked the performance of the proposed model in two ways; by Monte Carlo simulation (MC) using hypothetical spatial data, and by empirically analysis using trip attraction data of the net passenger traffic survey in Japan. MC showed that the parameters in the proposed model are stable in any variant of Manski-spatial econometric models. Moreover, the model with spatial dependency performs well rather than non-spatial model so then the proposed model can approximate well the data generation process. In empirically analysis, the proposed model enables small area interpolation with high accuracy. The reproducibility of the proposed model is higher than that of small zone model using observed data of dependent variables in small zone. However, the interpolation accuracy strongly depends on the value of dependent variable. The reproducibility is fairly good in a large observation group, while it is not good in a small observation group. Therefore, the issues to be overcome in future study are almost same with the conventional regression analysis, such as multicollinearity, the selection of independent variables and the choice of describing spatial (set of spatial proximity matrix). Tackling these issues will also improve the areal interpolation performance of the proposed approach. 
