Introduction.
This note deals with infinite sequences {A¿} of mutually independent identically distributed random variables. Their «th partial sums are denoted by S"= XX i -^>-In au tnat follows each sequence {A,} is assumed to satisfy the further conditions: (B) The distribution for each X{, i -1, 2, ■ ■ • , is determined by a probability density/(x), such that /(x)GCp(-°o, oo) for some p>l.
Under the above conditions1 it was shown by Kallianpur and Robbins [l ] that the sequence of partial sums Sn is interval recurrent.
This means that (1) Pr { | Sn -a | < € for infinitely many wj = 1
for every a and every e>0. If on the other hand (A) holds with a<i, then the probability in (1) is zero. The results of this note take the form of two limit theorems of familiar type. They show that the recurrence behavior of the sequence {Sn} depends only on the index o of the domain of attraction of the sequence. Condition (B) excludes from consideration all sequences of random variables of the lattice type for which the theorems below are clearly false. However it seems plausible that the sufficient conditions (A) and (B) may be replaced by far weaker conditions. 
1955.
1 In [l] it is required that/(jc)GZ,p(-», °°) for some 1 <p¿2. This condition is satisfied if/(*)G¿p(-», ») for some p>l because f(.x)Q_L1(-», »). 2 Actually a far stronger result will be proved, the statement of which is contained in equation (12). The strong law corresponding to Theorem 1 is Theorem 2. With {S"} as in Theorem 1, and {an} a nonincreasing positive sequence, the probability that \ Sn -a\ ^nllaan for infinitely many values of n is zero or one according as 2j"=i o,n converges or diverges. 
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To prove Theorem 1 we define the events Pï(x), lgH«, in the sample space of the sequence {X¿} as (3) Ek(x) = {w\ \Sk -a [ g xC(n, a)}.
The random variables Jj}(co, x) = 1 or 0 according as cjGPÏ or not are used to define the random variables
Nn(x) = Nn(u, x) = ¿ JÎK x).
By a well-known combinatorial formula to be found in the book of
Now it may be seen that Theorem 1 is equivalent to the statement
n-»» To prove (6) it must first be shown that
lifn(x) is the density of 5", and if ß*(w, x) is the region in Euclidean ¿-space defined by
then, according to (3) and (5),
We may assume that (2) holds with n^N for our given sequence {A,}. For the purpose of using (2) to prove (7) one can set (8) o-k(n, x) g pk(n, x) g <rk(n, x) + Sk(n, x), with ffk(n, x) = E \ ' \ HfiAx')dx>-We note that for some Ak>0, independent of n, each region Q,k(n, Straightforward calculation also shows that 8k(n, x)-»0 as »-»<», and in view of (8) the proof of (7) <p(X) is seen to be analytic in a neighborhood of the origin for every x>0 and for every 1 ^«^2. Hence the moment problem defined by equation (10) has a unique solution, and the sequence <pn(X) converges to the characteristic function <p(X). Since <p(X) is periodic with period 27T for real X, it is the characteristic function of a distribution function which is constant except for jumps pk(x) at the points k = 0, 1, • • • . But as <pn(\)-><p(X) we must have pk(x) = lim ph(x, n). 3. Proof of Theorem 2. We shall assume that a = 0, the method of proof being the same for any value of a. Let En= {co| SnEIn} where /" is the interval (-nllaan, nllaan). First assume that E"=i an< °°-Then nllaa"-»0 as n-»» , and one obtains from (2) that To prove the second part of Theorem 2 one has to assume that En-i an= °° • In fact, it will clearly be sufficient to consider only the case when, in addition to ErT=i a»= °°. where Gni"(x) is the conditional probability distribution 
