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Abstract
A set of novel mechanisms for the manipulation of light in the nanoscale is provided. In
the class of all-dielectric material systems, techniques for the suppression of radiative loss
from incomplete-photonic-bandgap structures are developed: the cancellation of radiation
channeled into discrete modes of the substrate, for resonant small-modal-volume cavities
with patterned substrates, and the broadband mode-matching across the coupling interface,
for large-bandwidth butt-coupled devices. Moreover, a hybrid plasmonic-dielectric material
platform is introduced, able to localize light counterintuitively in low-index regions, by em-
ploying the unique subwavelength and cutoff properties of polaritonic waves, and to support
dispersionless (to unusually-high orders) broadband-slow or stopped subwavelength light,
by utilizing a simple planar multilayered dielectric structure. This platform can achieve
a significant reduction in all (temporal, spatial and energy) light-scales and could enable
compact and efficient optical buffers and active devices.
A method for mid-range efficient and insensitive wireless energy-transfer is proposed. A con-
dition of 'strong coupling' of resonances is identified as necessary and sufficient for efficient
energy-exchange, and is shown to be satisfied at mid-range distances by carefully-designed
high-Q subwavelength resonances of realistic systems both theoretically and experimentally,
in the latter case by powering a 60W light-bulb wirelessly across a 2m-distance using two
60cm-diameter resonant objects and with 45% efficiency. A technique for further efficiency
enhancement and radiation suppression is suggested, based on employing destructive in-
terference between the coupled-objects' radiated far-fields. The scheme is also found fairly
insensitive to the near-presence of extraneous objects, especially when utilizing the special
class of magneto-quasi-static resonances. Applications of the proposed wireless-powering
method can be found in both the macro- and micro-worlds, and range among industrial,
technological, medical, consumer and more.
Thesis Supervisor: John D. Joannopoulos
Title: Francis Wright Davis Professor of Physics
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Part I
Novel photonic phenomena
in nanostructured material systems
with applications

Chapter 1
Introduction
1.1 Background
One fundamental aspect of optical technology has always been the quest for the perfect
photonic platform to guide, confine and, in general, manipulate light. Ideally, one would
like to have a system that supports light propagation in waveguides with subwavelength
modal size, controllable (with special interest lately on slow [6]) group velocity and very
small (radiation and absorption) attenuation, both devoid of frequency dispersion [7]; and
light confinement in cavities with subwavelength modal volumes and very small (radiation
and absorption) loss. If this were possible, temporally and spatially tiny wavepackets would
propagate down these waveguides at desirable (e.g. slow) speed without changing shape
but only with extremely-slowly and uniformly decreasing size; and spatially tiny light-drops
would stay trapped inside these cavities for extremely long times. In theory, passive com-
ponents for routing, filtering and (de)multiplexing broadband signals would operate almost
losslessly, and active components for switching, amplifying and frequency converting would
require minimal energy down to single-photon levels, and all of the above on a very small
footprint. Therefore, very-large-scale-integrated all-optical communication and computing
chips would be readily manufacturable. Such a platform is not yet known to exist in nature,
as none of the existing ones can achieve simultaneously all of the above attributes, but at
most only a subset. However, large-scale efforts continue and great advances are witnessed
every year in the realm of nanophotonic technology.
Along the search for the ideal photonic platform, one needs to consider both the mate-
rial selection and the geometric/structural design. For guiding light, the traditional material
options are dielectric and metallic materials. Their fundamental difference is that dielectric
materials allow light to propagate through them, while metals do not. Therefore, the mech-
anism they employ to confine light is different: dielectrics use the so-called 'index-guiding',
where light traveling inside a high-index dielectric is reflected on its interface with lower-
index surrounding materials and thus stays trapped inside the body of the dielectric (as is
the case in optical fibers and waveguides); metals reflect all light up to visible, namely they
exhibit a 'gap', and thus use the so-called 'gap-guiding', where light is simply traveling in-
side a hollow metallic structure (as is the case in microwave waveguides). However, once we
consider a geometrical variation of the structural material properties, by adding periodicity
to form Dielectric Photonic Crystals (DPC) [8, 9] and MetalloDielectric Photonic Crystals
(MDPC) [10], these complex structures can now have, at different frequency regimes both
passband and bandgap behavior, and therefore can be used respectively either as a guiding
core or as a confining cladding. Interestingly, there exists though one more guiding mech-
anism, that of trapping light on the surface between a 'pass' material structure (dielectric,
DPC, MDPC) and a 'gap' material structure (metal, DPC, MDPC).
Based on this categorization, let us now examine the advantages and disadvantages of
the existing photonic platforms, with respect to the criteria stated earlier. All-dielectric
uniform integrated photonic structures [11] are the most fundamental and robust existing
systems, due to their simplicity and low absorption loss; however, they suffer from radi-
ation loss at structural discontinuities, especially when forced to maintain modal volumes
on the order of the wavelength. This problem is resolved by DPCs [12], which, by defini-
tion, do not allow light to escape and can thus be essentially lossless; they require though
very high fabricational complexity and have thus not yet really been put to practice. An
intermediate all-dielectric compromise in complexity and radiation-loss are the incomplete-
photonic-bandgap structures [13, 14], namely ones that in some directions light is blocked
by gap-guiding and in the rest via index-guiding; this has slowly started to play a role, as it
can be designed to combine the benefits from its limiting cases. Nevertheless, all-dielectric
structures have some fundamental limitations they cannot overcome: they cannot enable
highly subwavelength operation, as very large refractive indices are not available in the opti-
cal, and, basically for the same reason, they cannot support slow light over a large frequency
bandwidth (an increasingly important concept for nanophotonics [15]), rather they exhibit
an upper limit in the so-called 'bandwidth-delay product' 116].
Hollow metallic structures, such as those used in the microwave, are by construction ra-
diation free (same as photonic crystals), but metals suffer from increased absorption losses
in the optical (and this is why optical fibers were invented in the first place) and are still
limited by the free-space wavelength. MDPC systems can actually be extremely subwave-
length, but, since periodicity limits the maximum possible wavevector, this subwavelength
operation is achieved only at very low frequencies; it is precisely this regime of operation
that we simply call 'electronics'.
For a system with highly-subwavelength performance and with the possibility of having
slow light over arbitrarily large frequency bandwidth in the optical, the photonic platform
fundamentally should be able to support light of arbitrarily large wavevectors and this
is attainable only by exploiting bulk or surface polaritons in plasmonic [17, 18] or other
resonant-material (e.g. atomic, excitonic, phononic [19, 20]) structures. Unfortunately,
since this behavior typically happens close to a material resonance, it is associated with
heavy absorption losses and the bandwidth of operation is limited. Enforcing a quantum
coherent coupling of more than one such resonances (such as in electromagnetically-induced
transparency [21]) can at least lead to absorption-free subwavelength and extremely slow-
[22, 23, 24, 25] or stopped-light [26, 27, 28] performance, even though narrow band.
Finally, the one problem that is commonly shared among all existing photonic systems
is modal dispersion, forced by both the materials and the geometries, and can typically be
cancelled only to the lowest order, because it is difficult to control.
1.2 Outline
In this part of my thesis, the work has been focused on two of the most promising material
platforms described above:
Incomplete-bandgap all-dielectric photonic structures are very promising in achieving, to
a satisfying extent and with simplicity, what complete-bandgap photonic-crystal structures
can do, perfectly but intricately, by suppressing radiation only into the one-dimensional line
or two-dimensional plane of the patterned structure, provided they can be designed to not
suffer significant out-of-line or out-of-plane losses. Thus the development of mechanisms to
suppress this radiation is needed.
Some such mechanisms have been demonstrated for the case of resonant cavities and in-
clude the delocalization mechanism [29], where essentially the modal volume is compromised,
either in the in-plane or out-of-plane direction, to achieve a high Q, and the cancellation
mechanism [30], where the near-field resonant pattern is designed to be orthogonal to the
dominant dipole moment of radiation; once coupling to this moment is cancelled, the total
radiation is suppressed and a significant enhancement in Q is achieved, without sacrificing
modal volume. In Chapter 1, we have extended this cancellation mechanism to the case
of patterned substrates, by noting that, in these cases, radiation is channeled into the sub-
strate via discrete guided or leaky modes, to which coupling can be forbidden using the
same orthogonality principle as for the free-space multipoles, and thus again a significant
enhancement in Q is accomplished.
In the case of non-resonant components, it is essential that radiation loss at discon-
tinuities is kept low over a large frequency bandwidth, if this platform is to be used for
high-speed photonic signals. Under special symmetries [31, 32] this.can be achieved even in
the absence of a complete photonic bandgap, but the required structures are still not easily
amenable to fabrication. Instead, an optimization procedure is required over the system
parameters. Some of these parameters have been examined in the past, in particular the
differential index-contrast of the core and the cladding materials [33, 34] and the etched-
hole depth in the case of substrates [35, 36], however, a thorough and global optimization
procedure has not been undertaken and is the topic of Chapter 2, where we have used the
particular example of lossless reflection from a butt-coupled semi-infinite mirror for our op-
timization. The results indicate that considering a broader parameter-space is important,
and that both traditionally used high-index-contrast and low-index-contrast platforms are
optimal, depending on the particular application at hand.
Surface plasmon-polaritonic structures have also been of such great interest lately that an
entire field, called 'plasmonics', has been developed for their study. It is exactly their ability
to guide and trap light in highly subwavelength volumes that makes them so appealing, at
a time when demand for integration density and sensing resolution is increasing.
Typically, making waveguides in plasmonics consists of using a very thin metallic wire
with light running on its surface [37, 38, 39, 40, 41], but other configurations, such as channel
plasmon polaritons [42, 43] have also been used. In Chapter 3, we introduce a new guiding
mechanism, with which light can counter-intuitively be localized inside the region of a low-
index material, when this is adjacent to a high-index material extending to infinity. This is
a surprising result, because only as part of a photonic crystal is a high-index material known
to allow such confinement. But it is the special subwavelength guiding ability of plasmon
polaritons that enables this mechanism.
Finally, given the increased interest in slow light, which could enhance the performance
of active and switching devices by reducing their power requirement and/or substantially
reducing their size [15], plasmonics have received some attention due to the very slow group
velocity they enable near the surface resonance. However, as with all other system based on
resonances, the frequency bandwidth has been limited. In Chapter 4, we introduce a new
hybrid Surface-PlasmonoDielectric-Polaritonic (SPDP) platform that, not only can support
slow light over a very large frequency range, but it actually provides a large enough number
of degrees-of-freedom to manipulate its dispersion at will, to the extent that group-velocity
dispersion and attenuation dispersion can be cancelled at the same time to unprecedently
high orders. This platform will be shown to have great applications in optical delay lines
and active devices.

Chapter 2
High-radiation-Q small-modal-volume
Dielectric-Photonic-Crystal (DPC)
resonant cavities [1]
A critical component of optical devices is a resonant cavity, characterized by its radiation
loss (or lifetime Q) and its modal volume V. Without a complete photonic bandgap [12]
or special symmetries [32], cavities normally have intrinsic losses. However, incomplete-gap
systems, e.g. combining index guiding with 1D/2D bandgaps [13], are of widespread interest
because they are easily fabricated. Here, we focus on systems where the periodic pattern
extends into the substrate (and superstrate), with either high or low vertical index contrast,
such as those shown in Figures 2-1(a,b). In the case of a uniform substrate (e.g. a bridge [44]
or membrane [45] suspended in air), a strong peak in Q can be achieved without modifying
V by forcing a cancellation of a multipole term in the radiated far field [30] or, in a related
way, by cancelling dominant Fourier components in the near field [46, 45, 47, 48]-the key
feature, we argue, being a qualitative change in the far-field/Fourier pattern. We show
that this cancellation mechanism is substantially modified by a patterned substrate, because
the radiation is no longer purely a continuum: it can be dominated by discrete guided
or leaky modes propagating vertically in the central unpatterned region of the cladding
(Figure 2-1(c)). In this case, which applies to arbitrary index-contrast substrates, one forces
an orthogonality of the near field with such a discrete mode, resulting in a peak in Q.
Again, no sacrifice in modal volume V is needed, in contrast to previous works, which have
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Figure 2-1: (a) Photonic-crystal slab microcavity, (b) Monorail microcavity, (c) Two-
dimensional model of the cavities for the region in the vicinity of the defect.
shown how to increase Q by delocalizing the mode either horizontally [29] or vertically
[49]. In this letter, we first describe the general mathematical foundations for all such
cancellation mechanisms (with guided, leaky, and continuum modes), and then give two 2D
example systems (with high and low index contrast) illustrating a factor of 10 increase in
Q. Improvement of the same order is expected in 3D, since similar gains were demonstrated
in 3D for multipole-based cancellations [30].
2.1 High-Q cavities by discrete-mode cancellation mechanism
Consider, as examples, the integrated cavities shown in Figures 2-1(a,b). If the resonant near
field does not "see" the solid substrate and air superstrate, these can be ignored. This is true
if the array of holes is etched deep enough through the high-index slab, so that they cover
at least the decay length of the waveguide mode [49]. Labelling the vertical out-of-plane
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direction as z, the effective patterned cladding can now be thought of as a multilayered
waveguide along z, which at the resonant frequency w supports a complete set of modes
(with dependence eipz-wt), that consists of a continuous spectrum and possibly discrete
index- and bandgap-guided modes. Those propagating in z (real /) fall inside the radiation
cone and thus contribute to the total loss, while the evanescent ones (complex /) do not.
The mode profiles for the transverse to z field components will be e (x, y), hn(x, y) for the
discrete and (/P; x, y), h (,; x, y) for the continuum. Having ignored the solid substrate and
air superstrate and dropping the x,y dependence for simplicity, the field outside the cavity
can be written as [50]
Et jen eK O(/)1( = cn en + CP) e ' ( ipzd . (2.1)
If this complete set of modes is orthonormalized so that
f ry eemx x *n] - ddy = 6mnd (2.2)
4yr () x h (p') + x (0') x * (/3) zdxdy = 6 (0 - #'),
then the total power radiated will be (for any z)
P= Re [ t x H. Zdxdy= |cn2 1 2d/, (2.3)
xy n:tn real 0 real
namely an incoherent sum of discrete terms and a continuum. If the stored energy inside
the cavity is U = f udV, with u = e E the energy density, then the two major figures of
merit that characterize a resonant cavity are the quality factor Q [11] and the modal volume
V [51]:
Q- w - Qn 1 + Q (03) d/, (2.4)
n:W n real real
V = U/max (u), (2.5)
where the introduced individual factors Qn1 = cn12 /wU and Q-1 (/) = c (/3)2 /wU con-
tribute independently to the total Q. For a low loss cavity, Q must be large, while a small
modal volume is usually desired.
Depending on the design, the discrete terms in (2.3) may often carry a significant portion
of the total radiated power, so that Q is limited by some Qn, as seen below. In that
case, a significant increase in Q can be achieved by cancelling the corresponding expansion
coefficients. These are determined by the near-field pattern fto(x, y)= Et(x, y, z= 0) and
Hto (x, y)=Ht (x, y, z= 0):
cn 1 en hnSHto+ tx × zdxdy. (2.6)
c(;p) 4 x [(;) hz ()
Cancellation of a cn can be achieved by forcing the near field to be orthogonal to its associated
mode by proper design of the defect, for example by tuning its dielectric constant or shape.
Similarly, an elimination of a mode c (P) within the continuum can be imposed again through
(2.6). In any case, cancellation of an eigenmode of this generalized-Fourier type basis set
for the near field implies, according to Fraunhofer diffraction theory, a corresponding nodal
direction in the far field.
The multilayered waveguide formed by the patterned cladding might also support dis-
crete modes of the "leaky" type. Their contribution to the radiated field associated with the
continuum can be made evident by applying a Steepest Descent approximation to (2.1) for
some angle of observation. If then leaky wave poles /m are crossed during the deformation
of the integration path in the complex /-plane, Eq.(2.1) becomes [52]
Et I en Z±z m ei 1mz J [...] d/3. (2.7)
Ht (riJ n hn m hm J SD path
Since leaky modes do not belong to a complete orthogonal set, relations of the form (2.3) or
(2.4) cannot be rigorously written. Still, cancelling a discrete coefficient Z;m in the expansion
(2.7) should result in an increase of the radiation Q, if the associated leaky wave carries a
significant portion of the field radiated within the continuum.
Just like the free-space cancellations [30], such a discrete-mode cancellation involves only
small changes in the near-field pattern in order to force the orthogonality relation, and it
does not rely on delocalization. Modal volume can thus be kept small and nearly constant.
2.2 Discrete-mode cancellation for realistic systems
To illustrate the principles above, the simplified 2D model of Figure 2-1(c) was used to
describe the region in the vicinity of the cavities in Figures 2-1(a,b). TE (y-polarized)
modes were examined using an eigenmode expansion method [53]. A periodic array of deep
air-grooves is etched all the way through a single-mode symmetric slab waveguide, opening
a bandgap in the x direction. A defect is then introduced by making one waveguide section
longer. The resonant field will leak power vertically out of the cavity. To study the effects
of defect variations on radiation loss, we vary the index ndef of a part of the waveguide core
(Figure 2-1(c)), while simultaneously adjusting its length Wdef, so as to keep the resonant
wavelength fixed - maintaining a fixed position in the gap is critical so as to preserve the
localization and not confuse the cancellation and delocalization mechanisms for improving
Q.
For a low index-contrast InP/GaInAsP (n=3.35/3.17) waveguide with a bandgap in
the 1.205-1.949,pm range, a typical field plot for the 2 nd order (two nodes in the defect)
resonance at A = 1.55pm is shown in Figure 2-2(b). The majority of the radiation loss is
index-confined in the central region to a discrete, vertically propagating, guided mode, while
some of the extended modes e(o; x)e iPz have been removed by the bandgap. For ndef =3.29
the guided mode is cancelled (Figures 2-2(a,c)) with a corresponding factor of 10 increase in
total Q, and the peak limited only by the continuum to Q 58, 000. Moreover, the modal
volume is almost independent of the tuning and very small, on the order of 0.28 (A/ndef) 2
(Figure 2-2(a)).
A high index-contrast Si/SiO2 (n = 3.45/1.45) waveguide with a 1.205-1.651pm bandgap
has, for the same resonance at A = 1.55pm, a field pattern like in Figure 2-3(b). Due
to the smaller cladding index variation (air-SiO 2 ) the discrete guided mode is now less
confined, and its contribution to radiated power is no longer dominant, but is similar to
that of the continuum. Two equally prominent cancellations are now present: one of the
discrete eigenmode type presented in this paper, at ndef =3.142 (Figures 2-3(a,c)) and one
of the multipole type [30] at ndef = 3.221 (Figures 2-3(a,e)). The total Q is maximized to
Q • 21, 000 midway, at ndef = 3.18 (Figures 2-3(a,d)). The null in the far-field pattern is
sweeping in angle from the vertical z to the horizontal x direction as the tuning parameter
ndf is varied and a different discrete or extended mode is cancelled. The modal volume is
again roughly constant, and even smaller than before at 0.11 (A/ndef) 2 (Figure 2-3(a)).
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Figure 2-2: Results for nco,, = 3.35, nclad = 3.17, d = 680nm, A = 320nm, Wa = 150im and
Woff= 125nm. (a) Q total, Q of guided mode, Q of continuum and V/ (A/ndef) 2 vs. idef(Wdef is adjusted so that A= 1.55pm); (b)-(d) Resonant field at certain values of ndef.
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Figure 2-3: Results for n,,ore = 3.45, nclad = 1.45, d = 1tim, A = 300nm, Wa = 100nm and
Wof = 100rnm. (a) Q total, Q of guided mode, Q of continuum and V/ (A/ndef) 2 vs. rdef;
(b)-(f) Resonant field at certain values of ndef.
n
r~ r:;i
!!!i;~i ....-` o
·i~~ii•:i• •• l ,i~~ii•i ~ i
1:•!: i•:*;:•ii
iiiiiiii!i~i••i·• I  •• ; : :
!i:ii¸i!  :• ... . .. '1!!i-~
n•:?-3 !8
·I-:1·· i -
.. . .

Chapter 3
Low-radiation-loss butt-coupled
Dielectric-Photonic-Crystal (DPC)
broadband mirrors
Another important component of integrated optical systems is an all-dielectric mirror, char-
acterized by its reflectivity, radiation loss and frequency bandwidth. A challenging problem
of current technology is the design of such mirrors with very low loss over large bandwidths.
In the presence of a complete photonic bandgap [8, 9, 12] or special symmetries [31, 32] radia-
tion losses can be completely suppressed in three-dimensional structures, but the fabrication
of the required geometries is very demanding and has not yet been demonstrated satisfacto-
rily. On the contrary, incomplete-photonic-bandgap systems, namely ones that partly rely
also on the index-guiding mechanism to confine light [13, 14], are presently straightforward
to implement, and one could anticipate that they might be sufficient in terms of losses
and dominate the future photonic technology, based on recent experimental results on such
photonic-crystal-slab cavities of extremely high-Q [54, 55, 56]. For a given material selec-
tion and geometry of the photonic crystal, in order to achieve this performance for resonant
cavities, the defect design procedure consists of choosing a mode of a favorable symmetry
[46] and then applying the delocalization [29] and cancellation [30, 1] mechanisms to further
optimize Q, the latter of which was analyzed in Chapter 2. These techniques rely on the res-
onant nature of the electromagnetic field and are thus not applicable in the case of mirrors,
where loss must be minimized over a large frequency bandwidth. Instead, the materials and
the geometry of the crystal themselves need to be properly designed. For structures such
as those shown in Figures 3-1(a) and 3-1(b), the main parameters under investigation so
far have been the core-substrate refractive-index differential contrast [33, 34] and the hole
depth [35, 36]. Here, we treat this problem with much more generality and show that a
larger parameter space must be considered to fully optimize for the radiation loss, such as
the exact refractive-indices of the materials (and not only their differential contrast) and
the in-plane dimensions and periodicity of the holes. We derive specific design rules and
provide theoretical explanations for the physical mechanisms that underlie the improvement.
The design guidelines presented should apply to all incomplete-gap devices (resulting, for
example, in further improvement in cavity-Q and reduced-loss waveguide bends) and should
be considered, when choosing the photonic-crystal-slab platform of an integrated optical
system.
To motivate the importance of low-loss broadband integrated mirrors, consider the ex-
ample of a certain class of channel add-drop filters, where one channel is dropped from a
photonic-crystal or grating cavity and the through channels are simply reflected and redi-
rected to an exit port. A system that consists of many such drop units (each appropriate
for a different wavelength) cannot afford consecutive losses for the through channels that
are not even being processed, and thus the reflectivity of the cavity needs to be as close to
unity as possible for all the off-resonance wavelengths that cover the entire bandwidth of
the incoming multiplexed signal.
In our following analysis, we first give in Section 3.1 a description of the photonic-
crystal-slab mirror structure under consideration and the formulation of the optimization
problem, along with a preview of the final result of minimized radiation loss upon reflection
as a function of the core and substrate dielectric constants. In Section 3.2, we proceed in
discussing the design rules for the dimensions of the crystal in the horizontal plane of the
periodicity, while in Section 3.3 those for the dimensions in the vertical direction of layer
growth. The variation of losses with the choice of materials is then further discussed in
detail in Section 3.4, and conclusions are drawn pertaining to complete design rules for
incomplete-gap photonic systems.
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Figure 3-1: (a) Photonic-crystal-slab mirror, (b) Photonic-crystal-monorail mirror, and (c)
two-dimensional model of the mirrors based on their vertical cross-sections at their symmetry
planes.
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3.1 Formulation of the problem and preview of the final solu-
tion
The most common and fabrication-wise realistic geometries of incomplete-photonic-bandgap
devices are photonic-crystal slabs [57] and monorails [58], as shown in Figures 3-1(a) and
(b). The core layer of dielectric permittivity Ecore and thickness dcore is deposited on top
of a substrate of lower permittivity Eclad, for the index-guiding mechanism inside the core
to be enabled, and perhaps a superstrate layer of the same cladding material and thickness
dsup separates the core from the air above.' An array of air holes of depth detch, diameter
Wa and periodicity A is then etched, in order to open a photonic bandgap in the axial x
direction of an incoming waveguide mode, confined laterally in y either by the same bandgap
(photonic-crystal-slab waveguide of Figure 3-1(a)) or by index guiding (monorail waveguide
of Figure 3-1(b)). It is of our interest to study and suppress losses upon reflection of the
mentioned waveguide mode onto itself from the formed mirrors over a prescribed frequency
bandwidth B = AA/Ao, where Ao is the central wavelength. It has been shown [35, 36] that
these losses are severe unless the holes are perforated all the way through the core layer,
thus we will assume henceforth that this is always the case, namely
detch _ dcore + dsup > dcore. (3.1)
Given this geometrical constraint, we also define the relative vertical position of the core
layer to the hole by the parameter
ratio = dsup dsup (3.2)
dsup + dsub detch - dcore
Note that the class of structures contained in the above description is very broad and general.
For example, membranes [57] and bridges [58] suspended in air are a subcase for Eclad = 1,
and in that case the parameters detch (under condition (3.1)) and ratio lose any real physical
significance.
In Section 3.2 we show that the lost power is produced and radiated only from the
interface x = 0 that breaks the axial symmetry of the otherwise translationally invariant
'We believe that the assumption of the same material for the superstrate layer is a justified one, since,
if the presence of this layer is beneficial at all, it will be so only by preserving the vertical symmetry of the
waveguide and this presupposes same materials for the sub- and superstrates.
waveguide and mirror segments. Therefore, increasing the length of the mirror does not
affect this loss L but only drives transmission T to zero. Since only the former is of interest
to us, we will assume for simplicity that the periodic mirrors are semi-infinite, so then
transmission is exactly zero
T = 0 = R + L = 1 (3.3)
and thus the loss L at a given wavelength can be obtained by just looking at the mirror
reflectivity R for the incident waveguide mode.
For simplicity, we choose to analyze an equivalent two-dimensional system (shown in
Figure 3-1(c)), that of the x - z cross-section at the symmetry plane of the systems in Fig-
ures 3-1(a) and (b). All the important physics stays the same in three dimensions (apart
from an exception mentioned in Section 3.3), so the final design rules will be applicable to
the 3d structures too. Unless certain restrictions are imposed, the problem of minimizing
radiation loss over the bandwidth B for this mirror geometry has a trivial solution in 2d.
By taking the core thickness dcore and hole depth detch go to infinity, the structure is asymp-
totically vertically (in z) invariant and therefore the incident mode is just a plane wave that
couples only to itself upon reflection, and thus loss is identically zero through Eq.(3.3). Let
us, then, apply the restriction of single-mode (sm) operation for the waveguide, up to the
shortest wavelength Amin = A) (1 - B/2) of the bandwidth B of interest, namely
dcore dsm = dsym 1 + - tan- 1  + iCdup/dsym (3.4)
where C = = ,/(Ec1 - 1) / (Ecore - Ecla), and dym = Amn/ (2 is the
single-mode limit for a symmetric (C = 0 or dsup = oo) version of the two-dimensional
waveguide of Figure 3-1(c). This condition still does not bound the transverse dimensions,
since the core-cladding refractive-index contrast AE can be arbitrarily small. This bound
comes from considering the limitations that current fabrication techniques impose, and it
is exactly these that make the optimization problem a nontrivial one. In particular, holes
with small disorder can only be made up to a certain aspect ratio AR of their depth over
their width, namely
detch/Wa • AR, (3.5)
and this limits detch, and dcore through Eq.(3.1). In addition, there is a smallest feature size
for each lithographic technique available and this will be incorporated here by restrictions
on the widths of the air holes and the surrounding dielectric pattern, namely
Wa _ Wain and wg Wmimn (3.6)
Now, given the specifications for the operating bandwidth {Ao, B} and the fabrication lim-
itations {AR, wmin ,min• , the minimization of the maximum radiation loss throughout
the range [A. (1 - B/2), Ao (1 + B/2)], in terms of {Wg, Wa, dcore, detch, ratio} for the ge-
ometry of Fig. 3-1(c) and under the conditions (3.1),(3.4),(3.5) and (3.6), is a well-posed
problem and one of great practical interest, as we explained in the introduction of Section 3.
The numerical solution of this problem has been obtained using the electromagnetic
simulation package CAMFR [53] that is based on bounding the computational domain with
walls enforced with a perfectly-marched-layer (PML) boundary condition, and then applying
the eigenmode-expansion and mode-matching methods at a given frequency. The simulations
led to some numerical error, which is mainly due to singularities of the solution at the edge
of the Brillouin zone and does not affect the qualitative conclusions of the analysis; a very
soft averaging has been applied to mitigate this numerical error in subsequent plots.
Figure 3-2 shows the final solution of the minimized maximum radiation loss within
a B = 10% bandwidth for different choices of the core and cladding materials. It can
be seen that radiation loss is low for high-index-contrast air-membrane- or air-bridge-type
structures and for the low-index-contrast but overall high-index structures. From the plot
it is now obvious that indeed solely the index contrast is not a sufficient parameter to
characterize radiation losses. The optimization procedure, the physical interpretation and
the consequences of this result are the subjects of the subsequent Sections.
3.2 Optimization for dimensions of the crystal in the horizon-
tal plane of periodicity
3.2.1 Bloch modes of infinite photonic-crystal slab
To understand the behavior of a semi-infinite photonic-crystal slab as a mirror, when this
operates inside the bandgap, it is first necessary to comprehend the nature of the solutions
for the infinite crystal in this frequency regime. These are Bloch modes, which are evanescent
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Figure 3-2: Minimized maximum radiation loss from the semi-infinite mirror of Figure 3-
1(c), over a B =- 10% bandwidth and under the fabrication limitations AR = 5, wmin
wumn = 0.05Ao, as a function of the core and substrate dielectric permittivities, where
a/ = Ecore - Eclad-
_ __
inside the photonic gap, and their longtitudinal and transverse field profiles along with their
wavelength dependence are of interest to us, because they are related, as we shall see, to the
amount of radiation loss produced upon reflection.
Before analyzing the two-dimensional case relevant to Figure 3-1(c), it will be useful to
review the Bloch mode solutions for a one-dimensional infinite stack of alternated dielectric
layers. If the high and low refractive indices of the two layers are respectively ng and na,
and their widths Wg and wa (with wg + wa = A the period), then the Bloch eigenvalue K at
wavelength A and for no transverse variation of the field (normal incidence) is given by [59]
cos (KA) = cos (27rzg) cos (27rza) - P sin (27rzg) sin (2rxza), (3.7)
where zg = Wg/ (A/ng), za = wa/ (A/na) and the parameter P = (ng/na + na/rg) /2 > 1
quantifies the refractive-index contrast. A contour plot of Eq.(3.7) is shown in Figure 3-3(a)
for values of the Bloch wavevector Icos (KA)I > 1 = KA = mxr + ia with m = 1, which
lead to the evanescent Bloch modes lying inside the first photonic bandgap (namely empty
regions correspond to the photonic bands). Notice that from this plot, the dependence of K
on wg and wa at a fixed wavelength Ao can be read, but also, if wg and wa are fixed, then one
wavelength Ao defines a particular operation point in the graph, and then the dependence
of K on any wavelength A can be read from the straight line that passes through this point
and the origin and is depicted in Figure 3-3(b). As well known, and obvious from Figure 3-
3(a), the size of the gap and the decay rate a are maxima for a quarter-wave-layer stack
and increase with the index contrast P. Finally, the Bloch eigenmodes have most of their
electromagnetic energy stored inside the high-index layer at the lower-frequency gap edge
and in the low-index layer at the higher-frequency gap edge [12]. This property will have an
important impact, when we later characterize losses in two-dimensional mirrors.
In the case of photonic-crystal slabs of the forms shown in Figure 3-1(c), the Bloch modes
have been studied in the past [60, 13]. They can be either discrete bounded modes (expo-
nentially decaying as |zl -- co) or a continuum of delocalized modes known as the light cone.
The bounded modes are based on index-guiding and are localized inside the highermost-index
(core) region, therefore their w vs k dispersion curve lies below the light-cone continuum
of modes, which are extended in the lower-index claddings (air and substrate). This holds
even at the Brillouin zone edge resulting in photonic gaps for the discrete modes that are
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at least partly below the light cone, and support thus evanescent in x Bloch modes that
are still bounded in z. Under the single-mode condition (3.4) there will normally be only
one such gap under the light cone, and this is the regime where this periodic structure can
operate as a low-loss photonic-crystal-slab mirror. Due to the folding of the bands, the dis-
crete mode couples to the continuum at some frequency, which lies inside or above the gap,
and turns into a complex discrete mode. In the vicinity of the coupling, the Bloch mode
field pattern has features of both localization inside the core and delocalization throughout
the claddings.2 Again, the Bloch eigenmodes in the photonic gap have most of their energy
stored inside the high-index regions at the lower-frequency edge and in the low-index regions
at the higher-frequency edge [60].
To illustrate the above principles, we examine the simplest example of membranes and
bridges in air (Cclad = 1), which corresponds to just rectangular rods in free space for the
two-dimensional case relevant to Figure 3-1(c). The unit cell of this periodic structure can be
thought, to first order, as a one-dimensional stack of alternated layers of effective refractive
indices ng, the effective index of the single guided mode of the unpatterned slab waveguide,
and na = 1, since the air hole is infinitely deep. This motivates us to make again a contour
plot (Figure 3-4(a)) of the exact (from CAMFR simulations) Bloch wavevector cos (KA)
for the lowest-order Bloch mode with wg/ (Ao/ng) and wa/ (Ao/na) at a fixed wavelength
A0 and inside the region that is identified as the first gap. If wg and wa are fixed, the
wavelength dependence (Figure 3-4(b)) is now only approximately quantitatively, but well
qualitatively, represented by the straight line that passes through the Ao-operation point and
the origin. In this case, the gap lies always below the light-cone continuum (grey shaded
area): for small hole diameters the discrete mode meets and couples to the light cone within
the second Brillouin zone, namely within the second band above the first gap, while for large
hole diameters the coupling point, which identifies the beginning of the light cone, coincides
with the upper gap edge (Figures 3-4(a,b)). 3 The Bloch modes at the two different edges of
2It can be shown [60], however, that inside the second Brillouin zone the complex discrete mode is still
proper (lies in the proper Riemann sheet, namely the delocalized portion of the field is still exponentially
decaying as |zI -* o0), even though it lies above the light cone, and turns improper (leaky, lying in the
improper Riemann sheet, exponentially increasing as Jz| --* co) only upon entering the third Brillouin zone.
One should not be confused, though, to deduce that conventional photonic-crystal-slab waveguide modes
can exist above the light cone, since these proper complex modes do not carry power.
3 Note also that at the second Brillouin zone edge the imaginary part of the wavevector necessarily goes to
zero before the discrete complex mode turns leaky, as it enters the third Brillouin zone [60]. This improper
branch of the solution is not apparent in Fig. 3-4(b), because such leaky solutions do not exist for problems
with bounded domains such as the one used in our simulations.
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Figure 3-4: Fundamental-Bloch-mode wavevector K for a photonic-crystal slab consisting
of an array of rectangular rods of Ecore = 12 and thickness dcore = 0.136Ao suspended in air
(Eclad = 1) (effective refractive indices ng = 2.764, na = 1) as a function of (a) the widths of
the rods wg and the air holes wa at the wavelength Ao inside the first photonic bandgap, and
(b) the wavelength A for the arbitrary choice of the widths wg = 0.35Ao/ng, wa = 0.25Ao/na.
(The discreteness of the modes in the light cone (grey shaded area) is due to the necessary
imposition of boundary walls for simulation purposes. Notice how the fundamental Bloch
mode couples to the light cone at Ao/A = 1.2036, which coincides with the upper edge of
the bandgap.)
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Figure 3-5: Fundamental-Bloch-mode electric-field patterns for the rods-in-air photonic-
crystal slab of Figure 3-4(b) at the (a) low-frequency edge Ao/A = 0.6973 and (b) high-
frequency edge Ao/ = 1.2036 of the photonic bandgap. (Notice how the coupling to the
light cone delocalizes transversely the field pattern in (b)).
the gap are depicted in Figures 3-5(a) and (b). At the lower edge (a), the mode is indeed
localized close to the axis of the high-index rods and mostly inside them, having a node in
the air hole, while at the upper edge (b), it extends in the surrounding air due to coupling
to the light cone and is localized more inside the hole, having a node in the rod.
When there is a substrate and the holes are deep enough that they can be considered
infinite, the situtation is more complicated, since the modes of the continuum, extended
inside the periodically patterned substrate, exhibit themselves a gap too. Therefore, the
coupling of the discrete mode and the light cone modes happens within both their gaps and
a splitting is observed in the imaginary part of their wavevectors. This coupling point is
closer to the lower edge of the discrete mode gap the wider the air holes are and the smaller
the core-substrate index contrast is. The stronger coupling expresses itself also in the Bloch-
mode field patterns that start extending into the substrate for even lower frequencies within
the gap. Finally, it is important to remember that the states of the continuum that lie inside
a gap cannot carry power.
3.2.2 Reflectivity of semi-infinite photonic-crystal-slab mirror
Having the knowledge of the form of the Bloch eigenvalues and eigenstates in different
regimes of the discrete mode gap of a photonic-crystal slab, we can proceed to examine and
explain the sources of the radiation loss upon reflection from such a semi-infinite mirror.
Inside the photonic gap, the radiative loss of a semi-infinite photonic-crystal-slab mirror
is, through Eq.(3.3), equal to the complement of its reflectivity, for which the numerical
results are plotted in Figure 3-6 for the same system of rectangular rods in air, presented in
Figure 3-4 and in the same format. The reflectivity is seen to be larger in the lower gap-edge
and decreasing for higher frequencies. Furthermore, it increases as the air-hole diameter wa
gets smaller, reaching 100% at the obvious limit that the holes vanish and the gap shrinks
to zero. The black curve in Figure 3-6(b) (corresponding approximately to the dashed black
line in Figure 3-6(a)) demonstrates that the naive choice of operation point close to the
quarter-wave equivalent can lead to huge losses within the bandwidth of interest. Similar
conclusions for the loss dependence on frequency and hole width were derived numerically
for the case when a substrate is present, as in Figure 3-1, and for several values of the
substrate refractive index.
Theoretically, the mode-matching principle can be used to explain the above described
variation of reflectivity (and therefore loss) with frequency and the dimensions of the photonic-
crystal slab in the horizontal plane of the periodicity:
From one viewpoint, one considers the set of eigenmodes for the incoming waveguide
(x < 0 in Figure 3-1) and the set of Bloch eigenmodes for the semi-infinite photonic-crystal
slab (x > 0). It was seen previously that the fundamental mode of an infinite photonic-
crystal slab is discrete and vertically (in z) bounded within the first two Brillouin zones,
including the frequency range of its gap located at the first Brillouin zone boundary. This
means that such an infinite periodic structure would not radiate by itself, even inside this
gap. Thus, all the radiation upon reflection of a waveguide mode from the semi-infinite
version of this periodic structure is produced only at their interface (x = 0 plane) that
breaks the translational symmetry (in x) of the entire system. This is justified by the
point-like radiation pattern, shown in Figure 3-7, produced upon reflection of the incoming
waveguide mode. By matching the two sets of modes on each side of the critical interface,
one can quantify the reflectivity and loss.
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Figure 3-6: Reflectivity from the rods-in-air photonic-crystal-slab mirror of Figure 3-4 as a
function of (a) the widths of the rods wg and the air holes wa at the wavelength Ao inside
the first photonic bandgap, and (b) the wavelength A for the arbitrary choice of the widths
Wg = 0.35Ao/ng, wa = 0.25A.o/na (black curve) from Figure 3-4(b), and the optimal choice
of the widths Wg = 0.4 045Ao/ng, wa = 0.05Ao/na (green curve). The red lines in (a) indicate
the fabrication limitations from Eq.(3.6) for the choice of the operation point {wg, wa} at
n
Figure 3-7: Electric-field pattern of reflection from the rods-in-air photonic-crystal-slab mir-
ror of Figure 3-4(b) at the wavelength A0o
Under certain symmetry conditions [31, 32] the same-order modes of both sides of the
structure can have exactly the same transverse profile, so that the fundamental waveguide
mode matches perfectly on the x = 0 plane to the evanescent (lying in the gap) fundamental
Bloch mode of the mirror. Thus the incident mode will couple only to this Bloch mode
and not to higher-order ones, and, since this does not carry power, perfect reflection into
the same backward waveguide mode will occur. This is exactly the case also for the one-
dimensional stacks of alternated layers discussed previously, where the modes are plane
waves, and reflection is always perfect.
In general, such symmetries are not present, so there is a mismatch between the two
fundamental modes (quantified by their overlap integral r $ 1) and the incident waveguide
mode couples also to higher-order modes both in the forward and backward directions. Under
the single-mode assumption, these higher-order modes are extended ones and, provided they
can carry power, they lead to radiation loss, which originates, as we said, from the x = 0
interface. For the overlying air and for uniform substrates, as in Figures 3-4-3-7, all extended
modes within the light cone carry power and then the reflectivity has been shown to be
approximately equal to R :q 2 [61], namely it is determined mostly by the mismatch of the
two fundamental modes. This explains the variation of the reflectivity in Figure 3-6 in two
ways [62]: First, since the Bloch mode of the semi-infinite mirror is more localized inside
the dielectric pattern at the low gap-edge, the field does not "see" much of the air hole,
especially if this is narrow, and thus looks transversely more like the incoming waveguide
mode (Figure 3-5(a)), leading to strong reflection; the opposite longtitudinal localization of
the field happens at the upper gap-edge (Figure 3-5(b)) and thus radiation loss is higher.
Second, as frequency or wa increases, the fundamental Bloch mode comes closer to the light
cone, so coupling to it increases and the field pattern of this Bloch mode gets delocalized
off the core (Figure 3-5(b)), becoming thus greatly dissimilar transversely to the incoming
waveguide mode; this again translates to higher radiation loss upon reflection. When the
array of holes penetrates deep into the substrate, as we said, a gap opens also for some of the
extended states of this periodically patterned cladding. In that case, since these states do
not carry power, coupling to them does not lead to radiation loss, so the simple model above
breaks and the coupling to more than just the fundamental evanescent Bloch mode needs to
be accounted for. Still, the two arguments above can be used again to qualitatively explain
how reflectivity changes with the wavelength and the in-plane dimensions of the crystal.
From a different viewpoint, often called the Fourier-space picture, one considers the set
of eigenmodes supported by the z-invariant regions exactly above (z > dcore/2) and below
(z < -dcore/2) the core layer. The continuous-wave total standing wave pattern of reflection
inside the core layer (Izj < dcore/2) couples to these modes, and then radiation loss arises
from those modes propagating to z -+ foo. For air and uniform substrates these are simply
the modes lying inside the radiation cone of these materials, and, clearly, localization of
the standing wave pattern inside the core material, either due to small air holes or due to
operation at the lower gap-edge, implies that the Fourier transform of this field pattern in x
has little kx-wavevector content inside this radiation cone, and thus that the system suffers
small radiation loss. The conclusion is therefore similar to that of the first viewpoint, as
expected. For patterned substrates the situation is more complicated, since some radiative
modes are removed due to the presence of a bandgap in the substrate, but still coupling to
the remaining radiative modes is again reduced with strong field localization inside the core.
Basically, this second viewpoint uses a 90 0-rotated frame compared to the first one, but
follows the same mode-matching principles. Such an approach has been followed in the past
also for cavities for radiation into free space [46, 30] and for radiation into deeply patterned
substrates, as was seen in Chapter 2.
Therefore, the design rules that emerge from the analysis of this paragraph are that,
for given {dcore, detch, ratio}, the operation point {Wg, wa} should be chosen so that the
longest wavelength Amax = A0 (1 + B/2) within the bandwidth B of interest is placed at
the almost lossfree low gap-edge (lge) and that the hole diameter Wa is as small as possible,
making sure that the fabrication limitations (3.5) and (3.6), depicted in Figure 3-6(a) with
red lines, are not violated and the bandwidth B actually fits inside the gap. This choice can
be written in mathematical terms as
Wg =max { in, Wg : Amax = lge} , (3.8)
Wa = max Wa AR ' wa :gap = B (3.9)
and corresponds qualitatively to placing the desired frequency bandwidth as shown with a
white stripe on Figure 3-6(a), where for air substrate detch lacks physical significance and
thus Wa = wmin is the optimal choice, assuming for this choice the associated gap is also
large enough. We implement these design rules in our numerical computations and the
resulting green curve in Figure 3-6(b) (corresponding approximately to the dashed green
line in Figure 3-6(a)) shows the tremendous improvement one gets in terms of losses within
the specified B = 10% bandwidth (white stripe in Figure 3-6(a)); notice that, even for such
a narrow etching, the periodic perturbation is indeed large enough to open a 23% gap due to
the strong ng - na index contrast. Actually, the requirement in (3.9) that entire bandwidth
B fits inside the gap can be absorbed into the optimization over the etch depth detch, so we
will not worry about explicitly satisfying this requirement in subsequent calculations.
3.3 Optimization for dimensions of the crystal in the vertical
direction of layer growth
Having set, through appropriate design rules, the dimensions {Wg, Wa} of the photonic-
crystal-slab mirror in the plane of the periodicity as a function of the dimensions {dcore, detch, ratio}
in the vertical direction, we now need to optimize also in terms of these latter parameters,
and we proceed in this Section in giving more design criteria for these too.
For two different placements of the core layer relative to the hole, (a) a symmetric one
(ratio = 0.5) and (b) a completely asymmetric one (ratio = 0), and for three different
material selections (i)-(iii), in Fig. 3-8 we make a contour plot of the maximum mirror loss
within the bandwidth of interest B as a function of detch and dcore, where at each point
Eq. (3.8) and (3.9 - except for ensuring a large enough gap) have been applied to optimize
Wg and Wa. Based on the conclusions of Section 3.2, reflectivity is usually a monotonically
decreasing function of frequency inside the gap and thus this maximal loss within B is
usually expected to be that at the shortest wavelength Amin; however, for extra safety, here
we take the plotted maximal loss within B to be the maximum of the losses at Amin, A• and
Amax, which is reasonable, since, in any case, reflectivity never has an oscillatory behavior
inside the gap. Both detch and dcore have been normalized to the critical core thickness
dasym dsym (1 + I tan- 1 C), up to which (from Eq. 3.4) the asymmetric superstrate-free
(dsup = 0) version of the two-dimensional waveguide of Fig. 3-1(c) stays single-mode inside
the entire bandwidth B. For etch depths smaller than this limit (detch < dasym) we plot only
for values for which condition (3.1), that the hole fully perforates the core, is not violated,
while for larger etch depths (detch > dasym) the single-mode limit (3.4) imposes a maximum
value for the allowed core thickness, which is always dsm < dasym. (The equality holds, as
detch is increased, when either the slab waveguide stays without a superstrate layer, because
ratio = 0=: dsu p = 0, or in the trivial case eclad = 1 -= C = 0.)
The results in Fig. 3-8 first of all show that the loss upon reflection is minimal always
for the largest possible thickness of the core layer, and in general increases with decreasing
dcore. This should not be surprising for two reasons: First, shrinking the core brings closer
to the light cone the fundamental modes of both the uniform waveguide (ng decreases)
and the periodic mirror, so the latter has features of coupling to extended modes (Fig. 3-
5(b)) and has thus a greatly dissimilar transverse profile compared to the former, leading to
radiation. Second, as dcore gets smaller, ng decreases, so also the ng - na contrast reduces,
thus the gap width shrinks, and therefore the optimal detch increases, in order to push Wa
through Eq. (3.9) closer to the quarter-wave-equivalent operation point, where the wider
gap can accomodate the bandwidth B; increasing Wa though implies, as we know, increased
losses. Remember, after all, from Section 3.1 that an infinitely wide core, accompanied by
an infinitely deep hole, lead asymptotically to a one-dimensional structure that is exactly
lossless. All the above considerations lead to the conclusion that the core layer must always
have the maximum possible thickness for the system to be single-mode within the bandwidth
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Figure 3-8: Maximum radiation loss from the semi-infinite mirror of Fig. 3-1(c) with opti-
mized in-plane dimensions wg and wa, over a B = 10% bandwidth and under the fabrication
limitations AR = 5, w • n = wn•n = 0.05Ao, as a function of the thickness of the core dcore
and the etch depth of the air hole detch. (a) ratio = 0, (b) ratio = 0.5 and (i) ecore = 12,
Eclad = 2, (ii) Ecore = 12, Eclad = 6, (iii) Ecore = 12, clad = 11. The red lines indicate the
etch-depth limits below which the hole cannot narrow any more.
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of operation, so instead of Eq. (3.4) we demand
dcore = dsm. (3.10)
Regarding the optimal hole etch-depth detch, first of all, within our optimization algo-
rithm it affects mathematically through Eq. (3.9) the hole width and, through this, the gap
size (see comment in last sentence of Section 3.2); therefore, note that the optimal etch depth
will always be wa Ž Wmin =- detch > wminAR (this limit is shown with a red line in Figs. 3-8
and 3-9). Now, for Eclad = 1, this is the only effect of the parameter detch and, since we want
the hole to be narrow, the optimal detch is expected to be small (detch = wm'AR, if B fits in
the gap, as in the example of Fig. 3-6 shown in green). This applies in general to low-index
claddings through analytic continuation of the result of the optimization problem. On the
other hand, as the substrate index of refraction gets higher, the radiation is channeled pre-
dominantly into it due to the higher local density of states there. The presence of a deep
hole in the substrate is then significant, since the periodicity removes some of the extended
states in the substrate (by opening a gap) reducing thus the radiation. As the hole depth
increases, a larger part of the exponential tail of the incident waveguide mode samples the
periodicity, and the reduction in radiation is stronger [36]. However, when the entire near
field is covered by the hole, the improvement is not significant with further etching. The two
competing effects suggest that there is an optimal detch for minimum radiation, which has
to be determined numerically. This numerical minimization will automatically satisfy also
the requirement that entire bandwidth B fits inside the gap, since otherwise Amin would fall
inside the second passband (Brillouin zone) and loss there would be huge, which is far from
optimum.
Because of the benefits of a thick core layer and a deep hole, it turns out usually that
the optimal detch Ž dasym. In this regime we plot then again in Fig. 3-9 the mirror loss
as a function of detch and ratio for the same systems (i)-(iii) as in Fig. 3-8, where now the
condition (3.10) has also been imposed. The result, for all choices of the parameter set
(A 0, B, AR, , wg n} and the materials we tried, is that radiation loss upon reflection
is minimal for ratio O, namely for a slab waveguide without a superstrate layer. The
explanation is very similar to arguments stated earlier. A given hole depth should all be
exploited to inhibit the radiation that is predominantly channeled into the substrate. Adding
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Figure 3-9: Maximum radiation loss from the semi-infinite mirror of Fig. 3-1(c) with opti-
mized in-plane dimensions wg and wa and core thickness dcore, over a B = 10% bandwidth
and under the fabrication limitations AR = 5, wamin = ,min = 0.05Ao, as a function of the
placement of the core ratio and the etch depth of the air hole detch. (i) Ecore = 12, Eclad = 2,
(ii) Ecore = 12, Eclad = 6, (iii) Ecore = 12, Eclad = 11. The red lines indicate the etch-depth
limits below which the hole cannot narrow any more.
a superstrate layer would only utilize part of the hole depth to keep the core away from the
overlying air, into which radiation is small anyway. An advantage would only come from
symmetry considerations, namely a symmetric slab waveguide has half the radiation modes
it can couple to (only the even or odd) than an asymmetric one. But this principle would
become applicable only for a very deep hole, namely for good fabricating capabilities of
large aspect-ratio (AR) holes. Note here that asymmetry might have another disadvantage
that shows up only in three-dimensional structures. There are actually two fundamental
waveguide modes with opposite polarizations in 3d. For a symmetric configuration these
have opposite parity and cannot couple. Instead, asymmetry can lead to undesirable effects,
such as reflection to the wrong waveguide mode. Then, the optimal value for ratio may be
nonzero, but it will never be greater than 0.5, for the same reasons explained before. For
the two-dimesional structure examined in the present work, however, we can quite safely
apply the design rule
ratio = 0. (3.11)
3.4 Optimization for the material set comprising the crystal
For a given material set for the core and the claddings of the structures presented in Fig. 3-
1, the design rules (3.9),(3.8) and (3.10),(3.11) have simplified the problem of minimizing
radiation loss upon reflection from a photonic-crystal-slab mirror into optimization with
respect to the single parameter detch, as discussed in Section 3.3. Carrying through this
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procedure for different {core, Eclad } pairs, we have gotten the end result, already shown in
Fig. 3-2, of minimal possible loss for different materials. Also in Fig. 3-10 we show the
variation of the optimized reflectivity with frequency for three such pairs (corresponding to
three points in Fig. 3-2). From these two plots, it is obvious that following our proposed
design rules can indeed lead to a tremendous suppression of radiation loss (less than 0.1dB)
over the large required frequency bandwidth. In addition, Fig. 3-2 leads to the significant
conclusion that, to make a good integrated optical mirror, the refractive-index contrast is
very important not only in terms of the difference Ac = Ecore - Eclad > 0 but also in terms
of the ratio Re = Ecore/Eclad > 1 . In particular, lowest-loss mirrors are those for which
Ac, RE > 1, (3.12)
usually called high-index-contrast systems, such as silicon-on-insulator (SOI) or suspended
in air devices, and those for which
Ae --+ 0, RE 1, (3.13)
usually called low-index-contrast systems, such as the ones based on the AlGaAs material
compounds.
The reasons that these two material sets are appropriate for low-loss broadband mirrors
are quite opposite. The high-index-contrast systems base their success on strong localization
of the field inside the high-index core: in the first mode-matching viewpoint, the fundamental
evanescent Bloch mode then "sees" the air hole enough to open a large enough gap, but
not too much, so it bears strong resemblance to the incident waveguide mode, inhibiting
therefore coupling to radiation; in the second viewpoint (Fourier-space picture), the total
field pattern has most Fourier components at large wavevectors and small content lying
inside the radiation cone of the low-index cladding, thus radiation loss is small. On the
contrary, for low-index-contrast systems, the high reflectivity is achieved through transverse
delocalization: the incident waveguide mode is spread out into the air and substrate, and, if
the holes are deep enough to cover its evanescent tails, the structure starts resembling the
one-dimensional stack of layers, known to be lossless.
In choosing between the two suggested platforms - a source of considerable debate in
the integrated optics community - two important additional factors need to be considered:
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Figure 3-10: Optimized reflectivity from the semi-infinite mirror of Fig. 3-1(c), over a B =
10% bandwidth and under the fabrication limitations AR = 5, wmin = Wmin = 0.05Ao, as
a function of the wavelength A for three choices from Fig. 3-2 for the core and cladding
dielectric constants .
field localization and sensitivity to surface roughness. The amount of power scattered into
radiation from surface roughness increases with the strength of the field at the site of the
roughness, so strong field localization is expected to lead to larger sensitivity to disorder.
Therefore, based on the discussion in the previous paragraph, it can be inferred that the
choice of platform depends on the particular device under consideration. For example, for
nonlinear devices, where the nonlinearity is enhanced by strong field localization, the high-
index-contrast platform (3.12) is more suitable, while for passive devices, where localization
is not a requirement, the low-index-contrast platform (3.13) should work better due to its
insensitivity to disorder from fabrication and its flat response over extremely large frequency
bandwidths (see Fig. 3-10).
It is also important to understand how different restrictions, imposed by fabrication, limit
the performance of the two material systems. To see this, the contour plots Fig. 3-11(a) and
(b) show wg and wa respectively for the optimal results of Fig. 3-2. Where these widths are
clamped to their minimum possible values given in (3.6), they inhibit the radiation loss to
be suppressed even further, since wg and wa would optimally like to be even smaller in these
regions of Fig. 3-11, as can be inferred from analytic continuation. Therefore, it can be seen
that the high-index-contrast systems (3.12) are limited by the finite lithographic resolution
Wmn in etching holes, while the low-index-contrast systems (3.13) are limited by the minimal
feature size of the remaining dielectric pattern wm'in and the maximal fabricatable aspect
ratio AR of the air holes. As lithographic techniques improve, the loss levels for incomplete-
photonic-bandgap-based integrated systems will thus be further reduced.
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Figure 3-11: Optimal in-plane dimensions (a) wg/wun", (b) Wa/wnu' that minimize the
radiation loss from the semi-infinite mirror of Fig. 3-1(c) to the values shown in Fig. 3-2, as
a function of the core and substrate dielectric permittivities, where AE = Ecore - 6clad

Chapter 4
Subwavelength and
low-index-confined light in
Surface-Plasmon-Polaritonic (SPP)
systems [2]
Precise control of the properties of light propagation and localization has always been of great
importance in the world of optics. All-dielectric photonic and photonic-crystal systems have
reached an amazing level of maturity and performance, being nowadays able to support very
fast signals, with very low loss and on a minimal wavelength-sized footprint, by utilizing
various elaborated mechanisms, such as the ones presented in Chapters 2 and 3. However,
the desire to always push the technological edge even further necessitates the investigation
of different material systems too, as these all-dielectric structures do have their limitations.
For example, the constant need for compactness and increase in spatial resolution has made
the confinement of light in subwavelength-size regions a very desirable attribute for modern
nanophotonics. This property cannot be accomplished by all-dielectric structures, which
are limited by the highest refractive index available, however, such compact light-guidance
has been accomplished by exploring surface plasmon-polariton modes [17, 18] into designing
waveguides, by using conductors of finite cross-section [37, 38, 39, 40, 63, 41, 42, 43, 64], com-
binations of surface plasmons with bandgaps [65], or coupled-metallic-nanoparticle chains
[66, 67]. Therefore, this type of structures has acquired increased interest lately, and inves-
tigation of its capabilities is definitely due.
One challenging goal in photonics has always been to guide light through air in the
presence of higher-refractive-index dielectric media, since light tends to localize itself mostly
in these high-index regions. So far, photonic bandgaps [12] and other index-guiding-based
mechanisms [68] have been ways to address this issue. In this Chapter, we introduce a new
class of axially uniform surface-plasmon-polariton waveguides, employing a new mechanism
to accomplish light-confinement in a low-index region when surrounded by high-index ma-
terials, without a photonic bandgap. They are implemented on a simple flat conducting
surface of large extent, and rely on a nonperiodic dielectric distribution on top of this sub-
strate to generate transversely confined guided modes. The new mechanism for confining
much more field in the low-index rather than in the adjacent high-index region is based on
the relative dispersive characteristics of different surface-plasmon-polariton modes present
in these structures, and is applicable within a finite frequency regime that abides to certain
cutoff conditions.
4.1 Subwavelength light-propagation in SPP systems
Surface-Plasmon-Polaritons (SPP) are well known [17, 18] electromagnetic waves that propa-
gate along the interface between a plasmonic material (e.g. metal) and a single dielectric ma-
terial of permittivities ep and e. A SPP exists only for TM polarization (magnetic field paral-
lel to the interface) and its w-k dispersion relation is k Ikl = w/c. /F -Ep (w) / (E + ep (w)),
where k is in the plane of two-dimensional (2d) translational symmetry. For example, as-
suming for now lossless materials and using the Drude model cp (w) = fc - /w 2 , where
,oo is the permittivity at very high frequencies and wp is the bulk plasma frequency, the con-
dition ep < -E < 0 for propagation leads to a high-frequency cutoff at w, (E) = Wp/Ec_ + .,
to which the SPP asymptotes for large wavevectors k, as it is then tightly confined on the
interface, while the SPP asymptotes to the light-line of the dielectric k = w/c. · V for small
wavevectors k, as it then extends far into the dielectric. The dispersion relation is shown by
curves A, B in Figure 4-1 for two different dielectric materials (chi > Elow in insets A, B).
Clearly, this polaritonic light exhibits the desired extremely subwavelength propagation, in
the frequency regime just below the cutoff frequency of surface resonance.
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Figure 4-1: w - k diagrams (solid curves) for conventional Surface-Plasmon-Polariton struc-
tures (insets A - B) with Chi = 4 and eow = 1 (air). The light lines W/Wp = - k/kp
("vertical" dashed lines) and the cutoff frequencies w, (E) /wp = 1/ 1 + E (horizontal dashed
lines) are shown.
4.2 Low-index light-confinement mechanism by SPP effective-
index guiding
4.2.1 Linear waveguides
The SPP waveguides discussed in the previous Section are vertically (along y) confined,
but infinitely extended in the x - z plane of propagation. We would like to design linear,
axially uniform waveguides that can support modes guided along z (with exp (i3z - iwt)
dependence), but confined also in the lateral x direction. Consider, for the x-y cross-section
of such a waveguide, a semi-infinite vertical slab of width w and permittivity Elow, placed on
top of the semi-infinite space of conducting medium Ep, and surrounded by a higher-index
medium Ehi, as shown in inset (i) of Figure 4-2(a). If we divide this waveguide cross-section
in three vertical slices, then the central slice has an average dielectric permittivity lower
than that of the exterior slices. Thus, one might expect that light confinement in x is not
possible, by invoking the common index-guiding mechanism. However, we now show that
this structure, devoid of a photonic bandgap or a finite-sized conductor, supports well-defined
guided modes with the desired property of having much more energy stored inside the clow
slab rather than the neighboring Ehi space. The central slice, if examined individually being
uniform in x - z, supports the SPP B from Figure 4-1, which lies in the w-k plane above the
SPP A, supported by the high-index outer slices. Let now SPP B travel inside the plasma-
Elow slice at a small angle with the z axis (namely with a large kz = /3 component of its total
wavevector kB). Then, upon incidence on the Chi boundary (uniform in z), it couples to
A only for frequencies below w, (Ehi), in which case, in order to preserve 3 phase-matching
along z, A has to radiate outwards in x (since 0 < kB < kA => k ,A = k2 - 02 > 0),
excluding indeed the possibility for existence of confined guided modes. However, above
this cutoff the SPP mode A disappears, and the lowest order mode of the outer slices that
can lead to radiation laterally or vertically becomes just the first mode within the continuum
described by the Ehi light line. This line now lies above the SPP B (w/c. - hi < kB) for a
narrow frequency range below w, (low), so B can now couple only to decaying modes inside
the high-index side claddings. Thus in this frequency regime fully transversely confined
guided modes can exist, with propagation constants / between the Ehi light line and B, and
with a significant part of the energy stored inside the low-index core. To our knowledge,
this is a new guiding mechanism that is enabled by the unique cutoff properties of SPP
subwavelength modes.
A simple method to quickly obtain an estimate for the propagation constants 0n of the
guided modes is the effective index method [50]: each ith vertical slice is replaced by a homo-
geneous dielectric layer of refractive index equal to the effective index (neff,i = ki/ (w/c)) of
the lowest order mode (ks, Oi (y)) supported within this slice; the complicated cross-section
of the waveguide thus gets reduced into a simpler but approximately equivalent dielectric
layered structure, whose modes can be easily found, making sure that the most appropriate
polarization of the fields is used. The method is most accurate, when the transverse profiles
Oi (y) of these lowest order modes are nearly the same, so that the couplings to higher order
modes can be safely ignored. To implement the method for the structure of Figure 4-2(a),
the effective indices of the SPPs B and A should be used respectively for the central and
outer layers of the resulting symmetric slab waveguide, while the E-field is chosen to be
polarized along y, since B and A are TM polarized with the H-field in the x - z plane. The
resulting dispersion curves are shown in Figure 4-2(a). An infinite number of modes is found
just below the w = w, (Elow) cutoff line, since in that frequency region k - oc for curve B, so
the effective slab waveguide is one with an infinite index-contrast, which indeed supports an
infinite number of modes inside its core. The effective-index method is within 1% accuracy
for the fundamental mode by comparison to 'exact' (but technically difficult) simulations
with a Finite-Difference Frequency-Domain (FDFD) eigenmode solver for a few frequencies.
The exact TM-like H_ component of the first two modes is shown in insets (ii) and (iii), and
is indeed found to be two orders of magnitude larger than the TE-like components.
For completeness, let us examine also the case where the values of the dielectrics for the
structure presented in Figure 4-2(a) are interchanged, leading to that in inset (i) of Figure 4-
2(b). The existence of modes is less surprising for this configuration, since it does follow
the simple index-guiding intuition and doesn't rely on the presently introduced mechanism.
The effective index method can again be employed using for the central slice the SPPs A
and for the outer slices the SPP B, yielding the results shown in Figure 4-2(b). The FDFD
fundamental mode (insets (ii)) is again at most 1% away from this estimate. Note that for
Figure 4-2(b) the conserved wavenumber / must be larger than that of the mode supported
by the Elow - Ehi - Elow waveguide standing vertically on top of the substrate, for the field to
couple only to decaying modes in y.
An important lesson is that the index-guiding mechanism rigorously relates to appropri-
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Figure 4-2: w - , diagrams (red curves calculated via the effective-index method) for SPP-
based waveguide structures (insets (i)) with w/Ap = 0.25. (a) Effective-index-guiding mech-
anism: SPP B (from Figure 4-1) of the central vertical slice (thick solid black curve) and
the Ehi light line (dashed black curve) limit the region where fully confined modes can exist.
(b) Regular index-guiding mechanism: SPP A and the vertical cladding-guided mode define
the modal region. The H, component of the first two modes at (a) w/w, = 0.705 and (b)
wlw, = 0.444 is shown (insets (ii)-(iii) calculated via a finite-difference frequency-domain
eigenmode solver).
ate effective and not actual material indices. In all-dielectric structures the two follow the
same trend, but this is not the case always in the presence of metals, allowing for the design
of what are basically Surface-Plasmon-Polariton Effective-Index-Guiding waveguides, like
the ones above. Note, also, that care should be taken, when searching for guided modes of
such structures, in that the correct way to interpret the concept that the dispersion line of a
mode lies above or below another is to compare their effective indices neff = ck/w at a fixed
frequency w and not the other way around, so perhaps the terms left and right respectively
seem more appropriate.
4.2.2 Cavities
Once can easily imagine that this confinement mechanism can be used to implement light
localization in subwavelength low-index (such as air) cavities. Consider, for example, again
the structure of Figure 4-2(a), but view it not as a linear waveguide in the z direction, but
simply a 2d cavity in the x - y plane. Clearly, such a cavity will have a finite Q, because light
of the form of an SPP B (from Figure 4-1), localized inside the center low-index elow region,
will couple to the radiative modes to the left of the Chi light-line upon bouncing off the walls.
However, this radiation loss is expected to be very small, since the SPP B is so subwavelength
that its mode profile does not match those radiative modes. Therefore, high-radiative-Q and
extremely subwavelength air cavities are made possible with this mechanism, and they can
have great applications in nanotechnology, such as sensing and characterization of streams
of nanoparticles flowing through the air-core cavity.

Chapter 5
Dispersionless broadband-slow or
stopped light in Surface-
PlasmonoDielectric-Polaritonic
(SPDP) systems [2, 3]
There has been increased interest lately in the development of photonic systems that can
slow down [22, 23, 24, 69, 70, 71, 72, 73, 25] or stop [26, 27, 28] light, as they could find
great applications in all-optical buffers and switches for telecommunications and comput-
ing. However, for slow- and stopped-light systems, there is a limitation on their achiev-
able so-called 'bandwidth-delay product' [16] and the major reason is modal dispersion
[74, 75, 76, 77, 78, 79]. In fact, dispersion is a problem commonly shared among all existing
photonic systems. This fact has thus motivated the recent invention of a few advanced
dispersion-cancellation schemes, which make use of coupled geometric [80] or gain-material
[81] resonances or a fine balance of dispersion with nonlinearities [82]. In this Chapter, we
show that layered axially-uniform plasmonic-dielectric-hybrid waveguiding systems, which
we will call Surface-PlasmonoDielectric-Polaritonic (SPDP), can guide broadband-slow or
stopped and subwavelength light, and that such multilayered systems allow for a new physi-
cal mechanism, which enables their inherently-single-polarization surface-polaritonic modes
to additionally have - for small positive, negative or zero group-velocity - the dispersion
coefficients of simultaneously both the group velocity and the attenuation systematically
cancelled to unusually high orders, thus leading to the first linear passive system in nature,
known to us, that essentially is dispersionless and breaks the 'bandwidth-delay product'
limitation. Furthermore, they can also be tailored to invent a variety of novel intricate dis-
persion relations with multiple points of zero group velocity. The applications of this class
of guiding systems in the technological realm of nanophotonics could be substantial, since
they promise significant reduction in all (spatial, temporal and operational energy) device
scales.
5.1 Broadband-slow or stopped light-guiding mechanism by
layered SPDP systems
In this Section we will demonstrate that surface-plasmonic-polaritonic systems can uniquely
support both very broadband slow light and also stopped light (namely having zero group-
velocity), provided a thin layer of a dielectric material is deposited on top of the plasmonic
substrate, whose presence modifies the surface resonance in a controllable way. We call
these systems Surface-PlasmonoDielectric (SPDP), because the presence of the dielectric
layer is essential for the physical mechanism. This phenomenon can find applications in
ultra-compact broadband slow-light waveguides and nano-sized high-radiation-Q cavities.
5.1.1 Planar waveguides
Let us start our analysis from the basic planar SPP structure of Figure 4-1. Several exten-
sions of this simple structure in the form of planar layers have been examined in the past
[83, 84]. Instead, let us keep the plasmonic substrate Ep infinite and consider the case of a
Chi-dielectric layer of thickness d inserted between this substrate and a clow-dielectric space
(Fig. 5-1, inset C). The dispersion relation of the mode (curve C) is implicitly determined
by tanh (uhihid) - (1 Up/Ulow) / (Uhi/Ulow + Up/Uhi), where Uhi = Chi / k 2 - w2 /C2 . hi
and similarly for ulow and up. The localization of the mode to the metal-chi interface
increases with the wavevector k. Therefore, for low frequencies w (and small k) this Surface-
PlasmonoDielectric-Polariton (SPDP) mode has most of its energy stored in the outer di-
electric Elow, and does not 'see' much the Ehi-dielectric layer, thus it asymptotes to a SPP on
a Ep-Elow interface (curve B), while in the limit of large k the SPDP mode is tightly confined
on the ep-Ehi interface and doesn't 'see' much of the outside material, thus it asymptotes
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Figure 5-1: w-k diagrams (solid curves) for layered Surface-Plasmono-Dielectric-Polaritonic
structures (insets A - D) with Ehi = 4 and elow = 1 (air). Layer thicknesses d/Ap = 0.015,
0.02 and 0.025 are used for C and D (solid+dotted curves). The light lines w/wp = V.- k/kp
("vertical" dashed lines) and the cutoff frequencies w, (E) /wp = 1//1 + E (horizontal dashed
lines) are shown.
to a SPP on such a Cp-Chi interface (curve A). The smaller the thickness d, the higher the
wavenumber k where this change in behavior happens, as depicted in Figure 5-1 with dot-
ted curves. Furthermore, for d smaller than a certain threshold, since both the asymptotic
low-k and high-k SPPs have positive group velocity and Chi > Elow = W.c (Ehi) < Wc (Elow),
the limiting k-regions must be connected through a regime of negative group velocity, with
two boundaries of zero group velocity (zgv), one with negative curvature at a small kn and
one with positive curvature at a large kp > kn. Note that these boundaries are circles in the
2d k-plane (projected as points in w-k plots) and that Surface-Polaritonic systems are the
only systems in nature with 2d continuous translational symmetry known so far to exhibit
such zgv points at a non-zero wavevector. Similarly, if the two dielectric materials are in-
terchanged (inset D), there still exists a vertically confined (namely exponentially decaying
as yj -* ooc) surface wave (curve D), which now has opposite asymptotic behavior from C
in the two limits of low w and high k values, so its group velocity is always positive.
A significant remark for both cases is that sufficiently decreasing the layer thickness can
lead to arbitrarily small group velocity (negative or positive respectively) over the entire large
bandwidth [ Wc (Chi), Wc (Clow) I. This is a unique physical property for layered plasmonic
systems, since any other known system that can support very low group velocities (such
as electromagnetically induced transparency or a photonic crystal) does so only within a
narrow frequency band. This striking attribute of unlimited 'frequency bandwidth over
group velocity' ratio carries over immediately to linear plasmonic waveguides, such as the
ones discussed below.
5.1.2 Linear waveguides
In order to construct now linear waveguides with the same interesting properties of the planar
SPDP modes C, D of Figure 5-1, the same effective-index guiding mechanism presented in
Section 4.2 can be used. Let us start from the structure of inset (i) in Figure 4-2, but let
the central low-permittivity slab have a finite height d, as shown in inset (i) of Figure 5-
2(a). This structure can be treated similarly, the only difference here being that the inner
slice alone supports the SPDP D from Figure 5-1, which still lies to the left of SPP A for
w < wc (Ehi), but to the right of the Chi light line, the lowest order mode supported by the
sides for w, (Ehi) < w < wc (low). Therefore, for a fixed frequency w within this broad range,
guided modes exist with wavenumbers 3 between the Chi light line and D, since only in this
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Figure 5-2: w - / diagrams (red curves calculated via the effective-index method) for SPDP-
based waveguide structures (insets (i)) with w/Ap = 0.25 and d/Ap = 0.02. (a) SPDP D
(from Figure 5-1) of the central vertical slice (thick solid black curves) and the chi light line
(dashed black curve) limit the region where fully confined modes can exist. (b) SPDPs C and
B define the modal region. The Hx component of the first two modes at (a) W/w, - 0.65 and
(b) w/w, = 0.47 is shown (insets (ii)-(iii) calculated via a finite-difference frequency-domain
eigenmode solver).
(a)L (b) Q
1E+8
4
n=I.O -- - O 'O A 1E+1.0 p-- 2 ------- O.2Xp
1E4
1E+2
0.18 0.2 022 0,24 0.26 0.28
Figure 5-3: (Taken from Ref.[86]) (a) Schematic of a 2d plasmon-cavity structure, like the
one in Figure 5-2 but with a symmetry plane. (b) Q-enhancement as a function of the length
L of the cavity. (Data was calculated with mode expansion method CAMFR [53].)
regime the field is composed only by decaying modes in the outer regions. The effective index
method indicates how the dispersion curves approximately look like (Figure 5-2(a)), while
the FDFD modes are again shown in insets (ii) and (iii). The more intuitive case of a high-
index finite-height d slab on top of the plasmonic substrate and surrounded by a lower-index
material is shown in Figure 5-2(a). This mode maintains the interesting features of curve
C in Figure 5-1, such as the existence of two zgv points, but with transverse localization
provided by the linear waveguide.
Note that the most important characteristic of the SPDP modes in Figure 5-2 is that
they accomplish exactly our desired goal of supporting slow light over an unusually large
frequency bandwidth, while it is simultaneously subwavelength and can be guided inside a
low-index region (such as air).
5.1.3 Cavities
The two unique points of zero group-velocity, exhibited by the SPDP mode of curve C in
Figure 5-1 and that of Figure 5-2(b), at nonzero wavevectors kn and kp, whose location
depends and can be designed solely by the choice of the thickness d, can be used to design
enhanced-radiation-Q cavities of nanoscale size, using a mechanism that greatly relates to
the one described in Chapter 2, since it is based on far-field destructive interference [85, 86].
In Figure 5-3 (taken from ref.[86]) this Q-enhancement is demonstrated.
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5.2 Slow-light dispersion-manipulation mechanism by multi-
layered SPDP systems
Since the insertion of thin dielectric layers on plasmonic substrates led to a discovery of
very interesting dispersive behavior of the associated SPDP modes, in this Section we will
consider what happens if we extend this idea to an arbitrary number of thin dielectric layers.
What we find is, that each one of these layers affects the surface resonance of the polaritonic
mode and the associated interplay of the free charges inside the plasmonic material with the
bound charges of the thim dielectric films leads to a system, that of multilayered SPDPs,
with an incredible number of degrees-of-freedom for the manipulation of the polaritonic-
mode dispersion at will. Very intricate and unique dispersion diagrams can be tailored this
way, which would not be possible with any different system in nature known so far.
5.2.1 Planar waveguides
Let us start from the planar layered structure of inset C in Figure 5-1, and denote Clow - 6,
Ehi - 1e, d -+ dl, kn -+ kn,1 and kp -+ kp,1 , since for a multilayered structure we will need
an index that counts each layer. Now further insert, between the plasmonic substrate and
the high-index El-dielectric layer, another planar dielectric layer of permittivity E2 < C1 and
thickness d2 < dl. This structure has never, to our knowledge, been analyzed before and
behaves as follows: for small k, the behavior will not change, but, for large k, the SPDP
mode must now asymptote to a SPP on a Ep-E2 interface; since E2 < 'E1 =: w (c2) > Wc (61),
the large-kp,i zgv point will move to a smaller wavevector kp,2 < kp,1 and two zgv points
will remain at - kn,j and kp,2, provided d2 is small enough that kn,1 < kp,2.
This process of inserting additional layers of smaller and smaller thickness {di} of various
dielectrics {ei} onto the plasmonic substrate can be continued arbitrarily. The general rules
for the resulting SPDP modal dispersion relation upon insertion of the ith layer are that
always w (k - oo) = wc (Ci) and typically (for smaller enough thicknesses di < di-1) the
following occur: (A) ei < fi-1 < i-2 == no new zgv point, (B) ei < Ei-1 > Ei-2 == no new
zgv point and the large-kp,il zgv point moves to kp,i (where kn,i-1 < kp,i < kp,i-1 ), (C)
Ei > Ei-1 < Ei-2 = two new zgv points at kn,i and kp,i > kn,i, and (D) Ei > Ei-1 > Ei-2 i=
either two new zgv points at kn,i > kp,i-1 and kp,i > kn,i, if di is really small, or no new
zgv point and the large-kp,il zgv point moves to another large wavevector kp,i, if di is
only a little smaller than di- 1.These rules provide ample degrees of freedom to create very
interesting dispersion relations with many zgv points. An example, which was calculated
using a standard transfer-matrix method, is shown in Figure 5-4.
5.3 High-order group-velocity-dispersion (GVD) cancellation
mechanism by multilayered SPDP systems
An even larger variety of exotic dispersion relations can be created, if we don't restrict the
dielectric layers to be progressively thinner from top to bottom. One fascinating example is
that of exceptionally-high-order cancellation of group-velocity dispersion for a broadband-
slow or stopped subwavelength light mode. Linear waveguides and extremely-high-radiation-
Q cavities can again be constructed.
5.3.1 Planar waveguides
To demonstrate how this gvd cancellation can be accomplished, let us use a structure of
the type shown in Figure 5-4 as a starting point. Consider a small group velocity vgo,
indicated in Figure 5-4(ii) by a dotted line, so that the function vg - Vgo has several roots,
depending on the chosen vgo; by then modifying the structure of Figure 5-4 so as to increase
(decrease) the thicknesses of the bottom (top) layers, the roots of vg - Vgo at large (small)
wavevectors will now move to smaller (larger) wavevectors, and, with the appropriate choice
of the thicknesses {di}, multiple (let's say N) of these roots can be forced to coincide at the
same wavevector of intermediate value ko and at frequency w0 . Such a root of multiplicity
N means that dispersion has been cancelled up to Nth order for the SPDP mode; locally its
dispersion relation looks like
k -ko = o (w -1 o) + Dk,N+ ( - )N+1 (5.1)V90 (N + 1)!
or equivalently
cN+1o-N
w - wo = vgo (k - ko) + - 1)! Dw,N+l (k - ko)N+ , (5.2)
where Dk,n = Wo n-1 , Dw,n wo n-i(c) 1 "- ( a-w(k) are the normalized di-
mensionless dispersion constants of nth order, and, when all are zero up to Nth order as
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Figure 5-4: (i) w - k dispersion diagram (designed to resemble 'MIT') for the
plasmonic-dielectric layered structure shown in the inset with f = 1, ei = {4, 1, 10,
1, 10, 1.7, 1, 10, 1.7}, di/Ap = {10 - 2, 10- 3, 5 10- 5, 4 - 10- 6, 3.5 10- 7, 5 - 10- s,
2.4 - 10-11, 4 10- 12, 6. 10- 13} (from top to bottom) and eo = 1. (ii) [solid and dashed
lines denote that the quantity plotted logarithmically is positive and negative respectively]
(black line) vg - k group-velocity dispersion diagram for the same structure (namely first
derivative of (i)): note the apparent scaling max Jvgl - 1/k. (orange line) a - k attenuation
dispersion diagram for the same structure with an added loss factor /wp -= 10-4: note the
apparent scaling min la i k, and that, away from the special points of zero group velocity
and for subwavelength wavevectors, a vg = y/ 2 independently of wavevector (and thus
frequency). kp = w/c- 2=r/Ap.
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in Eqs.(5.1) and (5.2), then Dw,N+1/Dk,N+1 = - (Vgo/C)N+ 2 . Examples for such high-order
dispersion cancellation are given in Figures 5-5(a), 5-5(b) and 5-6 for three values of vgo:
positive, negative and zero respectively. To our knowledge, there is no other system in na-
ture, whose photonic dispersion relation can be such a long straight-line segment and which
is not a plane-wave.
Plasmonic-dielectric layered material systems even allow the parameters wo, ko, Vgo and
N of this phenomenal dispersion cancellation to be tailored at will, to a great extent:
* These systems have the unique property of allowing independent control of the temporal
and spatial scales of their photonic modes: their dispersion curve must lie in the w-k plane
"allowed region" between the two curves for simple SPPs on a c,-min {<i, E} interface and a €p-
max {ci, E} interface (in particular, w, (max {ci, E)) < w < w, (min {Ei, E}) and k > w/c. -
in the subwavelength regime of interest); then wo can be dictated mainly by the proper
choice of materials for the plasmonic substrate {Wp, coo} and the dielectric layers {Ei, E,
while ko, quite independently, by the choice of the layer thicknesses {di}. Similarly there is
substantial freedom of choice for vgo, with the sole restriction, imposed by the general nature
of plasmonic systems, that the maximum attainable Ivg| decreases rapidly as k increases,
with an apparent scaling max Ivgl I 1/k as can be seen from Figure 5-4(ii), namely the same
scaling as for the phase velocity vp = w/k, which is typically though much larger (vg < vp)
for these systems in the subwavelength regime.
* Given desired (and compatible under the above restriction) wo, ko and Vgo, the recipe for
an Nth order dispersion cancellation is then as follows: Since the roots of the vg - Vgo function
are the essential tool of the cancellation mechanism, an oscillatory behavior of this function is
needed and thus the choice of materials for the layers should be such that higher- and lower-
index layers alternate (cases B and C discussed earlier), since each such pair of consecutive
layers generates an additional oscillation with two zgv points (and hopefully, depending on
the chosen vgo, two roots of vg - vgo) at controllable w- and k-values; therefore, with this
design, a minimal number of z N layers are needed for creating N roots of vg - Vgo, and then
their N-fold coincidence can be accomplished at the desired frequency wo and subwavelength
wavevector ko by choosing and/or fine-tuning the parameters {wp, oo, i, E, di}. In principle,
one can keep adding pairs of layers to increase N and whether this can be increased arbitrarily
depends on how rapid a change in group velocity within the dispersion curve does the
plasmonic material system allow. Unfortunately, due to its complexity, the existence and
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Figure 5-5: (i) w - k dispersion diagrams for plasmonic-dielectric layered structures with 6 =
-oo= 1 and (a) ei = {4, 1, 4, 1}, di/Ap = {0.0200162, 0.00501101, 0.0086219, 0.0023344},
(b) Ei = {4, 1, 4, 1, 4}, di/Ap = {0.02002878, 0.008302923, 0.01069271, 0.00349443,
0.004515306}: note the extremely linear regime around- (a) wo/wp = 0.5645, ko/kp = 13.4,
(b) wo/p = 0.5135, ko/kp = 11.5. (ii) (all lines except orange) w - Dk,n group-velocity
dispersion (gvd) diagrams for the same structures (namely derivatives of (i)): plotted log-
arithmically in the main box and linearly in the inset, note that gvd orders n = 2 ... N
are cancelled at wo (dotted line), where (a) vgo/C = D = D, = 0.0032 > 0, N = 4,
Dk,5 = 2.11. 108 =Dw, ='-2.24 10- 7, (b) Vgo/C = D - ' = Dw,i = -0.0020 < 0,
N = 5, Dk,6 = 3.16 - 1011 =D,, 6 = -3.96 .10-s, and thus the inset depicts the Eq.(5.1)-
type behavior. (orange line) w - a attenuation dispersion (atd) diagrams for the same
structures with an added loss factor Y/Wp = 10-4: note that, throughout the plotted fre-
quency regime, a v = -7/ 2 independently of frequency (and thus wavevector) and therefore
Da,n-1 = Dk,n ' 7/2Wp implying that atd orders n - 1 = 1 ... N - 1 are also cancelled at wo.
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Figure 5-6: (i) w - k dispersion diagram for a plasmonic-dielectric layered structure
with e = Ec = 1 and (a) Ei = {4, 1, 4, 1, 4}, di/Ap = {0.03805142, 0.001163696,
0.021089836, 0.00016090557, 0.004449584}: note the extremely linear regime around
o/Wp -= 0.4513, ko/kp = 11.3. (ii) (all lines except orange) Dw,n - k group-velocity disper-
sion (gvd) diagrams for the same structure (namely derivatives of (i)): plotted logarithmi-
cally in the main box and linearly in the inset, note that gvd orders n = 2 ... N are cancelled
at ko (dotted line), where Vgo/C = D,•, = 0, N = 4, Dw, 5 = -6.46 . 10-8, and thus the inset
depicts the Eq. (5.2)-type behavior. (orange line) F - k attenuation dispersion diagram for
the same structure with an added loss factor yl/wp 10-4: note that, for large enough
wavevectors, F = y/2 independently of wavevector.
estimation of such an upper limit on the achievable N remains an open theoretical question.
We can simply argue that a larger N is easier to get as Ivgol gets smaller and ko increases,
since a longer straight-line segment can then fit inside the "allowed region" in the w-k plane
described earlier or, seen differently from Figure 5-4(ii), vg - Vgo can have more roots more
easily. In practical applications though, this is not even an issue, since N does not need to
be too large, as will be seen in examples later.
This scheme can very easily take into account also the potential material dispersion of the
dielectrics, since this dispersion is much weaker than the strong geometric dispersion enforced
by the design.
5.3.2 Linear waveguides
The currently proposed plasmonic-dielectric platform and the mechanisms to design compli-
cated dispersion relations, which include many zgv points and/or extremely-high-order dis-
persion cancellation, can be extended to linear waveguides. Consider the suggested layered
dielectric structure, on top of the plasmonic substrate, to be axially uniform in the waveg-
uiding direction but to have finite width w in the transverse direction, being surrounded by
a homogeneous dielectric of permittivity E,, as shown in the inset of Figure 5-7(i). Then,
using again the effective-index method, described in detail in Section 4.2, we conclude that
multiple guided modes exist, as long as the dispersion curve of the initial layered plasmonic
structure of infinite width lies in the w-k plane to the right of a SPP on a Ep-E, inter-
face. This condition can be satisfied for a wide range of permittivities cc, including at least
ec 5 min {ei, } and ec Ž max {Ei,e} (e.g. for ec = E = 1). Then, denoting 3 the conserved
wavevector along the one-dimensional (id) translationally-invariant guiding direction, the
same manipulations as before (e.g. choosing and/or fine-tuning {wp, coo, i, c, , di} for an
Nth order cancellation) can be implemented on the w-/3 dispersion of the first few of these
guided SPDP modes (typically the very first one), since it digresses only a little from that
of the infinite-width structure. An example is shown in Figure 5-7: the structural param-
eters of the final design were calculated using the efficient but approximate semi-analytical
effective-index method, however, finite-element [87] numerical calculations were also per-
formed on the final structure to confirm the existence (the achievable discretization led to
1% convergence accuracy, not enough to also calculate dispersion coefficients) of the guided
mode, shown in the inset of (i); note that guidance occurs, counter-intuitively, in the region
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Figure 5-7: (i) w - 3 dispersion diagram for the plasmonic-dielectric layered waveguide
structure shown in the inset with E = Ec = 5, Ei = {2, 5, 2, 5, 1.75, 5}, di/A1p
{0.0066136, 0.0170872, 0.0021628, 0.008271, 0.000923, 0.000333}, w/Ap, 0.1 and E,0 = 1:
note the extremely linear regime around wo/wp = 0.449, /o3/kp = 15.3; using a finite-element
calculation (at wo giving ro3/kp 15.48), the associated transverse modal profile is plotted in
the inset for the H-component parallel to the plasmonic interface. (ii) w-Do,n group-velocity
(gvd) dispersion diagrams for the same structure (namely derivatives of (i)): note that gvd
orders n = 2... N are cancelled at wo (dotted line), where vgo/c = D -1  Dwj = 0.001 > 0,
N = 5, D3,6 = 1.82 -1012 =-Dw,6 = -1.66-10 - 9 , and thus the inset depicts the Eq.(5.1)-type
behavior.
of lower average dielectric permittivity using the mechanism developed in Chapter 4. Again,
the method can take the weak material dispersion of the dielectrics into account, and similar
considerations as before hold for the range of the simultaneously achievable wo, 0o, Vgo and
N.
5.3.3 Cavities
A very interesting behavior is expected, when these dispersion-cancelled waveguides are
truncated to form subwavelength cavities with a length corresponding to the wavevector, at
which cancellation has been achieved for the corresponding waveguide. In particular, the
most interesting behavior should be seen, when making cavities out of zero group-velocity
modes with such a high-order gvd cancellation, and this is a topic for future study.
In short, the radiation-Q enhancement observed for cavities at zgv points has been
associated [86] with far-field interference between the two counterpropagating modes that
result in the zgv point. As can be seen in Ref.[86], the coupling of these two modes results
into the existence of two different resonances, one with low and one with high radiation-
Q. We believe that these two resonant modes must correspond to an even and an odd
superposition of the counterpropagating waveguide modes, one of which has enhanced loss
due to constructive far-field interference and the other is the interesting high-Q cavity mode.
When now considering cavities out of our SPDP waveguides where multiple modes interfere
to create a high-order zgv point, coupling and far-field interference between N such modes
is expected to lead to N normal modes, of which one is a super-radiant and one is an
extremely-high-Q sub-radiant state. The scaling of Q with N should follow general antenna-
theory arguments and could be related to the associated density of states (calculated later
in Eq.(5.9)) of the SPDP mode.
5.4 High-order attenuation-dispersion (AD) cancellation in mul-
tilayered SPDP systems
All plasmonic materials in reality exhibit absorption losses, whose effects on the suggested
dispersion manipulation mechanisms need to be studied. For any material system, instrinsic
absorption losses are usually quantified as losses-per-unit-distance a (also called 'propagation
losses') or losses-per-unit-time F (related to the 'quality factors' Q = w/2F); for small loss,
using the analyticity of the w-k relation and the Cauchy-Riemann equation mk 9Rk =
1/Vg, these relate by a Imk - = ~ag f F, so a is not a good measure in regimes close
to zgv points, where 'propagation' lacks physical meaning and a - 1/vg --+ oo (see Figure 5-
4(ii)), but F is more appropriate. Using accordingly the appropriate loss measure, the group-
velocity dispersion-characteristics (Rew - Rek relation) for light within a system remain
almost unaffected in the presence of material absorption, its basic effect being just field
attenuation. This means that, in particular for our proposed plasmonic-dielectric material
structures, our dispersion manipulation and cancellation methods are still easily applicable
in the presence of loss; this was also confirmed by simulations.
To account for absorption and calculate losses, we use the simple Drude model for plas-
monic materials Fp (w) = c, - wp/ ( 2 + iyw) (where the tilde denotes a complex quantity),
which has the unique property that, for small yl/p (_ 10- 2 at room temperature for met-
als), Fp (w) , e1p (w + i'y/2). Then, denoting as n, (w) - ck/w = c/vp the phase (effective)
index and as ng (w) - cd- = c/vg = np (w) + w ) the group index of a lossless plasmonic-
dielectric structure, when we add loss only to the plasmonic material as above, the complex
propagation constant becomes ck = wiip (w) P wnp (w + iy/2) w np (w) + w -g - - iy/2,
namely ca r (ng - np) y/2 and, since ca - ngr, we conclude that: in the small-k regime,
where most of the light is localized outside the lossy plasmonic material and ng r nrp 
Vg ; vp, we naturally find a F 0, while in the subwavelength large-k regime of in-
terest, where there is strong light confinement inside the plasmonic material and typically
ng > np ri Vg < vp:, as seen earlier, we get aVg P r ; y/2 , namely a constant independent
of frequency and wavevector (see part (ii) of Figures 5-4, 5-5, 5-6). This has the remarkable
implication that, at points wo, ko where group-velocity dispersion (gvd) has been cancelled to
Nth order (Dk,n = 0 for n = 2 ... N), also the attenuation dispersion (ad) has been cancelled
to (N - 1)th order (Da,n a•9n o) ogn c 7/2w, = Dk,n+l /2p=O 0
for n = 1 ... N - 1) and thus the propagation loss rate can be written as
-1 --N
a = ao + N! Da,N (w - Wo)N. (5.3)
Finally, since these Surface-Polaritonic modes exist inherently only for a single (TM)
polarization, they do not suffer from Polarization Mode Dispersion (pmd) [7] either. Clearly,
this triple simultaneous dispersion cancellation is an amazing and unique feature of layered
plasmonic-dielectric material structures. Its main consequence, discussed in detail below, is
the freedom from all kinds of pulse-shape distortion in these systems.
5.5 Applications
The new class of systems presented in this Chapter has features that could greatly impact
the field of nanophotonics by being able to shrink light in all (spatial, temporal and en-
ergy) scales. At the very high k-values close to w, the characteristic longtitudinal length
and the transverse modal profile have sizes in the nanoscale, allowing for very high device
compactness. The fact that the group velocity can become arbitrarily small by decreasing
the core thickness is a very important attribute that can be used to significantly enhance
nonlinearities or gain in devices, and thus to reduce their required operational power [88].
Furthermore, the amazing feature that this is achievable over a large bandwidth and with
unusually-high-order gvd and ad cancellation (and devoid of pmd) implies that these waveg-
uides can slow down and shrink ultrashort pulses without introducing distortion to them,
thereby allowing for exciting promises in the fields of ultrafast optics, optical memories and
quantum computing [6]. Below, we will analyze in detail two particular of these applications,
delay lines and active devices.
5.5.1 Delay lines
First of all, this material system can be designed to support slow and subwavelength prop-
agation of short pulses that do not suffer any type of distortion (phase or amplitude) as
they travel. This is a very important feature required for the design of very compact and
efficient optical buffers and memory, for use in optical telecommunications and computing.
The common figure-of-merit for the characterization of optical delay lines is the so-called
'bandwidth-delay product', which has been shown to be fundamentally limited by dispersion
[74, 75, 76, 77, 78, 79]. Indeed, using the procedure in Ref.[7], we find that: after propaga-
tion on length L of a line with only gvd as in Eq.(5.1), Gaussian bit-pulses of initial width
(standard deviation) Tp (0), consisting of not-too-few (> Dk,N+2/Dk,N+1) optical cycles so
that the (N + 2)th-order dispersion can be ignored, are broadened to width
Tk (L) = T2 (0) 1 + (wDkN+Tp (o))N sN+1 , (5.4)(WoTP (0))N+1
where sN+l = /(2N-1)!!/(N!)2-mod(N+1,2)/(N!!)2/2N, so, for bitrate B = 1/TB, the
optimal Tp (0) and the maximum L for distortionless (Tp (L) /TB • 1/4) propagation are
1 N
Tp (0) /TB = N+ 1 (5.5)
SN+1 (WoTB)N+ I
L/Ao = (5.6)21r Dk,N+1 ' (5.6)
where SN+j = V/NN/ (N + 1)N+l/SN+1/22N+2, and then the figure-of-merit, expressed as
the number M of bits that the line can store (namely the largest possible product of the
bitrate B times the distortionless time delay 7- = L/ IVgo ), is
SN+1 (woTB)NM = 7r/T = k,+ o(5.7)1Dk,N+11 (1 Ugo /I)
The huge benefit from having a delay line with a large N is obvious from Eq.(5.7), since even
the shortest possible pulse has at least one optical-cycle duration (WTp > 27r = woTB > 8rr)
and by allowing for slightly broader pulses (smaller bitrate) the N-polynomial increase in M
is then tremendous. Similarly, for a line with only ad as in Eq.(5.3), under the assumption
Da,N (wpL/c) /(woTp (0 ))N < 1, the leading-order contribution to pulse-broadening comes
for N even (N = 2, 4, 6...) and is
Tp (L) = T2 (0). 1 + Da,N (pLc)N sN  (5.8)(woTP (0) N
where s' = [(N - 1)!!/ (N - 1)!] / 2N-, while for the combined effect of both gvd and ad
mechanisms one needs to add the contributions from Eqs.(5.4) and (5.8), but then simple
analytical formulas for L and M cannot be derived. To test the performance of our proposed
plasmonic-dielectric structures. first note that, since D,,N = Dk,N+1 - 7/2p and y/lwp <
10-2 < 1, these structures are limited only by gvd for pulses of not-too-many (< wp/Y)
optical cycles, namely ad can be ignored and Eqs.(5.6) and (5.7) provide safe performance
estimates. Using then the results of Figures 5-5(a), 5-5(b) and 5-7, we find that these delay
lines could, for example, hold respectively - 63200, - 61700 and - 21400 undistorted
bits of 50-optical-cycle pulses (c 1Tbps at Ao -= 2rc/lw, = 1.3jpm using Eq.(5.5)) with
line lengths of respectively - 45200Ao, - 27000Ao and - 4700Ao, or that a - 29Gbps at
A, = 1.3p/m data-stream could travel undistorted (albeit significantly attenuated) on the
delay line of Figure 5-7 all the way from Boston, USA to Bangkok, Thailand (13730km), the
same distance as a typical fiber at this zero-dispersion wavelength [7], only with - 103 times
slower speed! This slow-light performance is orders of magnitude better than what has been
demonstrated ever before [77], thus we can claim that this material system essentially does
not suffer from any practical limit on the 'bandwidth-delay product'.
5.5.2 Active devices
Furthermore, the presently proposed system could greatly enhance the performance of a large
variety of active optical devices (nonlinear, electronic, thermal etc). The rate of the under-
lying interaction depends strongly on the number of the participating photonic states (as
suggested for example by Fermi's Golden Rule [89]); therefore, if Aw is the frequency band-
width of the interaction, we will define here, as the figure-of-merit for a photonic structure,
the enhancement ratio M of the number of states within Aw for this structure compared to a
uniform medium, whose refractive index equals the effective index of the photonic structure
at the center frequency of the interaction. Then, using the standard procedure [89] and ac-
counting for only one polarization state, we find that: for a dispersion relation as in Eq.(5.2)
with Vgo = 0, the associated density of ld and 2d Surface-Polaritonic states close to wo (in
particular so that k - ko <« ko) of a system with id-length L and 2d-area A respectively, is
fo {2L, koA} (N + 1)!i N+ I N
g{ld,2d}(w) = S W " -wo - N+1 , (5.9)27rc(N + 1) Lwo IDw,IN 1  1  (.
where S = Imod (N, 2) + sign [D,,NSl - (C - Wo)]| E {0, 1, 2}. It can be seen from Eq.(5.9)
that both id and 2d densities of states interestingly have the same frequency dependence,
which for N > 1 exhibits a new type of singularity (not classified by van Hove [90]) and
for N > 1 approaches the non-integrable 1w - w•o- 1, as w - wo. Therefore, by integrating
Eq.(5.9) over Aw and then dividing, for each dimensionality, by the well-known [89] number-
of-states result (accounting for both polarizations) inside a uniform medium of the same
dimensionality and index cko/w 0 , we find the enhancement factor
1 NLLo (N + 1)! N+1 Wo N+1
M = [ (5.10)
cko 2 |Dw,N+l I I-ww
This result is again the same for both id and 2d, and shows that, as the interaction band-
width Aw/wo < 1 decreases, for a system with a large N the enhancement M can be
extremely large. To test our proposed plasmonic-dielectric structures, first note that, for
the specific case of a zgv mode there is, with certainty, no theoretical upper limit on N
and dispersion can be cancelled to arbitrarily high order, since ko can in theory be arbi-
trarily large, leading to an extraordinary straight-horizontal-line segment of arbitrary k-
length as the associated w-k dispersion curve. Using now the results of Figure 5-6, we find
that the Aw-independent prefactor in Eq.(5.10) is - 2.5 and thus, for example, for atoms
with typical due-to-collisions homogeneously-broadened linewidths Aw/wo  10- 8 [91], the
figure-of-merit is M - 6.2. 106, and the radiative lifetime of the atoms would be reduced ap-
proximately by this factor compared to that in a uniform medium, so even a dipole-forbidden
transition could have a lifetime - 200ps instead of its typical lIms [91]! This enhancement
is orders of magnitude better than for any other known translationally-invariant material
system, and should therefore make the currently proposed plasmonic-dielectric platform a
strong candidate for future active devices, while it could possibly enable also a variety of
novel applications.
5.6 Practical limitations
The practical limitations of the currently proposed plasmonic-dielectric structures need also
to be discussed:
5.6.1 Material losses
The most significant problem of integrated plasmonic structures is absorption and scattering
loss. Although attenuation dispersion induced by plasmonic-material-type absorption losses
was shown earlier in this article to be cancellable, unfortunately, for metals in the optical
frequency regime and at room temperatures yl/w ; 1/100, so the attenuation rate itself is
strong (Q P 100 in time or a c 10loglo (c/ IvgJ 7r/100) dB/Ap in space, the latter increasing
prohibitively with the wavevector, since min ja| k ('y/ 2 ) /max Ivgl ~ k, as seen earlier and in
Figure 5-4(ii)). These absorption losses of conducting materials stem from inellastic electron-
scattering mechanisms, namely the predominant electron-phonon scattering, which can only
be suppressed by cooling, and electron-electron scattering, which is negligible compared
to the first at room temperatures. Additional loss mechanisms are those due to elastic
electron-scattering, as from impurities or imperfections of the crystal, dictating the need for
very clean samples, and from the metal-crystal boundaries, indicating the requirement for
very low surface roughness and disorder. The latter is a significant cause also for photonic-
scattering losses (, 1/vg) and spurious reflections (- 1/v 2 ) [92], and is dictated by the
fabrication tolerances.
Here lies the advantage of the currently presented PlasmonoDielectric system design, in
that it involves only a large bulk and completely unpatterned metallic substrate, while the
patterning is done in the dielectrics on top of it. Current atomic layer-by-layer deposition
techniques (such as atomic layer deposition and molecular beam epitaxy) and nm-scale litho-
graphic techniques (such as deep ultraviolet immersion lithography) are promising for high-
quality mass-producible plasmonic structures with operation at not-too-large k-values, such
as those in Figures 5-5, 5-6 and 5-7. Thus, devoid of surface roughness, boundary electron-
scattering and photon-scattering could perhaps be minimized, making the loss limited only
to its intrinsic (electron-phonon) part, which can be decreased by lowering temperature.
With this assumption, by using again the Drude model ,E (w) - 1 - 2/ (W2 + iýWu) to
account for losses, a calculation for the planarly layered structures of Figure 5-1 showed
that their propagation characteristics stay intact up to large k-values, while absorption loss
increases as group velocity decreases and temperature increases. Specifically, for copper
(wp _ 5 - 1015rad/s) at the frequency where the group velocity reaches _~ 0.1c the loss is
5.8dB/pm at room temperature (T = 3000 K , y- 5 1013rad/s) and much lower
- 5.8 10- 4dB/pm at liquid He temperature (T = 40 K -• y 5. 10 rad/s) [93], while for
_ 0.01c these numbers are -_ 72dB/tlm and -_ 72 - 10-4dB/ p m for the two temperatures
respectively.
Moreover, since slow light results in a significant reduction of the required device sizes
[88], the overall suffered loss by a plasmonic device might still be in tolerable levels, even in
room temperature, for certain applications.
5.6.2 Broadband coupling
Even under the assumption of perfect materials and geometry, there is also the issue of
coupling light efficiently into such a broadband slow and subwavelength system, since any
common material system would be highly k-mismatched. This problem could be addressed
for positive-group-velocity slow structures by adiabatically tapering the dimensions of the
layered structure, so as to always have dispersion cancellation at a fixed frequency, while
adiabatically increasing group velocity, until it can be brought into broadband alignment
with that of a regular-waveguide mode (the key requirement for all coupling mechanisms).
For negative-group-velocity structures also adiabatic transitions in time would be required.
5.7 Extensions
The dispersion-manipulation methods presented so far here can be applied also to different
geometries and material systems:
Even though this light-manipulation scheme was shown for rectangular waveguides on a
plasmonic substrate, it should be applicable straightforwardly also to cylindrical or elliptical
fibers with a plasmonic core.
Moreover, instead of many adjacent dielectric layers on a single plasmonic material, one
could also use one or many dielectrics {Ji} on multiple adjacent plasmonic layers {p,j, Eooj}
to vary the limiting w, = w,j Ec,j + Ei at will. In fact, instead of discrete layers, SPDP
modes from continuous E > 0 and Ep < 0 distributions (stuck together on some interface)
can, in principle, also be designed.
Finally, devices operating in lower frequency regimes can be designed by exploiting
Surface-AtomDielectric-, ExcitonDielectric- or PhononDielectric-Polaritons on interfaces be-
tween dielectrics and materials with permittivities such as Fp (w) = o0-Wp/ (w2 - W2 + iYw),
where wo is the atomic, excitonic or phononic resonance frequency. In this case, some of
the above problems are mitigated, since these polaritonic materials usually exhibit smaller
intrinsic losses (smaller 'y/wp) and, at lower frequencies, also large k-values could translate
to fabricatable devices with relatively small surface disorder.
Chapter 6
Conclusion
A set of guidelines has been provided for the design of low-radiation-loss platforms for
integrated optical systems based on incomplete photonic bandgaps:
In the case of resonant cavities, where one often wishes to maintain a small modal volume
but suppress radiative loss, when the guiding layer and the periodic pattern are built on
top of a substrate, with the holes perforating deep into it, the resonant defect properties
(its refractive index and size) can be designed so that the resonant frequency is at the
center of the incomplete gap, for strongest in-plane localization, but the near-field pattern
is orthogonal to the guided mode formed by the etched holes inside the substrate under the
defect. Since this discrete guided more would be the dominant channel of radiation for this
system, an enhancement of Q, typically to an order of magnitude is achievable.
For devices with a large desired operational bandwidth, such as a photonic-crystal-slab
mirror, our analysis led to two different indications for preferred material sets and the associ-
ated geometry of the photonic crystal, such that defects therein, that break the translational
symmetry, allow for building devices with small radiation loss over the entire frequency band-
width.
The first option is a high-index-contrast system comprising of a high-index (e.g. Si)
slab suspended in air or sitting on top of a very-low-index substrate (e.g. SOI), if that is
necessary. The slab should have the largest thickness for single-mode operation within the
bandwidth of interest. In forming a crystal, then, one should etch, all the way through
the slab, the narrowest possible holes that can open a photonic bandgap of the necessary
bandwidth B of the device. The spacing of the holes (namely the period) should finally be
chosen so that the specified bandwidth is placed close to the lower edge of the bandgap. This
material set is mostly appropriate for devices where strong field localization is important.
The second option is a system of low index-contrast, in terms of both the difference
and the ratio of the indices, namely one of a high-index slab deposited on top of a slightly-
lower-index substrate (e.g. AlGaAs). Again, the core slab should be thick but support only
one mode inside it. However, upon etching the air holes, their narrowness should now be
compromised for their depth, since it is necessary that they reach far into the substrate.
The size of the remaining dielectric pattern should though be as narrow as possible. This
material system is appropriate for extremely large operational bandwidths and is expected
to be less sensitive to geometrical roughness from fabrication.
As fabrication methods are constantly being improved, integrated optical systems based
on incomplete photonic bandgaps will start playing a very significant role in photonic tech-
nology, since they can exhibit very small radiation loss over large frequency bandwidths,
when carefully designed according to rules such as the above.
A hybrid plasmonodielectric material platform has been proposed, along with mecha-
nisms to manipulate the flow of polaritonic light in the nanoscale:
The effective-index-guiding mechanism has been employed in association with the sub-
wavelength nature of SPP modes to create waveguides that confine light in a low-index
region, even though it is surrounded by a high index, by operating above the cutoff fre-
quency of a SPP in that outer region.
It was shown that using a multilayered dielectric structure on top of a plasmonic sub-
strate allows the design of optical waveguiding systems, in which the dispersion relation of
slow subwavelength light can be tailored, by adjusting the refractive indices and the thick-
nesses of the thin layers, to exhibit a large variety of exotic behaviors, such as multiple
zero-group-velocity points with intermediate regions of positive and negative group velocity
or simultaneous cancellation of group-velocity and attenuation dispersion to extremely high
orders for positive, negative or zero group velocity. Therefore, this platform attacks sys-
tematically a fundamental aspect of optical physics (dispersion), thus potentially enabling
great technological achievements in nanophotonics (such as efficient and compact delay lines
and active devices) or, at least, simply providing the fascinating ability to make light flow
according to the lettering of one's own favorite word (MIT) ...
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Part II
Mid-range efficient insensitive
Wireless Energy-Transfer
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Chapter 7
Introduction
In the early days of electromagnetism, before the electrical-wire grid was deployed, serious
interest and effort was devoted (most notably by Nikola Tesla [94]) towards the development
of schemes to transport energy over long distances without any carrier medium (namely
wirelessly). These efforts appear to have met with little success. Rapid development of
autonomous electronics of recent years (e.g. laptops, cell-phones, house-hold robots, that
all typically rely on chemical energy storage) justifies revisiting investigation of this issue.
Today, we face a different challenge than Tesla: since the existing electrical-wire grid carries
energy almost everywhere, even a medium-range (Dtransfer ; few - Ldevice, where Dtransfer
is the transfer distance and Ldevice is the characteristic size of the device) wireless energy-
transfer would be quite useful for many applications.
The major criteria that characterize the performance of any method for wireless energy-
transfer are: its efficiency as a function of the transfer distance, its sensitivity to the near-
presence of extraneous objects and, then, given it can be at least mid-range efficient and
insensitive, its ability to accommodate multiple and mobile devices. Omni-directional far-
field (radiative) schemes [95], which work very well for information transfer, since they offer
great receiver mobility and device-number and -type versatility, are not suitable for efficient
energy-transfer, because a vast majority of energy is wasted into free space. Directed far-field
(radiative) schemes (e.g. using lasers or highly-directional antennas) can be used for efficient
energy-transfer even for long distances (Dtransfer > Ldevice) and are thus useful for certain
applications, but they require existence of line-of-sight uninterrupted by extraneous objects,
to which such a high-power directive beam could potentially also cause hazard, and they lack
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mobility and versatility, since a complicated tracking system for the mobile devices is needed
and a separate beam for each one. Near-field (non-radiative) schemes are already widely
used (e.g. in inductive electric transformers and in optical waveguide or cavity couplers), but
are so far restricted to very close-range (Dtransfer < Ldevice) energy-transfers [96, 97, 98, 99]
or mid-range (Dtransfer few - Ldevice) and mobile but very low-power (- mW) inefficient
energy-transfers [100]. Mid-range-efficient, insensitive, mobile and versatile wireless energy-
transfer has not been accomplished yet, as can be confirmed by the lack of a technology for
the wireless powering of the omni-present above-mentioned autonomous electronic devices.
Many of the existing schemes (and actually the most successful) are based on the well-
known principle of resonant coupling, namely the fact that two same-frequency resonant ob-
jects tend to couple, while interacting weakly with other off-resonant environmental objects.
In particular, in the case of resonant 'evanescent' coupling, where the coupling mechanism
is mediated through the overlap of the non-radiative near-fields of the two objects, this
well-known physics leads trivially to the result that energy can be efficiently coupled be-
tween objects in the extremely near field and thus has successfully been used for close-range
energy-transfer (as in the schemes described above: optical couplers and resonant magnetic
induction). However, it is far from obvious how this same physics performs at mid-range
distances and, again, there is, to our knowledge, no work in the literature that demonstrates
efficient energy-transfer for distances a few times larger that the largest dimension of both
objects involved in the transfer.
In the present work, we propose a method for wireless energy-transfer that is also based
on the principle of resonant coupling, but, in contrast to the existing schemes, we identify
the criterion of 'strong coupling', namely of fast coupling-rate compared to all loss-rates,
as the sole crucial requirement for efficient wireless energy-transfer, and, to achieve 'strong
coupling' at mid-range distances, we investigate the feasibility of using long-lived oscillatory
resonant modes, with localized slowly-decaying non-radiative field patterns. The physics
of 'strong coupling' is also known but in very different areas (such as those of light-matter
interactions [101]) and, when applied towards this particular application of wireless mid-
range energy-transfer, to our knowledge for the first time, our theoretical, numerical and
experimental analyses show that, provided the exchange system is carefully designed, this
favorable strongly-coupled operating regime can indeed be achieved, so efficient mid-range
wireless energy-exchange is made possible.
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This scheme belongs to the class of schemes utilizing the near field to mediate the
coupling, and, not only does it not rely on radiation, but it actually needs it minimized
to the greatest possible extent, because it adds to the system losses and could also interfere
with other communication systems. Towards this goal, we show that a system based on
our proposed method for wireless power can be specially tailored to additionally employ
destructive interference between the far-fields of the coupled resonators, in order to suppress
the total radiation and also enhance the transfer efficiency even further.
Furthermore, since our proposed method is based on very sharp resonances, the selective
property of the principle of resonance basically suggests that lots of energy can be transferred
between two resonant objects, while suffering only modest transfer and dissipation of energy
into extraneous non-resonant or off-resonant objects. Using the near field also implies that
the transmitted power is not focused into a narrow beam, as is the case for radiation, but the
power density spreads out and even wraps around random objects, and therefore, compared
to radiative schemes, the same power transmission can be achieved without the need for
line-of-sight and with smaller local fields, which is much safer. For the aspects of safety, we
will additionally discuss the benefits of magnetic resonances, which achieve the coupling via
magnetic fields, to which biological organisms are, to a great extent, immune. Therefore,
this method is fairly insensitive to the near-presence of random objects and, reversely, does
not cause significant interference to objects in the near or far field.
Finally, the omni-directional (but stationary, non-lossy) nature of the near field and
its immunity to line-of-sight interruptions make this mechanism highly suitable for mobile
wireless receivers. Multiple devices can also easily be accommodated for the same reason,
but an additional mechanism is required for transferring the appropriate amounts of power
to each device while maintaining a good overall efficiency.
The proposed method for wireless energy-transfer could have a large variety of possible
applications. It could improve existing technologies by powering remotely devices that would
otherwise either rely on finite-lifetime batteries, which are often also heavy, expensive and
inefficient, or that are typically powered with wires, which limit though their performance by
restricting their mobility and ease of use. More excitingly, it could enable new technologies
by powering devices that can only be powered wirelessly, such as those hidden, embedded or
buried inside something else, and to which thus there is limited or no access for recharging
or replacing the battery. The method can be implemented in both the daily macroscopic
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world and in the technological microworld, it relying on very general scalable physical laws
and principles. In general, this method could reduce our current dependency on batteries
and lead to the realization of the concept of wireless electricity.
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Chapter 8
Efficiency at mid-range transfer
distances [4]
The first task of the analysis is to determine up to which distances can our proposed method
of wireless energy-transfer be efficient, the primary criterion for characterizing the method's
performance. What are the necessary theoretical conditions for mid-range efficiency and can
these conditions be satisfied for realistic materials systems and geometries?
8.1 Efficient energy-transfer by 'strongly coupled' resonances
Physically, one can make predictions on the energy-transfer efficiency by comparing the
coupling and loss time scales of the system: if little energy has been lost by the time most
energy has been coupled from one object to the other, then the transfer efficiency can be
expected to be high. In this section, we show that indeed such a condition of 'strong coupling'
is necessary and sufficient for efficient energy-transfer.
Different temporal schemes may be employed, depending on the application, to transfer
energy between two resonant objects. Here we will consider two particularly simple but
important schemes: a one-time finite-amount energy-transfer scheme and a continuous finite-
rate energy-transfer (power) scheme.
8.1.1 Finite-amount energy-transfer efficiency
Let the source and device objects be 1, 2 respectively and their resonance eigemodes, which
we will use for the energy exchange, have angular frequencies w1,2, frequency-widths due
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to intrinsic (absorption, radiation etc.) losses L1,2 and (generally) vector fields F 1,2 (r),
normalized to unity energy. Once the two resonant objects are brought in proximity, they
will interact and an appropriate analytical framework for modeling this resonant interaction
is that of the well-known coupled-mode theory (CMT) [11]. In this picture, the field of
the system of the two resonant objects 1, 2 is approximated by F (r, t) = al (t) F1 (r) +
a2 (t) F 2 (r), where the field amplitudes al,2 (t) are defined so that al,2 (t)12 is equal to the
energy stored inside the object 1, 2 respectively. Then, using e- iwt time dependence, the
field amplitudes can be shown (see [11] and Appendix) to satisfy, to lowest order:
dd-al (t) = -i (Wl - if 1 ) a i (t) + ia (t) + inl2a2 (t)d
-a2 (t) = -i (W2 - iF 2 ) a2 (t) + iI21al (t) + iI22a2 (t), (8.1)
where K11,22 are the shifts in each object's frequency due to the presence of the other, which
are a second-order correction and can be absorbed into the eigenfrequencies by setting
W1,2 -* W1,2 - K11,22, and K12,21 are the coupling coefficients, which from the reciprocity
requirement of the system must satisfy K12 = K21 - *.
The normal modes of the combined system are found, by substituting [ al (t) , a2 (t) =
A1, A2  e-ict, to have complex frequencies
w 1 + W2 ri + r2 (8.2)2 2  2 (8.2)
whose splitting we denote as 6E± -- w+ - w-. (Note that, at exact resonance wl = w2 and
for F1 = F 2 , 1E- = 2n.)
Assume now that at time t = 0 the source object 1 has finite energy a1i (0)12 , while the
device object has [a2 (0) 2 = 0. Since the objects are coupled, energy will be transferred
from 1 to 2. With these initial conditions, Eqs. (8.1) can be solved, predicting the evolution
of the device field-amplitude to be
a2 (t) 2, _ r+r t= sin (6Et) e 2 (8.3)
|ai (0)|I SEf
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which, at exact resonance wl = w2 and in the special case rli = r2 - Fo, can be written as
a2 (T) = sin (UT) e - T , (8.4)
where T _ Fot and U / I'/ro. The energy-transfer efficiency will be 7?E - a2 (t)12 / jai (0) 12
In practice, the system designer can adjust the duration of the coupling t at will. Then,
in the special case F1 = r 2 _ ro, it can be inferred from Eq.(8.4) that the device energy
(and thus efficiency qE) is maximized for
tan- 1 (U)T, = U ' (8.5)U
resulting in an optimal energy-transfer efficiency
U2  2tan-lU)
?7E* - rE (T) = 1 U2 exp -U , (8.6)
which is only a function of the coupling-to-loss ratio U = K/FoI and tends to unity when
U > 1, as depicted in Figure 8-1(c). In general, also for ,1  I r 2, the energy transfer is
nearly perfect, when the coupling rate is much faster than all loss rates (/F1rl, 2 > 1).1
In a real wireless energy-transfer system, there must be some generator that will supply
the energy to the source object and there normally would be some load that will consume
the energy from the device. To incorporate such supply and consumption mechanisms into
this temporal scheme, one can imagine that the generator is very briefly but very strongly
coupled to the source at time t = 0 to almost instantaneously provide the energy, and the
load is similarly very briefly but very strongly coupled to the device at time t = t, to almost
instantaneously drain the energy. For a constant powering mechnism, at time t = t, also
the generator can again be coupled to the source to feed a new amount of energy, and
this process can be repeated periodically with a period t,. This scheme bears then some
similarities to active 'Q-switching' in laser cavities, where the laser pulse is allowed to exit
the cavity only at certain periodic instants in time, when the cavity Q is switched to a small
value.
'The CMT model is valid exactly for this optimal operational regime of well-defined resonances. Its range
of applicability does not include very-close-distance coupling, since there the necessary condition . < wl1,2
does not hold, but it is suitable for the medium-distance near-field coupling of interest, thus the use of this
model is justified and the parameters r., r1,2 are well defined.
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Figure 8-1: (a,b) Efficiency of power transmission ip for (a) U = 1 and (b) U = 3, as
a function of the frequency detuning Do and for different values of the loading rate Uo.
(c) Optimal (for zero detuning and under conditions of impedance matching) efficiency for
energy transfer and power transmission, as a function of the coupling-to-loss figure-of-merit
U.
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8.1.2 Finite-rate energy-transfer (power) efficiency
Let the generator be continuously supplying energy to the source object 1 at a rate n, and
the load continuously draining energy from the device object 2 at a rate K2. Field amplitudes
s±l,2 (t) are then defined, so that Is±1,2 (t) 2 is equal to the power ingoing to (+) or outgoing
from (-) the object 1, 2 respectively, and the CMT equations are modified to [11]
d al (t) = -i (W - iri) al (t) + iulal (t) + i-12 (t)1 -2a1 (t) + 2V s+1 (t)
d
-a2 (t) = -i (W2 - ir 2 ) a2 (t) + i-21al (t) + iK22a2 (t) - /-2a2 (t) (8.7)
s_ 1 (t) = V2-/21a, (t) - s- 1 (t)
S-2 (t) = 2-2a2 (t),
where again we can set W1,2 - W1 ,2 + K11,22 and K12 = K21 K-
Assume now that the excitation is at a fixed frequency w, namely has the form s+1 (t) =
S+le-iwt. Then the response of the linear system will be at the same frequency, namely
al,2 (t) = A1, 2e-iwt and s±1,2 (t) = S±1,2e-iwt. By subsituting these into Eqs.(8.7), using
61,2 W - W1,2, and solving the system, we find the field-amplitude transmitted to the load
(S 21 scattering-matrix element)
21 S- 2  2iK K2- i2-S21
S+1 (÷i + rl - ib1) (r2 A 2 - i2) + r2
2iUUJ7JM2 i V (8.8)(1 + U - iD) (1 + U2 - iD2) (8.8)
and the field-amplitude reflected to the generator (S11 scattering-matrix element)
S_1 (rl - K1 - i5i) (r2 + 2 - i62) + r2S11 S+1 (1i + ÷1 - ib1) (r2 + K2 - i62) + K2
(1 - U1 - iD1) (1 + U2 - iD 2 ) + U2
(1 + U - iD1) (1 + U2 - iD2 ) + U2 ' (8.9)
where D1,2 6- 1,2/r1,2, U1,2 - 1,2/F 1,2 and U _ l/vrr . Similarly, the scattering-
matrix elements S12, S22 are given by interchanging 1 +-+ 2 in Eqs. (8.8),(8.9) and, as
expected from reciprocity, S1 2 = S21. The coefficients for power transmission (efficiency),
reflection and loss are respectively 71p IS21 12 = IS_212 / IS+112, ISI12 = IS_112 / IS+112 and
1 - IS21• I IS1I 2 = (2rF IA 1 2 + 2r2 IA212) / IS+ 2.
In practice, the parameters D1,2, U1,2 can be designed (engineered), since one can adjust
the resonant frequencies W1,2 (compared to the desired operating frequency w) and the
generator/load supply/drain rates K1,2. Their choice will target the optimization of the
system performance-characteristic of interest:
* In most cases, the goal is to maximize the power transmission (efficiency) rip = IS21 2 of
the system, so one would require
rq~, (D1,2 ) = 77P, (U1,2 ) = 0. (8.10)
Since S21 (from Eq. (8.8)) is symmetric upon interchanging 1 +-+ 2, the optimal values
for D1,2 (determined by Eqs. (8.10)) will be equal, namely D1 = D2 = Do, and similarly
U1 = U2 - U0 . Then,
2iUUo
(1 + Uo - iDo)2 + U2 (8.11)
and from the condition 7p (Do) = 0 we get that, for fixed values of U and Uo, the efficiency
is maximized for the following values of the symmetric detuning
Do =( U , if U>1+U (8.12)
0, if U 1 +Uo
which, in the case U > 1+ Uo, can be rewritten for the two frequencies at which the efficiency
peaks as
W122 2 2 -r2
w F + F 2  -+r (Pl+ 1) (F2 + KF2 ), (8.13)FI1 + 2 F1 + F2
whose splitting we denote as 6p - w+ -w_. (Note that, at exact resonance Wi = w2 =#41 =
r 2 _ Fo =1 = -2 - o: 6Pp = 2 2 o o)2 < 6 E=, namely the transmission-peak
splitting is smaller than the normal-mode splitting.) Then, by substituting Do into 7rp from
Eq.(8.12), from the condition 77 (Uo) = 0 we get that, for fixed value of U, the efficiency is
maximized for
Uo = 1 + 2  and thus from Eq.(8.12) Do. = 0, (8.14)
which is known as 'critical coupling' condition, whereas for Uo < U,, the system is called
'undercoupled' and for Uo > Uo. it is called 'overcoupled'. The dependence of the efficiency
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on the frequency detuning Do for different values of Uo (including the 'critical-coupling' con-
dition) are shown in Figure 8-1(a,b). The overall optimal power efficiency using Eqs.(8.14)
is
7op*, (D+, U) -1 + U 2  (8.15)
which is again only a function of the coupling-to-loss ratio U = r/ T/-r 2 and tends to unity
when U > 1, as depicted in Figure 8-1(c).
* In other cases, the goal is to minimize the power reflection at the side of the generator
ISi 12 and the load IS22 12, so one would then require
S11,22 = 0 = (1 F Ui - iDi) (1 ± U2 - iD2 ) + U 2 = 0, (8.16)
known as 'impedance matching' conditions in electronics. Again, the set of these conditions is
symmetric upon interchanging 1 - 2, so, by substituting D 1 = D2 = Do and U1 = U2 = Uo
into Eqs.(8.16), we get
(1 - iDo)2• 2 + = O (8.17)
from which we easily find that the values of Do and Uo that cancel all reflections are again
exactly those in Eqs.(8.14). It can be seen that, for this particular problem, the two goals and
their associated sets of conditions (Eqs.(8.10) and Eqs.(8.16)) result in the same optimized
values of the intra-source and intra-device parameters D1,2 , U1,2. Note that for a lossless
system this would be an immediate consequence of power conservation (Hermiticity of the
scattering matrix), but this is not obvious for a lossy system.
The main conclusion of this section is that, for any temporal energy-transfer scheme,
once the parameters specific only to the source or to the device (such as their resonant
frequencies and their excitation or loading rates respectively) have been optimally designed,
the efficiency is solely a function of and monotonically increases with the ratio of the source-
device coupling-rate to their loss rates. Using the definition of a resonance quality factor
Q = w/2F and defining by analogy Q,_ w /21s, it is therefore exactly this ratio
U N=Q - (8.18)
that we will set as our figure-of-merit for any system under consideration for wireless energy-
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transfer, along with the distance over which this ratio can be achieved (clearly, U will be
a decreasing function of distance). The desired optimal regime U > 1 is called 'strong-
coupling' regime and it is a necessary and sufficient condition for efficient energy-transfer.
This concept is very general, namely any type of structure and its associated resonant field
(e.g. electromagnetic, acoustic, nuclear) satisfying this requirement can be used for the
implementation of such efficient energy-transfer. 2 In the following section, we show how
'strong coupling' can be accomplished for particular realistic systems at mid-range distances
between two objects, proving thus that a technology for wireless energy-transfer is in fact
feasible.
8.2 'Strong coupling' at mid-range distances for realistic sys-
tems
Based on the conclusions of the previous Section, our energy-transfer application requires
resonant modes of high Q for low (slow) intrinsic-loss rates F, and this is why we propose
a scheme where the coupling is implemented using the evanescent (non-lossy) stationary
near-field, instead of the lossy radiative far-field, which actually needs to be minimized, and
this can typically be accomplished, for resonant objects of finite size, by making their sizes
subwavelength (known to result in inefficient 'antennas'). Furthermore, small Q, for strong
(fast) coupling rate i, is required over distances larger than the characteristic sizes of the
objects, and therefore, since the extent of the near-field into the air surrounding a finite-
sized resonant object is typically smaller than the wavelength (and quantified rigorously by
the 'radiation caustic'), this mid-range coupling can only be achieved again using resonant
objects of subwavelength size and thus significantly longer evanescent field-tails. This is a
regime of operation that has not been studied extensively, since one usually prefers short tails
to minimize interference with nearby devices. As can be seen, subwavelength resonances are
a key component of our proposed wireless energy-transfer scheme.3 On the other hand, as the
wavelength is increased compared to the size of and the distance between the objects, and the
2A typical example in the world of atomic optics is that of cavity Quantum Electrodynamics (QED),
where low-loss atomic and photonic resonances interact strongly. [1011
3Note that such a resonance will typically be the appropriate choice for the possibly-mobile device-object,
however, the resonant source-object will in practice often be immobile and with less stringent restrictions on
its allowed geometry and size, which can be therefore chosen large enough that the near-field extent is not
limited by the wavelength (using for example waveguides with guided modes tuned close to the 'light line'
in air for slow exponential decay therein).
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system enters deeply into the quasi-static regime, then the coupling Q, is typically constant
for fixed object-sizes and distance (determined basically by the static fields), while often the
absorption losses are increasing (Q is decreasing). Therefore, identifying the regime, where
the 'strong-coupling' figure-of-merit U is maximized, is an optimization problem, in which
all of the loss mechanisms must be considered and one of the most important parameters
is the operational frequency. Below, we will demonstrate this optimization procedure for a
few concrete systems.
As examples and for definiteness, we choose to work with electromagnetic resonant sys-
tems. In these systems, resonance occurs by a periodic conversion of the energy W stored in
the system from electric to magnetic, so the electric E and magnetic H fields for a resonant
eigenmode are always 7r/2 out of phase in time, and the frequency w of the fields' oscillation
satisfies a variational formula
i fv dv (E*. V x H - H* V x E)
Sfv dv (E El2 + p H12) (8.19)
The loss mechanisms for an electromagnetic resonance of an open system are: radiation
into free space (of impedance C. = io/Eo and light velocity co = 1/V ), with a rate
quantified by the far-field approximation formula [102]
Q-1 2frad Prad 2 c d (28
rad W- (8.20)4 w  w dv e|E2+, H
where f = fv dv J (r)e - ik.r is a vector current-moment and J can be either dielectric-
polarization currents (Jp = -iw (E - 6o) E) or electric currents on surfaces of metallic con-
ductors (Js = fi x H) [102], and absorption inside the materials [where dielectric materials
are described by a complex permittivity function e + iE" (and the loss-tangent is defined
as tang, = E'"/), magnetic materials by a complex permeability function p + ip" (and
tan6u, = A"/U) and metallic materials by a complex surface impedance Cc (and C = 1/aos =
VwAc/2a, where a is the metal conductivity and 6s the skin-depth at frequency w)], with a
rate quantified, provided it is weak (tan&, tan6,, Cl/,o < 1 =-high-Qabs) as is the desired
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case for our application, by the perturbative formula
_ 
2 labs P abs W f dv (E" E 2 + p" H 2) f da J 12
- aab . . (8.21)
- wW - w fv dv WEl 2 ± H H|12)
Once two objects 1, 2 with electromagnetic resonant eigenmodes [E1,2 , H1 ,2] are brought
in proximity, they will interact and the coupling coefficient can be determined from the
perturbation formula [see Eq.(12.15) in Appendix]
W1i f2 dv (Et -E2E 2 + H* • / 2H2) ±+ fs2 daE -2 Js,2I (2 11=) = (1 +-+ 2) (8.22)f dv (c E12 +p JH1 2)
where E1,2, A1,2 are the dielectric, magnetic functions of space that describe only the object
1, 2 (minus the constant co, Po background) and E = co + E1 + E2, / = Po + ± 1 + /,2 the
dielectric, magnetic function of the whole system.
Among the large variety of electromagnetic resonances, we will study two well-known but
quite different material systems: dielectric resonators (in the form of two-dimensional disks)
and metallic resonators (capacitively-loaded conducting loops, inductively-loaded conduct-
ing rods and self-resonant conductive coils). We compute the required CMT parameters
W1,2:, 1,2 , -11,12,21,22 using several independent methods and we show how to obtain for
these particular systems the largest possible 'strong-coupling' figure-of-merit U. Despite the
simplicity of these systems, all will be found to exhibit acceptably good performance.
8.2.1 Dielectric resonators
8.2.1.1 Dielectric disks
Consider a two-dimensional (2d) dielectric disk object, as shown in Figure 8-2, of radius r and
relative permittivity c surrounded by air, that supports 'whispering-gallery' resonant modes.
The loss mechanisms for the energy stored inside such a resonant system are radiation into
free space and absorption inside the dielectric. Long-tailed subwavelength (and thus high-
Qrad from Eq.(8.20)) resonances can be achieved, when the dielectric permittivity E is large
and the azimuthal field variations are slow (namely of small principal number m). On the
other hand, the loss-tangent is unfortunately typically larger for materials with larger 6
(and thus Qabs is smaller from Eq.(8.21)). Therefore, how large a total-Q can be achieved
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for these systems depends on the availability of dielectric materials with large dielectric
constant but small loss tangent. Thankfully, not only are there in the microwave regime
(appropriate for approximately meter-range coupling applications) many materials that have
these great dielectric properties (e.g. Titania: E M 96, tand z 10-3; Barium tetratitanate:
eM 37, tan6 z 10-4; Lithium tantalite: E 40, tan 10- 4 etc. [103, 104]), but also
Vf/ could signify instead the effective index of other known subwavelength surface-wave
systems, such as photonic modes on surfaces of metallic mnaterials or plasmonic (metal-
like, negative-E) materials [17, 18] or metallo-dielectric photonic crystals (SMDPC) [10]
or plasmono-dielectric photonic crystals (SPDPC) [65]. In our calculations, we used the
arbitrary formula tan6 = 6 - 10-6E - 2 . 10- 4 for E > 35, which shows the general tendency
of the dielectric properties of typical microwave materials and approximately matches some
of them, and thus will serve well for a realistic estimation of the achievable performance
and will demonstrate the optimization method for this system. To calculate the resonance
properties (w, Q, [E, H]) for this type of disks, two independent methods were employed:
numerically, 2d finite-element frequency-domain (FEFD) mode-solving simulations (which
solve Maxwell's Equations in frequency domain exactly apart for spatial discretization) were
performed [87]; analytically, standard separation of variables (SV) in polar coordinates was
used; in both cases, the contributions of absorption and radiation to the losses were separated
by turning material losses off to determine Qrad so then Q-1 = Q-1 _ Q-1. The results
for a dielectric disk with TE-polarized subwavelength modes of Air > 7 for three values
of m are presented in Figure 8-3. The two methods have excellent agreement and imply
that, for a high-c low-tan6 dielectric object, the total Q of its resonant modes is maximized
at a frequency w, where absorption and radiation losses are balanced and which can be
subwavelength as m decreases, while still values of Qrad > 1000 and Qabs > 1000 are
achievable. The values for the modes close to this w.-peak, for m = 2 and m = 3, are also
shown in Table 8.1. 4
Consider now two disks 1 and 2 placed at distance D between their centers, as shown in
Figure 8-4. To calculate the rate (n) of energy-transfer between the two disks: numerically,
the FEFD mode-solver simulations find the normal modes of the combined system (which are
even and odd superpositions of the initial single-disk modes), and then a can be calculated
4Note that for the 3d case the computational complexity would be immensely increased, while the physics
would not be significantly different. For example, a spherical object of E = 147.7 has a 'whispering-gallery'
mode with m = 2, Qrad = 13962, and A/r = 17.
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Figure 8-2: Main plot. A 2d high-e disk of radius r (shown in yellow) surrounded by air, along
with the electric field (with polarization pointing out of the page, from FEFD simulation)
of its resonant 'whispering-gallery' mode superimposed (shown in red/white/blue in regions
of positive/zero/negative field respectively). Side plot. Radial plot of the electric field of
the mode shown in the main plot (basically a cross-section of the main plot). Note that in
air (radius/r > 1) the field follows a Hankel-function form, with an initial exponential-like
regime (with long tails compared to the small disk size), followed by the oscillatory/radiation
regime (whose presence means that energy is slowly leaking out of the disk).
disk A/r Qabs Qrad Q
c=147.7, m = 2 20.00 (20.00) 1468 (1466) 1992 (1995) 845 (845)
E = 66.3, m = 3 10.00 (10.00) 5098 (5100) 9454 (9455) 3312 (3313)
Table 8.1: Analytical SV and (in parentheses) numerical FEFD results for two of the modes
shown in Figure 8-3, close to the frequencies where Q respectively peaks for each m. (The
specific disk-mode highlighted with bold in the table corresponds to the one plotted in
Figure 8-2.)
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Figure 8-3: (a) Analytical SV results for the wavelength and absorption, radiation and total
loss rates Q, for three different m values of subwavelength resonant modes of a dielectric
disk, when varying its E in the range 250 > E > 35. Note that disk-material loss-tangent
tan6 = 6.10-6e - 2.10 - 4 was used. (b) Relative Q error between analytical SV and numerical
FEFD calculations of part (a).
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Figure 8-4: System of two same 2d high-e disks of radius r for medium-distance D coupling
between them, along with the electric field (from FEFD simulation) of the normal mode,
which is an even superposition of the single-disk modes of Figure 8-2, superimposed. Note
that there is also a normal mode (not shown), which is an odd superposition of the single-disk
modes of Figure 8-2.
by their frequency splitting 6SE and Eq.(8.2); analytically, using the expressions for the SV
eigenfields [E, H]1,2, , can be calculated by the CMT formula Eq.(8.22). The results for
coupling two same disks from those in Figure 8-3 are presented in Figure 8-5 as a function
of frequency (due to varying e) at a few fixed distances. The two methods agree well and
suggest that: First of all, the performance (U) improves as the dielectric constant increases,
for smaller m, and as we move further into the subwavelength regime, because the coupling
gets stronger, with ultimate limit the availability of high-e materials. Furthermore, when the
distances start falling inside the radiative regime, there are frequencies for which the (already
weak) coupling has nulls, however, for non-radiative coupling such that D < 2rc (where rc
is the radius of the radiation caustic), the coupling is not a strong function of frequency,
namely the field is mostly quasi-static, and thus the coupling-to-loss figure-of-merit U peaks
at approximately the same frequency as Q peaks, independently of the mid-range distance
D. Using then the modes of Table 8.1, close to which the Q peaks for each m, we also
plot the coupling as a function of the distance, in Figure 8-6. We find that, for medium-
range distances, U - 1 - 40 is achievable, which is large enough to be useful for typical
applications.
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Figure 8-5: CMT results for (a) the coupling rate Q, and (b) the coupling-to-loss figure-of-
merit U, for three different m values of subwavelength resonant modes of two same dielectric
disks at distance D/r = 5 (and also a couple more distances for m = 2), when varying their
E in the range 250 > c > 35. (c) Relative U error between CMT and numerical FEFD
calculations of part (b).
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Figure 8-6: CMT results for (a) the coupling rate Q, and (b) the coupling-to-loss figure-of-
merit U, for the two subwavelength resonant modes shown in Table 8.1 of two same dielectric
disks, as a function of their distance D. (c) Relative U error between CMT and numerical
FEFD calculations of part (b).
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8.2.2 Metallic resonators
Consider a connected metallic structure, which supports a resonant electromagnetic mode
of angular frequency w. In this case, the periodic conversion of energy between electric and
magnetic fields, discussed earlier, can be attributed respectively to the surface-charge dis-
tribution Ps across the structure (which defines then a distributed capacitance throughout)
and to the surface-current distribution Js across the structure (which similarly defines a
distributed inductance). This periodic energy-exchange is accompanied by a 7r/2 temporal
phase-shift between Ps and Js, in analogy to that between E and H, namely the energy W
contained in the structure is at certain points in time completely due to the charge and at
other points in time completely due to the current. In particular, for the subwavelength (but
not too much) resonances of current interest (typically the fundamental resonant mode), the
charge and current distributions will still be localized on the surface of the metal (within a
few skin-depths) but will not vary a lot, rather there will be a positive charge distribution in
one part of the structure and a negative on the other part (of equal total amounts to make
the object neutral). Then, the charge-conservation equation
V -Js = iwps (8.23)
implies that, if qo is the maximum amount of the total-charge magnitude accumulated in one
side of the capacitance and Io is the maximum value of the linear-current magnitude crossing
any cross-section of the inductance, then Io = wqo. Then, since for these subwavelength
resonances, the system operates in the quasi-static regime, one can define an effective total
capacitance C and an effective total inductance L of the structure through the amount of
maximum quasi-static electric and magnetic energy W inside its resonant mode [105]:
1_ 2W - 1 -- drdP*(rs)ps(rs)-q- 4 q = drss  (8.24)C q2 47reoqoi rs- r |sS S
2W go drdrJ(rs) Js (rs) (8.25)L - -2°  - 4rod r- (8.25)
12 4 7r12 f s Srs r/ I|(
S S
With these definitions, the resonant angular frequency and the effective impedance are
given by the common formulas w = 1/VTL- and Z = VLC respectively. Losses in this
resonant system consist of radiative loss into free space and ohmic (material absorption)
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loss inside the wire. One can again define a total radiation resistance from the amount of
power radiated due to the dominant electric-dipole (p = fS darsPs) and magnetic-dipole
(m = 1 f dars x Js) radiation-terms [105] in Eq.(8.20)
2Pr d (0 2 W -m, (8.26)
Rrad 1 67r coqo L0
and a total absorption resistance from the amount of power absorbed inside the wire from
Eq.(8.21)
2Prad s da Js 2
Rabs = c (8.27)
With these definitions, the absorption and radiation quality factors of the resonance are
given by the common formulas Qrad = wL/Rrad and Qabs = wL/Rabs respectively.
Consider now two metallic structures 1 and 2, placed at a distance D between their (e.g.
geometric) centers. The electric and magnetic fields are used to couple the resonances of
the two resonant conducting structures. Denoting the surface-charge and surface-current
distributions of two structures respectively as Psl,2 and Js1,2, the total peak magnitude
charges and currents respectively as ql,2 and 11,2, and defining, in the same way to the
single-object case, capacitances and inductances respectively as C -- 2W 1,2/q2, 2 and L 1,2 -
2W1,2/12,2, we can again define the two objects' mutual capacitance Me and inductance ML
through the total system energy W [105]:
1 1 1W=_ W1 + W2 + - (q~q2 + qlq)2 ) ML =D• * (+ (1*12 -+122 Mc 2
1_=l 1 f , d 1 (rs)) Ps2 (8.28)
Mc 41rcoq 1q2 r r Irs - rs
S1 S2
Ao , Jsl (rs) -Js2 (r's) ýwlr,-r',JML d d r - - e co (8.29)
and the retardation factor inside the integral can been ignored in the quasi-static regime D <
A of interest, where each coil is within the near field of the other. With this definition and
from Eq.(8.22), the coupling coefficient is given by Q'I = 2n/1Vww = ( C /Mc)- 1 +
(ML/VLL) - 1, and it depends on the frequency only weakly (- wD/co), which means that
our targeted 'strong-coupling' figure-of-merit U is approximately maximized at the frequency
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where \ is maximized for these types of metallic quasi-static resonant structures.
From Eqs.(8.23)-(8.29), it follows that to determine the resonance and coupling param-
eters one simply needs to know the current distributions Js (rs) in the resonant metallic
structures. Solving Maxwell's equations to rigorously find the current distribution of a res-
onant electromagnetic eigenmode of an arbitrary conducting structure is typically involved,
making an exact solution difficult. Here, we will treat only simple structures, where a reason-
able guess for the current-distribution can be made: capacitively-loaded conducting loops,
inductively-loaded conducting rods and self-resonance conducting coils.
8.2.2.1 Capacitively-loaded conducting loops
Consider a loop of radius r with N turns of conducting wire with circular cross-section of
radius a, connected to a pair of conducting parallel plates of area A spaced by distance d
via a dielectric material of relative permittivity c, and everything is surrounded by air (as
shown in Figure 8-7 for N = 1). The loop has inductance L and some self-capacitance Cs
and the plates have capacitance Cp, which is added to Cs in parallel, so the loop is resonant
at w = 1/ L (Cp + Cs). We will examine the simple case Cp > Cs (true for N = 1 or when
the different turns are substantially spaced from each other), which implies we can safely
predict that physically all the charge (and thus most of the electric energy) is on the plates of
the loading capacitor and thus, from charge conservation, the current distribution is constant
along the wire (IJsj = Io - 21ra). This assumption allows us now to compute analytically
from Eq.(8.25) the inductance L = por [ln (8r/a) - 2] N 2 [106, 107] and with the simple
capacitance formula Cp = 6oA/d, we have w = 1/JLCp. Furthermore, analytical formulas
are again available for p = 0 and Iml = Io.rr2 (namely only the magnetic-dipole term is
contributing to radiation), so from Eq.(8.26) we have Rrad = (587r5/3- (r/A)4 N 2, and finally
from Eq.(8.27) Rabs = c (r/a) N 2 , SO Qrad = wL/Rrad oc 1/w 3 and Qabs = wL/Rabs oc V.
The external loading capacitance provides the freedom to tune the resonant frequency (for
example by tuning A or d), so the calculated Q-factors suggest that the total-Q becomes
highest at the optimal frequency
W* =( aNr3) (8.30)7r~o aNr3
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Figure 8-7: A conducting loop of radius r, connected to a pair of d-spaced parallel plates
surrounded by air, along with a slice of the magnetic field (component parallel to the axis
of the circular loop, from FEFD simulation) of their resonant mode superimposed.
reaching the value
3
Q* - 27r2  N - In - 2 . (8.31)71r ( r ) a
At lower frequencies it is dominated by ohmic loss and at higher frequencies by radiation.
Note again, that the formulas above are accurate as long as Cp > Cs, so, to confirm the
validity of our constant-current assumption and the resulting analytical formulas, mode-
solving calculations were also performed using another completely independent, computa-
tional method: 3d finite-element frequency-domain (FEFD) simulations were conducted, in
which the boundaries of the conductor were modeled using a complex-impedance C bound-
ary condition, valid as long as C,/( < 1 [105] (< 10- 5 for copper in the microwave). The
results of the above analysis for three N = 1 loops with subwavelength modes of A/r > 20
(namely highly suitable for near-field coupling and well within the quasi-static limit) are
presented in Figure 8-8. The two methods (analytical and computational) are in very good
agreement and show that, in typical cases of daily-sized objects, the optimal frequency w,
is in the low-MHz microwave range and the expected quality factors are Qrad > 1000 and
Qabs > 1000. The values for the modes at the peak of Q for these three objects are also
shown in Table 8.2.
Two capacitively-loaded loops 1 and 2, at distance D between their centers, are coupled
only via the magnetic field (the electric field is almost entirely stored inside the capac-
itor) and, for the rate of energy-transfer between them, the mutual inductance ML can
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Figure 8-8: (a) Analytical Circuit-theory (CT) results for the frequency and absorption, radi-
ation and total loss rates Q, for the subwavelength modes of three different loops, when vary-
ing their loading capacitance. Note that for conducting material copper (a = 5.998107S/m)
was used. (b) Relative Q error between the analytical CT and numerical FEFD calculations
of part (a).
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Table 8.2: Analytical CT and (in parentheses) numerical FEFD results for the modes of
the three loops shown in Figure 8-8, close to the frequencies where Q respectively peaks.
(The specific loop-mode highlighted with bold in the table corresponds to the one plotted
in Figure 8-2.)
be evaluated numerically from Eq.(8.29) by assuming again constant current-distributions
in the case Cpl,2 > Cs1, 2. In the quasi-static limit r < D < A and for the rela-
tive optimal orientation shown in Figure 8-9, an approximate analytical formula gives
ML poir/2 . (rTr2) 2 / (D 2 +_ r 3 NIN 2 iwD/co +or/2. (rr 2 )2 /D3 . NN 2 [105],
which means that the coupling factor
2 D 8ri 8T27 i) I/aln - ( - 2) (8.32)
is independent of the number of turns N 1, N 2 and, in this subwavelength limit, the frequency
w, and depends mainly on the D//Jr form-factor, where the cubic scaling comes naturally
from the cubic dependence of the static near magnetic field generated by a conducting
loop. 5 Consequently, the optimal frequency, where the figure-of-merit U = \Q~2/Q, is
maximized, is that where - is maximized (given by w, of Eq.(8.30) for same loops
or lying between Wl, and w2, for dissimilar loops), and is thus independent of the distance
between the two loops, a very useful feature in practice for mobile-object applications. The
resulting optimal figure-of-merit is, in the case of same loops,
3
U. ( 2 r a2N2 ( (8.33)7 r D
and suggests that, for a given D/r form-factor, optimizing the energy-transfer efficiency.
5For a square loop of side 2r the analytical formulas, for comparison, are L = Mo4r/7r- [in (r/a) - 0.08] N 2,
ML : Io8/r. (rlr2)2 /D 3 . N 1 N 2 and thus Q, - 1/2. (D/vr' )3 . V[ln (ri/al) - 0.08] [In (r2/a2) - 0.08],
which is slightly better (by - 4/7r) than a circular loop, basically due to the increased area crossed by the
magnetic flux.
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loop f [MHz] Qabs Qrad Q
r = im, a = 2cm
E = 10, A = 571cm2,I d = cm 3.16 (3.18) 4378 (4251) 25918 (27569) 3745 (3683)
r = 30cm, a = 2cm
= 10, A = 138cm2 , d - 4mm 8.89 (8.95) 5132 (4896) 29956 (25911) 4382 (4118
r = 10cm, a = 2mm
= 10, A=rcm 2, d = mm 42.64 (42.73) 1606 (1567) 10637 (10728) 1395 (1367)E = 10, A = ircm 2 , d = mm
essentially means maximizing Q by:
* increasing the conductivity a of the conducting material, namely by using good conductors
(such as copper or silver) and/or lowering the temperature; at very low temperatures one
could use also superconducting materials to achieve extremely good performance.
* increasing the wire radius a, which mainly again helps to reduce the resistive losses in the
wire by increasing the cross-sectional area through which the electric current is flowing, so
one could alternatively use also a Litz wire or a ribbon instead of a circular wire.
* increasing the number of turns N, which however has an upper limit due to the resulting
increased voltage across the capacitor. (Note that Eqs.(8.31) and (8.33) are expected to be
accurate only provided the turns are spaced enough from each other so that the assumption
Cp, > C is satisfied, but they qualitatively still provide a good indication that we expect
an improvement in the coupling-to-loss ratio with increased N.)
The results of the analytical method, where the integral of Eq.(8.29) was evaluated numer-
ically assuming a constant-current distribution instead of using the approximate analytical
formulas, are plotted in Figure 8-10, for the coupling of the loops in Table 8.2 at w, as a
function of the loops distance. For medium distances the expected coupling-to-loss ratios
are in the range U - 1 - 100, scaling clearly as (r/D)3 .
Finally, it is also important to appreciate the difference between the above described
resonant-coupling inductive scheme and the well-known non-resonant inductive scheme for
energy transfer. Using CMT it is easy to show that, keeping the geometry and the energy
stored at the source fixed, the resonant inductive mechanism allows for _ Q2 (_ 106) times
more power delivered for work to the load than the traditional non-resonant mechanism. This
is why only close-range contact-less medium-power (' W) transfer is possible with the latter
[96, 97], while with resonance either close-range but large-power (- kW) transfer is allowed
[98, 99] or medium-range but small-power (- mW) [100] or, as currently proposed, if one also
ensures operation in the strongly-coupled regime, medium-range and medium-power transfer
is possible. Capacitively-loaded conducting loops are currently used as resonant antennas
(for example in cell phones), but those operate in the far-field regime with D/r > 1, r/A - 1,
and the radiation-Q's are intentionally designed to be small to make the antennas efficient,
so they are not appropriate for energy transfer.
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Figure 8-9: System of two same conducting loops, connected to parallel plates for medium-
distance D coupling between them, along with a slice of the magnetic field (from FEFD
simulation) of the even normal mode superimposed. Note that there is also an odd normal
mode (not shown).
130
(a)
0C)CO
0
0
3 4 5 6 7 8 9 10I(b) 102
(b) 10
2
3 4 5 6 7 8 9 10
distance/size D/r
Figure 8-10: Numerical CT results for (a) the coupling rate Q, and (b) the coupling-to-loss
figure-of-merit U, for the three subwavelength resonant modes shown in Table 8.2 of two
same loops, as function of their distance D.
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8.2.2.2 Inductively-loaded conducting rods
A straight conducting rod of length 2h and cross-sectional radius a is in-series connected
at its center to a small coil wrapped around a magnetic material of relative permeability
p, and everything is surrounded by air (as shown in Figure 8-11). The rod has capacitance
C and some self-inductance Ls and the coil has an inductance Lc, which is added to Ls
in series, so the rod is resonant at w = 1/ V(Ls + L) C. We will examine the simple case
L, > Ls (true when the coil has many turns), which implies that we can safely predict
that all the current (and thus most of the magnetic energy) is concentrated inside the coil
and varies linearly out to the edges of the rod (where it obviously needs to be zero) 6 and
thus, from charge conservation, the charge distribution is positive constant on one half of
the rod and negative constant on the other half. This assumption allows us to compute
analytically from Eq.(8.24) the capacitance C - 1 = 1/ (rEh) - [ln (h/a) - 1] [108], so then
w = 1/iL-C. Furthermore, analytical formulas are again available for Ip| = qoh and m = 0
(namely only the electric-dipole term is contributing to radiation), so from Eq. (8.26) we have
Rrac = Co2r/3 - (r/A)2 and from Eq.(8.27) Rrad = c (h/37ra), so Qrad = 1/WCRrad oc 1/w3
and Qabs = 1/WCRabs OC 1/w 3/ 2 . These formulas suggest that, as the loading-coil inductance
is increased (for example by adding more coil turns) and consequently the frequency is
decreased, all the loss terms of the rod are diminishing; clearly, at that point it must be
the resistive losses of the inductor itself limiting the structure performance and their scaling
should make Qc decrease as w decreases. To understand this scaling, a specific inductor
design needs to be considered:
[Brooks coil] The coil geometry which, for fixed wire length and thus resistance, demon-
strates the highest inductance and thus quality factor is the so-called 'Brooks coil' [106]. This
geometry has NB, turns of conducting wire of cross-sectional radius aBc wrapped around a
cylindrically symmetric coil former, which forms a coil with a square cross-section of side rBc,
where the inner side of the square is also at radius rBe (and thus the outer side of the square
is at radius 2rBc), therefore NBc ; (rBc/2aBc) 2 . The inductance of the coil is then LBc =
2.0285prrBcN2c 2.0285pr5c/8a c and its resistance RBc a (lBc/TOra~c). 2j 1 ±+ cwaa./8,
where the total wire length is lBc 27r (3 rBc/ 2 ) NBc 37rrc/4a 2 and we have used
6A transmission-line model of the system would require that the current varies as oc sin [w (h - |zj) /co],
where z runs along the rod, but since we will be looking into subwavelength resonances h < A = 27rco/w,
the sinusoidal profile becomes triangular oc w (h - jzI) /co, as physically predicted.
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rod f [MHz] Qabs rad Q
h = lm, a = 2cm, c = 6cm 0.62 14287 7.8 106 14253
h = 30cm, a = 2cm, c = 2cm 2.48 7402 2.7. 106 7380
h = 10cm, a = 2mm, c = 5mm 14.01 3914 6.9 .105 3886
Table 8.3: Analytical CT results for the modes of the three rods shown in Figure 8-12, close
to the frequencies where Q respectively peaks.
an approximate square-root law for the transition of the resistance from the dc to the ac
limit as the skin depth varies with frequency. For this particular Brooks-coil design of
the inductor, the tuning procedure of its inductance (and thus of the resonant frequency)
involves, e.g. for a fixed inductor size rBc, increasing the number of turns NBC by de-
creasing the wire cross-sectional radius aBc. Then the desired resonant angular frequency
w = 1/vL-C is achieved for aBe ; (2.0285A1r5cw 2C)1/4 and the resulting coil quality
factor is QB, : 0.169woar2cw/ 1 + w2uai/2.0285AC (rBc/4)5 , which, according to our pre-
dictions, indeed is decreasing as frequency decreases. Physically, the coil wire has to become
so thin (to fit many turns of it inside a fixed coil-former size) that its cross-section becomes
on the order of the skin depth and thus its resistance increases rapidly.
In general, for any inductor design, the total-Q becomes highest at some optimal fre-
quency w,, reaching the value Q, (for a Brooks coil Q, ; QBc P 0.8 (/.2r3c/C)1/ 4). At
lower frequencies it is dominated by ohmic loss inside the inductor coil and at higher fre-
quencies by radiation. Note, again, that the above formulas are accurate as long as L, > Ls,
which, as explained above, is easy to design for by using a large inductance and to the extent
that our modelling of the thin-wire losses does not introduce significant errors. The results
of the above analysis for three rods, loaded with Brooks coils, with subwavelength modes
of A/h > 20 (namely highly suitable for near-field coupling and well within the quasi-static
limit) are presented in Figure 8-12. The optimal frequency w, typically lies in lower frequen-
cies than for loops. The values for the modes at the optimal frequency w, for these three
objects are also shown in Table 8.2.
Two inductively-loaded rods 1 and 2, at distance D between their centers, are coupled
only via the electric field (the magnetic field is almost entirely stored inside the inductor)
and the mutual capacitance Mc can be evaluated numerically from Eq.(8.28) by assuming
again triangular current-distributions in the case Ll1 ,2 > Ls1,2. In the quasi-static limit
h < D < A and for the optimal relative orientation such that the two rods are aligned on
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hFigure 8-11: A conducting rod of half-length h, connected at its center to a coil and sur-
rounded by air.
a
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Figure 8-12: Analytical Circuit-Theory (CT) results for the frequency and absorption, ra-
diation and total loss rates Q, for the subwavelength modes of three different rods, when
varying their loading inductance. Note that a Brooks inductor was assumed and for con-
ducting material copper (a = 5.998107S/m) was used.
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the same axis, an approximate analytical formula gives M ' 5 1/2rcE, - (hih2)2 /D 3 , which
means that the coupling factor
Q. 2 In -1- aIn a2 1) (8.34)
is again independent of the frequency w (and so is then U) and depends mainly on the
D/VThlh2 form-factor, where the cubic scaling comes naturally from the cubic dependence
of the static near electric field generated by a conducting rod. Note that this system exhibits
slightly weaker coupling than the conducting loops (Q, here is smaller), since the effective
electrical length of the electric-dipole rod is smaller than its physical length (heff = h/2) due
to the triangular current distribution.7 To optimize Q and thus U for these rod resonators,
focus must be given in increasing the decreasing the losses of the inductor; for example,
one should use Litz wire and low-loss high-/j magnetic ferrite cores. The results of this
analytical method, where the integral of Eq.(8.28) was evaluated numerically assuming a
triangular-current distribution instead of using the approximate analytical formulas, are
shown in Figure 8-13, where at w. we plot the coupling of the rods in Table 8.3 as a function
of the rods distance. The coupling-to-loss ratio for medium distances is again in the range
U - 1 - 100, and scales evidently with (r/D)3 .
8.2.2.3 Self-resonant conducting coils [5]
Consider now a conducting wire of length I and cross-sectional radius a, wound into a helical
coil of radius r and height h (namely with N = ý/1 -7 h2/27rr number of turns), surrounded
by air, as shown in Figure 8-14. Using intuition from transmission-line theory, we will as-
sume that the resonant mode of the coil is well approximated by a sinusoidal current profile
along the length of the conducting wire. Since the finite extent of the conductor forming
each coil imposes the boundary condition that the current has to be zero at the ends and we
are interested in the lowest resonant mode, then, if we denote by s the coordinate along the
wire, such that it runs from -1/2 to 1/2, the surface-current distribution will have the form
Js (s) = ^Io/2ra - cos (7rs/l), where we have assumed that the current does not vary signifi-
cantly along the wire circumference for a particular s, a valid assumption provided a < r. It
7Actually, compared to two square conducting loops of side 2h, this system couples weaker by exactly a
factor of (heff/h)2 = 4.
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Figure 8-13: Numerical CT results (a) the coupling rate Q, and (b) the coupling-to-loss
figure-of-merit U, for the three subwavelength resonant modes shown in Table 8.2 of two
same rods, as function of their distance D.
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Figure 8-14: A self-resonant coil of radius r and height h with N turns of conducting wire
surrounded by air. (a) Shown from a FEFD simulation along with a slice of the magnetic
field (component parallel to axis of the coil). (b) Photograph of one of the actual coils built
for the experiments, held together by styrofoam blocks and suspended from the ceiling with
fishing wire.
immediately follows from the charge-conservation Eq. (8.ý3) that the surface-charge distribu-
tion should be of the form Ps (s) = -iqo/2ra-(r/1) sin (7rs/1), so that 2ira fo/2 dsps (s) =
and Io = wqo. These distributed charge and current profiles result in a distributed capac-
itance and inductance respectively, and we and find the total so-called 'self-capacitance'
C, and 'self-inductance' Ls of the coil by computing numerically the integrals Eq.(8.24)
and (8.25); the associated frequency and effective impedance are w = 1/V\/L and Z, =
/LS/CS respectively. Analytically we also find p| = q0o h)2  (4N2.) r] , Nm =
lo (2N7r2)2 + [cos(LrN)(12N2-1)-sin(7rN7rN(4N21) hr2, and fs da Js 2 /I2 = 1/47ra, and,
with these formulas, the radiation and absorption resistances are calculated analytically by
Eq.(8.26) and (8.27) to be Rrad o 8/3r - [(h/A)2 + 47r4N 2 (r/A)2 and Rabs = cl/47ra
respectively, therefore the associated factors Qrad and Qabs may finally be found. The re-
sults for two resonant coils of fixed size (radius and height), when varying their number of
wire-turns N to tune their frequency, are presented in Figure 8-15, and suggest that quality
factors Q > 1000 are easily obtainable. Of course, the accuracy of the method decreases
for very large N, since then consecutive turns are in very close proximity to each other and
induced 'eddy' currents may vary significantly the current distribution along or around the
wire.
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Figure 8-15: Analytical Circuit-Theory (CT) results for the frequency and absorption, ra-
diation and total loss rates Q, for the subwavelength modes of two different self-resonant
coils, when varying their number of turns N. Note that for conducting material copper
(a = 5.998107S/m) was used. Inset. Dependence of self-resonant frequency on N.
To confirm the predictions of the circuit-theory (CT) quasi-static model, we have also
performed experimental measurements on such self-resonant conducting coils. Two helical
copper coils were built (Figure 8-14(b)) of the same geometric parameters, shown in Ta-
ble 8.4 (due to imperfections in the construction, seen also in Figure 8-14(b), the spacing
between the turns of the helix is not uniform, so we have encapsulated the uncertainty about
their uniformity by attributing a 10% uncertainty to h). The resonant frequency and loss
rate of each coil were measured by:
1. exciting the coil via a first weakly inductively coupled small loop, connected to a frequency
generator,
2. picking up signal from the coil via a second weakly inductively coupled small loop, con-
nected to an oscilloscope,
3. varying the frequency of the generator and monitoring the transmission from the first
small excitation coil to the second small pick-up coil,
4. from the Lorentzian-type transmission curve, extracting the resonant f and Q of the
coil-mode.
(Note that it is important that the excitation and pickup coils are weakly coupled, so that
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coil 2r = 60cm, h = 20 ± 2cm
a = 3mm, N = 5.25s r
Circuit-theory model 10.56 ± 0.26 3153 ± 50 11453 ± 1633 2472 ± 110
Experimental measurement : 9.90 - - 950 ± 50
Table 8.4: Numerical CT and experimental results for the resonant mode of the coil shown
in Figure 8-14. Note the discrepancy in Q due to the fact that copper (a = 5.998107S/m)
was assumed for the simulations, while the experimental conductor was measured to have
lower conductivity.
they do not significantly load the coil and lower its Q). Given the uncertainty in h, the
theoretical prediction for the frequency agrees with the measurement within a good 5%.
However, the discrepancy in Q is a large factor of 2.6! After the entire set of experiments
had been concluded, we managed to measure the dc resistivity of the copper tubing was
substantially smaller than that of copper. Therefore, in all subsequent comparative compu-
tations, we will use the experimentally observed value of Q.
Consider now two self-resonant conducting coils at a distance D between their centers.
The electric and magnetic fields are used to couple their resonant modes. Usually, the electric
coupling highly dominates over the magnetic coupling in the system under consideration
for coils with h > 2r and, oppositely, the magnetic coupling highly dominates over the
electric coupling for coils with h < 2r. To calculate via CT numerical integration the
mutual capacitance and inductance respectively between two self-resonant coils (and thus
their coupling rate) from Eqs.(8.28) and (8.29) respectively, again the current profiles are
needed and we will assume, as before, a sinusoidal distribution. In Figure 8-17 we show
the variation of the coupling rate with frequency (again for fixed size and varying N) for
the two coils used previously in Figure 8-15 and at a fixed distance between them. To
have a fair comparison, they were placed at the same distance between their edges rather
than their centers. It can be seen that indeed the coil form-factor h/2r determines whether
the coupling will be mostly magnetic or electric and that, as predicted theoretically, Q" is
quite independent of frequency (because the retardation factor is small) and the number of
turns N (which cancel between L and ML in the expression for Q"), therefore optimizing U
essentially entails maximizing Q for given-size coils.
In Figure 8-18(a) we also show how the coupling Q, changes with the separation distance
D for the coil in Table 8.4, using both numerical computations and experimental measure-
ments. The coupling coefficient is measured by:
139
Figure 8-16: System of two self-resonant coils for medium-distance D coupling between
them, along with the magnetic field (from FEFD simulation) of the normal mode, which is
an odd superposition of the single-coil modes of Figure 8-14.
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Figure 8-17: Numerical CT results for the electric and magnetic coupling rate Q, as a
function of the self-resonant frequency (due to variation of N), for the modes shown in
Figure 8-15 of two same coils, at the same distance De = 1.3m between their edges.
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1. fine-tuning both coils to the same resonant frequency when isolated, by slightly adjusting
h and/or approaching small metallic objects (aluminum foil),
2. placing the two self-resonant coils at the desired distance and orientation (aligned coaxi-
ally here),
3. exciting the first coil via a first weakly inductively coupled small loop, connected to a
frequency generator,
4. picking up signal from the second coil via a second weakly inductively coupled small loop,
connected to an oscilloscope,
5. varying the frequency of the generator and monitoring the transmission from the first
small excitation coil to the second small pick-up coil,
5. from the transmission spectrum, peaked at two frequencies separated by 6p± around the
resonant frequency, extracting n through 6p± = 2/, 2 -- 2 or in general Eq.(8.13).
(Note that it is important that the excitation and pickup coils are weakly coupled, so that
they do not significantly load the two coils. If they did, their coupling rate should be added
to r in the formula above.) The measurements fall in good agreement with theory. In Fig-
ure 8-18(b), we then show the figure-of-merit U by simply multiplying all the results of part
(a) with the experimental value of Q = 950 (where the shaded grey area denotes its ±50
measurement uncertainty). The coupling-to-loss ratio is U > 1 even at D = 2.4m (namely
at D/r = 8), thus the system is in the strongly-coupled regime throughout the entire range
of medium distances probed.
8.3 Experimental demonstration of mid-range efficient energy-
transfer [5]
The purpose of Section 8.2 was to prove that 'strong coupling' can be achieved for mid-
range distances for a variety of electromagnetic systems, purposefully optimized towards this
objective. The most convincing demonstration was clearly the experimental measurements
of a strong-coupling figure-of-merit U > 1 for two self-resonant conducting 60cm-diameter
and 20cm-height coils separated by distances a few times their size. With this information
at hand, in this Section, we would like to go back and experimentally also confirm the
prediction of Section 8.1 that strongly-coupled resonances can lead to efficient mid-range
wireless energy-transfer.
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Figure 8-18: Theoretical CT and experimental results (a) the coupling rate Q, and (b) the
coupling-to-loss figure-of-merit U, for the resonant modes shown in Table 8.4 of the two
same self-resonant coils, as function of their distance D.
A s
I,
rv
d B
Light-bulb
Figure 8-19: Schematic of the experimental setup used for wireless power transmission. s, d
are the source, device self-resonant coils, coupled inductively respectively at rate n,, Kd to
a power supply circuit (Colpitts oscillator) and to a resistive load (light bulb).
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The experimental setup we used consisted of the two same self-resonant coils described
above in Table 8.4, through which wireless power transmission was to be achieved, one of
which (the source coil denoted s) was coupled inductively (at a rate denoted s,) to a power
supply circuit, and the other one (the device coil denoted d) was coupled inductively (at
a rate denoted Id) to a resistive load, as shown schematically in Figure 8-19. The power
supply circuit was a standard Colpitts oscillator [109], which was designed to output a sine
wave at the resonant frequency 9.9MHz of the coils, driving a single loop of copper wire
25cm in radius (denoted A), via which it was coupled inductively to the source coil s; the
rate of energy-feeding i, could be adjusted by varying the A - s distance. The resistive
load consisted of a previously calibrated incadescent light-bulb, attached to a small loop of
insulated wire (denoted B) via which it was coupled inductively to the device coil d; again,
the energy-draining rate 1Kd could be adjusted by varying the d - B distance. The angle
between A and d was adjusted, so that their direct coupling is zero, while the resonator coils
s and d were aligned coaxially for optimal coupling. The direct s - B and A - B couplings
were negligible due to the distance, non-resonant nature and small size of B. With this
experimental setup, we essentially matched the theoretical setup used for the CMT power-
transmission analysis in Section 8.1.2.
Having the desired configuration, we proceeded with first optimizing the system param-
eters for maximum efficiency. In particular, the resonant frequencies of the two coils had
to be fine-tuned to match when isolated, by bringing in close proximity to d a metallic
object until its frequency matched that of s. Moreover, the rates Ks,d had to be adjusted,
via the corresponding distances, to satisfy the optimal loading condition l/Fr, = Kd/Pd =
V1 + (/F d) 2 * Us = Ud = ,/1 + proven in Eq.(8.14). (Note that, because of its
inductive nature, the loop B added a small reactive component to the load seen by d, which
was compensated for by slightly retuning the coil d.) All the above adjustments were made
by supplying a constant power from the Colpitts oscillator and monitoring the brightness of
the lit light-bulb, as each adjusting parameter was varied.
Once the maximum possible attainable brightness of the light-bulb had been achieved
for fixed supplied power, the efficiency was then measured. To achieve this we now adjusted
the power provided by the Colpitts oscillator until the light-bulb was at its full nominal
brightness (compared visually to a light-bulb connected to the power line), which meant
that we knew the power P1 delivered to the load (Wattage rating of the light-bulb). Then,
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Figure 8-20: Theoretical CT, from experimental measurements of n and from experimental
measurements of currents results for the transmission efficiency T, for the resonant modes
shown in Table 8.4 of two same self-resonant coils, as function of their distance D.
in order to isolate the efficiency of the transfer taking place specifically between the source
coil and the load, we measured the current at the mid-point of each of the self-resonant coils
with a current-probe (which was not found to lower the Q of the coils noticeably). This
gave a measurement of the current amplitudes I, and Id defined earlier in Section 8.2.2. The
power dissipated in each coil was then computed from Ps,d = FL Is,ad12 = Z Is,d12 /2Q where
Q ; 950 from the measurements and Z = 690 from our 5% exact numerical calculation.
(Note that also a voltage measurement would have made possible an experimental-only
determination of Z = Vs,d/Is,d, but it was difficult because those probes were loading the
coils.) Finally, the efficiency of power transmitted to the load over the power feeding the
source coil was directly obtained from r = P1/ (P1 + P, + Pd).
The entire above procedure had to be repeated at every distance D between the s, d
coils. The experimental results as a function of this distance are shown in Figure 8-20, along
with the theoretical prediction for maximum efficiency, given by Eq.(8.15), for the numerical
and experimental values of U calculated in Figure 8-18. The agreement is apparent given
the error bars. Using this setup, we were able to transmit significant amounts of power,
for example, fully lighting up a 60W light-bulb from distances more than 2m away, with an
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efficiency of more than 40%. Two photographs of this configuration are shown in Figure 8-
21. From the second angle, the exact implementation of the schematic in Figure 8-19 is
clear. We believe that this is a unique demonstration of the feasibility of mid-range efficient
wireless power.
As an additional test, we also measured the total power going into the driving circuit.
The efficiency of the wireless transfer itself was hard to estimate in this way, however, as the
efficiency of the Colpitts oscillator itself is not precisely known, although it is expected to be
far from 100%. Nevertheless, this gave an overly conservative lower bound on the efficiency.
When transferring 60W to the load over a distance of 2m, for example, the power flowing
into the driving circuit was - 400W. This yields an overall wall-to-load efficiency of - 15%,
which is reasonable given the expected - 45% efficiency for the wireless power transfer at
that distance and the low efficiency of the driving circuit.
As a final note, we found experimentally that the power transmitted to the load dropped
sharply as one of the coils was detuned from resonance. For a fractional detuning Af/ f o of a
few times the inverse loaded-Q, the induced current in the device coil was indistinguishable
from noise. This confirms that exact resonance is essential for the feasibility of the proposed
scheme.
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Figure 8-21: Photograph (from two different angles) of the experimental system achieving
transmission of 60W with - 45% efficiency across 2m distance between two 60cm-diameter
self-resonant coils.
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Chapter 9
Efficiency enhancement and radiation
suppression
9.1 Efficiency enhancement by far-field interference
Our analysis so far has neglected the fact that the radiation generated by the two objects
in the energy-transfer system, which can often be a significant part of the instrinsic losses,
will typically interfere in the far field. Physically, one can expect that this interference can
in principle be engineered to be destructive, resulting in reduced overall radiation losses for
the two-object system and thus in enhanced system efficiency. In this section, we show that
indeed, in the presence of far-field interference, energy transfer can be more efficient and
with less radiated power than what our previous model predicts.
Once more, we will treat the same temporal energy-transfer schemes as before (finite-
amount and finite-rate), so that a direct comparison can be made.
9.1.1 Finite-amount energy-transfer efficiency
The inability to predict interference phenomena has often been considered inherent to
coupled-mode theory (CMT). Indeed, the coupled-mode equations (Eqs.8.1) failed to predict
such a phenomenon in our previous analysis. However, we show here that making only a
simple extension to this model, it can actually very successfully predict such interference.
The root of the problem stems from the fact that the coupling coefficients were tacitly as-
sumed to be real. This is usually the case when dealing with proper (real) eigenmodes of a
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Hermitian (lossless) operator. However, this assumption fails when losses are included, as
is for example the current case dealing with generally non-proper (leaky, radiative) eigen-
modes of a non-Hermitian (lossy) operator. In this case, the whole coupling-matrix elements
R11,22,12,21 will generally be complex (denoted with a tilde). The real parts of R11,22 will de-
scribe, as before, the shift in each object's resonance frequency due to the presence of the
other; the imaginary parts of k11,22 will describe the change in the losses of each object due
to the presence of the other (due to absorption in it or scattering from it, in which latter
case losses could be either increased or decreased); both of these are second-order effects
and, for the purposes of our mathematical analysis, can again be absorbed into the complex
eigenfrequencies by setting wl,2 - wl,2 - Re {R11,22} and F1,2 --- F1 ,2 + Im {~11,22}. The real
parts of i 12 ,21 will denote, as before, the coupling coefficients; the physical interpretation
of the imaginary parts of R12,21 is yet unclear, but will be shown to be exactly the terms
that describe the far-field interference, which we are looking for; again, from reciprocity
R12 = R21 -=R - r, + iE (note that for a Hermitian problem, the additional requirement
I12 = ~ 1 would impose r, to be real). Therefore, for the present analysis, one simply needs
to substitute •-4 K + i . in the Equations of Section 8.1.1.
Subsituting r, - K+-iE. into Eq.(8.2), the normal modes of the system, at exact resonance
wl = w2 - Wo and for P1 = F2 - Fo, are now found to be
ýD+ = (wo + ) - i (Fo - ) and &- = (wo - r) - i(Fo + .E), (9.1)
which is exactly the typical case for respectively the odd and even normal modes of a system
of two coupled objects, where for the even mode the objects' field-amplitudes have the same
sign and thus the frequency is lowered and the radiative far-fields interfere constructively
so loss is increased, while for the odd mode the situation is the opposite. Therefore, the
coefficient E must be exactly describing the far-field interference phenomenon under exam-
ination. In the Appendix, we actually prove, for the particular example of electromagnetic
resonances, that E is exactly the change in the radiative loss rates predicted by antenna
theory, and this proof can be easily applied to different types of fields too.
To treat now again the problem of energy transfer to object 2 from 1, at exact resonance
Wl = w2 and in the special case F1 = F2 _ rF but in the presence of radiative interference,
again simply subsitute U -* U + iV into Eq.(8.4), where V = E/Fo, and the evolution of
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the device field-amplitude becomes
a2 (T) sin [(U + iV) T] - eT. (9.2)
lai (0)l
Now the efficiency 77E = a2 (T) 2 / ai (0)12 is optimized for the normalized time T. that is
the solution of the transcendental equation
Re {(U + iV) cot [(U +iV) T.]} = 1 (9.3)
and the resulting optimal energy-transfer efficiency depends only on U, V and is depicted
in Figure 9-1(c), evidently increasing with V for a fixed U.
9.1.2 Finite-rate energy-transfer (power) efficiency
Similarly, to treat the problem of continous powering of object 2 by 1, in the presence of
radiative interference, simply subsitute U -> U + iV into all the Equations of Section 8.1.2,
where V -= E/V/T 2. Either the optimization goal is to maximize efficiency or to minimize
reflection, the symmetry upon interchanging 1 - 2 is preserved and in each case we have:
* Using Eq.(8.11), the field-amplitude transmission coefficient becomes
2i (U + iV) Uo
(1 + Uo - iDo)2 + (U + iV) 2
and from q, (Do) = 0 we get that, for fixed U, V and Uo, the efficiency is maximized for
the symmetric detuning
2-cos (0+2v_) ; v = 0,1, if U2 /3 - V 2/ 3 > (1 + Uo)2/ 3
Do = +, 3 = 123 (9.5)
/ + + /_- V/02 a3, if U2/3 - V2/3 < (1+ Uo)2 /3
where a [U2 V 2 - (1Uo)2] /3, UV (1+ Uo), 0 tan- 1 /a 3 /) 2 - 1 and U2/ 3
V 2/ 3 > (1 Uo)2 / 3  > a 3 _ '2 > 0 = a > 0. Note that, in the first case, the two
peaks of the transmission curve are not equal for V > 0, but the one at higher frequencies
(v = 0 =Opositive detuning) corresponding to the odd system normal mode is higher, as
should be expected, since the odd mode is the one that radiates less. Finally, by substituting
Do into rip from Eq.(9.5), from rq (Uo) = 0 we get that, for fixed U and V, the efficiency is
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Figure 9-1: (a,b) Efficiency of power transmission ?Jp for (a) U = 1, V = 0.5 and (b)
U = 3, V = 0.5, as a function of the frequency detuning Do and for different values of
the loading rate U0. (The dotted lines show, for comparison, the results when there is
no interference, as shown in Figure 8-1(a,b).) (c,d) Optimal (for optimal detuning and
under conditions of impedance matching) efficiency for energy transfer (shown only in (c))
and power transmission, as a function of the coupling-to-loss figure-of-merit U and the
interference-to-loss figure-of-merit V.
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d
maximized for
Uo, = (1 + U2 ) (1 - V 2 ) and Do, = UV. (9.6)
The dependence of the efficiency on Do for different Uo (including the new 'critical-coupling'
condition) are shown in Figure 9-1(a,b). The overall optimal power efficiency using Eqs.(9.6)
is
U2 + V 2
P rP (Do, Uo*) = U2V2 (9.7)(Uo, + 1)2 + U2V2'
which again depends only on U, IVI and is depicted in Figures 9-1(c,d), increasing with IVI
for a fixed U, and actually qp -+ 1 as IVI -- 1 for all values of U.
* Using Eq.(8.17), the 'impedance matching' condition becomes
(1 - iDo)2 - U2 + (U + iV)2 = 0 (9.8)
from which again we easily find that the values of Do and Uo that cancel all reflections are
exactly those in Eqs.(9.6).
* Often, it may be of most interest to minimize the power radiated from the system, since e.g.
it may be a cause of interference to other communication systems, while still maintaining
good efficiency. Using Eq.(12.19), we find for two same objects
Prad 4U [( 1+U -iDo2 + U + iV12) -2V(V+VUo+UDo)77rad -- , , (29.9)
S+1 2  (1 + Uo - iDo)2 + (U + iV) 2 2
Then, to achieve our goal, we maximize rP/7rad and find that this is achieved for
Uo = 1 + U2 - U2 + V2 - 2VVrad and Do** = UVrad, (9.10)
where Vrad = - rdl rad2 , as defined in Eq.(12.25) in the Appendix, is the inter-Vrradlrrad2
ference the system would experience, if all loss was radiative, namely Vrad = 2 V >
V. Eq.(9.10) reduces to Eq.(9.6) when V = Vrad.
The main conclusion of this section is that, for any temporal energy-transfer scheme and
given some achieved coupling-to-loss ratio, the efficiency can be enhanced and the radiation
can be suppressed by shifting the operational frequency away from exact resonance with
each object's eigenfrequency and closer to the frequency of the odd normal-mode, which
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suffers less radiation due to destructive far-field interference. Defining Q= - w/2ý, it is
therefore the parameters
U= and V(9.11)
- Q- V r- Q-
that are the correct figures-of-merit for any system under consideration for wireless energy-
transfer, along with the distance over which large U, IVI can be achieved. Clearly, also IV
will be a decreasing function of distance, since two sources of radiation distant by more than
a few wavelengths do not interfere substantially. It is important also to keep in mind that
the magnitude of V depends on the degree to which radiation dominates the objects' losses,
since it is only these radiative losses that can contribute to interference, as expressed from
Vrad 2 V. Moreover, note that, at some fixed distance between the source and device objects,
the figures U, V may not be maximized for the same set of system parameters; in that case,
these parameters could be chosen so that the efficiency of Eq.(9.7) is maximized. In the
following section, we calculate the magnitude of the efficiency improvement and radiation
reduction for realistic systems at mid-range distances between two objects, by employing
this frequency detuning and by doing a joint optimization for U,V.
9.2 Far-field interference at mid-range distances for realistic
systems
As seen in the previous Section, the problem of maximizing the energy-transfer efficiency
may require a modified treatment in the presence of interference. The choice of eigenfre-
quency for the source and device objects as the one where U is maximum may not be a good
one anymore, but also V needs to be considered. Once more, subwavelength resonances
will be the preferred choice, because, for a given source-device distance, the interference
term Vrad will increase as frequency decreases, since naturally the odd mode of two coupled
objects, distant much closer than a wavelength, will not radiate at all. On the other hand,
as frequency decreases, radiation losses always decrease and typically systems are limited by
absorption losses, as discussed earlier; thus, the advantage of interference may be insignif-
icant at some point compared to the deterioration of absorption-Q. Therefore, V will be
maximized at some frequency, dependent on the source-device distance, and this optimal
152
frequency will typically be different than the optimal frequency for U. The optimization of
efficiency is then a combined problem, which will be demonstrated below for some of the
systems we have been examining so far.
In the case of two objects 1, 2 supporting radiative electromagnetic resonant modes of
the same eigenfrequency w0 = 02 - w, placed at distance D so that they couple in the
near field and interfere in the far field, the interference coefficient is predicted from antenna
theory (AT) [102] to be that in Eq.(12.24)
S 2 dQlf 2e-ik.D
= d 2)= (1 +- 2), (9.12)
-fV do E(e +E p Hl|2
where fl,2 = fV1,2 dv J 1,2 (r) e- ik'r are the vector current-moments of 1, 2 defined earlier too
and D is the distance vector between the arbitrarily-chosen centers of the two objects.
We will demonstrate the efficiency enhancement and the radiation suppression due to
interference for the two cases of dielectric disks and capacitively-loaded loops. The degree
of improvement will be shown to depend on the nature of the system.
9.2.1 Dielectric resonators
9.2.1.1 Dielectric disks
In the case of 2d dielectric disks, to compute the interference parameter between two coupled
disks at distance D, we again use two independent methods to confirm the validity of our
results: numerically, the FEFD calculations again give E (and thus V) by the splitting of
the loss-rates of the two normal modes; analytically, calculation of the AT prediction of
Eq.(9.12) (or equivalently Eq.(12.25) in the Appendix) gives
2
m = 1: Vrad = J1 ( kD)
(k(D)
m = 28: Vrad ( 3 (kD) -Jo (kD)+ - 6] J1 (kD)} (9.13)
m = 2 rad = (kD
m = 3: Vrad )5 {[24 (kD)3 - 320 (kD)] J (kD) + [3 (kD)4 - 128 (kD)2 + 640] -J (kD) .
The results for the interference of two same disks from those in Figure 8-3 (namely for
exactly the same parameters as the coupling was calculated in Figure 8-5) are presented in
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Figure 9-2: Antenna Theory (AT) results for the interference (a) factor Q-
of-merit IVI, as a function of frequency, for the exact same parameters as in
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Figure 9-3: Results for the overall power transmission as a function of frequency, for the
same set of resonant modes and distances as in Figures 8-5 and 9-2, based on the predictions
including interference (solid lines) and without interference just from U (dotted lines).
Figure 9-2, as a function of frequency (due to varying e) at fixed distances. It can be seen
that also the interference factor IVI has nulls, which occur even before the system enters
the radiative-coupling regime, namely at smaller frequencies than those of U at the same
distances, and it decreases with frequency, since then the objects become more and more
absorption dominated, so the benefit from radiative interference is suppressed. Both the
above effects result into the fact that U (from Figure 8-5(b)) and V (from Figure 9-2(b))
are maximized at different values of the frequency (w w. for U) for most distances, and
thus different will also be the optimal frequency w# for the final energy-transfer efficiency of
Eq.(9.7), which is shown in Figure 9-3 again for the same set of parameters. From this plot,
it is now clear that interference can significantly improve the transfer efficiency, compared
to what Eq.(8.15) would predict from the calculated values of the coupling figure-of-merit
U.
Furthermore, not only does a given energy-transfer system perform better than what a
prediction which ignores interference would predict, but also our optimization design will
typically lead to different optimal set of parameters in the presence of interference. For
example, for the particular distance D/r = 5, it turns out from Figure 9-3 that the m = 1
resonant modes can achieve better efficiency than the m = 2 modes within the available
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Figure 9-4: (a) Frequencies, where U and T are maximized, as a function of the transfer
distance between the disks highlighted in bold in Table 8.1. (b) Efficiencies achieved at the
frequencies of (a) and, in inset, the enhancement ratio of the optimal (by definition) for peak
frequency of T versus the achievable at the peak frequencies of U. (c) The D-parametrized
path of the transmission efficiency for the frequency choices of (a) on the U - V efficiency
map.
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range of e, by making use of strong interference which counteracts their weaker U, as viewed
in Figure 8-5, from which one would have concluded the opposite performance. Moreover,
even within the same m-branch, as was discussed in Section 8.2, one would naively design
the system to operate at the frequency w., at which Q (and typically U) is maximum.
However, the optimization design changes in the presence of interference, since the system
should be designed to operate at the different frequency w#, where the overall efficiency T
peaks: In Figure 9-4(a), we first calculate those different frequencies where the coupling-
to-loss ratio U and the efficiency T (which includes interference) peak, as distance D is
changing (again, they peak more than once for distances in the far-field region) for the
choice of disk highlighted in bold in Table 8.1, and observe that their difference is actually
significant. Then, in 9-4(b) we show the peak efficiency for the various frequency choices.
There is not significant improvement for close-enough distances, because the efficiency is
basically dominated by the strong coupling, however, for larger distances (on the border
to the radiative regime), where efficiency is small and could use a boost, the improvement
factor reaches a significant 2 for the particular system under examination. The same result is
shown in Figure 9-4(c) as a plot of the path of the efficiency on the U - V map, as distance
is changing. Similar results are derived for the modes of different m-order. Physically,
moving to higher frequencies increases role of radiative losses compared to absorption and
thus interference can have a greater influence. At the optimal frequency w# radiated power
including interference is close to what it is at w., but absorbed power is much less.
Instead of improving efficiency, one might care more about minimizing radiation. In that
case, we calculate at the frequency w. how much power is radiated when optimized under the
conditions Eq.(9.10) compared to the power radiated when simply operating on resonance
(Do = 0) in the cases with and without interference (the latter case may be describing a case
where the two disks do not interference, because they are dissimilar, or due to decoherence
issues etc.). We find in Figure 9-5 that radiation can be suppressed by a factor of 1.6 by
detuning the operating frequency towards the odd sub-radiant mode.
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Figure 9-5: Results for the power radiated as a function of the transfer distance at resonant
frequency w, (red curve of Figure 9-4(a)), when the operating frequency is detuned (solid
black line), when it is not (solid red line) and when there is no interference whatsoever
(dashed red line). In the inset, we show the corresponing radiation suppression factors.
9.2.2 Metallic resonators
9.2.2.1 Capacitively-loaded conducting loops
For conducting loops, we compute the interference parameter between two coupled loops at
distance D, using just the AT analysis (Eq.(9.12) or (12.25)) leading to
3
Vrad -kD) 3 [sin (kD) - (kD) cos (kD)], (9.14)
for the orientation of optimal coupling, where one loop is above the other. This factor now
has nulls only upon reaching the radiative regime, therefore IVI = (Q/Qrad) IVrad I peaks close
to U for mid-range very-subwavelength distances. An improvement in the overall efficiency,
plotted in Figure 9-6, can still be observed though for the mildly subwavelegth systems (at
frequencies higher than w,) compared to the predictions in the absence of interference.
By following the same procedure as for dielectric disks, we show in Figure 9-7(a) the
optimal frequencies w, of U and w# of T (with multiple branches), as distance varies
and for the loop highlighted with bold in Table 8.2, and in (b) the corresponding maximum
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Figure 9-6: Results for the overall power transmission as a function of frequency, for the
same set of loop resonant modes and distances as in Figures 8-5 and 9-2, based on the
predictions including interference (solid lines) and without interference just from U (dotted
lines).
improvement of efficiency upon designing the resonant frequency of the loops to be w# (by
definition the optimal choice), as opposed to - w. (the dashed line shows the improvement
compared to case where interference is not existent). In this case, the improvement again
reaches a considerable factor of 2, but this occurs at large relative distances where the
efficiency itself is rather small. The D-parametrized path in the U - V plane and the
associated improvement are also shown in Figure 9-7(c).
Finally, if we design the system to suppress radiation, again an improvement factor of 2
is achieved when the operating frequency is detuned from the resonant frequency, as shown
in Figure 9-8.
As a general conclusion, clearly, far-field interference can be utilized by the system
designer to either suppress the total radiation loss or to increase the system efficiency. In
the second case, systems operating optimally closer to the radiative regime, benefit more
from the presence of far-field interference, which leads to reduced losses for the sub-radiant
normal mode of the coupled objects, and this benefit can be substantial.
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Figure 9-7: (a) Frequencies, where U and T are maximized, as a function of the transfer
distance between the loops highlighted in bold in Table 8.2. (b) Efficiencies achieved at the
frequencies of (a) and, in inset, the enhancement ratio of the optimal (by definition) for peak
frequency of T versus the achievable at the peak frequencies of U. (c) The D-parametrized
path of the transmission efficiency for the frequency choices of (a) on the U - V efficiency
map.
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Chapter 10
Insensitivity to near-presence of
extraneous objects
Having established that efficient wireless energy-transfer can be accomplished at mid-range
distances with the proposed resonant scheme, the next criterion for estimating its feasibility
and applicability is its sensitivity to the near-presence of random and possibly mobile ex-
traneous objects. If the interaction with random objects is strong, it could be deleterious,
as seen from two equivalent viewpoints: these objects could affect the system's performance
to the extent that it cannot transfer energy efficiently anymore or, reciprocally, the system
could affect the random objects to an extent that may be harmful to their performance
(in the case of extraneous devices) or their health (in the case of living organisms). What
are the necessary requirements for such insensitivity and are they met for realistic material
systems and geometries?
10.1 Insensitive energy-transfer by robust lifetime and cou-
pling of resonances
For the proposed coupled-resonance-based wireless energy-transfer scheme, one would phys-
ically expect that its viability in the presence of extraneous objects depends strongly on the
robustness of the resonant-objects' resonances and interaction. In practice, a random object
is expected to detune a resonance, provide an additional loss-channel to it and also reduce
its coupling to other resonant objects. We will discuss that the crucial points are the last
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ones, namely that the resonance lifetimes and coupling are not substantially decreased.
Let a resonant object 1 have an eigenmode with angular frequency wl, frequency-width
due to instrinsic (absorption, radiation etc.) losses Fi and vector field F 1 (r), normalized to
unity energy. The near-presence of a random object e will perturb the resonance and, if the
random object is non-resonant itself, an appropriate analytical framework for modeling this
interaction is that of the well-known perturbation theory (PT) [11]. If the field amplitude
al (t) is defined again so that lal (t) 2 is equal to the energy stored inside 1, then, using e- iwt
time dependence, it can be shown to satisfy, to lowest order:
dtal (t) = -i (wl - iF1 ) al (t) + iSLZl(e)al (t), (10.1)
where 6W1(e) -- 6wl()+ ibr1(e) is the shift in the complex eigenfrequency of object 1 induced
by the presence of object e and will generally be complex (denoted by the tilde), as discussed
in Section 9.1. Here, 6wl(e) denotes the (real-)frequency detuning induced and 6rl(e) denotes
the additional loss-rate induced due to extrinsic (absorption inside e, scattering from e etc.)
losses.' If 1 is driven by some generator with power Is+i (t) 2 at a rate i1, we would similarly
get
d
•~tal (t) = -i (wl - irl) al (t) + i6L1l(e)al (t) - tlal (t) +± x/-s+ (t)
s_ 1 (t) = v/i1a1 (t) - s+1 (t) . (10.2)
Note that, if the random object is actually itself a resonant object, then one would have to
use the CMT analytical framework to describe the interaction. However, since our energy-
transfer scheme is based on extremely sharp resonances, it is essentially improbable that a
random resonant object would either have a sharp resonance itself (it is in fact an engineering
challenge to design so high-Q resonances for our scheme) or, even in that case, that it
would happen to be exactly tuned to our resonant object. Therefore, even in the case of
resonant random objects, CMT suggests (through Eqs.(8.3) and (8.8)) that effectively one
can ignore the term +itleae (t) in Eqs.(8.1) and (8.7), which would then reduce respectively
to Eqs.(10.1) and (10.2) for object 1 (with T11k 6C1(e)).
When considering an energy-transfer system of two objects 1 and 2, one would simply
'The first-order PT model is valid only for small perturbations. Nevertheless, the parameter Rll(e), is
well defined, even outside that regime, if al (t) is taken to be the amplitude of the exact perturbed mode.
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have to include the effects of the random objects on both, by appropriately adding the terms
+i6JD1, 2(e)a1,2 (t) in Eqs.(8.1) or (8.7) to denote the frequency shift and the extrinsic losses
induced onto both resonant objects. Moreover, also the coupling rate R will be shifted by
6k(e), for example when the line-of-sight between the two objects is interrupted.
The frequency shift due to mobile random objects is a problem that can be 'fixed'
by applying to the one or more resonant objects a feedback mechanism that corrects its
frequency and ensures their mutual resonance. Here are some examples, combinations of
which could be implemented too:
* Each resonant object could be provided with an oscillator at a fixed reference frequency fr
and a monitor, which determines the eigenfrequency of the object; an error signal would then
be generated from the difference of the oscillator and monitor frequencies, which would be
used to stabilize the eigenfrequency of each resonant object to fr by, for example, adjusting
the geometric properties of the object (e.g. the shape of a dielectric disk, the capacitor-
plate spacing or area of a capacitively-loaded loop, the dimensions of the inductor of an
inductively-loaded rod, the height of a self-resonant coil, etc.) or by changing the position
of a non-lossy non-resonant object in the vicinity of each resonant object; this technique
assures that all resonant objects operate at the same fixed frequency fr, even in the presence
of extraneous objects.
* During energy transfer from a source object fed by fixed power from a generator to device
objects feeding loads, each device object could monitor the power delivered to its load and
dynamically adjust its resonance frequency (using one of the mechanisms described above)
to maximize its output power; this technique allows the source resonance-frequency to vary
freely but assures that all devices are in resonance, even in the presence of extraneous objects.
* The frequency of the source object could be monitored and transmitted via communication
(information exchange) to the device objects, which are in turn synched to this frequency
using frequency adjusters, as described above.
Unlike the frequency shift, extrinsic losses and modified coupling can be detrimental
to the functionality of the energy-transfer scheme, because they are difficult to remedy,
therefore the new total loss-rates 1r,2(e) = I1,2 + •-1,2(e) and new coupling rate R(e) =
R + J±(e) = r(e) + i.(e) should be quantified. Then, our perturbed figures-of-merit become
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U(e) = (e)/ (e) 2 (e) J and (e) = (e)/ (e)2(e) V J-v, where
F1,2 Q1,2(e) I(e) QK _ (e) Q=
J1,2 - , - and J-- (10.3)F1,2(e) Q1,2 Q(e) Q E(e)
are the perturbation figures-of-merit. In typical situations of random objects, all the above
J factors will be less than one, namely the system performance will typically deteriorate in
their presence. However, interference effects between the (radiation) far field of an initial
resonant-object mode and the field scattered off the extraneous object could, for strong
scattering (e.g. off metallic objects), result in reduced individual or system radiation losses,
namely J1,2 > 1 or JZ > 1. Similarly, reshaping of the (stationary) near field, which we
utilize for the coupling in this proposed energy-transfer scheme, due to the extraneous object
could make it more directional towards the device object and thus increase the coupling
J, > 1. Therefore, the wireless energy-transfer scheme will be robust provided the J factors
are not much less than one, but, even in that case, it could still be viable, if starting from
large initial figure-of-merit U (and V). In the following section, we compute some of these
perturbation figures-of-merit for realistic systems and placements of the extraneous objects.
10.2 Robust lifetime and coupling of resonances in the near-
presence of extraneous objects
Based on the conclusions of the previous Section, the robustness of our energy-transfer
method depends on the deterioration factors J, which ideally should be close to one and
whose calculation is the task of this Section. However, before undertaking this task, let us
note that, as was pointed out, what really matters are the various products UJ, namely
the method is still applicable, even if the extrinsic loss-rates are larger than the intrinsic
loss-rates, provided that they are still smaller than the coupling rate. In that sense, our
sharp-resonance-based scheme is extremely powerful, because, in the presence of a device
resonant-object and an extraneous non- or off-resonant object at the same distance from
the source resonant-object, the source energy significantly (as discussed earlier, by _ Q2
times more) favors the resonant object. A simple daily example is how, out of 100 wines
glasses, filled up to different levels with wine, only one will break, when a guitar player plays
a single tone matching this glass' resonance frequency, while the others will remain intact.
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Therefore, this resonant scheme has inherent a transfer selectivity, which contributes greatly
to its robustness.
Clearly though, it may be the case that random objects are located much closer to one or
more of our system resonators than the other resonators are, so their effect certainly requires
estimation and will depend on the objects' particularities in terms of size, materials and
placement. An object will typically scatter a field incident on it: when its size is larger than
the wavelength, the scattering occurs more in the form of specular reflection of geometric
rays, while in the case of a subwavelength object, the incident field will simply reshape itself
and wrap around the 'small' object, thus suffering little obstruction. Therefore, not only do
resonant objects exchange energy selectively between them, but also subwavelength resonant
objects, such as those utilized by our scheme, do not require line-of-sight, when obstructed
by similar-sized (subwavelength) objects, as opposed to a radiative energy-transfer method,
which would be fatally interrupted. Furthermore, exactly because the near field spreads out
from the source, when delivering a certain amount of power to the device, the local power
density is typically quite smaller than that of a focused radiated beam; delivering the same
power with smaller local fields means that the scheme is less sensitive and, very importantly,
much safer. Finally, objects, whose material properties do not differ a lot from those of air
(as far as the particular field in use is concerned), or which are located at a region of weak
field or distant from the resonant objects or not interrupting their line-of-sight, will obviously
have small effects on the system performance and can be considered weak perturbations.
In this Section, we want to quantitatively confirm the above arguments based on physical
intuition, examine a variety of types of random objects, and consider ways in which their
influence can be reduced.
Again, we will investigate electromagnetic resonances. For small perturbations, the
frequency detuning induced by the extraneous object e (described by a low-loss complex
permittivity function ie + ic" and a low-loss complex permeability function ,e + iL•") onto
the resonant eigenmode [E, H] of an object can be determined by the formula
. fv dv [(e - Eo)I E 2 + ('e - •o) H12] + ~S dafie -Im {E* X H}
6w(e) = (10.4)
2where t  dielectric and magnetic functions of the whole system. The extrinsic loss
where -, I the dielectric and magnetic functions of the whole system. The extrinsic loss
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mechanisms for an electromagnetic resonance are: far-field scattering approximately at a
rate
Q-1t 256rs(e) Psc_ at(e) -2 (e)( Q)wscat(e) •W ( (10.5)
where f(e) = fve dvJ(e) (r) e- ik-r is a vector current-moment and J(e) are the induced currents
on object e due to the field of the resonant object either in the form of dielectric-polarization
currents (Jp(e) = -iw (Ee - co) E) or electric currents on its surface (Js(e) = fie x H), if it is
a metal, and absorption inside e at a rate, provided it is weak (/E"'/Ce, 'e/PIe < 1),
26Fabs(e) Pabs(e) w! fve dv ((e El2 + H fS dafie" Re {E* x H}
()abs(e) W f dv (e E 2 + p H
(10.6)
When a system of two objects 1, 2 with resonant eigenmodes [E1,2, H 1,2] is slightly perturbed
by an extraneous object, the shift in the coupling rate •6(e) and in the interference parameter
6ý(e) will similarly be a perturbative function of the unperturbed fields and the extraneous
object's properties.
Even though Eqs.(10.4)-(10.6) hold only for weak external interactions, they provide
very useful physical intuition:
* All perturbations induced on an object 1 by e depend on the square of the small resonant
field-tail of 1 at the site of e, while the coupling coefficient between 1, 2 from Eq.(8.22)
depends only linearly on the small resonant field-tail of 1 at the site of 2. Therefore, for
same distances of e and 2 from 1, and given that the resonant field of 1decays with some
exponential or power law, the coupling rate will always be stronger than the extrinsic-loss
rates (so U/-JRlJ > 1), confirming analytically our earlier physical intuition that high-Q
resonances are highly selective.
* Extraneous objects with sizes much smaller than the wavelength (A = 2irco/w) lead, from
Eq.(10.5), to very weak scattering, confirming analytically our intuition on the robustness
of quasi-static (subwavelength) resonances.
* Most importantly, given that almost all common non-conducting materials are non-
magnetic (namely they have Pte ; oz , p" ; 0) but just dielectric, they respond to magnetic
fields in the same way as free space, and thus, if our resonators are designed so that the
electric field is confined within the resonator, while the magnetic field is the one extending
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into free space and utilized for the coupling, then all these common materials irrespect-
fully of size and placement will disturb our so-called 'magnetic' resonances very little. This
separate localization of the electric and magnetic fields, which can deliver the same power
(E x H) of a radiative plane wave but with a much larger (but safe) H than E, can happen
only in the magneto-quasi-static regime. Only extraneous conducting materials may lead to
substantial extrinsic losses due to the eddy currents induced on their surface or to reduced
coupling due to the imposed reformation of the magnetic field to be parallel to their surface.
An extremely important implication of 'magnetic' resonances relates to safety considera-
tions for human beings. Humans are also non-magnetic and can sustain strong magnetic
fields without undergoing any risk. A typical example, where dc magnetic fields B , 1T
are safely used on humans, is the Magnetic Resonance Imaging (MRI) technique for medical
testing. In contrast, the ac magnetic near-field required in typical microwave energy-transfer
systems in order to provide a few Watts of power to devices is only B - 10-4T, which is
actually comparable to the magnitude of the Earth's dc magnetic field. Since, this scheme
is attempting to also minimize the far-field radiation produced, it is reasonable to expect
that an energy-transfer method based on 'magnetic' resonances should be safe for living
organisms.
Among the examples analyzed earlier, those of dielectric disks (storing the electric energy
inside the high-c material), capacitively-loaded loops and self-resonant coils of small h/r-
aspect-ratio (storing the electric energy inside the capacitor and distributed capacitance
respectively) are predominantly high-Q magneto-quasi-static resonances and therefore we
will limit our sensitivity analysis to those structures.
Eqs.(10.5) and (10.6), by definition of perturbation theory, hold only for small pertur-
bations. Therefore, even though they provide some useful physical intuition, quantitatively
they can only treat easy cases, such as small low-loss and distant extraneous objects, which
are not of interest, since we want to test our scheme in more realistic, difficult situations.
Therefore, we will use only computational and experimental analyses, and we will investigate
the more dangerous cases of either large low-loss objects or small high-loss or conductive
objects. We will avoid the extreme cases of both large and highly-lossy or conductive ob-
jects, since we cannot expect our scheme to work under any condition (for example, if such
an object is placed inbetween the source and the device, it would obviously interrupt the
energy transfer). In the end, we will find that the wireless energy-transfer scheme can still
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be viable for a wide range of extraneous objects and their positionings.
10.2.1 Dielectric resonators
10.2.1.1 Dielectric disks
In the case of dielectric disks, we examine the robustness of their resonances in the presence
of one of the following different off-resonance objects: a surface of large extent but of small
E, E" (such as a wall w), as shown in Figures 10-1(a,b), and an object of large E, E" but of
small size (same as the size of the disk but different shape, such as a human muscle m),
as shown in Figures 10-1(c,d), where the values of e were found in Ref.[ll0]. We test their
influence as a function of distance with the choice of disk-mode highlighted with bold in
Table 8.1 and for the two different placements along the lines where the field eigenmode is
minimum (Figures 10-1(a,c)) and maximum (Figures 10-1(b,d)). The results for J of the
FEFD simulations are shown in Figure 10-1(e). For distances D(w,m) between the edges of
the disk and the 'muscle' or 'wall', the disk resonance seems to be fairly robust, apart for
the case of a close-proximity of the 'muscle'.
To examine now the influence of these objects on the entire energy-transfer system, we
consider two resonant disks in the close presence of 'walls' and 'muscles', in the configurations
shown in Figures 10-2(a-d) (note that due to the symmetry vertical plane, there are twice
the random objects than those shown). As can be seen from Figure 10-2(f) the coupling is
very robust in the presence of the objects (actually often improved), except when a large-c
object is immediately interrupting the field lines, as in (c) the worst possible placement, but
still the effect is not strong. The final figure-of-merit is seen to deteriorate by a substantial
factor of 5 - 10 only in the case of the lossy object and because we placed it close to the
disks (and again there are twice that many from those shown).
Therefore, we can claim that the energy-transfer scheme is not detrimentally disturbed
by the presence of the extraneous objects, with the exception of the very-close proximity of
high-loss objects.
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Figure 10-1: (e) Deterioration factor J of Q for a disk mode in the presence of (a,b) a
large wall w of e = 2.5 + 0.05i (typical for daily materials) and (c,d) a small square human
muscle m of e = 49 + 16i (appropriate in the GHz regime) and side 2r, as a function of the
edge-to-edge distance D(w,m) and for two different positionings compared to the disk: (a,c)
along the direction of minimum field and (b,d) along the direction of maximum field.
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Figure 10-2: Deterioration factors (f) J, of Q, and (g) J - J, of U for two coupled disk
modes in the presence of (a) a large wall w of e - 2.5 + 0.05i and thichness 2r between the
disks, (b) two walls, one behind each disk at distance r , (c) a small square human muscle
m of c = 49 + 16i and side 2r between the disks, and (d) two muscles, one behind each disk
at distance r.
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10.2.2 Metallic resonators
10.2.2.1 Capacitively-loaded conducting loops
For these systems, the subwavelength resonances we have examined are definitely of the
magneto-quasi-static type. The dominating field in the space surrounded by the loop is the
magnetic field generated by the loop current, accompanied (necessarily from Maxwell Equa-
tions) by an electric field proportional to the very small resonant frequency; the additional
electric energy required for resonance is that stored (hidden) inside the capacitor. One can
estimate the degree to which such a loop has mostly magnetic energy stored in the space
surrounding it: if one ignores the fringing electric field from the capacitor, the electric and
magnetic energy densities in the space surrounding the loop are given from simple analyti-
cal formulas for a subwavelength (r < A) current loop, so we can calculate their ratio as a
function of the distance Dp from the center of the loop (in the limit r < Dp) and the angle
8 with respect to the loop axis [102]
We (P) _ o IE (p) 2  (1 sin2 (
Wm (P) po H (p)+2 (+ 4cs 2 + (1 - 1 + 1sin 2 (
fsp dafo E (p)+2
fs dao H (p)2 2
where p =_ 27rDp/A and the second line is the ratio of averages over all angles by integrating
the electric and magnetic energy densities over the surface of a sphere of radius Dp. From
Eq.(10.7) it is obvious that indeed for all angles in the near field (p < 1) the magnetic
energy density is dominant, while in the far field (p > 1) they are equal as should always
be for radiative fields. Therefore, this is the criterion that qualifies this class of resonant
systems as 'magnetic'.
To provide an estimate of the effect of extraneous objects on the resonance of a capacitively-
loaded loop, including the capacitor fringing electric field, we bring a 'human muscle' on top
of the capacitor of the loop highlighted with bold in Table 8.2. The computational FEFD
results are shown in Figure 10-3 and suggest that this perturbation is weak and thus little
power will be imparted onto humans for ordinary distances and placements (not immedi-
ately on top of the capacitor). This will be true even better for most ordinary extraneous
objects e of much smaller loss-tangent, therefore we conclude that it is indeed fair to say
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Figure 10-3: Deterioration factor J of Q for a loop mode in the presence of a human muscle
m of E = 185 + 1230i (appropriate in the MHz regime) and dimensions 25cm x 25cm x 1.5m,
as a function of the edge-to-edge distance D(m) between the muscle and the capacitor.
that our proposed wireless energy-transfer scheme based on magneto-quasistatic resonances
is indeed insensitive. The only perturbation that is expected to affect these resonances is a
close proximity of large metallic structures.
10.2.2.2 Self-resonant conducting coils [5]
We expect self-resonant coils to be more sensitive to external perturbations than capacitively-
loaded loops, as the majority of the electric field is now not confined inside a closed capacitor,
but rather distributed across the coil (its capacitance). Since for this class of resonators
we performed experiments, it sufficed to test the experimental setup and performance for
robustness in the presence of extraneous objects, and did not perform thorough numerical
simulations. From our observations, the wireless power-tranmission was not found to be
visibly affected, as humans and various everyday objects (such as metallic and wooden
furniture, electronic devices large and small etc) were placed between the two coils, even
when they drastically obstructed the line of sight between source and device, as can be seen
in a photograph in Figure 10-4. External objects were found to have an effect only when they
were closer than 10cm from either one of the coils. While some materials (such as aluminum
foil, styrofoam and humans) mostly just shifted the resonant frequency (which, as discussed
earlier, is not a problem, since it can be easily corrected with a feedback circuit), others
(cardboard, wood, and PVC) lowered Q, when placed closer than a few cm from the coil,
thereby lowering the efficiency of the wireless powering, but not detrimentally. In summary,
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we believe that our setup was fairly robust and thus the method should be viable for a large
number of applications.
Reciprocally, we believe that this method of power transmission should be safe for hu-
mans. When transferring 60W (more than enough to power a laptop computer) across 2m,
we estimated that the magnitude of the ac magnetic field generated is much weaker than
the dc Earth's magnetic field for all distances, except for less than about 1cm away from the
wires in the coil, an indication of the safety of the scheme even after long-term use. (Com-
paring ac to dc fields, of course, is not a completely fair comparison, so to be secure that
this method is safe, precise tests need to be carried through.) In Figure 10-5, a photograph
of the entire reasearch team between the operating wireless energy-transfer is shown.
Finally, the power radiated for these parameters was - 5W, which is roughly an order of
magnitude higher than cell phones but could be drastically reduced by designing the system
to operate at lower frequencies. Therefore, this method should not be a cause of interference
in the far-field, namely to communication or surveillance systems, either.
In any case, such a method of wireless energy-transfer would clearly have to abide by in-
ternational regulations (e.g. by FCC) both for safety and interference, and specific frequency
ranges would be allocated to it.
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Figure 10-4: Photograph of the experimental system, with and without an obstruction in
the line-of-sight of the self-resonator coils, while achieving transmission of 60W across 2m
distance. There is no visible difference in the brightness of the light-bulb.
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Figure 10-5: Photograph of the experimental system, with the entire research team between
the self-resonant coils, while achieving transmission of 60W across 2m distance. All the
members of the team are smiling!
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Chapter 11
Conclusion
In conclusion, we have described a method based on high-Q and strongly-coupled resonances
for mid-range efficient, insensitive wireless energy-transfer. The two performance criteria
that were not analyzed in this work are mobility and versatility, so we will comment on
those here.
11.1 Mobility and versatility
For a system of wireless energy-transfer to be mobile, the following requirements need to be
met:
* omnidirectionality of the fields, which is an inherent feature of the near-fields of our quasi-
static resonances (typically, for the metallic resonators the coupling has only a factor of 2
difference between min and max orientations),
* independence from the presence or not of line-of-sight, which we proved both numerically
and experimentally and is again due to the subwavelength performance,
* fast dynamic response, which is definitely true since the energy-transfer time is - Q, times
smaller than the temporal period (thus - lms for operation in the MHz) and thus much
shorter than any timescale associated with motions of macroscopic objects, and
* fast feedback mechanisms that keep the frequency tuned and achieve impedance matching
in real-time, for which some possible implementations were discussed in Section 10.1.
Thus our method seems highly suitable for mobile receivers and minimal additional design
would be required to accommodate them.
In order for this system to be versatile, namely to be able to handle simultaneously a
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variety of different receivers, different levels of complication can be followed in the approach
to meet the specific individual power requirements of each object, while maintaining good
overall efficiency: all on resonance but adjusted loading, some frequency- or time-division
multiplexing scheme etc. The essence is that the omnidirectionality of the method makes it
physically capable to accommodate versatile loading conditions.
Therefore, in total, our proposed wireless energy-transfer scheme is believed to have
all the good properties desired. Very simple implementation geometries already provide
encouraging performance characteristics, and thus the proposed mechanism is promising for
many modern and future applications.
11.2 Applications
The possible applications can be split into three main categories. The first, and perhaps most
obvious one, relates to commodity and aesthetics: this wireless powering mechanism could
free us from the need to remember to recharge the ubiquitous electronic devices (laptops,
cell phones, PDA's, digital cameras) and to eliminate the unappealing mess of entangled
wires and cables in our houses and offices. Even though, perhaps the most popular class of
applications, this is clearly not a necessity and thus must be considered with precaution in
our presently energy-deficient world.
Second, and more important, this method could help improve the performance of already
existing technologies: Typically, most mobile devices operating some function and delivering
work (such as robots, autonomous vehicles, sensors) nowadays rely on batteries, and thus
their operation needs to be interrupted regularly to recharge, their cost is increased and
they are loaded with additional unnecessary weight. Instead, placing a wireless-power source
(connected to the wired electricity network) under the floor or on the ceiling of a residential
or industrial room could enable these devices to roam freely within the room, operating
uniterrupted and, depending on the application, perhaps even freeing them completely from
the need of a battery. Other mobile devices, predominantly vehicles, receive their power
from gas, with the obvious negative results in depletion of existing energy resources and
environmental pollution. By switching to electric-powered vehicles, which are much more
energy efficient and environmental friendly, one could envision a future, where highways or
city streets or traffic lights were equiped with a wireless powering system that would provide
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real-time powering or overnight or during-stop recharging. Other types of work-performing
mobile devices are wired robotic parts in industrial equipment (such as mechanical arms
and joints) that have some degrees of freedom to rotate, but their full mobility is limited by
the dependence on the power wire, which is also subject to wear and tear, with the course
of time, due to the machine motion. All these problems would be resolved, if the wire was
not needed.
Third, and most exciting, the method could enable new technologies: There is a certain
class of devices that are hidden or embedded somewhere and are thus difficult or impossible
to reach for wired powering or recharging. The most striking examples are implanted med-
ical devices (e.g. artificial hearts, pacemakers, medicine delivery pumps, etc.) and buried
underground sensors. In these cases, depending on the importance of the application, one
could definitely tolerate a lower efficiency.
All the previous applications were drawn from the daily macroworld. However, since
the method is based on general physical scalable principles and not on precise material
geometries or even fields, there can be many applications also in the microscopic world,
where much smaller wavelengths would be used and smaller powers are needed. For example,
one could use it to implement optical inter-connects for CMOS electronics, or to transfer
energy to autonomous nano-objects (e.g. MEMS or nano-robots) without worrying much
about the relative alignment between the sources and the devices.
11.3 Future directions
Further improvement is expected with serious design optimization and a large number of
directions are open for further exploitation. Such work would be focused on improving all
aspects of the proposed technology, namely increasing its efficiency and range (or equiva-
lently decreasing the size of the objects), reducing its sensitivity, designing an efficient and
compact driving power-supply system, working on the dynamic aspects of the system to han-
dle mobile receivers, designing a protocol to enable and control simultaneous powering of
multiple devices, configuring a robust cheap packaging profile and broadening the method's
range of applicability.
Some steps have already been taken towards the realization of these goals and we would
like to share them as an epilogue. To reduce the size of the device structure so that it
181
Figure 11-1: Photograph of another experimental setup, where 15W are being delivered to
a load on a 50cm-diameter coil across 2m distance, from a source hidden behind a board.
can fit into portable devices, since typically there would not be restrictions on the source
size and placement, based on Eq.(8.32), one could, for instance, maintain the product of
the characteristic sizes of the source and device objects constant without sacrificing the
efficiency. Exactly this approach was realized and is shown in a photograph in Figure 11-1,
where a 50cm-diameter but only 4cm-thick coil is delivering 15W to its load, being powered
wirelessly across 2m from a source coil of - 80cm in diameter hidden behind a styrofoam
wall. The setup perhaps starts looking more like what one would expect having in our future
homes to power all kinds of devices, namely like what one would perhaps envision as wireless
electricity (WiTricity) ...
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Chapter 12
Coupled-Mode Theory in
electromagnetism
12.1 Derivation of coupled equations and coupling coefficients
Imagine a system of N electromagnetic resonators in proximity to each other. One of the
formulations of CMT to predict the coupling-matrix elements is as follows: Let en, in
be the dielectric, magnetic functions of space that describe only the generally anisotropic,
lossy but reciprocal object n (minus the constant fo, go background) and E = Co + En En,
A = go + E-n pn the dielectric, magnetic function of the whole system. Each object n, when
alone in space, supports a resonant eigenmode of complex frequency w, and field profiles
[En, Hn] normalized to unity energy, satisfying the equations
V x En = iw, (go + pn) Hn, V x Hn = -iwn (Ko + En) En (12.1)
and the boundary conditions
i x En = 0 (12.2)
on the potential metallic surface Sn of object n, while the time-reversed fields [En, H-]
satisfy the same equations where wn -- -wn. The field of the whole system [E, HI satisfies
V x E = -•-aH,at
aV x H = e-Eat (12.3)
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and the boundary condition
i x E = 0 (12.4)
on S = En Sn accounting for every metallic surface. Consider now the formula
V.(ExHn-E xH) = Hn-VxE-E-VxH±+H-VxEn-E -VxH=
=Hn. -p H -E.[iwn(o+cn) Ej]+H.[-iwn(hLo+ Ln)Hj]-E n - e E (12.5)
using the Eqs.(12.1) and (12.3). Integrating now over the entire space V, excluding the
regions enclosed by the closed metallic surfaces S, and applying the divergence theorem,
Eq.(12.5) becomes
LHS = daf (Ex H - E x H) = daf (E H) = d fi (E x H),
S S m$nSm
RHS= dv [-En . E - iWnE -( + 6n) En -Hn -. H -iWnH -(Po + n) H =
V
=- Jdv E a-j + in (, o + En)] E-H [- + in (Po + An) -H =
V
=- dv{Ei iE- -1(iww) - -Wn 1 E [- H] A H
V m5n m5n
(12.6)
where we used the boundary conditions Eqs.(12.4) and (12.2) and the reciprocity of the
materials (meaning the En, An tensors are symmetric).
So far the analysis has been exact. Now CMT takes the approach that the field of the
total system can be described by a superposition of only those resonant modes that are
close in frequency, while ignoring other eigenmodes of the resonators, thus truncating the
overcomplete infinite-dimensional Hilbert space to a finite-dimensional one. If ap (t) is the
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field-amplitude of the pth mode in the superposition, so that la, (t) 12 is the total energy
inside that resonator, then the CMT assumption is
E = E ap (t) Ep,7 H = ap (t) Hp, (12.7)
p p
which, when plugged into Eq.(12.6), gives
- dv (E .. Ep+H.-. HpH) d +iwn ap
+iwn dv (En -E -Ep + H - m. -Hp) a
pmn YV
= dai - (En x Hp)] ap. (12.8)
PmnSm
At this point, CMT makes another approximation of perturbative nature. If the objects
do not interact strongly (because they are at considerable distance), then the field of one
resonator at the site of another will be small. Therefore, one can characterize the terms in
Eq.(12.8) by their order in such smallness. Then, it is clear that e.g. the term fy dvEn "
Em -Ep for m = n = p will be 2nd-order-small, much smaller than the 1lt-order-small term
fV dvEn ep - Ep and similarly for the surface integrals. Therefore, by ignoring the terms
with m $ p, Eq.(12.8) becomes
- dv (En ~ -Ep + Hn -p -Hp) + iwn ap
+iwn dv (E . ep. E* ± H+ p Hp) ap
= dain - (En x H,) ap. (12.9)
PSP
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If now we define the quantities
Wnp = ' dv (E -EEp + H -p Hp) (12.10)
V
Cnp = n dv (En I ep Ep + Hn pIp * Hp) + daEn Js,p, (12.11)
V Sp
where Js,p = fl x Hp the surface currents on the metallic surfaces, we can write Eq.(12.9)
in matrix form
Wnpd =p -i wnWnpap + iECnpap *P P P
d
-~-a = -i* -W a + iC -adt
dta = -i (-1 - )a +t i ( - ) -a, (12.12)
where a is a vector containing the field-amplitudes and 2 a diagonal matrix containing
the eigenfrequencies. The elements of the matrices in parentheses contain sums of terms of
different smallness-orders; if we discard terms that are 2 orders smaller than others in the
sum and define K _ C-'-1 , then we find that W` -1. - W - C and we get the known
CMT-equations form
d
-a = -i -a + iK - a, (12.13)dt
with
w fv, dv (E- -EpEp+ H- -n pH) + • s daE- " Jsp
vKn = , n p, (12.14)fV dv (En -fEn + Hn -ttHn)
while the coefficients inn have more complicated forms in general, which may often lead to
anomalous coupling-induced frequency shifts [111]. From the reciprocity of the system K
must be a symmetric matrix.
Note that the elements given in Eqs.(12.10), (12.11) (and thus (12.14)) are given in
terms of the time-reversed fields rather than the complex-conjugate fields. This was done
in purpose, in order to be able to treat lossy systems, which may include both absorption
and radiation (so K is non-Hermitian and thus has complex elements). However, if these
losses are weak (namely we are dealing primarily with high-Q resonances), then it is fair to
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approximate [E-, H-] ; [E*, H*]. With this assumption and for isotropic materials, the
expression (12.11) for the coupling coefficient becomes
Wn ¼ fy dv (E* epEp + H* -MpHp) + ± f:sp daE Js,
I~np fV ; n( p, (12.15)
exactly that of Eq.(8.22).
Finally, note that Eqs.(12.10), (12.11) (and thus (12.14)) are integrals of the fields that
extend to infinity; however, in the case of radiative (leaky) modes, which are not proper
modes and diverge to infinity, these integrals diverge too! The calculation of the coupling-
matrix elements requires then some technique to avoid these divergences. One approach is
to modify the integration path into the complex space (as done for example in numerical
problems with Perfectly Matched Layer (PML) boundary conditions) so that the integrals
coverge. Our approach here has been to simply truncate the integrals at the point where
the modal energy density starts increasing exponentially due to its leaky nature. Both cases
obviously give better results when radiation is weak.
12.2 Prediction of radiative far-field interference
It was noted in the previous Section that the coefficients (12.14) of the CMT coupling matrix
will generally be complex, which we denote with a tilde. Even though we understand the
physical interpretation of the real part as describing the coupling between the objects, the
physical meaning of the imaginary part is not clear, so this will be the investigation topic
here.
Let us assume a system of two objects 1, 2, absorb the diagonal coupling-matrix terms
R 1 1,2 2 into the frequencies W1,2 = wl,2 - iF 1,2 and write R (= R12 = R;21) = i~ + i=. Then,
in the case of weak losses (so we can use formula (12.15)) and considering that usually
wl wW2 - w and there are no 'magnetic currents' (iw2A2H2 = 0) but rather the usual
volume-polarization (Jp,2 = -iw 2c2E 2) and surface-electric (Js,2) currents , we can write
explicitly for E
1wi fV2 dv (E. - 2E2 + H. ' I2H2) + S fs 2 daE. -Js,2fV dv ( EE ,2 + H1 2)
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1 Im w dvE1 -Jp,2 + daE* Js,2 Re dvE* J2
4W 4 f t 4 4W1 12S2 42
1 eiklr2-r1*
- Re dv° d 1 iw •"o•r 2 =
4W1 1  V 4 Jr2 - iI
- 6  o Re dv dv J" -J2 = (1 2) (12.16)16xW11 Ir2 - ri1
and to this formula we need to give some physical meaning.
Towards this goal, let us evaluate from Eqs.(12.13) the total power lost from the system
FIoss d( al|2 + a22) = 21 alai2 + 212 a212 + 4.Re {aa2}.. (12.17)
Clearly, the term involving an interaction between the two objects shouuld not include
material absorption, since this is a very localized process inside each object. We therefore
split this lost power into absorbed and radiated in the folowing way
Pabs = 2 Fabsl ja1[ 2 + 2 1 abs2 Ia2 2 (12.18)
Prad = 2 Fradl la1 2 + 2rad2 a212 + 4ERe {ata 2 }, (12.19)
so the mysterious term is associated with the radiation from the two-object system. However,
we have a tool to compute this radiated power separately: antenna theory.
Assume the total field is oscillating at a fixed frequency w (as is the case for example
when it is in one of the two normal modes or when it is externally excited). The power
radiated from the 'array' of the two objects 1, 2 at vector-distance D between their centers,
when fl,2 = f, dv J1,2 (r 2) eikr1,2 is the vector current-moment of each one around its
individual center and there is W1,2 = la1,2 12 energy inside each one, is
Prad o J W)d Q If 2  2 o W 2 J f + f2 eik-D
2 4co 2 47rco Wi -W
o k ) 2  dIfI2  dIf2 2  df f2 eik-D
-" jax 12 r a2 2 + 2Re - a a22 47r J1 W2 VrW1 W2
2rradl ja1I 2 + 2rrad1212 + o 2 Re l" f 2 e-D a (12.20)
47r /190WW2
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where we used Eq.(8.20), and thus by comparing Eqs.(12.19) and (12.20), we infer
S_ (0 k) 2 Re {f df* f2e-ik'Da a2}4/W (12.21)4VF W Re {a a2j
namely E is exactly the interference term in antenna theory. By substituting for the vector
current-moments, this becomes
-o (k)2 Re {d [fSV dvJe-ik' r [fv 2 dvJ 2e-ikr] e-ikD a2}
4- W Re {a a2}
0 (_)2 Re f 1 dfv2 dvJ J2 f de-ik-(r2-r1)aa 2
4v/WjW Re{ata2}
)2 RefV J f 2 d T. 2 42rsin(lr 2 -r) 1 2
4 VW1jW2 Re (a a2}
W2•o Re ( fV dvfv dvJ 2 sin(r2-r1) a*a2
= 2 2-r] 1 2(12.22)
167rVWjW2 Re {a a 2}
where we wrote with respect to a global coordinate system r 2 - r, = D + r2 - r' and
evaluated the integral over the angles of k.
Note now that W1 ; W2 ; Wi1 : W22 since all modes are by definition in CMT
normalized to have unity energy, and therefore Eqs.(12.16) and (12.22) will become identical,
if we can take the currents J 1,2 to be real. This is indeed the case for eigenmodes, where the
field solution in bounded regions (such as those where the currents are flowing) is always
stationary (in contrast to the leaky part of the eigenmode, which is radiative) and for high
enough Q it can be chosen so that it is real in the entire bounded region. Therefore, from
either one of Eqs.(12.16) and (12.22) we can write
wWW sin (k r2 - ri1)S dv idvJ r2- ri (12.23)
,.,-= _ 16x I/W1W•W•° dv d vJ1 • J2 Ir2 - rl1
VI V2
Another useful form can be written now from Eq.(12.21)
S (_ f d2f f2e-ik.D
S 7 (12.24)
-W1W2
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single disk i A/r I Qabs I Qrad I Q
Ec = 147.7, r, = 1, m = 2 20.00 (20.00) 1468 (1466) 1992 (1995) 845 (845)
E2 = 102.22, r2 = 1.2, m = 2 16.67 (16.67) 2444 (2451) 977 (976) 698 (698)
Table 12.1: Analytical SV (and in parentheses numerical FEFD) results for the wavelength
and absorption, radiation and total loss rates, for two different subwavelength-disk resonant
modes. Note that disk-material loss-tangent tan6 = 6 _ 10-6E - 2- 10- 4 was used.
and finally, using once more Eq.(8.20), we can define the interference parameter
___ 
dfi * - f2e- ik' D
Vradrad2 d j (12.25)
We have proven that, in electromagnetism, CMT can predict far-field interference phe-
nomena between coupled leaky (but high-Q) resonances by the imaginary part of the cou-
pling coefficient, since it was shown to be exactly the contribution to the interference pre-
dicted by antenna theory. In the following paragraph, we also implement numerical calcu-
lations to prove this point.
12.2.1 Coupled and interfering dielectric disks
Our goal here to confirm our analytical predictions of the previous Section with an actual
implementation on a realistic system and numerical calculations. The system will be that of
two dielectric disks, each one supporting a subwavelength resonant mode that is intrinsically
leaky. The modal properties for each one were calculated using both an analytical method
(separation of variables (SV)) and a numerical method (finite-element frequency-domain
(FEFD) calculations), and they are shown in Table 12.1; the two disks were chosen so
that their eigenfrequencies are slightly different (not absolutely exact resonance) and their
loss-rates substantialy different, so that we can treat a complicated and general case.
To test the ability of CMT to sucessfully predict the coupling and the interference of the
two disks at varying distance D, we will compare three different calculations of the normal
modes of the combined two-disk system as a function of distance, with special attention to
the radiation-Q of these normal modes (imaginary part of frequency), which should have
explicit interference effects by being lower for the even and higher for the odd mode. First,
we use the CMT result for the split normal modes from Eq.(8.2) with , R = i,+iE, where
R (r. and .) is calculated from the CMT formula (12.15), so this is the prediction of solely
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CMT. Second, we use the same CMT formula Eq.(8.2) for the normal modes, only this time
we will use the CMT result for n, and the antenna theory result for E from Eq.(12.25), which
for two 2d 'whispering-gallery' modes of m = 2 finds
V - (8 3  3 (kDD) + J (kD) [(kD)2 - 6] 1 (kD) , (12.26)(kD)3
where J, is the Bessel function of nth order. Third, we perform exact FEFD calculations.
The results for the real and imaginary part of the splitting of the complex normal-mode
frequencies are shown in Figure . The agreement between them is very good, even though
quite dissimilar objects were chosen and the result has a nonconventional form. In particular,
as we predicted analytically in the previous Section, the CMT and the antenna theory results
agree very well for the entire range of distances, and ironically, they both fail to be correct
(assuming FEFD is the most exact method) for close distances, which is expected, as at
that point the interaction between the objects is not small anymore and the perturbative
arguments fail. For example, more resonant modes need to be considered to make a good
prediction for the field of the coupled system, which is starting to be localized inbetween the
disks (basically the gap between the disks starts being the 'small perturbation' on a solid
object) and thus its radiation behavior changes. Finally, note that we only plot the complex
frequency splitting and not also the average complex frequency, because the frequency shifts
induced between the two objects are second-order effects and thus CMT cannot provide a
good description [111].
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Figure 12-1: Results for the real and imaginary parts of the complex frequency splitting
of the two normal modes of the system of two coupled 2d disks with the properties in
Table 12.1 as a function of their distance D, using three methods: CMT calculation for n
and E, CMT calculation for K and analytical antenna-theory prediction for E, and numerical
FEFD calculations.
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