ABSTRACT Facial expression recognition (FER) is a very challenging problem in computer vision. Although extensive research has been conducted to improve FER performance in recent years, there is still room for improvement. A common goal of FER is to classify a given face image into one of seven emotion categories: angry, disgust, fear, happy, neutral, sad, and surprise. In this paper, we propose to use a simple multi-layer perceptron (MLP) classifier that determines whether the current classification result is reliable or not. If the current classification result is determined as unreliable, we use the given face image as a query to search for similar images. In particular, facial action units are used to retrieve the images with a similar facial expression. Then, another MLP is trained to predict final emotion category by aggregating classification output vectors of the query image and its retrieved similar images. Experimental results on FER2013 dataset demonstrate that the performance of the state-of-the-art networks can be further improved by our proposed method.
I. INTRODUCTION
Facial expression recognition (FER) has been one of the most actively studied problems in computer vision. It plays an important role in many research fields such as psychology [1] , social interaction [2] , human-computer interaction [3] , [4] , security [5] , [6] , mental state identification [7] , [8] , lie detection [9] , people identification [10] , [11] , and nonverbal communication in daily life. FER is very challenging due to several reasons. First, it is hard to distinguish between different emotion categories with similar facial expression (e.g., ''fear'' and ''surprise''). Second, the dynamic environmental factors such as illumination, perspective, pose, and background clutters increase the difficulty of FER. Last, in-the-wild human emotional state is complex and subtle. Therefore, despite outstanding improvements of deep learning in recent years, reliable FER under uncontrolled conditions still remains a great challenge.
FER techniques can be divided into two approaches: single image-based and video-based. Basically, both approaches first extract facial features and then classify emotion categories using the extracted facial features. In single image-based approach, hand-crafted features such as Gabor wavelets [12] , local binary pattern (LBP) [13] , [14] , LBP on three orthogonal planes [15] , histogram of oriented gradients [16] , scale invariant feature transform [17] , 3D shape parameters [18] , facial action units (AUs) [19] , [20] , and facial landmark points [21] can be extracted. Video-based approach further uses temporal information [23] as facial features. The extracted features are then used for FER with simple classifiers such as the support vector machine (SVM) and multi-layer perceptron (MLP). Due to advances in deep learning, state-of-the-art FER techniques mainly use convolutional neural network (CNN) [22] , [24] - [28] or recurrent neural network (RNN) [29] to extract facial features and recognize facial emotion in an end-to-end fashion. However, due to the aforementioned difficulties in FER, the FER performance of the state-of-the-art FER techniques is still limited.
Unlike traditional approaches that investigate network architectures or training algorithms for FER, in this paper, we focus on the problem of determining whether the current FER result is reliable or not. If it is determined as unreliable, we use the given face image as a query to search for images with the similar emotion. Specifically, using AUs, the images with the similar facial expression are extracted from a large unlabeled face database. FER is finally performed by aggregating multiple classification output vectors from the query image and its retrieved similar images. The proposed method can be worked in conjunction with any existing deep learning architectures. Experimental results show that the FER performance of the widely-used CNN models, including GoogLeNet [30] , VGG-Face [31] , and DenseNet [32] , can be further improved by using the proposed method.
The rest of the paper is organized as follows. Section II reviews the related work. Section III gives an overview of our proposed approach and describes about output vector classification and aggregation techniques. A new image retrieval method based on facial AUs is also introduced. Section IV provides experimental results. Section V concludes the paper.
II. RELATED WORK
Our proposed method estimates the reliability of the FER result. Based on the reliability measure, we decide whether additional information is needed to make a reclassification to increase the FER performance. Although there is no previous work on reliability estimation for helping FER, there certainly exist related works that estimate the reliabilities of classification results. In the existing works, it has been shown that the classification performance can be further improved by exploiting the reliability estimation of the classification probability.
A deep network structure using SVMs and class probability output networks (CPONs) was proposed by Kim et al. [33] . In the CPONs, the posterior probability of class membership is estimated using the beta distribution parameters. Then, the class label with the maximum conditional probability is selected for making decision. Another CPONbased method was proposed by Kim et al. [34] to classify the radar patterns automatically. Guo et al. [35] showed that many neural network-based classification techniques do not yield true probabilities of actual classes. They thus extended the probability calibration techniques developed for binary models such as histogram binning [36] , isotonic regression [37] , Bayesian binning into quantiles [38] , Platt scaling [39] to multiclass models. Experimental results on different multi-label databases proved that probability calibration can contribute to the classification performance improvement. Doukim et al. [40] combined the outputs of three skin classifiers to further improve the skin detection accuracy. Several strategies of combining outputs such as binary operators (e.g. AND, OR), ''voting'', ''sum of weights'', were proposed and evaluated. Experimental results showed that combination of outputs from different classifiers can improve the skin detection rate. Lakshminarayanan et al. [41] performed a series of experiments to obtain uncertainty estimates of deep neural networks. Following the experimental condition in [41] , a new confidence measure for multi-class neural network classifiers was proposed by Mandelbaum and Weinshall [42] .
Similar to the previously-mentioned methods, our approach also estimates the level of the reliability of the classification result, especially using a separate neural network. If the classification result from an input image is determined as unreliable, we retrieve similar images from our unlabeled dataset to make the decision more reliable. In particular, our retrieval framework uses the AUs to find facial images with the similar emotion.
The facial AU features have been used in many applications. Tarnowski et al. [20] used a Microsoft Kinect device to detect six AUs from facial images. They used facial AUs as features for k-NN and MLP to recognize seven emotional states (neutral, joy, sadness, surprise, anger, fear, and disgust), where the AUs were determined from 3D human face models. Lucey et al. [43] presented an active appearance model-based system to detect video frames that contain patients with shoulder injuries using a sequence of facial AUs. Vinkemeier et al. [44] applied a set of decision trees and facial AU detectors to automatically annotate the poker players' facial expressions. Singhal et al. [45] used the AUs to estimate the impact of gender in public speaking. Motivated by the aforementioned previous works, in this paper, we exploit the AUs to retrieve the images with the similar emotion. Fig. 1 shows the flowchart of the proposed method. We use a single face image as an input and classify one's emotion from 7 representative emotion categories (i.e. angry, disgust, fear, happy, sad, surprise, and neutral). We do not attempt to propose novel neural network architectures or training algorithms for FER. Instead, we first use any existing network architecture to obtain an initial FER result and then refine the result if necessary. The following sub-section describes how to determine the reliability of the initial result and how to refine the classification result.
III. OUR PROPOSED APPROACH

A. MLPS FOR OUTPUT VECTOR CLASSIFICATION AND OUTPUT VECTOR AGGREGATION
Our FER is basically a 7-class classification problem. Therefore, the output of the FER network is a 7 dimensional vector, where each element corresponds to the probability of the VOLUME 7, 2019 corresponding emotion. We empirically observed that the output vectors of the images with strong but clear facial expression, such as a big smile, have one dominant peak at one element and the other elements have negligible values. In other words, if the output vector from the FER network does not yield a dominant peak, we can consider the classification result as an unreliable. In such a case, we retrieve additional images from unlabeled dataset and combine the output vectors to improve the FER performance. Specifically, a facial action units-based image retrieval (FAUIR) scheme is adopted, which will be detailed in the next sub-section.
The retrieved images are fed to the FER network to provide secondary clues for the original one. For the performance verification of the proposed method, we use the FER2013 dataset and perform 7-class facial expression classification using the existing deep learning network architectures (i.e. GoogLeNet [30] , DenseNet [31] , and VGG-Face [32] ). To this end, the pre-trained networks using the ImageNet 1000-class classification data [46] are finetuned by changing the fully-connected layers to classify an image into one of 7 emotion categories. Let N c denote the FER network trained by using the FER2013 training dataset. Let y be an output vector of N c , where its i-th element, y(i), denotes a probability of being i-th class for an input image. Now, from y, the reliability of the classification result can be determined. That is, if there exists only one class that has a dominantly high probability, then it is considered as a reliable classification. Otherwise, if there are more than two classes with dominant class probabilities, then the classification result is not reliable. For the reliability testing, we define the vectorỹ k that contains top k values of y in descending order. For each training image,ỹ k is collected as a positive sample if its corresponding classification result and its ground truth label are the same. Otherwise,ỹ k is considered as a negative sample. After collectingỹ k for all of the training images, we train a binary classifier that divides the positive and negative samples. To this end, a standard MLP [47] , as shown in Fig. 2 , with two hidden layers that have 200 and 100 hidden nodes, respectively, is used as a binary classifier N b .
After training the binary classifier N b , at the test phase, each image is first classified by N c . We then examine the reliability of the classification result using N b . If the output vector for the test image is classified as positive, i.e. if the output probability is greater than or equal to 0.5, we consider the classification result reliable and thus terminate the FER procedure. Otherwise, if the output vector is classified as negative, we use the test image as a query image for the FAUIR engine and retrieve the similar images. Then, to provide clues for the reliable classification, all the similar images are inputted to N c and the multiple output vectors are aggregated to make the final classification.
Let X 0 and X i denote the test image and the i-th retrieved similar image for X 0 , respectively, where the retrieved image is resized to have the same size with the test image. Then, having the corresponding output vectors, y 0 and y i , from N c , the output vectors for the test image and all of the retrieved similar images are combined together to produce the aggregated output vector y * as follows:
where p is the number of the retrieved similar images and w i is the weight for y i . The weights are not manually chosen but obtained by training another MLP that has two hidden layers with 400 and 250 hidden nodes. Fig. 3 illustrates the output vector aggregation network. Here, the MLP is trained to minimize the mean square error between the target one-hot vector (1: target class, 0: other classes) and the aggregated vector. From the FER2013 training dataset, the images that are classified as negative samples by N b are used to train the aggregation network, N a . The image category of the test image is finally determined from the output vector y * of N a . Therefore, three neural networks are employed in this paper: N c is the fine-tuned 7-class FER network, N b is the binary classifier to check if the predicted emotion from N c is reliable or not, and N a is the aggregation network for the final decision of the unreliable case. In this paper, since the output probability vector y has just 7 dimensions, we choose whole elements of the vector y for N c (i.e. k = 7) which are sorted in decreasing order. The output vector aggregation network N a is illustrated in Fig. 3 .
B. FACIAL ACTION UNITS-BASED IMAGE RETRIEVAL
In this sub-section, we introduce an effective image retrieval framework for FER, which is aiming to search for images with the similar emotion. For a given facial image as a query, our retrieval system finds the facial images with the same facial emotion expression, not the images with similar features such as color and textures. Fig . 4 shows the major steps of FAUIR. First, we extract the AUs for all of the images in the image database as well as the query image. Then, we calculate the Jaccard index [48] between two feature vectors F1 and F2 as the similarity measurement of two images. The Jaccard index is expressed in term of true positives (TP), false positives (FP) and false negatives (FN ) as:
Finally, the images are retrieved from the database according to the similarity scores. To extract the facial AU, we adopt OpenFace [49] , which was built for mobile real-time face recognition applications. OpenFace is commonly used in many systems due to its high accuracy on facial landmark detection, facial AU extraction, and facial AU intensity extraction. A facial AU feature vector is defined as a 60-dimension binary vector as follow:
We used a large facial image database called EmotioNet [50] that contains 1,000,000 unlabeled in-the-wild images and AU annotations as the retrieval database. AU annotation for each image is a 60-element vector, where each element index indicates the AU number. (e.g., the first element corresponds to AU 1, the tenth element corresponds to AU 10, etc.). For each element, entry '1' represents active AU, '0' represents non-active AU, and '999' represents not annotated or not existing AU. To generate a 60-dimentional binary feature vector for image retrieval, AU elements with entry '999' are set to 0 so that unannotated AUs are considered as inactive. We note that these feature vectors are highly correlated with facial expressions as shown in Fig. 5 , which in turn enables us to retrieve images with the similar facial expressions.
OpenFace is able to recognize 18 specific AUs. In order to successfully extract the facial AUs from the FER2013 test images, we first resize the images from 48 × 48 to 224 × 224 by bicubic interpolation. Detecting AUs for test images, we obtain an 18-dimension binary vector, which indicates if a specific AU is active or not. In order to match with the same dimension of feature vector from retrieval database, the 18-dimention AU vector should be extended to 60-dimension to be a feature vector. AUs which are unable to be recognized by OpenFace are added to an 18-dimension binary vector with entry '0'.
Among the FER2013 test images, the ones that are considered unreliable will be used as queries for the retrieval of similar images. Here, the Jaccard index between the two AU feature vectors is used for the similarity measure, where the values in (2) are obtained as follows
• TP: the number of elements in the AU vector such that the corresponding elements in both F1 and F2 are active.
• FP: the number of elements in the AU vector such that the corresponding elements in F1 is inactive but F2 is active.
• FN: the number of elements in the AU vector such that the corresponding elements in F1 is active but F2 is inactive. Note that the public EmotioNet database is used only for the performance verification of the proposed method, but any unlabeled face image database can be used as the retrieval database. The retrieval database can also be easily constructed by a keyword search using existing content-based image retrieval engines. The use of the unlabeled database is especially helpful in FER since the quantity and the quality of existing labeled databases are far from enough.
IV. EXPERIMENTS AND EVALUATION
A. DATASET AND PRE-PROCESSING METHOD
The FER2013 dataset was used in Kaggle FER challenge [51] . The data consist of three sets: training (28,709 images), public test (3,589 images) and private test (3,589 images). Each image in the data set is a grayscale VOLUME 7, 2019 image with the same size of 48x48. Table 1 shows the number of train and test images for each emotion category. Since the image size in FER2013 does not match the input size of the pre-trained neural networks we adopted, we need a preprocessing for the resizing. Also, to alleviate the overfitting problem, each image was processed randomly with the following three basic image processing tools [52] :
• Random crop: crop a random area and linearly scale to the final image size.
• Random horizontal image flip.
• Rotate image with a random angle from −30 degree to 30 degree.
B. IMPLEMENTATION DETAILS
Our experiments were conducted on a desktop computer with the following specifications: Intel R Core TM i7-7700K CPU 4.20GHz, Windows 10 Operating System 64-bit, 32GB RAM and GPU GeForce GTX 1080. The three deep learning models, DenseNet, GoogLeNet and VGG-Face, were fine-tuned with the stochastic gradient descent with momentum of 0.9, the learning rate of 0.001, and the minibatch size of 32. After the transfer learning, three fine-tuned models were evaluated on the public testset and the private testset in FER2013. For the retrieval task, the number of the retrieved images was set as 5. Table 2 shows the emotion recognition results of three different networks on the FER2013 public and private test sets. As one can see, the retrieved images of the proposed method indeed contributed to the FER performance improvement. Specifically, for the public test images in FER2013, the additional information provided by the retrieved images help improve the accuracy by 1.04%, 1.03%, and 1.06% for DenseNet, GoogLeNet, and VGG-Face, respectively. For the private testset, the classification performance was increased by 1.2%, 1.2%, and 1.22% for DenseNet, GoogLeNet, and VGG-Face, respectively. Thus, for all three neural networks, the retrieved images provided positive clues to the classification task of the original test image, which clearly shows the power of the AU-based image retrieval and the associated MLPs of N a and N b . 6 illustrates some samples of the facial images that were incorrectly classified by VGG-Face but correctly reclassified by the proposed method. Specifically, the five test images from top to bottom in Fig. 6 (a) were misclassified as angry, angry, angry, fear and happy and were determined as unreliable classifications, but their actual labels are disgust, fear, happy, happy and surprise. Then, the similar images in Fig. 6(b) were retrieved by the FAUIR engine and fed to the VGG-Face N c . The classification result made by N c is annotated for each retrieved image. As shown in Fig. 6(b) , the majority of classification results by the retrieved images can correct the misclassification. Fig. 7 shows failure cases of the proposed method with two facial images in private test dataset, which were incorrectly classified by VGG-Face but were not corrected by the proposed method. Tables 3 and 4 include the probabilities of the output classes before and after the FAUIR for the first (top) images in Fig. 6(a) and Fig. 7(a) , respectively. The tables demonstrate how the probabilities of the original test image change due to FAUIR and the aggregation by N a . The probabilities for 7 classes (i.e. angry, disgust, fear, happy, neutral, sad, fig. 6 (a) before and after the retrieval. fig. 7 (a) before and after the retrieval. Table 5 shows the percentages of the correct reclassification among all unreliable images. Here, we denote the total number of correctly reclassified images after the retrieval as N 1 and the total number of the unreliable images (i.e., query images) as N . The percentage P of the correctly reclassified images among all the unreliable ones is given as
C. EXPERIMENTAL RESULTS
As one can see in Table 5 , for the most of the neural networks except VGG-Face, more than 60% (average 62.85%) of the images with unreliable and incorrect classifications were corrected by the proposed image retrieval-based reclassification method.
V. CONCLUSION
A novel approach to improve the FER performance by exploiting the retrieved similar images is proposed. The basic idea is to call for additional information about the original test image, if the classification result is unreliable. That is, for the test image with uncertain classification result, we used the image as a query for collecting similar images. We then showed that the retrieved images with the similar categorical image feature can provide more information about the original image, which eventually improved the classification performance. To make this scenario be successful, we presented two main algorithms, namely the decision for the uncertainty and the categorical-feature preserving image retrieval. The uncertainty decision was made by training a standard MLP and the emotion-preserving image retrieval was performed using the facial action units. The proposed method was applied for the FER2013 dataset with the three pre-trained neural network models of DenseNet, GoogLeNet and VGG-Face. With the proposed approach, the accuracy was improved by 1.03%, 1.02%, and 1.06% for DenseNet, GoogLeNet, and VGG-Face, respectively, for the public dataset of FER2013 and 1.19%, 1.18%, and 1.22%, respectively, for the private test dataset of FER2013. 
