Much research suggests that words comprising more than one morpheme are represented in a "decomposed" manner in the visual word recognition system. In the research presented here, we investigate what information is used to segment a word into its morphemic constituents and, in particular, whether semantic information plays a role in that segmentation. Participants made visual lexical decisions to stem targets preceded by masked primes sharing (1) a semantically transparent morphological relationship with the target (e.g., cleaner-CLEAN), (2) an apparent morphological relationship but no semantic relationship with the target (e.g., corner-CORN), and (3) a nonmorphological form relationship with the target (e.g., brothel-BROTH). Results showed significant and equivalent masked priming effects in cases in which primes and targets appeared to be morphologically related, and priming in these conditions could be distinguished from nonmorphological form priming. We argue that these findings suggest a level of representation at which apparently complex words are decomposed on the basis of their morpho-orthographic properties. Implications of these findings for computational models of reading are discussed.
Morphologically complex words introduce a significant challenge to modern theories of visual word recognition. For over 25 years (since Taft & Forster, 1975) , empirical evidence gathered from across the world's languages has pointed to a visual word recognition system in which letter strings are analyzed in terms of their constituent morphemes. In numerous studies it has been demonstrated, for example, that the frequency of a stem (e.g., dark) affects the time taken to recognize a complex word derived from that stem (e.g., darkness; Bertram, Schreuder, & Baayen, 2000; Niswander, Pollatsek, & Rayner, 2000) . In other studies, it has been demonstrated that the recognition of a stem target (e.g., CLEAN) is speeded by the prior presentation of a morphologically related prime (e.g., cleaner; Stanners, Neiser, Hernon, & Hall, 1979) and that this facilitation cannot be explained by summed effects of semantic and orthographic priming (Rastle, Davis, Marslen-Wilson, & Tyler, 2000) . These and other data suggest that the visual recognition of complex words involves some process of decomposition, or segmentation, that allows access to a core stem representation. The aim of the research presented here is to investigate what information is used to segment a complex word into its morphemic constituents during visual word recognition-and, in particular, whether semantic information plays a role in that segmentation.
In the dominant view of morphology (see, e.g., MarslenWilson, Tyler, Waksler, & Older, 1994) , morphemes provide an important element of structure to the otherwise arbitrary mapping between word forms and their meanings. In general, words that are spelled similarly do not mean similar things (e.g., mink is unrelated in meaning to pink, monk, milk, and mint). However, morphemes form "islands of regularity" in this mapping because (1) the meanings of stems are largely preserved in their derivations (e.g., the meaning of dark is preserved in darkness and darken) and (2) affixes alter the meanings of stems in highly predictable ways (e.g., the words darker, smarter, and faster are related in meaning to the words dark, smart, and fast, respectively, in the same way). Morphemes are the building blocks of meaning and, indeed, provide the primary means for lexical productivity (i.e., the creation of new words-e.g., unfaxable).
This conceptualization of morphology has been embraced in many recent theories of morphological processing (Giraudo & Grainger, 2000; Marslen-Wilson et al., 1994; Plaut & Gonnerman, 2000; Rueckl & Raveh, 1999) , which propose that complex words share lexical representations with their morphemic constituents only in cases in which there is a semantically transparent relationship between the complex word and its stem. Semantically transparent complex words are those comprised of morphemic elements such that the meaning of the complex form can be derived from the meanings of its constituents (e.g., the meaning of hunter can be derived from the meanings of hunt ϩ er). Complex words are semantically opaque if their meanings are unrelated to the meanings of their constituents (e.g., the meaning of witness cannot be derived from the meanings of wit ϩ ness). These theories are supported by observations from priming tasks that tap central semantic levels of the language system, including cross-modal priming and visual priming with fully visible primes: Derived words prime their stems only if there is a semantic relationship between them (Longtin, Segui, & Hallé, 2003; MarslenWilson et al., 1994; Rastle et al., 2000) .
Recent research using masked priming of visual word recognition (a priming technique in which primes are presented so briefly that they are unavailable for report; Forster & Davis, 1984) appears potentially inconsistent with this characterization, however. Several studies have demonstrated statistically equivalent facilitation (relative to priming from totally unrelated words) from semantically transparent and semantically opaque masked primes on the recognition of stems (Rastle & Davis, 2003; Rastle et al., 2000) and derived words (Feldman & Soltano, 1999 )-a null result possibly implicating a meaningindependent morphological decomposition procedure operating in early visual word recognition. However, when these priming effects are measured against nonmorphological form priming effects-a comparison that is necessary if one is to conclude that the effects are specifically morphological-the data appear instead to favor meaning-dependent decomposition. Priming from semantically transparent complex English words is statistically greater than nonmorphological form priming (Feldman, 2000; Pastizzo & Feldman, 2002; Rastle et al., 2000) , whereas priming from semantically opaque complex English words is not (Rastle et al., 2000) . The behavior of semantically opaque complex English words is therefore ambiguous: Priming effects from these words cannot be distinguished statistically from either semantically transparent priming effects or form priming effects. Only by resolving this ambiguity can we determine whether morphological decomposition in early visual word recognition is meaning dependent or meaning independent.
A crucially important issue in solving this problem concerns the characterization of opaque morphological and nonmorphological form conditions. Opaque pairs have previously been defined (see, e.g., Marslen-Wilson et al., 1994; Rastle et al., 2000) as ones that have a morphological relationship established on etymological/historical grounds, but no semantic relationship (e.g., witness-WIT). Form control conditions (Marslen-Wilson et al., 1994; Rastle et al., 2000) have previously comprised etymologically and semantically unrelated pairs (e.g., brothel-BROTH), some of which appear to have a morphological relationship (e.g., corner-CORN; -er surfaces as an affix in other English words). This characterization may have contributed to the ambiguous results described earlier. If a meaning-independent morphological segmentation procedure operates in early visual word recognition, we believe that the segmentation would be governed not by etymological characterizations but by the appearance of morphological complexity: Any stimulus bearing a morphological surface structure (i.e., an existing stem and affix, such as corner) would be decomposed, irrespective of its semantic transparency or etymological characterization. In accordance with this theory, Longtin et al. (2003) observed that the recognition of French stems was speeded significantly and equivalently by transparent, etymologically related opaque, and etymologically unrelated opaque masked primes, and that this facilitation could not be attributed to simple form overlap. Unfortunately, stimulus matching in Longtin et al. left small but significant differences across conditions in terms of target frequency, prime-target form overlap, and length that could not be fully accounted for in the analysis of data. Additional research is needed to establish clearly whether there is a morphemic segmentation procedure in early visual word recognition that operates independently of semantic information.
In this work, we investigate morphological decomposition in early visual word recognition by measuring masked priming effects under three conditions: (1) when primes and targets share a semantically transparent morphological relationship (e.g., cleaner-CLEAN), (2) when primes and targets share an apparent morphological relationship but no semantic relationship (e.g., corner-CORN), and (3) when targets are embedded within primes in a nonmorphological manner (e.g., brothel-BROTH). If the representations accessed in masked priming are structured on the basis of semantically defined morphological units, then we should observe masked priming effects in conditions in which the relationship between primes and targets is semantically transparent (e.g., cleaner-CLEAN), and these effects should be significantly greater than those for conditions in which there is no semantic relationship between primes and targets (e.g., corner-CORN and brothel-BROTH). If, however, representations are decomposed on the basis of orthographically defined morphological units, then we should observe priming effects whenever primes and targets appear to be morphologically related (e.g., cleaner-CLEAN and corner-CORN), and these effects should be significantly greater than those observed when primes and targets share a nonmorphological form relationship (e.g., brothel-BROTH).
METHOD Participants
The participants were 62 undergraduate volunteers from Royal Holloway, University of London. All of the participants had normal or corrected-to-normal vision and were native speakers of British English. The participants were offered £5 or course credit in exchange for their time.
Stimuli and Apparatus
One hundred fifty prime-target pairs were selected from the CELEX English database (Baayen, Piepenbrock, & van Rijn, 1993) , 50 in each of three conditions. Pairs in the transparent condition bore a semantically transparent morphological relationship (e.g., cleaner-CLEAN). Pairs in the opaque condition had no semantic relationship but bore an apparent morphological relationship (e.g., corner-CORN). Although some of the prime-target pairs in this condition had an etymological relationship (e.g., department-DEPART), this was not a requirement. Transparent and opaque primes were constructed in such a way that they could be parsed perfectly into the target and an English suffix. Suffixes appearing in opaque and transparent primes were chosen so that their usage as English suffixes was approximately equivalent: Suffixes in the opaque condition are used in M ϭ 357 words, and those in the transparent condition are used in M ϭ 401 words [t(98) Ͻ 1]. Pairs in the form condition bore an orthographic relationship but no semantic or apparent morphological relationship (e.g., brothel-BROTH). Primes in this condition comprised the target plus a nonmorphological ending-an ending not used as a suffix in English, or occurring only very infrequently as a suffix (i.e., in no more than four orthographically transparent word forms). Although most endings used in form primes never surface as suffixes (e.g., -el), others were admitted that are used very infrequently in this manner (e.g., -d, which occurs as a suffix in the single word doggoned, and -n, which occurs in silvern and orthographically opaque born). Occasionally, letters that correspond to more common English suffixes appeared in form primes (e.g., -age in fuselage), but these could never be segmented perfectly from their stems (e.g., removing age from fuselage leaves fusel, not the target FUSE). Test items are contained in the Appendix.
Primes and targets across conditions were matched as closely as possible on target frequency, prime frequency, target neighborhood size, target length, target family size (i.e., the number of its derivations), and form overlap (expressed as number of prime letters divided by number of target letters). The mean values of these variables across the three conditions, along with one-way analysis of variance (ANOVA) statistical test data, are shown in Table 1 . Despite this extensive matching, we wished to ensure that differential priming across conditions could not have been due to small differences within each of these variables or to interactions between them. We therefore treated each of these factors as covariates in the items analysis of our priming data.
Unrelated control primes were selected for each of the 150 target words. Control primes were orthographically, morphologically, and semantically unrelated to targets and were matched as closely as possible to each related prime on frequency [t(149) ϭ 1.41] and length [t(149) ϭ Ϫ.57]. All control primes were morphologically complex (suffixed) words.
In order to corroborate our intuitions about semantic transparency, we extracted semantic relatedness values for each prime-target pair in the experimental conditions using the Latent Semantic Analysis (LSA; Landauer & Dumais, 1997) Web facility (http://lsa.colorado.edu). Semantic relatedness values from LSA (calculated through the automated analysis of large amounts of written text) have previously been shown to correlate highly with subjective ratings of semantic relatedness (Rastle et al., 2000) . Results revealed no difference in LSA similarity values for form primes and targets (.08) and opaque primes and targets [.07; t(95 Fifty pairs of unrelated words were added to the item set to reduce the prime-target relatedness proportion to .37. These filler targets were matched on length to the three sets of word targets [F(3,196) Ͻ 1] and were preceded by unrelated suffixed word primes. An additional 200 nonword targets, matched to word targets on length [t(348) Ͻ 1], were preceded by unrelated suffixed word primes.
Targets from each condition were divided at random into two equal lists for counterbalancing purposes, with half of the items in each list preceded by related primes. The participants received only one experimental list and, therefore, participated in all priming conditions but saw each target word only once.
Stimulus presentation and data recording were controlled by DMDX software (Forster & Forster, 2003) running on a Pentium III personal computer. A two-button response box was used to record lexical decisions, with the "yes" response button controlled by the dominant hand.
Procedure
The participants were tested individually in a dimly lit, quiet room. They were advised that they would be seeing a series of letter strings presented one at a time and that they would be required to decide as quickly and accurately as possible whether or not each string was a word. The participants were not told of the existence of the prime stimulus. Each prime was presented in lowercase for 42 msec; each was preceded by a 500-msec forward mask (########) and followed immediately by a target in uppercase that remained on the screen until a response was made. Targets were presented in a different random order for each participant, and the participants were given 10 practice trials before the experiment began.
RESULTS
Reaction times (RTs) for correct responses were collected and cleaned to remove outliers. Thirteen data points over 1,800 msec were removed (0.15% of the data). Furthermore, three prime-target pairs from the Note-All items were selected from the CELEX database (Baayen et al., 1993) . T, target; P, prime.
form condition (against-AGAIN, textile-TEXT, and tactile-TACT) were incorrectly classified as "nonmorphological" and were removed. Remaining latency and error data by subjects are shown in Table 2 . Item data are contained in the Appendix. Data were analyzed by two-factor ANOVA, with the magnitude of priming (i.e., control Ϫ primed RT or error rate) treated as the dependent variable. Condition (three levels) was treated as a repeated factor in the subjects analysis and as an unrepeated factor in the items analysis; list (two levels) was treated as an unrepeated factor in both analyses. Into the items analysis, we also entered several covariates (as was explained in the Stimuli and Apparatus section): target frequency, test prime frequency, target neighborhood size, target length, form overlap, and target family size. 1 Because this was a between-target comparison, it is important to establish that the pattern of priming effects on latency data cannot be explained by baseline differences across items. We therefore selected a subset of items (form, 29; opaque, 34; transparent, 28) that yielded statistically equivalent baseline (control) RTs (614, 615, and 616 msec, respectively; F Ͻ 1) and error rates [7.56%, 6.43%, and 4.75%, respectively; F(2,90) ϭ 1.1] and performed the items analysis of latency data described above. 2 The pattern of effects was unchanged. A main effect of condition on priming [F(2,79) ϭ 4.15, MS e ϭ 1,332.62] reflected significantly greater priming in both the transparent and opaque conditions than in the form condition [transparent vs. form, F(1,47) ϭ 7.93; opaque vs. form, F(1,53) ϭ 4.34], but no difference in priming between the transparent and opaque conditions (F Ͻ 1).
DISCUSSION
In this work, we investigated the nature of morphological decomposition at early stages of visual word recognition. The participants made visual lexical decisions to stem targets when these targets were preceded by masked primes sharing (1) a semantically transparent morphological relationship with the target (e.g., cleaner-CLEAN), (2) an apparent morphological relationship but no semantic relationship with the target (e.g., corner-CORN), and (3) a nonmorphological form relationship with the target (e.g., brothel-BROTH). The results were unambiguous. Conditions in which prime and target had the appearance of a morphological relationship produced significant (and equivalent) priming effects, and priming in both of these conditions could be distinguished statistically from nonmorphological form priming. These findings corroborate the French data of Longtin et al. (2003) while ruling out the potential contribution of confounding variables, and confirm a pattern that has, as yet, only been suggested in English masked priming (see, e.g., Feldman & Soltano, 1999; Pastizzo & Feldman, 2002; Rastle & Davis, 2003; Rastle et al., 2000) . This body of literature introduces a functional departure from the standard view of morphology, according to which the decomposition of polymorphemic words is governed by semantic transparency (Marslen-Wilson et al., 1994) . These results point instead to a rapid process of morphological segmentation that operates on any printed word that contains a stem and an affix, irrespective of semantic transparency (or indeed of an etymological relationship between the complex word and its stem; see also Longtin et al., 2003) .
The notion of obligatory morphological decomposition, blind to semantic and etymological factors, sits within the localist theoretical traditions of affix stripping (Taft & Forster, 1975) and, more recently, interactive activation (Taft, 1994) . Contemporary computational models of visual word recognition within the latter tradition (see, e.g., Coltheart, Rastle, Perry, Langdon, & Ziegler, 2001 ) might consider these findings in terms of a morphological level of representation that resides between letter units and the orthographic lexicon and that is activated through explicit morphemic segmentation of letter strings. Letter strings comprising a morphological surface structure (e.g., cleaner, corner) would activate sublexical morphemic units (e.g., {clean}, {corn}, {er}), which would, in turn, activate units in the orthographic lexicon (i.e., where lexical decisions are made). Priming effects for such words could be simulated as residual activation in sublexical morphemic units produced by masked, morphologically structured primes. It is important to understand that although our findings are inconsistent with localist theories in which decomposition is semantically based (see, e.g., Giraudo & Grainger, 2000; MarslenWilson et al., 1994) , they do not rule out the possibility that such decomposition occurs at other, higher levels of the language system. Rather, our findings demonstrate that there is a purely structural decomposition, which arises in early visual word recognition, that is not captured by these theories alone. Our findings are similarly inconsistent with distributedconnectionist simulations of the form-meaning mapping (see, e.g., Davis, van Casteren, & Marslen-Wilson, 2003; Plaut & Gonnerman, 2000; Rueckl & Raveh, 1999) , where learned (hidden-unit) representations of derived words and their stems overlap to the degree that there is a semantically transparent relationship between them. Although these simulations can, under some circumstances, produce significant priming effects for items with an opaque relationship (Plaut & Gonnerman, 2000) , the size of this priming effect never approaches that for items with a transparent relationship. Our findings point instead to a purely structural morphemic segmentation, which we believe characterizes learned representations at an earlier stage of the model: in orthography itself. Interestingly, this type of structural segmentation is assumed in all published simulations of the form-meaning mapping: The network is provided with an orthographic input that has been presegmented into stems and affixes. How that segmentation is achieved has not, however, been considered.
One possible morpho-orthographic segmentation mechanism is provided by bigram and trigram frequency contours across words (Seidenberg, 1987) . Where stems and affixes typically have very high bigram and trigram frequencies, these frequencies are much lower across morpheme boundaries. This trough pattern is seen clearly in Figure 1 , which displays bigram and trigram frequencies for 12,282 morphologically complex words taken from the CELEX lemma database (Baayen et al., 1993) . In this analysis, we consider only the 65% of complex words in which morphemic units are combined without orthographic changes to either the stem or the affix (e.g., excitement, but not excitable).
On the basis of the statistical structure that is apparent in the orthographic form of complex words, a connectionist network that learns the orthographic properties of morphologically complex words may divide complex words into their constituent morphemes without being trained on an explicit, morphologically segmented input and without information concerning the semantic properties of stem and affix combinations. We refer the reader to the analogous problem of developing lexical representations from exposure to connected speech (in which word boundaries are not explicitly marked), in which similar accounts based on analyses of biphone and triphone probabilities within and across word boundaries (see, e.g., Brent, 1999; Cairns, Shillcock, Chater, & Levy, 1997) are proposed.
In summary, we have observed that the stem of an English bimorphemic word is accessed rapidly in visual word recognition irrespective of whether the meaning of the carrier word is related to the stem. These findings implicate a type of morphological decomposition that is functionally distinct from the semantically based decomposition that has dominated recent localist (Giraudo & Grainger, 2000; Marslen-Wilson et al., 1994) and distributed-connectionist (Plaut & Gonnerman, 2000 ; Figure 1 . Average bigram and trigram frequencies relative to the location of a morphological boundary in 12,282 morphologically complex words from the CELEX database (Baayen et al., 1993) . Data points for the trigram curve for the word excitement would be ite (preboundary), tem and eme (including a boundary), and men (postboundary). Data points for the bigram curve for the word excitement would be te (preboundary), em (including a boundary), and me (postboundary). Rueckl & Raveh, 1999) accounts. Rather, these findings implicate a level of representation, accessed in early visual word recognition, at which morphological decomposition is defined on a purely orthographic basis, where words are segmented simply because they have a morphological structure (e.g., corner). This proposition raises important challenges for future modeling efforts within both localist and distributed-connectionist approaches to visual word recognition. December 18, 2003.) 
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