Inverse Radiative Transport with Local Data by Chung, Francis J.
ar
X
iv
:2
00
1.
11
46
0v
1 
 [m
ath
.A
P]
  3
0 J
an
 20
20
INVERSE RADIATIVE TRANSPORT WITH LOCAL DATA
FRANCIS J. CHUNG
Abstract. We consider an inverse problem for a radiative transport equation (RTE)
in which boundary sources and measurements are restricted to a single subset E of the
boundary of the domain Ω. We show that this problem can be solved globally if the
restriction of the X-ray transform to lines through E is invertible on Ω. In particular, if
Ω is strictly convex, we show that this local data problem can be solved globally whenever
E is an open subset of the boundary. The proof relies on isolation and analysis of the
second term in the collision expansion for solutions to the RTE, essentially considering
light which scatters exactly once inside the domain.
1. Introduction
The analysis of optical imaging in scattering media is a problem of great practical
interest [1]. This problem is usually analyzed under the assumption that optical data
is available on the entire boundary of the domain being imaged. In many applications,
however, it is often impossible or impractical to place sources and obtain measurements on
the entire boundary. In this paper, we consider an optical imaging problem in a scattering
domain, in which both the sources of light and the measurements are restricted to a single
subset of the boundary.
We analyze this problem in a scattering medium where light propagation can be modeled
by a radiative transport equation (RTE). To simplify things, we consider an equation of
the type
(1.1) θ · ∇xu(x, θ) = σ(x)
(∫
Sn−1
u(x, θ)dθ − u(x, θ)
)
,
on a smooth bounded domain Ω ⊂ Rn, n ≥ 3, with a single positive coefficient σ ∈ C(Ω).
Here u : Ω× Sn−1 → R is the specific intensity of light, so u(x, θ) represents the intensity
of light at x in direction θ. Equation (1.1) can be thought of as modeling light propagation
in a domain dominated by isotropic scattering, with negligible absorption.
If we adopt the notation
〈u〉(x) =
1
|Sn−1|
∫
Sn−1
u(x, θ)dθ
for the angular average, we can write our RTE (1.1) as
(1.2) θ · ∇u = σ(〈u〉 − u).
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We define ∂Ω± by
∂Ω± = {(x, θ)|x ∈ ∂Ω,±ν(x) · θ > 0}
where ν(x) is the outward normal at x. The following result guarantees existence and
uniqueness of solutions to (1.2).
Proposition 1.1. Suppose f ∈ Lp(∂Ω−), with 1 ≤ p ≤ ∞. Then there exists a unique
u ∈ Lp(Ω× Sn−1) such that
θ · ∇u = σ(〈u〉 − u)
u|∂Ω− = f.
(1.3)
Moreover there exist constants C1, C2 depending only on Ω and σ, and a trace operator
defining u|∂Ω+ such that
‖u‖Lp(∂Ω+) ≤ C1‖u‖Lp(Ω×Sn−1) ≤ C2‖f‖Lp(∂Ω−).
For a proof, see [8] (also Proposition 2.1 below). Proposition 1.1 allows us to define the
albedo operator
A : L1(∂Ω−)→ L
1(∂Ω+)
by
A(f) = u|∂Ω+.
The standard problem of optical tomography in this setting, solved in [4], is to determine
σ from knowledge of the full map A.
To define our local data problem, in which only a subset of the boundary of Ω is accessible
for placing sources and taking measurements, suppose E ⊂ ∂Ω, and define
E± = {(x, θ)|x ∈ E,±ν(x) · θ ≥ 0}.
We define a new map
A|E : L
1(E−)→ L
1(E+)
by
A|E(f) = u|E+
for f ∈ L1(∂Ω) supported in E−.
We want to know if knowledge of A|E determines σ. To state our result, we make the
following definition regarding the invertibility of the restriction of the X-ray transform to
E.
Definition 1. Suppose that E ⊂ ∂Ω. We say that Ω can be scanned from E if for
ϕ ∈ C(Ω), the condition that∫
ℓ
ϕdℓ = 0 for each line segment ℓ ⊂ Ω¯ with E ∩ ℓ 6= ∅
implies that ϕ ≡ 0.
The main result of this paper is the following.
Theorem 1.2. Suppose E ⊂ ∂Ω, and Ω can be scanned from E. Then A|E determines
σ in the sense that if σ1, σ2 ∈ C(Ω) are positive functions producing corresponding maps
A1|E,A2|E, then
A1|E = A2|E implies σ1 = σ2.
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The following corollary gives a stronger but more easily checked condition on E for A|E
to determine σ, showing that Theorem 1.2 applies to a wide range of cases.
Corollary 1.3. Suppose Ω is strictly convex, and E is an open subset of ∂Ω. Then A|E
determines σ.
It is natural to ask if the result in Theorem 1.2 can be generalized to remove the
scannability condition.
Conjecture 1.4. Suppose E ⊂ ∂Ω is open. Then A|E determines σ.
A similar conjecture in the highly-scattering limit, where light propagation can be mod-
eled by an elliptic equation, has been the subject of much work; see [11] for a survey.
However, this author is not aware of similar efforts in the transport case.
The remainder of this paper is organized as follows. Notation and preliminary results
are presented in Section 2. The proofs of Theorem 1.2 and Corollary 1.3 are given in
Section 3. Finally, Section 4 is devoted to comments on Conjecture 1.4.
2. Preliminaries
We want to analyze solutions to the RTE in terms of the collision expansion. To describe
this expansion, we introduce the following notation.
If x, y ∈ Ω¯, such that the line segment joining x and y is contained in Ω, we define the
attenuation factor
(2.1) α(x, y) = exp
(
−
∫ ‖y−x‖
0
σ(x+ s(ŷ − x)) ds
)
,
where ŷ − x is the unit vector in the direction of y− x. We note that α is symmetric in x
and y, and for t ≥ 0
(2.2) ∂tα(x, x+ tθ) = −σ(x+ tθ)α(x, x+ tθ).
Roughly speaking α(x, y) represents the attenuation experienced by light traveling from
x to y in the absence of the 〈u〉 term in the RTE. This notion can be made precise in the
following two senses:
First, it follows from (2.2) that the solution to the transport equation
θ · ∇u+ σu = 0
u|∂Ω− = f
(2.3)
is given by
(2.4) u(x, θ) = Jf(x, θ) := α(x, xθ−)f(xθ−, θ),
where xθ± is the first point on ∂Ω on the ray from x in direction ±θ.
Second, the solution to the transport equation
θ · ∇u+ σu = S(x, θ)
u|∂Ω− = 0
(2.5)
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is given by
(2.6) u(x, θ) = T−1S(x, θ) :=
∫ ‖x−xθ−‖
0
α(x, x− tθ)S(x− tθ, θ)dt.
Note that since α < 1 and ‖x− xθ−‖ is uniformly bounded on Ω,
(2.7) ‖T−1S‖L∞(Ω×Sn−1) . ‖S‖L∞(Ω×Sn−1).
With this notation we have the following proposition.
Proposition 2.1. Define the operator
K(u) = T−1σ〈u〉.
Then there exists 0 < C < 1 such that
(2.8) ‖K‖L∞(X×Sn−1)→L∞(X×Sn−1) < C,
and if u solves the RTE
θ · ∇u = σ(〈u〉 − u)
u|∂Ω− = f,
(2.9)
for some f ∈ L∞(∂Ω−), then u takes the form
(2.10) u = (1 +K +K2 + . . .)Jf.
We refer to the series (2.10) as the collision expansion of u. The proof is essentially the
proof of Theorem 1.1 in [8], but with a more explicit series form for u (compare e.g. to the
existence results in [4, 5, 7], although note that those have slightly different hypotheses).
We include the full proof here for completeness, using our notation.
Proof. We can rewrite (2.9) as
(θ · ∇ + σ)u = σ〈u〉
u|∂Ω− = f.
Since Jf solves (2.3), we have
(θ · ∇+ σ)(u− Jf) = σ〈u〉
(u− Jf)|∂Ω− = 0.
Therefore u− Jf solves (2.5) with S = σ〈u〉, and so
u− Jf = T−1σ〈u〉.
Rearranging, we have
(I −K)u = Jf.
Equation (2.8) implies that the Neumann series for (I−K)−1 converges, which gives (2.10).
To prove (2.8), note that explicitly
Ku(x, θ) =
∫ ‖x−xθ−‖
0
α(x, x− tθ)σ(x− tθ)〈u〉(x− tθ)dt.
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Since σ and α are nonnegative, we have
|Ku(x, θ)| ≤ ‖u‖L∞(Ω×Sn−1)
∫ ‖x−xθ−‖
0
α(x, x− tθ)σ(x− tθ)dt
Equation (2.2) implies that
α(x, x− tθ)σ(x− tθ) = −∂tα(x, x− tθ),
so
|Ku(x, θ)| ≤ ‖u‖L∞(Ω×Sn−1)(1− α(x, xθ−)).
Since σ is uniformly positive, (1− α(x, xθ−)) is uniformly less than 1, so
|Ku(x, θ)| ≤ C‖u‖L∞(Ω×Sn−1)
with 0 < C < 1 as desired. This finishes the proof of (2.8) and therefore the proposition.

In the spirit of [4], we intend to focus (no pun intended) on highly singular boundary
conditions for the RTE, concentrated at a point (x0, θ0) ∈ E−. We follow the approach of
[5] in using approximations to identity, and define ψh : ∂Ω− → R to be the product
ψh(x, θ) = Xh(x)Θh(θ)
where Xh ∈ C(∂Ω) and Θh ∈ C(S
n−1) are nonnegative, supported only for |x − x0| ≤ h
and |θ − θ0| ≤ h, and normalized so ‖Xh‖C(∂Ω), ‖Θh‖C(Sn−1) = O(h
n−1) and∫
∂Ω
Xh =
∫
Sn−1
Θh = 1.
Note that this implies that Xh and Θh are approximations of identity in the sense that
(2.11)
∫
∂Ω
Xhϕ = ϕ(x0, θ) + oh(1) and
∫
Sn−1
Θhϕ = ϕ(x, θ0) + oh(1)
for each ϕ ∈ C(∂Ω × Sn−1) bounded uniformly in h. It follows that∫
∂Ω×Sn−1
ψhϕ = ϕ(x0, θ0) + oh(1).
For sufficiently small h, ψh has support contained in E−, so we can think of ψh as a
function in Lp(E−). With the definition of this boundary condition, we are ready to tackle
the proof of Theorem 1.2.
3. Proofs of the Main Results
We want to consider the solution to the equation
θ · ∇u = σ(〈u〉 − u)
u|∂Ω− = ψh
(3.1)
Since K is an integrating operator, integrating over one spatial dimension and all n− 1
dimensions of angular variables, later terms in the collision expansion (2.10) tend to be
smoother than earlier ones. In particular, we have the following lemma for the tail of
(2.10) in the solution to (3.1).
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Lemma 3.1. Suppose u solves (3.1). Then
u = Jψh +KJψh +R
where
‖R‖L∞(Ω×Sn−1) = O(h
2−n).
As we shall see below, the terms Jψh and Kψh can be ∼ h
2−2n and ∼ h1−n respectively,
so for small h, R is genuinely nonsingular compared to the first two terms.
Proof. By Proposition 2.1, R takes the form
(3.2) R = K2Jψh +K
3Jψh + . . .
Therefore (2.8) implies that it suffices to show that
‖K2Jψh‖L∞(Ω×Sn−1) = O(h
2−n).
To show this, we begin by establishing some estimates for Jψh and KJψh. Explicitly,
Jψh(x, θ) = α(x, xθ−)ψh(xθ−, θ) = α(x, xθ−)Xh(xθ−)Θh(θ).
Θh is only supported for |θ − θ0| ≤ h and has total integral 1, so averaging over angles
gives us
〈Jψh〉(x) ≤ sup
|θ−θ0|≤h
|α(x, xθ−)Xh(xθ−)| = O(h
1−n).
Now Xh is supported only for |x − x0| < h, so Xh(xθ−) is nonzero only for x which can
be reached from this neighbourhood by traveling in direction θ. If |θ − θ0| ≤ h, this
means that Xh(xθ−) and Jψh(x) are supported only for x within O(h) distance of the line
{x0 + tθ0}. Then
KJψh(x, θ) = T
−1σ〈Jψh〉,
where the integral in the operator T−1 is taken over the line through x in direction θ. For
|θ − θ0| ≫ h, the intersection of this line with the support of Jψh is at most length O(h),
so
KJψh(x, θ) ≤ O(h)‖〈Jψh〉‖L∞(Ω×Sn−1) ≤ O(h
2−n)
for |θ − θ0| ≫ h, and KJψh(x, θ) ≤ O(h
1−n) otherwise. Integrating over angles now gives
〈KJψh(x, θ)〉 ≤ O(h
2−n).
The estimate (2.7) gives us
K2Jψh(x, θ) ≤ O(h
2−n),
which finishes the proof.

Proof of Theorem 1.2. Fix (x, θ) ∈ E−. Define ψh as above with (x0, θ0) = (x, θ), and
suppose u solves (3.1). Note that (x,−θ) ∈ E+, so u(x,−θ) = A(ψh)(x,−θ) is known.
By Proposition 3.1,
u(x,−θ) = Jψh(x,−θ) +KJψh(x,−θ) +R(x,−θ),
where R(x,−θ) = O(h2−n). Moreover
Jψh(x,−θ) = α(x, xθ+)ψh(xθ+,−θ) = 0
INVERSE RADIATIVE TRANSPORT WITH LOCAL DATA 7
since ψh is only supported in a small neighbourhood of (x, θ). Therefore
u(x,−θ) = KJψh(x,−θ) +O(h
2−n).
Now
(3.3) KJψh(x,−θ) =
∫ ‖x−xθ+‖
0
α(x, x+ tθ)σ(x+ tθ)〈Jψh〉(x+ tθ)dt.
Along the line {x+ tθ},
Jψh(x+ tθ, θ) = α(x+ tθ, (x+ tθ)θ−)ψh((x+ tθ)θ−, θ)
Recall that ψh(x, θ) = Xh(x)Θh(θ). Then (2.11) implies that
〈Jψh〉(x+ tθ) = α(x+ tθ, (x+ tθ)θ−)Xh((x+ tθ)θ−) + o(h
1−n).
Now (x+ tθ)θ− = x and without loss of generality we can choose Xh to be normalized so
Xh(x) = h
1−n. Therefore we can write this as
〈Jψh〉(x+ tθ) = α(x+ tθ, x)h
1−n + o(h1−n).
Substituting into (3.3), we get
KJψh(x,−θ) = h
1−n
∫ ‖x−xθ+‖
0
α2(x, x+ tθ)σ(x+ tθ)dt+ o(h1−n).
Multiplying by hn−1, we have
hn−1u(x,−θ) =
∫ ‖x−xθ+‖
0
α2(x, x+ tθ)σ(x+ tθ)dt+ oh(1).
Now notice that (2.2) implies that
α2(x, x+ tθ)σ(x+ tθ) = −
1
2
∂tα
2(x, x+ tθ),
so
2hn−1u(x,−θ) = α2(x, x)− α2(x, x+ ‖x− xθ+‖θ) + oh(1).
Since α(x, x) = 1 and x+ ‖x− xθ+‖θ = xθ+, we have
(3.4) 2hn−1u(x,−θ) = 1− α2(x, xθ+) + oh(1)
Taking the limit as h → 0, we can see (no pun intended) that the quantity α2(x, xθ+) is
determined by A|E, for any (x, θ) ∈ E−. Now
(3.5) α2(x, xθ+) = exp
(
−2
∫ ‖x−xθ+‖
0
σ(x+ sθ) ds
)
so taking logarithms and dividing by −2 gives us the integral of σ over the line from x to
xθ+. By varying (x, θ) within E−, we recover the integral of σ over every line segment in Ω¯
which intersects E. The scannability condition on E now guarantees that this information
determines σ.

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To prove Corollary 1.3, note first that if Ω is strictly convex, we can rewrite Definition
1 to say that Ω can be scanned from E if for ϕ ∈ C(Ω),
T (ϕ)(ℓ) = 0 for each line ℓ intersecting E implies that ϕ ≡ 0.
(Here T is the usual X-ray transform on Rn.) Now we can make use of the following
proposition, which follows directly from Theorem 5.1 in [10] (see also similar theorems in
[9] and [3]).
Proposition 3.2. Suppose ϕ ∈ L1(Ω) and V is an open set disjoint from the closure of
the convex hull of Ω. If T (ϕ)(ℓ) = 0 for all lines ℓ intersecting V then ϕ ≡ 0.
Proof of Corollary 1.3. Given Proposition 3.2, it suffices to find an open set V outside Ω¯
such that all lines through V which intersect Ω intersect E.
To do this, pick a point p ∈ E and choose coordinates (x1, . . . xn−1, y) on R
n so that p
lies at the origin, the tangent plane to Ω at p has equation y = 0, and Ω lies in the upper
half space {y > 0}. Locally around the origin, ∂Ω coincides with the graph {y = f(x)} of
a nonnegative strictly convex function f , with Ω ⊂ {y ≥ f}.
Since f is strictly convex, for any compact set K in the lower half space {y < 0}, there
exists a compact set A ⊂ Sn−1 excluding directions parallel to the plane {y = 0}, such
that only lines in directions inside A can reach Ω¯ from K.
Now let B(0, r) ⊂ Rn represent the ball of radius r around the origin. The implicit
function theorem guarantees the existence of a continuous function g defined on A×B(0, r),
for some r, such that g(θ, q) represents the point of intersection of the the graph of f and
the line through q in direction θ. Since A is compact and g(θ, 0) = 0, it follows that for
any ε > 0 there exists a δ > 0 such that all lines through the ball B(0, δ) in directions in
A must pass through the graph of f within a distance ε of the origin. If ε is small enough,
this guarantees that all lines through B(0, δ) in directions contained in A which intersect Ω¯
intersect E. Taking V to be the interior of a ball compactly contained in B(0, δ)∩{y < 0}
finishes the proof.

4. On Conjecture 1.4
The final section of this paper is devoted to discussion of Conjecture 1.4. The ma-
jor problem in proving the conjecture is that most approaches to the transport problem
concentrate on highly singular ballistic parts to solutions of the RTE, which are sup-
ported along straight lines. The method described in the present paper is only a slight
improvement, since it also relies on portions of the solution concentrated along these lines.
However, if there is a part of Ω which cannot be reached from E in a straight line through
Ω, then a positive answer to this conjecture would require one to use the truly non-ballistic
parts of solutions to “see” the hidden parts of Ω from E.
Some indication that this is possible might be inferred from the recent result of [12]
(see also [6]), which analyzes the stability of the standard optical tomography problem of
[4] in the limit as σ becomes large. In this case the ballistic parts of the solutions decay
exponentially and the stability of the problem goes to zero. Yet in the limit of large σ, one
expects the solutions to the RTE to converge to solutions to a diffusion equation (see [2] and
similar papers), and consequently one expects the optical tomography problem described
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above to turn into the Caldero´n problem (see [13] for one sense in which this holds). As
the Caldero´n problem is solvable [14], this seems to imply that the non-ballistic terms of
the solution to the RTE do convey useable information. Of course, the local version of the
Caldero´n problem remains open in general [11], so not much is guaranteed.
Note that the claim that the non-ballistic terms of the solution to the RTE convey
usable information implies that seeing may not be restricted to straight lines. Indeed, if
Conjecture 1.4 holds, then it would imply that we can see around corners in the presence
of scattering (!). This is difficult to imagine but the above discussion seems to indicate
that it might be possible. In light of this interpretation (no pun intended), it would seem
that Conjecture 1.4 is worth some effort.
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