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I. INTRODUCTION
R
OBOTIC systems for 3C (computer, communication, and consumer electronics) manufacturing has become a technology hot spot. Industrial robots can hardly achieve the high absolute accuracy required in typical 3C operations due to environmental, parametric, measurement, and computational imperfections [1] . Fortunately, robot kinematic calibration can effectively remove most of the overall end-effector error [2] , thereby substantially improving the robot's accuracy.
Robot calibration consists of four stages: modeling, measurement, identification, and compensation [3] . The successful development of a kinematic calibration algorithm depends highly on the modeling stage, which is concerned with the selection of a proper kinematic model and specification of its parameters for error identification and compensation. We will refer to the space of all possible parameter values as the error model to distinguish it from the kinematic model.
The Denavit-Hartenberg (DH) parameters [4] are widely used to parameterize the relative location of each link coordinate frame (with z-axis coinciding with the joint axis) with four parameters. The deviation of DH parameters from nominal values accounts for both joint encoder error (zero offset) and axis misalignment. However, the DH model becomes discontinuous when two neighboring joint axes are nearly parallel [5] . Several modified DH models have been proposed to eliminate such parameter discontinuity, including the Hayati model [5] , the Veitschegger model [6] , and the complete and parametrically continuous model [7] .
The product of exponentials (POE) model with twist coordinate parameters, on the other hand, parameterizes the absolute initial location of each joint axis with six parameters, and the initial joint position with a seventh variable [8] . The twist coordinates vary smoothly with arbitrary change of joint axis location, leading to a continuous parameterization. Only one reference frame and one tool frame are involved. Okamura and Park first employed the standard POE model in an iterative least square calibration algorithm [9] . It requires iteratively differentiating the parameter-varying exponential maps, which substantially decreases the runtime performance [10] . Joint twist normalization is needed to counter the magnitude and pitch change caused by an additive twist error update. Later, it is shown that the initial joint position is a redundant parameter and should be excluded from the calibration [10] - [12] . Yang et al. proposed a minimal POE model that eliminates the magnitude and pitch constraints [13] . Chen et al. proposed a local POE model based on a multiplicative error of local link frame locations, which removes all parameter-varying differentiations [14] . Parameter redundancy arises in its nonuniqueness of local frame locations [10] .
Schröer et al. used three criteria for evaluating the choice of parameters for a robot kinematic model: completeness, continuity, and minimality [15] . The DH model is a complete parameterization in the sense that any possible robot geometry can be described by at least one set of DH parameters. It is discontinuous for near parallel neighboring axes, and minimal because the number of DH parameters equals the maximal number of identifiable parameters 4r + 2t + 6 [16] - [18] , where r and t are the number of revolute and prismatic joints, respectively. The numbers 4, 2, and 6 correspond to the minimal number of parameters needed to determine the initial location of a revolute joint axis, a prismatic joint axis, and the tool frame initial location with respect to the reference frame, respectively. In fact, this number is uniquely determined by the geometric property of the serial manipulator and should not depend on the choice of parameters. He et al. attempted to prove that there are 6r + 3t + 6 identifiable parameters in the standard POE model [19] , but overlooked the magnitude and pitch constraints. In [12] we proved that in fact only 4r + 2t + 6 parameters are identifiable with end-effector pose measurements. The same conclusion can be drawn from the minimal POE model [13] and the reformulated local POE model (RLPOE) proposed in [20] .
From a geometric viewpoint, any modeling convention is a parameterization of the underlying axis configuration space (ACS), the set of all possible joint axis configurations. It is claimed that a single minimal and complete parameterization cannot exist due to fundamental topological reasons concerning mappings from Euclidean vector spaces to spheres [15] , [21] . However, only the ACS of a prismatic joint can be characterized by a sphere (the unit 2-sphere S 2 ⊂ IR 3 ). The ACS of a revolute joint is not a 4-sphere S 4 ⊂ IR 5 , and is in fact never explicitly identified in the literature. As we will show in this paper, the ACS of a revolute joint can be identified with the tangent bundle T(S 2 ) of S 2 , a four-dimensional (4-D) nonlinear manifold that cannot be covered by a single coordinate neighborhood. It is exactly this topological property that prevents us from defining a single complete and minimal parameterization, either by elementary transformations [15] or by POE-based methods [9] , [13] , [20] .
By treating the prismatic and revolute ACSs as nonlinear manifolds, we can systematically identify the discontinuity and redundancy of any parameterization for a robot kinematic model. A criterion different from Schröer et al.'s [15] is advocated in this paper: it is preferable to choose suitable local coordinates for each particular joint axis configuration instead of fixing only one global parameterization. Based on the ACS model, we reformulate the POE-based calibration algorithm by introducing a multiplicative Adjoint transformation error of the twist coordinates, referred to as the Adjoint error. This novel algorithm is geometrically intuitive and has a well-structured error Jacobian matrix, with which the identifiability using either pose or point measurements are rigorously proved with a lower bound on the number of samplings. Constraints resulting from both parameter redundancy of the twist coordinate and additional geometric assumptions on joint axis relations are naturally eliminated. Moreover, various kinematic models and calibration algorithms can be conveniently transformed into this ACS model with Adjoint error framework for a consistent comparative study. We will show that our calibration algorithm outperforms the others in terms of efficiency, robustness, and ease of implementation. Part of the results has been presented at IEEE ICRA 2014 [10] , [12] . This paper is organized as follows. In Section II, we analyze the geometry of the joint ACS with its associated error model. In Section III, we introduce a multiplicative error model for joint twists and the initial tool frame offset, and derive the corresponding kinematic calibration algorithm. In Section IV, we show how our algorithm can be generalized to include some additional constraints on joint axes. In Section V, we give a comparative study of different error models and calibration methods to illustrate the many advantages of our approach. Simulations and experiments are presented in Section VI to support our claims. We conclude our paper in Section VII.
II. JOINT AXIS CONFIGURATION SPACE AND ITS ASSOCIATED ADJOINT ERROR MODEL
A. Robot Forward Kinematic Model Using the POE Formula
We assume the readers are familiar with the special orthogonal group SO(3) and the special Euclidean group SE(3) (see [8] and [22] for an elementary introduction). We attach a spatial frame S to the robot base link and a tool frame T to the endeffector. The rigid displacement of T with respect to S can be described by a 4 × 4 homogeneous matrix g st ∈ SE(3) [8] 
where the 3 × 3 matrix R ∈ SO(3) is a proper orthogonal matrix describing coordinate axes of T in S and the 3 × 1 vector p ∈ IR 3 is the position vector of the origin of T in S. With a harmless abuse of notation, we also write g st = (R, p). Coordinates of a point q in these two frames are related bỹ
represents the homogeneous coordinates of q ∈ IR 3 . For an n degrees-of-freedom (DoF) manipulator, we associate to each of its n joints a twist ξ i , i = 1, . . . , n, of the Lie algebra se(3) of SE(3), as shown in Fig. 1 , as
where w i ∈ so(3), the Lie algebra of SO(3), is a 3 × 3 skew symmetric matrix satisfying w i x = w i × x, ∀x ∈ IR 3 [8] . ξ i can be identified with the 6 × 1 vector
T ∈ IR 6 . For a revolute joint, w i , w i = 1 gives the unit direction of the joint axis and v i = q i × w i , where q i is a point on the joint axis; for a prismatic joint, w i = 0, and v i , v i = 1 gives the unit direction of the joint axis.
The forward kinematics of a serial robot, which maps joint variables Θ = (θ 1 , · · · , θ n )
T to the tool frame displacement g st , is given by the POE formula [8] where the matrix exponential e ξ i θ i exp( ξ i θ i ) is the motion generated by joint i with joint variable θ i , and g st 0 denotes the initial tool frame displacement.
B. Geometric ACS Model and its Associated Error Model
1) Prismatic Joints:
A particular axis configuration of a prismatic joint P is unambiguously characterized by a free unit vector w ∈ IR 3 , w = 1, as shown in Fig. 2(a) . Therefore, the ACS of a prismatic joint, denoted by C P , is the unit 2-sphere S 2 [15] . The joint twist coordinates corresponding to w ∈ S 2 are given by ξ = (w T , 0 1×3 ) T . In respect to the nonlinear geometry of S 2 , a deviation from the nominal configuration w n to the actual configuration w a should not be expressed in an additive form as implemented in [9] as
but instead in the multiplicative form
Since R is orthonormal,
the quadratic constraint w a = 1 is automatically satisfied. This multiplicative error model for C P is naturally summarized by the transitive action 1 of SO(3) on S 2 as
Transitivity of Ψ P is equivalent to the fact that any deviation of any nominal axis w n ∈ S 2 can be expressed by (1).
2) Revolute Joints:
The axis of a revolute joint R (or more generally, a helical joint H) is no longer a free vector w ∈ S 2 , but a directed spatial line with twist coordinates ξ = (v satisfying the following constraints:
which shows that the ACS of a revolute joint, denoted by C R , is in one-to-one correspondence with the set of all tangent vectors v w at all points w of S 2 , or the tangent bundle T(S 2 ) of S 2 , as shown in Fig. 2(b) as (4), to help describe the revolute ACS, but does not utilize it in deriving the error model.
We develop the error model for revolute joints that respects the geometry of T(S 2 ) as follows. By differentiating Ψ P in (1), we obtain
where V R ∈ T R (SO(3)) is a 3 × 3 matrix satisfying V R R T ∈ so(3). Recall that the tangent bundle T(G) of a Lie group G with Lie algebra g is always trivial, meaning it is diffeomorphic to G × g via left or right trivialization (see [26, Lemma 9 
Moreover, it admits a Lie group structure called a tangent Lie group, under which (5) becomes a transitive action of T(SO(3)) on T(S 2 ) (see Appendix A for details; see also [26, Example 9.2.24]). Therefore, Ψ R leads to a natural error model for revolute joints.
Note that the collection of all zero tangent vectors 0 w ∈ T w (S 2 ), ∀w ∈ S 2 is a 2-D submanifold of T(S 2 ), called the zero section as
which is diffeomorphic to S 2 . This unifies the ACSs of P and R by identifying C P with a submanifold of C R . 2 A spatial line is uniquely parameterized by homogeneous Plücker coordinates (w T , v T w ) T ∈ IRP 5 (five-dimensional real projective space) satisfying homogeneous constraint (3) [24] . In our case, however, (v T w , w T ) T and (−v T w , −w T ) T represent two different configurations of the joint axis.
C. Ψ R and Ψ P as Adjoint Transformation Error
The transitive action Ψ R (5) becomes a linear action on se(3) under twist coordinates
where p = V R R T as in (6) . One immediately identifies (7) as an Adjoint transformation [8] , denoted by Ad g , of the twist ξ with g = (R, p) as
This is not a mere coincidence: it is shown by (6) and Appendix A that T(SO (3)) is isomorphic as a Lie group to SE(3); and Ψ R is equivalent to the Adjoint action of SE(3) on se(3) restricted to C R . Physically speaking, we can always consider deviations of joint axes as rigid displacements of the twist coordinates, which are naturally represented by Adjoint transformations [27] . Similarly, Ψ P is equivalent to the Adjoint action restricted to
We emphasize that the Adjoint transformation error (or simply Adjoint error) alone does not provide an adequate model. The Adjoint action (8) is not transitive on se(3); it is necessarily transitive on the ACSs C R and C P , which are simply two orbits of the Adjoint action. Consequently, it does not help to identify and resolve redundancy in the Adjoint transformation, which involves six rather than four (or two) parameters that parameterize
On the other hand, with the explicit definition of the ACSs C R and C P , the Adjoint action corresponds naturally to the action Ψ R and Ψ P , respectively, without invoking the quadratic constraints (2) and (3).
D. Minimal Parameterization of C R and C P by Quotient Space
By the transitivity of Ψ P and Ψ R in (1) and (5), the Adjoint action Ad is also transitive when restricted to C R = T(S 2 ) (or C P 0 S 2 ). Therefore, any deviation of the joint axis is equivalent to an Adjoint transformation Ad g for some g ∈ SE(3). However, the set of all possible deviations in C R (or C P ) is not in one-to-one correspondence with SE(3): any ξ ∈ T(S 2 ) as a directed line admits an axial symmetry so that it remains fixed under translation along and rotation about itself. The set of all g ∈ SE(3) that fixes ξ ∈ T(S 2 ) under Adjoint action forms a 2-D cylindrical subgroup [28] as C(ξ) is the isotropy subgroup of ξ ∈ T(S 2 ), meaning that
In other words, any two rigid displacements g 1 , g 2 ∈ SE(3) define the same deviation of ξ if and only if g 2 = g 1 h for some h ∈ C(ξ). Therefore, C R is in one-to-one correspondence with the quotient space SE(3)/C(ξ) comprising all equivalence classes gC(ξ) {gh|h ∈ C(ξ)} defined by the equivalence relation
By treating each equivalence class as a single element,
Intuitively speaking, a quotient manifold SE(3)/G with G a Lie subgroup of SE(3) offers a rigorous way of removing ineffective displacements (i.e., causing no change in configuration) prescribed by G, such as for the localization of symmetric workpieces [29] and modeling spindle configurations of a five-axis machine [30] : two displacements g 1 , g 2 ∈ SE(3) with g 2 ∼ g 1 define the same configuration since G leaves the configuration invariant. Formally, this is characterized by g 1 and g 2 being mapped to the same equivalence class g 1 G using the following natural projection π (see Fig. 3 ):
for any particular ξ ∈ T(S 2 ). If G is a local parameterization of the quotient space SE(3)/C(ξ) on a neighborhood of C(ξ) ∈ SE(3)/C(ξ), then the composition map F ξ • G immediately gives a local minimal parameterization of T(S 2 ) on a neighborhood of ξ ∈ T(S 2 ) as Similarly, the isotropy subgroup of ξ ∈ C P 0 S 2 is the 4-D Schönflies subgroup [28] defined by
and therefore
A similar minimal parameterization for C P as in (11) can be defined by
In the next section, we will give specific minimal parameterization of C R and C P based on (11) and (13), respectively.
III. CALIBRATION USING ADJOINT ERROR MODEL
A. Adjoint Error Model for Joint Twists
The Adjoint error of a nominal joint twist, as in Fig. 4(a) , is given by
for some
T ∈ se(3), since the exponential map is surjective by Chasles' theorem [8] .
A minimal parameterization (11) of the ACS model C R may be given by
where ι is an injection of IR 4 into se(3). By the inverse function theorem [23] , 
if and only if the image space Σ 4 Im(ι) of ι is a 4-D vector subspace of se(3) satisfying
where c(ξ n ) is the Lie algebra of C(ξ n ) defined in (9) as
and {ξ n , V ξ n } sp denotes the space spanned by ξ n and V ξ n . In other words, when updating the nominal axis ξ n with Adjoint error Ad e η , η should not be a vector in c(ξ n ) (see Fig. 5 ). Similarly, a local minimal parameterization (13) of C P may be given by
where x(ξ n ) is the Lie algebra of X(ξ n ) as in (12) as
The advantage of taking local parameterization to be always about the current nominal twist ξ n is that η can be assumed to be infinitesimal to avoid differentiating a parameter-varying exponential map (see Section III-C). In reference to (17) and (18), we may explicitly define the following matrix representation B for ι : IR i → Σ i , i = 4 or 2:
where w n , w 1 , and w 2 are mutually perpendicular unit vectors, q n is a point on the nominal joint axis; and
with v n , v 1 , and v 2 being also unit and mutually perpendicular. The span of columns of B gives the complement Σ 4 of c(ξ n ) or Σ 2 of x(ξ n ), as illustrated in Fig. 6 , which satisfies (17) and (18) and therefore has eliminated parameterization redundancy. The Adjoint error (14) of the ith joint twist ξ i can then be explicitly expressed as
where k i is the corresponding minimal error parameter vector in the current step.
B. Error Model for the Tool Frame Offset
Since the error of the initial tool frame offset g st 0 can be any element g ∈ SE(3), its error model may be given by the left action of SE(3) as
The exponential map then gives a local parameterization of g st 0 , as shown in Fig. 4(b) as
Note that the above multiplicative parameterization is defined on a neighborhood of the current nominal offset g
, which is implemented in [14] but not in [9] , [13] , and [20] .
C. Linearized Adjoint Error Model
We adopt the same iterative linearization approach as in [9] during the identification process. The right pull back of the total differential of the kinematic function gives
in which we use the following notations:
and ∨ is the inverse operation of ∧. The linearization breaks down to calculating ((δe
∨ . According to our Adjoint error model (14) , the twist error
where the nominal value ξ n i is considered as a constant vector. Since η i is a variable twist, ((δe η i )e − η i ) ∨ is given by the differentiation of a parameter-varying matrix exponential [9] :
Ad e η i s ds δη i .
Although the above equation has a closed-form expression, it is much slower to compute than Adjoint transformations and exponential maps [10] . As we will see in Section VI-B, it substantially increases the running time of several POE-based calibration algorithms. Since in each iteration, the Adjoint error model always parameterizes C R or C P on a neighborhood of the current nominal twist ξ n i , we always have η i = 0. Equation (21) can then be simplified to
without differentiating the parameter-varying exponential map. Linearization of the initial tool frame offset error can be derived in a similar manner as Substitute (22) and (23) into (20) and we have
It is proved that the joint encoder offsets and the Adjoint errors cannot be simultaneously identified [10] - [12] . Physically it means the end-effector error caused by encoder offsets may be attributed to equivalent Adjoint errors (but in general not vice versa), as illustrated in Fig. 7 . Therefore, all the joint encoder offsets δθ i may be simply ignored without losing completeness. The matrix form of (24) is given by
where
k contains the minimal error parameters for each joint twists k i and initial tool frame offset k st . The expression for E st and k st depends on the type of measurement. 
D. Calibration With Pose and
k is identifiable if all columns of the calibration Jacobian matrix A are linearly independent. This is true only if 6m ≥ 4r + 2t + 6. We have the following theorem. Theorem 1: There exists a sampling strategy with r + t + 1 pose measurements under which all the 4r + 2t + 6 parameters in k are identifiable. ♦ The sampling strategy in the proof (see Appendix B) is only chosen for proving the identifiability. In practice, more than r + t + 1 poses are sampled to counter the measurement noise. We emphasize that the above lower bound on the number of measurements is not tight, but low enough for, for example, analytical study of observability index [31] , [32] . The derivation of a tight lower bound using screw theory is possible, but is much involved and therefore omitted.
2) Point Measurements: Without loss of generality, we let the measure point be the tool frame origin, whose coordinates in the spatial frame S areq e = g st · (0, 0, 0, 1)
T . The infinitesimal point error is given by
Consequently, we have [11] 
with
In this case, k ∈ IR 4r +2t+3 instead of IR 4r +2t+6 since we cannot recover the initial tool frame orientation from point measurements (see Appendix C). In order to fulfill the full column rank condition for A, the number of measurements should satisfy 3m ≥ 4r + 2t + 3. We have the following theorem (see Appendix C for proof):
Theorem 2: There exists a sampling strategy with 2r + t + 1 point measurements under which all the 4r + 2t + 3 parameters in k are identifiable. In particular, if the last joint is a revolute joint, the measurement point must not lie on its axis. ♦ If the last s joints are all revolute joints and the measurement point lies on their axes, we have 2s less identifiable parameters corresponding to the rotations of the last s joints about point q e 0 (see also Appendix C). Note that this corroborates the same conclusion in [33] . The case for s = 1 is shown in Fig. 8 , where δη r of the last joint cannot be calibrated.
With a sampling strategy satisfying the full column rank condition of A, the least square solution of the error parameter k in the current iteration is given by using the identified parameters k as
The linearized calibration process is then iterated with ξ a i 's and g a st 0 being the new nominal values until convergence is reached. The calibration procedure is summarized in Fig. 9 .
IV. ASSUMPTIONS ON JOINT AXES GEOMETRY
Most commercial control systems have implicit geometric assumptions on the joint relations. In particular, neighboring joint axes are usually assumed perpendicular, parallel, or concurrent. Since such assumptions are not subject to user modification, the pose redefinition method [34] is often adopted with an external PC, which inevitably limits the robot controller's performance. Besides, some of the assumptions in fact reflect certain physical features of the robot. For instance, the last two joints of a SCARA robot should be parallel when they share the same ball-screw-spline unit. Under such circumstances, it is reasonable to maintain the feasibility of constraints satisfied during calibration. Typical constraints are illustrated in Fig. 10 , which can be easily maintained by modifying the basis matrix B in the Adjoint error model.
A. Two Consecutive Joint Axes Being Parallel
If two neighboring joint twists ξ n i , ξ n i+1 are assumed to be parallel, their basis matrices B i , B i+1 should share the same rotational bases while having different translational bases r 1 b i,r 2 0 0 b i+1,t 1 b i+1,t 2 12×6 . (30) In particular, if ξ n i is a prismatic twist, (30) reduces to
which is the case for the last two joints of a SCARA robot.
B. Two Consecutive Joint Axes Being Perpendicular
Besides the same rotational basis, ξ n i+1 can rotate about the revolute joint ξ n i while remaining perpendicular to it as
This additional degree of freedom can also be viewed as a joint encoder offset δθ i . The error update of ξ i+1 becomes
where k j is the jth component of error vector k i,i+1 , and b j is the corresponding basis vector at the jth column of B i,i+1 . When joint i is a prismatic one, the basis matrix becomes
.
C. Two Consecutive Joint Axes Being Concurrent
When the axes of ξ n i , ξ n i+1 are assumed to be concurrent, they can rotate about the intersection point and translate together as 
If we assign one of b i+1,r 1 , b i+1,r 2 to be ξ n i , the amount of change can be interpreted as a joint encoder offset δθ i .
We can combine the above three basic assumptions for more complicated scenarios. Note that we take advantage of the fact that b t 1 , b t 2 and b r 1 , b r 2 are purely translational and rotational changes, respectively. In comparison, the orthonormal basis in [20] can effectively remove parameter redundancy as well, but is hard to impose additional assumptions on joint axes relations with its Gram-Schmidt procedure.
V. COMPARATIVE STUDY OF ERROR MODELS AND CALIBRATION ALGORITHMS
The geometric ACS model and Adjoint error framework of our algorithm can be used to reflect upon existing error models and calibration algorithms in a unified manner. 
A. Additive Error Versus Multiplicative Error
Adjoint error is a multiplicative error, which should be distinguished from an additive error model as
It can be proved (see Appendix D) that, in the case of a revolute joint for instance, when δξ ∈ c(ξ n ), the additive error update in the standard POE model [9] takes no effect after normalization. Consequently, a complementary subspace Σ 4 of c(ξ n ) in se(3) defines a parameterization of the ACS manifold T(S 2 ) after normalization as
On the other hand, an infinitesimal Adjoint error is equivalent to a particular additive error using the adjoint map 3 ad η as
In reference to (31) and the fact that ker(ad ξ n ) = c(ξ n ),
, we may have the following parameterization for T(S 2 ) as
which is a linearization of (16) . δξ takes value in Im(ad ξ n ), the tangent space T ξ n [T(S 2 )] of T(S 2 ) at ξ n . It should be pointed out that neither (31) nor (33) respect the nonlinear geometry of T(S 2 ) and must work with a normalization process (see Fig. 11 ). Besides, the additive error update introduces the costly differentiation operation of parametervarying matrix exponentials, which is presented in the standard 3 The adjoint map ad ξ : se(3) → se(3) with ξ ∈ se(3) is defined by (ad ξ ζ) ∧ ξ ζ − ζ ξ, ∀ζ ∈ se(3) and is equal to the Lie bracket [ ξ, ζ] [8] . ad ξ is a linear map with matrix representation as
See, for example, [22, Proposition 2.25] for the relation Ad e η = e ad η .
POE model [9] , the minimal POE model [13] , and the RLPOE model [20] (see Table I ).
B. Kinematic and Error Models
In our calibration algorithm, we distinguish the space of twist coordinates ξ from that of their errors η so that the geometry of the ACS manifolds are not violated during error update (see Fig. 11 ). This is not the case with the DH or standard POE approaches, where the DH parameters or the joint twists are used as both kinematic and error parameters. The minimal POE algorithm implements a refined additive error update, and the local POE and RLPOE adopt the dyad kinematics model. Their kinematic models and error update schemes are summarized in Table I .
1) DH Approach:
Transformation between local frames in the DH approach can be essentially represented by the product of four exponentials [10] as The relative location of ξ n i+1 (assuming, without loss of generality, a revolute joint) with respect to the local frame i is given by with e 4 = Ad e e 6 θ i + e 3 d i e 4 and e 1 = Ad e e 6 θ i + e 3 d i e 1 , as in Fig. 12(a) . In other words, the DH parameter space is the 4-D product manifold C(e 6 ) × C(e 4 ), which is topologically distinct from the ACS manifold T(S 2 ). Therefore, the model discontinuity is inevitable: in reference to the direct sum condition (17) , e 6 , e 3 , e 4 , e 1 fail to span a complementary subspace of c(ξ n i,i+1 ) in se(3) when α i = 0, as in Fig. 12(b) .
2) Standard POE Model:
The standard POE approach implements an arbitrary additive error δξ ∈ se(3) on the joint twist coordinates as in Fig. 12(c) . By the linearized Adjoint error δξ ≈ −ad ξ δη illustrated in (32) and the chain rule [11] as
Ad e ξθs ds ad ξ δη + ξδθ which leads to the Adjoint error model (22) after full simplification [10] (the full simplification was not carried out in our earlier work [11] ).
3) Minimal POE Model:
The minimal POE model [13] localizes the nominal twist to always coincide with the local z-axis, and parameterizes the actual axis with a point p
T and a direction deviation in the xy-components w x and w y , as in Fig. 12(d) . Its error update is equivalent to the n + 1 
following additive error update after normalization:
The minimal POE approach avoids normalization by a refined error update. In comparison to the Adjoint error model, it parameterizes the ACS manifold only around e 6 (or e 3 ), and introduces extra local frames during reference frame setup.
4) Local POE Model:
Both the local POE approach [see Fig. 12(e) ] and the Adjoint error approach adopt the multiplicative error update. In fact, their kinematic and error model can be shown to be equivalent to ours by the following equations (i = 1, . . . , n):
The differentiation of (34) leads to the following equivalence of their calibration Jacobians:
Ad h j δp j .
Although being essentially equivalent, the Adjoint error approach stands out with a more geometric formulation, a simpler reference frame setup and the capability to systematically handle both parameter redundancy and additional geometry assumptions on joint axes relations.
5) RLPOE Model:
The RLPOE approach shares the same dyad kinematic model with the local POE approach, but implements an additive error model, as in Table I and Fig. 12(f) . This explains the difference in their linearization formulas and illustrates the importance of having a suitable error model. In the RLPOE model, Chen et al. [20] identified the redundancy of the standard POE model as the projection of elementary errors to the joint twists' column spaces, which is equivalent to (32) , the linearization of the Adjoint error model.
VI. SIMULATIONS AND EXPERIMENT
A. Simulation I: 6-DoF Robot Without Noise
In this simulation, we calibrate a Motoman HP20D robot [as in Fig. 13(a) ] using the proposed algorithm with pose and point measurements. Parameters of the robot are perturbed from their nominal values to create the actual model, as in Table II . We randomly generate 20 robot configurations and measure the tool frame poses/positions without noise for identification. Another 500 configurations are randomly picked for verification. We plot the mean and maximal error at the verification samples after every iteration in Fig. 14 . Our algorithm quickly converges within 3 iterations with very small residuals for both pose and point measurements.
B. Simulation II: 6-DoF Robot With Noises
To validate robustness of our algorithm, we inject Gaussian noise into each calibration measurement with a standard variance of 0.1 mm for the position component and 0.0005 rad for the orientation component. Verification samples are still noisefree. The robot model and sample strategy are the same as in simulation I. Apart from the Adjoint error model, we conduct simulations using the standard POE, minimal POE, local POE, and RLPOE algorithms on the same dataset for comparison, and results are shown in Fig. 15 . All algorithms improve the robot's accuracy. The standard POE algorithm produces the largest final mean and maximal errors, and all the other algorithms have similar accuracy performances. The time elapse for one iteration by each calibration algorithm is shown in Fig. 16 . The elapse grows linearly with the number of samples. The Adjoint error and the local POE approach run much faster (with the same precision level) due to elimination of the parameter-varying differentiation. The local POE method runs even a little faster than the Adjoint error approach because no basis matrix needs to be constructed, but at the cost of introducing parameter redundancy. 
C. Experiment I: SCARA Robot
In this experiment, a Hirata AR-F650H SCARA robot is calibrated with point measurements (as in Fig. 17 , with nominal parameters listed in Table III) . We use a FARO Laser Tracker ION to acquire the three-dimensional position measurements of an SMR target mounted on the robot end-effector. The resolution and distance measurement accuracy of the laser tracker are 0.5 μm and 16 μm + 0.8 μm/m, respectively. The pitch of the robot's last helical joint is assumed to be accurate. Moreover, we assume the last two joints to be parallel, which is implemented in the Adjoint error approach and ignored in other algorithms. 100 samples are taken within the robot workspace, of which 50 samples are used to identify the robot parameters and the rest for verification. As shown in Fig. 18 , all calibration algorithms converge successfully; the Adjoint error approach results in better accuracy restoration than the others since it takes advantage of the geometric relation between joints. This illustrates the benefit of having reliable prior information. The final accuracy with a mean value 0.07 mm is adequate for 3C manufacturing tasks such as labeling and snap-fitting.
D. Experiment II: 6-DoF Robot
We calibrate a Kawasaki RA10N robot with 100 point measurements as in Fig. 19 . A Googol GUC controller with a built-in 6-DoF robot model [see Fig. 13(b) ] is used to control the robot. From the parameter definition, the following prior information is assumed implicitly at initial configuration.
1) The axes of joint 1 and 2 are perpendicular.
2) The axes of joint 2 and 3 are parallel.
3) The axes of joint 3 and 4 are perpendicular. 4) The axes of joint 4 and 5 are perpendicular.
5) The axes of joint 5 and 6 are perpendicular.
6) The axes of joint 4, 5, and 6 intersect at one point. The nominal parameters and the initial position of the measurement point in the base frame are listed in Table IV .
Of all the 100 samples, 50 are used for calibration and the rest for verification. We run the Adjoint error calibration algorithm both with and without the joint relation assumptions, which we refer to as Adjoint free and Adjoint constrained, respectively. Since all the joints are under parallel or perpendicular restrictions, a rotational basis B r = (e 4 , e 5 , e 6 ) is assigned to the whole robot. Bases ξ 
The verification errors after each iteration are shown in Fig. 20 . The initial error is quite large since it includes not only the robot accuracy error but also the estimation error of the transformation between the robot base frame and laser tracker frame. After calibration, the mean of the total positioning error is about 0.63 mm by the minimal POE, local POE, and 
VII. CONCLUSION
In this paper, we propose a novel POE-based robot kinematic calibration algorithm based on the ACS model and Adjoint error update. We give an explicit characterization of the ACS manifolds, and introduce the multiplicative Adjoint error for joint twists. The Adjoint error model automatically eliminates parameter redundancy of joint twist coordinates and the computationally intensive parameter-varying differentiation operations. We give a rigorous proof of the parameter identifiability of the proposed algorithm with both pose and point measurements. Additional geometric assumptions on joint axes relations can also be easily handled by modifying the basis matrix promptly.
We also use the same geometric framework for a comparative study of existing kinematic calibration algorithms. As in Table V, the proposed algorithm stands out in terms of efficiency by avoiding parameter-varying differentiations; ease of implementation with only one reference frame and one tool frame in comparison to multiple local link frames in the other methods; capability to handle geometric constraints on joint axes relations; conformation to the nonlinear geometry of the ACS manifold, based on which our algorithm is developed. Simulations and experiments are presented to support our claims.
APPENDIX A LIE GROUP STRUCTURE OF T(SO(3)) AND THE TRANSITIVE ACTION Ψ R
A. T(SO(3)) is a Lie Group
The group operation of T(SO(3)) is given by
: T(SO(3))×T(SO(3)) → T(SO(3))
((R 1 ,V R 1 ), (R 2 ,V R 2 )) → (R 1 R 2 ,V R 1 R 2 + R 1 V R 2
Leibniz s product rule
).
For any two elements
indeed defines another element in T(SO(3)), since
It is easy to verify that the identity element and inverse of (R, V R ) are given by (I 3×3 , 0 3×3 ) and (R T , −R T V R R T ), respectively. The Lie group structure is exactly the same as that of the semi-direct product SO(3) so ( 
B. Ψ R as in (5) is a Transitive Action
It is easy to verify that Ψ R defines a Lie group action by Leibnitz's product rule. To see it is transitive we only need to verify that ∀(w 1 , v w 1 ), (w 2 , v w 2 ) ∈ T(S 2 ), ∃(R, V R ), such that w 2 = Rw 1 (by transitivity of Ψ P ) and v w 2 = V R w 1 + Rv w 1 .
Since V R = pR for some p ∈ IR 3 as in (6) 
APPENDIX B IDENTIFIABILITY WITH POSE MEASUREMENTS
We first prove the following lemma. Proof: When θ = 2πZ, Ad e ξθ = I which avoids the trivial case. For a prismatic joint ξ, it is by straightforward computation to see that ker(I − Ad e ξθ ) = x(ξ). Similarly, ker(I − Ad e ξθ ) = c(ξ) for a revolute or helical joint ξ. The lemma is then proved since the span of columns of our basis matrix B is complementary to c(ξ) (or x(ξ)).
Let us take r + t + 1 = n + 1 samples as
where the superscript 1, . . . , n + 1 indicates sample numbering. We will prove that the calibration Jacobian matrix A is of full column rank by contradiction. If A is not of full column rank, we can find a nonzero vector
T , such that Ak = 0. In each sample
By Lemma 1, k i = 0, i = 1, . . . , n and therefore k = 0, which is a contradiction. Therefore, all the 4r + 2t + 6 parameters in k are identifiable with these r + t + 1 samples.
APPENDIX C IDENTIFIABILITY WITH POINT MEASUREMENTS
A. Initial Tool Frame Orientation Cannot be Recovered
Define Q st by
Since q n e = R n q n e 0 + p n , we have
where the constant q n e 0 is the initial tool frame position as in (27) . Since the last three columns always depend linearly on the first three, the initial tool frame orientation cannot be recovered.
B. Identifiability of k in (26)
We first prove the following lemma. Then we have u 2 ∈ {w 1 , w 2 } sp and u 1 = κ i . Now we proceed with the proof of Theorem 2 by contradiction using the induction method (with 2r + t + 1 samples). If A is not full column rank, we can find a nonzero vector k = (k
T such that Ak = 0.
1)
We take Θ 2r +t+1 = (0, · · · , 0) T , then k st = 0. 2) For k n , we may have the following cases: a) ξ n is a prismatic joint. Take Θ t = (0, · · · , 0, θ n ) T , θ n = 0 and we have k n = 0 following Appendix B. b) ξ n is a revolute or helical joint, and the measurement point does not lie on its axis. We take With the basis matrix B n , k n = 0. c) ξ n is a helical joint with nonzero pitch, and the measurement point lies on its axis. We take two samples as in (36), and we can always find θ Therefore, the common null space of these two samples is c(ξ), and k n = 0 due to the basis matrix B n . As a corollary, if q e 0 lies on the axis of the last revolute joint, there would be an extra 2-D subspace in the null space. That is because κ i does not vary with joint angle θ n when the pitch is zero.
3) Assume that k j = 0, j = i + 1, . . . , n, then for k i , we may have the following cases: a) ξ i is the P i th prismatic joint. We can take Θ P i = (0, · · · , 0, θ i , 0, · · · , 0)
T and then k i = 0 by Appendix B. b) ξ i is the R i th revolute or helical joint, and the measurement point can be moved away from its axis by some later joints ξ j , j > i. We take two samples: 
We use the joint angles in * to move the measurement point away from the axis of joint ξ i . Because k j = 0, j > i, we can prove k i = 0 by following (2.2). c) ξ i is the R i th revolute or helical joint, and the measurement point cannot be moved away from its axis. In this case, we can only move the measurement point along the axis by ξ j , j > i. We take samples as in (37), and use ξ j to behave as the "joint pitch." As k j = 0, j > i, we can get k i = 0 by following (2.c). By mathematical induction, k i = 0, i = 1, . . . , n and therefore k = 0, which contradicts our assumption. As a result, all the 4r + 2t + 3 parameters in k are identifiable under the condition of Theorem 2 with these 2r + t + 1 samples. Impose constraint (2) and we have w a = w n . Impose constraint (3) and we obtain v a = I − w n (w n )
APPENDIX D
T v n + a 2 1 + a 1 w n .
Since v n ⊥ w n , v a = v n . Therefore, ξ a = ξ n after the normalization process.
