Abstract. The aim of this article is twofold. First we establish sharper lower bounds for the sums of eigenvalues of (−Δ) 
Introduction
This article focuses on the estimates pertaining to the eigenvalues {β j } ∞ j=1 of the Klein-Gordon operator restricted to D defined by (−Δ) For more details see [7, 10] and the references therein. Let us first recall the analogue of Weyl's asymptotic formula for (−Δ) 
In [3] , the following Berezin-Li-Yau type bound inspired from [1, 4] was obtained:
Later, this result was improved in [7] by adding an additional term with k
Recently, adding another term with k 1− 3 d by using a different technique, it has been shown in [12] that the eigenvalues of Klein-Gordon operator satisfy
One of our main objectives in this paper is to demonstrate a finer estimate than the estimate in (1.5) by exploiting the idea previously employed in [6, 7, [9] [10] [11] . More precisely, we shall prove the following result:
While it must be conceded that the estimate in (1.6) is arguably not the sharpest in theory, one can make it sharper presumably for higher dimensions by invoking the same technique employed here. For example, see Remark 4.1.
Let N K (z) denote the counting function which gives the number of eigenvalues β j less than or equal to z, namely,
Our second goal is to establish upper bounds for the sums of negative powers of eigenvalues and the counting function. Specifically, we shall prove the following estimates: 
See [9] for further results on tiling domains D in R d .
Review of well-known facts
This section contains essential definitions and tools previously developed in [7] , and so it actually provides a springboard for us to establish the estimates in (1.6) and (1.7). Throughout this article,
In this setting, the surface area of the unit ball
Let us now review some well-known properties of the eigenfunctions of the KleinGordon operator. That the set of eigenfunctions
also forms an orthonormal set in L 2 (R d ) by using Plancherel's theorem. To ease the notation in what follows we set
Notice that the integral is taken over
The following crucial properties of W k are extracted from Section 2 of [7] .
Let r be the number such that |D| = w d r d . Since
Also, we define the distribution function ν k by
Invoking the coarea formula in view of (2.5), we have
where σ is the (d − 1) dimensional Hausdorff measure. Let us consider t ≥ 0 such that k (t) < 0. Then the isoperimetric inequality,
This inequality combined with k ≤ 0 simply means
3. Proof of Theorem 1.1
Our method of proof has been previously explored in several articles [6] [7] [8] 10 , 11] with crucial differences. As we shall see later, the main ingredient in the proof of the refined lower bound in (1.6) that we want to prove is the following elementary inequality: Lemma 3.1. For an integer d ≥ 2 and positive real numbers s, t we have the following inequality:
Proof. Using induction on d ≥ 2, we first observe that
Note that when d = 2, the right-hand side of (3.2) is 0. Therefore, noticing that the right-hand side of (3.2) is nonnegative, setting x = t/s, and rewriting (3.2), we conclude (3.1).
The following key result, inspired from the observation in [6] , is very substantial because it helps us make a connection between two integrals to be considered in (3.10) . A short proof is given so that the exposition will be self-contained.
Lemma 3.2. Suppose that
Then, there exists δ ≥ 0 so that
Also, we infer that τ satisfies
Proof. Let us consider ψ
First notice that
Integrating (3.6) from 0 to ∞ gives
Since ψ d is continuous and non-decreasing and ψ d (z) → ∞ as z → ∞, the Intermediate Value Theorem provides us with the existence of δ ≥ 0 such that
which gives (3.4). To see (3.5), we now consider the polynomial 
Integration of (3.7) on [0, ∞) together with (3.3) gives
which together with (3.4) yields the inequality in (3.5). This finishes the proof.
Armed with Lemma 3.1 and Lemma 3.2, we are ready to obtain the following core estimate, which can be viewed as a precursor to the proof of Theorem 1.1. T k (t) := 1
Note that T k is positive, T k (0) = 1 and 0 ≤ −T k (t) ≤ 1. To simplify the notation, we also set τ k (t) := −T k (t) for t ≥ 0. Hence, 0 ≤ τ k (t) ≤ 1 for t ≥ 0 and
Then for any 0 < a < L we can find a finite number N > 0 such that
Therefore, using (3.11) we arrive at
which is a contradiction, as 0 ≤ γ k < ∞. Thus, t d+1 T k (t) → 0 as t → ∞. Moreover, it is not difficult to observe that t d T k (t) → 0 as t → ∞ as well. Thus, using integration by parts, we obtain 
Using Jensen's inequality we see that (3.14)
Notice that (3.1) gives the key inequality in the proof of this lemma. Indeed, integrating (3.1) in t from δ to δ + 1 we obtain 
Therefore, simplifying the terms we end up with (3.19)
which holds true for any 0 < ε ≤ 1. Using (2.4) we get
Moreover, since the map ξ → |ξ| is radial and increasing, by (2.6), we obtain that (3.21)
