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a b s t r a c t
We study S-asymptotically ω-periodic solutions of the semilinear fractional equation u′ =
∂−α+1Au+ f (t, u), 1 < α < 2, considered in a Banach space X , where A is a linear operator
of sectorial type µ < 0.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
We study in this work the S-asymptotic ω-periodicity of the semilinear integro-differential equation of fractional order
v′(t) =
∫ t
0
(t − s)α−2
Γ (α − 1) Av(s)ds+ f (t, v(t)), t ≥ 0, (1.1)
v(0) = u0 ∈ X, (1.2)
where 1 < α < 2, A : D(A) ⊂ X → X is a linear densely defined operator of sectorial type on a complex Banach space X
and f : [0,∞)× X → X is a continuous function satisfying a suitable Lipschitz type condition. Notice that the convolution
integral in (1.1) is known as the Riemann–Liouville fractional integral (see [4,6]).
The existence of almost periodic, asymptotically almost periodic, almost automorphic, asymptotically almost
automorphic, and pseudo-almost periodic solutions is one of the most attracting topics in the qualitative theory of
differential equations, due both to its mathematical interest and to the applications. Some recent contributions on the
existence of such solutions for abstract differential equations and fractional differential equations have been made. On this
subject, we refer the reader to the extensive bibliography in [2,9,10,12,13,16,20,25].
The literature concerning S-asymptotically ω-periodic functions is very new, and limited essentially to the study of the
existence of S-asymptoticallyω-periodic solutions of ordinary differential equations described on finite dimensional spaces
(see [18,21,26,29,30]). Recently an interesting article has appeared, by Henríquez et al. [22], concerning the developing of a
theory of S-asymptotically ω-periodic functions with values in Banach spaces. In particular, the authors have established a
relationship between such functions and the class of asymptotically ω-periodic functions.
Due to their applications in several fields of science (see [1,14,17]), type (1.1) equations are attracting increasing
interest, as is their numerical treatment. Properties of the solutions of (1.1) have been studied in several contexts,
e.g. maximal regularity [24], regularity in the framework of numerical methods [7], positivity and contractivity [8],
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asymptotic equivalence, nonresonant problems and almost periodic solutions (see [5,6], [28, Section 11 and 12] and
references therein).
Our contribution in this work is to obtain the existence and uniqueness of S-asymptotically ω-periodic mild solution of
(1.1); to the knowledge of the authors no results exist yet for the class of fractional integro-differential equations considered
in this work. In particular, to illustrate our main results, we will examine sufficient conditions for the existence and
uniqueness of an S-asymptoticallyω-periodic mild solution to a fractional relaxation–oscillation equation (see Section 4). A
motivation for this studies stems from the recent articles by Henríquez et al. [22] and Cuevas and Lizama [11]. In the former
the authors have studied the existence of S-asymptoticallyω-periodicmild solutions for a class of first-order abstract Cauchy
problems and in the latter the authors have studied the existence of almost automorphic mild solutions for the limiting
equation of (1.1).
2. Preliminaries
A closed and linear operator A is said to be sectorial of type µ if there exist 0 < θ < pi/2,M > 0 and µ ∈ R such that its
resolvent exists outside the sector
µ+ Sθ := {µ+ λ : λ ∈ C, | arg(−λ)| < θ},
and ‖(λ− A)−1‖ ≤ M|λ−µ| , λ 6∈ µ+ Sθ .
In order to give an operator theoretical approach to Eq. (1.1) we recall the following definition (cf. [4, Definition 2.3 and
Theorem 2.9]).
Definition 2.1. Let A be a closed and linear operator with domain D(A) defined on a Banach space X . We call A the
generator of a solution operator if there exist µ ∈ R and a strongly continuous function Sα : R+ → B(X) such that
{λα : Re λ > µ} ⊂ ρ(A) and
λα−1(λα − A)−1x =
∫ ∞
0
e−λtSα(t)xdt, Re λ > µ, x ∈ X .
In this case, Sα(t) is called the solution operator generated by A.
We note that if A is sectorial of type µ with 0 ≤ θ < pi(1 − α/2), then A is the generator of a solution operator given by
Sα(t) := 12pi i
∫
γ
eλtλα−1(λα − A)−1dλ, where γ is a suitable path lying outside the sector µ + Sθ (cf. [4,6]). Very recently,
Cuesta [6, Theorem 1] has proved that if A is a sectorial operator of type µ < 0 for someM > 0 and 0 ≤ θ < pi(1− α/2),
then there exists C > 0 such that
‖Sα(t)‖ ≤ CM1+ |µ|tα , (2.1)
for t ≥ 0. Note that ∫∞0 11+|µ|tα dt = |µ|−1/αpiα sin(pi/α) for 1 < α < 2 and therefore Sα(t) is, in fact, integrable. The concept of a
solution operator, as defined above, is closely related to the concept of a resolvent family (see Prüss [28, Chapter I]). For the
scalar case,where there is a large bibliography,we refer the reader to themonographbyGripenberg et al. [19], and references
therein. Because of the uniqueness of the Laplace transform, in the border case α = 1 the family Sα(t) corresponds to a C0-
semigroup, whereas in the case α = 2 a solution operator corresponds to the concept of a cosine family; see e.g. [3] or [15].
We note that solution operators, as well as resolvent families, are a particular case of (a, k)-regularized families introduced
in [27]. According to [27] a solution operator Sα(t) corresponds to a (1, t
α−1
Γ (α)
)-regularized family.
In this work Cb([0,∞), X) denotes the space consisting of the continuous and bounded functions from [0,∞) into X ,
endowed with the norm of the uniform convergence which is denoted by ‖ • ‖∞. Let us recall the notion of S-asymptotic
ω-periodicity which will come into play later on.
Definition 2.2 ([22]). A function f ∈ Cb([0,∞), X) is called S-asymptotically periodic if there exists ω > 0 such that
limt→∞(f (t + ω) − f (t)) = 0. In this case, we say that ω is an asymptotic period of f and that f is S-asymptotically ω-
periodic.
In this work the notation SAPω(X) stands for the subspace of Cb([0,∞), X) consisting of the S-asymptotically ω-periodic
functions. We note that SAPω(X) is a Banach space (see [22], Proposition 3.5)
Definition 2.3 ([22]). A continuous function f : [0,∞) × X → X is said to be uniformly S-asymptotically ω-periodic on
bounded sets if for every bounded subset K of X , the set {f (t, x) : t ≥ 0, x ∈ K} is bounded and limt→∞(f (t, x) − f (t +
ω, x)) = 0 uniformly in x ∈ K .
Definition 2.4 ([22]). A continuous function f : [0,∞) × X → X is said to be asymptotically uniformly continuous
on bounded sets if for every  > 0 and every bounded subset K of X , there exist L,K ≥ 0 and δ,K > 0 such that
‖f (t, x)− f (t, y)‖ ≤ , for all t ≥ L,K and all x, y ∈ K with ‖x− y‖ ≤ δ,K .
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Lemma 2.5 ([22]). Let f : [0,∞) × X → X be uniformly S-asymptotically ω-periodic on bounded sets and asymptotically
uniformly continuous on bounded sets and let u : [0,∞) → X be an S-asymptotically ω-periodic function. Then the function
v(t) = f (t, u(t)) is S-asymptotically ω-periodic.
Definition 2.6 ([22]). A function f ∈ Cb([0,∞), X) is called asymptoticallyω-periodic if there exists anω-periodic function
g and ϕ ∈ C0([0,∞), X) such that f = g + ϕ (here C0([0,∞), X) denotes the subspace of Cb([0,∞), X) such that
limt→∞ ‖x(t)‖ = 0).
Remark 2.7. Note that is possible to exhibit a function that is S-asymptotically τ -periodic for every τ > 0 and is not
asymptotically periodic (see [22]).
3. S-asymptotically ω-periodic mild solutions
In this section we consider the existence and uniqueness of S-asymptotically ω-periodic mild solutions of the problem
(1.1) and (1.2). Now, we consider the linear version for Eq. (1.1), that is
v′(t) =
∫ t
0
(t − s)α−2
Γ (α − 1) Av(s)ds+ f (t), t ≥ 0, (3.1)
v(0) = u0 ∈ X . (3.2)
If A generates a solution operator, the variation of parameters formula allows us to write the solution of problem (3.1) and
(3.2) as v(t) = Sα(t)u0 +
∫ t
0 Sα(t − s)f (s)ds, t ≥ 0. The above consideration motivates the following definition.
Definition 3.1. Suppose A generates an integrable solution operator Sα(t). A function u ∈ Cb([0,∞), X) is said to be an
S-asymptotically ω-periodic mild solution of problem (1.1) and (1.2) if u(·) is S-asymptotically ω-periodic:
u(t) = Sα(t)u0 +
∫ t
0
Sα(t − s)f (s, u(s))ds, for all t ≥ 0. (3.3)
The following are the main results of this work.
Theorem 3.2. Assume that A is sectorial of type µ < 0. Let f : [0,∞) × X → X be a continuous function such that f (·, 0) is
integrable in [0,∞) and there exists a continuous integrable function L : [0,∞)→ R such that
‖f (t, x)− f (t, y)‖ ≤ L(t)‖x− y‖, for all x, y ∈ X, t ≥ 0. (3.4)
Then the problem (1.1) and (1.2) has a unique S-asymptoticallyω-periodic mild solution. Moreover, one has the following a priori
estimate for the solution:
‖u‖∞ ≤ C˜(‖u0‖ + ‖f (·, 0)‖1) exp(C˜‖L‖1), (3.5)
where C˜ is a suitable positive constant.
Proof. We define the operator Γα on the space SAPω(X) by
(Γαu)(t) := Sα(t)u0 +
∫ t
0
Sα(t − s)f (s, u(s))ds = Sα(t)u0 + vα(t). (3.6)
We will show initially that Γαu ∈ SAPω(X). In fact, we observe that as Cα := supt≥0 ‖Sα(t)‖ < +∞, we have that
Sα(·)u0 ∈ Cb([0,∞), X). On the other hand, the estimate (2.1) implies that Sα(·)u0 ∈ SAPω(X). It follows from the inequality
‖f (s, u(s))‖ ≤ L(s)‖u(s)‖ + ‖f (s, 0)‖ that the function s → f (s, u(s)) is integrable in [0,∞). Hence, we obtain that
vα(t) ∈ Cb([0,∞), X) and
∫ t
a Sα(t − s)f (s, u(s))ds → 0, as a → ∞, uniformly for t ≥ a. In addition, for fixed a, the
set {f (s, u(s)) : 0 ≤ s ≤ a} is compact, which implies that Sα(t + ω)f (s, u(s))− Sα(t)f (s, u(s))→ 0, t →∞, uniformly in
s ∈ [0, a]. We combine these properties with the decomposition
vα(t + ω)− vα(t) =
∫ a
0
[Sα(t + ω − s)− Sα(t − s)] f (s, u(s))ds
+
∫ t+ω
a
Sα(t + ω − s)f (s, u(s))ds−
∫ t
a
Sα(t − s)f (s, u(s))ds.
Hence vα(t + ω) − vα(t) → 0 as t → ∞. Furthermore, for u1, u2 ∈ SAPω(X) the inequality ‖(Γαu1)(t) − (Γαu2)(t)‖ ≤
Cα
∫ t
0 L(s)‖u1(s)−u2(s)‖ds shows thatΓα : SAPω(X)→ SAPω(X) is a continuousmap. On the other hand,wedefine the linear
map Bα : Cb([0,∞))→ Cb([0,∞)) by (Bαg)(t) = Cα
∫ t
0 L(s)g(s)ds, for t ≥ 0. It is clear that Bα is continuous. Moreover, Bα
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is completely continuous. To establish this assertion, for each  > 0, we take a ≥ 0 such that Cα
∫∞
a L(s)ds ≤  and for each
g ∈ Cb([0,∞))with ‖g‖∞ ≤ 1, we define the functions
Γ1(g)(t) :=

Cα
∫ t
0
L(s)g(s)ds, 0 ≤ t ≤ a,
Cα
∫ a
0
L(s)g(s)ds, t ≥ a,
Γ2(g)(t) :=

0, 0 ≤ t ≤ a,
Cα
∫ t
0
L(s)g(s)ds, t ≥ a.
It follows from the Ascoli–Arzela theorem that the set R := {Γ1(g) : ‖g‖∞ ≤ 1} is relatively compact. Since Bαg(t) =
Γ1(g)(t) + Γ2(g)(t) for all t ≥ 0, we can infer that {Bαg : ‖g‖∞ ≤ 1} ⊂ R + {β : β ∈ Cb([0,∞)), ‖β‖∞ ≤ }, which
shows that the set {Bαg : ‖g‖∞ ≤ 1} is relatively compact and, in turn, that Bα is completely continuous. Moreover, since
the point spectrum σp(Bα) = {0}, the spectral radius of Bα is equal to zero. Letm : Cb([0,∞), X)→ Cb([0,∞)) be the map
defined by m(u)(t) = sup0≤s≤t ‖u(s)‖. It is not difficult to verify that the maps Γα, Bα and m satisfy all the conditions of
Theorem 1 in [23], which implies that Γα has a unique fixed point u. Then, we have the estimate
(1+ |µ|tα)‖u(t)‖ ≤ CM‖u0‖ + CM
∫ t
0
(1+ |µ|tα)
1+ |µ|(t − s)α ‖f (s, 0)‖ds+ CM
∫ t
0
(1+ |µ|tα)
1+ |µ|(t − s)α L(s)‖u(s)‖ds.
Since 1+|µ|t
α
1+|µ|(t−s)α ≤ 2α(1+ |µ|sα), t ≥ s,we can infer that
(1+ |µ|tα)‖u(t)‖ ≤ CM‖u0‖ + 2αCM(1+ |µ|tα)‖f (·, 0)‖1 + 2αCM
∫ t
0
L(s)(1+ |µ|sα)‖u(s)‖ds.
Next, using the Gronwall–Bellman inequality in the above estimate, we obtain the completed proof. 
Remark 3.3. Of course, Theorem 3.2 holds true under the more general assumption that A is the generator of an integrable
solution operator Sα(t). However, the existence of such solution operators was made clear only after the paper [6].
Concerning the Lipschitz condition of the theorem, for example we can consider f (t, x) = P(t)Q (x) where P : [0,∞) →
C (orB(X)) is a continuous integrable function and Q satisfies ‖Q (x) − Q (y)‖ ≤ C‖x − y‖, for all x, y ∈ X . We note
that conditions of type (3.4) have been previously considered in the literature; see [10,11]. Note that Theorem 3.2 does not
include the case where L in (3.4) is a constant. In this case, we have the following result.
Theorem 3.4. Assume that A is sectorial of type µ < 0. Let f : [0,∞) × X → X be a function uniformly S-asymptotically
ω-periodic on bounded sets and that satisfies the Lipschitz condition
‖f (t, x)− f (t, y)‖ ≤ L‖x− y‖, for all x, y ∈ X, t ≥ 0. (3.7)
If CM|µ|−1/αpiL < α sin(pi/α), where C and M are the constants given by (2.1), then the problem (1.1) and (1.2) has a unique
S-asymptotically ω-periodic mild solution.
Proof. Proceeding as in the proof of Theorem 3.2, we define the map Γα on the space SAPω(X) by the expression (3.6). We
next prove that Γα is a contraction from SAPω(X) into SAPω(X). We will show initially that Γα is SAPω(X)−valued. Let u be
in SAPω(X). Since Sα(t)u0 → 0, as t → ∞, then the function Sα(·)u0 ∈ SAPω(X) and the problem is reduced to showing
that the function vα given by (3.6) belongs to SAPω(X). Using the fact that f (·, u(·)) is a bounded function, it follows that
vα ∈ Cb([0,∞), X). In fact, we get ‖vα(t)‖∞ ≤ CM‖f (·, u(·))‖∞
∫ t
0
1
1+|µ|sα ds, whence ‖vα‖∞ ≤ CM|µ|
−1/αpi‖f (·,u(·))‖∞
α sin(pi/α) . On
the other hand, in view of f being asymptotically uniformly continuous on bounded sets and applying Lemma 2.5, for each
 > 0, there is a positive constant L such that ‖f (t+ω, u(t+ω))−f (t, u(t))‖ ≤ , for every t ≥ L . Under these conditions,
for t ≥ L , we can estimate as follows:
‖vα(t + ω)− vα(t)‖ ≤
∫ ω
0
‖Sα(t + ω − s)f (s, u(s))‖ds+
∫ L
0
‖Sα(t − s)[f (s+ ω, u(s+ ω))− f (s, u(s))]‖ds
+
∫ t
L
‖Sα(t − s)[f (s+ ω, u(s+ ω))− f (s, u(s))]‖ds
≤ CM‖f (·, u(·))‖∞
(∫ ∞
t
1
1+ |µ|sα ds+ 2
∫ ∞
t−L
1
1+ |µ|sα ds
)
+ CM|µ|
−1/αpi
α sin(pi/α)
,
which permits us to infer that vα(t + ω) − vα(t) → 0 as t → ∞. This completes the proof that Γαu ∈ SAPω(X). On the
other hand, for u1, u2 ∈ SAPω(X), we have the inequality
‖(Γαu1)(t)− (Γαu2)(t)‖ ≤ CM|µ|
−1/αpiL
α sin(pi/α)
‖u1 − u2‖∞,
which proves that Γα is a contraction. Now, the assertion is a consequence of the contraction mapping principle. The proof
is complete. 
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Taking A = −ρα I with ρ > 0 and X = C in Eq. (1.1), the above theorem produces the following corollary.
Corollary 3.5. Let f : [0,∞)× C→ C be a function uniformly S-asymptotically ω-periodic on bounded sets and that satisfies
the Lipschitz condition (3.7). Then the problem (1.1) and (1.2) has a unique S-asymptotically ω-periodic mild solution whenever
L < α sin(pi/α)
ρpi
.
Remark 3.6. A similar condition on L has been previously considered in [11] for obtaining almost automorphic solutions
for the limiting equation of (1.1). On the other hand, it is interesting to note that the function α → α sin(pi/α)
ρpi
is increasing
from 0 to 2/ρpi in the interval 1 < α < 2. Therefore, with respect to the Lipschitz condition (3.7), the class of admissible
semilinear terms f (t, u(t)) is the best in the case α = 2 and the worst in the case α = 1. Note the direct relation with the
term (t−s)
α−2
Γ (α−1) in Eq. (1.1), where the singularity becomes better (smooth) when α goes from 1 to 2.
Theorem 3.7. Let condition (3.7) hold. Assume that f (·, 0) is a bounded function and limt→∞(f (t, x) − f (t + nω, x)) = 0
uniformly in x ∈ K and n ∈ N, for every bounded subset K of X. If CM|µ|−1/αpiL < α sin(pi/α), where C and M are the
constants given by (2.1), then the problem (1.1) and (1.2) has a unique asymptotically ω-periodic mild solution.
Proof. Let S(X) be the space consisting of functions u ∈ Cb([0,∞), X) such that limt→∞(u(t, x) − u(t + nω, x)) = 0
uniformly in n ∈ N. It is easy to see that S(X) is a closed subspace of Cb([0,∞), X) (see [22]). Let u be in S(X). It follows
from our assumptions that limt→∞(f (t + nω, u(t + nω)) − f (t, u(t))) = 0 uniformly in n ∈ N. We keep the notation
introduced in the proof of Theorem 3.2. We consider the map Γα defined on S(X). We have the following estimates:
‖vα‖∞ ≤ CM|µ|−1/αpi [L‖u‖∞ + ‖f (·, 0)‖∞]/[α sin(pi/α)],
‖vα(t + nω)− vα(t)‖ ≤ CM[L‖u‖∞ + ‖f (·, 0)‖∞]
(∫ ∞
t
1
1+ |µ|sα ds+ 2
∫ ∞
t−L
1
1+ |µ|sα ds
)
+ CM|µ|
−1/αpi
α sin(pi/α)
.
From these,we get thatΓα isS(X)−valued. Therefore the fixedpoint ofΓα belongs toS(X) and the assertion is a consequence
of Corollary 3.1 in [22]. The proof is complete. 
4. An application to fractional differential equations
To complete this work, we examine the existence and uniqueness of an S-asymptoticallyω-periodic mild solution to the
fractional differential equation
∂αt u(t, x) = ∂2x u(t, x)− µu(t, x)+ ∂α−1t a(t)f (u(t, x)), t ≥ 0, x ∈ [0, pi], (4.1)
u(t, 0) = u(t, pi) = 0, t ≥ 0, (4.2)
u(0, x) = u0(x), x ∈ [0, pi], (4.3)
where u0 : [0, pi] → R and a, f : [0,∞)→ R are appropriate functions. To study this system in the abstract form (1.1) and
(1.2), we choose the space X = L2[0, pi] and the operator A defined on X by Au = u′′ − νu, (ν > 0)with domain
D(A) = {u ∈ L2[0, pi] : u′′ ∈ L2[0, pi], u(0) = u(pi) = 0}.
It is well known that ∆u = u′′ is the infinitesimal generator of an analytic semigroup on L2[0, pi]. Hence, A is sectorial of
type µ = −ν < 0.
Proposition 4.1. Assume that a(·) is an S-asymptotically ω-periodic function and that there exists Lf > 0 such that |f (x) −
f (y)| ≤ Lf |x − y|, for all x, y ∈ [0,∞). If ‖a‖∞ < α sin(pi/α)CM|ν|−1/αpiLf , then there exists a unique S-asymptotically ω-periodic mild
solution u(·) of (1.1) and (1.2). If, in addition, limt→∞(a(t + nω) − a(t)) = 0 uniformly in n ∈ N, then u(·) is asymptotically
ω-periodic.
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