Most machine learning approaches in radiomics studies ignore the underlying difference of radiomic features computed from heterogeneous groups of patients, and intrinsic correlations of the features are not fully exploited yet. In order to better predict clinical outcomes of cancer patients, we adopt an unsupervised machine learning method to simultaneously stratify cancer patients into distinct risk groups based on their radiomic features and learn low-dimensional representations of the radiomic features for robust prediction of their clinical outcomes. Based on nonnegative matrix tri-factorization techniques, the proposed method applies collaborative clustering to radiomic features of cancer patients to obtain clusters of both the patients and their radiomic features so that patients with distinct imaging patterns are stratified into different risk groups and highly correlated radiomic features are grouped in the same radiomic feature clusters. Experiments on a FDG-PET/CT dataset of rectal cancer patients have demonstrated that the proposed method facilitates better stratification of patients with distinct survival patterns and learning of more effective low-dimensional feature representations that ultimately leads to accurate prediction of patient survival, outperforming conventional methods under comparison.
INTRODUCTION
Rectal cancer is a major cause of tumor-related deaths in the US. One of the most widely-used treatments for rectal cancer is chemoradiation therapy (CRT). However, only about 15~20% tumors treated by CRT attain pathologic complete response (pCR), and most of the others achieve different degrees of partial response [1] . Patients with pCR expect optimistic outcomes, whereas those without pCR have a high risk of developing local recurrences and distant metastasis. For better treatment planning, it is desired to early predict treatment response of individual patients.
Recent radiomic studies on rectal cancer have shown promising results on cancer prognosis by building prediction models on imaging features computed from radiological imaging data, providing an alternative non-invasive means to conventional cancer prognosis based on clinical factors [2] [3] [4] [5] . The general radiomic framework consists of feature extraction, feature selection or dimension reduction, and prediction modeling [6, 7] . Since radiomic studies often have limited samples that are characterized by high dimensional radiomic features, feature selection and dimensionality reduction are typically adopted to build robust prediction models for improving the prediction accuracy [8, 9] .
Typical feature selection methods identify discriminative features via optimizing prediction models using validation datasets. Obviously, when the sample size is small, such supervised learning techniques may produce models that overfit the training data. Feature dimensionality reduction techniques, such as principal component analysis (PCA), learn new feature presentations in a low dimension space. However, these unsupervised learning approaches lack relevant guidance in the feature learning, hence the generated low-dimensional representations might not be sufficiently informative for building prediction models.
Furthermore, conventional feature selection and feature dimensionality reduction techniques for prediction of treatment response ignore the potentially huge gap in radiomic features of heterogeneous groups of patients. Since it is highly likely radiomic features computed from patients with distinctive clinical outcomes are different and high dimensional features contain redundant correlated information, simultaneously clustering patients and their high dimensional features may improve both the patient stratification and dimensionality reduction. In fact, joint clustering of patients and radiomic features has demonstrated promising performance in radiomic studies of lung cancer [10] .
Grounded on the discussions above and inspired by matrix factorization based clustering techniques [11] , we propose an unsupervised collaborative clustering analysis approach for predicting overall survival of rectal cancer patients based on their radiomic features computed from radiological imaging data collected before treatment. Rather than clustering all radiomic features obtained from different subjects as a whole, we consider the underlying difference between patients and their corresponding features, and simultaneously cluster the radiomic features and the patients via orthogonal nonnegative matrix tri-factorization, so as to achieve improved low-dimensional representation of radiomic features as well as patient stratification.
METHODS
The proposed collaborative clustering method is based on trifactorization of the radiomic feature matrix for patient stratification and computing meta-features that are used to build prediction models for predicting clinical outcomes of patients. Fig. 1 illustrates the overall framework of the present study.
Collaborative Clustering
In order to achieve collaborative clustering of radiomic features and patients, this study adopts a nonnegative matrix trifactorization approach [11] . The radiomic features of all the patients are contained in matrix ∈ ℝ × , where is the number of patients and denotes the number of radiomic features. The tri-factorization procedure decomposes nonnegative matrix into three matrices , , and via minimizing: min
where is an identity matrix, ∈ ℝ + × encodes the relationship of the patients and the corresponding patient groups, ∈ ℝ + × encodes the mapping between the features and the corresponding feature clusters, while ∈ ℝ + × reflects the magnitude of mappings upon different dimensions and the interactions between and . In fact, and can be seen as two sets of orthonormal basis used to decompose the feature matrix, and contains the corresponding low dimensional representation. The combination of and could serve as a low dimensional representation of , referred to as meta-features hereafter. The optimal number of feature clusters can be evaluated by gap criterion [12] , which aims to find solutions with the largest local or global gap value within a tolerance range. The present study uses the correlation between features as the distance metric to compute the gap statistic.
The objective function (1) can be optimized efficiently by an alternative optimization method as elaborated in [11] . After the matrix tri-factorization is performed, it is easy to calculate the meta-feature matrix ∈ ℝ + × as = .
Such meta features are essentially weighted combinations of the radiomic features in the same clusters. In this way, we reduce the feature dimensionality with discriminative information conveyed in the original features, and improve the robustness against feature noise. The meta features are utilized in prediction modeling to predict clinical outcomes.
In such a collaborative approach, both the patient stratification and feature dimensionality reduction are jointly improved. Particularly, the feature dimensionality reduction helps reduce redundant information of the original features to improve the patient grouping/stratification, while the patient grouping/stratification helps the feature dimensionality reduction to compute discriminative meta-features for predicting clinical outcomes.
Patient Stratification and Prediction of Clinical Outcomes
Based on the collaborative clustering results, we can stratify the patients and predict their overall based on the meta-features. The present study adopts Kaplan-Meier estimator [13] to estimate survival functions of different groups of patients in terms of survival, and employs the log-rank test [14] to compare the survival functions of different patient groups for evaluating the patient stratification performance.
To predict clinical outcomes for individual patients, we build prediction models on their meta features using three survival modeling methods, including Cox proportional hazard regression (Cox) [15] , Cox with LASSO (CoxL) [16] , and random survival forests (RSF) [17] . We train and test the prediction models using the same 5-fold cross-validation, and the concordance index (C-index) [18] is used to measure the performance of the prediction models. We repeat the crossvalidation procedure 100 times and obtain average performance scores.
Implementation of the Proposed Method
We evaluated the proposed method based on a dataset of 83 rectal cancer patients treated by CRT for locally advanced rectal cancer. All the patients had pre-treatment FDG-PET/CT scans, and 8 patients deceased within a median follow-up of 3 years. The tumors were manually contoured by experienced radiologists. Standardized uptake values (SUV) were computed for the PET scans. We computed shape and texture features of tumors from the CT scans and SUV maps respectively using a radiomic feature extraction method [19] . Different extraction parameters including wavelet band-pass filtering and quantization of gray levels were adopted. The number of CT radiomic features was 1249, and the number of PET radiomic features was 1254. All these features were pooled together for patient stratification and prediction modeling.
The number of feature clusters was set to 11 according to feature correlation based gap criterion [12] , and the number of patient groups was empirically set to 2 and 3, with the setting of 2 groups for stratifying patients into a lowrisk group and a high-risk group respectively in terms of mortality, while the setting of 3 groups for stratifying patients into low-risk, medium-risk, and high-risk groups respectively. We display the clustering result with 3 patient groups and 11 feature clusters in Fig. 2 , demonstrating that highly-correlated radiomic features were grouped into the same clusters, while patients with similar radiomic features were also grouped together. The blocks along the diagonals of the Pearson correlation matrices shows relatively higher correlation coefficients within the same groups/clusters than those between groups/clusters.
The R packages survival, glmnet and randomForestSRC were employed to build the prediction models. The sparsity parameter in CoxL was tuned by a nested 3-fold cross validation, and 500 decision trees were used in the RSF model with the minimum leaf size of trees set to 5.
RESULTS
We evaluated the performance of the proposed method by comparing it with PCA based feature dimensionality reduction for building prediction models.
Patient Stratification
To evaluate the patient stratification performance, we obtained survival functions of patient groups obtained by the proposed collaborative clustering (CC) method in terms of overall survival. Fig. 3 shows survival functions of patient groups obtained at different settings of the number of patient groups, and Table 1 summarizes p-values (log-rank test) between different groups stratified by the proposed method. When = 2, the difference in the survival functions between the two groups obtained by the proposed method was statistically significant with a p-value of 0.035. As shown in Fig. 3 (top) , an evident gap between the red line and the green line indicates a clear separation of the high-risk group from the low-risk group. When = 3 (bottom of Fig. 3) , the survival functions of Group 2 and Group 3 were significantly different with a p-value of 0.0032 although the differences between other groups were not statistically significant.
Prediction of Overall Survival
To evaluate the prediction performance of low-dimensional meta features obtained by the proposed collaborative clustering method from the original radiomic features, prediction models were built on the meta features to predict overall survival of individual patients. For comparison, we also built prediction models based on low dimensional meta features learned using PCA from the radiomic features. Table 2 best results were obtained by tuning the number of meta features within a range of 5~13. For the CC based prediction, the results were obtained with = 3 and = 11. The results summarized in Table 2 indicated that prediction models built on meta features obtained by the proposed method outperformed those built upon the PCA features. The best performance was achieved by the Cox prediction model built on meta-features obtained by the proposed approach, with a gain of ~7% over the corresponding PCA based counterparts. The results demonstrated that PCA based feature dimensionality reduction did not improve the prediction models built on the original radiomic features without feature dimensionality reduction, indicating that unsupervised learning approaches like PCA often lack relevant guidance in learning meta features, and the produced low-dimensional representations might not be sufficiently informative for the prediction models.
CONCLUSIONS
This paper presents a collaborative clustering approach for stratifying patients based on radiomic features and learning informative low dimensional representations of the radiomic features for predicting clinical outcomes of rectal cancer patients. Different from conventional feature dimensionality reduction methods, such as PCA, the collaborative clustering method considers the potential gap in radiomic features of heterogeneous patient groups, and utilizes an orthogonal nonnegative matrix tri-factorization technique to cluster highly-correlated features and patients simultaneously. Quantitative evaluation measures of both patient stratification and prediction of overall survival have demonstrated the proposed approach could achieve promising performance in radiomic studies. 
