Answering a question about triangle inequality suggested by R. Li, A. Barrlund [B] introduced a distance function which is a metric on a subdomain of R n . P. Hästö [H1, H2] considerably extended Barrlund's results. We study this function and its relation to other metrics of current interest. Moreover, we also prove that another function, studied by O. Dovgoshey, P. Hariri, and M. Vuorinen [DHV] is a metric and give upper and lower bounds for it.
Introduction
For a given domain G ⊂ R n , for a number p ≥ 1 , and for points z 1 , z 2 ∈ G , let
A. Barrlund [B] studied this expression for the case G = R n \ {0} and proved, answering a question of R.-C. Li [L] , that it is a metric. These facts motivated, in part, P. Hästö's papers [H1, H2] , where he proved that b G,p is a metric and studied also some other metrics. The triangular ratio metric s G of a given domain G ⊂ R n defined as follows (1.2) s G (z 1 , z 2 ) = sup z∈∂G |z 1 − z 2 | |z 1 − z| + |z − z 2 | , z 1 , z 2 ∈ G , was recently studied in [CHKV, HVZ] .
Theorem 1.3. Let G be a domain in R n and let p ≥ 1 . Then for all points z 1 , z 2 ∈ G s G (z 1 , z 2 ) ≤ b G,p (z 1 , z 2 ) ≤ 2 1−1/p s G (z 1 , z 2 ) .
We study the Barrlund metric b G,p and compare it to s G = b G,1 . For the cases of a ball or a half-plane we give in our main theorems, 4.10 and 4.16 an explicit formula for b G,2 . To this end, we first recall some properties of s G . By compactness, the suprema in (1.1) and (1.2) are attained. If G is convex, it is simple to see that the extremal point z 0 for (1.2) is a point of contact of the boundary with an ellipse with foci z 1 , z 2 , contained in G .
The well-known Ptolemy-Alhazen problem reads [S] : "Given a light source and a spherical mirror, find the point on the mirror where the light will be reflected to the eye of an observer." We consider now the following two-dimensional version of the problem when two points z 1 , z 2 are in the unit disk D = {z ∈ C : |z| < 1} and its circumference ∂D = {z ∈ C : |z| = 1} is a reflecting curve. The problem is to find all points u ∈ ∂D such that (1.4) ∡(z 1 , u, 0) = ∡(0, u, z 2 ) .
Here ∡(z, u, w) denotes the radian measure in (−π, π] of the oriented angle with initial side [u, z] and final side [u, w] . This condition says that the angles of incidence and reflection are equal, a light ray from z 1 to u is reflected at u and goes through the point z 2 . Note that (1.4) shows that the ellipse with foci z 1 , z 2 , passing through u, is tangent at u to the unit circle. A point u = e iθ 0 ∈ ∂D satisfies (1.4) if and only if θ 0 is a critical point of f (θ) := e iθ − z 1 + e iθ − z 2 , t ∈ R. Note that f ′ (θ) = Im (zw), where z = e iθ and w = e iθ −z 1 |e iθ −z 1| + e iθ −z 2 |e iθ −z 2| , therefore f ′ (θ) = 0 if and only if the radius of the unit circle terminating at z is the bisector of the angle formed by segments joining z 1 , z 2 to z. Now for the case of the unit disk G = D and z 1 , z 2 ∈ D and the extremal point z 0 ∈ ∂D , for the definition (1.2), the connection between the triangular ratio metric
and the Ptolemy-Alhazen problem is clear: u =z 0 satisfies (1.4). This connection was recently pointed out in [FHMV] .
Theorem 1.5. [FHMV] The point u in (1.4) is given as a solution of the equation
This quartic equation can be solved by symbolic computation programs. This method was used in [FHMV] to find a method of computing s D (z 1 , z 2 ) .
For a proper nonempty open subset D ⊂ R n and for all x, y ∈ D, the distance ratio metric j D is defined as
The distance ratio metric has become a standard tool in geometric function theory [GH] . For a proof of the triangle inequality, see [GH, Lemma 3.3.4] , [AVV, 7.44 ]. If there is no danger of confusion, we write
Another main theme of this paper is prove that the expression (1.8) studied in [DHV] is, in fact, a metric. We also prove several upper and lower bounds for this new metric.
Theorem 1.7. Let (X, ρ) be a metric space and for x, y ∈ X, c > 0 , let
Theorem 1.9. Let G be a proper subdomain of R n . The following inequality holds for all
We also formulate two conjectures.
Preliminaries
We recall the definition of the hyperbolic distance ρ D (z 1 , z 2 ) between two points z 1 , z 2 ∈ D [Be, Thm 7.2.1, p. 130]:
The triangular ratio metric can be estimated in terms of the hyperbolic metric as follows. By [HVZ, 2.16] 
Conjecture 2.3. The function artanh s D (x, y) satisfies the triangle inequality.
We have checked this conjecture using the aforementioned formula [FHMV] for s D (x, y) based on Theorem 1.5 and found no counterexamples. Experiments also show that for points 0 < r < s < t < 1 we have the following addition formula artanh s D (r, t) = artanh s D (r, s) + artanh s D (s, t) and this equality statement also follows from formula (2.7) below.
Let G ⊂ R n be a proper open subset of R n . As in [CHKV] , we define the point pair function p G as follows for x, y ∈ G :
Theorem 2.5. If x, y ∈ D,
Here equality holds if and only if x, 0, y are collinear.
Proof. Fix x, y ∈ D, and let u ∈ ∂D . Then by the triangle inequality we have
Hence the inequality follows. The equality statement follows from the equality statement for the triangle inequality.
Note that the equality statement in (2.6) implies for 0 < r < s < 1 that
Remark 2.8. The inequalities (2.4) and (2.6) are not comparable. We always have
Then it follows easily from (2.1) that
Recall first that by [AVV, 7.57 (1)],
The first inequality is equivalent to
Without loss of generality, we may assume 0 < s ≤ r. Now by (2.11) we get
where the second inequality holds because
For the second and third inequality, observe that by geometry n(x, y) = y − x |x| +1−|x| . Then it is clear that
Suppose that |x| ≥ |y| and let y r = x − |x−y| |x| x. Then y r ∈ [−x, x] and we readily see that |x − y r | = |x − y| and (2.14)
n(x, y) ≤ n(x, y r ) = |x − y| + 2(1 − |x|).
By (2.13) and (2.14) we get
which implies the result.
Remark 2.15. The statement of Lemma 2.9 can be written as follows a ≤ b ≤ c ≤ d. The inequality a ≤ d follows from (2.2) [HVZ, 2.16 ] and b ≤ d is [CHKV, Theorem 3.7 ]. The other inequalities in Lemma 2.9 may be new.
A new metric
Theorem 3.1. [DHV] Let D be a nonempty open set in a metric space (X, ρ) and let ∂D = ∅. Then the function
is a metric for every c ≥ 2. The constant 2 is best possible here.
This metric is listed in [DD] and it has found some applications in [NL] .
Then the double inequality
We will now prove that the expression on the left hand side of the inequality of Lemma 3.3 satisfies the triangle inequality and for that purpose we need the following refined form of Proposition 3.2 for c ≥ 1 . This refined result and some of the lower bounds that will be proved below for the function f in Proposition 3.2, also leads to improved constants in some of the results of [DHV] .
The equation sinh t 2 = 2c has the unique solution
We have g ′ (t) < 0 for 0 < t < t 1 and g ′ (t) > 0 for t > t 1 . Then g is strictly decreasing on [0, t 1 ] and strictly increasing on [t 1 , ∞).
Note that g (t) < g (0) = 0 for 0 < t ≤ t 1 .
Assume that there exists lim t→∞ g (t) =: L (c). Then:
, which has the indeterminate form ∞ − ∞. 
Note that lim
By substitution,
and lim u→0 log (u + 2c) = log (2c) .
The limit lim
In conclusion, F c (t)/t is strictly decreasing on (0, ∞) if and only if c ≥ 1 and its limit values at 0 and ∞ follow easily.
3.7. Proof of Theorem 1.7. The proof for c ≥ 1 follows readily from Lemma 3.4 and a general property of metrics [AVV, 7.42(1) ]. The well-known fact that j G (x, y) is a metric is recorded e.g. in [AVV, 7.44] .
We next show that for c ∈ (0, 1) the function
fails to satisfy the triangle inequality in the unit disk D . Write
Assume that 0 < y < z < 1 and x = −y. In this case, (3.8) writes as
Our next result refines the upper bound in Proposition 3.2 when (2c − 1)t > 1 .
Lemma 3.9. The inequality
holds for c > 0 and t > 0.
For the proof, we remark that the inequality e t − (t + 1) > 0 , t > 0 , implies
Proof. The right side of (3.10) can be written as 1 2 t + ct t + 1
. Considering the exponential function of both side of (3.10), we need to check that for each fixed t > 0 the following inequality holds,
First, we remark that E t (0) = e t 2 − 1 > 0 holds for t > 0. Next, we will show that E ′ t (c) > 0 holds for c > 0. It is clear that the derivative
is an increasing function with respect to c, and satisfies lim c→∞ E ′ t (c) = ∞. From (3.11), we have
Hence, E ′ t (c) = 0 has the unique positive root c 0 , and E t (c) attains the minimum at c = c 0 . Moreover, the root c 0 is given by the formula
Then,
By using (3.11), we have
Since e t 2 − e − t 2 > 0, we have to check that
Applying 2t(t + 1)(e t − 1) > 0, we need to check that
Then, C(0) = 0 and
Similarly, C ′ (0) = 0 and
In conclusion, we have C(t) > 0 for each t > 0. Finally, we have E t (c) > 0 (c > 0) for each t > 0, and we have the assertion.
The next result refines the lower bound of Proposition 3.2 for c ≥ 1, t ≥ 0 and the upper bound of Lemma 3.9 for each c > 0 and large enough t .
Lemma 3.15. For t ≥ 0, the following inequalities hold
Equality holds in (1) if and only if t = 0, respectively in (2) if and only if c ≥ 1 2 and t = 2 log(2c) .
Proof.
(1) For each fixed t > 0, we consider the function
and the equation L ′ t (c) = 0 has the unique solution
The inequality e t > t + 1 for t > 0 , implies that c 0 < 1, and hence L ′ t (c) > 0 holds for c ≥ 1. Since L t (1) = 1 − e − t 2 > 0, we have L t (c) > 0 for c ≥ 1. Hence the following inequality holds for c ≥ 1 and t > 0,
. Considering the logarithms of both sides, we have the assertion.
(2) By the arithmetic-geometric mean inequality, 2 ≤ x + 1 x holds for all x > 0, hence
Adding 2ce t 2 to the both sides of this inequality, dividing by 2 and taking the logarithm, we obtain (2).
Equality holds in (2) if and only if 2ce − t 2 = 1, i.e. t = 2 log (2c). Lemma 3.17. Let
Then, for t > 0 and c > 0, the following inequalities hold
The upper bound is attained, for t > 0 and c > 0, if and only if c > 1 2 and t = 2 log(2c).
Proof. We first prove the lower bounds. By Lemma 3.15 it is enough to prove the case 0 < c ≤ 1. For each fixed t > 0, let
. The function f t attains the maximum at c = c 0 . Since f t (0) = 0 and f t (1) = 1 − e − t 2 > 0, we have f t (c) > 0 for 0 < c ≤ 1. Therefore e ct 2 < 1 + 2c sinh t 2 holds for 0 < c ≤ 1 which yields the desired inequality.
We now prove the upper bound. By Lemma 3.15 it is enough to prove that log(1 + 2c sinh t 2 ) < log(1 + ct) + c(e t − 1)
holds for c > 0 and t > 0. For each fixed t > 0 , let g t (c) = (1 + ct)e c(e t −1) − 1 − c(e t 2 − e − t 2 ) . Then, g t (c) is increasing on (0, ∞), because g ′ t (c) = e c(e t −1) (1 + ct)(e t − 1) + t − (e t 2 − e − t 2 ) is clearly increasing and 1) , which yields the assertion.
Moreover, for t > 0, c > 0, log 1 + 2c sinh t 2 = u(c, t) is equivalent to
which holds if and only if c > 1 2 and t = 2 log(2c).
3.21. Proof of Theorem 1.9. The upper bound follows from Lemmas 3.3, 3.15 and the lower bound from Lemma 3.15.
The above results readily give the following theorem.
Theorem 3.22. For points x, y ∈ G, and a number c ≥ 1 , we have
where W is the metric y) ) .
On Barrlund's metric
In this section we will give a formula for the Barrlund metric (1.1) when the domain is either the unit disk or the upper half plane and study some of its properties. 4.1. Basic properties of the Barrlund metric. Suppose that G is a proper subdomain of the complex plane and p ≥ 1 . Because s G (z 1 , z 2 ) = b G,1 (z 1 , z 2 ) for all z 1 , z 2 ∈ G , it is natural to expect that some properties of s G might have a counterpart also for b G,p , p > 1 . We list a few immediate observations.
(1) If λ > 0, a ∈ C , and h(z) = λz+a , then b G,p is invariant under h , i.e. for all z 1 , z 2 ∈ G , b h(G),p (h(z 1 ), h(z 2 )) = b G,p (z 1 , z 2 ) .
(2) b G,p is monotone with respect to the domain: If G 1 is a subdomain of G and z 1 ,
(3) b G,p satisfies the triangle inequality, i.e. it is a metric.
Proposition 4.2. The Barrlund distance satisfies the triangle inequality.
Proof. The proof follows from a more general argument in [H1, Lemma 6.1], but for the reader's convenience, we give a short argument here. Denote b p = b R n \{0},p . Let x, y, z ∈ G . Because b p is a metric by [B] , we obtain by the above property 4.1 (2) for u ∈ ∂G , p (z, y) . Taking the supremum over u ∈ ∂G, it follows that
Lemma 4.3. The Barrlund metric is monotone with respect to the parameter p , for z 1 , z 2 ∈ G and p > r ≥ 1 ,
Proof. The functions p → ((a p +b p )/2) 1/p and p → (a p +b p ) 1/p are increasing and decreasing, respectively, on (1, ∞) for fixed a, b > 0 . The monotonicity and (4.4) follow from these basic facts and (4.5) is the special case r = 1 of (4.4). For the proof of the last statement fix x ∈ G and z ∈ ∂G with d(x) = d(x, ∂G) = |x − z| and denote w = (x + z)/2 . Then for α ∈ (0, π/6) choose points u α , v α with
2d(x) sin α cos α d(x) p √ sin p α + sin p α = 2 1−1/p cos α → 2 1−1/p , when α → 0 . This convergence together with (4.5) proves the claim.
The proof of Theorem 1.3 follows from Lemma 4.3.
Several upper and lower bounds for s G are given in [HVZ] . Using these bounds and Lemma 4.3 one could find bounds also for the Barrlund metric.
Remark 4.6. Let G = D \ {0}, t ∈ (0, 1/3) , p ≥ 1 , and z 1 = t, z 2 = −z 1 . Then it is easily seen by Lemma 4.3 that b G,p (z 1 , z 2 ) = 2 1−1/p . The same argument shows that this holds more generally: Suppose that G is a proper subdomain of C and there exist points z 1 , z 2 ∈ G , z 0 ∈ ∂G such that |z 1 − z 0 | = |z 2 − z 0 | = |z 1 − z 2 |/2, then b G,p (z 1 , z 2 ) = 2 1−1/p , i.e. the supremum in Lemma 4.3 is in fact the maximum in this case.
We will next study a few problems which lead us to a formula for the Barrlund metric when the domain is either the disk or the half-plane.
Problem A. For given x, y ∈ D , find the contact points and the corresponding parameter value c of "power p ellipses" {|z − x| p + |z − y| p = c} and the unit circle.
This Problem A is closely related to the following Problems A' and A", that are equivalent.
Problem A'. For z 1 , z 2 ∈ D and p ≥ 1, find the points u on the unit circle ∂D such that p |z 1 − u| p + |z 2 − u| p is minimal.
Lemma 4.7. Any point u in Problem A' is given as a solution of
where we consider the principal branch of the complex power function.
We remark that G is a real-valued periodic function that is differentiable on the real line. Therefore, G(θ) attains a global minimum at one point, which has to be a critical point of G .
Setting u = e iθ , we obtain (4.8).
The above equation (4.8) is no longer an algebraic equation for a general real number p > 1 . Example 4.9. Substituting p = 2 into (4.8), we have
Clearly, u = z 1 + z 2 |z 1 + z 2 | gives the minimum.
Theorem 4.10. For z 1 , z 2 ∈ D , z 1 + z 2 = 0 ,
In particular, lim (0,1)∋r→1 b D,2 (r, t) = 1 for t ∈ (−1, 1) .
Proof. Writing m = (z 1 + z 2 )/|z 1 + z 2 | we see that m(z 1 + z 2 ) = |z 1 + z 2 | and
Applying Example 4.9 and substituting into b D,2 (z 1 , z 2 ) = |z 1 − z 2 | |z 1 − m| 2 + |z 2 − m| 2 yields the desired formula.
Remark 4.12. The power 2 ellipse is a circle. In fact, an equation of a power 2 ellipse |z 1 − w| 2 + |z 2 − w| 2 = r 2 is expressed as
Remark 4.13. Substituting p = 1 into (4.8) and canceling the denominators, we have
Squaring the both sides,
Then, we have
The last factor coincides with the quartic equation (1.6), and one of the roots gives the minimum.
The main property of the hyperbolic metric is its invariance under the Möbius selfmapping T a : D → D , z → z−a 1−az , |a| < 1 , of the unit disk:
for all z 1 , z 2 , a ∈ D . In other words, the mapping T a is an isometry. Now making use of (2.2), Lemma 4.3, and the properties of the triangular ratio metric, we can prove that T a is a Lipschitz mapping with respect to the Barrlund metric. The proof is based on [HVZ, Theorem 4 .8] and the same proof would also give similar results for Möbius transformations between half planes, but we leave the details to the interested reader.
Theorem 4.14. For a, z 1 , z 2 ∈ D we have
Proof. The proof follows from Lemma 4.3 and [HVZ, Theorem 4.8] .
Conjecture 4.15. On the basis of computer experiments we expect that the following stronger inequality holds for p = 1, 2 and all z 1 , z 2 ∈ D :
The upper half space {z ∈ C : Im(z) > 0} is denoted H . Recall that the hyperbolic metric in H is defined by the formula [Be, Thm 7.2.1, p. 130] 
Equivalently [Be, Thm 7.2.1, p. 130] ,
where m = Re(z 1 + z 2 )/2 .
Proof. Fix z 1 , z 2 ∈ H and write z = (z 1 + z 2 )/2 . We will find
The length of the median of the triangle ∆(u, z 1 , z 2 ) is |u − z| . We have |u − z| 2 = 2(|u − z 1 | 2 + |u − z 2 | 2 ) − |z 1 − z 2 | 2 4 , hence |u − z 1 | 2 + |u − z 2 | 2 = 2|u − z| 2 + 1 2 |z 1 − z 2 | 2 .
Then |u − z 1 | 2 + |u − z 2 | 2 attains its minimum if and only if |u − z| does, i.e. if and only if u = m = Re(z 1 + z 2 )/2 . In conclusion, min{(|z 1 − u| 2 + |z 2 − u| 2 ) : u ∈ ∂H} = 1 2 (|z 1 − z 2 | 2 + |Im(z 1 + z 2 )| 2 ) and the desired formula follows.
Remark 4.17. By the definition of s H , for z 1 , z 2 ∈ H s H (z 1 , z 2 ) = |z 1 − z 2 | |z 1 − z| + |z 1 − z| = |z 1 − z 2 | |z 1 − z 2 | = tanh ρ H (z 1 , z 2 ) 2
where z = [z 1 , z 2 ] ∩ R [HKLV, Prop. 4.2] . We have by Lemma 4.3 s H (z 1 , z 2 ) ≤ b H,2 (z 1 , z 2 ) ≤ √ 2s H (z 1 , z 2 ) = √ 2 tanh ρ H (z 1 , z 2 ) 2 = √ 2p H (z 1 , z 2 ) .
Moreover, b H,2 (z 1 , z 2 ) = √ 2s H (z 1 , z 2 ) if and only if Im(z 1 ) = Im(z 2 ).
, with equality if and only if z 1 = z 2 . It follows from (2.2) that the closures of s D -disks centered at some point z 0 ∈ D are compact subsets of D . Looking at Figure 1 we notice a topological difference: the b D,2disks centered at some point (c, 0) , c ∈ (−1, 1) , with radius 1 touch the boundary ∂D at the points (±1, 0) . Proof.
(1) The proof of (1) follows from (2) setting p = 1 .
(2) At first, we observe that Then, for x, y ∈ D, we have |y| p |1 − vx| p + |x| p |1 − vy| p < |y| p |1 − ux| p + |x| p |1 − uy| p = |y| p |u − x| p + |x| p |u − y| p < |u − x| p + |u − y| p .
The first inequality holds from the assumption that the denominator attains minima at v, and the second equality holds from uu = 1. Hence, |x − y| p |u − x| p + |u − y| p < |x − y| p |y| p |1 − vx| p + |x| p |1 − vy| p holds, and the assertion is obtained.
