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Abstract . This paper gives a new approach of the two dimensional scattered data 
manipulation. The standard approximation and interpolation methods which can only be 
used for non-scattered data will also be applicable for scattered input with the help of 
the neural network. The Kohonen network produces an ordering of the scattered input 
points and here the B-spline curve is used for the approximation and interpolation. 
Introduction 
The interpolation and the approximation of two dimensional scattered 
data are interesting problems of computer graphics. By scattered data we 
mean a set of points without any predefined order. Unfortunately all the 
standard interpolation and approximation methods—like Hermite interpo-
lation, Bezier curves or B-spline curves—need a sequence of points, hence 
if we want to apply these methods we have to order the data. A good sur-
vey of the scattered data interpolation can be found in [1]. In this paper 
a completely new approach is given where the self-organizing ability of the 
neural networks will be used to order the points. The Kohonen network [2,3] 
can be trained by scattered data, that is the points will form the input of 
the network, while the weights of the network and their connections give us 
a polygon, the vertices, of which will be the input points. In this way the 
polygon we obtained can be used as the control polygon of a B-spline curve, 
so finally a standard approximation or interpolation method can be applied 
for the scattered data. We begin our discussion with the short definition of 
the B-spline curve and Kohonen's neural network. 
The B-spline curve 
The B-spline curve is the most common and widely used free-form 
representation method which can be used as an approximating and also as an 
interpolating curve [4]. If we have a'sequence of points P{ (i = 1 , . . . , n), then 
the curve approximating the plane polygon given by the points is defined as 
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S i ( u ) = £ P i + r b r ( u ) we [0,1] 2 = 2 , . . . , n — 2 
r=-1 
where br axe the well-known B-sphne basis functions. 
The Kohonen neural network 
Neural networks can be divided into two classes, the supervised and 
the non-supervised learning or self organizing neural networks. Supervised 
learning neural nets have to be trained with training or test data sets, 
where the result of the task to be done has to be provided in advance. 
After training, the net is adapted to the problem by the test set and is able 
to generalize its behavior. Self organizing networks, however, organize the 
data during the learning phase where the result of the task is not required. 
Following the training rules, the network adapts its internal knowledge to the 
task. The Kohonen neural network is a two-layered noil-sup er vised learning 
neural network. 
Adaptat ion of the Kohonen net to the problem 
Let a set of points P{ (i = 1 , . . . , n) (scattered data) be given on the 
plane. Our purpose is to fit (by interpolation or approximation) a B-spline 
curve to them. Thus our first task is to determine the order of the points 
for the interpolating or approximating methods. 
The Kohonen net is used to order the points. The first layer of neurons 
is called input layer and contains the two input neurons which pick up the 
data. The input neurons are entirely interconnected to a second, competitive 
layer, which contains m neurons (where m > n). The weights associated 
with the connections are adjusted during training. Only one single neuron 
can be active at a time and this neuron represents the cluster which the 
input data set belongs to. 
Let a set of two dimensional vectors Pi(x 1,0:2) be given. These vectors 
axe called input vectors. The coordinates of these vectors are submitted to 
the input layer which contains two neurons. When all the input vectors were 
presented to the input neurons, we restart at the first vector. 
Let the output vectors o i , . . . , o m be two dimensional vectors with the 
coordinates (wij, W21),j = 1,. . . , m, where Wij denotes the weights between 
the input neuron i and the output neuron j . We use the terms "output 
vector" and "weights of the output neuron" interchangeably. Let the output 
map be one dimensional (see Figure 1). 
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Figure 1. 
The training of the network is figured out by presenting data vectors P{ 
to the input layer of the network whose connection weights Wij are initially 
chosen as random values. Compute the Euclidean distance between the input 
point P\ (^1,^2) and the output neurons oi (wn, ) with 
di — 
i 3=1 
Wij)2 
The neuron c with the minimum distance will be activated, where 
dc = minjcij} = 1, . . ., m). The update of the weights Wij associated 
to the neurons is only performed within a neighbourhood Nc(t) of c. This 
neighbourhood is reduced with training time t. The update follows the equ-
ation 
= + (i = 1 , . . . , m; j = 1, 2) 
where 
Aw\f = T,(t){Xj - w \ f ) 
and 
v{t) = Vo(l~ , where te[0,T] 
Here rj(t) represents a time-dependent learning rate which is decreasing 
in time. The term can be chosen as a Gaussian function. 
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After updating the weights u){j a new input is presented and the next 
iteration starts. The algorithm determines (using the Euclidean distance) 
the closest output vector to the presented input vector. The coordinates 
i.e. the weights of this output vector and those of the vectors that are in 
a certain neighbourhood of the nearest output vector are updated so that 
these output vectors get closer to the presented input vector. The degree 
of the update depends on the gain term and the distance of the output 
vector and the presented input vector. When the radius (which specifies the 
neighborhood around an output vector) is large, many output vectors tend 
towards the presented input. For this reason, initially the output vectors 
move to places where the density of the input vectors is large, since more 
input vectors are presented from this areas. The radius (i.e. the size of the 
neighborhood) and the gain term is decreasing in time. The latter results 
in that after enough iterations the locations of the output vectors does not 
change significantly (if the gain term is almost zero then the chänge in the 
weights is negligible). The gain term should diminish only when the weights 
are already close to the input vectors. 
A net is said to be convergent if for all the input vectors P{ (i = 
1 , . . . , n) there is an output vector oj such that after a certain time to the 
EucHdean distance of Oj and Pi is smaller than a predefined limit. A stronger 
convergence can be obtained if we require that the output vectors which 
do not converge to an input vector are on the line determined by its two 
neighbouring output vectors. 
In the general case the convergence of the Kohonen net has not been 
proved yet. Kohonen proved the convergence only in a very simple case when 
the output is one dimensional and the inputs are the elements of an interval 
(see[2]). 
The radius, the gain term and the number of the outputs can be adjus-
ted so that the output vectors satisfy the stronger convergence mentioned 
above. This stronger convergence is important especially in term of the smo-
othness of the future curve.For the detailed description and evaluation of 
this problem see [5,6]. Let two converging outputs be o; and Oi+k while 
the outputs which are between the converging outputs be <?i+i,..., Oi+k-i-
These outputs are in the neighborhoods of the outputs o; and (depen-
ding on the radius and k). Since these converged output vectors are close 
to some input vectors, the outputs o l + \ , . . . , will move towards these 
outputs (and the input vectors). Since they will move to the common line 
of the ceonverged output vectors. 
The Kohonen net retains the topological ordering of its output vectors. 
The weights of two output vectors will be close to each other if the vectors 
are close on the map. The same is true for the approximated input vectors. 
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The following figures show the ordering of the input vectors and the 
approximating B-spline curve. There are 20 input vectors and 80 output 
nodes. 
initial state 
Output vectors| 
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1000 iterations 
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Figure 2. 
We plan to generalize the method to three dimensional input points 
using the Kohonen net. In this case the output map is two dimensional 
and the input vectors and the weights are three dimensional. When the net 
converges, the grid approximates the input points and an interpolating or 
approximating surface can be fitted to the input points. 
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