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3
A rough description of Part B of the course
In Part B of the Course, we further our discussion of relations bewteen Black-
Scholes type formulae and distributions of last times, begun in Notes 1 to 5
of Part A ([3]).
In Note 6, following a suggestion by J. Akahori, we consider, instead of
the last passage times GK , which “look into the filtration up to time ∞”,
the times : g
(ν)
l (t) = sup{s ≤ t, B(ν)s = l}1 which present the advantage,
although they are not stopping times, to look into the filtration only up to
the finite horizon t. Computing the associated Aze´ma’s supermartingale :
Zs,t = P
(
g
(ν)
l (t) > s|Fs
)
, for s < t, leads us to study (super-)martingales
with respect to the two-parameter filtration Fs,t = σ{B(ν)u , u ≤ s, B(ν)v , v ≥
t}, 0 < s < t <∞.
In Note 7, we no longer make the assumption that (Mt) is continuous,
and we discuss which of the results from the previous notes still hold, or how
they may be modified. In particular, some of our discussion applies to the
Esscher martingales : Eψt = exp (λXt − tψ(λ)), t ≥ 0, associated with a Le´vy
process (Xt) with some exponential moments.
In Note 8, we discuss a recent result by P. Carr, C. Ewald and Y. Xiao as-
serting that E
[(
1
T
AT −K
)+]
is increasing in T , whenAt =
∫ t
0
ds exp
(
Bs − s2
)
;
clearly, our previous discussion does not apply there.
In Note 9, we examine how careful one should be when changing “puts”
into“calls”, and examining the modifications one should make in our previous
discussions.
Note 10 concludes : a number of our results may be stated in quite some
generality, at the cost of introducing certain conditional expectations, which,
in the Markovian context, are easily computed, but in the general martingale
framework, bring some fundamental “unknowns” into the discussion. Thus,
this case study may be seen as a further illustration of the passage from
a Markovian discussion to a “general theory of stochastic processes” type
discussion.
Finally, an appendix, presents a number of developments/ solutions for
some of the exercises suggested in the different notes of both Part A and Part
B.
Throughout the text, we may refer to some of the results of Part A; when
we do so we write e.g : A− (65) for the equation (65) in Part A.
1In general, we use capital letters such as K for “geometric type” objects, and small
letters such as l for items related to Brownian motion with drift, with the correspondence
: l = lnK.
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6 Note 6 : Working under a finite horizon
This note aims to counterbalance the difficulty of bringing into the picture
quantities such as GK = sup{t,Mt = K} which take into account the whole
history of M (or (Ft)).
Thus, we are now interested in finding formulae up to finite maturity,
which may replace our previous formula :
P (GK ≤ t|Ft) =
(
1− Mt
K
)+
, (1)
when M ∈M+0 , or even the more general2 :
E
[
(GK ≤ t) ; (K −M∞)+)
]
= E
[
(K −Mt)+
]
(2)
The following developments are most recent3, therefore we shall study only
the particular case where : Mt = Et = exp
(
Bt − t2
)
, and GK is replaced by
GK(t) = sup{s ≤ t, Es = K}.
6.1 Past-future (sub)martingales
Rather than starting with some “explicit” computation about GK(t), it seems
of interest (see below !) to introduce the past-future filtration of Brownian
motion :
Fs,t = σ{Bu, u ≤ s, Bv, v ≥ t},
indexed by pairs (s, t), with 0 ≤ s ≤ t <∞.
Note that, for s = t, Fs,s = F∞, and that, if [s, t] ⊂ [s′, t′], then :
Fs,t ⊇ Fs′,t′ .
In this note, we shall naturally deal with :
i. (Fs,t) positive submartingales, i.e : R+ valued, (Fs,t) adapted processes
(Σs,t) such that :
E [Σs,t|Fs′,t′] ≥ Σs′,t′; (3)
ii. (Fs,t) positive martingales, i.e :
E [Ms,t|Fs′,t′] =Ms′,t′. (4)
2We often write E [Λ;X ] for E [1ΛX ]
3They were very much motivated by some computations of Akahori-Imamura-Yano [1],
which Madan-Roynette-Yor [24] have later shown to match formula (13) below.
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Here are some particular examples of such processes : let Γ be a Borel set in
R, and define :
ΣΓs,t = P ({∀u ∈ (s, t), Bu ∈ Γ} |Fs,t) , (5)
and the sets :
AΓs,t = {∀u ∈ (s, t), Bu ∈ Γ}.
They satisfy : AΓs,t ⊃ AΓs′,t′ , which implies that ΣΓs,t satisfies (3).
Moreover, from the Markov property of Brownian motion, there exists a
function fΓ(s, t; x, y) such that :
ΣΓs,t = f
Γ(s, t;Bs, Bt). (6)
We shall call such functions f (depending on the 4 arguments) past-future
subharmonic functions (PFS-functions). Naturally, we may also be inter-
ested in past-future harmonic functions h(s, t; x, y) (PFH-functions) such
that :
Σhs,t = h(s, t;Bs, Bt) is a (Fs,t)−martingale.
Thanks to basic properties of Brownian motion, i.e : stability by time in-
version, that is : if (Bt, t ≥ 0) is a Brownian motion starting from 0, then
:
(Bˆt = tB1/t, t > 0)
is also a Brownian motion (which extends to 0, by continuity), and so on,
the following Proposition is easily obtained :
Proposition 6.1. i. If f(≡ f(s, t; x, y)) is PFH, resp PFS, then fˆ is
also PFH, resp PFS, where :
fˆ(s, t; x, y) = f(
1
t
,
1
s
,
y
t
,
x
s
) (0 < s < t; x, y ∈ R) (7)
We also note that the application f → fˆ is involutive, i.e :
ˆˆ
f = f.
ii. If f is PFH, then, for any ν, λ ∈ R :
fν, l(s, t; x, y) ≡ f(s, t; x+ νs+ l, y + νt+ l) (8)
is PFH.
iii. If f is PFH, then for any a > 0,
f(a)(s, t; x, y) ≡ f(a2s, a2t; ax; ay) (9)
is also PFH
Proof. We leave the proof to the reader.
6
6.2 The case of Brownian motion with drift
6.2.1
Here are some particular examples of the previous discussion, which are
closely connected with our random times :
g
(ν)
l (t) = sup{s ≤ t, B(ν)s = l},
where :
B(ν)s = Bs + νs.
Indeed, for s ≤ t : (
g
(ν)
l (t) ≤ s
)
= A+s,t + A
−
s,t, (10)
where : {
A+s,t = {∀u ∈ (s, t), B(ν)u > l}
A−s,t = {∀u ∈ (s, t), B(ν)u < l}.
(11)
Therefore,
Σ
(l, ν)
s,t
def
= P
(
g
(ν)
l (t) ≤ s|Fs,t
)
= Σ+s,t + Σ
−
s,t,
with {
Σ+s,t = P
(
A+s,t|Fs,t
)
Σ−s,t = P
(
A−s,t|Fs,t
)
.
(12)
Our main result here is :
Theorem 6.1.
Σ
(l, ν)
s,t =
(
1− exp
(
− 2
t− s(B
(ν)
s − l)(B(ν)t − l)
))+
(13)
Thus the function :
f (l, ν)(s, t; x, y) =
(
1− exp
(
− 2
t− s(x+ νs− l)(y + νt− l)
))+
= 1− exp
(
− 2
t− s ((x+ νs− l)(y + νt− l))
+
) (14)
is PFS.
This leads us naturally to the next theorem :
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Theorem 6.2. The function :
h(l,ν)(s, t; x, y) = exp
(
− 2
t− s(x+ νs− l)(y + νt− l)
)
(15)
is PFH.
The sequel of this note consists in proving both theorems.
As an illustration of both theorems, and of Proposition 6.1, an elementary
computation shows that :
ĥ(l, ν) = h(ν, l); f̂ (l, ν) = f (ν, l) (16)
6.2.2 A connection with Section 4.3 (Part A)
We now interpret our result (13) in terms of the martingale : (Eu, u ≤ t),
which terminates at Et > 0. Now, with the same notation as in Section 4.3
(Part A), the Aze´ma supermartingale : (ZKs , s ≤ t) is :
ZKs = 1− Σ(l, ν)s,t ,
with l = log (K) and ν = −1
2
.
Hence :
ZKs = exp
(
− 2
(t− s)
(
(B(−1/2)s − l)(B(−1/2)t − l)
)+)
.
We consider the easiest case : K = 1, hence : l = 0, so that :
G1(t) = sup{s ≤ t, Bs − s
2
= 0},
and we wish to compute :
E
[
f
(
exp (Bt − t
2
)
)
|G1(t)
]
=
E
[
f (exp (Bt)) exp (−Bt2 )|gt
]
E
[
exp (−Bt
2
)|gt
] , (17)
where : gt = sup{u ≤ t, Bu = 0}.
Now, we use the fact that : Bt = Bgt+(t−gt) =
√
t− gt m˜1 where m˜1 = ǫ
√
2e,
and gt, ǫ, e are independent. ǫ is symmetric Bernoulli, and e is a standard
exponential variable.
Since :
P (m˜1 ∈ dµ) = 1
2
|µ|e−µ2/2dµ, (µ ∈ R),
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we obtain with λ =
√
t− gt :
E [f (Et) |G1(t)] =
∫∞
−∞
dµ
2
|µ|e−µ2/2e−λµ/2f(eλµ)∫∞
−∞
dµ
2
|µ|e−µ2/2e−λµ/2 , (18)
which provides us with an explicit form of the law ν1(dm) defined in PartA−
(125). From there, all quantities found in Subsection A − 4.3 can be made
explicit.
6.3 Proof of Theorem 6.2
It will follow from the next proposition
Proposition 6.2. A regular function h(s, t; x, y) is PFH if and only if it
satisfies the following system :
h′s(s, t; x, y) +
y − x
t− s h
′
x(s, t; x, y) +
1
2
h′′x2(s, t; x, y) = 0 (−)
− h′t(s, t; x, y)−
y − x
t− s h
′
y(s, t; x, y) +
1
2
h′′y2(s, t; x, y) = 0 (+)
• The proof of this proposition hinges on the following lemma :
Lemma 6.1. Let
Mfs,t = f(s, t;Bs, Bt),
for f a regular function; it is a past-future martingale if and only if :
a) for fixed t, {(Mfs,t)s, s < t} is a (F (t)s , s < t)-martingale, where :
F (t)s = Fs ∨ σ(Bt),
b) for fixed s, {(Mfs,t)t, t > s} is a ((s)F (+)t , t > s)-martingale where :
(s)F (+)t = σ(Bs) ∨ F (+)t , and F (+)t = σ(Bv, v ≥ t)
Proof. Note that (Mfs,t) is an (Fs,t)-martingale if and only if :
for every φs′ ∈ b(Fs′), ψt′ ∈ b(F (+)t′ ), with s′ < s < t < t′, one has :
E
[
φs′M
f
s,tψt′
]
= E
[
φs′M
f
s′,t′ψt′
]
. (19)
We now prove :
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1. (19)=⇒ a) and b) :
Take s′ < s < t = t′, and ψt = g(Bt) for a generic bounded
function g; this proves (19) =⇒ a), and by past-future symmetry,
(19) =⇒ b).
2. a) and b) =⇒ (19) :
We wish to prove (19). From the Markov property, the LHS of
(19), say l, is equal to :
l = E
[
φs′M
f
s,tγ(t, Bt)
]
,
where
γ(t, Bt) = E [ψt′ |Ft] = E [ψt′ |Bt] .
From a), we now get :
l = E
[
φs′M
f
s,tγ(t, Bt)
]
= E
[
φs′M
f
s′,tψt′
]
.
Again, from the Markov property, we get :
l = E
[
β(s′, Bs′)M
f
s′,tψt′
]
,
where :
β(s′, Bs′) = E [φs′|Bs′] .
Now, using b), we get :
l = E
[
β(s′, Bs′)M
f
s′,tψt′
]
= E
[
φs′M
f
s′,tψt′
]
.
The lemma is proven4.
• We now give a proof of Proposition 6.2 :
Proof. For fixed t > 0, (Bs, s ≤ t) is a (F (t)s , s ≤ t) semimartingale,
with :
Bs = β
(t)
s +
∫ s
0
du
Bt − Bu
t− u , (20)
and (β
(t)
s , s ≤ t) a (F (t)s , s ≤ t) Brownian motion (see [18]; also [36]).
4We remark that these arguments only make use of the Markov property and not of
the Brownian framework. A further discussion is provided in [4].
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We now apply Itoˆ’s formula to (Mfs,t, s ≤ t) in the filtration (F (t)s , s ≤ t).
We obtain for u < s < t :
Ms,t = Mu,t +
∫ s
u
dh f ′s(h, t;Bh, Bt)
+
∫ s
u
(dβ
(t)
h + dh
Bt − Bh
t− h ) f
′
x(h, t;Bh, Bt)
+
1
2
∫ s
u
dh f ′′x2(h, t;Bh, Bt).
(21)
Hence, the martingale property holds if and only if :
f ′s(s, t; x, y) +
y − x
t− s f
′
x(s, t; x, y) +
1
2
f ′′x2(s, t; x, y) = 0. (22)
Thus, we have obtained (−). We might obtain (+) using some similar
arguments; however a time inversion argument is much quicker and
reduces the obtention of (+) to (−).
• Elementary computations now show that h(l, ν) is PFH ; that is we have
proven Theorem 6.2.
Exercise 6.1. Consider h(l, ν) as a generating function, depending on the 2
parameters l, ν. We write :
h(l, ν)(s, t; x, y) = exp
(
− 2
t− s(x+ νs− l)(y + νt− l)
)
=
∞∑
p=0
∞∑
q=0
lpνq Hp,q(s, t; x, y).
Prove that for any p, q, Hp,q is PFH, and give an expression for Hp,q.
Exercise 6.2. Introduce the 5 variables Hermite polynomialsHp,q(a, b, c, d, f)
defined by the generating function :
exp (al + bν − cν
2
2
− dl
2
2
+ flν) =
∞∑
p=0, q=0
lpνqHp, q(a, b, c, d, f).
Write Hp, q in terms of Hp, q.
Solutions to Exercises 6.1 and 6.2 are given in the Appendix.
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Exercise 6.3. (A second family of PFH functions). Check that, for any
a ∈ R,
h(a)(s, t; x, y) = exp
(
a
y − x
t− s −
a2
2
1
t− s
)
(23)
is a PFH function.
Hint: recall that, if
B[s,t] =
Bt −Bs
t− s ,
then :
E
[
B[s,t]|Fs′,t′
]
= B[s′,t′].
This property of (Bt) is the Harness property, which holds more generally
for any integrable Le´vy process. More generally, see Mansuy-Yor ([25]) on
Harnesses. We refer to [7] (exercise 6.19), [16], [33], [34].
Exercise 6.4. Give other examples of PFH functions for other Le´vy pro-
cesses.
An excellent candidate is the Gamma process (γt, t ≥ 0), since the Harness
property in this case :
E
[
γ[s,t]|Fs′,t′
]
= γ[s′,t′],
is reinforced as follows :
γt − γs
γt′ − γs′ is independent from Fs
′,t′ ,
and is distributed as :
β(t− s; (t′ − s′)− (t− s))
where β(a; b) is the beta variable with parameters a and b. Thus, we have,
for any m > 0 :
E
[(
γt − γs
γt′ − γs′
)m
|Fs′,t′
]
=
E [(γt − γs)m]
E [(γt′ − γs′)m] ,
ie : for any m > 0 :
(γt − γs)m
E [(γt − γs)m] =
(γt − γs)m
Γ(m+ (t− s))/Γ(t− s) is a (Fs,t) martingale.
For more references about the nice properties of the Gamma process, see, e.g.
[39].
Exercise 6.5. Give a version of Proposition 6.2, i.e : the differential system
( (−) and (+) ), when Brownian motion now takes values in Rn.
(Solution : y−x
t−s h
′
x is replaced by :
y−x
t−s · ∇xh, and h′′x2 is replaced by : ∆xh,
and so on...)
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6.4 Proof of Theorem 6.1
We have :
Z
(+)
s,t = 1{B(ν)s >l} P
(
inf
{s≤u≤t}
(
B(ν)u − B(ν)s
)
> l −B(ν)s |B(ν)t − B(ν)s
)
. (24)
Thus, we need to compute, for l, and λ = l −B(ν)s :
P
(
inf
{s≤u≤t}
(
B(ν)u − B(ν)s
)
> l − B(ν)s |B(ν)t − B(ν)s = m
)
= P
(
Tλ > (t− s)|B(t−s) = m
)
,
(25)
since :
i. the quantity in (25) clearly depends only on (t−s) and not on the pair
(s, t),
ii. the law of the Bridge from a to b, over the time interval [0, α] of a
Brownian motion with drift ν does not depend on ν.
Thus, from (25), we need to compute :
P
(
Tλ > (t− s)|B(t−s) = m
)
= 1− P (Tλ < (t− s)|B(t−s) = m) . (26)
Let us denote by P(u)0→m the law of the Brownian bridge of length u, starting
at 0, ending at m. Then, there is the result :
P(u)0→m (Tλ < u) = exp
(
−(2λ(λ−m))
+
u
)
(27)
Comment : We learnt from G.Page`s [27] that the Brownian Bridge method
to estimate the error due to discretization for path dependent options relies
upon formula (27), which is also proven in Section 7.7 of [27].
We give two proofs of (27) :
• A first proof via the reflection principle :
(a) By scaling, we can restrict ourselves to u = 1;
(b) In [38], it is remarked, following [31], that if St = supu≤tBu, then
2S1(S1 −B1) is independent from B1, and satisfies :
2S1(S1 −B1) law= e,
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where e is a standard exponential variable. Thus :
P(1)0→m (Tλ < 1) = P
(1)
0→m (S1 > λ)
= P(1)0→m (2S1(S1 − B1) > 2λ(λ−m))
= exp (−2λ(λ−m))
(here, we have assumed a priori : λ(λ−m) > 0.)
• A second proof via Doob’s maximal identity : In order to show
:
pλ,m ≡ P
[
sup
u≤1
Bu > λ|B1 = m
]
= exp (−2λ(λ−m)), (28)
(λ > m, λ > 0), we use time inversion :
pλ,m = P
[
sup
t≥1
B1/t > λ|B1 = m
]
= P
[
sup
t≥1
Bˆt
t
> λ|Bˆ1 = m
]
= P
[
∃t ≥ 1,
(
Bˆt − λt
)
> 0|Bˆ1 = m
]
= P
[
∃u ≥ 0,
(
Bˆ1+u − λ(1 + u)
)
> 0|Bˆ1 = m
]
= P
[
∃u ≥ 0,
(
(Bˆ1+u − Bˆ1)− λu
)
> (λ−m)
]
= P
[
sup
u≥0
(Bu − λu) > (λ−m)
]
= P
[
sup
u≥0
exp (2λ(Bu − λu)) > exp (2λ(λ−m))
]
= P
[
1
U
> exp (2λ(λ−m))
]
= P [U < exp (−2λ(λ−m))]
= exp (−2λ(λ−m)).
We note that since we derive formula (28) from Doob’s maximal iden-
tity, we can recover the joint law of (S1, B1) from this identity; tradi-
tionally, this joint law is obtained from the reflection principle.
Exercise 6.6. a) Prove (27) with the help of the absolute continuity re-
lationship between P(u)0→m and P0 on Ft, for any t < u.
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b) Compute the law of Tλ under P
(u)
0→m.
The answer is :
P
(u)
0→m (Tλ ∈ dt) = dt
λ
t
pt(0, λ)
pu−t(λ,m)
pu(0, m)
.
Exercise 6.7. Compute :
P
(
sup
t≤1
(
Bt
a+ bt
)
> λ|B1 = m
)
.
The previous method yields :
P
(
sup
t≤1
(
Bt
a + bt
)
> λ|B1 = m
)
= exp (−2λa(λ(a+ b)−m)),
for λ > m
a+b
, λ > 0.
6.5 Towards an integral representation of the positive
PFH functions
So far, we have discovered two families of PFH functions, i.e : h(l, ν) on one
hand and h(a) on the other hand. It would be nice to exhibit a unifying
formula for all these PFH functions.
In fact, we are interested in the following question : is there an inte-
gral representation of all positive PFH functions? We were motivated to
raise this question from the following classical result, due to D. Widder [32],
see also J.L. Doob [13], concerning positive space-time harmonic functions
(of Brownian motion) : h ≥ 0 is space-time harmonic, if, by definition,
{h(Bs, s), s ≥ 0} is a Brownian martingale. Thus, there exists a positive
finite measure µ(dλ) such that :
h(x, s) =
∫ ∞
−∞
dµ(λ) exp
(
λx− λ
2s
2
)
. (29)
Comment on (29):
In chapter I of [36], a probabilistic proof of Widder’s result is obtained with
the help of the non canonical Brownian motion :
B′t = Bt −
∫ t
0
ds
s
Bs, t ≥ 0.
It would be most interesting to obtain a representation of the PFH functions
by constructing a two-parameter process, with a past-future filtration F ′s,t
such that :
Fs,t = F ′s,t ∨ σ(Bs, Bt),
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and F ′s,t is independent from the pair (Bs, Bt).Such a filtration is exhibited
in the next exercise :
Exercise 6.8. The past-future Bridge filtration.
i. Let us consider the following two-parameter filtration :
F ′s,t = σ{Bu −
u
s
Bs, u ≤ s;Bt+h − Bt, h ≥ 0}.
Note that the σ-field Fs,t satisfies :
Fs,t = F ′s,t ∨ σ(Bs, Bt),
and that F ′s,t is independent from σ(Bs, Bt), in fact from F[s,t] = σ{Bu, s ≤
u ≤ t}.
ii. Prove that
(F ′s,t)0≤s<t<∞ is the natural two-parameter filtration associ-
ated with :
Xs,t =
(
Bs −
∫ s
0
du
u
Bu
)
+
(
1
t
Bt −
∫ ∞
t
dv
v2
Bv
)
,
that is :
F ′s,t = Ξs,t ≡ σ{Xu,v; u ≤ s, v ≥ t}.
Hint : simply show that :
E[Xs,tBs] = E[Xs,tBt] = 0,
and proceed from there.
iii. Note that :
Xs,t = X
(−)
s +X
(+)
t ,
where : X
(−)
s = β(B)s; X
(+)
t = β(Bˆ)1/t, and : β(B)s = Bs −
∫ s
O
du
u
Bu
is the Brownian motion introduced in Chapter I of Yor, Zu¨rich [36].
Furthermore : Bˆu = uB1/u.
Question 6.1. It may also be of interest to consider the family of interval-
σ-field : F[s,t] = σ{Bu, s ≤ u ≤ t}, and to look for the “generation” of F ′[s,t],
a sub σ-fields of F[s,t] :
F ′[s,t] = σ{
Bu −Bv
u− v −
Bt −Bs
t− s ; s ≤ u ≤ v ≤ t}.
Can one give a simpler description of F ′[s,t]? Note that, if I1, . . . , Ik are
disjoint intervals then F ′I1, . . . ,F ′Ik are independent
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Independently from the previous exercise, we have obtained the following
partial answers presented in the next two propositions.
Proposition 6.3. Let h(s, t; x, y) = φ( 1
t−s ;
y−x
t−s ) for a function φ(u, z). Then,
h is PFH if and only if φ is space-time harmonic, i.e :
φ′u +
1
2
φ′′z2 = 0. (30)
Proof. The LHS of the first equation in (−) writes, in this case : (with :
u = 1/(t− s); z = (y − x)/(t− s))
1
(t− s)2φ
′
u(u, z)−
y − x
(t− s)2φ
′
z(u, z) +
y − x
(t− s)2φ
′
z(u, z) +
1
2(t− s)2φ
′′
z2. (31)
Hence, the result.
Proposition 6.4. Let h(s, t; x, y) = F ( x√
t−s ,
y√
t−s) for a function F . Then,
h is PFH if and only if :{
aF ′a + (2a− b)F ′b + F ′′b2 = 0
(2b− a)F ′a + bF ′b + F ′′a2 = 0
(32)
Proof.
h′s =
1
2
x
(t− s)3/2F
′
a +
1
2
y
(t− s)3/2F
′
b;
h′x =
1√
t− sF
′
a;
h′′x2 =
1
t− sF
′′
a2 .
We must have :
1
2
1
t−s
[
x√
t−sF
′
a +
y√
t−s
]
+
1
t− s
y − x√
t− sF
′
a +
1
2(t− s)F
′′
a2 = 0
Hence :
1
2
(aF ′a + bF
′
b) + (b− a)F ′a +
1
2
F ′′a2 = 0.
We leave the end of the proof to the reader.
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Note that F , solution of (32), is harmonic for the 2-dimensional Ornstein-
Uhlenbeck process (X, Y ) defined by :
Xt = βt +
∫ t
0
Ys ds;Yt = γt +
∫ t
0
Xs ds,
where β and γ is a 2-dimensional Brownian motion.
A question :
We dispose of the equations (−) and (+). We would like to find a more
general family of PFH functions, than the ones we obtained in Proposition
6.3 and Proposition 6.4. More precisely, we consider the functions defined by
:
h(s, t; x, y) = exp (a(s, t)xy + b(s, t)x+ c(s, t)y + d(s, t)),
associated to the four time dependent functions a, b, c, d.
• h satisfies formula (−) if and only if : (after computation of h′s, h′x, h′x2
and identification of the terms in xy, y2, x, y and the constant parts)


(1) ∂a
∂s
= 1
t−sa(s, t)
(2) a(s, t)
(
1
t−s +
1
2
a(s, t)
)
= 0
(3) ∂b
∂s
= 1
t−sb(s, t) = 0
(4) ∂c
∂s
+ b(s, t)
(
1
t−s + a(s, t)
)
= 0
(5) ∂d
∂s
+ 1
2
b(s, t)2 = 0
(33)
(2) gives :
a(s, t) = 0, or a(s, t) = − 2
t− s.
(3) gives :
b(s, t) =
β(t)
t− s.
Let us take a(s, t) = − 2
t−s (leaving the case a(s, t) = 0 aside for the
moment). Then (4) gives :
c(s, t) =
β(t)
t− s + γ(t).
(5) gives :
d(s, t) = −1
2
β(t)2
t− s + δ(t).
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• h satisfies formula (+) if and only if : (after computation of h′t, h′y, h′y2
and identification of the terms in xy, y2, x, y and the constant parts)

(1′) − ∂a
∂t
= 1
t−sa(s, t)
(2′) a(s, t)
(
1
t−s +
1
2
a(s, t)
)
= 0
(3′) − ∂b
∂t
+ a(s, t)c(s, t) + c(s,t)
t−s = 0
(4′) ∂c
∂t
(
1
t−s
)
+ c(s, t) = 0
(5′) ∂d
∂t
+ c(s, t)2 = 0
(34)
Again (2′) gives :
a(s, t) = 0, or a(s, t) = − 2
t− s.
(4′) gives :
c(s, t) = γˆ(s)(t− s).
(3′) gives :
b(s, t) = −γˆ(s)t+ βˆ(s).
(5′) gives :
d(s, t) = γˆ(s)2
(t− s)3
3
+ δˆ(s).
We now have to compare the different expressions we have obtained for a, b,
c, d and determine 6 functions of one variable, i.e : β, γ, δ on one hand and
βˆ, γˆ, δˆ on the other hand.
6.5.1 A first attempt to represent PFH ≥ 0 functions :
Let h(s, t;Bs, Bt) be an Fs,t-martingale. Then, for fixed t,
s→ h(s, t;Bs, Bt) (s < t) is an F (t)s martingale.
Hence : for fixed (t, y), h(s, t; x, y) is space-time harmonic for P(t)0→y, that
is : h(s, t;Bs, y)pt−s(Bs, y) is a martingale, (but only until t) for Brownian
motion, i.e (with obvious notations) :
Ht,y(s, x) = h(s, t; x, y)pt−s(x, y)is space− time harmonic in(s, x).
We shall note : (s, x)-space-time harmonic. Hence,
h(s, t; x, y) =
1
pt−s(x, y)
Ht,y(s, x). (35)
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Moreover, thanks5 to Proposition 6.1, we have also :
h(
1
t
,
1
s
;
y
t
,
x
s
) =
1
pt−s(x, y)
Kt,y(s, x), (36)
where Kt,y is a (s, x)-space-time harmonic function. Let us rewrite (36) with
u = 1
t
, v = 1
s
, x′ = y
t
, y′ = x
s
:
h(u, v; x′, y′) =
1
p 1
u
− 1
v
(sy′, tx′)
K 1
u
,tx′(
1
v
, sy′)
=
1
p 1
u
− 1
v
(y
′
v
, x
′
u
)
K 1
u
,x
′
u
(
1
v
,
y′
v
).
(37)
Thus, H and K need to satisfy :
h(s, t; x, y) =
1
pt−s(x, y)
Ht,y(s, x) =
1
p 1
s
− 1
t
(y
t
, x
s
)
K 1
s
,x
s
(
1
t
,
y
t
). (38)
After some elementary computation, we have :
1
p 1
s
− 1
t
(y
t
, x
s
)
=
√
st√
2π(t− s) exp
(
−1
2
(sy − xt)2
st(t− s)
)
. (39)
Hence, (38) becomes :
Ht,y(s, x) =
1√
st
exp
(
(sy − xt)2
st(t− s) −
(y − x)2
t− s
)
K 1
s
,x
s
(
1
t
,
y
t
)
=
1√
st
exp
(
−1
2
(
y2
t
− x
2
s
))
K 1
s
,x
s
(
1
t
,
y
t
).
(40)
If we assume that :
K 1
s
,x
s
(
1
t
,
y
t
) =
∫ ∞
−∞
dηK 1
s
,x
s
(η) exp
(
η
y
t
− η
2
2t
)
,
i.e : the representing measure of Ka,z(s, x)is absolutely continuous, it “is
likely” that :
1√
s
exp
(
−x
2
2s
)
K 1
s
,x
s
(η),
5Here, our treatment is not totally rigorous since we assume that an (s, x)-space-time
harmonic function, for s < t, may be extended to an (s, x)-space-time harmonic, for all
s > 0. Can one characterize such t-space-time harmonic functions? Our second attempt
(see 6.5.2) does not suffer from this abuse.
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is (s, x)-space-time harmonic, i.e :
1√
s
exp
(
−x
2
2s
)
K 1
s
,x
s
(η) =
∫
τη(dλ) exp
(
λx− λ
2s
2
)
. (41)
Using again (38), and taking t = 1
u
, y
t
= uy = z, we have :
K 1
s
,x
s
(u, z) =
√
u
s
exp
(
1
2
(
x2
s
+ z2t
))
H 1
u
, z
u
(s, x) (42)
If we assume that :
Ht,y(s, x) =
∫ ∞
−∞
dλHt,y(λ) exp
(
λx− λ
2s
2
)
,
it “is likely” that :
1√
u
exp
(
z2
u
)
H 1
u
, z
u
(λ),
is (u, z)-space-time harmonic, i.e :
1√
u
exp
(
z2
u
)
H 1
u
, z
u
(λ) =
∫
θλ(dρ) exp
(
ρz − ρ
2u
2
)
. (43)
It now remains to find a correspondence between τη and θλ.......
Exercise 6.9. Show from the above arguments that :
e(t)s ≡ exp
(
−2BsBt
t− s
)
is a (Fs,t, s < t) martingale.
More generally, if (Bu) is a n-dimensional Brownian motion, show that :
exp
(
−2Bs •Bt
t− s
)
is a PF martingale.
Solution : We need to show in particular that :
exp
(
−2Bsm
t− s
)
pt−s(Bs, m) is a (Fs, s < t) martingale.
In fact, this expression is : pt−s(Bs,−m), which is of course a (Fs, s < t)
martingale!!
Exercise 6.10. ( : T. Fujita, M. Yor [15]).
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i. Assume (Xt) is a symmetric Le´vy process, with semigroup density :
pt(x, y) ≡ qt(|x − y|), for qt a function on R+. Prove that, for any
a ∈ R,
pt−s(Xs + a,−(Xt + a))
pt−s(Xs, Xt)
,
is a Fs,t martingale.
ii. Application : for the Cauchy process Xt = Ct, one gets :
(t− s)2 + (Ct − Cs)2
(t− s)2 + (Ct + Cs + 2a)2
is a (Fs,t) martingale.
Question : does there exist an adequate extension of this result to non-
symmetric Le´vy processes?
Exercise 6.11. Define Ru = |Bu|, the n-dimensional Bessel process asso-
ciated with B a Brownian motion in Rn; compute the projection of e(t)s on
Rs,t.
Exercise 6.12. Show that : e
(t)
s → 0 when s→ t.
Identify the law of G(t)1 = sup{s < t, e(t)s = 1}, and more generally the law of
G(t)K
6.5.2 A second attempt to represent PFH ≥ 0 functions :
Recall again that : h(s, t; x, y) is PFH if and only if :
i. ∀(t, y), (s, x)→ h(s, t; x, y) is harmonic under P(t)0→y;
ii. h(s, t; x, y) ≡ k(1
t
, 1
s
; y
t
, x
s
), where k is PFH ; and we shall apply (i) to
k, for fixed (s, x).
Based on this, we can state the following :
Proposition 6.5. h is PFH ≥ 0 if and only if :
a) ∀(t, y), there exists a space-time harmonic function for Brownian mo-
tion : K
(+)
(t,y) such that :
h(s, t; x, y) = K
(+)
(t,y)
(
s
t− s ;
xt− ys√
t(t− s)
)
(44)
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b) ∀(s, x), there exists a space-time harmonic function for Brownian mo-
tion : K
(−)
( 1
s
,x
s
)
such that :
h(s, t; x, y) = K
(−)
( 1
s
,x
s
)
(
s
t− s ;
√
s(y − x)
t− s
)
(45)
To help the reader with these slightly complicated formulae, let us com-
pute K(+) and K(−) for :
h(s, t; x, y) = exp
(
− 2xy
t− s
)
,
in the following exercise :
Exercise 6.13. a) Fix t andm; find K(+) a space-time harmonic function
such that :
exp
(
− 2xm
t− s
)
= K(+)
(
s
t− s ;
xt−ms√
t(t− s)
)
.
Answer :
K(+)(u, ξ) = exp
(−2m′ξ − 2m′2u),
where m′ = m√
t
. (Note the remarkable fact that K(+) depends only on
m′).
b) Fix s and x; find K(−) a space-time harmonic function such that :
exp
(
− 2xy
t− s
)
= K(−)
(
s
t− s ;
√
s(y − x)
t− s
)
.
Answer :
K(−)(u, ξ) = exp (−2x′(ξ + x′u)),
where : x′ = x/
√
s.
(Note the remarkable fact that K(−) depends only on x′).
Proof. (of Proposition 6.5)
As explained just before stating that Proposition, the proof consists in ex-
pressing the generic ≥ 0, space-time harmonic function h(t)m (s, x) for the
Brownian bridge BB
(t)
0→m in terms of a space-time harmonic function for
Brownian motion. The result is :
h(t)m (s; x) = K
(
s
t− s ;
xt−ms√
t(t− s)
)
. (46)
we denote by H(t)m the set of the h(t)m functions, space-time harmonic functions
for the Brownian bridge BB
(t)
0→m, and byH the set of the space-time harmonic
functions for Brownian motion.
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1. Clearly, by scaling,
h(t)m (s; x) = h
(1)
m/
√
t
(
s
t
;
x√
t
)
. (47)
2. Let h ∈ H(1)m ; then, we shall show that there exists K ∈ H such that :
h
(
1
τ + 1
;
m+ y
τ + 1
)
= K
(
1
τ
;
y
τ
)
. (48)
Then, we obtain (46) from (47) and (48).
3. It now remains to prove (48).
In order to state properties in Brownian terms, and not in terms of
Brownian bridges, we use time inversion (in a first instance) :
B′v = vB1/v.
Then, the martingale property for h writes : (s < s′ < 1)
E
[
F
(
uB′1/u,
1
u
≥ 1
s′
)
h
(
s; sB′1/s
) |B′1 = m
]
=
E
[
F
(
uB′1/u,
1
u
≥ 1
s′
)
h
(
s′; s′B′1/s′
) |B′1 = m
]
.
We use : σ = 1/s; σ′ = 1/s′, then :
E
[
F (B′v, v ≥ σ′) h
(
1
σ
;
B′σ
σ
)
|B′1 = m
]
=
E
[
F (B′v, v ≥ σ′)h
(
1
σ′
;
B′σ′
σ′
)
|B′1 = m
]
.
We now shift time by 1 : σ = τ + 1; σ′ = τ ′ + 1; and we introduce :
B˜u = B
′
(u+1) − B′1, a new Brownian motion. Then :
E
[
F
(
B˜u, u ≥ τ ′
)
h
(
1
τ + 1
;
m+ B˜τ
τ + 1
)]
=
E
[
F
(
B˜u, u ≥ τ ′
)
h
(
1
τ ′ + 1
;
m+ B˜τ ′
τ ′ + 1
)]
.
It is advantageous to introduce the notation :
H(τ, x) = h
(
1
τ + 1
;
m+ x
τ + 1
)
.
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The previous equality writes :
E
[
F
(
B˜u, u ≥ τ ′
)
H
(
τ ; B˜τ
)]
= E
[
F
(
B˜u, u ≥ τ ′
)
H
(
τ ′; B˜τ ′
)]
.
Finally, we shall bring time“back in order”by introducing β such that :
B˜u = uβ1/u, (time inversion : second instance), and :
1
τ ′ = θ
′ < 1
τ
= θ.
Hence :
E
[
F
(
β1/k,
1
k
≤ θ′
)
H
(
1
θ
;
1
θ
βθ
)]
=
E
[
F
(
β1/k,
1
k
≤ θ′
)
H
(
1
θ′
;
1
θ′
βθ′
)]
.
(49)
Consequently, K(θ; x) = H
(
1
θ
; x
θ
)
belongs to H. We have obtained
(48).
6.6 An explicit expression for the law of g
(ν)
x (t)
In Note 2, we discussed the Black-Scholes formula in relation with the law of
GK . Similarly, here in our finite horizon framework, we would like to give an
explicit expression for the law of :
g(ν)x (t) = sup{s ≤ t, B(ν)s = x}.
Already, in the case ν = 0, the following result has been obtained (see [37]
and alsoo [17] Proposition 4.3.3.3) :
P
(
g(0)x (t) ∈ du
)
=
du
π
√
u(t− u) exp
(
−x
2
2u
)
(0 < u < t). (50)
Note that this is a sub-probability, since du
pi
√
u(t−u) (0 < u < t) is the arcsin
distribution; indeed,
P
(
g(0)x (t) = 0
)
= P (Tx ≥ t)
= P
(
|N| ≤ |x|√
t
)
.
We are now interested in the general case : ν 6= 0; we shall compute, for
0 ≤ s ≤ t :
γ
(ν)
x, t(s)
def
= P(0 < g(ν)x (t) ≤ s).
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γ
(ν)
x, t(s) = E
[
1{0<g(0)x (t)≤s} exp
(
νBt − ν
2t
2
)]
. (51)
On {0 < g(0)x (t) ≤ s}, we have : Tx ≤ s, and introducing :
B˜u = BTx+u − x,
a new Brownian motion, independent from FTx, we have :
g(0)x (t) = Tx + g˜(t− Tx),
where g˜(h) = sup{s < h, B˜s = 0}. We have :
γ
(ν)
x, t(s) = E
[
1{Tx≤s}1{g˜(t−Tx)≤s−Tx} exp
(
ν(x+ B˜t−Tx)
ν2t
2
)]
= exp
(
νx− ν
2t
2
)
E
[
1{Tx+g˜(t−Tx)≤s} exp
(
ν
√
(t− Tx)− g˜(t− Tx)m˜1
)]
,
where we have used the factorisation :
B˜t−Tx =
√
(t− Tx)− g˜(t− Tx)m˜1,
with m˜1 = ǫm1 independent from (Tx, g˜(t− Tx)), ǫ is Bernoulli, m1 law=
√
2e.
We introduce the function :
φ(λ) = E[exp (λm˜1)] = E[cosh (λm1)] =
∫ ∞
0
dt e−t cosh (λ
√
2t). (52)
An integration by parts shows that :
φ(λ) = 1 + eλ
2/2|λ|
√
2πP (|N| ≤ |λ|) . (53)
See [2] for similar computations. Consequently, we obtain :
γ
(ν)
x, t(s) = P
(
1{0<gx(t)≤s}e
νx− ν2t
2 φ(ν
√
t− gx(t))
)
, (54)
which from (50), gives :
P(g(ν)x (t) ∈ du) =
du
π
√
u(t− u) exp
(
−x
2
2u
)
φ(ν
√
t− u). (55)
Very close computations may be found in Chapter 4, subsection 4.3.9 in [17].
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6.7 On the time spent below a level by Brownian mo-
tion with drift
Consider :
A(ν)x (t) =
∫ t
0
ds 1{B(ν)s ≤x}, x > 0.
Thus, it is shown in [37], that, for ν = 0 :
A(0)x (t)
law
= g(0)x (t). (56)
Question 6.2. We may ask whether this identity in law also holds with (B(ν))
instead of (B).
Question 6.3. Another question consists in studying :
P
(
A(ν)x (t) ≤ s|Fs
)
.
(Maybe already studied by Dassios [11], and Embrechts, Rogers and Yor [14])
6.8 Another class of past-future martingales
(To appear in second edition of Chaumont-Yor, [7], Chapter 7). We are
interested in constructing (Fs,t) martingales from the simple recipe :
if F ∈ L1(W,F∞), then :
Ms,t(F )
def
= E [F |Fs,t] is a (Fs,t)−martingale.
For a number of functionals F , we are able to compute Ms,t(F ).
Example 6.1.
F = exp
(∫ ∞
0
f(u)dBu − 1
2
∫ ∞
0
f 2(u)du
)
, (57)
where f ∈ L2 ([0,∞), du). Then,
E [F |Fs,t] = exp
(∫ s
0
f(u)dBu +
∫ ∞
t
f(u)dBu − 1
2
∫ ∞
0
f 2(u)du
)
× E
[
exp
(∫ t
s
f(u)dBu
)
|Fs,t
]
.
We know that :
E
[∫ t
s
f(u)dBu|Fs,t
]
=
1
t− s
(∫ t
s
f(u)du
)
(Bt − Bs)
=
(∫ t
s
f(u)du
)
B[s,t].
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Hence :
E
[
exp
(∫ t
s
f(u)dBu
)
|Fs,t
]
= exp
((∫ t
s
f(u)du
)
B[s,t]
)
exp
1
2
(∫ t
s
f 2(du)du− 1
t− s
(∫ t
s
f(u)du
)2)
.
Finally, we have obtained :
E [F |Fs,t] = F (1)s F (2)s,t F (3)t , (58)
where : 

F
(1)
s = exp
(∫ s
0
f(u)dBu − 12
∫ s
0
f 2(u)du
)
F
(2)
s,t = exp
((∫ t
s
f(u)du
)
B[s,t] − 12(t−s)
(∫ t
s
f(u)du
)2)
F
(3)
t = exp
(∫∞
t
f(u)dBu − 12
∫∞
t
f 2(u)du
)
.
(59)
Wishful thinking : Recall that the computation of E[F |Ft], for F in
(57), and the fact that these functionals are total in L1(W,F∞) easily leads
to the representation result of Brownian martingales as stochastic integrals
with respect to Brownian motion. Could there be an analogous result for the
(Fs,t) filtration? What might be the PF martingale of reference, perhaps :
B[s,t]?
Exercise 6.14. Compute :
E
[∫ ∞
0
du e−λu f(Bu)|Fs,t
]
.
A first attempt :
E
[∫ ∞
0
du e−λu f(Bu)|Fs,t
]
=
∫ s
0
du e−λu f(Bu) +
∫ ∞
t
du e−λu f(Bu)
+
∫ t
s
du e−λuE [f(Bu)|Fs,t] .
We observe that, for s < u < t :
Bu = Bs +
(
u− s
t− s
)
(Bt −Bs) +R,
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with R independent of (Bs, Bt − Bs) and E [R2] ≡ r2 = (u−s)(t−u)(t−s) . Hence :
E [f(Bu)|Fs,t] = 1√
2πr2
∫ ∞
−∞
dx e−
x2
2r2 f(x+Bs + (u− s)B[s,t]). (60)
We also note that we have obtained :
∀y ∈ R, 1√
2πr2
e−
(y−(Bs+(u−s)B[s,t]))
2
2r2
is a (Fs,t) martingale for s < u < t, but we need to compute :∫ t
s
du e−λuE [f(Bu)|Fs,t]
with the help of (60)
29
7 Note 7 : Which results still hold for dis-
continuous martingales?
7.1 No positive jumps
In this section, (Mt, t ≥ 0) denotes a ca`dla`g R+-valued local martingale, such
that : M0 = 1, limt→∞Mt = 0, and (Mt) has no positive jumps.
Then, our previous main results still hold; precisely :
Proposition 7.1. Under the previous hypotheses,
a)
sup
s≥0
Ms
law
=
1
U
;
b) if GK(M) = sup{s ≥ 0,Ms ≥ K}, with K > 0, then, for any stopping
time T :
P (GK(M) > T |FT ) =
(
MT
K
)
∧ 1. (61)
Remark : In the same vein, we mention that the so-called “Aze´ma-Yor
martingales” F (St,Mt), with St = sups≤tMs admit an extension (with no
formal change in the formula) to the family of martingales with no positive
jumps. See L. Nguyen- M. Yor [26].
7.2 A formula in the Le´vy process framework
We would like to apply the preceeding to Mt = exp (Xt − tψ(1)), t ≥ 0,
where (Xt, t ≥ 0) is a Le´vy process with no Brownian component.
A general version of Tanaka’s formula ( see [35]) is :
(Mt −K)+ = (M0 −K)+ +
∫ t
0
1{Ms−>K} dMs + Σ
(K)
t , (62)
where :
Σ
(K)
t =
∑
s≤t
(
1{Ms−>K} (Ms −K)
− + 1{Ms−≤K} (Ms −K)
+) . (63)
Let ν(dx) denote the Le´vy measure ofX. Then, Le´vy’s compensation formula
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gives :
E
[
Σ
(K)
t
]
= E
[∫ t
0
1{Ms−>K} ds
∫
ν(dx) (Ms−e
x −K)−
]
+ E
[∫ t
0
1{Ms−≤K} ds
∫
ν(dx) (Ms−e
x −K)+
]
=
∫ t
0
ds φ(s,K),
(64)
with :
φ(s,K) =
∫ 1
0
du µ(]0, u[)E
[
Ms 1{K<Ms<Ku }
]
+
∫ ∞
1
du µ([u,∞[)E
[
Ms 1{K
u
<Ms<K}
]
,
(65)
where µ is the image of ν by the exponential application : x→ exp (x).
Finally, we have obtained :
E
[
(Mt −K)+
]
= (M0 −K)+ +
∫ t
0
ds φ(s,K),
which plays the same role as Tanaka’s formula in the continuous framework.
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8 Note 8 : Other option prices which increase
with maturity
The contents of this note are taken entirely from a preprint by Carr-Ewald-
Xiao [6], to whom we are grateful for free access.
The main result of that paper is the following :
Theorem 8.1. Let g be a continuous convex function; then, the function :
A(t)g = E
[
g
(
1
t
∫ t
0
ds Es
)]
is an increasing function of t.
Exercise 8.1. Compute, for any n ≥ 1, the function :
an(t) = E
[(
1
t
∫ t
0
ds Es
)n]
≡ a˜n(t)
tn
.
Partial solution and hints :
• a1(t) = 1;
• a2(t) = 2t2 (et − 1− t);
• In order to compute an(t), it may be useful to first prove the following
formula : for α sufficiently large,∫ ∞
0
dt e−αta˜n(t) =
n!
α2(α− 1)(α− 3) . . . (α− n(n−1)
2
)
,
where
a˜n(t) = E
[(∫ t
0
ds Es
)n]
≡ tnan(t);
• More directly, we obtain :
an(t) =
n!
tn
E
[ ∫ t
0
ds1
∫ t
s1
ds2 . . .
∫ t
sn−1
dsn
exp
(
(Bs1 + · · ·+Bsn)−
1
2
(s1 + · · ·+ sn)
)]
=
n!
tn
∫ t
0
ds1
∫ t
s1
ds2 . . .
∫ t
sn−1
dsn exp
(
1
2
C(s1, . . . , sn)
)
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where :
C(s1, . . . , sn) = E
[
(Bs1 + · · ·+Bsn)2
]− (s1 + · · ·+ sn).
and we find :
E
[
(Bs1 + · · ·+Bsn)2
]
= n2s1 + (n− 1)2(s2 − s1) + · · ·+ (sn − sn−1).
Hence :
C(s1, . . . , sn) ≡
n−1∑
j=0
(
(n− j)2 − (n− j)) (sj+1 − sj)
≡
n−1∑
j=0
((n− j)(n− (j + 1))) (sj+1 − sj)
• Finally, it may be useful in order to solve this question to use the “Asian
Option identity in law” :
A
(ν)
Tλ
=
∫ Tλ
0
ds exp 2(Bs + νs)
law
=
β1,a
2γb
,
where Tλ is an independent exponential time with parameter λ, and β1,a
and γb are 2 independent random variables, respectively distributed as
beta(1, a) and gamma(b), with a = µ+ν
2
, b = µ−ν
2
, and µ =
√
2λ+ ν2.
For a compendium of results/papers on this topic, see Yor [40].
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9 Note 9 : From puts to calls : more care is
needed!
9.1 Why should one be careful?
In pricing financial options , the LHS of Part A-(12) arises very naturally in
terms of put options, i.e. when considering :
E
[
(K −Mt)+
]
(66)
On the other hand, the price of a call option is :
E
[
(Mt −K)+
]
(67)
A most common argument to “reduce” (67) to (66) is to invoke “call-put
parity” and/or “change of nume´raire”. Mathematically, this means that we
consider the new probability Q defined via :
Q|Ft = Mt · P|Ft , (68)
and the martingale ( 1
Mt
, t ≥ 0) under Q, since :
EP
[
(Mt −K)+
]
= EQ
[(
1− K
Mt
)+]
= K EQ
[(
1
K
− 1
Mt
)+]
.
(69)
However, two difficulties arise in order to perform these operations
rigorously :
i. in order that Q, as defined via (68), be a probability, we need that
(Mt, t ≥ 0) is a true martingale under P, i.e : it satisfies in particular
EP(Mt) = 1;
ii. some care is needed also concerning (69); in particular Mt might take
the value 0 on some Ft-set of positive P-probability.
To summarize, (68) and (69) are correct
if (Mt, t ≥ 0) is a strictly positive true martingale under P.
Formally, this may be stated as :
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Proposition 9.1. If (Mt) is a strictly positive true continuous martingale
under P, define PM via :
PM |Ft = Mt · P|Ft .
Denote :
g(1)∞ = sup{t ≥ 0,Mt = 1}.
Then :
i. EP
[
Ft (Mt − 1)+
]
= EM
[
Ft 1{g(1)∞ ≤t}
]
, for every Ft ∈ Ft;
ii. EP [Ft|Mt − 1|] = EP
[
Ft 1{g(1)∞ ≤t}
]
+ EM
[
Ft 1{g(1)∞ ≤t}
]
;
iii. g
(1)
∞ has the same distribution under P and under PM .
Proof. i. We write :
EP
[
Ft (Mt − 1)+
]
= EM
[
Ft
(
1− 1
Mt
)+]
= EM
[
Ft 1{g(1)∞ ≤t}
]
,
from Theorem 1.1 (Part A), since
(
1
Mt
, t ≥ 0
)
is, under PM , a martin-
gale which converges to 0 as t→∞.
ii.
EP [Ft|Mt − 1|] = EP
[
Ft (Mt − 1)+
]
+ EP
[
Ft (1−Mt)+
]
,
and we apply both the previous result and Theorem 1.1 (Part A).
iii. Taking Ft = 1 in i., we obtain :
PM
(
g(1)∞ ≤ t
)
= EP
[
(Mt − 1)+
]
= EP [(Mt − 1)] + EP
[
(Mt − 1)−
]
= EP
[
(1−Mt)+
]
= EP
[
g(1)∞ ≤ t
]
,
from Theorem 1.1 (Part A).
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We note that Proposition 9.1 extends in the case when (Mt) is a true con-
tinuous martingale, taking values inR+, but it may vanish, i.e : P (T0 <∞) >
0. Indeed, under PM , T0 =∞ a.s., and the previous arguments are still valid.
In order to obtain some analogue of Theorem 1.1 (Part A) for :
E
[
Ft (Mt −K)+
]
in the general case when (Mt) is a local martingale belonging to L(+)0 , we
shall proceed directly.
9.2 The “common” Bessel example
Before discussing in a general framework, we write some version of the iden-
tity Part A-(12) for (Mt =
1
Rt
, t ≥ 0), where R is a BES(3), starting from 1.
We denote by Wa and P
(3)
a (a > 0) the respective laws of Brownian mo-
tion and BES(3) starting at a > 0, on the canonical space C(R+,R), with
Xt(ω) = ω(t), and Ft = σ{Xs, s ≤ t}; then, there is the well-known Doob’s
h-transform relationship :
P(3)a |Ft =
Xt∧T0
a
· Wa|Ft . (70)
Proposition 9.2. There is the identity :
E(3)1
[
Ft
(
1
Xt
− 1
)+]
=W1
(
Ft 1{γ≤t≤T0}
)
, (71)
for every Ft ∈ Ft, and γ = sup{t < T0, Xt = 1}.
Proof. Thanks to (70), the LHS of (71) equals :
W1
(
Ft (1−Xt∧T0)+ 1{t≤T0}
)
,
which is equal to the RHS of (71) thanks to formula Part A-(12), applied
with F ′t = Ft 1{t≤T0}.
Remarks.
a) We understand that the present discussion is close to recent work by
S. Pal and P. Protter motivated by financial bubbles. In fact, we had
acces to their preprint [28], at the beginning of April 2008 and after
writing this Note 9.
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b) It is worth noting that, as a consequence of (71), there is the identity
E(3)1
[(
1
Xt
− 1
)+]
=W1 (γ ≤ t ≤ T0) ,
which shows clearly that the LHS is not an increasing function of
t; indeed, the RHS converges to 0 as t → ∞, as a consequence of
Lebesgue’s dominated convergence theorem.
In fact, we can compute explicitly this RHS, which equals :
r(t) ≡ W1 (T0 ≥ t)−W1 (γ ≥ t)
≡ (1−W1 (T0 ≤ t))− (1−W1 (γ ≤ t))
≡ W1 (γ ≤ t)−W1 (T0 ≤ t) .
Recall that, under W1 : T0
law
= 1
B21
and γ
law
=
U2
[0,2]
B21
; thus :
r(t) = P
(
|B1| ≤ 1√
t
)
− P
(
|B1| ≤
U[0,2]√
t
)
, (72)
that is :
r(t) =
√
2
π
∫ 1√
t
0
dx e−x
2/2 −
√
2
π
∫ ∞
0
dx e−x
2/2
(
1−
√
tx
2
)+
(73)
In particular, it easily follows from (72) that :
r(t) ∼t→∞
√
2
πt3
(
1
6
)
. (74)
It is also easily proven directly that :
r(t) ∼t→0
√
t
2π
(75)
Formulae (74), (75) are proven in the Appendix.
Exercise 9.1. Prove the formula :
∫ ∞
0
λe−λt dt r(t) =
(
1− e−2
√
2λ
2
√
2λ
)
− e−
√
2λ.
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b) There is an extension of formula (71) for pairs of Bessel processes with
respective dimensions δ ∈ (0, 2), and 4− δ; formula (70) generalizes as
:
P(4−δ)1
(
Ft
(
1
X2−δt
− 1
)+)
= P(δ)1
(
Ft 1{γ≤t≤T0}
)
,
for every Ft ∈ Ft, and γ = sup{t < T0, Xt = 1}. Proposition 9.2 leads
us easily to a general statement, whose proof simply mimicks that of
Proposition 9.2, hence it is left to the reader.
Proposition 9.3. Let Q|Ft = Mt ·P|Ft, with M0 = 1, and let us assume
that T0 = inf{t,Mt = 0} <∞ P a.s.
Then, M ′t =
1{t<T0}
Mt
is well defined and strictly positive under Q;
M ′t ∈ L(+)0 ; moreover it is a strict local martingale under Q.
Finally :
EQ
[
Ft (M
′
t − 1)+
]
= EP
[
Ft 1{γ≤t<T0}
]
, (76)
where γ = sup{t < T0,Mt = 1}.
Note that, as for Proposition 9.2, the RHS of (76), for Ft ≡ 1, is no
longer an increasing function of t.
The result (76) should be compared with the general expression given
in [20], Proposition 2, p.160, for EQ
[
(M ′t −K)+
]
.
The contruction of (M ′t) in Proposition 9.3 is very close to the discussion by
Delbaen-Schachermayer [12] of arbitrage within the Bessel processes frame-
work.
9.3 A general discussion
This is based on [20]; extensions of that discussion to discontinuous local
martingales have been done by Chybiryakov [9], Kaji [19].
Let (Mt, t ≥ 0) denote an R+-valued continuous local martingale, with
M0 = a > 0. We denote by (LKt , t ≥ 0) the local time at level K of (Mt, t ≥
0).
The following theorem shows how careful one should be when“integrating
Tanaka’s formula” when (Mt∧τ , t ≥ 0) is not a uniformly integrable martin-
gale, with τ a stopping time. This care should be taken in particular for fixed
time τ when (Mt) is a strict local martingale.
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Theorem 9.1. [[20], Theorem 1] With the previous notation, and hypotheses,
there is the formula :
E
[
(Mτ −K)+
]
= (a−K)+ + 1
2
E
[LKτ ]− cM(τ), (77)
where the “correction term” cM(τ) does not depend on K, and is equal to
either of the four following quantities :
i. E [a−Mτ ];
ii. limK→∞ 12 E
[LKτ ];
iii. limσ→∞ σ P
(
supu≤τ Mu ≥ σ
)
;
iv. limq→∞
√
pi
2
(
q P
(√〈M〉τ ≥ q)).
See [20] for a discussion of the financial meaning of (77). Let us insist,
once again, about the formula different, from (77), which one obtains when
considering the put quantity : E
[
(K −Mτ )+
]
, instead of the call quantity :
E
[
(Mτ −K)+
]
:
E
[
(K −Mτ )+
]
= (K − a)+ + 1
2
E
[LKτ ] . (78)
Clearly, there is agreement between the identities (77),(78) and the expression
(i) of cM(τ).
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10 Note 10 : A temporary conclusion
10.1 What have we learnt?
a) Clearly, the knowledge of the call/put quantities :
E
[
(Mt −K)±
]
,
for all strikes and maturities, is equivalent to the knowledge of the 1-
dimensional marginals of M . We have learnt that it is also equivalent
to the knowledge of the laws of last passage times GK .
b) In our discussion, some fundamental quantities are certain conditional
expectations, namely :
E [M∞|S∞] and E
[
σ2s |Ms
]
,
which would certainly deserve more study. However, once introduced,
they allow to develop our discussion in a purely martingale framework
instead of the more usual Markovian framework.
10.2 Where is all this going?
This course seems to open a number of fairly general questions :
a) (Note 1). May the universal character of the law of supu≥tMu be ex-
tended to a study involving :∫ ∞
t
d〈M〉u f(Mu), for suitable f ′s?
b) (Note 6). Can one develop a stochastic calculus with respect to the
two-parameter filtration (Fs,t)? Creating a two-parameter Itoˆ stochas-
tic integration has already been done, in the context of the study of
double points of 2- and 3-dimensional Brownian motion by J. Rosen,
M. Yor [29]. We would also like to connect this study with the fairly
well developed Markovian Fields theory. (see, e.g, Dang-Ngoc-Yor [10],
Royer-Yor [30]).
c) (Note 8 )The Black-Scholes formula has been the first fundamental
option pricing formula, and may be considered to have fathered many
other such formulae, e.g : for quantile options, Asian options, and so
on... Could one develop a last time or more generally a past-future
viewpoint for these options?
d) We plan to develop answers to some of these questions in [4].
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10.3 Dealing with last passage times :
Throughout both Part A and Part B, last passage times (of local martin-
gales) play a crucial role. It has been comforting that in private discussions
around these lectures we did not experience. The reluctance about these
“non-stopping times”, which existed during the seventies, as K. L. Chung [8]
describes very well : “For some reason, the notion of a last exit time would
not be dealt with openly and directly. This may be due to the fact that
such a time is not an “optional”, or “stopping time”, does not belong to the
standard equipment, and so must be evaded at all costs.”
The positive attitude (which we experienced in these private discussions)
may be partly be due to the fact that the main results of enlargments of
filtrations theory are nowadays reasonably well-known.
On the other hand, one should not deny that, when dealing with last
passage times, difficulties occur, due to the fact that these times look forever
into the future. Undoubtedly, J. Akahori’s suggestion (Note 6) originated
from these diffculties.
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11 Appendix : Developments of some partic-
ular points-solutions to the exercises for
both Part A and Part B
This appendix is decomposed into sections 11-1, 11-2, ... which correspond
to the Notes 1, 2, ...
11.1 Note 1
• Solution to Exercise 1.1 :
From the strong Markov property :
G(ν)a = sup{t, B(ν)t = a}
= T (ν)a + sup{u,B(ν)T (ν)a +u − a = 0}
= T (ν)a + G˜
(ν)
0 ,
where : G˜
(ν)
0 = sup{u, B˜u + νu = 0}, and (B˜u, u ≥ 0) is a Brownian
motion starting from 0 and independent from (Bt). Now, the law of
G˜
(ν)
0 has a simple expression, since :
G˜
(ν)
0 = sup{u, B˜u = −νu}
law
=
1
T (ν)(B˜)
(: time inversion)
law
=
1
ν2T˜1
(: scaling)
law
=
B˜21
ν2
(: classical result).
Hence : (
T (ν)a , G
(ν)
a
)
law
=
(
T (ν)a , T
(ν)
a +
B˜21
ν2
)
,
with B˜1 independent from T
(ν)
a .
• Solution to Exercise 1.2 :
We first have thanks to Theorem A− 1.1 :
E
[
(Et −K)+
]
= KP
(
0 < G
(−1/2)
lnK ≤ t
)
.
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The laws of G
(ν)
a and G
(−ν)
a are related via the Cameron-Martin formula
:
W(−ν)|FGa∩(Ga>0) = exp (−2νa)W(ν)|FGa . (79)
Hence :
P
(
G(−ν)a ∈ dt|G(−ν)a > 0
)
= P
(
G(ν)a ∈ dt
)
.
Moreover thanks to (79) :
P
(
G(−ν)a > 0
)
= exp (−2νa).
So the result :
E
[
(Et −K)+
]
= P
(
G
(1/2)
lnK ≤ t
)
,
follows. We leave the end of the proof to the reader (take derivative in
t of the RHS of (A − 5) and recover the density of the law of G(1/2)lnK
given in (A− 22).
• Solution to Exercise 1.3 :
We recall that :
E
[
(Et −K)±
]
= (1−K)± + 1
2
E
[LKt (E)] .
From the time occupation formula :
E
[∫ t
0
f(Es) d〈E〉s
]
= E
[∫ t
0
f(Es) E2s ds
]
= E
[∫ ∞
0
f(K)LKt (E) dK
]
,
and the change of variable ey−
s
2 = K, we deduce :∫ t
0
ds√
2πs
∫ ∞
0
f(ey−
s
2 ) e2y−s e−
y2
2s dy =
∫ t
0
ds√
2πs
∫ ∞
0
f(K)K e−
1
2s(logK+
s
2)
2
dK,
so that :
E
[LKt (E)] =
∫ t
0
ds√
2πs
K e−
1
2s(logK+
s
2)
2
=
√
K
∫ t
0
ds√
2πs
e−
(logK)2
2s
− s
8
= 2
√
KE
[
1{4B21≤t} exp−
(logK)2
8B21
]
since the density of the r.v B21 is :
ds√
2pis
e−
s
21[0,∞[(s).
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11.2 Note 2
• Discussion of Example 2.1 :
Thanks to time reversal, one has :
(BT0−u, u ≤ T0) law= (Ru, u ≤ G1(R)),
where (Ru, u ≥ 0) is a BES0(3) and G1(R) = inf{u ≥ 0, Ru = 1}.
Hence :
T0 −G1(M) law= TK(R),
where on the LHS, T0 and G1(M) are independent and on the RHS,
TK(R) = inf{u ≥ 0, Ru = K}. Taking the Laplace transform in (λ22 ) of
both sides, one obtains :
e−λ =
λK
sinhλK
E
[
e−
λ2
2
GK(M)
]
, (80)
since :
E
[
e−
λ2
2
T0
]
= e−λ; E
[
e−
λ2
2
GK(R)
]
=
λK
sinhλK
.
Formula (80) becomes :
E
[
e−
λ2
2
GK(M)
]
=
e−λ(1−K) − e−λ(1+K)
2λK
=
1
2K
∫ 1+K
1−K
exp (−λx) dx
=
1
2K
∫ 1+K
1−K
E
[
exp−λ
2
2
Tx
]
,
where Tx is the first hitting time at level x of a Brownian motion (βt, t ≥
0) starting from 0; thus :
E
[
e−
λ2
2
GK(M)
]
=
1
2K
∫ 1+K
1−K
E
[
exp−λ
2x2
2β21
]
= E
[
exp−λ
2
2
U2K
β21
]
,
since :
Tx
law
=
x2
β21
.
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• Discussion of Example 2.1 :
We observe that :
sup{t ≥ 0, 1
Rt
= K} = sup{t ≥ 0, Rt = 1
K
}.
We consider the process R as obtained by time reversal from a Brownian
motion (Bt, t ≥ 0) starting from 1K and killed when it first hits 0. Hence,
with the same notation as before, we have :
T0
law
= GK(M) + T1(R), (with independence).
Thus, taking once again the Laplace transform in (λ
2
2
) of both sides,
one obtains :
e−λ
1
K =
λ
sinh λ
E
[
e−
λ2
2
GK(M)
]
,
E
[
e−
λ2
2
GK(M)
]
=
1
2λ
(
exp
(
−λ( 1
K
− 1)
)
− exp
(
−λ( 1
K
+ 1)
))
=
1
2
∫ 1
K
+1
1
K
−1
e−λx dx.
We leave the end of the proof to the reader (conclude as above).
• Solution to Exercise 2.4 :
From Itoˆ’s formula, one obtains :
σt = sinh (Bt)e
− t
2 .
Hence : σ2t = M
2
t − e−t; therefore, using Theorem A− 2.1 :
P (GK ∈ dt) =
(
1− 1
K
)+
ǫ0(dt) +
1{t>0}
2K
θt(K)mt(K) dt.
We leave the computation of mt(K) to the reader.
11.6 Note 6
• Solution to Exercise 6.2 :
We recall the generating function expansion of the Hermite polynomials
:
exp
(
λx− λ
2u
2
)
=
∞∑
n=0
λn
n!
Hn(x, u).
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Now we write :
exp
(
al − dl
2
2
)
exp
(
bν − cν
2
2
)
exp (flν)
=
( ∞∑
k=0
lk
k!
Hk(a, d)
)
+
( ∞∑
j=0
νj
j!
Hj(b, c)
)( ∞∑
m=0
(lν)m
m!
fm
)
=
∞∑
k,j,m=0
lk+mνj+m
k!j!m!
Hk(a, d)Hj(b, c)f
m.
Now, we may write :
∞∑
p,q=0
lpνqHp,q(a, b, c, d, f)
=
∞∑
k,j,n=0
lk+mνj+m
k!j!m!
Hk(a, d)Hj(b, c)f
m
=
∞∑
m=0
fm
m!
( ∞∑
p=m
lp
(p−m)!Hp−m(a, d)
)( ∞∑
q=m
νq
(q −m)!Hq−m(b, c)
)
=
∞∑
p,q=0
lpνq
(∑
m≤p,q
fm
m!
Hp−m(a, d)Hq−m(b, c)
1
(p−m)!(q −m)!
)
Consequently, we have :
Hp,q(a, b, c, d, f) =
∑
m≤p,q
Hp−m(a, d)Hq−m(b, c)
1
(p−m)!(q −m)! .
• Solution to Exercise 6.1 :
First, we need to write :
− 2
(t− s)(x+ νs− l)(y + νt− l)
= − 2
t− s
[
(x+ νs)(y + νt)− l(x+ y + ν(s + t)) + l2]
= − 2
t− s
[
xy + ν(sy + tx) + ν2(st)− l(x+ y)− lν(s + t) + l2]
≡ al − dl
2
2
+ bν − cν
2
2
+ flν.
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Comparing the two developments as polynomials in (l, ν), we obtain :
a =
2(x+ y)
t− s ; b = −
2
t− s(sy + tx)
c =
4(st)
t− s ; d =
4
t− s ; f =
2(s+ t)
t− s .
Consequently, we obtain :
Hp,q(s, t; x, y) = Hp,q
(
2(x+ y)
t− s ,
−2(sy + tx)
t− s ,
4st
t− s,
4
t− s,
2(s+ t)
t− s
)
.
11.9 Note 9
• Asymptotic study of r(t), t→ 0, and t→∞.
a) (t→ 0) : We use
r(t) = E(3)1
[(
1
Xt
− 1
)+]
∼
t→0
E(3)1
[
(1−Xt)+
]
.
Now, using the decomposition :
Xt = 1 + βt +
∫ t
0
ds
Xs
,
with (βt) a one-dimensional Brownian motion starting from 0, one
obtains :
r(t) ∼
t→0
E(3)1
[(
−βt −
∫ t
0
ds
Xs
)+]
,
and, it is now easily seen that :
r(t) ∼ E [(−βt)+]
∼
√
t
(
1
2
)
E [|N|]
∼
√
t
2π
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b) (t→∞) : From (72), we obtain :
r(t) = P
(
|B1| ≤ 1√
t
)
− P
(
|B1| ≤ 2U√
t
)
=
√
2
π
(∫ 1√
t
0
dx e−
x2
2 − E
[∫ 2U√
t
0
dx e−
x2
2
])
∼
√
2
πt
(∫ 1
0
dy e−
y2
2t − E
[
2U
∫ 1
0
dy e−2
y2U2
t
])
=
√
2
πt
(∫ 1
0
dy
(
e−
y2
2t − 1
)
− E
[
2U
∫ 1
0
dy
(
e−2
y2U2
t − 1
)])
∼
√
2
πt
(∫ 1
0
dy
−y2
2t
− E
[
(2U)
∫ 1
0
dy
(
−2y
2U2
t
)])
Hence :
r(t) ∼
√
2
πt
(
E
[
4U3
t
∫ 1
0
dy y2
]
− 1
2t
(
1
3
))
=
√
2
πt3
(
E
[
4U3
](1
3
)
− 1
6
)
=
√
2
πt3
(
1
6
)
From the representation (72) of r(t) :
r(t) = P
(
|B1| ≤ 1√
t
)
− P
(
|B1| ≤ 2U√
t
)
,
we can show :
r(t) =
√
2
πt
∞∑
n=1
rn
tn
,
with :
rn =
(−1)n
n!(2n + 1)
(
1
2n
− 2
n
n+ 1
)
.
(Note : r1 =
1
6
, r2 = − 13120 ).
c) We recall that :
r(t) ≡W1 (T0 ≥ t)−W1 (γ ≥ t) .
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Figure 1: Graph of ρ
Let θ0 and θ1 denote the respective densities of T0 and γ; then :
r′(t) = −θ0(t) + θ1(t),
hence, r′(t) = 0 if and only if : θ0(t) = θ1(t). To be continued...
d) A simple integral formula and a graph.
From (72), it is easy enough to obtain :
r(t) =
√
2
π
ρ(
1√
t
),
with :
ρ(u) =
1
2u
(
1− e−2u2
)
−
∫ 2u
u
dx e−
x2
2 .
We now show the graph of ρ, for which we thank G. Page`s.
e) Other properties of r :
49
– We note that (r(t), t ≥ 0) is integrable over R+, since : r(t) ∼
C
t3/2
, as t→∞. More precisely, we have :∫ ∞
0
dt r(t) =
∫ ∞
0
dtW1(γ ≤ t ≤ T0) =W1(T0−γ) = E(3)0 (T1) =
1
3
.
– Moreover,
∫∞
0
dt tαr(t) <∞ iff −3
2
< α < 1
2
.
– We note that r˜(t) = 3r(t), is a probability density, and we
denote by R˜ a random variable such that:
P(R˜ ∈ dt) = 3r(t) dt.
The Laplace transform of R˜ is given by :
E
[
e−λR˜
]
=
∫ ∞
0
dt 3e−λtW1(γ ≤ t ≤ T0)
=
3
λ
W1
(
e−λγ − e−λT0)
=
3
λ
W1
(
e−λγ
)
W1
(
1− e−λ(T0−γ))
Since :
W1
(
e−λ(T0−γ)
)
= E(3)0
[
e−λT1
]
=
√
2λ
sinh (
√
2λ)
,
and :
W1
(
e−λγ
)
W1
(
e−λ(T0−γ)
)
= e−
√
2λ,
we finally obtain :
E
[
e−λR˜
]
=
3
(
1− e−2
√
2λ − 2√2λe−
√
2λ
)
(2λ)3/2
.
Can we exhibit a “natural” Brownian variable which is dis-
tributed as R˜?
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