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1. INTRODUCTION 
In the paper [S] a number of optimization problems for the differential 
equation 
Y” -q(t) y = 0, 
Y(O) = 1, 
tE [IO, Tl, 
y’(0) = G! > 0, 
are treated. The problems are to find sup y(T) or inf y( T) when q varies 
in various classes of functions. The paper is mostly concerned with 
rearrangements of the coefficient q, but one particular problem in [S] is to 
find supy E EB y(T), where 
qeL,(O, T):{=lq(t)ldr=B>O 
0 
It is easy to show that if q is replaced by 141, then JJ( T) will note decrease 
(see [S]). Therefore, we may assume that q(t) 2 0. With this constraint the 
problem with c1= 0 was posed in [8a], and a solution was published in 
[Sb]. The problem with general a > 0 was posed by Trubowitz and solved 
by Es&n in [S]. This solution relies on results for optimization problems 
involving rearrangements of the coefficient q. Earlier results of this type can 
be found in [3, Theorem 5.21 and [4, Theorem 21. In [6] there are results 
for the problem of finding inf y(T) when q ~0 and jl [q(t)\ dt = B. 
Now it is possible to give another (perhaps simpler) solution of the 
Trubowitz problem using optimal control theory. In this way one can also 
attack the problem of finding inf, E EB y(T), which is more difficult because 
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q is allowed to change sign. The purpose of this paper is to present the 
solution of this last problem. We also drop the restriction 2 3 0 and allow 
x to be arbitrary real. If t is replaced by Tt and q by T ‘q, and if we put 
a = XT, h = BT, the problem can be formulated: Find 
subject to 
infy(1) (1.1 1 
y”-q(t)y=O, t E co, 11. (1.2) 
Y(O) = 1, Y’(O) = a, (1.3) 
1 
qeL,(O, 11, s 
Is(t)] dt = h. (1.4) 
0 
The infimum in (1.1) is probably not attained, and the first step in the solu- 
tion is to convert the problem into another one where the infimum is 
attained. Results from optimal control theory can then be applied to obtain 
necessary conditions. For certain values of the parameters a and b there is 
a unique solution satisfying the necessary conditions, for other values there 
are many solutions all of which are optimal, and for other values again 
there are two qualitatively different solutions of the necessary conditions, 
but it can be shown that one of them is not optimal. The complete solution 
of the problem (1.1 ))( 1.4) is described in Figs. 6 and 7. 
2. REFORMULATION OF THE PROBLEM 
Our problem is to find inf y, (1) subject to 
f’(t) = Y*(t), Y;(t) = 4(t) y,(t), tE co, 11, (2.1) 
Y,(O) = 1, Y,(O) = 4 (2.2 
4Eb(O> 11, s ; [q(t)1 dt = b. (2.3 
Here a and b are given parameters, - co <a < co, b > 0. The solution of 
(2.1))(2.2) is of course in Caratheodory’s sense: JJ, and yz are absolutely 
continuous and satisfy (2.1) almost everywhere. 
First we replace this problem by an equivalent one with a bounded 
constraint set for the control variable. A similar idea was used in [7]. The 
equivalent problem is to find inf x,( T,) subject to 
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x;(t) = (1 - b(t)1 1 q(t), 
x;(t) = u(t) xl(t), t E [O, T,], T, = b + 1, 
x,(O) = 1, x2(0) = 4 
Mt)l < 1, tE co, TII, 
U~:L,(O, T,), i 
T’ lu(t)l dt = b. 
0 
(2.4) 
(2.5) 
(2.6) 
(2.7) 
To prove the equivalence, let (q, y,, yz) satisfy (2.1t(2.3). Define 
m(l)=j’U+lds)l)d~. 
0 
Then cp is absolutely continuous, strictly increasing, and maps [0, l] onto 
[0, T,]. Its inverse II/ is also absolutely continuous, and we define 
x,(t)=Yi($(t))? i= ‘> 2, 4(11/(t)) 
u(t)= 1+ Iq(lj(t))l’ 
tE [IO, T,l. 
Using properties of absolutely continuous functions (see, e.g., [9, 
Theorem 1.4.431) it is easy to check that (2.4)-(2.7) are satisfied. That u is 
measurable follows from the fact that the absolutely continuous function cp 
maps measurable sets onto measurable sets. Furthermore x,( T, ) = ,v,( 1). 
Conversely, if (u, x1, x2) satisfies (2.4)-(2.7), we define 
W)=J; (l- l4s)l)ds, tE co, T,l, 
which is absolutely continuous, strictly increasing, and maps [0, T,] onto 
[0, 11. With cp as the inverse of $ we let 
Y,(t)=xi(V(t))3 i= 1, 2, q(t) = 
u(cp(t)) 
l- lu(dt))l’ 
te [O, 11. (2.8) 
Then (q, y,, y2) satisfies (2.1)-(2.3), and ~,(l)=x,(T,). 
Because of the strict inequality in (2.6), infimum is probably 
attained. Therefore we replace (2.6) by 
not 
l4t)l d 1, tE co, T,l, 
and, since T, <b, we find that 
inf x,(T,)= ,u;;f , Al. 
lu(O < 1 < 
(2.9) 
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But even now we cannot be sure that the inlimum is attained, because of 
a lack of convexity in U. In such a case we can consider the relaxed 
problem (see [I, IV.31) instead. ln this case the relaxed problem is the 
following one: Find 
subject to 
min x,( T,) (2.10) 
x;(t) = ul(t) x,(t), 
-G(t) = u,(t) -u,(t) a.e. on [0, r,], 
(2.11) 
x,(O) = 1,’ x2(O) = u, (2.12) 
(u,(t),u,(t))~SZ={(u,,u,):O~u, <l-lu,I}, tE[O,T,l, (2.13) 
U, , u2 measurable, (2.14) 
I 
T’ (1 -u,(t))&=/?. (2.15) 
0 
According to [ 1, Theorem III.S.l] this problem has a solution (referred to 
as an optimal solution of (2.11 k(2.15)). We shall see below that any 
solution is such that u1 (t) = 1 - lull for almost all t. Therefore u = u2 
gives a solution to the original problem, i.e., x,( T,) is minimized subject to 
(2.4), (2.5), (2.7), (2.9). 
3. ANALYSIS OF THE NECESSARY CONDITIONS 
Let (x,, x2, u,, u2) be a solution of the relaxed problem (2.10)-(2.15). 
Introduce the Hamiltonian function 
From the theory of necessary conditions for optimality (see, e.g., [2, p. 1621) 
we know that there exist absolutely continuous functions g,, q2, q3 on 
[0, r,] and a constant 1, such that 
q;(t)= -g= -q2(t) u2(t) a.e., (3.1 
1 
aH 
q;(t)= -z= -ql(t) u,(t) a.e., (3.2 
2 
q3 = const., (3.3) 
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il1(T,)=lo GO, (3.4) 
v2( T, I= 0, (3.5) 
(VI(t)> Y]*(t), v3) + (09 02 0) for all t, (3.6) 
H(x,(th x2(t), u1(th UZ(tL r,(r), vz(t), r3) 
= ( y& f@,(t)? x2(t), UlY u2, Vi(f), )?2(f)? v3) 
u, 
= const. a.e. (3.7) 
Change u, and u2 on a set of measure zero, if necessary, so that (3.7) holds 
for all t E [O, T, 1. Write H as 
H=s,u, +s,u, +rx, (3.8) 
where 
Sl =rl1-u2 -rl3, s2 = V2Xl. (3.9) 
From (3.7) we can determine u, and u2 in terms of s1 and s2. Let s = 
b,, s2) and 
D, = 1s: ~1 > bzl>, 
D, = {s: s2 > 0 and s2 > sl}, 
D, = {s: s2 <O and s2 < -s,}, 
L,={s:s,<0,s2=0}, 
L, = {s: s1 = -sz >O}, 
L3 = {s: s, = s2 > O}. 
It then follows from (3.7) and (3.8) that 
u,(t) = 1, %(t) = 0, 
4(t) = 0, u2(t) = 1, 
u,(t) = 0, u2(t) = - 1, 
u,(t) = 0, lu*(t)l d 1, 
u,(t) - uz(t) = 1, 0 < ul(t) d 1, 
ul(t) + u,(r) = 1, Odu,(t)$l, 
see Fig. 1. 
409/144&6 
if s(t)ED,, 
if s(t)eD2, 
if s(t) ED,, 
if s(t)e L,, 
if s(t) c L,, 
if s(t)E L,; 
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FIG. 1. The optimal u, and u2 as determined by s1 and s2 
Now, A,, # 0, because if ,I0 = 0, (3.1)-(3.6) give q,(t) = q2(t) = 0 for all t, 
and qj ~0; (3.9) gives s,(t)= -qj ~0, s2(t)=0, and Fig. 1 shows that 
either u,(t)=0 for all t or ul(t)= 1 for all t, which contradicts (2.15). Thus 
we may assume that A, = - 1. From this it also follows that qr and q2 
cannot both be 0 at any point. The same remark can be made about x, and 
x2 as (2.11) and (2.12) show. 
We must investigate how the point s = (s,, sq) moves in the s-plane. 
Using (2.11), (3.1), (3.2), and (3.9) we get 
s; =‘1;x, +q,x; = --r/2242x2 +9,24,x, =z.+s, (3.10) 
s; =q;x, +r/>x; = -q1u,x, +qzu,x, = -u,s, (3.11) 
where 
~=v1x, -v2x2. (3.12) 
We also have 
s’=qlxx, +q,x; -q;x, -f/2x; = --q2u2x1 +qlu,x, 
+rl1u,x2 -v2u2x1 =2(r,u,x2 -v2u2x1) 
= XUI(S, + yl3) - u2321. 
Furthermore 
& 1x1 +~2xz)=v;xI +‘l14 +v;x2 +v,x; 
= -yl2u,x, +rl,u,x, -Il1L41x2 +112u2x1 =o, 
so that (by (3.4) and (3.5)) 
(3.13) 
v,(t) x,(t) + v2(t) x2(t) = -x,(T,) for all t. (3.14) 
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Since H is constant (see (3.7) and (3.8)), 
st(t) u,(t) + sz(t) %(f) = so for all t 
for a certain constant so. On L, u ((0, 0)}, siu, +s,u, =O, and outside 
L, u ((0, 0)}, S,U, +s,u, >O; see Fig. 1. Thus s”bO. Assume that s’=O. 
Then s*(t) = 0 and s,(t) <O for all t. Assume that ui(t) # 0 on a set E of 
positive measure, in which case sl(t) =0 for TV E. Since s2 = qzx, = 0, 
either qz = 0 or xl = 0 on a subset E, of E of positive measure. In the first 
case it follows from (3.2) that q,(t) = 0 for some t E E,, which is impossible 
according to the remark above. In the second case it follows from (2.11) 
that x2(t) = 0 for some t E E,, which also is impossible. Thus ul(t) = 0 a.e., 
which contradicts (2.15). Thus so > 0. 
We have now found that the point s must move along a curve as in 
Fig. 2. The direction of movement follows from (3.10), (3.1 l), and Fig. 1. It 
depends on the sign of S, and therefore we are also interested in how S 
changes. We find from (3.13) that 
S’= -2s”<o in D,vD,, (3.15) 
S’ = 2(s0 + q3) in D,. (3.16) 
What is the structure of the closed sets A i = {t: s(t) E Li}, i = 2, 3? Con- 
sider A,. Its complement is the union of at most countably many relatively 
open (in [0, T,]) disjoint intervals. Suppose the union is infinite. The 
endpoints of all the intervals have an accumulation point tl in [0, T,]. 
Either a neighbourhood to the left or to the right of t, contains infinitely 
many of the intervals. The argument is the same in any case; let us consider 
a neighbourhood to the left. There are then intervals (cur, /Ii) and (/Ii, a*) 
to the left of t, such that (s, +sz)(a,)=(s, +sz)(pl)=(s, +s,)(a,)=O, 
FIG. 2. Possible movements in the s-plane. 
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FIG. 3. Movement near L2, 
s, +s, >O in (a,, /I,), s, +s, <O in (J,, a,), (s, +sZ)‘= -S is continuous 
in [CL,, t,], and (s, +s,)” is constant in each of the intervals (a,, fi,) 
and (fi,,(x,), see (3.15) and (3.16). The graph of s, +s, on [cr,, CQ] is 
therefore composed of two parabola arcs, see Fig. 3. Now (s, + sz)’ (~1~) = 
(s, + s,)’ (a,) > 0, so this picture is repeated as we go towards t,. But there 
cannot be infinitely many intervals of length a2 -CI, in [a,, t,]. This 
contradiction shows that A, is empty or a finite union of closed intervals 
(which may reduce to points). The same is true for A,. 
Assume that SE L, on an interval [t,, t2] of positive length. On [t,, t,], 
s; =s; =O, S=O, yl,,xz =s’+q,, ylZx, =s”. From (3.12) and (3.14) we see 
that I],x, =y2xZ = -$x.,(T,) on [t,, f2]. Thus 
-x2 ‘II ?lXl x,(T,) -=-= -= --=k 
2s” 
on Cl,, f21. (3.17) 
-Xl v2 vt2Xl 
Also S’=O on [t,, t2] implies u2 = (~,x2/rlzx,)u, =k2u, a.e. on [t,, t2] 
(see (3.13)); we may assume that u2(t)=k’u,(t) for all ?E [t,, t,]. Since 
U, + u2 = 1, we obtain U, = l/(1 + k2), u2 = k2/(1 + k2) on [t,, f2]. From 
v; = -91~1 = -(k/(1 +k2h,, 
v12(t) = ‘/2(t2)e’kl’l +m(o -0, r],(t) = krlz(t), tE Ct,, f21. (3.18) 
In the same way x’, = u,x2 = (k/(1 + k2))x,, and 
,~l(t)=X,(tl)e(~i(l+k2))(~~‘I), x,(f) = kx,(t), iE [t,, tJ. (3.19) 
Assume that s E L, on an interval [t, , t,] of positive length. On [t, , f2] 
we have the same equations as above except that now I]~x, = -.r”. But 
Ul - u2 = 1, uZ = k2u, gives (1 - k2)u, = 1, which contradicts 0 <u, < 1 
unless k = 0. But since ,S(t,) = 0, after t, we cannot enter D, (see Fig. 2 and 
(3.15)), and if k=O, s”+q3 =O, and we cannot enter D, either (we would 
have s; = 0). This is impossible, since s2( T,) = 0. Therefore, we can only 
cross L, and not stay there. 
Now we can analyze in more detail how the point s(t) can move. Note 
the following: 
(1) s(t) must end at the point (so, 0). 
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(2) s(t) may start in D,, but once it has left D2 it cannot come back. 
If it did, we would have S decreasing and negative, and s(t) could not leave 
D, again to end up at (so, 0). 
Combining Fig. 2 and (3.15)-(3.16) we can find a number of possible 
movements. For example, it seems possible to start in D, with S>O, then 
pass into D, , reach L, while S is still positive, enter D, where S decreases 
and becomes negative, enter D, and finish at (so, 0). We denote this as the 
case D,D, D,D,. If so + q3 > 0 we may stay for some time on L, before 
entering D, ; this is the case D, L, D, D, D,. 
Some possibilities can be excluded because of the boundary conditions 
for x1, x2, q,, q2. The last stage is always D,, and there q, = -1, q2 = 
t - T,. Consider the case D,D,, which is consistent with Fig. 2. In D,, 
X, = 1, and at the switching point s2 = n2x, = so > 0, which is impossible 
since qz < 0, x, = 1. The case D, L, D, is excluded in the same way, because 
n2 and x, do not change sign on L3, see (3.18)-(3.19). The same type of 
argument also excludes L, D, . 
We find that the following cases are conceivable: 
- - 
D,D,> D,D,d,, di-&D,, &D, L$,, D,D,D,L,D,, 
L,D,D,D,,L3D,D3D1L3D,,~,L,D,D,D,,~,L,D,D,D,L,D,, (3.20) 
D,L,D,D,D,,D,L,D,D,D,L,D,, D,D,D,D,. 
Here B, D,d,, for instance, means that s might start on L2 or L3, but, if 
so, it enters D, immediately. The second B, means that s might touch L, 
and return to D, immediately. In the cases where there are two phases L,, 
one of them may reduce to a point but not both. 
But this is not all. It seems possible to oscillate around (so, -so); 
for each case X above there may also be solutions of the form XD,D,, 
xD$,hD1, etc., or if L, occurs in X, xD$IbD,, 
XD3 D, L, D1 D, D1 L3 D, , etc. Although some of these cases satisfy the 
necessary conditions, we will show that they cannot be optimal; perhaps 
they represent locally optimal solutions. Let us consider the case where L, 
does not occur. Let the last passage of L, be at time t, , the previous one 
at z2, etc. Since s2(zJ) = s2(r2) = -so, and s;’ = -2(s” + q3), s2 > -so, on 
(r3, q), we must have so+ qX >O. Also s2(z1)= -s’<O, and since 
q,(t,) = - 1, q2(z,) = z, - T, < 0, we get ~~(7~) > 0, x*(~,) < 0. Next, sl(rz) 
= s,(~i), so that rj,(r,) x~(T~) = q,(s,)x2(z,) = s’+q, >O. But 
S(T,)= -S(T,), and therefore (see (3.12)) x,(T,)>O, q,(z,)>O. In the 
same way x1 and n2 change sign on [T,, ~~1, etc. The paths in the (x,, x2)- 
and (ql, q,)-planes are spiral-shaped as in Fig. 4 (solid lines). Because of 
the initial condition for x, there must be a switching time z4 also. 
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1 
T, 
I 
c--+-J 71 
FIG. 4. Exclusion of oscillatory behaviour around L2. 
Construct admissible controls fil, z?, as follows: Let ~?~(t)=u,(t) for 
all t, and z&(t)=~Jt) on [0, ~~1, z&(t)= [u,(t)1 on (z,, T,]. Then 
(2.13)-(2.15) are satisfied for Z,, ii,, and the path for the corresponding 
solution (a,, a,) of (2.11) is denoted by the dashed lines in Fig. 4. Each line 
segment of the dashed curve is at least as long as the corresponding line 
segment of the orginal curve. Therefore, R,( T,) < x1( T,) which contradicts 
the optimality of u,, u2. The argument is easily modified if L, occurs in X. 
Thus we need only consider the cases listed in (3.20). 
4. DETAILED ANALYSIS OF THE VARIOUS CASES 
Each of the cases in (3.20) must now be investigated in more detail; the 
Eqs. (2.11)-(2.12), (3.1)-(3.2), (3.4)-(3.5) must be solved, the switching 
times and the value xl(T1) computed, and it must be determined for which 
values of a and b a solution of the particular form is indeed possible (if at 
all; some cases will be excluded). 
- - 
(1) D,D,. There is a t, such that 
1 
u1 =o 
on (0, fl), { 
24, =l 
u,=-1 uz =o 
on (t,, T,). 
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Integrating (2.11) and (3.1)-(3.2) using (2.12) and (3.4)-(3.5) (with 
Lo = -1) we get 
XI = 1 tj, = -l+(T, -ti)(ti -t) 
x,=a-t y/2 = t, - T ,  
on LO, tll, 
x, = 1 +(a-t,)(t-t,) 1,=-l 
x2 =a-t, q2=t-T, 
on Ctl, T,l. 
From (2.15) we obtain 
I “(1-u,(t))dt=t, =b. 0 
For a solution of this form to be possible, some conditions must be 
satisfied.Firstofall,s,(O)~s’=s,(t,),whichgives[-l+(T,-t,)t,]a~ 
(-l)(a-tI). But Tl--tI =T,-b=l, so a<l. We get s”=l, 
s”+r13 = b-a. Also, if s”+q3 >O, s2 may increase to a maximum value 
and then decrease to 0. If so, this maximum value must not be greater than 
so. On [t,, T,] we have s,=(t-b-l)[l+(a-b)(t-b)], s;= 
2(a-b)t-(a-b)(2b+l)+l. Assume that b-a>O. Then s;=O for t= 
t’= b + $+ 1/2(b - a), and we assume also that t’ < T, = b + 1, i.e., 
b-a>l. We must require that s2(t’) <so = 1, which gives 
(b-a)*-6(b-a)+ 1 GO, and since b-u> 1, b-a<3+2$. Thus, this 
case may occur only if ad 1 and b-ad 3 + 2 fi. Finally, we have 
xI(T,)=l+a-b. 
(2) D,D,B,. There are t, and t, such that 
24, =l 
on (0, tl) u (t2, T,), 
u1 =o 
u* =o 24*=--l on (tl, t2h 
x,=l+at q1 = -l+(T1 -t*)(t2-f1) on CO, tll, x2 =a 12 = t2 - T ,  + tl,(fl)(tl - t) 
i 
x, = 1 +at, 
i 
f/l = - 1 + (T, - t*)(t* - t) 
x,=a-(l+at,)(t-tt,) ~2 = t2 - T ,  
on Cl,, f21r 
i 
x1 = 1 + at, + x2(t2)(t - t2) 
i 
r/,=-l 
xz=a-(l+ut,)(t,-tt,) q2=t-T, on Ct2, T,l. 
Equations for tl, t,, so, v~: 
5 
=I (1 -u,(t)) dt = t, - t, = b, 
0 
s,(t,) = s,(t*), so= -s,(t,), so + yl3 = (rllx*)(tl). 
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From the first two of these equations we obtain 
c-1 +h(l -r,)]a=(-l)[a-h(1 -tat,)], 
so that u#O, and 
t1 =;(I -g. f2=i(l -;)+b. 
Then 
+(l +a)? 
4a ’ 
s”+rf3 = -a+;(1 +a)b. 
We must have 0 -C t, =C t, < T, and so > 0. These conditions imply a > 1. As 
in the previous case, if so + q3 > 0 we must require that s2 d so on [t2, T,]. 
On that interval 
s2=-(b+l-t) l(l+a)+ a-l(l+a)b 12 F 1 
++-t)b]}. 
Assume that so + y/j > 0, i.e., (1 + a)b > 2a. The derivative of the right hand 
side is 0 at 
2(1 +a) 
(1 +a)b-2a 1 
Assume that t’ < T, = b + 1, i.e., (1 + a) b > 4~. We then have the condition 
s2( t’) < so, which gives 
(1 +a)2b2-16a(l +a)b+32a2d0, 
and since ( 1 + a)b > 4a, 
(I +a)b,<4(2+$)a. (4.1) 
Therefore, this case may occur only if a > 1, and (4.1) holds. If it occurs we 
have 
x,(T,)= 1 +a- 
(1 +a)2b 
4a 
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(3) d,L,D,. We have, using (3.18) and (3.19): 
i 
24, = 1 u, = l/(1 +I?) 
on 242 =o on (0, 4)~ (t2, W, 
i 
242 01, f2h = k*/( 1 + k2) 
x, = 1 +at ‘II =kY/*(t,) 
x2 =a ~2 = ~/2(t, I+ kdt, )(t, - t) 
on CO, Ill, 
X1 = (1 + at,)e’wu +G))(~-r,) 
x2 = kx, 
q2 = -(T, _ t,)e’w +A-2jKr2- f) on IIt,> t21, 
XI =x,(b) + kx-,(t,)(t - t2) r/,=-l 
x2 = kx,(t,) q2=t-T, 
on Ct2, T,l. 
Equations: 
kx,(t,)=kU+at,)=a=x,(t,), 
Wtd =k(f2 - T,) = - 1 = v,(t2), 
i 
l-1 (1 -u,(t))&= 
0 
&t, -t,)=b. 
Conditions: 
O<t, <t,<T, =b+l, 
(yl2x,)(O)a -(v2x,)(t,). 
From these equations and conditions we obtain a # 0 and 
k=I>O, 
T, -t, 
t =‘-A>() 
‘ka’ 
(4.3) 
vz(t,)(l +kt,). 1 B -vAt,)(l +at,). 
Since rz( t, ) < 0, the last inequality becomes 
1 +kt, < -(l +at,). (4.4) 
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From (4.3) we get 1 + I/a 10 and (since k > 0) 
k= 1 +J1 +h(1 + l/n, 
1+1/a (4.5) 
From (4.4) and (4.2) we get a<0 and 
Then (4.5) gives 
k2-2ak-a2<0, 
k6(1-V’?),. 
b,<(3-2$)a2+a, a < 0, (4.6) 
as the necessary condition for this case to occur. The final value of x, is 
(4.7) 
(4) D3D, L,D, . There are switching times 0 < t, < t, < t, < T, = b + 1 
such that 
i 
u, =o 
on (0, tl) 
i 
u, = 1 
24,=-l u2 =o on (fly t2)u(t3, T,) 
u1 = l/(1 +k2) 
u2 =k*/(l +k*) on (4, f3), 
1 
x, =1 VI =‘ll(tl)-h(fl)(t, -t) 
x2 =a-t i ‘12 = v*(t,) 
on CO, tll, 
1 
x1 =l-t(a-f,)(t-t,) 
x2 =a-t, 
i 
~1 = b(t2) 
yl2 = r2(t2) + kYI2(t*)(t* - t) 
on Ct, T t21, 
x, = Xl(t2)ew~~ +kZ)K--IZ) 
x2 = kx, 
x1 =x,(td+kx,(t,)(t- t3) yl,=-1 
x2 =kx,(td q2=t-T, 
on Ct3, T,l. 
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Equations: 
kx,(t,)=k[l+(a-t,)(t2-fl)]=a-tl, 
kq2(t3) = k(t3 - T,) = - 1, 
(v2x,Nt1)= -(wl)(fZ)r 
(4.8) 
I T’ (1 -ul(t))dr=t, + 0 $3 -fJ=b. 
Condition: 
We obtain 
1 
kc----- 
T, - t3 
> 0, 
dfJC1 +k(t, -t,)l= -vAtJCl + (a- fl)(tz - t,)l. 
But qZ(f2) < 0, so (4.12) and (4.8) give 
l+(o-r,)(t,-l,)=-I-k(+,)=;(a-f,), 
@ 
t, -t, =-) 
k 
t, =a+(1 +,,h)k. 
(4.9) 
(4.10) 
(4.11) 
(4.12) 
(4.13) 
From (4.9), (4.11), and (4.13) we get 
t,-t2= 1,; [b-u++&] ( > 
=b+&-G-a-(I+$)k. 
k k 
From this we see that b -a > (1 + $)k > 0, and 
k=&. 
Thus we must have b - a > 3 + 2 3. The condition t, > 0 is automatically 
satisfied if a 2 0, but implies b-a > (3 - 2 ,,/?)u’ if a < 0. Finally, (4.10) 
gives 
(Wfd-v2(fdCl +k(t, -~~)l~,}~~kvA~,)(~- f,), 
(1 +,,h)u<k, 
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which is automatically satisfied if u < 0, but implies h -a 3 (3 + 2 ,,/z)u’ 
if a>O. Thus, this case can occur only if h> u+ 3 + 2 ,,I”% h3 
(3 + 2 J’?)L? + a if a B 0, and h > (3 - 2 45)~” + u if u < 0. The final value 
of x, is 
(7) ~,L,4WhL4. 
(8) D,LD, D3D,hD,. 
In each of these cases there are times 
0 < t, < t3 < t, < t, 6 t, < T, = h + 1 
such that SED, on (t2, t,)u(t,, t,)u(t,, T,], SED, on (t3, t4), and SELL 
on [ts, tJ. We have 
i 
XI = x,(t2) + xz(tz)(t - f2) 
-x2 = x2( t2) 
i 
Xl =x,(h) 
x2 =X2(fJ-x1(f3)(f- t3) 
i 
)11 = krlz(ts) - Yl2(t‘dt4 - t) 
‘I2 = v2(t4) 
i 
Xl = Xl(f3) + x,(tJt - 14) 
x2 = X2(f4) 
i 
YIl = kvlz(fs) 
r2 = 112(t5) + h(tdt5 - t) 
i 
x, =x,(t,)e’kl” +k’lKr rsJ 
x2 = kx, 
i 
‘11 =krl, 
112 = _ (T, _ t&(k/(I +k*))(6 
1 
x1 = x,(td + kx,(td(t - td 
xz =kx,(t,) 
Continuity equations: 
x,(t,) = kx,(t,), 
so that k > 0. 
- I, 
on Cb, t31, 
on Ct3, f4J 
on [Ib, t,l, 
on Cts, f61, 
1,=-l 
rj2 = t - T, 
on Cb, T,l. 
4th -T,)= -1, (4.15) 
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In case (5), t2 =O, x,(t,)= 1, x,(t,)=a. 
In case (6), t, 30, SE L, on [0, t2], t2 + t, -t, >O, and 
x1 = p(l + k2))f 
x2 = kx, on [O, t21, 
so that 
k = a. (4.16) 
In case (7) there is a tl, O< t, <t,, such that SED, on (0, tl), SE L, on 
[tl, t2], t, -t, + t, -t, >O, and 
x, =l fat 
on CO, tIl, x2 =a 
x1 = (1 +at,)e’kl”+k2”“--~) 
x2 = kx, 
on Et,, bl, 
with the continuity equation 
k(1 +at,)=a. (4.17) 
In case (8) there is a t,, O-C t, <t,, such that SE D2 on [0, tl), SE L, on 
[t,, tJ, t2 -t, + t, -t, >O, and 
x, = 1 
on [IO, tll, 
x1 = eW(l +k2)K- ~1 
x,=a+t x2 = kx, 
with the continuity equation 
a+t, =k. 
In all four cases we have the equations 
s,(t3) = Sl(td, at,) = -s,(t,). 
This gives, because q2( ts) # 0, 
Ckvdfs) - rz(fJ(t4 - tdl xz(tJ 
on Ctl, bl, 
(4.18) 
= kvdfs)Cxdtd -xl(tdt4 - tJ1, 
Cl + k(t, - tc,)l x,(t,) = kx,(t,) 
= k[Ix,(t,) + x,(t,Nt, - tdl, (4.19) 
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and 
rl,(r,)Cl +k(r, - f4)l x,(t,) = --VIAr,) .rr(fsL 
Cl +k(f, - L,)I x,(t,) = -.u,tts) = -.u,(t,) -.u,(t,Nf, - tj), (4.20) 
C2 +k(r, - t4) - (f4 - f3Nt5 - te)l x,(t,) = -,~Ar2)(r5 - fd. (4.21) 
From (4.19) we can see that xz(r,)#O, because x2(f2)=0 would give 
x,(tz) = 0 (since k # 0), which is impossible. Thus (4.21) and (4.19) give 
2 + 4k(t, - r4) + k2( r, - t,)’ 
= h - fJfs - fdC1 + Ws - dl. 
From (4.15), (4.19), and (4.20) we obtain 
Cl + k(rs - N2 dt2) = -x,(h) + x,(f,Nt, - fj), 
k{ 1 + [I + k(t5 - t4)12j = (t4 - f3)[1 + k(t, - r4)]. 
(4.22) 
(4.23) 
A combination of (4.22) and (4.23) gives an equation which after simpli- 
fication becomes 
[k’(r, -f4)2-2][k(ts -L,)+ I] =O, 
so that 
t, - t, = -. 
k 
Then (4.23) gives 
t, - t, = 2 a k. 
The final value of x1 is 
x,(T,) = x1(tdCl + k(T, - Gl 
= 2.x,(l,)e (k/(1 +k2)Kr6- 15) 2 
and by (4.19) and (4.20) 
-WJ = -i 11 +k(t, - N2 x,0,) 
= -k(l +J5)2x2(r,). 
(4.24) 
(4.25) 
(4.26) 
(4.27) 
Since x,(T,)= -2ks’cO (see (3.17)), we must have x,(t,)>O. 
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Consider case (5). Then (4.19), (4.15), (4.24), and (4.25) give 
Our final equation is 
I T’(1-U,(1))dt=tq-?3+ 0 &t4=b, 
or, by (4.25) and (4.28), 
(lt l/a)P-2k-b=O, 
the positive root of which is 
(4.28) 
(4.29) 
k = 1 + Jl + b( 1 + l/a) 
1+ l/a . 
(4.30) 
The additional conditions that must be satisfied for a solution of this form 
to be possible are 
o<t,<t,-tt,,t,-tt,>O. 
The condition t, < t, - t, comes from the fact that s reaches D, before L,; 
see Fig. 5. From it we get l/k < l/a, so that a > 0 and k > a, which gives 
b > u* - a, a > 0. (4.31) 
From t, > 0 we then get k < a( 1 + fi), or 
b < (3 + 2 &‘)u” + a. (4.32) 
Use (4.29) to write 1 + l/u = 2/k + b/k’; then (4.28) gives 
t,-tt,= 1,; (b-2&k), 
( > 
so that t, - t, > 0 is the same as b > 2 fi k, which gives 
,,4(2+fi) 
1+1/u . 
(4.33) 
(4.34) 
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FIG. 5. .rz as a function of t 
So we see that case (5) can occur only if a and b satisfy (4.31), (4.32), and 
(4.34). The final value in this case is (see (4.26)-(4.27) (4.30) and (4.33)) 
_ 2(3+2~)(a+l)eJ,+h+hio~,-2~~ 
1+&G& 
(4.35) 
In case (6) it is clear from Fig. 5 that t, -t, = t, - t,; this also follows 
from (4.19). This time we have 
and 
I T’ (1 -u,(t)) dt = t, - t, + 0 2 (f2 + t, - ts) = b. 
Since k=a ((4.16)), this gives the same equation as before, so we obtain 
(4.29) with k = a, that is 
b = a2 - a. (4.36) 
The condition t, + t, - t, > 0 gives b > 2 fi k, that is, 
a>l+2J2. (4.37) 
Thus, case (6) can occur only if a and b satisfy (4.36) and (4.37), and in 
this case 
x,(~,)= -2(3+2JZ)e(kl(l+kZ))(f~+~b-~~) 
= -2(3+2fi)~-~+ (4.38) 
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In case (7) we again have 
t, - t, = t, - t, =-. 
k 
(4.39) 
Using (4.17) we first obtain a>O, because x2(t2) >O, and then 
t7-t,+tO-t5=b+l+;-2$k-$1+,/h), 
&kfl +t6-tS)=h 
so we again obtain (4.29), hence (4.30). The condition t, - t, + t, -t, > 0 
gives (4.34). Our last condition is t, > 0, which (by (4.17)) gives k < a, i.e., 
b < a2 - a, a > 0. (4.40) 
Thus, case (7) can occur only if (4.34) and (4.40) are satisfied; in this case 
x,(~,)= -22(3+2JZ)(1+at,)e(kl(l+kZ))(‘2~tl+r6~f~) 
= -2(3+2,/?);~.~~~-~fi, 
which is the same expression as (4.35). 
Also in case (8) (4.39) holds, and using (4.18) we get 
t,-tt,+t6-tt,=b+l+a-(1+2& 
s 
T’(1-z41(t))dt=tl +t‘+-tj+ 
0 
&(t2-t, +t,-tt5)=b, 
which gives k2 = a + b, or 
k=&%, a+b>O. 
The condition tl > 0 implies k > a, i.e., 
b>a2-a, if a > 0. 
Also 
(4.41) 
t,-tt,+t6-tt,= (k-l-2fi)>O. 
409.‘144/2-7 
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sothatk>1+2$,or 
a+h>9+4J5. (4.42) 
Thus, case (8) can occur only if (4.41) and (4.42) are satisfied, and in this 
case 
x,(T,) = -2(3 + 2 $)e- ’ 2? (4.43) 
(9) DADdh 
(10) L,D(D,D,, D,L3~,~3~,, or D~L,D,D,D,. 
There are times 0~ t, < t, <t, < T, such that s(t2)e L3, SE D, on 
(t2, t3), sczD3 on (t3, f4), SED, on (t4, T,] except, perhaps, at a single 
point in case (9). We have 
i 
x1 =Xl(t2) + XAf2)(f- t2) 
x2 = x,(t2) 
on 
Cl23 t31, 
tj, = -l+(T, -t4)(t4-t) 
~2 = f4 - T, 
on Ct3, f41, 
Xl = X,(f3) + X2(f4)(f - f4) ?I,=-1 
x2 =x2(t4) q2 = t - T, 
on Cf4, T,l. 
One equation is s,(t,) = s,(t,), i.e., 
C - 1+ (T, - f.d(f4 - tj)l x,(t,) = (- 1 Kx,(t,) - x,(t,)(t, - t3)], 
(T, - fc,) x,(t,) = X,(tj) = x,(t,) + Xz(tJ(t3 - t2). 
Also 
so= -(w,Nfd=(T1 -t,)x,(t,) 
= (T, - f4J2 xz(tz) >0, 
so that x2(t2) > 0. Then we must have x,(t2) > 0 in any case, so that 
x,(t,) T, - t, = - 
x2(t2) 
+ t, - t, > t, - t2. 
This means that T, is the second zero of s2 on (t4, T,] (cf. Fig. 5), and that 
s2 has the maximum value so on that interval. Thus case (10) is impossible. 
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Consider case (9). The situation is the same as in case (8) but with t, = t2 
and t, = t,. Thus we have equality in (4.42), so that a + b = 9 + 4 fi. The 
condition (4.41) becomes 
a<l+2$, (4.44) 
and the final value is obtained from (4.43): 
x,(7-,)= -2(3+2>). 
5. THE SOLUTION 
In the previous section we saw that any solution of the optimization 
problem must be of one nine possible forms. We found nine regions Ri, 
1 <i< 9, in the (a, b)-plane such that case number (i) can occur only if 
(a, b)E Ri. The sets R,, . . . . R, are mutually disjoint, and their union is all 
of ((a, b): b > 0 } ; see Fig. 6. The sets R8 and R,, however, overlap R,, Rq, 
and R,. When (a, b) E (R, LJ R,) n (R3 u R, u R,) we have two alter- 
natives for the form of the solution, and we must determine which one has 
the smallest value of x ,( r,). 
FIG. 6. Regions for the different forms of the optimal solution. 
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Let (a, h)~ (R, uR,)n R,. It is then easy to see that (4.14) is smaller 
than (4.43). In fact, this inequality can be written as 
This is trivial when -h < a d 0, and when h 3 (1 + 4)’ a* + a, a > 0, 
&T-&G= 2a 
2a 1 
&+,ib-ai2(1 +J5)a=Gp 
and e’“’ + 4’) < efi/( 1 + $), so that (5.1) follows. 
Now, let (a, b)~ (R, u R,) n R,. That (4.35) is smaller than (4.43) 
follows from the inequality 
,Jl+h(l+lla)-Jm, --&l+JGm=ml, (5.2) 
which holds for b > a2 --a, a > 0. To prove (5.2), note that each point (a, b) 
that satisfies b > a2 -a, a > 0, lies on a curve 
b=(t+l)*a2+(t*-l)a (5.3) 
for some t >O. Let us therefore show (5.2) for all a>0 and t>O with h 
replaced by (5.3). We have 
~~=[(t+1)*a2+2t(t+l)a+t2]“*=(t+l)a+r. 
Thus (5.2) can be written 
,(r+l,,+r~J(t+1)2,2+f~,>f+l~ 
(5.4) 
The exponent in (5.4) is 
t2a t* 
t- 
(t+ l)a+J(t+ 1)2a2+t2a 
=t- 
r+l+J~’ 
which is strictly decreasing in a. The limit as a + cc is t - t2/2(t + l), so 
(5.4) holds for all a > 0 if and only if 
e(‘2+2w2”+ 1) > t + 1. (5.5) 
Let u = In( 1 + t). Then (5.5) takes the form 
sinh v > v, 
which is true for all v > 0. Therefore (5.2) is proved. 
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Finally, let us show that (4.7) is smaller than (4.43) when (a, 6) E 
(R,uR,)nR,, i.e., when 9+4,/?-n<b<(3-2fi)a*+a, a<O. The 
inequality can be written as 
&I + h(l + l/a)- Js;-i; > --$ [l + Jmjl(3 + 2 J2)e-*d. (5.6) 
Each point (a, b) that satisfies 0 < b < (3 - 2 ,/5)a2 + a, a < 0, lies on a 
curve 
b=(t-1)2a2+(f2-1)a (5.7) 
for some t, 1 < t < a. With b as in (5.7) the inequality (5.6) takes the form 
,-cr-I)~-r~J(c-1)~~~+1~~,(~_ 1)(3+2$)~-*Vli, 
which holds for a f - t*/(t - 1)2 ( so that b +a>O), 1 <t <fi. This is 
proved in the same way as (5.4). 
Thus, the solutions in the cases (8) and (9) are not optimal, although 
they satisfy the necessary conditions. 
Our results can now be described as follows: For each a and b > 0 an 
optima1 solution exists. The point (a, 6) belongs to exactly one region R, 
with 1~ i0 d 7, and the solution must be of the type described in case 
number i, in Section 4. We see that in some cases the solution is unique, 
whereas in some cases there exist infinitely many solutions. The results are 
summarized in Fig. 7. 
The optima1 control(s) u(t)= u2(t) for the problem (2.4), (2.5) (2.7), 
(2.9) is (are) described in Section 4 in the various cases. Consider for 
example case (4): 
-1 for O<t<t,, 
0 for t, <t<t2, 
(&a)/(1 +b--a) for t2<t<t3, 
0 for t,<t<T, =b+l, 
where 
t, =a+(l+JZ)JK% 
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Define a minimizing sequence ucn) by letting u’“‘(t) = - 1 + l/n for 
o<t<t,, u(“)(t)= t,/((t* - t,)n) for t, <t<tz, and rP)( t) = u(t) 
otherwise. Construct the corresponding q’“)(t) according to (2.8). By letting 
n -+ cc we obtain formally the extremal q for the original problem 
(2.1 k(2.3): 
q(t) = - [a + (1 + J2, JGZ] d(t) + (b -a) x(t), tE co, 11, 
where 6 is the Dirac &“function” at the origin, and x is the characteristic 
function of the interval (a/G, 1 - l/s). 
In a similar way the extremal q’s can be obtained in the other cases. 
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