Abstract. Inspired by the early visual system of many mammalians we consider the construction of-and reconstruction from-an orientation score U f : R 2 ×S 1 → C as a local orientation representation of an image, f : R 2 → R. The mapping f → U f is a wavelet transform W ψ corresponding to a reducible representation of the Euclidean motion group onto L 2 (R 2 ) and oriented wavelet ψ ∈ L 2 (R 2 ). This wavelet transform is a special case of a recently developed generalization of the standard wavelet theory and has the practical advantage over the usual wavelet approaches in image analysis (constructed by irreducible representations of the similitude group) that it allows a stable reconstruction from one (single scale) orientation score. Since our wavelet transform is a unitary mapping with stable inverse, we directly relate operations on orientation scores to operations on images in a robust manner.
Introduction
In many medical image applications it is desirable to construct a local orientation-score of a grey-value image. In the case of 2D images f : R 2 → R such an orientation score U f : R 2 T → C depends on 3 variables (b 1 , b 2 , e iθ ), where b = (b 1 , b 2 ) ∈ R 2 denote position and where e iθ ∈ T ↔ (cos θ, sin θ) ∈ S 1 is a local orientation variable. 1 Mostly, such an orientation score is obtained by means of a convolution with some anisotropic wavelet ψ ∈ L 2 (R 2 ) ∩ L 2 (R 2 ), cf. Kalitzin et al. (1999) , van Ginkel (2002) :
with R θ = cos θ − sin θ sin θ cos θ .
This idea is inspired by the early visual system of many mammalians, in which receptive fields exist that are tuned to various locations and orientations. Thereby a simple cell receptive field can be parameterized by its position and orientation. Assemblies of oriented receptive fields are grouped together on the surface of the primary visual cortex in a pinwheel like structure, known as the orientation preference structure. The orientation preference structure is an almost everywhere smooth mapping of the Euclidean motion group space R 2 T onto the 2D surface. Due to the difference in dimensionality, the orientation preference structure is punctuated by so-called pinwheels, which are singularities in this mapping, see Figure 1 . Perceptual organization (or image enhancement) on the basis of orientation similarity on images f can be done via their orientation scores U f , as there exists a linear well-posed invertible transformation W ψ from the image f to the orientation score U f and vice versa. This invertibility ensures that no information is lost in the decomposition of an input image into various orientations. As a model for the orientation preference structure in the visual system this implies that the orientation score may serve as an alternative format to the input luminance function, since there is no loss of data evidence.
2 As a tool for image processing, however, the inverse mapping from orientation score to original image is a very useful one as we will see later.
The domain of an orientation score U f is the wellknown Euclidean motion group G = R and the mapping f → U f is a wavelet transformation
where T b R e iθ ψ is the translated and rotated wavelet and the representation g → U g is given by
where (T b ψ)(x) = ψ(x − b), x ∈ R d and (R e iθ ψ)(x) = ψ(R −1 θ x), with R θ , θ ∈ [0, 2π ), the counter clock-wise rotation given in (1).
Because the local orientation is explicitly encoded in the orientation score, it is much easier to do (enhancement or perceptual organization) operations based on local orientations on the score. In section 3 we quantify the stability of W ψ and its inverse, by means of a functional Hilbert space approach to the theory of wavelets. In fact, this approach leads to a generalization of standard wavelet theory, which is necessary for our application. Here we will only give a brief explanation of this theory and restrict ourselves to the practical consequences. For a more in-depth mathematical treatment we refer to earlier work, cf. (Duits, 2005) , , (Duits, 2004) and .
In section 4 we discuss explicit constructions of wavelets (so-called proper wavelets) that allow a stable (re)construction. Using these proper wavelets we can do image processing via processing on its score, which is discussed in section 5. This kind of image processing, which is useful for detection and completion of elongated structures in (medical) imaging, is also generalized to image processing via invertible orientation scores of 3D images. This is briefly discussed in section 6, where we do not deal with all technical details, but just show some preliminary results.
Finally, in section 7 we focus on robust orientation estimation rather than image enhancement. For this purpose we will describe a different paradigm, based on channel representations. Here we will also discuss the similarity and complementarity of channel representations, with the foregoing theory of orientation scores.
Preliminaries and Notation
• The Fourier transform F :
, is almost everywhere defined by
• We use the following notation for Euclidean/polar coordinates in spatial and Fourier domain, respectively: x = (x, y) = (r cos φ, r sin φ), ω = (ω x , ω y ) = (ρ cos ϕ, ρ sin ϕ), with φ, ϕ ∈ [0, 2π ), r, ρ > 0. The corresponding complex variables will be denoted by z = x + iy = re iφ and w = ω x + iω y = ρe iϕ .
• Images are assumed to be within L 2 (R d ). We mainly consider d = 2, unless explicitly stated otherwise. The space of bandlimited (by > 0) images is given by
where B 0, = {ω ∈ R d | ω < }. • We will use short notation for the following groups:
• With B(H ) we denote the space of bounded operators on H . The range of a linear operator A will be denoted by R(A) and its nilspace will be denoted by N (A).
• A representation R of a group G onto a Hilbert space H is a homomorphism R between G and B(H ), the space of bounded linear operators on H . It satisfies
A representation R is irreducible if the only invariant closed subspaces of H are H and {0} and otherwise reducible. We mainly consider unitary representations (i.e. U g ψ H = ψ H for all g ∈ G and ψ ∈ H ), which will be denoted by U rather than R . In this article we mainly consider the left regular representation of the Euclidean motion group on L 2 (R d ), which are given by (3).
which are left regular actions of
4s .
Quantification of Wellposedness of Transformations between Image and Orientation Score
Because the local orientation is explicitly encoded in the orientation score, it is much easier to do (enhancement or perceptual organization) operations based on local orientations on the score. However, well-posed image enhancement on the basis of orientation similarity in an image f (without loss of data evidence) can be done via its orientation score U f iff there exists a stable transformation from image f to U f and vice versa. Stability entails that a small 3 perturbation in the image, must correspond to a small perturbation on the orientation score and vice versa. For instance in the case of Fourier transformation, the stability is ensured by the Plancherel theorem, which states that
. In standard wavelet theory there also exists such a theorem, but this is not applicable to our case, which brings us to the challenge of generalizing standard wavelet theory.
Why Standard Wavelet Theory is not Applicable to our Application
In this subsection we first explain why standard wavelet theory, summarized in Theorem 1, can not be applied to the framework of orientation scores. Then we give a short summary (only as far as relevant for our purpose) of the results from a new wavelet theory which we developed in earlier work. For more mathematical background and generalizations we refer to cf. (Duits, 2005) , , (Duits, 2004) and . Let H be a Hilbert space, e.g. the space of images L 2 (R d ). Let U be an irreducible unitary representation of the locally compact group G, with left-invariant Haar measure μ G . Recall the definitions in the preliminaries. Let ψ ∈ H be an admissible wavelet, which means that
The next theorem is well-known in mathematical physics (Twareque Ali, 1998) , and is first formulated and proven in Grossmann et al. (1985) . For a simple alternative and self-contained proof, see p. 20, which uses a topological version of Schur's lemma, for proof see (Duits, 2004) p. 86.
Theorem 1 The Wavelet Reconstruction Theorem.

The wavelet transform is a linear isometry (up to a constant) from the Hilbert space H onto a closed subspace
The space C 
Image Analysis and Reconstruction using a Wavelet Transform Constructed 
We notice that if U is the left regular representation of G = R D(1) O(1) (the group consiting of translations, dilations and polarity) onto H = L 2 (R) one obtains the more familiar framework of wavelet theory in 1D signal processing, p. 5-6.
Of course, we would like to apply Theorem 1 to the wavelet transformation that maps an image to its orientation score, recall (2), since it would imply that reconstruction of an image from its orientation score is perfectly well-posed in the sense that (just like in Fourier transform) the quadratic norm is preserved. Unfortunately, the next lemma shows us that we are not allowed to do so in our case. Therefore in earlier work, cf. , , (Duits, 2005) we generalized the standard wavelet theory in such a way that irreducibility is neither a requirement nor replaced by a requirement.
Lemma 2. The left-regular action U of the Euclidean motion group in L 2 (R 2 ), given by (2), is a reducible representation.
Proof: Consider the subspace consisting of L 2 -functions whose Fourier transform have a support inside a given disk around the origin with radius, say
We could consider the similitude group
which is irreducible, for proof see Louis et al. (1997) p. 51-52. This brings us within the standard wavelet frameworks in 2D image analysis (in particular to 2D Gabor wavelets, (Lee 1996) , or Cauchy-wavelets (Antoine, 1999) , it is a well-known problem that reconstruction of a sharp image f , from its (say Gaussian) blurred version f * G s is extremely ill-posed: Is it possible to get around this ill-posed ness by considering all rotated versions of linear combinations of Gaussian derivatives f * (∂ x ) p (∂ y ) q G s ? Before we give an affirmative answer to this question and deal with the issue of well-posed reconstruction of images from orientation scores, we give an illustration by means of an extremely simplified discrete example, where reconstruction is done by integration over discrete orientations, rather than inverse convolution.
Example: Suppose we construct a discrete orientation score with only 4 orientations, up, down left and right, constructed with the following discrete oriented wavelet ψ : Z × Z → R, given by
see Figure 2 . Then reconstruction of the original discrete image f : Z × Z → R from its orientation score is done by integration over all directions.
Generalization of Standard Wavelet Theory by Reproducing Kernel Theory
Before we formulate the main theorem (Theorem 4) from which we can quantify the stability of the transformations between image and orientation score, we give some short explanation on reproducing kernel Hilbert spaces (also called functional Hilbert spaces), which is necessary to read and understand the theorem. A reproducing kernel Hilbert space is a Hilbert space consisting of complex valued functions on an index set I on which the point evaluation δ a , given by δ a ( f ) = f (a) is a continuous linear functional for all a ∈ I. This means that a] ](x − x ) and as is pointed out in Duits (2005) p. 121, p. 126-127 and (Duits, 2004 ) the Nyquist theorem is a direct consequence of Theorem 3 below.
If H is a functional Hilbert space, then δ a is a continuous linear functional, so that by the Riesz representation theorem it has a Riesz representant K a ∈ H such that 
Conversely, as Aronszajn pointed out in his paper, cf. (Aronszajn, 1950) , a function K of positive type on a set I uniquely induces a reproducing kernel Hilbert space consisting of functions on I with reproducing kernel K . We denote this unique reproducing kernel Hilbert space by C I K . For the explicit construction of this space, we refer to Duits (2005) p. 120, p. 221-222 or (Martens, 2004) , (Aronszajn, 1950) . We notice that this (abstract) construction, is somewhat disappointing from the engineering point of view as it does not lead to a simple tangible description of the inner product:
Only in some cases it is possible to obtain explicit tangible descriptions of these inner products. Nevertheless, there is the following very general result 6 :
Proof: see p. 8 or (Duits, 2005) p. 221-222.
By applying this theorem to the case
almost everywhere on R 2 , and by characterizing the inner product on the space C G=R 2 T K we obtain the following result:
Theorem 4. The space of orientation scores is a reproducing kernel Hilbert space C
which is thereby explicitly characterized by means of the function M ψ given in (10). The wavelet transformation which maps an image f ∈ L 2 (R 2 ) onto its
As a result the image f can be exactly reconstructed from its orientation score , which is a summary of results proved in p. 27-30 (here one must set S = R 2 ) . .
Consequences and Remarks:
1. This theorem easily generalizes
The only thing that changes is that integration now takes place over SO(d) and the function
where dμ T (t) is the normalized left-invariant Haarmeasure of SO(d), which is the Fourier transform ofψ
It can be shown that if ψ ∈ L 1 (R 2 ), then M ψ and ψ are continuous functions in L 1 (R) and thereby vanishing at infinity. As a result the ideal case
and thereby (quadratic norm preservation between image and orientation score) cannot be obtained unless one uses a Gelfand triple structure (just like Fourier transform) constructed by means of the Laplace operator 8 but this goes beyond the scope of this paper, for details see Duits (2004) . 2. Theorem 4 easily generalizes to the discrete orientation group, i.e. G = T N R 2 , where
by replacing integrations by discrete summation. Notice that the discrete orientation score
and the discrete version of the function M ψ is
3. The function M ψ completely determines the stability of the forward and backward transformation. In practice (due to sampling) we work with band-limited images. If we restrict the wavelet transformation to the space of bandlimited images L 2 (R 2 ) we can define a condition number (with respect to quadratic norms on the space of images and the space of orientation scores), (Duits, 2005) . This condition number tends to 1 when M ψ tends to a constant function on the relevant part of the spectrum say 1 B 0, . We will call wavelets with the property that M ψ B 0, ≈ 1 proper wavelets as they guarantee a stable reconstruction. For these type of wavelets we could as well use the approximative reconstruction formula
Construction of Proper Wavelets
Wavelets ψ with M ψ = 1 B 0, induce optimal stability of the (inverse) wavelet transform, but because of the discontinuity at ρ = ω = this choice causes numerical problems with the discrete inverse Fourier transform in practice. To avoid this practical problem we mainly focus on wavelets ψ, with either
In both cases the function M ψ smoothly approximates 1 B 0, , see Figure 3 , and thereby guarantees a stable reconstruction. In the sequel we will call a wavelet ψ ∈ L 2 (R 2 ) ∩ L 1 (R 2 ), with such a M ψ , a proper wavelet. Within the class of proper wavelets, we are looking for wavelets that are also good practical line detectors, since in the score we want to see a clear distinction between elongated structures and non elongated structures.
To this end we notice that it is hard to give a strict mathematical answer to the question which elongated wavelet to choose given an application where it is required to enhance, detect and complete elongated structures? In practice it is mostly sufficient to consider wavelets that are similar to the local elongated patch one would like to detect and orthogonal to structures of local patches you do not want to detect, in other words employing the basic principles of template matching.
Construction of Proper Wavelets by Expansion in Eigen Functions of the Harmonic Oscillator
A nice basis to expand wavelet ψ are the eigenfunctions (represented in polar coordinates) of the harmonic oscillator operator x 2 − from quantum mechanics. To this end we notice that this basis is a complete basis in
. . . Moreover, it is readily verified that the harmonic oscillator commutes both with the ro-
) and with Fourier transformation. As a result they have a common set of eigenfunctions. Consequently, these eigen functions are steerable. Moreover they are (up to a phase factor) Fourier invariant, which enables us to control the shape of the wavelet in the Fourier domain (in order to get a proper wavelet, i.e. stable (re)construction) and simultaneously in the spatial domain (in order to get a good line detector). In this respect, we stress that any other choice of a complete polar-separable base is inferior to the complete base of eigen functions of the harmonic oscillator, due to the Bochner-Hecke Theorem, see Appendix A. In this section we only consider 2D images ∞) ; rdr) and the eigen functions 10 are given by (h
where L (|m|) n (r ) is the n-th generalized Laguerrre polynomial of type |m|, see Figure 4 . Considering numerical expansions of local patches of elongated structures into this basis (in order to see which components are important to detect) we notice that for each |m| a soft (linear) cut-off in n is required, see Figure 5 . By expanding the wavelet ψ in the complete basis of eigen functions of the Harmonic oscillator we get:
(16) Figure 5 . Local expansion of a 33 × 33 pixel patch of an MRI-image showing a bifurcating bloodvessel in the retina. The original image is left, the reconstruction with basis function up to |m| = 32 and n = 12 is in the middle, and the same reconstruction linearly dampening higher m and n components is depicted on the right.
For details on derivations of proper wavelets with
, we refer to earlier work ). Here we only consider a specific case which leads to a nice line detecting proper wavelet, which corresponds to the wavelet proposed by Kalitzin et al. (1999) . (14) and (16) simplifies to 
(18) This series converges uniformly on compacta, but not in L 2 -sense. The real part of this wavelet corresponds to the wavelet first proposed by Kalitzin et al. (1999) cf. as a line detector in medical images. The imaginary part is a good edge detector.
Practical Aspects: The cutoff index N has a practical upper bound because of sampling. If N increases the reconstruction will become better, but if we choose N too large the wavelet behaves badly along φ = 0, see Figures 6 and 7.
We notice thatψ
, which equals the integration over the auto-correlations of all rotated kernels, is an approximation of the identity 11 , whereas the wavelets ψ 
for N sufficiently large, the stability remains guaranteed. Moreover, for large N , the wavelet can be smoothed by convolving the wavelet with a relatively small Gaussian kernel:
where we recall that > 0 equals the maximum frequency radius and where α( ,
and s 2 << 1. It is easily verified that ψ → G s * ψ impliesψ → G 2s * ψ, so as long as the scale s is relatively small, the Gaussian convolution of the wavelet is harmless for the stability of the (re)construction.
Simple Approach to Construction of Proper Wavelets
In Duits (2005) we also developed a more simple approach to obtain proper wavelets, which we will again illustrate with an example. In this more heuristic approach we do not insist on having full control over the analytic expansions in spatial and Fourier domain by means of the Harmonic oscillator basis. Here we take the condition M ψ ≈ 1 as a starting point and consider line detector wavelets only in the Fourier domain. Although we do not have full control over the shape of the wavelet in the spatial domain, we will rely on the basic but clear intuition that an elongated wavelet in the Fourier domain (say along axis e) corresponds to a double sided elongated wavelet in the spatial domain domain (along axis R π/2 e). The following example shows that it is possible to obtain N =100 ). Right: 100 × 100-pixel grey-value plots of (ψ 0 N =100 ) and Gaussian blurred (with σ = 0.8 pixels). Notice that the kernel becomes sharper and the oscillatory-ring vanishes as N increases. The locally highly oscillatory behavior within (ψ 0 N =100 ) may seem akward, but is not really harmful since it disappears immediately by convolution with Gaussian kernel with tiny scale, also see (19).
proper wavelets, which are nice line detectors and which allow a simple and fast reconstruction scheme.
12
Example : Consider N = 18 discrete orientations, so = 2π N . The idea is to "fill a cake by pieces of cake" in the Fourier domain. In order to avoid high frequencies in the spatial domain, these pieces must be smooth and thereby they must overlap.
Let
then it is easily checked that M ψ (ω) = G s (ρ), ρ = ω . In our experiments we took s = 1 2 σ 2 large, which allowed us to use the approximate reconstruction (13), but this gave similar results than a fast reconstruction by integration over the angles only:
see Figure 8 . In Duits (2005) p. 134 we applied elementary processing on the orientation score of the retinal image in Figure 8 and compared it with a standard line detection technique.
Image Enhancement via Left Invariant Operations on Orientation Scores
Now that we have constructed an orientation score U f from image f , such that it allows a well-posed reconstruction of f from U f , one can think of suitable operations on the orientation scores. Let ψ be a proper wavelet, then there exists a 1-to-1 correspondence between bounded operators ∈ B(C K G ) on orientation scores and bounded operators ϒ ∈ B(L 2 (R d )) on band limited images:
This allows us to relate operations on orientation scores to operations on images in a robust manner. For proper wavelets, we have that the space of orientation scores C G K can be considered as a linear subspace of L 2 (G). 
Let
: 
The operator P ψ = W ψ (W ψ ) * is the orthogonal projection on the space of orientation scores C G K . This projection can be used to decompose the manipulated orientation score:
where the left regular action L g (also known as shifttwist transformation, cf. Williams and Zweck (2003) 
which is given by
Here we omit the proof. It follows by W ψ U g = L g W ψ , for all g ∈ G, cf. p. 38.
Practical Consequence: Euclidean invariance of ϒ is of great practical importance, since the result should not be essentially different if the original image is rotated or translated. So by Theorem 6 the only reasonable operations on orientation scores are left invariant. It is not a problem when the mapping :
for almost every g = (b, e iθ ) ∈ G. From the practical point of view(speed) these can be implemented via impuls response and then taking the G-convolution. Before we propose left invariant operators on orientation scores, we give a brief overview of the interesting geometry within the domain G of orientation scores, which is the Euclidean Motion Group.
For any Lie-group G the tangent space T e (G) at the unity element equipped with the product
where t → a(t) resp. t → b(t) are any smooth curves in G with a(0) = b(0) = e and a (0) = A and
is the Lie-algebra of left invariant vector fields on G, i.e. all vector fieldsÃ on G such that
In our case of the Euclidean motion group we have that T e (G) is spanned by {A 1 = e θ , A 2 = e ξ , A 3 = e η } with
(in the spatial plane along the measured orientation) and η = −b 1 sin θ + b 2 cos θ, e η = − sin θe b 1 + cos θe b 2 (27) (in the spatial plane orthogonal to the measured orientation). The corresponding left (or shift-twist) invariant vector fields are given by
which coincides with A ←→Ã. For dimensional consistency define X 1 = ( 2π Z )A 1 , X 2 = A 2 and X 3 = A 3 , where Z is the width of the image domain (so b 1 , b 2 ∈ [0, Z ], assuming a square image domain). A group element g = (b, θ) can then be parameterized using either so-called coordinates of the first kind 
The coordinates of the second kind correspond to (e iη , θ, ξ), since by (29): (
Basic Left Invariant Operations on Orientation Scores
In image analysis it is well known that differential operators used for corner/line/edge/blob detection must be Euclidean invariant. Mostly, such differential invariants are easily expressed in a local coordinate system (gauge coordinates) where in 2D one coordinate axis (say v) is along the isophote and the other runs along the gradient direction (say w), cf. (Florack, 1997) . Rather than putting these gauge coordinates along isophotes we propose a local coordinate system along the measured orientation. Note to this end that in some medical image applications the elongated structures are not along isophotes. So in our orientation scores ξ and η play the role of v and w. Moreover we can differentiate along the direction θ and obtain directional frequencies.
Besides these local left invariant operators we can think of more global left-invariant operators, like normalization
cf. Figure 9 , or grey-value transformations
to enhance elongated structures. 
Evolution Equations Corresponding to Left Invariant Stochastic Processes on the Euclidean Motion Group
Just like the well-known Gaussian scale space satisfies the translation and rotation invariance axiom, , the following linear evolutions on orientation scores are left invariant:
where the generator A acting on L 2 (G) is given by (the closure of)
The first order derivatives take care of transport (convection) and the second order derivatives give diffusion. We first consider the case where all D ii 's are zero and the initial condition is a spike-bundle δ θ 0 ,b 0 (i.e. one "oriented particle" so to speak). This spike will move over time along exponential curves, which are straight- 
Same as 2-3 with relatively larger kernel
, where we recall that ψ 0 N was given by (18). For the sake of clarity the wavelet plots (2,4) are zoomed in with a factor of 2. lines in a spatial plane, spirals through G and straight lines along θ -direction. By introducing the variables, 
which is a circular spiral with radius λ which exactly corresponds to the results from our numerical implementation. The solution of the pure diffusion problem i.e. a 1 = a 2 = a 3 = 0 in (33) is a G-convolution kernel operator with some positive kernel K s ∈ L 1 (G), which can be sharply estimated from above and below by Gaussian kernels on G, viz.
with c, c , b, b > 0. For details see Dungey et al. (2003) . In the degenerate case a 1 = a 2 = a 3 = D 11 = 0, the diffusion boils down to an ordinary spatial convolution for each fixed θ with an anisotropic Gaussian kernel where
gives the anisotropy factor of Gaussian convolution along e ξ and e η . The evolution equations given by (32) correspond to stochastic processes. For example the case a 1 = a 3 = Figure 11 . Example of perceptual organization. From left to right: 1. Original image; 2. detection of elongated structures via orientation
, where denotes the shooting process by maintaining curvature and direction; 4. Inverse transformation of probability density of collision of forward and backward process on orientation score, see (34). In contrast to related work (Williams and Zweck, 2003) Mumford's work (Mumford, 1994) :
which is the limit of the following discrete stochastic process
Just like scale space theory 15 , a scale space representation u(x, s) = (G s * f )(x) can be regarded as an isotropic stochastic process, where the distribution of positions of particles evolve over time (the well-known Wiener process), evolutions on orientation scores can be considered as stochastic processes where the distribution of positions of oriented particles evolve over time.
The life time T of a particle travelling with unit speed (so T = L) through G is assumed to be negative exponentially distributed, T ∼ NE(α), i.e. p(T = t) = αe −αt , with expected life time E(T ) = 1 α , because it is memoryless, which must be the case in a Markov-process. The probability density of finding a e iθ -oriented particle at position b is given by
Consider two independent stochastic processes generated by A = Conv + Diff, where Conv, resp. Diff stands for the convection resp. diffusion part of A, given by (33), and its adjoint A * = −Conv + Diff. So the direction of shooting particles is opposite and the stochastic behavior is similar in the two processes. The probability-density of collision of particles from these 2 processes yields the following left invariant operation, see Figure 11 ,
(34) For detailed numerical algorithms and analytic approximations 16 (By deriving exact Green's functions of a nil-potent group of Heisenberg type) of the Green's functions of the involved left invariant evolution equations we refer to Duits (2005) section 4.9, p. 163-177 and .
Invertible Orientation Scores of 3D Images
We generalized all of our results for 2D-image processing via left invariant operations on invertible orientation scores of 2D images to the more complicated case of 3D-image processing via left invariant operations on invertible orientation scores of 3D images. In this section we will not deal with all technical details, but restrict ourselves to the definition of a 3D orientation score and some preliminary results of line detection in 3D by means of left invariant operations on invertible orientation scores.
Although some generalizations are straightforward, some difficulties arise that did not arise in the 2D-case. First of all SO (3) is not commutative, so the SO(3)-irreducible representations are not onedimensional. Secondly, in practice one is mainly interested in constructing orientation scores by "sigarshaped" wavelets, i.e. wavelets that are invariant under the stabilizer of the north pole, which brings us to the 2-sphere S 2 = SO(3)/SO(2). Thirdly, it is not obvious which discrete subgroup of SO(3) to take and thereby the question arises of how to store the orientation score, since an equidistant sampling in spherical coordinates does not make sense.
Let f ∈ L 2 (R 3 ) be a bandlimited 3D image, then we define its wavelet transform
SO(3) .
We restrict ourselves to the case where the wavelet ψ is invariant under the stabilizer of the north-pole e z , which is the subgroup of SO(3) consisting of all rotations around the z-axis. So we assume
On SO(3) we define the following equivalence relation:
The equivalence classes are the left cosets [R] = R Stab(e z ), R ∈ SO(3). The partition of all equivalence classes will be denoted by SO(3)/SO(2), which is isomorphic to S 2 and thereby not a group. Rather than using the canonical parameterization given by
of SO (3) we will use the well-known Euler angle parameterization Y : B 0,2π → SO (3):
which gives us directly an explicit isomorphism between S 2 and
Because of our assumption (35) we can define the orientation score U f :
We can again expand the wavelet in eigen functions of the harmonic oscillator (which are invariant under rotations around the z-axis, i.e. m = 0), see Appendix A, and thereby we obtain (for details see Duits (2005) 
Channel Representations
Orientation scores are a nice tool for well-posed image enhancement and stochastic completion of "gaps" by means of left-invariant processing on the orientation scores. However, for some practical applications where detection of oriented structures is required it is more relevant to obtain a fast robust estimation for a single orientation per position, rather than image enhancement via orientation scores where the columns U f (x, ·) represent a distribution of the local orientation per position x. Figure 13 . The 3D-equivalent of the 2D proper wavelet given by (18) is also a proper wavelet and is given by ψ A simple way to get a first orientation estimateθ (x) would be by storing the angle where the response is maximum within each orientation column of the score. To each orientation estimateθ (x) we attach a measure of reliability of the estimate r (x). This can be obtained by computing the value of the maximum relative to other response values in the orientation column U f (x, ·). This would give a rough estimate of the local orientation (with its corresponding confidence). For example, if the score is constructed by a second order derivative of the 2D-Gaussian kernel with respect to y (so oriented along x) this boils down to an orientation estimate by means of the angle of the eigenvector v 1 (x) in the Hessian matrix (consisting of Gaussian derivatives) with smallest absolute eigen value, soθ(x) = ∠v 1 (x) and we can attach the confidence
. Typically these kind of rough orientation estimates are noisy and unreliable, likewise the example in the middle image in the bottom row of Figure 17 . Therefore, the main goal in this section is to obtain a more robust orientation estimates from the rough orientation estimate x →θ (x) with confidence x → r (x). This brings us to the framework of channel representations, (Granlund, 2000) . This approach has quite some analogy with the orientation score framework of the previous sections in the sense that
• they both provide a new object which is an orientation decomposition of the image and which is a function on the Euclidean motion group R 2 T (or rather R 2 T N ), and therefore all theory and algorithms concerning left-invariant operations on orientation scores may as well be applied to (the smoothing of) channel representations, • they pose the requirement for exact invertibility, In the second column we added other geometrical structures, some spots and a cube. In the third column we obtained f 1 by adding strong correlated Gaussian distributed noise on the grey-values. 4th and 5th column: two layers of the orientation score
N =16 illustrated in Figure 13 and withc 2 ≈ (−0.19, 0.58, 0.79), withc 7 ≈ (−0.30, 0.93, 0.19), 6th column: the approximative reconstruction f 1 * ψ and last column the enhanced/processed image after simple power enhancement (see (31)) in the orientation score. We did not use any tresholding on the grey-values (which is by definition an ill-posed operation). These experiments show us that we can enhance lines (and distinguish them from other geometrical structures such as lines and planes) already by extremely simple operation on the 3D-scores in a robust manner. For application of this technique in medical imaging (detection of Adam Kiewicz-vessel, responsible for blood supply to spinal court), we refer to van der Put (2005) .
• admit an operational scheme for reconstruction from the orientation decomposition.
Nevertheless we stress that the starting point with respect to the invertibility of the frameworks is different: In the orientation score framework the reconstructable input is the original image f : R 2 → R, whereas the reconstructable input in the framework of channel representations is a first rough orientation estimate θ : R 2 → T, obtained 17 from original image f : R 2 → R, rather than the original image itself. Next we explain the method of robust orientation by channel representations in more detail:
18 signal f : R 2 → R at position x, and an associated confidence r (x) > 0, given by
. . , L −1 are continuous functions, such that the mapping (y, r ) → u(y, r ) is injective. The vector u( f (x), r (x)) is usually called channel vector (at position x ∈ R 2 ) and its components are called channels. The injectivity assumption allows us to decode ( f (x), r (x)) from the channel vector u( f (x), r (x)).
Here we only consider the case where
, whereθ(x) is a first rough orientation estimation (for example by means of a gradient, Riesz transform, or Hessian of the original image). Thereby we have
which makes [0, L) isomorphic to the circle group T. Moreover, we will only consider the special case . This is a major practical advantage over for example the discrete Fourier basis where all discrete frequencies are needed to represent a discrete δ-spike.
Example: B-spline channels The B-spline channel representation, (Felsberg et al., 2006) , with parameter K ∈ N is obtained by setting
where we used K − fold periodic convolution (so that the channel width equals K +1) and where rect(y) = 1 if if |y| < and rect(y) = 0 elsewhere. The decoding is linear and is given by
. It is not difficult to give a formal proof of (38): 1. The first part of (38) can easily be proved by induction: The case K = 1 is trivial, moreover if we assume that it holds for K − 1 then we have
With respect to the second argument we notice that
from which we deduce that
In practice one uses decoding after manipulation and then one would like to use a decoding window (of size say 2 p + 1) and obtain the following fast decoding estimatef
In the experiments discussed in subsection 7.1 we set p = 1 and K = 2, i.e. we used quadratic B-splines with a decoding window size of 3, where the decoding estimate (39) is given bỹ
the window center n 0 can be chosen in various (somewhat ad-hoc) ways. For example n 0 could be chosen such that
Example: Cosine square channels The cosine square channel representation, cf. Forssén and Granlund, (2000) , with parameter ω > 0 is obtained by setting
Note that 
where l is the index of the first channel in the decoding interval, see Forssén (2004) p. 17-19 for more details.
Channel Smoothing for Robust Orientation Estimation
In this section we will consider robust orientation estimation by means of channel smoothing. The idea is to construct a channel representation, to smooth the channel representation and to decode from the smoothed channels to obtain an orientation estimate, see Figure 15 .
] is linear we have that smoothing of f (by means of a continuous convolution kernel K : R 2 → R + , with R 2 K (x)dx = 1) leads to the same result as decoding its smoothed channel representationũ( f (x), r (x)) = (K * u( f (·), r (·)))(x). To this end we notice that
for all x ∈ R d . The windowed decoding in the B-spline case and the windowed decoding in the cosine square case (42), or similarly for general ω in Forssén (2004) p. 18 are non-linear (even in case r (x) = 1). As a result, in general, the left hand side and right hand side (43) do not coincide. In fact, they only coincide if the orientation measurement x → f (x) is such that the decoding becomes linear. For example, in the B-spline case, it requires that f (x) is such that the active part of the smoothed channels is a subset of the decoding window, since then we haveũ n 0 −1 ( f ) +ũ n 0 ( f ) +ũ n 0 +1 ( f ) = 1 with the consequence that (40) and (38) coincide. This will only be the case if the image is locally 1D at x. Also at discontinuities the channel will be smoothed, but here the contributions of the smoothing falls outside the decoding window, i.e. the smoothing contributions lie in the nil-space of the decoding operation. So, effectively the channel smoothing does not smooth over discontinuities, which is desirable in a robust orientation estimation.
In the cosine square channel case a similar observation can be made. Here we notice that if
which is the case 19 ifũ( f (x), r (x)) is symmetric (for the sake of simplicity we assume N is odd):
which again will be the case if the image is locally 1D at x. Moreover we again have that effectively the channel smoothing does not smooth over discontinuities.
Robust Estimation
In this section we will draw some parallels from channel smoothing to nonparametric methods in random variable estimation. Assume that f : x → f (x) is a realization of a stochastic process P that is ergodic for all x ∈ . This implies that we can replace averaging realizations of P with av-
We denote the probability density function over f by pdf. The orientation estimate due to decoding is robust in the sense that it minimizes the energy
If we use B-spline channels, it follows by (40) that the influence function is given by
This influence function is smooth and compactly supported at [−2.5, 2.5] and locally linear near the origin. The influence function tells tell us how much an outlier affects the orientation estimate. To this end we notice that Figure 16) is highly preferable over the linear influence function in the non-robust case of a leat square estimate ρ( f ) = f 2 . The channel vector u(x) at position x is related to the probability density function (pdf) of the generating stochastic process P at position x. By definition a kernel density estimation with kernel B 0 is given byp
samples of the stochastic variable f .
By the ergodicity assumption averaging of the elements of the channel representationũ
, 1)dx, is equivalent to sampling of a kernel density estimate with the symmetric positive kernel B 0 . The expectation value of the kernel density estimate equals (B 0 * pdf)( f ) and thereby the expectation of the channel averaging is
Explicit Example of Channel Smoothing
Analogue to the orientation score framework where we ensured Euclidean invariance of the processing on the original image x → f (x) we would like to ensure Euclidean invariant processing on the original orientation map x →θ f (x). This means that operations on the channel representation should be left invariant. Therefore channel smoothing should be done by means of a G L -convolution, recall (12), the discrete version of the G-convolution given by (25):
where L denotes the total number of channels, where 
To obtain adaptive channel smoothing we quadratically fitted the convolution kernels K ≥ 0 of the type ψ s,ω (x) = e −rs C 0 ω (φ), x = (r cos φ, r sin φ), where we recall that C 0 ω is given by (41), to the auto-correlations
of the channel vectors u n (·, r = 1). More precisely, we minimized
|A n (x)| dx and where R n ∈ SO(2) is a rotation such such that the direction of the n-th channel is mapped to the direction of the 0-th channel, so that x → A n (R −1 n x) is aligned to A 0 (x). In the implementation we replaced the integral by a discrete summation and using a steepest descent algorithm. We took w(x) = 1 x + (1 >> > 0, to avoid singularity problems at the origin) to compensate for the Jacobian of a polar coordinate transformation. Notice to this end that local orientation means locally 1D signals, so we wanted to have a 1D subspace projection along the orientation.
Some results are illustrated in Figure 17 . This method showed very good results compared to other existing orientation estimation methods. For a detailed comparison to other orientation estimation methods, we refer to earlier work (Felsberg et al., 2004) p. 22-25. , where e ∈ R 2 is a fixed normalized direction.
On the one hand the channel width W should not be to narrow, since then the estimated pdf becomes to spiky, and consequently finding the maxima of the pdf is ill-posed. On the other hand W should not be to broad, as this leads to interference of the local maxima.
On the one hand the number of channels L should not be to large, as it requires a lot of samples of the pdf and there is only a limited number of samples of the measurement. On the other hand L should not be to small as the accuracy of the maxima of the pdf becomes better if there are more channels.
Conclusion
Given an image f ∈ L 2 (R d ), we construct a local orientation score U f , which is a complex-valued function on the Euclidean motion group G. The corresponding transformation f → U f is a wavelet transform constructed from an oriented wavelet and a representation of the Euclidean motion group onto L 2 (R 2 ). Since this representation U is reducible the well-known wavelet reconstruction theorem, which allows perfectly wellposed reconstruction, does not apply.
Therefore we generalized standard wavelet theory by means of reproducing kernel theory. From this new generalization it follows that our wavelet transformation is a unitary mapping between the space of bandlimited images, modelled by L 2 (R 2 ) and the functional Hilbert space C G K of orientation scores which is explicitly characterized. The norm on C G K explicitly depends on the oriented wavelet ψ via a function M ψ , which thereby characterizes the stability of the explicitly described inverse wavelet transformation. As a result, by proper choice of the wavelet ψ, the image f can be reconstructed from U f in a robust way. We developed and implemented several approaches to obtain proper wavelets (which are also good line detectors in practice) in the 2 dimensional case, d = 2. These results are generalized to (and implemented in) the 3 dimensional case, d = 3.
These proper wavelets give rise to a stable transformation from an image to a single scale orientation score and vice versa, which allows us to relate operations on orientation scores to operations ϒ on images in a robust way.
We showed that operations must be left invariant in order to obtain a Euclidean invariant transformation ϒ on images. As a result the only left-invariant kernel operators on the orientation scores are G-convolutions.
As an example we observe the probability of collision of particles from two stochastic processes on the Euclidean motion group, which is used to automatically detect elongated structures and to close gaps between them.
Finally, we focussed on robust orientation estimation rather than image enhancement. For this purpose we 4. They are in fact, up to equivalence, the only irreducible representations of the Euclidean Motion group, cf. (Sugiura, 1990) . 5. Also the space L 2 (R 2 ) is a reproducing kernel Hilbert space with reproducing kernel K (x,
6. Special cases include frame theory, cf. (Duits, 2005) , sampling theorems and wavelet theory cf. (Duits, 2004 ) 7. i.e. is a subspace as a vector space, but is equipped with a different norm. 8. This commutes with the left regular actions U g for all g ∈ R d SO(d) . 9. We stress that even if M ψ = 1 stability is still manifest. The only requirement on M ψ is that it remains overal finite and nonvanishing. Recall that in general one has to use (11) for exact reconstruction. 10. The eigen-values of Y m ⊗ h m n , m ∈ Z, n ∈ N ∪ {0}, with respect to F, R e iθ , || x || 2 − are respectively (−1) n+m (i) |m| , e imθ , 2(2n+ | m | +1). 11. This means f * ψ 0 N → f in L 2 -sense for all f ∈ L 2 (R 2 ) as N → ∞ 12. Once again exact reconstruction can be obtained by (11) 16. In Thornber and Williams (1996) it is claimed that the authors found the analytic solution of the direction process. This claim is incorrect: Although their Green's function is for some parameter settings an appropriate approximation of the true solution, it is not the exact Green's function (it is a Green's function on a group of Heisenberg type, not on the Euclidean motion group). This is easily verified by substitution of their solution into the partial differential equation. We did find the analytic solution (in fact we found the solutions of all second order left invariant evolution equations on the Euclidean motion group) in terms of elliptic functions of a special kind, the existence of which was conjectured by Mumford cf (Mumford, 1994) for all z ∈ C. 20. One may also want to consider non-singular convolution kernels, to model interaction between the orientation channels. 21. Although this minimization works fine, it does not result in the best possible noise suppression. For an optimal minimization (with the same type of kernel) concerning the signal to noise ratio we refer to Felsberg et al. (2006) .
