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Georg-August-Universita¨t Go¨ttingen1 and Universite´ de Gene`ve2
This work introduces a general framework for multiple infer-
ence in linear mixed models. Such can be done about population
parameters (marginal) and subject specific ones (conditional). For
two asymptotic scenarios that adequately address settings arising in
practice, consistent simultaneous confidence sets for subject specific
effects are constructed. In particular, it is shown that while condi-
tional confidence sets are feasible, remarkably, marginal confidence
sets are also asymptotically valid for conditional inference. Testing
linear hypotheses and multiple comparisons by Tukey’s method are
also considered. The asymptotic inference is based on standard quan-
tiles and requires no re-sampling techniques. All findings are validated
in a simulation study and illustrated by a real data example on Span-
ish income data.
1. Introduction. Linear mixed models (LMMs) were introduced by
Charles Roy Henderson in 1950s [15, 16] and are applied if repeated mea-
surements on several independent subjects of interest are available. Mono-
graphs [32], [9] and [19] give a comprehensive overview of LMMs and their
generalizations. The classical LMM can be written as
(1)
yi = Xi β+Zi vi + ei, i = 1, . . . ,m
ei ∼ Nni{0ni ,Ri(δ)}, vi ∼ Nq{0q,G(δ)},
with observations yi ∈ Rni , known covariates Xi ∈ Rni×p and Zi ∈ Rni×q,
independent random effects vi ∈ Rq and error terms ei ∈ Rni , such that
Cov(ei,vi) = 0ni×q. Parameters β ∈ Rp and δ ∈ Rr are unknown and we
denote Vi(δ) = Cov(yi) = Ri(δ) + ZiG(δ)Z
t
i, where Ri(δ) and G(δ) are
known up to δ.
Model (1) accommodates both settings with a fixed number of subjects
m by a growing number of observations per subject ni, as well as settings
with a growing number of subjects m by few observations per subject ni,
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2 KRAMLINGER, KRIVOBOKOVA AND SPERLICH
implying two possible asymptotic scenarios for mixed models, as noted by
[20]. The latter case is referred to as small area estimation (SAE) [34].
Depending on the research question, the focus of estimation and infer-
ence might lay either on the population parameter β or on subject specific
effects associated with vi. In the former case, a LMM (1) is interpreted
as a linear regression model with mean Xi β and covariance matrix Vi(δ)
that accounts for complex dependences in the data. Inference about β is
referred to as marginal and well understood. If the focus is rather on the
subject specific effects, then inference should be carried out conditional on
vi, which is more involved. This distinction between marginal and condi-
tional inference is emphasized already in [14] and has attracted particular
attention in the model selection context. For example, [42] argue that the
conventional (i.e. marginal) Akaike information criterion (AIC) is applicable
to the selection of population parameter β only, and suggested a conditional
AIC that should be employed else. For further discussion on marginal versus
conditional inference in mixed models, see [26].
Today, there is an increasing interest in studying mixed parameters, in
particular linear combinations of β and vi, such as µi = l
t
i β+h
t
ivi, i =
1, . . . ,m with known li ∈ Rp and hi ∈ Rq. While the SAE literature has
intensively studied inference of such parameters under the marginal law for
a single µi, little is known about conditional and/or simultaneous inference.
Under two possible asymptotic scenarios we construct simultaneous confi-
dence sets for all µ1, . . . , µm and discuss the corresponding multiple testing
problem. Thereby, we distinguish between the marginal scenario, where vi
are treated as proper random variables and the conditional scenario, where
vi are considered as pre-fixed.
There is a large body of literature on the confidence intervals for each
µi individually under the small area asymptotic scenario. Much attention is
given to the estimation of the mean squared error MSE(µˆi) = E(µi − µˆi)2,
where the expectation is taken under the marginal law and µˆi is some esti-
mator of µi, which depends on unknown δ. To estimate marginal MSE, one
can either plug in an appropriate estimator of δ (e.g., restricted maximum
likelihood (REML) or Hendersons method III estimator given in [36]) or use
unbiased marginal MSE approximations like in [33, 5, 4]. Other distribution-
free approaches to the estimation of marginal MSE comprise a diverse col-
lection of bootstrap methods, for an extensive review consult [3].
Since inference about µi has often a conditional focus (under the marginal
law the vi are simply not available), it seems counterintuitive to base infer-
ence on the marginal MSE only. In fact, we show that the nominal coverage
of the subject-wise confidence intervals for µi based on the marginal MSE
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holds under the conditional law on average (over subjects) only, see Propo-
sition 1 in Section 4 for more details. However, µˆi are biased under the
conditional law and this bias is, in general, difficult to handle. Ignoring the
bias leads to a clear under-coverage, see [6, 7], while estimating the bias
leads to unacceptably wide intervals, see [21, 28, 31].
In this article we construct simultaneous confidence sets for µ1, . . . , µm in
LMMs under two possible asymptotic scenarios. To the best of our knowledge
this problem remained largely untreated; only [11] points out the need for
simultaneous inference and considers a related problem of inference about
certain linear combinations of µi in the Fay-Herriot model (a special case of
(1) under small area asymptotics) employing a Bayesian approach.
We first consider simultaneous confidence sets for µ1, . . . , µm under the
conditional law and show that the nominal coverage is attained at the usual
parametric rate. Additionally, we show that, surprisingly, the simultaneous
confidence sets built under the marginal law, being also accurate at the same
parametric rate, are at the same time approximately valid when conditioning
on the subjects. This, however, is not true in general for the subject-wise
confidence intervals, as pointed out already. We use the derived confidence
sets for testing linear hypotheses. Further, we extend the scope of analysis
to the special case of testing multiple comparisons by the use of Tukey’s
method in the context of LMMs. Eventually, the usefulness of the derived
methods is demonstrated on a real data study on Spanish income data.
The main results are given in Section 2. Applications for comparative
statistics and testing linear hypotheses as well as extensions are elaborated
in Section 3. The fundamental problem together with our results is visualized
in a simulation study in Section 4, and further exemplified on Spanish income
data in Section 5. We conclude with a discussion in Section 6. Proofs are
deferred to the Appendix, and some auxiliary results to the Supplement [25].
2. Simultaneous Inference. We start with introducing basic notation
and assumptions. In the notation of [34], the empirical BLUP (EBLUP) as
estimator of µi for unknown δ reads as
(2)
µˆi = µˆi(δˆ) = l
t
iβˆ + bi(δˆ)
t
(
yi−Xi βˆ
)
;
bi(δˆ)
t = htiG(δˆ)Z
t
iVi(δˆ)
−1,
βˆ =
{ m∑
i=1
XtiVi(δˆ)
−1Xi
}
−1 m∑
i=1
XtiVi(δˆ)
−1 yi .
Under the mild assumptions below E(µˆi) = µi, if E(µˆi) is finite [24], but
E(µˆi|vi) 6= µi. We consider two alternative asymptotic scenarios, namely
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(A1) m→∞ while supi ni = O(1).
(A2) ni →∞ ∀i = 1, . . . ,m.
Hereafter the asymptotic results are given with respect to s. Under (A1) let
s = m while under (A2) s = max{m,mini ni}. (A2) includes a scenario with
all ni, i = 1, . . . ,m, growing with different rates and m = O(1). Condition
supi ni = O(1) in (A1), introduced by [13], implies E(µˆ− µ |v)9 0m.
Further, we adopt the regularity conditions from [33] and [5]:
(B1) Xi, Zi, G(δ) > 0, Ri(δ) > 0, i = 1, . . . ,m contain only finite values.
(B2) dti = l
t
i − bi(δ)tXi has entries dik = O(1) for k = 1, . . . , p.
(B3)
{
∂
∂δj
bi(δ)
tXi
}
k
= O(1), for j = 1, . . . , r and k = 1, . . . , p.
(B4) Vi(δ) is linear in the variance components δ.
(B5) δˆ is an estimator of δ for which δˆj = δj +Op(s
−1/2) for j = 1, . . . , r.
Conditions (B1) - (B3) ensure that µ can be estimated up to a vanishing
error term. Condition (B4) implies that the second derivatives of Ri and
G w.r.t. δ are zero. Eventually, condition (B5) is required to consistently
estimate the variance components δ under (A2). It is required as the effective
sample size for δˆ might not grow as m is bounded, see [29].
The variance components δ can be estimated using both REML and Hen-
dersons method III. Those are unbiased, even and translation invariant,
which are the conditions of Kackar and Harville [24]. Subsequently, δˆ de-
notes an estimator of δ obtained with either one of these methods. Then,
(A1) with (B1) - (B4) implies condition (B5).
Simultaneous Confidence Sets. Now we turn to the construction of si-
multaneous confidence sets for µ = (µ1, . . . , µm)
t. Since the inference focus
in this case is conditional, we start by constructing a confidence set Cα, such
that P(µ ∈ Cα |v) ≈ 1− α, for a pre-specified level α ∈ (0, 1). In particular,
for the conditional inference v = (vt1, . . . ,v
t
m)
t is treated as a fixed param-
eter and the assumption on normality of v in (1) is ignored. Thereby, all
parameter estimators are still obtained under model (1).
Let µˆ = (µˆ1, . . . , µˆm)
t and Σ̂c be our (approximately) second-order un-
biased estimator for Σc = Cov(µˆ − µ |v), which we derive in detail in the
appendix, see equation (9). It then holds:
Theorem 1. Let model (1) hold and Σ̂c be as in (9). Under (A1) or
(A2), with (B1)-(B5) it holds that
P
{∥∥Σ̂−1/2c (µˆ− µ)∥∥2 < χ2m,1−α(λˆ)∣∣∣∣v} = 1− α+O(s−1/2),
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where α ∈ (0, 1), χ2m,α(λˆ) is the α-quantile of the χ2m(λˆ)-distribution and λˆ
is a least squares estimator, given in (8), for the non-centrality parameter
λ =
m∑
i=1
{ m∑
k=1
E(µˆk − µk|v)
(
Σ−1/2
c
)
ik
}2
.
Since µˆ is not unbiased under the conditional law, λ has to account for
the conditional bias, whereas Σ̂c accounts for the correct variability under
such law. Note that the result of Theorem 1 holds for any pre-fixed v, not
necessarily a realization of a normally distributed random variable.
From Theorem 1 we immediately obtain the conditional confidence set
Cα =
{
µ ∈ Rm : ∥∥Σ̂−1/2c (µˆ− µ)∥∥2 ≤ χ2m,1−α(λˆ)}.
This defines a simultaneous confidence region over all subjects under the con-
ditional law. The practical difficulty when constructing Cα is the estimation
of the non-centrality parameter λ which introduces additional uncertainty.
If v is treated as a proper random variable, this implies the following
result.
Theorem 2. Let model (1) hold and Σ̂ be an estimator for Σ = Cov(µˆ−
µ) given in (6). Under (A1) or (A2), with (B1)-(B5) it holds that
P
{∥∥Σ̂−1/2(µˆ− µ)∥∥2 < χ2m,1−α} = 1− α+O(s−1/2),
where α ∈ (0, 1) and χ2m,1−α is the α-quantile of the χ2m-distribution.
Similarly to above, one obtains the marginal confidence set
Mα =
{
µ ∈ Rm : ∥∥Σ̂−1/2(µˆ− µ)∥∥2 ≤ χ2m,1−α},
with P (µ ∈ Mα) ≈ 1 − α, for α ∈ (0, 1). Such marginal confidence regions
have to be interpreted with care, since µ under the marginal case remains a
random parameter. However, it turns out that the marginal confidence set
can be used for simultaneous inference under the conditional law. Indeed,
the following theorem states that Mα, albeit derived under the marginal
law, lead to the asymptotically correct coverage under the conditional law.
Theorem 3. Let model (1) hold and Σ̂ be as in (6). Under (A1) or
(A2), with (B1)-(B5) it holds that
P
{∥∥Σ̂−1/2(µˆ− µ)∥∥2 < χ2m,1−α∣∣∣∣v} = 1− α+O(s−1/2).
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From the proof one can see that the misspecification in using the marginal
formulation under the conditional scenario is averaged out across the sub-
jects under (A1) or, less surprisingly, within the subjects under (A2). No-
tably, the rates for the marginal formulation in the marginal versus condi-
tional scenario coincide. The result implies P(µ ∈ Mα |v) ≈ 1− α.
Note that if the quadratic form in Theorem 3 is reformulated for one
subject i with ni <∞ in (A1) we get
P
{
(µˆi − µi)2
σˆii
< χ21,1−α
∣∣∣∣v} = 1− α+O(1).
In (A2) however, the bias vanishes for each subject and the nominal coverage
is attained asymptotically for a single subject as well.
The results of this section suggest that simultaneous inference about µ
under the conditional law can be performed based on the confidence sets
obtained under the marginal law. In particular, this allows to circumvent
the problem of estimating the non-centrality parameter in practice.
Tukey’s Intervals. Further interest in inferring about multiple subjects
simultaneously includes the use of Tukey’s method [39]. That concerns all
simple contrasts ct(µˆ− µ) ∀c ∈ Sw, w ≤ m, where
Sw =
{
1i − 1j ∀i, j ≤ w, for 1k the k-th unit vector in Rm
}
.
Conventional use of Tukey’s method involves linear unbiased estimators, see
e.g. [2]. This setting, however, firmly lies in the realm of the conditional law,
in which µˆ are biased. Additional regularity conditions are thus required for
∀i, k ≤ m:
(C1) hi = hk + {O(s−1/2)}q and li = lk + {O(s−1/2)}p.
(C2) 1tniVi(δ)
−11ni = 1
t
nk
Vk(δ)
−11nk + {O(s−1/2)}tq.
These conditions ensure that the subjects’ mixed parameters are sufficiently
similar. A special case in which both (C1) and (C2) are fulfilled is the widely
used nested error regression model (5) with a balanced panel.
Theorem 4. Let model (1) hold and Σ̂c as in (9). Under (A1) or (A2),
with (B1)-(B5) and (C1), (C2) it holds for α ∈ (0, 1) that
P
{ |ct(µˆ− µ)|
cˆ+
< ηc + qm,1−α, ∀c ∈ Sm
∣∣∣∣v} = 1− α+O(s−1/2),
where qm,1−α the α-quantile of the range distribution for m standard normal
random variables, ηc = c
−1
+ c
tE(µˆ− µ |v) with c+ =
(
ctΣ
1/2
c
)
>0
1m, i.e. the
sum of positive entries of ctΣ
1/2
c and cˆ+ analogously with Σ̂c.
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This result establishes consistent inference for all simple contrasts and
thereby forms a special case of the generalized Tukey conjecture about at-
taining nominal level for non-diagonal covariance matrices [2, 39]. In partic-
ular, the result states that P (ct µ ∈ Tα,m(c), ∀c ∈ Sm|v) ≈ 1− α for
Tα,m(c) =
{
ct µ ∈ R : |ct(µˆ− µ)∣∣ ≤ cˆ+(ηc + qm,1−α)}.
Note that in practice ηc is in general unknown and the confidence inter-
val cannot be readily constructed. However, in the next section we discuss
that for relevant testing scenarios (C1) and (C2) imply that ηc vanishes
quickly enough, so that Tα,w(c) can serve for pairwise testing for equality of
µi, . . . , µw, w < m.
3. Testing. It is appealing to use the derived results to test either linear
hypotheses or multiple comparisons of µi, i = 1, . . . ,m, under conditional
law. The former is concerned about testing whether µ lies in a given subspace
of Rm. It can, for example, be applied to examine if subject specific effects
are present within subsets, as done in Section 5. In case of rejection, one
may want to know which subjects are the cause for it. Tukey’s method
controls the family-wise error rate whilst simultaneously testing multiple
comparisons for all pairwise differences µi − µj, i, j = 1, . . . , w < m.
Linear Hypotheses. Let us assume it is of interest to test
(3) H0 : L(µ−a) = 0u vs. H1 : L(µ−a) 6= 0u,
where a ∈ Rm and L is a given (u×m)-matrix with u ≤ m and rank(L) = u.
The dimension u of the linear subspace of Rm corresponds to the number
of simultaneous tests of linear combinations, whereas each linear combina-
tion of interest is specified in the rows of L. For example, for L = Im and
a = (a1, . . . , am)
t, ai 6= aj , i, j ≤ m, implies testing whether the mixed
parameters take on some ex-ante assumed value. For conditional inference
in (1) about µ, Theorem 1 gives the α-level test for (3), that rejects H0 if
a 6∈ Cα,L, where
Cα,L =
{
a ∈ Rm : ∥∥(LΣ̂cLt)−1/2L(µˆ− a)∥∥2 ≤ χ2u,1−α(λˆL)}.
This test is consistent with an error O(s−1/2). Parameter λˆL is the non-
centrality parameter that depends on the modified covariance LΣ̂cL
t.
Furthermore, Theorem 3 allows to employ the confidence setMα as well.
An α-level test rejects H0 if a 6∈ Mα,L, where
Mα,L =
{
a ∈ Rm : ∥∥(LΣ̂Lt)−1/2L(µˆ− a)∥∥2 ≤ χ2u,1−α}.
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This test is again consistent with rate O(s−1/2) under (A2), while under
(A1) the rate is O(u−1/2) for u = mξ1 , where ξ1 ∈ (0, 1] bounded away from
zero. This affirms that individual confidence intervals (u = 1) can not be
constructed using Mα,L under (A1), the standard SAE assumption.
It is often of interest to test if some or all µi are equal, which implies
equality of random effects. If w < m random effects are tested to be equal,
then model (1) is altered in that only m′ = m − w + 1 different subjects
remain underH0. In that case, above tests are consistent withm replaced by
m′: O[{min(m′, u)}−1/2] for (A1), and O[{max(m′,mini ni)}−1/2] for (A2).
For w = m, the underlying model (1) of H0 reduces to a linear model,
for which conventional tests are readily available. Details are given in the
appendix.
Tukey’s Method. Multiple comparisons, as µi − µj , i, j = 1, . . . , w < m,
allow for multiple testing against w equal random effects. Formally,
(4) H0 : c
t µ = 0 ∀c ∈ Sw vs. H1 : ct µ 6= 0 for some c ∈ Sw,
where w = mξ2 , with ξ2 ∈ (0, 1). Under (C1) and (C2), ηc, c ∈ Sw vanishes
under H0. See (13) in the appendix for details. It follows that all
(
w
2
)
simple
contrasts in (4) can be tested by Tukey’s method [39, 27] with Theorem 4.
The test rejects H0 if ∃c ∈ Sw such that 0 /∈ Tα,w(c) and is consistent with
O(s−1/2) under (A1) and (A2), where m is replaced by m′.
Again, for w = m, the classical versions of Tukey’s method can be applied,
see the discussion in the appendix.
4. Simulation Study. Consider a special case of (1), the nested error
regression model [1] with eij ∼ N (0, σ2e), vi ∼ N (0, σ2v), and
(5) yij = x
t
ij β+vi + eij , i = 1, . . . ,m, j = 1, . . . , ni.
The data are simulated as follows. For each given set of the parameters
m, ni, σ
2
e , σ
2
v , the value of the subject effect vi is obtained as a realization
of a N (0, σ2v)-distributed random variable and remains fixed in all Monte
Carlo samples. Parameters β ∈ R2 were drawn once from a standard normal
distribution, whereas Xi ∈ Rni×2 consists of a column of 1’s and a column of
entries drawn once from the uniform distribution. The parameter of interest
is µi = Xi β+vi, where Xi = n
−1
i
∑ni
j=1Xij .
Before we report simulation results for simultaneous inference, we visu-
alize consequences of using marginal law for subject-wise inference about
single µi. We set (σ
2
v , σ
2
e) = (4, 4), m = 100, ni = 5 under (A1) and ni = 50
under (A2). The results are based on 1.000 Monte Carlo samples. Figure 1
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Fig 1: Empirical coverage of marginal 95% subject-wise confidence intervals
for µi under conditional law under (A1) (left) and (A2) (right). The dashed
lines give the theoretical coverage.
shows the subject-wise coverage of confidence intervals for µi built under the
marginal law. The left hand side of Figure 1 corresponds to the small area
asymptotics (A1). Subjects which comprise a large |vi|, being those with
most prominent subject effect, exhibit a severe undercoverage. This is par-
ticularly annoying, since such subjects are arguably those that a practitioner
might be most interested in, see [21]. On average (over all subjects), however,
over- and undercoverage cancel each other out. Under (A2), this problem
is less pronounced, since the bias for every subject vanishes asymptotically
and so does the difference between conditional and marginal variance, as
visible on the right hand side of Figure 1. These observations are formalized
in
Proposition 1. Let model (1) hold, δ known, Ti = (µˆi − µi)Var(µˆi −
µi)
−1/2 and z1−α/2 the two-sided α-quantile of N (0, 1). Then,
(a) for Z ∼ N (0, 1) and c1 as well as c2(v) as given in (??) it holds
P
(|Ti| ≤ z1−α/2|v) = P{|Z| ≤ z1−α/2 + c1 ± c2(v)|v}.
(b) under (A1) or (A2) with (B1) and (B2) it holds
1
m
m∑
i=1
P(|Ti| ≤ z1−α/2|v) = 1− α+O
(
s−1/2
)
.
That is, although c1± c2(v) is almost surely nonzero under marginal law,
the coverage probability of marginal confidence intervals under the condi-
tional law still attains its nominal level on average over all subjects. For the
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Table 1
Coverage of 95%-confidence ellipsoids in model (5) under conditional law.
Marginal Conditional
δ m ni nk known δ REML known δ REML
σ2v = 8
σ2e = 2
10 5 5 .96 (.98) .92 (1) .95 (.92) .88 (.79)
100 5 5 .95 (.97) .93 (1) .95 (.89) .93 (1.6)
10 10 10 .95 (.96) .93 (1) .95 (.99) .93 (1.0)
100 10 10 .95 (.96) .93 (1) .95 (1.0) .94 (1.5)
10 5 10 .96 (.96) .92 (1) .95 (.83) .90 (.98)
10 10 100 .95 (.95) .95 (1) .95 (.93) .95 (1.1)
σ2v = 4
σ2e = 4
10 5 5 .96 (.70) .92 (1) .94 (.66) .96 (1.6)
100 5 5 .95 (.81) .93 (1) .94 (.25) .94 (3.8)
10 10 10 .95 (.79) .94 (1) .95 (.80) .96 (1.8)
100 10 10 .94 (.72) .94 (1) .94 (.59) .95 (5.1)
10 5 10 .96 (.73) .94 (1) .94 (.39) .97 (2.3)
10 10 100 .96 (.80) .96 (1) .95 (.73) .97 (1.3)
σ2v = 2
σ2e = 8
10 5 5 .97 (.24) .96 (1) .85 (.32) .82 (1.0)
100 5 5 .97 (.32) .88 (1) .86 (.01) .88 (1.5)
10 10 10 .94 (.42) .93 (1) .91 (.24) .97 (.94)
100 10 10 .94 (.32) .92 (1) .92 (.01) .94 (2.8)
10 5 10 .98 (.28) .97 (1) .90 (.05) .92 (3.3)
10 10 100 .97 (.44) .97 (1) .93 (.25) .99 (1.8)
simulated data in Figure 1 the average coverage under (A1) is 95.4%, while
under (A2) it is 94.9%.
We now turn to simultaneous inference: Table 1 contains results based on
10, 000 Monte Carlo samples. For each sample the estimates µˆ and Σ̂, as
well as Σ̂c and λˆ are calculated, and it is checked whether µ lies within the
95%−confidence set. The resulting coverage probability is reported together
with the one of the oracle confidence sets for known δ = (σ2v , σ
2
e)
t. The
relative volume of the confidence sets to the volume of the REML-based
marginal set is given in brackets.
Under (A1), the asymptotic behavior relies on m, and is therefore studied
form = 10 andm = 100. One case is carried out for ni = nk = 5 observations
for all subjects i, k, relating to the study of [1]; the other for ni = nk =
10. Under (A2), 80% percent of subjects had ni observations, while the
remaining 20% had nk. As it is well known that the relation of σ
2
v and σ
2
e ,
the so-called intraclass correlation coefficient (ICC), plays a key role in the
reliability of the estimators, different ICC are considered.
The columns “Marginal” and “Conditional” of Table 1 give the simulated
coverage of the confidence sets for the nominal coverage of 0.95. The differ-
ences between each of the two marginal and conditional coverages display the
impact of the REML estimation. The estimation of the variance components
is indeed influential, in accuracy as well as in size. Further, a comparison
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Fig 2: Power of tests based on confidence ellipsoids Mα (solid line) and Cα
(dashed) for model (5) in the conditional setting with H1 : µ = a+ 1m∆.
between marginal REML and conditional REML coverages reveals the per-
formance ofMα and Cα. The marginal sets are generally smaller. This is due
to the conditional sets being amplified by the non-central quantile to meet
the nominal level, but not stretched in the direction where the multivariate
distribution of µˆ has most of the mass.
The first two rows of each configuration of δ show the asymptotic behavior
for (A1) with ni = nk = 5 observations only, whereas the less extreme case
for (A1) is given in lines three and four. Clearly, larger m produce better
results. However, the reported coverage seems to be stronger influenced by
the number of observations in each subject. This is the realm of case (A2).
Convergence for that scenario seems to be more sensitive, although this is
likely due to the smaller sample size.
The ICC (and the signal-noise ratio) proves to be quite influential, with
coverage being closest to the nominal level for large σ2v . This is not unex-
pected as these parameters determine the validity of the REML-estimates
which has already been observed for individual confidence intervals, see [4].
However, even for known δ, Cα can exhibit undercoverage if the ICC is too
small and/or too few data is available, whereas Mα does not.
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Fig 3: Power of tests based on Tukey’s method with i, j = 1, . . . ,m∗ for
H0 : µi = µj for against H1 : ∃!i : µi = µj +∆.
Let us turn to the test H0 : µ = a vs. H1 : µ = a + 1m∆, a ∈ Rm with
∆ ∈ R. Power functions studying the error of the second kind for different
parameters m and ni, cf. Table 1, are given in Figure 2 with different ICC.
Unsurprisingly, the power growths steeper for larger m and ni, but again is
sensitive to the relative size of σ2v to σ
2
e . The power of the tests based on the
marginal set (solid line) is notably steeper than the slope of the power based
on the conditional set (dashed). Although being of less importance if ni is
large, the plots favor the use of the marginal confidence sets for testing.
A similar visualization for Tukey’s method is obtained by testingH0 : µi =
µj for ∀i, j = 1, . . . ,m/2 vs. H1 : ∃!i : µi = µj + ∆ for ∀i, j = 1, . . . ,m/2,
where ∆ ∈ R. That is, all but one µ1, . . . , µm/2 are equal. Figure 3 shows
that, similar to the case for confidence ellipsoids, the ICC is influential. In
difference to Figure 2, more subjects greatly increase the number of tests,
and the power function undesirably flattens around zero.
5. Study on Spanish Income. The discussed methods are now ap-
plied to a case study on log-transformed yearly income for working popula-
tion in Spain obtained from the survey of living conditions in 2008 [8]. As
income varies non-linearly with age, we restrict the study on people of age 50
imsart-aos ver. 2014/10/16 file: main.tex date: November 11, 2019
MULTIPLE INFERENCE IN LINEAR MIXED MODELS 13
and older. The subjects, henceforth small areas, are formed by cross-section
of all 50 provinces of Spain and whether secondary school was completed.
In total, n = 3, 335 observations are available for m = 100 small areas,
with a median of 20 per area. Available explanatory variables are gender,
municipality size and nationality. The observations are assumed to follow a
nested error regression model (5). The variance components are estimated
via REML as σˆ2v ≈ .55× 10−2 and σˆ2e ≈ 5.17 × 10−2.
Interest lies in determining whether the hypothesis that no area specific
effect is present in those 16 small areas that lie in the autonomous community
of Andaluc´ıa, can be rejected. Formally, let L1 = (015, . . . ,L
∗
1,015, . . . ) be
(15×100), with L∗1 =
(
I15,015
)−1151t16/16 corresponding to all small areas
in Andaluc´ıa. The test then checks the linear hypothesis H0 : L1µ = 015
against H1 : L1µ 6= 015. For α = 0.05, 86.7% of individual tests do not
reject H0, and neither does the conservative Bonferroni correction. Both
tests based on marginal and conditional ellipsoids however do reject, as∥∥(L1Σ̂Lt1)−1/2L1µˆ∥∥2 ≈ 25.7 > 25.0 ≈ χ215,.95,∥∥(L1Σ̂cLt1)−1/2L1µˆ∥∥2 ≈ 37.2 > 25.0 ≈ χ215,.95(0).
Both sets have the same nominal coverage, and here they both yield the
same result, although the conditional fails to produce a positive estimate
of λL1 for this data set. Moreover, if there was interest in investigating
other regions, this approach would require to re-estimate the non-centrality
parameter on the new subset of interest. This aspect makes the application
of the marginal set more appealing.
Although both accurate tests reject H0, it remains unknown by which
areas this is caused. Tukey’s method allows for those kind of multiple com-
parisons. Let SAnd = {1i−1j, ∀i, j in Andaluc´ıa,1k the k-th unit vector},
|SAnd| = 120, and H0 : ct µ = 0 ∀c ∈ SAnd. One can verify that the bias
ηc is of a negligible order for this test, so that Theorem 4 can be applied.
Then, H0 can be rejected by two contrasts, namely
|µˆCa´diz, school − µˆGranada, no school|
cˆ+,Ca´diz, school; Granada, no school
≈ 5.20 > 4.85 ≈ q16,.95,
|µˆCa´diz, school − µˆCo´rdoba, no school|
cˆ+,Ca´diz, school; Co´rdoba, no school
≈ 4.89 > 4.85 ≈ q16,.95.
If interest does not concern all pairwise differences, but only those within
a single province, the test H0 : µi,school − µi,no school = 0 for ∀i in An-
daluc´ıa is appropriate. Similarly as above, let L2 = (08, . . . ,L
∗
2,08, . . . )
be (8 × 100), with i-th row corresponding to the i-th province as L∗2,i =
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Table 2
Means of income in Euro for school graduates.
If µˆi,no school were equal µ
∗
i,no school, H0 : Lµ = 08 could not be rejected.
Province µˆi,school µˆi,no school µ
∗
i,no school µ
∗
i,no school − µˆi,no school
Co´rdoba 16,394 11,177 11,720 543
Granada 16,149 10,900 11,101 201
Sevilla 15,742 12,099 12,516 417
Total 1,161
(
0, . . . , 1,−1, 0, . . . ). We test the linear hypothesis H0 : L2µ = 08 against
H1 : L2 µ 6= 08.
At α = 0.05, 75% of individual tests do not reject H0, and, again, neither
does the Bonferroni correction, whereas both ellipsoid-based methods reject:∥∥(L2Σ̂Lt2)−1/2L2µˆ∥∥2 ≈ 17.8 > 15.5 ≈ χ216,.95,∥∥(L2Σ̂cLt2)−1/2L2µˆ∥∥2 ≈ 25.9 > 15.5 ≈ χ216,.95(0).
Note that as only pairwise differences within a single province are tested
against, Tukey’s method cannot be applied here, as it does not extend to
test against all pairwise differences of pairwise differences.
However, the method based on confidence ellipsoids allows to project L2µˆ
onto Mα,L2 in order to obtain µ∗no school for which H0 could not have been
rejected. Results are given in Table 2. This procedure indicates how much
effort, and in which province is to be made to attain statistically insignificant
differences. Such findings could not have been obtained from so far existing
tools. They exemplify the wide range of applications of multiple inference
in SAE, with others easily conceivable.
6. Discussion. We derive simultaneous confidence sets for mixed pa-
rameters µ1, . . . , µm, namely linear combinations of fixed and random ef-
fects of LMMs. This is done under the two scenarios, m → ∞ or ni → ∞.
These simultaneous confidence sets are derived under conditional law and
require the estimation of a non-centrality parameter of the respective χ2(λ)-
distribution. We can show that with its estimate, the wanted nominal cov-
erage is still attained at the usual parametric rate. Further, we extend the
theory for marginal law, for which no such parameter is required.
We find that, surprisingly, the simultaneous confidence sets built under
marginal law are approximately valid (at the same parametric rate) when
conditioning on the subjects. This, however, is not true in general for the
subject–wise confidence intervals. We use the confidence sets for multiple
testing, and demonstrate its usefulness in practice.
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Our results hold for all kind of linear combinations of mixed (fixed and
random) parameters µi of a subject i. The results show that the problem of
bias estimation in the conditional case can be overcome either by straight-
forward estimation of λ or by directly applying marginal sets as the bias is
averaged out over multiple subjects. A simulation study confirms this effect
already for samples of small and moderate size.
For the special case when it is of interest to test whether the specific effects
within a subset of subjects are equal, we extended the testing procedures
to cover multiple comparisons by Tukey’s method. However, the application
of this method is limited to special cases of LMMs where the corresponding
bias can be shown to be negligible.
Most uncertainty is induced by the estimation of δ. If the normality of
errors and random effects is not met, it has been shown that the estimates for
hierarchical [35] and non-hierarchical LMM [18] or by Hendersons Method
III [12] are still consistent and asymptotically normal. For the latter, we
obtain asymptotically the same results [25]. However, it is to be expected
that depending on the deviations from normality larger samples are needed
to reach the nominal coverage probability.
A popular strategy is to transform the data in order to achieve normality
for errors and random effects, see [41] for a recent review. Software provides
checks for the distributions of residuals and predictors vˆi [23]. Alternatively,
bootstrap methods for LMM can account for non-Gaussian data, see [10].
We expect that our results can be extended to other predictors of LMMs,
such as the best predictor of [22].
ACKNOWLEDGEMENTS
The authors thank Domingo Morales, Carmen Cadarso-Sua´rez, J.N.K.
Rao, Gauri Datta, Jiming Jiang, Maria-Jose Lombardia, and Wenceslao
Gonzalez-Manteiga for helpful discussion. They also gratefully acknowledge
the funding by the German Research Association (DFG) via Research Train-
ing Group 1644 “Scaling Problems in Statistics”. Peter Kramlinger also
gratefully acknowledges the support by Hanns-Seidel-Foundation, funded
by the Federal Ministry of Education and Research (BMBF).
APPENDIX
Notation. Throughout the appendix the following notation is used. The
(i, j)-th entry of matrix A is denoted as aij or (A)ij . The (A)i denotes the
i-th column vector of matrix A. Other ways to display a vector or matrix
is by e.g. {Op(1)}n×n, a (n× n) stochastic matrix with each entry being of
probabilistic order Op(1), or A = (aij)i,j, if it is obvious that i, j = 1, . . . ,m.
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Furthermore, for a matrix A, ‖A‖2 = tr{AtA} is the Frobenius norm. The
square-root of a symmetric positive-definite matrix A1/2 is defined as the
unique symmetric matrix such that A1/2A1/2 = A. For easier readability,
the dependence on the δ is suppressed for various quantities. It should be
clear from the context if e.g. G or V depend on δ or δˆ. Further, if not
otherwise noted, we adapt the notation of [34] and denote µ˜i = µˆi(δ) as
given in (2) and β˜ analogously. For convenience, dropping the subject index
i = 1, . . . ,m labels the respective quantities over all observations, e.g. y =
(yt1, . . . ,y
t
m)
t, V = diag{Vi(δ)}i=1,...,m and X = (Xt1, . . . ,Xtm)t, etc. If the
range of the index is clear from the context, it will not be dropped as well.
For the proofs, i, k = 1, . . . ,m denote the subject and j = 1, . . . , ni the
respective observation for the i-th subject. Eventually, e, f, g, d = 1, . . . , r
are indices referring the entries in δ.
Proof and Definitions for Theorem 2. The estimator for the across-
area generalization of the Prasad-Rao MSE estimator from [33] is defined
below. Let V = Cov(δˆ) be the asymptotic covariance matrix of δˆ. Then,
(6)
Σ̂ = Σ̂(δˆ) = K1(δˆ) +K2(δˆ) + 2Kˆ3(δˆ);
K1(δ) = diag
{
hti
(
G−GZtiV−1i ZiG
)
hi
}
i=1,...,m
,
K2(δ) =
{
dti
( m∑
l=1
Xtl V
−1
l Xl
)
−1
dk
}
i,k=1,...,m
,
K̂3(δ) = diag
{
tr
(
∂bti
∂ δ
Vi
∂bi
∂ δt
V
)}
i=1,...,m
.
Σ̂ is a second-order unbiased estimator ofΣ = K1(δ)+K2(δ)+K3. The lead-
ing term K1(δ) is an estimator for the variability induced in the prediction
of the random effect, whereas K2(δ) describes the variability induced by the
estimation of β such that K1(δ) +K2(δ) = {E(µi − µ˜i)(µk − µ˜k)}i,j=1,...,m.
Finally, (K3)i,j = E(µ˜i − µˆi)(µ˜k − µˆk) the variability of the estimation of δ.
Proof. (of Theorem 2). Consider first (A1). We first show that
‖Σ̂−1/2(µˆ− µ)‖2 = ‖Σ−1/2(µˆ− µ)‖2 +Op(m1/2).
It has been shown for both Hendersons method III [33] and REML [5] that
E(σˆik) = σik + Op(m
−3/2), as well as σ˜ik = σik + Op(m
−3/2). Note that
δˆe− δe = Op(m−1/2). Further, σ˜ii = O(1) as well as σ˜ik = O(m−1) for i 6= k
and this order is preserved for its derivatives with respect to δ. Thus,
Var(σˆik) = E
[{σˆik − σ˜ik +O(m−3/2)}2]
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= E
[{
(δˆ − δ)t ∂σ˜ik
∂ δ
+ (δˆ − δ)t ∂
2σ˜ik
∂ δ ∂ δt
(δˆ − δ) +Op(m−3/2)
}2]
= 1i=kO(s
−1) +O(m−3).
Using that for a random variable X with finite variance X = E(X) +
Op{
√
Var(X)}, it follows that Σ̂ = Σ−C where
Σ = diag[{O(1)}m] + {O(m−1)}m×m,
C = diag[{Op(m−1/2)}m] + {Op(m−3/2)}m×m.
It is now shown that inverting preserves the error. Note that (XtV−1X)−1 =
{Op(m−1)}p×p and let D = (d1, . . . ,dm) for di as in (B2) as well as K1 =
K1(δ). With (6), the matrix inversion formula yields
Σ−1 =
{
K1 +D
t
(
XtV−1X
)
−1
D
}
−1
= K−11 −K−11 Dt
(
XtV−1X+DK−11 D
t
)
−1
DK−11
= K−11 + {O(m−1)}m×m.
Thus, CΣ−1 = diag[{Op(m−1/2)}m] + {Op(m−3/2)}m×m. Denote λCΣ−1
as largest eigenvalue of CΣ−1. With the column-sum norm, λ
CΣ
−1 ≤
maxk=1,...,m
∑m
i=1 |{CΣ−1}ik| = O(m−1/2) < 1 for large m. Writing the
inverse as Neumann-series, (Im−CΣ−1)−1 = Im+diag[{Op(m−1/2)}m] +
{Op(m−3/2)}m×m. Now
Σ̂
−1
= Σ−1
(
Im−CΣ−1
)
−1
= Σ−1+diag[{Op(m−1/2)}m] + {Op(m−3/2)}m×m.
Eventually, since m−1/2
∑m
i=1(µˆi − µi)2 = Op(m1/2), it holds first that
‖Σ̂−1/2(µˆ− µ)‖2 = ‖Σ−1/2(µˆ− µ)‖2 +Op(m1/2),
and second Q = m−1‖Σ−1/2(µˆ − µ)‖2 = Op(1). Further, U = Op(m−1/2)
with probability density function fU and z = m
−1χ2m,1−α = O(1), such that
P
{
‖Σ̂−1/2(µˆ− µ)‖2 < χ2m,1−α
}
= P
(
Q+ U < z
)
=
∫
R
P
(
Q < z − u)fU(u)du = ∫
R
{
P
(
Q < z
)
+O(m−1/2)
}
fU(u)du
= 1− α+O(m−1/2),
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which concludes the proof for (A1). For (A2), the reasoning with m → ∞
goes analogously, so that it suffices to consider case m = O(1). Analogous
results to [33] and [5] follow directly as the diagonal entries of Σ are of the
same order as off-diagonal entries, as
{K1(δ)}ii = hti
(
G−GZtiV−1i ZiG
)
hi
= hti
(
G−1−ZtiRiZi
)
−1
hi = O(n
−1
i ),
as Vi = ZiGZ
t
i+Ri. The same holds for derivatives with respect to δ. As
δˆe − δe = Op(s−1/2) by (B5), a Taylor expansion yields
ni
[{K1(δˆ)}ii − {K1(δ)}ii] = ni(δˆ − δ)t ∂{K1(δ)}ii
∂ δ
+O(s−1) = O(s−1/2).
Now, sΣ̂
−1
= sΣ−1+{Op(s−1/2)}m×m by analogous reasoning as in (A1).
As for m = O(1) the number of parameters does not grow,
‖Σ̂−1/2(µˆ− µ)‖2 = ‖Σ−1/2(µˆ− µ)‖2 +Op(s−1/2).
However, as neither does the quantile, χ2m,1−α = O(1). This gives
P
{∥∥Σ̂−1/2(µˆ− µ)∥∥2 < χ2m,1−α} = 1− α+Op(s−1/2),
which concludes the proof.
Proof and Definitions for Theorem 1. First, note that δ is not well-
defined in the conditional model as parts of this vector that only describe
the variability of the now-fixed random effects are meaningless. Below, δc is
interpreted as the solution of the respective expected minimization problem
when either estimating with REML of Hendersons method III. Now, for the
conditional scenario, let
(7)
Â = A(Σ̂c, δˆ
c
) =
{(
Σ̂
−1/2
c
)
i
(btiZi − hti)
}
i=1,...,m
(Zt Z)−1 Zt
+
m∑
i=1
(Σ̂
−1/2
c )id
t
i(X
tV−1X)−1XtV−1 .
With S = X(XtHX)−1XtH and H = R−1−R−1 Z(ZtR−1 Z)−1ZtR−1,
λˆ = λ˜(Σ̂c, δˆ
c
) =
∥∥Â(In − S)y ∥∥2 − ∥∥Â(In − S)R1/2∥∥2.(8)
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Further, denote A = A(Σc, δ
c) and λ˜ = λ˜(Σc, δ
c) if the variance compo-
nents are known. Now, for Σ̂c as an estimator for Σc reads as
Σ̂c = Σ̂c(δˆ
c
) = L1(δˆ
c
) + L2(δˆ
c
) + L̂3(δˆ
c
) + L̂4(δˆ
c
)− L̂5(δˆc);(9)
L1(δ
c) = diag
(
btiRi bi
)
i=1,...,m
,
L2(δ
c) =
{
dti(X
tV−1X)−1XtV−1RV−1X(XtV−1X)−1dk
+btiRiV
−1
i Xi(X
tV−1X)−1dk
+btkRkV
−1
k Xk(X
tV−1X)−1di
}
i,k=1,...,m
,
L̂4(δ
c) = diag
{
tr
(
∂bti
∂ δc
Ri
∂bi
∂(δc)t
V
)}
i=1,...,m
,
L̂5(δ
c) =
1
2
diag
{
tr
[
∂2{L1(δc)}ii
∂ δc ∂(δc)t
V
]}
i=1,...,m
.
As in the marginal case Σc = L1(δ
c) + L2(δ
c) + L3 + L4. L̂5 serves as a
estimator for the bias of the leading term L1(δˆ
c
). The fourth term accounts
for the estimation of the random effects, i.e. L4 =
[
Cov
{
µˆ − µ˜ − E(µˆ −
µ˜|v)}∣∣v ]
ik
, whereas the third term does so for the cross-terms, that do not
vanish in the conditional model as µˆ is biased. The term L̂3 = L̂3(δ
c) differs
for δˆ
c
being a REML- or Hendersons method III-based. It can be split into
L̂3 = L̂
∗
3+(L̂
∗
3)
t, L̂∗3 = E
[{µ˜i−E(µ˜i|v)}{µˆk− µ˜k−E(µˆk− µ˜k|v)}∣∣ v ]. Define
wi ∈ Rn such that µˆi(δc)−E{µˆi(δc)|v} = wtie. Now, for Hendersons method
III, δˆce = y
tCe y for e = 1, . . . , r and Ce ∈ Rn×n as given in [36]. It is an
estimator for δce = E(y
tCe y |v). Then, for i, k = 1, . . . ,m,
{
L̂∗3(δ
c)
}
ik
=
r∑
e=1
{
2tr
(
wi
∂wtk
∂δce
RCeR
)
+
r∑
g=1
tr
(
wi
∂2wtk
∂δce∂δ
c
g
R
)
Veg
}
.
For REML, let δc such that ∂∂ δcE{ℓRE(δc)|v} = 0r, where ℓRE is the
marginal restricted log-likelihood as spelled out in (10). Now let
Dik(e, d) =
r∑
f=1
(V)efwi(V)
t
d
∂V
−1
∂δce
V
∂wtk
∂ δc
,
Fik(e, d) =
r∑
f,g=1
(V)ef (V)fgwi
∂2wtk
∂δce∂δ
c
d
.
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Further, with P = V−1−V−1X(XV−1Xt)−1XtV−1, an estimator Σ̂c =
Σ̂c(δˆ
c
) for Σc is given by
{
L̂∗3(δ
c)
}
ik
= 2
r∑
e=1
tr
{
P
∂V
∂δce
PRwi(V)
t
e
∂wtk
∂ δc
R
}
+ 2
r∑
e,d=1
tr
[{
2Fik(e, d) −Dik(e, d)
}
R
](
V
−1)
ed
+
r∑
e,d,g=1
tr
{
wi(V)
t
e
∂wtk
∂ δc
R
}
∂(V
−1
)ef
∂δcg
(V)ed.
For the proof of Theorem 1, two preliminary results are required.
Lemma 1. Let Ai ∈ Rn×n be nonstochastic and u ∼ Nn(0n,V). Then,
(i) E
( 2∏
i=1
utAiu
)
= 2tr
(
A1VA2V
)
+ tr
(
A1V
)
tr
(
A2V
)
,
(ii) E
( 3∏
i=1
utAiu
)
=
3∏
i=1
tr
(
AiV
)
+ 2tr
(
A1V
)
tr
(
A2VA3V
)
+ 2tr
(
A2V
)
tr
(
A1VA3V
)
+ 4tr
(
A2VA1VA3V
)
+ 2tr
(
A3V
)
tr
(
A2VA1V
)
+ 4tr
(
A1VA2VA3V
)
.
This Lemma follows by direct application of Theorem 1 of [38].
Lemma 2. Let model (1) hold. Under (A1) with regularity conditions
conditions (B1) and (B4) and δˆ
c
being a REML estimate, let s be the score
vector of δˆ
c
and V
−1
its information matrix, and Λ as in (11). Then,
δˆ
c − δc = g1+g2−g3+{Op(m−3/2)}r;
g1 = Vs = {Op(m−1/2)}r,
g2 = VΛVs = {Op(m−1)}r,
g3 =
1
2
r∑
g=1
(Vs)gV
∂V
−1
∂δcg
Vs = {Op(m−1)}r.
Proof. Denote ℓRE(δ
c) as the restricted log-likelihood function such that
ℓRE(δ
c) ∝ −1
2
log|V | − 1
2
log|XtV−1X | − 1
2
ytPy(10)
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with P = V−1−V−1X(XtV−1X)−1XtV−1. As ∂∂δc
f
P = −P ∂∂δc
f
VP and
PVP = P, score vector and matrix of second derivatives read as
(11)
s(δc) =
∂ℓRE
∂ δc
(δc) =
{
− 1
2
tr
(
P
∂V
∂δcd
)
+
1
2
ytP
∂V
∂δcd
Py
}
d
;
∂2ℓRE
∂ δc ∂(δc)t
(δc) = −V−1 +Λ,
(
V
−1)
ef
=
1
2
tr
(
P
∂V
∂δcf
P
∂V
∂δce
)
,
(Λ)ef = tr
(
P
∂V
∂δcf
P
∂V
∂δce
)
− ytP∂V
∂δcf
P
∂V
∂δce
Py.
The information matrix of δˆ
c
isV
−1
= {O(m)}r×r. Further, as E{s(δc)|v} =
0r, it follows that
E
{
(Λ)fe|v
}
= tr
{
P
∂V
∂δce
P
∂V
∂δcf
PZ(v vt−G)Zt
}
= 0,
too. Further, by Lemma 1 (ii) this gives E{(Λ)ef |v}+Op[
√
Var{(Λ)ef |v}] =
Op(m
1/2). Together with s(δc) = {Op(m1/2)}r, this gives{
∂3ℓRE
∂δce∂δ
c
f∂δ
c
g
(δc)
}
e,f
= − ∂
∂δcg
V
−1
+ {Op(m1/2)}r×r.
We continue with a Taylor expansion for s(δˆ
c
) = 0r around the score vector
s(δc). Next, suppress the argument of the score vector, e.g. s refers to the
score vector and sd to its d-th entry. Then,
δˆ
c − δc = Vs+VΛ(δˆc − δc)
− 1
2
r∑
g=1
(δˆcg − δcg)V
∂V
−1
∂δcg
(δˆ
c − δc) + {Op(m−3/2)}r
= Vs+VΛVs− 1
2
r∑
g=1
(Vs)gV
∂V
−1
∂δcg
Vs+ {Op(m−3/2)}r.
This gives the claim.
Lemma 3. Let model (1) hold with definitions above and let δˆ
c
be being
a REML estimator. Under (A1) or (A2), with (B1)-(B5) it holds
(i) L1(δ
c) = E
{
L1(δˆ
c
)− L̂5(δˆc)
∣∣v }+ {O(s−3/2)}m×m,
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(ii) L2(δ
c) = E{L2(δˆc)|v}+ {Op(s−3/2)}m×m,
(iii) L3 = E{L̂3(δˆc)|v}+ {Op(s−3/2)}m×m,
(iv) L4 = E{L̂4(δˆc)|v}+ {Op(s−3/2)}m×m.
Proof. Consider (A1) only, as (A2) goes analogously to the considera-
tions in the proof of Theorem 2 as L1(δ
c) = {Op(n−1i )}m×m for m = O(1).
Also, (ii) and (iv) are obtained analogously to [5]. For (iii) we show first that
L3 = L̂3(δ
c) + {Op(m−3/2)}m×m.(12)
Consider the Taylor expansion of µˆk−E[µˆk|v] around δc, multiply with wtie
and take expectation. Then, L∗3 = E
{
wtie(ŵk −wk)te
}
. With gj, j = 1, 2, 3
as given in Lemma 2, this yields
(ŵk−wk)te = (δˆc−δc)t ∂w
t
ke
∂ δc
+ (δˆ
c−δc)t ∂
2wtke
∂ δc ∂(δc)t
(δˆ
c−δc) +O(m−3/2).
Multiplying with wtie and taking expectations then gives
L∗3 = E
(
wtie g
t
1
∂wtke
∂ δc
∣∣∣∣v)+ E(wtie gt2 ∂wtke∂ δc
∣∣∣∣v)− E(wtie gt3 ∂wtke∂ δc
∣∣∣∣v)
+ E
(
wtie g
t
1
∂2wtke
∂ δc ∂(δc)t
g1
∣∣∣∣v)+O(m−3/2),
which we will show to lead to L̂∗3(δ
c). Each expectation above is evaluated
one by one, using Lemma 1. First, Lemma 1 (i) yields
E
(
wtie g
t
1
∂wtke
∂ δc
∣∣∣∣v) = r∑
e=1
E
{
see
twi(V)
t
e
∂wtk
∂ δc
e
∣∣∣∣v}
= 2
r∑
e=1
tr
{
P
∂V
∂δce
PRwi(V)
t
e
∂wtk
∂ δc
R
}
.
Similarly, with Lemma 1 (ii) the next term gives
E
(
wtie g
t
2
∂wtke
∂ δc
∣∣∣∣v) = r∑
e,g,f=1
E
{
se(Λ)fge
twi(V)
t
e
∂wtk
∂ δc
e(V)ef
∣∣∣∣v}
= −2
r∑
e,g,f=1
tr
{
wi(V)
t
e
∂wtk
∂ δc
R
}
tr
(
∂V
∂δce
P
∂V
∂δcf
P
∂V
∂δcg
P
)
(V)ef +O(m
−2),
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and note that −2∂(V−1)ef/∂δcg = tr(∂V∂δceP
∂V
∂δcg
P∂V∂δce
P)+tr(∂V∂δce
P∂V∂δcg
P∂V∂δc
f
P).
For the next term, note that Dik(e, d) has only entries of order O(m
−3)
except on the submatrix {O(m−2)}ni×nk corresponding to the respective
subjects. Hence,
E
(
wtie g
t
3
∂wtke
∂ δc
∣∣∣∣v) = 12
r∑
e,d=1
E
{
sesd e
tDik(e, d)e
∣∣∣∣ v}
= 2
r∑
e,d=1
tr
{
Dik(e, d)R
}
(V
−1
)ed +O(m
−2),
by Lemma 1 (ii). The last term eventually gives also by Lemma 1 (ii) that
E
(
wtie g
t
1
∂2wtke
∂ δc ∂(δc)t
g1
∣∣∣∣v) = r∑
e,d=1
E
{
sesd e
tFik(e, d)e
∣∣∣∣ v}
= 4
r∑
e,d=1
tr
{
Fik(e, d)R
}
(V
−1
)ed +O(m
−2).
Putting all terms together eventually gives L∗3 = L̂
∗
3(δ
c)+{Op(m−3/2)}m×m
and thus (12). Note that L̂∗3(δ
c) = {Op(m−1)}m×m. Taking derivatives pre-
serves the order and a Taylor expansion and taking expectations yields
E
[{L̂3(δˆc)}ik|v ] = {L̂3(δc)}ik +O(m−2) = (L3)ik +O(m−2),
as E(δˆ
c − δc |v) = 0r. The last equation follows by (12). This gives (iii).
(i) A similar approach for {L1(δˆc)}ii around {L1(δc)}ii gives
E
[{L1(δˆc)}ii|v ] = {L1(δc)}ii + 1
2
diag
{
tr
[
∂2{L1(δc)}ii
∂ δc ∂(δc)t
V
]}
i
+O(m2).
This concludes the proof for Lemma 3.
Lemma 4. Let model (1) hold with definitions above and let δˆ
c
given by
Hendersons method III. Under (A1) or (A2), with (B1)-(B5) it holds
(i) L1(δ
c) = E
{
L1(δˆ
c
)− L̂5(δˆc)
∣∣v }+ {O(s−3/2)}m×m,
(ii) L2(δ
c) = E{L2(δˆc)|v}+ {Op(s−3/2)}m×m,
(iii) L3 = E{L̂3(δˆc)|v}+ {Op(s−3/2)}m×m,
(iv) L4 = E{L̂4(δˆc)|v}+ {Op(s−3/2)}m×m.
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Proof. (of Lemma 4). Consider (A1) only, as (A2) analogously unless
m = O(1), in which case the leading term is O(s−1). Recall that δˆe = y
tCe y
where Ce = diag[{O(m−1)}ni×ni ]i=1,...,m + {O(m−2)}n×n. Further, (i) and
(ii) hold as in Lemma 3 as they do not depend on the different nature of δˆ
c
.
(iii) The only part that remains to be treated is L̂∗3. As all entries are of
order O(m−1), it suffices to show
L∗3 = L̂
∗
3(δ
c) + {O(m−3/2)}m×m
To show this, rewrite δˆ
c
terms of e, namely
δˆce − δce = etCee− tr{CeR}+ 2etCe(Zv +Xβ).
Adapting to the abbreviations of before, L∗3 = E{wtie(ŵk −wk)te} = aik +
bik +O(m
−3/2), where
aik =
r∑
e=1
E
{
wtie(δˆ
c
e − δce)
∂wtke
∂δce
∣∣∣∣v},
bik =
r∑
e=1
r∑
g=1
E
{
wtie(δˆ
c
e − δce)(δˆcg − δcg)
∂2wtke
∂δce∂δ
c
g
∣∣∣∣v}.
Both terms are treated in turn. First, Lemma 1 (i) gives
aik =
m∑
e=1
2tr
{
wi
∂wtk
∂δce
RCeR
}
.
For the next term, Lemma 1 (ii) yields
bik =
r∑
e=1
r∑
g=1
tr
{
wi
∂2wtk
∂δce∂δ
c
f
R
}
Veg +O(m
−2).
(iv) The proof goes similar to Lemma 3. As all entries of L̂4 are of order
O(m−1), it suffices to show
L4 = L̂4(δ
c) + {O(m−3/2)}m×m.
Using that Cf RCe = diag[{O(m−2)}ni×ni ] + {O(m−3)}n×n and ∂wk∂δc
f
∂wti
∂δce
has entries O(m−1) except on the submatrix {O(1)}nk×ni , it follows that
(L4)ik =
r∑
e=1
r∑
f=1
E
{
(δˆce − δce)(δˆcf − δcf )et
∂wk
∂δcf
∂wti
∂δce
e
∣∣∣∣v}+O(m−3/2)
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=
{ r∑
e=1
r∑
f=1
2tr(CeRCf R) + 4(Xβ−Zv)tCeRCf (Xβ−Zv)
}
· tr
{
∂b
∂δce
∂bt
∂δcf
R
}
+O(m−3/2)
= L̂4(δ
c) +O(m−3/2)
as the first factor equals Cov{(ytCey)e=1,...,r|v} = V. Since δˆc is unbiased
and δc = δˆ
c
+O(m−1/2), the remaining part of the proof follows analogously
to that one of Lemma 3.
Proof. (of Theorem 1). With Lemma 3 and Lemma 4 the proof for
Theorem 2 can be replicated, which gives
P
{
‖Σ̂−1/2c (µˆ− µ)‖2 < χ2m,1−α(λ)
∣∣∣∣ v} = 1− α+O(s−1/2).
Thus, for (A1) it remains to show that χ2m,1−α(λ) = χ
2
m,1−α(λˆ) +Op(m
1/2).
First, define λ˜ for λˆ from (8) with Σc and δ
c instead of Σ̂c and δˆ
c
. Similarly,
define A for Â as in (7) and see that
A = diag[{O(1)}m×ni ]i=1,...,m + {O(m−1)}m×n.
Analogously to the marginal scenario it holds that Σ̂
−1/2
c = Σ
−1/2
c +B, for
B = diag[{Op(m−1/2)}m] + {Op(m−1)}m×m. As δˆc = δc+{Op(m−1/2)}r by
Lemma 2 and thus it holds
Â = A+
{
Bi(b
t
iZi − hti)
}
i
(Zt Z)−1 Zt+
m∑
i=1
Bid
t
i(XV
−1Xt)−1XV−1
= A+ diag[{O(m−1/2)}m×ni ]i + {O(m−1)}m×n = A+C .
Note that AtC = diag[{Op(m−1/2)}ni×ni ]i + {Op(m−1)}n×n and further
n−1
∑n
k=1{(In − S)y}k = Op(m−1/2). As δˆ
c
only occurs in R(δˆ
c
) in λˆ =
λ˜(Σ̂c, δˆ
c
) by (8), multiplying out and a Taylor expansion for δˆ
c
around δc
with δˆ
c − δc = {Op(m−1/2)}r leads to
λˆ = λ˜ +2yt(In − S)AtC(In − S)y+
∥∥C(In − S)y ∥∥2
−2tr{(In − S)AtC(In − S)R(δˆc)}− ∥∥C(In − S){R(δˆc)}1/2∥∥2
+Op(m
−1/2)
∥∥A(In − S){R(δc)}1/2∥∥2 +Op(1) = λ˜+Op(m1/2).
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By construction E{λ˜|v} = λ. For its variance, we get
Var{λ˜|v} = 6Var{‖A(In − S)y ‖2|v} = Var{‖AZv +A(In − S)e‖2|v}
= 2tr
{
(In − S)AtA(In − S)R(In − S)AtA(In − S)R
}
+vt ZtAtA(In − S)R(In − S)AtAZv = O(m)
by Lemma 1 (i). Hence, λˆ = λ+Op(m
1/2). Eventually,
χ2m,1−α
(
λˆ
)
= χ2m,1−α
{
λ+Op(m
1/2)
}
= χ2m,1−α(λ) +Op(m
1/2).
This concludes the proof for (A1). For (A2) the reasoning is similar. If more-
over m = O(1), the respective quantities are smaller, namely
A = diag[{O(s−1)}m×ni ]i=1,...,m + {O(s−2)}m×n,
C = diag[{O(s−3/2)}m×ni ]i=1,...,m + {O(s−2)}m×n,
which gives that λˆ = λ˜(Σc, δ
c)+Op(s
−1/2), Var{λ˜(Σc, δc)|v} = O(s−1) and
thus χ2m,1−α
(
λˆ
)
= χ2m,1−α(λ) +Op(s
−1/2). This proves Theorem 1.
Proof and Definitions for Theorem 3. Another way to obtain a piv-
otal for simultaneous inference is to evaluate the distribution of the quadratic
form Q = ‖Σ−1/2(µˆ − µ)‖2 under conditional law. It is distributed as gen-
eralized non-central χ2, and thus has no analytically tractable probability
density function. However, due to the linearity of µˆ−µ in v, the quadratic
form Q can be suitably split up in treatable terms.
In the conditional scenario, v is seen as pre-fixed. Hereafter it is treated as
being generated by the underlying marginal model v ∼ N (0m,G). Gener-
ally, it is merely required that v does not depart too much from G, namely,
1√
q
q∑
i=1
q∑
j=1
(v)i(v)j − (G)ij = O(1).
Proof. (of Theorem 3). Due to linearity of µˆ − µ, it holds that Σ =
Σc+Σb, where Σb = Cov(µb) for µb = E(µˆ − µ |v) by the law of total
variance. Moreover,
Σ−1 =
(
Σc+Σb
)
−1
= Σ−1c −Σ−1c
(
Σ−1c +Σ
−1
b
)
−1
Σ−1c = Σ
−1
c −T−1c ,
where T−1c fulfills ΣcT
−1
c = ΣbΣ
−1. Now consider Q = S +R with
S = ‖Σ−1/2c (µˆ− µ−µb)‖2,
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R = ‖Σ−1/2 µb ‖2 + 2µtbΣ−1(µˆ− µ−µb)− ‖T−1/2c (µˆ− µ−µb)‖2.
First consider the marginal law. Clearly, Q ∼ χ2m and S ∼ χ2m. Thus, E(R) =
0 and Var(R) = 4tr(Σ−1Σb) − 2tr{(Σ−1Σb)2}, which can be verified by
calculating all quantities directly. Under conditional law, Q|v 6∼ χ2m a.s., but
as in the marginal case, S|v ∼ χ2m. Thus, E(R|v) 6= 0 a.s. Note that almost
surely (a.s.) refers to the joint, marginal distribution. In order to evaluate
Q under conditional law, R is replaced by its marginal expectation and
variance R = E(R) + Op{
√
Var(R)}. For m → ∞ this gives R = Op(m1/2)
as Var(R) = O(m) by diag(Σ) = {O(1)}m. For m = O(1) we have Var(R) =
{O(s−1)}m and thus R = Op(s−1/2). This is a natural procedure, insofar R|v
is interpreted as random variable that depends on the realization of v, and
those can be wrapped up by their marginal expectation and square-rooted
variance. Now for m→∞, using that S = Op(m),
P
(
Q < χ2m,1−α
∣∣v) = P{ S
m
+Op(m
−1/2) <
χ2m,1−α
m
∣∣∣∣v}
= P
(
S < χ2m,1−α
∣∣v)+O(m−1/2) = 1− α+Op(m−1/2).
Replacing Σ in Q by Σ̂ = Σ+{Op(m−1/2)}m×m gives ‖Σ̂−1/2(µˆ − µ)‖2 =
Q+Op(m
1/2) as in the proof of Theorem 2. The order of the error coincides
with
√
Var(R) = Op(m
1/2) and above equation still holds. Analogously, for
m = O(1), χ2m,1−α = O(1), which gives the stated result.
Proof of Theorem 4. The proof transforms the simple contrast upon
the unstandardized pivot to a general contrast upon a standardized pivot.
Proof. First we show that c˜t1m = c
tΣ
1/2
c 1m = O(s
−1/2). Note that
(C1), (C2) imply btiRibi = b
t
kRkbk, i, k ≤ w, as
btiRibi = h
t
iGZ
t
iV
−1
i Zi
(
Iq +GZ
t
iV
−1
i Zi
)
Ghi.
Further, Σc = b
t
iRibiIm +C, for C = {O(s−1)}m×m and as both matrices
commute, they are simultaneously diagonalizable and the eigenvalues of Σc
the sum of eigenvalues of its components above. It thus remains to evaluate
ctC by (9). Some calculations finally yield with (C1), (C2) that c˜t1m =
O(s−1/2).Now let c ∈ Sm and Z ∼ Nm(0m, Im). Then,
c˜tZ = c˜tΣ−1/2c
{
µˆ− µ−E(µˆ− µ |v)} = ct(µˆ− µ)− c+ηc.
The claim follows for c˜+ = (c˜
t)>01m by [37, Theorem 7.11]. Replacing c˜ by
cˆ as in the proof of Theorem 2 gives
ctΣ̂
1/2
c = c
tΣ1/2c +c
tdiag
[{
Op(s
−1/2)
}
m
]
+ ct
{
Op(s
−3/2)
}
m×m
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= ctΣ1/2c +Op(s
−1/2),
so cˆ+ = c˜+ +Op(s
−1/2), which shows Theorem 4.
Tukey’s Method. For subjects with vi = vk for all i, k ≤ w < m,
(C1), (C2) imply that ctE
(
µˆi − µi|v
)
= O(s−1/2), and thus ηc = O(s
−1/2):
(13)
E
(
µˆi − µi|v
)
= (lti − btiXi)(XtV−1i X)−1XtV−1i Zv + (lti − btiXi)vi
= htiGZ
t
iV
−1
i Zivi − htivi +O(s−1/2).
Testing for Equality of all Random Effects. For w = m, all random
effects are zero under H0 and the underlying model reduces to a linear
model. For linear hypotheses, this allows for the application of F-tests, see
[17]. For testing equality of all pairwise differences, the standard version of
Tukey’s method for balanced, or Tukey-Kramer for inbalanced sets, have to
be applied, see [40, 30].
SUPPLEMENTARY MATERIAL
Supplement A: Related Results
(doi: COMPLETED BY THE TYPESETTER; .pdf). The supplement [25]
includes the proof of Proposition 1, simulation studies evaluating Tukey’s
multiple comparison tests as well as performance of marginal ellipsoids and
as an extension to the results of [5] and [33] it is shown that the bias of the
estimators actually vanishes with rate O(m−2) instead of O(m−3/2).
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SUPPLEMENT TO “MARGINAL AND CONDITIONAL MULTIPLE
INFERENCE IN LINEAR MIXED MODELS”
This document includes the proof of Proposition ?? in [4], simulation
studies evaluating Tukey’s multiple comparison tests as well as performance
of marginal ellipsoids and as an extension to the results of [2] and [6] it is
shown that the bias of the estimators actually vanishes with rate O(m−2)
instead of O(m−3/2). The proof for this claim is related to the findings of
[4].
Simulation Study. Naturally, the set Mα is especially suitable to use
for marginal models. Table 1 shows results of a simulation for such a marginal
scenario, i.e. in each iteration the random effects are drawn again. All other
quantities are as described in [4]. As stated in Theorem ?? the nominal
Table 1
Coverage of 95%-confidence ellipsoids in model (??) under marginal law.
δ = (8, 2) δ = (4, 4) δ = (2, 8)
m ni nj δ REML δ REML δ REML
10 5 5 .95 .92 .95 .92 .95 .95
100 5 5 .95 .92 .95 .93 .95 .89
10 10 10 .95 .93 .95 .94 .95 .93
100 10 10 .95 .94 .95 .94 .95 .93
10 5 10 .95 .93 .96 .94 .96 .96
10 5 100 .96 .95 .96 .97 .98 .98
coverage is achieved asymptotically, though for finite samples undercoverage
is induced due to uncertainty caused by the REML estimation.
Table 2
Accuracy in % of Tukey’s multiple comparisons test at 5% for model (??) under
conditional law.
δ = (8, 2) δ = (4, 4) δ = (2, 8)
m ni nj δ REML δ REML δ REML
10 5 5 4.93 6.96 5.08 5.18 5.06 3.47
100 5 5 4.71 5.49 4.72 5.08 4.53 3.85
10 10 10 5.24 5.63 5.19 4.59 5.23 2.86
100 10 10 4.81 4.86 4.83 4.70 4.81 4.12
10 5 10 4.95 7.49 4.93 5.79 4.90 4.18
10 10 100 5.21 8.47 5.21 7.60 5.21 5.27
Similarly, Table 2 assesses the accuracy of Tukey’s test for multiple com-
parisons. The simulations parameters are chosen to match those in Section
?? in [4]. That is, for half the subjects (m∗ = m/2) being generated with
equal random effect, the hypothesis H0 : µi = µj for ∀i, j = 1, . . . ,m∗ was
1
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tested against a two-sided alternative. For all
(
m∗
2
)
simple contrasts it was
then checked whether the Tukey interval included zero, and the resulting
rejection of H0.
The simulation reassures that Tukey’s method works very well within the
generated data set. The nominal level is readily being achieved, even for
estimated variance components, both for 10 (m∗ = 5) and 1125 (m∗ = 50)
tests carried out in total.
Proof of Proposition 1 For result (a) it suffices to identify all quan-
tities solely depending on v and marginal law, namely
(14)
c(v) =z1−α
2
∞∑
k=1
(
1/2
k
){
Var(µˆi)−Var(µˆi|v)
Var(µˆi|v)
}k
− sign(Z)E(µˆi − µi|v)√
Var(µˆi|v)
.
For the second result, the the described phenomenon in scenario ?? has been
previously found by [10] and [5] for nonparametric regression. We borrow
the ansatz of the latter for the proof.
Proof. (a) The result follows immediately from
P
{∣∣∣∣ µˆi − µi√Var(µˆi)
∣∣∣∣ ≤ z1−α2
∣∣∣∣v} = P{∣∣∣∣ µˆi − µi√Var(µˆi|v)
∣∣∣∣ ≤ z1−α2
√
Var(µˆi)√
Var(µˆi|v)
∣∣∣∣v}
= P
{∣∣Z∣∣ ≤ z1−α
2
√
Var(µˆi)√
Var(µˆi|v)
− sign(Z)E(µˆi − µi|v)√
Var(µˆi|v)
∣∣∣∣v}
= P
{∣∣Z∣∣ ≤ z1−α
2
√
1 +
Var(µˆi)−Var(µˆi|v)
Var(µˆi|v) − sign(Z)
E(µˆi − µi|v)√
Var(µˆi|v)
∣∣∣∣v}
= P
{∣∣Z∣∣ ≤ z1−α
2
+ c(v)
∣∣∣∣v}.
(b) First consider ??. Let ξ be a random variable independent to e with
distribution putting equal weight on the points in {1, . . . ,m}. Then,
1
m
m∑
i=1
P
(|Ti| ≤ z1−α
2
∣∣v ) = E{E(1|Tξ|≤z1−α2 ∣∣v, ξ)} = P (|Tξ| ≤ z1−α2 |v ).
Now study the distribution of Tξ under the joint law (ξ, e). In particular,
due to β˜ = β+{Op(m−1/2)}p,
Tξ =
µˆξ − µξ√
Var(µˆξ − µξ)
=
(btξZξ − htξ)vξ + btξeξ√
Var(µˆξ − µξ)
+Op(m
−1/2),
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where bξ was defined in (??). Now, first and second moments are expressed
in terms of the joint expectation. Due to independence of ξ and e, the
expectation with respect to the former can be treated as the average again,
while the order of the remaining part is assessed in terms of the marginal
case. Since Var(µˆi − µi) = htiGihi − btiVi bi +O(m−1), this amounts to
E(Tξ |v) = 1
m
m∑
i=1
(btiZi − hti)vi√
htiGihi − btiVi bi
+O(m−1/2) = O(m−1/2),
by Lindeberg’s central limit. The same approach gives for the variance
Var
(
Tξ|v
)
= E(T 2ξ |v)− E(Tξ|v)2
=
1
m
m∑
i=1
(btiZi − hti)vivti(btiZi − hti)t + btiRibi
htiGihi − btiVi bi
+O(m−1)
= 1 +O(m−1),
again by central limit and since Vi = Z
t
iGi Zi+Ri. It follows that Tξ =
Z +O(m−1/2) for Z ∼ N (0, 1). The claim follows.
For ??, the claim follows for each subject as matrix inversion gives
(btiZi − hti)vi = hti
{
GiZ
t
i
(
ZiGiZ
t
i+Ri
)−1
ZiGi−Gi
}
G−1i vi
= −hti
(
G−1i +Z
t
iR
−1
i Zi
)−1
G−1i vi = O(n
−1
i ).
Thus, E(Ti|v) = O(n−1i ). Similarly, for Var(Ti v), we find that the denomi-
nator is O(n−1i ), as well as b
t
iRibi = O(n
−1
i ) in the nominator. The remain-
ing part of the nominator, by the same reasoning as above, is O(n−2i ). It
follows that Var(Ti) = O(n
−1
i ). This gives the claim.
Auxiliary Results. We only consider the marginal case, as the condi-
tional case follows from analogous considerations for results in the appendix
of [4]. These findings do not improve the error rate obtained for simultane-
ous comparisons however, as the error rate in Theorem ?? and Theorem ??
is induced by the variability of the estimators Σ̂c and Σ̂, respectively. Some
preliminary results are required.
Lemma 1. Let Ai ∈ Rn×n be symmetric and nonstochastic for i ∈
{1, 2, 3, 4}, and u ∼ Nn(0n,V). For R = {(1, 2, 3, 4), (1, 3, 2, 4), (1, 4, 2, 3)}
and Q = {(1, 2, 3, 4), (2, 1, 3, 4), (3, 1, 2, 4), (4, 1, 2, 3)} it holds
(i) E
( 2∏
i=1
utAiu
)
= 2tr
(
A1VA2V
)
+ tr
(
A1V
)
tr
(
A2V
)
,
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(ii) E
( 3∏
i=1
utAiu
)
=
3∏
i=1
tr
(
AiV
)
+ 2tr
(
A1V
)
tr
(
A2VA3V
)
+ 2tr
(
A2V
)
tr
(
A1VA3V
)
+ 4tr
(
A2VA1VA3V
)
+ 2tr
(
A3V
)
tr
(
A2VA1V
)
+ 4tr
(
A1VA2VA3V
)
,
(iii) E
( 4∏
i=1
utAiu
)
=
4∏
i=1
tr
(
AiV)
+
∑
(i,j,k,l)∈R
2tr
(
AiV)tr
(
AjV)tr
(
AkVAlV)
+
∑
(k,l,i,j)∈R
2tr
(
AiV)tr
(
AjV)tr
(
AkVAlV)
+
∑
(i,j,k,l)∈Q
4tr
(
AiV)
{
tr
(
AjVAkVAlV)
+ tr
(
AkVAjVAlV)
}
+
∑
(i,j,k,l)∈R
4tr
(
AiVAjV)tr
(
AkVAlV)
+ 16tr
(
AiVAjVAkVAlV).
This results is an extension of Lemma 1 from [4], a result that was derived
by direct application of Theorem 1 of [9].
Lemma 2. Let model (??) hold with (??) and let δˆ be being a REML
estimator. Under ??, ?? - ?? and ??, ?? - ?? it holds
(i) K1(δ) = E
{
K1(δˆ) + K̂3(δˆ)
}
+ {O(s−2)}m×m,
(ii) K2(δ) = E
{
K2(δˆ)
}
+ {O(s−2)}m×m,
(iii) K3 = E
{
K̂3(δˆ)
}
+ {O(s−2)}m×m.
Proof. (of Lemma 2) First, ?? is considered, and part (ii) is proved.
Adapt the notation of the proof of Lemma ?? for X and V. Recall that
{K2(δ)}ik = dti(XtV−1V)−1dk = O(m−1), and all derivatives preserve the
order. Thus, for i, k = 1, . . . ,m, a Taylor expansion around δ and taking
expectations yields
E
[{K2(δˆ)}ik] = {K2(δ)}ik + 1
2
(δˆ − δ)t ∂
2{K2(δ)}ik
∂ δ ∂ δt
(δˆ − δ) +O(m−2)
= {K2(δ)}ik +O(m−2),
noting that the REML estimates fulfill δ−δˆ = {Op(m−1/2)}r and are un-
biased, hence having that the second term of the expansion is zero under
expectation.
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(iii) For the next statement, we start showing that
K̂3(δ) + {O(s−2)}m×m = K3.(15)
The proof is similar to [2], but in contrast to these authors the Taylor ex-
pansion is performed including the second order term. Again using that the
REML estimates fulfill δ−δˆ = {Op(m−1/2)}r,
µˆi − µ˜i = (δˆ − δ)t ∂µ˜i
∂ δ
+
1
2
(δˆ − δ)t ∂
2µ˜i
∂ δ ∂ δt
(δˆ − δ) +Op
(
m−3/2
)
.(16)
Since further ∂β˜
∂ δt
= {Op(m−1/2)}p×r as shown in [1],
∂µ˜i
∂ δ
=
∂µ˜i|β˜=β
∂ δ
+
∂β˜
t
∂ δ
∂µ˜i|β˜=β
∂ β
= f1,i + f2,i,
∂2µ˜i
∂ δ ∂ δt
=
∂2µ˜i|β˜=β
∂ δ ∂ δt
+ {Op(m−1/2)}r×r = 2F3 + {Op(m−1/2)}r×r.
With the notation from Lemma ??, the explicit forms read as
f1,i =
∂bti
∂ δ
(Zi vi + ei) = {Op(1)}r ,
f2,i = −
{
dti(X
tV−1X)−1XV−1
∂V
∂δd
P(y−Xβ)
}
d
= {Op(m−1/2)}r,
2F3,i =
{
∂2bti
∂δd∂δe
(Zi vi + ei)
}
d,e
= {Op(1)}r×r.
Using Lemma ??, it follows that (16) can be rewritten as
µˆi − µ˜i = gt1f1,i
Op(m
−1/2)
+ gt1f2,i
Op(m
−1)
+ gt2f1,i
Op(m
−1)
− gt3f1,i
Op(m
−1)
+ gt1F3,ig1
Op(m
−1)
+Op(m
−3/2).
Now, (15) is shown by splittingK3 into nine terms. Five terms are considered
separately, the other four yield the same result by symmetry. In particular,
(K3)ik = E(g
t
1f1,ig
t
1f1,k) + E(g
t
1f1,ig
t
2f1,k) + E(g
t
1f1,kg
t
2f1,i)
− E(gt1f1,igt3f1,k)− E(gt1f1,kgt3f1,i)
+ E(gt1f1,ig
t
1f2,k) + E(g
t
1f1,kg
t
1f2,i)
+ E(gt1f1,kg
t
1F3,ig1) + E(g
t
1f1,ig
t
1F3,kg1) +O(m
−2).
In the following it will be shown that E(gt1f1,ig
t
1f1,k) = {K̂3(δ)}ik +O(m−2)
and all other terms are of order O(m−2), which is sufficient to show (15).
Repeating the calculations of [2], the leading term gives
E(gt1f1,ig
t
1f1,k) = 1i=k tr
(
∂bti
∂ δ
Vi
∂bi
∂ δt
V
)
+O(m−2),
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using Lemma 1 (i) and exploiting that V being of block-diagonal form and
P = diag[{O(1)}ni×ni ]i=1,...,m + {O(m−1)}n×n. For the next term consider
the matrix Mik(e, d, g, f) of dimension (n × n) with only non-zero entries
being (V)ef
∂bk
∂ δt
(V)d(V)
t
g
∂btk
∂ δ = {O(m−3)}ni×nk at the (ni× nk)-submatrix,
corresponding to the respective subjects. Further, by construction, Py =
P(Zv + e). Tedious calculations yield with Lemma 1 (iii) that
E(gt1f1,ig
t
2f1,k) =
r∑
e,g,d,f=1
E
{
sgsd(Λ)ef (Zv + e)
tMik(e, g, d, f)(Z v+ e)
}
= O(m−2).
Now define the matrix Oik(e, d, g, f) of dimension (n × n) with only non-
zero entries being (V)ef
∂bk
∂ δt
(V)d(V
∂V
−1
∂δe
V)tg
∂btk
∂ δ = {O(m−3)}ni×nk at the
(ni × nk)-submatrix, corresponding to the respective subjects. Further, by
construction, Py = P(Zv + e). Now, Lemma 1 yields
E(gt1f1,ig
t
3f1,k) =
1
2
r∑
e,d,f,g=1
E
{
sgsdsf (Zv + e)
tOik(e, d, g, f)(Z v + e)
}
= O(m−2).
Similarly, by Lemma 1 (ii), and matrix Qik(e, d) with only non-zero entries
on the ni-columns corresponding to the respective i-th subject with entries
of order {O(m−3)}ni×n it holds that
E(gt1f1,ig
t
1f2,k) =
r∑
e,d=1
E
{
sesd(Zv + e)
tQik(e, d)(Zv + e)
}
= O(m−2).
It remains to treat the last term. As before, for a matrix Ui,k(e, d, f) with
zero entries except on the (ni×nk)-submatrix {O(m−3)}ni×nk corresponding
to the respective subjects it holds that
E(gt1f1,kg
t
1F3,ig1) =
1
2
r∑
e,d,f=1
E
{
sesdsf (Zv + e)
tUik(e, d, f)(Zv+ e)
}
= O(m−2).
The other terms are O(m−2) by symmetry when replacing i and k. Hence
K3 = K̂3(δ) + {O(m−2)}m×m, which was the claim in (15). The remaining
proof is now similar to (ii). Note that {K̂3(δˆ)}ik = O(m−1). As above,
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taking derivatives preserves the order and a Taylor expansion and taking
expectations yields
E
[{K̂3(δˆ)}ik] = {K̂3(δ)}ik + 1
2
(δˆ − δ)t ∂
2{K̂3(δ)}ik
∂ δ ∂ δt
(δˆ − δ) +O(m−2)
= {K̂3(δ)}ik +O(m−2) = (K3)ik +O(m−2),
where the last equation follows by (15). This gives (iii).
(i) Finally, as before, a Taylor expansion of {K1(δˆ)}ii around {K1(δ)}ii
and taking expectation yields
E
[{K1(δˆ)}ii] = {K1(δ)}ii + E(δˆ − δ)t ∂{K1(δ)}ii
∂ δ
+
1
2
tr
[
∂2{K1(δ)}ii
∂ δ ∂ δt
V
]
+
1
6
E
[ r∑
e=1
(δˆe − δe)(δˆ − δ)t∂
3{K1(δ)}ii
∂δe∂ δ ∂ δ
t (δˆ − δ)
]
+O(m−2).
By Lemma 1 (ii), the fourth term is of order O(m−2) as
r∑
e,d,f=1
E
(
sesdsf
)
=
r∑
e,d,f=1
tr
(
∂V
∂δe
P
∂V
∂δf
P
∂V
∂δd
P+
∂V
∂δf
P
∂V
∂δe
P
∂V
∂δd
P
)
= O(m),
exploiting again the block diagonal structure of V and detailed structure of
P, with the same reasoning as for the proof of (15). Further, some calcula-
tions yield ∂
2
∂ δ ∂ δt
{K1(δ)}ii = −2∂b
t
i
∂ δ Vi
∂bi
∂ δt
[2, p. 624-625]. Together with
the proof in (iii), which implies that E{K̂3(δˆ)} = K̂3(δ) + {O(m−2)}m, it
follows that E
{
K1(δˆ) + K̂3(δˆ)
}
+ diag
[{O(m−2)}m] = K1(δ). Altogether,
this gives (i) and proves Lemma 2 for ??.
For ??, the leading term itself is of lower order and it holds
{K1(δ)}ii = hti
(
Gi−GiZtiV−1i ZiGi
)
hi
= hti
(
G−1i −ZtiRiZi
)−1
hi = O(n
−1
I ),
as Vi = ZiGiZ
t
i+Ri. Further, {K2(δ)}ii, {K3(δ)}ii as well as subject
crossterms are of lower order. Thus, statements (i)-(iii) for ?? follow analo-
gously from the reasoning in (ii) and (iii) above. This proves Lemma 2.
First, [6] derived a second-order unbiased estimator for the MSE, but they
considered estimation of the variance components by Hendersons Method
III [8]. They can be written as δˆe = y
tCe y where it further holds that
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Ce = diag[{O(m−1)}ni×ni ]i=1,...,m + {O(m−2)}n×n. An explicit formulation
for the nested error regression model (??) is e.g. given in [3]. The analogous
result from Lemma 2 holds true.
Lemma 3. Let model (??) hold with (??) and let δˆ be being estimate
obtained via Hendersons Method III. Under ??, ?? - ?? and ??, ?? - ?? it
holds
(i) K1(δ) = E
{
K1(δˆ) + K̂3(δˆ)
}
+ {O(s−2)}m×m,
(ii) K2(δ) = E
{
K2(δˆ)
}
+ {O(s−2)}m×m,
(iii) K3 = E
{
K̂3(δˆ)
}
+ {O(s−2)}m×m.
Proof. (of Lemma 3). We treat ?? only as ?? follows by analogous con-
siderations as in Lemma 2. In fact the proof is very similar to the proof of
Lemma 2, but we have to account for the different nature of the estimator
δˆ. Replicating the calculations of Lemma 2, and adapting the notation of
g1 = δˆ − δ for simplicity, the terms to consider for K3 are
(K3)ik = E(g
t
1f1,ig
t
1f1,k) + E(g
t
1f1,ig
t
1f2,k) + E(g
t
1f1,kg
t
1F3,ig1)
+ E(gt1f1,kg
t
1f2,i) + E(g
t
1f1,ig
t
1F3,kg1) +O(m
−2) .
For the first term, verify that Cf V = diag[{O(m−1)}ni×ni ]+{O(m−2)}n×n,
Cf VCeV = diag[{O(m−2)}ni×ni ]+{O(m−3)}n×n and furtherVCeXβ =
{O(m−1)}n. Further adapt the notation u = Zv + e and respectively ui =
Zi vi+ ei for i = 1, . . . ,m. Now, let Ω = Ωi,j(e, f) with only entries
∂bi
∂δe
∂btk
∂δf
on the (ni × nk)-submatrix, corresponding to the respective subjects. Then
it follows that
E(gt1f1,ig
t
1f1,k) =
r∑
e=1
r∑
f=1
E
{
(δˆe − δe)(δˆf − δf )utΩu
}
= 1i=ktr
[
Cov
{
(ytCey)e
}
Cov
{(
∂bti
∂δe
ui
)
e
}]
+O(m−2).
As before, the remaining parts are of lower order. Let Ξ = Ξi,k(e, f) with
only non-zero entries being the ni rows
∂bi
∂δe
dti(X
tV−1X)−1XV−1 ∂V∂δfP =
{O(m−1)}ni×n corresponding to the i-th subject. Then, as above it holds
E(gt1f1,ig
t
1f2,k) =
r∑
e=1
r∑
f=1
E{(δˆe − δe)(δˆf − δf )utΞu} = O(m−2) = O(m−2).
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Eventually, let Λi,k(e, f, g) = Λ with only non-zero entries
∂bi
∂δe
∂2btk
∂δf∂δg
on the
(ni×nk)-submatrix, corresponding to the respective subjects. Moreover not-
ing that it holds that tr(Cf VCeVCgV) = O(m
−2), tr(Cf VCeVΛV) =
O(m−2), tr(Cf VΛV) = O(m
−1) and tr(Cf VCeVCgVΛV) = O(m
−3).
Now, similarly to the considerations above,
E(gt1f1,kg
t
1F3,ig1) =
1
2
r∑
e=1
r∑
f=1
r∑
g=1
E{(δˆe − δe)(δˆf − δf )(δˆg − δg)utΛu}
= O(m−2).
Hence, K̂3(δ) = K3 + {O(m−2)} as Cov{(ytCey)e=1,...,r} = Cov(δˆ) = V.
Since δˆ is unbiased and still δ = δˆ + O(m−1/2), the remaining part of the
proof follows analogously to that one of Lemma 2.
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