Abstract: An Adaptive Extended Set-Member Filter (AESMF) with the adaptive selection scheme of the filter parameters is incorporated with the nonlinear attitude state estimation equation to build a sensor fault diagnosis system which can provide guaranteed sensor fault detection. Compared with other sensor fault diagnosis systems based on Kalman Filter (KF) or other probability based methods which can just provide a fault probability distribution but not tell the exact result, in this paper, with the advantage of ellipsoid bound of set-member, we try to implement AESMF to tackle this problem and provide the exact fault diagnosis result. The AESMF is incorporated into the navigation system equation and the sensor fault diagnosis method is introduced. Simulations are conducted and the algorithm is compared with the EKF based navigation system, the result demonstrates the improvement of this method.
INTRODUCTION
Rotorcraft Unmanned Aerial Vehicles (RUAV), with the advantage of vertical takeoff and landing, hovering, lateral free moving, can be used in many scenarios where the fix wing unmanned aircrafts are difficult to finish the tasks such as longtime surveillance in a fix point, low altitude flight in urban city for anti-terrorism mission. To finish the predefined mission, automatic control systems of the vehicles are becoming more and more complex and the control algorithms are becoming more and more sophisticated. Therefore, fault tolerance flight which can be achieved not only by improving the individual reliabilities of the functional units but also by an efficient fault detection, isolation and accommodation (FDIA) has attracted many researches around the world. Fault is the malfunction of an actual system in the sensors or actuators or the components of the system. Recently, fault detection and tolerance are accomplished more by the analytical methods rather than the physical redundancy [1] . In this paper, we will mainly focus on the sensor fault detection and isolation problems. Generally we can classify the sensor fault into hard failure and soft failure: hard failure in the sense that the sensor is assumed available to be stuck at a certain value and the measurements available from it are subsequently ignored; soft failure in the sense that a sensor degrades in quality but is not completely useless [6] . Fault diagnosis approaches include parameter estimation techniques [2] , expert system applications [3] , kalman filter based algorithms [4] and wavelets transformation based algorithms [5] . In [4] , the actuator failure is diagnosed by an adaptive unscented kalman filter algorithm which possesses more robustness and can estimate both the flight state and the actuator healthy coefficients parameters. In [5] , a wavelet transform algorithm is proposed to detect the sensor failure in each sensor acquisition channel. Generally, these algorithms are mainly based on the Bayes estimation theory which gives the detection result in a probability distribution form and the guaranteed detection result is impossible to obtain. Besides that, most of these algorithms make the assumption that the noise is in a pre-known distribution which is not exactly in many applications. The set-membership filter (SMF), which just makes the unknown but bounded (UBB) noise assumption and describes the true state in a compact feasible set, provides an attractive alternative for fault detection because the bound of prediction state can be attained by using this guaranteed estimation method and the noise assumption is more realistic in real application. In this paper, we try to introduce the set-membership method into the sensor fault diagnosis and isolation algorithm for RUAVs. SMF was firstly introduced by Scheweppe [7] , he proposed the idea of describing the true state in an ellipsoidal set in the state space and gave the fundamental ellipsoidal set sum and intersection operation principle, SMF for linear system was then derived based on these proposals. However, Scheweppe haven't considered the problem of ellipsoidal set optimization. In [8] , Fogel and Huang proposed the optimal-bounded ellipsoidal algorithm for the linear system's state estimation scheme. Even though there exist many other ways to describe the uncertain set such as ellipsoid, orthotope and paralleltope, the ellipsoid is most widely used because of its less demand of information for representing the feasible set, more insightful for analogizing the covariance, invariance with respect to linear transformations in the sense that an ellipsoid remains an ellipsoid after a linear transformation, convenience of optimization, etc [10] . At present, SMF has become a very mature algorithm; numerous algorithms based on SMF have been proposed which strongly extended the application areas of SMF.
AESMF Based Sensor Fault diagnosis for RUAVs
As to the nonlinear system case, since SMF is based on the linear system model, it can't be used directly. An extended version of set-membership filter (ESMF) was proposed by Scholte and Campbell in [9, 10] to implement SMF in nonlinear system. They linearized the nonlinear system equation around the current prediction state, incorporated the linearization error into the system and measurement noise through the interval analysis method. Besides that, an adaptive strategy for the ESMF coefficients' selection was proposed by Zhou [11] to optimize the compact feasible set and make a balance between the computation complexity and estimation accuracy. Our fault detection algorithm is mainly based on the adaptive extended set-membership filter (AESMF) proposed in [11] . The rest of the paper is organized as follows. The AESMF algorithm is introduced in Section 2. In Section 3, AESMF algorithm combined with the navigation system equation is derived to build a fault diagnosis and isolation algorithm. In Section 4, comparative simulation results are presented. Finally in Section 5, some conclusions are drawn out.
AESMF Algorithm
In SMF algorithm, we should define the feasible set of the state first. Since ellipsoid set's less demand of information for representing, more insightful for analogizing the covariance, invariance with respect to linear transformations in the sense that an ellipsoid remains an ellipsoid after a linear transformation, convenience of optimization [10] , ellipsoid set is selected to present the feasible set of the system state. The state of the AESMF is define as an ellipsoid set [8] in the following equation,
where x is the center of the ellipsoid, P is an envelope matrix defines the ellipsoid characteristics. A discrete nonlinear system is written as (2) and (3),
where n k and 1 m k are respectively disturbance and measurement noise which are bounded in the following ellipsoid: 
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The calculated f X and h X is in rectangle form and then will be bounded in ellipsoid form through the equation [9] 2 , ,
Then we can incorporate the linearization error into the noise by recalculate the new noise ellipsoid as the intersection of linearization error ellipsoid with the system noise ellipsoid.
With the adjust noise ellipsoid, we can implement the standard SMF to the linearized nonlinear equation in (4) . Define
The AESMF [11] is given in (7) and (8) . In the equation, the coefficient k is adaptively selected based on the least trace principle, and the coefficient k is adaptively selected based on the principle of least 1 k up-bound [11] . P is of no sense and can be considered as a indication of the filter's state of health. In this paper, we introduce this as the indication of the sensor fault. In the normal condition, the measurement and the prediction result would be very close and the intersection of prediction and measure ellipsoid won't be null, but if there exist sensor fault, then the intersection
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Measurement Update Step
AESMF in Sensor Fault Detection
The system model for attitude estimation [12] is given in (9): X is the attitude vector in the sequence of pitch, roll and yaw, Y is the attitude measure we get from sensors, s , c , s , c , t is respectively the abbreviation of sin( ) , cos( ) , sin , cos . tan . The measurement of attitude is based on magnetic density and adjusted acceleration with acceleration feedback from velocity, p , q , r is the angular velocity respectively in roll, pitch, and yaw. X is the state noise of X , w is the angular velocity measurement noise, and is angular measurement noise. 
Since the measurement equation is linear and has no need to be linearized, we just need to get the linearization of the system equation, and we get the following equations. 
Based on the system equations given above, we incorporate these equations into the AESMF framework and obtain the AESMF based sensor fault diagnosis algorithm. As mentioned in section 2, in normal case, sensor's measurement is in accord with state's propagation, and 1 k is valid; in sensor malfunction case, disaccord of sensor's measurement and state's propagation will result in the invalidity of 
Simulation and Analysis
With the afore mentioned algorithm, to simulate the algorithm in different sensor fault conditions, the data for simulation is collected from the real flight with the onboard navigation system is based on a two-step EKF algorithm introduced in [12] . Sample data includes 3-axis velocities, accelerations, and angular velocities; the data is sampled in 50Hz.
To simplify the problem, we make the assumption that linear velocity and acceleration of the RUAV is known and the attitude measurement can be calculated by the accelerations of gravity which can be derived by removing the linear acceleration from the acceleration measurement of inertia measurement unit. We need to obtain the ellipsoidal bounds of angular velocity noise and angle measurement noise at first. The RUAV is placed on the ground and we store the angular velocity and angle measurement in a SD card. A 40 seconds data of angular velocity (Fig. 1) and angle (Fig. 2) is used to identify the bound and the filter parameteres of the ESMF filter, the coefficients is shown in Table. 1. We first consider the hard sensor fault problem: sensor data unavailable condition which may caused by the data receiving overflow, extraction error, or the unreliable connection between the sensor and the processor. In Fig. 3 , the angular velocity data was assumed to be unavailable from 40 to 45 second. In such condition, the prediction step will be skipped because of the unavailability of the input data. The ESMF algorithm will just run the measurement update step, since there only exists set intersection operation in each step, we can find that the ellipsoid bound become small in such condition. In Fig. 4 , the angle measurement data was assumed to be unavailable from 40 to 45 second, the measurement update step will be skipped, and only prediction step is executed, since there only exists set sum operation in each step, we can find that the ellipsoid bound become large in such condition. When the measurement become available, we can find that through the measurement update, the ellipsoidal bound is immediately corrected to a proper value. The second sensor fault we consider is sensor data error that the sensor data is available in each time step, but the data is not in the right range and may give out an error data. A sensor error is shown in Fig. 5 , the accelerometer's measurement of x-axis is incorrect from 8 to 10 second, the 1 k of the ESMF algorithm in this condition is also shown in Fig. 5 . As we can see, because the measurement is seriously deviated from the true data, and the intersection between the prediction set and the measurement set is empty, the 1 k is less than zero which reflects the intersection is of no sense and the measurement update should be ignored. There is one problem we must notice: if there is no limitation on P in prediction step, the ellipsoidal bound of the prediction value will gradual progress to a huge enough value that the incorrect measurement can be included in that ellipsoid which means the intersection of prediction set and measurement set won't be null anymore and consequently 1 k won't below zero any more, the measurement update will execute in this case which yield an error data, this is shown in Fig. 6 . So we must limit the bound of prediction to a proper value that the incorrect measurement won't be included in the ellipsoidal set and the value is set as 0.3. Fig. 7 is the comparison of ESMF and EKF in the fault sensor condition. In the EKF framework, the algorithm can't figure out the error and will just consider the error as a valid measurement. Based on the probabilities of the measurement noise and process noise, the prediction data will be corrected gradually to the incorrect measurement. But in ESMF framework, the algorithm can find out when the measurement is out of range, then the algorithm will stop measurement updating and just prediction updating is in executing which yield a more proper output with respect to the EKF algorithm. This is a simple but effective mechanism for sensor fault isolation. Fig. 8 illustrates that the ESMF coefficients k and k can be selected adaptively in order to get the least set sum trace and least 1 k up-bound respectively. 
Conclusion
The following advantages can be obtained with this ESMF based sensor fault diagnosis algorithm: 1) this method can provide the filtering output's accuracy bound dynamically; 2) with the prior knowledge of the measurement noise bound and system noise bound, this method can detect the sensor fault immediately; 3) fault can be isolated based on the fault detection result; 4) the adaptive selected coefficients of filter can provide a more tight ellipsoidal set of prediction. Finally, the simulation results verify the feasibility of this ESMF based fault detection and isolation method. However, there still exist many improvements to be complete such as the fault isolation of separated channel; distinction of angular velocity error and angle error; the computation burden. In conclusion, the ESMF framework provides an effective alternative for sensor fault detection and isolation in spite of some disadvantages mentioned above.
