I. Introduction
T HE optimal placement of a limited number of sensors in a structure is usually performed to obtain accurate experimental real-time data. In particular, sensor placement is considered one of the most important pretest steps in experimental/operational modal analysis [1] [2] [3] [4] . Structural health monitoring techniques also incorporate optimal sensor placement (OSP) methodologies for different purposes: system identification, structural damage identification, and finite-element updating [5] [6] [7] [8] [9] .
Classical OSP approaches are suboptimal methods. Kammer [10] proposed an iterative method, the effective independence method (EFI), based on the maximization of the determinant of the Fisher information matrix (FIM). This matrix is defined as the product of the mode shape matrix and its transpose. The number of sensors is reduced in an iterative way by deleting the degrees of freedom (DOFs) successively from the mode shape matrix. This idea can also be extended to biaxial and triaxial accelerometers [11] . The FIM can also be weighted by the use of the mass matrix from a finite-element model [12] . Energy matrix rank optimization techniques are similar to the EFI method, but in this case, the strain energy of the structure is maximized rather than the determinant of the FIM [13] . A similar method based on the kinetic energy is obtained by using the mass matrix instead of the stiffness matrix [14] . Information entropy has also been used as the performance measure of a sensor configuration, as information entropy is directly related to parametric uncertainty. Papadimitriou and Beck [15, 16] developed an entropy-based optimal sensor location method for model updating in structural dynamics.
In structural dynamics applications, the mode shapes are often very significant, and the ability to distinguish between the modes is important. Hence, the selection of the sensor locations should ensure that the mode shapes are independent. Many methods, such as the EFI method, are often assumed to optimize the independence of the modes, although in general this is not true. This note investigates the relationship between the EFI method and the linear independence of the modes.
II. Effective Independence Method
The EFI method, developed by Kammer [10] , is one of the most popular methods to optimally locate sensors in structural dynamic tests. The starting point of the EFI method is the full modal matrix from a finite-element model of the structure to be studied. The finiteelement model could be built with any type of elements, but not all DOFs under consideration can be measured. Some of these DOFs are internal, while others are rotations, neither of which can be measured conveniently. Hence, the rows corresponding to DOFs that cannot be measured are deleted from the full modal matrix. Furthermore, system identification methodologies from sensor data records can only extract some of the mode shapes of the structure under study. Therefore, a limited number of target modes must be selected in order to find the best sensor configuration. Consequently, only some rows (potential DOF locations) and columns (target modes) of the full modal matrix are retained.
The EFI sensor placement algorithm is based on the FIM F, which is defined as
where Φ is the mode shape matrix. The FIM is symmetric and positive semidefinite. Furthermore, if the mode shape vectors are linearly independent, then the FIM is full rank; i.e., the rank is equal to the number of target mode shapes. The main aim of the EFI method is to select the best DOF configuration (in which sensors are to be placed) that maximizes the FIM determinant. These DOFs are selected in an iterative way, thereby producing a suboptimal solution to the problem. The selection procedure is based on the orthogonal projection matrix E, defined as
The matrix E is an idempotent matrix of which the rank is equal to the sum of the diagonal terms. Hence, the ith diagonal element of matrix E, denoted by E ii , represents the fractional contribution of the ith DOF to the rank of E. The DOF with the lowest value of E ii is deleted as a candidate sensor location, and the corresponding row is removed from the modal matrix. The contribution of E ii to the rank of E is often cited as the reason that this procedure retains the linear independence of the mode shapes. However, it is easily shown [9] that
where F 0 is the original FIM and F is the FIM after the removal of the ith sensor. Thus, every time one row is deleted from the mode shape matrix Φ, the determinant of the FIM decreases, and the objective of the selection method is to maintain a high value for this determinant. Many authors (for example, those of [17] ) have highlighted that the high determinant ensures the variance of the estimated response is low, and this is used as the criteria for sensor location selection. However, this selection process does not necessarily optimize the independence of the mode shape matrix, as is often quoted in the OSP literature. Here, the independence of the mode shapes is quantified by the condition number of the mode shape matrix. At the extremes, the linear independence of the modes and the determinant of the FIM have well-defined values. For example, if the modes are linearly dependent, then the condition number will be infinity, and the determinant of the FIM will be zero. In contrast, if the modes are orthonormal, then the condition number is unity, and the determinant of the FIM is equal to the number of modes considered. For intermediate cases, there is no direct relationship between the determinant and linear independence. This may be understood by considering the singular value decomposition of the FIM; the determinant is the product of the singular values, whereas the condition number of the mode shape matrix is the square root of the ratio of the highest to lowest singular values.
III. EFI and Independence of Modes
A cantilever beam model is used to demonstrate the properties of the EFI sensor selection method and the effect on the determinant of the FIM and the independence of the modes. By focusing on a very simple structure, the properties of the method are highlighted and emphasized. A finite-element model of the cantilever beam is constructed with 30 elements. The beam has a length of 0.45 m, a width of 20 mm, and a thickness of 2 mm, although these dimensions are arbitrary for the purposes of the OSP demonstration. The translational DOF at every node of the finite-element mesh of the beam is a candidate sensor location. Only the first three mode shapes of the cantilever beam, shown in Fig. 1 , are considered as the target modes. The modes are mass normalized before the rows corresponding to the rotational DOFs are removed. Figure 2 shows the results of the sensor selection using the EFI method. When the number of sensors equals the number of modes (three in this case) the locations selected are well distributed on the beam. However, when more sensors than modes of interest are selected, then the sensors cluster in groups, in which the number of groups is the same as the number of modes. This is clearly shown in Fig. 2 , in which more sensors are selected, and this phenomenon has been verified for a range of numbers of modes and sensors in the beam example. The locations for seven and eight sensors are not given but are consistent with those shown in Fig. 2 . This clustering also occurs in many other papers, particularly for beam and plate structures (see, for example, [18, 19] ). For smooth mode shapes, the measurements within a cluster are likely to be highly correlated and hence will represent a poor choice of locations, particularly when large numbers of sensors are selected. Furthermore, the finite-element model used to choose the sensor locations will inevitably contain errors, and so in practice, the sensors will not be placed perfectly; using well-spaced sensor locations will improve the robustness to modeling errors.
For comparison, an exhaustive search is performed to select three, four, and five sensor locations for this example, by evaluating every possible combination of sensor locations. The objective is to choose the sensors that give the minimum condition number and hence give the highest level of independence of the mode shapes. Large condition numbers indicate a poor choice of sensor configuration. A condition number of 1 indicates that the mode shape matrix is orthogonal, which is very unlikely even when all of the DOFs are measured because the mode shapes are orthogonal with respect to the mass matrix. Figure 3 shows the results of this search, which gives a much more distributed set of sensor locations. The choice of the five sensor locations looks slightly strange, in that locations 11 and 12 are chosen; however, inspection of the mode shapes in Fig. 1 shows that the slopes of the second and third mode shapes are relatively large with opposite signs in this region, and hence the mode shapes are highly sensitive to the measurement location. Note also that the same sensor locations are not chosen as the number of sensors increases; any method to choose sensor locations that relies on adding or removing sensor locations one at a time is likely to perform poorly.
The locations chosen by the EFI method and the exhaustive search are given in Table 1 , together with the determinant of the FIM in each case and the condition number of the mode shape matrix. Also shown are the results when all 30 sensors are retained. The EFI method does meet its objective of maximizing the determinant of the FIM (indeed for three and four sensors, an exhaustive search shows the EFI sensor selection gives the maximum determinant). However, the condition number of the mode shape matrix is significantly higher than for the sensors chosen by an exhaustive search. Table 1 also shows that the condition number of the mode shape matrix when all of the DOFs are measured is greater than the condition number obtained by the exhaustive search for four and five sensors. This does not imply that using four or five sensors is better than using 30 sensors but occurs because the mode shapes are orthonormal with respect to the mass matrix. One possibility is to consider M 0.5 Φ rather than Φ in the exhaustive search, where M is the mass matrix; the corresponding vectors are orthogonal when all
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Distance Along Beam Fig. 1 The first three mode shapes of the cantilever beam, clamped at the left end. Only the neutral axis of the beam is shown, for vibration in a single plane in the thickness direction. The circles represent the candidate sensor locations. DOFs are considered, and initial results do suggest that the condition number does then reduce with the number of sensors chosen. However, this approach is not pursued further, as the emphasis of this Note is the clustering of the sensors in the EFI method, and the condition number of the mode shape matrix using the DOFs chosen by the EFI method is always significantly higher than the condition number for the DOFs chosen by the exhaustive search.
IV. Conclusions
This Note has considered the optimal placement of sensors in structural dynamics and has clearly demonstrated that the EFI method maximizes the determinant of the FIM but does not maximize the linear independence of the modes, evaluated by the condition number. When more sensors are selected than modes of interest, the EFI method tends to produce clusters of sensor locations, which do not appear to be ideal from an engineering perspective. However, when the number of sensors equals the number of modes, the EFI method does give a set of sensors that are distributed throughout the structure. An exhaustive search based the condition number of the mode shape matrix shows that there are significantly better sensor locations, if the objective is directly related to the mode shape independence. Furthermore, these sets of sensors are more evenly distributed throughout the structure.
Mode shape independence is highlighted as a desirable objective in this Note, and this has been demonstrated by an exhaustive search with a small number of sensors on a simple structure. Even for a small number of sensors, the combinatorial explosion of the number of sensor sets to explore makes an exhaustive search infeasible for practical structures. The challenge is to develop an efficient iterative selection method that minimizes the condition number. Initial studies have shown that starting with a full set of sensor locations and removing locations one by one produces a poor set of sensor locations. Starting with a small set of sensors (perhaps obtained by an exhaustive search) and adding sensors seems to be a more promising approach. Furthermore, when a sensor is either added or removed, there appears to be no fast and convenient method to assess the contribution of each candidate degree of freedom to the condition number; each location has to be added or removed in turn, and the condition number has to be calculated. This is the subject of ongoing research. 
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