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A safe and deadlock free locking policy is introduced, called pre-analysis locking. 
A transaction system with no lock and unlock operations in the transactions is first 
being analyzed by the pre-analysis locking algorithm. Then, the result of this 
analysis is used to insert lock and unlock operations into the transactions with the 
goal of achieving a degree of concurrency as high as possible. However, pre-analysis 
locking is merely a heuristic operating in polynomial time; therefore, it is not 
guaranteed to perform optimally in all cases. In comparison with 2-phase locking, 
neither pre-analysis locking nor 2-phase locking dominates the other; there exist 
transaction systems in which pre-analysis locking allows for more concurrency than 
any 2-phase locking policy, but there are also cases in which a 2-phase locking 
policy allows for more concurrency than pre-analysis locking. However, pre- 
analysis locking is free from deadlocks, in general. © 1986 Academic Press, Inc. 
1. INTRODUCTION 
A database consists of a set of entities describing the application of 
relevance. Transactions are user processes which transform a consistent 
state of the database into a new consistent state. Consistency is defined 
through a set of constraints on the entities. The calculations of a trans- 
action are performed by executing several atomic read or write actions on 
* A preliminary version of this work has been presented at the Int. Conf. on Very Large 
Databases 1985, Stockholm (Lausen et aL, 1985). 
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the database. There may be some temporary violations of the consistency 
constraints during a transaction, but at the end all constraints are satisfied. 
Certainly, this consistency preservation property of a transaction is guaran- 
teed if each transaction is executed alone on the database. For efficiency 
reasons, transactions should be executed concurrently. Locking policies are 
a widely used mechanism to coordinate a concurrent set of transactions in
a way which guarantees a consistent view on the database for each process, 
i.e., which guarantees safety. Safety is enforced if the locking policy allows 
only serializable schedules. A schedule is an interleaving of the actions of 
the transactions. For a serializable schedule, the computations performed 
by all transactions are equivalent o those of a not interleaved, namely 
serial, schedule of the same transactions. 
Locking has been studied extensively in the past. In Lausen et al. (1984), 
Papadimitriou (1982), and Yannakakis (1984) it is shown that safe locking 
policies inherently cannot allow all possible serializable schedules, even if 
we restrict general serializability to conflict-serializability, which is an 
efficiently decidable restricted version of serializability, while the problem 
in general is NP-cornplete (Papadimitriou, 1979). Besides safety, freedom 
from deadlock is another important property locking policies should have. 
Deadlocks are cyclic wait relationships between transactions, which can be 
resolved only by aborting at least one involved transaction. 
Previous work on concrete locking policies can be classified according to 
whether or not a structure on the database is assumed, which restricts the 
allowed orderings of the lock operations in a transaction. For example, one 
familiar structure are trees--an entity may only be locked if its father 
currently is locked (Bayer and Schkolnick, 1977). Safe and deadlock free 
locking policies in the case of structured databases are investigated 
exhaustively in Kedem and Silberschatz (1979, 1980), Silberschatz and 
Kedem (1980, 1982), Yannakakis (1982a, 1982b), and Yannakakis et al. 
(1979). If no structure on the set of entities is assumed, i.e., the transactions 
may lock the entities in any order, 2-phase locking (2PL) is the policy 
commonly being used (Eswaran et al., 1976). In 2PL a transaction must 
lock every entity before it accesses it, but, after some entity is unlocked, no 
succeeding lock is allowed any more. Unfortunately, 2PL is not free from 
deadlock. 
If no structure on the database is assumed, the only way to develop a 
locking policy being an improvement over 2PL, is to analyze the action 
sequences of the transactions. 
Recently, Wolfson (1984) proposes an interesting algorithm which 
inserts unlock operations into transactions, which initially contain only 
actions and lock operations. The resulting non-2PL policy is a heuristic for 
a safe improvement over 2PL, where the measure of concurrency is related 
to the time entities are being kept locked. 
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Freedom from deadlock for 2PL can be achieved by a simple analysis 
called preclaiming (Ullman, 1982): one lock operation locking all entities 
accessed by the transaction is executed as the transaction's first step. 
Obviously, preclaiming reduces potential concurrency, since locks have to 
be acquired earlier than it would be necessary for 2PL in general. 
Further, there most probably does not exist an efficient strategy to trans- 
form an initial set of 2PL transactions into a set of deadlock free 2PL 
transactions without reducing potential concurrency unnecessarily. It is 
shown by Yannakakis (1982a) that testing a set of 2PL transactions for 
freedom from deadlock is NP-complete. 
In this paper we further investigate he question of safe and deadlock free 
policies in the case of an unstructured database. A non-2PL safe locking 
policy is introduced, called pre-analysis locking (PAL). PAL is based on a 
polynomial geometric algorithm which inserts lock and unlock operations 
into the action sequences of the transactions of a given transaction system. 
PAL is an algorithmic ontinuation of the geometric approach to locking 
introduced by Papadimitriou (1983). Even though lock operations need 
not be acquired at the beginning of each transaction, PAL is a policy free 
from deadlock. To the author's knowledge, PAL is the only safe and 
deadlock free general policy known today which is not a variant of 2PL. 
PAL and 2PL policies are conceptually different approaches. PAL 
requires predeclaration f the set of relevant transactions, while 2PL reacts 
dynamically on previously unknown transactions. Due to its a priori 
knowledge, PAL may allow schedules which cannot be allowed by any 
2PL policy. But, since PAL must take care for all possible schedules in 
advance, there may also exist schedules which are allowed by a 2PL policy 
and not by PAL. Thus, PAL and 2PL do not strictly dominate ach other, 
in general. 
The paper is organized as follows. In the next section, we present he 
definitions necessary in the sequel. Section 3 illustrates concurrency in a 
geometric setting, and Section 4 presents and analyzes PAL in some detail. 
Section 5 shows the freedom from deadlock of PAL, and Section 6 dis- 
cusses implications of the results and contains a comparison with related 
work. 
2. BASIC DEFINITIONS 
A transaction system z = { T1,..., Td} is a set of transactions. A transaction 
Tt=(Ail,...,Aiml), mi~> 1 is a sequence of actions. Each action Aq has 
associated with it an entity x~ ~ E, where E is a set of entities forming the 
database. We distinguish read and write actions, A~ = R~j meaning read x U 
and A u = W U meaning write xo.. Each transaction reads each entity at most 
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once and writes each entity at most once, and is not allowed to read an 
entity after it has written it. A schedule s of ~ is a permutation of all actions 
of r such that for a transaction Ti, 1 <~j< k <~ mi implies s(A~)< s(Aik). 
Two actions of two different transactions conflict, if they involve the 
same entity, and at least one of them is a write action. With each schedule s 
we associate a directed graph D(s) called conflict graph having as nodes the 
transactions of r and an edge T~ ~ Tj if an action of T~ precedes in s a con- 
flicting action of Tj. A schedule is called conflict-serializabic if D(s)= D(s') 
for some serial schedule s' of ~, or, equivalently, if D(s) is acyclic. A trans- 
action system r is called conflict-safe if every schedule of r is conflict- 
serializable. If we refer to serializability or safety in the following, we 
always will mean conflict-serializability and conflict-safety. 
For testing serializability and safety, conflicts between transactions must 
be considered. We define a binary relation on the set of actions of the 
transaction system in the following way. We say P= (Aip, Ajq) is a direct 
conflict point between T i and Tj, i :fij, if A ip and Ajq conflict. Point 
P= (Aip, Ajq) is called a conflict point between T~ and Tj, i C j, if there 
exists a set of transactions { Tk, I 1 ~< l ~< n } _ (z -- { Ti, Tj} ) for some n, such 
that for all/, 1 <~l<~n-1, there exist Pz<~mkt and qt+~<~mk~+~ such that 
(Ag~p~,Akj+~qt+~) is a direct conflict point between Tkt and Tk~+~, and 
(Aip , Aklql ) and (A~,p,, Ajq) are direct conflict points between Te and Tk~, 
Tk, and Tj, respectively. The sequence (Aip, Aklql), (Aklpl,Ak2q2),... , 
(.4~._tp._,, Ak.q.), (A,%p,,, Ajq) is called a conflict point path for P. The num- 
ber n of intermediate transactions i called the length of the path. In the 
case of n = 0, P is a direct conflict point; otherwise, i e., for n ~> 1, P is called 
an indirect conflict point. 
3. THE GEOMETRY OF CONCURRENCY 
In this section we will mention a geometric haracterization of con- 
currency, in the same spirit as locking has been characterized by 
Papadimitriou (1982). Let T be a transaction system consisting of two 
transactions T~ =(All,..., Almt) and T2 = (A21,..., A2m2). In the coordinate 
plane, as illustrated in Fig. 1, the two axes correspond to the transactions 
T1 and T2, and the integer points on the axes correspond to the actions in 
the transactions. A schedule of { T1, T2 } has now the following geometric 
image: Any nondecreasing curve from point (0, 0) to point (m~ + 1, m2 + 1) 
not passing through any other grid points represents the schedule where 
the actions AIj,..., A~m 1, A21 ..... A2m2 are in the order in which the curve 
passes the lines TI = A~I ..... T~ = Av~l, T2= A2~,..., T2= A2m2. As all curves 
representing a schedule are equivalent for our purposes, we will refer in the 
sequel to an arbitrary one of them, calling it the schedule's curve. For 
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The representation f a 2-transaction system. 
instance, in Fig. 1, sl and s 2 correspond to the serial schedules 
Al1" ' "  AIm1A21...A2m2 and Az1...A2mzA11"." Alml, respectively, and s 
represents the schedule A11AzlA22 A12 A 13 A 14A23A24A25A 15. The conflict 
points in Fig. 1 are (A11,A23), (A13, Az2), (A14, A25 ), and (A15, A24). 
Clearly, the transaction system t = { T1, T2 } is not safe, since s is not a 
serializable schedule. 
In the case of transaction systems containing two transactions the 
geometric representation relates to serializability very intuitively: 
FACT 3.1 (Papadimitriou, 1983). Let t= {T1, T2} and let s be a 
schedule oft; s is not serializable iff the curve of s separates two (direct) con- 
flict points in the plane ( T1, T2). 
However, for arbitrary transaction systems things are a bit more 
involved. Let s be a schedule of a transaction system t = { T1, T2,..., Td}. 
For any pair i, j e  {1 ..... d}, i# j ,  the schedule sU is a schedule of the trans- 
action system zu= {T~, Tj}, and s U is derived as a projection from s by 
deleting all actions of transactions not in tu. 
COROLLARY 3.2. Let t= { T1,..., Td} and let s be a schedule oft;  s is not 
serializable if there exist transactions Ti, Tie ~, i @j, such that the curve of 
sij separates two direct conflict points in the plane ( Ti, Tj). 
LEMMA 3.3. Let t = { T1, T2 ..... Td} and let s be a schedule of t which is 
not serializable. Then there exists transactions Ti, Tj e t, i #j ,  such that the 
curve of s o separates two conflict points in the plane ( Ti, Tj), at least one of 
which is a direct conflict point. 
Proof Because s is not serializable, D(s) has a cycle, say T1 ~ T2 
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• " ~ T k --* T~, k/> 2. Let A~p, and Ajqj, respectively, be actions of T i and Tj 
causing the arc T i~T j in  the cycle, l~<i~<k, j= i+ l  if i<k  and j= l  
otherwise. This means that for any such i,j, s(Aip)< s(Ajq), and (Aipi, Am) 
is a direct conflict point, and (Aiq ~, Am) is a conflict point between T i and 
Tj. Assume for the sake of contradiction that for no such i, j, the curve of s o 
separates these two conflict points. Then for all i,j adjacent in the cycle, 
s(Aiq)<s(Ajp). Thus, we can write s(Alpl)<s(A2q2), s(Azp0< 
s(A3q3),...,s(Akpk) < s(A lql), and s(Alq~) < s(Azp2), s(Azq2) < s(A3p3),..., 
s(Akq~) < s(A lpx). Further, there follows either s(A lpl) < s(A2q2) < s(A3p3) < 
s(A4q,) < "'" < s(A~qk ) < s(Alp~), or s(Alp,) < s(A2q2) < s(A3m) < s(A4q4) < 
"" <s(Akpk)<s(A~qt). In the second case we also have s(Alq~)<s(A2p0 <
s(A3q3) < S(Aap,)< "'" <s(Akqk)<s(A~pl). Thus we have a contradiction to 
the linear order of the actions within each transaction and consequently 
there exists at least one separation of conflict points. | 
The opposite directions do not hold as counterexamples show in Fig. 2. 
To ensure safety, by Lemma 3.3, it suffices to forbid all schedules , which 
have a projected curve s~ which separates two conflict points, one of which 
is a direct one. We will now introduce connected forbidden regions into 
each critical plane which will contain all conflict points. The exact boun- 
dary of a forbidden region is irrelevant because a schedule is represented as 
a set of curves. Therefore, we restrict the subsequent discussion to rec- 
tilinear polygons, i.e., polygons with sides parallel to the coordinate axes 
for the forbidden regions. To avoid ruling out schedules unnecessarily, such 
regions should be as small as possible. In general, there will be ruled out 
some serializable schedules since the condition of Lemma 3.3 is only 
FIG, 2. 
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I I 
T3 
,.T l 
serial izable schedule WlaW2aWzbW1cW3bW3c 
. . . .  not ser ia l izable schedule W1aW2aW2bW3bWBcW1c 
The opposite directions of Corollary 3.2 and Lemma 3.3 do not hold. 
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necessary. However, it is well known that the complete set of serializable 
schedules cannot be achieved by locking anyway (Lausen et aL, 1984; 
Papadimitriou, 1982; Yannakakis, 1984). 
A region R (a set of points in the plane) is SW-closed (South-West- 
closed), if for any two points (xl, y~) and (x2, Y2) in R, such that x~ < x2 
and yl>Y2, also the point (x l ,y2)  is included in R. The SW-closure of 
region R, denoted SW(R),  is the smallest SW-closed region containing R. 
Analogously, we define that region R is NE-elosed (North-East-closed), if 
for any two points (xl, y~) and (x2, Y2) in R, such that x~ < x2 and Yl >Y2, 
also the point (x2,yl) is included in R. The NE-closure of regionR, 
denoted NE(R), is the smallest NE-closed region containing R. We say that 
region R is NESW-closed, if R is both SW- and NE-closed. The NESW- 
closure of R, denoted NESW(R),  is the smallest NESW-closed region con- 
taining R. An example of a NESW-closed region is given in Fig. 3 (ignore 
the dashed lines). 
FACT 3.4. Let z = { T1, T2 } be a transaction system, and let R be a con- 
nected region in the ( TI, T2) plane. The set of curves of schedules not cutting 
R equals the set of curves of schedules not cutting NESW(R).  
Region R in the plane is called r-convex (rectilinearly convex), if for any 
two points (x, y~) and (x, y~) in R the line segment between (x, y~) and 
(x, Y2) is also included in R, and for any two points (Xl, y) and (x2, y) in 
R, the line segment between (Xl, y) and (x2, y) is also included in R. Given 
a region R in the plane, a connected r-convex hull, or or-convex hull, of R, is 
a smallest connected r-convex region containing R. A NESW-closed or-con- 
vex hull of a region R is the NESW-closure of a cr-convex hull of R. An 
example of different NESW-closed cr-convex hulls is given in Fig. 3. 
We call a pair of transactions Ti, Tj, i:~j, critical, if the plane (Ti, Tj) 
contains at least two conflict points, one of which is a direct one. The 
following theorem summarizes the above and is the basis for the locking 
policy discussed in the sequel. 
I • ° . . . . .  - 
I 1 t t ~T  I 
FIG. 3. Three NESW-closed cr-convex hulls. 
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THEOREM 3.5. Let t= { T1,..., Td}. A schedule s o f t  is serializable if for 
each critical pair of transactions T~, Tj ~ z, the curve s U does not intersect he 
NESW-closed cr-convex hull of all conflict points. 
4. THE PRE-ANALYSIS LOCKING POLICY PAL 
Since rectilinear forbidden regions can be defined by locking 
(Papadimitriou, 1983), we will study locked transaction systems in the 
sequel. 
A locked transaction system Lz is a set of locked transactions, Lz = {LT1, 
LT2,..., LTa}, where each locked transaction is a transaction containing 
lock v (Iv) and unlock v (uv) operations besides the read and write actions, 
for v ~LV. LV  is the set of locking variables; it is independent of the set of 
entities. For any v ~ L V and any locked transaction, there is at most one 
lock v and one unlock v operation in the transaction; lock v must be 
followed by unlock v, and unlock v must be preceded by lock v. 
The meaning of the locks is that after the execution of operation lock v 
for some v s LV  in locked transaction LTi, operation lock v is not allowed 
to be executed in locked transaction LTj before unlock v has been executed 
in LTi. The lock and unlock operations hence act as binary semaphores 
between transactions, and only schedules following these rules are allowed. 
We say that a locked schedule Ls of Lz is legal, if in Ls each lock v 
operation is followed first by an unlock v operation before the next lock v 
operation. L(LQ denotes the set of legal schedules of Lz. We say that Lz 
realizes the set of schedules St = L(Lt)/{lock v, unlock v Iv ~ LV}, where 
A/B denotes the deletion of all symbols in B from all words in A. Lz is safe, 
if all schedules in Sz are serializable. 
Our goal is to develop a locking policy that allows us, for any given 
transaction system z, to compute in polynomial time a safe locked version 
Lz of z according to Theorem 3.5. The time bounds we shall present for 
Algorithm Pre-analysis Locking are merely rough upper bounds. 
ALGORITHM PRE-ANALYSIS LOCKING. 
Let z = {T1,... , Td} be a transaction system. 
1. Determine the set of direct and indirect conflict points between all 
pairs of transactions of z. 
2. For each critical pair Ti, Tj construct a NESW-closed cr-convex 
hull of all conflict points in the plane (Ti, Tj). 
3. For each transaction Ti regard T~ as a locked transaction LTi with 
no lock and unlock operations. 
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For each locked transaction LT~ do: 
For each transaction LTj, j ~ i, such that the pair T~, Tj is 
critical, do: 
augment LT~ by locks and unlocks derived from the 
NESW-closed cr-convex hull of the conflict points in the 
plane (T;, Tj). 
We will consider the operations of the algorithm in more detail. Let n be 
the total number of actions in v, d is the number of transactions in r. 
4.1. Direct Conflict Points 
The set of direct conflict points of a pair Ti, Tj is denoted dp(i,j). All 
possible sets dp(i,j), i eL  can be computed in O(n(d+ log n)) time. To this 
end sort the set of all actions according to the adressed entities. Process the 
resulting list from left to right. For each action, by a scan of the 
neighbourhood, the at most O(d) direct conflict points having it as a coor- 
dinate can be found in O(d) time. 
4.2. Indirect Conflict Points 
Let dp(i,j) be the set of direct conflict points between Ti and Tj, and let 
dpi(i,j) be the set of actions of Ti occurring in dp(i,j), and let dpj(i,j) be 
the set of actions of Tj occurring in dp(i,j). Construct an undirected graph 
G(v)= (V, E), where the set of vertices represents the set of transactions, 
denoted V= { T 1,..., Td}. G(z) is called the conflict point graph of z. There is 
an edge between Ti and Tj, denoted by (T i, Tj), iff dp(i,j)¢O. A simple 
path in G(z) is a sequence of different edges (Til , Ti2), (Ti2 , Zi3),... , 
(T~,_ 1, T~,), with u~>3, such that for w~w',  Tiw~ Tiw,; we say that the path 
connects T;I with T;. The set of indirect conflict points between T~ and Tj, 
i~j, can be determined from the simple paths connecting Ti and Tj in the 
following way. Consider any such simple path, say the path (Ti, Tk) ..... 
(Th, Tj). Then for any action x~ dp~(i, k) and any action y~ dpj(h,j), point 
(x, y) is an indirect conflict point in the plane (T~, Tj). Hence, all points 
(x', y') E dpi(i, k) × dpj(h,j) are indirect conflict points between T~ and Tj, 
where × denotes the Cartesian product. However, for the construction of 
the NESW-closed cr-convex hull of the set of conflict points it is, of course, 
equivalent o consider the northwest and southeast corner points of the 
rectangular pattern of conflict points obtained by dp~(i,k)xdpj(h,j). 
Therefore, for the computation of the indirect conflict points it is sufficient 
to associate with each edge (T~, Tk)sE the four actions first;(/, k), 
lasts(i, k), firstk(i, k), lasts(i, k), instead of the entire set dp(i, k), where 
firsti(i, k) denotes the first of the actions of dp~(i, k) in T~, and lasts(i, k) 
denotes the last of the actions of dpi(i, k) in Ti, and similar for dpk(i, k) and 
T~. The indirect conflict points between T~ and Tj resulting from simple 
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path (Ti, T~) ..... (T h, Tj) are then (lasti(i,k), firstj(h,j)), and (first~(i, k), 
lasb(h,j)). 
In order to determine all indirect conflict points efficiently it is 
prohibitive to explicitly investigate all simple paths. In Appendix A we out- 
line a procedure which takes no more than O(d+ e 2) time, where e is the 
number of edges in G(z). 
4.3. NESW-c losed cr-convex Hull. 
A NESW-closed cr-convex hull of a set of points in a plane can be 
obtained in linear time in the number of points (Ottmann et al., 1984), if 
the points are sorted. Since we have at most O(n 2) conflict points, sorting 
consumes at most time O(n 2 log n). The algorithm of Ottman et al. (1984) 
takes the set of conflict points of transactions T~, Tj as input. Then, the left 
lower and the right upper corner points of the smallest rectangle bounding 
the set of conflict points is added temporarily to the set of conflict points. 
Then, these points are sorted lexicographically with increasing T~ coor- 
dinate and decreasing Tj coordinate. The sorted sequence of points is scan- 
ned, keeping track of all upper left corner points of a cr-convex hull of the 
points as follows. The first corner point is the first point in the sequence. As 
soon as during the scan a point with higher Tj coordinate then the actual 
corner point is found, that point replaces the actual corner point. When all 
points have been scanned, all corner points have been found, that is, an 
upper contour of a NESW-closed cr-convex hull has been determined (see 
Fig. 4). 
In case the NESW-closed cr-convex hull of the set of points is not uni- 
quely defined, care must be taken to ensure that a lower contour does not 
intersect he upper contour. Therefore, the set of points considered for a 
lower contour is the preliminary set of points, augmented by the following: 
Tz 
[ I  
I I 
! 
i t ~, TI 
corner point of smallest bounding rectangle 
extra point to ensure correctness of lower contour 
FIG. 4, Const ruct ion  of NESW-c losed  cr -convex hull. 
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for any two corner points (x, y) and (x', y') that are adjacent on the upper 
contour and appear in this order during the scan, the point (x', y) is added 
to the set (see Fig. 4). Then, for the new set of points the lower contour is 
constructed similarly. 
FACT 4.1. For each hull constructed in the described way, each coor- 
dinate of a corner point b also a coordinate of a conflict point. 
4.4. Derivation of Lock/Unlock Operations 
An exact cover of a NESW-closed cr-convex hull with a minimum num- 
ber of overlapping rectangles can be found in time linear in the number of 
corner points of the contour of the hull, in a way which was first described 
in Lipski and Papadimitriou (1981). Consider the sequence of corner 
points along the upper contour of hull H, in sorted order from left to right, 
say P1, P2 ..... Pop, and the sequence of corner points for the lower contour 
in the same order, say Q1, Q2,..., Q~ow. Let R(Pi, Qfl denote the rectangle 
with left upper corner point P~ and right lower corner point Q j, for Qj to 
the right and below P~. (We will consider a line as a degenerate r ctangle.) 
Any such rectangle lies entirely in H, because the contours of H are non- 
decreasing in both coordinates. Choose R(P1, Qx) to be the first rectangle 
to be used to cover H. Let R(P~, Q j) be the rectangle just chosen. Then the 
next rectangle is chosen as follows. If P; ~ Pup and P~+I does not lie to the 
right of Qj, then let P' = Pi+ ~, otherwise let P' = Pi. If Qj ¢ Qlow and Qj+ 1 
does not lie above P~, then let Q '= Qj+ 1, otherwise let Q '= Qj. Now let 
R(P', Q') be the next rectangle to be chosen. Note that R(Pi, Qj) overlaps 
or touches R(P', Q'). This process is to be repeated until P' =Pup and 
Q' = Q~ow; then, H is covered by a minimum number of rectangles. Clearly, 
an upper bound for the time needed is O(nd), since each action may be a 
coordinate of at most two corner points in at most d planes. 
FACT 4.2. For each rectangle R(P, Q) used for covering the hull in the 
described way, each coordinate of a corner point is also a coordinate of a 
conflict point. 
Lock and unlock operations are inserted into the transactions according 
to the covering rectangles. To avoid side effects, we use an extra locking 
variable for each rectangle. This implies, that each locking variable v occurs 
in exactly two transactions; we say v acts in the corresponding plane. Con- 
sider a pair Ti, Tj and a rectangle R(P, Q) in the (Ti, Tj) plane. Let 
P = (A~p, Ajq), Q = (Aip,, Ajq,). We insert the corresponding lock operations 
in T~ (Tfl before Aip (Ajq,), but after A~p_l (Ajq,_l), if the latter exists. 
Unlock operations are inserted after A~p, (Ajq), but before A~p,+l (A~q +,), if 
the latter exists. Hence the original covering rectangles are slightly enlarged 
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to become the covering rectangles implied by the lock/unlock operations. 
We additionally impose an order on lock and unlock operations that are 
inserted between neighboring actions: all unlock operations have to 
precede all lock operations. 
FACT 4.3. Each locked transaction system LTij = {LT~, LTj}, i #~ con- 
structed in the described way is safe. 
During step 3 of PAL we consider every critical pair T~, Tj. It follows 
from our pairwise decomposition of the safety problem (cf. Theorem 3.5), 
that the relative position of lock/unlock operations acting in different 
planes between any two neighboring actions of a locked transaction does 
not affect safety. Thus PAL can construct Lz as follows: 
FACT 4.4. Let Lz be a locked transaction system constructed by PAL. Lr 
is safe and for each LT ie  Lz and any pair lv, uv' of LT  i there holds: I f  no 
action is between lv and uv', then uv' precedes lv. 
For an example, Fig. 5 shows covering rectangles of the hull in Fig. 4, 
which are implied by lock/unlock operations, which have been derived 
from the five covering rectangles resulting from the covering-algorithm. 
Observe that the original covering rectangles are slightly enlarged by this. 
4.5. Summary 
THEOREM 4.5. Pre-analysis locking (PAL) is a safe locking policy, i.e., 
PAL transforms any transaction system z into a safe locked transaction 
system Lz in polynomial time. 
An upper bound for the runtime of PAL is O(n 2 log n + e2), where n is 
the total number of actions, and e is the number of edges in the conflict 
point graph G(Q. 
T2 
F.q 
F'_--,z'z~__~ 
I t---V - -  
[ I 
I [ I I ~. TI 
FIG. 5. Defining coveting rectangles by lock/unlock operations. 
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Finally, the following property of PAL is worthy to note. The NESW- 
closed cr-convex hull constructed according to Ottmann et al. (1984) for a 
pair (T~, Tj) of transactions is different from the NESW-closed cr-convex 
hull for (Tj, Ti), whenever the hull is not unique. Nevertheless, we will not 
make any assumptions on the order in which transactions are considered in 
the hull algorithm. All properties of PAL relating conflict points to lock 
operations hold, no matter how this ambiguity is resolved. 
5. FREEDOM FROM DEADLOCK OF PAL 
In this section, we will add some further simple steps to PAL which will 
make PAL a deadlock free locking policy, i.e., which will make any locked 
transaction system constructed by PAL free from deadlock. A locked trans- 
action system Lz is called free from deadlock (deadlock free), if every legal 
prefix of a locked schedule of Lz can be extended to a legal locked schedule 
of L~. 
To avoid pairwise deadlocks, i.e., deadlocks of some Lzij= {LT~, LTj}, 
each augmentation i step 3 of PAL is performed in the following way. The 
needed locking variables are drawn from an unbounded resource, namely 
from the set LV= {v;] i a natural number}, in order of increasing i. For 
each pair of transactions, the lock/unlock operations are inserted into the 
transactions in the same order the covering rectangles have been 
introduced by the covering-algorithm (see Sect. 4, also Fig. 5). Hence, 
within each transaction, all locks acting in the same plane are inserted such 
that they occur in order of increasing i. It follows: 
FACT 5.1. PAL is free from deadlock between pairs of transactions. 
Consider a locked transaction system Lz = {LT1,..., LTd}. Assume Lr is 
not free from deadlock. Then there must exist a sequence of locked trans- 
actions, say LTI ..... LTk, and a set {Wl,..., wx} ~_ LV of locking variables as 
shown in Table 1. Moreover, there must exist a legal partial locked 
schedule LsD containing exactly the actions up to but not including lwi for 
TABLE I 
A Potential Deadlock Situation 
LT I  : " ' "  lw~, . . . . . .  lw l  . . . . . .  UWk' ' "  
. . : . 
LT I :  " '"  lw i _  a . . . . . .  lw l  . . . . . .  uw i_  1 " '" 
LTk :  " " lWk 1 . . . . . .  lwk  . . . . . .  UWk 1" ' "  
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each transaction LTi, 1 <~ i<<, k. We characterize such a deadlock situation 
by a deadlock cycle LTk ~ LTI ~ ... ~ LTk in the following, and we call 
LsD the corresponding deadlock schedule. From Fact 5.1 we know that 
PAL is free from deadlock for k ~< 2. 
A deadlock with cycle LTk ~ LT1 -~ "" ~ LTk is called actionless, if for 
each locked transaction LT~ there are no actions between lwj and lw~, 
where l~<i~<kand j= i - l i f i> l  and j=k i f i= l .  
To avoid actionless deadlocks, the following step is added to PAL: for 
each locked transaction, between any two actions the lock operations are 
sorted according to the order of the locking variables. Since lock 
operations acting in the same plane are already positioned in that order, 
only locks acting in different planes may be reordered, what cannot affect 
safety of the locked transaction system. 
FACT 5.2. PAL & free from pairwise and actionless deadlock. 
The following restatement of Fact 4.2 will be crucial for deadlock 
freedom: 
FACT 5.3. Let v be a locking variable which acts in the plane (LTi, LTj), 
and let Aip and Ajq be the first actions succeeding lv in LTi and Tj, respec- 
tively. Then there exist conflict points (Aip, Ajq,), (A~p,, Ajq) in the plane 
(LTi, LTj), for some Ajq. and Aip,. 
If PAL is not free from deadlock, then from the corresponding deadlock 
cycle, say LTk --4 LT1 ~ "" ~ LTk, there follows a deadlock schedule Lso 
as characterized in Fig. 6. Let Alp I be the first action after lwk in LT1 
L T 2 
LT 3 
A2q2 
1 W2 
D23 1 wl 
lw3 lw2 
FIG. 6. 
I op D 
l I l • LT  l 
lWk L ~ w l  
lWk 
LT 
A deadlock situation. 
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according to Fact 5.3. Without loss of generality, assume that A lpl precedes 
lw I in LT1, since PAL has no actionless deadlock. Let A2q 2 be an action 
according to Fact 5.3. Hence, there exist conflict point paths from Alp 1 to 
some action Akqk and from some action A3p 3 to A2q 2. Since between any 
pair of neighboring transactions in a deadlock cycle there exists a direct 
conflict point, we can construct a conflict point path from Alpl to A2q 2 
yielding a conflict point PD = (Alp~, A2q2), if T 1 is not part of the conflict 
point path from A3p 3 to A2q2, and T2 is not part of the conflict point path 
from Alp I to Akq k. Under this assumption we can derive a contradiction to
PAL being pairwise deadlock free from the existence of PD as follows. PAL 
covers all conflict points by rectangles. Hence, Po will be contained in a 
rectangle. Since all rectangles of a plane form a connected region, the pro- 
jected deadlock schedule LsD,2 cannot be further extended without crossing 
a forbidden area, which clearly contradicts PAL being pairwise 
deadlockfree. Further, since an actionless deadlock cannot occur, a forbid- 
den region in the plane of (LT~, LT2) is necessary due to PD as it is shown 
in Fig. 6 (dashed lines). To derive a general contradiction to the 
assumption PAL not being free from deadlock, we need a detailed analysis 
of the possible locations of conflict points. However, the preceding dis- 
cussion gives us an intuitive understanding, why PAL will be free from 
deadlocks. The reason is the linkage of direct and indirect conflict points 
with lock operations (cf. Fact 5.3). Whenever a lock operation is perfor- 
med, we can be sure that the next action is a coordinate of a conflict point 
in the plane in which the respective locking variable acts. Therefore, in a 
deadlock cycle the action directly following a lock operation is a coor- 
dinate of a conflict point in the planes of the preceding and succeeding 
transaction in the cycle. Conflict points are contained in covering rec- 
tangles implied by lock operations. Thus, lock operations control lock 
operations in a deadlockfree way, if pairwise and actionless deadlock 
freedom is guaranteed (cf. Fig. 6). 
LEMMA 5.4. Assume there exists a deadlock with deadlock cycle LTk 
LT 1 ~ ... ~ LT  k according to Table 1. Then for each direct conflict point 
(Aip,, A jr) in plane (LTi, LTj) of neighboring transactions in the cycle, there 
holds Aip,> lw i or Ajqj < lwj. 
Proof Assume there exists a direct conflict point (A~p,,Am), and 
Aip,<lw~, and Ajqj> lwj. We then can derive a situation in analogy to 
Fig. 6, which is a contradiction to PAL being pairwise deadlock free by 
applying the same arguments as above. | 
We will derive a contradiction to LT not being deadlock free. We will do 
this by systematically studying the possible locations of direct conflict 
points in the planes of neighboring transactions ofa deadlock cycle LTk 
643/70/2-3-8 
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LT~ "" ~LT  k. Let LT i - -*LT j  be an arc of the cycle. We write 
LT~ ~o LTj ,  if there is at least one direct conflict point in the plane 
(LTe, LTi  ) with Ajqj<lwj. We write LTi  ~ ILT j  if there is at least one 
direct conflict point with Aip ,>lw,  This marking of arcs is called direct 
conflict point marking. The possible direct conflict point markings of a 
given deadlock cycle then can be characterized as follows. 
LEMMA 5.5. For each direct conflict point marking of  a deadlock cycle 
LTk ~ LT1 ~ "" ~ LT~, k >>. 3, at least one of  the following holds: 
(i) LTK --* ~ LT1 ~1 ... ~1LT~,  i.e., all markings are 1. 
(ii) LTk ~ o LT  1 ~ o ... __+o LTk,  i.e., all markings are O. 
(iii) LTk ~ ° LT I  - .  I LT2 ~ ° ... ~ I LTk,  or, LTk ~ ~ LTI  ~ ° 
LT2 ~1 ... _.o LTk,  i.e., the markings are alternating. 
(iv) The cycle contains a sequence LTi  ~ ° LT j  ~1LTr  ~ i LTd. 
(v) The cycle contains a sequence LTi  -* ° LT j  ~ ° LTr ~ ~ LTd. 
Proof  According to PAL, there is at least one direct conflict point 
between any two transactions adjacent in the deadlock cycle. Therefore, 
every arc of every deadlock cycle possesses at least one of the markings 
0, 1. Assume none of (i)-(v) holds. Then there must exist at least one of the 
following two sequences of arcs: 
(1) LT~ __,1 LT j  __)1 LTr 4 ° LT~, 
(2) LT i~ ILT j~°LTr  ~°LT~.  
If marking 1, 1, 0 is part of the cycle, then start with Ti and go backwards 
in the cycle until the first (next) 0 is met. This marking 0 must exist; it 
forms a sequence of markings 0, 1, 1 according to (iv) in the cycle. The case 
1, 0, 0 is symmetric: go forward instead of backward, and exchange 1 with 
0. The result then is a marking according to (v). | 
To prove the main theorem we will consider each one of the above five 
cases separately. The proof is contained in Appendix B. 
THEOREM 5.6. PAL  is deadlock free. 
6. ANALYSIS AND OUTLOOK 
We will analyze PAL with respect to 2PL policies. Figure 7 shows a 
transaction system for which PAL allows all serializable schedules; the two 
curves indicate schedules allowed by PAL which cannot be allowed 
simultaneously b  any 2PL policy. Figure 8 shows a transaction system for 
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LT2 
W( 
Wa 
We 
Wd 
Wb 
Ill I ' 
l i l  I , I 
I IL - - : -  L__, 
sz 
W~a WIb Wte W~c Wrd ~ LTz 
FIG. 7. Two schedules not allowed simultaneously by any 2PL policy. 
which the chosen 2PL policy, say 2PL*, which locks just before the 
corresponding action and unlocks as early as possible, allows all 
serializable schedules; the curve indicates a schedule allowed by that policy 
but not by PAL. It follows, that PAL and 2PL policies do not dominate 
each other. 
PAL and 2PL policies are conceptually different approaches. PAL 
requires predeclaration of the transaction system, while 2PL policies are 
dynamic in the sense that safety is guaranteed even if no a priori infor- 
mation about the transactions is available. PAL introduces lock/unlock 
operations according to the location of direct and indirect conflict points. 
2PL introduces lock/unlock operations according to the location of direct 
conflict points and the length of the transactions. For example, if we con- 
L~ 
wb 
Wa 
i i 
Wa ~'lb D,, L%.  
FIG. 8. 
PAL 
2PL * 
A schedule allowed by a 2PL policy and not by PAL. 
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LT2 
LT3~ ] I i ] 
Wc Wb Wa Wc 
- -  PAL 
. . . . .  p2PL  
Wb ] LI I I 
wc __'-7_] 
L ~ 
FIG. 9. PAL  in compar ison to 2PL policies. 
L~ 
sider a long transaction with only the first actions being a coordinate of a 
conflict point, then applying PAL will result in locking only a small part of 
the beginning of the transaction. However, applying 2PL*, we start unlock- 
ing just before the last action of the transaction, which implies, that the 
locked part depends on the length of the transaction and may be con- 
siderably larger than the part locked by PAL. 
In Fig. 9 we compare PAL with a preclaiming 2PL policy, say p2PL, 
which unlocks as early as possible. Both, PAL and p2PL are free from 
deadlock, but neither p2PL dominates PAL (cf. Fig. 7), nor PAL 
dominates p2PL (cf. Fig. 9). However, if PAL and p2PL are forced to keep 
locks until end of transactions, then PAL will dominate p2PL. In this case, 
PAL degenerates to a policy to find for each pair of transactions of the 
given system the first action which is a coordinate of a conflict point in the 
corresponding plane, while under p2PL each transaction locks all variables 
at once before executing any action. 
APPENDIX A 
Let ~= {T1,..., Td} be a transaction system, G(T) the conflict point 
graph, and dp(i,j) the set of direct conflict points between transactions Ti, 
Tje~, i¢j. 
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The indirect conflict points sufficient for constructing the NESW-closed 
cr-convex hulls for each pair Ti, Tj, i C j, can be constructed as follows. At 
first, because we are only interested in indirect conflict points for pairs of 
transactions having a direct conflict point as well, we only need to consider 
(simple) cycles in G(z). To this end we compute the biconnected com- 
ponents (Tarjan, 1972) of the graph G(z). We discard those biconnected 
components hat consist of exactly two vertices with an edge between them. 
Let graphs Gt= (V l, El), 1 <~l<~r, be the remaining biconnected com- 
ponents. They partition the edges into equivalence classes: two edges 
belong to the same class iff they are parts of a common simple cycle in 
G(z). Hence, when searching for all simple cycles, we may restrict our 
attention to edges within the same class Et, l ~ { 1,..., r }. Let us focus on the 
computation of all indirect conflict points for a pair Ti, T s of transactions, 
with (Ti, Ts)eEl. To this end, consider the graph Gt= (VI, El), where 
fit = Vt -{T  i, Ts}, and E" l is obtained from Et by removing all edges 
incident with Ti or Tj. Let G~,..., G{, f~> 1, denote the connected com- 
ponents of Gt, with Gg= (V~, Eg), for all gE {1 ..... f}. By that definition, 
there does not exist a simple path from T~ to Tj in Gt containing two ver- 
tices from two different connected components of GI. Hence, any simple 
path from T~ to T s in Gt (apart from edge (T~, Tj)) has to be obtained com- 
pletely in some of the connected components of Gt. For connected com- 
ponent G f of (7l, consider the set of those vertices of Vf that are incident 
with Ti in GI, and let us denote them by fig; analogously, let ~ be the set 
of vertices of if7 that are incident with Tj in Gl. Pick any two vertices Tk 
and Th, with Tk ~ fig and Th ~ ff~. Then, because Tk and Th belong to fig, 
there exists a simple path from Tk to Th in G f, and together with edges 
(T~, Tk) ~ Et and (Tj, Th) e Et, this path determines a set of indirect conflict 
points between Tg and Tj, namely the points (firsti(i, k), lastj(h,j)) and 
(lasti(i, k), firstj(h,j)). As this observation holds for any pair of vertices 
picked from fig and P~, we obtain the set ({first~(i,k')lk'Eff~}× 
{lastj(h',j)lh' ~ ff~})u ({last/(/, k')[k' ~ P~} × {firstj(h',j)lh' ~ ff~}). For 
the purpose of constructing the NESW-closed cr-convex hull, again the 
northwest and southeast corner points of the rectangular pattern of indirect 
conflict points are sufficient. 
The computation of the sufficient indirect conflict points can be done in 
the following way. The construction of G(z) takes at most O(d+e) time, 
where e is the number of edges in G(z). Then biconnected components and 
connected components of G(z) and subgraphs of G(z) are computed; a
single computation of all components of a graph can be performed in time 
linear in the size of the graph, i.e., in O(d+ e) time. As we compute com- 
ponents once for each edge in G(z) at most, the overall time for the con- 
struction of the indirect conflict points sufficient for hull computation is at 
most O(d + e2). 
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APPENDIX B 
THEOREM. PAL  is deadlock free. 
Proof  We assume that PAL is not deadlockfree, and we derive a con- 
tradiction by showing that a deadlock cycle cannot have any of the forms 
(i)-(v) of Lemma 5.5. Therefore assume that there is a deadlock cycle of 
one of the following forms: 
(a) A sequence LT i - - - r °LT j~ ILTr - - * I LTs ,  or LT i - - r °LT j~ ° 
LTr ~1 LTs, exists in the deadlock cycle (cases (iv) or (v) of Lemma 5.5). 
We can infer the existence of an indirect conflict point in the plane (LTr, 
LTj) by constructing a conflict point path (Arer, Asqs),..., (Aip,, Ajqj), where 
Arpr> lwr and Ajqj< lwj. But this implies a contradiction to PAL being 
pairwise deadlockfree, in analogy with Fig. 6. 
(b) A sequence of alternating markings exists in the deadlock cycle 
(case (iii) of Lemma 5.5). 
Without loss of generality, let the sequence be LT  k ~ o LT  1 .....~1 LT2 ~ o 
... __.o LTk_  1 ___~1 LTk. From this we get direct conflict points: 
(Akpk, Alql) and Alq 1 ,~ lWl, 
(A2p2, A3q3) and A3q 3 < lw3, 
(Ak 2p~_2, Ak lq~-1) and Ak_lqk_l <lWk_l. 
Since in each plane of neighboring transactions, there is at least one direct 
conflict point, we infer the following conflict point paths: 
(Alql, Akpk) ..... (A3q3, A2p2), 
(A3q3, A2p2) ..... (A5qs, A4p4), 
(Ak--lqk-l,Ak 2pk 2),'", (Alql, Akpk)" 
Since PAL is pairwise deadlockfree, it must hold (see Fig. 10): A2p2 < lw2, 
A4p4<lw 4..... Akpk<lw k. Otherwise a contradiction in analogy to Fig. 6 
follows immediately. 
Hence, in each plane of neighboring transactions LTi,  LTj ,  there exists 
- - a  direct conflict point (Atpi, A m) such that A~p i < lw~, Ajqj < lwj, if 
LTi  ~ ° LTj,  
- -  an indirect conflict point (Aiqi, Ajpj) such that Aiq, < lw~, A m < lwj, 
if LT~ ~ 1 LTj.  
Hence, since PAL constructs a connected forbidden region in each plane 
containing all conflict points, for any deadlock schedule Ls, the curve of 
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L1 
A2P2 ! 
', L I I 
~ ]Wi" AkPk Skz /lWk- Akp k 
LT 
FI6. 10. Conflicting actions in a deadlock. 
LTt 
Ls o must go above (Aipl, Ajq) (resp. (Aiqg, Ajp)); this implies: Ls(Akpk) < 
Zs(Ak-  lqk-l) < "'" < Ls(A2p2) < LS(Alql) < Ls(Akpk), a contradiction. 
(c) There is a sequence of markings that are all 0 (case (ii) of 
Lemma 5.5). 
In each plane of neighboring transactions LTi, LTj with arc LT~ --* LTj 
in the cycle, there exists a direct conflict point (Aipi, Ajqj) with Ajqj < lwj. We 
can derive a contradiction analogously to (b). 
(d) There is a sequence of markings that are all 1 (case (i) of 
Lemma 5.5). 
Without loss of generality, let the sequence be LT  k ~ x LT  t ~ 1 LT  2 ~ 1 
... ~1 LTk_ 1 ~ ~ LTk. In each plane of neighboring transactions LT~, LTj 
with arc LTi--*LTj in the cycle, there exists a direct conflict point 
(A~p,, Ajqj) with A~p, > lw~. Assume that for at least one pair of transactions, 
say LTk, LT~, there exists some action A~x between lwk and lWl in LT1. 
Then from Fact 5.3 it follows that there exists a conflict point (Aky, Alx) 
for some Aky. Hence, there exists a conflict point path (Aky, A]q~), 
(.,4rip1, A'vqz),... , (A~p,, Alx), l~0 ,  {Ti,..., T~} _z .  
The following arguments are illustrated in Fig. l l. Consider the path 
(A2p2, A3q3), (A3p3, A4q4),..., (Ak_lpk x, Akqk), (Aky, A'~q,),..., (A~,,A~x). If 
{TI,... , Tk} ~ {T i,..., T~} = ~ then there exists an indirect conflict point 
(A~, A2p:), which is a contradiction to PAL being pairwise deadlock free. 
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LTz 
LT s 
A2P2 
lw 3 lw 2 
lWk_ 1 
lw k 
lwi 
kP k 
LTi 
LT k 
FIG. 11. The location of conflict points in a deadlock. 
Now assume there exist 7',.' e { T'~,..., T} } and Tje { T~,..., irk } with 
T; = Tj. If there exists more than one such T~, consider that with largest 
index. Obviously, 7",'. # Tt. Assume 7",'. # T2 for that transaction. A con- 
tradiction results from the conflict point path (A2p2, A3q3) ..... (A j_  lpj 1' Ajqj), 
(Aipi, A' t i+ lqi+l)'"', (Alp,, Alx). 
The case T; = T2 remains. In this case, there exists a conflict point path 
(Azp~,A;+~q~+l),..., (A~p,,Atx), where {T'i+l,..., T~}c~ {T~,..., Tk}=~.  To 
avoid a contradiction to PAL being pairwise deadlockfree, we have 
A2p~<lw2. But finally consider the conflict point path (A2p~, A'i+aqi+l) ..... 
(A~m, Alx), (Alql ,  Akpk), (Akqk, Ak -  lpk_l) ..... (A4q4, A3p3). We conc lude  the 
existence of the indirect conflict point (A2p~, A3p3), which clearly contradicts 
PAL being pairwise deadlockfree. 
The remaining case is that for no pair of neighboring transactions LTe, 
LTj there exists an action Ajx such that lwi<Aj~<lw j. But this 
immediately is a contradiction to the existence of a deadlock, since PAL is 
free from actionless deadlocks. | 
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