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Abstract.27
The distribution of fragmentation products predicted by Monte Carlo simulations28
of heavy ion therapy depend on the hadronic physics model chosen in the simulation.29
This work aims to evaluate three alternative hadronic inelastic fragmentation physics30
options available in the Geant4 Monte Carlo radiation physics simulation framework31
to determine which model most accurately predicts the production of positron-32
emitting fragmentation products observable using in-beam PET imaging. Fragment33
distributions obtained with the BIC, QMD, and INCL++ physics models in Geant434
version 10.2.p03 are compared to experimental data obtained at the HIMAC heavy-ion35
treatment facility at NIRS in Chiba, Japan. For both simulations and experiments,36
monoenergetic beams are applied to three different block phantoms composed of37
gelatin, poly(methyl methacrylate) and polyethylene. The yields of the positron-38
emitting nuclei 11C, 10C and 15O obtained from simulations conducted with each39
model are compared to the experimental yields estimated by fitting a multi-exponential40
radioactive decay model to dynamic PET images using the normalised mean square41
error metric in the entrance, build up / Bragg peak and tail regions. Significant42
differences in positron-emitting fragment yield are observed among the three physics43
models with the best overall fit to experimental 12C and 16O beam measurements44
obtained with the BIC physics model.45
1. Introduction46
Heavy ion therapy delivers a highly conformal therapeutic radiation dose to a target47
region while minimising damage to surrounding healthy tissue [1]. This is particularly48
useful for treating deeply-situated tumours while minimising damage to proximal49
healthy tissue [2]. However, an unavoidable consequence of its steep dose profile is50
that treatment with an ion beam is very sensitive to positioning uncertainties - much51
more so than photon therapy. Small positioning errors may arise due to anatomical52
changes (e.g., organ motion, tumour regression), patient positioning errors, range errors53
from uncertainties in measurement of CT Hounsfield units and in the conversion of54
Hounsfield units into particle stopping power. Any of these may lead to substantial55
excess radiation exposure to normal tissue and insufficient dose being delivered to56
the tumour [1, 3]. Intra-fraction and post-fraction quality assurance and treatment57
validation is therefore a subject of great interest in the particle therapy community,58
since it offers the opportunity to identify dosing errors and correct them in subsequent59
fractions.60
For quality assurance and treatment validation, much research in particle therapy is61
aimed at developing new methods to measure particle range in patients and accurately62
estimate the spatial distribution and magnitude of the delivered dose. One approach63
to verifying the delivered dose distribution is to image the short-lived positron-emitter64
fragmentation radionuclides produced by the beam as it travels through the patient65
[4, 5, 6]. During heavy ion therapy, a fraction of the ions in the incident beam66
will undergo inelastic collisions with nuclei in the target volume, resulting in the67
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production of a range of fragments [1]. Some of these fragments will be positron-68
emitting radionuclides, which continue to travel a short distance in the target before69
coming to a stop, where they will eventually decay. Measurement and visualisation of the70
distribution of these secondary positron-emitting fragments offers a valuable opportunity71
for non-invasive quality assurance in heavy ion therapy [7, 8, 9, 10, 11, 12, 13]. As these72
radionuclides decay by positron emission, and the resulting positrons annihilate with73
electrons in the target, the spatio-temporal distribution of annihilations can be imaged74
using a PET scanner. For commonly-used ion species (e.g. 12C, 16O), PET imaging75
is normally performed as a post-treatment quality assurance (QA) procedure. This76
could also be extnded to real-time QA for online correction of range errors if either77
a very high-sensitivity PET scanner is employed and/or if the signal is enhanced by78
using a positron-emitting radioactive ion beam. Although the PET image is subject to79
blurring due to non-zero positron range, this degradation can be corrected by separating80
the positron-emitting radioisotopes through temporal analysis and performing image81
deconvolution on each image [14, 15]. The resulting image may then be compared to82
predictions from the treatment planning system and/or Monte Carlo simulations to83
confirm proper treatment delivery.84
Monte Carlo modelling of heavy ion therapy systems is a critical aspect of the85
development of reliable range verification and dose distribution estimation techniques.86
As such, it is necessary to establish the accuracy and precision of the physics models87
used by these simulations. Modelling nuclear interactions and the resulting secondary88
particle production is highly complex, because it involves high-energy nuclear physics89
interactions of a diverse range of nuclei, for which no fully validated models currently90
exist. Several Monte Carlo toolkits are suitable for this application, including Geant4,91
MCNP6 and FLUKA [16, 17, 18, 19]. Non-invasive in vivo range monitoring methods92
frequently make use of Monte Carlo predictions of the distribution of secondary particles93
to infer primary range and estimate dose from the observed image [20, 21].94
In this work, the spatial distributions of positron-emitting fragmentation products95
produced by irradiating a variety of homogeneous phantoms with 12C or 16O beams96
at different energies are experimentally measured (indirectly) and compared to results97
obtained by Monte Carlo simulations using Geant4 with three different hadronic ion98
inelastic physics models. Here, the absolute yields of the dominant positron-emitting99
fragmentation products (10C, 11C and 15O) are estimated by fitting a multi-exponential100
radioactive decay model to experimental data obtained using the a high-resolution in-101
beam whole-body DOI-PET imaging system at NIRS, Japan, during irradiation of102
gelatin, PMMA and polyethylene block phantoms with beams of 12C ions with energies103
of 148.5, 290.5 and 350 MeV/u and 16O ions with energies of 148 and 290 MeV/u104
[22]. The resulting yields are compared against those obtained from Monte Carlo105
simulations performed with each of the three evaluated Geant4 hadronic ion inelastic106
physics models: binary ion cascade (BIC), quantum molecular dynamics (QMD) and107
the Liege intranuclear cascade (INCL++). Experimental and simulation yields were108
evaluated across the full width at half maximum (FWHM) and full width at tenth109
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maximum (FWTM) of the beam in the irradiated volume. The normalised mean110
square error (NMSE) of the experimentally estimated yields per primary particle of111
each positron-emitting fragment to the values obtained via simulation was calculated at112
the entrance, build-up and Bragg peak, and tail regions.113
Section 2 presents a summary of the key related work in this field. The specific114
details of the experiment and Monte Carlo simulations are presented in Section 3.115
Experimental and simulation results are presented and discussed in Section 4 including116
an overall summary of the relative performance of each model, with final conclusions117
presented in Section 5.118
2. Related Work119
To date, no comprehensive analysis has been published comparing the accuracy of the120
various hadronic inelastic physics models available in Geant4 in terms of positron-121
emitting fragment production. However, numerous studies have partially addressed122
different aspects of this problem. This section summarises the most significant of these,123
in particular those studies where some experimental validation has been performed.124
Geant4’s models for electromagnetic interactions were validated for carbon ion125
therapy for energies between 90 and 400 MeV/u by Lechner et al., who compared126
simulated and experimentally-obtained depth dose curves produced by 12C beams127
incident upon water and polyethylene phantoms [23]. The location of the Bragg peak128
predicted by Geant4 was found to be in good agreement with experimental results;129
however, only 12C is evaluated, and the validation is strictly limited to validation of130
Geant4’s models for electromagnetic interactions, since the location of the Bragg Peak131
depends only on the electromagnetic physics model.132
Napoli et al. and Haettner et al. performed a series of experimental studies in which133
a ∆E-E telescope is used to identify the fragment species, such as carbon or oxygen,134
produced during particle irradiation with the resulting fragment momentum and angular135
distribution characterised for 12C beams incident on a range of thin and thick water and136
PMMA targets [24, 25]. This work was then extended by Bohlen et al., Dudouet et al.137
and Bolst et al., in separate studies comparing the predictions of Geant4 fragmentation138
models: Binary Ion Cascade, Quantum Molecular Dynamics and the Liege Intranuclear139
Cascade model with experimental results [26, 27, 28]. The ∆E-E telescope is able to140
distinguish between fragments with differing atomic number; however, it is unable to141
differentiate between different isotopes for ions heavier than helium (such as 10C and142
11C), which is of critical importance for PET quality assurance.143
A pioneering series of studies comparing Monte Carlo simulation results with144
experimentally-measured yields of positron-emitting nuclear fragments produced during145
proton and carbon therapy was conducted at GSI by Parodi et al. and Pönisch et146
al. [5, 21, 29, 30]. In these studies, experimental positron yields were obtained by147
imaging a PMMA target during irradiation by pencil proton and 12C beams using a148
PET system with a spatial resolution of approximately 7 mm. The FLUKA Monte Carlo149
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simulation framework was used to simulate the proton beam, while a specialised in-house150
simulation code was developed to model the fragmentation process during carbon ion151
therapy. This work demonstrated the feasibility of imaging a phantom during and after152
irradiation with proton and 12C beams and obtaining a positron activity profile along153
the beam axis; it also introduced the idea of fitting the observed activity profile to154
a multi-exponential radioactive decay model to estimate the proportions of different155
positron-emitting fragmentation products. This work provided valuable experimental156
data which was used in many subsequent studies [20, 31, 32, 33, 34, 35]. Further157
investigations by Sommerer et al. extended the work using FLUKA by conducting a158
more comprehensive analysis and comparison of the yield of positron-emitting fragments159
with the experimentally obtained results [18, 19, 36].160
Experimental work by Priegnitz et al. demonstrated an approach for predicting161
positron-emitting fragment distributions during carbon and proton therapy using a PET162
scanner with 7 mm spatial resolution [31, 32]. The yields of positron emitting nuclei163
10C, 11C and 15O were estimated by transversally integrating the observed activity over164
the whole phantom. A further study by Pshenichnov et al. attempted to compare the165
predictions of an equivalent Geant4 simulation with experimental estimates of positron-166
emitting fragments [34, 35]. This work was able to demonstrate that using the Binary167
Ion Cascade model, coupled with the Geant4 (version 8.0) Radioactive Decay model, the168
positron activity profile generated using 12C beams inside several different homogeneous169
phantoms is able to be estimated.170
Lau et al. explored the yields of positron-emitting fragments produced during171
carbon and proton therapy using Geant4 [37]. Different yields were obtained when172
alternative Geant4 fragmentation models were used. The Quantum Molecular Dynamics173
(QMD) physics model gave the closest agreement to the experimental results when174
compared to the BIC model; however, the total yields were averaged over the entire175
phantom and did not account for the spatial distribution of the fragmentation products.176
A study comparing the distributions of secondary particles predicted by different177
Monte Carlo codes undertaken by Robert et al. did find some notable differences178
between the results obtained with Geant4 (version 9.4) and FLUKA, especially in the179
gamma spectrum yields and distribution when using incident proton or carbon beams180
[33].181
Li et al., used Monte Carlo simulations to provide a method for range verification182
[20]. Their approach was validated using experimental data provided by Parodi et al.,183
which was compared to results from their Geant4 simulations using the Bertini Cascade184
physics model [21]. When the positron activity profile was normalised to the maximum,185
good agreement was achieved between the simulation and experimental results.186
In summary, there remains a significant knowledge gap concerning the best Geant4187
hadronic inelastic ion fragmentation models for simulation of heavy ion therapy. We188
intend to address this gap by comparing the spatial distributions of positron-emitting189
fragmentation products resulting from the irradiation of a variety of homogeneous190
phantoms with 12C or 16O beams at different energies, since these are most relevant191
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for quality assurance methods based on in-beam in vivo PET.192
3. Materials and Methods193
The evaluation of the three alternative hadronic ion fragmentation models in Geant4194
was performed by comparing the predicted depth-dose curves and fragmentation product195
distributions resulting from simulations conducted with each of the three models (BIC,196
QMD, INCL++) to that measured experimentally using the normalised mean squared197
error performance metrics. These comparisons have been performed for carbon ion198
beams at three incident energies and oxygen ion beams at two incident energies in three199
different homogeneous phantoms.200
The models evaluated were the Binary Ion Cascade (BIC), Quantum Molecular201
Dynamics and Liège Intranuclear Cascade (INCL++) models [38, 39]. BIC tracks202
interactions between primary/secondary particles and target nucleons sequentially203
(hence “binary”), using experimental cross-section data to determine the probability204
of each type of interaction. Secondary particles are then tracked in turn until both the205
maximum and average energy of the particles falls below a threshold; in this manner,206
a single primary results in a tree-like probability graph until all particles are below the207
minimum energy threshold [38]. By contrast, the QMD model considers multi-body208
interactions between all nucleons in both projectile and target nuclei. This is intended209
to offer greater fidelity in the simulation at the cost of computational complexity [38].210
Finally, INCL++ is a newer spallation-based model suitable for “light ion” nucleus-211
nucleus interactions (note: rather confusingly, in this context, the term “light ion”212
includes “heavy ions” such as carbon and oxygen, due to the different nomenclature213
used in the high energy physics and medical physics communities) [39, 38].214
Monte Carlo simulations were performed using Geant4 toolkit version 10.2.p03215
[16] ‡. Electromagnetic interactions were modelled using the standard Geant4 physics216
option 3 list (G4EmStandardPhysics option3), while the hadronic physics models used217
are listed in Table 1.218
Experimental measurements were performed at the physics beamline of the219
Heavy Ion Medical Accelerator in Chiba (HIMAC), at Japan’s National Institute for220
Radiological Science (NIRS) in January 2018 with beam parameters for each ion species221
and energy listed in Table 2.222
3.1. Depth-Dose Relationship in Water223
Experimental dosimetric measurements were performed using a water phantom and a224
cruciform ionisation chamber array (Figure 1) [40]. The ionisation chamber consists of225
two intersecting arms at right angles, both at right angles to the beam, each featuring226
‡ In this version of Geant4, the use of the G4IonBinaryCascadePhysics model results in the use of
G4BinaryLightIonReaction model (Binary Light Ion Cascade); throughout the rest of this paper, this
physics model will be referred to as Binary Ion Cascade (BIC).
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Table 1: Hadronic physics processes and models used in all simulations.
Interaction Energy Range Geant4 Model
Radioactive Decay All energies G4RadioactiveDecayPhysics
Particle Decay All energies G4Decay
Hadron Elastic 0–100 TeV G4HadronElasticPhysicsHP
Ion Inelastic <100 MeV Binary Light Ion Cascade
100 MeV–10 GeV BIC or QMD or INCL++
Neutron Capture 0–20 MeV NeutronHPCapture
>19.9 MeV nRadCapture
Neutron Inelastic 0–20 MeV NeutronHPInelastic
>19.9 MeV Binary Cascade
Proton Inelastic 990 eV–10 TeV Binary Cascade
Table 2: Beam parameters for each ion species and energy. All beams had an energy
spread of 0.2 % of the nominal energy; 95% confidence intervals are listed for beam flux.
Ion Energy (MeV/u) σx (mm) σy (mm) Beam flux (pps)
12C 148.5 2.77 2.67 1.8×109 ± 3.8×107
12C 290.5 3.08 4.70 1.8×109 ± 6.4×107
12C 350 2.50 2.98 1.8×109 ± 4.6×107
16O 148 2.79 2.89 1.1×109 ± 2.8×107
16O 290 2.60 4.90 1.1×109 ± 7.0×107
65 miniature ionisation chambers with a uniform spacing of 2 mm in both horizontal227
and vertical dimensions. Each individual ionisation chamber has a depth of 100 µm and228
the array is positioned with a geared stepper motor with a precision of 100 µm. Energy229
deposition is measured on the central ionisation chamber only and normalised to the230
entrance value to produce a normalised dose. The horizontal and vertical transverse231
beam profiles were obtained by fitting a 2D Gaussian function to the values obtained232
from the ionisation chamber array; these measurements were used to determine the233
beam dimensions for the simulation study.234
A depth-dose water phantom simulation study was performed using 12C and 16O235
ion beams using each combination of parameters specified in Table 2 with each of the236
three hadronic ion inelastic fragmentation physics models under evaluation (BIC, QMD237
and INCL++). All simulation parameters (phantom geometry and composition, beam238
energies and dimensions) were configured to match the parameters of the experimental239












Figure 1: The experimental configuration used for depth-dose measurements.
depth-dose measurements.240
3.2. Positron-Emitting Fragment Yield241
PMMA, polyethylene and gelatin (encased in a PMMA container) phantoms with242
dimensions of 100 mm×100 mm×300 mm were used for the positron yield experiments.243
Transaxial phantom dimensions were ten times the beam diameter, while the axial244
dimension was sufficient to encompass the maximum particle range for all ion species245
and energy ranges evaluated. The gelatin phantom comprised a 4 mm thick open246
rectangular prism PMMA container with internal dimensions of 92×92×292 mm3, which247
was then filled with gelatin. As a phantom material for heavy ion therapy, gelatin is248
essentially equivalent to water (the gel is 98% water by mass), while preventing migration249
of fragmentation products due to convection. An air gap of 1.75 m was present from250
the end of the nozzle to the surface of the phantoms.251
Positron annihilations were imaged using a whole-body DOI-PET scanner252
prototype developed at NIRS [22]. Each phantom was positioned so that the expected253
location of the Bragg peak was approximately located at the centre of the whole-body254
DOI-PET scanner’s field of view (CFOV), as shown in Figure 2. Three repeated255
irradiations and image acquisitions were performed for each phantom type. Two256
instances of each phantom type were used in these experiments, such that one phantom257
of each type could be irradiated while the positron-emitting radionuclides in the other258
phantoms were allowed to fully decay.259







Figure 2: The experimental configuration used for positron-emitting fragment yield
estimation. Image acquisition is performed with the whole-body DOI-PET scanner
[22].
The beam conditions for the irradiations are detailed in Table 2. Particle therapy260
irradiation normally consists of a periodic series of beam pulses (called spills); in these261
experiments, a total of 20 spills were used for each beam energy and phantom. Each262
spill had a beam-on time of 1.9 s followed by a beam-off time of 1.4 s, with a total spill263
period of 3.3 s.264
The whole-body DOI-PET scanner acquired coincidence data in list mode (i.e. a265
list of coincidence events in which the time of arrival, location and energy deposited266
by each half of the event is recorded sequentially) during the inter-spill periods and267
after the final spill post-irradiation, for a total image acquisition time of 30 minutes.268
Temporal histogramming of the list-mode data was performed in the post-irradiation269
period with frame lengths chosen such that decay would be observed over several270
half-lives of 11C, 10C and 15O (20 min, 19 s and 2 min respectively). PET images271
were then dynamically reconstructed frame-by-frame using the 3D ordinary Poisson272
ordered-subset-expectation-maximisation (3D-OP-OSEM) algorithm, with a voxel size273
of 1.5×1.5×1.5 mm3.274
The absolute yields of each positron-emitting radionuclide were estimated by275
parametrically fitting a simple multi-exponential radioactive decay model to the276
observed time-activity curves (TACs), with no decay correction applied, via the277
Levenberg-Marquardt error minimisation algorithm [41]. Total activity as a function278
of time t in a volume with initial activities of 11C, 10C and 15O of A0,C11, A0,C10 and279
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(a) Fit to final 10 minutes of TAC (11C)



































(b) Fit to full TAC (10C, 15O)
Figure 3: Example TACs used for fitting the parameters of Equation (1) (with 12C
beam).
A0,O15 respectively, is given by280
Atotal(t) = A0,C11e
− ln t/TC11 + A0,C10e
− ln t/TC10 + A0,O15e
− ln t/TO15 (1)
where TC11, TC10, and TO15 are the half-lives of
11C, 10C and 15O, respectively.281
The model described in Equation (1) was fitted to TACs corresponding to the282
average activity in each of a stacked series of small volumes along the path of the beam.283
Firstly, Equation (1) was fitted to the final 10 minutes of the TAC under the assumption284
that all 10C and 15O had decayed by this point in order to obtain the activity A0,C11 of285
11C present immediately following irradiation (Figure 3(a)). Holding A0,C11 constant,286
the remaining coefficients of Equation (1) were then fitted to the TAC spanning the287
entire time period (Figure 3(b)). The process was performed for each 1.5 mm-deep288
sample volume extended along the path of the beam. Two different transverse in-beam289
regions were chosen: the full width at half maximum (FWHM) and the full width at290
tenth maximum (FWTM) of the beam.291
For quantitative analysis, three different regions were chosen: the entrance, build-292
up and Bragg peak, and tail regions (refer to Figure 4). The central build-up and Bragg293
peak region is defined as follows:294
• The proximal edge in the z dimension (along the path of the beam) is defined as295
the first point at which activity along the central axis exceeds the entrance plateau296
activity by more than than 5% of the difference between peak activity and the297
entrance plateau activity; and298
• The distal edge in z is defined as the last point at which activity is greater than299
5% of the absolute peak value.300
The entrance region is then defined as the region proximal to the build-up and301
Bragg peak region, while the tail region is defined as the region distal to the build-up302
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and Bragg peak region. In each of the specified regions, different physical processes will303
dominate the production of positron-emitting radionuclides. In the entrance region, the304
signal is dominated by target fragmentation from the primary beam, in the build-up305
and Bragg peak region the signal is dominated by fragmentation of the primary beam,306
while in the tail region the signal is dominated by the fragmentation of the target by307
light fragments from the primary beam and target.308





where N(Isotope) is the yield of the isotope under study in that region and310
N(Primary) is the total number of incident particles. Yields were calculated in each311
voxel along the path of the beam.312
For the corresponding simulation studies of fragmentation production, the beam313
was modelled as a series of 20 spills, with beam-on and beam-off intervals of 1.9 s and314
1.4 s, respectively (to match the HIMAC beam used in the experiment). PMMA, gelatin315
and polyethylene target phantoms were used, with phantom geometries, beam energies,316
beam dimensions and all other simulation parameters matching the experimental317
configuration.318
The same sets of beam parameters and phantoms were used in the Geant4319
simulations as for the experimental study. The locations of positron annihilation320
(corresponding to the origin of the 511 keV photons) occurring during the 30 minute321
simulated image acquisition period following final irradiation were scored with a voxel322
size of 1.5×1.5×1.5 mm3 and classified according to their parent radionuclide: either323
10C, 11C and 15O (other positron-emitting radionuclides were present only in negligible324
quantities). A total of 20 runs were simulated with the mean and standard deviation325
of the number of positron annihilations per incident particle calculated in each voxel326
with a total of 1.0 × 108 incident particles. The mean and standard deviation of the327
number of each type of parent positron-emitting radionuclide (10C, 11C and 15O) was328
also calculated for each voxel.329
The distributions of positron annihilations parent radionuclides (10C, 11C and 15O)330
were then convolved with a 3D Gaussian kernel with 2.6 mm FWHM in all dimensions,331
to model the point spread function of the whole-body DOI-PET system as measured by332
a 18F point source. The relative yields were then calculated using the multi-exponential333
model-fitting procedure as used for the experimental positron-emitting fragment yield334
analysis.335
The metric chosen to evaluate the accuracy of the different Geant4 hadronic physics336
models relative to experimental data was the normalised mean squared error (NMSE).337
For each phantom (PMMA, gelatin and polyethylene), beam type and energy, the NMSE338
of annihilation photons as well as the parent isotopes (10C, 11C and 15O) was calculated339
across the Nreg points in the entrance, build-up and Bragg peak, and tail regions.340









where Si and Ei are the simulation and experimental yields in the ith voxel of the341
Nreg voxels in region reg.342
4. Results and Discussion343
In Figure4 and 5(a), the entrance, build-up/Bragg peak, and tail regions are denoted344
A, B and C, respectively.345
4.1. Depth-Dose Relationship in Water346
The experimentally-measured and simulated depth dose measurements in the water347
phantom irradiated with mono-energetic 12C beams with energies of 148.5, 290.5 and348
350 MeV/u, normalised to entrance values, are shown in Figures 4(a)-4(c). The349
minimum measurable depth in the water tank is 26.1 mm due to the dimensions of350
the water tank (the shallowest entrance-dose samples are omitted from Figure 4(b) due351
to very high levels of noise which occurred during those measurements which was only352
discovered after the experiments were completed).353
The experimentally-measured and simulated depth dose measurements in the water354
phantom irradiated with mono-energetic 16O beams with energies of 148 and 290 MeV/u,355
normalised to the entrance value are shown in Figures 4(d)-4(e). The variation between356
the depth-dose curves obtained using each hadronic ion inelastic physics model was less357
than 5% in the entrance (A) and build-up/Bragg peak regions (B) (which is why the358
simulation depth-dose curves overlap to the point of obscuring each other in most cases).359
The large errorbars in the tail region of the QMD to BIC and INCL++ to BIC plots360
are a consequence of the very low dose recorded in this region (as can be seen in the361
upper sub-plots).362
From these results, it is clear that little variation is evident between the depth-dose363
curves produced using each of the three hadronic ion inelastic physics models. All of364
the evaluated models will provide an excellent prediction of the expected depth-dose365
relationship for the ion species and energies evaluated.366
Figure 4 shows that the experimentally-measured and the simulated depth-dose367
curves are in good agreement for both 12C and 16O at all evaluated beam energies.368
4.2. Positron-Emitting Fragment Yield369
The validation of the Levenberg-Marquardt method for the fitting of the TAC is370
discussed in the supplementary material. On average, the algorithm estimates the371
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(e) 16O, 290 MeV/u
Figure 4: The upper sub-plots show experimental (magenta) and simulated (blue =
BIC; red = QMD; green = INCL++) dose deposition as a function of depth for 12C and
16O ion beams, normalised to experimental entrance dose. The lower sub-plots show the
ratios between the depth-dose simulation results for QMD to BIC (red) and INCL++ to
BIC (green). 95% confidence intervals for dose measurements are < ±2% of the mean in
all cases and are omitted from the upper sub-plots for clarity; the ratio sub-plots show
95% confidence intervals every 5 mm.
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Figure 5: Absolute yields of positron annihilations in a PMMA phantom irradiated
by 350 MeV/u 12C, both total (5(a)) and down by parent radionuclides (5(b), 5(c)
and 5(d)) evaluated in the transverse central half-maximum region of the beam. The
corresponding ratio of the simulation result to the experimental result is shown under
the absolute yields. Blue = BIC, red = QMD, green = INCL++ and magenta =
experiment. A dashed line is drawn at the ratio equal to one. 95% confidence intervals
are shown. The 215 mm axial field of view of the whole-body DOI-PET scanner ranges
from 85-300 mm.
relative yield of 11C, 10C and 15O from the dynamic PET image with an error smaller 10%372
compared to the ground truth (the exact number of positron-emitting nuclei produced373
during the simulation, which is explicitly logged).374
An example of total annihilation photon yield and the yield per primary particle375
of the positron-emitting nuclei 11C, 10C and 15O within the transverse FWHM of the376
beam, are presented in Figure 5 for the specific case of a 350 MeV/u 12C beam and a377
PMMA phantom. The ratio between the experiment and simulation results is displayed378
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Table 3: Entrance region normalised mean square errors for 12C ion beams. Values
shown in bold type denote the closest agreement to experimental measurements. “X”







All e+ 11C 10C 15O All e+ 11C 10C 15O
PMMA
148.5
BIC 0.087 0.01 16 0.14 0.061 0.0036 13 0.078
QMD 0.13 0.12 6.7 0.19 0.12 0.11 5.6 0.17
INCL++ 0.41 0.41 0.81 0.55 0.69 0.68 0.15 0.79
290.5
BIC 0.034 0.0058 10 0.19 0.033 0.0033 10 0.22
QMD 0.059 0.091 3.4 0.05 0.043 0.076 3.6 0.04
INCL++ 0.2 0.23 2.6 0.21 0.17 0.19 2.6 0.18
350
BIC 0.016 0.058 4.9 0.2 0.027 0.11 4.1 0.042
QMD 0.12 0.19 1.4 0.082 0.15 0.22 1.3 0.089
INCL++ 0.2 0.21 1.3 0.24 0.22 0.23 0.91 0.25
Gelatin
148.5
BIC 0.29 0.023 11 0.19 0.22 0.042 11 0.1
QMD 0.16 0.049 4.7 0.17 0.13 0.081 4.5 0.15
INCL++ 0.26 0.15 6.7 0.55 0.27 0.16 6.3 0.55
290.5
BIC 0.14 0.039 12 0.17 0.14 0.045 20 0.16
QMD 0.032 0.059 5.8 0.068 0.021 0.061 11 0.045
INCL++ 0.13 0.062 8.7 0.26 0.11 0.053 15 0.21
350
BIC 0.075 0.25 5.4 0.22 0.037 0.31 5.2 0.09
QMD 0.094 0.35 2.4 0.086 0.13 0.4 2.7 0.1
INCL++ 0.11 0.03 4.1 0.26 0.15 0.064 3.6 0.27
Polyethylene
148.5
BIC 0.05 0.032 21 X 0.037 0.021 18 X
QMD 0.13 0.13 8.8 X 0.13 0.13 7.6 X
INCL++ 0.47 0.5 0.41 X 0.46 0.49 0.34 X
290.5
BIC 0.0068 0.0062 4.7 X 0.0051 0.0043 4.7 X
QMD 0.094 0.1 0.99 X 0.076 0.083 1.1 X
INCL++ 0.25 0.26 0.57 X 0.21 0.23 0.58 X
350
BIC 0.083 0.085 5.1 X 0.041 0.06 2.6 X
QMD 0.14 0.15 1 X 0.18 0.21 0.59 X
INCL++ 0.24 0.26 0.81 X 0.2 0.21 0.34 X
under each respective graph.379
The following sections present detailed tabulated results comparing each simulation380
model with the experimental results in the transverse FWHM and FWTM sections of381
the entrance, build-up/Bragg peak and tail regions. In each table, the simulation results382
with the closest agreement to experimental results (i.e. where the NMSE is closest to383
0) are shown in bold type.384
4.2.1. Entrance region The normalised mean squared errors between simulation and385
experimental total annihilation photon yield and the yield of each of the parent386
radionuclides in the entrance region for 12C and 16O beams are listed in Tables 3 and387
Tables 4, respectively.388
For a simulated 12C beam (Table 3), simulations performed using the BIC hadronic389
physics model show the closest agreement to the observed experimental results in390
terms of total positron annihilations observed in the entrance region for PMMA391
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Table 4: Entrance region normalised mean square errors for 16O ion beams. Values
shown in bold type denote the closest agreement to experimental measurements. “X”







All e+ 11C 10C 15O All e+ 11C 10C 15O
PMMA
148
BIC 0.0063 0.047 2.5 0.15 0.0047 0.046 3.4 0.12
QMD 0.11 0.14 1.1 0.15 0.1 0.14 1.5 0.15
INCL++ 0.48 0.48 0.29 0.55 0.46 0.47 0.37 0.55
290
BIC 0.015 0.067 2 0.078 0.034 0.1 2.2 0.011
QMD 0.14 0.16 0.85 0.11 0.17 0.19 1 0.15
INCL++ 0.38 0.39 0.22 0.33 0.38 0.4 0.26 0.36
Gelatin
148
BIC 0.45 0.0073 16 0.32 0.34 0.013 25 0.21
QMD 0.19 0.084 5.9 0.18 0.17 0.095 9.7 0.15
INCL++ 0.31 0.25 3.9 0.52 0.33 0.26 6.7 0.53
290
BIC 0.048 0.059 12 0.062 0.085 0.04 20 0.1
QMD 0.075 0.074 3.3 0.099 0.037 0.049 6.5 0.059
INCL++ 0.25 0.12 3 0.33 0.19 0.086 6 0.27
Polyethylene
148
BIC 0.1 0.093 1.1 X 0.11 0.11 0.81 X
QMD 0.23 0.23 0.68 X 0.24 0.24 0.45 X
INCL++ 0.62 0.63 0.099 X 0.62 0.63 0.08 X
290
BIC 0.049 0.046 2.8 X 0.021 0.019 3 X
QMD 0.15 0.15 2 X 0.098 0.095 2.2 X
INCL++ 0.42 0.43 0.29 X 0.35 0.36 0.35 X
and polyethylene phantoms. For gelatin, the QMD model provides the best match392
to the experimental measurements in the entrance region for energies of 148.5 and393
290.5 MeV/u, while BIC provides the best match at 350 MeV/u. In the case of the394
16O beam (Table 4), the BIC implementation provides the best fit for total positron395
annihilations.396
In all models, the production of 10C tends to be overestimated compared to the397
experimental estimates. However, this positron-emitting radioisotope is produced in398
relatively small quantities compared to the others, and small errors in the fitting of the399
multi-exponential radioactive decay model to the experimental data may have resulted400
in a underestimation of the true production of 10C (the small proportion of 10C in the401
observed PET signal does not significantly constrain the behaviour of the optimiser in402
these cases).403
For the carbon beam in the entrance region, BIC was the most accurate in 49%404
of energy and target combinations, QMD in 30% and INCL++ in 21%. For oxygen,405
BIC was most accurate in 61% of cases, QMD in 13% and INCL++ in 26%. BIC was406
therefore the most accurate model for both ion species in the entrance region; QMD was407
next best for carbon followed by INCL++ while these results were reversed for oxygen.408
4.2.2. Build-up and Bragg peak region The normalised mean squared errors between409
simulation and experimental total annihilation photon yield and the yield of each of the410
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Table 5: Build-up and Bragg peak region normalised mean square errors for 12C ion
beams. Values shown in bold type denote the closest agreement to experimental
measurements. “X” denotes measurements in which yields of that particular positron-






All e+ 11C 10C 15O All e+ 11C 10C 15O
PMMA
148.5
BIC 0.03 0.042 1.6 0.2 0.034 0.05 1.2 0.17
QMD 0.076 0.11 1.6 0.19 0.079 0.12 1.2 0.18
INCL++ 0.22 0.27 0.34 0.27 0.55 0.59 0.22 0.56
290.5
BIC 0.06 0.063 5.7 0.5 0.062 0.065 6.1 0.54
QMD 0.076 0.13 3.9 0.39 0.068 0.12 4 0.43
INCL++ 0.17 0.21 0.84 0.21 0.17 0.21 0.76 0.13
350
BIC 0.02 0.04 3.9 1.5 0.039 0.065 3.6 0.58
QMD 0.17 0.24 2.4 1.2 0.19 0.26 2 0.42
INCL++ 0.2 0.24 0.5 0.34 0.27 0.31 0.27 0.16
Gelatin
148.5
BIC 0.07 0.093 0.72 0.26 0.076 0.11 0.54 0.15
QMD 0.094 0.099 0.77 0.26 0.11 0.15 0.57 0.15
INCL++ 0.18 0.16 0.64 0.35 0.21 0.22 0.41 0.38
290.5
BIC 0.017 0.036 3.1 0.38 0.018 0.036 3.6 0.4
QMD 0.091 0.2 2.1 0.29 0.084 0.2 2.3 0.3
INCL++ 0.14 0.15 1.2 0.19 0.15 0.17 1.1 0.15
350
BIC 0.033 0.075 2.6 1.1 0.05 0.097 3.4 0.44
QMD 0.22 0.37 1.5 0.81 0.23 0.37 1.9 0.31
INCL++ 0.19 0.18 1.2 0.21 0.26 0.27 1.1 0.17
Polyethylene
148.5
BIC 0.049 0.062 1.8 X 0.046 0.06 1.5 X
QMD 0.11 0.14 1.8 X 0.11 0.14 1.5 X
INCL++ 0.17 0.2 0.21 X 0.19 0.22 0.13 X
290.5
BIC 0.044 0.043 3.6 X 0.041 0.04 4.2 X
QMD 0.14 0.17 2.3 X 0.12 0.15 2.5 X
INCL++ 0.12 0.14 0.34 X 0.12 0.14 0.34 X
350
BIC 0.066 0.071 2.7 X 0.024 0.032 2.4 X
QMD 0.19 0.22 1.5 X 0.21 0.24 1.2 X
INCL++ 0.17 0.19 0.25 X 0.21 0.23 0.11 X
parent radionuclides in the build-up and Bragg peak region for 12C and 16O beams are411
listed in Tables 5 and Tables 6, respectively.412
The results of the comparison are slightly different in the build-up and Bragg peak413
region compared to the entrance. For a simulated 12C beam (Table 5), BIC outperforms414
all other hadronic physics models in all phantoms and at all energies in terms of both415
total positron annihilations and 11C production. It achieves very good agreement with416
the experimental data in most cases. The discrepancy between the simulated and417
experimental estimates of 10C production is still large, but smaller than in the entrance418
region.419
With the 16O beam (Table 6), BIC produces the overall best match for positron420
production (performing best in 5 of the 6 combinations of energy and phantom). The421
production of 15O is best modelled by BIC in most cases; again, 10C production is422
overestimated by all models compared to the fitted experimental data.423
For the carbon beam in the build up/Bragg peak region, BIC was the most accurate424
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Table 6: Build-up and Bragg peak region normalised mean square errors for 16O
ion beams. Values shown in bold type denote the closest agreement to experimental
measurements. “X” denotes measurements in which yields of that particular positron-






All e+ 11C 10C 15O All e+ 11C 10C 15O
PMMA
148
BIC 0.13 0.17 3.5 0.12 0.14 0.16 5.6 0.14
QMD 0.096 0.14 3.9 0.15 0.098 0.13 6 0.16
INCL++ 0.2 0.21 2.3 0.3 0.21 0.22 3.3 0.31
290
BIC 0.087 0.16 16 0.078 0.078 0.17 19 0.075
QMD 0.089 0.14 16 0.21 0.12 0.17 16 0.25
INCL++ 0.14 0.17 13 0.24 0.17 0.21 11 0.27
Gelatin
148
BIC 0.024 0.099 4.9 0.023 0.019 0.11 7.5 0.025
QMD 0.032 0.074 5.7 0.096 0.035 0.084 8.4 0.11
INCL++ 0.091 0.048 3.3 0.21 0.11 0.077 4.8 0.23
290
BIC 0.012 0.28 84 0.02 0.031 0.21 170 0.047
QMD 0.17 0.23 92 0.26 0.12 0.16 180 0.2
INCL++ 0.12 0.12 81 0.19 0.078 0.071 150 0.14
Polyethylene
148
BIC 0.032 0.16 2.6 0.047 0.036 0.16 3.6 0.051
QMD 0.065 0.13 3.2 0.16 0.07 0.14 4.1 0.17
INCL++ 0.16 0.19 1.5 0.26 0.18 0.21 1.9 0.28
290
BIC 0.026 0.12 13 0.04 0.085 0.071 22 0.06
QMD 0.18 0.14 13 0.36 0.13 0.098 20 0.31
INCL++ 0.098 0.15 9.8 0.17 0.064 0.12 14 0.12
in 56% of energy and target combinations, QMD in 6% and INCL++ in 38%. For425
oxygen, BIC was most accurate in 50% of cases, QMD in 17% and INCL++ in 33%.426
BIC was therefore the most accurate model for both ion species in the build up/Bragg427
peak region, followed by INCL++ and QMD.428
4.2.3. Tail region The normalised mean squared errors between simulation and429
experimental total annihilation photon yield and the yield of each of the parent430
radionuclides in the entrance region for 12C and 16O beams are listed in Tables 7 and431
Tables 8, respectively.432
For the 12C beam (Table 7), none of the models provided a particularly good fit to433
the experimental positron annihilation distribution; however, INCL++ was consistently434
the worst performer. For most phantoms and energies, the estimated 10C production435
was closer to the experimentally-measured values than was the case in the entrance or436
build-up/Bragg peak region.437
With 16O (Table 8), none of the models significantly out performed the others.438
BIC provided the best match to the experimental positron annihilation distributions in439
gelatin, while QMD provided the best match in PMMA.440
For the carbon beam in the tail region, BIC was the most accurate in 43% of energy441
and target combinations, QMD in 34% and INCL++ in 23%. For oxygen, BIC was most442
accurate in 23% of cases, QMD in 50% and INCL++ in 27%. QMD was therefore the443
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Table 7: Tail region normalised mean square errors for 12C ion beams. Values shown
in bold type denote the closest agreement to experimental measurements. “X” denotes







All e+ 11C 10C 15O All e+ 11C 10C 15O
PMMA
148.5
BIC 0.15 0.28 0.14 0.054 0.13 0.26 0.16 0.078
QMD 0.12 0.25 0.14 0.04 0.096 0.22 0.21 0.046
INCL++ 0.3 0.36 0.21 0.16 0.7 0.73 0.53 0.66
290.5
BIC 0.073 0.15 0.96 0.022 0.066 0.15 2.6 0.013
QMD 0.073 0.14 0.75 0.027 0.059 0.12 2.3 0.018
INCL++ 0.19 0.24 0.27 0.096 0.19 0.24 0.69 0.11
350
BIC 0.14 0.24 0.58 0.058 0.14 0.24 1.9 0.037
QMD 0.19 0.27 0.38 0.069 0.16 0.25 1.3 0.071
INCL++ 0.26 0.31 0.27 0.11 0.27 0.33 0.44 0.17
Gelatin
148.5
BIC 0.17 0.61 0.52 0.086 0.14 0.61 0.34 0.12
QMD 0.15 0.59 0.48 0.057 0.11 0.58 0.3 0.079
INCL++ 0.32 0.58 0.5 0.24 0.31 0.58 0.34 0.29
290.5
BIC 0.067 0.47 0.6 0.02 0.047 0.41 2.3 0.015
QMD 0.08 0.44 0.67 0.036 0.049 0.36 2.7 0.022
INCL++ 0.18 0.39 0.63 0.14 0.16 0.35 2 0.14
350
BIC 0.071 0.34 0.56 0.027 0.068 0.34 2.1 0.033
QMD 0.13 0.33 0.54 0.073 0.1 0.3 2.2 0.075
INCL++ 0.17 0.18 0.59 0.15 0.18 0.22 2.2 0.18
Polyethylene
148.5
BIC 0.075 0.15 0.9 X 0.066 0.13 1 X
QMD 0.063 0.12 0.81 X 0.047 0.093 1.1 X
INCL++ 0.18 0.23 0.23 X 0.18 0.22 0.15 X
290.5
BIC 0.04 0.064 4.7 X 0.04 0.065 4.9 X
QMD 0.052 0.076 3.3 X 0.044 0.066 3.6 X
INCL++ 0.14 0.16 0.74 X 0.15 0.17 0.73 X
350
BIC 0.2 0.25 2.4 X 0.12 0.15 3.2 X
QMD 0.27 0.31 1.1 X 0.16 0.19 1.8 X
INCL++ 0.32 0.35 0.4 X 0.24 0.27 0.43 X
most accurate model for carbon in the tail region, followed by QMD and INCL++,444
while for oxygen the best performing model is QMD, followed by INCL++ and QMD.445
4.2.4. Overall performance In summary, the hadronic the inelastic physics model which446
was most consistently able to match experimental results obtained with a 12C or 16O447
beam across the widest range of phantoms and energies was BIC. INCL++ was rarely448
the best or worst-performing model, most frequently achieving a middle ranking. QMD449
varied between good and poor performance depending on the region, incident ion,450
target and the positron-emitting fragment analysed. While excellent agreement was451
obtained for depth-dose curves, and (for BIC in most cases) for positron annihilation452
distributions, the accuracy of the predicted level of production of individual positron-453
emitting radionuclides varied substantially. In most cases, the distribution of the454
dominant radionuclide could be predicted with a good degree of reliability.455
For both beam types, results obtained when positron activity and positron-emitting456
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Table 8: Tail region normalised mean square errors for 16O ion beams. Values shown
in bold type denote the closest agreement to experimental measurements. “X” denotes







All e+ 11C 10C 15O All e+ 11C 10C 15O
PMMA
148
BIC 0.38 0.33 0.085 0.55 0.36 0.33 0.12 0.57
QMD 0.34 0.31 0.052 0.47 0.31 0.28 0.15 0.48
INCL++ 0.41 0.35 0.1 0.56 0.4 0.35 0.05 0.58
290
BIC 0.19 0.24 2 0.25 0.2 0.24 2.4 0.26
QMD 0.13 0.15 2.3 0.19 0.14 0.16 2.5 0.18
INCL++ 0.22 0.22 0.91 0.31 0.26 0.26 0.73 0.32
Gelatin
148
BIC 0.097 0.035 2.9 0.33 0.12 0.063 5.1 0.35
QMD 0.13 0.083 1.9 0.28 0.14 0.12 3.2 0.28
INCL++ 0.22 0.11 0.84 0.42 0.26 0.17 1.2 0.43
290
BIC 0.024 0.049 15 0.068 0.022 0.027 28 0.064
QMD 0.044 0.067 9.4 0.052 0.018 0.04 17 0.031
INCL++ 0.091 0.068 5.5 0.17 0.077 0.06 9.2 0.17
Polyethylene
148
BIC 0.22 0.19 1.7 X 0.25 0.22 1.7 X
QMD 0.19 0.15 2.8 X 0.21 0.16 2.9 X
INCL++ 0.18 0.14 2 X 0.21 0.17 1.9 X
290
BIC 0.063 0.12 7.8 X 0.051 0.087 9.6 X
QMD 0.025 0.044 12 X 0.015 0.022 14 X
INCL++ 0.037 0.061 7.4 X 0.037 0.055 8 X
radionuclide production were evaluated over the transverse FWTM of the beam rather457
than FWHM were essentially equivalent to the FWHM case.458
Despite the overall underestimation of 10C production, it may be noted from Figure459
5 that both edges of the Bragg peak region in the 10C signal are still clearly defined and460
are in good agreement with experimental data for the case of INCL++, in shape if not461
in magnitude; therefore, in modelling on-line range verification systems which rely on462
the production of 10C, INCL++ may be worth considering (although the other models463
nevertheless provide a fair estimate of the position of the distal edge and a fair estimate464
of the proximal edge).465
5. Conclusion466
The performance of three Geant4 hadronic inelastic ion physics models - Binary Ion467
Cascade (BIC), Quantum Molecular Dynamics (QMD) and Liege Intranuclear Cascade468
model (INCL++) - were evaluated according to their ability to accurately predict the469
depth-dose curve, overall positron annihilation distribution and the distributions of470
individual positron-emitting fragmentation products produced during heavy ion therapy,471
with both 12C and 16O beams, in three different homogeneous phantoms in Geant4472
version 10.2.p03. The yield of positron-emitting radionuclides predicted by each of473
these models depends strongly on both the phantom composition and region of interest474
inside the phantom, with the BIC model outperforming the other two models for the475
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overall prediction of the in-beam positron annihilation and dominant positron-emitting476
fragment distribution profiles for both 12C and 16O beams. Therefore the adoption of477
the BIC hadronic inelastic ion physics model is recommended as the best model for478
fragmentation processes observable using in-beam, in-vivo PET imaging in heavy ion479
therapy, although for modelling real-time intra-spill imaging, INCL++ may provide a480
better estimate of the 10C-dominated proximal edge of the Bragg peak.481
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[33] C. Robert, G. Dedes, G. Battistoni, T. T. Böhlen, I. Buvat, F. Cerutti, M. P. W. Chin, A. Ferrari,644
P. Gueth, C. Kurz, L. Lestand, A. Mairani, G. Montarou, R. Nicolini, P. G. Ortega, K. Parodi,645
Y. Prezado, P. R. Sala, D. Sarrut, E. Testa, Distributions of secondary particles in proton and646
carbon-ion therapy: a comparison between GATE/Geant4 and FLUKA Monte Carlo codes,647
Physics in Medicine and Biology 58 (9) (2013) 2879–2899. doi:10.1088/0031-9155/58/9/2879.648
URL https://doi.org/10.1088/0031-9155/58/9/2879649
[34] I. Pshenichnov, I. Mishustin, W. Greiner, Distributions of positron-emitting nuclei in proton and650
carbon-ion therapy studied with GEANT4, Physics in Medicine and Biology 51 (23) (2006)651
6099–6112. doi:10.1088/0031-9155/51/23/011.652
URL https://doi.org/10.1088/0031-9155/51/23/011653
[35] I. Pshenichnov, I. Mishustin, W. Greiner, MCHIT - Monte Carlo model for proton and Heavy-Ion654
Therapy, in: ND2007, EDP Sciences, 2007. doi:10.1051/ndata:07214.655
URL https://doi.org/10.1051/ndata:07214656
[36] F. Sommerer, F. Cerutti, K. Parodi, A. Ferrari, W. Enghardt, H. Aiginger, In-beam PET657
monitoring of mono-energetic16O and12C beams: experiments and FLUKA simulations658
for homogeneous targets, Physics in Medicine and Biology 54 (13) (2009) 3979–3996.659
doi:10.1088/0031-9155/54/13/003.660
URL https://doi.org/10.1088/0031-9155/54/13/003661
[37] L. Andy, C. Yong, A. Salahuddin, Yields of positron and positron emitting nuclei for proton and662
carbon ion radiation therapy: A simulation study with GEANT4, Journal of X-Ray Science and663
Technology 20 (3) (2012) 317–329. doi:10.3233/XST-2012-0340.664
URL http://doi.org/10.3233/XST-2012-0340665
[38] G. Collaboration, Physics reference manual for geant4, Tech. rep. (2018).666
[39] D. Mancusi, A. Boudard, J. Cugnon, J.-C. David, P. Kaitaniemi, S. Leray, Extension of the Liège667
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7. Supplementary material679
7.1. Validation of TAC fitting method680
In order to evaluate the Levenberg-Marquardt error minimisation algorithm for the681
fitting of Equation (1), 1000 time activity curves (TAC) were generated with initial682
weights randomly generated using 11C 10C and 15O half lives. An additional component,683
with a half life of 5 seconds, was generated to approximately account for short lived684
positron emitters. This additional component was not used in the fitting but was used685
when the random TAC was generated. The timing sampling points were chosen to be the686
same as the experimental values (refer to Section 3.2). The initial weights were generated687
in order to achieve a total weight of 100 and according to the following conditions:688
• 11C had an initial weight between 30 and 80.689
• The additional component of half life of 5 seconds had an initial weight of less than690
1.691
• 10C had an initial weight between 1 and 5.692
• 15O had the remaining weight to add up to 100.693
The fitting of the TACs followed the same procedure as detailed in Section 3.2).694
On average, 11C had a fitting error of 2% , 10C had a fitting error of 8%, 15O had a695
fitting error of 1.5% of the initial weight value.696
